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Kurzfassung
Tranformationskomponenten sind ein wichtiger Bestandteil innerhalb der XML-Infrastruktur,
um XML-Daten in das gewu¨nschte Format zu u¨berfu¨hren und dadurch bspw. den Austausch
zwischen Systemen zu erlauben. Eine Mo¨glichkeit der Umsetzung ist die Verwendung von spe-
zifischen XML-Transformationssprachen. Spezifische XML-Transformationssprachen, wie z. B.
XSLT, stellen spezielle Operatoren bereit, mit denen XML-Dokumente verarbeitet werden ko¨n-
nen. Die bereitgestellten Operatoren sind bzgl. dieser Doma¨ne elementar und universell ein-
setzbar, um ein mo¨glichst großes Spektrum der XML-Transformationsdoma¨ne abzudecken. Auf-
grund der feingranularen Operatoren kann die Beschreibung von XML-Transformationen um-
fangreich werden. Gegenwa¨rtige XML-Transformationssprachen sind monolithische Sprachen.
Sie stellen keine Mittel zur Verfu¨gung, um neue Sprachkonstrukte hinzuzufu¨gen, die bspw. pro-
blemspezifisch fu¨r eine bestimmte Zielsprache sind. Dies hat zu proprieta¨ren Spracherweite-
rungen gefu¨hrt, die jedoch aufwendig mit einem Sprachprozessor implementiert werden mu¨ssen.
Diese Erga¨nzungen werden deshalb nicht oder nur teilweise unterstu¨tzt.
In dieser Arbeit wird ein Konzept vorgeschlagen, mit dem neue ho¨here Operatoren auf der
Grundlage existierender Operatoren aufgebaut werden ko¨nnen, ohne jedoch in die Sprachdefi-
nition der Basistransformationssprache einzugreifen. Hierdurch kann die monolithische Struk-
tur von XML-Transformationssprachen aufgebrochen und deren Nachteile u¨berwunden werden.
Durch das Zusammenfassen von immer wieder auftretenden Operatorkombinationen durch ho¨-
here Operatoren ko¨nnen bspw. Transformationsbeschreibungen ku¨rzer und versta¨ndlicher wer-
den. Ho¨here Operatoren ko¨nnen aber auch fu¨r eine ganz bestimmte Zielsprache entwickelt wer-
den. Aufgrund der Spezifita¨t ko¨nnen bspw. angemessene Pru¨f- und Fehlermechanismen realisiert
werden.
Zur Umsetzung des Konzeptes ist die Ausfu¨hrungsumgebung XTC entstanden. XTC koordi-
niert den Ablauf, um ho¨here Operatoren in niedrigere, letztendlich elementare Operatoren einer
Basistransformationssprache zu u¨berfu¨hren. XTC wurde so realisiert, dass u¨ber standardisierte
Schnittstellen verschiedene spezifische XML-Transformationssprachen integriert werden ko¨nnen.
Somit ko¨nnen die integrierten XML-Transformationssprachen einerseits erweitert werden und
andererseits selbst fu¨r die Erweiterung genutzt werden. Neben XTC wird das Generatorsystem
XOpGen entwickelt, welches den Implementierungsaufwand fu¨r die neuen ho¨heren Operatoren
weiter verringert. Das Potential von ho¨heren Operatoren wird an der vom W3C standardisierten
XML-Transformationssprache XSLT demonstriert. XSLT wird mit verschiedenen, sowohl uni-
versellen als auch problemspezifischen, Operatoren erweitert. Bei der Anwendung des Konzep-
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Das Akronym XML ist zu seinem zehnja¨hrigen Bestehen einer der meistgenannten IT-Begriffe
innerhalb der Medien (vgl. letzte aktuelle Untersuchung in Abbildung 1.1). In nahezu jedem
Anwendungsgebiet der Informationstechnik ha¨lt XML nicht nur als plakatives Schlagwort Ein-
zug. Vielmehr existieren fast keine neuen IT-Entwicklungen oder Produkte, welche XML nicht
in irgendeiner Form nutzen oder unterstu¨tzen. Aber was macht dieses einfache und zugleich
sehr flexible Format zu dem, was Henry S. Thompson in [Tho00] als ASCII des 21. Jahrhunderts
bezeichnet?1 Zumal XML urspru¨nglich lediglich fu¨r das Publizieren von elektronischen Inhalten
innerhalb des Webs entworfen wurde.
Die Sta¨rke von XML besteht darin, dass XML ermo¨glicht, Inhalte durch zusa¨tzliche Informa-
tionen anzureichern und zu strukturieren. Mit Hilfe der Strukturierung durch sogenannte Text-
auszeichnungen oder Markups ko¨nnen Inhalte einfacher gefunden, vera¨ndert oder anderweitig
automatisiert weiterverarbeitet werden. XML legt dabei lediglich die erlaubten Typen von
Textauszeichnungen und deren syntaktischen Aufbau fest. Basierend auf diesen Konventionen
besteht die Mo¨glichkeit, eigene, konkrete Markup-Sprachen fu¨r die individuellen Anspru¨che und
Anforderungen innerhalb der verschiedenen Anwendungsgebiete zu formulieren.
Aufgrund der Festlegung des syntaktischen Aufbaus von Textauszeichnungen sowie der mo¨gli-
chen Beziehungen zwischen den einzelnen Typen von Textauszeichnungen ko¨nnen, unabha¨ngig
von den konkreten Markup-Sprachen, verschiedenste Sprachen, Konzepte, Methoden und Werk-
zeuge (z. B. Parser, Transformatoren, Validierer, Serialisierer) modular entwickelt werden. Diese
vereinfachen das Speichern, Exportieren, Verarbeiten oder Importieren von XML-Dokumenten
der anwendungsbezogenen Markup-Sprachen und gestalten es in vielerlei Hinsicht effizienter. Die
Plattformunabha¨ngigkeit von XML bezu¨glich einer konkreten Hardware, eines Betriebssystems
oder einer Programmiersprache zum einen und die Lizenzkostenfreiheit zum anderen bilden den
Zugang zu der stetigen Weiterentwicklung dieser Infrastruktur.
Neben den Eigenschaften von XML macht diese Infrastruktur XML besonders als Austausch-
format interessant. Ohne die Festlegung auf XML als Serialisierungsformat mu¨ssen zum Da-
tenaustausch zwischen zwei Applikationen die jeweiligen proprieta¨ren Quellformate mit einem
individuellen Parser eingelesen und analysiert werden, entsprechende Transformationen vorge-
nommen und anschließend wieder gema¨ß dem proprieta¨ren Zielformat serialisiert werden. Ohne
1Zur richtigen Einordnung dieser Aussage sei erwa¨hnt, dass ASCII das fundamentale Austauschproblem fu¨r
flache Textdokumente lo¨ste, indem es in [Int91] definierte, welche Zeichen durch welche Bits kodiert werden.
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ABBILDUNG 1.1: Die Top 25 der meistgenannten IT-Begriffe im Jahr 2006 in den deutschspra-
chigen Printmedien und Agenturmeldungen [Com07].
XML kann i. d. R. nicht auf eine Vielzahl von Werkzeugen fu¨r die einzelnen Schritte zuru¨ckge-
griffen werden. Gerade deswegen stellt XML aus heutiger Sicht die Standardtechnologie fu¨r die
Datendarstellung und den Datenaustausch dar. Man geht davon aus, dass rund 40 Prozent der
weltweit ta¨glich erstellten Daten im offenen XML-Format abgespeichert werden [Com07].
1.1 Problem- und Zielstellung
Die alleinige Vereinbarung der Nutzung einer XML-Schnittstelle fu¨r den Datenaustausch genu¨gt
allerdings bei weitem nicht, um diesen sicherzustellen. Voraussetzung dafu¨r ist vielmehr, dass
zwei Applikationen zwischen denen der Datenaustausch stattfinden soll, sich auf eine gemein-
same Markup-Sprache mit gleichem Vokabular und gleicher Semantik einigen. Diese gemeinsame
Kommunikationsbasis ko¨nnte eine Standardauszeichnungssprache innerhalb des Anwendungsge-
bietes sein. In vielen Anwendungsgebieten muss sich jedoch erst noch die Standardsprache eta-
blieren und verbreiten. Einerseits existieren alternative Vorschla¨ge, die nicht selten in Konkur-
renz stehen und oftmals nur auf bestimmte Ma¨rkte, La¨nder oder La¨ndergruppen zugeschnitten
sind. Andererseits kann eine Standardsprache in manchen Anwendungsgebieten die individuel-
len Anforderungen der Applikationen nur ungenu¨gend befriedigen. In beiden Situationen wird
deshalb entweder der Standard durch herstellerspezifische Anpassungen (z. B. fu¨r zusa¨tzliche gra-
phische Informationen fu¨r Modellelemente bei Editoren) vera¨ndert bzw. erweitert oder auf eine
komplett individuelle, werkzeugspezifische Markup-Sprache gesetzt. Damit in einem solchen
Fall die Applikationen nicht verschiedenste Vokabulare exportieren oder importieren mu¨ssen,
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sind innerhalb einer XML-Infrastruktur Transformationssysteme ein wichtiger Bestandteil, die
die Daten in das jeweils gewu¨nschte XML-Vokabular u¨bersetzen.
Existierende XML-Transformationssysteme bieten nur elementare Sprachkonstrukte zur Be-
schreibung der Transformationsdefinitionen an. Elementare Sprachkonstrukte sind Operato-
ren, die abha¨ngig von der konkreten Transformationssprache Informationseinheiten von XML
erzeugen, a¨ndern oder lo¨schen ko¨nnen. Solche Transformationssysteme sind ma¨chtig, da sie
jegliche auf XML-basierende Markup-Sprache erzeugen ko¨nnen und deswegen fu¨r die gesamte
XML-Transformationsdoma¨ne eingesetzt werden ko¨nnen. Andererseits fu¨hren die elementaren
Sprachkonstrukte zu feingranularen und umfangreichen Transformationsbeschreibungen. Ob-
wohl der Anwendungsbereich bzgl. der Quell- und/oder Zielsprache weiter eingeschra¨nkt werden
kann, wird die Transformationslogik in elementaren Sprachkonstrukten ”versteckt“. Gegenwa¨r-
tige XML-Transformationssprachen bieten keine Mittel, um bspw. Sprachkonstrukte fu¨r eine
bestimmte Klasse von XML-Dokumenten einer Zielsprache hinzuzufu¨gen. Infolgedessen ist der
Code schwerer versta¨ndlich, pru¨fbar und dadurch fehleranfa¨lliger. Dies wird besonders deutlich
bei Transformationssprachen, die neben XML auch andere Formate (z. B. PDF, RTF, HTML) er-
zeugen ko¨nnen. Fu¨r die Beschreibung dieser Transformationen werden die Zielformate durch An-
einanderreihen von Zeichenketten gebildet. Jegliche Unterstu¨tzung fu¨r eine Validierung fehlt.
In dieser Arbeit sollen spezifischen XML-Transformationssprachen weiterentwickelt werden. Die
zentrale Zielsetzung ist, ein Framework aufzubauen, mit dem die Nachteile der starren, mo-
nolithischen Struktur von gegenwa¨rtigen XML-Transformationssprachen u¨berwunden werden
ko¨nnen. Das Framework soll die Mo¨glichkeit schaffen, XML-Transformationssprachen adap-
tiv und modular erweitern zu ko¨nnen. Das Framework soll so organisiert sein, dass einzelne
Sprachkonstrukte, umfassendere Sprachkomponenten oder ga¨nzlich eigensta¨ndige Transformati-
onssprachen basierend auf einer XML-Basistransformationssprache flexibel implementiert wer-
den ko¨nnen. Entsprechende Granularita¨ten muss das zugrundeliegende Konzept unterstu¨tzen.
Das Konzept soll außerdem so strukturiert sein, dass mo¨glichst wenige Einschra¨nkungen bzgl.
der neuen Sprachkonstrukte erfolgen. Mit dem Framework soll es bspw. mo¨glich sein, sowohl
technische, allgemein wiederverwendbare Sprachkonstrukte als auch abstrakte, anwendungsspe-
zifische Sprachkonstrukte zu entwickeln. Zudem soll das Framework fu¨r eine Vielzahl von spezi-
fischen XML-Transformationssprachen anwendbar sein. Die Detaillierung der Zielstellung durch
Ableitung von Anforderungen an das Framework wird in Abschnitt 4.3 vorgenommen.
1.2 Beitrag
Fu¨r die Anreicherung von XML-Transformationssprachen mit zusa¨tzlichen Wissen existieren
verschiedene Ansa¨tze. Es werden bspw. wiederverwendbare Funktionen (u. a. Funktionen zur
Berechnung von Datums- und Zeitangaben, Mathematik- und Mengenfunktionen, zusa¨tzliche
Zeichenkettenfunktionen) zur Verfu¨gung gestellt, die mit entsprechenden Sprachkonstrukten der
Transformationssprache importiert und anschließend entsprechend aufgerufen werden ko¨nnen.
Diese Form der Wissenssammlung ist vergleichbar mit einer klassischen Programmbibliothek,
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die selbststa¨ndige, in der selben Sprache formulierte Programmkomponenten fu¨r eine Wieder-
verwendung bereitstellt. Beispielsweise kommuniziert die EXSLT-Initiative [EXS08] verschie-
dene Funktionen fu¨r die vom W3C standardisierte Transformationssprache XSLT 1.0 [Cla99a].
FunctX [Fun08] bietet ebenso eine Sammlung von Funktionen fu¨r XSLT. Solche Funktionen ko¨n-
nen bei Bedarf mit dem in dieser Arbeit entwickelten Konzept durch eigene Sprachkonstrukten
beschrieben werden. Es kann dementsprechend eine direkte Repra¨sentation in den Transfor-
mationsdefinitionen erfolgen, welche im Allgemeinen in einer kompakteren und versta¨ndlicheren
Darstellung resultiert. Mit Hilfe von ho¨heren Sprachkonstrukten ko¨nnen daru¨ber hinaus kom-
plexere Modularisierungen als mit dem Funktionsmechanismus realisiert werden.
Aus diesem Grund werden ebenso Spracherweiterungen zum Standard vorgeschlagen. Diese
Erweiterungen ko¨nnen im Gegensatz zu den vorherigen Funktionssammlungen nicht mehr von
standardkonformen Sprachprozessoren ausgefu¨hrt werden. Infolgedessen haben sich Inkompa-
tibilita¨ten zwischen den Sprachprozessoren entwickelt: manche bleiben beim Standard, andere
unterstu¨tzen nur einen Teil der vorgeschlagenen Erweiterungen und wiederum andere bieten zu-
sa¨tzlich eigene proprieta¨re Sprachkonstrukte an. Insgesamt ist somit ein Austausch der Sprach-
prozessoren an viele Voraussetzungen geknu¨pft. Fu¨r XSLT 1.0 bspw. hat die EXSLT-Initiative
Erweiterungen angeregt. Letztlich haben einige dieser sowie proprieta¨re Erweiterungen (z. B.
von Saxon [Kay08]) Einzug in die neue Version von XSLT 2.0 [Kay07] gefunden. Die Historie
von XSLT zeigt, dass besonders vergleichsweise junge Sprachen sta¨ndigen Weiterentwicklungen
unterworfen sind. Unser Konzept ermo¨glicht u. a. die Erweiterungen ohne einen Eingriff in die
Sprachdefinition von XSLT oder anderen Transformationssprachen, so dass beliebige vorhandene
und zuku¨nftige standardkonforme Sprachprozessoren genutzt werden ko¨nnen.
Der in den Bibliotheken der XML-Transformationssprachen enthaltene wiederverwendbare Code
ist i. d. R. unabha¨ngig von einem konkreten Anwendungskontext. Fu¨r spezifische Anwendungs-
probleme sind bisher eigensta¨ndige Transformationssprachen entwickelt worden. Sie werden
u¨blicherweise mit universellen Programmiersprachen mit den entsprechenden APIs wie DOM
[CBNW98] oder dessen Derivaten (JDOM [HM07], dom4j [Str05], etc.) direkt implementiert.
Ein Beispiel dafu¨r ist das Kompositionskonzept von XOpT [PS04]. XOpT ist ein Sprachvor-
schlag, der Java-Code aspektorientiert weiterverarbeiten kann. Der Java-Code muss zu diesem
Zweck zuvor in die XML-basierte Markup-Sprache JavaML u¨berfu¨hrt und nach der Verarbeitung
wieder serialisiert werden (siehe dazu auch [Bad00]). Wiederum einige andere Sprachvorschla¨ge
(z. B. [PZB00, Lei03, Pan04]) werden auf spezifische XML-Transformationssprachen (meistens
XSLT) abgebildet. In den genannten Beispielen wird die dafu¨r notwendige U¨berfu¨hrung mit
universellen Programmiersprachen vorgenommen.
Unser Konzept leistet ebenso fu¨r die Neuentwicklung einer XML-Transformationssprache einen
Beitrag. Es erlaubt, fu¨r die U¨berfu¨hrung zu einer XML-Basistransformationssprache selbst
Transformationssprachen zu nutzen. Hierdurch kann die monolithische Sprachentwicklung auf-
gebrochen werden. Es ko¨nnen Sprachkomponenten konstruiert und anschließend kombiniert
werden. So ist es neben einer kompletten Neuentwicklung auch mo¨glich, eine Basistransforma-
tionssprache mit problemangepassten Operatoren zusammengefasst in einer Sprachkomponente
modular und adaptiv zu erweitern. Auf der einen Seite kann durch die Modularisierung eine
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ho¨here Wiederverwendbarkeit, bessere Anpassungsfa¨higkeit und ku¨rzere Entwicklungszeit erzielt
werden. Auf der anderen Seite ko¨nnen die auf die gesamte XML-Doma¨ne spezialisierten Sprach-
konstrukte einer Basistransformationssprache durch spezifische Sprachkonstrukte, die sich bspw.
auf die Erzeugung eines bestimmten Zielformates beschra¨nken und deshalb die Konzepte und
Terminologien des Zielformates explizit verko¨rpern ko¨nnen, angereichert werden.
1.3 Aufbau
Abbildung 1.2 gibt einen U¨berblick u¨ber den Aufbau der Arbeit und die Abha¨ngigkeiten der
Kapitel. Die Arbeit ist in drei Teile gegliedert – Grundlagen, Framework und Evaluation.
ABBILDUNG 1.2: U¨berblick u¨ber Aufbau und Kapitelabha¨ngigkeiten.
Im ersten Teil werden die Grundlagen vorgestellt, die fu¨r das Versta¨ndnis der vorliegenden
Arbeit bzgl. XML im Allgemeinen und der Verarbeitung von XML-Dokumenten im Besonderen
notwendig sind. Dementsprechend ist der erste Teil unterteilt in zwei Kapitel.
Kapitel 2 gibt eine Einfu¨hrung in wesentliche Basiskonzepte von XML. Neben den grundlegen-
den syntaktischen Konstrukten von XML werden Schemasprachen zur Definition von individu-
ellen XML-Vokabularen sowie ein abstraktes Datenmodell, bei dem gegenu¨ber der Syntax die
Informationen im Vordergrund stehen, beschrieben. Nach dieser eher intuitiven Einfu¨hrung von
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XML erfolgt eine systematische, sprachbasierte Definition der Begriffe sowie der Begriffsbezie-
hungen. Das Kapitel schließt mit einer Einordnung der Arbeit in den XML-Technologieraum.
Kapitel 3 fu¨hrt in die Verarbeitung von XML-Dokumenten ein. Es werden zu Beginn ver-
schiedene Verarbeitungsmodelle betrachtet, bevor auf die einzelnen Verarbeitungsphasen einge-
gangen wird. Die Phase der Transformation wird dabei im Detail aufgearbeitet. Es wird eine
umfassende Doma¨nenanalyse vorgenommen, in der die Merkmale von diversen Transformations-
ansa¨tzen untersucht werden. Diese Merkmale werden anschließend aufgegriffen, um Kategorien
von grundsa¨tzlichen Transformationsmethoden, denen i. d. R. mehrere Transformationsansa¨tze
zugeordnet werden ko¨nnen, zu bilden. Nachfolgend werden unterschiedliche Implementierungs-
aspekte diskutiert. Abschließend wird die Arbeit bzgl. der XML-Verarbeitung eingeordnet. Es
werden dabei erste Ansatzpunkte fu¨r Verbesserungspotentiale aufgezeigt.
Der zweite Teil bildet den Schwerpunkt dieser Arbeit und ist in vier weitere Kapitel untergliedert.
Hier werden die Konzepte zur Erreichung der Zielsetzung entwickelt und realisiert.
ImKapitel 4 werden zwei typische Anwendungsszenarien fu¨r XML-Transformationen und deren
Probleme gezeigt. Auf dieser Basis werden die Ziele der Arbeit konkretisiert und die Anforde-
rungen herausgearbeitet. Die Struktur des gesamten Frameworks wird anhand der aufgestellten
Anforderungen abgeleitet. Die einzelnen Module des Frameworks werden in den beiden folgenden
Kapiteln erkla¨rt.
Kapitel 5 geht auf das Fundament des Frameworks ein. In das Grundprinzip der dafu¨r not-
wendigen Operatorhierarchie wird zuna¨chst kurz eingefu¨hrt, bevor das Konzept umfassend be-
schrieben wird. Hiernach folgt die Erla¨uterung der technischen Realisierung.
ImKapitel 6 wird ein Generatorsystem vorgeschlagen, welches die Erstellung von neuen Sprach-
konstrukten unterstu¨tzt. Erneut wird zu Beginn das grundlegende Prinzip kurz dargestellt und
daraufhin ausfu¨hrlich erla¨utert. Den Abschluss des Kapitels bildet die Schilderung der techni-
schen Realisierung. Zum besseren Versta¨ndnis wird der Generationsprozess dabei beispielhaft
mit Hilfe der beiden Anwendungsszenarien demonstriert.
Im Kapitel 7 werden zwei Vorgehensmodelle vorgestellt, die beschreiben, welche Aktivita¨ten in
welcher Reihenfolge und mit welchen Rollen durchgefu¨hrt werden. Die Vorgehensmodelle legen
u. a. auch fest, wie und wann die entworfenen Module des Frameworks angewendet werden.
Der dritte Teil der Arbeit evaluiert die entwickelten Konzepte und deren Realisierung. Er teilt
sich in zwei weitere Kapitel auf.
ImKapitel 8 wird die Anwendung des entwickelten Frameworks exemplarisch an XSLT gezeigt.
Es wird sowohl die Erweiterung der Basistransformationssprache mit zusa¨tzlichen Sprachkom-
ponenten als auch der Aufbau einer neuen, eigensta¨ndigen Transformationssprache basierend
auf XSLT demonstriert.
Kapitel 9 diskutiert den Nutzen und die Kosten des vorgeschlagenen Frameworks. In die
Kosten/Nutzen-Analyse werden die zuvor betrachteten Anwendungsbeispiele einbezogen, um
Argumente zu veranschaulichen sowie quantitative Messungen vornehmen zu ko¨nnen.
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1.3 AUFBAU
Die Arbeit schließt mit dem Kapitel 10. Dieses Kapitel fasst die wichtigsten Ergebnisse die-






Der erste Teil dieser Arbeit behandelt die wesentlichen Grund-
konzepte von XML. Es werden u. a. die XML-Syntax, verschie-
dene Schemasprachen sowie abstrakte und konkrete Datenmo-
delle beschrieben. Anschließend wird gesondert auf die eigent-
liche Transformationsphase eingegangen. Es werden Merkmale
unterschiedlicher Transformationssysteme gesammelt und ka-






Die im Februar 1998 verfasste XML-Spezifikation zur Erstellung strukturierter, maschinen- und
menschenlesbarer Dokumente legte aus heutiger Sicht den Grundstein zur Entwicklung einer
Standardtechnologie fu¨r den Datenaustausch. XML wird nicht direkt in den verschiedensten Ap-
plikationen verarbeitet, sondern die jeweiligen problemspezifischen, XML-basierten Dokumente
und Sprachen. XML stellt jedoch die grundlegenden syntaktischen Konventionen zur Verfu¨gung,
die festlegen, wie Markups abgegrenzt werden und an welchen Stellen eines Textes diese hinzu-
gefu¨gt werden du¨rfen; mehr allerdings auch nicht. Schemasprachen ermo¨glichen daru¨ber hinaus
eine zusa¨tzliche Einschra¨nkung durch genaue Festlegung, welches konkrete Markup-Vokabular
und in welcher Reihenfolge verwendet werden darf. Diese Unterscheidung ermo¨glicht es, Werk-
zeuge zu entwickeln, die die allgemeine XML-Struktur effizient lesen, verarbeiten und speichern
ko¨nnen. Diese Werkzeuge ko¨nnen ebenso fu¨r die spezifischen XML-Sprachen in den verschiede-
nen Anwendungsgebieten genutzt werden.
XML kann somit nicht als isoliertes Konzept oder Technik betrachtet werden. Vielmehr ergibt
das Zusammenspiel mit anderen XML-Standards und die Einbettung in unterschiedlichste Ap-
plikationen eine gemeinsame Infrastruktur. Auf der anderen Seite stellt XML aber auch kein
geschlossenes monolithisches System dar. Die einzelnen Vertreter der Sprachfamilie sind derart
modular aufgebaut, dass sie besta¨ndig und unabha¨ngig voneinander weiterentwickelt werden.
Oftmals stehen dem Anwender verschiedene Alternativen zur Lo¨sung konkreter Problemen be-
reit, die wahlweise herangezogen werden ko¨nnen.
Ru¨ckblickend auf den Erfolg von XML la¨sst sich zusammenfassend sagen, dass
• XML einerseits standardisiert genug ist, um eine Vielzahl von Werkzeugen zur Verarbei-
tung von XML-Dokumenten einsetzen zu ko¨nnen,
• XML andererseits flexibel genug ist, um jedem Anwenderkreis zu ermo¨glichen, eine eigene,
anwendungsspezifische XML-Sprache zu definieren und deren Instanzen zu nutzen.
Dieses Kapitel bietet im Weiteren einen Einstieg in die fu¨r das Versta¨ndnis der vorliegenden
Arbeit wesentlichen Basiskonzepte von XML. Der Abschnitt 2.1 stellt die historische Entwicklung
der expliziten Textauszeichnung dar und motiviert zugleich deren Verwendung. Im Abschnitt 2.2
wird zuna¨chst auf die grundlegenden syntaktischen Konstrukte von XML eingegangen, bevor im
Abschnitt 2.3 Mo¨glichkeiten vorgestellt werden, wie mit Hilfe von Schemasprachen eigene XML-
Vokabulare definiert werden ko¨nnen. Im Abschnitt 2.4 wird von der konkreten XML-Syntax
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abstrahiert und ein abstraktes Modell vorgestellt, bei dem die Daten im Vordergrund stehen.
Abschließend werden die bis dahin intuitiven Begriffe definiert und in einem Begriffsnetz in
Beziehung gesetzt.
2.1 Ursprung und Entwicklung
Der Ursprung von Markups im weiteren Sinne geht auf die Zeit der Erfindung des Buchdruckes
zuru¨ck. In dessen Anfa¨ngen wurde das Blockdruckverfahren eingesetzt, bei dem jeweils eine
komplette Seite aus Holztafeln geschnitten und abgezogen wurde. Der klassische Buchdruck,
dessen Entwicklung in Europa Mitte des 15. Jahrhunderts Johannes Gutenberg zugeschriebenen
wird, ist ein Verfahren, welches mit beweglichen Lettern oder Typen arbeitet. Diese Lettern
wurden so aneinandergereiht, dass sie eine Seite ergaben. Die Lettern wurden anschließend mit
Farbe bestrichen und auf Papier mit Druck u¨bertragen (daher auch der gela¨ufige Name Hoch-
druckverfahren). Im Gegensatz zu den bis dahin eingesetzten Druckplatten aus Holz, die Unikate
darstellten und nur fu¨r eine Buchseite genutzt werden konnten, konnten die einzelnen Lettern
wiederverwendet werden. Diese Form des Buchdruckes hielt sich bis Anfang des 20. Jahrhun-
derts in fast unvera¨nderter Form. Spa¨ter wurden automatische Schriftgießmaschinen eingefu¨hrt,
die einzelne Lettern (z. B. Monotype) oder ganze Zeilen (z. B. Linotype, Ludlow, Typograph)
gossen und nach deren Gebrauch wieder einschmelzen konnten. Diese Verbesserung mecha-
nisierte die Arbeit des Setzers und beschleunigte somit den traditionellen Ablauf. Allerdings
a¨nderte sich das Prinzip der Bleisatz-Technik nicht. Erst Mitte des 20. Jahrhunderts wurde es
durch den Fotosatz, der mit Hilfe von optischen Belichtungsverfahren i. d. R. die Vorlage fu¨r den
Offsetdruck bildet, abgelo¨st. Wa¨hrend beim Offsetdruck noch Druckplatten produziert werden
mu¨ssen, verzichtet man beim Digitaldruck vo¨llig auf die Herstellung von Druckvorlagen.
In allen Epochen innerhalb der Geschichte des Buchdruckes wurden Markups (Textauszeich-
nungen) eingesetzt. So wurden in der Phase des Bleisatzes die Manuskripte (lat. manu scriptum
= von Hand Geschriebenes) mit Formatierungshinweisen durch den Autor bzw. einen Textgestal-
ter versehen, damit der Schriftsetzer die Druckplatten sowie spa¨ter die Belichtungsvorlagen nach
bestimmten typographischen Richtlinien wie Schriftart, Zeilenabstand, Zeilenbreite, aber auch
Fett- oder Kursivschrift usw. erstellen konnte. Diese Gestaltungsmerkmale wurden zuna¨chst
handschriftlich am Text vermerkt. Spa¨ter, mit der fotomechanischen Umsetzung des Druckes
sowie mit dem Einzug erster Großrechner in den 1960er und fru¨hen 1970er Jahren, ermo¨glichten
Lochstreifen eine rudimenta¨re Seitenbeschreibungssprache fu¨r eine detailliertere Erfassung von
Texten. Mit dem weiteren Fortschritt der EDV-Systeme wurde in den 1980er Jahren das heute
unter dem Namen Desktop Publishing (DTP) bekannte Verfahren eingefu¨hrt, welches elektro-
nische Markups, ja sogar komplette Seitenbeschreibungssprachen wie PostScript R© [Inc99] zur
Formatierung von Texten und Dokumenten einsetzt.
Die Suche nach einer Definition von Markups fu¨hrt bei IT-Wissen, einem Online-Lexikon fu¨r
Informationstechnologie [IT-08], zu folgendem interessanten Ergebnis:
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2.1 URSPRUNG UND ENTWICKLUNG
”Ein Markup ist eine Auszeichnung, eine Markierung. Markups, das sind Folgen von
Symbolen und Zeichen, die an bestimmten Stellen in einem Dokument eingefu¨gt wer-
den, um die Form der Darstellung, des Druckes oder der Struktur der Dokumente zu
beschreiben. Das ko¨nnen auch Kommentare sein, Trennzeichen und Verarbeitungs-
anweisungen. [...]
Die einzelnen voneinander getrennten Markup-Elemente nennt man Tags.“
Diese Definition von Markups greift zwei verschiedene Aufgaben der Textauszeichnung auf.
Zum einen wird die Textauszeichnung entsprechend ihrer urspru¨nglichen Funktion zur Darstel-
lung von bestimmten Wo¨rtern, Sa¨tzen oder Abschnitten eines Textes, u. a. am Drucker oder
Bildschirm, verwendet. Da diese Form des Markups die formatorientierte Verarbeitung von
bestimmten Textbestandteilen beschreibt, wird es in der Literatur oftmals als prozedurales
Markup bezeichnet. Zum anderen ko¨nnen Markups Texte mit Informationen erga¨nzen, die
strukturelle und logische Aspekte eines Dokumentes (z. B. die Einteilung in U¨berschriften, Ka-
piteln, Abschnitte, usw.) beschreiben, ohne jedoch eine genaue Repra¨sentation oder eine andere
Verarbeitung der Inhalte festzulegen. Aus diesem Grund werden diese Textauszeichnungen ha¨u-
fig unter dem Begriff deskriptives oder auch generisches Markup zusammengefasst.
Generisches Markup
Die wesentliche Idee, den Informationsgehalt eines Dokumentes von seiner a¨ußeren Form zu tren-
nen, geht auf William Tunnicliffe Ende der 1960er Jahre zuru¨ck [Gol90]. Auf Basis dieser Idee,
welche unter dem Namen generic coding vero¨ffentlicht wurde, entwickelten Charles Goldfarb,
Edward Mosher und Raymond Lorie die GML (Generalized Markup Language). GML definiert
eine einheitliche Notation fu¨r Markups, die jedoch deren Bestandteile, wie z. B. die Namensge-
bung der Tags, flexibel la¨sst. Daru¨ber hinaus enthielt GML erstmals das Konzept eines formal
definierten Dokumenttyps mit einer verschachtelten Struktur. GML und dessen Dokumenttyp-
konzept wurden im Laufe der Jahre stetig weiterentwickelt und letztendlich 1986 als ISO 8879
unter dem Namen SGML (Standard Generalized Markup Language) standardisiert [Int86].
In SGML erfolgt die Beschreibung eines Dokumenttyps innerhalb der DTD (Document Type
Definition). Die DTD spezifiziert, welche konkreten Markups ein Text enthalten darf, welche
Markups unbedingt vorhanden sein mu¨ssen und in welcher Reihenfolge diese auftreten. D. h., es
ist mit SGML mo¨glich, eine Menge von Markups in Form einer individuellenMarkup-Sprache,
auch als Auszeichnungssprache bezeichnet, zu definieren. Die Markup-Sprache weist dabei dem
Vokabular an Textauszeichnungen eine feste Semantik zu. Die konkrete Benennung der Textaus-
zeichnungen kann an die Terminologie der Anwendungsdoma¨ne, in der die Markup-Sprache zum
Einsatz kommt, angelehnt werden. Bekannte Beispiele aus SGML definierter Markup-Sprachen
sind HTML [RHJ99] (Standard zur Strukturierung von Web-Seiten) oder DocBook [WM06]
(Standard zur Erstellung von technischen Dokumenten).
Aufgrund der Komplexita¨t durch die große Flexibilita¨t beschra¨nkte sich das Einsatzgebiet von
SGML im Wesentlichen auf die professionelle Verarbeitung technischer Dokumente. Erst die
Vereinfachung von SGML zu XML (Extensible Markup Language - standardisiert im Jahre 1998
[BPS+06a], [BPS+06b]) durch die Fokussierung auf Funktionen, die fu¨r Dokumente im Internet
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beno¨tigt werden, fu¨hrte zu einer starken Verbreitung im Web, spa¨ter aber auch auf anderen
Anwendungsfeldern. Heute ist XML der Standard zur Erstellung von strukturierten, maschinen-
und menschenlesbaren Dokumenten. Daru¨ber hinaus entstanden im Umfeld von XML zahlreiche
Sprachen, die ha¨ufig beno¨tigte allgemein auftretende Aufgaben bzgl. XML anbieten (wie etwa
Transformation von XML-Dokumenten, Adressierung von Informationen in XML-Dokumenten,
APIs fu¨r XML-Datenstrukturen usw.), aber auch Parser und Werkzeuge, die diese Sprachen
sowie APIs implementieren. Die durch die XML-Familie erzeugte Infrastruktur ist die Grundlage
fu¨r eine weiterreichende Nutzung von XML in noch nicht erschlossenen Anwendungsgebieten und
Doma¨nen.
2.2 Strukturelle Grundkonzepte
XML (Extensible Markup Language) stellt ein gegenu¨ber SGML vereinfachtes Regelwerk zur
Verfu¨gung, mit dem es ermo¨glicht wird, konkrete, individuelle Markup-Sprachen zu definieren.
XML ha¨lt zu diesem Zweck syntaktische Konventionen bereit, die festlegen, aus welcher Zeichen-
folge ein Markup besteht und an welchen Stellen innerhalb eines Textes ein Markup hinzugefu¨gt
werden darf. Eine genauere Beschreibung des XML-Vokabulars einer Markup-Sprache kann mit
Hilfe einer aus der SGML vereinfachten DTD spezifiziert werden. Eine DTD schra¨nkt durch
bestimmte grammatische Regeln die Markups (z. B. die Namensgebung oder deren Auftretens-
reihenfolge) ein.
Der folgende Beispielcode 2.1 zeigt eine mo¨gliche Textauszeichnung mit XML eines Glossars in
der bspw. die Definition von Markup (siehe Seite 12) eingetragen wird. Mit Hilfe der expliziten
Textkennzeichnung durch XML-Markups wird es Software-Applikationen ermo¨glicht, Zeichen-
daten zu unterscheiden, zu suchen und auszuwerten.
1 <?xml version=”1.1” encoding=”ISO−8859−1”?>
2 <!DOCTYPE glossar SYSTEM ”glossar−beispiel.dtd”>
3 <glossar quelle=”http://www.itwissen.info”>
4 <eintrag lokation=”/definition/lexikon// markup markup.html” kategorie=”Datentyp”>
5 <begriff>Markup</begriff>
6 <definition>
7 Ein Markup ist eine Auszeichnung, eine Markierung. Markups, das sind Folgen
8 von Symbolen und Zeichen, die an bestimmten Stellen in einem Dokument eingefu¨gt
9 werden, um die Form der Darstellung, des Druckes oder der Struktur der Dokumente
10 zu beschreiben. Das ko¨nnen auch Kommentare sein, Trennzeichen und
11 Verarbeitungsanweisungen.
12 ...
13 Die einzelnen voneinander getrennten Markup−Elemente nennt man Tags.
14 </definition>
15 </eintrag>
16 <!−−Weitere Eintra¨ge folgen.−−>
17 </glossar>




Sa¨mtliche im Beispielcode 2.1 fett dargestellten Zeichen des Dokumentes bilden das XML-
Markup. Die restlichen Zeichen des Textes, die kein Markup sind, werden als Zeichendaten
bezeichnet. Prinzipiell handelt es sich bei dem Beispielcode um ein reines Textdokument ohne
jegliche Formatierungen. So wird bspw. die Fett-Darstellung lediglich zur visuellen Kennzeich-
nung des Markups verwendet.
Ein XML-Dokument kann mit einem Prolog beginnen. Ein Prolog kann aus einer XML-Dekla-
ration, einer Dokumenttyp-Deklaration sowie weiteren Kommentaren und Verarbeitungsanwei-
sungen bestehen. Eine XML-Deklaration gibt, wie im Beispielcode 2.1 in Zeile 1, die verwendete
XML-Version sowie die verwendete Zeichenkodierung an. Weitere Informationen sind mo¨glich.
Eine Dokumenttyp-Deklaration besteht entweder aus einem Verweis auf eine externe Teilmenge
(wie in Zeile 2), die die Markup-Deklarationen entha¨lt, oder aus einer internen Teilmenge von
Markup-Deklarationen oder aus beidem. Beide Teilmengen zusammen bilden eine Grammatik
fu¨r eine Klasse von XML-Dokumenten.
Wie das Beispiel zeigt, verwendet XML fu¨r die Markups im Prolog sowie auch fu¨r die meisten
anderen Markups spitze Klammern (< und >), um sie syntaktisch von den eigentlichen Zei-
chendaten des Textes zu trennen. In Zeile 4 wird bspw. der Glossareintrag Markup explizit mit
<begriff>Markup</begriff> ausgezeichnet. Dadurch kann der Begriff von der eigentlichen Defini-
tion unterschieden werden. Die Zeichen <begriff> und </begriff> sind Bausteine des wichtigsten
Markups innerhalb von XML-Dokumenten – den Elementen. Der erste Baustein, er wird auch
Start-Tag genannt, und der zweite Baustein, das End-Tag, grenzen das Element nach außen und
innen ab. Der abgegrenzte Text zwischen Start- und End-Tag bildet den Inhalt eines Elementes.
Der Inhalt kann wiederum Zeichendaten, (Unter-)Elemente oder andere Markups enthalten. Er
kann aber auch leer sein. Diese Struktur von XML bedingt, dass ein End-Tag immer zu dem zu-
letzt geo¨ffneten Start-Tag passen muss. Bei einem korrekt gebildeten XML-Dokument entsteht
dadurch eine strikt hierarchische Elementstruktur. Das a¨ußerste Element wird Wurzelelement
genannt.
Ein Element kann durch Attribute mit zusa¨tzlichen Informationen angereichert werden. In der
Zeile 2 bspw. entha¨lt das Element glossar ein Attribut quelle=”http://www.itwissen.info”, welches
Informationen u¨ber die Quelle des Glossars festha¨lt. Ein Attribut besteht immer aus einem
Name-Wert-Paar: dem Attributnamen und dem Attributwert. Attribute werden im Start-Tag
des Elementes abgelegt. Ein Attribut darf dabei, im Gegensatz zu mo¨glichen Unterelementen,
nur einmal im abgelegten Element auftreten und unterliegt keiner Reihenfolge. Die Groß- und
Kleinschreibung der Namen fu¨r Elemente und Attribute in den Elementen ist sensitiv und muss
daher beachtet werden.
Im Beispielcode 2.1 ist ein weiteres Markup – der Kommentar – enthalten (siehe Zeile 16). Kom-
mentare sind durch die Zeichenfolge <!−− und −−> begrenzt. Kommentare sind Annotationen,
die Hinweise fu¨r den Textbearbeiter und Nutzer geben. Sie sollen die Lesbarkeit und Nach-
vollziehbarkeit eines XML-Dokumentes erho¨hen. Kommentare ko¨nnen (aber mu¨ssen nicht) von
einer Applikation verarbeitet werden.
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Weitere Markups, die mit eckigen Klammern begrenzt sind, aber nicht im Beispielcode 2.1
auftreten, sind Verarbeitungsanweisungen (<? und ?>) und CDATA-Abschnitte (<![CDATA[
und ]]>). Verarbeitungsanweisungen sind spezielle Anweisungen fu¨r Applikationen, die z. B.
Informationen zur Darstellung der XML-Daten enthalten. Die Applikationen werden durch
das Ziel, mit der jede Verarbeitungsanweisung beginnt, identifiziert. Das Ziel steht dabei fu¨r
einen symbolischen Namen, den die adressierte Applikation kennen muss. Die restlichen Zeichen
innerhalb der Verarbeitungsanweisung sind die Daten, die der Applikation u¨bergeben werden.
Ha¨ufig werden diese Daten als Pseudoattribute abgelegt, die a¨hnlich wie ein Attribut aussehen,
aber nicht als solches von einem Parser behandelt werden. Obwohl die XML-Deklaration die
gleichen Trennzeichen verwendet, ist sie keine Verarbeitungsanweisung. Aus diesem Grund darf
das Ziel einer Verarbeitungsanweisung auch nicht aus den Literalen xml oder XML gebildet
werden.
Einige Zeichen und Zeichenfolgen, z. B. eine beginnende eckige Klammer, sind innerhalb der
Zeichendaten nicht erlaubt, da sie als XML-Markup falsch interpretiert werden ko¨nnten. Eine
Mo¨glichkeit diese Zeichenfolgen zu maskieren, bieten CDATA-Abschnitte. Per Definition du¨r-
fen in diesen CDATA-Abschnitten alle Zeichen verwendet werden, die nicht das Ende dieses
Abschnittes (]]>) kennzeichnen.
Treten einzelne solcher Zeichen innerhalb von Zeichendaten auf, so ko¨nnen diese ebenso mit
Hilfe von sogenannten Entity-Referenzen maskiert werden. Eine Entity-Referenz verweist auf
den Inhalt eines benannten Entitys. Dieser Inhalt wird, vergleichbar mit einem einfachen Texter-
setzungsmechanismus, an die Stelle der Referenz eingesetzt. Da Entity-Referenzen, im Gegen-
satz zu CDATA-Abschnitten, auch in Attributwerten eingesetzt werden du¨rfen, verwenden sie
eine andere Syntax zur Kennzeichnung des Markups, um falsche Interpretationen zu vermeiden.
Referenzen zu analysierten allgemeinen Entities bestehen aus dem et-Zeichen (&), dem Namen
des referenzierten Entitys und dem Semikolon ( ;). So bedeutet bspw. die Notation &lt;, dass
diese Referenz durch den Inhalt des vordefinierte Entitys lt , in diesem Fall durch das Zeichen <,
ersetzt wird. Die Zeichen & und ; sind Trennzeichen zur Abgrenzung der Entity-Referenz. Soll
das et-Zeichen nicht als Trennzeichen verwendet werden, muss es selbst maskiert werden. XML
stellt dafu¨r das vordefinierte Entity amp bereit. Weitere vordefinierte Entities sind bspw. lt (<),
apos ( ’) und quot (”). Neben den vordefinierten ko¨nnen ebenso benutzerdefinierte Entities ei-
nem XML-Dokument hinzugefu¨gt werden. Die Entities werden in der Dokumenttyp-Deklaration
definiert. Beispielsweise definiert die Notation <!ENTITY land ”049”> ein Entity land mit dem
Inhalt 049.
Fu¨r spezielle Zeichen, die bspw. nicht direkt u¨ber die Tastatur in den Text eingegeben oder
die nicht in der Kodierung des Dokumentes repra¨sentiert werden ko¨nnen, stellt XML Zeichen-
referenzen zur Verfu¨gung. Eine Zeichenreferenz wird aus der Zeichenfolge (&#), einem ent-
sprechenden Zeichencode und einem Semikolon ( ;) gebildet. Der Zeichencode verweist auf eine
atomare Texteinheit gema¨ß der Spezifikation von ISO/IEC 10646 [Int93, Int00]. Damit sind Zei-
chen des gesamten Unicode-Bereiches [Uni96, Uni00] mit einigen wenigen Ausnahmen innerhalb
der Zeichendaten erlaubt. Beispielsweise steht die Zeichenkodierung &#945; (dezimal) als auch
&#x03B1; (hexadezimal) fu¨r das kleine griechische Zeichen α. Obwohl Zeichenreferenzen eine
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a¨hnliche Notation wie Entity-Referenzen besitzen, za¨hlen sie nicht zum Markup.
2.2.2 Strukturierung
Der Beispielcode 2.1 zeigt nur eine mo¨gliche Strukturierung eines Glossars. In Abha¨ngigkeit der
Verwendung des Dokumentes kann eine regelma¨ßige oder aber auch eine unregelma¨ßige Struk-
turierung vorgenommen werden. Eine wie in unserem Beispiel sehr regelma¨ßige Struktur, in
der Elemente entweder nur Elemente oder nur Zeichendaten enthalten du¨rfen, wird datenzen-
trierte Struktur genannt. Dem gegenu¨ber wird eine unregelma¨ßige Strukturierung mit Ele-
menten die sowohl Zeichendaten als auch Elemente enthalten ko¨nnen, unter dem Begriff doku-
mentzentriert zusammengefasst. Da XML zum einen beide Strukturierungsmo¨glichkeiten und
zum anderen keine oder offene Schemabeschreibungen erlaubt, werden die mit XML-Markups
gekennzeichneten Zeichendaten als semistrukturierte Daten bezeichnet.
2.2.3 Korrektheit
XML-Dokumente werden in wohlgeformte und gu¨ltige Dokumente unterschieden. Genu¨gt ein
XML-Dokument den syntaktischen Regeln fu¨r XML, so wird es als wohlgeformt (well-formed)
bezeichnet. Werden daru¨ber hinaus weitere Einschra¨nkungen eingehalten, die in einem dazuge-
ho¨rigen Schema (z. B. in einer DTD oder einer anderen Schemasprache) formuliert sind, wird
von einem gu¨ltigen (valid) XML-Dokument gesprochen. Ein gu¨ltiges Dokument setzt immer
ein wohlgeformtes Dokument voraus und ist damit ein sta¨rkeres Korrektheitskriterium.
Neben dem XML-Dokument wird in der Literatur oftmals eine weichere Form genannt – das
XML-Fragment. Ein XML-Fragment muss, im Gegensatz zum XML-Dokument, kein a¨ußer-
stes Wurzelelement besitzen, welches alle anderen Elemente umschließt. Ein XML-Fragment
ist dann bereits wohlgeformt, wenn durch das Hinzufu¨gen eines umschließenden Elementes ein
wohlgeformtes XML-Dokument entstehen wu¨rde.
2.2.4 Namensraum
Elemente und Attribute in XML-Fragmenten oder -Dokumenten ko¨nnen, obwohl sie aus ver-
schiedenen Anwendungskontexten kommen und eine unterschiedliche Semantik besitzen, identi-
sche Bezeichner verwenden. Namensra¨ume bieten eine Mo¨glichkeit, potentielle Namenskonflikte
bspw. bei einer Mischung von Dokumenten zu vermeiden. Ein Namensraum (namespace)
erlaubt es, Elementen und Attributen einem bestimmten Geltungsbereich, der u¨ber die Doku-
mentgrenzen hinausgeht, zuzuweisen, der sie eindeutig und damit unterscheidbar macht. Als
Geltungsbereich wird eine URI (Uniform Resource Identifier) eingesetzt. Dieser Verweis dient
lediglich dazu, die Eindeutigkeit sicherzustellen. Hinter der URI kann sich aber auch eine sinn-
volle Ressource verbergen, die interpretiert werden kann.
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Bevor ein Namensraum innerhalb eines XML-Dokumentes benutzt werden kann, muss er de-
klariert werden. Fu¨r diese Deklaration stellt XML spezielle Attribute zur Verfu¨gung, deren
Namen mit dem reservierten xmlns: beginnen. Die restlichen Zeichen des Attributnamens ver-
einbaren ein Ku¨rzel, dem im Attributwert eine URI zugeordnet wird. Beispielsweise deklariert
xmlns:xs=”http://www.w3.org/2001/XSLSchema” das Ku¨rzel xs fu¨r den Namensraum
http://www.w3.org//2001/XSLSchema. Das Ku¨rzel kann in Attributen und Elementen als Pra¨-
fix vorangestellt werden, um sie an einen bestimmten Namensraum zu binden. Der Name,
der durch das Voranstellen des Pra¨fixes entsteht, wird als qualifizierter Name bezeichnet. So
wird bspw. im qualifizierten Elementnamen xs:schema der Namensraum von xs an den lokalen
Elementnamen schema gebunden.
Da sich eine explizite Angabe des definierten Namensraumpra¨fixes fu¨r jedes Element und dessen
Unterelemente u.U. als platzraubend und umsta¨ndlich erweisen kann, bietet XML eine kom-
paktere Variante, in der kein Ku¨rzel deklariert wird. Hierzu wird das reservierte Attribut xmlns
ohne den separierenden Doppelpunkt und ohne nachfolgendes Ku¨rzel verwendet. Der so de-
klarierte Namensraum wird Vorgabenamensraum (default namespace) genannt. Dieser umfasst
neben dem Element, welches die Namensraumdeklaration beinhaltet, auch alle Unterelemente.
Eine Ausnahme hiervon bilden die untergeordneten Elemente, in denen eine Redeklaration des
Vorgabenamensraums erfolgt oder die durch einen expliziten Pra¨fix an einen anderen Namens-
raum gebunden werden. Die Namensra¨ume auf Elementebene werden nicht an die Attribute
propagiert. Attribute ko¨nnen nur explizit einem Namensraum zugeordnet werden. Entschei-
dend zur Identifikation des Namensraums ist allein die jeweilige URI; unabha¨ngig davon, ob die
Zuordnung durch einen Vorgabenamensraum oder durch eine explizite Pra¨fixangabe erfolgte.
Ein Namensraum wird dann als gleich angesehen, wenn alle Zeichen dieser zugeordneten URI
identisch sind. Dieses Konzept der Namensra¨ume wurde nachtra¨glich zu XML hinzugefu¨gt und
wird in einer eigenen Spezifikation beschrieben [BHLT06].
2.3 Schemasprachen
Schemasprachen ermo¨glichen mit Hilfe einer Grammatik oder bestimmter Regeln, eine Klasse
von XML-Dokumenten – eine Markup-Sprache – formal zu definieren. Je nach Schemasprache
ko¨nnen dabei sowohl die erlaubte Elementstruktur sowie deren zugeho¨rige Attribute als auch
die darin verwendeten Typen festgelegt werden. Mit der Festlegung eines gu¨ltigen Vokabulars
fu¨r XML-Dokumente wird immer, wenn auch implizit, eine dazugeho¨rige Semantik definiert, die
den Sinn und Zweck der Elemente und Attribute beschreibt. Widerspricht ein XML-Dokument
dieser semantischen Verwendung, wird dies als Tag-Missbrauch (tag abuse) bezeichnet. Ein sol-
cher Verwendungsmissbrauch kann fast nicht automatisiert erkannt werden, da die Bedeutung
der Elemente und Attribute mittels XML nicht explizit ausgedru¨ckt werden kann. Nichtsdesto-
trotz sind Schemasprachen die Voraussetzung, um auf ein eigenes gemeinsames XML-Vokabular




XML selbst stellt eine Sprache zur Formulierung von XML-Grammatiken zur Verfu¨gung – die
Dokumenttyp-Definition (DTD). Die DTD wird durch eine Menge von Markup-Deklarationen
gebildet, die intern, extern oder durch eine Kombination aus beidem spezifiziert werden. In-
nerhalb einer DTD werden vier Arten von Markup-Deklarationen unterstu¨tzt. Mit Hilfe der
Elementtyp-Deklaration (<!ELEMENT ...>) wird beschrieben, welche Typen von Elementen es
gibt und welche Inhalte diese besitzen. Der Inhalt kann dabei sowohl aus Zeichendaten als auch
aus Kindelementen sowie aus einer Mischung aus beidem bestehen. Eine na¨here Definition des
textuellen Inhaltes durch Festlegung von zula¨ssigen Datentypen ist jedoch nicht mo¨glich. Kind-
elemente ko¨nnen jedoch durch eine EBNF-angelehnte Notation gruppiert sowie als Sequenz,
Option, Alternative oder Wiederholung gekennzeichnet werden. Die Attribute der Elementty-
pen werden durch Attributlisten-Deklarationen (<!ATTLIST ...>) festgelegt. Eine Attributliste
entha¨lt einerseits eine Referenz auf einen deklarierten Elementtyp und andererseits Name-Wert-
Paare, denen ein Existenzkriterium (zwingend oder optional) zugewiesen wird. Zudem ko¨nnen
zum Attributtypen passende Vorgabewerte angegeben werden. Als Attributtypen innerhalb ei-
ner DTD werden Zeichendaten (CDATA) und Aufza¨hlungen sowie Typen fu¨r Eindeutigkeits- sowie
Referenzmechanismen unterstu¨tzt. Der Beispielcode 2.2 (glossar .dtd) zeigt ein Schema in DTD










CODE 2.2: Schema des Glossars mit DTD.
Neben den bisher vorgestellten Markup-Deklarationen ermo¨glicht DTD ebenso die Deklaration
von Entities und Notationen. Entity-Deklarationen (<!ENTITY ...>) sind mit einem Namen ver-
sehene Textbausteine, auf die mit Parameter-Entity-Referenzen innerhalb eines DTD-Schemas
sowie aus den Instanzen (XML-Dokumente) verwiesen werden kann. Die Schreibweise der
Parameter-Entity-Referenzen unterscheidet sich von den Entity-Referenzen, die nur in den In-
stanzen zula¨ssig sind, dadurch, dass statt des et-Zeichen (&) nun ein Prozentzeichen (%) als linkes
Abgrenzungszeichen dient. Die Textbausteine der Entities ko¨nnen sowohl intern als auch extern
definiert werden. Ebenso wird in analysierte (Textbausteine mit XML) und nicht-analysierte
Entities (Textbausteine ohne XML-codierten Inhalt wie bspw. Bina¨rdaten) unterschieden. No-
tationen geben in diesem Zusammenhang zusa¨tzliche Informationen u¨ber nicht-analysierte Enti-
ties. Die Notation <!NOTATION TEX PUBLIC ”ISBN 0−201−13448−9:://NOTATION TeX//EN”>




Aufgrund der historischen Entwicklung, die DTD wurde urspru¨nglich fu¨r SGML entwickelt, be-
sitzt diese Schemasprache insbesondere fu¨r den datenzentrierten Einsatz einige Beschra¨nkungen
und Schwa¨chen. Wie bereits erwa¨hnt, bietet DTD kaum Unterstu¨tzung fu¨r Datentypdefinitio-
nen sowie keinerlei Mo¨glichkeiten, Wertebereiche einzuschra¨nken. Daru¨ber hinaus werden nur
Strukturierungsmechanismen einer EBNF unterstu¨tzt. Diese erlauben bspw. nicht, die exakte
minimale und maximale Anzahl von Elementtypen festzulegen. Namensra¨ume werden ebenfalls
nicht mit einbezogen. Zur Behebung dieser Schwa¨chen wurden alternative Ansa¨tze zur DTD
vorgeschlagen. Eine von diesen ist die vom W3C standardisierte Sprache XML Schema.
XML Schema erweitert die dokumentzentrierte Sichtweise von DTD durch zusa¨tzliche Sprach-
bestandteile zur Beschreibung von Dateninhalten. So bietet XML Schema 19 Datentypen sowie
diverse Ableitungen dieser an. Die Datentypen lassen sich einschra¨nken und erweitern. Zu den
einfachen Datentypen geho¨ren bspw. String, Boolean, verschiedene Ganzzahl- und Gleitkomma-
zahltypen, URI und verschiedene Datums- und Zeittypen. Alle Datentypen werden im zweiten
Teil der XML Schema-Spezifikation beschrieben [BM04]. Daru¨ber hinaus besteht die Mo¨glich-
keit, komplexe Datentypen zu definieren und mittels Referenzmechanismen wieder zu verwenden.
Ebenso lassen sich genaue Kardinalita¨ten bzgl. Elementtypen angeben. Sa¨mtliche Sprachbe-
standteile, mit denen Strukturen formuliert werden, sind in [TBMM04] spezifiziert. Durch die
Unterstu¨tzung von Namensra¨umen ko¨nnen innerhalb von XML-Dokumenten Elemente, deren
Elementtypen in verschiedenen Schemas festgelegt werden, verwendet werden.
Ein Schema in XML Schema wird selbst in XML-Syntax notiert und kann deshalb mit den glei-
chen Werkzeugen wie andere XML-Dokumente bearbeitet werden. Das XML-Vokabular, wel-
ches zur Erstellung eines Schemas bereitgestellt wird, ist wiederum durch ein konkretes Schema
in XML Schema formal definiert (siehe Abbildung 2.6). Der Code 2.3 zeigt eine Schemade-
finition mit XML Schema zum Beispiel 2.1 von Seite 14. Jedes Schema besteht aus einem
Container-Element schema, welches sa¨mtliche weiteren Elemente zur Beschreibung einer Klasse
von XML-Dokumenten entha¨lt. Von Zeile 4–11 wird bspw. die Struktur des glossar-Elementes
festgelegt. Das glossar-Element darf demnach eine Sequenz aus eintrag-Elementen (minde-
stens eines und maximal zehn) als Kindelementen haben und muss ein quelle-Attribut besit-
zen. Der Typ des eintrag-Elementes wird wiederum u¨ber eine Referenz in Zeile 13–19 definiert.
Es besteht dementsprechend aus den Kindelementen begriff und definition sowie einem
lokation-Attribut.
Wie der Beispielcode 2.3 veranschaulicht, hat die Fu¨lle von Mo¨glichkeiten, die Struktur und
Datentypen von XML-Dokumenten zu definieren, auch Nachteile. Schemadefinitionen in XML
Schema sind im Vergleich zu Schemadefinitionen in DTD sehr viel gro¨ßer, unu¨bersichtlicher und
weniger intuitiv versta¨ndlich.
Neben den vorgestellten Schemasprachen wurden weitere vielversprechende Alternativen wie
z. B. XDR [LJM+98], SOX [DFH+99] oder RELAX NG [Int03] entwickelt. Trotz der verschie-
densten Sprachvorschla¨ge kommt jedoch dem XML Schema vom W3C die gro¨ßte praktische Be-
deutung zu. Insgesamt bildet das XML Schema zusammen mit der XML-Spezifikation und den
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Namensra¨umen die Basis aller weiteren W3C-XML-Sprachstandards. Aufgrund des vollkommen
anderen Ansatzes soll an dieser Stelle abschließend die regelbasierte Schemasprache Schematron
vorgestellt werden. Ein Vergleich zwischen den vorgestellten und weiteren Schemasprachen kann






















CODE 2.3: Schema des Glossars mit XML Schema.
2.3.3 Schematron
Mit der Schemasprache Schematron [Int06] wird die erlaubte Struktur von XML-Dokumenten
nicht auf Basis eines grammatikbasierten Schemas, sondern durch explizite Regeln beschrieben.
Diese Regeln spezifizieren Abha¨ngigkeiten zwischen Elementen und Attributen, die erfu¨llt sein
mu¨ssen. Durch explizite Regeln ko¨nnen Einschra¨nkungen definiert werden, die weit u¨ber die
Ma¨chtigkeit von XML Schema hinausgehen. Beispielsweise ko¨nnen mit vergleichsweise einfa-
chen Mitteln gegenseitige Ausschlu¨sse von Elementen und Attributen oder andere komplexere
Validierungsoperationen beschrieben werden. Ebenso gibt es die Mo¨glichkeit, Fehlermeldungen
zu formulieren, falls die Regeln nicht erfu¨llt werden.
Da allerdings sa¨mtliche Beziehungen (z. B. auch einfache Vater-Kind-Beziehungen) sowie Da-
tentypen explizit spezifiziert werden mu¨ssen, kann ein solches regelbasiertes Schema schnell an-
wachsen. Insbesondere die fehlenden vordefinierten Datentypen und die fehlende Unterstu¨tzung
zur Erstellung von benutzerdefinierten, komplexeren Datentypen ist ein erheblicher Nachteil im
Gegensatz zu grammatikbasierten Ansa¨tzen. Der Code 2.4 zeigt dieses Problem fu¨r das einfache
Beispiel 2.1 deutlich.
Ein Schema in Schematron besteht aus dem Wurzelelement schema. Dieses kann u. a. Regel-
muster (pattern), die mehrere Regeln gruppieren, enthalten. Die gruppierten Regeln in den
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Regelmustern ko¨nnen bspw. in verschiedenen Validierungsphasen aktiviert oder deaktiviert wer-
den. Ein Regel (rule) selbst besteht aus mehreren Ausnahmen (report) sowie Zusicherungen
oder Annahmen (assert), die fu¨r einen bestimmten Kontext der Regel (XPath-Ausdruck [CD99]
des context-Attributes) gelten sollen. Wird eine Ausnahme bzgl. dieses Kontextes erfu¨llt oder
eine Annahme nicht erfu¨llt (der boolesche Ausdruck im Attribut test ist respektive wahr oder





5 <sch:assert test=”glossar”>Das Wurzelelement muss ’glossar’ sein.</sch:assert>
6 </sch:rule>
7 <sch:rule context=”glossar”>
8 <sch:assert test=”eintrag”>Das ’glossar’−Element muss mindestens ein ’eintrag’−Element als
Kindelement besitzen.</sch:assert>
9 <sch:assert test=”count(eintrag)&lt;11”>Ein ’glossar’−Element darf nicht mehr als zehn Eintra¨ge
besitzen.</sch:assert>
10 <sch:report test=”count(∗[not(name()=’eintrag’)])&gt;0”>Andere Elemente als ’eintrag’ sind im Element
’glossar’ nicht erlaubt.</sch:report>
11 <sch:assert test=”@quelle”>Ein ’glossar’−Element muss ein Attribut ’quelle’ besitzen.</sch:assert>




15 <sch:assert test=”∗[position()=1 and name()=’begriff’]”>Das ’eintrag’−Element muss als erstes
Kindelement ein ’begriff’−Element besitzen.</sch:assert>
16 <sch:assert test=”∗[position()=2 and name()=’definition’]”>Das ’eintrag’−Element muss als zweites
Kindelement ein ’definition’−Element besitzen.</sch:assert>
17 <sch:assert test=”count(∗)=2”>Es sind nur zwei Kindelemente im ’eintrag’−Element erlaubt.
</sch:assert>
18 <sch:assert test=”@lokation”>Ein ’eintrag’−Element muss ein ’lokation’−Attribut haben.</sch:assert>




22 <sch:assert test=”count(∗)=0”>Das ’begriff’−Element muss ein leeres Element sein.</sch:assert>
23 <sch:assert test=”count(@∗)=0”>Das ’begriff’−Element darf keine Attribute besitzen.</sch:assert>
24 </sch:rule>
25 <sch:rule context=”definition”>
26 <sch:assert test=”count(∗)=0”>Das ’defintion’−Element muss ein leeres Element sein.</sch:assert>





CODE 2.4: Schema des Glossars mit Schematron.
Beispielsweise wird in den Zeilen 4–7 im Beispielcode 2.4 eine Regel fu¨r den Dokumentkno-
ten (/) aufgestellt. Die Annahme im Inneren der Regel sichert, dass das einzige Kindelement
des Dokumentknotens – das Wurzelelement – den Namen glossar tra¨gt. Die Fehlermeldung
bei Nichterfu¨llung steht im Inhalt dieser Annahme. Auf vergleichbare Weise werden fu¨r alle





Die im Kapitel 2.2 vorgestellten Grundkonzepte von XML basieren auf dessen Spezifikation
[BPS+06a, BPS+06b], in der die konkrete Syntax von XML-Dokumenten definiert wird. Diese
Syntax, die bspw. genau festlegt, wie Attribute mit Hilfe von Markups gekennzeichnet werden,
ist beim Einlesen sowie Ausgeben der XML-Dokumente relevant. Fu¨r die Verarbeitung der ent-
haltenen Informationen spielt diese Syntax eine untergeordnete Rolle. Hier ist vielmehr eine
syntaxunabha¨ngige Struktur der Daten von Bedeutung, die von bestimmten, rein syntaktischen
Eigenschaften (z. B. wird der Wert eines Attributes mit Apostroph ( ’) oder mit Anfu¨hrungszei-
chen (”) begrenzt) abstrahiert.
Ein solches mo¨gliches abstraktes Datenmodell wird vom W3C als XML Information Set (kurz:
Infoset) spezifiziert [CT04]. Das Infoset eines XML-Dokumentes besteht aus (mehreren) Infor-
mationseinheiten. Eine Informationseinheit (information item) gibt eine abstrakte Beschrei-
bung eines bestimmten Teils innerhalb eines XML-Dokumentes wider. Insgesamt unterscheidet
das Infoset in elf Typen von Informationseinheiten. Informationseinheiten besitzen eine Menge
mit ihnen verbundener benannter Eigenschaften. Die unterstu¨tzten Eigenschaftsarten sind
abha¨ngig vom Typ dieser Informationseinheiten. Innerhalb der Spezifikation wird das Infoset
in einer modifizierten Baumstruktur modelliert, wobei die Informationseinheiten die Knoten des
Baums repra¨sentieren. Es wird allerdings ausdru¨cklich darauf hingewiesen, dass dies jedoch
keine Anforderung darstellt und alternative bspw. ereignis- oder anfragebasierte Schnittstellen
ebenfalls mo¨gliche Informationseinheiten bereitstellen ko¨nnen. Das Infoset selbst entha¨lt oder
favorisiert keine Schnittstelle. Die Abbildung 2.1 zeigt ein Infoset des Beispielcodes 2.1 von
Seite 14 in der Notation eines UML-Objektdiagramms. Dabei sind die einzelnen Knoten des
Infosets als Objekte und die Eigenschaften der Knoten als Attribute dargestellt.
Die schematische Darstellung des Infosets in Abbildung 2.1 ist hinsichtlich zweierlei Dinge ver-
einfacht. Zum einen werden Zeichendateninformationseinheiten, die ausschließlich Leerraum
enthalten, nicht in das Infoset aufgenommen. Solche Zeichendaten treten im zugeho¨rigen Bei-
spielcode 2.1 bspw. zwischen benachbarten Elementen auf. Zum anderen werden Eigenschaften
der Informationseinheiten, die mit keinem Wert oder nur mit einem Vorgabewert belegt sind, aus
Gru¨nden der U¨bersichtlichkeit vernachla¨ssigt. Das Beispiel zeigt trotz der Vereinfachung die we-
sentliche Baumstrukur des Infosets. Die Wurzel des Baums bildet immer der Dokumentknoten,
der einen Container fu¨r das gesamte Dokument darstellt und deshalb entsprechende Eigenschaf-
ten bereitha¨lt. Die eigentliche hierarchische Struktur entsteht durch die Elementknoten, da sie
Kindknoten haben du¨rfen. Alle anderen Knotenarten, mit Ausnahme des Dokumentknotens,
sind Bla¨tter des Baumes. Eine Sonderstellung unter den Elementknoten nimmt der Wurzel-
elementknoten ein, da er als einziger Elementknoten eine Kante zum Dokumentknoten besitzt.
Alle anderen Elementknoten sind Kinder oder weitere Nachkommen des Wurzelelementknotens.
Eine weitere Besonderheit im Beispiel stellen die Attribut- und Namensraumknoten dar. Sie be-
sitzen gegenu¨ber den anderen Knotenarten eine eigene Kante (auch als Achse bezeichnet). Diese
Kante unterstu¨tzt keine Sortierung im Gegensatz zu den sonstigen Vater-Kind-Kanten. Dement-
sprechend wird die Reihenfolge der Attribute und der Namensra¨ume innerhalb von Elementen
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ABBILDUNG 2.1: Vereinfachte schematische Darstellung des Infosets.
im Infoset nicht unterschieden. Neben dieser Einschra¨nkung wird von weiteren Informationen
in der aktuellen Version des Infosets abstrahiert. Beispielsweise existieren keine Informations-
einheiten fu¨r CDATA-Abschnitte, Entity- oder Zeichenreferenzen. Diese werden aufgelo¨st und
in Form von Zeichendateninformationseinheiten repra¨sentiert. Aufgrund der Abstraktion gehen
diese Informationen verloren.
Applikationen, die gema¨ß dem Infoset ein XML-Dokument verarbeiten, ko¨nnen eine textuelle
Darstellung von XML auswa¨hlen bzw. eine Repra¨sentation durch eine andere Repra¨sentation
ersetzen (z. B. die Apostrophe durch Anfu¨hrungszeichen bei den Attributen). Vielmehr sind
andere Formatierungsformate (z. B. effizientere Bina¨rdarstellung von XML-Daten [Wil03] oder
[GMNR05]), die dem Infoset entsprechen, im gewissen Sinne XML, obwohl sie nicht mehr in
der Syntax u¨bereinstimmen. Sa¨mtliche Daten, die strukturell auf das Infoset abgebildet werden
ko¨nnen, ko¨nnen aber in XML-Syntax u¨berfu¨hrt werden. Damit stehen auch fu¨r diese Daten
anderer Datenmodelle die große Anzahl von XML-Werkzeugen zur Verfu¨gung. Das Infoset
bildet somit den Grundstein zur Interoperabilita¨t zwischen Applikationen.
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2.5 Alternativer, sprachbasierter Zugang
Bisher wurden in diesem Kapitel die wesentlichen Basiskonzepte von XML, wie dessen grundle-
gende syntaktische Sprachkonstrukte, Schemasprachen zur Definition von individuellen Markup-
Sprachen sowie abstrakte Datenmodelle, vorgestellt. Die Einfu¨hrung basierte dabei auf einem
intuitiven Begriffsversta¨ndnis von Sprachkonstrukten, Sprachen, Metasprachen und Modellen.
Im Folgenden soll eine pra¨zise Definition dieser Begriffe nachgeholt sowie ihrer Begriffsbeziehun-
gen aufgezeigt werden.
2.5.1 Sprachen und Metasprachen
Sprache im Allgemeinen bezeichnet die wichtigste Kommunikationsform u¨berhaupt. Unter einer
(formalen) Sprache wird in dieser Arbeit eine ku¨nstliche Sprache in Schriftform verstanden,
die im Gegensatz zur natu¨rlichen, also historisch entstandenen, Sprache vornehmlich die Darstel-
lungsfunktion erfu¨llt. Andere von Bu¨hler aufgefu¨hrte Funktionen einer Sprache, wie Appell oder
Auslo¨sen von Verhaltenstreue sowie Kundgabe oder Ausdruck von Gefu¨hlen werden in ku¨nstli-
chen Sprachen vernachla¨ssigt (vgl. [Bu¨h34]). Innerhalb der schriftlichen, ku¨nstlichen Sprachen
kann zwischen textuellen, deren (atomare) Notationselemente textuelle Zeichen oder Symbole
sind, und graphischen Sprachen unterschieden werden. Die (atomaren) Notationselemente von
graphischen Sprachen sind geometrische und topologische Figuren oder Symbole, wie Linien,
Pfeile, geschlossene Kurven und Boxen u. a¨. sowie Kompositionsmechanismen, wie Verbunden-
heit, Partitionierung, Durchschnitt oder Enthaltensein [HR04]. Bestimmte Sprachen, wie z. B.
Modellierungssprachen, ko¨nnen sowohl textuelle als auch graphische Notationselemente enthal-
ten. Die (endliche) Menge aller (atomaren) Notationselemente wird als Alphabet bezeichnet.
Die Menge der nach bestimmten Regeln aus diesen Notationselementen eines Alphabets zusam-
mengesetzten Sprachkonstrukte ergibt eine konkrete formale Sprache.
Die erlaubten Notationselemente sowie Regeln fu¨r mo¨gliche Zusammensetzungen werden durch
die Syntax der Sprache bestimmt. Zum einfacheren Versta¨ndnis wird oftmals neben der kon-
kreten Syntax einer Sprache, die die konkreten, zur Verfu¨gung stehenden Notationselemente zur
Darstellung von Daten definiert, eine abstrakte Syntax beschrieben, die die zugrundeliegende
Struktur der Notationselemente durch Konzepte, Beziehungen und Integrita¨tsbedingungen fest-
legt [KSLB03]. Um die in den Notationselementen abgelegten Daten interpretieren zu ko¨nnen,
muss zusa¨tzlich eine Semantik der Sprache spezifiziert werden. Ansonsten ko¨nnen zwei glei-
che Datensa¨tze fu¨r verschiedene Leute oder Applikationen eine andere Bedeutung haben und
deshalb fu¨r sie unterschiedliche Informationen darstellen. Ebenso ist es grundsa¨tzlich mo¨glich
das zwei unterschiedliche Daten eine gleiche Information verko¨rpern ko¨nnen (in Anlehnung an
[HR04]). Entsprechend erfolgt eine Zuordnung der konkreten Sprachkonstrukte zu Konstrukten
der abstrakten Syntax sowie eine Zuordnung dieser syntaktischen Konstrukte auf den Gegen-
standsbereich, auch als semantische Doma¨ne bezeichnet. Fehlt die Definition einer abstrakten
Syntax, muss jedem einzelnen konkreten Sprachkonstrukt eine Bedeutung zugeordnet werden.
Wie in Abbildung 2.2 am Beispiel der Sprache XML exemplarisch gezeigt wird, kann zwischen
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den einzelnen Sprachbestandteilen – konkrete Syntax, abstrakte Syntax und Semantik – je-
weils eine eigene Zuordnung erfolgen. Allerdings muss bei einer solchen ”U¨berspezifikation“ die
Konsistenz zwischen den einzelnen syntaktischen sowie semantischen Abbildungen sichergestellt
werden.
ABBILDUNG 2.2: Sprachbestandteile von XML.
Fu¨r die Definition der Sprachbestandteile sind jeweils ada¨quate Repra¨sentationsformen erfor-
derlich. Die konkrete Syntax der Sprachen kann bspw. mit grammatikbasierten Ansa¨tzen (z. B.
EBNF [Int96b], Graph-Grammatiken [Ehr79]) und die abstrakte Syntax durch modellbasierte
Ansa¨tze (z. B. Metamodelle wie Entity-Relationship-Diagramme oder Klassenmodelle, Daten-
schemata) definiert werden. Die Wahl der Repra¨sentationsform zur Definition der semantischen
Bestandteile ha¨ngt stark vom Anwendungsbereich der Sprache ab. Die Mo¨glichkeiten reichen von
natu¨rlichsprachlichen Beschreibungen fu¨r intuitiv versta¨ndliche Aspekte bis hin zur exakten Spe-
zifikation durch Logiken (z. B. algebraische Spezifikationssprachen oder andere mathematische
Ansa¨tze [HR04]). Innerhalb der XML-Spezifikation [BPS+06a, BPS+06b] wird bspw. eine verein-
fachte EBNF (erweiterte Backus-Naur-Form) zur Beschreibung der konkreten XML-Syntax und
eine natu¨rliche Sprache fu¨r die Beschreibung der Semantik der einzelnen XML-Notationselemente
verwendet. Die abstrakte XML-Syntax wird ebenso in natu¨rlicher Sprache innerhalb der Spezi-
fikation des XML Information Sets [CT04] beschrieben (siehe Abbildung 2.2).
Mit Sprachen ko¨nnen Aussagen u¨ber einen zu untersuchenden Gegenstandsbereich (z. B. Mo-
delle, Dokumente, Daten, aber auch Transformationen) formuliert werden. Werden Aussagen
nicht nur u¨ber außersprachliche Gebilde, sondern auch u¨ber sprachliche Gebilde selbst gemacht,
ist es zweckma¨ßig, in verschiedene Sprachebenen, auch semantische Stufen genannt, zu unter-
scheiden. Die Sprache, die selbst der Gegenstand der Untersuchung ist, wird als Objektsprache
und die Sprache, in der die Untersuchung erfolgt, als Metasprache bezeichnet. Die Unterschei-
dung zwischen Objektsprache und Metasprache dient nicht der Klassifikation von Sprachen,
sondern lediglich der Bildung von Bezugsebenen. Die Pra¨fixe ”Objekt“ (lat. objectum = Ziel,
Gegenstand [Dud07]) und ”Meta“ (griech. µτα = zwischen, mit, um, nach [Dud07]) helfen
dabei, die Sprachen den Ebenen zuzuordnen. Die Eigenschaft, eine Metasprache zu sein, ist in
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diesem Sinne keine absolute Eigenschaft dieser Sprache, sondern vielmehr eine relative bzgl. einer
anderen Sprache. Sie beschreibt die Rolle einer Sprache im Rahmen einer Untersuchung. Folg-
lich ist das Prinzip des Bildens einer Metasprache zu einer Objektsprache rekursiv anwendbar,
denn eine Sprache, die im Rahmen einer Untersuchung die Rolle einer Metasprache bzgl. einer
Objektsprache einnimmt, kann wiederum zum Gegenstand der Untersuchung werden und somit
ebenso die Rolle einer Objektsprache einnehmen. Bei der in dieser Untersuchung verwendeten
Sprache handelt es sich um die Metasprache einer Metasprache oder um die Metametasprache
bzgl. der urspru¨nglichen Objektsprache. Grundsa¨tzlich ist dieses Prinzip fortfu¨hrbar, so dass
eine ganze Hierarchie von Sprachebenen gebildet werden kann. Um die einzelnen Sprachen auf
den unterschiedlichen Sprachenebenen unterscheiden zu ko¨nnen, spricht man im Allgemeinen
von Metasprachen i-ter Stufe bzw. in Kurzform M iS. Entsprechend dieser Konvention steht S
bzw. M0S fu¨r die Objektsprache, MS bzw. M1S fu¨r die Metasprache und MMS bzw. M2S fu¨r
die Metametasprache.
ABBILDUNG 2.3: Hierarchie von Sprachebenen im Kontext von XML.
Eine solche Sprachhierarchie entsteht bei ku¨nstlichen Sprachen erstaunlich ha¨ufig, da bereits die
Definition einer ku¨nstlichen Sprache in einer Metasprache erfolgen muss. Beispielsweise wird
zur Beschreibung der XML-Syntax eine formale Grammatik, eine vereinfachte EBNF, verwen-
det. Die XML-Spezifikation definiert selbst eine Sprache, die Dokumenttyp-Definition (DTD),
mit der man die Syntax konkreter, individueller Markup-Sprachen beschreiben kann. Aus die-
sem Grund wird XML auch als Meta-Markup-Sprache bezeichnet ([Hol00] oder [HM04]). Die
Sprachhierarchie in Abbildung 2.3 betrachtet ausschließlich die jeweiligen syntaktischen Sprach-
bestandteile. Die Semantik der Notationselemente in XML sowie der exemplarischen konkre-
ten Markup-Sprache XSLT (Extensible Stylesheet Language Transformation) sind in natu¨rliche
Sprache beschrieben.
2.5.2 Modelle und Metamodelle
In unseren allta¨glichen Leben benutzen wir Modelle bspw. wenn wir u¨ber Sachen oder Probleme
nachdenken, wenn wir u¨ber sie kommunizieren oder wenn wir versuchen fu¨r sie einen Lo¨sungs-
ansatz zu konstruieren [Lud03]. Schon eine einfache sprachliche Beschreibung eines betrachteten
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Gegenstandsbereiches kann als Abbildung dieses Bereiches auf ein System von Sprachkonstruk-
ten verstanden werden. Sind Abbild und Gegenstandsbereich strukturgleich oder strukturerhal-
tend, so spricht man von einer isomorphen bzw. homomorphen Abbildung, die auch als Modell
bezeichnet wird.
Im Allgemeinen ist ein Modell (abgeleitet vom lat. modulus) ein Abbild oder Vorbild eines
Gegenstandes oder Gebildes [Bro00], wobei der Gegenstand oder das Gebilde auch als Origi-
nal bezeichnet wird (vgl. Abbildung 2.4). Neben diesem Abbildungsmerkmal werden in [Sta77]
noch zwei weitere Merkmale genannt: das Verku¨rzungsmerkmal und das pragmatische Merk-
mal. Das Verku¨rzungsmerkmal betont, dass Modelle nicht das Original in allen Details abbilden,
sondern von bestimmten Details abstrahieren, die nicht in das Modell einfließen, um somit we-
sentliche Eigenschaften hervorzuheben und dem Modellbenutzer eine bessere Handhabbarkeit
gegenu¨ber dem Original zu bieten. Das pragmatische Merkmal verdeutlicht, dass Modelle den
Originalen nicht eindeutig zugeordnet sind, sondern eine Ersetzungsfunktion fu¨r bestimmte Mo-
dellbetrachter, in einer bestimmten Zeit und unter Einschra¨nkung auf bestimmte gedankliche
oder tatsa¨chliche Operationen erfu¨llen.
ABBILDUNG 2.4: Elemente der Modellbildung.
Werden Modelle im Alltag eher unbewusst eingesetzt, so ist diese Situation in der Forschung
und Entwicklung insbesondere in der Informatik anders. In diesem Anwendungsgebiet werden
Modelle explizit zur Komplexita¨tsreduktion sowohl von bestehenden als auch zu entwickelnden
Systemen, den Originalen, erstellt.
Unabha¨ngig davon ko¨nnen Modelle, trotz der Abstraktion von nichtrelevanten Eigenschaften des
Originals, komplex werden. Viele Modellierungsansa¨tze bieten deshalb Mo¨glichkeiten zur Kom-
plexita¨tsbeherrschung an, ohne jedoch auf die Abbildung weiterer Eigenschaften zu verzichten
und dadurch die Komplexita¨t weiter zu reduzieren. Beispiele dafu¨r sind
• die Nutzung von Architekturen zur Strukturierung eines Gesamtmodells in mehrere Mo-
dellebenen sowie die Verknu¨pfungen dieser Ebenen durch definierte Beziehungen und Me-
tamodelle, wodurch das Zusammenwirken der Elemente des Gesamtmodells gesichert wird,
• die Verfu¨gbarkeit von Modellsichten, so dass der Modellnutzer das Gesamtmodell unter
verschiedenen Blickwinkeln und Szenarien sieht,
• die hierarchische Zerlegung von Modellen und ihren Modellelementen in Teilmodelle, um
Modelle auf unterschiedlichen Abstraktionsebenen analysieren und optimieren zu ko¨nnen,
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• die Verwendung von Metaphern, Analogien und Mustern [Lud03].
Welche Eigenschaften des Originals wie in einem Modell abgebildet werden, ist immer von der
Zielgruppe, von einer bestimmten Zeitspanne und dem Modellierungszweck abha¨ngig [Sta77],
vgl. auch [Ste93]. Aus diesem Grund kann ein Original mit einer Vielzahl von verschiedenen
Sprachen, die von sehr formalen bis hin zu eher informalen Beschreibungsformen reichen, mo-
delliert werden. Formale Modelle werden bspw. mit Gleichungssystemen und informale durch
Bilder oder unstrukturierten Text beschrieben.
Wird die abstrakte Syntax einer Sprache, also deren Notationselemente sowie Beziehungen zwi-
schen den Notationselementen, wiederum in einem Modell abgebildet, so spricht man von einem
Metamodell. Dieses Metamodell ist in dem Sinne ein Modell eines Modells, als dass es ein
Modell der dort zur Modellierung eingesetzten Sprache ist. Es wird daher auch als linguistisches
Metamodell bezeichnet [AK03]. Das Metamodell wird wiederum in einer Sprache definiert. Da
dies die Sprache ist, mittels der die urspru¨ngliche Objektsprache in Form eines Modells be-
schrieben ist, handelt es sich um eine Metasprache bzgl. der Objektsprache. Wird diese Sprache
wiederum in ein Modell abgebildet, so handelt es sich dabei um das Metamodell eines Metamo-
dells oder um das Metametamodell bzgl. des urspru¨nglichen Modells. Dieses Prinzip kann weiter
fortgesetzt werden, so dass neben der Sprachhierarchie eine ganze Hierarchie von Modellebenen
gebildet werden kann [Str98].
Neben dem Zweck der syntaktischen Sprachdefinition bei linguistischen Metamodellen wird Me-
tamodellierung ebenso eingesetzt, um Konzepte und deren Eigenschaften in einem bestimmten
Kontext oder einer bestimmten Doma¨ne durch Typisierung zu beschreiben. Diese Modelle von
Modellen werden ontologische Metamodelle genannt [AK03]. Weitere Metaisierungsprinzipien
wie bspw. der prozessbasierte Metamodellbegriff sind mo¨glich [Str98, Jec00]. Grundsa¨tzlich ist
jedoch nicht jedes Modell eines Modells zugleich ein Metamodell. Beispielsweise stellt eine Karte
von einer Stadt im Maßstab 1:25 000 ein Modell dar. Von diesem Modell kann erneut eine Karte
mit dem Maßstab 1:50 000 erstellt werden. Das urspru¨ngliche Modell stellt keine Instanz des
zweiten Modells dar, d. h. das zweite Modell repra¨sentiert das urspru¨ngliche Modell sowie die
originale Stadt und sollte deshalb nicht als Metamodell bezeichnet werden (in Anlehnung an
[Be´z05] oder [Ku¨h05]). Gleiches gilt fu¨r die Sprachhierarchie von Programmiersprachen oder fu¨r
die Operatorhierarchie (siehe Kapitel 5).
Im Kontext der Sprache XML kann ausgehend von der Sprachhierarchie der Abbildung 2.3 eine
linguistische Modellhierarchie wie in Abbildung 2.5 aufgebaut werden. Die konkrete EBNF-
Grammatik fu¨r XML (xml.ebnf) kann dabei als Modell angesehen werden, da diese zwar die kon-
krete Syntax von XML wiedergibt, aber von jeglicher Semantik abstrahiert. In gleicher Weise
ist ein konkretes Schema in DTD, z. B. xslt .dtd, ein Modell einer Markup-Sprache, respektive
der Transformationssprache XSLT. Das Modell xslt .dtd muss dabei Instanz vom Metamodell
xml.ebnf sein. Da XML bzw. das Modell xml.ebnf neben der Mo¨glichkeit ein Schema in DTD
ebenso eine konkrete XML-Dokument-Instanz zu erstellen erlaubt, ist diese linguistische Mo-
dellhierarchie keine strikte Hierarchie, in der jedes Metamodell immer die Modellelemente eines
Modells beschreibt, welches genau eine Ebene tiefer innerhalb der Hierarchie einzuordnen ist.
Ein Dokument ist dann und nur dann ein XML-Dokument, wenn es eine Instanz des Modells
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ABBILDUNG 2.5: Linguistische Modellhierarchie im Kontext von XML basierend auf der XML-
Spezifikation.
xml.ebnf verko¨rpert und dadurch die Eigenschaft der Wohlgeformtheit erfu¨llt. Ist ein XML-
Dokument daru¨ber hinaus noch eine Instanz des Modells xslt .dtd, so stellt dieses eine gu¨ltige
XSLT-Transformationsdefinition dar.
ABBILDUNG 2.6: Modellhierarchie im Kontext von XML basierend auf XML Schema.
Die Bezugsebenen der Modellhierarchie sind keine festen Eigenschaften der Modelle, sondern
vielmehr relativ zu anderen Modellen. Beispielsweise handelt es sich bei XML-Dokumenten
wie XSLT-Transformationsdefinitionen wiederum um Modelle bzgl. einer konkreten Transfor-
mationsfunktion [FN05], welche eine erneute Modellebene nach sich ziehen wu¨rden. Selbst mit
XML-Dokumenten kann, wie die Abbildung 2.6 zeigt, eine eigensta¨ndige Modellhierarchie aufge-
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baut werden. So modelliert ein konkretes XML Schema die abstrakte Syntax einer individuellen
Markup-Sprache, z. B. wieder die Transformationssprache XSLT1. Das XML Schema selbst kann
durch ein eigenes XML Schema-Modell beschrieben werden und schließt damit die Modellhie-
rarchie nach oben ab.
ABBILDUNG 2.7: Modellhierarchie im Kontext von XML basierend auf MOF.
Die bisher vorgestellten Modelle von XML und XML-Dokumenten waren ausschließlich in tex-
tueller Sprache verfasst. Es ist aber ebenso mo¨glich, die abstrakte XML-Syntax in graphischer
Form bspw. mit der von der OMG (Object Management Group) vorgeschlagenen Metasprache
MOF (Meta Object Facility) [OMG06] zu modellieren. Das XML-Metamodell in Abbildung 2.7
definiert mit Hilfe von MOF-Modellelementen die Modellelemente und Beziehungsarten zwi-
schen Modellelementen, die fu¨r XML-Modelle auf einer Modellebene tiefer erlaubt sind. Eine
solche Definition kann sich bspw. an dem XML Information Set [CT04] orientieren, welches die
abstrakte XML-Syntax in textueller Form spezifiziert.
2.6 Einordnung der Arbeit in den XML-Technologieraum
Diese Arbeit bescha¨ftigt sich mit den Transformationskomponenten innerhalb der XML-Infra-
struktur. Sie konzentriert sich vor allem auf die Weiterentwicklung bestehender Technologien
bzw. die Neuentwicklung basierend auf bestehenden Technologien.
Transformationskomponenten sind Programme, mit denen ein Input in einen modifizierten Out-
put u¨berfu¨hrt wird. Das oder die Dokumente, die transformiert werden, mu¨ssen in Form einer
1Dies zeigt implizit, dass ein Original, hier die Markup-Sprache, auf viele unterschiedliche Weisen modelliert
werden kann, hier durch DTD oder XML Schema.
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bestimmten formalen Sprache vorliegen, die die Struktur und die Semantik der Dokumente
beschreibt. Die Struktur erlaubt es, den Input maschinell zu transformieren. Die Semantik
gibt die Mo¨glichkeit, einerseits den Input mit dem Output zu vergleichen und andererseits die
Transformation selbst zu u¨berpru¨fen. Die Transformationskomponenten ko¨nnen zur Definition
der Transformationen ganz unterschiedliche Transformationsansa¨tze und -sprachen verwenden.
Im kommenden Kapitel 3 werden einige von ihnen vorgestellt und anschließend eine genauere




XML besitzt aufgrund seiner Flexibilita¨t bzgl. des festgelegten Strukturierungsgrades ein enor-
mes Spektrum von Einsatzmo¨glichkeiten. Die zusa¨tzliche Unabha¨ngigkeit von einem bestimmten
Betriebssystem, einer konkreten Programmiersprache oder sonstigen Plattformen und Herstel-
lern macht XML-Dokumente insbesondere als Austauschformat fu¨r Daten jeglicher Art inter-
essant. Im Gegensatz zu speziellen, an bestimmte Software gebundenen Datenformaten stehen
somit die Daten der gesamten O¨ffentlichkeit zur Verfu¨gung.
Die alleinige Versta¨ndigung auf XML als Basis fu¨r den Datenaustausch genu¨gt jedoch nicht, dass
jede Applikation die in einem beliebigen XML-Vokabular ausgedru¨ckten Daten richtig interpre-
tieren kann. Damit der Sender oder der Empfa¨nger nicht verschiedenste Vokabulare beherrschen
muss, sind innerhalb einer solchen XML-basierten Infrastruktur Transformationskomponenten
wichtige Bestandteile, die die Daten in das jeweils gewu¨nschte XML-Vokabular u¨bersetzen. Diese
Komponenten mu¨ssen sich leicht erstellen und anpassen lassen.
Neben der Transformation zum Zwecke des Datenaustausches za¨hlt die U¨berfu¨hrung von in
XML gespeicherten Daten in eine formatierte Darstellung als zweites Hauptanwendungsgebiet.
Das urspru¨ngliche generische Markup wird bei dieser Transformation durch ein prozedurales
Markup ersetzt. Mo¨gliche Darstellungsformen sind dabei bspw. Web-Dokumente in XHTML,
Seitenbeschreibungen in XSLFO, Vektorgrafiken in SVG oder multimediale Pra¨sentationen in
SMIL. Das Zielformat muss hierbei nicht wie in den zuvor genannten Anwendungsbeispielen
zwingend auf XML basieren. Andere Formate wie z. B. PDF, LATEX oder RTF als Beispiele fu¨r
Seitenbeschreibungssprachen sind ebenso mo¨glich.
Um eine Transformation durchfu¨hren zu ko¨nnen, wird der XML-Text in eine interne Zwischenre-
pra¨sentation u¨berfu¨hrt. Diese reicht von einfachem Text bis hin zu komplexen Baumstrukturen,
die lediglich XML-Daten enthalten. Abha¨ngig von der Form dieser Zwischenrepra¨sentation, mu¨s-
sen entsprechende Analysephasen der eigentlichen Transformationsphase vorgeschaltet werden.
Bei der Transformation auf Textebene kann auf die Analysephase ga¨nzlich verzichtet werden.
In der eigentlichen Transformationsphase wird aus diesen XML-Daten anhand der Transfor-
mationsdefinition eine andere interne Zwischenrepra¨sentation (automatisiert) konstruiert1. Das
1Wenn von nun an von einem XML-Text und XML-Daten die Rede sein wird, so bezieht sich dieser Begriff
explizit auf die konkrete bzw. abstrakte Syntax. Der Begriff XML-Dokument wird im Folgenden als Oberbegriff
verwendet, der sich nicht auf eine spezielle Repra¨sentation bezieht.
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Ergebnis der Transformationsphase wird in der Serialisierungsphase in ein physisches Darstel-
lungsformat u¨berfu¨hrt. Die Serialisierungsphase ist optional. Einige Transformationsmethoden,
z. B. die Template-basierte Transformationsmethode (siehe Abschnitt 3.2.2.9), beno¨tigen keine
Serialisierungsphase, da sie direkt die konkrete Syntax der Zielsprachen erzeugen.
Die Beschreibung einer Transformation kann auf unterschiedliche Weise durchgefu¨hrt werden.
Sie kann in einer universellen Programmiersprache erfolgen, die entsprechend fu¨r das Verarbei-
ten von XML-Dokumenten erweitert oder angepasst wird (intern). Sie kann aber auch in einer
spezifischen XML-Sprache, die mglw. selbst auf einer universellen Programmiersprache basiert,
durchgefu¨hrt werden (extern). Sprachen, die fu¨r nur eine bestimmte, abgegrenzte Menge von
Aufgaben definiert werden, werden in der Literatur oftmals als doma¨nenspezifische Sprachen
(kurz DSL, Domain Specific Language) bezeichnet. Ebenso sind Synonyme wie anwendungs-
spezifische Sprachen [Cle88], Very-High-Level-Sprachen oder Mikrosprachen [Ben86] zu finden.
Beide Implementierungsansa¨tze – interne vs. externe DSL – haben ihr Fu¨r und Wider.
In den folgenden Abschnitten werden mo¨gliche interne Repra¨sentationsformen erla¨utert und die
Aufgaben der einzelnen Verarbeitungsphasen, die durchlaufen werden, um ein XML-Dokument
zu transformieren, vorgestellt. Auf die Transformationsphase wird dabei im Abschnitt 3.2.2 de-
tailliert eingegangen, wobei zuna¨chst keine getrennte Untersuchung fu¨r Ansa¨tze mit universellen
Sprachen und Ansa¨tze mit eigensta¨ndigen, spezifischen Sprachen vorgenommen wird. Vielmehr
wird eine Doma¨nenanalyse durchgefu¨hrt, bei der die Transformationskonzepte im Vordergrund
stehen und deshalb die beide Implementierungsansa¨tze gleichzeitig betrachtet werden. Anschlie-
ßend werden Kategorien gebildet, denen die unterschiedlichen Sprachen und Konzepten zugeord-
net werden. Auf die Aufstellung von Bewertungskriterien und eine Evaluation jeder einzelnen
Sprache wird verzichtet (siehe dazu bspw. die Arbeiten [Bec04] oder [Hau06]). Abschließend wird
in diesem Kapitel auf die Vor- und Nachteile der einzelnen Implementierungsansa¨tze eingegangen
und die weitere Arbeit in das Gebiet der XML-Verarbeitung eingeordnet.
3.1 Repra¨sentationsformen
Die Art der internen Repra¨sentation eines XML-Dokumentes hat entscheidenden Einfluss auf
die einzelnen Verarbeitungsphasen. Aus diesem Grund wird das interne Verarbeitungsmodell
als Erstes betrachtet. Es kann zwischen zwei wesentlichen Repra¨sentationsformen unterschieden
werden:
• Repra¨sentation auf lexikalischer Ebene
Wird auf die lexikalische und syntaktische Analyse ga¨nzlich verzichtet, kann ein XML-
Dokument lediglich als Text intern repra¨sentiert werden. Es wird somit nicht zwischen
Markup und den eigentlichen Zeichendaten unterschieden. Alle lexikalischen Eigenschaften
sind sichtbar und ko¨nnen fu¨r die Transformation genutzt werden. Es ko¨nnen allerdings




• Repra¨sentation durch ein Verarbeitungsmodell
Alternativ kann von der konkreten Syntax eines XML-Dokumentes abstrahiert werden.
Der XML-Text wird mit Hilfe eines Parsers in der Analysephase auf spezifische Daten-
strukturen abgebildet, die mehr oder weniger den Informationseinheiten des XML Infosets
entsprechen. Zum Zugriff und zur Verarbeitung der XML-Daten werden entsprechende
Schnittstellen bereitgestellt. In Abha¨ngigkeit von der wa¨hrend der Analysephase aufgebau-
ten Datenstruktur und deren zusa¨tzlichen Zugriffsfunktionen lassen sich unterschiedliche
Verarbeitungsmodelle identifizieren.
Abbildung 3.1 zeigt einige Repra¨sentationsformen und deren Auspra¨gungen. Sie werden in den
folgenden Unterabschnitten na¨her vorgestellt.
ABBILDUNG 3.1: Repra¨sentationsformen von XML.
3.1.1 Text
XML-Dokumente bestehen aus reinem, mit Markups ausgezeichnetem Text. Es ko¨nnen somit
allgemeine Textersetzungsmechanismen fu¨r die Verarbeitung der XML-Dokumente angewendet
werden, die eine einfache Zeichenmanipulation erlauben. Zur Nutzung dieser Repra¨sentations-
form von XML-Dokumenten ist keine vorgelagerte lexikalische und syntaktische Analyse notwen-
dig. Jedoch erfordert die Unterscheidung zwischen Markup und eigentlichen Zeichendaten einen
zusa¨tzlichen Aufwand fu¨r die Beschreibung der gewu¨nschten Transformation. Wu¨rde dies nicht
beachtet, ko¨nnten womo¨glich unbeabsichtigt Markups vera¨ndert werden, obwohl nur bestimmte
Zeichendaten ersetzt werden sollten oder umgekehrt.
Textersetzungsmechanismen werden immer dann beno¨tigt, wenn die genaue Zeichenrepra¨sen-
tation eine Rolle spielt, weil z. B. die syntaktische Textform eines XML-Dokumentes gewahrt
werden soll. Dies ist bspw. eine Anforderung bei der Transformation von digitalen Signaturen,
da Signaturen eine eindeutige textuelle Darstellung festlegen. Andere Verarbeitungsmodelle sind
in diesem Anwendungsfall weniger gut geeignet, da sie von der konkreten XML-Syntax abstra-
hieren. Dadurch gehen die syntaktischen Informationen verloren und sind entsprechend nicht
mehr reproduzierbar.
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Ebenso werden bei der U¨berfu¨hrung vom Text in eine dem XML Infoset entsprechende Repra¨-
sentation Entity- und Zeichenreferenzen durch deren referenzierten Inhalt ersetzt. Die Referenz
ist nicht mehr sichtbar. Das heißt, auch in diesem Fall wird von Informationen abstrahiert, die
spa¨ter nicht mehr rekonstruierbar sind. Insbesondere bei den Entity-Referenzen erweist sich
dies als nachteilig. So la¨sst sich bspw. ein wiederkehrender Text innerhalb eines internen En-
tity definieren, auf den mehrfach mit einer Entity-Referenz verwiesen wird. Bei einer A¨nderung
muss der wiederkehrende Text nur an einer Stelle, gerade im Entity, angepasst werden. Wer-
den diese Referenzen aufgelo¨st, besteht diese Mo¨glichkeit nicht mehr. Bei der Verwendung von
externen Entities, die es bspw. ermo¨glichen ein Dokument in mehrere Dateien aufzuteilen, wird
der erhebliche Informationsverlust noch deutlicher.
Um sicher zu stellen, dass bei der U¨berfu¨hrung in ein Verarbeitungsmodell solche Referenzen
erhalten bleiben, ko¨nnen sie mit Hilfe von Textersetzungsmechanismen maskiert werden. Da-
durch werden sie vom Parser nicht mehr als Referenz erkannt und entsprechend nicht aufgelo¨st.
Dies kann bereits erreicht werden, indem das et-Zeichen (&) durch eine spezielle Zeichenfolge
(z. B. !Referenz!) ersetzt wird, die als Platzhalter dient und im Dokument sonst nicht auftreten
darf. Nach der Verarbeitung, bei der vorausgesetzt wird, dass sie den Platzhalter nicht a¨ndert,
wird dieser wieder auf das urspru¨ngliche et-Zeichen zuru¨ckgesetzt. Das folgende Beispiel zeigt
exemplarisch eine mo¨gliche Realisierung innerhalb einer UNIX-Shell.
sed ’s/&/!Referenz!/g’ §XML−Quelldatei§ | §XML−Transformation§ | sed ’s/!Referenz!/\&/g’
Dabei werden genau diese drei Schritte in einem Verarbeitungsprozess miteinander verknu¨pft.
Die jeweilige Ersetzungen von & zu !Referenz! und wieder zuru¨ck u¨bernimmt das kleine Pro-
gramm sed. XML−Transformation steht im oberen Beispiel fu¨r ein beliebiges, fiktives Programm,
welches einen XML-Text von der Standardeingabe liest und das transformierte Ergebnis auf die
Standardeingabe schreibt.
Bewertung
Wie die oberen Anwendungsfa¨lle veranschaulichen, wird die Verarbeitung durch Textersetzungs-
mechanismen insbesondere dann beno¨tigt, wenn die Manipulation von Zeichen im Vordergrund
steht. Da dafu¨r keine interne Repra¨sentation aufgebaut werden muss, kann eine Verarbeitung
auf lexikalischer Ebene fu¨r beliebig große XML-Texte vorgenommen werden. Muss bei der Trans-
formation jedoch zwischen Markup und Zeichendaten unterschieden werden, so erfordert diese
Herangehensweise einen unverha¨ltnisma¨ßig hohen Programmieraufwand. Daru¨ber hinaus ergibt
sich ein zusa¨tzlicher Aufwand bei der Sicherstellung, dass die definierten Zeichenersetzungen
ein syntaktisch korrektes XML-Dokument als Ergebnis erzeugen. Der Anwender bekommt dies-
bezu¨glich keinerlei Unterstu¨tzung durch Fehlerkennungsmechanismen. Nichtsdestotrotz stellt
diese Herangehensweise zu den u¨brigen, die auf einer eigenen Repra¨sentationsform basieren,




Bei einem datenstrombasierten Verarbeitungsmodell werden die XML-Bestandteile, Markups
und Zeichendaten, in kontinuierlichen Abfolgen von Datensa¨tzen, deren Ende nicht vorauszuse-
hen ist, bereitgestellt. Dieser Datenstrom erlaubt nur einen sequentiellen Zugriff auf die einzelnen
Datensa¨tze und kann daher nur fortlaufend verarbeitet werden. In Abha¨ngigkeit wie der Parser
den Zugriff auf die Datensa¨tze zur Verfu¨gung stellt, kann in
• Push-Modell und
• Pull-Modell
unterschieden werden. Im Folgenden werden beide Modellarten kurz vorgestellt.
Push-Modell
Das Push-Modell basiert auf einer ereignisgetriebenen Verarbeitung. Der Parser definiert eine
Reihe von Ereignissen, die entsprechend der Struktur des Quelldokumentes sequentiell ausgelo¨st
werden. Durch das U¨berschreiben von vordefinierten Ereignisbehandlungsroutinen kann ein
gewu¨nschtes Verhalten fu¨r das jeweilige Ereignis festgelegt werden. Die Applikation arbeitet
dabei immer passiv. Sie wartet auf die serielle Aktivierung der verschiedenen Ereignisse durch
den Parser.
Der bekannteste Vertreter des Push-Modells ist SAX (Simple API for XML) [Meg04]. SAX
wurde urspru¨nglich in Java geschrieben. Mittlerweile existieren aber verschiedene Versionen fu¨r
andere Programmiersprachen. Seit der Version 1.4 der Java-Standardedition (J2SE) wurde SAX
von SUN in das Paket JAXP (Java API for XML Processing) aufgenommen. Die Operationen
zur Behandlung der Ereignisse in SAX orientieren sich an den Informationseinheiten des XML
Infosets. Eine eineindeutige Zuordnung existiert allerdings nicht. So unterstu¨tzt SAX bspw.
nicht den Zugriff auf die Kodierung eines XML-Dokumentes. Umgekehrt bietet SAX durch
eine standardisierte Erweiterung die Mo¨glichkeit Entity-Referenzen und CDATA-Abschnitte zu
erkennen, die wiederum im Infoset nicht vorgesehen sind.
Pull-Modell
Einen alternativen Ansatz zur passiven Verarbeitung eines Datenstroms ermo¨glicht das Pull-
Modell. Das Pull-Modell erlaubt der Applikation, im Gegensatz zum Push-Modell, in die Ver-
arbeitungsreihenfolge einzugreifen. Die Applikation kann aktiv Informationen aus einem XML-
Dokument extrahieren, wenn diese beno¨tigt werden. Der Zugriff erfolgt allerdings hierbei nicht
wahlfrei, sondern fortlaufend entlang der Reihenfolge der einzelnen Datensa¨tze im Datenstrom,
die der Parser durch die syntaktische Analyse des Quelldokumentes zur Verfu¨gung stellt. Dieses
Vorgehen kann mit dem linearen Vorru¨cken eines Zeigers verglichen werden.
Ein Vertreter des zeitlich ju¨ngeren Pull-Modells ist StAX (Streaming API for XML) in Java
[Ben03]. StAX ist eine Weiterentwicklung des Vorga¨ngers XPP (XML Pull Parsing) [Slo05] und
wurde von SUN seit der Java Enterprise Edition 5 (Java EE 5.0) als Bestandteil aufgenommen.
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Neben dem grundsa¨tzlich anderen Ausfu¨hrungsmodell sind die bereitgestellten Informationen
von StAX und SAX vergleichbar. StAX bietet z. B. ebenso wie SAX die Mo¨glichkeit, falls
erwu¨nscht, Entity-Referenzen und CDATA-Abschnitte nicht aufzulo¨sen, so dass sie erkannt und
fu¨r die Transformation verwendet werden ko¨nnen. Unterschiede zwischen beiden sind nur im
Detail zu finden. So kann bspw. in StAX auf die Kodierung eines XML-Dokumentes zugegriffen
werden. Wiederum Informationen u¨ber XML-Deklarationen innerhalb der DTD werden durch
SAX besser unterstu¨tzt.
Bei beiden Ausfu¨hrungsmodellen – aktiv und passiv – muss die Applikation eine eigene Struktur
fu¨r die XML-Daten aufbauen. Somit liegt die Speicherung und Verarbeitung der Daten im
Verantwortungsbereich der Applikation. Dies bedeutet zusa¨tzlichen Aufwand. Andererseits
kann die Applikation dynamisch in Abha¨ngigkeit einer bestimmten Aufgabe entscheiden, welche
Daten wie in einer Datenstruktur gespeichert und verarbeitet werden. So kann sie bspw. genau
die Daten, die im aktuellen Transformationsschritt beno¨tigt werden, im Speicher halten und
nicht mehr beno¨tigte Daten wieder freigeben. In manchen Sonderfa¨llen, wenn keine oder nur
wenige Kontextinformationen aus anderen Teilen des Quelldokumentes notwendig sind, muss
sogar keine oder nur eine minimale Datenstruktur aufgebaut werden. Ein typischer solcher
Anwendungsfall ist die einfache Umbenennung von benannten Markups.
Neben dem Aufbau einer eigenen Datenstruktur muss sich die Applikation bei dem datenstrom-
basierten Verarbeitungsmodell ebenfalls um die Serialisierung ku¨mmern. SAX bietet als der
Vertreter des Push-Modells keine Funktionen zur Generierung von XML. Hier gibt StAX mehr
Unterstu¨tzung. StAX stellt Ausgabeoperationen zur Verfu¨gung, die bspw. Elemente, Attribute
und Zeichendaten erzeugen und bei der Maskierung bestimmter Zeichen helfen. Die Korrekt-
heit des Outputs bzgl. der XML-Spezifikation wird aber nur minimal unterstu¨tzt. So ist es
bspw. mo¨glich, mehrere Wurzelelemente oder Elementnamen mit Leerzeichen zu generieren, die
gegen das Wohlgeformtheitskriterium verstoßen. Eine Lo¨sung ist die Benutzung von erga¨nzen-
den APIs, die korrekte XML-Dokumente erzeugen und Versto¨ße gegen die Anforderungen der
Wohlgeformtheit erkennen. In diesem Fall muss die Applikation das entsprechende Format der
Serialisierungskomponente produzieren.
Bewertung
Beide Ausfu¨hrungsmodelle der datenstrombasierten Verarbeitung unterstu¨tzen prinzipiell belie-
big große XML-Dokumente, da keine zusammenha¨ngende, allgemeine Repra¨sentation der Quell-
dokumente erzeugt wird. Vielmehr kann abha¨ngig vom konkreten Anwendungsfall entschieden
werden, was fu¨r eine Datenstruktur fu¨r die zu speichernden XML-Daten aufgebaut und verwal-
tet wird. Die Applikation bestimmt, wie umfangreich eine solche Datenstruktur ausfa¨llt, wie auf
sie zugegriffen wird und wie sie manipuliert wird. Dies bedeutet insgesamt einen generell ho¨he-
ren Programmieraufwand und kann bei nichttrivialen Transformationsaufgaben zu komplexem
und unu¨bersichtlichem Code fu¨hren. Daru¨ber hinaus handelt es sich beim datenstrombasierten
Verarbeitungsmodell zumeist um APIs, die nur das Parsen der Quelldokumente unterstu¨tzen
und keine oder nur rudimenta¨re Hilfe fu¨r die Serialisierung von XML-Daten anbieten. STX
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[CBN+07] ist eine spezifische XML-Transformationssprache, die auf einem datenstrombasiertes
Verarbeitungsmodell arbeitet.
3.1.3 Baum
Bei einem baumbasierten Verarbeitungsmodell wird wa¨hrend der Analysephase eine komplette
Datenstruktur des Quelldokumentes aufgebaut. Diese Datenstruktur stellt dem Entwickler im
Gegensatz zum Datenstrom eine Baumansicht des gesamten Quelldokumentes zur Verfu¨gung und
ermo¨glicht es, u¨ber bereitgestellte Schnittstellen wahlfrei lesend und schreibend auf alle enthal-
tenen Informationen zuzugreifen. Abha¨ngig von der Universalita¨t der erzeugten Baumstruktur
lassen sich zwei baumbasierte Verarbeitungsmodelle unterschieden:
• Aufbau einer generischen Struktur, die im weitesten Sinne dem XML Infoset entspricht
(universelles Modell), und
• Aufbau einer spezifischen Struktur, die durch die Analyse eines Schemas erzeugt werden
kann (schemaspezifisches Modell).
Beide prinzipielle Herangehensweisen werden im Folgenden kurz erla¨utert.
Universelles Modell
Das universelle Modell orientiert sich strukturell stark an den Informationselementen des XML
Infosets. A¨hnlich wie beim XML Infoset wird eine generische Struktur erzeugt, die Knoten
fu¨r jeden Typ von Markup sowie fu¨r die eigentlichen Zeichendaten bereitha¨lt. Die Struktur ist
damit unabha¨ngig von einer bestimmten Klasse von XML-Dokumenten bzw. spezieller Markup-
Sprachen. Neben der generischen Struktur werden ebenso Schnittstellen definiert, mit denen
A¨nderungen an dem bereitgestellten Baum vorgenommen werden ko¨nnen. Es ko¨nnen neue Kno-
ten hinzugefu¨gt, andere entfernt oder Eigenschaften der Knoten gea¨ndert werden. Unterschei-
det sich das gewu¨nschte Ergebnis einer Transformation strukturell stark vom Quelldokument, so
kann es gu¨nstiger sein, einen komplett neuen Baum aufzubauen. Die anschließende Serialisierung
von XML-Text aus einer solchen Datenstruktur u¨bernehmen i. d. R. entsprechende Schnittstel-
lenfunktionen.
Der bekannteste Vertreter des baumbasierten, universellen Modells ist das DOM (Document
Object Model) [HHW+04]. DOM definiert eine abstrakte, programmiersprachenunabha¨ngig for-
mulierte Schnittstelle zum lesenden und schreibenden Zugriff auf wohlgeformte XML-Dokumente
sowie eine Reihe weiterer Formate (z. B. HTML). Die Schnittstellen werden in IDL (Interface De-
finition Language) der OMG spezifiziert. Das durch die Schnittstellen beschriebene Objektmo-
dell entspricht stark dem des XML Infosets. Einige Unterschiede gibt es jedoch. So sieht DOM
u. a. eigene Knotentypen fu¨r CDATA-Abschnitte sowie fu¨r zusammenha¨ngende Zeichendaten
vor. DOM ist das Standard-API fu¨r den Zugriff und die Manipulation von XML-Dokumenten
und wurde auf etliche Programmiersprachen abgebildet. Da DOM allerdings keine sprachspe-
zifischen Konstrukte der jeweiligen Programmiersprache beru¨cksichtigt und daher an manchen
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Stellen schwerfa¨llig und ineffizient wirkt, wurden inzwischen einige Alternativen zu DOM ent-
wickelt. So wurden bspw. fu¨r Java die sprachspezifischen APIs JDOM [HM07] und DOM4J
[Str05] entworfen. Beide erlauben eine effizientere Programmierung durch Java-typische Klas-
sen. Dessen ungeachtet hat DOM als W3C-Standard eine große Verbreitung in der Praxis
gefunden.
Schemaspezifisches Modell
Einen alternativen Ansatz stellen spezifische Modelle dar, die von einem konkreten Schema ab-
geleitet werden. Wa¨hrend beim universellen Modell entsprechend den Informationselementen
des XML Infosets ein generischer Baum modelliert wird, ermo¨glichen sogenannte Data Bin-
ding-Frameworks (wie z. B. JAXB [VF06] oder Castor [Cas08]) die Erzeugung von vokabu-
larspezifischen Speicher- und Verarbeitungsstrukturen. Dazu werden aus einer in DTD oder
XML-Schema vorliegenden Grammatik programmiersprachliche Konstrukte, etwa Klassendefi-
nitionen und darauf operierende Methoden, automatisiert generiert, die wiederum in eine eigene
Applikation eingebunden werden ko¨nnen. In einem solchen Baum existiert anstelle des gene-
rischen Knotentyps Element fu¨r jeden XML-Elementtyp ein eigener Knotentyp, der nur solche
Kindknoten zula¨sst, die im Schema erlaubt werden.
Der Programmieraufwand gestaltet sich somit geringer, da zum einen notwendige Typkonversio-
nen wie bspw. beim DOM wegfallen und zum anderen anwendungsspezifische Datenstrukturen
einen leichteren und zudem typisierten Zugriff auf XML-Daten ermo¨glichen. Daru¨ber hinaus
wird durch die von einem Schema abgeleitete Datenstruktur erreicht, dass nur gu¨ltige XML-
Dokumente erzeugt werden ko¨nnen. Als Kehrseite bedingt diese restriktive Struktur, dass ledig-
lich Manipulationen der Zeichendaten auf diesem Baum erlaubt sind. Eine einfache Elementum-
benennung stellt bereits eine strukturelle Transformation dar, die den Aufbau eines vollsta¨ndigen
neuen Ergebnisbaums erfordert. Soll somit ein Quelldokument in ein anderes XML-Vokabular
u¨berfu¨hrt werden, so wird fu¨r den Output ebenso eine Grammatik beno¨tigt. Des Weiteren ist
zu beachten, dass auf alle XML-Markups, die nicht in einem Schema beschrieben werden, nicht
zugegriffen werden kann. Es ko¨nnen bspw. deshalb weder Verarbeitungsanweisungen noch Kom-
mentare in eine Transformation einbezogen werden. CDATA-Abschnitten und Entity-Referenzen
ko¨nnen ebenfalls nicht erkannt und entsprechend verarbeitet werden.
Bewertung
Die Repra¨sentation des gesamten XML-Dokumentes als Baumstruktur ermo¨glicht einen wahl-
freien lesenden und schreibenden Zugriff auf alle enthaltenen Informationen. Der Aufbau einer
kompletten Datenstruktur eines Quelldokumentes bedingt aber auch, dass nur XML-Dokumente
mit begrenzter Gro¨ße auf diese Weise verarbeitet werden ko¨nnen. Schemaspezifische Modelle
nutzen gegenu¨ber universellen Modellen diesbezu¨glich effizientere Speicher- und Verarbeitungs-
strukturen, die zudem entsprechend eines Schemas nur angepasste Operationen zum einfacheren,
typisierten Zugriff auf XML-Daten erlauben. Fu¨r eine pure inhaltliche, kontextabha¨ngige Vera¨n-
derung der XML-Daten eignet sich dieses Verarbeitungsmodell deshalb sehr gut. Mu¨ssen jedoch
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kontextabha¨ngige, strukturelle Transformationen vorgenommen werden oder muss auf Informa-
tionen zuru¨ckgegriffen werden, die nicht in einem Schema repra¨sentiert sind, sollten universelle
Modelle bevorzugt werden. Sie sind aufgrund ihrer Universalita¨t der Datenstruktur flexibler.
Beide Ansa¨tze bieten typischerweise Mechanismen zur Erzeugung von XML-Text aus der inter-
nen, baumbasierten Datenstruktur. Die schemabasierte Variante kann durch die Interpretation
eines zugeho¨rigen Schemas sogar daru¨ber hinaus sicherstellen, dass gu¨ltige XML-Dokumente
serialisiert werden. Die Mehrzahl der spezifischen XML-Transformationssprachen basiert auf
einem universellen Verarbeitungsmodell.
3.2 Phasen
In den folgenden Abschnitten wird auf die einzelnen Phasen bei der Verarbeitung von XML-
Dokumenten eingegangen.
3.2.1 Analyse
Die Analyse eines XML-Dokumentes erfolgt im Wesentlichen in zwei Schritten: die lexikalische
und die syntaktische Analyse.
Das Ziel der lexikalischen Analyse ist es, den XML-Text in lexikalische Einheiten (Wo¨rter) zu zer-
legen. Diese ko¨nnen aufgehende oder schließende Klammern eines Tags oder Bezeichner von Ele-
menten und Attributen sein. Die lexikalische Analyse ist die Basis fu¨r die syntaktische Analyse.
Die syntaktische Analyse wird verwendet, um aus den einzelnen lexikalischen Einheiten vollsta¨n-
dige Informationseinheiten in den XML-Dokumenten (z. B. Elemente, Attribute, Kommentare)
zu erkennen. Neben der Syntaxanalyse eines XML-Textes gegen die XML-Spezifikation kann
ebenso eine syntaktische Validierung gegen eine formale Beschreibung (z. B. DTD oder XML
Schema) der Quellsprache in diesem Analyseschritt erfolgen. Man spricht in einem solchen Fall
von validierenden Parsen.
3.2.1.1 Lexikalische Analyse
Die Hauptaufgabe der lexikalischen Analyse ist es, den Zeichenstrom eines Inputs in eine Folge
logisch zusammengeho¨riger Einheiten, die sogenannten (lexikalischen) Token, zu zerlegen. Token
sind (Typ-Wert-)Paare, bestehend aus einem Symbol und einem Lexeme. Im Allgemeinen wird
fu¨r eine unterschiedliche Folge von Zeichen des Inputs das gleiche Symbol (z. B. Name fu¨r die
Klasse der Bezeichner) als Output erzeugt. Die Menge solcher Zeichenfolge wird durch eine zum
Symbol geho¨rende Regel beschrieben, durch ein sogenanntes Muster. Ein Lexeme ist eine Zei-
chenfolge im Quelldokument (z. B. der konkreter Name quelle), die dem Muster fu¨r ein Symbol
entspricht. Dieses wird bei der lexikalischen Analyse dem entsprechenden Symbol zugeordnet.
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Muster ko¨nnen typischerweise durch regula¨re Ausdru¨cke beschrieben werden, z. B. Name ::=
NameStartChar (NameChar)*. Aus diesem Grund wird die lexikalische Analyse i. d. R. als end-
licher Automat realisiert. Durch die pra¨zise Spezifikation mittels regula¨rer Ausdru¨cke oder
gleichwertiger Methoden, ko¨nnen die endlichen Automaten durch generierende Werkzeuge (z. B.
GNU Flex [Fre95]) automatisiert systematisch konstruiert und effizient implementiert werden.
Ein Verfahren zur U¨berfu¨hrung eines regula¨ren Ausdrucks in einen endlichen Automaten ist das
Berry-Sethi-Verfahren [BS86].
Eine andere Aufgabe der lexikalischen Analyse besteht darin, Fehlermeldungen innerhalb spa¨-
terer Analyse- und Verarbeitungsschritte entsprechende Positionen im Quelldokument zuzuord-
nen [ASU86]. Ebenso ko¨nnen u.U. unwichtige Zeichen wie Einru¨ckungen, Zeilenwechsel oder
Leerzeichen u¨bersprungen und damit ignoriert werden. Dies kann durch die zugrundeliegende
Grammatik oder mit einem separaten Screener umgesetzt werden [Pen94]. Zusa¨tzlich ko¨nnen in
diesem Schritt Entity-Referenzen und Namensraumdeklarationen aufgelo¨st werden. Ignorierte
und aufgelo¨ste Zeichen sind fu¨r die weiteren Verarbeitungsphasen nicht mehr reproduzierbar.
Dadurch vereinfacht sich aber die folgende syntaktische Analyse erheblich.
Das Ergebnis der lexikalischen Analyse bzgl. eines XML-Textes sind Folgen von Symbolen und









XML-Scanner, die die lexikalische Analyse von XML-Dokumenten implementieren, sind in i. d. R.
in XML-Parser integriert.
3.2.1.2 Syntaktische Analyse
Die syntaktische Analyse hat das Ziel, aus den Folgen von Token der lexikalischen Analyse die
syntaktische Struktur zu erfassen und in geeigneter Form fu¨r nachfolgende Phasen darzustel-
len. Grundlage hierfu¨r ist die XML-Spezifikation, die festlegt, wie XML-Dokumente aufgebaut
sein mu¨ssen. Die in der Spezifikation festgelegten Konventionen werden von den Parsern, die die
Syntaxanalyse durchfu¨hren, zum einen gepru¨ft und zum anderen fu¨r den Aufbau der Zieldarstel-
lung genutzt. Die Pru¨fung umfasst sowohl einfache (z. B. ein Tag besitzt grundsa¨tzlich immer
eine o¨ffnende und eine schließende eckige Klammer) als auch strukturelle Festlegungen (z. B.
korrekte Schachtelung von Tags). Die wa¨hrend der Pru¨fung sukzessive erzeugte Zieldarstellung
kann sich in Abha¨ngigkeit des jeweiligen Parsers stark unterscheiden. Sie reicht von einer daten-
strombasierten Repra¨sentation, in der die syntaktischen Bestandteile in einer kontinuierlichen
Abfolge zur Verfu¨gung gestellt werden, bis hin zur Baumdarstellung, in der eine komplette Da-
tenstruktur aufgebaut wird. Unabha¨ngig von der erzeugten Datenstruktur orientieren sich die
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bereitgestellten Informationen der syntaktischen Bestandteile i. d. R. am XML Infoset [CT04].
Im Abschnitt 3.1.2 und 3.1.3 werden einige konkrete Repra¨sentationsformen vorgestellt.
Beschra¨nkt sich die Analysephase lediglich auf diese erste Syntaxanalyse der XML-Spezifikation
wird von nichtvalidierenden Parsern gesprochen (z. B. XP [Cla98], Crimson [Apa01]). Validie-
rende Parser (z. B. Xerces [Apa05], Oracle XML Parser [Ora06]) pru¨fen daru¨ber hinaus, ob
ein XML-Dokument dem Schema der Quellsprache (z. B. in DTD oder XML Schema) genu¨gt.
Dadurch ko¨nnen weitere zusa¨tzliche hierarchische Abha¨ngigkeiten (z. B. die Benennung und Ty-
pisierung von Elementen sowie erlaubten Attributen) gesichert werden. Eine solche Pru¨fung
kann sukzessive wa¨hrend des Aufbaus der Zieldarstellung oder in einem getrennten Analyse-
schritt nach dem Aufbau der Zieldarstellung erfolgen. Durch die Informationen, die im Schema
der Quellsprache enthalten sind, kann die Zieldarstellung bspw. durch Typannotationen angerei-
chert werden. Sie wird daher u¨blicherweise als PSVI (Post Schema Validation Infoset) bezeich-
net. Unabha¨ngig davon mu¨ssen Parser in sa¨mtlichen Teilschritten der syntaktischen Analyse





Parser ohne PSVI mit PSVI
Lexikalische Analyse ja ja ja ja
Syntaktische Analyse
- XML-Spezifikation ja ja ja
- Schema ja ja
TABELLE 3.1: Gegenu¨berstellung von Analysekomponenten und unterstu¨tzte Analyseschritten.
Tabelle 3.1 stellt die Begriﬄichkeiten von Analysekomponenten den Teilschritten der Analyse-
phase, die sie umsetzen, zusammenfassend gegenu¨ber.
3.2.2 Transformation
In der Transformationsphase wird die eigentliche U¨berfu¨hrung der internen Repra¨sentation der
XML-Daten in eine andere abstrakte, interne Zielstruktur, die gegebenenfalls wieder ein XML-
Text repra¨sentiert, oder direkt in eine konkrete Zielstruktur in Abha¨ngigkeit der Transforma-
tionsdefinition vorgenommen.
Eine Transformationsdefinition besteht aus einer Menge von Transformationsregeln, die in
ihrer Gesamtheit beschreiben, wie ein XML-Dokument in einer bestimmten Quellsprache in
ein Dokument in einer respektiven Zielsprache transformiert wird. Eine Transformations-
regel selbst stellt eine Beschreibung dar, wie ein oder mehrere Konstrukte der (abstrakten)
Quellsprache in ein oder mehrere Konstrukte der (abstrakten) Zielsprache u¨berfu¨hrt werden
(vgl. [MVG06, KKF06]). Eine Transformationsdefinition kann somit als Modell einer konkreten
Transformationsaufgabe oder -funktion angesehen werden [FN05], die als Input ebenso mehrere
Quelldokumente haben bzw. analog als Output mehrere Zieldokumente erzeugen kann.
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Da Transformationsdefinitionen bestimmte Transformationsfunktionen modellieren, ko¨nnen sie
grundsa¨tzlich auf ganz unterschiedliche Weise und in unterschiedlichen Sprachen beschrieben
werden. Das Spektrum reicht von der Nutzung universeller Programmiersprachen bis hin zu
spezifischen XML-Transformationssprachen. Universelle Programmiersprachen bieten APIs, um
auf die Daten von XML-Dokumenten zugreifen und diese verarbeiten zu ko¨nnen. Die eigent-
liche Transformation erfolgt mit den Sprachkonstrukten der universellen Programmiersprache.
Spezifische Transformationssprachen stellen hingegen spezielle Sprachkonstrukte fu¨r die Ver-
arbeitungsphase bereit, die sich an den Terminologien und Konzepten der XML-Transforma-
tionsdoma¨ne orientieren. Zudem kommen XML-spezifische Verarbeitungsmodelle zum Einsatz.
Zwischen diesen beiden Extremen des Spektrums (universell vs. spezifisch) existieren eine Reihe
von Ansa¨tzen. Beispielsweise gibt es Transformationssprachen, die zwar spezifische Sprachkon-
strukte allerdings fu¨r eine gro¨ßere Transformationsdoma¨ne zur Verfu¨gung stellen. Entsprechend
werden allgemeinere Verarbeitungsmodelle genutzt, bei denen u.U. Informationsverluste auftre-
ten.
Im Weiteren werden wesentliche Gemeinsamkeiten und Unterschiede von Transformationssys-
temen, -sprachen und -sprachvorschla¨gen beschrieben. Die folgende Liste entha¨lt die beru¨ck-
sichtigten Systeme und Sprachen:
• APIs und Erweiterungen fu¨r universelle Programmiersprachen
Castor [Cas08], DOM [HHW+04], HaXmL [Wal07], JAXB [VF06], XACT [CKM04, KMS04],
XJ [HRS+05], xmerl [xme08], XOBE [KL02], Xtatic [GGP06]
• universelle Transformationssprachen und -systeme
ASF+SDF [ASF07], Scrimshaw [Arn93], SIMON [FW93], Stratego [Vis04, BKVV05], Syn-
Tree [TT02], TXL [CCH07, Cor06]
• spezifische XML-Transformationssprachen und -systeme
CDuce [BCF03, CDu08], fxt [BS02a, fxt05], STX [Bec03, CBN+07], TREX [ZWG+03],
XDuce [HP03, XDu05], XML Script [Dec02], XSLT [Cla99a, Kay07], XUL [CEP99], XUp-
date [LM00]
Grundsa¨tzlich ko¨nnen auch andere Technologiera¨ume genutzt werden, um XML-Dokumente
zu transformieren. Beispielsweise ist es mo¨glich, Modelltransformationssprachen bzw. Modell-
transformationswerkzeuge (wie z. B. openArchitectureWare [oAW08], ATL [BDJ+03, Gro08]) zu
nutzen, indem Bru¨cken zwischen den Technologiera¨umen gebaut werden. Entsprechend muss
das Schema des zu transformierenden XML-Dokumentes bzw. das XML-Dokument selbst in
entsprechende Metamodelle und Modelle u¨berfu¨hrt werden. Das Hauptproblem bei der Verwen-
dung eines anderen Technologieraums besteht darin, dass die eingesetzten Verarbeitungsmodelle
unterschiedliche Ma¨chtigkeiten aufweisen. Ungeachtet dessen ist es aus versta¨ndlichen Gru¨n-
den unmo¨glich alle vorhandenen Systeme und Sprachen in die Doma¨nenanalyse einzubeziehen.
Trotzdem wird versucht, mo¨glichst viele unterschiedliche Ansa¨tze zu untersuchen.
Zur Veranschaulichung der Ergebnisse der Doma¨nenanalyse werden in Anlehnung an [CH03,
CH06] Merkmaldiagramme verwendet. Ein Merkmal bildet dabei eine markante und unter-
scheidbare Eigenschaft eines Konzeptes ab. Merkmaldiagramme veranschaulichen graphisch die
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hierarchischen Beziehungen und Abha¨ngigkeiten von Merkmalen untereinander [CE00]. Abbil-
dung 3.2 zeigt das Merkmaldiagramm auf oberster Ebene. Jeder Subknoten repra¨sentiert einen
Variationspunkt, der jeweils in einem eigenen Unterabschnitt im Einzelnen diskutiert wird.
ABBILDUNG 3.2: Merkmaldiagramm auf der obersten Ebene.
3.2.2.1 Transformationsregeln
Eine Transformationsregel im engeren Sinne besteht, wie eine Regel im Allgemeinen, aus einer
Pra¨misse und einer Konklusion. Die Pra¨misse ist die Bedingung, wann eine Regel angewendet
werden darf, und die Konklusion beschreibt die Auswirkung bei ihrer Ausfu¨hrung. Im weiteren
Sinne kann unter dem Begriff Transformationsregel ein Baustein zur Beschreibung eines Teils
einer Transformation verstanden werden. Im Kontext dieser Arbeit soll die breitere Definition
gebraucht werden, die bspw. Funktionen oder Prozeduren, welche einen Transformationsschritt
implementieren, ebenso unter dem Begriff Transformationsregel subsummieren. Abbildung 3.3
gibt die Merkmale von Transformationsregeln in graphischer Form wieder.
Doma¨nen
Transformationsregeln beziehen sich auf Doma¨nen. Regeln haben typischerweise eine Quelldo-
ma¨ne (left hand side, kurz LHS) und eine Zieldoma¨ne (right hand side, kurz RHS). Es ko¨nnen
aber auch mehrere Doma¨nen involviert sein. Dies ist bspw. notwendig, wenn zwei oder mehrere
XML-Dokumente zu einem u¨berfu¨hrt werden. Bei diesem Beispiel wird auf der LHS auf mehrere
Doma¨nen zugegriffen. Jede Doma¨ne besitzt dabei i. d. R. ihre eigene, individuelle Sprache, in der
die Strukturen beschrieben sind. Diese wird oftmals als doma¨nenspezifische Sprache (Domain
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Specific Language, kurz DSL) bezeichnet. Transformationen, bei denen sich das Quelldoku-
ment und das Zieldokument mit derselben Sprache beschreiben lassen, werden in der Literatur
endogene Transformationen genannt. Ist dies nicht mo¨glich, spricht man von exogenen Trans-
formationen [MVG06].
Den Doma¨nen kann daru¨ber hinaus ein Modus zugeordnet werden: in, out, in/out. Dieser legt
fest, wie die Doma¨nen innerhalb der Transformationsregeln gebraucht werden: als Quell- oder
Zieldoma¨ne oder beides. Die Festlegung kann implizit oder explizit erfolgen. Im Gegensatz zu
einer statischen Deklaration des Modus kann er auch erst zur Laufzeit dynamisch bestimmt wer-
den. Die meisten Transformationssysteme unterstu¨tzen einen impliziten, statischen Modus.
Zum Zugriff auf die Doma¨nen werden in Transformationsregeln Muster und Variablen verwen-
det. Muster dienen auf der einen Seite in der Pra¨misse der Transformationsregel als Suchmu-
ster. Durch das Suchmuster werden zum einen die Bedingung fu¨r die Anwendung der Trans-
formationsregel bestimmt und zum anderen mglw. gleichzeitig Informationseinheiten bspw. aus
Quelldokumenten bzw. deren internen Verarbeitungsmodellen selektiert. Suchmuster werden ty-
pischerweise mit Ausdru¨cken definiert. Auf der anderen Seite ko¨nnen Muster in der Konklusion
der Transformationsregel als Ersetzungsmuster genutzt werden. In einigen Sprachen kann zur
Definition von Mustern eine eigene Lokalisierungssprache, wie z. B. XPath, verwendet werden.
Dies ist aber nicht zwingend notwendig. Die Navigation im Verarbeitungsmodell in einer impe-
rativen Sprache zu einer gesuchten Informationseinheit kann ebenso ein Suchmuster realisieren.
In beiden Fa¨llen handelt es sich um eine abstrakte Syntax. Bei Template-basierten Transforma-
tionsmethoden ko¨nnen die Ersetzungsmuster auch in der konkreten Syntax des Zieldokumentes
formuliert werden (siehe Abschnitt 3.2.2.9). Diese Stringmuster werden i. d. R. durch Metacode,
zum Zugriff auf Informationen und Kontrollstrukturen zur Steuerung der Verarbeitungsreihen-
folge, erga¨nzt.
Variablen sind Container fu¨r Informationseinheiten eines Quell- bzw. Zieldokumentes oder ei-
ner Zwischenrepra¨sentation. Um sie von den Variablen innerhalb der zu transformierenden
Dokumente zu unterscheiden, werden sie auch Metavariablen genannt [CH03]. Die Werte der
Variablen ko¨nnen indirekt u¨ber Einschra¨nkungen oder direkt u¨ber imperative Wertzuweisung
oder deklarativ durch Wertbindung, wie bei der funktionalen Programmierung, spezifiziert wer-
den. Beide, Variablen und Muster, ko¨nnen ungetypt oder getypt auftreten. Bei der Typisierung
kann in diverse Kategorien unterschieden werden, in denen sich ein Typsystem einordnen la¨sst
(vgl. Abbildung 3.4). Beispielsweise muss bei einer statischen Typisierung wa¨hrend der Kom-
pilierung der Datentyp einer Variable bekannt sein. Dies kann durch Typinferenz (Ableitung
des Datentyps) oder durch explizite Typisierung geschehen. Ein stark getyptes Typsystem ei-
ner Transformationssprache kann fu¨r eine Transformation statisch sichern, dass diese lediglich
korrekte Ergebnisse bzgl. der Zielsprachen erzeugt.
Die zugrundeliegende Logik zur Beschreibung von Berechnungen und Einschra¨nkungen innerhalb
der Transformationsregeln kann unterschiedlichen Programmierparadigmen folgen. Beispiele fu¨r
die deklarative Logik sind XPath-Ausdru¨cke fu¨r die Selektierung von Informationseinheiten so-
wie die implizite Erzeugung von Zielkonstrukten durch Einschra¨nkungen bei Wertebelegungen.
Imperative Logik hingegen verwendet i. d. R. APIs, um die internen Verarbeitungsmodelle direkt
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zu verarbeiten. Die Verarbeitungsreihenfolge und Erzeugung von Zielkonstrukten erfolgt dabei
explizit durch Variablenzuweisungen und Kontrollstrukturen. Neben ausfu¨hrbaren Transforma-
tionsregeln ko¨nnen auch nichtausfu¨hrbare Regeln definiert werden. Diese definieren allein die
Beziehungen zwischen den Quell- und Zieldoma¨nen.
Syntaktische Trennung
Einige Transformationskonzepte unterstu¨tzen eine klare syntaktische Trennung innerhalb der
Transformationsregeln zwischen Teilen der Regel, die sich auf eine Doma¨ne beziehen, und Teilen
der Regel, die sich auf eine andere Doma¨ne beziehen. Ein typisches Beispiel sind klassische
Ersetzungsregeln, bei denen die linke Seite (LHS) durch die rechte Seite (RHS) ersetzt wird.
Wiederum andere Sprachansa¨tze nehmen nicht eine solche klare Trennung vor, wie z. B. Trans-
formationsregeln, welche mit APIs oder Erweiterungen von universellen Programmiersprachen
implementiert werden, oder erlauben eine Mischung aus beiden.
Explizite Bedingung
Transformationsregeln haben i. d. R. eine explizite Bedingung in der Pra¨misse, die erfu¨llt sein
muss, damit die Konklusion der Regel ausgefu¨hrt wird. Eine solche Bedingung kann aber grund-
sa¨tzlich fehlen. Bedingungslose Transformationsregeln ko¨nnten bspw. von anderen Regeln auf-
gerufen werden oder einfache Default-Regeln sein, die ausgefu¨hrt werden, wenn keine andere
Regel zutrifft.
Intermedia¨re Datenhaltung
Manche Sprachkonzepte erlauben Zwischenrepra¨sentationen von Daten in einer Transformati-
onsregel. Im engeren Sinne ist jede Variablenzuweisung bei imperativen Sprachen eine solche
Zwischenrepra¨sentation. Aber auch einige Sprachen mit anderen Programmierparadigmen ko¨n-
nen tempora¨re Strukturen, z. B. in XSLT 2.0 einen tempora¨ren Baum, repra¨sentieren. Neben
dieser i. d. R. tempora¨ren, intermedia¨ren Datenhaltung ko¨nnen Daten auch persistent zwischen-
gespeichert werden, sobald mehrere Outputs mo¨glich sind und diese innerhalb der Transforma-




Transformationsregeln ko¨nnen in verschiedenen Richtungen definiert sein. Die einfachste und
am ha¨ufigsten eingesetzte Form sind unidirektionale Transformationsregeln. Sie geben eine Ab-
bildung von einer Quelldoma¨ne zu einer Zieldoma¨ne an. Es sind aber ebenso multidirektionale
Transformationsregeln denkbar, die in verschiedenen Richtungen ausgefu¨hrt werden ko¨nnen. Sie
ko¨nnen u¨ber in/out-Doma¨nen beschrieben werden.
Parametrisierung
Eine Transformationsregel kann zusa¨tzliche Parameter u¨bergeben bekommen, die bei der Ver-
arbeitung der Regel beru¨cksichtigt werden. So ko¨nnen bspw. Kontrollparameter den weiteren
Ablauf steuern. Neben der U¨bergabe oder Referenzierung von Werten eines bestimmten Typs
ko¨nnen bei einigen Sprachen (z. B. C++, Java ab J2SE 5.0) Typparameter zur Konfiguration
von generischen Datentypen einer Transformationsregel als Argumente mitgegeben werden. Da-
durch wird eine ho¨here Wiederverwendbarkeit einer Transformationsregel erreicht. Eine andere
Mo¨glichkeit, um die Wiederverwendbarkeit zu erho¨hen, sind Transformationsregeln ho¨herer Ord-
nung. Diese ko¨nnen als Argumente wiederum Transformationsregeln enthalten oder als Ergebnis
eine Transformationsregel liefern. Bei einigen Sprachen ko¨nnen Argumente auch benannt wer-
den. Dadurch wird der Code versta¨ndlicher. Ebenso ist es dadurch mo¨glich, die Reihenfolge der
Argumente zu vera¨ndern. Manche Sprachen, wie XSLT, ermo¨glichen daru¨ber hinaus Parameter
wegzulassen. Dieses Konzept erlaubt es allerdings nicht, mehrere Transformationsregeln mit
gleichen Namen und unterschiedlichen Parametern zuzulassen.
3.2.2.2 Regelausfu¨hrungskontrolle
Drei wesentliche Mechanismen kontrollieren die Regelausfu¨hrung: die Traversierung durch eine
Doma¨ne, Auswahlstrategien der Transformationsregeln, falls mehrere Regeln anwendbar sind,
und sonstige Kontrollstrukturen zur expliziten Steuerung der Ausfu¨hrungsverarbeitung (vgl.
Abbildung 3.5).
Traversierung
Die Festlegung in welcher Reihenfolge Transformationsregeln in einer Transformationsdefinition
ausgefu¨hrt werden, kann implizit oder explizit erfolgen. Implizit bedeutet, dass die Trans-
formationssprache eine Ausfu¨hrungsreihenfolge standardma¨ßig vorgibt. Beispielsweise wird in
STX das Quelldokument von oben nach unten (top-down) in Pra¨orderreihenfolge durchlaufen
und es werden die Regeln angewendet, bei denen die kontextsensitiven Bedingungen fu¨r den
aktuellen Kontext erfu¨llt sind. Andere vordefinierte Traversierungsstrategien, wie bottom-up,
innermost oder outermost, sind ebenso denkbar (z. B. Stratego). Auf der anderen Seite kann
bspw. in XSLT die standardma¨ßige Traversierung in den Transformationsregeln gesteuert bzw.
u¨berschrieben werden. Dadurch wird eine andere Ausfu¨hrungsreihenfolge impliziert. Es ist in
XSLT, wie in imperativen und funktionalen Sprachen, ebenso mo¨glich Transformationsregeln
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explizit aufzurufen. Neben einem solchen internen Mechanismus kann die Ausfu¨hrungslogik von
den Transformationsregeln auch strikt getrennt und extern definiert werden. Einige Transfor-
mationssprachen, wie z. B. Stratego, bieten zudem die Mo¨glichkeit benutzerdefinierte Traver-
sierungsstrategien zu definieren. Die Traversierungsstrategien werden dabei in aller Regel bzgl.
des Quelldokumentes angewendet. Eine Ausnahme bildet TREX. Bei diesem zielstrukturgetrie-
benen Transformationssystem richtet sich die Verarbeitungsreihenfolge nach der Traversierung
durch das Zieldokument.
Auswahl
Ko¨nnen zu einem Zeitpunkt mehrere Transformationsregeln angewendet werden, weil bei allen
die Bedingungen in ihrer Pra¨misse erfu¨llt sind, so wird eine Strategie fu¨r die Auswahl der Re-
geln beno¨tigt. Dies kann im Wesentlichen auf drei verschiedenen Arten erfolgen: deterministisch,
nichtdeterministisch und interaktiv. Die u¨bliche verwendete Form ist eine deterministische Aus-
wahl. Die wohl einfachste Form ist das Suchen und Ausfu¨hren der ersten passenden Trans-
formationsregel (z. B. case-Anweisung in einer universellen Programmiersprachen). In einigen
Sprachen sind aber auch komplexere Konfliktlo¨sungsmechanismen implementiert. Beispielsweise
werden in manchen explizit priorisierte Transformationsregeln bevorzugt (z. B. XSLT). Fehlt eine
explizite Priorisierung oder hat diese keine Entscheidung gebracht, so ko¨nnen weitere Kriterien
zur Konfliktauflo¨sung herangezogen werden. Zum Beispiel kann eine nicht importierte Trans-
formationsregel oder eine Regel mit genauer spezifizierten Bedingungen den Vorzug erhalten.
Weniger ha¨ufig sind denkbare nichtdeterministische und interaktive Auswahlverfahren anzu-
treffen. In einigen Transformationssprachen ko¨nnen auch Modi (z. B. XSLT) oder Bezeichner
(z. B. Stratego) fu¨r Transformationsregeln definiert werden, mit denen die Regelmenge, die zum




Kontrollstrukturen ermo¨glichen es, die Verarbeitungsreihenfolge von Transformationsregeln zu
steuern. Eine solche Ablaufsteuerung kann innerhalb und außerhalb der Regeln definiert sein.
Die wesentlichen Kontrollstrukturen sind Verzweigungen und Iterationen. Bei Verzweigungen
wird mit Hilfe einer oder mehrerer Bedingungen eine Entscheidung u¨ber den weiteren Ablauf
getroffen.
Zum Iterieren (lat. itare wiederholen) einer Transformationsregel stellen Sprachen unterschied-
liche Konzepte zur Verfu¨gung. Eines, das nahezu alle Sprache bereitstellen, ist die Rekursion.
Dabei ruft sich die Transformationsregel solange selbst auf, bis (z. B. aufgrund einer Bedingung)
der rekursive Aufruf u¨bersprungen wird. Schleifen sind hingegen explizite Sprachkonstrukte
zum Wiederholen einer Transformationsregel und werden nicht in allen Sprachen angeboten,
z. B. XDuce oder CDuce. Wiederum andere Sprachen, wie XSLT und STX, bieten nur einen
eingeschra¨nkten Schleifenkonstrukt an, der sich in der Abbruchbedingung nur auf Kontextbe-
dingungen bzgl. seiner Quelldokumente beziehen kann. Schleifen bestehen aus einem Schlei-
fenrumpf, der den Code entha¨lt, welcher solange ausgefu¨hrt wird, bis eine Abbruchbedingung
eintritt. Die Abbruchbedingung wird entweder im Schleifenkopf oder im Schleifenfuß definiert.
Alternativ zu diesen beiden Konzepten kann der Fixpunktansatz erwa¨hnt werden (z. B. Stra-
tego). Dabei wird eine Transformationsregel solange wiederholt, bis keine A¨nderungen mehr
auftreten. Dieser Ansatz muss i. d. R. in den Sprachen explizit implementiert werden.
3.2.2.3 Organisation von Regeln
Transformationsregeln ko¨nnen bspw. fu¨r eine einfachere Entwicklung, aber auch fu¨r eine bes-
sere Wartbarkeit und Wiederverwendbarkeit, strukturiert werden. Transformationsregeln bilden
selbst die kleinste Einheit innerhalb einer Transformationsdefinition. Sprachen bieten verschie-
dene Mittel zur Organisation dieser Regeln (vgl. die Merkmale in der Abbildung 3.6). Manche
Sprachen erlauben es, Transformationsregeln hinsichtlich bestimmter Kriterien in logische Ein-
heiten zu sogenannten Modulen zusammenzufassen. So ko¨nnen Transformationsdefinitionen in
gro¨ßere funktionale Teilblo¨cke zerlegt werden. Module ko¨nnen andere Module importieren, um
sie miteinander zu verknu¨pfen und auf deren Inhalt zuzugreifen.
ABBILDUNG 3.6: Merkmale der Regelorganisation.
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Neben dieser Komposition von Transformationsregeln sind weitere Wiederverwendungsmecha-
nismen zu finden, wie z. B.:
• Erweiterung von Transformationsregeln und Modulen
• Spezialisierung von Tranformationsregeln und Modulen
• Vererbung von Transformationsregeln und Modulen
Die Organisationsstruktur der Transformationsregeln wird durch die Transformationsmethode,
die verfolgt wird, wesentlich beeinflusst. Bei einer quellstrukturgetriebenen Transformationsme-
thode werden die Regeln in Abha¨ngigkeit der Quelldokumente ausgelo¨st. Dies kann bspw. durch
induzierte Ereignisse oder durch eine vorgegebene oder konfigurierbare Traversierung durch die
Quelldoma¨ne erfolgen. Die Reihenfolge, in der das Ziel konstruiert wird, wird maßgeblich durch
die Struktur der Quelldokumente bewirkt. Im Gegensatz dazu steht bei einer zielstrukturgetrie-
benen Transformationsmethode die Struktur des Zieldokumentes bspw. in Form eines Templates
weitestgehend fest. Die offenen Stellen des Templates werden durch extrahierte Informationen
von mglw. unterschiedlichen Quellen gefu¨llt. Entsprechend den Ansa¨tzen werden die Regeln
quellorientiert oder zielorientiert strukturiert. Verfolgt eine Sprache einen gemischten Ansatz,
ko¨nnen die Regeln ebenso unabha¨ngig organisatorisch strukturiert werden.
3.2.2.4 Input und Output
Transformationskonzepte ko¨nnen bzgl. des Inputs und Outputs unterschieden werden, ob sie
neue Zieldokumente aus Quelldokumenten bzw. deren Verarbeitungsmodellen erzeugen (CDuce,
STX, XMLLamda, XSLT, etc.) oder auf ein und demselben Verarbeitungsmodell arbeiten (XUL,
XUpdate, etc.). Sprachen, die nicht zwischen Quell- und Zieldokument differenzieren, werden
auch Update- oder A¨nderungssprachen genannt. Beide Konzepte haben ihre Vor- und Nachteile.
A¨nderungssprachen ko¨nnen nur XML-Daten manipulieren. Reine Transformationssprachen ko¨n-
nen XML-Daten in XML-Dokumente und in andere Datenformate u¨berfu¨hren. Im Kontext von
XML-zu-XML-Transformationen sollte deshalb der Transformationsansatz bevorzugt werden,
wenn das Zieldokument im Vergleich zum Quelldokument eine komplett unterschiedliche Struk-
tur aufweist. A¨nderungssprachen sollten hingegen in erster Linie verwendet werden, wenn haupt-
sa¨chlich der Inhalt des Quelldokumentes modifiziert wird. Universellen Programmiersprachen
ko¨nnen beide Ansa¨tze gleichzeitig umsetzen. Abbildung 3.7 zeigt diese Eigenschaften graphisch
in einem Merkmaldiagramm.
Um nicht den ganzen Input (bei quellstrukturgetriebenen Transformationsmethoden) oder Out-
put (bei zielstrukturgetriebenen Transformationsmethoden) zu durchlaufen, ko¨nnte sich lediglich
auf einen Bereich eines Dokumentes beschra¨nkt werden. Nur dieser soll in die Transformation
involviert sein. Dies kann u.U. zu signifikanten Performanzvorteilen fu¨hren, da nicht fu¨r das
gesamte Dokument gepru¨ft werden muss, ob in der gerade aktiven Position Transformations-
regeln anwendbar sind. Ferner ko¨nnen sich ebenso die Transformationsregeln vereinfachen, da
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bspw. bestimmte Voraussetzungen fu¨r diesen lokalen Bereich erfu¨llt werden und dadurch in der
Transformationsregel selbst nicht beachtet werden mu¨ssen.
Das Mischen von zwei oder mehreren XML-Dokumenten erfordert den Umgang mit mehreren
Quelldoma¨nen innerhalb einer Transformationsdefinition. Ebenso gibt es Szenarien, in denen
Sprachen mehrere Zieldokumente erzeugen mu¨ssen. Unterstu¨tzt eine Sprache dies nicht, wie
z. B. XQuery oder XSLT 1.0, kann dies bereits ein Ausschlusskriterium sein.
Abha¨ngig davon wie der XML-Text wa¨hrend der Analysephase in eine interne Repra¨sentation
u¨berfu¨hrt wird (vgl. mit Abschnitt 3.2.1), kann sich der Informationsgehalt der Verarbeitungs-
modelle unterscheiden. Dementsprechend kann der Abstraktionsgrad der bereitgestellten Infor-
mationen variieren (siehe Abschnitt 3.1). Die interne Repra¨sentation hat somit eine substantielle
Auswirkung auf die mo¨glichen Funktionalita¨ten einer Transformationssprache.
3.2.2.5 Transformationsrichtung
Transformationen ko¨nnen unidirektional und bidirektional sein (vgl. Abbildung 3.8). Bei uni-
direktionalen Transformationsdefinitionen kann die Transformation nur in eine Richtung – vom
Quelldokument zum Zieldokument – durchgefu¨hrt werden. Bidirektionale Transformationsdefi-
nitionen erlauben eine Transformation in beide Richtungen – vom Quelldokument zum Zieldo-
kument und umgekehrt. Die Begriffe Quell- und Zieldokument dienen hierbei nur der Verdeutli-
chung. Ein Dokument kann bspw. beides sein oder es ko¨nnen mehrere Quell- und Zieldokumente
an der Transformation beteiligt sein.
Bidirektionale Transformationsdefinitionen ko¨nnen erreicht werden, indem bidirektionale Trans-
formationsregeln oder sich erga¨nzende unidirektionale Transformationsregeln, die die Transfor-
mation zum Zieldokument und die Umkehrrichtung zum Quelldokument beschreiben, definiert
werden. Die Invertierbarkeit einer Transformation ha¨ngt neben der Invertierbarkeit der Trans-
formationsregeln auch von der Invertierbarkeit der Ausfu¨hrungslogik der Regeln ab. Die meisten
Transformationskonzepte bieten deshalb keine Bidirektionalita¨t.
53
KAPITEL 3: VERARBEITUNG VON XML-DOKUMENTEN
ABBILDUNG 3.8: Merkmale der Transformationsrichtung.
3.2.2.6 Mechanismus zur Transformationsverfolgung
Insbesondere fu¨r die Fehlererkennung sind Mechanismen zur Verfolgung der Transformation
unverzichtbar. Diese Informationen ko¨nnen bspw. Auskunft geben, welche Einflu¨sse die A¨nde-
rungen der Quelldokumente auf die Zieldokumente haben. Einige Sprachen bieten Konstrukte
zur manuellen Definition von Fehlermeldungen oder Nachrichten im Allgemeinen an (vgl. Ab-
bildung 3.9). Ein automatisiertes Protokollieren wird derzeit unzureichend unterstu¨tzt. Eine
Kontrolle, z. B. was protokolliert werden soll, wa¨re sinnvoll. Vorstellbar wa¨re eine Konfigura-
tion u¨ber die Art der Informationen (z. B. Beziehungen zwischen Quelldoma¨ne und Zieldoma¨ne,
Verweis auf die entsprechende Transformationsregel, Zeitpunkt der Erzeugung), der Abstrak-
tion (z. B. Transformationsregeln nur auf ho¨chster Ebene), des Protokollierungsbereiches (z. B.
bestimmte Klasse von Regeln oder Bereich in der Quelldoma¨ne) sowie des Ortes, wo die Infor-
mationen abgelegt werden (z. B. Quelldokument, Zieldokument, unabha¨ngig von beiden).
ABBILDUNG 3.9: Merkmale der Transformationsverfolgung.
3.2.2.7 Programmierparadigma
Die Sprache, in der die Transformationsdefinitionen beschrieben werden, kann unterschiedlichen
Programmierparadigmen folgen. Grundlegende Paradigmen sind die imperative und die dekla-
rative Programmierung. Sowohl universelle Programmiersprachen als auch spezifische Transfor-
mationssprachen sind in beiden Kategorien zu finden. Wichtige Auspra¨gungen sind prozedurale,
modulare und objektorientierte bzw. funktionale und logische Programmierung. Die Konzepte




Wird die Transformation mit den Mitteln einer universellen Programmiersprachen implemen-
tiert, so muss deren Syntax verwendet werden. Kommen hingegen spezifische XML-Transfor-
mationssprachen zum Einsatz, so wird ha¨ufig eine XML-basierte Notation gewa¨hlt (fxt, STX,
XML Script, XSLT, XUL, XUpdate, etc.). Dies erlaubt die Nutzung der bestehenden XML-
Infrastruktur mit zahlreichen Sprachen und Werkzeugen. Dadurch ko¨nnen bspw. existierende
Parser und Serialisierer zur Implementierung eines Interpreters oder Generators wiederverwendet
werden.
3.2.2.9 Kategorien von Transformationsmethoden
Transformationssprachen und -systeme unterstu¨tzen bestimmte Transformationsmethoden und
ihre Konzepte. In diesem Abschnitt werden untersuchte Transformationssprachen und -systeme
Kategorien zugeordnet. Jede Kategorie erfu¨llt dabei dezidierte Merkmale einer Transformation
hinsichtlich ihrer Umsetzung. Die gewa¨hlte Klassifikation erfolgt dabei nach dem Kriterium
des treibenden Elementes: Quellstruktur, Zielstruktur oder beides. Dieses Kriterium beein-
flusst vor allem die Organisation der Transformationsregeln maßgeblich. Grundsa¨tzlich sind
alternative Kriterien zum Aufbau einer Klassifikation ebenso denkbar. Beispiele fu¨r Kriterien
sind der Anwendungsbereich (strukturierte vs. XML-spezifische Dokumente), Zweck (XML-zu-
XML vs. XML-zu-Text), Korrektheit der Quell- und Zieldokumente [Dvo05] oder Ma¨chtigkeit
(universelle Programmiersprachen, universelle Transformationssprachen vs. spezifische XML-
Transformationssprachen).
Quellstrukturgetriebene Transformationsmethoden
Bei diesen Transformationsmethoden steuert die Struktur der Quelldokumente wesentlich die
Transformation. Vereinfacht gesagt, werden Teile der Zieldoma¨ne erzeugt, sobald bei der Na-
vigation durch die Quelldoma¨ne Bedingungen erfu¨llt werden. Die Struktur der Zieldokumente
ha¨ngt dadurch stark von der Quelldokumentstruktur ab. Die dieser Transformationsmethode
zugrundeliegende Technik wird demgema¨ß auch Push-Technik genannt.
• Direkte A¨nderungsmethoden
Systeme, die diese Transformationsmethode unterstu¨tzen, stellen eine API bereit, mit der
direkt auf das interne Verarbeitungsmodell lesend und schreibend zugegriffen werden kann.
Die Verarbeitungsmodelle ko¨nnen sowohl universelle als auch spezifische Baumrepra¨sen-
tationen sein (z. B. DOM oder JAXB, vgl. mit Abschnitt 3.1.3). Die API ist i. d. R. in
Form eines Frameworks realisiert, welches noch weitere Funktionalita¨ten anbietet (z. B.
Organisation von Transformationsregeln). Die Transformationsregeln selbst, die Regel-
ausfu¨hrungskontrolle und Mechanismen zur Transformationsverfolgung mu¨ssen allerdings
typischerweise immer wieder neu und explizit implementiert werden.
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Bisher existierende spezifische A¨nderungssprachen (z. B. XUL oder XUpdate), die ebenso
dieser Kategorie zugeordnet werden ko¨nnen, vereinfachen diesen zusa¨tzlichen Entwick-
lungsaufwand jedoch nur rudimenta¨r an einigen Stellen. Beispielsweise nutzen sie dekla-
rative Lokalisierungssprachen, wie XPath, um durch die Quelldoma¨nen zu navigieren.
• Suchmustergesteuerte Transformationsmethoden
Das zentrale Konzept dieser Kategorie der Transformationsmethoden sind Suchmuster.
Ein Suchmuster besteht aus eine Menge von Bedingungen bzgl. eines bestimmten Kon-
textes. Die Bedingungen beschreiben eine gewu¨nschte Struktur, in der bspw. ganz kon-
krete Typ- oder Wertebelegungen festgelegt sind. Zur Beschreibung dieser Bedingungen
ko¨nnen bspw. erweiterte regula¨re Ausdru¨cke verwendet werden (siehe z. B. [HP01] oder
[FC04]). Wird bzgl. eines gegebenen Kontextes ein passendes Muster gefunden, welches
alle Bedingungen genu¨gt, so werden die in dem Muster explizit oder implizit gebundenen
Variablen an das Ersetzungsmuster u¨bergeben. Der gesamte Vorgang der U¨berpru¨fung und
U¨bergabe der gebundenen Variablen an das Ersetzungsmuster wird auch Pattern Matching
genannt. Sind jedoch nicht alle Bedingungen zum aktuellen Kontext erfu¨llt, wird das na¨ch-
ste angegebene Muster gepru¨ft. Passt keines der Suchmuster, werden in Abha¨ngigkeit des
Transformationssystems, Standardroutinen ausgefu¨hrt oder eine Fehlermeldung gesendet.
Der Kontext, auf welchen das Suchmuster gepru¨ft wird, wird dabei explizit beim Aufruf
der Transformationsregel u¨bergeben oder durch das Navigieren in der Quelldoma¨ne impli-
zit bestimmt. Das Ersetzungsmuster beschreibt den Teil, der bei der Anwendung der
Transformationsregel ausgefu¨hrt wird. Er kann bspw. einfache Termersetzungen oder auch
Aufrufe weiterer Transformationsregeln beinhalten.
Vertreter dieser Kategorie sind u. a. die spezifischen XML-Transformationssprachen XDuce
und CDuce. Beide funktionale Sprachen zeichnen sich neben dem Pattern Matching-
Mechanismus durch ein umfangreiches statisches Typsystem aus. Dadurch ist das Einlesen
von fehlerhaften XML-Instanzen sowie das Generieren von ungu¨ltigen XML (ungu¨ltig im
Sinne des Dokumenttyps) nicht mo¨glich. Ebenso ko¨nnen universelle Transformationsspra-
chen, wie ASF+SDF, Scrimshaw, Stratego und TXL, dieser Kategorie zugeordnet werden.
Bezogen auf die in dieser Arbeit eingefu¨hrte Terminologie wird hier ein klare Trennung zwi-
schen LHS und RHS vorgenommen. Die Steuerung der Regelausfu¨hrung kann dabei intern
in der RHS oder extern außerhalb der Transformationsregeln erfolgen, wobei insbesondere
bei spezifischen XML-Transformationssprachen i. d. R. das Erstere auftritt.
Zielstrukturgetriebene Transformationensmethoden
Bei diesen Transformationsmethoden steht die Struktur des Zieldokumentes im Vordergrund.
Bildlich wird durch die Zieldokumentstruktur navigiert und an entsprechenden Stellen Informa-
tionen aus mglw. unterschiedlichen Quellen hinzugefu¨gt. Die Zieldokumentstruktur ist damit von
der Quelldokumentstruktur weitgehend unabha¨ngig. Dieser Methode zugrundeliegende Technik
wird insofern auch mit Pull-Technik bezeichnet.
• Template-basierte Transformationsmethoden
Bei Template-basierten Transformationen werden die Transformationsregeln mit Hilfe von
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Templates beschrieben. Templates bestehen aus Konstrukten der Zielsprache und offenen
Stellen. Die offenen Stellen enthalten Metacode, der bei der Instantiierung des Templates
mit Informationen gefu¨llt wird oder die weitere Verarbeitungsreihenfolge durch Iterationen
oder Aufrufe anderer Templates steuert.
Entsprechend der vorgeschlagenen Terminologie beschreibt die LHS innerhalb der Tem-
plate-basierten Transformationsmethoden den ausfu¨hrbaren Code, der auf die Quelldo-
ma¨ne zugreift. Die RHS kombiniert untypisierte Zeichenkettenmuster mit ausfu¨hrbarer
Logik zur Selektion von Informationen und Definition von Kontrollstrukturen. Es findet
keine syntaktische Trennung zwischen LHS und RHS statt. Die LHS-Logik zum Zugrei-
fen auf die Informationen der Quelldoma¨ne kann unterschiedliche Auspra¨gungen haben.
In universellen Programmiersprachen kann der Code zum Zugriff auf die API des inter-
nen Verarbeitungsmodells die Logik explizit implementieren (z. B. JavaServer PagesTM
[Sun03a]). Alternativ ko¨nnen deklarative Pfadausdru¨cke in eigenen Lokalisierungsspra-
chen eingesetzt werden (siehe z. B. [Har06]). Die Template-basierte Transformationsme-
thode erlaubt i. d. R. die verschiedensten Formate zu erzeugen. Es gibt allerdings auch
Transformationssysteme, wie XACT, die diese Methode lediglich zur Erzeugung von XML-
Dokumenten nutzen.
• Schemabasierte Transformationsmethoden
Transformationssprachen dieser Kategorie haben die Besonderheit, dass die Regeln anhand
des Zielschemas organisiert werden. Jedem unterstu¨tzten Zielelementtyp werden Trans-
formationsregeln zugeordnet. Die Schachtelung der Regeln entspricht den Elementtypen
innerhalb des Zielschemas. Das Zielschema wird dadurch mit Transformationsregeln kon-
figuriert. Ein Transformationssystem, welches diese Transformationsmethode umsetzt, ist
TREX. Zur Definition einer Regel, die bspw. auf unterschiedliche Quellen zugreift, wird
die Abfragesprache Quilt [CRF01] genutzt.
Auf der einen Seite kann durch den schemabasierten Ansatz gesichert werden, dass das
erzeugte XML-Dokument gu¨ltig bzgl. des Zielschemas ist. Auf der anderen Seite ist diese
Transformationsmethode weitestgehend unabha¨ngig von der Quelle, so dass sie auch ver-
wendet werden kann, um aus anderen Quellen als aus XML-Dokumenten Informationen
zu extrahieren. Die in [BCF+02] vorgestellte Transformationssprache nutzt bspw. SQL als
Abfragesprache, um Informationen aus relationalen Datenquellen auszulesen und in das
Schema einer XML-Zielsprache an entsprechender Stelle einzufu¨gen.
A¨hnlich wie bei der Template-basierten Transformationsmethode werden hier LHS und
RHS nicht klar voneinander getrennt. Im Unterschied zur Template-basierten Transfor-
mationsmethode ko¨nnen nur XML-Dokumente erzeugt werden.
Sonstige Transformationsmethoden
Unter dieser Gruppe werden Transformationsmethoden eingeordnet, bei denen die Quell- und
Zieldokumentstruktur gleichermaßen die Transformation bestimmt oder Konzepte aus den bis-
her genannten Kategorien kombiniert werden. Die unterschiedlichen Konzepte ko¨nnen dabei
durch separate Komponenten oder feingranularer in der Transformationssprache selbst kombi-
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niert werden.
• Mapping-Ansatz
Der Mapping-Ansatz stu¨tzt sich auf das mathematische Konzept der Relationen. Es wer-
den Beziehungen zwischen den Quell- und Zielelementtypen durch Relationen spezifiziert.
Eine solche Spezifikation ist in ihrer reinen mathematischen Form multidirektional und
kann nicht ausgefu¨hrt werden. Mapping-Systeme, die eine Transformation zwischen Quell-
und Zieldoma¨ne umsetzen, geben den definierten Relationen eine ausfu¨hrbare Semantik.
Diese kann individuell neu festgelegt werden, indem die Relationen durch ausfu¨hrbare
Transformationsregeln detailliert beschrieben werden. Die detaillierten Beschreibungen
werden i. d. R. in graphischen Notationsformen (z. B. SynTree, Altova R© MapForce [Alt07],
Stylus Studio R© XML [Dat08]) oder in einer eigenen textuellen Mapping-Sprachen (z. B.
SIMON) spezifiziert. Die graphischen und textuellen Transformationsregeln werden entwe-
der mittels universeller Programmiersprachen interpretiert oder es werden entsprechende
Transformationsdefinitionen in Java, C++, C# oder XSLT generiert.
• Suchmustergesteuerter Template-Ansatz
Dieser Kategorie ko¨nnen die separaten Transformationssprachen fxt, STX und XSLT zu-
geordnet werden. Einem Template kann in diesen Sprachen um ein Suchmuster erga¨nzt
werden. Ein solches erweitertes Template ist eine Auspra¨gung einer konkreten Trans-
formationsregel. Das Suchmuster entha¨lt eine kontextsensitive Bedingung, die gegen den
aktuellen Kontext innerhalb des Quelldokumentes gepru¨ft wird. Die Erfu¨llung des Suchmu-
sters ist eine Voraussetzung zur Ausfu¨hrung des Templates, welches das Ersetzungsmuster
beschreibt.
Durch die Erweiterung der Templates um Suchmuster ko¨nnen Sprachen dieser Kategorie
sowohl Push- als auch Pull-Techniken in einer Transformation umsetzen. Push-Techniken
sollten normalerweise bei den Teilen der Transformation angewendet werden, bei denen die
Zieldokumentstruktur durch die Quelldokumentstruktur gro¨ßtenteils gepra¨gt wird. Pull-
Techniken hingegen sollten bei den Teilen den Vorzug erhalten, wo die Zieldokumentstruk-
tur unabha¨ngig von der Quelldokumentstruktur ist. Werden beide Techniken kombiniert
eingesetzt, so besteht keine klare syntaktische Trennung mehr zwischen LHS und RHS,
wie es bspw. bei der suchmustergesteuerten Transformationsmethode der Fall ist.
Bewertung
Obwohl dem suchmustergesteuerten Template-Ansatz in Auspra¨gung von XSLT in der Praxis die
gro¨ßte Bedeutung zukommt, gibt es nicht die Transformationsmethode. Jede der vorgestellten
Transformationsmethode hat seine Berechtigung. Beispielsweise fu¨r einfache Umbenennung sind
A¨nderungsmethoden oder der Mapping-Ansatz zu bevorzugen. Sollen Daten aus verschiedenen
XML-Quellen oder gar aus Datenbanken ausgelesen und in ein XML-Format gespeichert werden,
eignet sich der schemabasierte Ansatz gut. Mu¨ssen hingegen umfangreiche strukturelle Trans-
formationen vorgenommen werden, sind, je nach Transformationsproblem, suchmustergesteuerte
oder Template-basierte Transformationsmethoden geeignet. A¨hnliches gilt fu¨r die zugeordneten
Vertreter der Kategorien. Jede Transformationssprache hat ihre Vorzu¨ge aber auch Schwa¨chen.
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Das liegt daran, dass nicht alle Merkmale gleichzeitig unterstu¨tzt werden ko¨nnen. In [Bec04]
und [Hau06] werden einzelne Transformationssprachen nach eigenen Kriterien evaluiert. [Hau06]
schla¨gt zudem konkrete Verbesserungspotentiale vor.
3.2.3 Serialisierung
Ist das Ergebnis der Transformationsphase eine interne, abstrakte Datenstruktur, so muss diese
in eine konkrete Syntax u¨berfu¨hrt werden. Aufgabe der Serialisierungsphase ist gerade die
Abbildung der internen Repra¨sentationsform in ein externes, physisches Darstellungsformat, um
die transienten Datenstrukturen persistent zu machen.
Die Serialisierung aus einer internen XML-Repra¨sentation, nur diese soll in diesem Abschnitt
betrachtet werden, wird unterschiedlich gut unterstu¨tzt. Basiert die interne Verarbeitung der
XML-Dokumente auf der reinen Textform oder einem datenstrombasierten Verarbeitungsmo-
dell, so steht keine (z. B. SAX) bzw. lediglich rudimenta¨re (z. B. StAX) Unterstu¨tzung bei der
Serialisierung bereit. In diesen Fa¨llen muss das Transformationssystem eine eigene Datenstruk-
tur aufbauen und ebenso die Serialisierung implementieren. Verarbeitungsmodelle, die hingegen
bereits eine komplette Datenstruktur zur Verfu¨gung stellen, wie z. B. DOM, bieten zusa¨tzliche
Routinen zur Erzeugung von wohlgeformten XML-Dokumenten. Da schemaspezifische Verarbei-
tungsmodelle daru¨ber hinaus nur korrekte Baummanipulationen bzgl. des eingelesenen Schemas
erlauben, wird bei dieser internen Repra¨sentationsform indirekt gesichert, dass nur korrekte
XML-Dokumente aus ihr erzeugt werden.
3.3 Implementierungsmethoden
In allen Bereichen der Wissenschaft und der Entwicklung kann man prinzipiell zwischen gene-
rischen und spezifischen Ansa¨tzen unterscheiden. Der generische Ansatz bietet eine allgemeine
Lo¨sung fu¨r viele mo¨gliche Probleme. Bei bestimmten Anwendungsgebieten kann jedoch eine sol-
che Lo¨sung suboptimal sein. Womo¨glich erlaubt gerade hier ein spezifischer Ansatz, der nur fu¨r
einen kleinen Problembereich eingesetzt werden kann, eine bessere Lo¨sung. Wie bereits gesehen,
ko¨nnen auch im Bereich der XML-Verarbeitung existierende, zumeist universelle Programmier-
sprachen erweitert oder angepasst (interne DSL) oder eigensta¨ndige spezifische Transformations-
sprachen entwickelt werden (externe DSL). Die wesentlichen Implementierungsmethoden dieser
beiden Ansa¨tze werden im Folgenden vorgestellt und anschließend zentrale Vor- und Nachteile
diskutiert.
3.3.1 Interne DSL
Universelle Programmiersprachen bieten verschiedene Mechanismen, um dem Entwickler Unter-
stu¨tzung von wohldefinierten Problemen innerhalb eines bestimmten Anwendungsgebietes, wie
der Verarbeitung von XML-Dokumenten, zu geben.
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Einbettung
Die Verwendung von Bibliotheken ist bspw. die klassische Methode, um wiederverwendbares
Doma¨nenwissen zu sammeln. Bei dieser Methode sind die U¨berga¨nge zwischen universeller Pro-
grammiersprache und DSL fließend. Hier wird eine DSL implementiert, indem eine existierende
universelle Sprache durch die Definition von spezifischen Datentypen und Operatoren erweitert
wird. Eine DSL ergibt sich somit aus einer Submenge der universellen Sprache, deren Sprach-
konstrukte benutzerdefiniert verwendet werden. Beispielsweise ko¨nnen in Sprachen wie C++
Klassenbibliotheken entwickelt werden, die existierende Operatoren mit doma¨nenspezifischer Se-
mantik u¨berladen. Auch in einer Vielzahl anderer Programmiersprachen (Prolog, Haskell, etc.)
wird dem Entwickler erlaubt neue Infix-Operatoren einzufu¨hren und sie wie normale Pra¨dikate
oder Funktionen zu definieren. Die in der Bibliothek enthaltene zusa¨tzliche Funktionalita¨t kann
durch verschiedenste Applikationen aufgerufen werden.
Einen weiteren Mechanismus bieten Frameworks [JF88, RJ96]. Sie geben i. d. R. eine Anwen-
dungsarchitektur vor, die neben den Schnittstellen wie bei klassischen Bibliotheken ebenso den
Kontrollfluss definiert. Der Programmierer kann entsprechend den Schnittstellen spezifische
Implementierungen erstellen und registrieren, die dann durch das Framework aktiv gesteuert
werden. Da insbesondere bei Black-Box-Frameworks die Schnittstellen im Vordergrund stehen,
werden beide Mechanismen im Folgenden unter APIs zusammengefasst.
Auch im Bereich der XML-Verarbeitung wurden diverse APIs fu¨r universelle Programmierspra-
chen (z. B. Haskell, Erlang, C++ oder Java) entworfen, um dem Entwickler bestimmte Aufgaben
abzunehmen oder zu erleichtern. So entstanden kurz nach der Vero¨ffentlichung der ersten Vorver-
sionen der XML-Spezifikation im November 1996 [BS96] und Dezember 1997 [BPS97], abgesehen
von den bereits existierenden APIs zur lexikalischen, textbasierten Verarbeitung, eine Reihe von
Parsern, die XML-Dokumente einlesen und analysieren konnten (in Java z. B. Ælfred [Meg97],
Lark [Bra98]). Jeder dieser Parser erzeugte allerdings in der Analysephase eine andere abstrakte
Zwischenrepra¨sentation und bot dementsprechend andere APIs zum Zugriff auf die XML-Daten
an.
Zeitig wurde die Notwendigkeit erkannt, die ungleichen, proprieta¨ren APIs zu standardisie-
ren. Beispielsweise entwickelte sich innerhalb eines halben Jahres aus den oben genannten Par-
sern eine einheitliche, ereignisbasierte API, deren erste stabile Version im Mai 1998 [Meg98]
unter dem Namen SAX 1.0 (simple event-based API for XML) vero¨ffentlicht wurde (siehe Ab-
schnitt 3.1.2). Parallel zu diesen zuna¨chst programmiersprachenspezifischen APIs wurden ebenso
programmiersprachenunabha¨ngige APIs in Gremien und Standardisierungsorganisationen publi-
ziert. Beispielsweise entstand im Oktober 1998 [CBNW98] die erste offizielle Version von DOM
(document object model), das eine baumbasierte Datenstruktur fu¨r XML-Dokumente und Ope-
rationen sowohl zur Extraktion von Informationen als auch zur Modifikation der Datenstruktur
umfasste. Im Zuge der Weiterentwicklung von Standards im Umfeld von XML (Spezifikationen
u¨ber Namensra¨ume [BHLT06], XML-Schema [FW04, TBMM04, BM04], etc.) wurden die APIs
auf die dadurch entstandenen Erfordernisse weiter angepasst und erga¨nzt. Die API vom DOM
wurde in der dritten Version 2004 [HHW+04] bspw. um Module mit Operatoren zum Validieren
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[CKR04] sowie fu¨r das Laden und Speichern [SH04] der Datenstruktur ausgebaut. Die universelle
Speicherrepra¨sentation von XML wurde dabei erhalten (siehe auch Abschnitt 3.1.3).
Trotz der weitreichenden Unterstu¨tzung von universellen Programmiersprachen durch die be-
reitgestellten APIs fu¨r das Parsen und fu¨r die Datenhaltung von XML-Dokumenten mu¨ssen die
Transformationsdefinitionen weiterhin mit den Sprachkonstrukten der verwendeten Program-
miersprache realisiert werden. Durch die Benutzung einer universellen Programmiersprache
ko¨nnen einerseits beliebig komplexe Berechnungen durchgefu¨hrt werden. Andererseits erschwert
die Abha¨ngigkeit von einer Basissprache eine intuitive Umsetzung von einzelnen Transforma-
tionsregeln, da in vielen Fa¨llen die optimale anwendungsspezifische Notation jenseits der Mo¨g-
lichkeiten von den zur Verfu¨gung stehenden universellen Sprachkonstrukten liegt. Dies fu¨hrt
tendenziell zu feingranularen und steifen Beschreibungen.
Sprachen mit Metaprogrammierung
Einige Programmiersprachen besitzen integrierte Spracherweiterungsmechanismen. Reflektive
Sprachen, wie Smalltalk oder CLOS, ermo¨glichen es, ihre Sprachdefinition zu erweitern. Ihre
Sprachdefinition ist fu¨r einen Entwickler als a¨nderbare und erweiterbare Bibliothek zugreifbar.
Dadurch besteht die Mo¨glichkeit zu doma¨nenspezifischen Optimierungen sowie Anpassungen
der Notation und Semantik bis zu einem bestimmten Grad zur Laufzeit. Wiederum Techni-
ken der statischen Metaprogrammierung, wie z. B. der C++-Template-Mechanismus, erlauben
Optimierungen der Syntax und Semantik zur Compile-Zeit (siehe z. B. [Vel95]). Mit Hilfe die-
ses Template-Mechanismus wurden mathematische Bibliotheken, wie Blitz++ [Vel05], fu¨r C++
entwickelt, die eine bekannte, problemspezifische Notation bereitstellen. Einen Einsatz fu¨r die
Verarbeitung von XML-Dokumenten ist jedoch nicht bekannt.
Wie bei der Nutzung von APIs gibt es aber ebenso bei dieser Implementierungsmethode keine
klare Trennung zwischen Anwendungsprogrammierung, Programmierung fu¨r eine bestimmte Ap-
plikation, und Metaprogrammierung, Weiterentwicklung von Sprachen, Werkzeugen und Biblio-
theken. Dies kann leicht zu einem Versta¨ndnis- und Wartungsproblem fu¨hren. Zudem wird die
Metaprogrammierung i. d. R. nur unzureichend unterstu¨tzt. Beispielsweise fehlen Mechanismen
zur Fehlerbehebung und Fehlerbeseitigung.
Erweiterbare Interpreter und Compiler
Bei dieser Methode wird der Interpreter oder Compiler bspw. mit doma¨nenspezifischen Code-
generation erweitert. Dadurch ist sowohl eine bessere Typpru¨fung als auch Optimierung im
Vergleich zu einem Pra¨prozessor mo¨glich. Bei einigen Entwicklungsframeworks kann dabei auch
die gesamte Sprachumgebung, inkl. Editor, Debugger usw., angepasst werden.
Somit wird klar zwischen Anwendungsprogrammierung und Metaprogrammierung unterschie-
den. Dadurch kann der Entwickler ada¨quater unterstu¨tzt werden. Die Erweiterung insbesondere
von Compilern ist aber i. d. R. sehr schwierig, da sie nicht fu¨r diese Aufgabe entwickelt werden.
Techniken fu¨r eine sichere und modulare Erweiterung von Compilern sind derzeit ein offenes
Forschungsgebiet (siehe z. B. der Broadway Compiler [GL05], Open C++ Compiler [Chi95]
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oder [SG97, Eng99]). Die Anwendung fu¨r die Verarbeitung von XML-Dokumenten ist nicht
bekannt.
Pra¨prozessoren
Eine der klassischen Methoden fu¨r die Implementierung von DSLs ist mit Hilfe von Pra¨pro-
zessoren. Dabei werden existierende Sprachkonstrukte durch zusa¨tzliche DSL-Konstrukte an-
gereichert. Damit die angereicherten Programme ausgefu¨hrt werden ko¨nnen, werden in einem
Pra¨prozess die zusa¨tzlichen DSL-Konstrukte (auch Makros genannt) in Sprachkonstrukte der
Basissprache u¨berfu¨hrt. Die U¨berfu¨hrung kann auf unterschiedliche Weise realisiert werden:
• lexikalische Makroverarbeitung
Lexikalische Makrosprachen erlauben das Ersetzen von Makros durch beliebige Zeichenket-
ten oder Token. Makros ko¨nnen dabei parametrisiert werden, um die Makroverarbeitung
zu steuern oder Platzhalter in den Makrodefinitionen durch aktuelle Parameter aufzufu¨llen.
Parameter sind dabei wiederum Zeichenketten. Beispiele fu¨r lexikalische Makrosprachen
sind der Pra¨prozessor CPP fu¨r die universelle Programmiersprache C [KR78], der in TEX
eingebaute Makromechanismus [Knu84] oder der universelle Makroprozessor M4 [KR77].
Bei lexikalischen Makrosprachen kann der Pra¨prozessor vo¨llig unabha¨ngig von der konkre-
ten Ausfu¨hrungstechnologie der Basisprache vorgeschalten werden.
In [PS02] wird eine Makrosystem fu¨r XML vorgeschlagen. Makros werden selbst in XML
notiert. Das Makrosystem sucht diese Makros und ersetzt diese durch gro¨ßere XML-
Fragmente. Es ko¨nnen dabei nur lokale Ersetzungen vorgenommen werden.
• syntaktische Makroverarbeitung
Im Gegensatz dazu arbeiten syntaktische Makrosprachen auf dem abstrakten Syntaxbaum
[Lea66]. Diese Methode verlangt zum einen Wissen u¨ber die Basissprache und seine Gram-
matik sowie zum anderen einen Zugriff auf deren Syntaxbaum. Beispiele sind Scheme
[KW87] oder <bigwig> [BS02b]. Die Makros bei diesen Sprachen werden auf syntaktische
Korrektheit gepru¨ft und vermeiden daru¨ber hinaus Konflikte mit existierenden Symbolde-
finitionen wa¨hrend der Makroverarbeitung.
• Transformation
Bei der erweiterten Form der syntaktischen Makroverarbeitung wird eine komplette Quell-
sprache in eine andere Sprache transformiert. Es wird sich somit nicht auf vereinzelte,
meist restriktive Makros beschra¨nkt. Der U¨bergang von der Makroverarbeitung ist aller-
dings fließend. Ein Beispiel fu¨r diese erweiterte Form ist SWUL (Swing User-interface
Language) [BV04]. SWUL wird direkt im Java-Code verwendet und soll die Beschreibung
von Benutzerschnittstellen vereinfachen, indem die Struktur der Swing-Komponenten wie-
dergegeben werden kann. Im Gegensatz zu vo¨llig eigensta¨ndigen DSLs kann in SWUL auf
Java-Code referenziert werden bzw. umgekehrt.
Mit dieser Implementierungsmethode ko¨nnen grundsa¨tzlich eine von der Basissprache unabha¨n-
gige Syntax sowie Programmierparadigma fu¨r die doma¨nenspezifischen Konstrukte gewa¨hlt wer-
den. Fu¨r die XML-Verarbeitung wird diese Implementierungsmethode bspw. genutzt, um native
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Datentypen oder XML-spezifische Transformationsoperatoren in die universelle Programmier-
sprache zu integrieren. XACT [CKM04, KMS04], XJ [HRS+05], XOBE [KL02] sind z. B. Vor-
schla¨ge Java und Xtatic [GGP06] C# mit doma¨nenspezifischen Sprachkonstrukten zu erweitern.
Die Entwicklungskosten sind im Vergleich zur Neuentwicklung relativ gering. Nichtdestotrotz
mu¨ssen Abstriche bei der Optimierung und Fehlererkennung gemacht werden.
3.3.2 Externe DSL
Die klassische Methode, um eine externe DSL zu implementieren, ist das Erzeugen von Compilern
oder Interpretern. Beide Implementierungsmethoden werden kurz vorgestellt.
• Compiler
Compiler sind Applikationen, die ein DSL-Programm in ein Programm einer niedrigeren
Sprache u¨bersetzen. U¨blicherweise wird der Begriff Compiler verwendet, wenn die Ziel-
sprache eine Assemblersprache, Bytecode oder Maschinensprache ist. Unabha¨ngig davon
la¨uft die Kompilierung, der Vorgang der U¨bersetzung, in mehreren Phasen ab. Die we-
sentlichsten Phasen sind die Analysephase, bestehend aus lexikalischer, syntaktischer und
semantischer Analyse, und die Synthesephase, bestehend aus Zwischencodeerzeugung, Pro-
grammoptimierung und Codegenerierung. Die verschiedenen Phasen ko¨nnen u.U. mit
eigensta¨ndigen Applikationen realisiert werden (Scanner, Pra¨compiler, etc.). Mit dieser
Methode wurde die XML-Transformationssprache fxt [fxt05] implementiert.
• Interpreter
Interpreter sind Applikationen, die im Gegensatz zu Compilern ein DSL-Programm nicht
u¨bersetzen, sondern einlesen, analysieren und ausfu¨hren. Da die Analyse zur Laufzeit
erfolgt, ist die Ausfu¨hrungsgeschwindigkeit deutlich langsamer als bei Compilern. Die-
sem Nachteil steht die leichtere Implementierung sowie spa¨tere Erweiterbarkeit gegenu¨ber.
Eine Vielzahl von DSLs auch im Bereich der XML-Verarbeitung sind mit Hilfe eines In-
terpreter implementiert worden: Saxon [Kay08], XALAN [Apa07] oder XT [Cla99b] fu¨r
XSLT, Joost [Joo08] fu¨r STX, Jaxup [Bol03] fu¨r XUpdate, etc.
Die U¨berga¨nge zwischen reinen Compilern und reinen Interpretern sind fließend. Eine Kompro-
misslo¨sung bspw. ist ein JIT-Compiler (Just-In-Time-Compiler), bei dem das DSL-Programm
erst zur Laufzeit, jedoch direkt in Maschinencode u¨bersetzt wird. Danach wird der u¨bersetzte
Code direkt vom Prozessor ausgefu¨hrt. Durch Zwischenspeicherung des Maschinencodes mu¨s-
sen mehrfach durchlaufene Programmteile nur einmal u¨bersetzt werden. Auch ermo¨glicht der
JIT-Compiler eine sta¨rkere Optimierung des Bina¨rcodes (siehe z. B. [DS84]).
3.3.3 Bewertung
In diesem Abschnitt werden die Vor- und Nachteile der zwei grundlegenden Ansa¨tze – externe
vs. interne DSL – gegenu¨bergestellt. Der unbestritten gro¨ßte Vorteil der externen DSL ist, dass
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keine Einschra¨nkungen bzgl. der Notation, Datentypen oder Sonstigem gemacht werden mu¨ssen.
Weitere Vorteile der Neuentwicklung sind:
• Die DSL-Syntax kann so eng wie u¨berhaupt mo¨glich an die verwendete Syntax der Do-
ma¨nenexperten angelehnt werden, wodurch Doma¨nenexperten die DSL-Programme ver-
gleichsweise gut verstehen, pru¨fen oder selbst modifizieren ko¨nnen, da das Doma¨nenwissen
direkt in der Notation verko¨rpert werden kann. Die Grenzen liegen dabei lediglich bei der
Fa¨higkeit, einen Sprachprozessor zu konstruieren, der die Syntax einlesen und weiterver-
arbeiten kann.
• Analysen, Verifikationen, Fehlererkennungen und -meldungen, Optimierungen und Trans-
formationen ko¨nnen auf Doma¨nenebene erfolgen.
Die wesentlichen Nachteile sind:
• Eine DSL wird komplett neu entworfen und tendiert daher eher zu unvollsta¨ndigen Ent-
wu¨rfen im Vergleich zu Erweiterungen von universellen Sprachen.
• Der Entwicklungs-, Implementierungs- und Wartungsaufwand ist groß, da ein komplexer
Sprachprozessor implementiert werden muss.
• Nachtra¨gliche Erweiterungen dieses Sprachprozessors sind schwierig mo¨glich, da er i. d. R.
nicht dafu¨r entworfen wird.
• Es entstehen Sprachbarrieren zwischen universellen Sprachen und externen DSLs. Pro-
grammiersprachenumgebungen werden dadurch immer komplexer.
Einige dieser Nachteile ko¨nnen durch Werkzeuge minimiert oder sogar eliminiert werden. Diese
Werkzeuge reichen von Generatoren, die Lexer oder Parser erzeugen (z. B. Lex [LS75] und Yacc
[Joh75] oder GNUs Flex [Fre95] und Bison [Fre06]), bis hin zu umfangreichen Entwicklungsum-
gebungen (z. B. Draco [Nei86], ASF+SDF [DHK96, ASF07], Kephera [FNP97], Kodiyak [HB88]
oder InfoWiz [NJ97]). Eine umfassende Liste von Werkzeugen kann in [Ger06] gefunden werden.
In [MHS05] werden einige von ihnen vorgestellt bzw. wird auf die entsprechenden wissenschaft-
lichen Beitra¨ge verwiesen.
Bei der Erweiterung einer Basissprache bleiben hingegen alle Funktionalita¨ten der Basissprache
erhalten und mu¨ssen dementsprechend nicht erneut implementiert werden. Folgende zentrale
Vorteile ergeben sich daraus:
• Der Entwicklungs-, Implementierungs- und Wartungsaufwand ist moderater, da existie-
rende Implementationen wiederverwendet werden.
• In der Regel entsteht eine ma¨chtigere Sprache als bei der Neuentwicklung, da viele Funk-
tionalita¨ten bereits in der Basissprache enthalten sind.
• Die Infrastruktur der Basissprache kann ebenso wiederverwendet werden, z. B. Entwick-
lungsumgebungen mit Editoren, Debuggern, etc. Allerdings unterstu¨tzen diese Werkzeuge
die interne DSL nur zu einem bestimmten Grad.
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• Die Trainingskosten fu¨r den professionellen Entwickler sind vergleichsweise gering, da viele
von ihnen die Basissprache bereits kennen.
Als Nachteile ko¨nnen genannt werden:
• Die Syntax ist oftmals nicht optimal, da die meisten Sprachen keine willku¨rliche Spracher-
weiterungen erlauben.
• Das U¨berladen von existierenden Operatoren kann verwirren, wenn die neue Semantik
andere Eigenschaften besitzt als die urspru¨ngliche.
• Es ko¨nnen nur du¨rftige Fehlererkennungen angeboten werden, da die Fehlermeldungen in
Konzepten der Basissprache ausgegebenen werden anstatt in DSL-Konzepten.
• Doma¨nenspezifische Optimierung und Transformation sind nur mu¨hsam zu implementie-
ren, so dass potentiell die Effizienz beeinflusst wird, insbesondere bei der Einbettung in
funktionale Sprachen [Kam98, Slo02].
Die eben aufgelisteten zentralen Vor- und Nachteile sind unterschiedlich stark bei den einzelnen
Implementierungsmethoden ausgepra¨gt. Beispielsweise sind die Entwicklungs-, Implementie-
rungs- und Wartungskosten bei der Einbettung deutlich geringer als bei der Erweiterung von
Compilern oder bei Pra¨prozessoren. Soll eine DSL neu entwickelt werden, sollte deshalb vor
allem die Einbettung der DSL in eine Basissprache in Betracht gezogen werden. Werden jedoch
doma¨nenspezifische Notationen, Fehlermeldungen etc. verlangt, da z. B. die Anwendergruppe
sehr groß ist, ist die Einbettung aufgrund ihrer Einschra¨nkungen weniger geeignet. Die Erweite-
rung von Interpretern oder Compilern sowie der Pra¨prozessoren bieten hier mehr Mo¨glichkeiten.
Eine exakte Ableitung, wann eine Implementierungsmethode verwendet werden darf und wann
nicht, la¨sst sich allerdings nicht pauschal herleiten, da in der Praxis viele weitere Faktoren eine
Rolle spielen, wie z. B. die spezifischen Eigenschaften einer Doma¨ne oder die Erfahrungen der
Entwickler.
3.4 Einordnung der Arbeit in die Verarbeitung von XML-Dokumenten
Diese Arbeit widmet sich der Weiterentwicklung von bestehenden spezifischen XML-Sprachen.
Spezifische XML-Sprachen besitzen eine eigene Syntax, die sich an der Taxonomie innerhalb der
XML-Doma¨ne orientiert. Sie sind eigensta¨ndige Sprachen, die nicht wie APIs von einer Wirts-
sprache abha¨ngen. Nichtsdestotrotz werden i. d. R. neben dem Zugriff auf der Ebene der Kom-
mandozeile entsprechende Schnittstellen bereitgestellt, die es universellen Programmiersprachen
ermo¨glichen, DSLs zu integrieren bzw. aufzurufen und die Ergebnisse innerhalb dieser weiter zu
verarbeiten. So existieren bei verschiedenen spezifischen XML-Sprachen (z. B. XSLT) Schnitt-
stellen, denen bspw. ein DOM u¨bergeben wird und die als Ergebnis den mit den spezifischen
Konstrukten der speziellen Sprache transformierten DOM zuru¨ckliefern. Eine standardisierte
Schnittstelle zur Einbindung von spezifischen XML-Sprachen ist bspw. in Java das Transforma-
tion API for XML (TrAX).
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Wie im Abschnitt 3.3.3 diskutiert, befriedigt eine ideale und sinnvolle, externe DSL die Anfor-
derungen einer bestimmten Doma¨ne gezielter und besser. Durch geeignete Abstraktion ko¨nnen
auch Doma¨nenexperten die DSL-Programme selbst verstehen, u¨berpru¨fen, a¨ndern oder schrei-
ben. Gerade deswegen besteht bei DSLs die Notwendigkeit weniger umfangreich als universelle
Programmiersprachen zu sein. Die Eigenentwicklung und Anpassung gestaltet sich somit als
Herausforderung, da gerade die Schwierigkeit besteht, den Problemraum exakt abzugrenzen
und zu definieren. Er darf nicht zu groß aber auch nicht zu klein gewa¨hlt werden. A¨hnlich
verha¨lt es sich mit den Sprachkonstrukten zur Lo¨sung des definierten Problemraums. Hier muss
die richtige Balance zwischen doma¨nenspezifischen und universellen Sprachkonstrukten gefunden
werden.
Gerade hier liegt das gegenwa¨rtige Problem von spezifischen XML-Transformationssprachen. Sie
stellen keine sprachlichen Mittel bereit, um angepasst oder weiterentwickelt zu werden. Entspre-
chend sind proprieta¨re, u¨ber den Standard hinausgehende Erweiterungen entstanden. Durch den
Eingriff in die Sprachdefinition mu¨ssen Sprachprozessoren jedoch modifiziert werden. Fu¨r die
notwendigen Modifikationen entstehen unverha¨ltnisma¨ßig hohe Kosten. Aus diesem Grund wer-
den diese Spracherweiterungen nur teilweise oder gar nicht von Sprachprozessoren unterstu¨tzt
werden.
Das im na¨chsten Teil der Arbeit vorgestellte Framework soll die technische Grundlagen bilden,
um spezifische XML-Transformationssprachen mit geringerem Aufwand den gegebenen Bedu¨rf-




Der zweiten Teil stellt den Schwerpunkt dieser Arbeit dar. Zu-
na¨chst werden anhand von zwei typischen Anwendungsszena-
rien die Probleme zweier konkreter Transformationssprachen
exemplarisch gezeigt. Es wird die Lo¨sungsidee skizziert und
es werden Anforderungen an die zu entwickelnde Systemarchi-
tektur aufgestellt. Anschließend werden die Konzepte und die
Umsetzungen sowohl der Plattform als auch der Generatoren






Eigensta¨ndige XML-Transformationssprachen sind auf die Doma¨ne der XML-Transformationen
spezialisiert. Sie stellen abha¨ngig von der verwendeten Transformationsmethode bestimmte Ope-
ratoren bereit, mit denen XML-Dokumente verarbeitet werden ko¨nnen. Um ein mo¨glichst großes
Spektrum der XML-Transformationsdoma¨ne abzudecken, sind die bereitgestellten Operatoren
bzgl. dieser (horizontalen) Doma¨ne universell einsetzbar. So werden bspw. Operatoren angebo-
ten, um Elemente oder Attribute von XML-Dokumenten zu erzeugen. Angemessene Operatoren
fu¨r eine eingegrenzte Transformationsaufgabe, z. B. fu¨r eine vorher festgelegte Markup-Sprache
oder eine nicht XML-basierte Sprache als Zielsprache, fehlen i. d. R.. Hierdurch entstehen zum
einen vergleichsweise umfangreiche Beschreibungen. Zum anderen erlauben die elementaren
Operatoren keine geeigneten Fehlererkennungsmechanismen mit ada¨quaten Fehlermeldungen.
Um die Probleme von bisherigen spezifischen XML-Transformationssprachen anschaulich zu ver-
deutlichen, werden zwei konkrete Anwendungsszenarien herangezogen. Innerhalb der Beispiele
werden erste konzeptionelle Lo¨sungsideen angedeutet. Die Analyse der Ideen fu¨hrt zur Aufstel-
lung von Anforderungen. Die einzelnen Module des angestrebten Frameworks werden aus den
Anforderungen abgeleitet und in eine Systemstruktur integriert.
4.1 Anwendungsszenarien
Die beiden Szenarien werden bewusst gleich auf mehreren Ebenen kontra¨r gewa¨hlt. Zum einen
geho¨ren die Anwendungsszenarien zu den typischen Aufgabenfeldern der XML-Verarbeitung.
Das erste Szenario demonstriert eine Umstrukturierung von XML-Daten mit der Sprache XUp-
date. Das zweite Szenario u¨berfu¨hrt einen XML-Datensatz in ein Darstellungsformat mit Hilfe
von XSLT. Fu¨r die Umsetzung werden zwei unterschiedliche Transformationsmethoden – A¨nde-
rung vs. suchmustergesteuerter Template-Ansatz – eingesetzt (siehe Abschnitt 3.2.2.9). Die dafu¨r
genutzten Sprachen unterscheiden sich neben der Transformationsmethode ebenso hinsichtlich
ihrer Entwicklungshistorie. XUpdate wurde von einer kleinen Entwicklergruppe entworfen und
dessen Spezifikation muss als rudimenta¨r bezeichnet werden (vgl. [Ogb05]). Im Gegensatz dazu
wurde XSLT von einem großen Konsortium nach einem vergleichsweise langen Standardisie-





















CODE 4.1: Liste von Organisationen.
4.1.1 Umstrukturierung
Fu¨r viele Applikationen ist es notwendig, XML-Daten nach verschiedenen Kriterien zu sortieren,
zu gruppieren oder nach anderen Gesichtspunkten umzustrukturieren, sei es bspw. zum Zwecke
des Datenaustausches oder der Migration von Daten. Fu¨r diese Aufgabe bieten sich A¨nderungs-
sprachen an, da sie spezielle Operatoren fu¨r eine Umstrukturierung eines XML-Dokumentes
bereitstellen.
XUpdate (XML Update Language) [LM00] ist ein Vertreter dieser Kategorie (siehe Abschnitt
3.2.2.9). Die aktuelle Spezifikation von XUpdate befindet sich im Entwicklungsstadium [Ogb05].
Die A¨nderungssprache wird dennoch von einigen nativen XML-Datenbanken unterstu¨tzt, wie
z. B. Apache XIndice [XIn07], eXist [eXi08] oder X-Hive [X-H07]. XUpdate nutzt eine interne
Baumdarstellung als Verarbeitungsmodell (vgl. Abschnitt 3.1.3) und bietet verschiedene Ope-
ratoren zur Manipulation dieses Baums an. Als Abfragesprache innerhalb der Operatoren wird
XPath 1.0 [CD99] verwendet. Die wichtigsten Operatoren sind:
• modifications
Wurzelelement und Container fu¨r alle anderen Operatoren
• element, attribute, text, processing-instruction, comment
Knotenarten
• insert-before, insert-after
Einfu¨gen eines Knotens vor oder nach einem selektierten Elementknoten
• append
Anha¨ngen eines Knotens an einen selektierten Elementknoten
• update




Lo¨schen eines selektierten Knotens und dessen Teilbaum
• rename







Mit diesen Operatoren ko¨nnen die wesentlichen A¨nderungsoperationen auf der internen Daten-
struktur durchgefu¨hrt werden. Da diese Grundoperatoren nahezu atomar sind (der rename-
Operator ko¨nnte z. B. durch eine Kombination aus insert-before-, element-, value-of- und
remove-Operatoren simuliert werden), ist die Beschreibung einer Umstrukturierung sehr fein-
granular. Beispielsweise erweist sich das einfache Verschieben oder Austauschen von Teilba¨umen
als nichttriviale Beschreibung, wie bereits in der Mailingliste1 festgestellt wurde.
Verschieben von Teilba¨umen
Der Beispielcode 4.2 zeigt die Umsetzung eines einfachen Verschiebens mit XUpdate. Es soll
die Organisation mit der ID CompetenceCenter aus Code 4.1 und deren Kindknoten hinter die










CODE 4.2: Verschieben von Teilba¨umen mit XUpdate.
Als erster Schritt muss u¨berpru¨ft werden, ob sich u¨berhaupt eine Organisation mit der ID Com-
petenceCenter in der Datenstruktur befindet (Zeile 2). Existiert eine solche Organisation, muss
deren gesamter Teilbaum tempora¨r gespeichert werden (Zeile 3). Nun kann sie aus der Daten-
struktur gelo¨scht werden (Zeile 4). Abschließend wird die tempora¨r gespeicherte Organisation
an der gewu¨nschten Stelle wieder eingefu¨gt (Zeilen 5–7).
Da das Verschieben von Teilba¨umen eine ha¨ufig auftretende Operation bei Umstrukturierungen




move-after heißen und zwei notwendige Attribute besitzen. Eines beschreibt, welche Teilba¨ume
ausgehend von dessen Wurzelelement verschoben werden sollen (from), und das andere, hinter
welche Elemente die selektierten Teilba¨ume geschoben werden sollen (to). Die Werte der Attri-
bute enthalten entsprechende XPath-Ausdru¨cke. Anstatt der Zeilen 2–8 des Beispielcodes 4.2





Auf vergleichbare Weise kann das etwas komplexere Austauschen von zwei Teilba¨umen in XUp-
date (siehe Beispielcode 4.3) durch einen eigenen kurzen und pra¨gnanten Operator beschrieben
werden. Beim Austauschen zweier Teilba¨ume mu¨ssen diese zuna¨chst zwischengespeichert wer-
den (Zeilen 4–7). Danach erfolgt eine Umbenennung des Wurzelknotens dieser Teilba¨ume und
das Einfu¨gen der zwischengespeicherten Teilba¨ume an die entsprechenden Stellen (Zeilen 8–15).
Anschließend werden die Teilba¨ume mit umbenannten Wurzelknoten gelo¨scht (Zeilen 16–17).
Der Zwischenschritt der Umbenennung ist notwendig, um urspru¨ngliche und neu eingefu¨gte
Teilba¨ume voneinander unterscheiden zu ko¨nnen und somit mo¨gliche inkorrekte Einfu¨gungen zu
vermeiden.
1 <modifications version=”1.0” xmlns=”http://www.xmldb.org/xupdate”>


















CODE 4.3: Austauschen von Teilba¨umen mit XUpdate.




Die zwingend erforderlichen Attribute enthalten XPath-Ausdru¨cke, die die Wurzelelemente der
Teilba¨ume selektieren, die ausgetauscht werden sollen.
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4.1.2 U¨berfu¨hrung in ein Darstellungsformat
Eine andere typische Verarbeitung fu¨r in XML gespeicherte Daten ist die U¨berfu¨hrung in ein
Darstellungsformat. Dazu werden die XML-Daten mit Darstellungsinformationen angereichert.
So ko¨nnen XML-Daten in XHTML oder XSLFO transformiert oder aber auch durch Diagramme
in SVG visualisiert werden.
Exemplarisch soll aus den Organisationsdaten (Code 4.1) eine Repra¨sentation in XHTML erzeugt
werden. Da XHTML ebenso ein XML-Format ist, ko¨nnte auch hier eine A¨nderungssprache,
wie XUpdate, zur Beschreibung der U¨berfu¨hrung eingesetzt werden. Jedoch weist XHTML
eine komplett andere Struktur auf. Ein Transformationsansatz, bei dem das Zieldokument
vollsta¨ndig neu aufgebaut wird, ist demnach zu bevorzugen. Eine bedeutende und in der Praxis
weit verbreitete Transformationssprache ist XSLT. XSLT soll fu¨r dieses Szenario deshalb als
Beispielsprache dienen.
XSLT entstand wa¨hrend des Standardisierungsprozesses beim W3C von XSL (Extensible Sty-
lesheet Language). XSL ist eine Sprachfamilie, die urspru¨nglich allein mit dem Ziel entworfen
wurde, Sprachen zur Verfu¨gung zu stellen, die aus XML-Dokumenten ein Layout erzeugen ko¨n-
nen. Die Sprachfamilie besteht aus folgenden drei Sprachen:
• XSLFO (XSL Formatting Objects): ein spezielles layoutorientiertes XML-Vokabular zur
Formatierung [SBC+01]
• XSLT (XSL Transformations): eine spezielle XML-Sprache zur Transformation von XML-
Dokumenten [Cla99a]
• XPath (XSL Path Language): eine Abfragesprache, die XSLT benutzt, um auf Teile eines
XML-Dokumentes zuzugreifen oder zu verweisen [CD99]
Die beiden erstgenannten Sprachen, XSLFO und XSLT, werden selbst in XML ausgedru¨ckt.
XPath verwendet hingegen eine kompakte Nicht-XML-Syntax. Jede dieser Spezifikationen kann
unabha¨ngig voneinander gebraucht werden. XPath bspw. kommt sowohl in anderen Sprachen
des W3Cs (z. B. XML Schema [FW04] oder XQuery [Sco07]) als auch in unabha¨ngigen Sprachen
(z. B. XUpdate [LM00]) zum Einsatz.
Bei XSLT handelt es sich um eine Transformationssprache, die jede als XML vorliegende Eingabe
in eine beliebig andere Ausgabe, sowohl XML-Syntax als auch Nicht-XML-Syntax, u¨berfu¨hren
kann. Fu¨r die Transformation in XML-Dokumente stellt XSLT entsprechende Operatoren zur
Erzeugung von Elementen, Attributen, Kommentaren, usw. bereit. Fu¨r eine Nicht-XML-Syntax
werden keine speziellen Operatoren angeboten. Wie bei Template-basierten Sprachen u¨blich
(siehe Abschnitt 3.2.2.9), kann dagegen direkt die konkrete Syntax der Zielsprache in einem
Template genutzt werden, insofern keine reservierten Schlu¨sselwo¨rter sowie Trennungszeichen
von XML sowie XSLT darin auftreten. Um eine falsche Interpretation zu vermeiden, mu¨ssen




1 <xsl: stylesheet version=”1.0” xmlns:xsl=”http://www.w3.org/1999/XSL/Transform”>
2
3 <xsl:output method=”xml” indent=”yes”







11 <meta http−equiv=”Content−Type” content=”text/html; charset=UTF−8”/>




16 <table width=”100%”border=”0” cellspacing=”0” cellpadding=”0”height=”100”>
17 <tr align=”middle”valign=”center”>
18 <td class=”table title n e s w” colspan=”4”>Supplying Organizations</td>
19 </tr>
20 <tr class=”table header”>
21 <td class=”w s”nowrap=”nowrap”width=”15”>No</td>
22 <td class=”w s”nowrap=”nowrap”>Name</td>
23 <td class=”w s”nowrap=”nowrap”>Description</td>
24 <td class=”w e s” nowrap=”nowrap”>Status</td>
25 </tr>
26 <xsl:for−each select=”organization”>
27 <tr class=”table detail”>
28 <td class=”w s center” nowrap=”nowrap”><xsl:value−of select=”position()”/></td>
29 <td class=”w s”nowrap=”nowrap”><xsl:value−of select=”name”/></td>
30 <td class=”w s”><xsl:value−of select=”description”/></td>









CODE 4.4: Erzeugen von XHTML mit XSLT.
Der Code 4.4 zeigt ein XSLT-Programm (aus historischen Gru¨nden auch Stylesheet genannt), das
aus der Organisationsliste (Code 4.1) eine entsprechende XHTML-Datei erzeugt. Es besteht aus
lediglich einem Template. Die Anweisungen innerhalb des Templates werden ausgefu¨hrt, sobald
beim Durchlaufen des Quelldokumentes auf das Element organizations gestoßen wird. Ist
diese Bedingung erfu¨llt, werden die XHTML-Literale mit den Stilvorgaben sowie einige Daten,
die iteriert aus dem Quelldokument gelesen werden (Zeilen 27–34), in die Zieldatei geschrieben.
Abbildung 4.1 pra¨sentiert das Aussehen der von XSLT erzeugten Datei im Web-Browser Internet
Explorer unter der Verwendung des CSSs von Code 4.5. Obwohl die erzeugte Datei angezeigt
werden kann, ist sie bzgl. XHTML nicht korrekt. Wird sie gegen eine Grammatik (in DTD oder
XML Schema) gepru¨ft, fu¨r XHTML kann man den offiziellen Validierungsdienst2 nutzen, so




ABBILDUNG 4.1: Erzeugte XHTML-Datei im Browser.
middle und center fu¨r die Attribute align und valign im Element tr nicht erlaubt sind. Das
heißt, obwohl XSLT XML-spezifische Sprachkonstrukte bereitstellt, die die XML-Verarbeitung
vereinfachen und es erlauben, jegliches XML-Vokabular zu erzeugen, werden keine Sprachkon-
strukte fu¨r eine bestimmte Klasse von Zieldokumenten angeboten. Sei es XML-Syntax, wie z. B.
XHTML, oder auch Nicht-XML-Syntax, wie z. B. LATEX oder ein anderes Darstellungsformat.
Kann bei XML-Dokumenten noch die Wohlgeformtheit des Transformationsergebnisses gesichert
werden, so werden die Restriktionen von nicht-XML-basierter Syntax ga¨nzlich ignoriert. Dies
macht XSLT zu einer vielseitig anwendbaren aber zugleich fehleranfa¨lligen Sprache.
1.center {text−align:center}
2
3.n {border−top: 1px solid #6699cb;}
4.e {border−right: 1px solid #6699cb;}
5.s {border−bottom: 1px solid #6699cb;}
6.w {border−left: 1px solid #6699cb;}
7
8. table title {font−size: 11px;font−weight: bold;color : #FFFFFF;background−color: #6699CB;
9padding−right: 5px;padding−left: 5px;height: 17px;}
10.table header {font−size: 11px;font−weight: bold;color : #336699;background−color: #e5e5e5;
11padding−right: 6px;padding−left: 6px;height: 20px;}
12. table detail {font−size: 11px;color : #000000;background−color: #FFFFFF;
13padding−right: 6px;padding−left: 6px;padding−top: 3px;padding−bottom: 3px;height: 18px;}
14
15body {font−family: Verdana, Geneva, Arial, Helvetica, Sans−Serif}
CODE 4.5: CSS fu¨r XHTML.
An dieser Stelle wa¨re eine Erweiterung von XSLT durch zielsprachenspezifischen Operatoren
denkbar. Beispielsweise ko¨nnte ein XHTML-spezifischer Operator die selbe Elementdeklaration
besitzen, wie sie durch die XHTML-Spezifikation [PAA+02] bzw. durch die zugeho¨rige tran-
sitionale DTD oder XML-Schema [Mas02] vorgegeben ist. Ein tr-Operator wu¨rde dann aus
allgemeinen Universalattributen (id, class, style und title), Ereignisattributen (onclick,
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ondblclick, onmousedown, usw.) sowie Attributen zur Internationalisierung (dir und lang)
bestehen. Dazu kommen spezielle Attribute align mit char und charoffset sowie valign zur
Textausrichtung in den Zellen einer Tabellenzeile und das Attribut bgcolor fu¨r die Definitionen
der Hintergrundfarbe. Die Attribute char und charoffset sind dabei nur sinnvoll, wenn das
Attribut align den Wert char besitzt. Durch die Einfu¨hrung eines solchen zusa¨tzlichen ziel-
sprachenspezifischen tr-Operators ko¨nnte gesichert werden, dass das erzeugte XHTML-Element
tr keine falschen Attribute oder Attributwerte entha¨lt.
4.2 Vision
Die beiden Anwendungsszenarien verdeutlichen trotz ihrer Unterschiede den Bedarf, existierende
Sprachen zu erweitern. Beim ersten werden die bestehenden Sprachkonstrukte zur Lo¨sung des
definierten Problemraums durch neue Sprachkonstrukte erga¨nzt. Durch die Zusammenfassung
von immer wieder auftretenden Operatorkombinationen zu einem pra¨gnanten Operator wird
der Code ku¨rzer, lesbarer und besser wartbar. Beim zweiten wird der Problemraum weiter
eingegrenzt. Dadurch besteht die Mo¨glichkeit problemangepasste Operatoren zu definieren, die
diese Aufgabe gezielter unterstu¨tzen, z. B. durch ada¨quate Fehlermeldungen.
Existierende XML-Transformationssprachen sind monolithische Sprachen. Sie bieten keine Mit-
tel der Metaprogrammierung, um weiterentwickelt zu werden. Das Hauptziel dieser Arbeit
ist der Aufbau eines Frameworks, mit dem es ermo¨glicht wird, ho¨here Operatoren zu definie-
ren und zu nutzen (vgl. Abschnitt 1.1). Ho¨here Operatoren ko¨nnen dazu genutzt werden, um
bspw. bisher noch nicht unterstu¨tzte Sprachmerkmale einer XML-Transformationssprache zu
verwirklichen (siehe Abschnitt 3.2.2). Ho¨here Operatoren sollen zu Sprachkomponenten zusam-
mengefasst werden, die je nach Transformationsproblem so kombiniert werden ko¨nnen, dass
eine ho¨here, problemspezifische Transformationssprache entsteht. Mit einer solchen modular
zusammensetzbaren Transformationssprache sollen folgende Vorteile gegenu¨ber monolithische
Transformationssprachen erzielt werden ko¨nnen:
• Versta¨ndlichkeit/Kompaktheit
Ho¨here oder problemspezifische Operatoren ko¨nnen repetitive Operatorfolgen zusammen-
fassen. Dies fu¨hrt zu kompakteren Transformationsdefinitionen. Die Namensgebung der
Operatoren kann so gewa¨hlt werden, dass sie der Aufgabe des Operators in dessen Anwen-
dungsdoma¨ne entspricht. Die Kompaktheit und die direkte Repra¨sentation erho¨hen dabei
i. d. R. die Lesbarkeit und Versta¨ndlichkeit.
• Pru¨fbarkeit
Die direkte Verko¨rperung von Transformationsschritten in ho¨here Operatoren anstatt in
vielen elementaren Transformationsoperatoren hat ebenso positive Auswirkungen auf die
Pru¨fbarkeit der Transformationsdefinitionen. Die U¨berpru¨fung kann auf einer abstrakteren
Ebene vorgenommen werden. Insbesondere bei zielsprachenspezifischen Operatoren wirkt
sich die Pru¨fbarkeit positiv auf die Richtigkeit des Transformationsergebnisses aus.
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• Wiederverwendbarkeit
Dadurch, dass Sprachkomponenten modular in verschiedenen Konfigurationen miteinander
kombiniert werden ko¨nnen, erho¨ht sich die Wiederverwendbarkeit einer Sprachkomponente
und der darin enthaltenen Operatoren.
• Adaptivita¨t
Kleine Problemstellungen ko¨nnen durch eine kleine Gruppe von notwendigen Sprachkom-
ponenten gelo¨st werden. Wird das Problem gro¨ßer, ko¨nnen weitere neue Sprachkompo-
nenten hinzugefu¨gt werden. Modulare Spracherweiterungen vermeiden die Probleme von
großen und monolithischen Sprachen (aufwa¨ndige Wartbarkeit, etc.; siehe z. B. [DK97]).
• Agilita¨t
Modular zusammensetzbare Transformationssprachen ko¨nnen schneller bzw. in ku¨rzeren
Entwicklungszyklen angepasst und erweitert werden als konventionelle, die mit einem ab-
geschlossenen Compiler implementiert sind. Da in den meisten Fa¨llen ein abgeschlossener
Compiler nicht fu¨r eine Erweiterung geru¨stet bzw. vorbereitet ist, muss eine neue Version
einer Sprachspezifikation in einem Schritt vollzogen werden. Die Realisierung in einem
Schritt ist ein bedeutender und dadurch langwieriger Schritt, da bspw. Kompatibilita¨ten
zur alten sowie zuku¨nftiger Versionen beachtet werden mu¨ssen. Fragwu¨rdige Sprachkon-
strukte von festen Sprachen ko¨nnen nicht einfach wieder entfernt werden.
4.3 Anforderungen und Systemeigenschaften
Das grundsa¨tzliche Ziel der Arbeit ist ein technisches Framework zu entwickeln, welches die
Definition und Nutzung von ho¨heren Operatoren bzw. Sprachkomponenten erlaubt, um auf Basis
von existierenden XML-Transformationssprachen neue Transformationssprachen zu entwerfen.
Diese Zielstellung wird durch folgende Teilanforderungen pra¨zisiert und verfeinert.
Anforderung 1: Anwendbarkeit fu¨r viele XML-Transformationssprachen
Wie die beiden Anwendungsszenarien in Abschnitt 4.1 demonstriert haben, gibt es in verschie-
denen XML-Transformationssprachen Potentiale fu¨r ho¨here Operatoren. Entsprechend soll das
Framework eine Vielzahl von XML-Transformationssprachen unterstu¨tzen und mit ho¨heren Ope-
ratoren erweitern ko¨nnen. Die existierenden Sprachprozessoren sollen dabei weitergenutzt wer-
den ko¨nnen. Dementsprechend darf kein Eingriff in die Sprachdefinition erfolgen. Die Unabha¨n-
gigkeit von einer Sprache sichert eine breite Anwendbarkeit und erlaubt zugleich eine mo¨gliche
Unterstu¨tzung von zuku¨nftigen Transformationssprachen.
Anforderung 2: Freiheit bei der Operatordefinition
Es gibt sehr unterschiedliche Motivationen fu¨r ho¨here Operatoren, wie in den vorangegange-
nen Abschnitten angedeutet wurde. Das Framework soll mo¨glichst wenige Einschra¨nkungen fu¨r
ho¨here Operatoren (z. B. bzgl. der Wahl der Namensgebung, des Programmierparadigmas oder
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ihrer Aufgaben) machen. Nur so ko¨nnen angemessene Operatoren hinsichtlich bestimmter Kri-
terien gebildet werden. Eine Freiheit bei der Operatordefinition kann sich u. a. positiv auf die
Kompaktheit, Pru¨fbarkeit und Wiederverwendbarkeit von ho¨heren Operatoren auswirken.
Anforderung 3: Kombinierbarkeit von Sprachkomponenten
Existierende XML-Transformationssprachen haben fest definierte Operatoren, die bzgl. der XML-
Transformationsdoma¨ne universell ausgerichtet sind, um fu¨r mo¨glichst viele Transformations-
probleme in dieser Doma¨ne anwendbar zu sein. Mit ho¨heren Operatoren ko¨nnen passende
problemspezifische Operatoren bspw. fu¨r eine bestimmte Zielsprache, wie im zweiten Anwen-
dungsszenario beno¨tigt, hinzugefu¨gt werden. Da jedoch fu¨r ein konkretes Anwendungsproblem
nicht alle definierten Sprachkomponenten gebraucht werden, soll das Framework problemange-
passte Konfigurationen von Sprachkomponenten ermo¨glichen. Um dies zu erreichen, muss das
Framework das modulare Zusammensetzen von Sprachkomponenten erlauben. Das bedeutet
u. a., dass sichergestellt sein muss, dass Operatoren trotz gleicher Benennung unterschieden und
der jeweiligen Sprachkomponente zugeordnet werden ko¨nnen.
Anforderung 4: Flexible Implementierung
Um die Implementierung von neuen Operatoren weitestgehend zu vereinfachen, soll die Imple-
mentierung in zweierlei Hinsicht flexibel sein. Zum einen sollen die neuen Operatoren sowohl
auf der Basis von elementaren Operatoren einer Basistransformationssprache als auch auf Basis
von bereits neu entwickelten Operatoren implementiert werden ko¨nnen. Zum anderen sollen
gerade fu¨r diese U¨berfu¨hrung unterschiedliche Technologien zur Verfu¨gung stehen, so dass der
Implementierer abha¨ngig von der Komplexita¨t der U¨berfu¨hrung und seinen Pra¨ferenzen eine fu¨r
ihn optimale Auswahl treffen kann.
Anforderung 5: Generative Unterstu¨tzung fu¨r die Implementierung
Neben der Flexibilita¨t der Implementierung sollen generative Techniken helfen, den Implemen-
tierungsaufwand fu¨r die ho¨heren Operatoren weiter zu verringern und die Entwicklungszeit zu
verku¨rzen. Als Grundlage sollen deklarative Strukturbeschreibungen der Operatoren dienen, aus
denen schematisch gleicher, technischer Code generiert wird. Das Framework soll entsprechend
die Mo¨glichkeit besitzen, solche generative Techniken einzubinden.
Anforderung 6: Anpassbare Fehlermechanismen
Validierungskomponenten, die die Syntax von ho¨heren Operatoren bzgl. ihrer Strukturbeschrei-
bung u¨berpru¨fen und bei falscher Benutzung Fehlermeldungen ausgeben, sind Voraussetzung fu¨r
die Nutzbarkeit der Operatoren. Insbesondere, wenn die ho¨heren Operatoren fu¨r eine bestimmte
Anwenderzielgruppe entwickelt werden, muss die Mo¨glichkeit bestehen, eine dieser Doma¨ne an-
gemessene Fehlermeldung zu spezifizieren. Aber auch der Grad der Fehlererkennung kann je
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nach Anwendungsgebiet unterschiedlich sein. Demgema¨ß soll eine anpassungsfa¨hige Spezifika-





























































1. Anwendbarkeit fu¨r viele XML-Transformationssprachen i i i i i
2. Freiheit bei der Operatordefinition i i i
3. Kombinierbarkeit von Sprachkomponenten d d i
4. Flexible Implementierung d d
5. Generative Techniken fu¨r die Implementierung d
6. Anpassbare Fehlermechanismen i d i
Legende: d = direkter Zusammenhang, i = indirekter Zusammenhang
TABELLE 4.1: Ziel-/Anforderungsmatrix.
Die aufgestellten Anforderungen an das zu erarbeitende Framework wirken sich unterschiedlich
auf die zu erreichenden Ziele (vgl. Abschnitt 4.2) aus. Tabelle 4.1 stellt zusammenfassend dar,
welche Anforderungen mit welchen Zielen im direkten oder indirekten Zusammenhang stehen.
Das Ziel Versta¨ndlichkeit und Kompaktheit von ho¨heren Transformationssprachen kann dabei
nicht direkt vom Framework umgesetzt werden. Es kann nur unterstu¨tzend die technische Platt-
form mit mo¨glichst großen Freiheiten bei der Spracherweiterung und mit mo¨glichst großer Fle-
xibilita¨t bei den Fehlermechanismen bereitstellen. Die Versta¨ndlichkeit und Kompaktheit selbst
kann nur durch den Sprachdesigner erreicht werden, indem er entsprechende ho¨here Operatoren
realisiert. Die Pru¨fbarkeit kann direkt unterstu¨tzt werden, indem Mo¨glichkeiten angeboten wer-
den, den Grad der Fehlererkennungen und Fehlermeldungen kontextspezifisch zu der Sprachkom-
ponente anzupassen. Die Wiederverwendbarkeit kann gleich auf verschiedenen Ebenen gefo¨rdert
werden. Einerseits auf Sprachentwicklungsebene, indem existierende Sprachkomponenten und
deren Operatoren fu¨r die Entwicklung anderer Sprachkomponenten wiederverwendet werden
ko¨nnen. Andererseits auf Anwendungsebene, indem Sprachkomponenten modular zusammenge-
setzt werden ko¨nnen. Voraussetzung dafu¨r sind flexible Implementierungstechniken. Durch die
Kombinierbarkeit von Sprachkomponenten wird zudem eine wesentlich verbesserte Adaptivita¨t
als bei monolithischen Transformationssprachen erzielt. Mit der Offenheit bei der Auswahl von
Implementierungstechniken und mit der Einbindung von generativen Techniken wird dass Ziel




Aus den Anforderungen des letzten Abschnittes ko¨nnen notwendige Module des Frameworks
abgeleitet werden. Die grundlegende Systemstruktur wird in Abbildung 4.2 gezeigt. Das zentrale
Modul ist dabei die Ausfu¨hrungsumgebung XTC (XML Transformation Coordinator), die fu¨r
die Steuerung des Transformationsprozesses verantwortlich ist. XTC ermo¨glicht es, verschiedene
(Basis-)Transformationssprachen und zusa¨tzliche Bibliotheken anzubinden. Dazu ko¨nnen die
entsprechenden Sprachprozessoren u¨ber bereitgestellte Schnittstellen in XTC integriert werden.
Sa¨mtliche so angebundene Transformationssprachen ko¨nnen einerseits erweitert und andererseits
zur Implementierung der Erweiterung eingesetzt werden [FS06]. Auf diese Weise werden die
Anforderungen 1 und 4 verwirklicht.
ABBILDUNG 4.2: Struktur des Frameworks.
Die Erweiterung einer Sprache wird mit Hilfe einer oder mehrerer Ebenentransformationen um-
gesetzt. Die dafu¨r beno¨tigten Ebenentransformationsdefinitionen ko¨nnen in XTC registriert und
dadurch eingebunden werden. Eine Ebenentransformationsdefinition kann einfache lokale Erset-
zungen von einzelnen Sprachkonstrukten, vergleichbar mit Makros, beschreiben. Durch Ebenen-
transformationen ko¨nnen aber daru¨ber hinaus auch bspw. verteilte Sprachkonstrukte realisiert
werden. Entsprechend reicht das Spektrum von kleinen Erweiterungen einer Basistransforma-
tionssprache bis hin zu komplett neuen problemangepassten Transformationssprachen (Anfor-
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derung 2). Unabha¨ngig vom Umfang der Ebenentransformationsdefinitionen mu¨ssen sie letzt-
endlich elementare Sprachkonstrukte einer Basistransformationssprache und dadurch ausfu¨hr-
bare Transformationsdefinitionen erzeugen. Diese Bedingung muss allerdings nicht durch eine
Ebenentransformation gesichert sein, sondern kann ebenso durch einen mehrstufigen Ebenen-
transformationsprozess erfu¨llt werden.
Durch die Mo¨glichkeit der Hintereinanderausfu¨hrung von mehreren Ebenentransformationen
ko¨nnen zum einen Erweiterungen in Sprachkomponenten modularisiert werden (Anforderung 3).
Zum Anderen wird durch die Hintereinanderausfu¨hrung die Voraussetzung geschaffen, um
Sprachkomponenten oder ganze Sprachen auf nichtelementare Sprachkonstrukte, somit auf be-
reits ho¨here Sprachkomponenten, aufzubauen und dadurch eine Hierarchie von Sprachkonstruk-
ten zu bilden (Anforderung 4). Das Modul XTC ermo¨glicht somit den Aufbau einer Operator-
hierarchie und deren Anwendung.
Die Implementierung der Ebenentransformationsdefinitionen kann durch das Generatorsystem
XOpGen (XML Operator Generator) unterstu¨tzt werden [Fo¨t07a]. Es generiert auf Basis eines
Schemas, welches eine Sprachkomponente oder eine komplette Sprache beschreibt, Validierer
(Anforderung 5). Der Validierer u¨berpru¨ft im Voraus, ob die relevanten zusa¨tzlichen Sprach-
konstrukte in den ho¨heren Transformationsdefinitionen korrekt bzgl. der Grammatik verwendet
wurden. Er ist von der eigentlichen Transformation entkoppelt. Das Generatorsystem wird
dabei so offen gestaltet, dass dieses Modul fu¨r verschiedene Transformationssprachen einsetzbar
ist (Anforderung 1) und kontextspezifische Fehlermeldungen erzeugen kann (Anforderung 6).
Der Aufbau und das Zusammenspiel der einzelnen Module des Frameworks werden in den Ka-
piteln 5 und 6 vertieft. Kapitel 5 schildert detailliert die notwendigen Aspekte der Operatorhie-
rarchie, um ho¨here Operatoren aufbauend auf elementaren und nichtelementaren Operatoren zur
Verfu¨gung stellen zu ko¨nnen. Kapitel 6 befasst sich mit den generativen Techniken innerhalb des
Frameworks. Das Kapitel 7 stellt Vorgehensmodelle vor, welche beschreiben, wie Erweiterungen
entwickelt werden ko¨nnen. Im Kapitel 8 wird anschließend exemplarisch die Anwendung des





In diesem Kapitel wird die Ausfu¨hrungsumgebung XTC vorgestellt. XTC bildet die Infrastruk-
tur, um ho¨here Transformationsdefinitionen ausfu¨hren zu ko¨nnen. Die Grundlage von XTC
ist dabei das Konzept der Operatorhierarchie, welches die Definition von ho¨heren auf bereits
bestehende Operatoren ermo¨glicht.
ABBILDUNG 5.1: Einordnung von XTC in die Gesamtstruktur.
Im ersten Abschnitt dieses Kapitels wird in die grundlegenden Ideen der Operatorhierarchie
eingefu¨hrt. Im nachfolgenden Abschnitt wird auf die fu¨r eine Realisierung notwendigen Verar-
beitungsschritte detailliert eingegangen. Die Realisierung der Ausfu¨hrungsumgebung XTC wird




Bei der Entwicklung von Programmiersprachen im Allgemeinen hat das Prinzip der Hierarchisie-
rung eine besondere Bedeutung. In den Anfa¨ngen der Programmierung wurden die Programme
in Maschinensprachen, die direkt auf einem Prozessor ausgefu¨hrt werden konnten, geschrieben.
Diese Form der Programmierung wurde schnell durch Assemblersprachen, die die ausfu¨hrbaren
bina¨ren Zahlencodes durch symbolische Zeichen ersetzten, abgelo¨st. Da Assemblersprachen den
Maschinencode eines spezifischen Computers gro¨ßtenteils reflektieren, werden sie oftmals auch
als maschinennahe Sprachen bezeichnet. Die notwendige U¨bersetzung von Assemblersprache in
Maschinensprache u¨bernimmt der sogenannte Assembler.
Ho¨here Programmiersprachen, die auf der Basis niedrigerer konstruiert werden, sind abstrakter
und dadurch weitgehend maschinenunabha¨ngig. Die Programme sind kompakter und versta¨nd-
licher, da der Entwickler kein detailliertes Wissen u¨ber die interne Verarbeitung eines Computers
haben muss. Nichtsdestotrotz, muss jedes Programm in einer ho¨heren Programmiersprache in-
direkt u¨ber die Assemblersprache oder direkt in Maschinensprache transformiert werden, um
es ausfu¨hren zu ko¨nnen. Diese Hierarchie von Programmiersprachen kann sich fortsetzen. So
werden einige moderne Programmiersprachen heute erst in weniger hohe Sprachen u¨berfu¨hrt,
aus denen selbst wiederum indirekt Maschinencode gewonnen werden kann. Programme, mit
denen die U¨bersetzungen kompletter Sprachen ausgefu¨hrt werden, werden als Compiler bezeich-
net. Daneben kann ein Programm in einer ho¨heren Programmiersprache auch interpretiert
werden. Dabei wird das Programm nicht vorab in Maschinencode u¨bersetzt, sondern wa¨h-
rend seiner Laufzeit fu¨hrt ein Interpreter die Anweisungen aus. Die entstandene Hierarchie von
Programmiersprachen folgt nicht dem Metaisierungsprinzip (vgl. Abschnitt 2.5). Eine ho¨here
Programmiersprache ist keine Metasprache einer niedrigeren, sondern vielmehr eine Abstraktion
dieser.
Auf einem zu der oben beschriebenen Sprachhierarchie vergleichbaren, aber feingranulareren
Konzept basiert die Operatorhierarchie. Jedoch werden keine Ebenen von Sprachen, sondern von
Transformationsoperatoren basierend auf einer Basistransformationssprache gebildet. Eine fest-
gelegte Menge von (neuen) Transformationsoperatoren, mglw. auch unterschiedlicher Ebenen,
ergibt ein erweitertes oder eine komplett neues Vokabular einer ho¨heren Transformationssprache.
Um die zusa¨tzlichen ho¨heren Transformationsoperatoren ausfu¨hren zu ko¨nnen, mu¨ssen diese in
einem Pra¨prozess in Operatoren der Basissprache transformiert werden. Dieser Pra¨prozess ist
aufgrund der Hierarchie von Operatoren mehrstufig. Es ko¨nnen, im Gegensatz zu Makrospra-
chen, unterschiedliche Implementierungstechniken zur U¨berfu¨hrung der Operatoren eingesetzt
werden.
Ein Operator bezeichnet in dieser Arbeit ein Sprachkonstrukt einer Transformationssprache,
der in einer bestimmten Weise auf seine Umwelt wirkt und diese vera¨ndert (Funktion des Ope-
rators). Der Begriff Operator schließt neben der Operatordefinition (die Syntax des Operators)
ebenso dessen Implementierung (codierte Semantik des Operators) ein. Das Pivot soll in An-
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lehnung an [BHW97]1 das zentrale Element eines Operators sein. In aller Regel ist dies das
Wurzelelement des Operators, welches fu¨r die Umsetzung eines Operators eine wesentliche Rolle
spielt.
Neben den funktionalen Eigenschaften eines Operators (Kontrolloperator, Erzeugungsoperator,
usw.) ko¨nnen Operatoren mit folgenden, fu¨r diese Arbeit wesentlichen nichtfunktionalen Eigen-
schaften charakterisiert werden (in Anlehnung an [Do¨r94]):
• Breite des Wirkungsspektrums
Ein Operator weist ein breiteres Wirkungsspektrum als ein anderer Operator auf, wenn er
auf mehr Merkmale eines Sachverhaltes in seiner Umwelt vera¨ndernd wirkt als der andere
Operator.
• Gro¨ße des Anwendungsbereiches
Ein Anwendungsbereich eines Operators ist umso gro¨ßer, je weniger Bedingungen an seine
Anwendung geknu¨pft sind. Wird die Anwendung an eine Vielzahl von Bedingungen ge-
knu¨pft, so ist der Anwendungsbereich eher klein.
• Ho¨he der Ausfu¨hrungskosten
Die Ausfu¨hrung eines Operators verursacht zeitliche und auch andere Kosten, die un-
terschiedlich hoch sein ko¨nnen und in manchen Anwendungsfa¨llen beru¨cksichtigt werden
mu¨ssen.
Sowohl funktionale als auch nichtfunktionale Eigenschaften beeinflussen die Anwendbarkeit bzw.
Wiederverwendbarkeit von Operatoren.
Gema¨ß seines Aufbaus kann ein Operator zudem mit strukturellen Eigenschaften charakteri-
siert werden. Da der Fokus in dieser Arbeit auf den XML-basierten Transformationssprachen
liegt, werden die Operatoren selbst durch XML-Strukturen mit entsprechenden Elementen und
Attributen formuliert. Tabelle 5.1 fasst einige der mo¨glichen strukturellen Unterscheidungsmerk-
male zusammen. In Tabelle 5.2 erfolgt exemplarisch eine strukturelle Charakterisierung an fu¨nf
Beispieloperatoren der Transformationssprache XSLT.
Das Konzept der Operatorhierarchie basiert auf der Idee, eine Schichtenarchitektur aufzubauen,
bei der neue ho¨here Operatoren auf der Grundlage existierender Operatoren hinzugefu¨gt werden
ko¨nnen, ohne jedoch die Basistransformationssprache zu vera¨ndern [FSH05]. Dies erlaubt eine
sukzessive Bottom-up-Komposition und -Adaption von Transformationsoperatoren.
Ausgangspunkt der Hierarchie ist die unterste Ebene von Operatoren. Diese Ebene bildet das
Fundament der Hierarchie. Sie entha¨lt elementare Operatoren, die von einer Basistransfor-
mationssprache angeboten werden. Dies ko¨nnte bspw. die Transformationssprache XSLT sein.
Elementare Operatoren bezeichnen diejenigen Operatoren, die grundlegende Transforma-
tionsoperationen auf einer Datenstruktur ausfu¨hren sowie zur Steuerung des Kontrollflusses
notwendig sind. Aufbauend auf dieser niedrigsten Ebene ko¨nnen in einer Operatorhierarchie
neue abstraktere Ebenen eingefu¨hrt werden, die bspw. in den Konzepten einer eingegrenzten











Laut Sprachdefinition muss ein Operator (ein oder mehrere) Attribute
besitzen oder nicht. Einige Operatoren ko¨nnen sowohl mit als auch




Laut Sprachdefinition besteht ein Operator lediglich aus einem Element




Laut Sprachdefinition besitzt ein Operator neben den mglw. zum Ope-
rator geho¨renden Elementen andere Operatoren bzw. textuellen Inhalt






Laut Sprachdefinition ist ein Operator immer u¨ber eine Referenz min-
destens mit einem anderen Operator verbunden, d. h. er ist referentiell
abha¨ngig.
TABELLE 5.1: Strukturelle Unterscheidungsmerkmale von XML-basierten Operatoren.
Unterscheidungsmerkmal
Beispieloperator aus XSLT




attributiert unverschachtelt nichtleer unabha¨ngig









hybrid verschachtelt hybrid unabha¨ngig
<call-template name=“...“ /> attributiert hybrid leer abha¨ngig
<comment>...</comment> attributlos unverschachtelt nichtleer unabha¨ngig
TABELLE 5.2: Beispiele von XML-basierten Operatoren.
Transformationsdoma¨ne (z. B. einer bestimmten Zielsprache) ausgedru¨ckt werden ko¨nnen. Diese
ho¨heren Operatoren werden jeweils von Operatoren aus niedrigeren Ebenen konstruiert.2
Abbildung 5.2 zeigt schematisch eine mo¨gliche Grobeinteilung der Operatorhierarchie. Darin
wird die Menge der neuen Operatoren nach ihrer Spezifita¨t in universelle und doma¨nenspezifi-
sche Operatoren unterschieden. Der Begriff Doma¨ne bezieht sich hier nicht auf die gesamte
horizontale XML-Transformationsdoma¨ne, sondern vielmehr auf eine bestimmte Klasse von
XML-Transformationen innerhalb dieser Doma¨ne. Die zwei neuen Hauptebenen bilden intern
wiederum eine Operatorhierarchie (siehe Abschnitt 5.2). Grundsa¨tzlich ist eine ga¨nzlich andere
Einteilung unter Nutzung von anderen Kriterien mo¨glich.
Universelle Operatoren sind Operatoren, die ha¨ufig verwendete elementare und u.U. an-
dere universelle Operatoren, kapseln. Sie ko¨nnen in der gesamte XML-Transformationsdoma¨ne
2In der Algebra spricht man auch von Herleitbarkeit. Beispielsweise ko¨nnen in der relationalen Algebra basie-
rend auf den Armstrong-Axiomen Reflexivita¨t, Versta¨rkung und Transitivita¨t weitere Beziehungen wie z. B.
Komposition, Dekomposition oder Pseudo-Transitivita¨t hergeleitet werden.
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ABBILDUNG 5.2: Grobeinteilung von Operatorhierarchien.
genutzt werden. Durch die Modularisierung des Codes ko¨nnen Redundanzen vermieden und
dadurch das Fehlerrisiko potentiell verringert werden. Zusa¨tzlich kann die Breite des Wir-
kungsspektrums erho¨ht werden. Unterstu¨tzt bspw. eine A¨nderungssprache keine Operatoren
zum Verschieben oder Austauschen von Teilba¨umen, wie im ersten Anwendungsszenario des
Abschnittes 4.1.1, so ko¨nnen diese aus elementaren Operatoren ohne eine Anpassung der A¨nde-
rungssprache konstruiert werden.
Doma¨nenspezifische Operatoren werden aus elementaren, universellen und mglw. ande-
ren doma¨nenspezifischen Operatoren zusammengesetzt. Sie ko¨nnen bspw. fu¨r eine bestimmte
Zielsprache konstruiert werden und sich deshalb an deren Sprachkonstrukten und Mustern ori-
entieren (siehe zweites Anwendungsszenario im Abschnitt 4.1.2). Mit ihnen kann sichergestellt
werden, dass Teile des Ergebnisses bzw. das gesamte Ergebnis der Transformation den Beschra¨n-
kungen der Zielsprache entspricht. Neben der besseren Lesbarkeit der doma¨nenspezifischen Ope-
ratoren erlauben sie eine Validierung sowie eine respektive Fehlermeldung auf Doma¨nenebene.
Dieser Fakt kann nicht u¨berbewertet werden, da dies direkt mit der Praxistauglichkeit und ferner
mit der Produktivita¨t des Entwicklers korrespondiert.
Die fachliche Trennung zwischen universellen und doma¨nenspezifischen Operatoren spiegelt sich
neben deren Motivation ebenso im Entwicklungsvorgehen wieder. Da universelle Operatoren
typischerweise Low-level-Operatoren zusammenfassen, die immer wieder in strukturell gleichen
Kombinationen auftreten, ist ein Bottom-up-Entwicklungsvorgehen zu bevorzugen. Doma¨nen-
spezifische Operatoren hingegen werden fu¨r strikt abgegrenzte Transformationsbereiche definiert.
Dabei sind womo¨glich weitere Beschra¨nkungen, wie bspw. die Pra¨ferenzen und Abneigungen der
Zielanwendergruppe, zu beachten. Um diese und weitere Einschra¨nkungen bzgl. des festgelegten
Anwendungsbereiches zu erfassen, ist eine Doma¨nenanalyse und demgema¨ß ein Vorgehen nach
dem Top-down-Vorgehensmodell zu empfehlen. Eine tiefergreifende Diskussion der unterschied-




Die Operatorhierarchie ist sehr flexibel. Nach Bedarf ko¨nnen neue Operatoren, basierend auf
existierenden Operatoren, hinzugefu¨gt werden. Technisch gesehen spielt es hierbei eine unter-
geordnete Rolle, ob es sich um universelle oder doma¨nenspezifische Operatoren handelt. Beide
Kategorien von Operatoren werden durch Ebenentransformationen implementiert, die die neu
definierten Operatoren in existierende Operatoren u¨berfu¨hren. Existierende Operatoren ko¨nnen
entweder direkt durch eine Basistransformationssprache ausgefu¨hrt werden oder wurden ihrer-
seits durch Ebenentransformationen umgesetzt. Die Implementierung jedes ho¨heren Operators
in der Operatorhierarchie erfolgt somit durch Ebenentransformationsdefinitionen, die in ihrer
Gesamtheit den Ebenentransformationsprozess in niedrigere bzw. letztendlich immer elemen-
tare Operatoren beschreiben. Die Semantik eines einzelnen Operators wird somit durch alle
Ebenentransformationsdefinitionen, die no¨tig sind, um ihn in elementare Operatoren einer Ba-
sistransformationssprache zu u¨berfu¨hren, und durch die u¨berfu¨hrten elementaren Operatoren
selbst in ausfu¨hrbarer Form codiert.
In besonderen Fa¨llen (z. B. bei XML-basierten Operatoren) kann die Basistransformationsspra-
che fu¨r die Ebenentransformationen wiederverwendet werden, da die ho¨heren Operatoren eben-
falls in XML spezifiziert werden. Das Konzept der Operatorhierarchie ist dessen ungeachtet
ein technologieunabha¨ngiges Konzept. Es kann sowohl fu¨r den Technologieraum XML als auch
fu¨r andere Technologiera¨ume (z. B. Programmtransformationen oder Modelltransformationen)
eingesetzt werden.
Fu¨r das Anwendungsszenario aus Abschnitt 4.1.1 kann bspw. XSLT als Sprache zur Beschreibung
der Ebenentransformation genutzt werden. Der Code 5.1 zeigt einen Ausschnitt eines mo¨glichen
XSLT-Programms zur U¨berfu¨hrung der neuen, universellen move-after- und swap-Operatoren
in elementare XUpdate-Operatoren (vgl. Code 4.2 und Code 4.3). Die Beispielimplementierung
der Ebenentransformation entha¨lt dafu¨r entsprechende Templates, die die ho¨heren Operatoren
ersetzen (Zeilen 7–16 und Zeilen 18–34). Sa¨mtliche andere Operatoren werden einfach kopiert
(Zeilen 37-42).
Die Ebenentransformationsdefinition im Code 5.1 beschreibt die einfachste und ha¨ufig auftre-
tende Form einer Ebenentransformation. Es werden die universellen Operatoren move-after
und swap lokal an Ort und Stelle durch niedrigere, hier elementare, Operatoren ersetzt. Dabei
sind alle Informationen fu¨r die Ersetzung im ho¨heren Operator sowie der Ebenentransforma-
tionsdefinition enthalten. Mit anderen Worten, es mu¨ssen keine weiteren erforderlichen In-
formationen global bzw. in der Umgebung des Operators gesammelt werden. Zudem ist die
Erzeugung unbedingt, d. h. nur vom Pivot des Operators abha¨ngig. Tabelle 5.3 fasst wichtige















































CODE 5.1: Ebenentransformation fu¨r das Verschieben und Austauschen von Teilba¨umen mit
XUpdate.
Grundsa¨tzlich sind alle Auspra¨gungskombinationen von Operatorebenentransformationen, die
in der Tabelle 5.3 aufgefu¨hrt sind, mit dem Konzept der Operatorhierarchie realisierbar. Zwei
Auspra¨gungen und damit auch ihre Auspra¨gungskombinationen sind allerdings problematisch
fu¨r eine automatische Auswahl der Ebenentransformationsdefinitionen beim Ebenentransfor-
mationsprozess. Ein Problemfall liegt vor, wenn die Quellinformationen nicht nur lokal im
Operator, sondern auch außerhalb des Operators global im Quelldokument verteilt sind. Dann
steht dieser Operator zwangsla¨ufig mit anderen Operatoren in Beziehung. Infolgedessen kann
das Ergebnis des Ebenentransformationsprozesses abha¨ngig von der Ausfu¨hrungsreihenfolge der









lokal, global Um eine Ebenentransformation zu konfigurieren, reichen die lokalen
Informationen, die im zu transformierenden Operator abgelegt sind.
Alternativ mu¨ssen u.U. Informationen anderer Operatoren, z. B. aus
der Umgebung des zu transformierenden Operators, selektiert werden.
Ort der Ziel-
operatoren
lokal, verteilt Bei der Ausfu¨hrung der Ebenentransformation werden Zieloperatoren
lokal an der Stelle erzeugt, an der sich der urspru¨ngliche Operator be-
fand. Alternativ ko¨nnen sich die Zieloperatoren auch auf verschiedene










Die Zieloperatoren ko¨nnen unbedingt (immer wieder gleich) aus dem zu
transformierenden Operator erzeugt werden. Variationen in den Ziel-
operatoren ko¨nnen abha¨ngig von Existenzen (Elemente, Attribute), Ty-
pen (Typ des Textinhaltes eines Elementes, Typ des Attributwertes),
konkreten Werten (Textinhalt eines Elementes, Attributwert) oder ei-
ner Mischung aus diesen im zu transformierenden Operator resultieren.
TABELLE 5.3: Unterscheidungsmerkmale einer Operatorebenentransformation.
Beziehung stehenden Operatoren von einer anderen Ebenentransformation erzeugt werden. Ein
solche Abha¨ngigkeit besteht bspw. beim Funktionsmechanismus zwischen Definition der Funk-
tion und Aufruf der Funktion (siehe auch Abschnitt 8.1.1). A¨hnliches gilt bei der Erzeugung
verteilter Zieloperatoren. Um diese an den richtigen Stelle einfu¨gen zu ko¨nnen, sind notwen-
digerweise Informationen u¨ber entsprechende Operatoren des Zieldokumentes erforderlich. Es
ergibt sich hier ein vergleichbares Problem, wie bei der Verwendung voneinander abha¨ngiger
Aspekte innerhalb der aspektorientierten Programmierung (siehe z. B. [NBA05] oder [MW08]).
Beides kann zu unerwu¨nschtem Verhalten fu¨hren, da die Operatorhierarchie flexibel durch neue
Operatoren angereichert werden kann, die damit die Quell- und Zieldokumentstruktur vera¨n-
dern. Um den ersten Fall fu¨r eine automatische Ausfu¨hrung nicht generell verbieten zu mu¨ssen,
muss sichergestellt werden, dass solche Operatoren zeitgleich transformiert werden und somit
alle notwendigen Informationen wa¨hrend der Ebenentransformation zur Verfu¨gung stehen. Ent-
sprechend werden solche Operatoren in sogenannten Sprachkomponenten zusammengefasst.
Sprachkomponenten
Eine Sprachkomponente definiert eine nichtleere Menge von Operatoren und ihre Kontextab-
ha¨ngigkeiten. Eine Sprachkomponente ist somit eine Sammlung von in direkter Beziehung ste-
henden Operatoren sowie eigensta¨ndigen Operatoren, die aber funktional oder auf andere Weise
koha¨rent sind. Sprachkomponenten ko¨nnen entsprechend der in ihnen definierten Operatoren
in universelle oder doma¨nenspezifische Sprachkomponenten unterschieden werden. Ungeach-
tet dessen, werden die in einer Sprachkomponente gebu¨ndelten Operatoren durch eine entspre-
chende Ebenentransformationsdefinition implementiert, die die U¨berfu¨hrung fu¨r jeden einzelnen
Operator entha¨lt. Die Konzentration in einer Ebenentransformationsdefinition verringert das
Risiko, das in direkter Beziehung stehende Operatoren in unterschiedlichen Ebenentransforma-
tionen abgearbeitet werden. Gemeinsam mit dem Ranking einer Sprachkomponente kann eine
gleichzeitige Abarbeitung garantiert werden. Jeder Sprachkomponente wird ein Namensraum
zugeordnet. Da jeder Operator nur einmal in genau einer Sprachkomponente definiert sein darf,
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ko¨nnen alle Operatoren u¨ber den Namensraum der Sprachkomponente eindeutig identifiziert
werden. Daru¨ber hinaus kann mit Hilfe des Namensraums die Ebenentransformationsdefini-
tion, welche die in der Sprachkomponente definierten Operatoren implementiert, automatisiert
zugeordnet werden (siehe Abschnitt 5.3).
Mit der Einfu¨hrung von Sprachkomponenten kann nun in Operatoren unterschieden werden,
die aus existierenden Operatoren anderer Sprachkomponenten (inkl. den elementaren Opera-
toren einer Basistransformationssprache), der gleichen Sprachkomponente oder einer Mischung
aus beiden konstruiert werden. Basieren neue Operatoren u. a. auf Operatoren der eigenen
Sprachkomponente, muss eine mehrmalige Anwendung der zugeho¨rigen Ebenentransformations-
definition im Ebenentransformationsprozess erfolgen. In Sonderfa¨llen kann es auch sinnvoll sein,
dass ein Operator durch sich selbst rekursiv definiert wird. Grundsa¨tzlich sind solche direk-
ten rekursiven aber auch indirekten, wechselseitigen rekursiven Definitionen zwischen mehreren
Operatoren auch verschiedener Sprachkomponenten aufgrund der Maxime, dass neue Opera-
toren immer nur aus existierenden Operatoren aufgebaut sind, ausgeschlossen. Wenn jedoch
bestimmte Restriktionen (z. B. an einer determinierten Stelle muss sich die rekursive Definition
auflo¨sen sowie die Lokalita¨t der Quellinformationen und der erzeugten Zieloperatoren muss ge-
geben sein) eingehalten werden, stellen solche direkten und indirekten zyklische Abha¨ngigkeiten
zwischen Operatoren kein Problem dar. Ist dies nicht gewa¨hrleistet, ko¨nnen bspw. unerwu¨nschte
Endlosschleifen im Ebenentransformationsprozess auftreten.
Abha¨ngig von den in einer Sprachkomponente definierten Operatoren ko¨nnen Sprachkomponen-
ten einer Ordnung (Rank) unterzogen werden. Alle Operatoren in einer Sprachkomponente
und die der Sprachkomponente zugeordnete Ebenentransformationsdefinition erhalten das glei-
che Ranking wie ihre Sprachkomponente. Mit Hilfe des Rankings kann gesichert werden, dass
alle Operatoren einer Sprachkomponente zur gleichen Zeit transformiert werden3. Zudem kann
durch das Ranking von Sprachkomponenten die Anzahl der notwendigen Ebenentransforma-
tionen, die in einem vollsta¨ndigen Ebenentransformationsprozess ausgefu¨hrt werden mu¨ssen,
minimiert werden (vgl. die verschiedenen Algorithmen fu¨r den Ebenentransformationsprozess).
Ausschlaggebend fu¨r die Gewichtung einer Sprachkomponente sind die Gewichtungen der Ope-
ratoren, aus denen die in dieser Sprachkomponente definierten Operatoren konstruiert werden.
Dies sind genau die Operatoren, die aus der zugeordneten Ebenentransformationsdefinition er-
zeugt werden ko¨nnen. Die elementaren Operatoren der Basistransformationssprache erhalten per
Definition den niedrigsten Wert 0. Ko¨nnen nun nur elementare Operatoren erzeugt werden, so
erha¨lt die Sprachkomponente den Wert 1 (Inkrementierung um eins). Sind die Operatoren dieser
Sprachkomponente das Ergebnis einer Ebenentransformation einer anderen Sprachkomponente,
so bekommt sie mindestens einen Wert 2 oder ho¨her, falls zusa¨tzlich andere, ho¨her gewichtete
Operatoren erzeugt werden. Zyklische Abha¨ngigkeiten fu¨hren zu keiner Inkrementierung.
Abbildung 5.3 demonstriert eine stark abstrahierte Beispielhierarchie. Sie soll den grundlegenden
Aufbau veranschaulichen und verzichtet deshalb bewusst auf Verschachtelung, Attributierung
3Eine Ausnahme stellen (wechselseitige) rekursive Operatordefinitionen dar, die dadurch direkte oder indirekte




und Inhalte von Operatoren sowie referentielle Abha¨ngigkeiten zwischen Operatoren. Jeder
Operator ist dadurch attributlos, unverschachtelt, leer und referentiell unabha¨ngig. Um die
Operatorhierarchie mo¨glichst einfach zu gestalten, werden die Operatorebenentransformationen
ebenso weitestmo¨glich eingeschra¨nkt. Es sind nur lokale Ersetzungen ohne Bedingungen mo¨glich.
Die Operatoren werden durch (weiße) Rechtecke und die Kompositionsbeziehungen zwischen den
Operatoren durch Pfeile (gerichtete Kanten) abgebildet. Eine gerichtete Kante ist ein geordnetes
Paar von Operatoren, bei der der erste Operator (Startknoten) durch den zweiten Operator
(Endknoten) ersetzt wird. In der Abbildung 5.3 kann ein Operator dabei mehrere ausgehende
und eingehende Kanten besitzen, da er aus verschiedenen Operatoren komponiert sein kann bzw.
selbst komponiert wird. Um dabei noch Mehrfachkanten zum selben Operator zu vermeiden,
weil der Zieloperator mehrfach bei der Operatorebenentransformation erzeugt wird, steht der
zweite Operator fu¨r viele Operatoren der selben Art. Von der Reihenfolge, in der die Operatoren
erzeugt werden, wird in Abbildung 5.3 aus U¨bersichtsgru¨nden ebenso abstrahiert.
ABBILDUNG 5.3: Schematische Beispieloperatorhierarchie mit Sprachkomponenten.
Wie in Abbildung 5.3 den Namen der Operatoren zu entnehmen ist, werden die neuen Operatoren
in den Sprachkomponenten SKA, SKB, SKC, SKD, SKF, SKG, SKH, SKI, SKJ, SKK und SKL
definiert. Die Sprachkomponente SKA stellt bspw. die Operatoren A1, A2, A3 und A4 bereit
(SKA = {A1,A2,A3,A4}). Zudem gilt SKB = {B1,B2}, SKC = {C1,C2,C3}, usw.
Als Beispiel sollen die Ebenentransformationsdefinitionen ETDA, ETDB und ETDC fu¨r die re-
spektiven Sprachkomponenten genauer angegeben werden. Sie sind durch folgende Menge von
simplen lokalen Transformationsregeln gegeben:
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ETDA = {A1⇒ A2 A2, A2⇒ E1 E2 E1, A3⇒ E4, A4⇒ E4 E5 E4 E6}
ETDB = {B1⇒ A4 E6 E6, B2⇒ E10 E9 E9}
ETDC = {C1⇒ A1 E4, C2⇒ E3 E3 B1, C3⇒ E8 B2 B2}
Obige Regeln bestehen aus einer linken und einer rechten Seite, die durch einen Pfeil (⇒) von-
einander getrennt sind. Eine Transformationsregel kann angewendet werden, wenn ein Operator
mit der linken Seite der Regel u¨bereinstimmt. In diesem Fall wird er durch die Operatoren der
rechten Seite der Regel ersetzt.
Fu¨r das stark vereinfachtes Beispiel ohne Verschachtelung von Operatoren reicht folgende Vor-
schrift fu¨r eine Ebenentransformation (LevelTransform). Die Eingabe (eine Transformati-
onsdefinition TD, welche in einer bestimmten Reihenfolge Operatoren entha¨lt) wird auf eine
determinierte Weise (von links nach rechts) durchlaufen. Sobald auf einen Operator eine Trans-
formationsregel innerhalb der Ebenentransformationsdefinition anwendbar ist, wird diese ausge-
fu¨hrt. Anschließend wird die Ebenentransformation beim na¨chsten Operator bzgl. der Traversie-
rungsreihenfolge fortgesetzt. Kann keine Transformationsregel auf einen Operator angewendet
werden, wird dieser u¨bersprungen. Sind mehrere Transformationsregeln auf einen Operator an-
wendbar, wird eine Fehlermeldung erzeugt und die Ebenentransformation mit entsprechendem
Fehlerstatus beendet.
Anhand der Beispielebenentransformationsdefinitionen ETDA, ETDB und ETDC ko¨nnen die
Gewichtungen der Sprachkomponenten SKA, SKB und SKC durch den auf Seite 91 beschrie-
benen Rank-Algorithmus berechnet werden. Demnach erha¨lt SKA den Wert 1 (Zieloperatoren
in ETDA sind nur elementare und eigene Operatoren von SKA, was zu keiner Inkrementierung
fu¨hrt), SKB den Wert 2 (Zieloperatoren sind sowohl elementare aber auch Operatoren von SKA)
und SKC den Wert 3 (Zieloperatoren sind u. a. auch Operatoren von SKB). Entsprechend den
Gewichtungen sind die Operatoren in der Beispieloperatorhierarchie von Abbildung 5.3 in Ebe-
nen angeordnet. Auf einer Ebene ko¨nnen durchaus mehrere Sprachkomponenten vorkommen.
Dies ist aber nur mo¨glich, wenn die Operatoren in diesen Sprachkomponenten nicht aufeinander
aufbauen.
Sprachen
Sprachkomponenten sind die Basis fu¨r modular zusammensetzbare Sprachen [FP08]. Ein Spra-
che wird durch eine nichtleere Menge von Sprachkomponenten definiert. Das Vokabular einer
neuen Sprache resultiert aus den definierten Operatoren in den Sprachkomponenten. Abha¨ngig
von dem genutzten Sprachkomponenten ko¨nnen sich folglich grundverschiedene Sprachvokabu-
lare ergeben. Die Sprache LA in Abbildung 5.4 setzt sich bspw. aus den elementaren Operatoren
der Basistransformationssprache LE = {w : w ∈ {E1,E2,E3,E4,E5,E6,E7,E8,E9,E10}∗} und
den Operatoren der Sprachkomponente SKA, der Sprachkomponente SKB und der Sprachkompo-
nente SKC zusammen (LA = {w : w ∈ (LE∪SKA∪SKB∪SKC)∗}). Die Basistransformationsspra-
che wird somit um universelle Operatoren angereichert. Im Kontrast dazu wird die Sprache LB
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durch die Sprachkomponenten SKK und SKL definiert (LB = {w : w ∈ (SKK ∪ SKL)∗}). Es
ergibt sich somit ein komplett neues Vokabular mit nur doma¨nenspezifischen Operatoren. Die
Sprache LC ist eine Mischung aus beidem, sie beinhaltet sowohl Operatoren der Basistransforma-
tionssprache, universelle Operatoren als auch doma¨nenspezifische Operatoren. Eine Kombina-
tion aus nur universellen Sprachkomponenten ist ebenso mo¨glich. Beispielsweise ko¨nnte so eine
neue universelle XML-spezifische Transformationssprache entstehen, die ”sauberer“ formuliert
werden kann, weil bestimmte elementare Operatoren in ihr nicht verfu¨gbar sind. Ein bekanntes
Anwendungsbeispiel ist der Sprungbefehl [Dij02], der in ho¨heren Programmiersprachen (z. B.
Java4) bewusst weggelassen wird.
ABBILDUNG 5.4: Mo¨gliche Sprachen einer schematischen Beispieloperatorhierarchie.
Der a¨ußere Unterschied einer modular, aus mehreren Sprachkomponenten zusammengesetzten
Sprache zu einer monolithischen Transformationssprache besteht lediglich darin, dass Opera-
toren verschiedene Namensra¨ume aufweisen ko¨nnen. Dies sind genau die Namensra¨ume der
Sprachkonstrukte, in denen sie definiert werden. Der Anwender muss die Namensra¨ume der
Sprachkomponenten kennen, aus denen die ho¨here Transformationssprache zusammengesetzt
wird. Der interne Unterschied liegt im Wesentlichen darin, dass die gesamte Sprache nicht in ei-
nem Schritt u¨bersetzt oder in einer anderen Form interpretiert wird, wie bei der Sprachhierarchie
von universellen Programmiersprachen, sondern in einem mehrstufigen Ebenentransformations-
prozess in letztendlich elementare, ausfu¨hrbare Operatoren transformiert wird. Die Ausfu¨h-
rungsreihenfolge der Ebenentransformationen im Ebenentransformationsprozess spielt dabei fu¨r
die Anzahl der notwendigen Ebenentransformationen eine entscheidende Rolle, wie die im fol-
4In Java wird nur das entsprechende Schlu¨sselwort goto reserviert, aber nicht implementiert.
94
5.2 DETAILLIERTE BESCHREIBUNG
genden Abschnitt vorgeschlagenen Algorithmen zeigen. Fu¨r eine vollautomatische Ausfu¨hrung
des Ebenentransformationsprozesses mu¨ssen einige Vorbedingungen erfu¨llt sein.
Algorithmen fu¨r den Ebenentransformationsprozess
Fu¨r den Ebenentransformationsprozess zur U¨berfu¨hrung einer ho¨heren Transformationsdefini-
tion TD mit Hilfe einer endlichen, nichtleeren Menge von Ebenentransformationsdefinitionen
ETD, wobei die Ebenentransformationsdefinition ETDi jeweils der entsprechenden Sprachkom-
ponenten SKi zugeordnet ist, ko¨nnen verschiedene Algorithmen verwendet werden.
Algorithmus 1 stellt eine mo¨gliche Umsetzung vor. Aufgrund der Eigenschaft des Algorithmus,
dass die Ebenentransformationsdefinitionen in Abha¨ngigkeit von der Eingabe ausgefu¨hrt werden,
unterstu¨tzt er nur bedingte und unbedingte lokale Ersetzungen von Operatoren an Ort und
Stelle. Beispielsweise bei Operatorebenentransformationen mit verteilten Zieloperatoren ist der
Determinismus des Algorithmenergebnisses nicht mehr garantiert (siehe Tabelle 5.4).
Algorithmus 1 Ebenentransformationsprozessalgorithmus: first
Input: TD = [op1, op2, ..., opm], SK = {SKi : 1 ≤ i ≤ n und i, n ∈ N},
ETD = {ETDi : 1 ≤ i ≤ n und i, n ∈ N}
Output: ersetzte TD = [op1, op2, ..., opo], wobei opj /∈ SKi fu¨r 1 ≤ j ≤ o und j, o ∈ N
1: function First(TD,SK,ETD)
2: foreach op ∈ TD do







Der first-Algorithmus sucht das erste Vorkommen eines ho¨heren Operators op in der Trans-
formationsdefinition TD. Wird kein ho¨herer Operator gefunden, wird die Transformationsdefi-
nition TD als Ergebnis ausgegeben. Ansonsten wird fu¨r den gefundenen Operator (op ∈ SKi)
die zugeordnete Ebenentransformationsdefinition ETDi mit der gesamten Transformationsdefi-
nition TD als Eingabe ausgefu¨hrt. Die Ebenentransformation transformiert dabei entsprechend
der Ebenentransformationsdefinition ETDi diesen Operator und alle zu dieser Sprachkompo-
nente SKi geho¨renden Operatoren in elementare und/oder nichtelementare Operatoren. Mit der
durch das Ergebnis der Ebenentransformation ersetzten Transformationsdefinition TD wird die
First-Funktion erneut aufgerufen, um weitere ho¨here Operatoren zu transformieren.
Die Abbildung 5.5 zeigt die Anwendung des first-Algorithmus auf die Eingabe E7 A1 E7 B1
E4 C1 C2 E4 E7 A4. An den Ebenentransformationen (durch graue Pfeile gekennzeichnet) des
Ebenentransformationsprozesses sind jeweils die eingesetzten Ebenentransformationsdefinitio-
nen sowie die daraus angewendeten Regeln notiert. Die zu ersetzenden Operatoren werden
unterstrichen und die ersetzten Operatoren fett abgebildet.
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ABBILDUNG 5.5: Beispielanwendung des first-Ebenentransformationsprozessalgorithmus.
96
5.2 DETAILLIERTE BESCHREIBUNG
Der Ebenentransformationsprozess in Abbildung 5.5 veranschaulicht, dass selbst bei diesem sim-
plen Beispiel viele Ebenentransformationen notwendig sein ko¨nnen. Betrachtet man die Anzahl
der Ebenentransformationen genauer, so ko¨nnen leicht Beispiele konstruiert werden, bei denen
der first-Algorithmus sogar 2n − 1 Ebenentransformationen erfordert. n bezeichnet dabei die
Gewichtung des am ho¨chsten gewichteten Operators innerhalb einer Transformationsdefinition
TD. Die Anzahl von 2n − 1 Ebenentransformationen wird dabei schon erreicht, wenn keine zy-
klischen Abha¨ngigkeiten existieren. Bestehen zyklische Abha¨ngigkeiten erho¨ht sich diese Anzahl
u.U. zusa¨tzlich.
In Abbildung 5.6 wird ein Ausschnitt aus einer solchen Beispieloperatorhierarchie dargestellt.
Es wird dabei angenommen, dass die Operatoren A, B, C und D ho¨here Operatoren aus jeweils
eigenen Sprachkomponenten sind. Die Pfeile in der Operatorhierarchie geben die Kompositions-
beziehungen an. So wird bspw. der Operator A durch die Operatoren DCB lokal ersetzt, der
Operator B durch DC lokal ersetzt, usw.
ABBILDUNG 5.6: Untere Schranke des first-Algorithmus.
Zur Minimierung der Ebenentransformationsanzahl mu¨ssen die Einflussgro¨ßen betrachtet wer-
den. Die Anzahl der Ebenentransformationen ist im Wesentlichen von folgenden Faktoren ab-
ha¨ngig:
• der Kompliziertheit (Anzahl der Operatoren sowie Sprachkomponenten) und Komplexita¨t
der Operatorhierarchie (Abha¨ngigkeiten zwischen den Operatoren),
• der Art und Anzahl der Transformationsregeln in den Ebenentransformationsdefinitionen,
• der Art und Anzahl der verwendeten Operatoren in der Eingabe und
• dem Algorithmus des Ebenentransformationsprozesses.
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Nimmt man die ersten drei Kenngro¨ßen – Kompliziertheit und Komplexita¨t der Operatorhier-
archie, Art und Anzahl der Transformationsregeln und Art und Anzahl der verwendeten Ope-
ratoren in der Eingabe – als gegeben an, ko¨nnen durch eine effiziente Ausfu¨hrung des Ebenen-
transformationsprozesses die Anzahl der Ebenentransformationen und die dadurch auftretenden
Kosten fu¨r das zusa¨tzliche Lesen und Durchlaufen der Eingabe, fu¨r das Abarbeiten der Ebenen-
transformation sowie fu¨r das Schreiben der Ausgabe reduziert werden.
Anstatt die Ebenentransformationen zufa¨llig nach dem Auftreten der ho¨heren Operatoren in den
Transformationsdefinitionen auszufu¨hren, ko¨nnen die Ebenentransformationsdefinitionen nach
einer bestimmten Priorita¨t angewendet werden. Ein Priorita¨tsmerkmal, was einen erheblichen
Einfluss auf die Anzahl der Ebenentransformationen nimmt, ist das Ranking der Operatoren. Im
Folgenden soll ein Algorithmus vorgeschlagen werden, der immer die am ho¨chsten gewichteten
Operatoren bevorzugt, wobei die Gewichte der Operatoren den Gewichten g der Sprachkompo-
nenten (SK = {SKi,g : 1 ≤ i ≤ n und i, n, g ∈ N}) entsprechen, in denen sie definiert werden.
Aufgrund dessen ist der Algorithmus 2 nicht auf die Lokalita¨t der Quellinformationen eines
Operators beschra¨nkt (siehe Tabelle 5.4).
Algorithmus 2 Ebenentransformationsprozessalgorithmus: maxrank
Input: TD = [op1, op2, ..., opm], SK = {SKi,g : 1 ≤ i ≤ n und i, n, g ∈ N},
ETD = {ETDi : 1 ≤ i ≤ n ∧ i, n ∈ N}
Output: ersetzte TD = [op1, op2, ..., opo], wobei opj /∈ SKi fu¨r 1 ≤ j ≤ o und j, o ∈ N
1: function MaxRank(TD,SK,ETD)
2: max← 0
3: foreach op ∈ TD do
4: if op ∈ SKi,g ∧ Rank(SKi,g) > max then
5: max← g
6: ETDmax ← ETDi
7: end if
8: end foreach







Beim maxrank-Algorithmus wird die gesamte Transformationsdefinition TD durchlaufen und
immer wenn ein ho¨herer Operator op (op ∈ SKi,g) gefunden wird, wird die Gewichtung g der
Sprachkomponente SKi,g mit der bisher am ho¨chsten gewichteten (Maximum) verglichen. Sollte
die aktuelle Gewichtung g ho¨her als das bisherige Maximum sein oder es existiert bisher kein
Maximum, dann wird die Gewichtung g als neues Maximum gesetzt und die zugeho¨rige Ebenen-
transformationsdefinition ETDi zwischengespeichert. Wird in diesem Pra¨prozess kein Maximum
gesetzt, da keine ho¨heren Operatoren in TD existieren, wird der Ebenentransformationsprozess
beendet und die Transformationsdefinition TD als Ergebnis ausgegeben. Gibt es jedoch ein
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Maximum, wird die zwischengespeicherte Ebenentransformationsdefinition ETDmax mit der ge-
samten Transformationsdefinition TD als Eingabe gestartet. Die Ebenentransformation trans-
formiert entsprechend der Ebenentransformationsdefinition ETDmax alle zu dieser Sprachkom-
ponente geho¨renden Operatoren in elementare und/oder nichtelementare Operatoren. Mit der
durch das Ergebnis der Ebenentransformation ersetzten Transformationsdefinition TD wird die
MaxRank-Funktion erneut aufgerufen, um weitere ho¨here Operatoren zu transformieren.
Die zentrale Idee des maxrank-Algorithmus ist, dass durch die Bevorzugung von ho¨her gewichte-
ten Operatoren im Durchschnitt bei einer Ebenentransformation mehr Operatoren transformiert
werden ko¨nnen und dadurch weniger Ebenentransformationen beno¨tigt werden. Die Anzahl der
angewendeten Transformationsregeln selbst verkleinert sich nicht. Durch die Reduzierung der
Anzahl der Ebenentransformationen verringert sich jedoch der entsprechende Mehraufwand fu¨r
das Einlesen und Verarbeiten der Ebenentransformationsdefinitionen. Es mu¨ssen allerdings die
Kosten fu¨r die einmalige Gewichtung der Sprachkomponenten und ihrer Operatoren und die
wiederkehrenden Kosten fu¨r das vollsta¨ndige Durchlaufen der Transformationsdefinitionen zum
Finden der am ho¨chsten gewichteten Operatoren dagegen gerechnet werden.
Bei einer Eingabe von E7 A1 E7 B1 E4 C1 C2 E4 E7 A4 wu¨rde unter Anwendung des Opti-
mierungsansatzes der in Abbildung 5.7 gezeigte Ebenentransformationsprozess entstehen. Im
Gegensatz zu den urspru¨nglichen neun Ebenentransformationen, die jeweils mit dem Lesen der
Eingabe und der Ebenentransformationsdefinition selbst sowie dem Schreiben der Ausgabe ver-
bunden war (vgl. Abbildung 5.5), mu¨ssen in diesem konkreten Anwendungsbeispiel nun nur
noch vier Ebenentransformationen durchgefu¨hrt werden. Schon bei diesem minimalen Beispiel
reduzieren sich die Mehrkosten fu¨r das Einlesen und Schreiben deutlich.
ABBILDUNG 5.7: Beispielanwendung des maxrank-Ebenentransformationsalgorithmus.
Betrachtet man wiederum die konstruierte Beispielhierarchie aus Abbildung 5.6, so kann gezeigt
werden, dass mit dem maxrank-Algorithmus nur n Ebenentransformationen notwendig sind. Es
kann ebenso gezeigt werden, dass der optimierte Algorithmus ho¨chstens genauso viele Ebenen-
transformationen haben kann, wie der einfache first-Algorithmus. Dies ist genau dann der




Hinsichtlich der Anzahl der Ebenentransformationen ist der maxrank-Algorithmus optimal. Al-
lerdings verlangt er jeweils ein vollsta¨ndiges Einlesen der Transformationsdefinitionen innerhalb
des Pra¨prozesses nach jeder Ebenentransformation. Eine Alternative stellt der Algorithmus 3
dar.
Algorithmus 3 Ebenentransformationsprozessalgorithmus: sort
Input: TD = [op1, op2, ..., opm], SK = {SKi,g : 1 ≤ i ≤ n und i, n, g ∈ N},
ETD = {ETDi : 1 ≤ i ≤ n und i, n ∈ N}
Output: ersetzte TD = [op1, op2, ..., opo], wobei opj /∈ SKi fu¨r 1 ≤ j ≤ o und j, o ∈ N
1: function Sort(TD,SK,ETD)
2: treeETD ← nach dem Ranking absteigend sortierter Baum
3: foreach op ∈ TD do
4: if op ∈ SKi,g ∧ ETDi /∈ treeETD then
5: treeETD ← Add(treeETD,ETDi,Rank(SKi,g))
6: end if
7: end foreach
8: if treeETD 6= ∅ then
9: while treeETD 6= ∅ do
10: ETDmax ← First(treeETD)








Im sort-Algorithmus wird im Pra¨prozess einmal die gesamte Eingabe nach ho¨heren Operatoren
durchsucht und bei jedem ho¨heren Operator (op ∈ SKi,g) eine Referenz auf die entsprechende
Ebenentransformationsdefinition (ETDi) in eine Datenstruktur (z. B. bina¨rer Baum) abgelegt,
falls diese noch nicht darin vorhanden ist. Um ein schnelles Finden zu gewa¨hrleisten, wird
die Datenstruktur bereits nach den Gewichtungen g absteigend sortiert. Ist die Datenstruktur
nach dem Durchsuchen leer, weil keine ho¨heren Operatoren in der Transformationsdefinition TD
existieren, so wird der Ebenentransformationsprozess beendet und die Transformationsdefinition
TD als Ergebnis ausgegeben. Ist die sortierte Datenstruktur nicht leer, dann werden die Ebenen-
transformationen beginnend mit der am ho¨chsten gewichteten Ebenentransformationsdefinition
mit der gesamten Transformationsdefinition TD als Eingabe ausgefu¨hrt. Die Ebenentransforma-
tion transformiert entsprechend der Ebenentransformationsdefinition ETDi den ho¨heren Opera-
tor und alle zu dieser Sprachkomponente SKi,g geho¨renden Operatoren in elementare und/oder
nichtelementare Operatoren. Nun wird die ausgefu¨hrte Ebenentransformationsdefinition ETDi
aus der Datenstruktur gelo¨scht und die nun am ho¨chsten gewichtete Ebenentransformationsdefi-
nition mit der ersetzten Transformationsdefinition TD ausgefu¨hrt. Dies wird solange wiederholt,
bis die Datenstruktur leer ist. Erst dann wird die daraus resultierende Transformationsdefinition
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TD auf mglw. wa¨hrend einer Ebenentransformation entstandene, ho¨here Operatoren untersucht,
indem die Sort-Funktion erneut aufgerufen wird.
Durch das tempora¨re Zwischenspeichern entsprechender Informationen in einer Datenstruktur
mu¨ssen i. d. R. nicht so viele Transformationsdefinitionen eingelesen werden und es wird der da-
mit verbundene Mehraufwand verringert (sie z. B. Abbildung 5.8). In der Tat kann bei diesem
sort-Algorithmus aber nicht mehr garantiert werden, dass die minimale Anzahl von Ebenen-
transformationen beno¨tigt wird, da u.U. Ebenentransformationen wiederholt ausgefu¨hrt werden
mu¨ssen. Im Abschnitt 5.3.5 wird ein Beispiel pra¨sentiert, in dem dies genau der Fall ist. Dadurch
kann der sort-Algorithmus nur fu¨r Operatoren uneingeschra¨nkt angewendet werden, die bei der
Ebenentransformation lokal ersetzt werden (siehe Tabelle 5.4). Zudem entstehen zusa¨tzliche
Kosten fu¨r die Verwaltung und vor allem Sortierung der notwendigen Datenstruktur.
ABBILDUNG 5.8: Beispielanwendung des sort-Ebenentransformationsalgorithmus.
Die vorgestellten Algorithmen nehmen an, dass die Ebenentransformationsdefinition selbst di-
rekt von einem Sprachprozessor ausgefu¨hrt werden kann. Da das Konzept der Operatorhierar-
chie ebenso fu¨r die Ebenentransformationsdefinitionen zum Einsatz kommen soll, mu¨ssen auch
fu¨r diese Transformationsdefinitionen die Algorithmen rekursiv angewendet werden. Der ent-
sprechende Ablauf wird im Zusammenhang mit der Realisierung der u¨brigen Komponenten im
kommenden Abschnitt erla¨utert.
Fu¨r ein deterministisches Ergebnis des Ebenentransformationsprozesses sind fu¨r die vorgestellten
Algorithmen nur bestimmte Merkmalskombinationen erlaubt. Tabelle 5.4 fasst sie jeweils fu¨r
die vorgestellten Algorithmen zusammen. Ob ein Algorithmus uneingeschra¨nkt genutzt werden
kann oder nicht, ist dabei unabha¨ngig davon, ob die Zieloperatoren bedingt oder unbedingt bei
der Ebenentransformation erzeugt werden (Symbolisierung durch * in der Tabelle 5.4). Vielmehr
ha¨ngt es von der Lokalita¨t der Quellinformationen sowie der Zieloperatoren ab. Die Algorithmen
first und sort ko¨nnen uneingeschra¨nkt gebraucht werden, wenn die ho¨heren Operatoren lokal
an Ort und Stelle durch niedrigere ersetzt werden. Fu¨r die anderen Merkmalskombinationen
mu¨ssen bestimmte zusa¨tzliche Restriktionen erfu¨llt sein. Sind bspw. fu¨r eine Ebenentransforma-
tion eines Operators Informationen anderer Operatoren notwendig, so du¨rfen keine Operatoren
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in den ho¨heren Transformationsdefinitionen benutzt werden, die auf solchen Operatoren auf-
bauen. Beim maxrank-Algorithmus mu¨ssen solche Restriktionen nicht beachtet werden, da er
auf einer Gewichtung der bzgl. der erzeugten Operatoren basiert. Da eben gerade die ho¨her
gewichteten Operatoren zuerst transformiert werden, stehen beim maxrank-Algorithmus immer
alle notwendigen Informationen fu¨r eine Ebenentransformation auf Quellseite zur Verfu¨gung. Es
brauchen somit keine weiteren Metainformationen in Bezug auf die Ausfu¨hrungsreihenfolge der
Ebenentransformationsdefinitionen gegeben werden.
Merkmalskombination Algorithmus
Quellinformationen Zieloperatoren Bedingtheit first maxrank sort
lokal lokal * ja ja ja
global lokal * nein ja nein
lokal verteilt * nein nein nein
global verteilt * nein nein nein
TABELLE 5.4: Uneingeschra¨nkte Anwendbarkeit der Algorithmen first, maxrank und sort
bzgl. der Unterscheidungsmerkmale von Operatorebenentransformationen.
Wie die Tabelle 5.4 zudem zeigt, kann keiner der vorgestellten Algorithmen uneingeschra¨nkt
verteilte Zieloperatoren erzeugen. Verteilte Zieloperatoren haben das Problem, dass sie bzgl.
bestimmter Kontextoperatoren eingefu¨gt werden. Diese Kontextoperatoren ko¨nnen aber beim
Konzept der Operatorhierarchie bspw. durch andere Operatoren verko¨rpert oder so vera¨ndert
werden, dass die Ausfu¨hrungsreihenfolge der Ebenentransformationen wiederum signifikant ist
und nicht u¨ber die Gewichtung der erzeugten Operatoren entschieden werden kann. Dieses Pro-
blem ist allerdings auch nicht vollautomatisch lo¨sbar, wie analoge Probleme in der Aspektori-
entierung zeigen. In der Aspektorientierung werden Aspekte genutzt, um an sogenannten Join-
points Codeschnipsel hinzuzufu¨gen. Da der hinzuzufu¨gende Code selbst potentielle Joinpoints
enthalten kann, ko¨nnen Wechselwirkungen zwischen einzelnen Aspekten entstehen. Abha¨ngig
von der Reihenfolge, wie Aspekte eingewebt werden, ko¨nnen sich infolgedessen unterschiedli-
che Ergebnisse ergeben (siehe z. B. [LHBL06].) Es werden deshalb unterschiedliche Ansa¨tze
entwickelt, wie in die Ausfu¨hrungsreihenfolge manuell eingegriffen werden kann, um diese zu
steuern.
Die Ansa¨tze ko¨nnen grob in interne und externe Priorisierung unterschieden werden. Bei der
internen Priorisierung werden die Steuerungsinformationen im Aspekt angegeben. Dies unter-
stu¨tzen die meisten aspektorientierten Sprachen (z. B. AspectJ [Asp08]). Die Steuerungsinfor-
mationen ko¨nnen aber auch extern, außerhalb des Aspekts spezifiziert werden. Das Spektrum
reicht dabei von expliziten, imperative Reihenfolgeangaben [Asp08] bis hin zu impliziten, dekla-
rativen Beziehungsbeschreibungen, aus denen die Ausfu¨hrungsreihenfolge errechnet wird (z. B.
[NBA04, MW08]). Dabei mu¨ssen Algorithmen die Widerspruchsfreiheit der Beziehungsbeschrei-
bungen u¨berpru¨fen und sichern [RSB04, DFS04].
In XTC wird bisher eine externe Priorisierung mit Gewichtungen der Sprachkomponenten um-
gesetzt. Wie die Nutzung der prototypischen Implementierung zeigt, ist dieser Ansatz nicht





Zur Umsetzung des Operatorhierarchiekonzeptes wird die Ausfu¨hrungsumgebung XTC (XML
Transformation Coordinator) aufgebaut [FS06]. Sie bildet die notwendige Infrastruktur fu¨r die
Automatisierung des mehrstufigen Ebenentransformationsprozesses. XTC besteht im Wesentli-
chen aus drei Hauptbestandteilen:
• das Core System, welches den gesamten Transformationsprozess steuert,
• die Level Library, welche eine Sammlung von Ebenentransformationsdefinitionen bereitha¨lt
und
• Adapter, welche die Sprachprozessoren der verschiedenen Transformationssprachen in das
Core System integrieren.
Im Folgenden werden diese Bestandteile einzeln vorgestellt, bevor auf die Interaktionen zwischen
ihnen eingegangen wird.
5.3.1 Core System
Das Core System ist fu¨r den reibungslosen Ablauf des mehrstufigen Transformationsprozesses
verantwortlich. Dieser beinhaltet u.U. die korrekten Aufrufe der Sprachprozessoren entspre-
chend der spezifischen Transformationsdefinitionen sowohl fu¨r die elementaren Transformatio-
nen als auch fu¨r die erforderlichen Ebenentransformationen. Mehrere Komponenten, dargestellt
in Abbildung 5.9, sind bei der Durchfu¨hrung dieser Aufgabe beteiligt. Die Wichtigsten sind:
• Transformation Manager
Diese zentrale Komponente koordiniert und organisiert die Kommunikation zwischen allen
anderen Komponenten und nach außen. Er kann von der Kommandozeile (CLI, Command
Line Interface) oder von einer Java-Applikation u¨ber JAXP aufgerufen werden. JAXP ist
eine Standardschnittstelle. Wird u¨ber diese API ein bestimmter Sprachprozessor in die
Java-Applikation eingebunden, so kann dieser einfach durch XTC ausgetauscht werden,
ohne A¨nderungen am Code vornehmen zu mu¨ssen (siehe Abschnitt 5.3.3 fu¨r weitere Infor-
mationen).
• Input Handler
Der Input Handler la¨dt die u¨ber Parameter referenzierten Quelldokumente und Trans-
formationsdefinitionen sowie, wenn no¨tig, die Ebenentransformationsdefinitionen von der
Level Library und u¨berfu¨hrt diese in interne, verarbeitbare Datenstro¨me.
• Preprocessor
Der Preprocessor verarbeitet die vom Input Handler u¨berfu¨hrten Transformationsdefinitio-
nen. Er sammelt Informationen u¨ber die verwendeten Namensra¨ume. Diese Informationen




Der Engine Loader ist verantwortlich fu¨r das Aufrufen der Sprachprozessoren der einzel-
nen Transformationssprachen bzw. der entsprechenden Adapter. Die Inputdaten, wie die
Quelldokumente und Transformationsdefinitionen, mu¨ssen dabei als Parameter u¨bergeben
werden.
• Library Manager
Diese Komponente kann auf Metadaten u¨ber die Ebenentransformationsdefinitionen, die
in der Level Library abgelegt sind, zugreifen. Mit diesen Metadaten ko¨nnen die richti-
gen Ebenentransformationsdefinitionen gefunden und deren Ausfu¨hrungsreihenfolge be-
stimmt werden. Fu¨r bestimmte Merkmalskombinationen der Ebenentransformationsdefi-
nition mu¨ssen die Metadaten manuelle Priorisierungen fu¨r eine korrekte Ausfu¨hrungsrei-
henfolge enthalten (siehe Tabelle 5.4).
ABBILDUNG 5.9: Struktur von XTC.
5.3.2 Level Library
Die Level Library stellt eine Sammlung von wiederverwendbarem Code fu¨r wohldefinierte Pro-
bleme zur Verfu¨gung. Sie bietet somit, wie andere Standardbibliotheken auch, eine thematisch
gebu¨ndelte Menge an zusa¨tzlichen Funktionalita¨ten, um gemeinsame Aufgaben zu realisieren. Im
großen Unterschied zu klassischen Bibliotheken entha¨lt die Level Library jedoch Ebenentransfor-
mationsdefinitionen, die die U¨berfu¨hrung von ho¨heren Transformationsoperatoren in niedrigere
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spezifizieren, und somit Operatoren einer Sprachkomponente implementieren. Da verschiedene
Transformationssprachen bzw. deren Sprachprozessoren in XTC integriert sind, ko¨nnen diese fu¨r
die Beschreibung der Ebenentransformationen genutzt werden. Es kann somit fu¨r eine konkrete
Ebenentransformation die bevorzugte Transformationssprache ausgewa¨hlt werden.
Ein weiterer wesentlicher Unterschied zu klassischen Bibliotheken besteht bei der Einbindung der
Verweise auf die Ebenentransformationsdefinitionen in den ho¨heren Transformationsdefinitionen.
Diese werden nicht, wie u¨blich, durch eigene Anweisungen eingebunden (z. B. include in C++
oder import in Java). Mehrere Argumente sprechen dagegen:
• Es treten Konflikte mit herko¨mmlichen Einbindungsmechanismen auf (z. B. import in
XSLT), wenn sie (zufa¨llig) die gleiche Signatur verwenden (gleicher Name des Operators
und gleiche Anzahl, Namen sowie Typen der Operatorparameter).
• Es treten ebenso Konflikte bei ho¨heren Operatoren auf, falls diese (zufa¨llig) die gleiche
Signatur besitzen, bspw. wenn mehrere Ebenentransformationsdefinitionen eingebunden
werden.
• Um die Basistransformationssprachen nicht erweitern zu mu¨ssen, muss der zusa¨tzlich beno¨-
tigte Einbindungsoperator in den ho¨heren Transformationsdefinitionen bei deren Ebenen-
transformation wieder gelo¨scht werden. Dies erfordert einen weiteren Vorverarbeitungs-
prozess.
In XTC erfolgen deshalb die Verweise auf die Sprachkomponenten bzw. ihrer Ebenentransfor-
mationsdefinitionen mit Hilfe des Namensraummechanismus. Zuna¨chst wird jeder Ebenentrans-
formationsdefinition eine URI zugeordnet. Um ho¨here Operatoren in einer Transformations-
definition zu nutzen, mu¨ssen sie nun an gerade den mit dieser URI deklarierten Namensraum
gebunden werden. Die Zuweisung des Namensraums kann bspw. mit einem entsprechenden Pra¨-
fix erfolgen (siehe Abschnitt 2.2.4). Die ho¨heren Operatoren werden somit indirekt u¨ber die
URIs an ihre Ebenentransformationsdefinitionen gekoppelt. Einerseits wird dadurch jeglichen
Namenskonflikten aus dem Weg gegangen und andererseits werden keine zusa¨tzlichen Operato-
ren beno¨tigt.
Insgesamt bildet die Level Library die Basis, um Transformationen auf einer abstrakteren Ebene
mit abstrakterer Syntax beschreiben zu ko¨nnen. Klassische Bibliotheken, die ebenso bei spezifi-
schen XML-Transformationssprachen zu finden sind, definieren stattdessen wiederverwendbaren
Code mit den Mitteln der Basissprache. Es werden keine neuen Operatoren als solches bereit-
gestellt.
5.3.3 Integration der Sprachprozessoren
Zur Integration wird eine standardisierte Schnittstelle (API) beno¨tigt, die unabha¨ngig von den
verschiedenen Transformationssprachen und deren konkreten Implementierungen funktioniert.
Auf diese Weise ko¨nnen leicht weitere Sprachen in XTC eingebunden werden. Zudem ko¨nnen
die Sprachprozessoren, also die Implementation einer Transformationssprache, durch andere
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ersetzt werden. Hierdurch werden Abha¨ngigkeiten von einem bestimmten Produkt oder einem
bestimmten Hersteller vermieden.
Fu¨r Java existiert ein solches API. Zu Beginn wurde es unter dem Namen TrAX (Transformation
API for XML) entworfen. Seit der Version 1.1 ist es ein Bestandteil von JAXP (Java API for
XML Processing). JAXP [Sun07] bietet neben TrAX eine Sammlung von weiteren Schnittstellen
zum Validieren und Parsen von XML-Dokumenten. JAXP wurde erstmals mit der J2SE 1.4
[Sun03b] in die Standardbibliothek von Java aufgenommen.
TrAX wurde urspru¨nglich nur fu¨r die Sprache XSLT entwickelt. Eines der Ziele war es, eine Ab-
straktionsebene einzufu¨hren, die es erlaubt, eine XSLT-Transformationsdefinition in eine Java-
Applikation einzubinden, ohne sich um die konkreten XSLT-Prozessoren ku¨mmern zu mu¨ssen.
Man sollte, falls notwendig, die Sprachprozessoren einfach austauschen ko¨nnen. Durch ein mo-
dulares Framework sollte daru¨ber hinaus eine gro¨ßtmo¨gliche Unabha¨ngigkeit von der Art der
XML-Quelle und der Art des XML-Ergebnisses erzielt werden. Dafu¨r werden die Schnittstellen
Source und Result im Paket javax.xml.transform definiert. In JAXP werden bspw. konkrete
Klassen fu¨r Byte-Stro¨me (StreamSource, StreamResult), SAX-Datenstro¨me (SAXSource, SA-
XResult), StAX-Datenstro¨me (StAXSource, StAXResult) und DOM-Ba¨ume (DOMSource, DOM-





4 public class TrAXExample
5 {
6 public static void main(String[] args)
7 {
8 String sourceId = args [0]; // die XML−Quelle
9 String transformationDefinition = args [1]; // die Transformationsdefinition
10 try
11 {
12 // Erzeugung einer Factory−Instanz
13 TransformerFactory tFactory = TransformerFactory.newInstance();
14
15 // Erzeugung eines Transformer−Objektes basierend auf einer Transformationsdefinition
16 Transformer transformer = tFactory.newTransformer(new StreamSource(transformationDefinition));
17
18 // Transformation einer Eingabe in eine Ausgabe (auf die Konsole)
19 transformer.transform(new StreamSource(sourceId),new StreamResult(System.out));
20 }
21 catch (TransformerException e)
22 {
23 // Fehlerbehandlung




CODE 5.2: Aufruf einer Transformation in TrAX.
Der Code 5.2 zeigt einen Beispielaufruf einer Transformation unter Nutzung von TrAX. Zuna¨chst
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werden die u¨ber die Kommandozeile mitgegebenen Namen der XML-Quelldatei und der Datei,
die die Transformationsdefinition beinhaltet, zugewiesen. Anschließend werden innerhalb des
try-Blockes die drei zentralen Schritte bei der Verwendung von TrAX ausgefu¨hrt: es wird eine
Factory fu¨r Transformer-Objekte erzeugt (Zeile 13), diese legt anschließend unter Angabe der
zu verwendenden Transformationsdefinitionen ein geeignetes Transformer-Objekt an (Zeile 16),
welches schließlich die Transformation ausfu¨hrt (Zeile 19).
Da, wie der Code 5.2 beispielhaft veranschaulicht, TrAX grundsa¨tzlich jegliche Interna der Trans-
formation verbirgt und infolgedessen keine XSLT-Spezifika aufweist, kann auch jede andere
Transformationssprache gekapselt werden. So nutzt der Sprachprozessor Joost [Joo08] bspw.
TrAX fu¨r die Transformationssprache STX [CBN+07].
Aufgrund dieser Eigenschaften wird TrAX auf beiden Seiten von XTC eingesetzt: auf der einen
Seite zum Aufrufen von XTC aus einer Java-Applikation und auf der anderen Seite zur Integra-
tion der Prozessoren der unterschiedlichen Sprachen. Das Erstere ermo¨glicht, dass existierende
Applikationen, die u¨ber die TrAX-Schnittstellen Transformationen ausfu¨hren, mit minimalem
Aufwand auf XTC umgestellt werden ko¨nnen. Dafu¨r mu¨ssen keine A¨nderungen im Quelltext
vorgenommen werden, da in TrAX das Factory Pattern (siehe [GHJV95]) angewendet wird.
Um das Factory Pattern zu realisieren, wird in TrAX die Klasse TransformerFactory als ab-
strakt definiert. Sie kann somit nicht direkt instantiiert werden. Der Aufruf in Zeile 13 des
Codes 5.2 liefert stattdessen ein Objekt vom Typ TransformerFactory. Von welcher konkreten
abgeleiteten Klasse dieses Objekt eine Instanz ist, kann in Java u¨ber spezielle System-Properties
konfiguriert werden. Diese ko¨nnen beim Starten einer Java-Applikation
java −D<name>=<value> ...
oder im Code der Java-Applikation
System.setProperty(”<name>”, ”<value>”);
gesetzt werden. Der Name des speziellen System-Propertys <name> fu¨r TrAX ist
javax.xml.transform.TransformerFactory und der Wert <value> fu¨r XTC
net.sf.xtc.trax.TransformerFactoryImpl. Ohne diese zusa¨tzliche Konfiguration stellt Java 6
[Sun06] eine Referenzimplementierung bereit, bei der das Factory-Objekt einen XSLT-Prozessor
entha¨lt (siehe Abbildung 5.10). Durch das Festlegen dieser System-Property kann auf einfache
Weise XTC anstatt der Referenzimplementierung in einer Java-Applikation verwendet werden.
In gleicher Weise ko¨nnen auf der anderen Seite mit Hilfe von TrAX unterschiedliche Sprach-
prozessoren durch XTC aufgerufen und damit integriert werden. Die Auswahl der Sprachpro-
zessoren erfolgt dabei dynamisch wa¨hrend der Programmausfu¨hrung. Anhand der deklarierten
Namensra¨ume in den Transformationsdefinitionen entscheidet der Engine Loader zur Laufzeit,
welcher Sprachprozessor fu¨r diese Transformation genutzt wird. Die erforderlichen Metadaten
u¨ber die Sprachprozessoren (unterstu¨tzte Namensra¨ume und Ort der Transformationskompo-




ABBILDUNG 5.10: Integration von Sprachprozessoren.
1 Hashtable registeredProcessors = getRegisteredProcessors(PROCCESSOR FILE ID);
2
3 public void transform(Source transformationDefinition, Source source, Result result )
4 {
5 // Laden der deklarierten Namensra¨ume der Transformationsdefinition
6 Hashtable usedNamespacesInTD = getUsedNamespacesInTD(transformationDefinition);
7 String namespace = null;
8
9 // Suchen nach einem unterstu¨tzten Namensraum
10 for (Enumeration e = usedNamespacesInTD.elements(); e.hasMoreElements(); )
11 {
12 Object namespaceTD = e.nextElement();
13 if ( registeredProcessors .containsKey(namespaceTD))
14 {





20 // Setzen des entsprechenden Property−Wertes
21 System.setProperty(”javax.xml.transform.TransformerFactory”,
22 (String) registeredProcessors .get(namespace));
23 try
24 {
25 TransformerFactory tFactory = TransformerFactory.newInstance();
26 Transformer transformer = tFactory.newTransformer(transformationDefinition);




CODE 5.3: Dynamische Auswahl der integrierten Sprachprozessoren.
Einige Sprachprozessoren unterstu¨tzen TrAX nicht (vgl. Abbildung 5.10). Um diese in XTC
integrieren zu ko¨nnen, werden Adapter beno¨tigt, welche die inkompatiblen Schnittstellen u¨ber-
bru¨cken. Ruft der Engine Loader Operationen einer solchen Adapterinstanz auf, delegiert der
Adapter diese Anfrage weiter und ruft seinerseits die entsprechenden Operationen der Sprach-
prozessoren auf. Der Adapter adaptiert dadurch die Schnittstelle des Sprachprozessors, so dass
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XTC diesen nutzen kann. Das Adapter Pattern (siehe [GHJV95]) ermo¨glicht somit trotz inkom-
patibler Schnittstellen eine Kommunikation zwischen den beiden Komponenten.
5.3.4 Funktionsweise
Jeder Transformationsprozess in XTC beginnt mit der Bereitstellung von mindestens einer XML-
Quelle sowie einer Transformationsdefinition, unabha¨ngig davon, ob XTC u¨ber die Kommando-
zeile (CLI) oder von einer Java-Applikation u¨ber JAXP initiiert wird (siehe Abbildung 5.11).
Der Input Handler la¨dt die Inputs und u¨berfu¨hrt sie in eine fu¨r den weiteren Transformations-
prozess verarbeitbare Form. Im na¨chsten Transformationsschritt protokolliert der Preprocessor
sa¨mtliche Namensra¨ume, die in der Transformationsdefinition deklariert werden. Anschließend
werden diese Namensra¨ume mit den URIs der registrierten Ebenentransformationsdefinitionen
verglichen, die vom Library Manager bereitgestellt werden und sich physisch in der Level Library
befinden.
ABBILDUNG 5.11: Zusammenspiel der Komponenten von XTC.
Existieren keine u¨bereinstimmenden URIs, handelt es sich um eine elementare Transformation.
Mit den Metadaten u¨ber die registrierten Sprachprozessoren entscheidet nun der Engine Loader,
welcher Sprachprozessor diese elementare Transformation ausfu¨hrt. Das dem Engine Loader
zuru¨ckgelieferte Ergebnis wird durch den Transformation Manager nach außen gegeben. Wird




Existieren jedoch u¨bereinstimmende URIs, sind per Definition in der Transformationsdefinition
ho¨here Transformationsoperatoren verwendet worden. In diesem Fall werden die ho¨heren Trans-
formationsoperatoren mit Hilfe der referenzierten Ebenentransformationsdefinitionen in niedri-
gere, mglw. elementare Operatoren u¨berfu¨hrt. Der Transformation Manager veranlasst einen
demgema¨ß rekursive Aufrufe des Gesamtprozesses. Bei einem rekursiven Aufruf ist die Trans-
formationsdefinition die Quelle und die erste referenzierte Ebenentransformationsdefinition die
neue Transformationsdefinition. Als Ergebnis liefert diese (rekursive) Ebenentransformation eine
ersetzte Transformationsdefinition, die wiederum Ausgangspunkt fu¨r die na¨chste identifizierte
Ebenentransformation ist.
Sind alle bisher identifizierten Ebenentransformationsdefinitionen abgearbeitet, wird nun die
urspru¨ngliche Transformation mit dieser ersetzten Transformationsdefinition fortgesetzt. Dazu
wird die ersetzte Transformationsdefinition erneut auf Vorhandensein von ho¨heren Operatoren
u¨berpru¨ft. Dieser Ablauf wird solange wiederholt bis die Transformationsdefinition keine ho¨heren
Transformationsoperatoren mehr besitzt und eine elementare Transformation ausgefu¨hrt werden
kann.
Da in den Ebenentransformationsdefinitionen ebenso ho¨here Transformationsoperatoren genutzt
werden ko¨nnen, ko¨nnen auch hier Ebenentransformationen notwendig sein. Abbildung 5.12 zeigt
beispielhaft einen schematischen Transformationsprozess in XTC.
ABBILDUNG 5.12: Beispielablauf eines Transformationsprozesses in XTC.
Im ersten Schritt wird XTC mit einer Quelle und einer Transformationsdefinition gestartet.
Da die Transformationsdefinition ho¨here Operatoren entha¨lt, deren URI in der Level Library
von XTC registriert werden, werden in den rekursiven Aufrufen (Schritt 2 bis 4) entsprechende
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Ebenentransformationen durchgefu¨hrt. Die Ebenentransformationsdefinitionen bestehen dabei
nur aus elementaren Operatoren und ko¨nnen infolgedessen direkt mit einem Sprachprozessor
ausgefu¨hrt werden. Fu¨r die Ebenentransformation ko¨nnen verschiedene Sprachen bzw. deren
registrierte Sprachprozessoren in XTC eingesetzt werden. Durch die Ebenentransformationen
werden aus der urspru¨nglichen Transformationsdefinition aus Schritt 1 die ersetzten Transfor-
mationsdefinitionen. Zur Unterscheidung werden diese jeweils mit einem Stern gekennzeichnet:
1*, 1** und 1***. Da immer noch nicht alle ho¨heren Operatoren der urspru¨nglichen Transforma-
tionsdefinition (Schritt 1***) in elementare Operatoren transformiert wurden, muss eine weitere
Ebenentransformation ausgelo¨st werden (Schritt 5). Die erforderliche Ebenentransformations-
definition wurde dabei mit ho¨heren Operatoren beschrieben. Um sie mit einem Sprachprozessor
verarbeiten zu ko¨nnen, wird daher ein erneuter Aufruf (Schritt 6) veranlasst, der fu¨r diese Trans-
formationsdefinition eine Ebenentransformation initiiert. Diese eben beschriebene Kette von
Rekursionen in Richtung der Ebenentransformationsdefinitionen kann sich fortsetzen. Dadurch
entstehen in zwei Dimensionen rekursive Aufrufe. Die in Schritt 6 beno¨tigte Ebenentransformati-
onsdefinition muss ihrerseits durch Ebenentransformationen (Schritt 7 und 8) in eine elementare
Transformationsdefinition u¨bersetzt werden. Erst jetzt ko¨nnen die Ebenentransformationen von
Schritt 6** und Schritt 5* sowie die eigentliche Transformation des ersten Schrittes durch ent-
sprechende Sprachprozessoren ausgefu¨hrt und das Ergebnis von XTC ausgegeben werden.
5.3.5 Experimentelle Untersuchungen
Im Transformation Manager wurden die drei im Abschnitt 5.2 vorgeschlagenen Algorithmen
first, maxrank und sort zur Steuerung des Ebenentransformationsprozesses implementiert.
Die bevorzugte Ausfu¨hrungsstrategie kann mittels Parameter beim Aufruf von XTC gesetzt
werden. Eine nachtra¨gliche Konfiguration ist ebenso mo¨glich.
Im Folgenden werden die drei umgesetzten Algorithmen verglichen. Da die Effizienz eines Algo-
rithmus von einer Vielzahl von Einflussgro¨ßen abha¨ngt (siehe Liste auf Seite 97), werden unter-
schiedliche Experimente auf einer isolierten Messumgebung durchgefu¨hrt. Als Messumgebung
dient ein Rechner mit Intel R© CoreTM Duo, 2GHz und 2GB Arbeitsspeicher. Als Betriebssystem
wird Windows XP mit installierter JRE 6.0 eingesetzt. Die Transformationsdefinitionen wurden
mit XSLT implementiert und mit Hilfe des Sprachprozessors Saxon 9.0 [Kay08] ausgefu¨hrt, der
AElfred 7.0 [Meg02] als XML-Parser einsetzt.
Untere Schranke des first-Algorithmus
Im ersten Experiment soll die Operatorhierarchie aus Abbildung 5.6 als Beispielhierarchie die-
nen. Mit diesem Experiment soll veranschaulicht werden, dass der einfache first-Algorithmus
auch praktisch signifikant langsamer als die anderen beiden Algorithmen sein kann. Um dies
eindrucksvoll zu verdeutlichen, wird die Operatorhierarchie von Abbildung 5.6 auf 20 Ebenen
erweitert. Die ho¨heren Operatoren werden dabei nach dem gleichen Schema auf Operatoren
niedrigerer Ebenen u¨berfu¨hrt, wie in Abbildung 5.6 gezeigt.
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ETDD = {D⇒ E}
ETDC = {C⇒ D}
ETDB = {B⇒ D C}
ETDA = {A⇒ D C B}
ETDZ = {Z⇒ D C B A}
ETDY = {Y ⇒ D C B A Z}, usw.
Insgesamt werden somit 20 Ebenentransformationsdefinitionen mit jeweils gleicher Dateigro¨ße
(40,36 KByte) entwickelt bzw. generiert. Die Dateigro¨ße wird exakt gleich lang gewa¨hlt, um
Verzerrungen durch unterschiedliche Geschwindigkeiten beim Parsen der Ebenentransforma-
tionsdefinitionen zu minimieren.
Die folgende Tabelle 5.5 zeigt die gemessenen Eingaben. Die Operatoren in den Eingaben
sind so gewa¨hlt, dass sie bzgl. ihrer Gewichtung aufsteigend sortiert sind. Da in diesen Fa¨llen
der first-Algorithmus wiederholt Operatoren niedrigerer Ebenen ausfu¨hrt, beno¨tigt er 2n − 1




3 D C B
5 D C B A Z
7 D C B A Z Y X
9 D C B A Z Y X W V
12 D C B A Z Y X W V U T S
15 D C B A Z Y X W V U T S R Q P
18 D C B A Z Y X W V U T S R Q P O N M
20 D C B A Z Y X W V U T S R Q P O N M L K
TABELLE 5.5: Eingaben fu¨r die Beispielmessungen (1. Experiment).
Tabelle 5.6 gibt beispielhaft die Messungen fu¨r n = 3 an. Schon bei diesen wenigen Opera-
torenebenen sind die Unterschiede in den Laufzeiten merkbar. Aufsummiert (netto) fallen sie
jedoch geringer aus als erwartet. Dies liegt daran, dass der Sprachprozessor Saxon fu¨r die erste
Ebenentransformation betra¨chtlich mehr Zeit u. a. fu¨r deren Initialisierung beno¨tigt.
Betrachtet man neben der reinen Laufzeit fu¨r die Ebenentransformationen (Summe netto) ebenso
die beno¨tigte Laufzeit fu¨r die Steuerung der Ebenentransformationsaufrufe innerhalb von XTC
(Summe brutto), so reduziert sich der prozentuale Laufzeitverlust des first-Algorithmus ge-
genu¨ber den beiden anderen Algorithmen geringfu¨gig. Diese Beobachtung la¨sst sich aus dem
zusa¨tzlichen Aufwand fu¨r das Finden des Maximums (maxrank) oder fu¨r das Sortieren (sort)
begru¨nden.
Da die Anzahl der beno¨tigten Ebenentransformationen beim first-Algorithmus jedoch bei den
Eingaben von Tabelle 5.5 exponentiell wa¨chst, ko¨nnen die zusa¨tzlichen Kosten bei den anderen
112
5.3 REALISIERUNG
Laufzeiten in ms (Ebenentransformationsdefinition)
first maxrank sort
1. Ebenentransformation 496,53 (ETDD) 492,62 (ETDB) 489,64 (ETDB)
2. Ebenentransformation 100,93 (ETDC) 99,18 (ETDC) 99,59 (ETDC)
3. Ebenentransformation 75,50 (ETDD) 76,84 (ETDD) 77,92 (ETDD)
4. Ebenentransformation 68,62 (ETDB)
5. Ebenentransformation 95,09 (ETDD)
6. Ebenentransformation 63,24 (ETDC)
7. Ebenentransformation 58,52 (ETDD)
Durchschnitt 136,92 222,84 222,38
Median 75,50 99,18 99,59
Summe (netto) 958,43 668,53 667,15
Summe (brutto) 1.086,96 780,07 776,58
TABELLE 5.6: U¨bersicht der Einzelwertmessungen der Ebenentransformationen fu¨r n=3 der Al-
gorithmen first, maxrank und sort (1. Experiment).
beiden Algorithmen vernachla¨ssigt werden. Zumal durch diesen Aufwand ein lineare Abha¨ngig-
keit erreicht werden kann. Die Abbildung 5.13, in der die Bruttogesamtlaufzeiten der Algorith-
men fu¨r den Ebenentransformationsprozess erfasst werden, zeigt dies unu¨bersehbar. Lediglich
bei einer Hierarchieebene (n = 1) wa¨re der first-Algorithmus zu bevorzugen.
Trotz linearem Anwachsen der Ebenentransformationen (z. B. bei der Eingabe n=20 sind 20
Ebenentransformationen erforderlich) entwickelt sich die Laufzeit der Algorithmen maxrank und
sort ebenso exponentiell (siehe Abbildung 5.13). Der Grund fu¨r dieses schnelle Wachstum ist
bei den Ebenentransformationsdefinitionen von Seite 112 selbst zu finden. Operatoren auf n-ter
Ebene erzeugen indirekt 2n−1 elementare Operatoren. Das Einlesen und Ausgeben der Zwi-
schenergebnisse wa¨hrend des Ebenentransformationsprozesses verbraucht somit die notwendige
Zeit.
Untere Schranke des maxrank-Algorithmus
Mit dem zweiten Experiment soll der schlechteste Fall des maxrank-Algorithmus betrachtet wer-
den. Dieser Fall zeichnet sich durch eine absteigende Gewichtung der verwendeten Operatoren in
der u¨bergebenen, ho¨heren Transformationsdefinition aus, die ebenfalls in allen Zwischenresulta-
ten (ersetzten Transformationsdefinitionen) gegeben sein muss. Damit diese Einschra¨nkung er-
fu¨llt ist, muss zum einen die Eingabe bzgl. der Gewichtungen der ho¨heren Operatoren absteigend
sortiert sein. Zum anderen mu¨ssen die Ebenentransformationsdefinitionen selbst Operatoren mit
absteigender Gewichtung erzeugen.
Im zweiten Experiment werden die folgenden Transformationsregeln in den Ebenentransfor-
mationsdefinitionen implementiert, die den obigen Bedingungen genu¨gen. Der Operator E ist
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ABBILDUNG 5.13: Laufzeiten der Ebenentransformationsprozessalgorithmen first, maxrank
und sort im Vergleich (1. Experiment).
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ETDD = {D⇒ E}
ETDC = {C⇒ D}
ETDB = {B⇒ C}
ETDA = {A⇒ B}
ETDZ = {Z⇒ A}
ETDY = {Y ⇒ Z}, usw.
Dieses zweite Experiment soll zeigen, dass der maxrank-Algorithmus in dem fu¨r ihn ungu¨nstig-
sten Fall nicht erheblich langsamer ist, als der first-Algorithmus. Dabei muss erwa¨hnt werden,
dass diese spezielle Konstellation sogleich der optimale Fall des first-Algorithmus ist. Der
maxrank-Algorithmus durchla¨uft hier unno¨tigerweise jeweils die gesamten ho¨heren Transforma-
tionsdefinitionen im Pra¨prozess, um das Maximum zu finden. Letztlich wird jedoch immer die
Ebenentransformationsdefinition vom ersten ho¨heren Operator ausgefu¨hrt, weil diese der maxi-
malen Gewichtung entspricht.
Fu¨r die Durchfu¨hrung des Experimentes werden erneut insgesamt 20 Ebenentransformations-
definitionen mit wiederum gleicher Dateigro¨ße (40,36 KByte) entwickelt bzw. generiert. Die
Zeitmessung wird an folgenden Eingaben vorgenommen (siehe Tabelle 5.7).
Nummer n Eingabe
1 D
3 B C D
5 Z A B C D
7 X Y Z A B C D
9 V W X Y Z A B C D
12 S T U V W X Y Z A B C D
15 P Q R S T U V W X Y Z A B C D
18 M N O P Q R S T U V W X Y Z A B C D
20 K L M N O P Q R S T U V W X Y Z A B C D
TABELLE 5.7: Eingaben fu¨r die Beispielmessungen (2. Experiment).
Tabelle 5.8 gibt exemplarisch die Messungen fu¨r n = 5 an. Da die Eingaben fu¨r den first-
Algorithmus optimal sind, beno¨tigt er genauso viele Ebenentransformationen, wie die anderen
beiden Algorithmen. Aus diesem Grund ist er fu¨r alle Eingaben aus Tabelle 5.7 schneller als der
maxrank-Algorithmus. Gegenu¨ber dem sort-Algorithmus ist der first-Algorithmus in diesem
Experiment allerdings bereits ab der Eingabe n = 3 langsamer (vgl. Abbildung 5.14). Der Grund
liegt in der Eingabeoptimierung des sort-Algorithmus.
Unabha¨ngig davon, zeigt die Abbildung 5.14, dass im zweiten Experiment (im Gegensatz zum er-
sten Experiment) bei allen Algorithmen die Laufzeit linear zu n ansteigt. Der Grund liegt darin,
dass in diesem Experiment nicht die Anzahl der erzeugten Operatoren mit gro¨ßer werdendem n



















ABBILDUNG 5.14: Laufzeiten der Ebenentransformationsprozessalgorithmen first, maxrank
und sort im Vergleich (2. Experiment).
116
5.3 REALISIERUNG
Laufzeiten in ms (Ebenentransformationsdefinition)
first maxrank sort
1. Ebenentransformation 496,65 (ETDZ) 497,44 (ETDZ) 496,04 (ETDZ)
2. Ebenentransformation 101,65 (ETDA) 102,22 (ETDA) 101,39 (ETDA)
3. Ebenentransformation 78,65 (ETDB) 77,60 (ETDB) 80,60 (ETDB)
4. Ebenentransformation 69,35 (ETDC) 70,92 (ETDC) 70,47 (ETDC)
5. Ebenentransformation 97,32 (ETDD) 96,35 (ETDD) 94,81 (ETDD)
Durchschnitt 168,72 168,90 168,66
Median 97,32 96,35 94,81
Summe (netto) 843,62 844,52 843,30
Summe (brutto) 970,58 974,18 963,89
TABELLE 5.8: U¨bersicht der Einzelwertmessungen der Ebenentransformationen fu¨r n=5 der Al-
gorithmen first, maxrank und sort (2. Experiment).
Vergleicht man den maxrank-Algorithmus mit dem sort-Algorithmus in den bisherigen Experi-
menten genauer, so kann festgestellt werden, dass bisher der sort-Algorithmus mit Ausnahme
jeweils der Eingabe n = 1 schneller ist als maxrank. Je gro¨ßer n und somit je mehr Ebenen-
transformationen erforderlich sind, umso gro¨ßer der Zeitgewinn des sort-Algorithmus. Dies ist
folgerichtig, da dieser Algorithmus nicht jedes Mal die Zwischenresultate (ersetzten Transfor-
mationsdefinitionen) nach dem am ho¨chsten gewichteten Operator bzw. dessen zugeordneten
Ebenentransformationsdefinition durchsucht.
Untere Schranke des sort-Algorithmus
In diesem dritten Experiment soll gezeigt werden, dass es auch Fa¨lle gibt, in denen sowohl der
maxrank-Algorithmus als auch der first-Algorithmus betra¨chtlich weniger Laufzeit beno¨tigen
als der sort-Algorithmus. Um dies zu veranschaulichen, ko¨nnen die Ebenentransformationsde-
finitionen vom zweiten Experiment auf Seite 115 erneut genutzt werden. Es mu¨ssen lediglich die
Eingaben so modifiziert werden, dass sie die Schwachpunkte des sort-Algorithmus aufdecken.
Der Algorithmus nimmt an, dass in der Vielzahl der Fa¨lle sich schon in der u¨bergebenen Trans-
formationsdefinition anna¨hernd alle ho¨heren Operatoren befinden und nicht erst wa¨hrend des
Ebenentransformationsprozesses erzeugt werden. Der sort-Algorithmus verzichtet ebendeswe-
gen darauf jedes Zwischenresultat (ersetzte Transformationsdefinition) einzulesen und auf ho¨here
Operatoren zu pru¨fen (wie z. B. der maxrank-Algorithmus). Werden bei den Eingaben bewusst
Lu¨cken gelassen, indem bspw. Operatoren mit nur geraden oder nur ungeraden Gewichtungen
gewa¨hlt werden (siehe Tabelle 5.9), entgehen dem sort-Algorithmen viele hoch gewichtete Ope-
ratoren. Bei deren Transformation in niedrigere Operatoren werden dann zwangsla¨ufig niedrig
gewichtete Ebenentransformationen wiederholt ausgefu¨hrt.
Fu¨r die Eingaben aus Tabelle 5.9 kann errechnet werden, dass der sort-Algorithmus
dn/2e (n − dn/2e + 1) Ebenentransformationen verlangt, wobei n die Nummer der Eingabe
bezeichnet. Der first-Algorithmus und der maxrank-Algorithmus brauchen hingegen bloß n
Ebenentransformationen. Dieser Unterschied spiegelt sich in den Laufzeiten wider. Tabelle 5.10







5 Z B D
7 X Z B D
9 V X Z B D
12 S U W Y A C
15 P R T V X Z B D
18 M O Q S U W Y A C
20 K M O Q S U W Y A C
TABELLE 5.9: Eingaben fu¨r die Beispielmessungen (3. Experiment).
Laufzeiten in ms (Ebenentransformationsdefinition)
first maxrank sort
1. Ebenentransformation 489,70 (ETDZ) 489,48 (ETDZ) 487,08 (ETDZ)
2. Ebenentransformation 98,97 (ETDA) 98,81 (ETDA) 98,60 (ETDB)
3. Ebenentransformation 77,58 (ETDB) 78,89 (ETDB) 78,15 (ETDD)
4. Ebenentransformation 67,64 (ETDC) 68,10 (ETDC) 68,50 (ETDA)
5. Ebenentransformation 94,19 (ETDD) 93,32 (ETDD) 92,03 (ETDC)
6. Ebenentransformation 62,53 (ETDB)
7. Ebenentransformation 59,29 (ETDD)
8. Ebenentransformation 59,10 (ETDC)
9. Ebenentransformation 84,37 (ETDD)
Durchschnitt 165,62 165,72 164,87
Median 98,97 93,32 92,03
Summe (netto) 828,09 828,60 946,18
Summe (brutto) 949,91 954,05 1.220,28
TABELLE 5.10: U¨bersicht der Einzelwertmessungen fu¨r n=5 der Algorithmen first, maxrank
und sort (3. Experiment).
Zum Vergleich der Laufzeiten fu¨r die andere Eingaben aus Tabelle 5.9 wird auf die Abbildung 5.15
verwiesen.
Fazit
Die experimentellen Untersuchungen besta¨tigen, dass der maxrank-Algorithmus immer die mi-
nimale Anzahl von Ebenentransformationen beno¨tigt. Diese Optimalita¨t erkauft er sich mit
vergleichsweisen geringen zusa¨tzlichen Laufzeitkosten gegenu¨ber dem first-Algorithmus bzw.
dem sort-Algorithmus. Aus diesem Grund wird der maxrank-Algorithmus als Standardstrategie
in XTC gewa¨hlt. Der sort-Algorithmus sollte bevorzugt werden, wenn viele ho¨here Operato-
ren aus verschiedenen Sprachkomponenten zum Einsatz kommen. Je mehr ho¨here Operatoren
bereits die u¨bergebene Transformationsdefinition entha¨lt und je weniger ho¨here Operatoren erst
wa¨hrend des Ebenentransformationsprozesses erzeugt werden, umso vorteilhafter ist der sort-
Algorithmus. Dies gilt insbesondere, wenn es sich um eine große Transformationsdefinition
handelt. Der first-Algorithmus sollte den Vorrang erhalten, wenn von vornherein feststeht,
dass nur ho¨here Operatoren einer Sprachkomponente oder nicht korrelierende Operatoren An-
wendung finden, bei denen die Reihenfolge der Ebenentransformationen nicht entscheidend fu¨r























ABBILDUNG 5.15: Laufzeiten der Ebenentransformationsprozessalgorithmen first, maxrank





In diesem Kapitel werden die konzeptionellen Grundlagen und die Realisierung des Genera-
torsystems XOpGen vorgestellt. Aufgabe von XOpGen ist die Generation von Validierungs-
komponenten u. a. fu¨r die syntaktische U¨berpru¨fung von ho¨heren Operatoren. Die generierten
Validierungskomponenten werden in die Infrastruktur der Ebenentransformationsdefinitionen
integriert (siehe Abbildung 6.1). Ziel ist es, den Sprachentwickler bei der Implementierung von
ho¨heren Operatoren zu entlasten.
ABBILDUNG 6.1: Einordnung des Generatorsystems XOpGen in die Gesamtstruktur.
Im ersten Abschnitt dieses Kapitels wird eine konkrete Umsetzung einer Operatorvalidierung
beschrieben. Anschließend wird ein Konzept vorgeschlagen, welches den technischen, schema-
tisch gleichen Code aus einer abstrakteren Strukturbeschreibung automatisch erzeugt. Die dafu¨r
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beno¨tigten Generationsschritte werden im darauffolgenden Abschnitt na¨her erla¨utert. Der letzte
Abschnitt stellt die dafu¨r notwendigen Generatoren vor.
6.1 Einfu¨hrung
Die fu¨r das Anwendungsszenario der Umstrukturierung vorgeschlagene Ebenentransformations-
definition (Code 5.1) beschreibt, welche neu hinzugefu¨gten, nicht elementaren Operatoren wie
in elementare Operatoren u¨berfu¨hrt werden. Die restlichen, nicht erkannten Operatoren wer-
den wa¨hrend der Ebenentransformation einfach kopiert. Ein wichtiger Aspekt wurde dabei
bisher vernachla¨ssigt: die Validierung der neuen Operatoren. Unter einer Validierung soll
in dieser Arbeit der Vorgang der U¨berpru¨fung eines Dokumentes gegen eine bestimmte vorge-
schriebene Spezifikation, welche Strukturen und Datentypen festlegt, verstanden werden. Ohne
eine Validierung werden fehlerbehaftete Operatoren nicht oder falsch erkannt und interpretiert.
Fehlerquellen ko¨nnen bspw.
• im Operatornamen (z. B. durch Schreib- oder Tippfehler),
• bei Attributen (z. B. zwingend erforderliche Attribute vergessen oder nicht erlaubte Attri-
bute verwendet),
• bei statischen Attributwerten bzgl. eines bestimmten Attributtyps (z. B. bei Aufza¨hlungs-
typen) oder
• durch Missachtung von Abha¨ngigkeiten zwischen Attributen (z. B. mindestens ein Attribut
von mehreren muss eingesetzt werden oder bei gegenseitig ausschließenden Attributen)
auftreten. Neben diesen lokalen Fehlerquellen innerhalb eines Operators ko¨nnen ebenso globale
Abha¨ngigkeiten und Integrita¨ten zwischen Operatoren (z. B. Reihenfolge, Anzahl oder gegensei-
tiger Ausschluss) sowie zwischen deren Attributen (z. B. bestimmte Attributwertabha¨ngigkeiten
oder gegenseitiger Ausschluss) fu¨r eine korrekte Ausfu¨hrung der Ebenentransformation voraus-
gesetzt sein.
Ein Validierer1 ist eine Software, welche ein Dokument analysiert und Meldungen zur Kon-
formita¨t dieses Dokumentes bzgl. dessen Spezifikation liefert. Er setzt somit eine Validierung
um. Die Beschreibung eines Validierers kann, wie die Ebenentransformationsdefinition selbst,
mit Hilfe von XSLT realisiert werden. Der Code 6.1 zeigt exemplarisch eine U¨berpru¨fung der
Syntax des move-after-Operators. In den Zeilen 8–13 und 14–19 wird demonstriert, wie ge-
testet werden kann, ob die erforderlichen Attribute from und to existieren. Der Test in den
Zeilen 20–27 u¨berpru¨ft, ob unerlaubte Attribute verwendet wurden. Die Zeilen 28–31 sichern,
dass der move-after-Operator ein leeres Element ist. Hierdurch werden Kindelemente generell
ausgeschlossen.




Wie der kleine Beispielcode 6.1 bereits verdeutlicht, ergeben sich bei dieser Implementierungs-
methode mehrere Nachteile. Zum einen wird direkt festgelegt, wie beim Finden eines Fehlers die
entsprechende Fehlermeldung erfolgt. Eine Umstellung auf einen anderen Fehlerbenachrichti-
gungsmechanismus, z. B. die Generation einer HTML-Dokumentation, oder die Umstellung der
Sprache (z. B. auf Deutsch) ist dementsprechend schwierig. Zum anderen tritt immer wieder der
gleiche schematische Code auf, der daru¨ber hinaus sehr technisch und wenig kurz und pra¨gnant






















22<xslt:when test=”name()=’from’ or name()=’to’>
23<xslt:message>The attribute ’<xslt:value−of select=”name()”/>’ is not allowed





29<xslt:message>The element ’<xslt:value−of select=”name()”/>’ is not allowed





CODE 6.1: Mo¨gliche Validierungsregeln fu¨r den move-after-Operator.
Die Idee ist, die Validierungsregeln (das Was) nicht direkt auf technischer Ebene zu imple-
mentieren (das Wie), sondern auf eine abstraktere Ebene zu verlagern. Die Spezifikation der
Validierungsregeln erfolgt in einer fachlich motivierten Sprache, die spezifische, fu¨r diese Aufgabe
typische Konzepte beinhaltet und von technischen Details der Umsetzungstechnologie abstra-
hiert. Eine solche Sprache ist bspw. eine Schemasprache zur Definition eines XML-Typsystems
oder aber auch eine andere Grammatik. U¨ber eine Transformation, welche aus einer Spezifika-
tion Codebestandteile der konkreten Plattform (z. B. die Transformationssprache XSLT) erzeugt,
werden die fachlichen Informationen mit technischen Details angereichert bzw. verfeinert. Da-
durch wird das Was vom Wie entkoppelt. Der Sprachentwickler kann sich auf die Erstellung der
Validierungsregeln fu¨r die neuen Operatoren konzentrieren.
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Die Trennung in der oben beschriebenen Idee bewirkt eine Verringerung der Abha¨ngigkeit von
der technischen Plattform (z. B. XSLT). So ko¨nnen Weiterentwicklungen der Plattform oder
sogar ein Austausch der Plattform in den Generatoren nachvollzogen werden. Neben der Redu-
zierung des Entwicklungsaufwandes durch die Generation der Operatorvalidierung kann somit
auch eine ho¨here Flexibilita¨t der Implementierung erreicht werden.
ABBILDUNG 6.2: Konzept von XOpGen.
Abbildung 6.2 zeigt das zugrundeliegende Konzept. Aus den Informationen eines Schemas, wel-
che in ihrer Gesamtheit die Syntax der zusa¨tzlichen Operatoren festlegen, werden mit Hilfe
von XOpGen zwei Validierer erzeugt. Dies ist zum einen ein Ebenenvalidierer, der die korrekte
Benutzung der ho¨heren Operatoren sicherstellt und damit die eigentliche Ebenentransformati-
onsdefinition entlastet. Infolgedessen muss sich die Ebenentransformationsdefinition nicht um
inkorrekte ho¨here Operatoren ku¨mmern und wird somit nicht unno¨tig kompliziert. Eine solche
klare Trennung zwischen Validierer und Transformator ist mo¨glich, da die Validierung der ho¨-
heren Operatoren vo¨llig unabha¨ngig davon ist, was aus ihnen erstellt wird. Zum anderen wird
ein zweiter Validierer generiert, der sichert, dass der Input der zusa¨tzlichen ho¨heren Operato-
ren korrekte Datentypen aufweist. Da eine solche U¨berpru¨fung erst wa¨hrend der elementaren
Transformation erfolgen kann, werden entsprechende Testabfragen in der elementaren Transfor-
mationsdefinition indirekt u¨ber die Ebenentransformation erstellt. Deshalb ist der generierte
Inputvalidierer genau genommen gar kein Validierer, sondern vielmehr schematischer Code, der
verantwortlich dafu¨r ist, dass wa¨hrend der Ebenentransformation Testabfragen fu¨r die elemen-
tare Transformation konstruiert werden.
Beide generierten Validierungskomponenten werden in die vorhandene Infrastruktur fu¨r Ebenen-
transformationsdefinitionen eingebunden. Die Infrastruktur selbst ist ein generischer Bestand-
teil, der unabha¨ngig von der Syntax konkreter Operatoren ist und daher nicht aus dem Schema
abgeleitet werden muss bzw. kann. Neben den Validierungskomponenten kann in die Infrastruk-
tur ebenso der Ebenentransformator eingebunden werden, der fu¨r die eigentliche U¨berfu¨hrung
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der neuen, ho¨heren Operatoren in niedrigere Operatoren verantwortlich ist.
Damit nicht nur Validierungskomponenten fu¨r eine feste technische Zielplattform (vorhandene
Infrastruktur und Basistransformationssprache) erzeugt werden ko¨nnen, bietet der Generator
Schnittstellen an. Diese Schnittstellen stellen Variationspunkte zur Verfu¨gung, mit denen spezi-
fische, individuelle Anpassungen vorgenommen werden ko¨nnen (z. B. Art und Umfang der Feh-
lermeldungen im Fehlerfall), die entsprechend wa¨hrend der Generation verarbeitet werden.
6.2 Detaillierte Beschreibung
Als Ausgangsbasis fu¨r die Generation der Validierungskomponenten kommen unterschiedliche
Arten von Schemasprachen in Frage. Wie in Abschnitt 2.3 geschildert, ko¨nnen diese grob in
grammatikbasierte und regelbasierte Ansa¨tze unterschieden werden. Mit grammatikbasierten
Ansa¨tzen kann die Struktur von XML-Dokumenten sowie Datentypen erheblich pra¨gnanter und
ku¨rzer, als dies mit regelbasierten Ansa¨tzen mo¨glich ist, beschrieben werden. Dies liegt daran,
dass viele Regeln implizit durch die Strukturbeschreibung aufgestellt werden. Mit regelbasier-
ten Ansa¨tzen hingegen ko¨nnen weitaus komplexere Einschra¨nkungen, wie bspw. gegenseitige
Abha¨ngigkeiten zwischen verschiedenen Elementen und Attributen, spezifiziert werden. Zudem
ko¨nnen Fehlermeldungen fu¨r Nichteinhaltungen der spezifizierten Einschra¨nkungen formuliert
werden. Insgesamt sind regelbasierte Ansa¨tze mit ihren expliziten Regeln na¨her an der eigent-
lichen Umsetzung und ko¨nnen somit leichter implementiert werden, wie bspw. ebenso in [Jel99]
oder [Nor99] festgestellt wurde. Eine Technologie fu¨r die Umsetzung wird als solches allerdings
noch nicht festgelegt.
ABBILDUNG 6.3: Generationsprozess vom grammatikbasierten Schema zu den Validierern.
Um die Vorteile der unterschiedlichen Ansa¨tze von Schemasprachen zu nutzen, wird in [Fo¨t07a]
eine zweistufige Generierung von einem grammatikbasierten Schema u¨ber regelbasierte Schemata
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zu den eigentlichen Validierungskomponenten aufgebaut (vgl. mit Abbildung 6.3). Durch diese
Kaskadierung ko¨nnen in einem ersten Generationsschritt implizite Regeln in explizite Regeln
u¨berfu¨hrt werden. Ebenso ko¨nnen in diesem Schritt die strukturell gleichen Fehlermeldungen
generiert werden. Im zweiten Generationsschritt, bei der U¨berfu¨hrung der expliziten Regeln in
eine konkrete Implementierung, kann auf existierende Transformatoren aufgesetzt werden. Die
einzelnen Generationsschritte werden im Folgenden an den Beispielen der Anwendungsszenarien
vertieft. Die Implementierung wird im Abschnitt 6.3 vorgestellt.
Grammatikbasiertes Schema der Sprachkomponente
Als Ausgangspunkt dient aus den oben genannten Gru¨nden eine grammatikbasierte Schema-
sprache. Da das vom W3C verabschiedete XML Schema zum einen im Vergleich zu anderen
grammatikbasierten Schemasprachen sehr ma¨chtig ist [LC00, Jel01] und ihm zum anderen die
gro¨ßte praktische Bedeutung zukommt, wurde dieser Sprachvorschlag fu¨r die Spezifikation der
Sprachkomponenten gewa¨hlt. Andere oder zuku¨nftige grammatikbasierte Sprachvorschla¨ge sind
grundsa¨tzlich nicht ausgeschlossen. Fu¨r sie muss der Schema-Generator entsprechend angepasst
werden. Alternativ ko¨nnen auch Schematransformationswerkzeuge wie bspw. trang [Tha03] zum
Einsatz kommen. Dieses kann die grammatikbasierten Schemasprachen RELAX NG und DTD




4 <xsd:element name=”move−after” type=”MoveAfterType”/>
5 <xsd:complexType name=”MoveAfterType”>
6 <xsd:attribute name=”from” type=”xsd:string”use=”required”/>
7 <xsd:attribute name=”to” type=”xsd:string”use=”required”/>
8 </xsd:complexType>
9 </xsd:schema>
CODE 6.2: Syntaxdefinition des move-after-Operators in XML Schema.
Der Code 6.2 zeigt exemplarisch eine Syntaxdefinition des move-after-Operators aus dem ein-
fu¨hrenden Anwendungsszenario (Abschnitt 4.1.1) in der Schemasprache XML Schema. Im Wur-
zelelement schema wird zuna¨chst der Ziel-Namensraum (targetNamespace) definiert, fu¨r den
die Typdefinitionen und Deklarationen von Elementen spezifiziert werden. Anschließend wird
das Element move-after deklariert und dem Typ MoveAfterType zugeordnet. In der Typde-
finition von MoveAfterType (Zeilen 5–8) wird wiederum festgelegt, dass alle Elemente, die auf
diesen Typ verweisen, die zwingend notwendigen Attribute from und to besitzen mu¨ssen. Beide
Attribute sind vom Typ string.
Aus diesen Informationen kann ein regelbasiertes Schema der Sprachkomponente abgeleitet wer-
den, welches die Zusicherungen spezifiziert, die fu¨r die neuen Operatoren in den erweiterten
Transformationsdefinitionen eingehalten werden mu¨ssen. Die Zusicherungen werden spa¨ter vor
der eigentlichen Ebenentransformation u¨berpru¨ft. Zudem kann daraus ein regelbasiertes Schema
fu¨r den Input der neuen Operatoren erzeugt werden, dessen Zusicherungen gewa¨hrleisten, dass
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die eingehenden Daten in den ho¨heren Operatoren den richtigen Datentypen entsprechen. Diese
Zusicherungen werden letztendlich wa¨hrend der elementaren Transformation gepru¨ft.
Regelbasiertes Schema der Sprachkomponente
In einem regelbasierten Schema werden die Regeln grundsa¨tzlich explizit formuliert. Mit anderen
Worten heißt dies, dass alles das, was nicht durch Zusicherungen verboten ist, hier erlaubt wird.
Regelbasierte Ansa¨tze ermo¨glichen ebendeshalb auf direkte Weise offene Markup-Sprachen, die
neue oder unbekannte Operatoren neben den durch das Schema festgelegten Operatoren zulassen
[Rog06]. Dies steht im starken Gegensatz zu grammatikbasierten Ansa¨tzen, bei denen offene
Stellen explizit definiert werden mu¨ssen.
Offene Markup-Sprachen, das Spektrum reicht von einzelnen offenen Stellen bis hin zu komplett
offenen Inhalten, sind fu¨r viele XML-Technologien notwendig. Beispielsweise XHTML, BPEL,
WSDL unterstu¨tzen offene Inhalte. Insbesondere aber auch XML-basierte Transformationsspra-
chen, wie stellvertretend XSLT, wa¨ren ohne offene Inhalte nicht realisierbar.
Dementsprechend beziehen sich die aus dem grammatikbasierten Schema u¨berfu¨hrten Zusiche-
rungen nur auf einen bestimmten Teil der nichtelementaren Transformationsdefinitionen, gerade
die neuen zusa¨tzlichen Operatoren. Fu¨r die U¨berfu¨hrung ko¨nnen Informationen im grammatik-
basierten Schema u¨ber
• Elementnamen,
• Informationen zur eigenen minimalen und maximalen Auftretensha¨ufigkeit,
• Typinformation
– zur Reihenfolge und Anzahl von erlaubten und zwingenden Kindelementen im Ele-
mentinhalt,
– zum Datentyp im Elementinhalt mglw. mit festen Wertvorgaben oder Nullwertfa¨hig-
keit,
– zu den erlaubten und zwingenden Attributen mit Namen und Datentypen mglw. mit
festen Wertvorgaben,
– zu den Definitionen von Wildcard-Elementen und -Attributen inkl. spezifizierter Ein-
schra¨nkungen wie Anzahl, Namensraum, usw., oder
• und sonstige verarbeitbare Anmerkungen.
benutzt werden.
Zur Beschreibung der Zusicherungen wird der von der ISO standardisierte Sprachvorschlag Sche-
matron [Int06] eingesetzt. Der Code 6.3 veranschaulicht beispielhaft, wie die Zusicherungen in
Schematron formuliert werden ko¨nnen.
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7 <sch:assert test=”@from”>The operator ’<sch:name/>’ must have a
8 ’from’ attribute.</sch:assert>
9 <sch:assert test=”@to”>The operator ’<sch:name/>’ must have a
10 ’to ’ attribute.</sch:assert>
11 <sch:assert for−each=”@∗” test=”name()=’from’ or name()=’to’”>











23 <sch:assert for−each=”.” test=”local−name()=’move−after’”>The element





CODE 6.3: Zusicherungen fu¨r den move-after-Operator in Schematron.
Zuna¨chst wird im Container-Element schema der Namensraum der erweiterten Operatoren xupe
deklariert. Weiterhin entha¨lt es benannte Regelmuster (pattern), in denen die expliziten Regeln
(rules) fu¨r die erweiterten Operatoren gruppiert werden. Fu¨r jede Elementdeklaration und jede
Typdefinition im grammatikbasierten Schema wird eine Regel erzeugt. Die Zeilen 19–21 bein-
halten bspw. die Regel fu¨r den move-after-Operator. Sie verweist auf eine Regel (Zeilen 6–18),
die aus der entsprechenden Typdefinition abgeleitet werden kann. In dieser abstrakten Re-
gel, die theoretisch von anderen sowohl abstrakten als auch nichtabstrakten Regeln referenziert
werden kann, werden die eigentlichen Annahmen und Ausnahmen des move-after-Operators
spezifiziert. Die ersten beiden Annahmen sichern, dass der Operator die zwingend notwendigen
Attribute from und to besitzen muss. Die dritte und vierte Zusicherung legt fest, dass keine an-
deren Attribute als die beiden erlaubten verwendet werden sowie keine Kindelemente existieren
du¨rfen. Die strukturell gleichen Fehlermeldungen ko¨nnen ebenfalls im ersten Generationsschritt
automatisch aus dem grammatikbasierten Schema erzeugt werden.
Neben der im Beispielcode 6.3 gezeigten Strukturzusicherung fu¨r Kindelemente und Attribute
sind grundsa¨tzlich ebenso Typzusicherungen (siehe Beispielcode 6.4 im na¨chsten Abschnitt) aus
dem grammatikbasierten Schema ableitbar, die einen bestimmten Datentyp (Datum, Integer,
Aufza¨hlungstyp, usw.) fu¨r einen Attributwert oder Elementinhalt definieren.
Sa¨mtliche Zusicherungen werden in einem weiteren Generationsschritt in eine Validierungskom-
ponente u¨berfu¨hrt (a¨hnlich wie der Beispielcode 6.1), die diese vor der Ausfu¨hrung der Ebenen-
transformation pru¨ft. Typzusicherungen sind zu diesem Zeitpunkt aber nur pru¨fbar, wenn kon-
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stante Werte in den neuen ho¨heren Operatoren sowohl als Attributwert oder Elementinhalt
verwendet wurden. Aus diesem Grund wird ein zweites regelbasiertes Schema fu¨r den Input der
ho¨heren Operatoren aus dem grammatikbasierten Schema abgeleitet.
Regelbasiertes Schema fu¨r den Input
Die Informationen u¨ber die zusa¨tzlichen ho¨heren Operatoren innerhalb des grammatikbasierten
Schemas ko¨nnen ebenso fu¨r die U¨berpru¨fung des Inputs der Operatoren genutzt werden. So kann
getestet werden, ob die selektierten Daten des Inputs fu¨r die ho¨heren Operatoren insbesondere
fu¨r deren Attribute im beno¨tigten Wertebereich liegen. Da dieser Input bspw. von den Daten
eines Eingabedokumentes abha¨ngig sein kann, kann diese Typzusicherung erst wa¨hrend der
elementaren Transformation, bei der das Quelldokument eingelesen wird, u¨berpru¨ft werden. Die
Beschreibung dieser Typregeln erfolgt erneut in der Schemasprache Schematron.
Eine Typregel muss dabei genau genommen nicht nur die Menge von Werten, den Wertebereich,
zu einem gegebenen Datentyp, sondern den gesamten erlaubten lexikalischen Bereich fu¨r einen
Datentyp u¨berpru¨fen. Jeder Wert kann durch ein oder mehrere Literale repra¨sentiert werden.
So sind bspw. 100 und 1.0E2 zwei verschiedene Literale aus dem lexikalischen Bereich float,
die beide den selben Wert beschreiben.
Entsprechende Typregeln ko¨nnen dabei definiert werden fu¨r:
• primitive Datentypen wie string, boolean, decimal, float, double, duration, date,
time, hexBinary, usw.,
• abgeleitete Datentypen
– durch Einschra¨nkungen eines Datentyps, um den Wertebereich und/oder den lexika-
lischen Bereich auf eine Untermenge seines Basistyps einzugrenzen (NMTOKEN, Name,
ID, integer, long, usw.),
– durch Vereinigung eines oder mehrerer Datentypen (wie bei anySimpleType, der alle
primitiven Datentypen vereinigt),
– durch Auflistung von endlichen Sequenzen von Werten eines anderen Datentyps (NM-
TOKENS, IDREFS, ENTITIES usw.).
Der Codeausschnitt 6.4 zeigt exemplarisch Zusicherungen des tr-Operators aus dem zweiten
einfu¨hrenden Anwendungsszenario (Abschnitt 4.1.2). Neben Attributen (z. B. style, title,
usw.) mit dem primitiven Datentyp string entha¨lt der tr-Operator u. a. Attribute, deren Da-
tentyp von einem Basisdatentyp eingeschra¨nkt wurde. Beispielsweise wurde der Wertebereich
der Attribute dir, align und valign durch Aufza¨hlung auf bestimmte benannte Werte begrenzt
(Zusicherungen der Zeilen 7–14). Ebenso wurde der Datentyp vom Attribut char vom Basis-
datentyp string abgeleitet. Hier wurde die Anzahl der erlaubten Zeichen auf eines limitiert
(Zusicherung der Zeilen 15–16). Auf vergleichbare Weise ko¨nnen bspw. Zusicherungen fu¨r Attri-
bute mit dem primitiven Datentyp string (z. B. fu¨r style, title) formuliert werden, die eine
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bestimmte Menge von Zeichensequenzen endlicher La¨nge festlegen. Dies ist gerade die Menge







7 <sch:report test=”@dir and not(@dir=’ltr’ or @dir=’rtl’)”>The value of the
8 attribute ’dir ’ is not allowed on the element ’<sch:name/>’.</sch:report>
9 <sch:report test=”@align and not(@align=’left’ or @align=’center’ or @align=’right’ or
10 @align=’justify ’ or @align=’char’)”>The value of the attribute ’ align ’ is not allowed
11 on the element ’<sch:name/>’.</sch:report>
12 <sch:report test=”@valign and not(@valign=’top’ or @valign=’middle’ or
13 @valign=’bottom’ or @valign=’baseline’”>The value of the attribute ’valign ’
14 is not allowed on the element ’<sch:name/>’.</sch:report>
15 <sch:report test=”@char and string−length(@char)!=1”>The value of the attribute ’char’






CODE 6.4: Zusicherungen fu¨r den Input des tr-Operators in Schematron.
In einem weiteren Generationsschritt wird aus diesen Zusicherungen entsprechender Code er-
zeugt, der seinerseits bei der Ebenentransformation elementare Operatoren einer Basistransfor-
mationssprache generiert, die wa¨hrend der eigentlichen elementaren Transformation die Typ-
pru¨fung des Inputs vornehmen. Abha¨ngig von der Basistransformationssprache ko¨nnen diese
elementaren Operatoren einfache Kontrolloperatoren sein.
6.3 Realisierung
Das Konzept wurde mit Hilfe des Generatorsystems XOpGen (XML Operator Generator) umge-
setzt [Fo¨t07a]. Es greift nicht in die Implementierung von XTC ein. Dadurch kann dieses Modul
grundsa¨tzlich unabha¨ngig von XTC verwendet werden. Die wesentlichen Hauptbestandteile von
XOpGen sind:
• die Schema-Generatoren fu¨r die U¨berfu¨hrung des grammatikbasierten Schemas der Sprach-
komponente in die beiden regelbasierten Schemata,
• die Code-Generatoren fu¨r die U¨berfu¨hrung der regelbasierten Schemata in die Validie-
rungskomponenten,
Die Generatoren mu¨ssen die Validierungskomponente so generieren, dass sie in die Infrastruktur
der Ebenentransformationsdefinitionen eingebunden werden ko¨nnen. Der Aufbau der einzelnen
Bestandteile wird in den folgenden Abschnitten vorgestellt.
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6.3.1 Generatoren fu¨r die Schemau¨berfu¨hrungen
Sowohl das grammatikbasierte Schema (in XML Schema) als auch die regelbasierten Schemata
(beide in Schematron) werden durch XML-basierte Markup-Sprachen spezifiziert. Gerade des-
halb bieten sich fu¨r die U¨berfu¨hrung spezifische XML-Transformationssprachen an. A¨nderungs-
sprachen sind dabei nicht so gut geeignet, da das Quellschema eine komplett andere Struktur
aufweist als die Zielsprache. Insofern sind Transformationsansa¨tze, die ein Zieldokument voll-
sta¨ndig neu aufbauen, zu bevorzugen. Fu¨r die Umsetzung einer solchen U¨berfu¨hrung sind u. a.
die Unterstu¨tzung von Namensra¨umen sowie die Mo¨glichkeit der Erstellung von Variationspunk-
ten essentiell. Da diese und weitere Kriterien von XSLT als Transformationstechnologie erfu¨llt
werden, wurden die Generatoren mit XSLT implementiert.
Die Tabelle 6.1 stellt grundlegende Sprachkonstrukte von XML Schema denen von Schematron
grob gegenu¨ber. Das schema-Element von XML Schema wird in das schema-Element von Sche-
matron mit einem pattern-Element, in dem sa¨mtliche erzeugte Regeln aufgenommen werden,
u¨berfu¨hrt. Aus den globalen komplexen Typdefinitionen und den globalen Elementdeklaration
werden Regeln abgeleitet. Die Regeln fu¨r die Typdefinitionen sind abstrakt und ko¨nnen u¨ber
deren eindeutige Namen (id) von anderen Regeln referenziert werden. Sie besitzen deswegen
im Gegensatz zu konkreten Regeln, die von den Elementdeklarationen generiert werden, keinen
Kontext, in dem sie angewendet werden. Beide Regelarten besitzen aber Annahmen und Ausnah-
men, die entsprechend aus den restlichen Sprachkonstrukten und deren Regeln u¨berfu¨hrt werden.
Lokale Elementdeklarationen werden ebenso in explizite Regeln u¨berfu¨hrt. Zur Definition des
Kontextes wird ein rekursiver Algorithmus angewendet, der alle mo¨glichen Vaterelemente sucht,
um die Kontextbezogenheit der lokalen Elementdeklaration gerecht zu werden.
Besitzt bspw. ein Attribut space einen festen Wert (fixed=“preserve“), so wird dies in Sche-
matron mit der Ausnahme
<sch:report test=”@space and not(@space=’preserve’) and not(starts−with(@space,’{’) and
substring(@space, string−length(@space))=’}’)”>
The value of the attribute ’space’ must be the fixed value ’preserve ’
on element ’<sch:name/>’ defined by the respective XML Schema.
</sch:report>
gesichert.2 Neben dieser und den in der Tabelle 6.1 gezeigten 1-zu-1-Abbildungen, mu¨ssen ebenso
explizite Annahmen und Ausnahmen generiert werden, die aus mehreren Sprachkonstrukten
im XML Schema abgeleitet werden. Beispielsweise muss fu¨r eine Elementdeklaration, in der
mehrere Attribute deklariert werden, eine Annahme erzeugt werden, die sichert, dass keine
anderen Attribute als die deklarierten in diesem Element vorkommen.
Um den Schema-Generator fu¨r spezielle Bedu¨rfnisse einfach anpassen zu ko¨nnen, trennt XOpGen
zwischen festen, unvera¨nderlichen Verhalten und variablen, vera¨nderlichen Verhalten. Fu¨r den
offenen, variablen Teil verwendet der Generator ein Entwurfsmuster, welches das ”Hollywood-
Prinzip“ [Swe85] verfolgt (don’t call us, we’ll call you). Es stellt eine Vielzahl sogenannter Hooks
bereit, die genutzt werden ko¨nnen, um eigenen spezifischen Code hinzuzufu¨gen. Diese Hooks
2Der dritte konjunktive Ausdruck ist notwendig, da in den ho¨heren Operatoren Attribut-Wert-Templates erlaubt
werden sollen. Diese beginnen und enden mit einer geschweiften Klammer.
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Elementdeklaration Regeldeklaration inkl. Annahmen und Ausnahmen
<xsd:element name=“...“ <sch:rule context=“...“ >
type=“...“
vordef. simpler Typ <sch:assert test=“...“>...</sch:assert>
benutzerdef. simpler Typ Annahmen und Ausnahmen der simplen Typdefinition





substitutionGroup=“...“> Annahmen und Ausnahmen der ersetzten Elementgruppe
... ...
</xsd:element> </sch:rule>









komplexe Typdefinition abstrakte Regeldeklaration inkl. Annahmen


























werden wa¨hrend der U¨berfu¨hrung des grammatikbasierten Schemas in regelbasierte Schemata
automatisch aufgerufen. In XSLT werden solche Hooks durch benannte Templates realisiert. Fu¨r
die benannten Templates stellt XOpGen eine Standardimplementierung zur Verfu¨gung, die mit
Hilfe gleichnamiger, benutzerspezifischer Templates u¨berschrieben werden kann. Die Tabelle 6.2
gibt einige Beispiele existierender Erweiterungspunkte an.
Template-Name Verwendung
process-prolog Es wird am Start der Generation aufgerufen und ist sinnvoll, um
andere Transformationsdefinitionen zu importieren oder Variablen
zu setzen.
process-schema Es wird beim Wurzelelement schema aufgerufen. Die Standardein-
stellung bewirkt nichts.
process-... Nach dem gleichen Prinzip wird fu¨r nahezu jedes Sprachkonstrukt




Es wird bei jedem Attribut aufgerufen, dessen Wertebereich auf
ganze Zahlen beschra¨nkt wurde (vordefinierter simpler Datentyp




Es wird bei jedem Element aufgerufen, dessen Wertebereich auf
bestimmte benannte Werte beschra¨nkt wurde (Aufza¨hlung). Die
Standardeinstellung sieht einen entsprechenden Test vor.
assert-...,report-... Nach dem gleichen Prinzip wird fu¨r viele Attribute jedes Sprachkon-
struktes von XML Schema ein Hook angeboten, welcher es erlaubt,
den Test fu¨r die Zusicherungen anzupassen.
message-attribute-
type-integer
Es wird ebenfalls bei jedem Attribut aufgerufen, dessen Wertebe-
reich auf ganze Zahlen beschra¨nkt wurde (vordefinierter simpler Da-




Es wird ebenfalls bei jedem Element aufgerufen, dessen Wertebe-
reich auf bestimmte benannte Werte beschra¨nkt wurde (Aufza¨h-
lung). Die Standardeinstellung sieht eine entsprechende Fehlermel-
dung vor.
message-... Nach dem gleichen Prinzip ko¨nnen fu¨r alle bereits definierten An-
nahmen und Ausnahmen mit Hilfe dieser Hooks die Fehlermel-
dungen angepasst werden.
TABELLE 6.2: U¨bersicht u¨ber die wichtigsten Hooks des Schema-Generators.
Die Erweiterungspunkte werden u. a. dafu¨r benutzt, um die beiden zum Teil unterschiedlichen
regelbasierten Schemata umzusetzen. So wird bspw. der Test fu¨r die Ausnahme auf Seite 131
zu festen Werten in Attributen im regelbasierten Schema der Sprachkomponente aus folgender
Template-Definition generiert:
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Diese Template-Definition entspricht der Standardkonfiguration des Schema-Generators.
Bei der U¨berpru¨fung des Inputs du¨rfen hingegen keine Attribut-Wert-Templates auftreten. Aus
diesem Grund ist der entsprechende dritte konjunktive Ausdruck u¨berflu¨ssig. Mit Hilfe dieses
Hooks kann der entsprechende Code angepasst werden, indem die alte Definition u¨berschrieben
wird.













Die Vielzahl von Hooks kann daru¨ber hinaus verwendet werden, um bspw. Fehlermeldungen an
die Terminologie der Benutzergruppe individuell anzupassen. Zudem ko¨nnen neue Annahmen
und Ausnahmen hinzugefu¨gt oder entfernt werden. Dadurch kann der Grad der Validierung und
damit die Offenheit oder Spezifita¨t der ho¨heren Transformationsdefinitionen reguliert werden.
6.3.2 Generatoren zur Erzeugung der Validierungskomponenten
Auch die fu¨r die Erzeugung der Validierungskomponenten notwendigen Generatoren ko¨nnen
mit einer spezifischen XML-Transformationssprache realisiert werden, da die im ersten Gene-
rationsschritt erzeugten regelbasierten Schemata in XML-Syntax vorliegen. Wie das Eingangs-
beispiel 6.1 mustergu¨ltig zeigt, lassen sich auch die im regelbasierten Schemata vorliegenden
Zusicherungen ausgezeichnet mit XSLT implementieren. Diese Beobachtung wurde ebenso in
[Nor99] oder [Jel99] gemacht. XSLT kann somit fu¨r die Realisierung der Generationskomponente
(Meta-Transformationskomponente), die aus regelbasierten Schemata Validierungskomponenten
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erzeugt, als auch fu¨r die Realisierung der Validierungskomponente selbst, die die zusa¨tzlichen
neuen Operatoren u¨berpru¨ft, dienen.
Tabelle 6.3 zeigt die Abbildung der Kernsprachkonstrukte von Schematron nach XSLT. Annah-
men (assert) und Ausnahmen (report) werden in einfache XSLT-Kontrollblo¨cke u¨berfu¨hrt.
Von den Regeln (rules) werden individuelle Templates abgeleitet, deren match-Attribut direkt
vom Kontext der Regel u¨bernommen wird. Der Modus der Templates wird vom Regelmuster
(pattern) entnommen, in dem diese Regeln und andere Regeln gruppiert werden. Weitere
Details ko¨nnen in [Dod01] nachgelesen werden.
Schematron XSLT
Schema Definition des Wurzel-Templates
<sch:schema name=“...“> <xsl:template match=“/“ mode=“...“>
... ...
</sch:schema </xsl:template
Regelmuster Anwendung von Templates
<sch:pattern name=“...“> <xsl:apply-templates select=“/“ mode=“...“ />
...
</sch:pattern
Regel Definition von Templates











<sch:assert test=“...“> <xsl:if test=“...“>
... ...
</sch:assert> </xsl:if>
TABELLE 6.3: Abbildung von Sprachkonstrukten des Schematrons nach XSLT.
Der Generator wurde basierend auf einem offenen Schematron-XSLT-Compiler
[Sch01] realisiert. Das Grundgeru¨st dieses offenen Compilers wurde fu¨r die Generation der
Validierungskomponenten erweitert. Beispielsweise wurden entsprechende Schnittstellen imple-
mentiert, mit denen die Validierungskomponenten in die Ebenentransformationsinfrastruktur
eingebunden werden ko¨nnen. Daru¨ber hinaus wurden Hooks definiert, die es erlauben, auch
diesen Generator anzupassen. Die folgende Tabelle 6.4 gibt eine U¨bersicht u¨ber die wichtigsten
Hooks.
Die Tabelle 6.4 ist keinesfalls eine vollsta¨ndige Liste aller Variationspunkte. Es werden Hooks
fu¨r nahezu alle Sprachkonstrukte in Schematron angeboten. Viele der Templates werden mit
einer Vielzahl an Parametern aufgerufen, die aus den Attributen der Elemente von Schematron
entstammen und fu¨r die Anpassung des Generators genutzt werden ko¨nnen.
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process-prolog Es wird am Start der Generation aufgerufen und ist sinnvoll, um andere
Transformationsdefinitionen zu importieren oder Variablen zu setzen.
process-schema Es wird beim Wurzelelement (schema) aufgerufen und entha¨lt in der
Standardeinstellung xsl:apply-templates fu¨r jedes pattern.
process-pattern Es wird bei jedem Regelmuster (pattern) aufgerufen. Die Standard-
einstellung bewirkt nichts.
process-rule Es wird bei jeder Regel (rule) aufgerufen. Die Standardeinstellung bewirkt
ein weiteres Durchlaufen der Regel.
process-assert Es wird bei jeder Annahme (assert) aufgerufen und ruft in der Standard-
einstellung das Template process-message mit entsprechenden Parame-
tern auf.
process-report Es wird bei jeder Ausnahme (report) aufgerufen und ruft in der Standard-
einstellung das Template process-message mit entsprechenden Parame-
tern auf.
process-message Es wird indirekt bei jeder Annahme (assert) oder bei jeder Ausnahme
(report) aufgerufen. In der Standardeinstellung werden die Fehlermel-
dungen mit zusa¨tzlichen Informationen (z. B. Ursache des Fehlers) auf die
Konsole ausgegeben.
process-... Nach dem gleichen Prinzip wird fu¨r nahezu jeden Sprachkonstrukt in Sche-




Es wird aufgerufen, wenn der Code erzeugt wird, der verantwortlich ist,
dass wa¨hrend der Ebenentransformation Kontrollblo¨cke fu¨r die Typu¨ber-
pru¨fung von Attributwerten generiert werden. In der Standardeinstellung




Es wird aufgerufen, wenn der Code erzeugt wird, der verantwortlich ist,
dass wa¨hrend der Ebenentransformation Kontrollblo¨cke fu¨r die Typu¨ber-
pru¨fung von Elementinhalten generiert werden. In der Standardeinstellung
wird Metacode fu¨r spa¨tere XSLT-Kontrollblo¨cke erzeugt.
TABELLE 6.4: U¨bersicht u¨ber die wichtigsten Hooks des Code-Generators.
Insbesondere fu¨r den zweiten Inputvalidierer sind diese Variationspunkte entscheidend. Wie be-
reits erwa¨hnt, ist dieser Inputvalidierer genau genommen gar kein Validierer, sondern vielmehr
schematischer Code, der wa¨hrend der Ebenentransformation Testabfragen fu¨r die elementare
Transformation konstruiert. Erst diese Testabfragen bei der eigentlichen elementaren Trans-
formation sichern, dass korrekte Datentypen verwendet werden. Die Variationspunkte ko¨nnen
nun u. a. dafu¨r verwendet werden, um elementare Operatoren einer anderen Basistransforma-
tionssprache (quasi indirekt) u¨ber die Ebenentransformation zu erzeugen. Sie bilden somit die
Grundlage fu¨r die Unabha¨ngigkeit von XOpGen von einer konkreten Basistransformationsspra-
che.
6.3.3 Infrastruktur, Ebenentransformator und Integration
Der generische Infrastrukturcode ist verantwortlich fu¨r die Steuerung der Ebenentransformation.
Der Aufbau der Komponente wird im Code 6.5 skizziert. Zuna¨chst werden zwei Traversierungen
gestartet: im validation-Modus (Zeile 9) und im transformation-Modus (Zeile 22). Innerhalb
der ersten Traversierung wird die Syntax der neuen Operatoren gepru¨ft. Es wird entsprechend
bei der Dokumentwurzel begonnen. Ist die erste Traversierung beendet und es sind keine Fehler
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aufgetreten, wird die zweite Traversierung gestartet. Die zweite Traversierung fu¨hrt die eigent-
liche Ebenentransformation wieder von der Dokumentwurzel beginnend durch.

























CODE 6.5: Generische Infrastrukturkomponente von XOpGen.
Die Integration der Infrastruktur (infrastructure.xslt), der Validierungskomponenten (level-
validator.xslt und input-validator.xslt) sowie des Ebenentransformators
(level-transformer.xslt) erfolgt separat. Da die Generierung der Validierungskomponenten
und Programmierung des Ebenentransformators gegen die festen Schnittstellen der Infrastruk-
tur erfolgt bzw. erfolgen sollte, reicht ein einfaches Importieren der entsprechenden Dateien aus,
wie im Code 6.6 gezeigt wird (Zeilen 2–5).




5<xsl:import href=”infrastructure . xslt”/>
6...
7</xsl:stylesheet>
CODE 6.6: Integration der einzelnen Komponenten und der Infrastruktur.
Durch die Einbindung u¨bernimmt der Ebenenvalidierer im validation-Modus bei passenden
Operatoren in der ho¨heren Transformationsdefinition die weitere Kontrolle und gibt bei Feh-
lern entsprechende Fehlermeldungen aus. A¨hnliches gilt fu¨r die Ebenentransformation, die im
transformation-Modus gestartet wird. Hier erzeugt der Inputvalidierer bei passenden ho¨he-
ren Operatoren zuna¨chst elementare Kontrolloperatoren fu¨r die Typpru¨fung und anschließend
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wird der Hook (perform-transformation) fu¨r die Implementierung der eigentlichen Ebenen-
transformation aufgerufen. Die Implementierung wird in einer eigenen Ebenentransformations-
komponente realisiert. Durch diesen Mechanismus wird die U¨berfu¨hrung der neuen, ho¨heren
Operatoren in niedrigere Operatoren von der Erzeugung der Operatoren fu¨r die Typpru¨fung
konsequent getrennt.
Der Ebenentransformator kann allerdings nicht aus dem Schema der Sprachkomponente direkt
oder indirekt generiert werden. Er muss im Allgemeinen manuell umgesetzt werden. Nur in
besonderen Fa¨llen, wenn die Syntax der ho¨heren Transformationsoperatoren mit der Syntax der
Sprachkonstrukte der Zielsprachen u¨bereinstimmt, kann sich einer generischen Implementierung
bedient werden. Dieser generische Code ist fu¨r alle diese Spezialfa¨lle identisch. Code 6.7 zeigt,
wie eine solche U¨berfu¨hrung verwirklicht werden kann.







8 <xsl:attribute name=”{name()}”><xsl:value−of select=”.”/></xsl:attribute>
9 </xsl:for−each>
10 <xsl: call−template name=”apply−templates”>







18 <xsl: call−template name=”apply−templates”>







CODE 6.7: Ebenentransformator bei analoger Syntax von ho¨heren Transformationsoperatoren
und Sprachkonstrukten der Zielsprache.
Als erstes muss unterschieden werden, ob das derzeit aktive Quellelement zum zu transformie-
renden Namensraum geho¨rt (Zeile 5) oder nicht (Zeile 15). Geho¨rt es dazu, wird es u¨berfu¨hrt,
indem ein Element mit gleichem Namen (Zeile 6) und identischen Attributen (Zeilen 7–9) aber
anderem Namensraum (Zeile 6) erzeugt wird. Der Elementinhalt wird mittels des benannten
Templates apply-templates verarbeitet (Zeilen 10–12). Es wird innerhalb des Inputvalidierers
definiert und ist verantwortlich fu¨r das weitere Durchlaufen der ho¨heren Transformationsde-
finitionen. Fu¨r eine korrekte Traversierung muss beim Template-Aufruf der Parameter mode
u¨bergeben werden. Geho¨rt das aktuelle Quellelement nicht zum zu transformierenden Namens-
raum, so wird das Element (Zeile 16) und dessen Attribute (Zeile 17) kopiert und zur weiteren




Bisher wurde das technischen Framework vorgestellt, welches die Konzepte der Operatorhierar-
chie und Generationstechniken fu¨r eine effiziente Entwicklung von Sprachkomponenten umsetzt.
Dazu wurden die Ausfu¨hrungsumgebung XTC und das Generatorsystem XOpGen aufgebaut.
Ein Entwicklungsvorgehen wurde dabei zwar konstruktiv, aber noch nicht methodisch systema-
tisiert.
In diesem Kapitel werden Vorgehensmodelle vorgestellt, wie ho¨here Sprachkomponenten basie-
rend auf den nun zur Verfu¨gung stehenden Technologien entwickelt werden ko¨nnen. Bezug-
nehmend auf die grundverschiedenen Motivationen werden ein Top-down-Vorgehensmodell und
ein Bottom-up-Vorgehensmodell zur Entwicklung einer ho¨heren Sprachkomponente vorgeschla-
gen.
Der Bedarf fu¨r eine ho¨here Sprachkomponente kann bspw. von einer Anwenderzielgruppe getrie-
ben sein, die fu¨r ihre Doma¨ne spezifische Notation favorisiert oder fordert. In der Regel geht eine
solche Anwenderorientierung mit weiteren Eingrenzungen des Transformationsbereiches einher.
Ein Beispiel dafu¨r ist die Einschra¨nkung auf eine bestimmte Quell- und/oder Zielsprache. Fu¨r
solche Neuentwicklungen ist das Top-down-Vorgehensmodell vorgesehen.
Ho¨here Sprachkomponenten ko¨nnen aber auch als Weiterentwicklungen aus existierenden Sprach-
vorschla¨gen entstehen, weil diese bestimmte Defizite aufweisen. Die Defizite treten typischer-
weise beim Anwenden der Transformationssprachen auf und ko¨nnen bspw. immer wiederholende
Operatorkombinationen wie im Beispielszenario des Abschnittes 4.1.1 sein. Fu¨r diese Fa¨lle soll
das Bottom-up-Vorgehensmodell definiert werden.
Die einzelnen Aktivita¨ten beider Vorgehensmodelle werden im Folgenden in eigenen Abschnitten
erla¨utert. Abschließend werden organisatorische Strukturen besprochen.
7.1 Top-down-Vorgehensmodell
Dieses Vorgehensmodell entha¨lt Aktivita¨ten, die notwendig sind, um eine doma¨nenspezifische
Sprachkomponente zu erstellen. Bei der doma¨nenspezifischen Sprachkomponente kann es sich, je
nach Umfang der in ihr definierten Operatoren, um eine vollsta¨ndig eigensta¨ndige Transforma-
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tionssprache handeln. Im Vorgehensmodell wird der zeitliche Zusammenhang zwischen den Akti-
vita¨ten abgebildet (vgl. Abbildung 7.1). Dabei wird lediglich der Normalfall modelliert, da alles
daru¨ber hinaus erfahrungsgema¨ß das grundsa¨tzliche Vorgehen eher in den Hintergrund stellt.
Insbesondere sind keine Iterationszyklen innerhalb des Vorgehensmodells dargestellt. Ebenso
wurde auf Testaktivita¨ten verzichtet, die nach jeder Aktivita¨t deren Ergebnisse pru¨fen.
ABBILDUNG 7.1: Das Top-down-Vorgehensmodell.
Die wichtigsten Phasen des Vorgehensmodells sind Analyse, Entwurf und Implementierung. Die
Phasen selbst ko¨nnen bei Bedarf in Zyklen ablaufen. Zu Beginn eines Projektes sollten alle
Phasen zumindest einmal komplett von Anfang bis Ende durchlaufen werden. Zu spa¨teren Pro-
jektzeitpunkten ko¨nnen bei einer erneuten Iteration des gesamten Vorgehensmodells die Aktivi-
ta¨ten, die der Analysephase zugeordnet werden ko¨nnen, schneller durchlaufen bzw. u¨bersprungen
werden. Die wichtigsten Aktivita¨ten und ihre Ergebnistypen der Phasen im Einzelnen sind:
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Aktivita¨t 1: Definieren der Anwenderzielgruppe
Im ersten Schritt wird die Zielgruppe, fu¨r die die doma¨nenspezifische Sprachkomponente ent-
worfen wird (z. B. Kunden, Doma¨nenexperten, Entwickler, Programmierer), bestimmt. Eine
Zielgruppe ko¨nnen mehrere Personen, aber auch Institutionen sein. Zuna¨chst mu¨ssen deshalb
alle Interessenbeteiligten (Stakeholder) erfasst werden und anschließend deren Bedu¨rfnisse und
Anspru¨che identifiziert werden. Da die Bedu¨rfnisse i. d. R. gegenla¨ufig und widerspru¨chlich sind,
werden diese mit den (Unternehmens-)Zielen, die mit dem Projekt verfolgt werden, gewichtet,
verglichen und priorisiert. Anhand dieser Informationen wird ein Anforderungskatalog mit Zielen
und Randbedingungen fu¨r die Sprachkomponente aufgestellt. Dieser umfasst sowohl funktionale
als auch nichtfunktionale Anforderungen.
Zweck Bestimmung und Priorisierung von Anwenderzielgruppen zum Erfassen
der Ziele, Pra¨ferenzen und Randbedingungen





- Business Plan fu¨r aktuelle und zuku¨nftige Anwendungsentwicklungen
Output-Artefakte - Anforderungskatalog fu¨r Sprachkomponenten
Methoden/Werzeuge - Stakeholder Management
TABELLE 7.1: Aktivita¨t 1: Definieren der Anwenderzielgruppe.
Aktivita¨t 2: Erfassen von Terminologien und Konzepten
Ziel dieser Aktivita¨t ist es, ein Vokabular von Begriffen zu definieren und die wesentlichen Kon-
zepte zusammenzutragen, die im Zusammenhang mit dem aufgestellten Anforderungskatalog
stehen. Zuna¨chst mu¨ssen zu diesem Zweck potentielle Quellen fu¨r das Sammeln von Doma¨nen-
informationen identifiziert werden. Als Quellen ko¨nnen vorhandene Systeme und Prototypen,
Handbu¨cher und andere technische Berichte dienen. Ebenso ko¨nnen (externe) Doma¨nenexper-
ten befragt werden, um deren Erfahrungen zu dokumentieren. Insbesondere bei Befragungen
ko¨nnen Kreativmethoden zum Einsatz kommen. Aus diesem Wissen wird ein entsprechendes
Begriffsrepository aufgebaut.
Aktivita¨t 3: Eingrenzen der Quell- und Zielsprachen
In dieser Aktivita¨t werden die fu¨r die doma¨nenspezifischen Sprachkomponente relevanten Quell-
und Zielsprachen auf Grundlage des Anforderungskatalogs der ersten Aktivita¨t erfasst. Bei
der Bestimmung der Quell- und Zielsprachen mu¨ssen Konstrukte, die nicht sinnvoll abgebildet
werden ko¨nnen, ausgegrenzt werden, damit u¨berhaupt eine konsistente U¨berfu¨hrung mo¨glich
ist. Das erlaubte Vokabular der eingeschra¨nkten Quell- und Zielsprache wird, falls noch nicht
vorhanden, durch eine formale Definition (z. B. ein Schema) festgelegt. Dies soll nicht eine
iterative Ab- bzw. Eingrenzung ausschließen. Jedoch sollten zu jedem Zeitpunkt die Sprachen
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Zweck Zusammentragen von Begriﬄichkeiten und wesentlichen Konzepten





- Prototypen und andere technische Berichte
- Handbu¨cher
Output-Artefakte - Glossar von Begriffen
- U¨bersicht u¨ber wesentliche Konzepte
Methoden/Werkzeuge - Kreativmethoden: intuitive und diskursive Methoden
- Repra¨sentationsmethoden: Mind Map, Knowledge Maps, Ontologien
TABELLE 7.2: Aktivita¨t 2: Erfassen von Terminologien und Konzepten.
Zweck formale Erfassung der relevanten Quellsprachen und/oder Zielsprachen




- Spezifikationen der Sprachen
- Dokumentationen oder sonstige Beschreibungen
Output-Artefakte - Schema der Quellsprachen
- Schema der Zielsprachen
Methoden/Werkzeuge - Schema-Editoren
- Schema-Konverter
TABELLE 7.3: Aktivita¨t 3: Eingrenzen der Quell- und Zielsprachen.
klar definiert sein. Diese Aktivita¨t kann parallel zu der Aktivita¨t Erfassen von Terminologien
und Konzepten durchgefu¨hrt werden.
Aktivita¨t 4: Bu¨ndeln und Aufbereiten des gesammelten Wissens
Wa¨hrend bei der zweiten und dritten Aktivita¨t die schrittweise Erfassung von Wissen erfolgt,
wird in diesem Schritt das Wissen kategorisiert, priorisiert und u.U. abstrahiert. Ziel der Konso-
lidierung ist es, die Voraussetzungen fu¨r das Finden passender Operatoren fu¨r die Beschreibung
der U¨berfu¨hrung der Quellsprache(n) in Zielsprache(n) unter Beru¨cksichtigung der Anwender-
zielgruppe mit deren Pra¨ferenzen zu schaffen. Ebenso soll mit dieser Aktivita¨t der Anforde-
rungskatalog durch weitere, vor allem funktionale, Anforderungen erga¨nzt werden.
Fu¨r diesen kreativen Prozess ko¨nnen Methoden, die zur Erfassung von Produktfamilien ent-
stammen, angewendet werden. Beispielsweise ko¨nnen die aus der Methode FODA bekannten
Merkmaldiagramme genutzt werden, um Spracheigenschaften systematisch zu dokumentieren,
die die Zielsprache haben muss, kann oder darf. Eine Priorisierung, Kombinierung, Multipli-
zita¨t und gegenseitige Ausschlu¨sse ko¨nnen daru¨ber hinaus spezifiziert werden. Diese Methode
sagt absolut noch nichts u¨ber die spa¨tere Umsetzung der Merkmale aus. Hauptaufgabe dieser
Methode ist es, konzeptionelle Gemeinsamkeiten und Unterschiede zwischen den Auspra¨gungen
von Sprachbestandteilen zu erfassen. Wie diese Merkmale implementiert werden, wird erst in
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der Entwurfsphase festgelegt. Insbesondere Abha¨ngigkeiten zwischen Merkmalen, die sich ge-
genseitig ausschließen oder bedingen, sind fu¨r die spa¨tere Definition der ho¨heren Operatoren
wichtig. Ebenso sollten Standardeinstellungen an dieser Stelle definiert werden.
Zweck Erkennung, Gruppierung und Beschreibung von Strukturen und konzep-
tionellen Zusammenha¨ngen





- Schemata der Quell- und Zielsprachen
- Glossar von Begriffen
- U¨bersicht u¨ber wesentliche Konzepte
Output-Artefakte - Begriffsnetze/Doma¨nenmodelle
- verfeinerter Anforderungskatalog
Methoden/Werkzeuge - FODA, ODM
TABELLE 7.4: Aktivita¨t 4: Bu¨ndeln und Aufbereiten des gesammelten Wissens.
Aktivita¨t 5: Definieren der doma¨nenspezifischen Sprachkomponente
Fu¨r die Sprachfindung sind im Wesentlichen die variablen Merkmale interessant. Gemeinsame
Merkmale werden durch feste Operatorkombinationen in den Ebenentransformationsdefinitionen
realisiert. Die variablen, offenen Stellen mu¨ssen durch Informationen aus den Transformationsde-
finitionen der ho¨heren Operatoren der doma¨nenspezifischen Sprachkomponente gefu¨llt werden.
Eine ho¨here Transformationsdefinition stellt somit im gewissen Sinne eine Konfiguration der
Ebenentransformation dar.
Die entworfenen Operatoren der ho¨heren, problemspezifischen Sprachkomponente sollten dabei
immer die relevanten Konzepte und Termini der Transformationsdoma¨ne aufnehmen. Zudem
sollte eine mo¨glichst vollsta¨ndige U¨berdeckung dieser erreicht werden. Technische, von einer
Basistransformationssprache abha¨ngige, Operatoren sind sowohl fu¨r das fachliche Versta¨ndnis
der Anwenderzielgruppe als auch fu¨r die technische Weiterentwicklung, z. B. fu¨r eine spa¨tere
Migration, nachteilig. Des Weiteren sollte darauf geachtet werden, dass die Operatoren der
Sprachkomponente so kompakt wie mo¨glich sind und keine unno¨tigen Redundanzen aufweisen.
Die entworfene doma¨nenspezifische Sprachkomponente unterliegt typischerweise einer Evolu-
tion. Beispielsweise ist es nicht ungewo¨hnlich, dass bestimmte Operatoren im urspru¨nglichen
Entwurf nicht abstrakt genug sind und daher angepasst werden mu¨ssen. Grundlegende A¨nde-
rungen sowohl in der Struktur als auch in der Bedeutung von Operatoren ko¨nnen weitreichende
A¨nderungen der Plattform und somit auch der Ebenentransformationsdefinitionen nach sich zie-
hen. Insbesondere die Ebenentransformationsdefinitionen sollten daher erst abgeleitet werden,
wenn das Referenzszenario mit ho¨heren Transformationsdefinitionen und deren Implementierung
sowohl bei Anwendern als auch beim Architekten plausibel und fu¨r gut befunden werden.
Nach dem kreativen Prozess der Sprachfindung ist das Erstellen eines Schemas eine systemati-
sche Ta¨tigkeit. Ein Schema legt die Syntax der Sprachkomponente formal fest. Ebenso wird ein
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Namensraum definiert, mit dem die Sprachkomponente eindeutig identifiziert und somit von an-
deren Sprachkomponenten unterschieden werden kann. Da XML Schema eine weit verbreitete,
ma¨chtige und relativ leicht weiterverarbeitbare Schemasprache ist, wird diese als Beschreibungs-
form bevorzugt. Nichtsdestotrotz ko¨nnen andere Vorschla¨ge fu¨r Schemasprachen ebenso ver-
wendet werden. Diese mu¨ssen anschließend in eine Schemadefinition in XML Schema u¨berfu¨hrt
werden, um das Generatorsystem XOpGen in der jetzigen Implementierung nutzen zu ko¨nnen.
Neben der Strukturbeschreibung ko¨nnen innerhalb der Annotation von XML Schema weitere
Informationen, bspw. die Bedeutung der Sprachkonstrukte, in textueller Form hinterlegt wer-
den. Dadurch kann ebenso die Semantik informell in textueller Form aufgenommen werden.
Mit Hilfe der Annotation ist es aber ebenso mo¨glich, zusa¨tzliche, nicht mit dem XML Schema
ausdru¨ckbare Einschra¨nkungen hinzuzufu¨gen. Solche Einschra¨nkungen sind bspw. gegenseitige
Abha¨ngigkeiten von Elementen und/oder Attributen. Hierzu eignen sich die Annahmen und
Ausnahmen, die mit Schematron spezifiziert werden ko¨nnen, ideal.
Bei der Erstellung sollte mit der Deklaration des Wurzelelementes begonnen werden und an-
schließend das Metamodell systematisch in einer zuvor festgelegten Abarbeitungsreihenfolge ab-
gearbeitet werden. Die Typdefinitionen ko¨nnen dabei parallel zur oder erst nach dem Abschluss
der Elementdeklaration erfolgen. Verschiedene Werkzeuge, sowohl proprieta¨re als auch offene,
helfen bei der Erstellung von Schemadefinitionen in XML Schema.
Zweck formale Beschreibung der Operatoren der Sprachkomponente




Input-Artefakte - verfeinerter Anforderungskatalog
- Schemata der Quell- und Zielsprachen
- Glossar von Begriffen
- U¨bersicht u¨ber wesentliche Konzepte
Output-Artefakte - annotiertes Schema der Sprachkomponente
Methoden/Werkzeuge - Schema-Editor
TABELLE 7.5: Aktivita¨t 5: Definieren der doma¨nenspezifischen Sprachkomponente.
Aktivita¨t 6: Definieren des Referenztransformationsszenarios
Um eine doma¨nenspezifische Sprachkomponente nicht ”auf der gru¨nenWiese“ zu entwerfen, sollte
am besten ein Beispielfall betrachtet werden, an dem man die Ergonomie und Angepasstheit des
Sprachentwurfs kontinuierlich messen kann. Ein Referenzszenario dient u. a. fu¨r diesen Zweck.
Der konkrete fachliche Gehalt eines Referenzszenarios ist im Grunde irrelevant. Vielmehr geht es
darum, die Transformationsaufgaben in einem Anwendungsbereich wiederzuspiegeln und somit
eine hinreichende U¨berdeckung von Operatoren und ihren Kombinationen zu erzielen. Dennoch
wird i. d. R. ein fachlich einigermaßen sinnvoller Anwendungsfall im Kleinen formuliert und spa¨ter
umgesetzt, um die Zweckdienlichkeit zu ermitteln.
Ein echter Anwendungsfall sollte zumindest in den fru¨hen Phasen vermieden werden. Zwar
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kann fu¨r diesen u.U. bereits eine bestehende Referenzimplementierung verwendet und somit
der zusa¨tzliche Entwicklungs- und Pflegeaufwand fu¨r das Referenzszenario vermieden werden,
allerdings besteht die Gefahr, den U¨berblick zu verlieren. Ein echter Anwendungsfall ist eben
nicht mehr fachlich minimalistisch. Zudem fehlt oftmals die U¨berdeckung wichtiger Operatoren,
da sie zur Lo¨sung dieses Anwendungsfalls nicht beno¨tigt werden.
Zweck Wiederspiegelung der Transformationsaufgaben innerhalb des Anwen-
dungsbereiches







Input-Artefakte - Schemata der Sprachkomponente, Quell- und Zielsprachen
- bestehende Dokumentationen, Implementierungen, etc.
Output-Artefakte - detaillierte Beschreibung des Referenztransformationsszenarios
Methoden/Werkzeuge - Schema-Viewer
- Code-Editor
TABELLE 7.6: Aktivita¨t 6: Definieren des Referenztransformationsszenarios.
Aktivita¨t 7: Erstellen der Referenztransformationsdefinition
Mit den Mitteln der doma¨nenspezifischen Sprachkomponente wird das Transformationsbeispiel
des Referenzszenarios ausgedru¨ckt. Fu¨r die Referenztransformationsdefinition werden entspre-
chende, im Idealfall alle mo¨glichen, Kombinationen von Operatoren verwendet. Gemeinsam mit
der Referenzimplementierung wird die Syntax und indirekt die Semantik bis auf Detailebene
exemplarisch gezeigt.
Eine Evolution der doma¨nenspezifischen Sprachkomponente, insbesondere in den fru¨hen Phasen
der Findung und Stabilisierung, wird in aller Regel Ru¨ckwirkungen auf die Referenztransforma-
tionsdefinition der Sprachkomponente und gegebenenfalls auf deren Referenzimplementierung
und deren Plattform haben. Dies ist mit einem iterativen inkrementellen Entwicklungsansatz
gleichzusetzen.
Zweck Anwendung der Operatoren am Referenztranformationsszenario zur
U¨berpru¨fung der Zweckdienlichkeit der definierten Operatoren
Rollen - Sprachdesigner (verantwortlich)
- Referenzimplementierer
Input-Artefakte - Schemata der Sprachkomponente, Quell- und Zielsprachen
- detaillierte Beschreibung des Referenztransformationsszenarios




TABELLE 7.7: Aktivita¨t 7: Erstellen der Referenztransformationsdefinition.
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Aktivita¨t 8: Erstellen der Referenzimplementierung auf der Plattform
Die Referenzimplementierung kann aus existierenden Beispielimplementierungen extrahiert oder
vollkommen neu von Hand entwickelt werden. Unabha¨ngig davon hat sie aber einen ho¨heren
Anspruch als ein einfaches, isoliertes Beispiel. Im Zusammenspiel mit der Referenztransforma-
tionsdefinition zeigt sie die Anwendung und Umsetzung der doma¨nenspezifischen Sprachkompo-
nente. Diese zweiteilige Referenz gibt den U¨bergang vom Abstrakten (ho¨here, fachliche Opera-
toren) zum Konkreten (niedrigere, eher technische Operatoren) auf eine bestimmte Plattform
wieder. Aus beiden kann die Ebenentransformationsdefinition abgeleitet werden. Zugleich zeigt
die Referenzimplementierung ebenso die Verwendung der Plattform. Im Zuge der Erstellung der
Referenzimplementierung kann die Plattform selbst erweitert werden.
Sobald die Ebenentransformationsdefinitionen vorhanden sind, wird die Referenzimplementie-
rung auf die manuell entwickelte Fachlogik reduziert. Die restlichen Bestandteile werden dann
aus den ho¨heren Transformationsdefinitionen generiert.
Zweck Umsetzung des Referenzszenarios auf der Plattform
Rollen - Referenzimplementierer (verantwortlich)
- Plattformentwickler
Input-Artefakte - Schemata der Quell- und Zielsprachen
- detaillierte Beschreibung des Referenztransformationsszenarios
- evtl. bestehende Implementierungen und Dokumentationen




TABELLE 7.8: Aktivita¨t 8: Erstellen der Referenzimplementierung auf der Plattform.
Aktivita¨t 9: Erweitern der Plattform
Die Plattform hat die Aufgabe, die Umsetzung der doma¨nenspezifischen Sprachkomponente zu
stu¨tzen. Unter dem Begriff Plattform werden deshalb in diesem Zusammenhang sowohl Biblio-
theken in einer Basistransformationssprache als auch die Basistransformationssprache selbst ver-
standen. Daru¨ber hinaus werden auch bereits implementierte, ho¨here Operatoren oder Sprach-
komponenten dazugeza¨hlt. Die Plattform stellt somit die Grundlage fu¨r eine Implementierung
dar. Um die Ebenentransformationsdefinitionen mo¨glichst einfach zu halten, bildet die Erweite-
rung der Zielplattform bspw. durch weitere Bibliotheken ein wichtiges Mittel. Je ma¨chtiger die
Plattform ist, umso einfacher ist die Ebenentransformationsdefinition zu erstellen. Im Extrem-
fall kann die Pattform die Rolle eines Interpreters einnehmen, so dass die Ebenentransformation
selbst trivial ist. Umgekehrt gilt, je gro¨ßer der Unterschied zwischen den Konzepten der doma¨-
nenspezifischen Sprachkomponente und den Konzepten der Zielplattform ist, desto komplexer
sind die notwendigen Ebenentransformationen. Dies sollte vermieden werden, zumal Komplexi-
ta¨t auf der Metaebene schwerer zu beherrschen ist als auf der konkreten Ebene der Plattform.




Die Grenzen zwischen Plattform und Generat der Ebenentransformation ko¨nnen sich mit zu-
nehmenden Versta¨ndnis u¨ber die Doma¨ne und mit der einhergehenden Evolution der doma¨nen-
spezifischen Sprachkomponente verschieben – sowohl in die eine als auch in die andere Richtung.
Ebendeshalb sollte die Entwicklung der Plattform einem iterativen, inkrementellen Entwick-
lungsansatz folgen.
Zweck Vereinfachung der Ebenentransformationsdefinition von den ho¨heren
Operatoren der Sprachkomponente zu den Operatoren der Plattform
Rollen - Plattformentwickler (verantwortlich)
- Ebenentransformationsentwickler
Input-Artefakte - Schemata der Quell- und Zielsprachen
- detaillierte Beschreibung des Referenztransformationsszenarios
- evtl. bestehende Implementierungen und Dokumentationen
Output-Artefakte - Code der Plattformerweiterung
- Dokumentation der Erweiterung
Methoden/Werkzeuge - Schema-Viewer
- Code-Editor
TABELLE 7.9: Aktivita¨t 9: Erweitern der Plattform.
Aktivita¨t 10: Ableiten des Ebenentransformators
Hauptaufgabe dieser Aktivita¨t ist die Entwicklung einer Ebenentransformationsdefinition. Die
Ebenentransformation u¨berfu¨hrt eine mit den Mitteln der doma¨nenspezifischen Sprachkompo-
nente gegebene Transformationsdefinition in eine Transformationsdefinition, die entweder ele-
mentar und deshalb direkt ausfu¨hrbar ist oder ihrerseits durch bereits existierende Ebenen-
transformationsdefinitionen in eine ausfu¨hrbare Form einer Basistransformationssprache trans-
formiert wird. Somit definiert die Ebenentransformationsdefinition die Semantik (die Interpre-
tation) bzgl. einer konkreten Zielplattform.
Die Ebenentransformationsdefinitionen ko¨nnen zuna¨chst aus der Referenztransformationsdefi-
nition und der Referenzimplementierung abgeleitet werden. Wie die Aktivita¨t im Einzelnen
abla¨uft, ist von der verwendeten Transformationsmethode abha¨ngig. Wird bspw. fu¨r diesen
Schritt der Template-basierte Ansatz gewa¨hlt, so ko¨nnen die statischen Teile der Templates di-
rekt aus der Referenzimplementierung u¨bernommen werden. Fu¨r die dynamischen Teile werden
in den Templates offene Stellen angelegt, die bei der Initialisierung durch Informationen aus
der Referenztransformationsdefinition gefu¨llt werden. Die offenen Stellen der Templates ko¨nnen
Metacode enthalten, der die weitere Verarbeitungsreihenfolge durch Iterationen oder Aufrufe
anderer Templates steuert.
Losgelo¨st davon sollte, wann immer mo¨glich, ”gut versta¨ndlicher“ Code erzeugt werden. Es
sollten die gleichen Qualita¨tsmaßsta¨be wie bei nichtgeneriertem Code angelegt werden, denn
es ist in vielen Fa¨llen unrealistisch anzunehmen, dass Entwickler den generierten Code nie zu
sehen bekommen. Zwar muss die aus der Ebenentransformation erzeugte niedrigere Transforma-
tionsdefinition nicht gea¨ndert, aber mglw. in weiteren Ebenentransformationsschritten in eine
elementare Transformationsdefinition u¨berfu¨hrt werden. Um die Versta¨ndlichkeit des Generates
zu verbessern, ko¨nnen bspw.
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• Kommentare generiert werden, die auf Informationen der ho¨heren Transformationsdefini-
tion basieren,
• nachgelagerte Pretty Printer benutzt werden, die richtige Einru¨ckungen zur Strukturierung
des Generates vornehmen, und
• speziell fu¨r die Fehlersuche Metadaten erzeugt werden, die bspw. die verwendete Trans-
formationsregel in der Ebenentransformationsdefinition sowie den Sprachkonstrukt in der
ho¨heren Transformationsdefinition identifizieren. Informationen wie Zeitstempel, Version
und Ort der Ebenentransformationsdefinition sind ebenso sinnvolle Erga¨nzungen.
Die nahezu einzige Ausnahme besteht bei der Erzeugung von performanzoptimierten Transfor-
mationsdefinitionen. Hier spielt die Versta¨ndlichkeit eine untergeordnete Rolle.
Neben der Einhaltung von Stilrichtlinien fu¨r die erzeugte Transformationsdefinition ist es ratsam,
fu¨r die Ebenentransformationsdefinitionen selbst Grundprinzipien der Software-Entwicklung an-
zuwenden, wie Strukturierung, Modularisierung, regelma¨ßiges Refaktorisieren und Versionie-
ren. Beispielsweise fu¨hrt eine Modularisierung der Ebenentransformationsdefinitionen zu einer
besseren Wiederverwendbarkeit. Je nach Transformationssprache, die zur Beschreibung der
Ebenentransformation eingesetzt wird, kann dies durch Subroutinen, Module oder lose gekop-
pelte Komponenten erreicht werden, die fu¨r die Erzeugung klar getrennter Bestandteile zusta¨ndig
sind. Diese ko¨nnen dann einzeln ausgetauscht werden. Wie im Abschnitt 5.3.4 gezeigt, ko¨nnen
fu¨r die Ebenentransformation selbst ho¨heren Operatoren bzw. Sprachkomponenten und somit
ihre Vorteile verwendet werden.
Zweck Entwicklung des Ebenentransformators
Rollen - Ebenentransformationsentwickler (verantwortlich)
- Plattformentwickler
Input-Artefakte - Schema der Sprachkomponente
- Transformationsdefinition des Referenzszenarios mit den Mitteln der
Sprachkomponente und mit den Mitteln der Plattform
- evtl. bestehende Dokumentationen der Plattform
Output-Artefakte - Ebenentransformator
- Dokumentation des Ebenentransformators
Methoden/Werkzeuge - Schema-Viewer
- Code-Editor
TABELLE 7.10: Aktivita¨t 10: Ableiten des Ebenentransformators.
Aktivita¨t 11: Generieren des Ebenen- und Inputvalidierers
Dieser Schritt ist ein rein mechanischer Vorgang, der auf der Grundlage des Schemas und der
Konfiguration des Generatorsystems XOpGen erfolgt. Es werden Validierungskomponenten er-
zeugt, die in die Infrastruktur der Ebenentransformationsdefinition u¨ber feste Schnittstellen
eingebunden werden.
Die Konfiguration von XOpGen ist notwendig, wenn Anpassungen bzgl. der Standardkonfigu-
ration durchgefu¨hrt werden mu¨ssen. Solche A¨nderungen ko¨nnen die Art und den Umfang der
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Fehlermeldungen fu¨r die zu erzeugenden Validierungskomponenten betreffen. Insbesondere fu¨r
den Inputvalidierer, der erst wa¨hrend der elementaren Transformation ausgefu¨hrt wird und da-
her auf eine Basistransformationssprache abgebildet werden muss, besteht die Mo¨glichkeit die
Zielplattform einzustellen. Gerade diese Justierung ermo¨glicht die Unabha¨ngigkeit von einer kon-
kreten Zielplattform. In XOpGen werden konfigurierbare Variationspunkte mit Hilfe von Hooks,
die u¨berschrieben werden ko¨nnen, realisiert (siehe Abschnitt 6.3.1 und Abschnitt 6.3.2).
Zweck Erstellung der Validierungskomponenten, die entsprechende U¨berpru¨fun-
gen vornehmen
Rollen - Plattformarchitekt (verantwortlich)
Input-Artefakte - Schema der Sprachkomponente
Output-Artefakte - Validierungskomponenten
Methoden/Werkzeuge - XOpGen
TABELLE 7.11: Aktivita¨t 11: Generieren des Ebenen- und Inputvalidierers.
Aktivita¨t 12: Generieren der Dokumentation
Die Dokumentation der Syntax und Semantik einer Sprachkomponente ist essentiell fu¨r deren
Anwendung. Das Schema der Sprachkomponente bietet alle Informationen, um eine Dokumen-
tation der Syntax zu generieren. Wird die Bedeutung der Operatoren im Schema annotiert,
so ko¨nnen ebenso diese semantischen Informationen an den entsprechenden Stellen der Doku-
mentation generiert werden. Diverse Dokumentationsgenerationswerkzeuge existieren bereits.
Sie unterstu¨tzen unterschiedliche Repra¨sentationsformen und Formate. Einige Werkzeuge (z. B.
DocFlex/XML-XSDDoc [Rud08], xnsdoc [bul07], xsddoc [Kur05]) erzeugen bspw. eine JavaDoc-
a¨hnliche Repra¨sentation im HTML-Format. Wiederum andere Werkzeuge (z. B. XS3p [DST02],
Document! X [Inn07]) unterstu¨tzen eigene proprieta¨re Repra¨sentationsformen und ko¨nnen an-
dere Formate (z. B. RTF) erzeugen.
Zweck Erzeugung der Dokumentation zum Finden und Verstehen der definier-
ten Operatoren
Rollen - Plattformarchitekt (verantwortlich)
Input-Artefakte - Schema der Sprachkomponente
Output-Artefakte - Dokumentation der Sprachkomponente
Methoden/Werkzeuge - DocFlex/XML, xnsdoc, xsddoc
TABELLE 7.12: Aktivita¨t 12: Generieren der Dokumentation.
Aktivita¨t 13: Erstellen des Editors
Da die Operatoren von ho¨heren Sprachkomponenten XML-basiert sind, ko¨nnen standardma¨-
ßige XML-Editoren zum Einsatz kommen. Einige Standardwerkzeuge wie das Eclipse WTP
(Web Tool Project) [ecl08b] ko¨nnen u¨ber Erweiterungspunkte angepasst werden. Beispielsweise
ko¨nnen bestimmte Zuweisungen von Namensra¨umen und Referenzen auf Schemata (in XML
Schema oder DTD) angelegt werden. Danach kann der angepasste Editor entsprechend den
Einschra¨nkungen der Schemata wa¨hrend des Eingebens auf Wunsch Vorschla¨ge, Hinweise und
Fehlermeldungen fu¨r die Operatoren der Sprachkomponente anzeigen.
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Wird durch die doma¨nenspezifische Sprachkomponente eine spezielle Zielgruppe angesprochen,
ist es durchaus u¨blich und angebracht, eine eigene Umgebung fu¨r die Eingabe zu erstellen, um
bspw. die Ergonomie und damit die Effizienz weiter zu steigern. Ein Generatorwerkzeug fu¨r
einen solchen Ansatz ist das EMF (Eclipse Modeling Framework) [ecl08a]. Es generiert in der
Standardeinstellung eine einfache Baumeingabe in der neue, nur vom Schema erlaubte Knoten
hinzugefu¨gt werden ko¨nnen.
Zweck Anpassen des Editors an die definierte Sprachkomponente
Rollen - Plattformarchitekt (verantwortlich)
Input-Artefakte - Schema der Sprachkomponente
Output-Artefakte - Konfigurations- und Implementierungsdateien
Methoden/Werkzeuge - Eclipse WTP, EMF
TABELLE 7.13: Aktivita¨t 13: Erstellen des Editors.
Aktivita¨t 14: Integrieren in die Ebenentransformationsinfrastruktur
Die Generation der Validierungskomponenten wird gegen feste Schnittstellen der generischen
Infrastruktur vorgenommen. Ebenso wird die eigentliche Beschreibung der Ebenentransforma-
tion gegen feste Schnittstellen programmiert. Deshalb reicht in den meisten Fa¨llen ein einfaches
Importieren, um diese Komponenten zu verbinden. Nichtsdestotrotz kann es Fa¨lle geben, in
denen bspw. bereits existierende Codebestandteile integriert und somit entsprechende Mapping-
Komponenten fu¨r die Infrastruktur entwickelt werden mu¨ssen.
Zweck Verkoppelung der Infrastruktur mit den erstellten und generierten Kom-
ponenten




- generische Infrastruktur der Transformationsdefinition
Output-Artefakte - Integrationsdatei
Methoden/Werkzeuge - Code-Editor
TABELLE 7.14: Aktivita¨t 14: Integrieren in die Ebenentransformationsinfrastruktur.
Aktivita¨t 15: Test, Installation und Nutzung
In dieser komplexen Aktivita¨t erfolgt zuna¨chst der Test, dann die Installation und anschließend
die Nutzung. Obwohl es angebracht ist, nach jeder Durchfu¨hrung einer Aktivita¨t das Ergeb-
nis gegen die aufgestellten Anforderungen zu pru¨fen, erfolgt in diesem Schritt ein expliziter
und umfassender Test. Dieser u¨berpru¨ft, ob die Umsetzung der Sprachkomponente sowohl alle
funktionalen als auch alle nichtfunktionalen Anforderungen erfu¨llt. Bei Nichterfu¨llung werden
Gru¨nde ermittelt und Lo¨sungen gesucht. Unter Umsta¨nden wird eine erneute Iteration dieses
Vorgehensmodells instanziiert.
Wird der Test erfolgreich beendet, mu¨ssen mglw. Installationsroutinen zusammengestellt werden,
die zum einen die beno¨tigten Dateien, Bibliotheken und Komponenten zur Verfu¨gung stellen und
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zum anderen den Vorgang der Installation selbst unterstu¨tzen. Die Unterstu¨tzung umfasst bspw.
die Pru¨fung u¨ber die Eignung der (System-)Umgebung, das eigentliche Kopieren der Daten sowie
die Konfiguration abha¨ngig von der Umgebung bzw. von den Benutzereingaben.
Die Nutzung und U¨berwachung des aktiven Anwenderentwicklungsbetriebs kann wertvolle Hin-
weise auf mo¨gliche Verbesserungen und Optimierungspotenziale geben. Diese Informationen
ko¨nnen eine U¨berarbeitung der Sprachkomponente im Rahmen einer neuen Instanz des Vorge-
hensmodells erfordern.
Zweck Vorbereitung fu¨r die Freigabe und Nutzung




Input-Artefakte - sa¨mtliche erstellten und generierten Komponenten (inkl. Dokumenta-
tion, Editorkonfigurationen, etc.)




TABELLE 7.15: Aktivita¨t 15: Test, Installation und Nutzung.
7.2 Bottom-up-Vorgehensmodell
Das Bottom-up-Vorgehensmodell setzt bestehende Implementierungen mit einer Transformati-
onssprache oder Sprachkomponente voraus. Diese werden untersucht und neue oder zu vera¨n-
dernde Operatoren identifiziert (Analyse), Operatoren definiert bzw. angepasst (Entwurf) und
umgesetzt (Implementierung). Abbildung 7.2 zeigt den zeitlichen Ablauf der einzelnen Aktivita¨-
ten innerhalb dieser Phasen. Es wurde erneut bewusst nur der Normalfall modelliert und bspw.
auf Iterationszyklen und implizite Testaktivita¨ten im Vorgehensmodell verzichtet. Die einzelnen
Aktivita¨ten und deren Ergebnistypen werden nun im Detail diskutiert.
Aktivita¨t 1: Identifizieren potentieller Operatoren
Ziel dieser Aktivita¨t ist es, auf Grundlage bereits entwickelter Transformationsdefinitionen po-
tentielle Operatoren zu identifizieren, um immer wiederkehrenden, schematisch gleichen Code zu
vermeiden. Fu¨r die Identifikation potentieller Operatoren sollten zwei Fragen gestellt werden:
Sind in den vorhandenen Transformationsdefinitionen Operatorkombinationen enthalten, die im-
mer wieder gleich auftreten oder gleich strukturiert sind, aber noch nicht als ho¨here Operatoren
ganz oder nur teilweise erfasst wurden? Wa¨re ein ho¨herer Operator fu¨r diesen schematischen
Code einfach und kompakt oder wu¨rde dieser mglw. keine wesentliche Vorteile mit sich bringen,
da diese Lo¨sung nicht versta¨ndlicher oder ku¨rzer als die bisherige wa¨re?
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ABBILDUNG 7.2: Das Bottom-up-Vorgehensmodell.
Da diese Abwa¨gung oftmals subjektiv ist, setzt sie einiges an Erfahrung voraus. In den zuna¨chst
identifizierten Operatorkombinationen werden statische und variable Bestandteile bestimmt. Die
variablen Bestandteile sind fu¨r die Definition der Operatoren von besonderer Bedeutung, da sie
gerade in den ho¨heren Operatoren konfiguriert werden. Die statischen Bestandteile sind fu¨r die
Ableitung der Ebenentransformationsdefinition relevant. Sind in den potentiell zu ersetzenden
Operatorkombinationen bereits ho¨here Operatoren enthalten, ko¨nnen diese u.U. weiter vervoll-
sta¨ndigt und damit abstrahiert werden. Auch hier ist Fingerspitzengefu¨hl gefragt, da sich eine
zu große Granularita¨t negativ auf den Grad der Wiederverwendbarkeit auswirken kann. Ein
neuer, eigener Operator kann dann sinnvoller sein.
Zweck Finden von repetitiven Operatorkombinationen, da diese den Code auf-
bla¨hen und aufgrund ihrer Redundanzen den Code fehleranfa¨llig machen
Rollen - Plattformarchitekt (verantwortlich)
Input-Artefakte - bestehende Implementierung
Output-Artefakte - Beschreibung der zu ersetzenden Operatorkombinationen
Methoden/Werkzeuge - Code-Editor
TABELLE 7.16: Aktivita¨t 1: Identifizieren potentieller Operatoren.
Aktivita¨t 2: Definieren neuer Operatoren
Ein neuer Operator ist immer Teil einer Sprachkomponente. Zuna¨chst muss in dieser Aktivita¨t
eine solche Sprachkomponente, die funktionell oder inhaltlich a¨hnliche Operatoren entha¨lt, ge-
funden werden. Existiert keine solche Sprachkomponente muss diese inkl. ihres Namensraums
neu definiert werden. Stehen bei der Neudefinition die Anwenderzielgruppe bzw. eine spezifische
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Transformationsdoma¨ne im Vordergrund, sollte eine Instanz des Top-down-Vorgehensmodells
gebildet und ein entsprechendes Projekt durchgefu¨hrt werden.
Die bereits bestimmten variablen Codebestandteile bilden das Fundament des zu erstellenden
Operators, denn der neue Operator muss gerade Informationen bereitstellen, um diese zu fu¨llen
oder konfigurieren zu ko¨nnen. Die Syntax des Operators wird durch ein Schema formal festgelegt.
Mit Hilfe von Annotationen ko¨nnen textuelle Informationen u¨ber die Semantik und weitere mit
XML Schema nicht formulierbare Einschra¨nkungen hinterlegt werden.
Zweck formale Beschreibung der hinzuzufu¨genden Operatoren
Rollen - Sprachdesigner (verantwortlich)
- Plattformarchitekt
Input-Artefakte - Beschreibung der zu ersetzenden Operatorkombinationen
- bestehende Dokumentationen und Schemata von Sprachkomponenten
Output-Artefakte - annotiertes Schema der Sprachkomponente mit hinzugefu¨gten Opera-
toren
Methoden/Werkzeuge - Schema-Editor
TABELLE 7.17: Aktivita¨t 2: Definieren neuer Operatoren.
Aktivita¨t 3: Anpassen vorhandener Operatoren
In dieser Aktivita¨t werden bereits vorhandene Operatoren vervollsta¨ndigt oder erweitert, da die
urspru¨ngliche Definition bestimmte Kriterien oder Notwendigkeiten der Anwender nicht erfu¨llt.
Oftmals tritt bspw. der Fall ein, dass der bisherige Entwurf nicht abstrakt genug definiert wurde.
Ein schwerer zu identifizierendes Problem ist der entgegengesetzte Fall. In diesem sind die
Operatoren zu grobgranular und infolgedessen nicht oder nur selten anwendbar.
Unabha¨ngig vom Grund muss die A¨nderung des Operators im Schema vorgenommen werden, in
dem die Syntax des urspru¨nglichen Operators festgelegt wurde. Sind darin weitere Annotationen
enthalten, mu¨ssen sie ebenso angepasst werden.
Zweck formale Beschreibung des anzupassenden Operatoren
Rollen - Sprachdesigner (verantwortlich)
- Plattformarchitekt
Input-Artefakte - Beschreibung der zu ersetzenden Operatorkombinationen
- bestehende Dokumentationen und Schemata von Sprachkomponenten
Output-Artefakte - annotiertes Schema der Sprachkomponente mit angepassten Operato-
ren
Methoden/Werkzeuge - Schema-Editor
TABELLE 7.18: Aktivita¨t 3: Anpassen vorhandener Operatoren.
Aktivita¨t 4: Ableiten des Ebenentransformators
Aus den identifizierten statischen und variablen Codebestandteilen sowie aus der (angepassten)
Definition des Operators wird die Ebenentransformationsdefinition abgeleitet. Wie die Ablei-
tung im Konkreten umgesetzt wird, ist von der eingesetzten Transformationsmethode abha¨ngig.
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Losgelo¨st davon muss die Ebenentransformationsdefinition die statischen Bestandteile erzeugen
und die variablen Bestandteile durch Werte aus den ho¨heren Operatoren belegen oder fu¨llen.
Die Ebenentransformationsdefinition sollte so angelegt sein, dass die durch sie erzeugte Im-
plementierung gleiche Stilrichtlinien einha¨lt, die fu¨r nichtgenerierten Code verwendet werden.
Ebenso sollte bei der Entwicklung der Ebenentransformationsdefinitionen von den Grundprin-
zipien der Software-Entwicklung Gebrauch gemacht werden (siehe Ableitung des Ebenentrans-
formators in Abschnitt 7.1).
Zweck Anpassen des Ebenentransformators
Rollen - Ebenentransformationsentwickler (verantwortlich)
- Plattformentwickler
Input-Artefakte - Schema der Sprachkomponente mit hinzugefu¨gten oder angepassten
Operatoren
- Beschreibung der zu ersetzenden Operatorkombinationen
- evtl. dazugeho¨rige Anwendungsbeispiele der hinzugefu¨gten oder ange-
passten Operatoren
Output-Artefakte - Ebenentransformator
- Dokumentation des Ebenentransformators
Methoden/Werkzeuge - Schema-Viewer
- Code-Editor
TABELLE 7.19: Aktivita¨t 4: Ableiten des Ebenentransformators.
Aktivita¨t 5: Generieren des Ebenen- und Inputvalidierers
Diese Aktivita¨t entspricht der Generation des Ebenen- und Inputvalidierers von Abschnitt 7.1.
Zuna¨chst wird das Generatorsystem XOpGen konfiguriert und anschließend die automatische
Generierung durchgefu¨hrt.
Zweck Anpassen der Validierungskomponenten, die entsprechende U¨berpru¨fun-
gen vornehmen
Rollen - Plattformarchitekt (verantwortlich)
Input-Artefakte - Schema der Sprachkomponente
Output-Artefakte - Validierungskomponenten
Methoden/Werkzeuge - XOpGen
TABELLE 7.20: Aktivita¨t 5: Generieren des Ebenen- und Inputvalidierers.
Aktivita¨t 6: Generieren der Dokumentation
Diese Aktivita¨t entspricht der Generation der Dokumentation von Abschnitt 7.1. Die Generation
erfolgt auf Basis der Informationen, die im Schema niedergelegt wurden.
Aktivita¨t 7: Erstellen des Editors
Neben der Dokumentation kann ebenso der Editor fu¨r die neu definierten oder angepassten Ope-
ratoren modifiziert werden. Dies wird sicherlich nur in Ausnahmefa¨llen nach der Definition ein-
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Zweck Anpassen der Dokumentation zum Finden und Verstehen der hinzuge-
fu¨gten oder angepassten Operatoren
Rollen - Plattformarchitekt (verantwortlich)
Input-Artefakte - Schema der Sprachkomponente
Output-Artefakte - Dokumentation der Sprachkomponente
Methoden/Werkzeuge - DocFlex/XML, xnsdoc, xsddoc
TABELLE 7.21: Aktivita¨t 6: Generieren der Dokumentation.
zelner zusa¨tzlicher Operatoren geschehen. Die Aktivita¨t “Erstellen des Editors” in Abschnitt 7.1
kann dennoch auch hier analog angewendet werden.
Zweck Anpassung des Editors an die vera¨nderte Sprachkomponente
Rollen - Plattformarchitekt (verantwortlich)
Input-Artefakte - Schema der Sprachkomponente
Output-Artefakte - Konfigurations- und Implementierungsdateien
Methoden/Werkzeuge - Eclipse WTP, EMF
TABELLE 7.22: Aktivita¨t 7: Erstellen des Editors.
Aktivita¨t 8: Integrieren in die Ebenentransformationsinfrastruktur
Die generierten Validierungskomponenten und der abgeleitete Ebenentransformator werden in
dieser Aktivita¨t in die generische Infrastruktur integriert. Da Validierungskomponenten und
Ebenentransformator gegen feste Schnittstellen generiert bzw. programmiert werden, reicht ein
einfaches Importieren aus, um eine Verknu¨pfung herzustellen. Sollen weitere Komponenten
integriert werden, mu¨ssen in diesem Schritt entsprechende Mapping-Komponenten entwickelt
werden.
Zweck Verkoppelung der Infrastruktur mit den erstellten und generierten Kom-
ponenten




- generische Infrastruktur der Transformationsdefinition
Output-Artefakte - Integrationsdatei
Methoden/Werkzeuge - Code-Editor
TABELLE 7.23: Aktivita¨t 8: Integrieren in die Ebenentransformationsinfrastruktur.
Aktivita¨t 9: Test, Installation und Nutzung
In dieser Aktivita¨t erfolgt zuna¨chst ein abschließender Test sowie die Installation und Nutzung.
Der Test sollte sowohl die einzelne U¨berpru¨fung des Operators (Operatortest) als auch eine
U¨berpru¨fung mit anderen Operatoren (Integrationstest) umfassen. Fu¨r den Operatortest kann
u¨berpru¨ft werden, ob die urspru¨nglichen Implementierungen (statische und variable Codebe-
standteile) aus den neu definierten bzw. angepassten Operatoren erzeugt werden ko¨nnen. Das
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Zusammenspiel mit anderen Operatoren kann bspw. mit den bereits existierenden Transforma-
tionsdefinitionen erprobt werden. Diese ko¨nnen nun mit den neuen Operatoren geschrieben
und anschließend das Ergebnis der Ebenentransformation gegen die urspru¨nglichen Transfor-
mationsdefinitionen getestet werden. Dies kann und darf jedoch nicht weitere Integrationstests
mit anderen Operatoren ersetzen, da gerade die neuen Operatoren aus diesen urspru¨nglichen
Transformationsdefinitionen erstellt wurden.
Erst nach einer Installation und unter Nutzung der neuen Operatoren in realen Problemstel-
lungen kann der Reifegrad der Operatoren vollsta¨ndig ermittelt werden (vgl. mit der Aktivita¨t
Test, Installation und Nutzung im Abschnitt 7.1). Ein hieraus resultierendes Feedback der
Anwender kann eine weitere Iteration des Vorgehensmodells notwendig machen.
Zweck Vorbereitung fu¨r die Freigabe und Nutzung
Rollen - Plattformarchitekt (verantwortlich)
- Qualita¨tssicherer
- Endanwender
Input-Artefakte - sa¨mtliche erstellten und generierten Komponenten (inkl. Dokumenta-
tion, Editorkonfigurationen, etc.)




TABELLE 7.24: Aktivita¨t 9: Test, Installation und Nutzung.
7.3 Rollenverteilung
Generell ist es notwendig, dass die Entwicklung von konkreten Anwendungen und die Entwick-
lung der Sprachkomponenten getrennt wird. Hierfu¨r ko¨nnen mehrere Gru¨nde angefu¨hrt werden.
Zuna¨chst einmal sind Anwendungsentwicklungen i. d. R. sowohl einem starken Termin- als auch
Kostendruck untergeordnet. Somit kann bei einer verschmolzenen Entwicklung nicht auf die
eventuellen Schwierigkeiten der Spracherweiterung Ru¨cksicht genommen werden, so dass die
Qualita¨t, die entscheidend fu¨r den Erfolg ist, leidet. Zudem sind unterschiedliche Kenntnisse fu¨r
Anwendungsentwicklung und Sprachentwicklung vonno¨ten.
In diesem Abschnitt wird auf die spezifische Rollenverteilung bei der (Weiter-)Entwicklung von
Sprachkomponenten eingegangen. Fu¨r eine erfolgreiche Sprachentwicklung ist eine große Band-
breite an Erfahrungen, Kenntnissen und Fa¨higkeiten notwendig, welche sich typischerweise auf
eine Gruppe von Personen verteilt. Einige Rollen unterscheiden sich nicht von traditionellen
Anwendungsprojekten, wa¨hrend andere Rollen eine besondere Bedeutung einnehmen. Auf diese
Rollen wird in erster Linie eingegangen.
Abbildung 7.3 zeigt die spezifischen Rollen, die im Top-down-Vorgehensmodell und im Bottom-
up-Vorgehensmodell Aktivita¨ten durchfu¨hren. Da das Top-down-Vorgehensmodell fu¨r die Ent-
wicklung von fachlich motivierten Sprachkomponenten angewendet wird, werden hier neben den
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ABBILDUNG 7.3: Spezifische Rollen bei der (Weiter-)Entwicklung von Sprachen.
Rollen des Bottom-up-Vorgehensmodells (grau hinterlegte Rollen) zusa¨tzliche Rollen (weiß hin-
terlegte Rollen) beno¨tigt. Zu jeder Rolle werden im Folgenden kurz die Hauptaufgaben und
wichtigsten Ta¨tigkeiten beschrieben. Eine Person kann dabei natu¨rlich mehrere Rollen u¨berneh-
men und umgekehrt kann eine Rolle auch von mehreren Personen ausgefu¨llt werden.
Doma¨nenexperten
Um eine gute eigensta¨ndige doma¨nenspezifische Transformationssprache zu erstellen oder ledig-
lich doma¨nenspezifische Sprachkomponenten zu entwerfen, wird ein Expertenwissen u¨ber die
Doma¨ne beno¨tigt. Doma¨nenexperten sind Personen, die bereits mehrere Anwendungen in der
Doma¨ne realisiert haben oder potentielle Anwender und Kunden, die Experten in Teilen der
Doma¨ne sind.
Doma¨nenanalytiker
Der Doma¨nenanalytiker ist verantwortlich fu¨r sa¨mtliche Aktivita¨ten der Doma¨nenanalyse (siehe
Abschnitt 7.1). Dies la¨sst sich am besten durch eine Reihe von Workshops mit Doma¨nenex-
perten, potentiellen Endanwendern, Anforderungsanalytikern und Plattformarchitekten iterativ
erarbeiten.
Sprachdesigner
Der Sprachdesigner ist ein Experte im Finden von Operatoren und im Zusammenfu¨gen dieser zu
einer Sprachkomponente abha¨ngig oder unabha¨ngig von einer bestimmten Doma¨ne. Er definiert
die abstrakte und die konkrete Notationsform der Operatoren. Er muss dahingehend besondere
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Fa¨higkeiten besitzen. Er ist das Bindeglied zwischen Doma¨nenanalytikern auf der einen Seite
und dem Plattformarchitekten auf der anderen Seite.
Plattformarchitekt
Der Plattformarchitekt ist fu¨r die Realisierung der gesamten technischen Architektur verant-
wortlich. Dazu geho¨ren die Definition der Zielplattform, das Erstellen der Referenzimplemen-
tierung und die Umsetzung der Ebenentransformation. Entsprechend den Aufgaben lassen sich
spezifische Auspra¨gungen des Plattformarchitekten benennen (Referenzimplementierer, Platt-
formentwickler und Ebenentransformationsentwickler, etc.).
Referenzimplementierer
Referenzimplementierer bilden die neuen Sprachkonstrukte auf eine gegebenen Zielplattform ab.
Es werden die Referenztransformationsdefinitionen des Sprachdesigners aus der Doma¨nenana-
lyse verwendet. Der Referenzimplementierer braucht somit sowohl Kenntnisse von der Doma¨ne,
Kenntnisse von der Zielplattform als auch Fa¨higkeiten fu¨r die U¨berfu¨hrung des Referenzszena-
rios. Er leistet eine wichtige Vorarbeit fu¨r den Ebenentransformationsentwickler.
Plattformentwickler
Fu¨r die Rolle des Plattformentwicklers sind Personen geeignet, die weitgehende Erfahrungen
mit dem Erstellen von Bibliotheken fu¨r Sprachen im Allgemeinen und Transformationssprachen
im Besonderen haben. Sie stellen die Zielplattform zur Verfu¨gung und mu¨ssen deshalb eng mit
den Referenzimplementierern zusammenarbeiten, da die Referenzimplementierung sich auf die
gegebene Zielplattform stu¨tzt und diese exemplarisch verwendet.
Ebenentransformationsentwickler
Ebenentransformationsentwickler mu¨ssen sowohl Transformationssprachen als auch Generie-
rungswerkzeuge beherrschen. Sie definieren die Ebenentransformation, die bspw. unter zur Hil-
fenahme der Referenzimplementierung abgeleitet werden kann. Diese Transformationsdefinition
erfolgt in Abstimmung mit der Anpassung der Zielplattform, so dass weder die Komplexita¨t der
Zielplattform noch die Komplexita¨t der Ebenentransformation zu hoch wird und deshalb außer
Kontrolle gera¨t.
Weitere Rollen
Neben den bereits erwa¨hnten Rollen sind ebenso traditionelle Rollen relevant. Der Endanwender,
es ko¨nnte auch ein Kunde sein, sollte so fru¨h und so weit wie mo¨glich in die Sprachentwicklung
einbezogen werden. Anforderungsanalytiker, die zur Analyse und Beschreibung der anwen-
dungsspezifischen Kundenanforderungen eingesetzt werden, bilden eine indirekte Schnittstelle
zwischen Kunden der Anwendungsentwicklung und Doma¨nenanalytikern bzw. Sprachdesignern.
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Qualita¨tssicherer sind verantwortlich fu¨r die Entwicklung von Teststrategien und anderen Maß-
nahmen zur Qualita¨tssicherung. Projektmanager koordinieren den gesamte Sprachentwicklungs-
prozess mit Blickpunkt auf aktuelle Anwendungsentwicklungen und zuku¨nftige Anwendungsent-
wicklungen fu¨r potentielle Kunden.







































































































Definieren der Anwenderzielgruppen m v m
Erfassen von Terminologien und Konzepten m v m
Eingrenzen der Quell- und Zielsprache m v m
Bu¨ndeln und Aufbereiten des gesammelten Wissens m v b b
Definieren der doma¨nenspezifischen Sprachkompo-
nente
b b v b
Definieren des Referenztransformationsszenarios b m v m b b b
Erstellen der Referenztransformationsdefinition v b
Erstellen der Referenzimplementierung auf der Platt-
form
v b
Ableiten des Ebenentransformators b v
Erweitern der Plattform (Bibliotheken etc.) v b
Ableiten des Ebenentransformators b v
Generieren des Ebenen- und Inputvalidierers v
Generieren der Dokumentation v
Erstellen des Editors v
Integrieren in die Ebenentransformationsinfrastruk-
tur
v m
Test, Installation und Nutzung v m m b
Bottom-up-Vorgehensmodell
Identifizieren potentieller Operatoren v
Definieren neuer Operatoren v m
Anpassen vorhandener Operatoren v m
Ableiten des Ebenentransformators m v
Generieren des Ebenen- und Inputvalidierers v
Generieren der Dokumentation v
Erstellen des Editors v
Integrieren in die Ebenentransformationsinfrastruk-
tur
v m
Test, Installation und Nutzung v m m
Legende: v = verantwortlich, m = mitwirkend, b = beratend





Der dritte Teil dieser Arbeit widmet sich der Anwendung
des vorgeschlagenen Frameworks. Das Framework wurde ge-
nutzt, um bspw. die Transformationssprache XSLT durch zu-
sa¨tzliche Sprachkomponenten zu erweitern. Einige von ihnen
werden in diesem Teil vorgestellt. Die dabei bisher gewon-






Bevor Nutzen und Kosten im na¨chsten Kapitel ausfu¨hrlich ero¨rtert werden, wird die Anwendung
der vorgeschlagenen Konzepte und deren Implementierungen exemplarisch an der spezifischen
Transformationssprache XSLT gezeigt. Es wird sowohl die Erweiterung von XSLT als auch der
Aufbau einer eigensta¨ndigen Transformationssprache, die auf XSLT aufsetzt, demonstriert.
Im ersten Abschnitt dieses Kapitels wird XSLT mit verschiedenen Sprachkomponenten erweitert.
Ziel ist es, losgelo¨st von einer konkreten Problemstellung, generell eine gro¨ßere Anzahl von
potentiellen Spracheigenschaften zu unterstu¨tzen. Zur Veranschaulichung werden Operatoren
einer Sprachkomponente sukzessive mit Hilfe des Bottom-up-Vorgehensmodells konstruiert. Im
zweiten Abschnitt werden reale Anwendungsbeispiele vorgestellt. Auf eines wird dabei na¨her
eingegangen. Fu¨r dieses wird mittels des Top-down-Vorgehensmodells eine problemspezifische
Transformationssprache basierend auf XSLT entworfen.
8.1 Erweiterung von XSLT
In diesem Abschnitt steht die Erweiterung einer Transformationssprache im Fokus. Als Beispiel
werden zusa¨tzliche Sprachkomponenten fu¨r XSLT konzipiert. Grundsa¨tzlich kann das gleiche
Entwicklungsvorgehen ebenso bei anderen Transformationssprachen angewendet werden. Da
die ho¨heren Operatoren innerhalb der Sprachkomponenten jedoch grundlegend von der Trans-
formationsmethode im Allgemeinen sowie den elementaren Operatoren einer Basistransforma-
tionssprache im Besonderen abha¨ngen, ko¨nnen fu¨r zwei Basistransformationssprachen u.U. nicht
die gleichen ho¨heren Operatoren gebildet werden.
ABBILDUNG 8.1: Zusa¨tzliche Sprachkomponenten fu¨r XSLT.
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Abbildung 8.1 stellt Beispiele von Sprachkomponenten vor, die fu¨r XSLT entwickelt wurden. Es
wurden Sprachkomponenten mit universellen Operatoren und Sprachkomponenten mit doma¨-
nenspezifischen Operatoren erstellt. Universelle Operatoren wurden dabei mit einer Bottom-up-
Komposition aus elementaren XSLT-Operatoren zusammengesetzt. Doma¨nenspezifische Opera-
toren, bei denen die Zielanwendergruppe im Vordergrund steht, wurden mit einem Top-down-
Entwicklungsvorgehen definiert. Sie bauen auf universelle und elementare Operatoren bzw. deren
Sprachkomponenten auf.
8.1.1 Universelle Operatoren
Die Ebene der universellen Operatoren bietet Funktionalita¨t fu¨r kleine Transformationsaufgaben
an, deren Lo¨sungen schematisch immer wieder gleich aufgebaut sind. Die wiederverwendbaren
Operatoren gestalten den Code wesentlich kompakter und fu¨hren letztendlich zu einer versta¨nd-
licheren Transformationsdefinition. Die Operatoren werden inhaltlich und/oder funktionell in
Sprachkomponenten zusammengefasst. Beispiele fu¨r Sprachkomponenten auf diesen Ebenen sind
(vgl. mit [FP07a]):
• math
Diese Sprachkomponente bietet Operatoren fu¨r mathematische Berechnungen, z. B. Be-
rechnung des Minimums, Maximums, Durchschnitts, Summe, Multiplizita¨t einer selektier-
ten Menge von Werten oder Suche des kleinsten und gro¨ßten Wertes aus einer selektierten
Menge von Werten.
• string
Diese Sprachkomponente bietet Operatoren fu¨r Zeichenkettenmanipulationen, z. B. Erset-
zungen, Teilungen, Zusammenfu¨hrungen oder Ausrichtungen von einer oder mehreren se-
lektierten Zeichenketten.
• date/time
Diese Sprachkomponente bietet Operatoren fu¨r Datums- und Zeitformatierungen und -
umrechnungen, z. B. Ausgabe eines Datums, Zeit, Dauer, Jahr, Monat, Name eines Mo-
nats, Tag, Name eines Tags, Stunde, Minute, Sekunde aus einem selektierten Wert oder
Addieren oder Subtrahieren von selektierten Datums- oder Zeitangaben von anderen Wer-
ten.
• set
Diese Sprachkomponente bietet Operatoren fu¨r Manipulationen von Knotenmengen, z. B.
die Differenz, Schnittmenge, Vereinigungsmenge, Ausschlussmenge, Gleichheit oder An-
zahl von zwei oder mehreren selektierten Knoten.
• log
Diese Sprachkomponente bietet Operatoren fu¨r das Logging, z. B. Ausgabe des Pfades oder
Teilbaums zum aktuellen Kontextknoten, unterschiedliche Arten von Fehlermeldungen, die
von Hinweisen bis hin zu groben Fehlern mit Programmabbruch reichen.
• control
Diese Sprachkomponente bietet Operatoren fu¨r die Steuerung des Kontrollflusses, z. B.
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Operatoren fu¨r Funktionsdefinitionen und -aufrufe, Schleifen (for, while, do-while) oder
zur Festlegung von expliziten Traversierungsstrategien.
Um das Prinzip zu demonstrieren, wird im Folgenden besonderes Augenmerk auf die control-
Sprachkomponente gelegt. Dabei wird speziell auf die Erstellung des function- und call-
function-Operators eingegangen. Zuna¨chst wird die Erstellung dieser Operatoren motiviert, an-
schließend die Syntax und Semantik beschrieben und abschließend die Implementierung und Ver-
wendung erla¨utert. Dies zeigt exemplarisch eine vollsta¨ndige Umsetzung mit Hilfe des Bottom-
up-Entwicklungsvorgehens.
Problembeschreibung
XSLT bietet einen sehr einfachen, eingeschra¨nkten Mechanismus, um Funktionen zu definieren
und aufzurufen. Um eine Funktion in XSLT zu realisieren, wird ein benanntes Template definiert,






Dieser Mechanismus hat einige, fu¨r eine funktionale Sprache ungewo¨hnliche Restriktionen. Um
das benannte Template in XSLT identifizieren zu ko¨nnen, muss der Name des aufzurufenden
Templates eindeutig sein. Es ist deshalb ein Fehler, wenn eine Transformationsdefinition mehr
als ein Template mit dem gleichen Namen entha¨lt.1 Benannte Templates bieten zwar die Mo¨g-
lichkeit formale, benannte Parameter zu definieren (z. B. Parameter x und y), das Parame-







Werden beim Aufruf eines Templates die dort definierten Parameter nicht u¨bergeben (z. B. Para-
meter y) oder andere Parameter u¨bergeben, die gar nicht definiert wurden (z. B. Parameter z), so
kann der Parameter laut Spezifikation [Cla99a] einfach und ohne entsprechende Fehlermeldung
ignoriert werden.
Mit Hilfe der Operatorhierarchie wird nun ein flexiblerer und zugleich sicherer Funktionsmecha-
nismus entworfen, der auf den gezeigten elementaren Operatoren aufbaut. Der Anwender wird
mit den neuen Operatoren in doppelter Hinsicht entlastet, indem er einerseits nicht mehr manu-
ell erwa¨hnte Fehlerquellen bspw. bei der Parameteru¨bergabe aufspu¨ren muss und andererseits
ungebundener bei der Funktionsdefinition wird.
Abbildung 8.2 gibt eine U¨bersicht u¨ber die einzelnen Aktivita¨ten und deren Ergebnisdokumente
fu¨r das Entwickeln einer neuen control-Sprachkomponente. Der control-Sprachkomponente
1Eine Ausnahme stellen gleich benannte Templates dar, die importiert wurden. Sie werden u¨berdeckt von
Templates mit ho¨herer Importpriorita¨t.
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ABBILDUNG 8.2: U¨bersicht u¨ber Ergebnisse des Erstellungsprozesses.
sollen Operatoren hinzugefu¨gt werden, welche den neuen Funktionsmechanismus implementie-
ren. Wie im Bottom-up-Vorgehensmodell vorgeschlagen, folgt nach dem Identifizieren poten-
tieller Operatoren die exakte Definition der neuen Operatoren. Hierbei entsteht ein Schema,
aus dem im na¨chsten Schritt die Validierungskomponenten indirekt und die Dokumentation di-
rekt generiert werden ko¨nnen. Parallel dazu kann der Ebenentransformator erstellt werden.
Da die Ebenentransformation mit Hilfe der Sprache XSLT umgesetzt wird, werden konforme
Transformationsdefinitionen erstellt bzw. generiert, die im letzten Schritt zusammen mit der
Infrastrukturkomponente lediglich importiert werden mu¨ssen.
Wird die control-Sprachkomponente durch einen weiteren Operator (z. B. Schleifenoperator)
erga¨nzt, so muss zuna¨chst das Schema vervollsta¨ndigt und die Validierungskomponenten bzw.
Dokumentation erneut generiert werden. Werden separate Ebenentransformatoren geschrieben,
mu¨ssen diese noch integriert werden. Alternativ ko¨nnen bestehende Ebenentransformatoren
ebenso erweitert werden.
Die einzelnen Aktivita¨ten und ihre Ergebnisse fu¨r die Entwicklung des Funktionsmechanismus
werden nun im Einzelnen genauer beschrieben.
Definieren des function- und call-function-Operators
Eine Funktion wird mit dem gleichlautenden function-Operator definiert. Eine Funktion hat
einen qualifizierten Namen, der mit dem name-Attribut festgehalten wird. Der Name ist zwin-
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gend notwendig. Eine Funktion kann endlich viele formale Parameter besitzen, die jeweils mit
dem param-Element spezifiziert werden. Jeder Parameter muss dabei mit einen Namen aus-
gezeichnet werden. Eine optionale Standardbelegung, wie bei den Parametern der benannten
Templates, ist nicht erforderlich, da der formale Parameter beim Funktionsaufruf immer mit
tatsa¨chlichen Werten belegt wird. Nach der Parameterdefinition folgt der problemspezifische





Der Gegenpart der Funktionsdefinition – der Funktionsaufruf – wird mit dem call-function-
Operator beschrieben. Dafu¨r wird der entsprechende qualifizierte Name beno¨tigt.2 Die Argu-
mente des Funktionsaufrufs (with-param) werden mit einem Namen im name-Attribut und mit
der Wertebindung (entweder durch select-Attribut oder Argumentinhalt) angegeben.





Im Kontrast zu den benannten Templates besteht jetzt die Signatur einer Funktion aus dem
Namen und den zwingend erforderlichen Parametern. Insofern ko¨nnen Funktionen mit gleichen
Namen und unterschiedlichen Parametern definiert werden. Da Parameter benannt sind, ko¨n-
nen sogar gleichnamige Funktionen mit gleicher Parameteranzahl eine unterschiedliche Signatur
aufweisen.
Abschließend wird die obige EBNF-angelehnte Pseudonotation in eine Schemadefinition in XML
Schema ausformuliert bzw. zu dem existierenden Schema der control-Sprachkomponente hin-
zugefu¨gt. Code 8.1 zeigt einen Ausschnitt dieses Schemas. Die vollsta¨ndige Definition der call-
function- und function-Operatoren ist im Anhang A.1 zu finden. Der Ausschnitt beschra¨nkt
sich auf das with-param-Element, mit dem man Argumente bei einem Funktionsaufruf u¨ber-
geben kann. Die oben beschriebene Syntax wird dabei innerhalb des complexType-Elementes
festgelegt (Zeilen 8–15). Sie wird in diesem Schema durch eine Erweiterung des zuvor definier-
ten anyType-Typs beschrieben. Der anyType-Typ la¨sst die Benutzung von Attributen außerhalb
des Namensraums der control-Sprachkomponente zu. Wie im Codeausschnitt zu sehen, wird
die Semantik im annotation-Element notiert. Innerhalb des documentation-Elementes erfolgt
die textuelle Beschreibung. Diese ist bspw. fu¨r die spa¨tere Generierung der Dokumentation
wichtig. Innerhalb des appinfo-Elementes werden weitere Einschra¨nkungen, die nicht mit XML
Schema mo¨glich sind, mittels Schematron-Regeln vorgenommen. Mit der Annahme (Zeile 5)
wird gesichert, dass das with-param-Element entweder ein select-Attribut oder einen Inhalt
besitzt.
2Um Funktionen ho¨herer Ordnung zu unterstu¨tzen, kann der Name des call-function-Operators auch eine





3 <documentation>Parameter are passed to functions using the with−param element. The required name
attribute specifies the name of the parameter. The name of parameter is specified in the same way as
the corresponding parameter name in the function definition. The value of the passed parameter is
defined by either a select attribute or the content of the element.</documentation>
4 <appinfo>
5 <sch:assert xmlns:sch=”http://www.ascc.net/xml/schematron” test=”not(@select and ∗)”>Element ’






11 <attribute name=”name” type=”string”use=”required”/>





CODE 8.1: Ausschnitt aus dem Schema (control.xsd) – das with-param-Element des call-
function-Operators.
Erstellen des Ebenentransformators
In der Ebenentransformation werden die neu definierten Operatoren in die urspru¨nglichen Opera-
toren u¨berfu¨hrt. Um die Ebenentransformation der function- und call-function-Operatoren
leichter verstehen zu ko¨nnen, wird der gesamte erforderliche Code vorgestellt (siehe Code 8.2).
Zuna¨chst werden die notwendigen Namensra¨ume (Zeilen 2–4) und deren Eigenschaften, wie das
Lo¨schen des Namensraums im Zieldokument (Zeile 5) oder das Setzen eines Alias-Namensraums
zur Vermeidung von Namensraumkonflikten (Zeile 7), festgelegt. Danach (Zeilen 9–14) wird
das benannte Template perform-transformation mit dem Parameter mode definiert. Es bildet
die Schnittstelle zum Inputvalidierer. Der Inputvalidierer erzeugt zuna¨chst Code zur U¨berpru¨-
fung des Inputs und ruft anschließend dieses Template auf. Es kann sich somit hier auf die
reine U¨berfu¨hrung konzentriert werden, zumal die syntaktische Korrektheit des function- und
call-function-Operators durch den generierten Ebenenvalidierer bereits als gesichert angenom-
men werden kann. In dieser Implementation des Ebenentransformators werden im Inneren des










































































CODE 8.2: Ebenentransformationsdefinition des function- und call-function-Operators.
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Alternativ ko¨nnen auch mehrseitige Auswahlbedingungen eingesetzt werden. Die in Code 8.2
gewa¨hlte Implementation hat jedoch den Vorteil, dass sie leichter erweitert werden kann. Es muss
fu¨r einen neuen Operator lediglich ein neues entsprechendes Template hinzugefu¨gt werden.
Wie ein solches Template fu¨r den function-Operator aussehen kann, zeigen die Zeilen 18–38
im Code 8.2. Als Vorbereitung wird ein eindeutiger Name des Templates generiert und an
die Variable template-name gebunden (Zeilen 20–29). Der Name setzt sich aus dem Funk-
tionsnamen konkateniert mit dem Namen der Parameter und einer eindeutigen Kennzahl als
Suffix zusammen. Mit Hilfe dieser Variable und mit Informationen u¨ber die Parameter des
function-Operators wird anschließend ein benanntes Template mit entsprechenden Parametern
erzeugt (Zeilen 30–37). Um den Inhalt der Funktionsdefinition zu verarbeiten, wird das Template
apply-templates aufgerufen. Es wird im Inputvalidierer definiert und koordiniert das weitere
Durchlaufen (Zeilen 34–36). Die U¨bergabe des Modus ist wichtig, um den Einsprungspunkt
wiederzufinden.
In analoger Weise wird die U¨berfu¨hrung des call-function-Operators erstellt (Zeilen 39–67).
Die Anwendung gleicher Namenskonventionen sichert hierbei, dass die Beziehung zwischen Funk-
tionsdefinition und Funktionsaufruf erhalten bleibt.
Generieren des Ebenen- und Inputvalidierers
Mit Hilfe des Generatorsystems XOpGen ko¨nnen in einem mehrstufigen Generationsprozess aus
dem Schema die Validierungskomponenten automatisch produziert werden. Im ersten Schritt
wird das grammatikbasierte Schema in regelbasierte Schemata u¨berfu¨hrt. Zusa¨tzliche Annotatio-
nen, wie die Annahme in Zeile 5 des Codeausschnittes 8.1, werden dabei entsprechend verwebt.
Im zweiten Schritt werden daraus die Validierungskomponenten erzeugt. Eine Konfiguration
des Generators ist nicht notwendig, da in der Standardeinstellung, wie beno¨tigt, XSLT-Code
generiert wird.
Code 8.3 zeigt den Aufbau des generierten Ebenenvalidierers. Zu Beginn werden wieder die
beno¨tigten Namensra¨ume und deren Eigenschaften festgelegt (Zeilen 2–5). Danach wird in den
Zeilen 7–9 der Aufruf der Infrastrukturkomponente entgegengenommen und eigene Templates
im entsprechenden Modus angestoßen. Anschließend wird beispielhaft vorgefu¨hrt (Zeilen 11–47),
wie die U¨berpru¨fung des with-param-Elementes vom call-function-Operator mit XSLT im-
plementiert werden kann. Die Zeilen 13–19 zeigen den Codeteil, der aus der Annotation (Zeile 5
des Codeausschnittes 8.1) generiert wurde. Er garantiert, dass entweder ein select-Attribut
oder ein Inhalt im with-param-Element verwendet wird. Mit den Zeilen 20–26 wird gesichert,
dass das zwingend erforderliche name-Attribut vorhanden ist. Der Test in den Zeilen 27–37 und
38–47 schließt unerlaubte Attribute bzw. Kindelemente aus.
Neben der Validierungskomponente fu¨r die Ebenentransformation wird ebenso die Validierungs-
komponente fu¨r die elementare Transformation, die den Input pru¨ft, generiert. Der Inputva-
lidierer entha¨lt fu¨r das with-param-Element lediglich Code, der XSLT-Kontrollblo¨cke erzeugt,
die validieren, ob der Wert des name-Attributes vom Typ QName ist.
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14<xsl:when test=”not(@select and ∗)”/>
15<xsl:otherwise>
















30namespace−uri()=’’) or local−name()=’name’ or local−name()=’select’ or false()”/>
31<xsl:otherwise>
32<xsl:message>Error: The attribute ’<xsl:value−of select=”local−name(.)”/>’ is not allowed on the
operator ’<xsl:value−of select=”local−name(..)”/>’. Test: not(namespace−uri()=’http://www.












43<xsl:message>Error: The element ’<xsl:value−of select=”local−name(.)”/>’ is not allowed on the















Aus dem erstellten Schema der control-Sprachkomponente kann eine Dokumentation automa-
tisch erzeugt werden. Abbildung 8.3 illustriert eine JavaDoc-a¨hnliche Darstellung des with-
param-Elementes vom call-function-Operator. Sie wurde mit Hilfe des frei erha¨ltlichen Werk-
zeugs xsddoc [Kur05] generiert und entspricht dem Codeausschnitt 8.1. Die generierten HTML-
Dateien ko¨nnen mit einem Web-Browser angesehen werden.
ABBILDUNG 8.3: JavaDoc-a¨hnliche Dokumentation der control-Sprachkomponente.
Andere Darstellungen und Zielformate sind mo¨glich bzw. werden ebenso unterstu¨tzt. Unabha¨n-
gig davon erlaubt eine wie in Abbildung 8.3 dargestellte Dokumentation erst das Verstehen der
erstellten Operatoren und ist daher die Grundvoraussetzung fu¨r deren Anwendung.
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Integration
Um die control-Sprachkomponente nutzen zu ko¨nnen, mu¨ssen die manuell geschriebene Ebenen-
transformationskomponente, die generische Infrastrukturkomponente und die generierten Vali-
dierungskomponenten miteinander verknu¨pft werden. Da bei der Generierung die Standardein-
stellung verwendet wurde und der manuelle Teil die Standardschnittstellen unterstu¨tzt, kann
die Integration durch einfaches Importieren vorgenommen werden (vgl. mit Code 6.6). Diese
Datei (z. B. control.xslt in Abbildung 8.2) ist der Einstiegspunkt zur Nutzung der control-
Sprachkomponente.
Installation, Test und Nutzung
Fu¨r eine Nutzung der Erweiterungssprachkomponente mit XTC muss die Hauptdatei (z. B. con-
trol.xslt) registriert werden. Dies wird durch eine Eintragung in eine externe Registry-Datei













CODE 8.4: Beispielregistrierung der control-Sprachkomponente in XTC.
Durch die Eintragung werden XTC Metainformationen bspw. u¨ber den Namensraum der Sprach-
komponente und deren Operatoren (Zeile 5) und der Ort der entsprechenden Hauptdatei (Zeile 6)
mitgeteilt. Daru¨ber hinaus werden Metainformationen u¨ber die beno¨tigte Transformationsspra-
che fu¨r die Ebenentransformation (Zeile 7) sowie u¨ber die erzeugten Transformationssprachen
(Zeile 8) u¨bermittelt. Hieraus kann XTC die grundsa¨tzliche Durchfu¨hrbarkeit errechnen und
den Ebenentransformationsprozess koordinieren.
An dieser Stelle sollte die neue Sprachkomponente funktionsbereit sein. Es sollte aber unbedingt
getestet werden, ob die neuen ho¨heren Operatoren verarbeitet werden oder einfach, wie beim
Template-basierten Ansatz u¨blich, in die Zieldatei kopiert werden. Dies kann auf eine fehlerhafte
oder unvollsta¨ndige Registrierung der Sprachkomponente bzw. deren Hauptdatei in XTC zuru¨ck-
zufu¨hren sein (z. B. falsche Angabe des Namensraums). Ebenso kann ein inkorrektes Importieren
von einzelnen Komponenten in die Hauptdatei der Sprachkomponente (control.xslt) das un-
erwu¨nschte Verhalten verursachen. Nach dem generellen Funktionstest ko¨nnen die Operatoren
zuna¨chst alleine (Operatortest) und anschließend zusammen getestet werden (Integrationstest).
Beim Operatortest sollte mit dem Pru¨fen, ob noch falsche Eingaben fu¨r den Operator mo¨glich
sind, begonnen werden. Zudem muss gepru¨ft werden, ob der Operator nur an den gewu¨nschten
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Stellen anwendbar ist. Ein function-Operator kann bspw. nur als Kind des Wurzelelementes
(Top-Level-Element) eingesetzt werden. Der call-function-Operator darf hingegen nur lokal
und nicht als Top-Level-Element auftreten. In diesen Fa¨llen, muss das Schema vervollsta¨ndigt
werden und der Generationsprozess fu¨r den Ebenenvalidierer sowie fu¨r die anderen Generate er-
neut angestoßen werden. Erst wenn alle diese Tests erfolgreich absolviert sind, sollte die eigent-
liche Ebenentransformationsdefintion validiert werden. Hier sind zwei Dinge zu pru¨fen. Wurde
eine syntaktisch richtige Implementierung erzeugt und ist diese daru¨ber hinaus semantisch kor-
rekt? Das erste sichert, dass das Ergebnis der Ebenentransformation u¨berhaupt verarbeitbar
ist. Das zweite soll sichern, dass die Implementierung auch das macht, wofu¨r sie vorgesehen
wurde.
Das folgende minimale Beispiel zeigt, wie die neuen Operatoren genutzt werden ko¨nnen. Ange-
nommen es sei eine Liste von Bestellungen als Quelle gegeben. Sa¨mtliche Zeittypen sollen dabei







































Dies ko¨nnte bspw. notwendig sein, um zwei Systeme zu verknu¨pfen (z. B. der eBay-Marktplatz
[eba08] mit einem Warenwirtschaftssystem). Mo¨gliche Beispieldaten fu¨r die Quelle und das
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Ziel sind im Code 8.5 angegeben. Die Integration der vorhandenen Systeme setzt einen kor-
rekten Datenaustausch voraus. Die Transformation in das gewu¨nschte Datenformat soll mit
dem erweiterten XSLT vollzogen werden. Wie zuvor entha¨lt dann eine Transformationsdefi-
nition normale elementare XSLT-Operatoren gemischt mit neuen Operatoren, wie bspw. den
function-Operator, der die Konvertierungsfunktion implementiert (Zeilen 7–13 in Code 8.6).
Die definierte Konvertierungsfunktion kann mit dem entsprechenden call-function-Operator























CODE 8.6: Nutzung des function- und call-function-Operators.
Wu¨rde diese erweiterte Transformationsdefinition zusammen mit der zu transformierenden Quell-
datei an XTC u¨bergeben, wu¨rde zuna¨chst die Ebenentransformation gestartet und daraufhin
die eigentliche elementare Transformation durchgefu¨hrt. Voraussetzung ist, dass die erstellte
Ebenentransformationsdefinition bei der Level Library registriert und ein den W3C-Standard
unterstu¨tzender XSLT-Prozessor in XTC korrekt eingebunden wurde. Abbildung 8.4 zeigt
den Ebenentransformationsprozess fu¨r den function- bzw. call-function-Operator aus der
control-Sprachkomponente, wobei die Quelldokumente grau gekennzeichnet sind. Der Ebenen-
transformationsprozess besitzt im vorgestellten Beispiel nur eine Stufe, da function- und call-
function-Operatoren direkt in XSLT-Code u¨berfu¨hrt werden ko¨nnen. Die Ebenentransformati-
onsdatei control.xslt wird dabei von XTC automatisiert aufgrund der bestehenden Namens-
raumzugeho¨rigkeit identifiziert und ausgefu¨hrt.
Gleichermaßen ko¨nnen ho¨here Operatoren auch auf Operatoren anderer Erweiterungssprach-




ABBILDUNG 8.4: Ebenentransformation fu¨r control-Sprachkomponente.
8.1.2 Doma¨nenspezifische Operatoren
Technisch gesehen werden doma¨nenspezifische Operatoren nach dem gleichen Prinzip gebildet
wie universelle Operatoren. Es gibt jedoch zwei wesentliche Unterschiede. Zum einen werden
doma¨nenspezifische Operatoren fachlich fu¨r eine ganz bestimmte Doma¨ne entworfen. Eine be-
stimmte Doma¨ne zeichnet sich in aller Regel durch einen strikt abgegrenzten Transformationsbe-
reich aus, in dem bspw. die Zielsprache klar festgelegt wurde. Ebenso sind womo¨glich Pra¨ferenzen
und Abneigungen der Zielanwendergruppe zu beachten. Beides impliziert, dass diese Operato-
ren nicht mehr allgemein anwendbar sind. Zum anderen, um bspw. alle Sprachkonstrukte einer
festgelegten Zielsprache erzeugen zu ko¨nnen, braucht es eine Menge an doma¨nenspezifischen
Operatoren, die enger miteinander in Beziehung stehen als die gro¨ßtenteils lose gekoppelten
universellen Operatoren. Beispielsweise ko¨nnen die Schleifenoperatoren (z. B. while oder for)
selbst unabha¨ngig, aber auch unabha¨ngig vom im vorherigen Abschnitt definierten Funktions-
mechanismus eingesetzt werden. Betrachtet man zielsprachenspezifische Operatoren, so mu¨ssen
diese in richtiger Reihenfolge und Schachteltiefe angewendet werden, um korrekte Zieldokumente
zu erzeugen. Resultierend aus diesen Unterschieden wird ein Top-down-Entwicklungsvorgehen,
wie im Vorgehensmodell im Abschnitt 7.1 beschrieben, empfohlen.
Wie die Vielzahl der XML-Transformationssprachen, bietet XSLT bspw. keine Operatoren an,
um eine bestimmte Klasse von Zieldokumenten zu erzeugen. XSLT stellt lediglich Operato-
ren fu¨r die Erzeugung von Textliteralen, XML-Literalen oder XML-Informationseinheiten (z. B.
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Elemente, Attribute, Verarbeitungsanweisungen) bereit. Spezielle Zielsprachen, ob XML-basiert
oder nicht-XML-basiert, werden nicht unterstu¨tzt. Mit Hilfe der Operatorhierarchie ko¨nnen fu¨r
beide Kategorien von Zielsprachen entsprechende doma¨nenspezifische Operatoren entworfen wer-
den, die XSLT geeignet erweitern. Dies kann so weit getrieben werden, dass eine definierte Menge
an doma¨nenspezifischen Operatoren eine eigensta¨ndige Sprache bildet, die letztendlich nur noch
auf XSLT basiert, aber keine XSLT-Operatoren als solches zula¨sst (siehe Abschnitt 5.2).
Beispiele von doma¨nenspezifischen Operatoren oder genauer gesagt dessen Sprachkomponente
werden anhand von konkreten Fallbeispielen aus Forschungsprojekten und Praxis im kommenden
Abschnitt erla¨utert.
8.2 Fallbeispiele
Nachdem der Schwerpunkt bisher vorwiegend auf der technische Umsetzung lag, wird sich in
diesem Abschnitt mehr der Analyse- und Entwurfsphase gewidmet. Anhand eines konkreten An-
wendungsproblems wird eine problemangepasste Sprache entworfen. Am Ende des Abschnittes
werden weitere Fallbeispiele kurz angefu¨hrt.
8.2.1 Datenaustausch am Beispiel von Truitions XML-Export – Die
Transformationssprache XML2DSV
Bevor mit der eigentlichen Sprachentwicklung begonnen wird, werden vorab einige Hintergrund-
informationen gegeben, um einen besseren Einblick in die Problemstellung und das Problem-
umfeld zu bekommen. Zuna¨chst werden die Firma und ihre Ziele, Kunden und vorhandene
Systemlandschaften kurz geschildert.
Einfu¨hrung und Motivation
Truition ist eine Firma, die sich als ein E-Commerce-Anbieter versteht, der durch seine speziellen
On-Demand-Software-Lo¨sungen das effiziente Auslagern (Outsourcing) von wesentlichen Teilen
der E-Commerce-Aktivita¨ten seiner Kunden unterstu¨tzt und ermo¨glicht [Tru08]. Die Produkt-
familie wird als Commerce Management System (CMS) bezeichnet. Die Produkte werden in
Form von Diensten betrieben und dem Kunden u¨ber o¨ffentliche Netze angeboten. Truition tritt
dabei als Application Service Provider (ASP) auf, der sich um die gesamte Administration, wie
Backups, das Einspielen von Patches usw., ku¨mmert. Mit CMS kann ein Kunde eine Vielzahl
von Online-Vertriebskana¨len mit einer E-Commerce-Plattform nutzen. So ko¨nnen mit Hilfe des
CMS Kundenprodukte u¨ber einen eigenen Online-Shop, Marktplatz oder Auktionen angeboten
werden. Weiterhin ist es mo¨glich, die Produkte in etablierten Online-Marktpla¨tzen wie bspw.
eBay oder ElectronicScout24 einzustellen (siehe Abbildung 8.5).
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ABBILDUNG 8.5: Truitions Commerce Management System (CMS) [Tru08].
Um dies zu ermo¨glichen, werden notwendige Produktdaten (z. B. Name, Beschreibung, Preis,
Verfu¨gbarkeit, etc.), die durch Warenwirtschafts- oder Logistiksysteme den Kunden zur Verfu¨-
gung gestellt werden, in eine interne CMS-Struktur u¨berfu¨hrt. Anschließend werden die Daten
den Schnittstellen entsprechend an die Online-Vertriebskana¨le u¨bertragen. Wird innerhalb eines
solchen Vertriebskanals eine Transaktion (z. B. eine Bestellung eines Produkts) ausgelo¨st, wird
diese Information an die Kundensysteme zuru¨ckgeliefert und dort die entsprechende Verarbei-
tungsroutine gestartet. Die Routine wiederum sto¨ßt ihrerseits mglw. weitere Interaktionspro-
zesse mit dem Vertriebskanal u¨ber das CMS an (z. B. Bezahlprozesse).
Wie das Szenario skizziert, mu¨ssen mit verschiedenen Schnittstellen Daten ausgetauscht wer-
den. Etablierte Online-Marktpla¨tze definieren eigene spezielle APIs, u¨ber die das Erstellen bzw.
Einstellen eines Shops und dessen Produkten sowie die gesamte Auftragsabwicklung mit Bestell-
besta¨tigung und Verkaufsabwicklung erfolgen. Obwohl die Schnittstellen dabei nicht fest sind,
sondern sich wie bspw. beim eBay API [eba08] i. d. R. alle 24 Wochen a¨ndern, kann mit dem
CMS relativ flexibel darauf reagiert werden. Gru¨nde fu¨r die ha¨ufige Anpassung liegen neben den
u¨blichen Wartungs- und Weiterentwicklungsprozessen vor allem in der u¨berdurchschnittlichen
Dynamik im elektronischen Handel. Dieser Markt ist durch immer wieder neue Verkaufs- und
Marketingstrategien gekennzeichnet (z. B. Cross- und Upselling), um sich von der zunehmenden
Konkurrenz abzugrenzen und hervorzuheben [Amo02].
Problematischer als die Marktplatzseite stellen sich allerdings die Schnittstellen auf Kunden-
seite dar. Sie unterliegen zwar einem nicht ganz so starken A¨nderungsprozess, doch variieren
die Schnittstellen von Kunde zu Kunde erheblich. Eine Untersuchung der Kunden von Truition
in [FFSD06] ergab bspw., dass 46 Prozent (38% proprieta¨r und 8% Web Service) einen direkten
Zugriff auf die Kundensysteme anbieten. Die Mehrheit (54 Prozent) erlaubt keinen direkten
Zugriff. Vielmehr werden gebu¨ndelte, komplette Datensa¨tze entweder online oder oﬄine u¨ber-
tragen. Dabei kommen unterschiedlichste Datenformate, wie z. B. ASCII Text, Excel, XML
und DSV (Delimiter-Separated Value) zum Einsatz. Das Letztere ist das am meisten genutzte
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Format von Truitions Kunden (53,7%).
Um flexibel auf A¨nderungen reagieren zu ko¨nnen, soll fu¨r die U¨berfu¨hrung von XML in DSV-
Datenformate eine eigene, spezifische Transformationssprache entworfen werden. DSV ist ein
einfaches Datenaustauschformat, dass von vielen Altsystemen und nahezu allen Tabellenkal-
kulationswerkzeugen unterstu¨tzt wird. Das DSV-Format verwendet bestimmte Trennzeichen,
um Datenfelder und Datensa¨tze voneinander abzugrenzen. Das bekannteste und standardisierte
Format unter ihnen ist CSV (Comma-Separated Values) [Sha05]. Es trennt die Datenfelder und
Datensa¨tze mit Kommas bzw. Zeilenumbru¨chen und verwendet Anfu¨hrungsstriche als Maskie-
rungszeichen der Datenfelder.
Analyse
Zuna¨chst muss definiert werden, fu¨r welchen Anwendungsbereich die Sprache geeignet sein soll.
Um diese Frage systematisch anzugehen, ko¨nnte man bereits hier Merkmalmodellierung einset-
zen, um festzuhalten, welche Teile der Transformationsdoma¨ne adressiert werden sollen. Im
Folgenden wird fu¨r die erste Phase des Domain Scoping ein pragmatischer Ansatz gewa¨hlt. Erst
nachdem gezielt bestimmte Szenarien ausgeschlossen wurden, wird festgelegt, welche Merkmale
die Transformationssprache besitzt und welche variabel sind. Diese Zweiteilung hilft, das auf-
wendige Vorgehen der systematischen Merkmalmodellierung zu minimieren und den Fokus auf
das Wesentliche zu richten.
Die Sprache soll speziell fu¨r die U¨berfu¨hrung von XML-Daten in CSV-a¨hnliche Repra¨sentationen
der Daten entworfen werden. Die Zielanwendergruppe soll vorwiegend der technische Entwickler
sein. Damit aber ebenso weniger versierte Entwickler (z. B. auf Kundenseite) diese Sprache
nutzen ko¨nnen, werden folgende Entwicklungsziele verfolgt:
• Die Transformationssprache soll versta¨ndlich und einfach sein. Dies impliziert, dass die
Anzahl der optionalen Features, die keinen signifikanten Mehrnutzen mit sich bringen,
minimiert wird.
• Die Transformationssprache soll bzgl. der Struktur von DSV mo¨glichst flexibel sein. Sie soll
bspw. verschiedene Trennzeichen unterstu¨tzen. Dadurch kann sie trotz des eingegrenzten
Anwendungsbereiches fu¨r eine Vielzahl von Problemen angewendet werden.
• Die Transformationssprache soll kompatibel mit XML sein. Die Kompaktheit der Opera-
toren soll somit einen nachrangigen Stellenwert haben.
• Stattdessen soll die Transformationssprache gut durch Anwendungen (wie Editoren, Parser
usw.) unterstu¨tzt werden ko¨nnen. Es soll bspw. einfach sein, Programme zu schreiben,
die die Transformationssprache sowohl generieren als auch weiterverarbeiten ko¨nnen.




Im Gegensatz zum Zielformat, dass auf das DSV-Format eingeschra¨nkt ist, soll das Quellformat
lediglich XML-basiert sein. Eine weitere Einschra¨nkung, z. B. auf eine bestimmte Markup-
Sprache, soll nicht erfolgen.
Innerhalb der Sprache sollen fu¨r die Sprachkonstrukte u¨bliche Bezeichnungen, wie sie im Ziel-
format anzutreffen sind, verwendet werden. Gebra¨uchliche Bezeichnungen sind Trennzeichen
(delimiter), Maskierung (escape), Daten (data), Datensa¨tze (record) oder Datenfelder (field).
Nachdem weitestgehend die Transformationsdoma¨ne eingegrenzt wurde, kann die Transforma-
tionssprache analysiert werden. Das Merkmaldiagramm in Abbildung 8.6 beschreibt die Ei-
genschaften der Sprache detaillierter. Zum einen soll sie erlauben, sa¨mtliche Trenn- und Mas-
kierungszeichen festlegen zu ko¨nnen. Werden keine Zeichen explizit konfiguriert, so gilt die
Standardeinstellung fu¨r das entsprechende Zeichen. Die Standardeinstellung entspricht dem
CSV-Format [Sha05].
ABBILDUNG 8.6: Merkmale von XML2DSV.
Zum anderen werden die Daten in Datensa¨tze strukturiert, die durch konfigurierte Trennzeichen
getrennt werden. Jeder Datensatz besitzt wiederum durch Trennzeichen abgegrenzte Datenfel-
der. Datenfelder ko¨nnen maskiert werden. Dies ist bspw. notwendig, wenn in ihnen Trennzei-
chen enthalten sind. Ob Datenfelder maskiert werden oder nicht, kann global fu¨r alle Daten
oder lokal fu¨r einen ganzen Datensatz oder fu¨r ein einziges Datenfeld angegeben werden. Loka-
lere Konfigurationen u¨berdecken globalere Konfigurationen. Die Daten selbst ko¨nnen aus den
XML-Quelldokumenten (dynamisch) selektiert werden oder sie sind (statische) Textliterale, die




Die Syntax der spezifischen Transformationssprache wird durch ein Schema in XML Schema
definiert. Es wird mit textuell verfasster natu¨rlicher Sprache erga¨nzt, die die Semantik der Ope-
ratoren beschreibt und bspw. bei der Dokumentationsgenerierung genutzt wird. Das vollsta¨ndige
Schema ist im Anhang A.2 zu finden.
Insbesondere in den fru¨hen Phasen des Sprachfindens ist es sinnvoll, eine Referenztransforma-
tionsdefinition fortzuschreiben. Anhand dieser kann die Syntax und zusammen mit der Refe-
renzimplementierung die Semantik bis auf Detailebene exemplarisch gezeigt werden. An dieser
Stelle soll mit Hilfe der Referenztransformationsdefinition, welche in Code 8.7 abgebildet ist, die
Syntax der doma¨nenspezifischen Sprache erla¨utert werden.
Ein XML2DSV-Programm [FP07b] wird durch einen dsv-Wurzeloperator in einem XML-Doku-
ment repra¨sentiert. Der dsv-Operator kann eine Trennzeichenbeschreibung und muss eine Be-
schreibung der Daten haben. Die optionale Trennzeichenbeschreibung, die durch den
separators-Operator spezifiziert wird, ermo¨glicht die Trennzeichen zu definieren. Mit dem
field-separator-Operator bspw. kann das Trennzeichen fu¨r die Datenfelder festgelegt werden
und ob das letzte Datenfeld ein abschließendes Trennzeichen hat. Wird die Trennzeichenbeschrei-
bung weggelassen, so gilt die Standardeinstellung, die in den Zeilen 3–5 im Code 8.7 konfiguriert

























CODE 8.7: Anwendung der XML2DSV-Transformationssprache.
Der data-Operator wird eingesetzt, um Daten zu beschreiben. Die Selektion von Daten wird
mittels des record-Operators zusammen mit den field-Operatoren spezifiziert. Das optio-
nale match-Attribut innerhalb des record-Operators erlaubt es, mittels eines XPath-Ausdrucks
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auf ein oder mehrere Quelldokumente zuzugreifen und darin bestimmte Knoten zu markie-
ren (Zeile 16). Fu¨r jeden dieser markierten Kontextknoten wird im Zieldokument ein Daten-
satz angelegt. Abha¨ngig von den Kontextknoten werden konkrete Dateneintra¨ge durch das
select-Attribut im field-Operator selektiert (Zeilen 17–20). Wenn die Datenfelder lediglich
an statische Zeichenketten gebunden werden (Zeilen 10–14), darf das match-Attribut im record-
Operator weggelassen werden. Es darf jedoch umgekehrt kein select-Attribut benutzt werden,
wenn das match-Attribut fehlt. Ein besonderer Datensatz ist der Kopfdatensatz. Dieser wird
durch den header-Operator, der nur einmal und nur als erster Datensatz auftreten darf, beschrie-
ben. Außer diesen zwei Restriktionen entspricht der header-Operator dem record-Operator.
Sa¨mtliche Operatoren im data-Operator und der data-Operator selbst unterstu¨tzen ein escaped-
field-Attribut. Mit diesem wird festgelegt, ob die Datenfelder maskiert oder nicht maskiert
werden. Die Standardeinstellung ist Letzteres. Eine Festlegung u¨berdeckt eine andere Festle-
gung, wenn sie an einem Punkt auftritt, an dem die andere ebenso sichtbar ist.
Die Implementierung der XML2DSV-Transformationssprache wird in XSLT mit der control-
Sprachkomponente umgesetzt. Grundsa¨tzlich kann eine dynamische oder statische Realisierung
gewa¨hlt werden. Bei der dynamischen Variante werden die Trenn- und Maskierungszeichen in
jeweils eigenen Variablen abgelegt und an den notwendigen Stellen referenziert (siehe Code 8.8).
In der statischen Variante werden dagegen die Zeichen gleich an Ort und Stelle als Textliterale
eingefu¨gt. Die letztere Realisierung ist ku¨rzer, aber weniger flexibel.





















































































83<if test=”contains($field , $field−escape−delimiter)”>






CODE 8.8: Ausschnitt der Implementation der Referenztransformationsdefinition in XSLT unter




Aus der Referenztransformationsdefinition und der Referenzimplementierung wird der Ebenen-
transformator abgeleitet. Die Umsetzung erfolgt nach dem gleichen systematischen Vorgehen
wie die Ebenentransformation bei den universellen Operatoren (siehe Abschnitt 8.1.1).
Gleiches gilt fu¨r die Generierung der Validierungskomponenten und der Dokumentation sowie
fu¨r die Integration. Deshalb wird auf die Beschreibung des jeweiligen Codes an dieser Stelle
verzichtet.
Im Folgenden soll exemplarisch die Anpassung des integrierten XML-Editors im Eclipse WTP
gezeigt werden. Das WTP-Plugin stellt vordefinierte Erweiterungspunkte bereit, mit denen
u. a. auch neue Schemadefinitionen in XML Schema registriert werden ko¨nnen. Im Verzeichnis
.metadata\.plugins\org.eclipse.wst.xml.core befindet sich die Konfigurationsdatei
user_catalog.xml (siehe Code 8.9). In dieser Datei muss der gewa¨hlte Namensraum einem
Schema zugeordnet werden, indem auf eine URI oder eine lokale Speicheradresse des Schemas
verwiesen wird (Zeilen 8–9).










CODE 8.9: Registrierung des Schemas von XML2DSV beim Editor.
Nachdem diese Registrierung durchgefu¨hrt wurde, zeigt der Editor sowohl Fehlermeldungen als
auch Hinweise fu¨r den Entwickler an. Wie die Abbildung 8.7 verdeutlicht, werden dabei aber
noch nicht alle Einschra¨nkungen des Schemas unterstu¨tzt. Beispielsweise wurde im Schema von
XML2DSV definiert, dass es nur einen header-Operator im data-Operator geben darf. Der
Hinweis gibt trotz eines bereits vorhandenen header-Operators diesen als Option an.
Gerade deswegen ist eine gesonderte Validierung der XML2DSV-Programme vor der eigentlichen
Ebenentransformation so essentiell. Neben der fehlenden Unterstu¨tzung einiger XML Schema-
Elemente werden ebenso die zusa¨tzlichen Einschra¨nkungen in Schematron-Notation nicht be-
achtet bzw. unterstu¨tzt.
8.2.2 Weitere Fallbeispiele
Neben der Entwicklung einer spezifischen Transformationssprache zur Erzeugung von Zieldoku-
menten im DSV-Format, wurde eine Reihe weiterer doma¨nenspezifischer Sprachkomponenten
mit dem vorgeschlagenen Framework entwickelt. Folgende Liste za¨hlt einige davon auf:
184
8.2 FALLBEISPIELE
ABBILDUNG 8.7: Angepasster Editor fu¨r XML2DSV.
185
KAPITEL 8: ANWENDUNG
• XSLT-spezifische Sprachkomponente: Diese Sprachkomponente wurde entwickelt, um die
Operatoren, die zur Erzeugung von XSLT genutzt werden, zu u¨berpru¨fen und die syntak-
tischen Fehler bereits im Ursprung zu finden. Die Sprachkomponente wurde extensiv bei
den Implementierungen der Ebenentransformationen erfolgreich genutzt.
• XHTML-spezifische und ISML-spezifische Sprachkomponenten: In Zusammenarbeit mit
der Firma Intershop Communications AG wurden diese Sprachkomponenten entwickelt,
um Daten mit grafischen Darstellungsinformationen anzureichern (ISML - Intershop Mar-
kup Language). In [FSH05] wird das grundlegende Vorgehen der Transformation beschrie-
ben. Eine konkrete Transformationsaufgabe kann [FSRK05] entnommen werden.
• BPEL-spezifische Sprachkomponente: Im Rahmen des BMBF-Projektes IE (Integration
Engineering) [IE206] wurde diese Sprachkomponente entwickelt, um eine leichtere U¨ber-
fu¨hrung von fachlichen EPKs (Ereignisgesteuerte Prozessketten) nach technischen BPEL-
Prozessen (Business Process Execution Language) zu erzielen. Die dafu¨r verwendete Trans-
formationsarchitektur wird in [Fo¨t05] vorgestellt. [Fo¨t07b] beschreibt die Implementie-
rungsaspekte und [FFS06, FF07] zwei Anwendungen dieser U¨berfu¨hrung.
• SMV-spezifische Sprachkomponente: Im Rahmen des BMBF-Projektes OrViA (Orche-
strierung und Validierung integrierter Anwendungssysteme) [OrV08] wurde diese Sprach-
komponente entwickelt, um die Implementierung der U¨berfu¨hrung von EPKs sowie anderer
Prozesssprachen in ein Format des Modellpru¨fers SMV (Symbolic Model Verifier) zu verein-
fachen. Dadurch ko¨nnen diese Prozessmodelle validiert werden. In [FPR06] wird hierfu¨r
eine grundlegende Transformationsarchitektur vorgestellt. In [FF08] wird u. a. auch die
konkrete Transformation diskutiert.
• CTL-spezifische Sprachkomponente: Im Rahmen des BMBF-Projektes OrViA wurde diese
Sprachkomponente entwickelt, um die G-CTL (Graphical Computational Temporal Logic)
nach CTL (Computational Temporal Logic) zu u¨berfu¨hren. Einen U¨berblick u¨ber CTL
gibt bspw. [SPFF06]. G-CTL und die Transformation zu G-CTL werden in [FF08] und
[FFS08] beschrieben.
8.3 Schlussbemerkungen
Die gezeigten Anwendungsbeispiele demonstrieren exemplarisch die Erweiterung von XSLT (Ver-
sion 1.0 [Cla99a]) durch zusa¨tzliche Sprachkomponenten. Um das Potential am Beispiel XSLT
herauszustreichen, wird im ersten Teilabschnitt 8.3.1 die urspru¨ngliche Transformationssprache
mit der erweiterten verglichen. Im zweiten Teilabschnitt 8.3.2 werden die Mo¨glichkeiten, die
mit unseren vorgeschlagenen Frameworks basierend auf XSLT 1.0 realisiert werden ko¨nnen, den
Neuerungen von XSLT 2.0 gegenu¨bergestellt.
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8.3.1 Vergleich mit XSLT 1.0
Wird XSLT mit der Operatorhierarchie erweitert, ko¨nnen sa¨mtliche urspru¨ngliche Basisopera-
toren weiter verwendet werden; mu¨ssen es aber nicht. Es ko¨nnen auch Transformationssprachen
definiert werden, die nur eine Teilmenge einbeziehen oder komplett eigensta¨ndig sind (z. B.
XML2DSV). Tabelle B.1 zeigt, welche im Abschnitt 3.2.2 unterschiedenen Sprachmerkmale ba-
sierend auf XSLT 1.0 umgesetzt wurden bzw. werden ko¨nnen. Auf einige wird im Folgenden
na¨her eingegangen.
XSLT 1.0 gleicht aufgrund seiner Historie semantisch stark DSSSL (Document Style Semantics
and Specification Language [Int96a]) und besitzt daher Eigenschaften einer funktionalen Pro-
grammiersprache. Tatsa¨chlich ko¨nnen benannte Templates, als Funktionen verstanden werden,
die fu¨r den aktuell betrachteten Knoten des Quelldokumentes einen Teil des Ergebnisbaums
berechnen. Diese Berechnung ist frei von Seiteneffekten. Allerdings wurde XSLT nicht als
vollsta¨ndige funktionale Sprache entworfen. So erlaubt der Funktionsmechanismus keine gleich-
benannten Funktionen mit unterschiedlicher Signatur. Ebenso fehlen XSLT explizite Funktionen
ho¨herer Ordnung. Wenn gewu¨nscht, kann aber auch das funktionale Paradigma aufgeweicht wer-
den, indem typische, aus imperativen Sprachen bekannte Schleifenkonstrukte (z. B. while- und
for-Schleifen) eingefu¨hrt werden. Beide Entwicklungsrichtungen ko¨nnen, wie zum Teil gezeigt,
mit dem Operatorhierarchiekonzept realisiert werden.
XSLT 1.0 ist nur schwach typisiert. Es existieren fu¨nf Datentypen: Boolescher Wert, Zahl,
Zeichenkette, Knotenmenge und Ergebnisbaumfragment. Wa¨hrend der Transformation wer-
den Werte immer automatisch in den jeweils verlangten Typ umgewandelt. Typfehler treten
in XSLT 1.0 nur dann auf, wenn ein Operand oder eine Funktion eine Knotenmenge verlangt,
jedoch ein Wert eines anderen Typs u¨bergeben wurde. Variablen besitzen keinen eigenen Typ
und ko¨nnen beliebige Werte aufnehmen. Mit zusa¨tzlichen Sprachkomponenten ko¨nnten expli-
zite, statische Typpru¨fungen (z. B. von Variablen) vorgenommen werden. Es ko¨nnten bei der
Ebenentransformation Kontrollblo¨cke fu¨r Vorbedingungen, Nachbedingungen und Invarianten
generiert werden, die sichern, dass der Variablenwert in einem bestimmten Wertebereich liegt.
Die von XSLT 1.0 zu erzeugende Zielstruktur kann direkt in den Transformationscode eingebettet
werden. Es werden somit keine speziellen Ausgabeanweisungen beno¨tigt. Die Zielstruktur wird
dabei mit Hilfe von Literalen (Aneinanderreihung von Zeichenketten) beschrieben, so dass keine
zusa¨tzliche Abstraktionsebene notwendig ist. Soll die Zielstruktur XML-basiert sein, kann diese
mit Hilfe von XML-Literalen (XML-Zeichenketten) notiert werden. Der Sprachprozessor von
XSLT 1.0 erkennt XSLT-Anweisungen anhand ihres Namensraums und kann sie so von den
XML-Literalen unterscheiden. Durch die Einbettung der XML-Zielstruktur werden Verletzungen
der Wohlgeformtheit (z. B. ein fehlendes literales End-Tag) bereits statisch vom Sprachprozessor
erkannt. Sprachkonstrukte fu¨r spezielle Markup-Sprachen oder nicht-XML-basierte Zielsprachen
werden nicht von XSLT 1.0 angeboten. Mit dem Operatorhierarchiekonzept ko¨nnen solche
doma¨nenspezifischen Sprachkonstrukte entworfen werden.
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8.3.2 Vergleich mit XSLT 2.0
Mit der zweiten Version von XSLT wurden einige A¨nderungen an der Sprachdefinition vorgenom-
men, wobei die Abwa¨rtskompatibilita¨t zur Vorga¨ngerversion gegeben ist. In diesem Abschnitt
werden einige der A¨nderungen hinsichtlich ihrer Umsetzbarkeit mit der Operatorhierarchie un-
tersucht. Eine umfassende Liste der A¨nderungen kann der Spezifikation entnommen werden
[Kay07].
XSLT 2.0 bietet in Verbindung mit XPath 2.0 u. a. die Mo¨glichkeit, benutzerspezifische Funk-
tionen zu definieren. Dazu wurde eigens ein neuer Sprachkonstrukt function eingefu¨hrt. Die
benutzerdefinierten Funktionen ko¨nnen innerhalb eines XPath-Ausdrucks aufgerufen werden.
Dadurch ko¨nnen die vordefinierten XPath-Funktionen nach Bedarf erga¨nzt werden. Unser vor-
geschlagenes Framework erlaubt demgegenu¨ber, die Sprache XSLT selbst um weitere Operatoren
zu erweitern. Ein Operator wird durch die Strukturierung von womo¨glich mehreren Elementen
und ihren Attributen reflektiert. Ein solcher Operator kann einfacher als die kompakte Re-
pra¨sentation in XPath validiert sowie generiert werden, z. B. von ho¨heren Operatoren. Zudem
sind komplexe Operatoren mo¨glich, die wiederum andere, sowohl urspru¨ngliche als auch neue
Operatoren enthalten ko¨nnen, z. B. while-Schleifen. Da das vorgeschlagene Framework ebenso
fu¨r XSLT 2.0 anwendbar ist, ko¨nnen entsprechende Operatoren auch fu¨r XSLT 2.0 konstru-
iert werden. Der neue Funktionsmechanismus und die Operatorerweiterungen lassen sich somit
sehr gut miteinander kombinieren. Theoretisch ko¨nnte auch der neue Funktionsmechanismus
von XSLT 2.0 simuliert werden. Da aber dafu¨r XPath-Ausdru¨cke analysiert und transformiert
werden mu¨ssten, sind XML-Transformationssprachen fu¨r diese Aufgabe weniger geeignet. Glei-
chermaßen unpraktikabel ist die Simulation der neu eingefu¨hrten, tempora¨ren Speicherung von
Ba¨umen, auf die mit XPath-Ausdru¨cken zugegriffen werden kann.
Die neuen Sprachkonstrukte fu¨r das Gruppieren (z. B. for-each-group) ko¨nnen hingegen gut
durch ho¨here Operatoren basierend auf XSLT 1.0 konstruiert werden. Beispielsweise bildet die
”Muench’sche Methode“ (nach deren Entwickler Steve Muench [Sil01]) eine Implementierungs-
mo¨glichkeit.
Betrachtet man den direkten Vergleich anhand der aufgestellten abstrakteren Sprachmerkmale
(siehe Tabelle B.1), so wird deutlich, dass XSLT 1.0 mit zusa¨tzlichen Sprachkomponenten nicht
XSLT 2.0 ersetzen kann. Der Hauptgrund dafu¨r ist, dass die Operatoren in den neu entworfenen
Sprachkomponenten letztlich auf XSLT 1.0 abgebildet werden. Unterstu¨tzt XSLT 1.0 eine ele-
mentare Funktionalita¨t nicht, kann diese auch nicht mit ho¨heren Operatoren gewonnen werden.
Ein anschauliches Beispiel ist das Erzeugen von Outputs. Mit XSLT 2.0 ist es nun mo¨glich
mehrere Zieldokumente zu erzeugen. Diese elementare Funktionalita¨t kann bei XSLT 1.0 nicht
durch ho¨here Operatoren aufgebaut werden.
Wiederum auf der anderen Seite ko¨nnen mit dem Operatorhierarchiekonzept ho¨here Opera-
toren entwickelt werden, mit denen bspw. eine andere Traversierung als die u¨bliche preorder-
Reihenfolge durch das Quelldokument festgelegt werden kann. Wie die Fallbeispiele von Ab-
schnitt 8.2.1 verdeutlicht haben, ko¨nnen mit dem Framework ebenfalls doma¨nenspezifische
Operatoren fu¨r eine ganz bestimmte Transformationsaufgabe definiert werden. Beides ist mit
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XSLT 2.0 so nicht mo¨glich. Insgesamt zeigen die angefu¨hrten Beispiele, dass das Operatorhie-
rarchiekonzept und die daraus entwickelten Sprachkomponenten als Erga¨nzung zu einer Trans-





In diesem Kapitel werden bisherige Erfahrungen, die bei der Umsetzung der XSLT-Operator-
hierarchie sowie bei der Erstellung spezifischer Sprachen fu¨r die Fallbeispiele aus Abschnitt 8
gesammelt wurden, diskutiert. Zuna¨chst werden die Vorteile von Transformationsdefinitionen
mit ho¨heren Operatoren aufgefu¨hrt, bevor auf die notwendigen Investitionen eingegangen wird.
9.1 Nutzen
Durch Abstraktion vom Ausdrucksniveau heutiger Transformationssprachen durch ho¨here Ope-
ratoren ko¨nnen Transformationen auf einer abstrakteren Ebene beschrieben werden. Ho¨here
Operatoren ko¨nnen dabei universell fu¨r die ganze XML-Transformationsdoma¨ne oder doma¨-
nenspezifisch fu¨r einen Ausschnitt, einen bestimmten Anwendungsbereich, entwickelt werden.
Aus der Mo¨glichkeit, bisherige XML-Transformationssprachen anreichern zu ko¨nnen, ergeben
sich verschiedene Potentiale, die sich positiv auf die Anwendungsentwicklung auswirken. Einige
werden im Folgenden na¨her diskutiert.
9.1.1 Versta¨ndlichkeit und Kompaktheit
Bei heutigen Transformationssprachen sind viele Konzepte und fachliche Zusammenha¨nge auf-
grund der feingranularen Operatoren, die zur Verfu¨gung gestellt werden, schnell nicht mehr
erkennbar. Ho¨here Operatoren ko¨nnen so gewa¨hlt werden, dass das fachliche Wissen direkt ver-
ko¨rpert wird. Immer wiederkehrende Codefragmente und Details ko¨nnen herausfaktorisiert wer-
den. Die technischen Details, die fu¨r eine maschinelle Verwertbarkeit durch den Sprachprozessor
einer Basistransformationssprache notwendig sind, werden aus den Ebenentransformationsde-
finitionen erzeugt. Hierdurch kann eine klare und formale Entkoppelung von fachlichen und
technischen Code vollzogen werden. Dadurch wird insbesondere bei problemangepassten Trans-
formationssprachen in einer kompakteren und fu¨r Doma¨nenexperten versta¨ndlicheren Weise die
Transformationsstruktur und -logik wiedergegeben. Transformationsdefinitionen mit ho¨heren





Ob universelle Operatoren die Versta¨ndlichkeit und Kompaktheit steigern, ha¨ngt stark von ihrer
Intention ab. Eine Intention ist es, ha¨ufig verwendete elementare und u.U. andere universelle
Operatoren zu kapseln. Entsprechend werden Redundanzen vermieden und der Code kompakter,
wie die Beispieloperatoren move-after und swap aus dem Abschnitt 4.1.1 anschaulich belegen
(Reduzierung der Codemenge um 69% bzw. 84%). Durch die erzielte Kompaktheit wird der
Code i. d. R. auch versta¨ndlicher. Der Beispielcode 9.1 zeigt diesen Effekt an dem for-Operator






















<xsl: if test=”$columns &lt;= $to”>
<!−− Content −−>
</xsl: if>
<xsl: if test=”$columns + $step &lt;= $to”>
<xsl: call−template name=”for−columns−d6e183”>
<xsl:with−param






CODE 9.1: Vergleich des for-Operators der control-Sprachkomponente und dessen Implemen-
tierung in XSLT.
Eine andere Motivation liegt in der Verbesserung von bestimmten Eigenschaften bisheriger Ope-
ratoren. Dies ko¨nnen funktionale, nichtfunktionale oder strukturelle Eigenschaften von Operato-
ren sein. Die neuen function- und call-function-Operatoren der control-Sprachkomponente
bspw. fu¨hren einen sichereren und flexiblereren Funktionsmechanismus in XSLT ein. Hierdurch
soll das potentielle Fehlerrisiko verringert werden. Eine signifikante Verbesserung der Versta¨nd-
lichkeit oder der Kompaktheit wird durch diese Operatoren nicht erzielt.
Doma¨nenspezifische Operatoren
Doma¨nenspezifische Operatoren nehmen eine besondere Rolle ein. Es ko¨nnen bspw. spezielle
Operatoren entwickelt werden, die nur Sprachkonstrukte von einer bestimmten Zielsprache er-
zeugen ko¨nnen. Es ist aber ebenso denkbar, quellsprachenspezifische Operatoren zu erstellen.
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Dadurch kann die Versta¨ndlichkeit einer Transformationsdefinition erheblich verbessert werden.
Wie die Abbildung 9.1 zeigt, kann daru¨ber hinaus eine kompaktere Beschreibung erreicht wer-
den.
Ist die Zielsprache XML-basiert, kann die Notation bspw. so gewa¨hlt werden, dass sie den Sprach-
konstrukten der Zielsprache entspricht. Dadurch sind die neuen Transformationsoperatoren
leicht zu erlernen. Neben der angepassten Notationsform der Operatoren tra¨gt ebenso die Tren-
nung zwischen spezifischen Operatoren, die die Sprachkonstrukte der Zielsprache erzeugen, und
generischen Kontrolloperatoren, die bspw. fu¨r Fallunterscheidungen notwendig sind, fu¨r eine er-
ho¨hte Lesbarkeit der Transformationsdefinitionen bei. Unter Umsta¨nden kann diese Trennung
allerdings dazu fu¨hren, dass der Code fu¨r die Erzeugung eines bestimmten Sprachkonstruk-
tes umfangreicher wird, da dieser nicht mehr in seine Einzelbestandteile zerlegt werden kann.
Dies trat aber in unseren bisherigen Beispielimplementationen selten auf. Eine Reduzierung
der Menge des Quellcodes kann mit dieser Notation der doma¨nenspezifischen Operatoren gegen-
u¨ber den generischen Operatoren zur Erzeugung von XML-Elementen, Attributen, etc. erreicht
werden. Gegenu¨ber literalen XML-Ergebniselementen kann keine Verringerung erzielt werden.
Wie bspw. im Abschnitt 9.1.2 erla¨utert wird, ko¨nnen jedoch zusa¨tzliche Vorteile verwirklicht
werden.
Weitergehende Analysen zeigen, dass die Notation theoretisch auch gegenu¨ber den literalen
XML-Ergebniselementen verku¨rzt werden kann. Sollen bspw. einfache XML-Elemente im Ziel-
dokument erzeugt werden, die keine Attribute und nicht weiter verschachtelt sind, so mu¨ssen
diese nicht als eigene Operatoren umgesetzt werden. Sie ko¨nnten im Vateroperator als Attri-
but einfließen. Da damit von der Reihenfolge abstrahiert wird, muss diese Information aus der
Ebenentransformationsdefinition gewonnen werden. Ebenso ist ein Mechanismus einzufu¨hren,
der urspru¨ngliche Attribute und durch einfache Kindelemente zusa¨tzlich hinzugekommene At-
tribute voneinander unterscheiden kann, da diese mglw. die gleichen Namen haben ko¨nnten.
Eine andere Mo¨glichkeit ist es, Standardwerte oder redundante Werte fu¨r Attribute und Ele-
mente automatisch zu generieren. Beide beispielhaften Vorschla¨ge erschweren das Entwickeln
der Ebenentransformation wie [Sch07] zeigt.
Bei der Transformation von XML-Dokumenten in nicht-XML-basierte Dokumente kann die Syn-
tax der Sprachkonstrukte der Zielsprache nicht u¨bernommen werden, wenn fu¨r die Ebenentrans-
formation XML-Transformationssprachen sinnvoll wiederverwendet werden sollen. Dies setzt
voraus, dass die Operatoren XML-basiert formuliert werden. Deshalb mu¨ssen hier eigene XML-
Notationen fu¨r Operatoren entwickelt werden. Die Namensgebung und der Aufbau der Opera-
toren ko¨nnen aber wiederum den Konzepten und Terminologien der Zielsprache, wie z. B. die
Transformationssprache XML2DSV im Abschnitt 8.2.1 zeigt, entnommen werden, so dass auch
hier die neuen Transformationsoperatoren leicht erlernt werden ko¨nnen.
Wird eine separate spezifische Transformationssprache entwickelt, kann u.U. eine enorme Kom-
paktheit erzielt werden. Abbildung 9.1 veranschaulicht exemplarisch die reine Reduzierung
der Menge des Quellcodes am Beispiel der vorgestellten Transformationssprache XML2DSV.
Dabei wird die Referenzimplementierung von reinem XSLT (im Code 8.2.1 muss der function-
Operator und call-function-Operator noch aufgelo¨st werden) mit der Referenzimplementie-
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ABBILDUNG 9.1: Verha¨ltnis von XSLT-Code zu XML2DSV-Code.
rung von XML2DSV (siehe Code 8.7) verglichen. Betrachtet man lediglich diese Codequellen,
dann kann eine Reduzierung um 75% der doma¨nenspezifischen Sprache gegenu¨ber XSLT festge-
stellt werden.
Generierte Operatoren
Die Bedenken, dass die generierten, letztendlich elementaren Operatoren, wie aus der Ebenen-
transformation, schlechter (z. B. weniger lesbar oder performant) seien als von Hand geschrie-
bene, sind i. d. R. unbegru¨ndet. Dies ha¨ngt vollsta¨ndig von der Qualita¨t der Ebenentransfor-
mationsdefinition ab. Wird der Code bei umfassenderen Realisierungen aus der Referenzimple-
mentierung abgeleitet (vgl. mit dem Top-down-Entwicklungsvorgehen im Abschnitt 7.1), so ist
er qualitativ so schlecht oder so gut, wie die Referenzimplementierung selbst.
Fu¨r generierten Code spricht generell, dass gleiche Aspekte vom Ebenentransformator immer
wieder gleich aussehend bzw. gleich funktionierend und damit konsistent erstellt werden. Vor al-
lem in gro¨ßeren Projekten ist es ein massives Problem, dass die u¨blicherweise unterschiedlich gut
qualifizierten Entwickler gleiche Stilrichtlinien und Qualita¨tsmaßsta¨be, was bspw. die Lesbarkeit
oder die Effizienz des Codes betrifft, umsetzen. Ho¨here Sprachkomponenten ko¨nnen helfen, eine
immer gleiche Realisierung zu erzwingen. Der Ebenentransformator verankert dabei das Exper-
tenwissen in maschinenverarbeitbarer Form. Je spezifischer die Sprachkomponenten sind, umso
mehr Wissen kann in die Ebenentransformation aufgenommen werden, z. B. im Rahmen einer
betreffenden Doma¨ne.
9.1.2 Pru¨fbarkeit
Eine Vielzahl von Aspekten, die ho¨here Operatoren mit sich bringen, wirken sich positiv auf den
Aufwand fu¨r das U¨berpru¨fen und Testen aus. Fehler ko¨nnen im Allgemeinen durch unerwarteten
oder inkorrekten Input oder fehlerbehaftete Transformationsdefinitionen entstehen. Zwar wird
194
9.1 NUTZEN
durch ho¨here Operatoren eine dritte mo¨gliche Fehlerquelle hinzugefu¨gt – die Ebenentransforma-
tion – jedoch werden die einzelnen Fehlerquellen deutlich entlastet.
Durch das Zusammenfassen von repetitiven Operatorkombinationen zu ho¨heren Operatoren wer-
den Redundanzen in der Transformationsdefinition reduziert und dadurch das Fehlerrisiko (z. B.
Fehler durch Copy & Paste) gesenkt. Die aus dem Schema mit Hilfe von XOpGen generierten
Ebenenvalidierer ko¨nnen die Syntax der verwendeten ho¨heren Operatoren u¨berpru¨fen. Dadurch
werden indirekt die repetitiven Operatorkombinationen validiert, was ohne ho¨here Operatoren
nicht ohne Weiteres automatisch mo¨glich gewesen wa¨re. Das fu¨r die Schemadefinition genutzte
XML Schema wurde dabei so erweitert, dass damit auch gegenseitige Abha¨ngigkeiten (z. B.
zwischen Attributen oder Attributwerten eines Operators) spezifiziert werden ko¨nnen. Wer-
den bei der Schemadefinition Wertebereichsfestlegungen durch vor- oder benutzerdefinierten
Datentypen formuliert, so ko¨nnen bei der Verwendung von XOpGen entsprechende Validie-
rungsblo¨cke generiert werden, die wiederum die Inputdaten pru¨fen. Hierdurch ko¨nnen falsche
Inputdaten fru¨hzeitig erkannt und, wenn no¨tig, Verbesserungen an der Implementierung, die
von der Ebenentransformation generiert wird, vorgenommen werden. Durch den Einsatz beider
Validierungskomponenten ko¨nnen bei auftretenden Fehlern detailliertere Angaben u¨ber deren
Ursache gemacht werden. Bei der Anwendungsentwicklung, bei der Nutzung der Operatoren,
ist dafu¨r kein zusa¨tzlicher Aufwand notwendig (z. B. explizite Kennzeichnung von Datentypen
usw.).
Insbesondere bei doma¨nenspezifischen Operatoren, die i. d. R. weitreichendere Einschra¨nkun-
gen aufgrund ihres speziellen Anwendungsbereiches haben, kann eine umfassendere Fehlerer-
kennung erfolgen. Als Beispiel soll die XHTML-Sprachkomponente dienen. Die darin definierten
XHTML-spezifischen Operatoren ko¨nnen exakt genauso, wie die literalen Ergebniselemente ge-
braucht werden. So wa¨re der Code 4.4 des zweiten Anwendungsszenarios im Abschnitt 4.1.2 bis
auf den Namensraum, der nun die Ebenentransformationsdefinition identifiziert, identisch. Die
XHTML-spezifischen Operatoren leisten aber deutlich mehr als die literalen Ergebniselemente.
Zwar ko¨nnen mit literalen Ergebniselementen und elementaren Erzeugungsanweisungen ebenso
Dokumente der Zielsprache erzeugt werden, dass sie jedoch korrekt sind, kann in keiner Weise
garantiert werden (vgl. mit Abschnitt 4.1.2). Dies fu¨hrt zu einem typischen Probierprozess:
Eine Transformationsdefinition wird gea¨ndert und anschließend wird gepru¨ft, z. B. mit einem
Schema wie DTD oder XML Schema, ob das Ergebnis den Vorstellungen des Entwicklers ent-
spricht. Erfahrungen mit XSLT und anderen Transformationssprachen haben gezeigt, dass dies
ein aufwendiger und zugleich fehleranfa¨lliger Prozess ist. Dies hat mehrere Ursachen:
• U¨blicherweise wird nicht nach jeder A¨nderung einer Transformationsdefinition diese sofort
getestet. Unter der Annahme, ein solcher Test wu¨rde jedesmal durchgefu¨hrt, muss immer
noch gewa¨hrleistet sein, dass das Beispielquelldokument alle Testfa¨lle abdeckt, um eine
Korrektheit zu beweisen. Dies ist in den allermeisten Fa¨llen nicht mo¨glich.
• Wird nun doch ein Fehler im Zieldokument durch ein entsprechendes Schema der Zielspra-
che entdeckt, kann nur gesagt werden, wo sich der Fehler im Zieldokument befindet. Es
kann aber nicht gesagt werden, wo er bei der Transformation entstanden ist und was die
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Ursache dafu¨r war. Dies ko¨nnten bspw. eine fehlerhafte A¨nderung innerhalb der Transfor-
mationsdefinition oder aber falsch angenommene Eingabedaten des Quelldokumentes zu
verantworten haben.
Kurzum es muss viel Zeit investiert werden, um einerseits zu testen, ob ein Fehler durch die
Transformationsdefinition auftreten kann, und um andererseits die Ursache von aufgetretenden
Fehlern zu lokalisieren.
Erfahrungen bei bisherigen Implementierungen zeigen, dass durch den Einsatz von zielspra-
chenspezifischen Operatoren dieser Probierprozess deutlich verku¨rzt wird. Dies wird dadurch
ermo¨glicht, dass bei der Ebenentransformation u¨berpru¨ft wird, ob korrekte Operatoren verwen-
det wurden. In Abha¨ngigkeit davon wie intensiv die Operatoren eingeschra¨nkt wurden, werden
an der Stelle Fehler gemeldet, an der sie auftreten. Die Fehlermeldungen ko¨nnen mit konkreten
Hinweisen versehen werden. So ko¨nnen eine Vielzahl von vor allem syntaktischen Fehlern beim
Ausfu¨hren der Ebenentransformation gefunden werden.
Betrachtet man erneut den Beispielcode 4.4, so wu¨rde der mit der Standardeinstellung von
XOpGen generierte Ebenenvalidierer folgende Fehler melden:
−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
Starting the validation of the higher−level transformation definitions .
−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
Error: The attribute ’height ’ is not allowed on the operator ’ table ’.
Path: /xsl : stylesheet [1]/ xsl :template[1]/html[1]/body[1]/table[1]/@height
Error: The value of the attribute ’ align ’ is not allowed on the element ’tr ’. It must be ’ left ’ or ’center ’
or ’ right ’ or ’ justify ’ or ’char ’.
Path: /xsl : stylesheet [1]/ xsl :template[1]/html[1]/body[1]/table[1]/ tr [1]
Error: The value of the attribute ’valign ’ is not allowed on the element ’tr ’. It must be ’top’ or ’middle’
or ’bottom’ or ’baseline ’.
Path: /xsl : stylesheet [1]/ xsl :template[1]/html[1]/body[1]/table[1]/ tr [1]
3 error(s) detected.
In diesem speziellen Fall, indem die spezifischen Operatoren exakt gleich den Sprachkonstrukten
der XML-basierten Zielsprache sind, kann ein generischer Ebenentransformator (siehe Code 6.7)
eingesetzt werden, so dass aus einem gegebenen Schema voll automatisch sa¨mtliche beno¨tigten
Komponenten mit XOpGen erzeugt werden ko¨nnen.
Zusa¨tzlich ko¨nnen neben den elementaren Operatoren, die die eigentliche U¨berfu¨hrung auf die
niedrigsten Ebene u¨bernehmen, auch U¨berpru¨fungen auf unterster Ebene generiert werden. Eine
solche Validierung kann bspw. testen, ob die Daten des Quelldokumentes den korrekten Datentyp
fu¨r eine Weiterverarbeitung enthalten (vgl. mit Codeausschnitt 6.4). Der Entwickler, der z. B.
den tr-Operator fu¨r eine XHTML-Tabelle einsetzt, braucht sich nicht mehr darum zu ku¨mmern.
Grundsa¨tzlich kann allerdings lediglich gesichert werden, dass Sprachkonstrukte richtig erzeugt
werden. Um eine vollsta¨ndige Korrektheit zu garantieren, mu¨sste eine komplett eigensta¨ndige
doma¨nenspezifische Transformationssprache entwickelt werden (wie z. B. XML2DSV).
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Ungeachtet dessen kann neben der obigen Standardausgabe auch eine andere Ausgabe erzeugt
werden, z. B. ein HTML-Report oder ein anderes Format, das eine Entwicklungsumgebung fu¨r
deren Fehleranzeige verarbeiten kann. Die offenen Variationspunkte beim Generatorsystem
XOpGen erlauben eine entsprechende Anpassung des Generates.
9.1.3 Wiederverwendbarkeit
Mit Wiederverwendung wird eine Qualita¨tsverbesserung, Verku¨rzung der Entwicklungszeit und
Kostensenkung von Anwendungen angestrebt. Ho¨here Operatoren fassen immer wiederkehrende
Codefragmente unabha¨ngig oder abha¨ngig von einer Doma¨ne zusammen. Sie haben deshalb
entsprechend generell oder in einer abgegrenzten Doma¨ne ein bestimmtes Wiederverwendbar-
keitspotential. Der Wiederverwendbarkeitsgrad kann dabei unterschiedlich groß sein. Dieser
ha¨ngt sowohl von den funktionalen Eigenschaften (Funktion des Operators) als auch von den
nichtfunktionalen Eigenschaften (der Gro¨ße des Anwendungsbereiches, der Breite des Wirkungs-
spektrums und womo¨glich von den Ausfu¨hrungkosten) ab. Strukturelle Eigenschaften spielen
eher eine untergeordnete Rolle.
Im Operatorhierarchiekonzept kann ein Operator auf zwei Ebenen wiederverwendet werden: auf
Anwendungsebene und auf Sprachentwicklungsebene. Die Operatoren der control-Sprachkom-
ponente ko¨nnen wie im Beispielcode 8.6 genutzt werden, um eine konkrete Transformations-
aufgabe zu lo¨sen. Sie ko¨nnen aber auch Grundlage fu¨r ho¨here Operatoren sein, wie bei der
Implementierung der XML2DSV-Tranformationssprache. Bei der Implementierung der Fallbei-
spiele wurde die control-Sprachkomponente am ha¨ufigsten wiederverwendet. Sie kam bei allen
Transformationsdefinitionen zum Einsatz.
Die einfache Nutzung des Operators, wie bei der Wiederverwendung der control-Sprachkom-
ponente, ist die ha¨ufigste Form der Wiederverwendung. Sie wird auch als Black-box-Wieder-
verwendung bezeichnet, da der Operator nicht vera¨ndert bzw. so eingesetzt wird, wie er fu¨r
bspw. eine betreffende Basistransformationssprache erstellt wurde. Eine abgeschwa¨chte Form
ergibt sich, wenn er fu¨r eine andere Plattform, z. B. eine andere Implementierung oder gar
eine andere Basistransformationssprache eingesetzt werden soll. In diesem Fall sind lediglich
die Schemadefinition und die Generatoren von XOpGen fu¨r die automatische Erstellung der
Validierungskomponenten ohne Anpassung nutzbar. Die Generatoren von XOpGen mu¨ssen fu¨r
die neue oder gea¨nderte Plattform nur konfiguriert werden. Die Ebenentransformationsdefinition
muss jedoch modifiziert oder ganz neu spezifiziert werden. Man spricht dann auch von einer
White-box-Wiederverwendung.
Insgesamt gilt, dass ein Operator sinnvoller ist, je mehr Anwendungen oder Anwendungsteile
mit einem Operator entstehen. Desto schneller haben sich die Kosten fu¨r seine Erstellung amor-
tisiert (siehe Abschnitt 9.2). In diesem Zusammenhang ist die Dokumentation zum Finden und
Verstehen eines Operators oder der gesamten Sprachkomponente, in der er definiert wurde, von
besonderer Bedeutung. Gerade das Finden und Verstehen eines Operators, wofu¨r und wie er




Durch die modulare Entwicklung der Sprachkomponenten ko¨nnen diese entsprechend der konkre-
ten Problemstellung unterschiedlich zusammengesetzt werden. Durch die Mo¨glichkeit, Sprach-
komponenten miteinander in verschiedenen Konfigurationen zu einer Sprache zu kombinieren,
wird die Wiederverwendbarkeit der einzelnen Sprachkomponenten erho¨ht. Dies ist unabha¨n-
gig davon, ob es sich um eine universelle oder eine doma¨nenspezifische Sprachkomponente han-
delt. Zudem vermeidet die Modularisierung monolithische, unu¨berschaubare Sprachen. Einfache
Problemstellungen ko¨nnen mit einer womo¨glich kleinen Anzahl von Sprachkomponenten gelo¨st
werden. Wenn das Problem komplexer wird, ko¨nnen entsprechend weitere Sprachkomponenten
genutzt werden. Hierdurch kann ein hohe Flexibilita¨t bzgl. des Sprachumfangs einer Transforma-
tionssprache bewirkt werden. Beispielsweise wurden zum Lo¨sen des Transformationsproblems
der Firma Intershop Communications AG die Sprachkomponenten control, string, log, ISML
und XHTML eingesetzt. Dagegen genu¨gen fu¨r die U¨berfu¨hrung von AML (ARIS Markup Lan-
guage) in das Format des SMVs (Symbolic Model Verifier) die Sprachkomponenten control
und SMV.
Ein weiterer Vorteil dieser Flexibilita¨t besteht in der Mo¨glichkeit, schneller Transformationsspra-
chen aus vorhandenen Sprachkomponenten zu entwickeln bzw. anzupassen, als konventionelle,
monolithische Transformationssprachen. Fragwu¨rdige Sprachkonstrukte ko¨nnen bspw. bei die-
sen festen Sprachen nicht so leicht entfernt werden, da sie u.U. noch verwendet werden. Zudem
besteht generell fu¨r die Implementierung der Sprachkomponente (Ebenentransformator, Ebe-
nenvalidierer, etc.) jegliche Freiheit bei der Wahl der Implementierungstechnik.
In der Gesamtheit kann flexibler, schneller und kostengu¨nstiger auf Anpassungen des Problem-
raums (z. B. durch eine detailliertere Spezifikation) reagiert werden.
9.1.5 Agilita¨t
Durch die Tatsache, dass aus der Schemadefinition der ho¨heren Operatoren eine ganze Reihe
von Artefakten generiert werden ko¨nnen (Validierungskomponenten, Dokumentation, Editor-
Anpassungen, etc.), ko¨nnen diese gegenseitig konsistent gehalten werden. Messungen an zwei
konkreten Beispielen sollen zeigen, wie sich die Verteilung zwischen generischen, manuell erstell-
ten und generierten Artefakten verha¨lt. Als Kenngro¨ße soll die Dateigro¨ße in Byte, die fu¨r eine
vollsta¨ndige Implementierung einer Sprachkomponente beno¨tigt werden, dienen.
Die Infrastrukturkomponente bildet den generischen Code. Der manuelle Codeanteil ergibt sich
aus der Definition der Sprachkomponente (erweitertes XML Schema), Referenzimplementierung
(mit und ohne neuer Sprachkomponente), Implementierung des Ebenentransformators und Kon-
figuration von XOpGen. Der vorwiegend aus dem Schema generierte Codeanteil setzt sich aus
den Validierungskomponenten (Ebenen- und Inputvalidierer) sowie der Dokumentation zusam-
men. Die Zwischenprodukte, die wa¨hrend der Generation der Validierungskomponenten mit




ABBILDUNG 9.2: Verha¨ltnis von generischen zu manuell erstellten und generierten Artefakten
am Beispiel der universellen control-Sprachkomponente.
Abbildung 9.2 zeigt die Verteilung am konkreten Beispiel der im Abschnitt 8.1.1 vorgestell-
ten control-Sprachkomponente fu¨r XSLT. Bei dieser universellen Sprachkomponente fa¨llt kein
Quellcode fu¨r eine Konfiguration des Generators an, da die Standardeinstellung von XOpGen
genutzt werden kann. Insgesamt ergibt sich hier ein Verha¨ltnis von generischem Code, manu-
ellem Code und generiertem Code von 0,66 zu 12,74 zu 86,6. Da in der aktuellen Version von
XOpGen noch nicht alle potentiellen generierbaren U¨berpru¨fungen implementiert sind, wird sich
das Verha¨ltnis fu¨r diese Sprachkomponente weiter in Richtung generiertem Code verschieben.
Beim Beispiel der im Abschnitt 8.2.1 entworfenen doma¨nenspezifischen Transformationssprache
XML2DSV ist das Verha¨ltnis zwischen generischem, manuellem und generiertem Code 0,78 zu
17,91 zu 81,31. Abbildung 9.3 verdeutlicht die Verteilung im Einzelnen.
Die Zahlen dieser beiden Beispiele ko¨nnen nicht einfach generalisiert werden, da vieles von der
konkreten, zu implementierenden Sprachkomponente (Abha¨ngigkeiten und Integrita¨ten zwischen
den Operatoren, Anzahl und Struktur der Operatoren, Zielplattform, etc.) abha¨ngt. Nichtsdes-
totrotz wird das Generierungspotential angedeutet. Die Trennung zwischen manuellem, univer-
sellem und generierbarem Code schafft die Grundlage fu¨r eine hohe Portabilita¨t und Agilita¨t.
Eine A¨nderung an einer Spezifikation (in XML Schema) wirkt sich auf die verschiedenen Arte-
fakte aus, die aus ihr automatisch erstellt werden. Daru¨ber hinaus kann durch Konfiguration
oder Erweiterungen der Generatoren verha¨ltnisma¨ßig einfach und schnell bspw. auf eine andere
Version der Basistransformationssprache migriert werden. Lediglich die Ebenentransformations-
definition muss, wie im Abschnitt 9.1.3 beschrieben, i. d. R. manuell angepasst werden. Nur in
Ausnahmefa¨llen kann ein generischer Ebenentransformator eingesetzt werden.
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ABBILDUNG 9.3: Verha¨ltnis von generischen zu manuell erstellten und generierten Artefakten
am Beispiel der doma¨nenspezifischen Transformationssprache XML2DSV.
9.2 Kosten
Dem Nutzen stehen Kosten fu¨r den Aufwand der Erstellung der ho¨heren Operatoren, Sprach-
komponenten oder Transformationssprachen gegenu¨ber. Zu dem Initialaufwand kommen Inves-
titionen in Schulung und Infrastruktur sowohl technischer als auch organisatorischer Art hinzu.
In diesem Abschnitt wird eine Gesamtsicht u¨ber mo¨gliche anfallende Kosten und das daraus her-
geleitete Kosten/Nutzen-Verha¨ltnis gegeben. Zuna¨chst wird eine Analyse bzgl. der Codemenge
durchgefu¨hrt, bevor der Gesamtaufwand diskutiert wird.
9.2.1 Auswirkungen auf die Codemenge
Wird die Kostenanalyse auf Codeebene durchgefu¨hrt, dann mu¨ssen alle manuell erstellten Ar-
tefakte, die fu¨r die Entwicklung einer Sprachkomponente notwendig sind, als Kosten betrachtet
werden. Die notwendigen manuell erstellten Artefakte fu¨r eine Sprachkomponente sind:
• Schema der Sprachkomponente (CSchema), die den syntaktischen und zum Teil semanti-
schen Aufbau der Operatoren in der Sprachkomponente festlegt,
• Konfiguration von XOpgen (CKonfiguration), falls bspw. anwendungsspezifische Fehlermel-
dungen erzeugt werden sollen,
• Ebenentransformator der Sprachkomponente (CEbenentransformator), der die eigentliche
Ebenentransformation definiert.
Im Folgenden soll sich auf die Codegro¨ße in Byte bezogen werden. Eine Alternative wa¨re die
Anzahl der Codezeilen (lines of code, kurz LOC).
200
9.2 KOSTEN
Eine Investition in die Entwicklung einer Sprachkomponente ist grundsa¨tzlich betriebswirtschaft-
lich kosteneffektiv, wenn die Kosten K fu¨r die Investition geringer sind als der daraus erzielte
Nutzen N .
K < N (9.1)
Wenn man eine reine Reduzierung auf die Masse des Quellcodes als Kenngro¨ße annimmt,
dann amortisiert sich die Entwicklung einer Sprachkomponente (vgl. mit Formel 9.2), wenn
die Codemenge aus manuell erstelltem Code fu¨r die Implementierung der neuen Sprachkompo-
nente (CSchema+CKonfiguration+CEbenentransformator) kleiner ist als die Ersparnis, die sich aus
dem Code u.U. mehrerer Anwendungsentwicklungen mit dieser Sprachkomponente (CSKi mit
i ∈ N) gegenu¨ber dem Code von Anwendungsentwicklungen ohne diese Sprachkomponente (Ci
mit i ∈ N) erreichen la¨sst. Diese Ersparnis stellt gerade den Nutzen auf Codeebene dar.
CSchema + CKonfiguration + CEbenentransformator <
n∑
i=1
(Ci − CSKi ) (9.2)
Die Kosten/Nutzen-Relation, auch Return-On-Investment (ROI) genannt, ergibt sich dann zu:
ROI =
∑n
i=1(Ci − CSKi )
CSchema + CKonfiguration + CEbenentransformator
(9.3)
Wenn ROI kleiner als 1 ist, dann verzeichnet die Investition einen Verlust. Ist ROI gro¨ßer
als 1, dann bringt sie einen Gewinn. Um eine Sprachkomponente mo¨glichst kosteneffektiv zu
gestalten, bieten sich demnach drei mo¨glich Strategien an:
• hochgradig wiederverwendbare Sprachkomponenten entwickeln, um die Ha¨ufigkeit der Wie-
derverwendung zu erho¨hen,
• Investitionskosten fu¨r die Entwicklung von Sprachkomponenten reduzieren (z. B. Generie-
rungsgrad weiter erho¨hen, um manuell zu erstellenden Code zu minimieren) und
• qualitativ hochwertige Sprachkomponenten erstellen, die viel Einsparpotential gegenu¨ber
der urspru¨nglichen Sprachunterstu¨tzung aufweisen.
Betrachtet man nun den move-after-Operator und den swap-Operator aus dem Anwendungs-
szenario des Abschnittes 4.1.1, dann amortisiert sich deren Entwicklung bei einer 13-maligen
bzw. 6-maligen Anwendung (siehe Tabelle 9.1). Bei dieser Berechnung wurden jeweils die un-
gu¨nstigsten Eingaben fu¨r die ho¨heren Operatoren angenommen, die im Verha¨ltnis am wenigsten
Code erzeugen. Die Entwicklung der beiden Operatoren kann sich daher schon fu¨r ein kleineres
n rentieren.
Eine alleinige Analyse der Codemenge ist fu¨r eine Betrachtung des Arbeitsaufwandes allerdings
nur begrenzt geeignet, da sich sowohl die (Weiter-)Entwicklung einer Sprache als auch die An-
wendungsentwicklung nicht nur auf das Codieren reduzieren la¨sst. Beispielsweise wu¨rde sich
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Operator CSchema CKonfiguration CEbenentransformator Ci C
SK
i n (break even)
move-after 728 0 1344 202 35 12,41
swap 699 0 1713 458 34 5,69
TABELLE 9.1: Analyse des move-after-Operators und des swap-Operators auf Codeebene.
bei einer solchen eingeschra¨nkten Analyse die Erstellung des function- und call-function-
Operators (siehe Abschnitt 8.1.1) nicht lohnen, da dessen Intention nicht die Verringerung der
Codemenge, sondern vielmehr die Verringerung des Fehlerpotentials ist.
9.2.2 Auswirkungen auf den Gesamtaufwand
Fu¨r eine umfassende Betrachtung des Gesamtaufwandes mu¨ssen jegliche Kosten beru¨cksichtigt
werden. Die folgende Liste fu¨hrt die wesentlichen Kostengruppen aus unserer Sicht auf:
• Entwicklungskosten der Sprachkomponente (KE),
• Start- und Overheadkosten (KSO) und
• sonstige Kosten (KS).
Im Folgenden werden die einzelnen Kostengruppen weiter aufgeschlu¨sselt.
9.2.2.1 Entwicklungskosten der Sprachkomponente
Fu¨r die Aufwandsabscha¨tzung der Sprachentwicklung mu¨ssen jegliche Kosten fu¨r die Analyse
und Dokumentation der Anforderungen, fu¨r die Definition und den Entwurf bis hin zur Tester-
stellung und Umsetzung der Sprachkomponente beachtet werden. Die notwendigen Aktivita¨ten
fu¨r die Entwicklung von universellen und doma¨nenspezifischen Sprachkomponenten unterschei-
den sich dabei betra¨chtlich. Aus diesem Grund werden diese getrennt untersucht.
Universelle Sprachkomponenten
Diese Sprachkomponenten enthalten universelle Operatoren, welche keine fachlich motivierte Do-
ma¨nenanalyse voraussetzen und sich im Wesentlichen auf die Generierung von wiederholenden
Codefragmenten beschra¨nken. Durch ein mo¨gliches Bottom-up-Vorgehen (siehe Abschnitt 7.2)
ist der Investitionsaufwand insgesamt vergleichsweise gering. Die Identifizierung von Operatoren
kann wa¨hrend der Anwendungsprogrammierung oder in einem separaten Schritt im Anschluss
durchgefu¨hrt werden. Dadurch entstehen die Hauptkosten fu¨r die Erstellung der Operatoren
in erster Linie bei deren Definition sowie der Umsetzung des Ebenentransformators basierend
auf den identifizierten Codefragmenten. Die tatsa¨chlichen Kosten sind deshalb vorrangig von
der Breite des Wirkungsspektrums und der Gro¨ße des Anwendungsbereiches der zu erstellenden
Operatoren abha¨ngig (siehe Abschnitt 5.1). Je breiter das Wirkungsspektrum eines Operators
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auf seine Umwelt und je gro¨ßer dessen Anwendungsbereich sein soll, desto komplexer und auf-
wendiger ist die Erstellung des universellen Operators.
Doma¨nenspezifische Sprachkomponenten
Eine erfolgreiche Entwicklung solcher fachlich motivierten Sprachkomponenten setzt erhebliche
Erfahrungen in der betreffenden Transformationsdoma¨ne voraus und verlangt daher eine gebu¨h-
rende Doma¨nenanalyse. Es mu¨ssen Anwenderzielgruppen festgelegt, Terminologien und Kon-
zepte der Doma¨ne erfasst, Quell- und Zielsprachen eingegrenzt sowie das gesammelte Wissen ge-
bu¨ndelt und aufbereitet werden (siehe Top-down-Vorgehensmodell im Abschnitt 7.1). Erst dann
ist eine vernu¨nftige Definition der doma¨nenspezifischen Operatoren mo¨glich. Ebenso kann i. d. R.
nicht, wie bei universellen Operatoren, auf eine bestehende Implementierung der Operatoren in
einer Zielplattform aufgesetzt werden. Entsprechend muss ein umfassendes Referenztransforma-
tionsszenario erstellt werden. Insgesamt sollte deshalb der Gesamtaufwand nicht unterscha¨tzt
werden, der betra¨chtlich ho¨her sein kann als bei den universellen Sprachkomponenten. Diese
”Denkarbeit“ wird bei der Analyse der Codemenge in keiner Weise gewu¨rdigt.
9.2.2.2 Startup- und Overhead-Kosten
Unter diese Kategorie fallen die Kosten, die vor der Nutzung von Sprachkomponenten (Startup-
Kosten) oder wa¨hrend der Benutzung auftreten und sich u.U. wiederholen ko¨nnen (Overhead-
Kosten). Da viele Kosten nicht einer Kostenposition explizit zugeordnet werden ko¨nnen, werden
beide zusammen untersucht. Typische Kosten dieser Kategorie sind
• Kosten fu¨r das Finden oder auch Nichtfinden der Sprachkomponente (KF ),
• Kosten fu¨r das Verstehen der Sprachkomponente (KV ),
• Kosten fu¨r die mo¨gliche Anpassung oder Erweiterung der Sprachkomponente (KA).
Es za¨hlen aber auch organisatorische Kosten dazu wie:
• Kosten fu¨r den Aufbau der Infrastruktur (KI): z. B. Aufbau und Wartung des Archivs,
Katalogisierung und Installation, Versionskontrolle,
• Kosten fu¨r das Training der Mitarbeiter (KT ),





Dieser Kategorie werden all diese Kosten zugeordnet, die projektspezifisch und deshalb nicht
zu generalisieren sind. Solche Kosten sind bspw. Migrationskosten von Sprachkomponenten auf
eine andere Plattform oder die Entwicklung einer eigenen, speziellen Editorumgebung fu¨r eine
neue spezifische Transformationssprache.
9.2.3 Schlussbemerkungen
An Metriken fu¨r die Scha¨tzung des Gesamtaufwandes von Software im Allgemeinen fehlt es
nicht. In [Zus91, FP98, Sne98] und anderen werden auf mehr als 150 einzelne Metriken hinge-
wiesen. Allein fu¨r die o¨konomische Analyse von Software-Wiederverwendung werden in [Wil99]
25 verschiedene Modelle vorgestellt. Allerdings ko¨nnen diese nicht ohne weiteres auf die Weiter-
entwicklung von XML-Transformationssprachen u¨bertragen werden, da nicht alle spezifischen
Kosten einbezogen werden.
Wie die Kostenpositionen im Einzelnen fu¨r die Scha¨tzung des Gesamtaufwandes quantifiziert
werden und wie sie im Zusammenhang stehen, muss empirisch an umfangreichen praktischen
Anwendungen untersucht werden. Das folgende Kostenmodell fu¨r die Gesamtkosten, in Anleh-
nung an das vorgeschlagene Framework von [Wil99],
K = KE +KSO +KS (9.4)
KSO = KF +KV +KA +KI +KT +KM (9.5)
mu¨sste entsprechend kalibriert werden. Dies kann bspw. mit Hilfe von empirischen Konstanten,
wie beim COCOMO von [Boe81], verwirklicht werden.
Diesen Kosten muss dem Nutzen, der sich durch die Verwendung der Sprachkomponente bei der
Anwendungsentwicklung ergibt, gegenu¨bergestellt werden. Durch Wiederverwendung ko¨nnen
bestimmte Aufgaben schneller und mit weniger Aufwand als bisher gelo¨st werden. Die bes-
sere Versta¨ndlichkeit und Pru¨fbarkeit erho¨hen zudem die Qualita¨t und verringern die Kosten
fu¨r die Wartung. Die Angepasstheit der Transformationssprache bspw. bzgl. einer bestimmten
Transformationsdoma¨ne wirkt sich ebenso positiv auf die Produktivita¨t aus.
Der Nutzen ergibt sich insofern aus den Kostenvorteilen, die sich aus der Differenz der Kosten
des gesamten Lebenszyklus einer Anwendungsentwicklung ohne die Sprachkomponente (KAEi)
und der Kosten des gesamten Lebenszyklus einer Anwendungsentwicklung mit der Sprachkom-





(KAEi −KAESKi +NZi) (9.6)
204
9.2 KOSTEN
Neben den direkten Kostenvorteilen sollten auch indirekte Kostenvorteile nicht vernachla¨ssigt
werden, die aus den produktiveren Anwendungsentwicklungen resultieren. In [MW93] werden
zusa¨tzliche Nutzen (NZi) genannt, die u. a. durch ku¨rzere Fertigstellungszeiten (time to market)
und alternative Nutzung der freiwerdenden Ressourcen (z. B. um den Kundenanforderungen
gerechter zu werden) erzielt werden ko¨nnen. [Lim92] schließt an dieser Stelle auch Kostener-
sparnisse ein, die durch eine ho¨here Produktivita¨t vermieden werden ko¨nnen (z. B. Kosten fu¨r





Ziel dieser Arbeit ist es, die notwendigen technischen Voraussetzungen zu schaffen, um die exis-
tierenden starren XML-Transformationssprachen flexibel anpassen zu ko¨nnen. Bisherige XML-
Transformationssprachen bieten keine Mittel, um neue Sprachkonstrukte hinzuzufu¨gen. Das
in der vorliegenden Arbeit vorgestellte Konzept der Operatorhierarchie fu¨llt diese Lu¨cke. Es
ermo¨glicht, basierend auf existierenden Operatoren (Sprachkonstrukten) einer Basistransforma-
tionssprache, neue Operatoren zu definieren, die eine bestimmte Aufgabe besser erfu¨llen, da sie
bspw. kompakter, fu¨r ein spezielles Problem angepasster oder einfach nur weniger fehleranfa¨llig
und somit sicherer sind. Die neuen Operatoren ko¨nnen wiederum Ausgangspunkt fu¨r eine weitere
Operatoradaption bzw. -komposition sein. Durch das feingranulare Konzept der Operatorhie-
rarchie ko¨nnen so einzelne Sprachkonstrukte, gro¨ßere Sprachkomponenten, aber auch ga¨nzlich
eigensta¨ndige Transformationssprachen aufbauend auf einer gegebenen Basistransformations-
sprache konstruiert werden. Da das Konzept grundsa¨tzlich unabha¨ngig von einer konkreten
Transformationssprache ist, ko¨nnen eine Vielzahl von heutigen und zuku¨nftigen Basistransfor-
mationssprachen angepasst werden.
Mit XTC wird in dieser Arbeit eine Infrastruktur vorgestellt, die das Fundament fu¨r die Um-
setzung des vorgeschlagenen Konzeptes bildet. XTC stellt Mechanismen zur Verfu¨gung, um
in Transformationsbeschreibungen ho¨here Operatoren zu erkennen und die notwendige Ebenen-
transformationsdefinitionen auszufu¨hren. Ebenentransformationen u¨bersetzen die neu definier-
ten, ho¨heren Operatoren einer Sprachkomponente in niedrigere Operatoren. Der Ebenentrans-
formationsprozess wird solange wiederholt, bis alle ho¨heren Operatoren in elementare Operato-
ren einer Basistransformationssprache transformiert wurden und somit ausfu¨hrbar sind. XTC
wird dabei durch entsprechende standardisierte Schnittstellen so konzipiert, dass die Mo¨glich-
keit besteht, unterschiedlichste Sprachprozessoren fu¨r die verschiedenen Transformationsspra-
chen einzubinden. Dadurch ko¨nnen die eingebundenen Sprachen selbst erweitert werden aber
auch zur Definition notwendiger Ebenentransformationen fu¨r die Erweiterung anderer Transfor-
mationssprachen genutzt werden. Hierdurch kann eine hohe Flexibilita¨t bei der Implementierung
der Ebenentransformationen erreicht werden.
Um den Aufwand der Definition einer Ebenentransformation weiter zu reduzieren, wird in dieser
Arbeit daru¨ber hinaus das Generatorsystem XOpGen entworfen. XOpGen erstellt automatisiert
aus einer Schemadefinition in XML Schema in mehreren Generationsschritten Validierungskom-
ponenten, die die syntaktische und zum Teil semantische Analyse der neu definierten Operatoren
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vornehmen. Durch diese vorherige Validierung kann sich bei der Ebenentransformationsdefini-
tion auf das Wesentliche konzentriert werden. Die grammatikbasierte Schemasprache wurde fu¨r
diesen Zweck mit einem regelbasierten Ansatz standardkonform angereichert. Dadurch ko¨nnen
vorher nicht formulierbare Abha¨ngigkeiten (z. B. gegenseitiger Ausschluss) spezifiziert werden
und in den Generierungsprozess der Validierungskomponenten einfließen. Aus einem solchen
erweiterten Schema kann XOpGen ebenso Kontrollblo¨cke fu¨r die Ebenentransformationsdefini-
tion selbst generieren, die den erwarteten Wertebereich der Inputdaten bzgl. der neuen ho¨heren
Operatoren spa¨ter u¨berpru¨fen. XOpGen ist dabei bspw. nicht an eine bestimmte Fehlermeldung
oder festgelegte Basistransformationssprache gebunden. Durch Anpassung definierter Variati-
onspunkte kann anwendungsspezifischer Code hinzugefu¨gt werden, der wa¨hrend der Ausfu¨hrung
von XOpGen verarbeitet wird. XOpGen kann dadurch auch vollkommen unabha¨ngig von XTC
und dem Konzept der Operatorhierarchie eingesetzt werden.
Die beiden, in dieser Arbeit vorgeschlagenen Vorgehensmodelle schaffen einen organisatorischen
Rahmen fu¨r die Nutzung der zuvor entwickelten Konzepte und Werkzeuge. Der Rahmen legt
fest, welche Aktivita¨ten in welcher Reihenfolge von welchen Rollen erledigt werden, welche Werk-
zeuge genutzt werden und welche Ergebnisse dabei entstehen. Die Vorgehensmodelle beru¨ck-
sichtigen dabei die jeweiligen Motivationen fu¨r eine (Weiter-)Entwicklung einer Transformations-
sprache. Das Top-down-Vorgehensmodell deckt fachlich motivierte Gru¨nde ab. Dagegen sollte
das Bottom-up-Vorgehensmodell zur Beseitigung von Defiziten einer konkreten Transforma-
tionssprache bevorzugt werden.
Der praktische Nutzen aus Konzept, Infrastruktur und Generatorsystem wird an der Erwei-
terung von XSLT exemplarisch gezeigt. Es werden sowohl universelle als auch doma¨nenspe-
zifische Sprachkomponenten fu¨r diese Transformationssprache entwickelt. Fu¨r eine Reihe von
Fallbeispielen konnten diese Sprachkomponenten erfolgreich eingesetzt werden. In dieser Arbeit
wird die Entwicklung eines sicheren und flexiblen Funktionsmechanismus unter Anwendung des
vorgeschlagenen Vorgehens vorgestellt. Ebenso wird die Entwicklung einer eigensta¨ndigen, pro-
blemspezifischen Transformationssprache demonstriert. Diese Beispiele zeigen die Potentiale, die
das entwickelte Framework bietet. Basierend auf den Erfahrungen, die bei der Entwicklung der
Operatorhierarchie fu¨r XSLT, bei der Erweiterung von XUpdate sowie bei der Anwendung der
entwickelten Sprachkomponenten in den verschiedenen Fallbeispielen gemacht wurden, werden
Nutzen und Kosten des Operatorhierarchiekonzeptes diskutiert.
Ausblick
Die Analyse von Nutzen und Kosten wird bisher lediglich vollsta¨ndig auf Codeebene durchge-
fu¨hrt. Um die exakten Gesamtkosten und den Gesamtnutzen scha¨tzen zu ko¨nnen und Entschei-
dung vor der Entwicklung einer Sprachkomponente treffen zu ko¨nnen, mu¨ssen aussagekra¨ftige
Metriken erschlossen oder existierende Metriken entsprechend adaptiert werden. Diese ko¨n-
nen aber erst nach weitergehenden praktischen Erfahrungen sinnvoll eingefu¨hrt und definiert
werden. Allerdings wird auch nach Erschließung von aussagekra¨ftigen Metriken eine exakte
objektive Messung bspw. des Nutzens, der aus einer besseren Versta¨ndlichkeit einer ho¨heren
Transformationssprache resultiert, nicht mo¨glich sein.
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Der bisherige Prototyp von XTC hat gezeigt, das einige Konzepte weiter verbessert werden
ko¨nnen. Bei einer bestimmten Gruppe von ho¨heren Operatoren – Operatoren, aus denen ver-
teilte Operatoren erzeugt werden – ko¨nnen derartige wechselseitige Abha¨ngigkeiten zwischen den
zu erzeugenden Operatoren entstehen, dass die Ausfu¨hrungsreihenfolge der Ebenentransforma-
tionsdefinitionen signifikant ist. A¨hnlich wie bei Aspekten in aspektorientierten Ansa¨tzen sind
zusa¨tzliche Informationen notwendig, die festlegen, wie die beabsichtigte Ausfu¨hrungsreihenfolge
ist. Die bisherige Umsetzung von expliziter Priorisierung einer Sprachkomponente soll durch de-
skriptive Beschreibungen, die bspw. Priorita¨ten zwischen ein oder mehreren Sprachkomponen-
ten erlauben, erga¨nzt werden. Um den allta¨glichen Einsatz weiter zu erleichtern, wa¨re daru¨ber
hinaus ein graphisches Frontend fu¨r die Erstellung von Operatoren, Sprachkomponenten und
Transformationssprachen sicherlich nu¨tzlich. Bisher mu¨ssen die Ebenentransformationensdefi-
nitionen in generischen XML-Editoren entwickelt werden. In XTC wurde das Bibliotheksarchiv
bisher auf Dateiebene verwaltet. Um bereits vorhandene Sprachkomponenten schnell, sicher und
bequem zu finden, ist ein projektu¨bergreifendes, z. B. u¨ber ein Netz leicht zuga¨ngliches, Archiv
fo¨rderlich. Es sollte zudem umfangreichere Klassifikations- und Suchtechniken unterstu¨tzen.
Dahingehend mu¨ssen weitere Anstrengungen unternommen werden.
Um das Potential der neuen Operatoren in der Praxis nutzen zu ko¨nnen, muss ein wiederverwen-
dungsorientiertes Vorgehen bei der Anwendungsentwicklung etabliert werden. Es ist wesentlich,
dass dieses Vorgehen Aktivita¨ten vorsieht, in denen neue oder anzupassende Operatoren fu¨r
Sprachkomponenten identifiziert werden. Es ist aber mindestens genauso wichtig, dass Aktivi-
ta¨ten eingefu¨hrt werden, in denen nach geeigneten Sprachkomponenten gesucht und ausgewa¨hlt
werden kann. Gerade in der Mo¨glichkeit, Sprachkomponenten modular und anwendungsspe-
zifisch auszuwa¨hlen, besteht der große Vorteil, Transformationssprachen angemessen fu¨r ein
Transformationsproblem zusammenzustellen.
Das in dieser Arbeit vorgestellte Framework ermo¨glicht die Definition von ho¨heren Operatoren
auf einer Basistransformationssprache. An dieser Stelle stellen sich folgende interessante Fragen:
Wie sieht eine minimale XML-Transformationssprache aus? Kann diese minimale Transforma-
tionssprache ferner die in der Arbeit vorgestellten Kategorien von Transformationsmethoden mit






A.1 Definition des function- und call-function-Operators
Der folgende Code zeigt den Ausschnitt des Schemas der control-Sprachkomponenten, der
den function-Operator und den call-function-Operator definiert. Das Schema wird in der










The abstract declaration element encompasses operators who have to be defined on the







The abstract instruction element encompasses operators who have to be defined in a







A function definition is specified with the function operator. The content of the
function operator contains the code, which performs a specific task, when the function
is invoked. The function operator must have a name attribute. It may have further
parameters specified by param child elements. The function operator can be invoked by










































The call−function operator invokes the function definition . The corresponding function
definition is identified by the required name, specified in the required name
attribute , and the names of the parameters, specified in the parameter child elements.
The call−function operator does not change the current node or the current node list .























Parameters are passed to functions using the with−param element. The required name
attribute specifies the name of the parameter. The parameter name is specified in the
212
A.1 DEFINITION DES function- UND call-function-OPERATORS
same way as the corresponding parameter name in the function definition. The value of




xmlns:sch=”http://www.ascc.net/xml/schematron” test=”not(@select and ∗)”>




























The complex type enables attributes not specified by the schema. The namespace must





















The group provides either an operator of the abstract instruction element or an























CODE A.1: Ausschnitt aus dem Schema (control.xsd) – der function-Operators und der
call-function-Operators.
A.2 Definition der Transformationssprache XML2DSV
Der Code A.2 legt die Sprachdefinition von XML2DSV fest. Die Definition erfolgt in einem um











An XML2DSV program is represented by a dsv element in an XML document. The dsv
element may contain a separator description and must contain a description for the
data fields and records.























The optional separator description , specified with the separator element, allows
to define the specific delimiters .
If the separator description is omitted, the default setting corresponds to the
CSV standard values: ending−field−break is ”yes”and delimiter for fields is a
comma, delimiter for field escape is ”, and ending−record−break is ”no”and
delimiter for records is a newline.
Note: The values of the separator characters must be different and it has at
least one child operator.
</documentation>
<appinfo>















The field−separator operator states the field delimiter , and whether the last field may
or may not have an ending delimiter.




<sch:report test=”@delimiter and ((../ field−escape and @delimiter=../field−escape/
@delimiter) or @delimiter=’&#x22;’)”>The field separator delimiter has the same
value as the (default) field escape delimiter . This is not allowed.</sch:report>
<sch:report test=”@delimiter and ((../record−separator and @delimiter=
../ record−separator/@delimiter) or @delimiter=’&#xa;’)”>The field separator
delimiter has the same value as the (default) record separator delimiter .
This is not allowed.</sch:report>
<sch:assert test=”@delimiter or @ending−field−break”>The ’field−separator’ must












The field−escape operator states the escape character(s) which may be used to
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enclose a field .
In the default setting the field escape delimiter is ”.
</documentation>
<appinfo>
<sch:report test=”@delimiter and ((../ field−separator and @delimiter=..
/ field−separator/@delimiter) or @delimiter=’,’)”>The field escape delimiter has
the same value as the (default) field separator delimiter . This is not allowed.
</sch:report>
<sch:report test=”@delimiter and ((../record−separator and @delimiter=
../ record−separator/@delimiter) or @delimiter=’&#xa;’)”>The field escape delimiter











The record−separator operator states the record delimiter , and whether the last record
may or may not have an ending delimiter.




<sch:report test=”@delimiter and ((../ field−separator and @delimiter=
../ field−separator/@delimiter) or @delimiter=’,’)”>The record separator delimiter
has the same value as the (default) field separator delimiter . This is not allowed.
</sch:report>
<sch:report test=”@delimiter and ((../ field−escape and @delimiter=
../ field−escape/@delimiter) or @delimiter=’&#x22;’)”>The record separator delimiter
has the same value as the (default) field escape delimiter . This is not allowed.
</sch:report>
<sch:assert test=”@delimiter or @ending−field−break”>The ’field−separator’ must have











The data element is used to define the delimited data. The corresponding data
selection is specified by adding record operators as children of the data element.
There may be an optional header record (header operator) appearing as the first
record of the DSV with the same format as ordinary records.
The data, header as well as record, and field operators support an escaped−field
attribute . It is set if a character , specified in the field−escape operator, is
used to enclose fields or not; default setting is the latter case . A setting
shadows another setting if the setting occurs at a point where the other setting
is visible .
Note: The field operators in the record and header operators must be the same
number.
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</documentation>
<appinfo>
<sch:report test=”count(dsv:∗[1]/dsv: field )!=count(∗[position()&gt;1]/dsv: field )”>


















The header operator appearing as the first record of the DSV with the same format







The record operator contains a description of data fields . These are instantiated
for each node identified by the XPath expression specified by the match attribute.
If all data fields bind literal data characters , the match attribute in the record

















With respect to these context nodes defined in the record/header operator, the
concrete data items are selected using the select attribute in the field operator.
If all data fields bind literal data characters , the select attribute in the record
operator may be omitted. The literals are specified in the content of the field
operator.
Note: It is forbidden to have a select attribute and a content, or to have no
select attribute and no content. Furthermore, a select attribute is not allowed if
the parent operator has no match attribute.
</documentation>
<appinfo>
<sch:assert test=”(@select and (string−length(text())=0 and not(∗))) or (not(@select)
and (string−length(text())>0 or ∗))”>The ’field ’ operator must have either a
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’ select ’ attribute or a content.</sch:assert>
<sch:assert test=”not(@select) or (@select and ../@match)”>The ’select’ attribute is
not allowed on the ’ field ’ operator if the parent ’<sch:name path=”..”/>’ operator




































In diesem Anhang werden die Transformationssprache XSLT 1.0, die mit Sprachkomponenten
erweiterte Transformationssprache XSLT 1.0 und die Transformationssprache XSLT 2.0 anhand
der im Abschnitt 3.2.2.1 herausgearbeiteten Sprachmerkmalen verglichen. Die Tabelle B.1 gibt
eine entsprechende U¨bersicht, welche Sprachmerkmale jeweils komplett unterstu¨tzt (u), bedingt




































in u u u
in/out
out u u u
Bindungszeitpunkt




Ausdruck u u u
String
Syntax
abstrakt q qz q
konkret z z z
Fortsetzung auf der folgenden Seite
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schwach u u u
dynamisch u u u
statisch b u


















deklarativ u u u
imperativ
Ausfu¨hrbarkeit u u u
Elementerzeugung
implizit b
explizit u u u
syntaktische Trennung b b b
explizite Bedingung u u u
intermedia¨re Datenhaltung b b u



































Kontrollparameter u u u
Regel ho¨herer Ordnung u
variable Parameterzahl u u u





intern u u u
extern u
implizit u u u
Art






explizite Bedingung u u u
nichtdeterministisch
deterministisch
Fehlermeldung u u u
Konfliktlo¨sungsmechanismen u u u
interaktiv u u u
anwendbare Regelmenge u u u
Kontrollstrukturen
Iteration
Rekursion u u u
Schleife u
Fixpunkt
Fortsetzung auf der folgenden Seite
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ein- und zweiseitige u u u
mehrfach u u u
Regelorganisation
Modularisierung u u u
Wiederverwendung
Erweiterung u u u
Spezialisierung u u u
Vererbung
organisatorische Strukturen
quellorientiert u u u
hybrid u u u
zielorientiert u u u
Ein- und Ausgabe
Beziehung zwischen Quelle und Ziel
neues Ziel u u u





mehrere Quellen u u u
Abstrahierung qz qz qz
Transformationsrichtung
unidirektional u u u
bidirektional
Mechanismen zur Transformationsverfolgung
manuell u u u
automatisiert u
Programmparadigma
deklarativ u u u
imperativ b
Format
XML-basiert qz qz qz































nicht-XML-basiert z z z
Legende:
u = unterstu¨tzt, b = bedingt unterstu¨tzt,
q = quellseitig unterstu¨tzt, z = zielseitig unterstu¨tzt,
qz = quell- und zielseitig unterstu¨tzt
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ACM Association for Computing Machinery
AML ARIS Markup Language
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ASP Application Service Provider
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BPEL Business Process Execution Language
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CMS Commerce Management System
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d. h. das heißt
DOM Document Object Model
DOM4J DOM for Java
DSL Domain Specific Language
DSTL Domain Specific Transformation Language
DSSSL Document Style Semantics and Specification Language
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et al. und andere
etc. et cetera
evtl. eventuell
fxt Functional XML Transformer
GCTL Graphical Computational Temporal Logic
GI Gesellschaft fu¨r Informatik
GNU GNU is not Unix
GML Generalized Markup Language
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HTML Hyper Text Markup Language
im Allgemeinen im Allgemeinen
IDL Interface Definition Language
i. d. R. in der Regel
IE Integration Engineering
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IEEE Institut of Electrical and Electronics Engineers
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Infoset XML Information Set
ISML Intershop Markup Language
ISO International Organization for Standardization
IT Informationstechnik
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JAXB Java Architecture for XML Binding
JAXP Java API for XML Processing
Jaxup Java XML Update
JDK Java Developer Kit
JIT Just In Time
JSP Java Server Pages
JSR Java Specification Request
LNI Lecture Notes in Informatics
Ltd. Limited
LHS left hand side
mglw. mo¨glicherweise
MIME Multipurpose Internet Mail Extensions
MOF Meta Object Facility
OMG Object Management Group
OrViA Orchestrierung und Validierung integrierter Anwendungssysteme
PDF Portable Document Format
PSVI Post Schema Validation Infoset
RFC Request for Comments
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ROI return on investment
RTF Rich Text Format
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SQL Structured Query Language
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STX Streaming Transformations for XML
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SWUL Swing User-interface Language
TrAX Transformation API for XML
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u. a. unter anderem
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URI Uniform Resource Identifiers
usw. und so weiter
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vgl. vergleiche
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XML Extensible Markup Language
XOpGen XML Operator Generator
XOpT XML Operator Transformer
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XSL Extensible Stylesheet Language
XSLFO XSL Formatting Objects
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W3C World Wide Web Consortium
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WTP Web Tool Platform
WWW World Wide Web
XDK XML Developer Kit
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