Predicting the behaviour of a component under irradiation or submitted to an external load often requires the understanding of the evolution of its microstructure. This usually calls for the knowledge of the mechanisms taking place at the atomic level, which are introduced in multi-scale type modelling suites. In this context, interatomic potentials are necessary ingredients in the use of most simulations techniques at the atomic level. They have been used for more than forty years in various areas of materials science and in particular in the fields of radiation damage and plasticity. These simulations have in particular shed light on the role of solute atoms in the formation of the primary damage or the motion of dislocations. However, ab initio calculations, as well as comparison of the results obtained with different interatomic potentials have pointed out some failures in these potentials which led to the building of new ones. This article underscores thus how ab initio calculations, which nowadays constitute the state of the art methods to predict atomic properties, can (and will) contribute more and more in the assessment, validation and building of interatomic potentials.
scale. However to simulate a piece of materials of relevant size, one has to use what is called empirical interatomic potentials which are nothing more than mathematic functions which describe the forces felt by the atoms, forces due to neighbouring atoms and their electrons.
The validity of the results obtained in such simulations depends thus on the potential used and the relevance of the potential to investigate a given situation has to be properly established.
The first simulations relied on pair potentials, 2 which presented a certain number of limitations. For example, pair potentials fail to accurately describe situations in which the electronic density varies (close to surfaces, extended defects...), and are furthermore not really appropriate to model metallic bonding. In the 80's a big step forward was achieved with the birth of many body potentials such as the Embedded Atom Method (EAM) [1], Finnis Sinclair
[2], effective medium [3] and other similar types [4] [5] [6] potentials. Since then, numerous problems have been investigated with the help of MD, so numerous in fact that searching for the key words "molecular dynamics" in a ISI web of Knowledge type of data-base search engine returns more than 100 000 answers. This literature review provides a picture of the required features in developing interatomic potentials. We focus on the simulation of conditions relevant to radiation damage and material plasticity. In the first part, results obtained in these fields for Fe alloys are presented. In the second part, we underscore some key issues of the interatomic potentials revealed by the comparative use of different potentials for a given problem or by the spreading use of ab initio calculations. The third part underscores the increasingly significant role of ab initio calculations in the assessment, validation and building of interatomic potentials. A final paragraph brings to the fore some issues related to the comparison between simulations and experimentally obtained data.
2 The use of interatomic potentials to investigate radiation damage and plasticity
Displacement cascades in Fe alloys
MD has been used for almost fifty years to simulate the displacement cascades initiated by the neutrons when they interact with matter since the pioneering work of Gibson and co-workers [7] . Fe, because of its industrial role, is one of the most investigated materials and displacement cascades have been modelled in pure Fe for more than 45 years [8] [9] [10] [11] [12] [13] . The aim of all these simulations is to obtain the defect population distribution obtained by a Primary Knock on Atom (PKA) of given energy. The simulations are done in the micro canonical ensemble with periodic boundary conditions as in for instance [14] , or at constant pressure [9] [11] .
The damage production has been simulated for specific Fe alloys chosen both because of their industrial interest but mainly because interatomic potentials for these alloys were available.
Because of the predominant role of Cu in the embrittlement of the pressure vessel steels discovered more than forty years ago [15] , the first simulations of displacement cascades in dilute Fe alloys were done in Fe-Cu dilute alloys [16] [17] [18] . Despite its notorious role in steels, the influence of C in solution was studied only recently by Calder et al. [19] [18] certainly because of the lack of reliable Fe-C potentials. Another interstitial species of great interest, specially in the case of materials for fusion application, is He, and its influence on the 
Case of Fe-Cu
MD simulations of displacement cascades in pure Fe, Fe-0.2at.%Cu and Fe-2at.%Cu were done with different PKA energies [16] . The typical defects (vacancies and interstitials) appeared during the cascade process and most of them recombine in the first few picoseconds.
In the time scale covered by the MD simulations, the presence of Cu atoms did not seem to influence in an obvious manner the primary damage as compared to the damage obtained in pure Fe. The number of residual defects was similar and fell within the range of the data, with a similar tendency to form point defect clusters. However, a tendency to form mixed objects 
Case of Fe-He
Displacement cascades were simulated in α-Fe containing different concentrations of substitutional He atoms [18] [22] . The simulations were done at 100K with PKA energies ranging from 0.5 to 5 keV. The concentration of He in Fe varied from 1 to 5 at%. It was found that the total number of point defects produced increased with increasing He concentration.
He-vacancy clusters were observed to form in the cascades, and the production efficiency of He-vacancy clusters increased with increasing He concentration and PKA energy. However, the mean size of He-V clusters was found to be independent of temperature for the same He concentration and recoil energy.
An influence of He on the production of defects and their subsequent clustering was also 1  2  3  4  5  6  7  8  9  10  11  12  13  14  15  16  17  18  19  20  21  22  23  24  25  26  27  28  29  30  31  32  33  34  35  36  37  38  39  40  41  42  43  44  45  46  47  48  49  50  51  52  53  54  55  56  57  58  59 . The results were similar to those obtained in the Fe-Cr alloys. It was observed that the P atom in the Fe matrix did not increase significantly the damage induced and that the density of vacancies and the morphology of the clusters formed in the Fe-0.04at.%P system were indistinguishable from residual defects produced in a pure irradiated Fe matrix. The influence of P was mainly on the SIAs, as the displacement cascades induced the formation of mixed dumbbells or Fe-P nano-clusters. Nearly 35% of the atoms which were ejected from the core region of the cascade during the ballistic phase formed such solute-defect clusters which remain pinned over the period of several hundred picoseconds.
The overall picture which emerges from this brief overview is that the solute atoms investigated so far do not seem to have much influence on the primary damage in terms of defect density or clustered fractions. A possible explanation for this fact, is that all the elements considered in these simulations are light elements or elements with masses close to Furthermore, MD can only simulate the ballistic processes taking place when a recoil atom is ejected from its lattice position and no real diffusion can take place in the timescale covered by MD.
However, if one is interested in simulating the longer term evolution of the primary damage using for instance Kinetic Monte Carlo algorithms, the solute atoms, if they bind strongly to the point defects, have to be explicitly accounted for in the simulations. Indeed it is fairly obvious that bound defects (V-He, V-C or mixed dumbbells) will not migrate at the same speed as pure vacancies or SIAs. This is specially the case for solute atoms such as P and Cr 
plasticity of Fe alloys
MD was also used in the 70's to study dislocation properties at the atomic scale in a wide range of metals because the nucleation of dislocations and their motion play a key role in metal plasticity. Static calculations were performed to investigate the core structure which controls many properties of the dislocations. Indeed, for edge dislocations in Zr, the core properties and the critical stress for dislocation glide (Peierls stress) were found to depend sensitively on whether the core extends or not [35] , while for screw dislocations, the issue of whether the core is degenerate, i.e. asymmetrically spread in the three {1 1 0} planes of the [111] zone or compact will drastically change the dislocation properties. The core of a dislocation structure can be characterized using the differential displacement method proposed by Vitek [36] Figure 1 represents the two very much debated structures of the screw dislocation core. Note that in the case of body centred cubic (bcc) metals, most interatomic potentials predict that the screw dislocation core is degenerate as in Fig.1a ; this issue will be discussed further in the paper.
Insert 
Dislocation -carbon interaction in Fe
Many properties of steels depend on their carbon content which has been shown to segregate at the core of dislocations forming what are called Cottrell atmospheres. The formation of such atmospheres may be a serious drawback, since they will modify the stress which needs to be applied to make the dislocations move. 1  2  3  4  5  6  7  8  9  10  11  12  13  14  15  16  17  18  19  20  21  22  23  24  25  26  27  28  29  30  31  32  33  34  35  36  37  38  39  40  41  42  43  44  45  46  47  48  49  50  51  52  53  54  55  56  57  58 Furthermore, the potential was used to model the interaction of C atoms with a screw and an edge dislocation and compare them with the predictions of anisotropic elasticity theory [45] .
It was shown that if the interaction of C with dislocation far from the core is purely elastic, close to the core the local change of the bcc crystal structure is more complex and does not follow the results of elasticity theory. Moreover, a quantitative agreement was obtained between both modelling techniques when anisotropic elasticity calculations were performed and both the dilatation and the tetragonal distortion induced by the C interstitial were considered. Finally, the binding energy between a single C atom and a dislocation was found to be E bind = 0.66 eV for an edge dislocation and E bind = 0.41 eV for a screw dislocation, in reasonable agreement with the available experimental results.
Screw dislocation mobility in Fe
In materials with relatively high lattice friction (e.g. bcc and hcp metals) the flow stress is strongly temperature dependent and at low temperatures, the deformation is mainly controlled by the motion of screw dislocations which move slower than edge dislocations (see for 1  2  3  4  5  6  7  8  9  10  11  12  13  14  15  16  17  18  19  20  21  22  23  24  25  26  27  28  29  30  31  32  33  34  35  36  37  38  39  40  41  42  43  44  45  46  47  48  49  50  51  52  53  54  55  56  57  58 The critical stresses required to move the dislocation were to be substantially larger than the critical stresses found in experiment. However, it was shown that the discrepancy between experimental and simulated critical stresses was due to the fact that the parameters involved in the thermal activation process, i.e. the dislocation length and the applied velocity are totally different in the experiments as compared to the simulations. Accounting for these different conditions lead to critical stresses in very good agreement with experiments. These simulations underscore nicely the power of MD to give a detailed and quantitative characterisation of the motion of the screw dislocation if the interatomic potential is appropriate. Indeed, simulations performed with potentials predicting the wrong core structure (i.e. the degenerate core) led to the prediction of critical stresses that were too high [50].
Screw dislocation -irradiation defect interactions in Fe
The accumulation of point defects and small point defect clusters formed in the displacement cascades leads to the formation of vacancy clusters, i.e. nano-voids as well as interstitial clusters: dislocation loops with Burgers vectors along 〈100〉 and 〈111〉 directions in Fe. These features lead to some hardening of the materials due to their interaction with dislocations.
These interactions have been characterised by MD by numerous groups and a thorough review can be found in [51] and references therein. This review covers the interactions of edge and screw dislocations in fcc metals as well as those of edge dislocations in Fe. Static calculations of the interaction of the 〈111〉 screw dislocation with a large number of irradiation induced defects in Fe can be found in [52] . To complement the results exposed in 1  2  3  4  5  6  7  8  9  10  11  12  13  14  15  16  17  18  19  20  21  22  23  24  25  26  27  28  29  30  31  32  33  34  35  36  37  38  39  40  41  42  43  44  45  46  47  48  49  50  51  52  53  54  55  56  57  58 The curvature difference between the two cases is significant and indicates that the dislocation loop is a stronger defect than the void, as the critical angle is smaller for the loop. Another interesting feature, is that the screw dislocation interaction with the SIA loop induces the formation of an helicoidal turn during the absorption of the loop by the dislocation as was proposed by Hirsch [53] . The unpinning of the screw dislocation is then due to the release of the dislocation loop. Similar simulations at different temperatures indicate that as could be expected, thermal energy decreases the critical stress needed to unpin the dislocation.
Short comings of the interatomic potentials: what may be missing
We now discuss some of the short comings of the interatomic potentials brought to the fore either by the use of different interatomic potentials in a given situation or by the comparison of the simulation results with experimental data.
3-1 case of radiation damage
Because of the short and small spatial dimensions of displacement cascades, very few experimental results are available on primary damage. The exception is the case of W which was investigated with the help of a field ion microscope [54] [55] . However, in the case of Fe and Fe alloys, no such data are available and it is a non trivial task to try to assess the validity of the results obtained. A careful study using three different interatomic potentials found in the literature indicated that the primary damage, i.e. the amount and structure of the defects produced can be very sensitive to the potential [14] as illustrated on Equilibrium properties (for instance the atom Mean Square Displacements, the vacancy migration and vacancy-vacancy binding energies) appeared to have some influence on the damage production. Moreover, it was also found that the repulsive part of the potential has a non negligible influence on the cascade morphology. This issue is more problematic as demonstrated in what follows. Interatomic potentials are usually adjusted based on equilibrium properties, and are expected thus to model correctly the behaviour of the forces acting on the atoms when they are separated by distances close to or above the first nearest neighbour distance. To make these potentials suitable for displacement cascade simulations, it is necessary to modify the short-range part corresponding to close encounters, which take 1  2  3  4  5  6  7  8  9  10  11  12  13  14  15  16  17  18  19  20  21  22  23  24  25  26  27  28  29  30  31  32  33  34  35  36  37  38  39  40  41  42  43  44  45  46  47  48  49  50  51  52  53  54  55  56  57  58 production. The cascade expansion and density was found to be quite sensitive to the potential range at high interaction energies, and the overall cascade expansion found to be governed by the 10% highest-energy recoils which energy is above the RCS focusing energy threshold.
The cascade density, i.e., the number of transient defects produced per unit volume, was found to be sufficient to interfere significantly with RCS propagation and thus with the spatial distribution of Frenkel pairs. It was concluded that a careful choice of the short-range potential has thus to be made when simulating displacement cascades. Later on, a number of displacement cascades of energy ranging from 5 to 40 keV were simulated using the same procedure with four different interatomic potentials for α-Fe, each of them providing, among other things, varying descriptions of self-interstitial atoms (SIA) in this metal [60] . The behaviour of the cascades at their different phases and the final surviving defect population was studied and compared. In this study, the influence of the short-range part of the potential was also found to be non negligible as well as the mobility of the point defects. The stability of the SIAs and their migration properties involve atomic distances closer to the first nearest neighbour distance. For instance, in a Fe dumbbell, the two atoms are separated by 1.91 Å (VASP results for a 54 atom supercell) which corresponds to 0.771 nearest-neighbour unit 3 The threshold displacement energy is the minimum kinetic energy one must give an atom to create a stable 1  2  3  4  5  6  7  8  9  10  11  12  13  14  15  16  17  18  19  20  21  22  23  24  25  26  27  28  29  30  31  32  33  34  35  36  37  38  39  40  41  42  43  44  45  46  47  48  49  50  51  52  53  54  55  56  57  58  59 . When the SIA migrates, the distance between the atoms can be as small as 2 Å, while during the ballistic phase of a collision cascade atoms may get as close as close to 1 Å. It is thus necessary to reproduce correctly the forces felt by the atoms when they are in these interatomic distance ranges. The role of SIA properties on the prediction of the damage was revisited by Bjorkas and Nordlund [62] who used three potentials developed for Fe, all of them describing the interstitial energetics correctly. The results showed that the total Frenkel pair production was the same within the statistical uncertainty for the three potentials, but also that some differences remained in the fraction of clustered defects. However, these differences were smaller than those predicted by previous potentials. In this last study, note that two of the three potentials were "hardened" following the same procedure, which corroborates the conclusions made previously on the role of the high energy recoil range of the potential.
For potentials intended to be used to investigate radiation damage, it appears thus that some care should be taken regarding the properties of SIAs as well as the fitting of the potential in the range of atomic spacings corresponding to high energy recoils and it will be shown further in the text how ab initio calculations can help in that matter.
case of dislocation properties
For potentials dedicated to the study of plasticity, two other properties appear to have some relevance: the stacking fault energy and the core structure of the dislocations. Experimental observations indicate that for these elements, slip is more favourable in the prismatic plane than in the basal one, however most empirical potentials usually predict a lower stacking fault energy for the basal plane. In such a case, ab initio calculations can provide much needed insight, as will be demonstrated in the next section.
Another key property of the dislocations which plays a role on their mobility is their core structure. Experimentally the observation of the core structure even with high resolution Frenkel pair in the lattice. It depends on the materials and on the orientation of the primary recoil. 1  2  3  4  5  6  7  8  9  10  11  12  13  14  15  16  17  18  19  20  21  22  23  24  25  26  27  28  29  30  31  32  33  34  35  36  37  38  39  40  41  42  43  44  45  46  47  48  49  50  51  52  53  54  55  56  57  58 
The use of ab initio calculations in the assessment of empirical interatomic potentials and for the development of new potentials
One of the big steps forward in the field of interatomic potentials is the use of ab initio data to assess the validity of existing potentials and, if necessary, build new ones. In what follows we present a short review of some of the key properties which have been revisited recently thanks to ab initio results.
In the field of radiation damage, interatomic potentials used for years to simulate α-Fe were called into question when ab initio calculations [61] showed that the rotation energy from the 〈110〉 to the 〈111〉 SIA configuration might be higher than 0.7 eV (to be compared to the "close to 0.1 eV" predicted by empirical many-body potentials used at that time [65], [66] 1  2  3  4  5  6  7  8  9  10  11  12  13  14  15  16  17  18  19  20  21  22  23  24  25  26  27  28  29  30  31  32  33  34  35  36  37  38  39  40  41  42  43  44  45  46  47  48  49  50  51  52  53  54  55  56  57  58 [76] , using this newly derived potential, showed that it provides a dynamic migration energy for the single SIA in agreement with the experimental value. As stated previously, the use of this potential to simulate displacement cascades did not lead to tremendous differences in the amount and type of primary damage created as compared to what had been obtained with the previously used potentials [62] [60] and in that regards, the "old" potentials are perfectly acceptable. However, if one uses the potentials to investigate the evolution of the primary damage with time, or the behaviour of dislocation loops as was done in [77] , it becomes necessary to reproduce correctly the properties of the SIAs.
Note that it is now possible to use ab initio calculations and more specifically ab initio molecular dynamics simulations to determine threshold displacement energies. It has been done in covalent materials SiC [78] and Si [79] and a good agreement was obtained between the experimental data available and the calculated ones. The use of ab initio MD can allow to explore more precisely the direction dependence of the threshold energies. Furthermore, in the case of alloys, the determination of these energies for each species will be straightforward.
It turned out that, probably because of the care taken to fit properly the short range interaction distance which is representative of the state felt by the atoms in the neighbourhood of interstitial atoms, the newly built potential also predicted the core structure of the 1/2a〈111〉 screw dislocation to be compact (Fig.1b) in agreement with ab initio results and in contrast with the older potentials.
There are two possible configurations for 1/2a〈111〉 screw dislocations in bcc materials, corresponding to the so called "easy" and "hard" configurations [80]. The "easy"
configuration was found to be more stable with the newly built potential than the "hard" one
[39] and all "hard" screw dislocations thus relaxed into an "easy" one. As mentioned previously, this potential was used to determine the critical stresses necessary to make the 1  2  3  4  5  6  7  8  9  10  11  12  13  14  15  16  17  18  19  20  21  22  23  24  25  26  27  28  29  30  31  32  33  34  35  36  37  38  39  40  41  42  43  44  45  46  47  48  49  50  51  52  53  54  55  56  57  58 and used up to now to study Zr all predict that the basal stacking fault energy is very low and moreover, much lower than the prismatic one. This low basal stacking fault energy can be explained by the fact that the coordination of the first nearest neighbour atoms in the basal fault is the same as that of a perfect hcp crystal. The same problem was found to apply to Ti also: the stacking fault energies of the potential developed Note that ab initio calculations, as all numerical methods, have limitations and uncertainties which must be kept in mind. Specially when the data they provide are used to assess the validity of other models such as empirical potentials for instance. It is important to keep in mind that when choosing a functional for exchange-correlation, the "A" in the acronyms GGA or LDA stands for Approximation. The choice of the functional can lead to very different results as is well known for Fe for instance. Indeed, the LDA predicts that the stable configuration for Fe at low temperature is non magnetic and has a face centred cubic structure in complete disagreement with the experimental facts. This problem can be solved by the use of GGA instead of LDA, but no clear answer as why LDA fails in this respect has been provided so far. 1  2  3  4  5  6  7  8  9  10  11  12  13  14  15  16  17  18  19  20  21  22  23  24  25  26  27  28  29  30  31  32  33  34  35  36  37  38  39  40  41  42  43  44  45  46  47  48  49  50  51  52  53  54  55  56  57  58  59 15 To simulate large systems, one usually considers that the core electrons are frozen. These kind of simulations are less computationally demanding than the so-called "all electron" methods such as the Linearized Augmented Plane Wave (LAPW) method. Another tricky problem is then the choice of the local basis set or in the case of plane-wave basis set, the choice of the pseudo potentials. In the case of dilute Fe alloys, it is assumed for instance that the Projector Augmented Wave (PAW) formalism should theoretically give better results than the Ultra-Soft Pseudo Potentials (USPP) formalism as it describes better the core electrons. However, the results of Table 1 lead one to conclude that this is not always the case.
Insert Table 1 around here
For the Fe-Cu system, the mixing energy is higher with the PAW method than with the USPP one. Using a Metropolis algorithm, we determined the solubility limits corresponding to the mixing energies. The mixing energy of 0.82 eV leads to a solubility limit inferior to 0.001 at.% at 500 °C whereas the mixing energy of 0.55 eV leads to a solubility limit of 0.07 at.%, which is close to the experimental value of 0.1 at.% [91].
For the Fe-Ni system, the mixing energy obtained with the USPP method is negative (-0.12 eV) while it is positive with the PAW one (0.24 eV). In the FeNi phase diagram, the FeNi 3 phase exists even if it is not very stable. This means that the Fe-Ni bond is slightly more favourable than the Ni-Ni one. Consequently, the mixing energy should not be positive.
Thus for the two cases mentioned above, the USPP seems to give more reasonable results.
However for the Fe-Mn system, the binding energies between two Mn atoms both in first and in second nearest neighbour obtained with the PAW method are more in agreement with the phase diagram than those obtained with the USPP method, because of the quasi ideal character of the FeMn solution. From these examples, it appears clearly that it is difficult to assess which method gives the most precise or even correct results, except for the magnetic moments, where PAW seems to give better values than USPP since the magnetic moments are closer to those obtained with the LAPW method [92].
Another possible limitation of these calculations is the accuracy of the total energy and atomic forces prediction when atoms are very close to each other. This situation may be encountered in calculations involving SIAs, and threshold displacement energies, if ones uses pseudopotentials, as the "core" of the atoms may overlap. Here also, the use of "all electron methods" for some carefully chosen configurations can be necessary as a possible validation. 1  2  3  4  5  6  7  8  9  10  11  12  13  14  15  16  17  18  19  20  21  22  23  24  25  26  27  28  29  30  31  32  33  34  35  36  37  38  39  40  41  42  43  44  45  46  47  48  49  50  51  52  53  54  55  56  57  58  59 The best way to validate the properties of an interatomic potential is to compare the results with experimental data. One problem which needs to be mentioned here is that the comparison is not always straightforward. As was said previously, in the case of displacement cascades, because of their lifetime and their spatial dimensions, no direct visualization can be done and thus no direct comparison of the simulations with experimental data is possible.
Most of the time, the results obtained at the atomic level need to be introduced in higher scale codes to obtain information directly comparable with experimental data. For instance, the primary damage obtained using MD can be used in kinetic Monte Carlo models to simulate an irradiation and in this case experimentally resolvable defects and microstructures can be obtained. However, if a disagreement is found between the results of the simulations and the experimental data, it is not easy to determine the origin of the discrepancy as more than one model is involved in obtaining the final result. Similarly, agreement with data does not prove anything in this case.
Another issue is the fact that most of the models (specially in the case of simulations at the atomic level) are "infinitely" pure alloys containing no impurities of any kind, while real materials, even the purest ones, always contain impurities (not to mention point defects and larger defects such as dislocations, grain boundaries, twins and so on). One of the notorious cases is the influence of impurities such as C or N on the vacancy migration energy in pure Finally, another point worth mentioning is that many "experimentally determined" properties rely on models necessary to analyse the experimental data. 1  2  3  4  5  6  7  8  9  10  11  12  13  14  15  16  17  18  19  20  21  22  23  24  25  26  27  28  29  30  31  32  33  34  35  36  37  38  39  40  41  42  43  44  45  46  47  48  49  50  51  52  53  54  55  56  57  58 taken as a reference. The differential isochronal resistivity recovery spectra exhibit a certain number of peaks which can be associated with several processes implicating the different point defects and their clusters. Depending on which peak is associated with which point defects, different migration energies can be obtained: the same experimental data analysed by two different models can thus lead to different results.
To conclude on this subject, the best way to assess the validity of results obtained with empirical interatomic potential is to compare them with experimental results, however this is not always possible and ab initio calculations are a very good alternative (not to mention the fact that they are much less costly than experiments).
Conclusions
Simulations at the atomic level are relevant in many areas of materials science. They are nowadays commonly used in the field of radiation damage and plasticity and many interesting results have been obtained. However, the relevance of the results depends on the validity of the interatomic potentials which describe the interactions between the atoms. The small review presented in this paper shows that some significant progress has been achieved in the building of potentials thanks to ab initio calculations. In particular, we show that discrepancies between the properties predicted using different many-body potentials as well as by ab initio calculations have led to the generation of new potentials. These new potentials, based on ab initio data as input parameters in the fitting procedure, appear to be more suitable to simulate radiation damage or plasticity and examples for Fe and Zr are presented in this paper. These new potentials remain based on an EAM type formalism, which allows versatility to fit the data set used to build them. As the data obtained at the atomic level are often used in higher scale models (kinetic Monte Carlo, rate theory, dislocation dynamics) to obtain "macroscopic" properties, the improvement of the interatomic potentials thanks to ab initio calculations contributes to the improvement of multiscale modelling methods. To summarize, the development of adequate interatomic potentials is necessary for the materials science community and this paper underscores the fact that the use of ab initio calculations is necessary to obtain more accurate potentials.
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