Introduction
The rigidity theorems of Mostow and Margulis are among the most celebrated results about the intersection of discrete groups and geometry. With the rise of Gromov's program for the geometric study of discrete groups, coarse analogues of these results were among the most desired results [G] . There are many possible translations of these theorems to a coarse setting, and so results and questions in this direction (see [F] for a good survey). We first recall two basic definitions: Definition 1.1. Let (X, d X ) and (Y, d Y ) be metric spaces. Given real numbers K≥1 and C≥0,a map f : X→Y is called a (K, C)-quasi-isometry if
(1)
, f (x 2 ))≤Kd X (x 1 , x 2 ) + C for all x 1 and x 2 in X, and, (2) the C neighborhood of f (X) is all of Y . If f satisfies (1) but not (2), then f is called a (K, C)-quasi-isometric embedding.
Remark: Throughout this paper, all symmetric space will have no compact factors.
To quickly summarize the current state of knowledge, good analogues of Mostow rigidity are now known in the coarse setting. In particular, one knows: Theorem 1.2. Two symmetric spaces are quasi-isometric if and only if they are isometric (after a possible rescaling). Further, any finitely generated group quasi-isometric to a symmetric space is virtually a cocompact lattice in its isometry group.
This theorem is not quite as strong as one would like to parallel Mostow rigidity -in particular, self quasi-isometries of symmetric spaces or of quasiisometries of cocompact lattices in the same semi-simple Lie group can be quite wild, while Mostow's result says group isomorphisms are induced by isometries. That is simply the truth for H n and CH n . For the other irreducible symmetric spaces, one has more: Theorem 1.3. Let X be an irreducible symmetric space of higher rank, or quaternionic or Cayley hyperbolic spaces. Every quasi-isometry of X is at bounded distance from an isometry. This is a very satisfying analogue of Mostow's rigidity results can be used to give quick proofs of Mostow's results for cocompact lattices (coarse analogues are also known for lattices which are not cocompact, but those are generally more difficult). Margulis' super-rigidity results allow for distinct domain and range and homomorphisms rather than isomorphisms, and finding analogues of those results is an important problem in geometric group theory. The most obvious geometric question along these lines is to ask whether quasi-isometric embeddings of one symmetric space in another must be at bounded distance of the inclusion of a totally geodesic symmetric subspace. This question received a lot of attention (see [F] for a discussion, as well as a more thorough history of the results quoted above).
In this paper we make the first significant progress on this question. Perhaps the most surprising piece of the puzzle is that exotic embeddings exist even under the very strong assumption of domain and range of equal and higher rank. In particular:
Theorem 1.4. For any r > 1 there are quasi-isometric embeddings of SL r+1 (R)/O(r + 1) into Sp 2r (R)/U (2r).
There are no isometric embeddings in these cases, so the embeddings we construct are definitely exotic. See section 2 for a more detailed discussion of the behavior of these embeddings. Our construction is more general, and produces quasi-isometric embeddings in many of the cases where our rigidity results fail, the heart of the construction is: Theorem 1.5. Let G 1 and G 2 be semi-simple Lie groups with Iwasawa decompositions G i = K i A i N i . Every embedding of the solvable Lie group A 1 N 1 as a subgroup of A 2 N 2 is a quasi-isometric embedding. This is relevant to the above as every symmetric space K\G is quasiisometric (and even isometric) to the solvable Lie group AN coming from the Iwasawa decomposition G = KAN .
Without the assumptions of equal rank and higher rank things are even worse. In rank one, a theorem of Bonk and Schramm shows, in particular, that every rank one symmetric space quasi-isometrically embeds in H n for n sufficiently large (and hence into CH n and HH n ) [BS] . Thus quasi-isometric embeddings exist in many setting where there are no isometric embeddings. Further, even when isometric embeddings do exist, quasi-isometric embeddings can be quite far from isometric, for example quasi-fuchsian groups in H 3 and more general bendings of cocompact lattices in H n inside of Isom(H n+1 ).
When the rank of the target is higher than that of the domain things are also not well controlled, even if both are higher rank (since rank increases under quasi-isometric embeddings, there are none where the rank of the domain exceeds that of the target). For example, any X can be quasiisometrically embedded in X × R as the graph of any Lipschitz function X → R. In particular, there are many strange embeddings of SL(n, R) into SL(n + 1, R) of this type as SL(n, R)× R is a totally geodesic (and full rank) subspace of SL(n + 1, R).
In both of these cases it seems to be a difficult question to determine precisely when quasi-isometric embeddings exist, see Section 5 for some open problems along these lines.
In the other direction, despite our examples, there is a substantial amount of rigidity for quasi-isometric embeddings in equal and higher rank. We prove that quite often one has only isometric embeddings. The key issue seems to be linear embeddings of the patterns of hyperplanes in the restricted root system. We refer to this pattern of hyperplanes as the Weyl pattern of the symmetric space. Theorem 1.6. Let X 1 and X 2 be irreducible symmetric spaces or Euclidean buildings, both of rank r > 1. Let C 1 and C 2 be their Weyl patterns on R r . Then:
(1) If there are no elements of GL r (R) embedding C 1 into C 2 then there are no quasi-isometric embeddings of
conformal are conformal then all (K, C)-quasi-isometric embeddings of X 1 into X 2 are at bounded distance from a totally geodesic embedding. In particular, if all pattern embeddings are conformal then all quasi-isometric embeddings are at bounded distance from totally geodesic.
In section 4 we classify all pattern embeddings among the classical root systems (note that B n , C n , and BC n all have the same pattern, which we will call BC n ). The conclusion is that these are all conformal except for some exceptional embeddings of A n into BC n . Corollary 1.7. Among equal rank, irreducible buildings or symmetric spaces with non-exceptional root systems all quasi-isometric embeddings are at bound distance from totally geodesic unless the domain is of type A n and the range of type B n , C n , or BC n .
As simple example of this is, for example, that all quasi-isometric embeddings of SL n (R) into SL n (C) (for n > 2) are near isometric embeddings. As discussed in sections 2 and 4 our rigidity results and construction are close to complementary. See section 5 for a discussion of the few cases where neither applies. We also have an additional corollary concerning quasi-isometric embeddings with "small constants". Corollary 1.8. Let X and Y be irreducible buildings or symmetric spaces of equal rank r > 1. Then there exists a constant K, depending only on the Weyl patterns of X and Y such that for any K ′ < K and any C, any (K, C)-quasi-isometric embedding of X into Y is at bounded distance from an isometry.
Remark: While part (1) of the conclusion of Theorem 1.6 follows easily for reducible symmetric spaces and buildings, the assumption of part (2) never holds in the reducible case, not even in the context of Corollary 1.8. We discuss some issues and questions regarding the reducible case at the end of this paper.
AN -maps
In this section we describe a construction of some "exotic" quasi-isometric embeddings. These examples are built from injective homomorphisms of solvable Lie groups. Let G be a semi-simple Lie group, with Iwasawa decomposition G = KAN . The solvable group AN acts simply transitively on X = K\G by isometries, and so is quasi-isometric to X. The key observation in our construction is:
Proposition 2.1. 1.5 Let A = R k for some k ≥ 1, and let N 1 and N 2 be two nilpotent Lie groups with A actions so that N i is uniformly exponentially distorted in AN i . If f : N 1 → N 2 is an A-equivariant embedding of Lie groups then the induced embedding AN 1 → AN 2 is a quasi-isometric embedding.
Remark: We call maps satisfying the hyphotheses of the proposition AN maps.
Proof. Here uniformly exponentially distorted means that there is a C > 0 so that for all n ∈ N we have ||n|| AN ≤ C log(1 + ||n|| N ). This holds for the solvable groups AN coming from semi-simple Lie groups as N is spanned by non-trivial root spaces. It holds in many other, but not all, solvable Lie groups.
Let λ be such that f is λ-Lipschitz (such a constant exists as the map AN 1 to AN 2 is a homomorphism). The content of the proposition is that there is a linear lower bound on distances in AN 2 in terms of the distances in AN 1 . Since f is a homomorphism, it suffices to find such a bound for distance from the identity.
The following holds because the exponential map for nilpotent groups is polynomial.
Claim 2.2. Let N and N ′ be simply connected nilpotent Lie groups. For any embedding N as a closed subgroup of N ′ there is a polynomial P so that for all n ∈ N we have ||n|| N ≤ P (||n|| N ′ ).
We now return to the proof of the proposition. Let g = an be an element of AN as above. The triangle inequality gives ||g|| ≤ ||n|| + ||a||. Note that all norms appearing in this argument are norms in the group AN , not in any subgroup. Since the projection to A is distance decreasing, ||g|| ≥ ||a||. We also have: 
Thus the distance to the identity is bilipschitz equivalent to the distance in the product A × N where A and N are given the norms induced by their inclusions in AN . Since f is a linear isomorphism along A is it bilipschitz there. For f embedding N 1 into N 2 we have that the norm in N 2 is bounded by a polynomial in the norm in N 1 by the claim, and so, by uniform exponential distortion, the norm of an n in AN 2 is bounded by the logarithm of a polynomial of an exponential of the norm in AN 1 . This unravels to the desired linear lower bound.
For G = KAN we have that N splits as a sum of positive root spaces N = ⊕ λ E λ where λ is a linear function on A describing the action of A on the part of the Lie algebra of N tangent to E λ . An A-equivariant embedding of N 1 into N 2 must send these root spaces into root spaces.
If λ 1 and λ 2 are positive roots in
is not a root, in which case E λ 1 and E λ 2 commute. Since a homomorphism respects brackets, it follows that if E λ i maps into the η i and λ 1 + λ 2 = λ then η 1 + η 2 = η for a root η and E λ maps into the η-root space of N 2 .
When λ 1 + λ 2 is not a root in G 1 , we must have that the images in the η 1 and η 2 root spaces in G 2 that commute. For simplicity, assume that G 2 is R − split or complex. Then this implies that η 1 + η 2 is not a root in G 2 . Under this assumption, we have an additive map λ → η sending positive roots for G 1 to positive roots for G 2 such that two roots in the domain sum to a root iff they do in the range. This linear map is nothing but the map induced on A. Conversely, given such a map, one clearly has an embedding of solvable groups. In summary:
Proposition 2.3. Let G 1 and G 2 be semisimple real Lie groups with restricted root systems R 1 and R 2 of equal rank. There is an embedding of AN 1 into AN 2 if there is a linear automorphism T of A carrying positive roots into positive root and such that λ 1 and λ 2 sum to a root iff T (λ ) and T (λ 2 ) do. If the G i are both R-split, both complex, or G 1 split and G 2 complex then the converse holds .
Remark: In the non-split or complex cases the relevant root systems are the restricted roots, and the dimensions of the root systems in the range may be larger than in the domain. It is thus possible that one could have an embedding of solvable groups where roots in the range add to a root, but the images of the domain root spaces nonetheless commute. We have found no such examples, but have no systematic explanation for this phenomenon. It would be interesting to find a satisfactory method for classifying AN embeddings.
Proposition 2.4. There is a quasi-isometric embedding Sl n+1 (R) into Sp 2n (R).
Proof. By the previous proposition, we must find a linear map R n → R n which sends the positive roots of A n to positive roots of C n respecting when roots sum to roots. Represent the root systems as:
A n with positive roots x i − x j for i > j on the space
and C n with positive roots 2y i , y i + y j , and y i − y j with i > j on R n = {(y 1 , · · · , y n )} then the map:
satisfies the requirements. The corresponding root for x i − x j for i > j > 0 is y i − y j , for x i − x 0 for 0 < i < n is y i + y n and for x n − x 0 is 2y n .
Remark: This same map gives a quasi-isometric embedding Sl n+1 (C) into Sp 2n (C), or any other A n to C n situation where the domain is R-split (or complex if the target is as well). The exact same construction works over padic fields. It is interesting to compare this to the linear pattern embeddings classified in section 4. Remark: There is some earlier work using AN maps to build quasi-isometric embeddings, but only in cases where A is one dimensional. In particular, Brady and Farb use a similar construction to show that H 3 quasiisometrically embeds in H 2 × H 2 [BF] . In rank one, this construction is quite flexible and has other applications [BF, Fo, L] , but it remains quite surprising that such a construction is possible in the more combinatorially complex higher rank case. It is interesting to look at the geometry of this map in more detail. Restricted to a flat in Sl n+1 corresponding to a coset of A in AN the map f is precisely the linear map T above. The hyperplanes in Sp 2n that do not come from those in Sl n+1 come from the roots 2y i for i < n and y i + y j for i < j < n. These correspond to the functions 2x i = x 0 + x n (for 0 < i < n) and x i + x j = x 0 + x n (with 0 < i < j < n). The chambers of the flat in the domain are given by the ordering of the coordinates, and how these missing hyperplanes subdivide such a chamber depends on where x 0 and x n sit in this ordering.
A flat in A n has (n + 1)! chambers and one in C n has 2 n n!. Thus the"average" chamber must map across 2 n n+1 chambers. The minimally subdivided chambers are those where x 0 and x n are either the two smallest or two largest (these come in four families from the ordering between x 0 and x n and whether they are minimal or maximal) and map to single chambers in C n . Those maximally subdivided are those with x 0 and x n the minimum and maximum (in either order).
For concreteness we look at n = 2. There are six chambers in our flat, corresponding to the permutations of {0, 1, 2}. There are two chambers in which x 0 and x 2 are the minimum and maximum. The ordering x 0 < x 1 < x 2 is the unique chamber fixed by N (call this chamber C 0 ) and the ordering x 2 < x 1 < x 0 is the opposite chamber. Both of these are sent to two chambers in Sp 4 /U (4). The four orderings in which x 1 is either minimal or maximal are all sent to single chambers.
This gives a picture of what happens for an arbitrary flat. Divide the flat into its six chamber, and label each according to whether it its the chamber fixed by N (there is just one such), adjacent to this chamber, opposite to this chamber (the generic case), or adjacent to an opposite chamber. What happens to every chamber is then determined as above. It is not hard to see that the flats in Sl 3 are of the following types:
• A flat passing through C 0 . These are described above, and have two chambers (opposite to each other in the flat) that map to two chambers, and the four others which map to single chambers. Thus the flat maps to a total of eight chambers which is necessarily a single flat. The map on flats if given by the linear map T above.
• There are two chambers of F (next to each other in F ) which are opposite to C 0 ,their neighbors in F which are adjacent to opposites to C 0 , and two chambers adjacent to C 0 . This maps across eight total chambers, and hence has image at bounded distance from a single flat. Unlike the previous case, however, the map is not globally linear as a map R 2 → R 2 .
• There are two chambers of F (next to each other in F ) which are both adjacent to C 0 or both adjacent to opposite to C 0 . The remaining four chambers are all opposite to C 0 . Such a flat maps to an image quasi-flat with ten chambers, and hence is not near a single flat.
• (The generic case) All chambers in F are opposite to C 0 . In this case all six chambers map across two chambers in the range. The image quasi-flat has twelve chambers and so in not near a single flat. It might be interesting to work out precisely what these quasi-flats look like. In particular, in analogy with Proposition 3.1, what does the locus of points where the image essentially bends (is not near a single flat) look like? The existence of these coherent families of quasi-flats not close to flats is genuinely surprising.
Rigidity
If X 1 quasi-isometrically embeds in X 2 of equal rank, then every maximal flat in X 1 gives a quasi-flat in X 2 . By results of [KL1] and [EsF] , such a quasi-flat is at bounded distance from a finite union of flats. As we want to control the intersection of two quasi-flats we need more information on precisely what a quasi-flat can look like. For simplicity we describe the results for bilipschitz embeddings of R n into Euclidean buildings, since the results for quasi-flats in Eucldiean buildings or symmetric spaces follow formally by passage to asymptotic cones. For background on buildings, symmetric spaces, asymptotic cones and their relations to one another, we refer the reader to [KL1] .
3.1. Structure of Quasi-Flats in Buildings. In this subsection, X will also be a Euclidean building of rank d. By a flat we mean a top dimensional, isometrically embedded R d in X. Such a flat comes with a distinguished family of codimension one affine subspaces, which we call Weyl hyperplanes. An affine subspace of a flat which is the intersection of the hyperplanes containing it is called a subflat. Each subflat comes with an induced pattern of hyperplanes by intersection, and we continue to call these Weyl hyperplanes (of the subflat). By a Weyl box in a (sub)flat we mean a convex set which is a finite intersection of closed Weyl halfspaces.
Proposition 3.1. For any K, there is an n so that for any K-bilipschitz embedding f of R d into X there is a finite set {S 1 , S 2 , · · · , S n } of codimension 2 subflats of X so that every point x in the image of f not contained in any of the S i has a neighborhood contained a flat.
Proof. We begin by discussing the local structure of a union of two flats. For this we need some vocabulary. Given a finite collection of disjoint rays, we form a star by identifying their initial points. A fan is a product F = S × R k where S is a star. If S consists of exactly 4 rays, then F is a union of two flats intersecting transversely.
Lemma 3.2. There is a k (depending only on X) so that for any flats F and F ′ of X, off of at most k codimension two subflats, each point of F ∪ F ′ has a neighborhood which is either contained entirely in a flat or which is contained in a fan.
Proof. The intersection is a Weyl box in a (sub)flat of each. If this subflat is codimension two (or more) then we are done (with k = 1). If it is codimension one then the intersection is a box in a hyperplane H. The interior points of the box have neighborhoods which are the contained in the union of two flats which forms a fan. Thus the points at which the conclusion of lemma fails are the boundary points of the intersection. The number of faces of such a box is bounded by the combinatorics of the Coxeter system of X, and each face is contained in a codimension two subflat of F and F ′ .
Finally, if the intersection of codimension zero, then the conclusion of the lemma holds in the interior and exterior of the intersection ( these points are locally contained in a single flat ) and at points in the interior of faces of the box of intersection (these are locally in a pair of transverse flats). Thus the points at which it fails are contained in the codimension two and higher facets of the boundary of the box. As before, the number of these facets is bounded by the Coxeter system, and each facet is contained in a codimension two subflat.
Corollary 3.3. For any j there is an m so that for any collection F 1 , F 2 , · · · , F j of flats, off of at most m codimension two subflats (called exceptional), each point of ∪F i has a neighborhood which is either contained entirely in a flat or which is contained in the union of finite flats meeting pairwise transversely along a common hyperplane H.
Proof. Let x be a point of the union ∪F i off of the excpetional sets produced by the previous lemma for the pairwise intersections. If the various hyperplanes through x along which the flats branch are the same in a neighborhood of x then we are done. If two of the flats intersect in something codimension two or more then we add that subflat to the collection of exceptional subflats ( the number of such is bounded by j 2 ). Thus we need only address points at which three or more flats intersect.
If three flats intersect pairwise in a subflat of codimension two more then we add this intersection to the set of exceptional subflats.
Finally, if a three flats intersect near x in a box in a hyperplane H then the lemma holds near x unless unless x is on the boundary of the box, and is thus in one of the codimension two subspaces containing the faces of the box. The number of these is similarly bounded by j and X.
We can now finish the proof of Proposition 3.1. By [KL1] , there is an s depending only on K so that image of f is a subset of the union of at most s flats. Let Y be the union of these flats. Applying the corollary gives a family of exceptional subflats off of which every point of Y is has a neighborhood which is either flat (in which case there is nothing to prove) or finite collection of Weyl halfspaces meeting along a common hyperplane H. In the latter case, we locally have an embedding of R d into R d−1 × S where S is finite union of rays meeting at a single point. As such an embedding must visit only two of the rays in S, we have the image contained in a union of two halfspaces meeting along a hyperplane. Such a union is itself a flat in X.
Flats go to flats.
In this subsection, we prove that under hypotheses analogous to those of Theorem 1.6, bilipschitz embeddings of Euclidean buildings take flats to flats. Proposition 3.4. Let X and Y be Euclidean buildings of equal rank, such that every K-quasi-conformal linear embedding of patterns is conformal. The every K-bilipschitz embedding of X in Y sends flats to flats and is a similarity along every flat.
Lemma 3.5. Let φ be an embedding as above and F a flat in X. For any hyperplane H of F , almost every point x ∈ H has a neighborhood mapped to a hyperplane of Y .
Proof. By Proposition 3.1, we know φ(F ) is locally contained in a flat off of a finite set of codimension 2 subflats. Let Σ ⊂ F be the pre-image of these exceptional subflats. For any x ∈ F \ Σ, φ is locally a map into a single flat. By Rademacher's theorem, φ is differentiable at almost every point in such a neighborhood, with derivative K-quasi-conformal linear map. Since these neighborhoods cover F \ Σ, this holds at almost every point of F \ Σ.
Let x be such a point of differentiability and H a hyperplane of F through x, let y = φ(F ) and G be a flat in Y which locally contains φ(F ) near y. Choose F ′ a flat in X which intersects F in H. The image of F ′ is also a bilipschitz image of a flat, and so has the structure given by Proposition 3.1. We have φ(H) = φ(F ) ∩ φ(F ′ ). Off of the exceptional points of φ(F ′ ) this is locally the intersection of two flats (which are transverse as F and F ′ are). Thus φ(H) is (locally) contained in the closure of a finite union of hyperplanes in G. By the differentiability of φ at x, φ(H) much locally be equal to a single such hyperplane.
Proof of Proposition 3.4. We now finish the proof of Proposition3.4. As in the proof of the lemma, let x be a point of differentiability of φ in F \Σ. The lemma implies the derivative is a linear embedding of patterns at x, and so is 1-quasiconformal. As this holds almost everywhere, work of Gehring implies φ is smooth on F \ Σ. By the assumed rigidity of patterns, the derivative at each point is a scalar multiple of one of a finite number of isometric pattern embeddings. Since Σ cannot disconnect as it is codimension at least two, this implies that, after possibly rescaling the metric on Y by a scalar, that φ is isometric on F \ Σ. By continuity, φ is therefore an isometry on all of F . This forces the image to be a single flat. (A similar use of Gehring's work occurs in [D] .) 3.3. Proof of rigidity results. Our main rigidity theorem follows almost immediately from the preceding. First, we conclude the analogue of our rigidity results for bilipschitz embeddings of buildings: Theorem 3.6. Let X and Y be buildings of equal rank. If there is a bilipschitz embedding of X in Y then there is a linear embedding of their Coxeter systems. Further, if all such pattern embeddings which K-quasi-conformal are conformal, then all K-bilipschitz embeddings of X in Y are, up to rescaling, isometric embedding of subbuildings.
Proof. By Proposition 3.4, each flat in X maps by a similarity to a flat in Y . Since the dilation must be equal on two flats intersecting in anything of positive dimension, and all flats can be connected by such a chain of flats, we can rescale the metric on Y so that flats map isometrically to flats. Since every geodesic is contained in a flat, the map is globally isometric and totally geodesic.
Proof of Theorem 1.6. Given a quasi-isometric embedding of X 1 into X 2 satisfying the condition of the first bullet point in Theorem 1.6, by passing to the asymptotic cones, we obtain a bilipschitz embedding of buildings. By theorem 3.6 this is impossible as there are no linear embeddings of their Coxeter systems. If X 1 and X 2 satisfy the conditions of the second bullet point in Theorem 1.6, then the map on asymptotic cones is an isometric embedding by Theorem 3.6 and so in particular, every flat is mapped to a single flat. By [KL1, Lemma 7.1.1.] , the fact that flats go to individual flats in all asymptotic cones implies that every flat maps to within bounded distance ( depending only on the quasi-isometry constants ) of a single flat. Since intersections of flats encode the Weyl chamber patterns, we know that the Weyl hyperplanes map to uniformly bounded distance of Weyl hyperplanes. These affine foliations are quite rigid -in particular, by [MSW, Lemma 7.1.12] , the quasi-isometry is at bounded distance from an affine map preserving patterns. Thus every apartment in the Tits boundary of the domain maps to a well defined apartment in the Tits boundary of the domain. Further, this maps respects the decomposition into chambers. It is now easy to check that the image is a sub-building: the isometric embedding of patterns induces an inclusion of Weyl groups W ′ < W , and charts from the domain building structure push forward to charts in the range which are W ′ compatible and therefore W compatible. By [KL2, Theorem 3 .1] it is the boundary of a sub symmetric space (or building) Y ′ ⊂ Y , and the image of the quasi-isometric embedding is at bounded distance from Y ′ . So the embedding is a quasi-isometry X to Y ′ , and is therefore at bounded distance from an isometry by the main results of [EsF] or [KL1] . (We quote those results only for simplicity of exposition. At this point, we know much more, e.g. that the quasi-isometry from X to Y ′ is bounded distance from an isometry along each flat, so one can use only a small part of the arguments from those papers.)
Patterns
Let X be a symmetric space or Euclidean building of rank r. The maximal flats have the structure of Coxeter systems. The geometry we will need from this is that each flat has a finite collection affine foliations (parallel to a finite collection of subspace). We will call such codimension one subspaces hyperplanes. These hyperplanes are precisely those along which the flat meets other transverse maximal flats.
Definition 4.1. By a pattern embedding we mean an affine isomorphism between maximal flats which sends hyperplanes to hyperplanes.
Among the non-exceptional root systems, there are three patterns:
(1) A n for n ≥ 2 with V = {(x 0 , · · · , x n ) ∈ R n+1 : x 0 + · · · + x n = 0} and hyperplanes x i = x j . (2) BC n for n ≥ 2 with V = R n and hyperplanes {x i = ±x j } ∪ {±x i = 0}. (3) D n for n ≥ 4 with V = R n and hyperplanes {±x i = ±x j }.
Remark On the level of root systems, A n and D n correspond to the root systems of the same names. The pattern BC n comes from three different families of root systems : B n , C n , and BC n (the last is irreducible but not reduced, and so is important over R but not over C). The pattern D n makes sense for n = 2 and n = 3, but D 2 is reducible and D 3 is isomorphic to A 3 (even on the level of root systems).
Proposition 4.2. The only embeddings of Weyl patterns in equal rank among the non-exceptional R-symmetric spaces that are not scalar multiples of isometries are A n into BC n .
Proof. The number of hyperplanes in A n , BC n , and D n are, respectively,
, n 2 , and n(n − 1). Thus counting says the only possible embeddings are A n into D n , A n into BC n , and D n to BC n . To discuss these we make the following definitions: Definition 4.3. Two hyperplanes U and V in a pattern are related if there is a third hyperplane in the pattern, W , distinct from U and V for which
Definition 4.4. A family is a subset, F , of the pattern in which any pair of elements are related.
Any triad is a family. We are generally interested in families larger than this, and we will call a family with at most three elements small (although we should note that not every family of size three is a triad). Families with four or more members are called large.
The following are easy exercises:
• In A n the planes x i = x j and x k = x l are related iff {i, j, k, l} contains only three distinct elements. For any i, the collection S i = {x i = x j , j = i} is a family (large if n > 3), and every large family is a subset of one (and only one) of the F i .
• In D n the planes x i = ±x j and x k = ±x l are related iff {i, j, k, l} contains only three distinct elements (no matter what the signs of the ±). The maximal large families are similar to A n : Fix i, and choose for each j = i a sign ǫ j ∈ {+1, −1}. The collection T i (ǫ) = {x i = ǫ j x j } is a maximal (and large) family if n > 4 and all large families are a subset of one of these.
• in BC n the planes x i = ±x j and x k = ±x l are related iff {i, j, k, l} contains only two or three distinct elements (no matter what the signs of the ±). The planes x i = 0 and x j = 0 are related for all i and j, and x i = 0 is related to x j = ±x k iff i ∈ {j, k}. There are a collection of four element families U ij = {x i = 0, x j = 0, x i = x j , x i = −x j } which are all maximal, and for n > 2 any distinct {i, j, k}, the six element maximal family {x i = ±x j , x j = ±x k , x i = ±x k }. There is also the maximal family V = {x 1 = 0, x 2 = 0, · · · , x n = 0}, which is large if n > 3. The other maximal large families are
Lemma 4.5. There are no embeddings of Weyl patterns A n into D n (for n ≥ 4).
Proof. The families F i in A n contain n hyperplanes, while the maximal families in D n contain n − 1 hyperplanes.
Lemma 4.6. Every embedding of Weyl patterns D n (for n ≥ 4) into BC n is the composition of an automorphism of D n with the canonical embedding of D n into BC n .
Proof. We will use the variables x i for the domain and y i for the range.
The lemma reduces to the claim that every embedding of patterns D n to BC n has image the canonical sub-D n which amounts to saying the hyperplanes y i = 0 are not in the image.
Assume we have an embedding of patterns that sends some H = {x i = ±x j } to a coordinate hyperplane y s = 0. In D n , H is related to all hyperplanes the x i = ±x u or x j = ±x u for u / ∈ {i, j}. There are 4(n − 2) such hyperplanes. In BC n , y s = 0 is related to all the other coordinate hyperplanes y t = 0 and to all y s = ±y t . There are n − 1 of the former and 2(n − 1) of the latter. This is a contractiction if n > 5 as 4(n − 2) > 3(n − 1).
For n = 5 we have 4(n − 2) = 3(n − 1) so the relatives of y s = 0 are in the image. In particular, all y t = 0 hyperplanes are in the image. By the same logic, all of their relatives are also. This implies the map is onto, which is a contradiction.
For n = 4 we argue similarly. We have 4(n − 2) = 8 and 3(n − 1) = 9 so only one relative of y s = 0 can be missed. If the missed element is y t = 0 for some t then the same logic says all relatives of all y r = 0 other than y t = 0 are in the image for all r = t. This is all the elements other than y t = 0, which is more elements than the image can contain.
Finally, if the missed element is not of the form y t = 0 then all the y t = 0 are in the image. Repeating this argument for all t, we see that for all t the image misses only one element of the form y t = ±y s . Thus at most two elements can be missed, which again would force the image to be too large.
Thus we have only to deal with A n into BC n .
Lemma 4.7. For n ≥ 4 any embedding of Weyl chamber patterns A n into BC n is, up to the action of the Weyl groups and scaling, of one of two forms:
Proof. Consider a family F i in A n . This contains n elements. Further, F i contains no triads. Since n > 3 the only families in BC n of this size without triads are V or subsets of the R j . If the image of some F i is V the after composing with Weyl group elements we may assume every hyperplane x 0 = x i maps to some hyperplane of the form y s = 0. We claim this implies the map is of the first type. After composing with further Weyl group elements, we may take x 0 = x i to map to y i = 0 for all i > 0. The planes x 0 = x i and x 0 = x j are both related to x i = x j . So the image of x i = x j must be related to y i = 0 and y j = 0. Since all the planes y k = 0 are images of other hyperplanes, the only remaining such planes are y i = y j and y i = −y j . Define c ij = ±1 so that the image is y i = c ij y j . For any i, j, k the planes x i = x j , x j = x k , and x i = x k are a family in A n , the images y i = c ij y j , y j = c jk y k , and y i = c ik y k are a family in BC n . That means precisely that the three equations are redundant, and then by composing with an element of the Weyl group of BC n which just flips signs of some of the y i we may take all c ij = 1. This forces the map to be of the first type.
For the remaining case every F i maps into some R j . In particular, for each i there is at most one j for which the hyperplane x i = x j maps to a plane of the form y s = 0. If none of the hyperplanes y s = 0 were in the image of A n we would have an embedding of A n in D n which we have seen is impossible. By composing with Weyl group elements we may assume x 0 = x n maps to the hyperplane y n = 0. Thus both the families F 0 and F n map into to family R n .
This means all the other elements of F 0 and F n map to y n = ±y t for some t < n. Consider the image of the family F 0 . The hyperplanes y n = y t and y n = −y t cannot both be in the image as the three hyperplanes y n = y t , y n = −y t , y n = 0 are a triad in BC n while no triples of the from a single F * in the domain are traids. By counting, all t < n occur exactly once in the image of the family. We can permute these and change signs as needed by an element of the Weyl group to arrange that x 0 = x i maps to x n = x i for all i < n. Now consider the family F n in A n . As above these must map to y 1 = ±y t for some t < n. Since the y n = y t hyperplanes are all images of F 0 , we must have x n = x i mapping to some y n = −x t . Since the triple x 0 = x i , x n = x i and x 0 = x n is a triad in A n , we have t = i.
Thus we know that our map sends x 0 = x n to y n = 0, and for i < n sends x 0 = x i to y n = y i and x n = x i to y n = −y i . Any hyperplane x i = x j in the domain (for 0 < i < j < n) is in a triad with x 0 = x i and x 0 = x j so its image must be in one with y 1 = y i andy 1 = y j . The only plane is y i = y j . It is easy to verify that forces the map to be of the second form.
Finally, counting relatives shows the y s = 0 hyperplanes in BC n are not in the same Weyl group orbits as the y s = ±y t planes. This is enough to see the two embeddings are not isomorphic as different numbers of the y s = 0 hyperplanes are in the image.
Remark:
It is useful to compare these maps with those from section 2. The second maps above is the one that arises from the AN -map constructed in section 2 from A n into C n . It cannot be an AN -map into B n as the map sends roots of A n to roots that do not occur there. Similarly, the first map takes the roots of A n into those of B n (but not C n ). This does not occur as an AN -map, at least not in the split case, as there are roots in the image that sum to roots but which do not in the domain. It does not appear to occur in the non-split cases either, but we have no explanation for why beyond brute calculation. Similarly, we cannot show that this map does not occur as the behavior along flats of a quasi-isometric embedding, as in section 3.
This leaves the embeddings in rank 2 and 3. In rank 2 we have A 2 which is simply three lines, and hence can be taken to any three lines in any pattern with at least three lines ( the only exceptional rank 2 root system is G 2 , and embeddings of A 2 here are equally unconstrained. Embeddings of BC 2 into G 2 also exist, but cannot map to an arbitrary four lines due to a cross ratio restriction).
In rank 3, D 3 = A 3 , which is why D n is usually take to start at n = 4. However, this isomorphism gives another embedding of A 3 into BC 3 which is not equivalent to either of the ones listed in the previous proposition. It is a simple exercise to verify that this is the only other embedding in this case. Unlike the other two, this map is represented by an isometry.
Further Questions
We collect here some further questions concerning quasi-isometric embeddings of symmetric spaces left open by our work and which we believe would be a useful guide to further research.
• Can one classify the quasi-isometric embeddings of Sl 3 (R) into Sp 4 (R)?
It seems unlikely that the AN -maps are the only ones, but we do not know how to construct others. Similarly, can one rule out quasiisometric embeddings for spaces of A n to C n type where no ANmaps exist? Can one rule out embeddings that realize the other linear pattern embedding from lemma 4.7 in section 4? Might it be that the existence of a quasi-isometric embedding forces (maybe via a limiting argument) the existence of an AN -map? • When do quasi-isometric embeddings exist when rank increases? As a start, if X quasi-isometrically embeds in Y × R d for some d, does that imply X quasi-isometrically embeds in Y ? More ambitiously, is there any sense in which one can describe all the quasi-isometric embeddings when rank increases? Again, as a start, are all quasiisometric embeddings of X in X × R graphs of Lipschitz functions?
• What can one say about uniformly proper embeddings? These give perhaps a more natural geometric analogue of Margulis' superrigidity. As a warning, recall that the horospheres give a uniformly proper embedding of R n in H n+1 , so rank is not well behaved.
• What happens for embeddings of non-uniform lattices? One knows ( [LMR] ) that in higher rank the inclusion of a non-uniform rank lattice is a quasi-isometric embedding, so the obvious start is to show these are all the possible embeddings. Does this follow from the techniques of [E] or D, even for quasi-isometric embeddings of Sl n (Z) into Sl n (R)? If so, is Sl n (Z) a sufficiently large piece of Sl n (R) that all quasi-isometric embeddings of Sl n (Z) in symmetric spaces (perhaps only of equal rank) extend to embeddings of Sl n (R)? • What happens for products of symmetric spaces? If the Weyl chamber patterns are the same in the domain and range, then using [E, Lemma 3.10] in place of our use of Gehring's theorem in Proposition 3.4 allows one to prove a variety of rigidity results. For example one can show that any quasi-isometric embedding from H 2 × H 2 into H 3 ×H 3 is at bounded distance from a product of two quasi-isometric embeddings from H 2 into H 3 . However the equally natural cases of understanding quasi-isometric embeddings from H 2 × H 2 into the symmetric spaces for SL(3, R) or Sp(4, R) seem just out of range of our techniques. Difficulties remain even when one takes products of higher rank buildings or symmetric spaces.
