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ABSTRACT 
Ardeshir Goliaei: Poration of Biological Membranes by Antimicrobial Peptides and Pressure, 
Insights from Computer Simulations 
(Under the direction of Max L. Berkowitz) 
The plasma membrane is the boundary of the cell that separates the outside world from 
its interior. It is the first barrier that any exogenous compound faces upon transferring to the 
cytoplasm. Additionally, this boundary plays a variety of biochemical roles for the cell including 
energy transfer, signal transduction, solute transport, etc. Lipids, proteins, and carbohydrates are 
three major components of the plasma membrane and their type and percentage differs 
depending on the specific cell, organelle, or tissue type.  
The fact that the plasma membrane keeps the integrity of the cell intact can play different 
potential therapeutical roles depending on the context; opening or disturbing the barrier versus 
healing or repairing it. More specifically, when the cell membrane we approach belongs to an 
opportunistic organism such as a bacterium or a virus, we tend to disturb the integrity of their 
membrane to damage the invading organism (antibiotic therapy). On the other hand, in the 
context of exposure of the neuron cells to uncontrolled shock waves (blast waves) we tend to 
avoid damage to the cell membrane since the outcome correlates with brain damage and 
psychological complications. Understanding the underlying mechanisms for restoring the 
integrity of a damaged plasma membrane using certain compounds (e.g. polymers) provides 
invaluable information in our therapeutical approaches.  
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There are a variety of experimental methods available for membrane research such as X-
ray and neutron scattering, AFM, Fluorescence probing, and NMR. Additionally, molecular 
dynamics computer simulations can also be used in different research settings, to provide more 
atomistic insight into the processes that take place in the plasma membrane. A variety of force 
fields are available which provide different levels of atomic representation of the system in 
question and open the door for more detailed understanding of the nature of the cell membrane 
and how it behaves.  
In this thesis, we used molecular dynamics computer simulations to ask two major 
questions. First, what mechanisms are involved in opening of the plasma membrane? We studied 
Antimicrobial peptides (AMPs) and how their mechanism of action can be envisioned by 
computer simulations. We also investigated shock wave induced nano-bubble collapse and its 
impact on the plasma membrane. Second, what mechanisms membrane sealants employ to 
restore the integrity of a damaged membrane? More specifically, we provided molecular pictures 
of the process of membrane sealing by triblock co-polymers, or Poloxamers. 
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Chapter 1: Introduction 
1.1 Plasma membrane and its importance 
The plasma membrane provides a barrier that separates the interior of the cell from the 
outside world. Interestingly, this barrier plays a variety of biochemical functions such as: 
compartmentalization, solute transport and permeability, responding to external signals and 
signal transduction, conversion of different energy types, and providing a scaffold for 
intercellular connections. The significance of these functions is highlighted when we realize that 
eukaryotic cells devote a large number of their genes to synthesize different lipids1; one of the 
building blocks of the plasma membrane. Other major components of the plasma membrane are 
proteins and carbohydrates. Numerous lipid types in combination with varied proteins and 
carbohydrates at different ratios are responsible for the diversity of biological membranes in a 
cell (e.g. Golgi or endoplasmic reticulum) or an organism (e.g. eukaryotes or prokaryotes) or a 
specific tissue (e.g. heart or skin or kidney).  
In general, membrane lipid molecules are amphipathic, meaning they have a hydrophilic 
head group which interacts with the solution on either side of the bilayer, and a hydrophobic tail 
where its packing with the neighboring lipid tails generates the core of the membrane. 
Phosphoglycerides, sphingolipids, and cholesterol are three major classes of lipids building 
biological membranes. The availability of numerous choices of molecules for the head group and 
the fatty acid moiety of the lipid is the key contributor to the diversity of biological membranes. 
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1.2 The plasma membrane and its therapeutic potentials 
The fact that the plasma membrane is a barrier that keeps the integrity of the cell intact 
provides a huge potential for therapeutical purposes. Any exogenous compound that is used as a 
medicine in an organism will face the challenge of being transported to the cell interior or 
interacting with the signaling receptors residing in the membrane surface. In addition, 
permeability of the plasma membrane toward water and specific ions play a significant role in 
the electrochemical gradient across the membrane; a major application of this gradient is 
observed in neuronal cell signal transduction. Consequently, keeping the membrane healthy and 
intact is a crucial task and when a factor or trauma results in damage to the cell membrane and its 
permeability, a disease state is developed which needs medical intervention. There are a majority 
of traumas that are potentially harmful to the integrity of the membrane such as heat or electric 
shock. 
Keeping the plasma membrane healthy and intact is not always favorable from a 
therapeutic point of view; it depends on the context and the organism in question. A significant 
part of medicine deals with preventing opportunistic and pathological organisms, including 
bacteria, viruses, and fungi from growing and reproduction in the host. Since these opportunistic 
microorganisms are encapsulated in a plasma membrane, one of the approaches for antibiotic 
intervention is to interfere with the permeability of the invading microorganism’s plasma 
membrane or its cell membrane synthesis machinery. Daptomycin, as an example, is a 
lipopeptide antibiotic which targets bacterial cell membrane specifically. Following insertion 
into the bacterial membrane, it aggregates with other daptomycin molecules and generates holes 
in the membrane. The leakage from the bacterial cell through these holes results in 
depolarization of the cell and bacterial cell death2. Posaconazole, a broad-spectrum triazole 
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antifungal drug, works by depleting the ergosterol, resulting in a less stable cell membrane which 
eventually interferes with all activities of the membrane including transfer of nutrients and chitin 
synthesis3. 
From another perspective, since the plasma membrane is the first barrier in front of any 
exogenous material, breaking open this barrier in a controlled and reversible manner would be 
potentially useful for drug and macromolecule delivery to the intercellular space. One promising 
approach to fulfill this has been the application of shock waves4–8. Needless to say, when the 
shock wave is produced uncontrollably, similar to the ones that appear during an explosive blast, 
depending on the case they could be detrimental or pathogenic. More specifically, exposure of 
neural cells to uncontrolled shock waves, in the human brain, can predispose the individual to 
blast-induced traumatic brain injury (bTBI)9. 
1.3 Tools and techniques used for plasma membrane research 
A variety of techniques and methods have been used to study the properties of plasma 
membrane. The experimental techniques used include a large number of methods, to name a few: 
X-ray and neutron scattering10, AFM11, Fluorescence probing12, NMR13, etc. In addition to 
numerous experimental techniques, computer simulations can also provide a very detailed and 
molecular picture of the dynamic and structure of the model membranes. Molecular dynamics 
simulations of bilayers can not only independently provide quantitative measures of membrane 
properties14,15, they can also help interpret experimental data16,17. Nevertheless, it is common 
practice to evaluate the computational measures and make sure the calculated values are in 
agreement with the experimental ones. This is of absolute importance since a single force field 
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that reproduces every aspect of membrane or protein biology is not available and computational 
experiments always are meaningful within considering certain assumptions. 
1.4 Molecular dynamics computer simulation technique 
Molecular dynamics is a computer simulation technique in which movement and position 
of atoms is predicted by numerically solving Newton’s equations of motion resulting in 
trajectories of the particles which represent the way the particles evolve over time. Calculating 
averages over these trajectories enables us to connect the microscopic representation of the 
system with the macroscopic experimental measurable quantities.  
At the heart of the technique, there is the notion of a force-field (FF), which is defined as 
a set of parameters to calculate potential energy between interacting particles. It is the force-field 
that determines the accuracy of the prediction of the particle position at any step; accordingly, to 
have a reliable prediction and accurate trajectory one requires a carefully defined and evaluated 
force-field. In other words, the force-field that reproduces the experimentally measured 
quantities more accurately is a better parameter set.  
Force-fields come in with employing different representations of particles. When every 
atom type in the system is represented as an explicit and separate particle it is called “all-atom” 
(AA), whereas merging hydrogen with carbon and making individual single particles such as 
CH, CH2, or CH3 types results in “united-atom” (UA) force field. The merging of the hydrogens 
with the carbons reduces the computational cost of the calculations. In order to reduce the 
calculation time even more and reach larger size and time scales, sometimes another 
representation is employed which is called “coarse-grained” (CG). In this type of force fields 
usually larger atoms or the so-called super atoms are defined which consist of 3 or more particles 
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merged together, making the representation even more crude. However, the gain is an increase in 
the speed and the size of the system to be simulated. The factor that determines the choice of the 
force-field is the research goals and the type of the questions in the study. As an example, if the 
researcher is interested in studying the interaction of a small molecule or drug with the active site 
of an enzyme, it makes more sense to use an all-atom representation of the system since 
understanding the atom-atom interactions are the key. On the other hand, when the research 
interest is about the bulk properties of a patch of membrane and how they change under different 
conditions, it is more reasonable to simulate a larger system represented in a coarse-grained 
force-field, since each individual interaction is not that informative. Among the available force-
fields for simulating biological systems, CHARMM18 (AA), AMBER19 (AA), OPLS20 (AA), 
GROMOS21 (UA), and MARTINI22 (CG) are more reliable, carefully tested, and more 
commonly used.  
1.5 The research goals and approaches taken in this study 
 The overall purpose of this dissertation was to utilize molecular dynamics computer 
simulations technique to study different approaches to the plasma membrane. Our force-field of 
choice was MARTINI22 (CG) model were the coarse-grained nature of the atomic resolution 
allowed us to simulate large size patches of membrane and achieve longer time scales. When 
more detailed output was required, we used GROMOS 53A623 (UA). 
We followed two general themes: first, what mechanisms are involved in opening of the 
plasma membrane? In other words, how the barrier of the cell can be opened? Second, what 
mechanisms membrane sealants employ to bring back the integrity of a damaged membrane to 
the normal state? As mentioned earlier, the first route, depending on the context, can have either 
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favorable or pathogenic interpretations; when the purpose of the study is to develop an 
understanding on how specific molecules attack bacterial membrane selectively and make it 
leaky, it has favorable pharmaceutical applications (e.g. antibiotic production). However, if we 
are interested to understand how neural cell membranes react to uncontrolled shock waves 
impact and how this membrane and cell damage can cause brain injury, it can provide 
explanation on the pathogenicity of the blast exposure. Interestingly, the same shock wave, when 
used under control can be utilized in delivery of molecules to the cell, which is therapeutically 
applicable. In addition, the second route provides molecular pictures on how trauma to the 
membrane is sealed and its significance in pharmaceutical research and treatment procedures is 
therefore helpful. 
1.6 What mechanisms are involved in opening of the plasma membrane? 
1.6.1 Antimicrobial peptides (AMPs) 
In Chapter two, we studied two antimicrobial peptides melittin and magainin and how 
their absorption to the surface of a model lipid bilayer changes the local pressure. Antimicrobial 
peptides are the first line of defense against bacterial invasion before a more sophisticated host 
response is involved. Their specificity toward bacteria highlights their role as potential candidate 
for antibiotic development. The main goal in our research was to shed light on how these 
peptides disrupt the permeability of the bacterial membrane. The hypothesis comes from 
experimental observations where melittin seems to generate transient pores24, while magainin 
initially absorbs to the membrane surface and starts to build a tension in the membrane. Once the 
tension exceeds a threshold level, as a response, the membrane ruptures, to release the tension 
and reach equilibrium state25. Since measuring the local tension in each individual leaflet is a 
7 
 
task that is experimentally impossible to do, evaluating this hypothesis on empirical bases was 
not feasible. However, we employed molecular dynamics computer simulations where the local 
pressure profile in the membrane, within any arbitrary interval along the normal axis (z) to the 
membrane surface can be measured. In addition, to better emulate the initial non-equilibrium 
state of the interaction of the peptides with the membrane, before pore formation or membrane 
rupture, we tested two ensembles, NPT (constant pressure, temperature, and number of particles) 
versus NPzAT (constant normal pressure, area, temperature, and number of particles), to test 
which one captures the state of the initial absorption better. 
1.6.2 Shock wave induced nano-bubble collapse and its impact on the plasma membrane 
Chapter three looks at the molecular mechanisms behind membrane damage under the 
impact of a shock wave. There are numerous studies in the literature highlighting the importance 
of collapse of bubbles close to biological membranes, upon the impact of a shock wave26–31. 
Despite these findings, the underlying mechanism by which the collapse of a bubble results in 
membrane poration is not clear. In other words, when a shock wave hits a membrane with certain 
velocity, it may not generate pore in the membrane. However, the same shock wave, if it first 
impacts a bubble (cavitation, whether nano or micro scale) located in close distance to a 
membrane, the resulting collapse of the bubble generates significant damage to the membrane. 
Our goal was to understand how the cavitation changes the shock wave impact. We investigated 
this phenomenon utilizing molecular dynamics computer simulations and measured the pressure 
distribution at the membrane surface at different states of the shock simulation, in the presence 
and absence of a nano-scale bubble. Our calculated 2-dimensional pressure distribution profiles, 
that are impossible to measure experimentally, provided an explanation of the importance of 
cavitation in shock wave induced membrane damage. 
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Building on our better understanding of the role of cavitation in shock wave induced 
membrane damage, we applied molecular dynamics simulations to model how shock wave 
induced nano-bubble collapse can damage blood-brain barrier (BBB). We describe this part of 
the work in Chapter four. The idea comes from the pathophysiology of blast-induced traumatic 
brain injury (bTBI) where exposure to blast shock waves results in BBB openings and 
consequently leakage of compounds from the blood to the brain tissue. The accumulation of 
these unwanted compounds in the brain will result in neuro-inflammation and other 
complications that veterans and military personnel who served in active war zones suffer from32. 
From another point of view, the same principle can be used in a controlled way to reversibly and 
temporarily open the BBB to achieve delivery of chemotherapeutical agents to brain tumors; a 
route which is closed under normal conditions33,34. Interestingly, administration of micro-bubbles 
into the blood stream, prior to the local shock wave exposure, reduces the energy of the ultra 
sound required to open the BBB35. Since we already observed how cavitation enhances the 
damaging effect of the shock wave (Chapter three), we investigated the role of cavitation in the 
vicinity of a model tight junction (TJ). Our TJ represents a very simple imitation of the 
connecting blocks of endothelial cells in brain capillaries. Our computer simulations provided 
evidence on significance of cavitation in the pathophysiology of blast-induced TBI and shock 
wave exposure. 
1.7 What mechanisms membrane sealants employ to restore the integrity of a damaged 
membrane? 
In Chapter five we studied the molecular mechanisms by which membrane sealants 
restore the damage that is already made in a plasma membrane by a variety of traumatic events. 
Poloxamers or triblock copolymers are a group of polymers whose main application is in 
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industry as surfactants. They also have applications in drug delivery and membrane healing36–40. 
We focused on two prototypical polymers P85 and P188. The former is a hydrophobic polymer 
with tendency to cross the membrane (drug delivery applications37) and induce conformational 
changes in membrane proteins41, while the latter is a more hydrophilic polymer with 
therapeutical applications in burned patients42.  
To study how these polymers interact with membranes, we focused on both individual 
and micelle interaction of triblock copolymers with bilayers. To reduce the cost of calculations 
and achieve a larger time scale, we developed a set of coarse-grained (CG) parameters for 
simulating these polymers both in solution and in close proximity of a patch of lipid bilayer. The 
importance of our simulation was employing polarizable water model in the coarse-grained 
resolution since polarization of water will capture the interaction of polar groups in Poloxamers 
with polar or charged groups in the lipids in a more realistic way. In addition, we investigated the 
interaction of a micelle of P188 Poloxamer close to a damaged model membrane. Our study is 
the first attempt in providing molecular pictures of membrane healing by P188 micelles in the 
literature.  
Chapter six approached the problem from another resolution; we developed a more 
detailed united-atom (UA) force field set of parameters to perform molecular dynamics 
simulation of Poloxamers. This approach provided a better understanding of the way these 
polymers interact with model intact or damaged membranes. Additionally, there are reports in 
the literature that show P85 has inhibitory effects on p-glycoproteins and as a result it interferes 
with multi-drug resistance (MDR) in the cells41. To model these interactions, more specifically, 
to model the interaction of P85 with membrane proteins, it is much more favorable to have a 
detailed force-field representation of the system under study. Coarse-grained representation of 
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proteins will lose most of the side chain resolution of amino-acids and specific interactions will 
be lost. A higher resolution force-field on the other hand will preserve the interacting particles 
and provides a better and clearer picture of the way P85 interacts with proteins. Our goal of the 
study was to provide such a force filed.  
To achieve this we started by a modified united-atom force field (GROMOS 53A6_OE43) 
where the van der Waals parameters for an ether oxygen was already available and we fine-tuned 
the charges to reproduce the experimental radii of gyration of P85 and P188. Additionally, we 
studied how the individual polymers interact with model damaged membranes. The results 
obtained by detailed force field were very similar to the coarse-grained one which adds more 
credibility to our approach and parameter development methodology.  
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Chapter 2: Local Pressure Changes in Lipid Bilayers Due to Adsorption of Melittin and 
Magainin-h2 Antimicrobial Peptides: Results from Computer Simulations1 
2.1 Introduction 
Antimicrobial peptides (AMPs) often represent the first line of defense against invading 
bacteria; they work by damaging the invaders membrane. In spite of a large amount of work to 
understand the molecular mechanism of AMP action, the details still remain unclear44. Different 
scenarios were proposed to explain damage to membranes, including creation of pores of 
different architecture, like barrel-stave or toroidal, or rupture of membranes by peptides that act 
as surfactants (so-called carpet model)45–47. Experiments indicate that, once adsorbed on the 
bilayer surface, different AMPs act in different ways. For example, it is suggested that melittin 
permeates the membrane and creates transient pores24. As a result of such permeation the number 
of peptides increases on the other leaflet of the membrane bilayer, until an equal amount of 
peptides is located on surfaces of both leaflets: after that a permanent toroidal shape pore is 
created with its walls containing melittin and lipid headgroups24. A different scenario of action is 
proposed for another AMP, magainin. In this case it is proposed that peptides do not permeate 
the membrane; instead they create a pore due to tension that exists in the membrane because of 
the peptides presence on the membrane surface25. These two distinct mechanisms of pore 
creation in the membrane are consistent with two different patterns of dye leakage from the giant 
                                                          
1 This chapter previously appeared as an article in the Journal of Physical Chemistry B. The original citation is as 
follows: Goliaei A, Santo K P, and Berkowitz M L, “Local Pressure Changes in Lipid Bilayers Due to Adsorption of 
Melittin and Magainin-h2 Antimicrobial Peptides: Results from Computer Simulations,” Journal of Physical 
Chemistry B 44, no. 118 (November 2014): 12673. 
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unilamellar phospholipid vesicles (GUV) exposed to solution of AMPs. When AMP in the 
experiment is melittin, the dye leakage from the vesicle is graded (gradual),48 due to transient 
pores in GUV and also, perhaps, presence of rather small permanent pores. When AMP is 
magainin, some of the vesicles open pores under tension and some do not, while magainin does 
not permeate the membrane and stays on the membrane surface25,49. The dye leaks only from the 
vesicles with open pores, while no leakage occurs from the vesicles that are intact. Therefore, the 
mechanism of dye leakage in this case is called all-or-none. While the two mechanisms look 
different, it is proposed that a common feature for both of them is that peptides exert tension in 
each case and membrane ruptures, although to a different degree, in order to release this tension. 
In addition to a large amount of experimental work that studied the interaction between 
membranes and AMPs, computer simulations were also performed that can provide detailed 
molecular information about the interaction between peptides and lipid membranes50–63. To 
imitate the experimental situation AMPs were often placed on the surface of the bilayer, and the 
development of the system was followed. Most of the simulations containing lipid membrane 
and AMPs were performed using constant pressure, constant temperature (NPT) ensemble. In 
these simulations the pressure was chosen to be equal in all three directions, which is equivalent 
to setting the value of the total stress experienced by the membrane to zero. Indeed, the stress on 
the membrane is given by the equation 
 𝜎 = − ∫ [𝑃𝐿(𝑧) − 𝑃𝑁(𝑧)]
𝑧2
𝑧1
𝑑𝑧 = − ∫ 𝑃(𝑧)𝑑𝑧
𝑧2
𝑧1
 
(
(2.1) 
where PL(z) = (Pxx + Pyy)/2 is the local lateral pressure depending on the z-coordinate which is 
normal to the membrane surface, PN(z) is the local normal pressure, which is a constant along the 
z-direction (z1 and z2 are positions on a line along the normal to membrane surface z axis; these 
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positions are taken to be outside the bilayer where the values of the integrand P(z) are zero). 
P(z), the difference between lateral and normal pressure, is also often called the lateral pressure, 
since the shape and values of the P(z) profile are mostly determined by PL(z). Thus, eq 2.1 
predicts that by using an NPT ensemble with equal pressure in all three directions the value of 
stress equal to zero is obtained for the bilayer. That the total stress on the membrane bilayer is 
equal to zero in the NPT simulations of systems containing asymmetric distribution of AMPs on 
the bilayer leaflets does not mean that the stress acting on each leaflet is also zero. Indeed, one 
can consider the bilayer as two monolayers and, therefore, represent the integral for stress from 
eq 2.1 as sum of two integrals 
 𝜎 = − ∫ 𝑃(𝑧)𝑑𝑧
𝑧0
𝑧1
− ∫ 𝑃(𝑧)𝑑𝑧
𝑧2
𝑧0
 
(
(2.2) 
where z0 is the z coordinate of the normal to bilayer line that divides the bilayer into two 
monolayers. In eq 2.2 every integral represents the stress on the corresponding monolayer. 
If all peptides are initially placed on one of the leaflets, and the simulation is performed 
using the NPT ensemble with equal pressure in all three directions, the total stress on the 
membrane will be zero, as mentioned above. Nevertheless, the stress on each monolayer will not 
be equal to zero, due to the imposed asymmetry in the system. It is the existence of this nonzero 
stress in each monolayer when peptides are adsorbed on the membrane surface that is responsible 
for the initiation of a pore. Since the total stress in the bilayer is zero, the absolute value of the 
stress acting on each monolayer will be the same, but stresses on each of the monolayers will 
have opposite signs. As a result, each monolayer will experience a force due to stress, but the 
forces will act in opposite directions, producing a pair of forces that may facilitate membrane 
rupture and also bending. If the initial total stress is not equal to zero when peptides get adsorbed 
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on the membrane surface, the values of the stress acting on each monolayer are different. In this 
case the simulations should be performed using a different ensemble, for example constant 
normal pressure, constant area, and constant temperature (NPzAT) ensemble when the area is 
known. Using the latter ensemble, the simulation usually produces a nonzero stress in the 
bilayer. 
In this paper we report the results from simulations performed to study how the local 
pressure profiles change with the change in the total stress acting on the membrane. Therefore, 
we perform simulations in both NPT and NPzAT ensembles, since they produce different total 
stress in the membrane. Our simulations are done on systems with bilayers containing 1,2-
dioleoyl-sn-glycero-3-phosphatidylcholine (DOPC) lipids and AMPs, either melittin or 
magainin, adsorbed on one of the monolayers. We chose the lipid to be DOPC, since 
experimental data are available to us for the systems containing DOPC and melittin peptides at 
different P/L ratios64. We also want to understand how the difference in stress produced by 
melittin or magainin can produce a difference in their mode of antimicrobial action. Since the 
activity of the AMPs depends on their peptide to lipids ratio (P/L), we performed our simulations 
at different P/L. We use a coarse-grained force field MARTINI65 in our simulations, since by 
using this force field we can run our simulations for longer time to accumulate more data and 
produce smoother pressure profiles. 
2.2 Methods 
We employed the coarse-grained MARTINI force field with the improved parameters65 
and polarizable water66 in our simulations. The lipid membrane used in the study is DOPC. All 
of our simulations were performed using GROMACS67 software package version 4.5.5. A patch 
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of 600 lipid molecules was generated using the “insane.py” script provided by the MARTINI 
Web site (http://md.chem.rug.nl/cgmartini/images/tools/insane/insane.py). Na+ and Cl– ions were 
added to maintain an ion concentration of 0.1 M. The generated membrane was energy 
minimized and equilibrated for 2 μs using the NPT ensemble. Temperature at 303 K and pressure 
at 1.0 bar (semi-isotropic coupling) were maintained using the Berendsen coupling scheme68 
with time constant of 2 ps. Compressibility value was 3 × 10–4 bar–1 for pressure coupling. The 
cutoff for the Lennard-Jones interactions was set to 1.2 nm, and the reaction-field scheme69 was 
used for the electrostatics with a cutoff of 1.2 nm and a dielectric constant of 2.5. The time step 
for integration was 20 fs. 
The peptides in this study are melittin and magainin-h2. Melittin has the following 
sequence: GIGAVLKVLTTGLPALISWIKRKRQQ. The initial structure of melittin was 
obtained from the available crystal structure70,71. Total charge of +6 was considered, which 
originates from the following residues: protonated Glycine1 (at physiological condition72), 
Lysine7, Lysine 21, Arginine 22, Lysine 23, and Arginine 24. The sequence of the second 
peptide, magainin-h2 is IIKKFLHSIWKFGKAFVGEIMNI. This peptide is an analogue of the 
magainin-2 which is widely studied experimentally73. Magainin-h2 has a net charge of +3 due to 
Lysine 3, Lysine 4, and Lysine 11 residues. Initial structure for magainin-h2 was generated by 
mutating the corresponding residues in the NMR structure of magainin-274 using the Pymol 
software75. In any simulation containing melittin or magainin-h2 a corresponding number of Cl– 
ions were added to keep the systems neutral. We performed simulations on eight systems 
containing lipid bilayers and AMPs; in all of our systems peptides were located on just one side 
of the bilayer. In four of our systems the peptide was melittin, and in the other four it was 
magainin-h2. Two simulated systems contained 12 peptides and two other systems contained 18, 
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so our simulations were performed at P/L of 1/50 and 3/100. Each system was simulated in both 
NPT and NPzAT ensemble. Initially, in every simulation our peptide molecules were randomly 
inserted into the bilayer (containing 600 lipid molecules) with peptide helices oriented parallel to 
membrane surface and located just below the phosphate headgroup regions. The assembled 
system was energy minimized and equilibrated for 2 μs. 
For the simulations with peptides, performed in the NPzAT ensemble, we needed to know 
values of the area, A. Initially we found the area per lipid for pure DOPC bilayer by performing 
simulations in the NPT ensemble on this system (area per lipid: 67.8 Å2). In order to find the area 
change when melittin peptides were added, we used the available experimental data that showed 
the change in the hydrophobic length of the membrane with the addition of melittin peptides at 
different P/L ratios64. To find the change in the area, we followed the same argument as used in 
the experimental analysis. Assuming that the volume of the hydrocarbon region of a membrane 
does not change upon insertion of a peptide, the value of the final area (in the presence of 
peptides) relative to the initial area (peptide free membrane) can be obtained from the following 
formula: 
 𝑉𝑖𝑛𝑖𝑡𝑖𝑎𝑙 = 𝑉𝑓𝑖𝑛𝑎𝑙, 
(
(2.3) 
or 
 𝐴𝑖𝑛𝑖𝑡𝑖𝑎 × 𝑍𝑖𝑛𝑖𝑡𝑖𝑎𝑙 = 𝐴𝑓𝑖𝑛𝑎𝑙 × 𝑍𝑓𝑖𝑛𝑎𝑙, 
(
(2.4) 
where A is the area and Z is the peak-to-peak distance (PtP) measured experimentally from the 
electron density profiles. Accordingly we have 
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 𝐴𝑓𝑖𝑛𝑎𝑙 = 𝐴𝑖𝑛𝑖𝑡𝑖𝑎𝑙 × (
𝑍𝑖𝑛𝑖𝑡𝑖𝑎𝑙
𝑍𝑓𝑖𝑛𝑎𝑙
). 
(
(2.5) 
The ratio of Zinitial/Zfinal was obtained from the experimental data
64 and for the Ainitial the 
average value of the area of the DOPC simulation after 2 μs equilibration was selected (67.8 Å2). 
After calculating the Afinal, box-X and box-Y values of the protein containing simulations were 
changed to reach the calculated value, using eq 2.5, for the final area (area per lipid: 71 Å2). 
Since the experimental data for bilayers containing magainin-h2 peptide are not available to us, 
we assumed that the areas of the bilayers with melittin and magainin-h2 are the same. This 
allows us to concentrate on the effect produced only by the difference in the composition of the 
peptides. Experiments show that, for melittin, when the P/L ratio reaches the value of 1/50, the 
area stops changing with the increase of the P/L64. Therefore, the NPzAT simulations with P/L = 
3/100 for melittin were done at the same value for area as when P/L was 1/50. Moreover, since 
we assumed that areas in NPzAT simulations with melittin and magainin-h2 were the same, it 
follows that all our simulations with AMPs in the NPzAT ensemble were performed at the same 
value of the area. 
Calculations of the pressure profiles in this work were done using the new method 
developed recently76 which relies on a previous local pressure code implementation77. The new 
code correctly provides a constant value of Pzz for both coarse grained and atomistic simulations. 
Prior to pressure calculations each system was equilibrated for 5 μs followed by the data 
collection. To estimate the error in stress values we divided the trajectories into four separate 
pieces of length 300 ns each, during which position and velocities were saved every 5 ps. These 
generated trajectories were then rerun for calculation of the pressure tensor using the same 
parameters as used in the equilibration runs. The thickness of slabs for the local pressure 
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calculations was set to 1 Å. Visualization of the resultant trajectories was performed using the 
VMD78 software. We did not observe any spontaneous pore creation in our simulations. 
2.3 Results and Discussion 
To study the difference between results obtained from simulations on systems containing 
AMPs adsorbed on membrane surfaces by using the NPT ensemble with equal pressure in all 
three directions and simulations where the NPzAT ensemble was used, we studied systems 
containing melittin and magainin-h2 peptides adsorbed on the outer surface of the DOPC 
membrane at different P/L ratios. We started our simulations by placing peptides in the 
phosphate headgroup region of the membrane. This was done because when peptides were 
placed into the solution on top of the bilayer, they tended to aggregate into a big globular 
structure, which did not interact with the membrane. Accordingly, our simulations capture the 
sequence of events following the adsorption of peptides on the bilayer surface. We observed that, 
during the simulations, several peptides sometimes combined into small aggregates for short 
periods of time, but most of the time peptides were distributed throughout the whole bilayer area 
without aggregation. 
2.3.1 Membranes Containing 12 AMPs (P/L = 1/50) 
Four simulations were performed for systems containing 12 peptides: 2 contained 
melittin and 2 magainin-h2. Figure 2.1 shows the lateral pressure profile obtained from 
simulations using the NPT ensemble. For comparison we also present a pressure profile for pure 
membrane, which was obtained using the NPT ensemble. Addition of AMPs to pure bilayer 
changes the pressure profile: it becomes asymmetric; a hump appears in the region where tails of 
the lipids in the upper leaflet (the leaflet with adsorbed peptides) are located, corresponding to 
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stronger repulsion between these tails. This is happening because the AMPs compress the lipids 
in this leaflet. The local pressure in the tail region of the opposing leaflet is reduced, since the 
leaflet slightly expands. The negative dips located in the regions of water/headgroup interface of 
the monolayers are also slightly reduced, indicating a reduction in the hydrophobic tension. It is 
interesting that the dip is reduced stronger by magainin-h2, indicating that it acts as a better 
surfactant. We calculated that the total stress on the upper layer due to the presence of melittin is 
−6.4 ± 0.2 mN/m, while it is 6.9 ± 0.8 mN/m for the lower. These are equal (within an error bar) 
in their absolute value, as expected. For magainin-h2 the values are −7.7 ± 0.6 mN/m and 7.7 ± 
0.3 mN/m for upper and lower layers, respectively. As we can see, the stresses in the monolayers 
caused by melittin and magainin-h2 are quite similar if the ensemble used is NPT, although 
magainin-h2 produces a somewhat larger stress. Finally, for comparison, the average area per 
lipid in the systems with peptides simulated in the NPT ensemble was 72.1 Å2 for simulations 
with melittin and 72.8 Å2 with magainin-h2. 
Figure 2.2, which looks quite similar to Figure 2.1, shows the pressure profiles obtained 
from simulations with 12 AMPs, but now performed using the NPzAT ensemble. The 12 melittin 
peptides produce a stress of −4.0 ± 0.6 mN/m on the upper monolayer, while it is 7.8 ± 0.6 
mN/m on lower. In this case the stresses are not equal in their absolute value, and there is a total 
stress acting on the membrane which is equal to ∼4 mN/m. For magainin-h2 the stresses are −7.0 
± 0.5 mN/m and 7.2 ± 0.9 mN/m on upper and lower monolayers, respectively. Interestingly, 
there is no net stress produced by magainin-h2, but each monolayer experiences a stress. 
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2.3.2 Membranes Containing 18 AMPs (P/L = 3/100) 
Four simulations were also performed on systems containing 18 peptides. Figure 2.3 
shows pressure profiles from simulations performed using the NPT ensemble. The shapes of the 
curves are similar to the shapes from Figure 2.1, although the deviations from the curve for the 
free bilayer are much larger in Figure 2.3. Particularly large deviations are observed in the region 
of the negative dip, especially in case of magainin-h2. The values of the stress in these 
simulations are −8.8 ± 0.3 mN/m for upper monolayer and 9.4 ± 0.3 mN/m for the lower bilayer 
in the case of melittin. For magainin-h2 the corresponding numbers are −10.4 ± 0.7 mN/m for 
upper monolayer and 11.1 ± 0.4 mN/m for lower monolayer. The absolute value of the stress on 
each monolayer increased relative to the value of the stress experienced by monolayers, when the 
ratio was 1/50. Also, the stress due to magainin-h2 was ∼10% larger than the stress due to 
melittin. Average areas per lipid obtained for the systems with peptides simulated in the NPT 
ensemble were the following: with melittins, 73.6 Å2, and with magainin-h2, 75 Å2. 
Figure 2.4 shows pressure profiles when 18 AMPs are situated on the bilayer surface and 
simulated using NPzAT ensemble. This time the difference between the curves depicted on this 
figure and the curves from all other figures is quite substantial. The main change comes from the 
regions of negative dips, which are strongly diminished, indicating a much lesser contribution of 
hydrophobic surface tension to stress, pointing out that AMPs are good surfactants. Especially, a 
large reduction in a negative dip is observed for magainin-h2. Interestingly, the effect of peptides 
on pressure distribution is not limited to one monolayer on which the peptides are adsorbed; it 
propagates to the opposing monolayer. The effect is somewhat weak for the case of 12 peptides, 
stronger when 18 peptides are simulated in the NPT ensemble, and very strong when 18 peptides 
are simulated in the NPzAT ensemble. The total stress for the case with melittin is now −10.4 ± 
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1.4 mN/m for upper leaflet and 8.4 ± 0.3 mN/m for lower leaflet. For the case with magainin-h2 
the results for stress are −14.8 ± 0.6 mN/m for upper leaflet and 8.5 ± 0.5 mN/m for the lower 
leaflet. As we can see, the stress induced by magainin-h2 on the leaflet of the bilayer on which 
the peptides are adsorbed is much stronger than the stress due to action of melittin. The absolute 
values of the total stress induced by melittin and magainin-h2 are also different: it is ∼2 mN/m in 
case of melittin and 3 times larger value (∼6 mN/m) for magainin-h2. 
2.4 Conclusions 
There are two issues we attempt to understand by performing simulations described here. 
The experimental papers dealing with the AMPs action often refer to the importance of stress 
caused by the presence of peptides in the system. Therefore, the first issue we consider is related 
to the somewhat paradoxical situation, that when NPT simulations with equal pressure in three 
directions are performed, the total stress experienced by the bilayer is zero, even in the presence 
of AMPs adsorbed on the bilayer surface. The second issue is related to the difference in action 
of AMPs such as melittin and magainin-h2, and its connection to the difference in stress profiles 
produced by these AMPs. 
Our simulations of the bilayers containing AMPs such as melittin and magainin-h2 
confirmed, as expected, that the total stress on the lipid bilayer is zero, when NPT simulations 
with equal pressure in all three directions are performed. Since most of the simulations of 
bilayers containing AMPs are done in the NPT ensemble, the total stress on the bilayer in those 
simulations was zero. Nevertheless, there are still stresses acting on each bilayer leaflet. These 
stresses are acting in opposite directions and are equal in their absolute values. To remove these 
stresses pores may be created in membranes, and also because there is a pair of forces acting in 
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opposite directions on upper and lower leaflets, membranes may bend. In our simulations we 
observed that the values of the stresses on monolayers we obtained from the NPT simulations of 
bilayers with melittin and magainin-h2 are similar; this makes it difficult to explain the 
difference in the mode of magainin versus melittin action as due to difference in stress. 
Free lipid bilayers in equilibrium experience no stress. When AMPs are adsorbed on the 
surface of one of the leaflets, the system may find itself initially in a nonequilibrium state with a 
total stress not equal to zero. To remove the stress the bilayer will rearrange through creating 
pores and bending, thus moving to a new equilibrium state with the total stress again equal to 
zero. The NPzAT simulations are better in mimicking the initial stage when the total stress is 
nonzero. In these simulations the stresses on each monolayer, although still different in the sign, 
are not equal in their absolute values. The action of a pair of forces acting in different directions 
and of unequal value should result in a creation of a bilayer with a larger curvature. Figure 2.5 
shows the shape of the bilayers with the 18 AMPs adsorbed on the upper leaflet when 
simulations were done in NPzAT ensemble. For comparison, the shape of the pure bilayer 
obtained from the NPT simulation is also shown. While there is little curving present in the 
simulation of pure lipid bilayer, the curving of the bilayers with AMP is clearly seen. 
Nevertheless, some words of caution are required to be said here: the geometry of our 
simulations that are performed using periodic boundary conditions may suppress the curving 
tendency, or produce a wrong curvature. 
When AMPs are adsorbed on the bilayer surface they induce stress. To remove this stress 
the AMPs may either permeate the membrane and initially create transient pores, or just create 
pores due to large stress on a membrane. Experiments indicate that melittin chooses the first 
route, while magainin the second. Our simulations on systems with a total stress experienced by 
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the bilayer (i.e., simulations performed in NPzAT ensemble) show that magainin-h2 at larger P/L 
produces a larger stress on the bilayer compared to stress produced by melittin. This observation 
is consistent with the suggestions about the mechanism of magainin antimicrobial activity made 
by Tamba et al. based on their experimental work25.  
Since our simulations were performed at the same value of area and since both peptides 
are α helical and are almost of the same length, the major difference between our systems with 
peptides is in the peptide sequence. Different peptide side chains (amino acids) in these two 
peptides interact in a different way with the membrane producing the difference in modes of 
AMPs action. Still, in general, further experimental and computational research on the detailed 
nature of AMP activity is required to shed more light on this complicated but important problem. 
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Figure 2.1: Lateral pressure profiles from simulations in the NPT ensemble. Red and green 
curves depict the pressure profiles obtained from the simulation when 12 peptides were inserted 
into the top leaflet and no peptides placed into the lower leaflet. Red curve is when peptide is 
melittin and green curve when it is magainin-h2. For comparison we also present the pressure 
profile in the peptide free membrane, obtained from the simulation in the NPT ensemble (black 
curve). 
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Figure 2.2: Lateral pressure profiles from simulations in the NPzAT ensemble. Red and 
green curves depict the pressure profiles obtained from the simulation when 12 peptides were 
inserted into the top leaflet and no peptides placed into the lower leaflet. Red curve is when 
peptide is melittin and green curve when it is magainin-h2. For comparison we also present the 
pressure profile in the peptide free membrane, obtained from the simulation in the NPT ensemble 
(black curve). 
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Figure 2.3: Lateral pressure profiles from simulations in the NPT ensemble. Red and green 
curves depict the pressure profiles obtained from the simulation when 18 peptides were inserted 
into the top leaflet and no peptides placed into the lower leaflet. Red curve is when peptide is 
melittin and green curve when it is magainin-h2. For comparison we also present the pressure 
profile in the peptide free membrane, obtained from the simulation in the NPT ensemble (black 
curve). 
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Figure 2.4: Lateral pressure profiles from simulations in the NPzAT ensemble. Red and 
green curves depict the pressure profiles obtained from the simulation when 18 peptides were 
inserted into the top leaflet and no peptides placed into the lower leaflet. Red curve is when 
peptide is melittin and green curve when it is magainin-h2. For comparison we also present the 
pressure profile in the peptide free membrane, obtained from the simulation in the NPT ensemble 
(black curve). 
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Figure 2.5: Bilayer structures obtained from some of the simulations performed in this 
study. To see better the curvature in the membrane, carbon chains of the lipids and water 
molecules are deleted. Only phosphate headgroups (PO4 particles) are represented here in red. 
Panel A is the membrane without any protein, simulated under the NPT ensemble. Panel B 
shows a bilayer with 18 melittins (green) in the top leaflet, simulated in the NPzAT ensemble. 
Panel C represents a bilayer with 18 magainin-h2 (yellow) molecules in the top monolayer, also 
simulated in the NPzAT ensemble. 
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Chapter 3: Mechanism of Membrane Poration by Shock Wave Induced Nanobubble 
Collapse: A Molecular Dynamics Study2 
3.1 Introduction 
The interaction of shock waves with biological cells is a subject of active research79–85. 
This interaction can produce both positive and negative effects: controlled shock waves have a 
potential for medical use, since they increase the permeability of cell membranes86 and this 
allows various macromolecules, such as drugs and also genetic material to enter the cell4,26,27,87–
92. On the negative side uncontrolled shock waves produced during a blast may damage brain 
cells, thus causing blast induced traumatic brain injury (bTBI) and neural cell damage or even its 
death. To understand the details and the role of shock waves in bTBI, experiments9,82,93,94 using 
shock tubes and also computer simulations83,95 have been performed. However, the mechanisms 
behind the bTBI, especially mild TBI (mTBI) are still not clearly understood, as the severity of 
TBI depends on several factors, such as shock wave amplitude, duration of exposure, distance 
from the blast, etc. 
The effect of shock waves on biomembranes can be enhanced by the collapse of bubbles 
present in the vicinity of these membranes26–31. Thus, ultrasound induced collapse of 
microbubbles is found to be responsible for the permanent poration of cell membranes26,96–99 due 
to the formation of a fluid jet as a result of a bubble collapse. Not only the collapse of 
                                                          
2 This chapter previously appeared as an article in the Journal of Physical Chemistry B. The original citation is as 
follows: Adhikari U, Goliaei A, and Berkowitz M L, “Mechanism of Membrane Poration by Shock Wave Induced 
Nanobubble Collapse: A Molecular Dynamics Study,” Journal of Physical Chemistry B 20, no. 119 (May 2015): 6225. 
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microbubbles, but also of nanobubbles is considered to have a potential to produce substantial 
pores in a cell membrane due to a shock wave impact79,83,100. Although there was some debate 
about the existence of nanobubbles in the past, recent research suggests their viability101–106.  
Detailed information about the process of nanobubble collapse due to an impinging shock 
wave and the resulting damage to a biomembrane can be obtained from molecular simulations. 
Recently Choubey et al.79 observed in their all-atom molecular dynamics (MD) simulations a 
shock wave induced nanobubble collapse that formed a nanojet. This nanojet had a high velocity 
and moved toward the membrane, creating a nanopore in it, thus allowing permeation of water 
and other bigger molecules across the membrane. Our group also investigated recently83,100 the 
effect of shock wave induced collapse of a single and also multiple nanobubbles by using coarse-
grained (CG) MD simulations. The results from our CG MD simulations were in a nice 
agreement with the all-atom simulations performed by Choubey et al.79 Although, as we 
observed, the pores often recovered, some lipids from membranes were expelled out of the 
bilayer, even forming micelles in some cases, depending on the shock velocities. Also, as we 
observed, the damage to the membrane depended on the size of the nanobubbles. For instance, 
the collapse of a nanobubble of a diameter D = 40 nm produced a bigger pore and it took a 
longer time for the membrane to recover, compared to the case when a nanobubble of a diameter 
D = 20 nm collapsed. We also studied the effect on the membrane when multiple nanobubbles, 
positioned in different arrangements, collapsed under the impinging shock wave100 and observed 
that more damage to the membrane was done when two nanobubbles were placed in a serial 
arrangement with respect to each other, compared to cases when nanobubbles where placed in 
other configurations, like parallel and/or slanted. 
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The previous work that studied the effect of shock waves, but in the bubble absence, 
demonstrated that the peak pressure and the duration of the membrane exposure to the shock 
wave are major contributing factors that determine the degree of cell membrane damage. It was 
determined in that work that when the shock wave impinges on the membrane, it is the pressure 
impulse, rather than the peak value of the pressure, that is usually considered80,81,99. The impulse 
(I) is defined as the time integral over shock wave pressure profile: 
 𝐼 = ∫ 𝑃(𝑡) 𝑑𝑡
𝑡+
0
 
(
(3.1) 
where P(t) is the shock wave pressure and t+ is the time duration of the positive phase of the 
shock wave80. It was also observed80,86 that when the impulse was above a certain value, the cell 
membrane as a whole became severely damaged, resulting in a cell death. In the presence of 
bubbles, a bubble collapse produces a nanojet that causes a localized damage to the membrane 
by creating small pores in it. Can an impulse, defined above, still be a measure of the possible 
damage produced by shock waves to membranes when a bubble is present? There are some other 
questions related to the understanding of a nanobubble collapse induced membrane poration that 
still require answers. For example, why a shock wave of certain impulse and shock velocity does 
not form a pore in the membrane, whereas a nanojet formed by a nanobubble collapse produces 
one? What are the major differences in the shock wave impact in the presence and absence of 
nanobubbles in the vicinity of the membrane? 
This kind of questions probably may be answered by carefully observing mechanistic 
details of the events, specifically pressure distributions at various stages of shock wave induced 
nanobubble collapse and nanojets hitting the membrane. Therefore, in this paper we present the 
results from MD simulations we performed to get an insight into the pressure behavior when 
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shock waves hit nanobubbles next to lipid bilayers that model cell membranes. In our 
simulations nanobubbles (diameter D = 60 nm) are induced to collapse via shock wave 
propagating toward the bilayer membrane. Different impulses of shock wave and various particle 
velocities are chosen to create various magnitudes of damage to the membrane. Pressure 
distribution at the membrane position is calculated at various stages of shock wave simulation, 
both in the presence and absence of the nanobubble. Nanobubble with a diameter D = 20 nm is 
also considered for a comparison purpose. We observe that 2-dimensional pressure distributions 
obtained at the membrane position accurately reflect the difference between the shockwave 
impact in the presence and in the absence of nanobubbles. We also studied what happens when a 
nanobubble collapses without the presence of a shock wave and the effects observed in this case 
are compared with the effects produced in the presence of shock waves. 
3.2 Methods 
All computer simulations were performed using Gromacs 4.6.6 package,67,107–109 except 
that the pressure calculation was done using Gromacs-4.0.2_local pressure77 version of Gromacs. 
We described the interactions by the CG MARTINI22,110 force field, since it is widely and often 
successfully used in biomolecular simulations of systems containing lipid membranes65,73. Our 
membrane was modeled by a lipid model bilayer consisting of dipalmitoylphosphatidyl choline 
(DPPC) lipids. The lipid bilayer contained 32 768 DPPC CG molecules and it was constructed 
by replicating a small bilayer containing 128 DPPC molecules 16 times in x and y directions. 
After energy minimization of the bilayer, it was solvated by 11 444 725 (∼11.5 million) 
nonpolarizable CG water molecules. This system containing water and lipids was energy 
minimized and equilibrated in the isothermal–isobaric (NPT) ensemble for 20 ns at temperature 
of 323 K and pressure of 1 bar under semi-isotropic conditions. The time step in the equilibration 
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run was 30 fs, and Berendsen’s scheme68 was used to keep constant temperature and pressure. 
The time constants for temperature and pressure couplings were equal to 0.3 and 3 ps 
respectively, and compressibility was 3 × 10–5 bar. Nonbonded interactions were cut off at 1.2 
nm using the shift scheme. The size of the system after equilibration was 101.1 × 103.4 × 137.5 
nm in x, y and z directions, respectively, with the membrane positioned in parallel to the xy plane 
at z ≈ 90 nm. 
Shock wave simulations were performed on this equilibrated system with added spherical 
nanobubbles that were created by removing water molecules from the inside of the bubble (i.e., 
actually creating a void). The shock waves were generated by using the momentum mirror 
protocol applied in this kind of simulations in the past79,111,112. In this protocol all particles move 
with velocity νp toward the mirror placed at the end of the box in the −z direction; they get 
reflected upon impact, thus creating a shock wave moving with velocity greater than νp in the +z 
direction. This procedure in effect is equivalent to having a massive piston moving toward the +z 
direction with velocity νp and reflecting all the particles coming in contact with it, thus creating a 
shock wave. Periodic boundary conditions (PBC) were applied only in the x and y directions and 
not in the z direction. A 2 nm vacuum layer was added at the end of the system along the z 
direction, so that the particles would not overlap and collide with the mirror at the very 
beginning of the simulation. To mimic the propagation of smaller by value shock pulses, the 
piston was stopped after a short time and the shock wave formed was allowed to continue with 
its motion in the +z direction. Various piston stop times were chosen to create shock waves of 
various impulses. All shock simulations were performed in constant energy ensemble and the 
cutoff value for interactions was 1.4 nm instead of the usual 1.2 nm for better energy 
conservation. The neighbor list was updated every 5 steps, instead of the usual 10. The time step 
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in the shock simulations was 4 fs. The shock velocity was calculated by identifying the 
discontinuity in density along the +z direction. Pressure was calculated by using the method 
developed by Ollila et al.77 and was obtained by discretizing the system into small cubes of 
dimensions 0.5 nm. The time intervals reported here are actual simulation times and not the 
equivalent times often reported for simulations with MARTINI. Figures were created using the 
VMD program78.  
For a given choice of a piston velocity or stoppage time, presence or absence of a bubble, 
we performed a number of simulations that differed from each other by a choice of the initial 
conditions. In all simulations with the same parameters, but different initial conditions, the 
results looked very similar and therefore we report here the results from one of each of the 
simulations of certain type. The types of the systems we discuss in this paper are summarized in 
Table 3.1 
3.3 Results 
As stated in the Methods, shock waves were created using the momentum mirror 
approach, a diagrammatic sketch of which is shown in Figure 3.1. Once the particles hit the 
piston with velocity νp (particle velocity), they are reflected and create a region of higher density 
that moves with a higher velocity νs (shock wave velocity). After a short time (denoted by “τs” 
here) we stopped the piston, but the shock wave continued to propagate in the +z direction. Such 
shock wave propagation can be clearly seen in the panels shown in Figure 3.2, depicting the 2-
dimensional water density plots. At the beginning of the shock wave propagation, at t = 0 ps, the 
shocked region at the extreme left is depicted in bright red. The propagation of the shock region 
with time is clearly seen in the panels, since the bright red region moves in the +z direction. As 
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the shock wave continues to propagate, both its intensity and velocity decrease. For 
completeness and comparison of the density profiles of water when the shock wave propagates in 
the systems with and without the bubble we show in Figure 3.3 the 2-dimensional water density 
plots in the presence of the nanobubble. More details about these density plots and water jet 
properties when the bubble collapses, can be found in the previous work83. In this work we 
concentrate on the study of pressure profiles in the membrane region. 
By stopping the piston at various times, shock waves with various impulses can be 
created. Similarly, one can vary particle velocities to change the shock wave impulses. Below we 
report results from simulations using different values of νp, different τs and also different values 
of the nanobubble diameter. To understand the role of the bubble we also simulated a system 
with no bubble present. 
3.3.1 Shock Wave Simulations with Particle Velocity (νp) = 1.0 km/s 
Here we discuss the results from simulations with νp = 1.0 km/s. To see how the piston 
stop time influences these results, we performed simulations with τs = 3 ps, and 5 ps. Because the 
shock wave is moving in the z-direction, we calculated the change of the normal pressure 
component, Pzz, and since we are interested in the properties of the membrane, we measured the 
pressure at the membrane position and studied it as a function of time. 
3.3.1.1 (a)Simulations with τs = 3 ps 
The change in average normal pressure across membrane surface (the pressure profile) 
for simulation with τs = 3 ps of a system without a bubble is shown in Figure 3.4. This pressure 
profile displays the classical Friedlander curve seen for shock waves. According to Friedlander 
profile, as the shock wave arrives, there is a sharp rise in pressure (positive phase) followed by a 
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very rapid decrease of pressure, which reaches a minimum at a negative value, and then the 
pressure rises again toward the normal pressure. The pressure value remains at 1 bar until the 
shock wave arrives. Upon the shock wave arrival, the pressure rises very sharply up to a value of 
478 MPa (at ∼40 ps of the simulation time), then it gradually decreases, becoming negative and 
reaches the peak negative pressure value (−76 MPa) at ∼104 ps. As in the Friedlander curve, the 
pressure returns to normal, and in our simulation it happens at time ∼128 ps. Although the 
pressure peak value is very high, the duration of the shock impulse is very short and therefore the 
value of the impulse I from eq 3.1 in our simulation is only 8.96 mPa s. This value is much 
smaller than the experimentally measured80 value of an impulse of 54 Pa s, that caused only an 
uptake of calcein molecules into the cell, but not the cell death. Therefore, we should not expect 
that a major damage to the membrane occurs when a shock wave with an impulse of 8.96 mPa s 
hits a cell membrane. A two-dimensional diagram showing the pressure across the x and y axes 
of the membrane helps to understand how the distribution of normal pressure changes as the 
shock wave passes through the lipid bilayer, and this diagram is depicted in Figure 3.5. Notice 
that the average pressure calculated from the 2-d map at a certain time corresponds to a value of 
the pressure from Figure 3.4 at that particular time. For instance, the average pressure of Figure 
3.5b is equal to 478 MPa corresponding to the value of pressure at point “b” in Figure 3.4. As we 
can see from Figure 3.5, for a system containing just water and the bilayer and exposed to a 
shock, the pressure is distributed homogeneously along the surface of the bilayer and the values 
of the pressure fluctuations are very small. Thus, as the shock arrives at the membrane, the entire 
bilayer is experiencing the same pressure with forces pointing in the same direction. The 
snapshots of the bilayer membrane at various shock simulation times are shown in Figure 3.6. As 
this figure shows, even when a shock wave hits the membrane with an impulse of 8.96 mPa s and 
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a peak pressure of 478 MPa, the membrane remains intact. Although no pore formation was 
observed, the bilayer has undergone slight compression as the shock wave reached the membrane 
at 40 ps, but it returned to an original shape after the shock wave passed through, as can be seen 
from Figure 3.6. 
A completely different scenario is observed when a nanobubble is present in the vicinity 
of the membrane. In our simulations of systems containing a nanobubble with a diameter D = 60 
nm, the bubble was placed at a distance about 3 nm away from the membrane and its center 
coincided with the membrane center in x and y directions. As the shock wave propagated toward 
the membrane, it initially impinged on the nanobubble and after some period of time hit the 
bilayer. The shock wave induced nanobubble collapse produced a nanojet of water particles 
moving with high velocity, and this nanojet moved in the same direction as the shock wave. The 
profile of the membrane pressure (for simulation with τs = 3 ps) in the presence of the 
nanobubble is shown in Figure 3.7. Several differences can be seen between the profiles from 
Figure 3.4 (simulation without a bubble) and Figure 3.7 (simulation with a bubble). Although the 
shock wave hits the membrane at the same time (∼40 ps), the peak pressure (∼217 MPa) and the 
impulse due to the shock wave (2.52 mPa s) measured as an integral over pressure values in the 
first positive region in Figure 3.7 are smaller in the latter case. These smaller values are due to 
the presence of the bubble that hinders the shock wave propagation. Another clear difference in 
this pressure profile can be seen in the behavior of the pressure, after the shock wave pressure 
enters its negative phase. Unlike in the case of the bubble absence, after the shock wave entered 
its negative phase, the pressure started to rise toward high positive values reaching a value of 
∼50 MPa delivering an additional 2.93 mPa s of positive impulse. The second peak in pressure is 
due to the pressure created by the nanobubble collapse. Despite the deliverance of a smaller total 
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positive impulse and that the peak pressure initially had a smaller value in case when the 
nanobubble was present, we observed that the collapse of a nanobubble resulted in a formation of 
a pore in the membrane. 
To understand why poration occurred we again looked at the distribution of the pressure 
on the membrane surface. Since the nanobubble is located next to the membrane center along x 
and y axes we expected to see a high pressure region at the center of the membrane after the 
nanobubble collapses into it. Indeed, the 2-dimensional pressure maps at various simulation 
times, shown in Figure 3.8, display an interesting pattern of pressure distribution along the x and 
y axes. Before the shock wave hits the membrane (Figure 3.8a), the pressure is close to 0 MPa, 
just like in the system without a nanobubble. But as the shock wave hits the membrane, the 
pressure distribution map looks distinctly different from the map for the system without a 
bubble. At 40 ps (Figure 3.8b), which is the time when the membrane experiences the peak 
pressure, the pressure is lower at the center (blue color), whereas it is higher (∼300 MPa) in the 
surrounding of the small circular central region. The lower pressure region at the center is due to 
the presence of the bubble in front of it, which hinders the initial shock wave and also lowers the 
average peak pressure. As the simulation progresses, the shock wave passes the membrane and 
the negative pressure phase starts to build-up at the membrane at about 60 ps. At the time when 
the negative pressure is building up, the nanobubble collapses, producing a high-pressure region 
at the center of the membrane. So, at the same time when the negative pressure is building up in 
other region of the membrane, a positive pressure build up takes place at the center of the 
membrane. Figure 3.8 shows that as time progresses from 60 to 70 ps of the simulation, the 
difference in pressure between the central higher pressure region (red) and lower pressure region 
(blue) increases. This unequal pressure distribution persist and increases in time up to 80 ps, and 
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it is responsible for the poration of the membrane, since it produces forces acting on the 
membrane in different directions. After the nanojet passes through, the pressures gradually 
decrease and their distribution becomes homogeneous again (Figure 3.8h). The snapshots of the 
membrane for this simulation are shown in Figure 3.9. We observe that as the difference in 
pressure values builds up at the membrane, the pore formation starts (∼80 ps, see Figure 3.9e) 
and a bigger pore can be observed at ∼128 ps of the simulation time (Figure 3.9h). 
3.3.1.2 (b)τs = 5 ps 
As expected, similar results are obtained when the piston is stopped after 5 ps of its 
motion, instead of 3 ps, but the effects of the shock wave impact are much more pronounced in 
this case. The pressure profiles at the membrane for τs = 5 ps are given in Figures 3.10a and 
3.10b. Figure 3.10a represents the pressure profile for the system with no bubble. The shock 
wave hits the membrane at 32 ps, slightly earlier than in case when τs = 3 ps, and the peak 
pressure reaches a value of 1126 MPa, which is more than twice the value of pressure reached in 
the simulation with τs = 3 ps. The positive phase impulse is 17.57 mPa s. The negative phase also 
starts earlier, at about 78 ps. No pore formation is observed even when transferring this impulse. 
Just like in case of τs = 3 ps, the pressure distribution map shows an equal pressure distribution 
along the x and y axes of the membrane. The pressure distribution maps and snapshots of the 
membrane at various simulation times are given in Figures 3.11 and 3.12. 
Figure 3.10b displays the pressure profile for the system with a nanobubble. In this case, 
after the shock wave hits the membrane at 32 ps, the pressure stays positive for a longer time 
duration. Moreover, the figure shows the presence of two shoulders in the main peak, which are 
due to the nanobubble collapse. Unlike in case with τs = 3 ps, where two separate peaks were 
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observed due to shock wave and nanojet, in τs = 5 ps case the nanojet pressure peak hits almost 
immediately after the shock wave has passed. This is not surprising given the velocity of the 
shock wave, so that nanojet moves much faster than in case with τs = 3 ps. The total positive 
impulse is 14.93 mPa s and the peak pressure is 533 MPa. The pressure distribution map is 
similar to that of the map in case τs = 3 ps, but the difference in values for the higher (red at the 
center) and lower (blue) pressure regions is much larger in this case. This bigger inequality in 
pressure results in the formation of a larger sized pore and more damage to the membrane. The 
2-dimensional pressure maps and snapshots of the membrane at various simulation times are 
presented in Figures 3.13 and 3.14, respectively. 
3.3.2 Shock Wave Simulations with Particle Velocity (νp) = 0.5 km/s 
Two piston stopping times (τs = 5 and 10 ps) were chosen for the simulations with 0.5 
km/s particle velocity. The pressure profiles obtained at these conditions are shown in Figure 
3.15. As the particle velocity is smaller than in the previously described cases, the shock wave 
velocity also becomes smaller. Because of this reason the shock wave arrives at the membrane 
later and the peak pressure is smaller as well. 
When τs = 5 ps, the shock wave arrives at the membrane at about 48 ps. The peak 
pressure is just 71 MPa and the total positive impulse is 2.27 mPa s. These values are around five 
times smaller than in case when νp = 1.0 km/s. The pressure wave generated by the nanojet 
reaches the membrane at 124 ps. The 2-d pressure maps and the snapshots of the membrane at 
various times are given in Figures 3.16 and 3.17, respectively. As we can see from Figure 3.16, 
when the nanojet arrives at the membrane and hits it, the pressure at the center of the membrane 
becomes bigger and decreases as we go away from the center, just like in case when νp = 1.0 
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km/s. But the unequal distribution of the high and the low pressure regions is substantially 
smaller (maximum 30 MPa), and as a result no pore formation in the membrane occurs. If τs = 10 
ps, the shock wave arrives at the membrane at 36 ps, slightly earlier than when τs = 5 ps. The 
peak pressure rises up to 276 MPa and the total impulse is 5.49 mPa s. These values are close to 
the corresponding ones from simulations with νp = 1.0 km/s and τs = 3 ps. The normal pressure 
distribution along x and y axis at the membrane and size of the pore formed also resemble that of 
νp = 1.0 km/s and τs = 3 ps (as shown in Table 3.1). The pressure maps and snapshots of the 
membrane at various simulation times are provided in Figures 3.18 and 3.19, respectively. Thus, 
our simulations show that one can vary either the particle velocity or the time of the piston 
motion creating the shock wave to produce same result. 
3.3.3 Shock Wave Simulations with a Smaller Nanobubble (Diameter, D = 20 nm) 
A system having a smaller nanobubble (D = 20 nm) was also considered for the 
comparison purposes. Particle velocities of 1.0 km/s, and τs = 3 ps were chosen in this case. The 
pressure profile for this system is shown in Figure 3.20. The peak pressure (∼348 MPa) and the 
total impulse (7.19 mPa s) of the shock wave hitting the membrane are slightly larger than in the 
case of 60 nm bubble due to lesser hindrance posed by the smaller bubble. But the impulse 
created by the nanojet itself is smaller, and the impact area on the membrane is also smaller. 
Another difference between the two cases is that the bigger bubble collapse takes a longer time 
and nanojet hits the membrane after the shock wave completely passes it, whereas in the smaller 
bubble case the nanojet collapse on the membrane occurs immediately after the shock wave 
passed. This difference can be clearly seen from the corresponding pressure profiles: separate 
peaks are seen in Figure 3.7 for the bigger bubble, whereas for the smaller bubble (Figure 3.20) 
the nanojet pressure peak is overlapping with the shock wave pressure peak. The normal pressure 
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distribution along the x and y axes of the membrane is similar to the distribution observed in case 
of the bigger bubble, as expected, but the impact of the nanojet pressure is focused on a smaller 
area of the membrane. This results in the formation of a smaller pore in the membrane. The 2-d 
pressure maps and snapshots of the membrane at various times are given in Figures 3.21 and 
3.22. 
3.3.4 Spontaneous Nanobubble Collapse (without Shock Wave) 
The nanobubble can collapse spontaneously. If the surrounding is symmetrical, the 
bubble collapse will be also symmetrical, but if the bubble is located next to a membrane the 
collapse is asymmetrical and it may produce membrane damage. To see what happens during the 
spontaneous collapse of the nanobubble, we simulated a system containing a membrane and a 
nanobubble with D = 60 nm. The time step of 20 fs was used in these simulations. The results 
depended on the ensemble used. In case of the constant pressure and temperature (NPT) 
ensemble, the bubble collapsed completely at 2.2 ns. Since the membrane is located very closely 
to the edge of the bubble (∼3 nm), the bilayer part closest to the bubble bended toward the center 
of the bubble and membrane became curved, although no pore formation in the membrane was 
observed. After the completion of the bubble collapse, the bilayer recovered to its original form 
at 30 ns. Some snapshots of the membrane at various simulations are provided in Figure 3.23. 
When we performed the simulation in the NPzAT ensemble, where the lateral area of the 
membrane was kept constant, a complete bubble collapse occurred at about 4.6 ns, which is 
twice the time interval needed to observe the collapse in the NPT ensemble. We observed that 
the membrane was less curved in this case, compared to the one from the simulation performed 
using the NPT ensemble, and that it fully recovered at about 25 ns. Again no pore formation was 
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observed. Thus, a spontaneous bubble collapse next to the membrane did not produce damage to 
membrane in the form of a pore. 
3.4 Discussions and Summary 
To understand the role of cavitation effect in the presence of nanobubbles, we performed 
simulations on systems containing model membranes and considered what happened when shock 
waves impinged on them, in absence or presence of the bubbles. As we observed, in the absence 
of a bubble a shock wave impulse of a rather small value of around 18 mPa s does not damage 
the membrane. We study cases with a small value of impulse, because we are interested in the 
possible damage to cell membranes produced during mild traumatic brain injury. We observed 
that the membrane was compressed for a short duration, but recovered within a short time. Our 
results are consistent with earlier simulations by Koshiyama et.al81 that did not see creation of 
pores in membranes, even when a shock wave had an impulse of 50 mPa s, but are in 
contradiction with the conclusion from the recently reported in the literature simulation86 that an 
impulse bigger or equal to 0.45 mPa s damages the bilayer to an unrecoverable state. It should be 
noted that the system considered in that study was very small and a different methodology was 
applied for shock wave generation. 
The presence of a nanobubble next to a membrane changes the result quite dramatically. 
In this case, once the shock wave impinges on the nanobubble, it induces its collapse, which 
results in the formation of a nanojet directed toward the membrane. The nanojet impinges on the 
membrane and makes a pore in it, even if the impulse transferred to a membrane is smaller than 
the one in pure shock wave case. Why is the membrane not damaged by a shock wave that hit the 
system when no bubble is present, but a pore is formed when a bubble is present, although the 
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pressure impulse in the system with no bubble can be larger than in the system with a bubble? To 
understand this we calculated pressure distributions along the plane of the membrane and found 
them to be very informative. Pressure distribution maps revealed that when the shock wave 
passes over the membrane it creates a negative pressure region on the membrane surface. At the 
same time due to the bubble collapse a positive pressure region appears at the membrane center. 
For example, in the case when νp = 1.0 km/s, and τs = 3 ps, the difference between positive and 
negative pressures is quite large, around 100 MPa. This unequal distribution of pressures causes 
a disbalance of stresses acting in different direction on the membrane, resulting in pore 
formation. Since it is the pressure distribution that is responsible for the membrane damage, we 
cannot use the impulse delivered to the membrane (eq 3.1) as the quantitative parameter that is 
correlated to the degree of the membrane damage. One can consider the total impulse that 
includes the impulse after the first shock and the consequent impulse due to pressure rise after 
the jet reaches the membrane as a factor in measuring the disruption, but more work needs to be 
done to establish quantitative criteria that predict membrane damage. 
We already mentioned that a choice of parameters τs and νp plays an important role. In 
fact, the unequal distribution of pressure on the membrane becomes much more pronounced if 
the piston is stopped at 5 ps instead of 3 ps. When τs = 5 ps, the difference between the highest 
and lowest pressures is larger than 300 MPa, three times the difference observed in case when τs 
= 3 ps. When we reduced νp from 1.0 km/s to 0.5 km/s the maximum difference between the high 
and low pressure regions was not larger than 40 MPa and we did not observe a pore formation in 
the membrane. Interestingly, when the piston was stopped at 10 ps, (but νp was still 0.5 km/s), 
the total impulse and the pressure distribution at the membrane was similar to that in the case 
when νp = 1.0 km/s and τs = 3 ps and similar pores in membrane were formed. 
45 
 
In summary, while the shock wave impinging on a lipid bilayer membrane may produce 
damage to it, the presence of nanobubbles located next to bilayer that are hit by the shock wave 
substantially increases the damage done to membranes. Since biological membranes represent 
much more complex systems than membranes containing just one lipid component, considered 
here, the next step in simulations is to study how the complexity of membranes influence the 
cavitation effect. Particularly interesting is to study how the proteins, such as channels behave 
when cavitation of bubbles occur.  
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Table 3.1: Summary of the results from shock wave simulations. 
Bubble 
diameter, 
nm 
vp 
(km/s) 
 
τs  (ps)  
 
Total I 
(mPa*s) 
 
Velocity* 
of the 
shock 
wave 
(km/s) 
Maximum 
velocity of 
the nanojet 
(km/s) 
 
Maximum 
radius of the 
pore formed 
(nm) 
60 1.0 3 5.45 2.16 2.06 15.3 
1.0 5 14.93 2.55 3.38 20.5 
0.5 5 3.00 1.87 1.06 No pore 
0.5 10 5.49 2.21 2.48 15.5 
20 1.0 3 7.18 2.16 2.75 5.3 
0 1.0 3 8.96 2.16 - - 
0 1.0 5 17.57 2.55 - - 
*velocity of shock wave at the time when it hits the membrane. 
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Figure 3.1: Representation of systems simulated in this work. We also simulated a system 
that did not contain a bubble and a system where a shock wave was not created. 
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Figure 3.2: 2-Dimensional water density maps showing the propagation of the shock wave in a 
system without a bubble at various stages of simulations. In this case the piston stopped at 3 ps 
(τs = 3 ps), and νp = 1.0 km/s. The density decreases is coded in change of color from red to 
blue. 
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Figure 3.3: 2-Dimensional water density maps showing the collapse of a nanobubble after the 
shock wave (τs = 5 ps and νp = 1.0 km/s) passage. Only a slice of 20 nm in width is considered 
(from X = 40 nm to X = 60 nm) for a better view of the bubble collapse. 
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Figure 3.4: Time dependence of the pressure normal to the membrane surface (pressure 
profile at the membrane position) when νp = 1.0 km/s and τs = 3 ps in a system containing no 
bubble. The letters (a–e) correspond to different stages of the shock wave propagation. 
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Figure 3.5: 2-Dimensional pressure maps at the membrane position at various times with νp 
= 1.0 km/s and τs = 3 ps in a simulation containing no bubble. The letters a–e correspond to the 
same stages as in Figure 4. 
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Figure 3.6: Snapshots of the bilayer membrane at various times of the simulations without a 
bubble when νp = 1.0 km/s and τs = 3 ps. The view from the top is on the left and the side view is 
on the right. 
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Figure 3.7: Pressure profile at the membrane when νp = 1.0 km/s and τs = 3 ps in a system 
containing a bubble with D = 60 nm. The letters a–h correspond to different stages of the shock 
wave propagation. 
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Figure 3.8: 2-Dimensional pressure maps at the membrane position at various times with νp 
= 1.0 km/s and τs = 3 ps in a simulation containing a bubble (D = 60 nm). The letters a–h 
correspond to the same stages as in Figure 6 
  
55 
 
 
Figure 3.9: Snapshots of the bilayer membrane at various times of the simulations without a 
bubble when νp = 1.0 km/s and τs = 3 ps and D = 60 nm. The view from the top is on the left and 
the side view is on the right. 
  
56 
 
 
Figure 3.10: Pressure profiles at the membrane position in simulations with νp = 1.0 km/s, τs 
= 5 ps, (a) when there is no bubble is present or (b) when there is a nanobubble present (D = 60 
nm). 
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Figure 3.11: 2-dimensional pressure maps calculated at the membrane position at various 
times for the system containing no bubble and with νp = 1.0 km/s and τs = 5 ps. Range of units (in 
color) is in MPa. 1-dimensional pressure profile is placed on the bottom right side.  Letters on 1-
d profile refer to same moments of time as on the panels with 2-d profiles. 
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Figure 3.12: Bilayer membrane at various times of the simulation for the system with no 
bubbles; νp = 1.0 km/s and τs = 5 ps. Top views are on the left and cross sectional views are on 
the right. 
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Figure 3.13: 2-dimensional pressure maps calculated at the membrane position at various 
times for the system containing a nanobubble (D=60 nm); νp = 1.0 km/s and τs = 5 ps. Range of 
units (in color) is in MPa. 1-dimensional pressure profile is placed on the bottom.  Letters on the 
1-d profile refer to same moments of time as on panels with 2-d profiles. 
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Figure 3.14: Bilayer membrane at various times of the simulation performed on a system 
containing a nanobubble (D=60 nm); νp = 1.0 km/s and τs = 5 ps. Top views are on the left and 
cross sectional views are on the right. 
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Figure 3.15: Pressure profiles at the membrane position in simulations with νp = 0.5 km/s. 
(a) τs = 5 ps and (b) τs = 10 ps; in both cases a nanobubble is present (D = 60 nm). 
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Figure 3.16: 2-dimensional pressure maps calculated at the membrane position at various 
times for the system containing a nanobubble (D=60 nm); νp = 0.5 km/s and τs = 5 ps. Range of 
units (in color) is in MPa. 1-dimensional pressure profile is placed on the bottom.  Letters on the 
1-d profile refer to same moments of time as on panels with 2-d profiles. 
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Figure 3.17: Bilayer membrane at various times of the simulation performed on a system 
containing a nanobubble (D=60 nm); νp = 0.5 km/s and τs = 5 ps. Top views are on the left and 
cross sectional views are on the right. 
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Figure 3.18: 2-dimensional pressure maps calculated at the membrane position at various 
times for the system containing a nanobubble (D=60 nm); νp = 0.5 km/s and τs = 10 ps. Range of 
units (in color) is in MPa. 1-dimensional pressure profile is placed on the bottom right side.  
Letters on the 1-d profile refer to same moments of time as on panels with 2-d profiles. 
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Figure 3.19: Bilayer membrane at various times of the simulation performed on a system 
containing a nanobubble (D=60 nm); νp = 0.5 km/s and τs = 10 ps. Top views are on the left and 
cross sectional views are on the right. 
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Figure 3.20: Pressure profile at the membrane position in a simulation with νp = 1.0 km/s, τs 
= 3 ps and a nanobubble with a diameter, D = 20 nm). 
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Figure 3.21: 2-dimensional pressure maps calculated at the membrane position at various 
times for the system containing a nanobubble (D=20 nm); νp = 1.0 km/s and τs = 3 ps. Range of 
units (in color) is in MPa. 1-dimensional pressure profile is placed on the bottom.  Letters on the 
1-d profile refer to same moments of time as on panels with 2-d profiles. 
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Figure 3.22: Bilayer membrane at various times of the simulation performed on a system 
containing a nanobubble (D=20 nm); νp = 1.0 km/s and τs = 3 ps. Top views are on the left and 
cross sectional views are on the right 
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Figure 3.23: Water density and snapshots of membrane. Panel A – 2d water density maps 
showing the spontaneous collapse of a bubble (D=60 nm) in simulations performed using NPT 
ensemble. Panel B – Snapshots of membrane during the spontaneous bubble collapse at various 
simulation times. 
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Chapter 4: Opening of the Blood-Brain Barrier Tight Junction Due to Shock Wave 
Induced Bubble Collapse: A Molecular Dynamics Simulation Study3 
4.1 Introduction 
Lately, it was shown that the cavitation effect plays a very important role in the 
ultrasound assisted drug delivery to specific areas of the human body, including brain areas91,113–
118. Delivering drugs to the brain is problematic due to the presence of the blood-brain barrier 
(BBB), a system that controls the exchange of chemicals between blood and brain regions. 
Therefore, implosions of microbubbles loaded with drugs, implosions that occur due to 
cavitation effect induced by the traveling ultrasound, weaken or destroy the BBB, opening the 
way for drug permeation into the brain. Recently, it was suggested that pressure waves created 
by blasts, that produce injury in the brain, so-called blast-induced traumatic brain injury (bTBI), 
may be also connected to damaged BBB32,119–125. Among different reasons that may cause 
damage to BBB, the cavitation effect (that is present due to implosion of bubbles, microscopic or 
nanoscopic in size, and created in blood during the passage of shock waves from the blast), was 
also considered as a possible reason. While some experimental work32,119–124 and very recent 
computational work that used continuum modeling125 investigated the connection between bTBI 
(or TBI in general) and damage to the BBB, no work has yet appeared gearing toward 
understanding the molecular picture behind this connection. 
                                                          
3 This chapter previously appeared as an article in the ACS Chemical Neuroscience. The original citation is as 
follows: Goliaei A, Adhikari U, and Berkowitz M L, “Opening of the Blood-Brain Barrier Tight Junction Due to Shock 
Wave Induced Bubble Collapse: A Molecular Dynamics Simulation Study,” ACS Chemical Neuroscience 8, no. 6 
(August 2015): 1296. 
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Computer simulations proved to be a very efficient tool in providing detailed and often 
molecular detailed pictures of events occurring in biological processes126–129. Detailed 
simulations describing motion of every atom are used when detailed information is required, for 
example, to understand such process as a change in the secondary structure of a protein. When 
the length and time scales of the processes are large in comparison with atomic scales, one can 
use coarse grained (CG) simulations where, for example, a group of atoms is represented by an 
effective particle and the interaction between atoms is reduced to interaction between these kinds 
of effective particles, as it is done in the force field called MARTINI22. Initially constructed to 
describe model lipid membranes, MARTINI was extended to describe interactions between 
membranes and proteins,73 often producing a successful nanoscopic description of the processes 
taking place in these systems130. We used MARTINI to study interactions of antimicrobial 
peptides, such as melittin and/or magainin, with lipid membranes50,131,132. Very recently, we also 
used MARTINI to study shock wave induced implosions of bubbles situated next to lipid 
bilayers and the damage to bilayers due to such implosions83,100,133.  
In this paper, we report the results from our computational study on how the shock wave 
induced bubble implosions (cavitation effect) influence the strength of the BBB. Since no 
previous molecular or even coarse-grained models of BBB are available in the literature, we 
propose here a first such model. The BBB, as are most of the biological machineries, is quite 
complicated, especially on a detailed molecular or nanoscopic level. To simulate the BBB 
damage due to cavitation, our first model needs to be simplified and we concentrated our study 
on the tight junction (TJ) region between the endothelial cells. In our model, the TJ connecting 
the gap between two adjacent cell membranes is represented by two pairs of typical TJ proteins, 
claudins, specifically claudins-15. We chose claudin-15 because its crystal structure was 
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available134 and, more importantly, it is homologically related to claudin-5135, which is abundant 
in brain capillaries136. We monitored the degree of the connection between claudin-15 protein 
pairs when they were exposed to the cavitation effect and observed that bubble implosion plays a 
crucial role in the serious damage to our model BBB, indicating that the cavitation effect also 
suspected to exist in the human body after blasts may produce damage and even destroy the 
BBB, and thus be responsible for the brain damage produced in many blasts, even when they are 
mild. 
4.2 Results and Discussion 
We described the interactions between molecules in our systems by using a coarse 
grained MARTINI force field with improved parameters for proteins65 and polarizable water66. 
The improved parameters provide a more realistic description of the proteins and their 
interactions with lipid bilayers65,130. Since no structure is available for the interacting pair of 
claudin-15 situated in the extracellular region, we performed long molecular dynamics 
simulations to get such a structure (see Methods for details). To construct our model of TJ 
between two cells, we created a large oval shaped vesicle containing DPPC lipids solvated in 
water (9835 CG DPPC lipid molecules and 727 946 CG polarizable water molecules). On one of 
the sides of the vesicle, we placed two pairs of interacting claudin-15 proteins. Because of the 
periodic boundary conditions we use in our simulations, we actually simulate a stack of “cells” 
(our vesicles) connected through model TJ consisting of two pairs of interacting claudin-15 
proteins. Figure 4.1 depicts the stack (panel (A)) containing periodic images of our “cells” and 
the TJ between them; this picture is reminiscent of a picture of a stack of cells connected by TJ 
that surround a blood capillary. Panel (B) of Figure 4.1 shows the simulation unit cell containing 
parts of the membrane with the TJ between them. Following up on the initial preparation step, 
73 
 
we expanded the size of the unit cell of our system in the Y and Z directions by adding CG 
MARTINI polarizable water. The expansion of number of water molecules to include 3 481 386 
CG particles produced a box with sizes 54.0 × 54.0 × 144.4 nm3. This was done with the purpose 
to incorporate a bubble 30 nm in diameter in the water region located bellow the vesicle. The 
bubble (nanobubble) was created by removing all water molecules situated in a sphere of 
diameter 30 nm located in the vicinity of the TJ. The final large-sized unit cell (in some cases 
containing a bubble, in some without a bubble, to be able to study the effect of a bubble collapse 
on the integrity of the TJ by comparing results from simulations with and without the bubble 
collapse) was again equilibrated for another 10 ns, and after this equilibration period our 
production runs with shock waves impinging on the system were performed. Shock waves were 
generated by using the momentum mirror approach which was successfully applied in previous 
simulation work where shock waves were created79,83,100,111,112,133. The procedure we adopted to 
create shock waves is analogous to having a piston in our system that is moving toward the +Z 
direction with velocity νp and reflecting all the particles coming into contact with it. We stopped 
the piston after a short time (τs), and allowed the created shock wave to move in the +Z direction. 
By doing this, we produced a shock wave impulse traveling toward the TJ. In the present 
simulations, νp was 1.5 km/s and we performed simulations with two τs values: 2 and 5 ps. The 
shock wave velocity νs was calculated in systems containing pure CG polarizable water by 
measuring the speed of discontinuity in water density profile along the +Z direction. The damage 
produced by the shock wave on the subject it hits is determined by the shock wave impulse 
(when no bubbles are present) that is given by the equation I = ∫0t+ P(t) dt, where P(t) is the shock 
wave pressure on the membrane and t+ is the duration of time it takes for the positive phase of 
the shock wave to pass80. Using the above formula, we calculated the impulse for systems with 
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no bubbles. The shock wave velocities and impulses for cases when νp = 1.5 km/s and τs = 2 and 
5 ps are presented in Table 4.1. This table serves as a dictionary that translates values for 
parameters we use in simulations to parameters describing the shock wave speed and intensity, 
parameters that are used to report experimental measurements. As we can see from Table 4.1, the 
shock wave impulse in our simulations corresponds to impulses created by a very mild blast (I ∼ 
8.5 mPa·s when τs = 2 ps) and a mild blast (I ∼ 35.6 mPa·s when τs = 5 ps). 
The main results from our simulations can be seen depicted in Figures 4.2–5. In the 
absence of a nanobubble, the passage of a shock wave has a small effect on the interacting pairs 
of proteins, as can be seen in Figure 4.2. As the figure shows, following the shock passage, the 
interacting proteins in systems with no bubbles retain their contacts with one another and do not 
separate from each other. However, in the case of τs = 5 ps, upon the collapse of 30 nm in 
diameter nanobubble caused by the passage of the shock wave, a large change in properties of 
both vesicle and proteins in our system can be observed in Figure 4.2A. The vesicle parts next to 
proteins are expanded following the bombardment by high velocity water particles and their 
shape changes. The proteins completely lose their contacts and pairs become separate entities. 
On the other hand the effect is less pronounced when τs = 2 ps, as shown in Figure 4.2B. 
Although the proteins in the pair that were hit first (bottom pair in the figure) get separated, the 
degree of their separation is smaller compared to that in the case with τs = 5 ps; the proteins that 
were hit later (top pair in the figure) still keep their contact. In addition, the vesicle itself has not 
been changed substantially, as this happened in the case when τs = 5 ps. The secondary structure 
of the proteins also changed as a result of the bubble collapse, as again can be inferred from 
Figure 4.2. To quantify the change in the secondary structure of our proteins, values for the 
RMSD from the initial crystal structure were calculated and compared to the values obtained 
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from simulations with no bubbles being present. Figure 4.3 shows the result of RMSD 
calculations for simulations performed in this study. Figure 4.3A shows a significant change in 
RMSD values for the two proteins on the bottom (3 and 4) and a smaller change for the two 
proteins on the top (1 and 2) when τs = 5 ps. Figure 4.3B shows that in the case when τs = 2 ps, 
the values for the RMSD were not that large. The fact that proteins 3 and 4 display large RMSD 
is expected, since these proteins are closer to the bubble when it collapses and hence they feel a 
greater force. In comparison, when there is no bubble present, RMSD values do not change 
significantly in time, as shown by dashed lines in both panels (A) and (B). 
To analyze further the effect of bubble collapse on the proteins, the number of contacts 
between interacting partner proteins was measured. Figure 4.4A indicates that, as expected, when 
τs = 5 ps, the number of contacts between two interacting proteins drops to zero (complete 
separation) in the presence of the bubble. However, without a bubble present, no significant 
change in the number of contacts is seen during the 60 ps of shock wave simulation. On the other 
hand, when the τs = 2 ps, as Figure 4.4B shows, only the closest pair to the bubble loses contact 
completely (black curve), while the top pair (red curve) is still in contact, even after 90 ps of the 
simulation. An illustration of the structural dynamics of our model of TJ collapse, observed in 
simulations when the nanobubble was present (and when τs = 5 ps), is shown in Figure 5.5. As 
the simulation progresses, the bubble collapse causes a complete segregation of the two protein 
pairs and also causes the change in the shape of the lipid vesicle, that gets elongated in the 
direction of the shock wave propagation. 
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4.3 Conclusion 
Our computer simulations reported here were performed to study the effect of 
nanobubble collapse that, as it is suggested, can occur in blood capillaries after passage of the 
blast induced shock waves. It was also suggested that this collapse may cause damage to, or even 
destruction of, the BBB by damaging (destroying) the TJ between the BBB cells114,125. In our 
simulations we considered model systems with the TJ containing two pairs of the TJ protein, 
claudin-15. When no bubble was present in the system, we did not observe any damage done to 
the TJ upon passage of the shock wave. In cases when bubbles of 30 nm in diameter were 
present in the system, their collapse under the influence of a very mild shock wave with an 
impulse of ∼8 mPa·s produced some small amount of damage to the TJ. When the impulse of the 
shock wave was more than 4 times larger (but still remained mild in relative values, if compared 
with the impulse of 54 Pa·s observed in experiment when no damage to cell was done80), our 
model TJ was destroyed. Although our simulations were performed on relatively simple systems, 
they show the crucial role played by the presence of nanobubbles and the cavitation effect in 
causing severe damage to cell membranes and also proteins embedded in the cell membranes. 
4.4 Methods 
Our molecular dynamics simulations were performed using Gromacs 4.6.6 package67,107–
109. The initial structure of the protein in our study was the available crystal structure of claudin-
15134 (PDB ID: 4P79). To coarse grain the protein, the martinize.py script65, downloaded from 
the MARTINI force field website, was used. Cysteine residues 47 and 57 were linked together to 
emulate disulfide bonds in the extracellular region number one (ECL1). The claudin-15 protein 
77 
 
carries a net negative charge of −1, and therefore, we also placed sodium ions (Na+) into the 
system in numbers that were needed to neutralize the system. 
The structure of the interacting pair of claudin-15 situated in the extracellular (ECL) 
region was obtained by performing long molecular dynamics simulations. Initially, one protein 
was inserted in a cylindrical pore created in the center of a DPPC (1,2-dipalmitoyl-sn-glycero-3-
phosphocholine) bilayer containing a patch of 150 lipids. This bilayer together with the 
embedded protein was then replicated, rotated, and translated to the top of the first system so that 
the two ECL regions of each protein were in water facing each other, but not in contact with each 
other. This new system (a double bilayer with one protein in each bilayer) was then energy 
minimized, and a 1 μs molecular dynamics run was performed. During this run, the two proteins 
found each other and made a head-to-head contact after ∼100 ns. This contact was stable 
throughout the rest of the simulation, so we used the created claudin-15 pair as a model of our 
interacting proteins in the TJ. The 1 μs simulation was done using the NPT ensemble, with 
temperature kept at 320 K and pressure at 1.0 bar (semi-isotropic coupling) using the Berendsen 
coupling scheme68. The time constants for temperature and pressure coupling were 1 and 2 ps, 
respectively. Compressibility value for the pressure coupling was set to 3 × 10–4 bar–1. The 
Lennard–Jones interaction cutoff value of 1.2 nm was used, and the “shift” scheme with a cutoff 
of 1.2 nm was applied for the electrostatics. The dielectric constant was set to 2.5, and the time 
step for the integration was 20 fs. The final box size was X = 7.25, Y = 7.25, and Z = 17.9 nm. 
Since the goal of our simulations is to study how the proteins of TJ region respond to 
cavitation during the blast, it is important to have the correct density in our system. Therefore, 
prior to performing shock wave simulations, we continued the preparation of the system without 
the bubbles and equilibrated it for 100 ns using the NVT ensemble. To create the shock wave, we 
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used the mirror approach when all the particles in the system move with certain velocity νp 
toward the mirror placed at the end of the box in the −Z direction. The particles get reflected 
upon impact with the mirror, thus creating a shock wave with velocity νs larger than νp and 
moving in the +Z direction. A 2 nm vacuum layer was added at the end of the −Z direction to 
avoid the immediate contact between the particles and the mirror at the beginning of the 
simulation. All shock simulations were performed in the constant energy ensemble with the 
periodic boundary condition (PBC) turned off in the Z-direction. The time step of 4 fs was used. 
The cutoff value for the nonbonded interactions was 1.4 nm instead of the usual 1.2 nm, and the 
neighbors list was updated every 5 steps, instead of the usual 10. Each simulation with τs = 2 ps 
was performed for 90 ps and with τs = 5 ps for 60 ps, to make sure the shock front moved across 
the simulation box and exited on the end opposite from where it initiated. Since shock wave 
simulations were short in their duration, we performed a number of them, with different initial 
velocities, but corresponding to the same temperature. All the results were very similar for 
simulations done with the same value of τs. We presented here the results from one typical 
simulation in each case. 
The pressure calculation was done using Gromacs-4.0.2_local pressure77 version of 
Gromacs following the method developed by Ollila et al77. The dimension of the small cubes 
when discretizing the system was set to 0.5 nm. 
To study the integrity of the protein pair in its contact, we analyzed the number of contact 
points between the pair using the Plumed 2.1 plug-in137. More specifically, we calculated how 
many atoms from the first protein are found at a certain distance (1 nm in our case) from the 
second protein of the same pair. The calculated value was considered as the number of contacts 
between the two interacting proteins in our study.  
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Table 4.1. Impulse and velocity of the shock wave at the time when it hits the bilayer for 
different piston stopping time (τs). 
 
 
 
 
 
  
τs (ps) Impulse (I); mPa*s Shock velocity (νs); km/s 
2 8.44 2.27 
5 35.59 3.11 
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Figure 4.1: Initial configuration of the model TJ. (A) Simulation box (with no bubble present) 
periodically repeated in the −X and +X directions. Blue background represents water. (B) TJ part 
in the simulation box where more emphasis on the two pairs of proteins is highlighted. Each one 
of the interacting claudin-15 molecules is color coded to show the interacting partner. 
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Figure 4.2: Shock wave simulations with and without a nanobubble. The figure shows the 
configuration of the vesicle and protein pairs after shock. Snapshot from the simulation (A) when 
τs = 5 ps and (B) when τs = 2 ps. In each panel, the resulting configuration when no bubble is 
present is on the right, whereas the case when the bubble is present is on the left. 
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Figure 4.3: RMSD curves for each of the claudin-15 proteins. (A) Change of RMSD values 
over 60 ps shock wave simulation, when τs = 5 ps. (B) Change of RMSD over 90 ps of 
simulation when τs = 2 ps. Each graph is colored and corresponds to the numbered proteins 
shown in (C). RMSD values for simulation with the presence of bubble are represented by solid 
lines. Lines for results from shock wave simulation without bubbles are shown as dashed lines. 
As a control, simulations with no shock waves were also performed and the RMSD values were 
measured. They are presented in the graphs as dotted lines. 
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Figure 4.4: Number of contacts between interacting protein pairs. (A) Change in the number 
of contacts between interacting pairs during 60 ps of shock wave simulation when τs = 5 ps. (B) 
Change in contact number during 90 ps of simulation when τs = 2 ps. Black and red curves 
represent cases when a bubble is present, while green and blue lines represent cases when there 
is no bubble. 
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Figure 4.5: Overall progress of the simulation during the 60 ps shock wave propagation in a 
system when a 30 nm bubble is present and when τs = 5 ps. The frames are in the direction of 
increasing time when observed from the bottom-up. Red arrows at the bottom indicate the 
direction of the shock wave propagation. 
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Chapter 5: Properties of Poloxamer Molecules and Poloxamer Micelles Dissolved in Water 
and Next to Lipid Bilayers: Results from Computer Simulations4 
5.1 Introduction 
Poloxamers are a class of triblock copolymers with the central hydrophobic group 
flanked by hydrophilic groups on both sides. The hydrophobic block consists of a chain of 
poly(propylene oxide) (PPO) units, whereas the hydrophilic block is made of poly(ethylene 
oxide) (PEO) units. The structural formula for poloxamer is therefore PEO–PPO–PEO, and the 
copolymer has an amphiphilic character. Poloxamers are found in both liquid and solid forms, 
and their molecular mass can reach values of up to several thousand daltons. One can vary the 
PEO and PPO chain lengths and produce poloxamers with a variety of properties and functions. 
Because of their nontoxic nature and high solubility in water they are widely used to facilitate 
gene/drug delivery, as emulsifying agents, or as agents helping in healing damaged cell 
membranes36–40.  
One of the widely studied poloxamers is a molecule called P85. This molecule is believed 
to decrease the multidrug resistance (MDR) in cells41 by inhibiting the activity of the transporter 
proteins like p-glycoproteins by producing changes in lipid environment around the proteins. P85 
poloxamers might also be responsible for the conformational changes of membrane proteins. In 
addition, they also translocate through the cancer cell membrane and affect that cell’s 
                                                          
4 This chapter previously appeared as an article in the Journal of Physical Chemistry B. The original citation is as 
follows: Adhikari U, Goliaei A, Tsereteli L, and Berkowitz M L, “Properties of Poloxamer Molecules and Poloxamer 
Micelles Dissolved in Water and Next to Lipid Bilayers: Results from Computer Simulations,” Journal of Physical 
Chemistry B 26, no. 120 (July 2016): 5823. 
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metabolism. Therefore, micelles consisting of P85 molecules are used to deliver drugs to cancer 
cells37,138.  
Another poloxamer of great interest is P188, which is already commercially used in 
medical applications, especially in the healing of burned or damaged skin42,139–142. It is believed 
that P188 inserts inside the damaged bilayer membrane, helping to restore the membrane 
integrity, and is squeezed out from the membrane once the membrane is healed141,143,144.  
Although understanding the nature of interaction between poloxamers and lipid 
membranes is very important for the effective use of these polymers in biological systems, it is 
hard to perform experimental investigations that would provide a detailed molecular level picture 
of these interactions. Therefore, molecular dynamics simulation technique is emerging as one of 
the best tools to get such a picture. Nevertheless, as of today, there are only a few reports145,146 in 
the literature describing simulations performed to study the interaction of poloxamers with lipid 
membranes. 
Often the time scale and length scale involved in the study of systems containing 
polymers and lipid membranes are larger than the ones that can be covered by simulations using 
all-atom or united atom force fields. Most of the time in these situations one uses coarse-grained 
(CG) force fields that reduce the number of degrees of freedom and accelerate the dynamics of 
the system, leaving most of the structural and thermodynamics information intact. Thus, 
parameters for the CG force field describing polyethylene and polypropylene147, polyethylene 
glycol and polyoxyethylene alkyl ethers148, and also PEO and PPO chains149 are reported in the 
literature. CG force-field parameters for poloxamers are also reported in the literature146,150,151. 
For example, the MARTINI CG force field was extended recently to include a 3-to-1 mapping of 
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PEO and a 4-to-1 mapping of PPO chains146. This extended force field was used to describe the 
interaction between poloxamers and membranes containing DMPC lipid molecules. 
All previous coarse-grained simulations performed on systems with poloxamers, in the 
presence or absence of lipid membranes, were performed using nonpolarizable MARTINI water, 
which does not consider the effect of water polarization. The inclusion of polarization plays an 
important role in the description of interactions between systems containing charged or polar 
molecules immersed in water66. Although poloxamers are electrically neutral, they contain polar 
groups and their interactions across water with membranes containing lipids with polar or 
charged groups and also proteins with polar or charged residues strongly depend on the correct 
description of coarse-grained water-like particles. Therefore, we performed present simulations, 
described in this paper, using a polarizable water particle from the CG MARTINI force field66. 
Because the previously developed MARTINI-type CG force field for poloxamers was used in 
simulations with nonpolarizable MARTINI water146 we adjusted the poloxamer beads 
interactions with other beads in the system (see Methods). 
An important property of poloxamers is their ability to form micelles152–156. The number 
of molecules in the micelle, known as the aggregation number, depends on the type of the 
molecule and the temperature157. Poloxamer micelles are found to be very important in the drug-
delivery process. Nevertheless, no simulations have been performed yet to study the poloxamer 
micelle–membrane interaction. In view of the importance of both shorter-sized poloxamers, such 
as P85, and also longer-sized, such as P188, we studied the interaction of both P85 micelles and 
P188 micelles with the DMPC membrane. We also studied the interaction of P188 micelle with a 
bilayer containing a pore to investigate the sealing ability of this micelle. 
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5.2 Methods 
5.2.1 Coarse-Grained Force Field 
The parameters for the CG force field describing water and lipids in our simulations were 
taken from the MARTINI22,65,66,73,130 force field with polarizable water. To describe poloxamers, 
we followed the same mapping procedure and adopted the same bonded interactions parameters 
as was done in ref 146. Thus, 3-to-1 and 4-to-1 mapping was applied for PEO and PPO, 
respectively. To take into account that water particles are represented as polarizable MARTINI 
water, we adjusted the parameters describing the potential strength (ε) of the Lennard-Jones (LJ) 
nonbonded interactions of PEO and PPO with themselves, with the polarizable water, and with 
the coarse-grained lipid beads. The adjustment was performed by using a trial procedure. We 
tested the validity of our modified force field in simulations containing either one poloxamer 
molecule dissolved in water or a micelle containing poloxamer molecules, also dissolved in 
water. In both types of systems we compared the calculated from the simulations radii of 
gyration with the radii measured in experiment. The new nonbonded LJ parameters ε we used in 
our simulations for the various interbead interactions are given in Table 5.1. The rest of the 
force-field description and parameters can be found in ref 146. 
5.2.2 Setup of Molecular Dynamics (MD) Runs 
We performed all molecular dynamics simulations using Gromacs 4.6.6 package67,107–109. 
Most of the simulations were performed in the NPT ensemble, although simulations of systems 
containing pores in membranes were done using NPzAT ensemble because pores are unstable 
when the NPT ensemble is used. The temperature 293 K was kept constant for systems with a 
single poloxamer, and 320 K was kept constant for systems containing micelles and the 
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membrane; we used the velocity-rescaling scheme158 to keep the temperature constant. The 
pressure was set at 1 bar (isotropic for poloxamer simulations and semi-isotropic for systems 
containing the membrane) by using the Parrinello–Rahman pressure coupling scheme159,160. 
Time constants for temperature and pressure couplings were taken to be 1 and 12 ps, 
respectively. Pressure compressibility was set to 3 × 10–4 bar. The Lennard-Jones interaction 
cutoff was set to 1.2 nm using the shift scheme, and the dielectric constant was set to a value of 
2.5. The time step was 20 fs in all simulations. Before our production MD runs were performed, 
all systems were energy minimized. 
5.2.3 Simulations of Poloxamers in Bulk water 
We considered two different poloxamers, P85 and P188, because they have different 
sizes of PEO and PPO units. The former has a shorter PEO block (26 monomers) and a longer 
PPO block (40 monomers), whereas the latter one has a longer PEO block (80 monomers) and a 
shorter PPO block (27 monomers). 
To calculate the radius of gyration, Rg, of a single P85 poloxamer, we simulated a cubic 
unit cell with a size of 8.5 nm in each direction that contained a poloxamer molecule solvated by 
5284 polarizable water particles. In the case of P188 poloxamer a bigger cubic unit cell with a 
size of 13 nm in each direction was used. In this case the poloxamer was solvated by 18 203 
polarizable water particles. In both cases molecular dynamics simulation was performed for 1 μs. 
On the basis of the experimental result153 we chose the aggregation number of P85 
micelle to be 60 at 320 K. The aggregation number for P188 was chosen as 21154,161. Because the 
self-assembly of these poloxamers into micelles starting from a random configuration of 
poloxamers can take a very long time, we constructed our micelles using the following 
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procedures: (a) For P85, four sets of 15 poloxamers were allowed to self-assemble, each forming 
a micelle. After that, four of these micelles, each containing 15 poloxamers, were placed close to 
each other and an MD simulation was performed until a stable micelle containing 60 P85 
poloxamers was formed. (b) Similarly, for the P188 micelle formation, initially three sets of 
seven P188 molecules were allowed to self-assemble. After that these micelles were placed close 
to each other to assemble into a big micelle containing 21 P188 molecules. In both cases, the 
final step in the micelle preparation was run for 200 ns. Upon the completion of stable micelle 
preparation, each micelle was immersed into a cubic box with the size of ∼29 nm containing 
∼200 000 polarizable water molecules. The simulation runs containing micelles were performed 
for 1 μs in the NPT ensemble. 
5.2.4 Simulations of Poloxamers in the Presence of a Bilayer Membrane 
A single poloxamer was allowed to interact with a lipid bilayer containing 288 (144 in 
each leaflet) 1,2-dimyristoyl-sn-glycero-3-phosphocholine (DMPC) lipids. The DMPC bilayer 
was initially constructed using insane.py162 script. MD simulation was run for 1 μs to observe the 
various stages of interaction between a single poloxamer and the DMPC bilayer. The final unit 
cell size for the P85-DMPC system was 9 × 9 × 13 nm3, and it contained 6873 polarizable water 
particles, whereas in the case of P188 poloxamer the cell size was 9 × 9 × 17 nm3 and it 
contained 10 637 polarizable water particles. Micelles were allowed to interact with a 
comparatively bigger DMPC bilayer containing 1568 lipids (784 in each leaflet). The final cell 
size for this simulation was ∼22 × 22 × 30 nm3 containing ∼108 000 polarizable water particles. 
These simulations were run for 5 μs. 
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5.2.5 Simulations of Poloxamer Micelles in the Presence of a Bilayer Membrane Containing 
a Pore 
A DMPC bilayer with a pore was created using insane.py script162. The bilayer was made 
up of 1424 lipids and the pore size was ∼7 nm in diameter. The size of the simulation cell was 
22 × 22 × 32 nm3 containing 121 879 water particles. A micelle containing P188 poloxamers was 
placed on the top of the pore. The MD simulation was performed for 1 μs. 
5.3 Results and Discussion 
5.3.1 Radii of Gyration (Rg) 
We present the instantaneous values of Rg as a function of time during 1 μs of the 
simulation run in Figures 5.1 and 5.2. The time average Rg for P85 is 2.16 ± 0.36 nm. This value 
is in a good agreement with the experimental value of ∼1.95 nm153 and the value of ∼2.2 
obtained in simulations with a nonpolarizable water146. The value of Rg for the P85 micelle 
(aggregation number = 60) at 320 K is 4.61 ± 0.11 nm, which is also close to the experimental 
value of ∼4.7 nm153. From Figure 5.1 we observe that Rg fluctuates in time and the value of 
fluctuations for a single P85 is relatively large, while it is small for the micelle. Figure 5.1 also 
indicates that fluctuations in the shape of P85 micelle may have a low-frequency component. 
From the data shown in Figure 5.2 we found that Rg of a single P188 poloxamer at 293 K is 4.10 
± 0.87 nm. The experimental value of the hydrodynamic radius of P188 at 293 K is reported to 
be ∼2.5 nm154. This is consistent with the observation that a radius of gyration of a nonspherical 
system (like a P188 molecule) is usually larger than the hydrodynamic radius163. Our calculated 
value of Rg is also larger than the experimental value of Rg = 3.1 nm for a similar F68 
poloxamer156containing two blocks of PEO, each with 75 units and a block of 30 units of PPO. 
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The Rg value of the P188 micelle (aggregation number = 21) at 293 K is found to be 6.74 ± 0.20 
nm. This value is close to the hydrodynamic radius of P188 micelle at 320 K (∼7 nm)154. 
Because for spherical micelles the radius of gyration and the hydrodynamic radius are 
comparable, the result from our simulation is consistent with the experimental result. Snapshots 
from our simulations of micelles in water are shown in Figure 5.3. 
The shape of a micelle can be examined by calculating the eccentricity (ε), defined as 
𝜀 = 1 − 
𝐼𝑚𝑖𝑛
𝐼𝑎𝑣𝑔
 
where Imin is the smallest moment of inertia and Iavg is the average moment of inertia. If Imin/Iavg 
is equal to 1, the micelle is spherical, whereas the value smaller than 1 indicates ellipsoidal 
shape164–166. We find that both of our P85 and P188 micelles are not perfectly spherical, although 
the P85 micelle is close to being spherical, having a Imin/Iavg value of 0.90 (0.85 for the central 
hydrophobic PPO core). As one can see from the structure shown in Figure 5.3, P188 micelle is 
much less spherical. Indeed the Imin/Iavg ratio for this micelle is equal to 0.73, and it has a really 
small value of 0.37 for the rod like hydrophobic PPO core. This smaller value of Imin/Iavg for the 
P188 micelle is partly due to the presence of long PEO chains floating in water, which constantly 
move away and come back to the center of the micelle. The time dependence of the eccentricities 
of P85 and P188 micelles during 1 μs simulation run is shown in Figure 5.4, indicating that the 
shape of the micelles remains nearly the same during the run. 
5.3.2 Interaction of Poloxamers with Membrane 
To study the interaction of a P85 poloxamer molecule with a lipid bilayer, we placed one 
P85 molecule in close proximity to the bilayer containing DMPC lipids. Snapshots showing 
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different stages of the simulation are presented in Figure 5.5. We observed that after a short time 
period (∼10 ns) the hydrophilic PEO parts of the poloxamer quickly got engaged in the 
interaction with the headgroup region of the bilayer. As the PEO groups kept interacting with the 
lipid headgroups, the PPO region kept floating in the water. This continued for ∼100 ns, after 
which the PPO block found a path to cross the hydrophilic barrier formed by the lipid 
headgroups. As one can see from the snapshots in Figure 5.5, it takes ∼1 ns for the complete 
insertion of PPO block into the hydrophobic region of the bilayer. We continued the simulation 
for 5 μs and observed that the PPO block, when inserted into the hydrophobic region of the 
membrane, remained there, while the PEO blocks kept interacting with the lipid headgroups and 
nearby water particles. 
We observed similar results from the simulation of the system where we studied the 
interaction of the P188 poloxamer with the DMPC bilayer (see snapshots in Figure 5.6). The 
insertion of the PPO chain also occurred after a time period of order ∼100 ns, and again it took a 
very short time period (∼1 ns) for the complete insertion of the PPO into the hydrophobic part of 
the membrane. Similarly, the simulation performed up to 5 μs showed that PPO block stayed 
inside the hydrophobic core of the bilayer, while PEO blocks were interacting with the lipid 
headgroups and with water. Density profiles that describe the locations of the bilayer headgroups 
and poloxamers blocks are shown in Figure 5.7, in panel A for P85 and in panel B for P188. 
These plots confirm that PPO block spends most of its time inside the hydrophobic core of the 
bilayer, whereas PEO blocks mostly stay in the hydrophilic region of the bilayer. 
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5.3.3 Interaction of Poloxamer Micelles with the DMPC Bilayer 
To study the interaction between a P85 poloxamer micelle with a lipid bilayer, we placed 
a previously prepared micelle containing 60 P85 molecules in a close proximity to a DMPC 
bilayer containing 1568 lipids (see the snapshot on the left of Figure 5.8). As the simulations 
proceeded, half of the PEO chains of poloxamers got engaged in the interaction with the lipid 
headgroups, but during the time period of 1 μs only one of the P85 molecules got inserted inside 
the hydrophobic core of the bilayer. The bilayer curved substantially, as the snapshot from 
Figure 5.8 shows, but the barrier formed by the hydrophilic lipid headgroups was strong enough 
to keep the micelle out of the bilayer. Continuation of the simulation for another 5 μs resulted in 
the insertion of only one more P85 molecule into the bilayer, while the micelle lost its spherical 
shape and spread on the surface of the bilayer (see the right panel of Figure 5.8). 
Basically similar in general, but slightly different in detail results were obtained in case 
of P188 micelle. When this micelle was placed near the membrane, almost all of the PEO chains 
got engaged in the interaction with the hydrophilic lipid headgroups. Unlike in case of P85 
micelle, we did not observe any significant curving of the bilayer or insertion of the poloxamer 
molecule into the bilayer within 1 μs of simulation. After the simulation run was performed for 5 
μs, only one P188 molecule got inserted inside the bilayer. Figure 5.9 shows some snapshots 
from the simulation of P188 micelle with the DMPC bilayer. 
5.3.4 Does the P188 Micelle Seal the Pores in the Membrane? 
P188 poloxamer molecules are widely used as membrane sealants and, as observed in the 
experiments, they help to heal the damage caused to the membrane by closing pores in 
them39,40,42. Despite the fact that it is important to understand the molecular detailed picture of 
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the pore closure assisted by the P188 poloxamer, experiments did not provide such a picture, and 
we hope that computer simulations can help in this case also. Our present simulation showed (see 
Figure 5.3) that after a 1 μs run the hydrophobic part that is the core of the P188 micelle forms a 
rod-like structure with length and width of ∼6 and ∼3 nm, respectively, although the overall 
structure of the micelle had a more spherical shape. It was also noted in the literature153 that at 
higher temperature there is a possibility of formation of cylindrical and lamellar types of 
micelles. 
It is known130,167,168 that MARTINI force field does not reproduce membrane pore closure 
event in simulations that are performed in the NPT ensemble. Therefore, to study pore closure 
and still use MARTINI, we used the NPzAT ensemble. In separate simulations containing a 
bilayer and a pore of ∼7 nm in diameter, we observed that the pore closed in few nanoseconds, if 
we used NPT ensemble, and stayed open during a 250 ns run, when NPzAT ensemble was used. 
To study the interaction between the membrane with a pore and the P188 micelle, we prepared a 
system containing a bilayer with a pore of size ∼7 nm diameter and placed a P188 micelle above 
the membrane on top of the pore. The snapshots of the system in various stages of the simulation 
can be seen in Figure 5.10. At the beginning of the run, the PEO blocks of the micelles started to 
interact with the lipid headgroups, and within 50 ns of the simulation the hydrophobic PPO core 
of the micelle reached the membrane pore. At this moment the PPO core of the micelle began 
entering the hydrophobic lipid bilayer through the edge of the pore. Because the pore usually has 
a toroidal shape, the density of hydrophilic headgroups near the pore edge is reduced. This 
facilitated the reduction of the barrier for the permeation of the micellar hydrophobic core. At the 
same time the interaction between the hydrophilic PEO chains with the lipid headgroups located 
at the edge of the pore also might facilitate the permeation of the micellar core by pulling the 
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lipid headgroups from the edge toward the rest of lipid headgroups. As the simulation continued, 
the PPO core of the micelle continued its permeation into the membrane, and ultimately the pore 
closed before the simulation reached 250 ns. We continued the simulation up to 1 μs and 
observed that all of the hydrophobic PPO chains previously located in the core of the micelle 
spread out into the bilayer’s hydrophobic part and the pore closed completely. 
5.4 Summary 
In this work, we used MARTINI force field to study the behavior of two poloxamers, P85 
and P188, in water and at the surface of the lipid bilayer membrane. Use of the force-field 
parameters reported here for the poloxamers, in the presence of the polarizable MARTINI water 
model, nicely reproduce the experimental values of radii of gyration and the expected behavior at 
the bilayer–water interface. We also performed simulations of poloxamer micelles that are 
formed when individual units self-assemble in the presence of water. We observed that the P85 
micelle (N = 60) is almost spherical in shape, whereas the P188 micelle (N = 21) is distorted 
from a spherical shape. In the latter case, the hydrophobic PPO core of the micelle forms a rod-
shaped structure. As expected, the hydrophilic PEO chains interact with the lipid headgroups of 
the bilayer and remain at the interface, whereas the PPO chains prefer to insert into the central 
hydrophobic region of the bilayer. We did not observe the translocation of the poloxamers 
through the bilayer in our simulations. We observed that poloxamer micelles although interacting 
strongly with the lipid bilayer remain attached to the bilayer surface. Only a few PPO units get 
inserted in the bilayer in a 5 μs long MD run. The micelles at the bilayer surface lost their nearly 
spherical shape and curved the membrane at the place of their attachment. 
97 
 
Our MD simulations support the suggestion that P188 micelles help in healing damaged 
membranes. In a simulation containing a P188 micelle and a bilayer membrane with a pore, the 
PPO chains of the micelle move into the bilayer through the pore region. This insertion helps to 
diminish the pore size, ultimately closing the pore in the membrane and thus sealing the damaged 
bilayer membrane. 
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Table 5.1: Nonbonded parameters for the interaction of PEO and PPO beads with each 
other, with polarizable water, and with lipid beads. POL refers to central bead of polarizable 
water molecule. Q0, Qa, Na and C1 refers to MARTINI lipid bead types corresponding to 
choline (NC3), Phosphate (PO4), glycerol ester (GL1/GL2), and apolar lipid tails (C1/C2) 
respectively.22 
Interaction ε (kJ/mol) 
PEO - PEO 3.0 
PEO - PPO 2.9 
PPO - PPO 2.8 
PEO -PW 4.0 
PPO -PW 3.2 
    
PEO – Q0 4.5 
PEO – Qa 5.0 
PEO - Na 4.0 
PEO – C1 2.7 
    
PPO – Q0 2.3 
PPO - Qa 2.7 
PPO - Na 2.9 
PPO – C1 4.0 
 
  
99 
 
 
Figure 5.1: Time dependence of radius of gyration of P85 poloxamer molecule at 293 K (A) 
and micelle (N = 60) at 320 K (B). 
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Figure 5.2: Time dependence of radius of gyration of P188 poloxamer molecule at 293 K (A) 
and micelle (N = 21) at 320 K (B). 
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Figure 5.3: Snapshots of micelles of P85 (aggregation number = 60; left) and P188 
(aggregation number = 21; right) at 320 K. PEO and PPO blocks are colored in green and red, 
respectively. 
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Figure 5.4: Eccentricity of P188 (black) and P85 (red) micelles during 1 μs simulation. 
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Figure 5.5: Various stages of insertion of Poloxamer P85 into the DMPC bilayer. PO4 bead 
is shown in brown, NC3 in blue, and lipid tails are in cyan. PEO and PPO blocks are colored in 
green and red, respectively. Water is not shown for clarity purpose. 
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Figure 5.6: Various stages of insertion of Poloxamer P188 into the DMPC bilayer. PO4 bead 
is shown in brown, NC3 in blue, and lipid tails in cyan. PEO and PPO blocks are colored in 
green and red, respectively. Water is not shown for clarity purpose. 
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Figure 5.7: Density profiles for cases when P85 (A) and P188 (B) molecules interact with 
DMPC bilayer during the 1 μs simulations. 
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Figure 5.8: Interaction of P85 micelle with the DMPC bilayer. PO4 bead is shown in brown, 
NC3 in blue, and lipid tails in cyan. PEO and PPO blocks are colored in green and red, 
respectively. Water is not shown for clarity. 
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Figure 5.9: Interaction of P188 micelle with the DMPC bilayer. PO4 bead is shown in brown, 
NC3 in blue, and lipid tails in cyan. PEO and PPO blocks are colored in green and red, 
respectively. Water is not shown for clarity. 
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Figure 5.10: Snapshots of interaction of P188 micelle with the DMPC bilayer containing a 
pore. For clarity, only PO4 (brown) and NC3 (blue) beads of lipids are shown. The picture on 
the right shows the top view of the pore in the membrane. PO4 beads are shown in brown and 
NC3 beads in blue. PEO and PPO blocks are colored in green and red, respectively. Water is not 
shown for clarity. 
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Chapter 6: Behavior of P85 and P188 Poloxamer Molecules: Computer Simulations Using 
United-Atom Force-Field5 
6.1 Introduction 
Poloxamers are a group of triblock copolymer molecules (these molecules are also known 
by their commercial names, one of which is Pluronics) that have been intensely studied recently 
due to their wide application in industrial and research environments169–182. Poloxamers consist 
of a central hydrophobic poly(propylene oxide) (PPO) block that is flanked by two hydrophilic 
poly(ethylene oxide) (PEO) blocks. The number of units in the PEO blocks is the same, and 
therefore the general formula of a poloxamer molecule is (PEO)m–(PPO)n–(PEO)m (see Figure 
6.1A). The hydrophilic/lipophilic character of the polymer is determined by the so-called HLB 
(hydrophilic–lipophilic balance) index that can be determined by the empirical formula: HLB = 
−36n/(2m + n) + 33183. Understanding the nature of poloxamer-lipid bilayer 
interactions41,145,146,175–179,181,182,184,185 is of particular interest since poloxamer molecules are 
often used as constituents of nanoparticles engineered for drug delivery41,172,186. Clearly this 
interaction strongly depends on the PEO and PPO block sizes and the poloxamer HLB value, 
therefore poloxamer molecules with different m, n, and HLB values can be used for different 
purposes. For example, a poloxamer called P85 (m = 25, n = 40) with HLB = 17 is used in the 
pharmaceutical industry to facilitate drug permeation across membranes138. Another poloxamer, 
                                                          
5 This chapter previously appeared as an article in the Journal of Physical Chemistry B. The original citation is as 
follows: Goliaei A, Lau E Y, Adhikari U, Schwegler E, and Berkowitz M L, “Behavior of P85 and P188 Poloxamer 
Molecules: Computer Simulations Using United-Atom Force-Field,” Journal of Physical Chemistry B 33, no. 120 
(August 2016): 8631. 
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P188 (m = 80, n = 27) with HLB = 27.8 is used as a “healer” for damaged membranes, as it acts 
as a sealant of membranes with compromised integrity187.  
A variety of experimental techniques have been used to study the behavior of poloxamers 
at membrane interfaces177–179,181,182, but often it is difficult to extract detailed molecular level 
information from the experiments. Computer simulations techniques, such as molecular 
dynamics or Monte Carlo, play an important role in providing us with this kind of information, 
and they were successfully applied to study the structure and dynamics of biological molecules 
and biological systems128,188,189. Computer simulations were also used recently to study the 
molecular specifics of membrane/poloxamer interactions145,146,151,185,190–192. Since systems 
containing polymer molecules, such as poloxamers and lipid bilayers, usually require inclusion 
of a large number of atoms and since the simulations should be performed over extended periods 
of time, most of the simulations of polymer/membrane systems are done either using some 
simple generic models176,185, or using coarse-grained (CG) force-fields146,151. Nevertheless, in 
some cases a detailed understanding of poloxamer/lipid interactions is required, and therefore it 
is necessary to consider performing all-atom or at least united-atom force-field simulations, 
which provide molecular scale resolution. Lately researchers have started to employ multiscale 
simulations, where in some cases a different resolution is used for a portion of the system, while 
in other cases the difference in resolution is employed for different time intervals during the 
simulation193,194. In any case, to perform multiscale simulations one needs to know the force-
fields on both coarse-grained and detailed molecular resolution level (all-atom or united-atom). 
Recently, we reported the results from our coarse-grained simulations where we studied the 
interaction of two types of poloxamer molecules, P85 and P188, with lipid bilayers190. We also 
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studied structures of micelles of these molecules and the interaction of the micelles with a lipid 
bilayer. 
Experimentally, it has been observed that lipid peroxidation has a damaging effect on 
biological membranes195. It was also observed that poloxamer molecules with a high HLB index 
(hydrophilic poloxamers), such as P188 molecule (HLB = 27.8), effectively protect lipids from 
peroxidation, while poloxamers with a hydrophobic HLB index, like P333 (n = 60, m = 17, HLB 
= 10) or P335 (n = 56, m = 37, HLB = 17; this HLB index is the same as the index of the P85 
poloxamer) do not prevent lipids in membranes from peroxidation196. The difference in 
protecting ability of poloxamers was explained as due to the difference in the polymer behavior 
when interacting with the lipid membrane. It was suggested that hydrophobic poloxamers 
penetrate the membrane, while hydrophilic poloxamers are just adsorbed on the membrane 
surface, covering it and therefore providing a barrier against oxidants entering the bilayer196. 
From our previous coarse-grained force-field simulations190, we observed that both hydrophobic 
P85 and hydrophilic P188 poloxamers behaved similarly: they inserted their hydrophobic block 
into the bilayer. To determine whether this behavior is due to the use of a coarse-grained force-
field, we decided to simulate systems containing the same poloxamers, P85 and P188, but using 
a more detailed united-atom force-field. Since some of such force-fields reported in the literature 
displayed problems when we attempted to calculate radii of gyration of poloxamers solvated in 
water, we had to modify some of the force-field parameters, as we describe below. Determining 
united-atom force-field parameters for poloxamer molecules is also important when simulations 
need to consider details about poloxamer/protein interactions, like it may be needed to be done 
for understanding how these copolymers reduce the multidrug resistance of the cells41.  
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In this paper we report the results from simulations on systems containing P85 and P188 
poloxamer molecules by using more detailed united-atom force-field. The emphasis in our work 
is to consider the interaction of these poloxamer molecules with lipid membranes. We chose not 
to study poloxamer micelles here, since simulations of these systems using all-atom or united-
atom description would require considerable computational resources. 
6.2 Methods 
6.2.1 United-Atom Force-Field Parameters 
An important requirement for performing molecular dynamics simulations of systems 
containing poloxamer molecules using atomic resolution force-field is to have a set of reliable 
parameters able to describe the nonbonded interactions of the polymer’s ether oxygen with the 
other atoms in the system. In this work we use a modified version43 of the standard GROMOS 
53A623 united-atom force-field, where the values for the van der Waals parameters are the same 
as in standard GROMOS, but the ether oxygen parameters have been changed to reproduce the 
experimentally observed behavior of α,ω-dimethoxypolyethylene glycol in aqueous solutions. 
Since the revised GROMOS-like force-field was available for simulations of PEO only, we had 
to augment the force-field with parameters for the PPO block. We used the same van der Waals 
parameters as for PEO, and adjusted the charges on the poloxamers. The new set of charges was 
obtained by performing quantum chemical calculations on small molecules representing 
monomers in the triblock copolymers. The charges of poly(ethylene oxide) (PEO) monomers, 
dimethoxyethane (Figure 6.1B), and poly(propylene oxide) (PPO) monomers, 1,2-
dimethoxypropane (Figure 6.1C) were obtained by using Gaussian 09/b1 program197 with the 
MP2/6-31+G** level of theory, using Natural Bond Orbital method198. The quantum chemical 
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calculated charges for the PPO monomer (Figure 6.1C) were further fine-tuned by a series of 
simulations with reduced charges, each 200 ns in duration, to get the proper radius of gyrations 
in water (see the Results section for further details). The general structure of poloxamers with the 
final charges used in this work are displayed in Figure 6.1A. The components of the force-field 
describing bonding interactions were adopted from the GROMOS 53A6 force-field and are 
reported in Table 6.1. Since the propylene oxide monomer in the PPO block has a chiral carbon, 
parameters for an extra improper dihedral were added to the original GROMOS 53A6 set of 
bonded parameters and denoted gi_4 (ξ0 = −35.26439 degrees, kξ = 334.84617 kJ mol–1 rad–2). 
These dihedral parameters are the same as the original gi_2 parameters (ξ0 = 35.26439 degrees, 
kξ = 334.84617 kJ mol
–1 rad–2, with the same numerical value for the angle and same force 
constant), except that the angle in our case is opposite in sign and accounts for the left-handed 
isomer. 
6.2.2 Molecular Dynamics Simulations 
To calculate the radii of gyration of our poloxamer molecules, we performed simulations 
where a single poloxamer molecule was placed in a box of solvent. We also investigated the 
behavior of poloxamers at the water/air interface. The emphasis of our work was to study 
poloxamer interactions with lipid membranes and their ability to “heal” damaged membranes. 
Thus, we studied systems containing lipid bilayers with and without pores in them. All our 
molecular dynamics simulations were performed using the Gromacs 4.6.567,107–109 suite of 
programs. Both P85 and P188 were constructed in such a way that a random distribution of right 
handed and left handed isomers of propylene oxide monomers was present in the PPO block. To 
simulate the system with P85 solvated in water, we used a cubic box 15.9 × 15.9 × 15.9 nm3 in 
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length containing 131,682 SPC water molecules199, while for the system with P188, the box size 
was 16.37 × 16.37 × 16.37 nm3 and contained 143,883 SPC water molecules. 
The simulation with P85 at the air/water interface was performed using a cell with 
dimensions of 8.9 × 8.9 × 24.9 nm3. A slab of water containing 25,420 SPC water molecules and 
one P85 molecule was placed at each interface between water and air (total of two P85 molecules 
in the cell). An air/water interfacial simulation for the P188 molecule was performed in a cell 
with the size of 16.37 × 16.37 × 26.37 nm3. The cell contained 143 883 SPC water molecules in a 
slab, and in this case only one poloxamer molecule was placed on one of the air/water interfaces. 
Two simulations, each 600 ns long, were performed to study the interaction of P85 with 
1,2-dilauroyl-sn-glycero-3-phosphocholine (DLPC) lipid bilayer. Additionally, two simulations, 
each 800 ns long, were performed to study the interaction of P188 with the DLPC bilayer. In 
these simulations a patch of a lipid bilayer containing 200 DLPC lipid molecules (34 016 SPC 
water molecules, box 8 × 8 × 19.5 nm3) represented in the united-atom resolution was used to 
model a biological membrane. DLPC parameters were obtained from Poger et al200. In all united-
atom simulations, the short-range cutoff for nonbonded interactions was set to 1.2 nm and for the 
long-range electrostatics the particle mesh Ewald (PME) algorithm201,202 was used. Periodic 
boundary conditions in all directions were applied, and the simple point charge (SPC) water 
model199 was used. To achieve constant temperature and constant pressure, the Nosé–Hoover 
thermostat203,204 and the Parrinello–Rahman barostat159,160 were used, respectively. The time 
constants for the thermostat and barostat were set to 0.5 and 5 ps, respectively, and 
compressibility was set to 4.5 × 10–5 bar. Trajectories were visualized using the VMD78 software. 
The time step for solving the equations of motion was set to 2 fs. 
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To study the influence of the initial arrangement of the poloxamer with respect to the 
membrane, we prepared the initial configuration of a system containing a P85 poloxamer using 
coarse-grained simulations. The simulations were done using a force-field where poloxamers 
were described by modified MARTINI parameters65,190 and polarizable water66. We simulated a 
system containing one P85 molecule solvated in an 8 × 8 × 8 nm3 box containing ∼2800 
polarizable water particles and 200 DLPC lipid monomers in a random arrangement and allowed 
the molecules to self-assemble. Coarse-grained simulations were performed under NPT 
ensemble, where temperature was kept constant using a velocity-rescaling scheme158, and 
pressure was kept constant at 1 bar using the Parrinello–Rahman pressure coupling scheme159,160. 
The time constants for temperature and pressure couplings were 1 and 12 ps, respectively and 
compressibility was set to 3 × 10–4 bar. The cutoff for electrostatics and Lennard-Jones 
interactions was set to 1.2 nm using the shift scheme and the dielectric constant was set to 2.5. 
All coarse-grained simulations used a 20 fs time step. Initially the system was simulated for 10 
ns under isotropic pressure coupling (T = 320 K) to achieve a bilayer formation. The simulation 
was continued for another 10 ns using semi-isotropic boundary conditions to obtain the correct 
lipid configuration. Finally the conversion from MARTINI to united-atom resolution was done 
using the Backward205 tool and 400 ns simulation under NPT ensemble (T = 320 K) was 
performed. This procedure was repeated two more times to provide a total of three simulation 
replicas. 
To prepare a model of a damaged membrane (membrane containing a hydrophilic pore) a 
patch of a DLPC membrane containing 200 lipid molecules and 8500 water particles was 
generated using the “insane.py” script162. We chose to simulate DLPC membranes due to our 
observation that a DLPC lipid produces more stable pores. The system had a box size of 7.5 × 
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7.5 × 20 nm3. We used a coarse-grained MARTINI force-field22 to describe it. The generated 
structure was simulated under NPT ensemble (T = 320 K) for 10 ns; following this equilibration 
period an electric field (Ez = 0.7 V nm
–1) was applied for a short time in the Z direction until a 
pore was formed. The produced structure was further simulated under NPT ensemble (T = 320 
K, isotropic pressure coupling) for 10 ns in order to produce a stable pore. The resulting pore had 
a diameter of about 6 nm. At this point, the system was transformed to the united-atom resolution 
for further experiments. To study the effect of poloxamers on membranes with a pore, P85 and 
P188 molecules were placed in water, all on the same side with respect to the bilayer. We placed 
five P85 molecules and three P188 into separate porated membrane systems. The combined 
systems (pore and poloxamers) were simulated for about 25 ns under NPT (T = 303 K, semi-
isotropic pressure coupling) conditions in order to reduce the diameter of the pore to 3 nm. 
During this time, poloxamers were kept frozen using a harmonic potential with spring constant 
of 1000 kJ mol–1 nm–2. Once the pore diameter reached ∼3 nm, the ensemble was switched to 
NPzAT, the constraints on poloxamers were removed and the simulation was continued for 400 
ns. We performed five simulations of systems containing P85 molecules and three simulations on 
systems with P188 molecules; each simulation was done starting with different initial 
configurations. For each case we also simulated the membrane with a pore but without the 
poloxamer to use as a control. To monitor the closure of the pore we counted the number of 
water molecules in the pore. This was done using the PLUMED 2.1 plug-in137 for GROMACS. 
Thus, at any time step, the center of mass (COM) of the bilayer was calculated, and we counted 
the number of water molecules having their Z coordinates of oxygen atoms above or below a 
certain distance from the Z coordinate of the bilayer’s COM. This distance was set to 1.5 nm for 
each leaflet. Water molecules that had their Z coordinates in this interval were considered to be 
117 
 
located in the pore. This analysis was performed for both control systems and the ones that 
included bilayers with pores and poloxamer molecules. 
6.3 Results 
6.3.1 Simulations of P85 and P188 in Water 
To validate our new force-field parameters for poloxamers, we tested whether our 
simulations could reproduce experimentally measured values for the radii of gyrations of 
individual P85 and P188 molecules solvated in water. The experimental value for the radius of 
gyration of a P85 molecule solvated in water at 20 °C is in the range of 1.7 to 2.0 nm153. To test 
whether our constructed force-field can reproduce a value in the same range, a single P85 
molecule was solvated in a box of water (for details of this simulation and other described below, 
see Methods section) and a molecular dynamics run was performed for 400 ns. We initially 
performed the run using the full charge values obtained from quantum chemical calculations. 
However, we observed that using these charges, the molecule had a somewhat linear structure 
and its radius of gyration Rg = 2.5 ± 0.51 nm was substantially larger than the value from the 
experimental range. To reduce the interaction of the hydrophobic core of the P85 with water, the 
charges of PPO monomers were decreased. The first attempt was to divide the charges by half, 
which resulted in a completely globular form of the molecule (Rg = 1.1 ± 0.07 nm). Following 
this step, a series of simulations were performed, where each one had the charges of the PPO 
monomers reduced by 20%, 25%, and 30%. We observed that when the charges of the PPO 
hydrophobic core were reduced by 30%, the radius of gyration reached a value within the 
experimental range (Rg = 1.73 ± 0.36 nm; these values were obtained from the last 350 ns of the 
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400 ns trajectory). The instantaneous values of Rg along the trajectory are shown in Figure 6.2). 
The reduced charges we used for all further united-atom simulations are shown in Figure 6.1A. 
The same set of charges we obtained from the P85 simulation in water was used to 
simulate P188 in a box of water. The experimental value for the radius of gyration of P188 in 
water is 3.1 nm156. To verify that our force-field can produce a value close to this, a molecule of 
P188 was solvated in a box of water and following this we performed an MD run for 765 ns. 
Figure 6.3 shows the fluctuations of the radius of gyration during this run. The average radius of 
gyration for P188 was calculated from the last 400 ns of the simulation, since, as Figure 6.3 
shows, the fluctuations in Rg stabilized within this time interval. The calculated Rg = 2.76 ± 0.4 
nm, which is in good agreement with experiment. 
6.3.2 Simulations of P85 and P188 at the Air/Water Interface 
For a further qualitative validation of the force-field we studied the distribution of each of 
the polymeric blocks of the poloxamers at a hydrophobic/hydrophilic interface and therefore we 
considered systems containing poloxamers at the air/water interface. Since the PPO block is 
hydrophobic and PEO is hydrophilic, the expectation was to find PEO in water and PPO at the 
interface for the majority of the simulation time. To study the behavior of P85 at the interface, 
we prepared a symmetric simulation box, so that the water slab was in the middle of the box 
surrounded by air at each side (Figure 6.4A). This allowed us to consider two P85 molecules and 
therefore improve on our statistics. Using the same symmetry arrangement for the box in the 
P188 simulation case would require much more computational resources due to the size of the 
extended poloxamer and, therefore, only one P188 was considered (Figure 6.5A). The average 
density of PEO and PPO over the course of the simulation was calculated and shown in Figures 
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6.4B and 6.5B. A typical configuration of the P85 and P188 polymers are also depicted in 
Figures 6.4A and 6.5A. As expected, the PPO (hydrophobic block) stays at the interface while 
the PEO (hydrophilic block) spends the majority of its time inside the water. To further 
investigate the configuration of the PPO component at the interface, the radii of gyration 
(Figures 6.6 and 6.7) for the middle block of both P85 and P188 poloxamers were calculated (the 
values we present are the averages over the last 50 ns of the trajectories). The average Rg for the 
PPO block of the two P85 molecules was 0.96 ± 0.09 nm and 0.97 ± 0.07 nm and for the P188 it 
was 0.80 ± 0.06 nm. As observed from Figures 6.4A and 6.5A, the PPO block of both P85 and 
P188 molecules tend to arrange in a globular structure at the hydrophobic/hydrophilic interface. 
This structure displays small size fluctuations, which is reflected in the small root-mean-square 
deviations (see also Figures 6.6 and 6.7). 
6.3.3 Interaction of P85 and P188 Poloxamers with the DLPC Model Membrane 
Following the verification of the force-field parameters by calculating the radii of 
gyration and obtaining the expected behavior of poloxamers at the air/water interface, 
simulations were performed to study the interaction of these poloxamers with a DLPC 
membrane. It has been suggested41 that a more hydrophobic-like poloxamer, such as P85, 
follows three steps upon interaction with lipid bilayers: absorption, insertion, and translocation, 
whereas a hydrophilic poloxamer, such as P188, gets adsorbed to the surface of the membrane 
and remains on the surface. Given the size of our systems and time scales one can probe with 
simulations that employ a united-atom force-field, we do not expect to observe the translocation 
step. Every system containing a DLPC bilayer, water, and either P85 or P188 poloxamer was 
simulated twice. For each case, the poloxamer was placed next to the surface of a patch of 200 
DLPC lipids starting from different initial configurations in each of two simulations with the 
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same poloxamer. Simulations for P85 were performed for 600 ns, while for P188 they were 
extended to 800 ns. The results are shown in Figures 6.8A,B and 6.9A,B. In all cases, the 
poloxamers were adsorbed on the membrane surface, and, following this step, the PPO block 
(hydrophobic part) penetrated into the hydrophobic core of the bilayer and remained there for the 
rest of the simulation. This anchoring to the membrane is an important step, which emphasizes 
the amphipathic character of poloxamers molecules as surfactants. To better follow the time at 
which the PPO block penetrates into the membrane, we present graphs that show the distance 
between the center of mass of DLPC and PPO segments (Figures 6.8C and 6.9C). These graphs 
show that it takes a longer time for the hydrophobic block of P188 to penetrate the lipid bilayer, 
probably due to stronger adsorption of hydrophilic blocks of this poloxamer to the interface. 
Also notice that the hydrophobic block of P188 is shorter than in P85 molecule, which makes it 
less hydrophobic. 
6.3.4 Self-Assembly of P85 Poloxamers, DLPC Lipid Monomers, and Water 
We did not observe any translocation of the P85 molecule across the membrane in any of 
our two simulations performed on systems containing this poloxamer and lipid membrane. It is 
possible that to observe such a translocation we need to start with a conformation where the 
poloxamer is initially in a transmembrane configuration. However, since there is no information 
available on conformation of poloxamers in a transmembrane configuration, the results may 
dependent on the choice of the initial configuration. We decided to avoid this bias by simulating 
the self-assembly of a system containing a P85 poloxamer, water, and DLPC lipids. Self-
assembly allows the molecule to find a more favorable initial configuration that has a lower free 
energy. To perform a self-assembly simulation we used our newly developed coarse-grained 
force-field190 and performed three independent simulations where one P85 molecule was 
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solvated in a box of 200 DLPC lipids and ∼2800 polarizable water particles. Once the bilayer 
was formed and the P85 found its place in the membrane, the system resolution was transformed 
into the united-atom resolution and each of the three simulations was continued for an additional 
400 ns under NPT (T = 303 K) ensemble. Figure 6.10 shows snapshots from one of the three 
simulations of P85 and DLPC lipid molecules, right after self-assembly and after 400 ns of 
united-atom simulation. We observed that in all three cases the poloxamer inserts into the 
membrane in such a way that its hydrophobic block resides in the hydrophobic core of the 
membrane, while the hydrophilic flanking segments protrude from each side of the bilayer and 
interact with water. During all the runs we performed, we did not observe a P85 translocation to 
the other side of the membrane, since such a translocation would require overcoming a 
significant free energy barrier. 
6.3.5 Interaction of P85 and P188 Poloxamers with Damaged DLPC Model Membrane 
It is known that poloxamers such as P188 have membrane-sealing properties and can be 
used as agents that restore the integrity of a damaged membrane39,40,42. The molecular details of 
how this occurs are not known, and molecular dynamics simulations could potentially provide 
molecular resolution pictures of the possible mechanism by which these molecules work. 
Recently, using coarse-grained simulations, we studied the behavior of micelles of P188 next to a 
damaged membrane190. In this work, to provide a more detailed picture, we performed united-
atom simulations of systems containing P85 and system containing P188 molecules next to a 
model damaged DLPC membrane with the damage represented by a pore of 3 nm in diameter. 
Five poloxamers were placed in systems with P85 molecules and three when systems contained 
P188 molecules. The poloxamers were initially placed into the solution in some proximity of the 
pore. (Figures 6.11A and 6.12A). We performed a total of five simulations for systems 
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containing P85 poloxamer and three simulations for systems with P188. Every simulation we 
started with a different initial configuration of lipids (although the diameter of the pore stayed 
the same) and a different initial arrangement of the poloxamer molecules on the top of the 
bilayer. As we observed previously, the pore in the membrane contracted and closed after ∼100 
ns in the NPT simulation; therefore to have a stable pore and reach longer time scales in our 
simulations, we performed them under NPzAT ensemble (T = 303 K). Each simulation was 
performed for 400 ns. We observed a partial pore closure in each simulation and quantified it by 
counting the number of water molecules within the pore (see Methods). Figure 6.11B shows the 
time history of the number of waters in one of the simulations with the pore and P85 and also in 
a control simulation with no poloxamer. In addition, we display a few snapshots from this 
simulation. All of the simulations with P85 produced similar qualitative results. As we observed, 
and the snapshots illustrate, in all cases P85 poloxamers initially located in solution tend to 
aggregate and adsorb on the surface of the membrane, but not in the place where there is a pore. 
Following the aggregation step, the hydrophobic block of the poloxamer penetrated the 
membrane and anchored in the tail region outside the pore. As a result the membrane got 
compressed, and consequently some of the water molecules in the pore were forced from the 
membrane. Similar processes occurred in cases when the poloxamer is P188, as shown in Figure 
6.12A. Nevertheless, there is a difference between the cases with P85 and P188. Since P188 has 
two longer hydrophilic blocks, we observe that these blocks can also occupy the pore region. 
Figure 6.12B shows that during 400 ns of the run only partial closing of the pore occurred. 
6.4 Discussion and Conclusions 
We developed a united-atom force-field to treat systems containing triblock copolymer 
poloxamer molecules. To validate the performance of this force-field quantitatively, we 
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calculated the radii of gyration of two poloxamer molecules, P85 and P188, dissolved in water, 
and we observed that calculated values reproduced experimental data. For a qualitative 
validation of the force-field we studied the density of P85 and P188 poloxamer molecules at the 
air/water interface and observed that the density distributions were in agreement with the 
expected ones for these triblock copolymers. 
Our choice of simulating P85 and P188 was dictated by their wide use in the 
pharmaceutical industry and their known effects on cellular membranes. In addition, we recently 
studied the behavior of the same two poloxamers by performing coarse-grained simulations 
using a modified MARTINI force-field190; present united-atom force-field simulations allow us 
to compare poloxamer properties when observed at different resolution. Our simulations of 
systems containing one poloxamer molecule (P85 or P188) at the water/lipid bilayer interface 
demonstrated that, for both poloxamers, the results from the united-atoms simulations are 
qualitatively similar to the results we obtained from coarse-grained simulations. In both types of 
simulations and for both poloxamers, we observed that poloxamers behaved as surfactant 
molecules at the interfaces separating hydrophobic and hydrophilic regions. Thus, the 
hydrophobic blocks of poloxamers (PPO) entered the hydrophobic part of the bilayer containing 
aliphatic tails of lipid molecules, while the hydrophilic blocks of poloxamers (PEO) stayed in the 
hydrophilic region at the water/lipid headgroup interface. Our present unbiased simulations using 
united-atom force-field demonstrated that for poloxamers with large sized hydrophilic blocks, 
such as P188, relatively long runs are required to observe the penetration of the hydrophobic 
block into the membrane (∼700 ns). 
It was observed in experiments that poloxamers with a hydrophilic HLB index can 
protect lipids from peroxidation, while poloxamers with a hydrophobic HLB index did not 
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prevent lipids in membranes from peroxidation196. To explain this observation, it was suggested 
that hydrophobic poloxamers penetrate the membrane, while hydrophilic poloxamers stay 
adsorbed on the membrane surface providing a barrier against oxidants196. As we observed, the 
hydrophilic copolymer, P188, and the hydrophobic P85 behave similarly: they insert their 
hydrophobic block into the bilayer and anchor the poloxamer in the membrane. However, P188 
has larger hydrophilic blocks that cover the surface of the membrane and therefore these blocks 
may still provide a barrier to prevent the free radical chain reaction needed for the peroxidation 
process to take place. The behavior of P188 and P85 poloxamers next to lipid bilayers observed 
in our simulations using united-atom force-field is therefore very similar to the one we observed 
in our simulations where we used coarse-grained force-field190.  
It was also observed that P188 poloxamer can “heal” damaged membranes187. We 
represented a damaged membrane in some of our simulations with a pore in the membrane and to 
remove a tendency for the pore to close in the NPT ensemble simulation, we performed our 
simulations of systems with a pore at constant area per lipid, which is equivalent to having a 
nonzero tension. In our simulations with poloxamers and membranes containing a pore, we 
observed that poloxamers aggregate in water and insert their aggregated hydrophobic block into 
the lipid bilayer, so that the block is located next to the pore, but not in the pore. Poloxamer 
block insertion into the bilayer increases the pressure, thereby allowing the membrane to push 
out the waters from the pore and reduce the pore size. It is possible that a larger number of 
poloxamers next to a damaged membrane could completely remove the pore, but when the 
number of poloxamers is large, they tend to form micelles, a very time-consuming process to 
study with all-atoms or even united-atoms simulations. Our previous coarse-grained simulations 
of systems containing P188 micelles and bilayers with a pore showed that poloxamer micelles 
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close the pore by filling it up with the poloxamers from the micelle190. It has been previously 
suggested that after the membrane is “healed” by poloxamers, the copolymers get dissociated 
from the membrane196. The mechanism of this step is not known and our simulations do not 
reproduce it, since it may require much longer simulation time. It is also possible that “healing” 
of membranes with the help of poloxamers requires a presence of processes that involve activity 
of proteins from the cells or activity of membrane proteins and, clearly, this kind of process is 
not present in our simple model. 
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Table 6.1: The Gromos 53A6 bonded interactions used in this study.  
 
53A6 Code 
Bond stretching 
C  O gb_13 
C  C gb_27 
Angle bending 
C  O  C ga_10 
C  C  O ga_9 
C  C  C ga_15 
Dihedral torsion 
C  C  O  C gd_23 
O  C  C  O 
or 
C  C  C  O 
gd_34 
Improper dihedral angle CH3  CH2  O  CH gi_2 or gi_4
a
 
a. gi_4 is the same as original Gromos 53A6 gi_2 improper dihedral except its angle is negative 
and accounts for the left handed isomer of the chiral center of PPO monomers. 
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Figure 6.1: Chemical structure of poloxamers. (A) General structure of the poloxamers with 
the corresponding charges used in this paper. The letters m and n determine the number of 
monomers in each block. (B,C) Small molecules representing the building blocks of poloxamers 
used for quantum chemical calculations of charges. 
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Figure 6.2: The radius of gyration of P85 in water. Fluctuation of Rg as a function of time 
throughout the 400 ns simulation. Data from the last 350 ns were used to calculate the average 
and also the rmsd from the average. 
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Figure 6.3: The radius of gyration of P188 in water. Fluctuation of Rg as a function of time 
throughout the 765 ns simulation. Data from the last 400 ns were used to calculate the average 
and the rmsd from the average. 
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Figure 6.4: P85 molecules at the interface of air/water. Panel A shows the unit cell for the 
air/water system. The middle part of the cell (cyan) is the water slab. The hydrophobic part of the 
poloxamer is color coded blue, and the hydrophilic one is red. Panel B shows the average 
densities of PPO and PEO blocks obtained from the 100 ns simulation trajectory. 
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Figure 6.5: P188 molecule at the interface of air/water. Panel A shows the simulation cell for 
the air/water system. The water is color coded cyan, and the P188 poloxamer is placed on the 
interface. The hydrophobic part of the poloxamer is color coded blue, and the hydrophilic part is 
red. Panel B shows the average densities of PPO and PEO blocks obtained from the 75 ns 
simulation trajectory. 
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Figure 6.6: Radius of gyration of PPO block of P85 molecules at air/water interface. Data 
from the last 50 ns of the trajectory were used to calculate the average of Rg. 
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Figure 6.7: Radius of gyration of PPO block of the P188 molecule at the air/water interface. 
Data from the last 50 ns of the trajectory were used to calculate the average of Rg. 
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Figure 6.8: Interaction of P85 poloxamer with the DLPC model membrane. Panels A and B 
show the simulation cell used to study the interaction of P85 with the DLPC membrane. Two 
simulations were performed with different initial configurations of P85. The cyan background is 
water, the bilayer is color coded gray, hydrophobic part of P85 is blue and the hydrophilic tails 
are represented as red. (C) Progress in the permeation of the hydrophobic block of the poloxamer 
as a function of time. The plot displays the distance between the center of mass of the bilayer and 
the center of mass of the hydrophobic part of P85. 
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Figure 6.9: Interaction of P188 poloxamer with the DLPC model membrane. Panels A and 
B show the simulation cell used to study the interaction of P188 with the DLPC membrane. Two 
simulations were performed with different initial configurations of P188. The cyan background 
is water, the bilayer is color coded gray, hydrophobic part of P188 is blue, and the hydrophilic 
tails are represented as red. (C) Progress in the permeation of the hydrophobic block of 
poloxamer as a function of time. The plot displays the distance between the center of mass of the 
bilayer and the center of mass of the hydrophobic part of P188. 
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Figure 6.10: Self-assembly of P85 poloxamer, DLPC lipid monomers, and water molecules. 
(A) snapshot from a self-assembly simulation performed using a coarse-grained force-field. (B) 
The system after the transformation from coarse-grained resolution to a united-atom resolution. 
(C) The resulting configuration after 400 ns of simulation using united-atom force-field. In all 
panels, the cyan background is water, the bilayer is colored in gray, the hydrophobic block is 
shown by blue spheres, and the hydrophilic tails are presented in red. 
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Figure 6.11: Interaction of five P85 poloxamers with a damaged DLPC model membrane. 
(A) Snapshots from the 400 ns simulation. Initially, five poloxamers were placed on the surface 
of DLPC membrane that had a pore (damaged membrane model). The cyan background is water; 
however, the water molecules that are in the pore are highlighted as red (oxygen) and white 
(hydrogen) spheres, the DLPC bilayer is shown as gray, the hydrophobic block of P85 molecules 
is presented in blue, and the hydrophilic tails are presented in red. (B) Number of water 
molecules in the middle of the bilayer as a function of time, during the 400 ns simulation run. 
The red curve is for the system containing poloxamers, while the black curve is for the system 
without poloxamers (control). For details of the measurements, refer to the Methods section. 
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Figure 6.12: Interaction of three P188 poloxamers with damaged DLPC model membrane. 
(A) Snapshots from the 400 ns simulation. Initially, three poloxamers were placed on the surface 
of DLPC membrane that had a pore (damaged membrane model). The cyan background is water; 
however, the water molecules that are in the pore are highlighted as red (oxygen) and white 
(hydrogen) spheres, the DLPC bilayer is shown as gray, the hydrophobic block of P188 
molecules is presented in blue, and the hydrophilic tails are presented in red. (B) Number of 
water molecules in the middle of the bilayer as a function of time, during the 400 ns simulation 
run. The red curve is for the system containing poloxamers, while the black curve is for the 
system without poloxamers (control). For details of the measurements refer to the Methods 
section. 
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Thesis conclusions and future directions 
In this thesis we employed molecular dynamics computer simulations to study the 
integrity of lipid membranes when perturbed by cavitation (bubble collapse) or by interactions 
with antimicrobial peptides or with polymers. In all our investigations we provided molecular 
resolution pictures of the processes under study and tried to compare our findings with the 
experimental observations.  
Our study of the antimicrobial peptides, as peptides that generate pores in the membrane, 
confirmed the experimental suggestions25. We observed a difference in the amount of tension on 
the membrane produced by adsorbed magainin when compared to tension due to melittin. In 
addition, we studied in detail the tension profiles calculated using two different ensembles NPT 
and NPzAT to understand what ensemble is more appropriate for simulations of the initial stage 
of poration. Since tension and curvature in the membrane are interconnected, further 
investigation of this connection and how antimicrobial peptides influence this connection is very 
desirable.  
To understand the connection between the damage to neural cells and the traumatic brain 
injury (TBI) we studied the role of cavitation in membrane poration. We observed that poration 
of lipid membranes caused by an implosion of nanobubbles due to the interaction of an 
impinging shock wave is due to shear that is created by an inhomogeneous pressure on the 
membrane surface.  In the pursuit of our further understanding of the TBI, we studied the 
damage to a model blood-brain barrier (BBB) due to cavitation phenomenon. Thus, for the very 
first time we constructed a simple model of a tight junction in (BBB) and studied the behavior of 
this tight junction under the impact of a shock wave induced bubble collapse. Future work needs 
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to be done using a more complex model of a tight junction that includes more proteins of 
different variety.  
Our computational studies of membrane sealing polymers, such as poloxamers, were 
performed using two different resolutions: coarse-grained (CG) and united-atom (UA). We 
developed two sets of force-fields (united atom, UA, and coarse-grained, CG) to study 
membrane restoring properties of triblock copolymers (poloxamers). We observed similar results 
whether we used CG or UA representations and they were in line with experimental 
observations. The fact that we reached the same results using two different resolutions adds 
credibility to our parameter development. To extend further our work, investigations of the 
interactions of triblock copolymers with proteins, especially p-glycoproteins would be very 
desirable. Since our work provides a UA force-field for poloxamers, it can be used in future 
detailed studies of protein-poloxamer interactions. This research will provide benefits from both 
therapeutical and/or pharmaceutical perspectives.  
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