In speech enhancement literature, the signal subspace based method gains a lot of attention because of its simplicity in analytical formulations. The original idea in this method is based on the assumption that clean speech signal occupies a certain low dimensional space, while the noise signal which is a white additive noise spread the whole observation space. In this method, accurate estimation of the noise power (or variance) is required. However, in real applications, the noise power can only be estimated with some degree of uncertainty. This uncertainty will degrade the signal subspace based speech enhancement algorithms, especially in heavy noisy situations since it does not take this uncertainty into consideration. In this study, we took the uncertainty of the estimation of noise power into consideration by using the statistical property of noise based on random matrix theory. The noise statistical property (eigenvalue distribution) was analytically formulated based on the maximum and minimum eigenvalues of the noise random matrix. Based on the statistical property of the eigenvalues of noise, we reduced the part contributed by noise from the covariance matrix of noisy speech. We tested our method for speech enhancement using AURORA-2J speech corpus. Our initial experiments showed that the proposed method performed better than the traditional signal subspace based speech enhancement method.
INTRODUCTION
The background noise smears the time-frequency structure of speech. The smeared speech has low quality and intelligibility which degrades the performance of some speech application systems, e.g., speech coding, hearing aids, and automatic speech recognition (ASR), etc. In order to reduce the effect of noise, many speech enhancement methods are developed. For examples, spectral subtraction [1] , Wiener filtering [2] , minimum mean squared error (MMSE) based estimator [3] , signal subspace based speech enhancement [4] , etc. The final goal of those methods are to achieve maximum noise xugang.lu@atr.jp reduction with minimum speech distortion. However, as researches show that more noise reduction will result in more speech distortion [5] . In order to make a tradeoff between noise reduction and speech distortion, two criterions are often adopted, one is to minimize speech distortion with a given residual noise level, another is to maximize noise reduction with a given speech distortion threshold. Among the speech enhancement methods, the signal subspace method is widely used as it can use a linear transform to integrate the noise reduction and speech distortion factors in a simple analytical formula, and control the tradeoff between noise reduction and speech distortion [4] . The original principle of the signal subspace based noise reduction is based on the assumption that speech signal occupy a low dimensional space, while additive white noise span the whole observation space. The noisy speech can be decomposed into signal subspace and noise subspace. By nulling the noise subspace, and removing the noise part from the signal subspace, we can get the estimation of clean speech [4] . During the processing, the estimation of noise power (or variance) is needed. However, the noise power can only be estimated with uncertainty because of the fluctuations of the noise amplitude level. Especially in heavy noisy conditions, the uncertainty is high. This estimation uncertainty of noise power is not considered in signal subspace based noise reduction methods. As studied in random matrix theory, the statistical property of the eigenvalues of the noise random matrix can be represented by using the maximum and minimum eigenvalues, i.e., the noise power distribution can be beautifully represented by using the eigenvalue and eigenvector analysis of the random matrix [6, 7] . In this case, the noise uncertainty can be predicted by using the analysis of the noise random matrix. In this paper, we propose a noise reduction method based on random matrix theory by considering the uncertainty of noise power estimation.
The paper is organized as follows. Section 2 describes the basic principle of the eigen filtering for noise reduction based on signal subspace method. We will also discuss the problems in the signal subspace method for speech enhancement in this section. Section 3 introduces the random matrix theory based on which the noise reduction method is derived. Based on Sections 2 and 3, we carry out speech enhancement experiments. Lastly, the discussion and conclusion is given in Section 5.
EIGEN FILTERING FOR NOISE REDUCTION
For a clean speech signal in additive noise environment, the noisy speech is represented as
where x, n, and y are k dimensional vectors of the clean speech signal, noise signal and observed noisy speech signal, respectively. Under the assumption of uncorrelation between speech and noise, the covariance matrix in eq. (1) can be written as
Based on eigenvalue decomposition, the noisy speech matrix C y is represented as:
where
.., k, the U is the eigen matrix, and T is the transpose operator of the matrix. The noise covariance matrix can be written as:
Suppose the noise variance is σ 2 n , then the diagonal matrix of noise is
where the I k is the k dimensional identity matrix. The speech covariance matrix is supposed to be confined in a low dimensional space p (p < k) as:
is a diagonal matrix with only p non-zero eigenvalues. Based on eqs. (3), (4), and (6), the noisy speech covariance matrix can be decomposed as:
(7) In signal subspace based speech enhancement, based on eq. 7, the matrix for eigen filtering is:
i.e., nulling the subspace occupied by noise only, and removing the noise contribution in the signal subspace. In eq. (8), the estimation of Λ x (1 : p) is done as:
Traditionally, as used in eq. (5) for white noise assumption, the eigenvalues of the noise covariance matrix are supposed to be the same as variance σ 2 n which is estimated from finite noise samples as the averaged noise power energy. Actually, the eigenvalues of the noise covariance matrix should have a certain distribution, i.e., there exists fluctuation or uncertainty of the noise power energy. However, this fluctuation or uncertainty is not considered in signal subspace based noise reduction. Underestimate of this noise power energy will result in much residual noise in the enhanced speech while overestimate of it will bring much speech distortion. Another problem in this subspace based speech enhancement is to estimate the speech subspace dimension p as used in eqs. (7), (8) , and (9) which can not be obtained exactly [4] , [10] . In next section, we will discuss the noise reduction by considering the distribution of eigenvalues of noise covariance matrix without the estimation of the speech subspace dimension.
NOISE POWER ENERGY DISTRIBUTION AND RANDOM MATRIX THEORY
In the estimation of noise variance, if we know the noise power energy distribution, i.e., if the uncertainty of noise variance can be quantified when doing noise reduction based on eigen filtering, we can get a better tradeoff of noise reduction and speech distortion for speech enhancement than using the signal subspace based method. In many real implementations, the covariance matrices are estimated via Hankel or Toeplitz matrix of signals, i.e., C y = H y H T y , H y = H x +H n . Suppose the Toeplitz or Hankel matrix is a m * q matrix formed by signals. In this case, the noise covariance matrix C n = H n H T n is a random matrix since the noise signal is supposed as Gaussian white noise. The statistical properties of random matrices have been investigated and applied in many fields for many years, for examples, in high energy physics, machine learning, etc. [6] . The random matrices show many interesting characteristics. Especially, random matrices show asymptotic analytical representation of the eigenvalue distributions which is preferred in this study. Theoretically, for the noise covariance matrix, in the limit sense m → ∞, q → ∞, and Q = q m , the distribution of eigenvalues of the random matrix can be analytically written as [6] 
for eigenvalue λ within the bound λ min ≤ λ ≤ λ max . Where the σ 2 n is the variance of the elements of the random matrix (noise variance), and the minimum and maximum bounds are:
An example of the eigenvalue distribution of the random matrix is shown in Fig. 1 . Fig. 1 shows the theoretical eigenvalue distribution of two random matrices with different Q values. From Fig. 1 Eigenvalue distribution of the random matrix Q=10 (q=400,m=40) Q=1000 (q=40000,m=40)
Fig. 1. Eigenvalue distribution of the random matrix (see text for more details).
λ min and λ max around the variance value σ 2 n . The higher the Q is, the more compact range of the distribution of p(λ) will be. When Q → ∞, the minimum and maximum bounds go to the same value σ 2 n as represented in eq. (11) . Only under this condition, all the eigenvalues of the noise covariance matrix are the same as σ 2 n , i.e, the distribution of the eigenvalues is the impulse response function at σ 2 n which is widely used in traditional eigenvalue analysis of noise covariance matrix (such as used in eq. (5)).
In real applications, the m, q, and Q can only be fixed values. We must estimate the noise power by considering the eigenvalue distribution of the noise covariance matrix. Eq. (10) is valid only when m → ∞, q → ∞. However, even for finite values of m and q, the distribution of the eigenvalues of the random matrix fits the eq. (10) well [8] . Since the eigenvalues of the noise random matrix has theoretical trackable distribution, we use this property to separate or reduce the contributions of the noise from the eigenvalues of the observed noisy matrix, i.e., the eigenvalues lying in the interval of [λ min , λ max ] are regarded as contributed by noise, while the eigenvalues lying outside of the interval are contributed by speech. In this study, for reducing noise, rather than using eq. (9) to reduce the effect of noise, we remove the eigenspace corresponding to the eigenvalues of the random matrix distributed between the theoretic trackable λ min and λ max from the observation eigenspace.
SPEECH ENHANCEMENT EXPERIMENTS
Based on the discussion in Sections (2) and (3), we carry out speech enhancement experiments to test the algorithms. 100 clean speech utterances with sampling rate 8000Hz were chosen from AURORA2J data corpus [9] . The noisy speech is produced by adding gaussian white noise to the clean speech with signal to noise ratio (SNR) levels at -5dB, 0dB, 5dB, 10dB, 15dB, and 20dB, respectively. The covariance matrix of noisy speech was estimated from Toeplitz matrix (40*400 matrix) formed using the noisy speech samples (about 50ms duration with 5ms shift). For signal subspace method, the dimension of speech subspace was estimated using the approach proposed in [10] . For both the signal subspace and random matrix based methods, the noise variance used in eqs. (9) and (11) is estimated from the initial 100ms of speech utterances which is supposed as noise only. One example of the noise reduction effect based on signal subspace and random matrix methods is shown in Fig. (2) . (2) shows the the power spectrum of a speech utterance of the clean (upper-left panel), the noisy with SNR=0dB (upper-right panel), the enhanced based on random matrix theory (lower-left), and the enhanced based on signal subspace method (lower-right), respectively. From Fig. (2) , one can see that the white noise distorted the speech in full timefrequency bands. The signal subspace and random matrix based methods both reduce the noise. However, comparing the random matrix based and signal subspace based noise reduction methods, we find that the enhanced speech based on signal subspace method has more spot-like noise, which is widely known as musical noise [4] . This musical noise brings low quality and intelligibility for speech perception. The reason behind the more spot-like residual noise is that it is caused by the assumption of the fixed noise power (noise variance) without considering the uncertainty of the noise fluctuations. By considering the uncertainty of the noise variance (eigenvalue distribution of the noise random matrix), the noise can be excluded since the statistical distribution of noise and speech is different.
For quantitative comparison of signal subspace and random matrix based methods, subjective and objective evaluations can be adopted. For objective evaluations, many criterions can be used, e.g., segmental SNR, cepstral distance, etc. [4] . For subjective evaluations, the mean opinion score (MOS) can be used based on subjective listening test. In this study, we adopted the perceptual evaluation of speech quality (PESQ) measure. The PESQ is the ITU standard for evaluation of speech which has high correlation with subjective evaluations [10] , the higher the PESQ score, the better qual-ity the speech is. We calculated the PESQ for the noisy speech and the enhanced speech utterances using each method, and averaged for the 100 utterances for each SNR condition. The result is shown in Fig. (3) . In Fig. (3) , the three curves with legends "Random matrix", "Signal subspace", and "Noisy" represent the PESQ curves for the speech processed using random matrix based, traditional signal subspace based methods and the noisy speech without any processing. From Fig.  (3) , we can see that both the enhanced methods improve the PESQ compared with the original noisy speech. In addition, we can see that in SNR less than 15dB, the random matrix based enhancement shows higher PESQ score compared with that of signal subspace based enhancement. Especially in low SNR condition, since the noise variance uncertainty is higher compared with high SNR condition, the advantage of random matrix based enhancement is more obvious. For high SNR conditions (> 15dB), the random matrix and signal subspace based enhancements perform almost the same.
DISCUSSION AND CONCLUSION
In traditional signal subspace based speech enhancement, the noise variance uncertainty is not taken into account. In this paper, we proposed a speech enhancement method based on random matrix theory. This method takes the noise variance uncertainty into consideration based on the eigenvalue distribution of noise random matrix. Our experiments showed that the enhanced speech has a high quality compared with that of signal subspace based method. Although, in some advanced signal subspace algorithms, the noise reduction and speech distortion can be dealt well by giving a residual noise level or a speech distortion threshold. The level or threshold usually is not easily decided. In addition, in the random matrix based enhancement, we do not need to estimate the speech subspace dimension.
In this study, the white noise is assumed. In the original signal subspace method, this assumption is also used. However, in real situation, the noise can be other types of noise, e.g., car noise, factory noise, etc. For non-white noise, a pre-whitening processing is often adopted in signal subspace based method [4] . Similarly, the random matrix based speech enhancement can also adopt the same processing procedure. In addition, in this paper, we did not touch the problem of the nonstationarity of noise. Traditionally, in nonstationary noise condition, only the average noise energy is tracked. The uncertainty is also ignored. Tracking both the average energy and uncertainty is also a problem needing to be solved. The investigation and generalization of the random matrix based speech enhancement method to non-white and nonstationary conditions remains as our future work.
