We present a numerical study of collisional transport in a tokamak pedestal in the presence of non-trace impurities, using the radially global δf neoclassical solver Perfect [M. Plasma Phys. Control. Fusion 56 045005]. It is known that in a tokamak core with non-trace impurities present the radial impurity flux opposes the bulk ion flux to provide an ambipolar particle transport, with the electron transport being negligibly small. However, in a sharp density pedestal with sub-sonic ion flows the electron transport can be comparable to the ion and impurity flows. Furthermore, the neoclassical particle transport is not intrinsically ambipolar, and the non-ambipolarity of the fluxes extends outside the pedestal region by the radial coupling of the perturbations. The neoclassical momentum transport, which is finite in the presence of ion orbit-width scale profile variations, is significantly enhanced when impurities are present in non-trace quantities, even if the total parallel mass flow is dominated by the bulk ions.
I. INTRODUCTION
The global confinement in tokamaks is strongly correlated with the performance indicators of the edge transport barrier 1, 2 . Accordingly, having a good pedestal performance in a fusion reactor is considered to be crucial. In the pedestal, turbulent transport is dramatically reduced by decorrelation of turbulence by strong sheared flows 3, 4 , thus the relative role of the (otherwise negligible) collisional transport becomes more important.
Fusion reactors will need to operate with carbon-free and low-erosion plasma facing components to achieve reasonable lifetimes and for nuclear safety. To gain more operational experience in the proposed metallic wall devices, originally carbon walled tokamak experiments, such as JET and ASDEX have transitioned to operation with "ITER-like walls" (with Be and W components) in recent years. With this transition a global confinement degradation has been observed 5, 6 , especially on JET. This is a serious concern, since the data on which experimental scaling relations (and projections for ITER) are based have been mostly collected on carbon wall experiments. This degradation is found to be primarily caused by reduced pedestal performance 5, 6 . Impurity injection appears to have a beneficial effect in certain cases 7 . Over and above the general importance of collisional impurity transport, these observations motivate consideration of the effects of non-trace impurities in the pedestal.
Modeling of neoclassical transport in the pedestal is difficult, since the very sharp profile variations make gradient scale lengths comparable to the radial extent of the ion drift orbits 8 , which renders the usual radially local a) Electronic mail: pusztai@chalmers.se modeling inadequate for the problem. It has been demonstrated analytically that finite orbit width effects can significantly modify neoclassical transport phenomena 9-14 , producing modified ion heat transport, flows, bootstrap current, and even zonal flow response. These studies are limited to large aspect-ratio, circular cross-section plasmas and describe profile variations mostly through local plasma parameters, and point at the importance of a short scale global variation of flows 14 . In this paper we go beyond the large aspect-ratio limit, and present a radially global numerical study of neoclassical transport in the presence of non-trace impurities.
There are different possible modeling options of various sophistication and difficulty. The simplest option is the computationally cheap and usually adopted local δf formalism, which assumes small orbit width compared to profile length scales and neglects the radial coupling of the perturbations. On the other end, the global full-f approach includes both neoclassical and turbulent transport (these transport channels cannot be completely decoupled in a pedestal, in contrast to the local limit) and allows for strong deviations from local thermodynamic equilibrium. This approach requires nonlinear collision operators to fully live up to its promises 15 , and is currently numerically too expensive to be used for exploratory studies 16, 17 . In this work, we use the global δf formalism 18 . This is a specific generalization of the local δf formalism which includes global effects, while still allowing the distribution function to be linearized around an appropriately chosen lowest order Maxwellian. This linearization, which assumes sub-sonic parallel flows, imposes limitations on the profiles that can be considered. Accordingly, we restrict ourselves to using suitable model profiles, but with experimentally identifiable features.
In core plasmas the neoclassical perturbations of the ion distribution are only weakly affected by the electrons.
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We find that neoclassical particle transport in a pedestal with subsonic ion flows can be very different from that in the plasma core ( Fig. 2a-c) : The electron particle flux can be comparable to the ion particle flux even in the presence of non-trace impurities, and the collisional particle transport is not ambipolar in general. Consequently, it can happen that ions and impurities are transported in the same direction. In the presence of sharp profile variations the neoclassical momentum transport is nonzero, and we observe that its magnitude is notably affected by non-trace impurities (Fig. 8a) .
The remainder of this paper is organized as follows. In Sec. II, we describe the global δf method implemented in Perfect, and how this affects our choice of model profiles. In Sec. III we first present the neoclassical fluxes, flows and poloidal density variations for our baseline case, and then compare the results between plasmas with trace and non-trace impurity content. Finally, in Sec. IV we discuss our results and conclude.
II. METHODS
In a tokamak core the plasma parameter profiles often exhibit sufficiently slow radial variations that the departure of the distribution function from a Maxwellian remains small, and the collisional dynamics can be described in terms of local plasma parameters. In this situation neoclassical transport can be calculated using the local δf formalism that yields a linear system for the perturbed distribution. If the driving radial gradients are strong enough to generate substantial parallel particle flows, and poloidal variation in plasma parameters, the problem becomes nonlinear 19 . Furthermore, if all plasma parameters are allowed to vary over a radial width of a typical ion orbit, the transport becomes radially non-local. To study such general situations a global full-f simulation code with a nonlinear collision operator would be necessary. While a limited number of such simulation codes exist 16, 20, 21 , their computational expense make them unfit for our exploratory purposes. To keep the problem tractable, we will only consider situations when the distribution functions are not far from MaxwellBoltzmann distributions, but finite orbit width effects are still important. For this purpose, we use the radially global, δf , Eulerian neoclassical solver Perfect.
The fact that the distribution functions must be close to Maxwellians puts constraints on the profiles, as will be discussed in the following section. These constraints might not typically be satisfied in an experiment. Therefore, we do not attempt to base our exploratory modeling on specific experimental profiles, instead we use model profiles chosen specifically to satisfy the assumptions in Perfect, while they are supposed to be representative of experimental profiles in some respects. The specific profiles we use are presented in Appendix A. To explain the origin of the constraints, the next section contains a brief summary of the equations solved in Perfect (for a more detailed description of the code, we refer the reader to 18).
In addition to the constraints outlined below, Perfect does not capture the geometry of an X-point or the open field line region. Orbit losses 22 and an influx of neutral atoms 23 are expected to become important very close to the separatrix. For this reason we expect that our results are representative only of the inner part of the pedestal.
A. The global δf problem solved by PERFECT Perfect solves for the non-adiabatic perturbed distribution function
where f a is the distribution function, e a is the charge, and T a is the temperature of species a, Φ 1 = Φ − Φ 0 is the perturbed potential, with the unperturbed electrostatic potential Φ 0 taken to be a flux function, Φ 0 = Φ . The flux surface average is defined as X = 2π 0
, where θ is a 2π-periodic anglelike poloidal coordinate and B is the magnetic field. The perturbation g a is required to be small compared to the lowest order distribution function, which is a MaxwellBoltzmann distribution
Ta (ψ) , (2) where the radial coordinate ψ is 1/(2π) times the poloidal magnetic flux, m a is the mass, m a W a0 = m a v 2 /2 + e a Φ 0 is the total unperturbed energy, and η a = n a (ψ)e eaΦ0(ψ)/Ta(ψ) is the pseudo-density, with the density n a . The linearized equation that Perfect solves is
where b = B/|B|, v = v · b with the velocity v, the lowest order drift velocity v da0 contains the lowest order E × B drift and magnetic drifts v ma , C la is the linearized Fokker-Planck operator, and S a is a source term, which will be explained shortly. The partial derivatives are taken at fixed magnetic moment µ a = m a v 2 /(2B) and unperturbed total energy W a0 .
Note that boundary conditions in ψ are needed to fully specify g a by (3), in contrast to the local equation. Since the local theory should apply sufficiently far from the pedestal, the result of local simulations -in which the v da0 · (∇g a ) µ,Wa0 term is dropped from (3) -are imposed as boundary conditions where particles enter the domain 18 .
As inputs, Perfect requires zeroth order (flux function) densities n a , temperature T a and potential Φ 0 . Given these equilibrium profiles, g a is calculated from (3), and appropriate velocity moments of g a provide the neoclassical flows and fluxes. The fluxes will in general not be divergence free and thus incompatible with the timeindependent equilibrium profiles. It may seem instructive to restore the time derivative in (3), and solve a timedependent problem, in a hope to reach a steady state equilibrium. However, only exceptional profiles would lead to a steady state solution. More generally, particles and energy would accumulate in (or leave) the simulation domain until the δf approach breaks down. Instead, the approach adopted is to add spatially varying sources S a so that the zeroth-order profiles become consistent; these sources are solved for in the code alongside g a . These sources can be thought of as representing the effects of non-neoclassical transport needed to make the profiles consistent, and should also be present in a real pedestal.
To guarantee that g a f a , the driving gradients in the right-hand side of (3) should remain small. From
where prime denotes the ψ-derivative, we see that the η and temperature gradients set the size of g a , and thus drive the deviations from a Maxwellian. Hence the density and the electrostatic potential may have sharp gradients as long as they produce a slowly varying η. To quantify what we mean by a sharp gradient, we may balance the v b · ∇g a and v ma · ∇ψ∂ ψ f M a terms in (3) to find that
should be satisfied by T a and η a ; that is, these quantities should have a small relative change as experienced by a particle during its radial drift excursion. Here ρ pa = v a m a /(e a B p ) is the poloidal Larmor radius of the species, with the thermal speed v a = 2T a /m a , and the poloidal magnetic field B p = B · ∇θ/|∇θ|.
B. Model profiles and magnetic geometry
Although we would like to use pedestal profiles which are representative of experiments in some aspects, we require (5) to be satisfied in the simulations for all species (a = {e, i, z} for electrons, ions and impurities, respectively). We consider pedestals where n a and T e are allowed to vary on the ρ pi scale, while the T and η gradients of the bulk and impurity ion species are constrained by (5) .
As a starting point we considered profiles from typical JET discharges (Figure 16 of 24) , and modified them as necessary to satisfy our orderings, and to reduce the need for heat sources in the simulation domain. The specific choices made in constructing the model profiles are discussed in Appendix A. The resulting input profiles for our baseline case as functions of the normalized poloidal flux ψ N are shown in Fig. 1a-d . Here, we introduced ψ N = ψ/ψ LCFS , where ψ LCFS is the poloidal flux at the last closed flux surface (LCFS). Note that the density profile of impurities is much steeper than that of the bulk ions to make η z vary slowly. We consider a deuterium plasma and fully ionized nitrogen impurities (Z z = 7, where Z a = e a /|e e |) with a concentration n z /n i = 0.01 in the core. The radii marking the beginning and the end of the pedestal are indicated by dotted vertical lines in the figures.
In the simulations we use a local Miller model geometry 25 (and neglect the radial variation of B p and
, with elongation κ = 1.58, s κ ≡ (r/κ)dκ/dr = 0.479, triangularity δ = 0.24, s δ ≡ (r/ √ 1 − δ 2 )dδ/dr = 0.845, ∂R/∂r = −0.14, q = 3.5, and inverse aspect ratio ≡ r/R = 0.263, with r and R denoting the minor and major radii, respectively. These parameters were taken from 26.
The numerical resolution and convergence tests are detailed in Appendix B.
C. Units
An input quantity X is supplied to Perfect in a normalized, dimensionless formX = X/X, with the normalizing, dimensional quantityX. We chooseR = 3.8 m andB = 2.9 T to be the major radius and magnetic field at the magnetic axis. Furthermore we choose the following convenient unitsn = 10 20 m −3 ,T = eΦ = 1 keV, m = m D (deuterium mass), andē is the elementary charge. We define the reference speed and collision frequency asv = 2T /m and
where 0 denotes the vacuum permittivity and ln Λ is the Coulomb logarithm. The ordinary same-species collision frequency ν aa is defined as (6) but withT andn replaced by T a and n a , from which we may define the collisionality asν aa = ν aa qR/v a .
To quantify when the local approximation fails, it is useful to define a few additional quantities: The normalized electric field U a = I/(Bv a ) dΦ 0 /dψ measures how much the E × B drift competes with parallel streaming in terms of poloidal particle motion. The normalized logarithmic derivative δ X = −Iv a /(Ω a ) d(ln X)/dψ measures the variation of quantity X along a typical drift orbit, where Ω a = e a B/m a and I = RB t . Local neoclassical theory is valid only when U , δ n , δ η , and δ T are all much smaller than unity in magnitude. The global δf model also requires that |δ T | 1 and |δ η | 1, but U and δ n can be O(1). These derived quantities together withν are shown for the baseline profiles in Fig. 1e -h.
III. LOCAL AND GLOBAL SIMULATION RESULTS
To study the differences between local and global neoclassical transport we performed a number of Perfect simulations with the profiles and magnetic geometry described in Sec. II B. Before presenting the simulation results for our baseline set of profiles, we discuss the output quantities.
We define the following normalized output quantities: reduces to the flux function poloidal flow coefficient for a single ion species plasma in the local limit,
e a B I V ,a + 1 n a dp a dψ + e a dΦ dψ ,
where p a = n a T a is the pressure. Furthermore, we define the non-adiabatic density perturbationñ
, and normalized scalar fluxeŝ
Note that the flux normalizations are species independent.
A. Results for the baseline case
The scalar fluxes of (8) When the impurity strength α = Z eff − 1 is order unity -as in our baseline -the magnitude of the particle transport of electrons is typically m e /m i /α smaller than that of the impurities, where Z eff denotes the effective ion charge. In this case it is common to neglectΓ e and calculate the ion particle transport from ambipolarity a =e Z aΓa = 0, leading to opposing ion and impurity particle fluxes. The local simulations in the core region obey these expectations. Since dT i /dψ is small in our baseline, temperature screening does not dominate, thus the local fluxes obeyΓ i > 0 andΓ z < 0. In the pedestal the parallel ion-electron friction can be sufficiently large to compete with the ion-impurity friction, due to the high electron flow speeds. ThereforeΓ e cannot be neglected anymore in the ambipolarity condition: the strong outward electron flux means that bothΓ z andΓ i are positive simultaneously. Thus the outward localΓ z is not a result of temperature screening.
As expected from the small U e and δ ne values, seen in Fig. 1e and f, the electron local and global fluxes are practically the same. However, finite orbit width effects strongly affect the ion and impurity dynamics. In the pedestalΓ i is increased compared to the local value, which causesΓ z to change sign compared to its local value. It is worth noting that the deviation between local and global results is not localized to the pedestal region only. For instance, the global and localΓ i deviate well below ψ N = 0.94; the ion particle flux changes sign at ψ N = 0.91 while the local result is positive everywhere. As a comparison we note, that the width of the large gradient region in ψ N units is approximately 0.026, and the orbit width of a typical trapped ion at thermal speed is 0.016.
The somewhat surprising observation that the finite orbit width effects extend outside the pedestal over several thermal ion orbit widths is worth a moment of thought. Since the existing analytical theories assume √ 1, which partly eliminates the radial coupling, they can only provide a limited guidance as to why this happens. The only radial coupling that cannot be completely eliminated from those theories is that due to the neoclassical parallel flow, k ; indeed it is not a parameter in the theory, but it satisfies a radial differential equation (Eqs. (43) and (64) in Ref. 14). As we will see, in our case the global result for the main ion k is very different from the local one, and it takes a rather long distance from the pedestal before it gets close to the local result. Also, in estimating the orbit width above, we considered particles at the thermal speed, while all the quantities of interest are dominated by super-thermal particles with wider orbits. The neoclassical drive and the radial coupling terms both include v m · ∇ψ ∝ v 2 , the velocity space integration weight is ∝ v 2 , and the flow, particle flux, and heat flux contain an additional factor of v, v 2 , or v 4 respectively. The global particle fluxes are not ambipolar as seen at ψ N = 0.94, whereΓ i andΓ z are both inward, andΓ e is small, very close to its local value. Note that while in a local simulation the radial current and momentum flux should vanish, it does not need to be so in global simulations, as pointed out in 18.
For both ions and impurities we observe that the con- ductive heat flux can significantly differ from the local value. A reduction compared to the the local valueobserved around the pedestal top -may be explained by the shift of the trapped region towards the tail of the distribution at U ∼ 1. However, we also find regions where the heat fluxes increase from their local values. Just as for the particle fluxes, we see a reduction inside the pedestal top:
The corresponding sources are presented in Fig. 3 . We use poloidally symmetric sources with speed dependencies (x 2 a − {5, 3}/2) exp(−x 2 a ) for particle and heat sources, respectively, where x a = v/v a . We see that to some degree the main ion particle and heat sources qualitatively mirror each other, and tend towards zero outside the pedestal. We specifically choose T i to reduce the need for S hi , while S pi also remains small, becauseΓ i tends to be smaller thanq i . The tremendous drop inn z in the pedestal leads to a sharp peak in S pz , and again we see an opposing trend for S hz , but for impurities the combined sources are positive. The electron sources are localized to the pedestal and comparable in size to those of the main ions.
The neoclassical flow coefficients, k , are presented in Fig. 4 . The local (dashed lines) k i is positive as expected in the banana regime, and exhibits a slight variation as a response to the radial variation ofν. In the local case k is a flux function, while globally it varies from the inboard side (darker curves) to the outboard side (lighter curves). These poloidal variations in the flow appear together with poloidal density variations, as will be discussed shortly. It has been shown analytically 10, 12, 14 that k is affected by finite orbit width effects. As seen from the analytical results, where v da0 · ∇θ is kept but the radial coupling is neglected, k is expected to decrease or become more negative in both the banana and plateau regimes 10, 12 . However, the global modification to k is not a function of local plasma parameters (such as U a ) only, but even in the semi-global treatment of 14 it satisfies a radial differential equation (i.e. ∂g/∂ψ cannot be neglected). This is why k can differ in sign and magnitude from the local value well outside the pedestal, and can be larger than its local value inside the pedestal. It is interesting to note that there is a difference between global and local k even for the electrons, which is due to the collisional coupling to the various ion species.
The density perturbations are shown in Fig. 5 . We first consider only the non-adiabatic contribution to the perturbations,ñ (g) a /n a , shown in Fig. 5a-f , where the global (local) results are plotted in the a-c (d-f) panels. The local simulations predict purely up-down density asymmetry for all species, which is weaker for bulk ions and electrons than for impurities. The global results show a more complex poloidal density variation for both ions and impurities. For ions we see an in-out asymmetry (i.e. excess density around θ = π) at the pedestal top, which transforms into an out-in asymmetry in the pedestal, and reverses again further out (similarly to the single species simulations of 27). For impurities the most important difference compared to the local results is the weak in-out (instead of strong up-down) asymmetry in the pedestal. The electron density perturbation mostly follows its local behavior, exhibiting a large increase in the up-down asymmetry in the pedestal. To understand the total density perturbationñ a /n a in global simulations we note that the potential perturbation Φ 1 follows mostly the non-adiabatic ion density perturbation. The total electron density perturbation is dominated by the adiabatic response of electrons, thus it is very similar to the ion density perturbation. The impurity density variations show a competition between adiabatic responseespecially in the pedestal where it tries to oppose the ion density perturbation -and non-adiabatic response. The relative impurity density variation stays below 10% everywhere, showing that the assumption of the density being nearly a flux function is not violated. However, for sufficiently high Z z , nonlinearity from poloidal asymmetries can arise 19, 28, 29 . Finally, we consider the parallel flows and the bootstrap current for our baseline case; these are plotted in Fig. 6 . For the bulk and impurity ions the flows remain small inside the pedestal, as their profiles were chosen specifically so that their diamagnetic and E × B flows mostly cancel. For these the relative deviation between the local and global results is significant, the global results being larger in magnitude from the middle of the pedestal inward. This is partly due to the reduction in k compared to the local value observed in Fig. 4 . The parallel flow of electrons reaches a much higher magnitude inside the pedestal then that of the ions, where the strong E × B and diamagnetic rotation contribute with the same sign for this species. The scale is therefore different and the difference between the local and global results is less visible. Figure Fig. 6e shows this difference, which is comparable to what is observed for ions. This is expected, because all the difference is due to a frictional coupling to the various ion species with modified flow speeds, as direct finite orbit width effects are negligible for electrons. Since we have a weak ion temperature pedestal, the modifications of the ion flows are not sufficient to cause an appreciable deviation of the boot- strap current from the local result inside the pedestal, as seen in Fig. 6a . If anything, outside the pedestal there is a slight difference between the local and global results (barely visible on the scale accommodating the huge bootstrap peak in the pedestal), since the electron flow is relatively small in those regions, while the global effects on k extend outside the pedestal.
B. Non-trace impurities
We want to assess whether, and how, non-trace impurities can affect collisional transport in the pedestal. To this end, we performed simulations with profiles similar to our baseline, except that we scaled the impurity concentration profiles. The simulations shown in this section have impurity concentrations such that the impurity strength in the core is either α = 0.0171 (trace impurities; shown with thin lines in the figures) or α = 1.33 (non-trace; thick lines); as a comparison α = 0.3925 for the baseline. Note that n z /n i drops rapidly across the pedestal, thus the impurities eventually become trace even if they have a high core concentration (this is necessary in the presence of an electron density pedestal if we restrict profile variations to obey the orderings of (5) for all ion species).
The a-c panels of Fig. 7 compare the local and global particle fluxes with trace and non-trace impurity concentration. As usual, the local and global results forΓ e are virtually the same. At higher impurity content the increase inΓ e /n e around ψ N = 0.95 reflects the increased n e gradient due to the rapidly varying impurity concentration (note that n i is kept fixed in the impurity scan, thus the n e profile changes). The localΓ i behaves as expected from the ambipolarity condition: it increases with impurity content in the core to balance the inward Γ z , and its core behavior is dominated by following the outward electron flux. It is interesting to note that while above ψ N = 0.97 the local curves for different impurity concentration collapse onto each other because of the low n z /n i , the difference in the globalΓ i /n i survives much further out in the pedestal. The d-f panels of Fig. 7 show the heat fluxes. In the Fig. 7g-i ) vanish in the local limit, as they should, but are finite when global effects are considered. UnlikeΓ e andq e , the global results forΠ e are different to the local ones, i.e. they are also finite, although the electrons do not transport an appreciable amount of momentum, as m e /m i 1. The total momentum flux, Π = am aΠa , shown in Fig. 8a , is mostly negative in the studied radial range, and is strongly increase by the presence of non-trace impurities. The ions are responsible for most of the momentum transport for both impurity concentrations, thus the increase in |Π| is not due to the increase in |Π z |, but the modifications inΠ i in the presence of impurities.
The radial currentĵ = a Z aΓa (Fig. 8b) -that in isolation from other transport channels would lead to charge separation and the evolution of the radial electric field -is also significantly increased in magnitude by the presence of the impurities over most of the studied radial domain. Although we observe a finite radial neoclassical current, we do not attempt to self-consistently calculate the radial electric field. For the interpretation of the momentum fluxes and the radial current it is useful to note that conservation of particle number and parallel momentum (in steady state, for a radially constant V , and with sources even in v ) imply that dΓ a /dψ N ∝T
3/2Ŝ
pa and dΠ/dψ N ∝ĵ. The latter property is apparent from a comparison of Fig. 8a and b . The former relation states that non-ambipolar fluxes require particle sources for which a Z aŜpa = 0 is not satisfied locally (the factorT 3/2 comes from the assumed velocity space structure of S pa ).
In radially local formalisms momentum transport is often decomposed into diffusive (∝ −du a /dψ N , where u a =n a BV a m a is the normalized parallel mass flow), conductive (∝ u a ) and intrinsic (independent of u a ) terms. Such a decomposition is not possible in our global formalism since the parallel mass flow is a non-local function of the various plasma parameter profiles, and so is the momentum transport. Nevertheless, it is instructive to compare the radial profile of the total momentum transport Π to the radial variation of the total mass flow u = a u a shown in Fig. 8c (both quantities are dominated by the main ion contributions). By increasing the impurity content, u increases in the core region. This is caused by the highern z BV z at highern z not being compensated by the slight reduction in BV i (shown in Fig. 9 ). As the impurity concentration drops radially across the pedestal, the effect from the reduction in the parallel ion flow becomes dominant. The radial drop in the global results for u across the pedestal is mostly due to the density variation in the pedestal. If the transport was local and purely diffusive this non-monotonic behavior of u would be accompanied by a sign change in the momentum transport. It is also interesting to note that at the point where we see the greatest relative increase in |Π| between the different simulations (ψ N ≈ 0.96), the global u becomes lower for higher core impurity concentration.
The ion particle source profile shown in Fig. 10a is only weakly affected by the presence of non-trace impurities. In the meantime, the increase in impurity sources are approximately proportional to the increase in their concentration: the normalized particle sourceŜ p (n i /n z )| core is approximately the same in the two simulations, considering that the impurity content changes by a factor 100.
The radial current and the non-quasineutral particle sources S pa are consistent, that is, the divergence of the radial current is given by the charge source a Z a S pa (note, that the total charge source integrated across the pedestal is zero, due to the boundary conditions). However, the radial current is truly a consequence of the radial coupling in the global simulation, and not an artifact of the radially varying sources. Although it is not done in the code, source profiles could be calculated in the presence of the radially varying local particle and heat fluxes, for these to be consistent with the time independent plasma parameter profiles. Such sources would be quasineutral unlike those in the global simulations. In reality, the neoclassical radial current that we observe needs to be balanced by an opposing radial current, which represents transport processes not captured by our model (turbulence, atomic physics processes, orbit losses, magnetic ripple effects, etc.). Otherwise the system would not be steady state, because the radial electric field would vary in time and the j × B torque would change the plasma flows. Due to the construction of the code and the vanishing v moment of our sources, we observe the (1/V )d(V Π)/dψ and the radial current terms in the species-summed flux surface averaged angular momentum equation to exactly balance. Similarly, the finite neoclassical momentum transport predicted by the code should also be canceled by a momentum transport due to non-neoclassical processes, in steady state.
Finally we would like to assess how much our profile choices affect the observation of increased momentum flux in the presence of non-trace impurities. One unnatural feature of our impurity density profile is its extreme steepness. Allowing η i have a radial drop across the pedestal -within what is allowed by (5) -to reduce the inward radial electric field, together with allowing η z to have an increase in the same region, leads to a less sharp impurity pedestal. To further reduce the impurity density gradient in the pedestal we consider a fully ionized beryllium impurity (Z = 4). These changes make our pedestal less deeply sub-sonic, as seen from the increased mass flow in Fig. 11c that shows the results of the modified input profiles. From Fig. 11a we can conclude that impurities also significantly increase the magnitude of the neoclassical momentum flux in the pedestal for more natural impurity profiles, when the inputs push the limitations imposed by the required orderings.
IV. DISCUSSION AND CONCLUSIONS
We have studied the differences in the collisional transport between radially local and global formalisms using the global δf neoclassical solver Perfect, with a special emphasis on the effects of non-trace impurities. If the impurity density profile is arbitrary, impurities are likely to develop sonic flows and strong poloidal asymmetries in the pedestal. We use model profiles specifically chosen to guarantee that impurity flows remain sub-sonic, so that the assumptions of the δf formalism are valid. In this way we can gain some insights into the effect of non-trace impurities without the need for a non-linear collision operator.
In an impure plasma the electron particle transport is usually negligible, and the ion and impurity fluxes oppose each other to maintain ambipolarity. However, since in the pedestal the magnitude of the parallel electron flow can be much larger than the parallel ion and impurity flows, the friction of the various ion species on electrons can become non-negligible. Consequently, a substantial neoclassical electron particle transport can arise, which competes with the radial transport of other species. In particular, the ion and impurity fluxes can have the same sign. In the presence of strong radial profile variations on the ρ pi scale, the ambipolarity of fluxes is violated, as reported in previous studies 18 . We emphasize that the differences in neoclassical flows and fluxes between the local and global theory are not restricted to the pedestal region only but die off within a distance comparable with the ion orbit width. In our baseline from the outer core region to the pedestal top we observe that both the ion and impurity fluxes are inward due to global effects (see Fig. 2a-c) . Inside the pedestal, local simulations predict both the impurity and the ion fluxes to be outward, due to the large outward electron flux, but in global simulations the impurity flux reverses to be inward.
For our model profiles, chosen to give small parallel ion flows, the bootstrap current remains almost completely unaffected, while this need not be so if the ion temperature varies more rapidly than allowed by our orderings. Indeed, the neoclassical parallel flow coefficient k of ions and impurities is significantly affected by global effects. Due to the radial coupling even the sign of k i is different from the local result well inside of the pedestal top.
We observe that in the presence of global effects the poloidal variation of the density perturbation is not restricted to an up-down asymmetry, it can be more significant, and can develop rapid radial variations (in accordance with previous numerical results 27, 30 ). The poloidal asymmetries observed here arise in the presence of finite inverse aspect ratio and finite orbit width effects, and are not closely related to those predicted by the analytical theories in 19, 28, 29 , since those require significant poloidal variations in the ion-impurity friction. The adiabatic response to the electrostatic perturbation generated by the ions competes with non-adiabatic contributions in determining the poloidal asymmetries developed by the impurities. For the moderate impurity charge considered here (Z z = 7) the relative poloidal variation of the impurity density is still small so that the perturbative treatment remains valid. At sufficiently high Z the relative poloidal variation of the impurity density is expected to become order unity and then -if the impurities are non-trace -nonlinear effects would start to play a role. The numerical investigation of that situation is left for a future study.
In the pedestal, the neoclassical radial current does not vanish in general, and the momentum transport remains finite -in contrast to the local theory. In the vicinity of the pedestal the total neoclassical momentum transport is found to be negative in the studied case, which happens if the charge sources (resulting from the particle sources needed to sustain the pedestal) are mostly positive in that region. The radial variation of the parallel mass flow is non-monotonic with a sharply decreasing feature where the density drops in the pedestal. This non-monotonicity is not reflected in the radial momentum transport, which is now a non-local function of the mass flow. A simple decomposition of the momentum transport into diffusive, conductive and intrinsic terms is not possible in the global picture. Note that the same is also true for all the radial fluxes.
We observe a strong effect of impurities on the total momentum transport, the magnitude of which increases significantly in the presence of non-trace impurities (see Fig. 8a ). While it is not possible to disentangle the exact cause of this, it may be due to the sharp radial variation of the parallel impurity mass flow. The impurities represent only a minor fraction of the total mass flow, but their collisional coupling to the main ions is significant at an impurity strength of order unity. Pushing the limitations of our orderings we reduced the sharpness of the impurity density profile, in an attempt to demonstrate the robustness of the impact of impurities on neoclassical momentum transport. Although the impurity profile is chosen to be very specific, strong effects may occur when the impurities have more general density variations, especially because they then have much stronger relative flow speeds compared to the ions.
Impurity seeding in tokamaks operating with ITERlike metallic walls has been experimentally found to have beneficial effects on the pedestal performance. It is then natural to raise the question of whether our results are consistent with this observation. Without taking into account other non-intrinsically ambipolar processes and turbulent transport it is not possible to evolve the profiles towards a steady state. However, we may speculate about possible consequences of the increased momentum transport in the presence of impurities. In steady state the neoclassical radial current and momentum transport should be balanced by opposing contributions of turbulent and other origin. An increased neoclassical momentum transport in the presence of impurities requires these contributions to increase as well. Sufficiently far from the open field line region the turbulent transport can dominate these opposing contributions. Impurities tend to reduce the turbulence level by dilution [31] [32] [33] . If the non-diffusive turbulent momentum transport is to be increased in spite of dilution effects, stronger deviations of the non-fluctuating distribution from a Maxwellian 34 and stronger profile variations 35 may be necessary; which could require a steepening of the pedestal to reach a new steady state. Whether this is indeed the case and, if so, its role in the observed confinement improvement in impurity seeded discharges, remains an open question and should be the basis of future investigation.
arbitrary n i . The orderings for the electrons are not a concern, since ρ pe is much smaller than the radial scale length of any profile in an experiment.
The density profiles and potential discussed in this section are the inputs to Perfect and are thus, strictly speaking, only the zeroth order contributions to these quantities, assumed to be flux functions.
Once we have specified both η i and n i (to be detailed shortly), the relation η a = n a e eaΦ/Ta gives the potential
A strong electric field from Φ 0 compensates for the potentially large ion pressure drop to make the variation of η i small (the situation of "electrostatic ion confinement," which is borne out in experimental results 36, 37 ). In the radial force balance the ion pressure drop could in principle be balanced by a sonic ion flow, however we consider sub-sonic ion flows. Note that by allowing sonic ion flows, the relative flow speed of two ion species would in general also be sonic, which would severely complicate the treatment of collisions. Such a scenario is currently not supported by Perfect. We emphasize that Φ 0 and n a are fundamental inputs to the code, thus the relation (A1) is not an attempt to self-consistently calculate the potential.
Then, given Φ 0 from (A1) and an η z , we obtain the impurity density
Note that (A2) leads to impurity density profiles with a typical logarithmic density gradient in the pedestal Z z times larger than that of the main ions; this is unavoidable if (5) is to be satisfied for all ion species. Finally, the electron density is obtained by demanding quasineutrality
The resulting η e satisfies (5) by virtue of the electron gyroradius being small. Although we have constraints and relations between profiles, we still have a large degree of freedom in specifying them. Here we discuss some specific choices we made for the profile set used as a baseline for the simulations.
Since we use the local solution for the boundary condition, we also need to make sure that the assumptions of the local theory are satisfied at the boundary. This means that the sharp density or potential variations should be limited to the middle of the radial domain, sufficiently far from the boundaries. For weak electric fields the local and global results should agree, so we choose the η i profile so that the potential calculated from (A1) is completely flat at the boundaries. We do this by letting
in the vicinity of the inner boundary, namely in the core up to the pedestal top where n i (and so η i ) should be slowly varying. Thus Φ 0 = 0 in this region, independent of the T i profile. To achieve a flat potential in the vicinity of the outer boundary, we let
in that region, where C is a constant which fixes the value of eΦ 0 . To remove the ambiguity of η i far from the boundaries in a way that makes it a simple and smooth function, we linearly extrapolate η i given by (A4) from the core region up to the bottom of the pedestal (where the sharp feature in n i ends) and match it to the other expression (A5), choosing C = eΦ 0 from (A1) at the matching point. The η z profile is chosen to be a linear function of ψ over the whole domain, with a logarithmic gradient matching that of n i at the left boundary.
Since the global δf ordering does not allow an ion temperature pedestal, we consider T i = T z profiles with a gradient across the pedestal (and further out) equal to that of the electron temperature gradient in the core. Due to the density drop in the pedestal and the decreasing temperature profile, the ion heat flux is bound to be vastly different at the two boundaries, requiring large heat sources in the domain, except if a variation in dT i /dψ balances them. This can be avoided by setting a proxy for the heat fluxes, ∝ n i T
3/2 i
dT /dψ, to be equal at the boundaries. Thus, we artificially reduce dT i /dψ in the core to remove the need for sources close to the boundaries.
Experimental density and temperature profiles can drop orders of magnitude across the pedestal, and a significant part of these variations occur in the open field line region. As an additional consideration, if we let the bulk densities and temperatures drop across the simulation domain as much as in a real pedestal, it would lead to difficulties related to large logarithmic gradients, and huge changes in collision frequency. Since the code does not capture the physics in the open field line region (where the pedestal foot would be in an experiment), the region outside the middle of the pedestal does not carry too much physical relevance and can be considered as a numerical buffer zone. To avoid the above mentioned complications we reduce the gradients starting from a point where crossing the separatrix would be expected in an experiment. We thus arbitrarily pick this reduced dT e /dψ to be 0.05 of its pedestal value, with dn i /dψ equal to its core value.
Motivated by typical JET discharges (Figure 16 of 24) , for our baseline case we choose the T e and n i pedestal widths to be ∼ 3 cm, with the values T e = 0.9 keV and n e = 4 · 10 profiles are generated by Bezier curve interpolation between three regions with linear profile variation: a core, a pedestal, and an outer "buffer" region. (Using this type of smoothing ensures that the gradients transition smoothly and monotonically.) To transform the profiles from r to ψ N space, ψ(r) is needed. This we obtain from q(r) = dχ/dψ where 2πχ is the toroidal magnetic flux which we calculate assuming simple elongated flux surfaces. Since we do not intend to model a specific experiment, we take model profiles for the safety factor q and the elongation κ, shown in Fig. 12 . The q 95 was chosen as 3.5. For the on-axis toroidal magnetic fields we take B t = 2.9 T and neglect 2 corrections together with higher order shaping effects to get dr/dψ N . The resulting dr/dψ N | LCFS = 0.57 is taken to be constant across the entire pedestal. The ion temperature gradient, the ion and impurity η and the impurity strength profiles are shown in Fig. 13 , for the different impurity concentration simulations presented in this paper. Dashed lines correspond to the beryllium case of Fig. 11 . Species is indicated to the right of the panels. |X 1 |dψ N . Taking the N ψ = 255 simulation as the reference X 2 , we find that the quantity with the highest error is the electron particle source, with err(Ŝ pe ) = 5.6%. For other quantities, such as particle flows and radial fluxes, we observe errors below 0.5%, thus Fig. 14 presents the most stringent test for numerical convergence. The same convergence test was performed for all the simulations, with resulting errors (including those of the sources) all being below 6%.
