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The aim of this paper is to study the qualitative behavior of large
solutions to the following problem
{
u ± a(x)|∇u|q = b(x) f (u), x ∈ Ω,
u(x) = ∞, x ∈ ∂Ω.
Here a(x) ∈ Cα(Ω) is a positive function with α ∈ (0,1), b(x) ∈
Cα(Ω) is a non-negative function and may be singular near the
boundary or vanish on the boundary, and the nonlinear term f
is a Γ -varying function, whose variation at inﬁnity is not regular.
We focus our investigation on the existence and asymptotic be-
havior close to the boundary ∂Ω of large solutions by Karamata
regular variation theory and the method of upper and lower so-
lution. The main results of this paper emphasize the central role
played by the gradient term |∇u|q and the weight functions a(x)
and b(x).
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In this paper, we investigative the asymptotic behavior of large solutions to the following problem
{
u ± a(x)|∇u|q = b(x) f (u), x ∈ Ω,
u(x) = ∞, x ∈ ∂Ω. (P±)
Here Ω ⊂ RN (N  3) is a bounded domain with smooth boundary ∂Ω , the weight function a(x) ∈
Cα(Ω) is a positive function, while the weight function b(x) ∈ Cα(Ω) is non-negative, and may be
singular near the boundary, moreover, satisﬁes the following condition:
(b1) For every x0 ∈ Ω with b(x0) = 0, there exists a domain Ω0 such that x0 ∈ Ω0 ⊂ Ω and b(x) > 0
for x ∈ ∂Ω0.
With respect to f , we assume that
(f1) f  0 is locally Lipschitz continuous on [0,∞), and f (s)/s is increasing on (0,∞).
Note that if (f1) holds, then by Theorem 1.28 in [18], f is Γ -varying at ∞ (see Deﬁnition 2.1
below) if and only if
f (u) → exp
( u∫
B
dy
S(y)
)
as u → ∞,
where B > 0 is a constant and S is a positive C1-function on [B,∞) such that
lim
u→∞ S
′(u) = 0.
It is interesting to note that S(u) is the auxiliary function of f .
The boundary condition is to be understood that u(x) → ∞ as d(x) = dist(x, ∂Ω) → 0+. The solu-
tion of problem (P±) is called large solution, explosive solution or boundary blowup solution.
For a(x) ≡ 0, problem (P±) reduces to the following form
{
u = b(x) f (u), x ∈ Ω,
u(x) = ∞, x ∈ ∂Ω. (1.1)
When b(x) = 1, f (u) = eu and Ω ⊂R2 is a smooth bounded domain, problem (1.1) arises in Rieman-
nian geometry: if a Riemannian metric of the form |ds|2 = e2u(x)|dx|2 has constant Gaussian curvature
−C2, then u = C2e2u . Bieberbach [3] showed that problem (1.1) has a unique solution u(x) ∈ C2(Ω)
such that u(x)+ 2 ln(d(x)) is bounded as d(x) → 0+. Rademacher [36] extended the results of Bieber-
bach to the case that Ω is a smooth bounded domain in R3. Lazer and McKenna [27] continued the
study of Bieberbach and Rademacher on a bounded domain in RN with a uniform external sphere
condition and nonlinearities b(x) f (u), where b(x) is continuous and strictly positive on Ω . Certain
years later the problem was reconsidered as that with weight function which is positive in Ω , but
can vanish on ∂Ω [9,14,15,13,28,29] even be singular there [16,40,5,6]. Recently, Melián [17] consid-
ered problem (1.1) when the weight function b(x) is allowed to change sign on Ω . When b(x) ≡ 1,
Lieberman [33] provided a uniﬁed approach to study the boundary estimate of large solutions to (1.1)
for a larger class of functions f , which can also be applied in less smooth domains.
S. Huang et al. / J. Differential Equations 251 (2011) 3297–3328 3299Now we introduce a class of functions K , which was ﬁrst introduced by Cîrstea and Ra˘dulescu
[10] for non-decreasing functions, and by Mohammed [34] for non-increasing functions. Let K denote
the set of all positive, monotonic functions k ∈ L1(0,υ) ∩ C1(0,υ) which satisfy
lim
t→0
(∫ t
0 k(s)ds
k(t)
)′
= .
We point out that
lim
t→0
∫ t
0 k(s)ds
k(t)
= 0
holds for any k ∈ K . Moreover, 0    1 for non-decreasing k and   1 for non-increasing k. For
more propositions of K , please refer to [7,11,28,29].
Recently, by regular varying theory, which enables us to obtain signiﬁcant information about the
qualitative behavior of the large solution in a general framework, Cîrstea [7] established the unique-
ness and asymptotic behavior of large solutions to equation of the following form
{
u + au = b(x) f (u), x ∈ Ω,
u(x) = ∞, x ∈ ∂Ω, (1.2)
where a is a real parameter, f is Γ -varying at ∞ and satisﬁes (f1), the weight function b(x) ≡ 0
on ∂Ω , and there exist k ∈ K with 0    1 and some positive constants γ − , γ + , δ, such that
γ −k2(d(x))  b(x)  γ +k2(d(x)) for every x ∈ Ω2δ , here Ω2δ = {x ∈ Ω: d(x)  2δ}. The results of [7]
showed that the asymptotic behavior of large solutions depends on how b(x) vanishes on ∂Ω and how
fast f grows at ∞. Cîrstea and Ra˘dulescu [8] also obtained the uniqueness and asymptotic behavior
of problem (1.2) when f ∈ Γ and b(x) satisﬁes some other conditions.
Now, let us return to problem (P±). When a(x) ≡ b(x) ≡ 1 in Ω , f (u) = eu or f (u) = up(p > 1),
Bandle and Giarrusso [2] obtained the existence and asymptotic behavior of (P±). Moreover, Giarrusso
[22,23] extended the results of [2] to more general f (u) satisfying
lim
u→∞
√
F (u)
( f (u))1/q
= c1 ∈ [0,∞],
where F (u) = ∫ u0 f (s)ds. Huang et al. [24–26] and Zhang [42,43,41,44] generalized the above results
for general weight functions b(x) and nonlinear terms f (u) when a(x) ≡ 1 in Ω . More results about
the large solutions to elliptic problem with nonlinear gradient terms, see [32,21,31] and the references
therein.
The simplest case is q = 2 and a(x) ≡ 1. Since the transformation v = exp(±u) can reduce the
problem to one without gradient terms, we shall therefore mainly consider the case where q = 2.
The main purpose of this paper is to prove the existence and asymptotic behavior of large solutions
to problem (P±), where f is Γ -varying at ∞ and the weight functions a(x) and b(x) may be singular
at ∂Ω . The main results show that how the nonlinear gradient terms and the weight functions affect
the asymptotic behavior of large solutions.
We ﬁrst establish the asymptotic behavior of large solutions to problem (P+) when q > 2.
Theorem 1.1. Assume that (f1), (b1) hold and q > 2, a(x) is a positive Cα(Ω) function, and b(x) is a non-
negative Cα(Ω) function for some α ∈ (0,1). f ◦ L ∈ RVρ (ρ > 0) (see Deﬁnition 2.2 below) for some L ∈
C2([A,∞)) and satisﬁes limu→∞ L(u) = ∞, L′ ∈ NRV−1 (see Deﬁnition 2.6 below).
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(a1) limd(x)→0+ a(x)kqa(d(x)) = Caq > 0 for some ka ∈ Ka with a > 0,
and b(x) satisﬁes
(b2) limd(x)→0+ b(x)kqb(d(x))
= Cbq > 0 for some kb ∈ Kb with b > 0.
If a >max{ q2(q−1) , bb+1 }, then every solution u+(x) ∈ C2(Ω) for problem (P+) satisﬁes
lim
d(x)→0+
u+(x)
(L ◦ Φ ◦ K1)(d(x)) = 1, (1.3)
here K1(t) =
∫ t
0
kb(s)
ka(s)
ds and Φ is deﬁned as follows
∞∫
Φ(t)
L′(y)
y
ρ
q [L f (y)]
1
q
dy = t, ∀t ∈ (0, τ ) with small τ > 0, (1.4)
where L f is a normalized slowly varying function with
lim
u→∞
f (L(u))
uρ L f (u)
= 1.
(b) Assume that a(x) satisﬁes (a1) and b(x) satisﬁes
(b3) limd(x)→0+ b(x)k2b(d(x))
= Cb2 > 0 for some kb ∈ Kb with b > 0.
If 0< a <
q
2(q−1) , then every solution u+(x) ∈ C2(Ω) for problem (P+) satisﬁes
lim
d(x)→0+
u+(x)
(L ◦ Ψ ◦ K )(d(x)) = 1, (1.5)
where K (t) = ∫ t0 kb(s)ds and Ψ is given by
∞∫
Ψ (t)
[L′(y)] 12
y
ρ+1
2 [L f (y)] 12
dy = t, ∀t ∈ (0, τ ) with small τ > 0. (1.6)
The next object is to ﬁnd the asymptotic behavior of large solutions of problem (P±) when 0 
q < 2.
Theorem 1.2. Assume that (f1) and (b1) hold and 0 q < 2, a(x) is a positive Cα(Ω) function, b(x) is a non-
negative Cα(Ω) function for some α ∈ (0,1). f ◦ L ∈ RVρ(ρ > 0) for some L ∈ C2([A,∞)) and satisﬁes
limu→∞ L(u) = ∞, L′ ∈ NRV−1 .
(a) Assume that (a1) and (b2) hold. If 1a <min{
2(q−1)
q ,
1+b
b
}, then every solution u±(x) ∈ C2(Ω) for prob-
lem (P±) satisﬁes (1.3).
(b) Assume that (a1) and (b3) hold. If 1a >
2(q−1)
q , then every solution u±(x) ∈ C2(Ω) for problem (P±)
satisﬁes (1.5).
Remark 1.3. It is worth pointing out that if f ◦ L ∈ RVρ(ρ > 0), then there exists a g ∈ RVρ(ρ > 0)
such that f (u) = g(L−1(u)) for large u, where L−1 denotes the inverse of L.
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(a) f (u) = uβ exp(ρu 1α ), where α,ρ > 0, β is arbitrary with L = (lnu)α ;
(b) f (u) = exp(u 1α (ρ + αlnu )) where α,ρ > 0 with L = (lnu)α ;
(c) f (u) = exp(u 1α + ρ exp(u 1α )) with L = (ln lnu)α .
Remark 1.4. Deﬁne φ(t) = Φ(K1(t)), then φ(t) satisﬁes
∞∫
φ(t)
L′(y)
y
ρ
q [L f (y)]
1
q
dy =
t∫
0
kb(s)
ka(s)
ds. (1.7)
Remark 1.5. Deﬁne ψ(t) = Ψ (K (t)), then ψ(t) satisﬁes
∞∫
ψ(t)
[L′(y)] 12
y
ρ+1
2 [L f (y)] 12
dy =
t∫
0
kb(s)ds. (1.8)
Remark 1.6. It is worth pointing out that, Cîrstea [7] considered the asymptotic behavior of large
solution to problem (1.2) when b(x) satisﬁes (b3) with b = 0, the main results of [7] show that the
hypothesis that b = 0 on ∂Ω plays a dividing role for the description of the boundary behavior of
large solutions. But so far, to the best of our knowledge, the asymptotic behavior of large solutions to
elliptic equation with nonlinear gradient terms when b = 0 on ∂Ω and satisﬁes (b2) (or (b3)) with
b = 0, has not been considered, these cases remain open.
Recently, some results have appeared which treat the situation where the weight function b(x)
vanishes on the boundary of the underlying domain Ω , at different rates according to the point of
the boundary, see [28,29,26,39,13,6]. With a little more effort, the results of Theorem 1.1 can be
extended easily to the case that a(x) satisﬁes
lim
d(x)→0+
a(x)
kqa(d(x))
= Caq(x) > 0,
for some ka ∈ Ka with a > 0, Caq(x) is a positive continuous function on ∂Ω , and b(x) satisﬁes
lim
d(x)→0+
b(x)
kqb(d(x))
= Cbq(x) > 0,
for some kb ∈ Kb with b > 0, Cbq(x) is a positive continuous function on ∂Ω .
Let us now turn to the existence of problem (P±). In order to obtain the existence, we only
suppose that f satisﬁes
(f2) f  0 is locally Lipschitz continuous on [0,∞), and there exist p > 1 and t0  0 such that f (t)/t p
is increasing for t  t0.
Theorem1.7. Assume that (f2) and (b1) hold, q 0, a(x) is a positive Cα(Ω) function, and the weight function
b(x) satisﬁes
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(b5) b(x) is a non-negative Cα(Ω) function, which may be singular on ∂Ω , and there exist positive constants
C and γ ∈ (0,2] such that supx∈Ω d2−γ (x)b(x) C.
Then problem (P+) has a large solution.
Theorem 1.8. Assume that (f2) and (b1) hold, 0 < q  2, a(x) is a positive Cα(Ω) function, and the weight
function b(x) satisﬁes (b4) or (b5). Then problem (P−) has a large solution.
The outline of the paper is as follows: In Section 2 we give some notions and results from regular
variation theory. The aim of Section 3 is to discuss some auxiliary results. Theorems 1.1 and 1.2 will
be proved in Section 4. The proof of the existence will be given in Section 5. We conclude the paper
with some illustrative examples in Section 6.
2. Preliminaries
In this section, we present here the properties of regularly varying functions. For more details,
we refer the reader to [4,18,37,38]. The theory of regular variation instituted by Karamata and sub-
sequently developed by himself and many others has been applied in Tauberian theorems, Abelian
theorems, analytic theorems, and analytic number theorems etc.. The regular variation theory enables
us to obtain signiﬁcant information about the qualitative behavior of large solutions in a general
framework.
Deﬁnition 2.1. A non-decreasing function f deﬁned on (A,∞) is Γ -varying at ∞ (written f ∈ Γ ) if
limu→∞ f (u) = ∞ and there exists χ : (A,∞) → (0,∞) such that
lim
u→∞
f (u + λχ(u))
f (u)
= eλ, ∀λ ∈R.
The function χ is called an auxiliary function and unique up to asymptotic equivalence.
Deﬁnition 2.2. A positive measurable function f deﬁned on [D,∞) for some D > 0, is called regularly
varying (at inﬁnity) with index q ∈R (written f ∈ RVq), if for all ξ > 0,
lim
u→∞
f (ξu)
f (u)
= ξq.
Proposition 2.3. Assume that L is slowly varying. Then the convergence L(ξu)/L(u) → 1 as u → ∞ holds
uniformly on each compact ε-set in (0,∞).
Proposition 2.4. If L is slowly varying, then:
(a) ln L(u)/ lnu → 0 as u → ∞.
(b) For any α > 0, uα L(u) → ∞ and u−α L(u) → 0 as u → ∞.
(c) (L(u))α varies slowly for every α ∈R.
(d) If L1 varies slowly, so do L(u)L1(u) and L(u) + L1(u).
Proposition 2.5. The function L(u) is slowly varying if and only if it can be written in the form
L(u) = M(u)exp
( u∫
y(t)
t
dt
)
(u  B) (2.1)B
S. Huang et al. / J. Differential Equations 251 (2011) 3297–3328 3303for some B > 0, where y ∈ C([B,∞)) satisﬁes limu→∞ y(u) = 0, M(u) is measurable on [B,∞) and
limu→∞ M(u) = Mˆ ∈ (0,∞).
If M(u) is replaced by Mˆ in (2.1), we get a normalized regularly varying function.
Deﬁnition 2.6. A function f (u) deﬁned for u > B is called a normalized regularly varying function of
index q (in short f ∈ NRVq) if it is C1 and satisﬁes
lim
u→∞
u f ′(u)
f (u)
= q.
Note that f ∈ NRVq+1 if and only if f is C1 and f ′ ∈ RVq . A typical example function f (u) =
uq+1 + sin(uq+2) (deﬁned for large u) belongs to RVq+1 but not NRVq+1. And NRVq(0+) denotes the
set of all normalized regularly varying functions at 0 of index q.
Remark 2.7. For any f (u) ∈ RVq , there exists f˜ (u) ∈ NRVq such that f˜ (u)/ f (u) → 1 as u → ∞.
Proposition 2.8. Let f ∈ RVq be locally bounded in [A,∞). Then:
(a) for any j −(q + 1),
lim
u→∞
u j+1 f (u)∫ u
A x
j f (x)dx
= j + q + 1;
(b) for any j < −(q + 1) (and for j = −(q + 1) if ∫∞ x−(q+1) f (x)dx < ∞)
lim
u→∞
u j+1 f (u)∫∞
u x
j f (x)dx
= −( j + q + 1).
If H is a non-decreasing function on R, then we deﬁne (see [37]) the (left-continuous) inverse
of H by
H←(y) = inf{s: H(s) > y}.
Proposition 2.9.We have:
(a) If f ∈ RVq with −∞ q∞, then limu→∞ ln f (u)/ lnu = q.
(b) If f1 ∈ RVq1 and f2 ∈ RVq2 with limu→∞ f2(u) = ∞, then f1 ◦ f2 ∈ RVq1q2 .
(c) Suppose f is non-decreasing and f ∈ RVq, 0 q∞. Then f ← ∈ RVq−1 .
Here we give in the following some results about the method of super- and sub-solutions for the
problems (P±). We consider the following general problem
−u = F (x,u,∇u), x ∈ Ω, u(x) = +∞, x ∈ ∂Ω, (2.2)
where F (x, s, η) satisﬁes the following conditions:
(a) F (x, s, η) is locally Hölder continuous in Ω × I ×RN and continuously differentiable with respect
to the variables s and η.
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F (x,u,∇u) h(s)(1+ |η|2), ∀(x, s, η) ∈ Ω × I ×RN .
(c) F is non-decreasing in s for each (x, η) ∈ Ω ×RN , where I = [0,∞) or I =R.
Deﬁnition 2.10. A function u ∈ C2(Ω) is called an explosive subsolution of (2.2) if
−u  F (x,u,∇u), x ∈ Ω, u(x) = +∞, x ∈ ∂Ω.
Deﬁnition 2.11. A function u ∈ C2(Ω) is called an explosive supersolution of (2.2) if
−u  F (x,u,∇u), x ∈ Ω, u(x) = +∞, x ∈ ∂Ω.
Proposition 2.12. Suppose that (2.2) has an explosive supersolution u and an explosive subsolution u such
that u  u on Ω , then (2.2) has at least one solution u ∈ C2(Ω) satisfying u  u  u on Ω .
3. Auxiliary results
In this section, we will give some auxiliary results, which will be useful in the proof of Theo-
rems 1.1 and 1.2.
Lemma 3.1. (See [8, Corollary 3.1].) k ∈ K with  > 0 if and only if limt→0+
∫ t
0 k(s)ds = 0 and k ∈
NRV(0+) with  = 1− .
Lemma 3.2 (Characterization of K1). Let K1 be deﬁned in Theorem 1.1, then K1 ∈ NRVγ (0+) with γ =
1+ 1−b
b
− 1−a
a
, and limt→0+ K1(t) = 0.
Proof. By the deﬁnition of K1, we see that limt→0+ K1(t) = 0. Since ka ∈ Ka with a > 0 and kb ∈ Kb
with b > 0, then by Lemma 3.1, we ﬁnd that
ka ∈ NRV 1−a
a
(0+) and kb ∈ NRV 1−b
b
(0+).
By Proposition 2.9 (applied at zero), we have
kb(s)/ka(s) ∈ NRV 1−b
b
− 1−a
a
(0+),
in view of Deﬁnition 2.6, we conclude the assertions of Lemma 3.2. 
Lemma 3.3 (Characterization of Φ). Suppose that f ◦ L ∈ RVρ(ρ > 0), L satisﬁes limu→∞ L(u) = ∞ and
L′(u) ∈ NRV−1 . Then:
(a) The function Φ given by (1.4) is well deﬁned. Moreover, Φ ∈ C2(0, τ ) and satisﬁes limt→0+ Φ(t) = ∞.
(b) Φ ∈ NRV− qρ (0+).
(c) limt→0+ Φ(t)Φ ′(t) = limt→0+ Φ
′(t)
Φ ′′(t) = limt→0+ Φ(t)Φ ′′(t) = 0.
(d) limt→0+ Φ
′′(t)Φ(t)
|Φ ′(t)|2 = 1+ ρq .
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NRV0, by Proposition 2.4, we have
lim
t→∞
L′(t)
t
ρ
q [L f (t)]
1
q
t1+τ = lim
t→∞
tL′(t)
[L f (t)]
1
q
tτ−
ρ
q = 0, for some τ ∈
(
0,
ρ
q
)
.
This shows that, for some D > 0,
h(x) =
∞∫
x
L′(t)
t
ρ
q [L f (t)]
1
q
dt < ∞, for all x > D.
Therefore, Φ is well deﬁned on (0, τ ) for small enough τ and limt→0 Φ = ∞.
(b) By direct differentiating (1.4), we have
−Φ ′(t)L′(Φ(t))
Φ(t)
ρ
q [L f (Φ(t))]
1
q
= 1, ∀t ∈ (0, τ ). (3.1)
Proposition 2.8 implies that
lim
t→∞
L′(t)t1−
ρ
q
[L f (t)]
1
q h(t)
= −
(
1− ρ
q
− 1
)
= ρ
q
,
which, together with (1.4), yields,
lim
t→0+
L′(Φ(t))
Φ(t)
ρ
q −1[L f (Φ(t))]
1
q t
= ρ
q
. (3.2)
According to (3.1) and (3.2), we get
lim
t→0+
tΦ ′(t)
Φ(t)
= − q
ρ
. (3.3)
(c) By (3.1), direct computation shows that
Φ ′′(t) = ρ
q
[Φ ′(t)]2
Φ(t)
+ L
′
f (Φ(t))[Φ ′(t)]2
qL f (Φ(t))
− [Φ
′(t)]2L′′(Φ(t))
L′(Φ(t)) . (3.4)
We note that, L f ∈ NRV0 and L′ ∈ NRV−1, thus
lim
t→0+
Φ(t)L′′(Φ(t))
L′(Φ(t)) = −1, limt→0+
Φ(t)L′f (Φ(t))
L f (Φ(t))
= 0. (3.5)
Combining with (3.4) and (3.5), we have that
lim
t→0+
Φ ′′(t)Φ(t)
′ 2 = 1+
ρ
. (3.6)[Φ (t)] q
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lim
t→0+
Φ ′(t)
Φ ′′(t)
= 0. (3.7)
By L’Hôpital’s rule and (3.7), we arrive at limt→0+ Φ(t)Φ ′(t) = 0. Then limt→0+ Φ(t)Φ ′′(t) = 0. This conclude
the proof of Lemma 3.3. 
By Remark 1.4, Proposition 2.9 and Lemma 3.3, we obtain
Corollary 3.4. The function φ in (1.7) satisﬁes:
(a) The function φ given by (1.7) is well deﬁned and φ ∈ C2(0, τ ) satisﬁes limt→0+ φ(t) = ∞;
(b) φ ∈ NRVν(0+), where ν = − qρ (1+ 1−bb −
1−a
a
);
(c) limt→0+ φ(t)φ′(t) = limt→0+ φ
′(t)
φ′′(t) = limt→0+ φ(t)φ′′(t) = 0;
(d) limt→0+ φ
′′(t)φ(t)
|φ′(t)|2 = ν−1ν .
With an argument similar to that of Lemma 3.3, one can deduce the following results, and the
proof will be omitted.
Lemma 3.5 (Characterization of Ψ ). Suppose that f ◦ L ∈ RVρ(ρ > 0), L satisﬁes limu→∞ L(u) = ∞ and
L′(u) ∈ NRV−1 . Then:
(a) The function Ψ given by (1.6) is well deﬁned, Ψ ∈ C2(0, τ ) and limt→0+ Ψ (t) = ∞;
(b) Ψ ∈ NRV− 2ρ (0+);
(c) limt→0+ Ψ (t)Ψ ′(t) = limt→0+ Ψ
′(t)
Ψ ′′(t) = limt→0+ Ψ (t)Ψ ′′(t) = 0;
(d) limt→0+ Ψ
′′(t)Ψ (t)
|Ψ ′(t)|2 = 1+ ρ2 .
Similarly, we have
Corollary 3.6 (Characterization of ψ). The function ψ in (1.8) satisﬁes:
(a) The function ψ given by (1.8) is well deﬁned, ψ ∈ C2(0, τ ) and limt→0+ ψ(t) = ∞;
(b) ψ ∈ NRVς (0+), where ς = − 2ρb ;
(c) limt→0+ ψ(t)ψ ′(t) = limt→0+ ψ
′(t)
ψ ′′(t) = limt→0+ ψ(t)ψ ′′(t) = 0;
(d) limt→0+ ψ
′′(t)ψ(t)
|ψ ′(t)|2 = 1+ ρb2 .
The following lemma shows that for any f ∈ Γ , there exist a function L ∈ C2[A,∞) with
limu→∞ L(u) = ∞ and L′ ∈ NRV−1 such that fˆ ◦ L ∈ RVρ(ρ > 0), where
f → fˆ (u) = exp
( u∫
B
dy
S(y)
)
, u → ∞. (3.8)
Deﬁne L as follows
∞∫
L(u)
dy
fˆ (u)
= 1
uρ
for large u > 0. (3.9)
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(a) L(u) is well deﬁned for large u > 0, limu→∞ L(u) = ∞ and is a C2-function;
(b) fˆ ◦ L ∈ RVρ(ρ > 0);
(c) L is slowly varying at ∞ and L′ ∈ NRV−1 .
Proof. (a) From (3.8) and (3.9), it is clear that (a) holds.
(b) From the deﬁnition of fˆ , we get
1= lim
u→∞
fˆ (u) fˆ ′′(u)
[ fˆ ′(u)]2 ,
it follows that
1= lim
u→∞
u fˆ ′′( fˆ −1(u))
[ fˆ ′( fˆ −1(u))]2 = limu→∞
−u[ fˆ −1(u)]′′
[ fˆ −1(u)]′ ,
which implies that ( fˆ −1)′ ∈ RV−1.
By (3.9), we have
∞∫
fˆ (L(u))
[ fˆ −1(w)]′
w
dw = 1
uρ
for large u > 0. (3.10)
Deﬁne
g(u) =
∞∫
u
[ fˆ −1(w)]′
w
dw for large u > 0.
Proposition 2.8 implies g(u) ∈ RV−1, and (3.10) shows that g( fˆ (L(u))) ∈ RV−ρ . This fact, combined
with Proposition 2.9, deduces that fˆ ◦ L ∈ RVρ .
(c) By (b) and Proposition 2.9, we ﬁnd that L is slowing varying. Differentiating (3.9), we obtain
uρ+1L′(u) = fˆ ◦ L(u) for large u > 0.
This fact, together with fˆ ◦ L ∈ RVρ , implies that L′ ∈ BV−1. 
4. Proof of main theorems
4.1. Proof of Theorem 1.1
Proof. Given δ > 0, let
Ωδ =
{
x ∈ Ω: 0< d(x) < δ}, ∂Ωδ = {x ∈ Ω: d(x) = δ}.
For any β ∈ (0, δ), we deﬁne Ω−β = Ω2δ\Ωβ , Ω+β = Ω2δ−β .
(a) We now distinguish two cases according to b ∈ (0,1] and b > 1.
Case one: b ∈ (0,1]. This is equivalent to that kb(x) is non-decreasing.
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(a) d(x) is a C2-function on the set Ω2δ ;
(b) |∇d(x)| = 1 for every x ∈ Ω2δ ;
(c) (Caq − ε)kqa(d(x)) < a(x) < (Caq + ε)kqa(d(x)) for every x ∈ Ω2δ ;
(d) (Cbq − ε)kqb(d(x) − β) < b(x) < (Cbq + ε)kqb(d(x) + β) for every x ∈ Ω2δ .
Set
ξ± =
[
Caq ∓ 2ε
Cbq ± ε
] 1
ρ
for arbitrary 0< ε < 12 min{Caq,Cbq}, where Caq,Cbq appear in Theorem 1.1. Deﬁne
u±β = L
(
ξ±φ
(
y±
))
, y± = d(x) ± β, x ∈ Ω±β ,
where φ is given by (1.7).
We see that
∇u±β = ξ±L′
(
ξ±φ
(
y±
))
φ′
(
y±
)∇d(x),
u±β =
(
ξ±
)2L′′(ξ±φ(y±))[φ′(y±)]2 + ξ±L′(ξ±φ(y±))φ′′(y±)
+ ξ±L′(ξ±φ(y±))φ′(y±)d(x).
It follows that
u+β + |∇u+β |q − b(x) f
(
u+β
)
 kqa
(
y+
)[−ξ+L′(ξ+φ(y+))φ′(y+)]q[A+1 (y+)+ A+2 (y+)+ A+3 (y+)d(x)
+ (Caq − ε)k
q
a(d(x))
kqa(y+)
− (Cbq + ε)A+4
(
y+
)]
,
and
u−β + |∇u−β |q − b(x) f
(
u−β
)
 kqa
(
y−
)[−ξ−L′(ξ−φ(y−))φ′(y−)]q[A−1 (y−)+ A−2 (y−)+ A−3 (y−)d(x)
+ (Caq + ε)k
q
a(d(x))
kqa(y−)
− (Cbq − ε)A−4
(
y−
)]
,
where
A±1 (t) =
(ξ±)2L′′(ξ±φ(t))[φ′(t)]2
kqa(t)[−ξ±L′(ξ±φ(t))φ′(t)]q
,
A±2 (t) =
ξ±L′(ξ±φ(t))φ′′(t)
q ± ′ ± ′ q ,ka(t)[−ξ L (ξ φ(t))φ (t)]
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ξ±L′(ξ±φ(t))φ′(t)
kqa(t)[−ξ±L′(ξ±φ(t))φ′(t)]q
,
and
A±4 (t) =
kqb(t) f (u
±
β (t))
kqa(t)[−ξ±L′(ξ±φ(t))φ′(t)]q
.
By (1.7), we have
−φ′(t)L′(φ(t))
φ(t)
ρ
q [L f (φ(t))]
1
q
= kb(t)
ka(t)
, ∀t ∈ (0, τ ). (4.1)
Note that L′ ∈ NRV−1 and L f ∈ NRV0, we ﬁnd
lim
t→∞
tL′′(t)
L′(t) = −1 and limt→∞
L f (ξt)
L f (t)
= 1. (4.2)
We may rewrite A±1 as
A±1 (t) =
ξ±φ(t)L′′(ξ±φ(t))
L′(ξ±φ(t))
[−tφ′(t)
φ(t)
]2−q tq−2
kqa(t)
[
ξ±L′(ξ±φ(t))φ(t)]1−q.
By Proposition 2.4, Lemma 3.1 and (4.2), we get, if a >
q
2(q−1) , then limt→0 A
±
1 (t) = 0.
We now rewrite A±2 as
A±2 (t) =
tφ′′(t)
−φ′(t)
[−tφ′(t)
φ(t)
]1−q tq−2
kqa(t)
[
ξ±L′(ξ±φ(t))φ(t)]1−q.
Similarly, we have limt→0 A±2 (t) = 0 and
lim
t→0 A
±
3 (t) = limt→0
[−tφ′(t)
φ(t)
]1−q tq−1
kqa(t)
[
ξ±L′(ξ±φ(t))φ(t)]1−q = 0.
For A±4 , by virtue of (4.1), we ﬁnd
A±4 (t) =
(
ξ±
)ρ[ L′(φ(t))
ξ±L′(ξ±φ(t))
]q f (u±β )
[ξ±φ(t)]ρ L f (ξ±φ(t))
L f (ξ±φ(t))
L f (φ(t))
,
which implies that limt→0 A±4 (t) = (ξ±)ρ .
It follows that
lim
y±→0
[
A±1
(
y±
)+ A±2 (y±)+ A±3 (y±)d(x) + (Caq ∓ ε)k
q
a(d(x))
kqa(y±)
− (Cbq ± ε)A±4
(
y±
)]= ±ε.
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u+β +
∣∣∇u+β ∣∣q − b(x) f (u+β ) 0, x ∈ Ω+β ,
u−β +
∣∣∇u−β ∣∣q − b(x) f (u−β ) 0, x ∈ Ω−β . (4.3)
Case two: b  1. That is to say, b(x) may be singular at ∂Ω .
We take δ > 0 small such that the following hold:
(a) d(x) is a C2-function on the set Ω2δ ;
(b) |∇d(x)| = 1 for every x ∈ Ω2δ ;
(c) (Caq − ε)kqa(d(x)) < a(x) < (Caq + ε)kqa(d(x)) for every x ∈ Ω2δ ;
(d) (Cbq − ε)kqb(d(x)) < b(x) < (Cbq + ε)kqb(d(x)) for every x ∈ Ω2δ .
Let
u±β = L
(
ξ±Φ
(
z±
))
, z± = K1
(
d(x)
)± K1(β), x ∈ Ω±β ,
where Φ is given by (1.4). Then we have
∇u±β = ξ±L′
(
ξ±Φ
(
z±
))
Φ ′
(
z±
)
K ′1
(
d(x)
)∇d(x),
and
u±β =
(
ξ±
)2L′′(ξ±Φ(z±))[Φ ′(z±)K ′1(d(x))]2 + ξ±L′(ξ±Φ(z±))Φ ′′(z±)[K ′1(d(x))]2
+ ξ±L′(ξ±Φ(y±))Φ ′(z±)K ′′1 (d(x))+ ξ±L′(ξ±Φ(z±))Φ ′(z±)K ′1(d(x))d(x).
It follows that
u+β +
∣∣∇u+β (x)∣∣q − b(x) f (u+β )
 kqa
(
d(x)
)[−ξ+L′(ξ+Φ(z+))Φ ′(z+)K ′1(d(x))]q[B+1 (z+)+ B+2 (z+)
+ B+3
(
z+
)+ B+4 (z+)d(x) + (Caq − ε) − (Cbq + ε)B+5 (z+)],
and
u−β +
∣∣∇u−β (x)∣∣q − b(x) f (u−β )
 kqa
(
d(x)
)[−ξ−L′(ξ−Φ(z−))Φ ′(z−)K ′1(d(x))]q[B−1 (z−)+ B−2 (z−)
+ B−3
(
z−
)+ B−4 (z−)d(x) + (Caq + ε) − (Cbq − ε)B−5 (z−)],
where
B±1 (t) =
(ξ±)2L′′(ξ±Φ(t))[−Φ ′(t)K ′1(d(x))]2−q
kqa(d(x))[ξ±L′(ξ±Φ(t))]q
,
B±2 (t) =
ξ±L′(ξ±Φ(t))Φ ′′(t)[K ′1(d(x))]2
kq(d(x))[−ξ±L′(ξ±Φ(t))Φ ′(t)K ′ (d(x))]q ,a 1
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ξ±L′(ξ±Φ(t))Φ ′(t)K ′′1 (d(x))
kqa(d(x))[−ξ±L′(ξ±Φ(t))Φ ′(t)K ′1(d(x))]q
,
B±4 (t) =
ξ±L′(ξ±Φ(t))Φ ′(t)K ′1(d(x))
kqa(d(x))[−ξ±L′(ξ±Φ(t))Φ ′(t)K ′1(d(x))]q
,
B±5 (t) =
kqb(d(x)) f (L(ξ±Φ(t)))
kqa(d(x))[−ξ±L′(ξ±Φ(t))Φ ′(t)K ′1(d(x))]q
.
Proceeding as before, by q > 2, b  1 and a > q2(q−1) , it is straightforward to check
B1(t) = t
q−2
kqa(t)
∈ NRVπ , π = q − 2− q(1− a)
a
> 0.
Then limt→0 B1(t) = 0. Let
B2(t) =
[
ξ±Φ(t)L′(ξ±Φ(t))]1−q and B3(t) = −Φ(t)
tΦ ′(t)
.
By Proposition 2.4, we infer that, as z± → 0,
B±1 = B1
(
d(x)
)B2(z±)Bq−23 (z±)ξ±Φ(z±)L′′(ξ±Φ(z±))L′(ξ±Φ(z±))
×
[
K1(d(x))
z±
]2−q[ K1(d(x))
d(x)K ′1(d(x))
]q−2
→ 0,
and
B±2 = B1
(
d(x)
)B2(z±)Bq−23 (z±)Φ(z±)Φ ′′(z±)|Φ ′(z±)|2
×
[
z±
K1(d(x))
]q−2[ K1(d(x))
d(x)K ′1(d(x))
]q−2
→ 0.
Using Proposition 2.4 again, we ﬁnd, as z± → 0,
B±3 = B1
(
d(x)
)B2(z±)Bq−13 (z±)d(x)K ′′1 (d(x))K ′1(d(x))
×
[
K1(d(x))
d(x)K ′1(d(x))
]q−1[ K1(d(x))
z±
]1−q
→ 0,
and
B±4 = −d(x)B1
(
d(x)
)B2(z±)Bq−13 (z±)
[
K1(d(x))
d(x)K ′1(d(x))
]q−1[ K1(d(x))
z±
]1−q
→ 0.
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B±5 =
(
ξ±
)ρ[ L′(Φ(z±))
ξ±L′(ξ±Φ(z±))
]q f (u±β )
[ξ±Φ(z±)]ρ L f (ξ±Φ(z±))
L f (ξ±Φ(z±))
L f (Φ(z±))
→ (ξ±)ρ.
Then (4.3) also holds in his case.
Let u+ be a non-negative solution for problem (P+), and M2δ = max{u+(x): d(x) 2δ}. Then
u+  u−β + M2δ, x ∈ ∂Ω−β .
Note that
u+β  L
(
ξ+φ
(
d(x) − β)) if b ∈ (0,1],
and
u+β  L
(
ξ+Φ
(
K1
(
d(x)
)− K1(β))) if b > 1,
which gives
u+β  u+ + N2δ, x ∈ ∂Ω+β ,
here
N2δ = L
(
ξ+φ
(
d(x) − β)) if b ∈ (0,1],
and
N2δ = L
(
ξ+Φ
(
K1
(
d(x)
)− K1(β))) if b > 1.
By comparison principle and the fact that f (u)/u is increasing, we obtain
u+  u−β + M2δ, x ∈ Ω−β , u+β  u+ + N2δ, x ∈ Ω+β .
It follows that
u+β − N2δ  u+  u−β + M2δ, x ∈ Ω−β ∩ Ω+β .
Hence, we have
u+β − N2δ
L(Φ(z±)) 
u+
L(Φ(z±)) 
u−β + M2δ
L(Φ(z±)) , x ∈ Ω
−
β ∩ Ω+β ,
and
u+β − N2δ
± 
u+
± 
u−β + M2δ
± , x ∈ Ω−β ∩ Ω+β .L(φ(y )) L(φ(y )) L(φ(y ))
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d(x) → 0+ and ε → 0+. This completes the proof of (a) of Theorem 1.1.
(b) Case one: b ∈ (0,1]. Set δ > 0 small such that:
(a) d(x) is a C2-function on the set Ω2δ ;
(b) |∇d(x)| = 1 for every x ∈ Ω2δ ;
(c) (Caq − ε)kqa(d(x) − β) < a(x) < (Caq + ε)kqa(d(x) + β) for every x ∈ Ω2δ ;
(d) (Cbq − ε)k2b(d(x) − β) < b(x) < (Cbq + ε)k2b(d(x) + β) for every x ∈ Ω2δ .
Set
ξ± =
[ −1
ς(Cbq ± 2ε)
] 1
ρ
for 0< ε < Cbq/2, ς appears in Corollary 3.6. Deﬁne
u±β = L
(
ξ±ψ
(
y±
))
, y± = d(x) ± β, x ∈ Ω±β ,
where ψ is given by (1.7). We see that
∇u±β = ξ±L′
(
ξ±ψ
(
y±
))
ψ ′
(
y±
)∇d(x),
and
u±β =
(
ξ±
)2L′′(ξ±ψ(y±))[ψ ′(y±)]2 + ξ±L′(ξ±ψ(y±))ψ ′′(y±)
+ ξ±L′(ξ±ψ(y±))ψ ′(y±)d(x).
It follows that
u+β +
∣∣∇u+β ∣∣q − b(x) f (u+β )
 k2b
(
y+
)
f
(
u+β
)[
C+1
(
y+
)+ C+2 (y+)+ C+3 (y+)d(x) + (Caq − ε)C+4 (y+)− (Cbq + ε)],
and
u−β +
∣∣∇u−β ∣∣q − b(x) f (u−β )
 k2b
(
y−
)
f
(
u−β
)[
C−1
(
y−
)+ C−2 (y−)+ C−3 (y−)d(x) + (Caq + ε)C−4 (y−)− (Cbq − ε)],
where
C±1 (t) =
(ξ±)2L′′(ξ±ψ(t))[ψ ′(t)]2
k2b(t) f (L(ξ±ψ(t)))
, C±2 (t) =
ξ±L′(ξ±ψ(t))ψ ′′(t)
k2b(t) f (L(ξ±ψ(t)))
,
C±3 (t) =
ξ±L′(ξ±ψ(t))ψ ′(t)
k2b(t) f (L(ξ±ψ(t)))
, C±4 (t) =
kqa(t)[−ξ±L′(ξ±ψ(t))ψ ′(t)]q
k2b(t) f (L(ξ±ψ(t)))
.
According to the deﬁnition of C±1 and (1.8), we rewrite C
±
1 as
3314 S. Huang et al. / J. Differential Equations 251 (2011) 3297–3328C±1 (t) = C1(t)C2(t)C3(t)C4(t)
ξ±ψ(t)L′′(ξ±ψ(t))
L′(ξ±ψ(t)) ,
where
C1(t) = ξ
±L′(ξ±ψ(t))
L′(ψ(t)) , C2(t) =
L f (ψ(t))
L f (ξ±ψ(t))
,
C3(t) = (ξ
±ψ(t))ρ L f (ξ±ψ(t))
(ξ±)ρ f (u±β )
, C4(t) = k
2
b(t)
k2b(d(x))
.
It is well known that,
lim
t→0C1(t) = 1, limt→0C2(t) = 1, limt→0C3(t) =
(
ξ±
)−ρ
, lim
t→0C4(t) = 1.
Then, by (4.2), we deduce
lim
t→0C
±
1 (t) =
−1
(ξ±)ρ
.
Set
C±2 (t) = C1(t)C2(t)C3(t)C4(t)
ψ(t)ψ ′′(t)
[ψ(t)]2 .
Then from Corollary 3.6 we calculate
lim
t→0C
±
2 (t) =
ς − 1
ς(ξ±)ρ
.
We now intend to consider C±3 . Clearly
lim
t→0C
±
3 (t) = limt→0 y
±C1(t)C2(t)C3(t)C4(t)
ψ ′(t)
tψ ′′(t)
= 0.
Recall that a <
q
2(q−1) , we discover
lim
t→0C
±
4 (t) = limt→0C1(t)C2(t)C4(t)
[−ψ(t)
tψ ′(t)
]2−q kqa(d(x))
tq−2
[
ξ±ψ(t)L′(ξ±ψ(t))]q−1 = 0.
Then
lim
y±→0
[
C±1
(
y±
)+ C±2 (y±)+ C±3 (y±)d(x) + (Caq − ε)C±4 (y±)− (Cbq ± ε)]= ±ε.
That is we can choose δε ∈ (0, δ) suﬃciently small, such that, for any β ∈ (0, δε), we have
u+β +
∣∣∇u+β ∣∣q − b(x) f (u+β ) 0, x ∈ Ω+β ,
u−β +
∣∣∇u−β ∣∣q − b(x) f (u−β ) 0, x ∈ Ω−β . (4.4)
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(a) d(x) is a C2-function on the set Ω2δ ;
(b) |∇d(x)| = 1 for every x ∈ Ω2δ ;
(c) (Caq − ε)kqa(d(x)) < a(x) < (Caq + ε)kqa(d(x)) for every x ∈ Ω2δ ;
(d) (Cbq − ε)k2b(d(x)) < b(x) < (Cbq + ε)k2b(d(x)) for every x ∈ Ω2δ .
Deﬁne
u±β = L
(
ξ±Ψ
(
z±
))
, z± = K (d(x))± K (β), x ∈ Ω±β ,
where Ψ is given by (1.6) and K (t) = ∫ t0 kb(s)ds. Then we ﬁnd
∇u±β = ξ±L′
(
ξ±Ψ
(
z±
))
Ψ ′
(
z±
)
kb
(
d(x)
)∇d(x),
u±β =
(
ξ±
)2L′′(ξ±Ψ (z±))[Ψ ′(z±)kb(d(x))]2 + ξ±L′(ξ±Ψ (z±))Ψ ′′(z±)k2b(d(x))
+ ξ±L′(ξ±Ψ (z±))Ψ ′(z±)k′b(d(x))+ ξ±L′(ξ±Ψ (z±))Ψ ′(z±)kb(d(x))d(x).
It follows that
u+β +
∣∣∇u+β ∣∣q − b(x) f (u+β ) k2b(d(x)) f (u+β )[D+1 (z+)+ D+2 (z+)+ D+3 (z+)
+ D+4
(
z+
)
d(x) + (Caq − ε)D+5
(
y+
)− (Cbq + ε)],
and
u−β +
∣∣∇u−β ∣∣q − b(x) f (u−β ) k2b(d(x)) f (u−β )[D−1 (z−)+ D−2 (z−)+ D−3 (z−)
+ D−4
(
z−
)
d(x) + (Caq + ε)D−5
(
z−
)− (Cbq − ε)],
where
D±1 (t) =
(ξ±)2L′′(ξ±Ψ (t))[Ψ ′(t)]2
f (L(ξ±Ψ (t))) ,
D±2 (t) =
ξ±L′(ξ±Ψ (t))Ψ ′′(t)
f (L(ξ±Ψ (t))) ,
D±3 (t) =
ξ±L′(ξ±Ψ (t))Ψ ′(t)k′b(d(x))
k2b(d(x)) f (L(ξ±Ψ (t)))
,
D±4 (t) =
ξ±L′(ξ±Ψ (t))Ψ ′(t)
kb(d(x)) f (L(ξ±Ψ (t)))
,
D±5 (t) =
[−ξ±L′(ξ±Ψ (t))Ψ ′(t)kb(d(x))]q
k2b(d(x)) f (L(ξ±Ψ (t)))
.
Then, deﬁne
D1(t) = ξ
±L′(ξ±Ψ (t))
L′(Ψ (t)) , D2(t) =
L f (Ψ (t))
L f (ξ±Ψ (t))
, D3(t) = (ξ
±Ψ (t))ρ L f (ξ±Ψ (t))
(ξ±)ρ f (u±)
.
β
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lim
t→0D1(t) = 1, limt→0D2(t) = 1, limt→0D3(t) =
(
ξ±
)−ρ
.
We ﬁnd
lim
t→0 D
±
1 (t) = limt→0D1(t)D2(t)D3(t)
ξ±Ψ (t)L′′(ξ±Ψ (t))
L′(ξ±Ψ (t)) = −
(
ξ±
)−ρ
.
By Lemma 3.5, we obtain
lim
t→0 D
±
2 (t) = limt→0D1(t)D2(t)D3(t)
Ψ ′′(t)Ψ (t)
[Ψ ′(t)]2 =
2+ ρ
2(ξ±)ρ
.
In view of Lemma 3.1, we get limt→0 D±3 (t) = 0. It is easy to see that
lim
t→0 D
±
4 (t) = limt→0d(x)D
±
3 (t)
kb(d(x))
d(x)k′b(d(x))
= 0.
Rewrite D±5 as
D±5 (t) = D2(t)D3(t)
kqa(d(x))
(d(x))2−q
×
[−z±Ψ ′(t)
Ψ (t)
]q−2[ t
d(x)kb(d(x))
]2−q[
ξ±Ψ (t)L′(ξ±Ψ (t))]q.
Note that 0< a <
q
2(q−1) , we have limt→0 D
±
5 ((t)) = 0.
Consequently, (4.4) also holds.
Let u+ be a non-negative solution for problem (P+), we have
u+  u−β + M2δ, x ∈ ∂Ω−β .
where M2δ = max{u+(x): d(x) 2δ}. Note that
u+β  L
(
ξ+ψ
(
d(x) − β)) if b ∈ (0,1],
and
u+β  L
(
ξ+Ψ
(
K1
(
d(x)
)− K1(β))) if b > 1,
which imply
u+β  u+ + N2δ, x ∈ ∂Ω+β ,
here
N2δ = L
(
ξ+ψ
(
d(x) − β)) if b ∈ (0,1],
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N2δ = L
(
ξ+Ψ
(
K1
(
d(x)
)− K1(β))) if b > 1.
Hence, for every x ∈ Ω−β ∩ Ω+β , we have,
u+β − N2δ
L(Ψ (z±)) 
u+
L(Ψ (z±)) 
u−β + M2δ
L(Ψ (z±)) ,
u+β − N2δ
L(ψ(y±)) 
u+
L(ψ(y±)) 
u−β + M2δ
L(ψ(y±)) .
(1.5) follows by letting d(x) → 0+ and ε → 0+.
This completes the proof of (b). 
4.2. Proof of Theorem 1.2
Proof. The proof of Theorem 1.2 is omitted here, since it differs only slightly from that of Theo-
rem 1.1. 
5. The existence of solutions to problems (P±)
We are now ready to prove the existence of solutions to problems (P±), whose proof will be split
in two cases: the weight function b(x) is a non-negative Hölder continuous function on Ω or b(x) is
a non-negative continuous function on Ω but may be singular on ∂Ω .
We ﬁrst consider the problems (P+) and b(x) ∈ C(Ω).
Theorem 5.1. Let Ω be a bounded domain. Assume that a(x),b(x) ∈ Cα(Ω) are non-negative functions, q > 0
is a real number, b(x) satisﬁes (b1) and f satisﬁes (f2). Then the boundary value problem
{
u + a(x)|∇u|q = b(x) f (u), x ∈ Ω,
u(x) = ∞, x ∈ ∂Ω, (5.1)
has a classical solution.
Ghergu, Niculescu and Ra˘dulescu [20] obtained the existence of large solutions to problems (5.1)
under 0< q 2. Here we will consider this problems for q > 0.
In order to prove the above theorem, we ﬁrst consider the following auxiliary problems.
Lemma 5.2. Let Ω be a bounded open set of RN with smooth boundary. Assume that a(x) and b(x) ∈ Cα(Ω)
are non-negative functions, q > 0 is a real number. Then the boundary value problem
{
u + a(x)|∇u|q = b(x) f (u), x ∈ Ω,
u(x) = n, x ∈ ∂Ω, (5.2)
has a classical solution un(x): 0< un(x) n. If b(x) is positive and f is strictly increasing, then the solution is
unique. Furthermore, for all x0 ∈ Ω there exist an open set O Ω containing x0 and M0 = M0(x0) > 0 such
that un(x) M0 in O for all n 1.
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From Theorem 5 in [12], we know that problem
{
u = b(x) f (u), x ∈ Ω,
u(x) = n, x ∈ ∂Ω,
has a unique positive classical solution v(x). Thus u = v is a positive sub-solution to problem (5.2)
and u = n is a super-solution of problem (5.2) for large enough n. Thus according to Theorem 1 in [1],
we infer that problem (5.2) admits one solution un ∈ C2+α(Ω).
Step 2. Uniqueness.
Suppose that un1 and un2 are arbitrary solutions of (5.2), in order to prove the uniqueness, it is
enough to show that un1  un2, x ∈ Ω . It is easy to see that un1  un2, x ∈ ∂Ω . If we suppose that
max(un2 − un1) in Ω is positive, then the point where the maximum occurs, say x0, must lie in Ω .
Therefore, at the point x0 where max(un2 − un1) occurs, we have ∇(un2 − un1)(x0) = 0 and
0
(
un2(x) − un1(x)
)
x=x0
= [b(x)( f (un2(x))− f (un1(x)))+ a(x)(∣∣∇un2(x)∣∣q − ∣∣∇un1(x)∣∣q)]x=x0
= [b(x)( f (un2(x))− f (un1(x)))]x=x0
> 0.
This contradiction shows that the solution is unique.
Step 3. un(x) un+1(x), x ∈ Ω for all n 1.
Suppose the contrary, if there is a point such that un+1 −un < 0. Without loss of generality, we as-
sume that 0 ∈RN \ Ω . Let r = |x| > 0, x ∈ Ω , then for some small ε > 0,
vn(x) = un+1(x) − un(x) + ε
1+ r ,
has a negative minimum in Ω . At that minimal point, we have
0
(
un+1 − un + ε
1+ r
)
= b(x)( f (un+1) − f (un))− a(x)(|∇un+1|q − |∇un|q)+ ε
(
2
(1+ r)3 −
N − 1
r(1+ r)2
)
−ε N − 1
r(1+ r)3 < 0.
This contradiction concludes our proof.
Step 4. 0< un(x) n.
By the maximum principle it can be shown that 0 un(x) n, so to complete the proof, it suﬃces
to show that un(x) > 0. Without loss of generality, we let n = 1. In order to prove u1(x) > 0, consider{
v + a(x)|∇v|q = b(x) f (v), x ∈ Ω,
v(x) = ε0, x ∈ ∂Ω, (5.3)
where 0 < ε0 < 1. Thanks to Theorem 8.3 in [30], we know that the solutions to (5.3) exist. The
maximum principle implies that 0  v(x)  ε0 and v(x)  u1(x). Then we will show that v(x) > 0,
x ∈ Ω for some choice of ε0 ∈ (0,1).
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large so that Ω ⊆ B(0, R). Choose M > 0 such that b(x) < M, x ∈ Ω and 0< ε0 < 1 such that
Mf (ε0)R2
2N
 ε0.
Deﬁne
w(x) =
{
v(x), x ∈ Ω,
ε0, x ∈ B(0, R) \ Ω.
We will show that
Mf (ε0)r2
2N
 w(x), x ∈ B(0, R). (5.4)
It is easy to see that
Mf (ε0)r2
2N
 Mf (ε0)R
2
2N
= w(x), x ∈ B(0, R) \ Ω.
In order to prove (5.4), it is enough to show that (5.4) holds in Ω . Suppose the contrary, that is,
max
{
Mf (ε0)r2
2N
− w(x)
}
> 0, x ∈ Ω.
Therefore, the point where the maximum occurs must lie in Ω , we arrive at
0
{
Mf (ε0)r2
2N
− w(x)
}
= 
{
Mf (ε0)r2
2N
− v(x)
}
= Mf (ε0) − b(x) f (v) + a(x)|∇v|q
> b(x)
(
f (ε0) − f (v)
)
 0.
This contradiction shows that (5.4) holds. Thus
Mf (ε0)r2
2N
 w(x) = v(x), x ∈ Ω.
This fact, combined with r > 0 and v(x) u1(x), shows that u1(x) > 0.
Step 5. For any x0 ∈ Ω there exist an open set O  Ω which contains x0 and M0 = M0(x0) > 0
such that un(x) M0 in O for all n 1. That is, un(x) is uniformly bounded on every compact subset
of Ω .
To prove this we distinguish two cases:
Case (a). b(x0) > 0. By the continuity of b(x), there exists a ball B = B(x0, r) such that
m0 =min
{
b(x): x ∈ B}> 0.
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{
w + a(x)|∇w|q =m0 f (w), x ∈ B,
w(x) = ∞, x ∈ ∂B.
The existence of w(x) follows by considering the problem
{
wn + a(x)|∇wn|q =m0 f (wn), x ∈ B,
wn(x) = n, x ∈ ∂B.
The maximum principle implies wn(x) wn+1(x) z(x), where z(x) satisﬁes
{
z + ∥∥a(x)∥∥L∞|∇z|q =m0 f (z), x ∈ B,
z(x) = ∞, x ∈ ∂B. (5.5)
With the changing of variable
z(x) = ϑ(ξx), ξ = ∥∥a(x)∥∥1/(2−q)L∞ ,
problem (5.5) becomes
{
ϑ + |∇ϑ |q =m0ξ−2 f (ϑ), x ∈ Bξ ,
ϑ = ∞, x ∈ ∂Bξ ,
where Bξ = {x ∈ R: ξ−1x ∈ B}. The existence of ϑ is proved by Theorem 1.1 in [35].
The maximum principle implies un(x) w(x), x ∈ B . Furthermore, w is bounded in B(x0, r/2). Set
O = B(x0, r/2) and M0 = supO w(x).
Case (b). b(x0) = 0. By condition (b1) and the boundedness of Ω , there exists a domain O  Ω
such b(x) > 0 for x ∈ ∂O. From the above case (a), we know that for any x ∈ O, there exist a ball
B(x, rx) and a positive constant Mx , such that un(x)  Mx, x ∈ B(x, rx/2). Since ∂O is compact, thus,
there exists a ﬁnite number of such balls that cover ∂O, say B(xi, rxi/2), i = 1,2, . . . ,k. Set
M0 =max{M1,M2, . . . ,Mk}.
Thus un(x)  M0, x ∈ ∂O. Thus, taking into account the maximum principle, we obtain un(x)  M0,
x ∈ O. 
Lemma 5.3. Let un(x) be the solution to problem (5.2). Then for all x0 ∈ Ω there exist an open set O  Ω
which contains x0 and M1 = M1(x0) > 0 independent of n, such that, for all n 1∫
O
∣∣∇un(x)∣∣2 dx M1, x ∈ O.
Proof. For any x0 ∈ Ω , let r > 0 small enough such that B(x0, r) ⊂ Ω . Deﬁne a C∞ function η(x) as
η(x) =
{
1, x ∈ B(0, r/2),
0, x ∈ Ω \ B(0, r).
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η2(x)
1+ un(x) ,
and integrating over B(x0, r) yields
∫
B(x0,r)
η2(x)un
1+ un dx+
∫
B(x0,r)
η2(x)a(x)|∇un|q
1+ un dx =
∫
B(x0,r)
η2(x)b(x) f (un)
1+ un dx.
Integration by parts produces
−
∫
B(x0,r)
2η(x)∇η(x)∇un
1+ un dx+
∫
B(x0,r)
η2(x)|∇un|2
(1+ un)2 dx
+
∫
B(x0,r)
η2(x)a(x)|∇un|q
1+ un dx =
∫
B(x0,r)
η2(x)b(x) f (un)
1+ un dx. (5.6)
Recalling that there exists a positive constant M0 such that |un| M0 for all n 1. This fact, combined
with (5.6) and (f2), shows that
(
1
1+ M0
)2 ∫
B(x0,r)
η2(x)|∇un|2 dx

∫
B(x0,r)
η2(x)|∇un|2
(1+ un)2 dx+
∫
B(x0,r)
η2(x)a(x)|∇un|q
1+ un dx
=
∫
B(x0,r)
η(x)∇un 2∇η(x)
1+ un dx+
∫
B(x0,r)
η2(x)b(x) f (un)
1+ un dx
 ε
∫
B(x0,r)
η2(x)|∇un|2 dx+ 1
ε
∫
B(x0,r)
(∇η(x)
1+ u1
)2
dx+
∫
B(x0,r)
η2(x)b(x) f (M0)
1+ u1 dx. (5.7)
Let
ε <
(
1
1+ M0
)2
. (5.8)
Thus, taking into account (5.7) and (5.8), we obtain that there exists M1 independent of n such that,
∫
B(x0,r)
η2(x)
∣∣∇un(x)∣∣2 dx M1, x ∈ B(x0, r). (5.9)
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∫
B(x0,r/2)
∣∣∇un(x)∣∣2 dx M1, x ∈ B(x0, r/2).
This completes the proof of Lemma 5.3. 
Proof of Theorem 5.1. Consider
⎧⎨
⎩un + a(x)|∇un|
q =
(
b(x) + 1
n
)
f (un), x ∈ Ω,
un(x) = n, x ∈ ∂Ω.
(5.10)
By Lemma 5.2 we know that problem (5.10) has a unique positive solution un(x) and un(x) un+1(x).
To complete the proof, it suﬃces to show the following:
(a) limx→∂Ω u(x) = ∞, where u(x) = limn→∞ un(x), x ∈ Ω;
(b) u(x) is a classical solution of problem (5.1).
To prove (a), it is suﬃcient now to show that
∞∫
un(x)
dt
f (t)
 θ(x) + ε
1+ |x| , ∀x ∈ Ω, ∀n > n1, (5.11)
where ε is arbitrarily small, θ(x) is the unique positive solution of the linear problem
{
−θ = b(x), x ∈ Ω,
θ(x) = 0, x ∈ ∂Ω,
n1 = n1(ε) satisﬁes
n1 >
(1+ R)3
ε(N − 3) ,
and
∞∫
un(x)
dt
f (t)
 θ(x) + ε
1+ |x| , ∀x ∈ ∂Ω, ∀n > n1. (5.12)
Here R > 0 satisﬁes Ω ⊂ B(0, R).
Suppose (5.11) does not hold. Then
max
x∈Ω
{ ∞∫
un(x)
dt
f (t)
− θ(x) − ε
1+ |x|
}
> 0,
(5.11) implies that the point where the maximum is achieved must lie in Ω , say x0. At this point, for
all n > n1, we have
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{ ∞∫
un(x)
dt
f (t)
− θ(x) − ε
1+ |x|
}
x=x0
=
(
− un
f (un)
−
(
1
f (un)
)′
|∇un|2 − θ(x) − 
(
ε
1+ |x|
))
x=x0
=
(
−b(x) − 1
n
+ a(x) |∇un|
q
f (un)
−
(
1
f (un)
)′
|∇un|2 + b(x) − ε
(
1
1+ |x|
))
x=x0
=
(
a(x)
|∇un|q
f (un)
−
(
1
f (un)
)′
|∇un|2
)
x=x0
+ ε r(N − 3) + N − 1
r(1+ r)3 −
1
n

(
a(x)
|∇un|q
f (un)
−
(
1
f (un)
)′
|∇un|2
)
x=x0
+ ε (N − 3)
(1+ R)3 −
1
n
> 0.
This contradiction shows that (5.11) holds. Let n → ∞ in (5.11), we derive that
∞∫
u(x)
dt
f (t)
 θ(x) + ε
1+ |x| , ∀x ∈ Ω,
since ε > is arbitrarily, we conclude that
∞∫
u(x)
dt
f (t)
 θ(x), ∀x ∈ Ω.
This fact, together with θ(x) = 0, x ∈ ∂Ω , shows that (a) holds.
In order to prove (b), let x0 ∈ Ω be arbitrary, B(x0, r) ⊂ Ω with small r. By Lemma 5.3 we know
that the L2(B(x0, r/2))-norm of |∇un| is bounded independent of n. According to the standard regu-
larity argument, we may ﬁnd a number r1 > 0 such that there is a subsequence of {un}∞1 , which we
still call {un}∞1 , that converges in C1+α(B(x0, r1)) for some positive number α < 1. Let η be as before
but with r replaced by r1.
It is well known that
un =
(
b(x) + 1
n
)
f (un) − a(x)|∇un|q,
and
(ηun) = 2∇η∇un + unη + ηun,
converges in Cα((B(x0, r1)). Thus, Schauder theory implies that {ηun}∞1 converges in C2+α((B(x0, r1)).
This fact, combined with the deﬁnition of η, shows that {un}∞1 converges in C2+α((B(x0, r1/2)). Since
x0 is arbitrary, it follows that u ∈ C2+α(Ω) and is a solution of (P+). 
We now consider the problems (P+) when b(x) ∈ C(Ω), which may be singular on ∂Ω .
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Cα(Ω) function and may be singular on ∂Ω , and there exist positive constants C and γ ∈ (0,2) such that
b(x) > Cd−γ (x). Then problem (P+) has a large solution.
Proof. Let us ﬁrst show that there are no positive solutions to problem (P+) when γ  2. Indeed,
u = b(x) f (u) − a(x)|∇u|q  b(x) f (u).
Thus u  U , where U satisﬁes U = b(x) f (U ). Using the proof of Theorem 1 in [16], we know that U
is bounded near ∂Ω provided γ  2. This implies that u is bounded near ∂Ω provided γ  2, which
is impossible.
We now prove the existence of a positive solution to (P+) when γ ∈ (0,2). We are following the
usual strategy of constructing solutions with inﬁnite datum n on ∂Ω and then letting n → ∞. Since
b(x) may be singular on ∂Ω , to obtain a solution we truncate the weight function b(x). For this sake,
let ϕ ∈ C1(R+) such that 0 ϕ  1, ϕ(t) = 0 if 0 t  1 and ϕ(t) = 1 if t  2.
For a positive integer k, deﬁne bk(x) = b(x)ϕ(kd(x)). Since b is non-negative, the sequence bk(x) is
increasing in k and bk(x) b(x), in addition, bk(x) ∈ Cα(Ω). Consider
{
u + a(x)|∇u|q = bk(x) f (un), x ∈ Ω,
u(x) = n, x ∈ ∂Ω. (5.13)
It is well known that problem (5.13) has a solution, denote it by uk,n(x).
Deﬁne vk,n(x) = uk,n(x) − n, then vk,n(x) solves
{
v + a(x)|∇v|q = bk(x) f (v + n), x ∈ Ω,
v(x) = 0, x ∈ ∂Ω.
By comparison principle, we arrive that
vk,n(x) V (x), (5.14)
where V is the unique positive solution to
{
V = bk(x) f (V + n), x ∈ Ω,
V (x) = 0, x ∈ ∂Ω.
Lemma 4.9 and Problem 4.6 in [19] imply that there exists a positive constant C independent of k,
such that
supd(x)γ−2
∣∣V (x)∣∣< C . (5.15)
Using (5.14) and (5.15), we obtain the interior uniform bounds of vk,n(x). It is standard to conclude
that (for a subsequence) vk,n(x) → vn(x) in C2loc(Ω). Moreover, (5.14) and (5.15) imply that vn(x) = 0,
x ∈ ∂Ω . Thus vn(x) satisﬁes
{
v + a(x)|∇v|q = b(x) f (v + n), x ∈ Ω,
v(x) = 0, x ∈ ∂Ω.
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the comparison principle. Moreover, the sequence {un(x)} increases in n.
Now we are obtaining local uniform bounds for the solutions {un(x)}. By Theorem 5.1 and the fact
that b(x) is a non-negative Cα(Ω) function, we know that, for any Ω ′ Ω , the problem
{
U + a(x)|∇v|q = b(x) f (U ), x ∈ Ω ′,
U (x) = ∞, x ∈ ∂Ω ′,
admits a positive solution U . Moreover, un(x)  U (x). This fact, combined with the monotonicity of
the sequence, shows that un(x) → u in C2loc(Ω), where u is a positive solution to (P+). 
Proof of Theorem 1.8. Much of the proof of Theorem 1.8 is similar to that of Theorem 1.7 and is,
therefore, omitted. 
6. Some examples
In this section we quote some important cases of the nonlinearities f , and particularize the results
of our paper to them. In this following examples, explicit formula for solutions and Φ,Ψ are not
available, but we can still compute the asymptotic behavior of large solutions to problems (P±).
Example 6.1. Suppose that L(u) = (lnm u)α , α > 0, m = 1,2, . . . , where lnm u = ln lnm−1 u, ln1 u = lnu.
By Lemma 3.3, we know that
lim
t→0+
tΦ ′(t)
Φ(t)
= − q
ρ
.
This fact implies that
lim
t→0+
lnΦ(t)
− ln t = − limt→0+
tΦ ′(t)
Φ(t)
= q
ρ
. (6.1)
Proceeding by induction, we conclude that
lim
t→0+
lnm Φ(t)
lnm 1t
= 1, m > 1. (6.2)
Thus, in this case, taking into account (1.3), (6.1) and (6.2), we obtain that if a >max{ q2(q−1) , bb+1 },
lim
d(x)→0+
u+(x)
[lnm( 1K1(d(x)) )]α
=
{
(
q
ρ )
α, ifm = 1,
1, ifm > 1.
On the other hand, Lemma 3.5 shows that
lim
t→0+
tΨ ′(t)
Ψ (t)
= − 2
ρ
.
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lim
t→0+
lnΨ (t)
− ln t =
2
ρ
, lim
t→0+
lnm Ψ (t)
lnm 1t
= 1, m > 1. (6.3)
This yields, if 0< a <
q
2(q−1) ,
lim
d(x)→0+
u+(x)
[lnm( 1K (d(x)) )]α
=
{
( 2ρ )
α, ifm = 1,
1, ifm > 1.
Example 6.2. Let us suppose that L(u) = exp{(lnm u)α}, α ∈ (0,1), m = 1,2, . . . ,n.
According to (6.1) and (6.3), we know that,
lim
t→0+
exp{(lnm Φ(t))α}
exp{(lnm( 1t )
q
ρ )α}
=
{
exp{( qρ )α}, m = 1,
1, m > 1,
(6.4)
lim
t→0+
exp{(lnm Ψ (t))α}
exp{(lnm( 1t )
2
ρ )α}
=
{
exp{( 2ρ )α}, m = 1,
1, m > 1,
(6.5)
which imply that if a >max{ q2(q−1) , bb+1 },
lim
t→0+
u+(x)
exp{(lnm( 1K1(d(x)) )
q
ρ )α}
=
{
exp{( qρ )α}, m = 1,
1, m > 1,
and if 0< a <
q
2(q−1) ,
lim
t→0+
u+(x)
exp{(lnm( 1K (d(x)) )
2
ρ )α}
=
{
exp{( 2ρ )α}, m = 1,
1, m > 1.
Example 6.3. Let L(u) = exp{(ln1 u)α1 · · · (lnm u)αm }, αi ∈ (0,1), i = 1,2, . . . ,m.
In view of (6.4) and (6.5), we have
lim
t→0+
exp{(ln1 Φ(t))α1 · · · (lnm Φ(t))αm }
exp{(ln1( 1t )
q
ρ )α1 · · · (lnm( 1t )
q
ρ )αm }
= exp
{(
q
ρ
)α1}
, m 1,
lim
t→0+
exp{(ln1 Ψ (t))α1 · · · (lnm Ψ (t))αm }
exp{(ln1( 1t )
2
ρ )α1 · · · (lnm( 1t )
2
ρ )αm }
= exp
{(
2
ρ
)α1}
, m 1.
Consequently, if a >max{ q2(q−1) , bb+1 },
lim
t→0+
u+(x)
exp{(ln1( 1 )
q
ρ )α1 · · · (lnm( 1 )
q
ρ )αm }
= exp
{(
q
ρ
)α1}
, m 1,K1(d(x)) K1(d(x))
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q
2(q−1) ,
lim
t→0+
u+(x)
exp{(ln1( 1K (d(x)) )
2
ρ )α1 · · · (lnm( 1K (d(x)) )
2
ρ )αm }
= exp
{(
2
ρ
)α1}
, m 1.
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