Blind multichannel speech dereverberation methods based on multichannel linear prediction (MCLP) estimate the dereverberated speech component without any knowledge of the room acoustics by estimating and subtracting the undesired reverberant component from the reference microphone signal. In this paper we present a general framework for incorporating sparsity in the time-frequency domain into MCLP-based speech dereverberation. The presented framework enables to use either a wideband or a narrowband signal model with either an analysis or a synthesis sparsity prior for the desired speech component and generalizes stateof-the-art MCLP-based speech dereverberation methods, which is shown both analytically as well as using simulations.
Blind multichannel speech dereverberation methods based on multichannel linear prediction (MCLP) estimate the dereverberated speech component without any knowledge of the room acoustics by estimating and subtracting the undesired reverberant component from the reference microphone signal. In this paper we present a general framework for incorporating sparsity in the time-frequency domain into MCLP-based speech dereverberation. The presented framework enables to use either a wideband or a narrowband signal model with either an analysis or a synthesis sparsity prior for the desired speech component and generalizes stateof-the-art MCLP-based speech dereverberation methods, which is shown both analytically as well as using simulations.
INTRODUCTION
Recordings of a speech signal in an enclosed space with microphones placed at a distance from the speech source are typically corrupted with reverberation, caused by reflections against surfaces and objects within the enclosure. While some amount of reverberation can be beneficial, strong reverberation is typically problematic for speech communication applications, resulting in a degraded speech intelligibility and automatic speech recognition performance [1, 2] . Effective speech dereverberation is, hence, a prerequisite for many applications, such as hands-free telephony, voice-based human-machine interfaces, and hearing aids. During the past decades many dereverberation approaches have been developed [3, 4] , aiming to remove the unwanted reverberant component from the recorded microphone signals, while at the same time preserving the desired speech component.
In general, multi-microphone techniques are more appealing than single-microphone techniques, since they enable to exploit spatial information in addition to spectro-temporal information. Widely investigated multimicrophone techniques that can achieve perfect dereverberation are based on inverse filtering [5] . Inverse filtering methods can be broadly classified into indirect and direct methods. Indirect methods consist of two steps: in the first step the acoustic transfer functions (ATFs) between the speech source and the microphones are estimated, e.g., using blind system identification [6] ; in the second step equalization filters are designed based on the estimated ATFs [5] . Although robust multichannel (MC) equalization techniques have been proposed, in practice their dereverberation performance is often limited due to ATF estimation errors, possibly causing severe distortions in the output signals [7] [8] [9] . Direct methods, which will be considered in this paper, estimate dereverberation filters without any knowledge of the ATFs [10] [11] [12] . A popular class of direct inverse filtering methods is based on multichannel linear prediction (MCLP), which estimate the desired speech component by predicting the reverberant component through linear filtering of (delayed) reverberant microphone signals and subtracting it from the reference microphone signal.
It is well known that speech signals have a sparse representation in the time-frequency (TF) domain, due to the combined effects of speech pauses and the spectral shape and harmonic structure of speech signals [13, 14] . In the presence of reverberation, the recorded microphone signals exhibit however a lower level of sparsity than the anechoic speech signal, due to spectro-temporal smearing of the speech energy [14] . This property has been exploited for MCLP-based speech dereverberation, by estimating the desired speech component that is more sparse than the recorded microphone signal [10, 12] .
The main goal of this paper is to present a general framework for blind speech dereverberation exploiting sparsity of the speech signal in the TF domain. To model the observed signals, we use a wideband MCLP-based signal model in the time domain, or a narrowband MCLP-based signal model in the TF domain. We derive several optimization problems, combining either a wideband or a narrowband signal model with a sparse analysis or synthesis prior for the speech signal coefficients [15] , which can be solved using alternating direction method of multipliers (ADMM) [16] . To transform the time-domain signal into the TF domain we will use the short-time Fourier transform (STFT), although the proposed framework supports general TF transforms by using corresponding analysis/synthesis operators, e.g., adaptive non-stationary Gabor transforms [17] . To promote sparsity, we will use the commonly used weighted 1 -norm, although other sparsity-promoting functions can be used in the presented framework. In addition to the locally computed weights for the weighted 1 -norm [18] , we also consider structured weights by using a neighborhood in the TF domain [19] or a low-rank approximation of the speech power spectrogram [20] . The effectiveness of the considered speech dereverberation methods is evaluated using simulations. It is shown that the ADMM-based methods result in a competitive performance and may lead to improvements in certain cases, e.g., for a small number of reweighting iterations. While wideband methods offer more flexibility, it is shown that the narrowband methods achieve a good performance with a relatively low complexity, making them more relevant for practical applications. Moreover, including additional structure in the TF domain, e.g., by using structured weights, can be used to improve the performance of sparsity-based dereverberation methods. Some preliminary results have been presented in [21] .
The paper is organized as follows. In Sec. 1 the signal models for the MCLP-based speech dereverberation are introduced. Several optimization problems are formulated in Sec. 2, followed by a discussion on the selection of the sparsity-promoting cost function and the relationship to the existing methods. Using simulations, the performance of all considered methods is evaluated in Sec. 3.
SIGNAL MODEL
We consider a fixed source-array geometry with a single speech source in a reverberant environment and M microphones. In the time-domain the m-th microphone signal x m (t) can be modeled as the convolution of the anechoic speech signal s(t) with a room impulse response (RIR) r m (t) of length L r , i.e., x m (t) = r m (t) * s(t). The reference microphone signal x ref (t) can be decomposed into a desired component d(t) and an undesired component u(t) as
where the desired component is obtained by convolving the anechoic speech signal with the early part of the RIR (consisting of the first L τ samples) and the undesired component is obtained by convolving the anechoic speech signal with the late part of the RIR (consisting of the remaining samples). The goal of speech dereverberation is then to recover the desired component d(t) consisting of the anechoic speech signal and early reflections, which can be beneficial for speech intelligibility [22] . When multiple microphones are available, it has been shown that in principle perfect dereverberation can be achieved using the multiple-input/output inverse theorem (MINT) [5] . Assuming that the RIRs do not share common zeros and using inverse filters h m (t) of length L h ≥ (L r − 1)/(M − 1), the anechoic speech signal can be obtained as
. By using this, it can be shown that the undesired component u(t) in Eq. (1) can be obtained by convolving the delayed microphone signals with the prediction filters g m (t), i.e., as
where g m (l) is the prediction filter related to the m-th microphone [23, 10] . The expression in Eq. (2) ensures that the prediction filters g m (l) for estimation of the undesired component u(t) exist and can be computed when the RIRs r m (t) are perfectly known [10] . However, in this paper we aim to estimate the prediction filters blindly, without using any knowledge about the RIRs or the source-array geometry.
The prediction delay L τ should ensure that the direct speech component in the reference microphone cannot be predicted using Eq. (2), i.e., that subtracting the predicted undesired component does not destroy the short-time autocorrelation of the speech signal [24, 10] . If the inter-microphone distances are relatively small (as assumed in this paper), the relative delays between the reference microphone and the other microphones are rather small, i.e., in the order of ms, for all possible source positions. In this case, the required prediction delay only depends on the short-term autocorrelation of the speech signal. A common practice in MCLPbased dereverberation is, hence, to set the prediction delay in the range of 30 to 40 ms [24, 10] . It has been shown in [10] that with a suitable prediction delay and given enough samples, subtracting the undesired component in Eq. (2) from the reference microphone signal does not change the direct component, while possibly altering the early reflections. A block scheme of an MCLP-based speech dereverberation dereverberation system is depicted in Fig. 1 .
In the following, we assume that a batch of T timedomain samples is available, where T is much larger than the number of the unknown filter coefficients ML g . Eq. (2) can then be written in vector form as u = Xg,
T is the undesired component (with .
T denoting the transpose operator), g ∈ R M L g is a MC prediction filter composed of the filter coefficients for all channels, i.e.,
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is an MC convolution matrix with X m ∈ R T ×L g being the convolution matrix of x m (t) delayed by L τ samples, i.e.,
The wideband signal model in Eq. (1) can hence be written in vector form as
where x ref and d are defined similarly as u. While the wideband model in Eq. (6) perfectly holds when the MINT conditions are fulfilled, the prediction filter g can be very long and dereverberation based on the wideband model can be computationally demanding [10] . In order to reduce the length of the filters, the wideband model in Eq. (6) is commonly approximated in the STFT domain [10] [11] [12] . Let ∈ C T ×K N , with KN > T, denote the overcomplete frame [25] corresponding to the STFT, relating a time-domain signal with T samples to KN coefficients in the TF domain, corresponding to N time blocks and K frequency bins. The TF coefficients of the time-domain signal d can be obtained by applying the analysis transform as
H denoting conjugate transpose operator). We will used k ∈ C N to denote a vector containing the N TF coefficients in the k-th frequency bin andd k,n ∈ C to denote a single coefficient. 1 For simplicity, we assume that H = I where I is the identity matrix implying that the inverse STFT can be obtained as d = d (i.e., is a Parseval tight frame [25] ). The narrowband signal model is obtained by approximating the time-domain convolution in Eq. (6) in each frequency bin independently, i.e.,
whereX k ∈ C N ×ML g is a MC convolution matrix obtained from the coefficients in the k-th frequency bin delayed bỹ L τ time blocks. The prediction filtersg k ∈ C ML g for the narrow-band model Eq. (7) are typically much shorter than their time-domain counterpart (i.e.,L g L g ) and are estimated independently for each frequency [10] .
TIME-FREQUENCY DOMAIN SPARSITY FOR DEREVERBERATION
Sparsity of speech signals in the TF domain has been extensively exploited in source separation [26, 14, 27] , audio inpainting [28] , and dereverberation [29, 10, 12] . In general, sparsity of a vector (signal) is related to the magnitude of its elements (samples), e.g., a signal with only a small number of samples with significant magnitude is approximately sparse. Sparsity has typically been used in the following two paradigms: the synthesis sparsity and analysis sparsity [15] . Synthesis sparsity is based on the assumption that a signal can be expressed as a linear combination of a relatively small number of elements from a dictionary. In the considered scenario, this would imply that the time-domain desired speech signal d can be represented with a relatively small number of estimated coefficients in the TF domain, i.e., d ≈ d with a sparsed. Analysis sparsity is based on the assumption that a signal has a sparse representation when a suitable analysis operator is applied. In the considered scenario, this would imply that the estimated time-domain speech signal d has a sparse STFT representation, i.e., thatd = H d is sparse. While both paradigms assume sparsity of the TF coefficients, the synthesis sparsity leads to estimation of the TF coefficients, while the analysis sparsity leads to estimation of the time-domain signal. The paradigms are equivalent only if the analysis operator is equal to the inverse of the synthesis operator [15] . In the considered case this is not fulfilled since the STFT frame is overcomplete (i.e., redundant, since KN > T) and thus not invertible, and hence the two paradigms differ.
In the remainder of this section we present different formulations of MCLP-based speech dereverberation exploiting sparsity in the TF domain for a fixed sparsity-promoting cost function P. In Secs. 2.1 and 2.2 we first consider the wideband model in Eq. (6) with analysis and synthesis sparsity prior, respectively. In Sec. 2.3 we then consider the narrowband model in Eq. (7) with the synthesis sparsity prior. All obtained optimization algorithms can be efficiently solved using the ADMM algorithm [16] , which is briefly reviewed in Appendix A. In Secs. 2.4 and 2.5 we discuss the selection of the sparsity promoting cost function and the relationship of the existing algorithms with the proposed formulations.
Wideband Model and Analysis Sparsity
In this section we consider the problem of speech dereverberation with the analysis sparsity prior and the wideband model in Eq. (6) . We estimate the desired speech signal d in the time domain and enforce its TF coefficients to be sparse in terms of the cost function P, leading to the following optimization problem
By applying the ADMM algorithm (cf., Appendix A), the obtained problem can be solved using the following iterative update rules
where ρ is the penalty parameter, μ is the dual variable, and γ is a parameter used for faster convergence (cf., Appendix A). The update for the time domain signal d corresponds to a generalized Lasso problem [16] and can be efficiently solved using ADMM algorithm as shown in Appendix B. Note that in this case the ADMM algorithm for solving the generalized Lasso is "nested" inside the ADMM algorithm for solving Eq. (8) .
The update for the filter g is a least-squares problem with a closed-form solution given as
where
term, and
is an iterationdependent correction term. The iteration-independent term g 2 is equal to the closed-form solution for the 2 -norm as the cost function in Eq. (8), i.e., P(
. From earlier work it is known that such filters typically do not perform well for dereverberation [24, 10, 12] . However, similarly as in [30] , the iteration-dependent term g iter can be seen as a correction that "sparsifies" the estimate of the desired speech d, which has shown to be crucial for MCLPbased dereverberation [10, 12] . Note that the matrix X T X is the same for all iterations, such that it only needs to be factored once and the factorization can be used for solving the corresponding linear system in subsequent iterations [16] . Moreover, since X is a block-convolution matrix, both X T X and X T x ref can be obtained through multichannel correlation. Additionally, the block-Toeplitz structure of X T X can be further exploited to apply a faster solver, similarly as in [30] , but generalized to the multichannel case.
Wideband Model and Synthesis Sparsity
In this section we consider the problem of speech dereverberation with the synthesis sparsity prior and the wideband model in Eq. (6). We estimate the desired speech signal coefficientsd in the TF domain and enforce them to be sparse in terms of the cost function P, leading to the following optimization problem
The desired speech signal in the time domain is then obtained by performing the inverse STFT of the estimated coefficients, i.e., d = d . By applying the ADMM algorithm (cf., Appendix A), the obtained problem can be solved using the following iterative update rules
where ρ is the penalty parameter, μ is the dual variable and γ is a parameter used for faster convergence (cf., Appendix A). The update for the STFT coefficientsd corresponds to a Lasso problem [31] and can be efficiently solved using the iterative shrinkage/thresholding algorithm (ISTA), as shown in Appendix C, or using its fast variant (FISTA) [32] . Similarly as in Eq. (10), the update for the prediction filter g is a least-squares problem with a closed-form solution given as
where g 2 is the same iteration-independent term as in Eq. (10), and
Narrowband Model
In this section we consider the problem of speech dereverberation with the synthesis sparsity prior and the narrowband model in Eq. (7). Similarly as in Sec. 2.2, we estimate the desired speech signal coefficientsd in the TF domain and enforce them to be sparse in terms of the cost function P. In contrast to the wideband model, since the narrowband model is independent across frequencies and assuming that the cost function P is also separable, the speech signal coefficientsd k can be estimated for each frequency bin k independently. The desired speech signal in the time domain can then be obtained by performing the inverse STFT of the estimated coefficients as d = d . The optimization problem in the k-th frequency bin for estimatingd k can be written as
where ρ is the penalty parameter. The update for the STFT coefficientsd k in the k-th frequency bin is already in the PAPERS TIME-FREQUENCY SPARSITY FOR DEREVERBERATION form of a proximal operator (cf., Eq. (A.4)), and can be immediately written as
where S P ρ is the proximal operator of the cost function P (cf., Eq. (A.4)). Similarly as in Eq. (10) and Eq. (13), the update for the prediction filterg k in the k-th frequency bin is a least-squares problem with a closed-form solution given as
whereg k, 2 is the iteration-independent term, andg k,iter = X H kX k
Similarly as before, the matrixX H kX k only needs to be factored once and can be used to solve the corresponding linear system in subsequent iterations. Note that this matrix is much smaller than the corresponding matrix in the wideband model (sinceL g L g ), and the resulting iterations do not involve STFT analysis/synthesis since all computations are performed in the TF domain.
Sparsity-Promoting Cost Function
The previously presented methods enforce sparsity of the TF coefficients in terms of the cost function P, i.e., P is applied on the TF-domain coefficients. Hence, an appropriate sparsity-promoting cost function P needs to be selected. Typical cost functions for enforcing sparsity include the 1 -norm, nonconvex p -norms with p ∈ (0, 1), or the 0 -norm (counting the number of non-zero coefficients) and its smoothed variants [33, 34] .
The proposed framework can be used with any sparsitypromoting function P, as long as its proximal operator S P ρ can be computed (cf., Eq. (A.4) ). However, in this work we confine ourselves to the weighted 1 -norm, which is one of the most commonly used sparsity-promoting cost functions [18, 19, 36, 37] , and has been shown to be more effective for audio applications than its non-weighted counterpart [36] . The cost function is then defined as
whered is a vector of coefficients in the TF domain, and w is a vector of nonnegative weights. The weights w k,n are selected in such a way that the weighted 1 -norm simulates the behavior of the scaling-insensitive 0 -norm [18, 36] . Estimation of a sparsed using the weighted 1 -norm in Eq. (18) as the cost function is an iterative two-step procedure. First, the weights w are computed based on the previous estimate ofd. Second, an appropriate optimization problem with the cost function in Eq. (18) is solved, and consequently a new estimate of the TF coefficientsd is obtained. All previously presented ADMM-based methods will be employed in such a reweighted procedure in Sec. 3.
The weights w k,n for the weighted 1 -norm in Eq. (18) are typically computed locally, using a single coefficient, where ε is a small regularization coefficient to prevent division by zero in the denominator and is included in the numerator to ensure that the largest weight is normalized to one [36] . Since in practice the true coefficientsd k,n are not available, the weights in Eq. (19) are computed based on an estimate ofd k,n from the previous iteration in the reweighting procedure.
To take into account the TF structure of the desired signal, the concept of neighborhoods for shrinkage operators has been introduced in [19] , and here we adopt it for computing the weights. Assuming that a neighborhood N k,n of the coefficientd k,n is defined, the corresponding weight can be computed as a weighted average across the neighborhood, i.e.,
where η k ,n are the coefficients of the neighborhood that sum to one. Similarly as in [37, 19] , in our simulations we will employ rectangular neighborhoods with equal weights. Alternatively, it is well known that speech spectrograms can be modeled well using a low-rank approximation [38, 39] . Similarly as in [20] , the weights can then be obtained by computing a low-rank approximation p of the power spectrogram |d| 2 ∈ R K ×N 0+ , a nonnegative matrix containing the squared magnitudes of the TF coefficients, i.e., p ≈ |d| 2 , and computing the weights as
The three different considered ways of computing weights for Eq. (18) are illustrated in Fig. 2 . For illustration we used a 3 × 3 neighborhood and a rank-3 approximation of |d| 2 .
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The proximal operator (cf.
where (G) + = max (G, 0) [16] . In the context of speech enhancement [40] , the proximal operator in Eq. (22) can be interpreted as applying a real-valued gain on the complexvalued coefficients ind. As noted in [40] , in speech enhancement a lower bound G min on the gain is often introduced, i.e., (G) + = max (G, G min ), in order to prevent suppression of small coefficientsd k,n to exactly zero. As shown in Appendix D, this corresponds to a cost function P in the form of a Huber function [16] , which is quadratic for small magnitudes and equal to a scaled absolute value for large magnitudes, and the transition point depends on the penalty parameter ρ, weight w k,n and the lower bound G min (cf. (A.12)).
Relationship to Existing Methods
The wideband signal model has been employed for MCLP-based dereverberation [41, 42, 24, 10] , however, without explicitly enforcing sparsity of the desired speech signal. For example, in [41, 24] the time-domain prediction filters were estimated by minimizing the output energy, which is equivalent to using the 2 -norm of d as the cost function, i.e.,
This is a special case of the formulation in Eq. (8), with the 2 -norm as the cost function and without the analysis operator. In this case, the closed-form solution for the prediction filter is given with g 2 , as in Sec. 2.1. In [10] a short-time Gaussian model of the desired time-domain signal was used. The obtained algorithm is equivalent to using the weighted 2 -norm as the cost function, i.e.,
This is a special case of the formulation in Eq. (8), with the weighted 2 -norm as the cost function and without the analysis operator. For fixed weights, the obtained weighted least-squares optimization problem has a closed-form solution for the prediction filter. The weights w(t) are computed from the previous estimate of the desired speech signal by averaging the energy in the time-domain across a short window centered at t [10] . When employed in a reweighting procedure, this can be interpreted as promoting sparsity of the desired time-domain signal d. However, originally a single reweighting iteration was used, and it was reported that multiple iterations do not always improve performance [10] . Note that the wideband methods in [24, 10] use a signal-dependent prewhitening step before applying dereverberation.
The narrowband signal model has also been employed for MCLP-based speech dereverberation [10, 11] . The most relevant method is the weighted prediction error (WPE) method [10] , and it has shown to be very effective for multichannel speech dereverberation [43, 4] . Based on a locally Gaussian model of the desired speech coefficients, the cost function for the WPE method is equal to the weighted 2 -norm [12] , i.e.,
This is a special case of the formulation in Eq. (8), with the weighted 2 -norm as the cost function. Although it would be possible to use the ADMM algorithm for this cost function, the obtained optimization problem can be solved more straightforwardly using the iteratively reweighted least squares algorithm. For fixed weights, the obtained weighted least-squares optimization problem has a closed-form solution for the prediction filter. The weights w k can be computed from the estimate of the desired speech coefficients from the previous iteration as w k,n ← ε/ |d k,n | 2 + ε [10, 12] , which is similar to Eq. (19) , by replacing magnitude with squared magnitude. When employed in a reweighting procedure, the considered weighted 2 -norm cost function simulates the behavior of the 0 -norm [12] , in the same way as the weighted 1 -norm in Sec. 2.4. Similarly as described in Sec. 2.4, the weights for the WPE method can be computed using a low-rank approximation of the speech spectrogram [20] , or using neighborhood based weights.
SIMULATIONS
In this section we evaluate the speech dereverberation performance of the ADMM-based methods proposed in Sec. 2 and the iteratively reweighted least squares-based WPE method. We will consider the wideband model with analysis sparsity (WB-A), the wideband model with synthesis sparsity (WB-S), and the narrowband model (NB) with the weighted 1 -norm as the cost function.
Setup and Performance Measures
We consider an acoustic scenario with a single speech source and M = 2 microphones. We have considered two simulated acoustic systems with RIRs from the REVERB challenge [4] . For the first acoustic system (AC 1 ) the reverberation time was T 60 ≈ 500 ms, while for the second acoustic system (AC 2 ) the reverberation time was T 60 ≈ 700 ms. In both cases the distance between the speech source and the microphones was approximately 2 m. The reverberant microphone signals were obtained by convolving the RIRs with a clean speech signal, and the first microphone was selected as the reference microphone. For the evaluation we used a set of 10 speech samples (5 male and 5 female speakers) with an average length of approximately 5.2 s sampled at f s = 16 kHz.
The performance of the considered dereverberation methods is evaluated in terms of frequency-weighted segmental signal-to-noise ratio (FWSSNR) and PESQ [4] . These instrumental performance measures were selected PAPERS TIME-FREQUENCY SPARSITY FOR DEREVERBERATION because of their correlation with perceptual listening tests when evaluating the quality and the perceived amount of reverberation of processed speech signals [44, 4] . The clean speech signal was used as the reference for evaluating the measures, and the obtained results were averaged over all speech samples [4] .
Implementation Details
The analysis and synthesis STFT was computed using a tight frame based on a 64 ms Hamming window with 16 ms window shift. The length of the prediction filters was set to L g = 5120 for the wideband model andL g = 20 for the narrowband model, corresponding to 320 ms in the time domain, which is a typical setting for the considered acoustic systems [43] . The prediction delay was set to L τ = 256 for the wideband model andL τ = 2 for the narrowband model, corresponding to 32 ms in the time domain.
The weights w k,n for the weighted 1 -norm in Eq. (18) were computed either locally according to Eq. (19) , using a rectangular neighborhood according to Eq. (20), or using a low-rank approximation according to Eq. (21) . In all experiments the estimate of the desired speech signal was initialized using the reverberant reference microphone signal, which in turn was also used to compute the initial weights. A small positive constant ε = 10 −8 was used to regularize the weights. The low-rank approximation p in Eq. (21) was computed using nonnegative matrix factorization (NMF) with Itakura-Saito divergence with the rank set to 30 [20] .
The maximum number of iterations for the ADMM algorithm was set to 40 with γ = 1.6, since increasing the number of ADMM iterations did not seem to have a significant influence on the performance, while considerably increasing the computational complexity. The stopping criterion was defined as in [16] with a relative tolerance equal to 10 −3 . For the generalized Lasso, required for the WB-A method (cf., Sec. 2.1), we used the penalty parameter set to δ = 1 (cf., Appendix B). For the Lasso problem, required for the WB-S method (cf., Sec. 2.2), we used FISTA with the maximum number of iterations set to 40 with early stopping when the relative change of the estimate is smaller than 10 −3 (cf., Appendix C). In all experiments we used the lower bound G min = 0.01.
Simulation Results
In the following simulations we will investigate the performance of the considered methods with respect to several parameters. First, we investigate the influence of the penalty parameter ρ for the ADMM-based methods. Second, we investigate the influence of the rectangular neighborhoods for computing the weights. Third, we investigate the performance of the considered methods in the reweighting procedure when using different weights. Finally, we discuss the computational complexity of the methods. Exemplary audio samples for all methods are available online 2 , showing 2 http://www.sigproc.uni-oldenburg.de/audio/ante/tfsp/audio. html that most processed signals perceptually resemble the clean signal, with some coloration due to the uncontrolled early reflections and hardly audible processing artifacts arising due to the soft thresholding operator.
Influence of the Penalty Parameter
While the ADMM algorithm typically converges to modest accuracy after a few tens of iterations, typically the penalty parameter ρ may have a large impact on the convergence, such that an appropriate value needs to be selected. In this section we investigate the influence of the penalty parameter ρ in Eqs. (8), (11) , and (14) using locally computed weights as in Eq. (19) and a single reweighting iteration (i RW = 1). , . . ., 10 −2 }, and the WPE method. It can be observed that all considered methods result in improvements in terms of the instrumental measures when compared to the reverberant signal at the reference microphone. The WPE method results in significant improvements compared to the reference for all measures and both ACs. It can be observed that the performance obtained using the ADMM-based methods depends on the penalty parameter ρ. Both FWSSNR and PESQ exhibit a similar behavior, with the performance first increasing and then decreasing with ρ. This behavior can be explained by referring to the shape of the proximal operator in Eq. (22) .
Small values of the penalty parameter ρ result in a relatively high value of the threshold when applying the proximal operator, resulting in a strong suppression of the STFT coefficients and over-suppression of the desired speech signal in each ADMM iteration. Large values of the penalty parameter result in a relatively low value of the threshold, resulting in a weak suppression of the STFT coefficients and a relatively low dereverberation in each ADMM iteration. Overall, it can be observed that it is possible to achieve a better performance using the ADMM-based methods than using the WPE method. Similar behavior with respect to ρ was also observed when using the neighborhood weights in Eq. (20) and NMF weights in Eq. (21) . Based on this experimental evidence, for the following experiments we will use ρ = 10 −3 .
Neighborhood Selection
In this section we investigate the influence of the rectangular neighborhood for computing the weights w k,n as in Eq. (20) . For this analysis we consider symmetric rectangular neighborhoods with dimensions across time blocks and frequency bins selected from the set {1, 3, 5, 9}. The neighborhood coefficients η k ,n (cf., Eq. (20)) are set to the same value and sum to 1, i.e., the neighborhood is uniform, and the current coefficient (k, n) is at the center of the neighborhood, i.e., the neighborhood is symmetric. The case of locally computed weights in Eq. (19) obviously corresponds to a neighborhood with both dimensions equal to 1. The obtained performance in terms of instrumental measures is shown in Fig. 4 . On the one hand, the depicted results show that only small improvements compared to the local weights are obtained using the considered rectangular neighborhoods for the ADMM-based methods. Typically, relatively small neighborhoods (e.g., with size equal to three) resulted in minor improvements, with the effect typically diminishing for larger sizes. On the other hand, it can be observed that the proposed neighborhoods improve the performance of the WPE method when compared to the locally computed weights. Based on this experimental observation, for the following experiment we used a symmetrical neighborhood with dimensions 3 × 3 for all methods.
Reweighting Procedure
In this section we evaluate the performance of the considered methods for a varying number of reweighting iterations i RW and different weight computation. For this analysis we set the number of reweighting iterations to i RW ∈ {1, . . ., 10}. For the ADMM-based methods with a weighted 1 -norm as the cost function in Eq. (18) , the weights w k,n are computed either locally according to Eq. (19), using a rectangular 3 × 3 neighborhood according to Eq. (20) , or using NMF-based low-rank approximation according to Eq. (21) . For the WPE method, which employs a weighted 2 -norm, the weights are computed analogously, with magnitudes replaced with squared magnitudes.
Figs. 5 and 6 depict the obtained performance in terms of the instrumental measures for AC 1 and AC 2 , respectively. It can be observed that for a single reweighting iteration (i RW = 1) and for locally computed weights the ADMM-based methods perform significantly better than the WPE method. The performance of the WPE method is significantly improved when using neighborhood or NMF weights, while only small differences can be observed for the ADMMbased methods, resulting in a similar overall performance for all methods. Moreover, it can be observed that additional reweighting iterations in general improve the performance of all considered methods. The obtained performance typically increases with reweighting iterations up to i RW = 5, with marginal changes for a larger number of iterations. Note that in Fig. 5 a some degradation in terms of PESQ can be observed for WB-S using local weights. However, this is not observed when using neighborhood and NMF weights, indicating that the additional structure in the TF domain, in addition to sparsity, can be beneficial. Overall, the obtained performance for i RW = 10 iterations is relatively similar for all considered methods. This is a consequence of the fact that both the weighted 1 -norm used with the ADMM-methods and the weighted 2 -norm used for the WPE method simulate the behavior of the 0 -norm when using the considered reweighting procedure.
Summarizing the simulation results, we conclude that the ADMM-based methods perform mostly better than the WPE method for a single reweighting iteration, with the difference being relatively large when using the local weights and relatively small when using structured (neighborhood and NMF) weights. This performance difference can be attributed to the difference in the cost functions, i.e., the weighted 1 -norm employed in the ADMM-based methods, resulting in a sparser solution than the weighted 2 -norm employed in the WPE method (and not to the used optimization algorithm). In general, subsequent reweighting iterations improve the obtained performance, with all methods achieving a similar performance. These similarities can again be attributed to the employed cost function, since both the weighted 1 -and 2 -norm aim to approximate the 0 -norm. Furthermore, the structured weights (i.e., neighborhood-and NMF-based) result in an improved performance for the WPE method, while the effect is much smaller for the ADMM-based methods.
Computational Complexity
In this section we discuss the computational complexity of the considered methods in terms of their real-time factor (RTF), which is defined as the ratio of the computation time and the input duration. All methods have been implemented in Matlab running on a 3,46 GHz Windows 7 machine in single-thread mode. For the ADMM-based methods the linear systems have been solved by factoring the correlation matrix (i.e., X T X in Eq. (10) (17)) once (using Cholesky decomposition), and applying the obtained decomposition to solve the corresponding linear system in the following iterations. Since the WPE method is based on reweighted least squares and hence the matrix of the linear system changes for each reweighting iteration (cf., Eq. (25)), this was not possible for the WPE method. For the narrowband methods (NB and WPE) we sequentially processed all frequency bins, without exploiting parallelization over frequencies. Fig. 7 depicts the RTFs, averaged across the samples, for the considered methods. On the one hand, the wideband methods result in relatively large RTFs, due to the large dimension (ML g ) of the involved linear systems and the fact that the analysis/synthesis operators H and need to be applied in every ADMM iteration (cf., Appendix B and C). On the other hand, the narrowband methods have much smaller RTFs, due to the smaller dimension (ML g ) of the involved linear systems and since the optimization problems are in the TF domain (cf., Eq. (14)) the analysis and synthesis operators need to be applied only once. While the real-time factors for the NB and WPE methods are on the same order of magnitude, the latter was significantly faster (e.g., ∼0.9 vs. ∼0.2 for i RW = 1). However, it is expected that complexity could be significantly reduced for the ADMM-based methods by exploiting the blockToeplitz structure [30] , which cannot be exploited for the methods based on iteratively reweighted least squares. Note that the complexity of all methods could possibly be further reduced, e.g., by using [45] for fast computation of the correlation matrices.
DISCUSSION AND CONCLUSIONS
In this paper we have presented a general framework for multichannel speech dereverberation exploiting sparsity in the time-frequency domain. We have formulated the MCLP-based speech dereverberation as an optimization problem using a cost function that promotes sparsity of the desired speech signal in the time-frequency domain. The presented framework encompasses a wideband or a narrowband signal model as well as an analysis and a synthesis prior for the desired speech signal. While the discussion in this paper has been limited to sparsity in the STFT domain, other time-frequency transforms could be used through a suitable pair of analysis-synthesis operators. We have shown that all resulting optimization problems can be solved using the alternating direction method of multipliers, and that different sparsity-promoting cost functions can used by selecting an appropriate proximal operator.
Simulation results show that the proposed ADMMbased methods using the weighted 1 -norm as the sparsitypromoting cost function perform better than the conventional WPE method for a single reweighting iteration (at a higher computational complexity), and achieve a similar performance for multiple iterations. In addition, we have shown that using neighborhood-based weights for the reweighting iterations can improve the dereverberation performance of the sparsity-based methods.
In conclusion, the narrowband methods appear to be more relevant in practice, since they achieve a good dereverberation performance with a significantly lower computational complexity than the wideband methods. Nevertheless, the wideband methods offer more flexibility in the selection of the TF transform and could be used even when the narrowband model does not hold, e.g., if there is a strong influence between adjacent bands in the TF domain. In addition, the considered reweighting procedure in general improves the dereverberation performance, since the reweighting typically results in a sparser output signal.
The presented work constitutes a flexible and general framework for sparsity-based dereverberation. Further work could therefore include the design of cost functions that exploit additional characteristics of the speech signal and properties of auditory perception, implementation of fast multichannel structure-exploiting linear solvers, and exploration of adaptive time-frequency transforms in the proposed framework.
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In this appendix we present a brief overview of the ADMM algorithm, which can be used to solve the optimization problems in Secs. 2.1, 2.2, and 2.3. A detailed overview of the ADMM algorithm and applications can be found in [16] . The ADMM algorithm is suitable for nonsmooth convex optimization problems of the form min where μ denotes the dual variable and ρ denotes a penalty parameter. The ADMM algorithm is obtained by minimizing the augmented Lagrangian in Eq. (A.2) alternately with respect to d and g, followed by a dual ascent over μ [16] . This leads to the following update rules with i denoting the iteration index. These update rules are iteratively repeated until convergence, with the convergence criterion defined in [16] . For easier readability the iteration index i is not included in the ADMM-based update rules in Sec. 2. The parameter γ ≥ 1 can be used for faster convergence, and should be smaller than 1 + √ 5/2 for a convex P [46] . In many applications, the ADMM algorithm converges to modest accuracy after a few tens of iterations, which is often enough in practice [16, 30] . However, the penalty parameter ρ may have a large effect on the convergence of the algorithm and typically depends on the particular choice of P and Q. Hence, when using a finite number of iterations, an appropriate value for the penalty parameter needs to be selected.
An important ingredient of ADMM-based algorithms is the proximal operator. The proximal operator S P ρ of the cost function P with the penalty parameter ρ can be defined as
The proximal operator can be seen as a generalization of a projection operator, e.g., if P is an indicator function of a convex set the proximal operator is equal to the Euclidean projection on that set [16] . In many cases the proximal operator can be evaluated efficiently, e.g., when P is the 1 -norm S P ρ is the well-known soft thresholding operator. 
