Abstract-A Layer-Based Risk Tool (LBRT) for IT security management in a corporate environment is presented and discussed. The Risk-Rank algorithm is modified for implementation in this tool by taking practical considerations into account. The focus is shifted to a security requirement-based approach during actual assessment of operational risk in the organization and absolute risk values are computed instead of relative risk probabilities. In addition, a risk mitigation algorithm is proposed to find the optimum set of measures under certain budget constraints. A dynamic programming formulation is presented and a shortest path solution is obtained based on Dijkstra's algorithm. The risk assessment and mitigation algorithms are illustrated and evaluated with numerical examples.
I. INTRODUCTION
Management of IT security risks is a young and vibrant field with substantial research challenges and opportunities. Early IT and security risk management research has been mostly empirical and ad-hoc in nature. The goal of the analytical approach is to go one step further and create a solid quantitative foundation for security and IT risk management [1] , [2] . Therefore, quantitative analysis of risks in complex systems of an organization is an important necessity. In this paper, we present a risk assessment and mitigation tool and discuss how earlier theoretical results [3] developed have been modified for implementation within this tool.
We modify the Risk-Rank algorithm [3] for implementation in a Layer-Based Risk Tool, which is developed within an IT-intensive complex corporate environment such that various ontologies of risk factors are arranged in different layers. The algorithm has to be tweaked to take into account practical considerations such as following a security requirement approach instead of an attack-based one. In many IT organizations an important issue is the compliance with the security requirements. Therefore, in practice the level of compliance with respect to the widely accepted security requirements and best practices [4] plays the primary role in security and IT risk assessment.
Subsequently, a risk mitigation algorithm based on dynamic programming [5] is developed to select a set of measures which minimize the aggregate risk subject to budget constraints. This turns out to be equivalent to solving a shortest path algorithm in a graph. This optimized risk mitigation This work has been supported by Deutsche Telekom Laboratories. algorithm is useful for the managers of IT organizations who optimize investment decisions and measures for risk reduction. The risk mitigation algorithm also accounts for the dependencies between the objects while computing the individual costs of the measures.
A. Related work and Contribution
There already exist numerous works on system risk approach for security decision making [6] . Recently, there has been growing interest in quantitative and analytical methods for risk management, for eg. [1] , [2] , [7] . Several metrics for IT-Security risk management have been proposed in [8] .
A Risk-Rank algorithm has been introduced to model the interdependencies of the objects and the risk cascading and diffusion effects in [3] . It is developed using diffusion processes over graphs [9] , and corresponds to a modified version of the Page-Rank algorithm [10] used by the Google search engine. There are already generic and domain oriented risk assessment and mitigation tools such as the Virtual Machine Servicing Tool (VMTS), which has been released by Windows for IT security [11] . In [12] a risk mitigation strategy through Markov decision process has been investigated. It aims to enable IT managers to perform more comprehensive evaluations of their risk exposures with increased effectiveness through analytical methods.
The contributions of this paper are: 1) A Layer-Based Risk Tool (LBRT) is presented for IT security management taking into account all complexities in a corporate environment. 2) The paper studies integration of modified Risk-Rank algorithm into LBRT, based on absolute risk values and security requirement approach for layered systems. 3) A risk mitigation algorithm is proposed considering the dependencies of objects and other practical aspects.
II. LAYER-BASED RISK TOOL
The Layer-Based Risk Tool (LBRT) is a software package developed for internal use in an IT-intensive corporate environment to help assess and mitigate IT security risks, and ensure compliance with security requirements. It can be seen that there are different layers of Locations, Teams, Data and Others. The objects are distributed in these layers. It models classes of objects such as routers, servers and other devices as basic entities. Clearly, many of these objects depend on each other operationally to realize certain business processes. Therefore, the risks on these objects may propagate from one to another due to cascading effects. Initially, however, these dependencies have not been taken into account and each risk factor is handled independently on each object class.
The ontology of the LBRT is depicted in Figure 1 . It defines a basic security ontology for a better understanding of security concepts and their relationships. Objects such as routers, servers, etc. are the main entities in the proposed model. Each object is mapped to a list of security requirements that must be fulfilled. The level of completeness is a value that quantifies to which extent the security requirements are already met in the designated object. Security requirements are measures that minimize the impact and likelihood of various threats. A catalog of security threats exist which provide foundation for the risk calculation. Two values exist for the risks on objects: current risk and initial risk. The initial risk is the risk associated with an object without considering which security requirements are already implemented. Current risk is the risk associated with an object after the level of completeness evaluation of the security requirements. Security requirements are grouped in categories and mapped also to asset types which are further mapped to objects. Specific risk and security requirements considered in the tool are Confidentiality, Integrity and Availability (CIA). At this point, each of these aspects are handled independently. As a result of our interaction with the developers of the LBRT software package, we have identified two main directions of collaboration. First, we have introduced a quantitative approach to handle dependencies between objects and risk factors to be implemented in LBRT. Secondly, we have investigated an analytical and model-based risk mitigation framework to improve the heuristic ones already implemented. These two topics are discussed in the next subsequent sections in detail.
III. RISK DIFFUSION MODEL
Due to dependencies, security risks may diffuse from one object to another in a complex and networked systems such as the one at hand. This diffusion process may in turn cause cascaded risks from the immediate ones. The Risk-Rank (RR) algorithm [3] is a general algorithm that can be taken as a starting point to analyze both the immediate risks and diffusion effects. The RR algorithm ranks the nodes in the system based on their risk probabilities, while taking into account cascade of risk and enable the balance between direct and induced risks to manage the relevant tradeoff. It computes the final risk vector according to an iteration starting from the normalized initial risk vector.
Consider K objects or asset classes and a finite number of, N , risk diffusion steps. The matrix A whose elements belong to R + models the dependency between the risks on objects as a representation of a directed graph. Its elements have a positive value when the corresponding objects have risk dependency from one to another. It should be noted that the diagonal elements are zero. Otherwise, the risk on an object would multiply itself regardless of the dependencies and grow without bound.
Here, we depart from the RR algorithm and capture the evolution of risks on interdependent objects with absolute values instead of relative risk probabilities. This change was motivated by the fact that LBRT tool focuses on absolute values of risks rather than relative risk probabilities. The objective still is, however, modeling how risks propagate due to diffusion processes between objects. The absolute values of risks give an indication of the degree to which the security requirements are met and they will help also in the mitigation stage to identify the correct set of measures. Therefore the algorithm considers a security requirement approach instead of an attack-based one in the Risk-Rank model and in many IT organizations an important issue is the compliance with the security requirements. Also it is important to note that various objects are arranged in different layers in the LBRT tool but the RR algorithm consider only one layer.
Let the K-dimensional initial risk vector to be X(0), and the risk values of the objects to be given by X(n) at the diffusion step n. Then, the risk evolution can be simply modeled as a linear system
In fact, some risk diffusion processes are much more limited, i.e. some objects transfer their risk only in one or two steps. Therefore, an even more realistic model is a time-varying one
where some of the entries of the time-varying dependency matrix A(n) needs to be zeroed out. In many cases, the total number of risk diffusion steps, N , is bounded above by 5 to 10 at most. An example to explain how the dependency matrix A is obtained is given next. We have the following K = 4 objects denoted as CE, AGS, PE and RR, which represent different types of routers. The initial risk vector X(0) for this example is taken as, X(0) = [2.2, 2.1, 3.0, 0.5]
T . All these values are obtained from assessments of field experts.
The dependency between the devices has the following grade of impact (1 = minimal effect, 2 = medium effect, 3 = service offline / device disconnected). Let us map the impact to numbers between 0 and 1, i.e. 
Note that the zero elements in the matrix correspond to the independency of the respective objects. In the simulation section the evolution of risks are computed for this case. Let us define and evaluate some risk metrics which are useful for the decision making of risk managers. The risk criticality of an object is the sum of the absolute risk value of the object and the total transfer of risk by that object to other objects due to dependency. Let us calculate the total risk transfer of the 4 objects for the example given above.
T . Then, the total risk transfer of PE = 0.8 + (2.1 + 1.26) * 0.6 = 2.7, AGS=1.26, CE= 1.2 and RR=0. Also, the risk criticality of PE=5.7, AGS=3.36, CE= 3.4 and RR=0.5. We can observe that even if an object has low absolute risk value, the risk criticality can be high due to the risk transfer it causes due to the dependency.
Monte Carlo Methods
It is not realistic to assume that the risk values of each object can be obtained exactly. The dependency values are based on information from not so reliable sources such as the employees or past incidents. Therefore, it is realistic to assume that these values can be known only approximately and lie on an interval with some error from the exact value. As a way to capture this uncertainty, the values of the elements in A are generated randomly for sufficiently large number of times on certain given intervals [13] .
The final values of risks can be calculated for each randomly generated sample value of A. One can utilize the average over all these different final risk values or take the minimum or maximum of final risk values as a basis depending on the goal. In an optimistic case, the minimum risk value or the mean value minus some constant times standard deviation can be used. Most likely case is the mean value and in the worst case approach the maximum risk values or mean value plus some constant times standard deviation can be used. The results illustrating these calculations for a numerical example are plotted in the simulation section.
IV. RISK MITIGATION
Once the risks on objects are identified and quantified, the risk mitigation measures are employed to reduce the risks below a threshold level. Appropriate actions should be taken to perform risk mitigation and control as the next step once the assessment phase is completed. An optimized risk mitigation strategy can be used by the decision makers to improve the investment decisions for the risk mitigation or reduction measures. Hence, it is shown how a modified RiskRank approach can also be used to evaluate risk mitigation strategies. More specifically, the question of how to control the risk diffusion process defined in the previous subsection over time is addressed in order to achieve a more favorable risk distribution across the assets of an organization. The different aspects of risk mitigation are visualized in Figure 2 .
Mitigation Strategy
Mitigation Strategy Target The mitigation measures suggest policies and rules for allocation of security resources or updating system configuration. These actions change the dependencies in the organization, and hence directly affect the structure. The objective of risk control is to achieve a more favorable risk values and reduce the risk mitigation costs accumulated over time. The theory of Markov Decision Process has been used to model the transition of the state of the objects from one to another while applying mitigation strategies in [12] . We follow a dynamic programming approach in which the cost of each mitigation measure is the cost of transition from one state to another. While the approach in this paper is still based on dynamic programming, there are some differences between the model here aimed for practical implementation and the one in [12] .
It is important to note that the dependency structure between the objects and the diffusion effects discussed in the section III can be integrated into this formulation. The diffusion equation (1) can be used to obtain the effect of each measure in all the objects considering the cascading effects. Then, these calculated total risk reduction factor on all the objects can be used for the mitigation algorithm.
Goals and Constraints
Let us consider the available mitigation measures are
The time is divided into discrete slots and the mitigation problem is considered for a finite horizon of T time periods. Here, we consider the following three metrics associated with each measure: 1) Cost or Budget of implementation defines how much must be spent for the implementation of the countermeasure. 2) Timeline defines the period of time required for the implementation of the countermeasure, taking into account the start date and the end date. 3) Risk-Reduction Factor which is defined as the amount of risk that got reduced after the implementation of the measure. Let C i be the cost or budget, t i be the time line and r i be the risk-reduction factor associated with the i th counter measure. Let R t be the risk at the end of time period t. The goal is to select the measures from a set of given measures to find the cost-effective mitigation strategy. The constraints are based on the 1) costs associated with each measure 2) time line to complete the measure 3) target level of risk to be achieved. Sometimes is not possible to reach the desired target level of risk with the specific costs and one needs to adjust the costs or time line in order to obtain a feasible solution. In order to reach the target level of risk within the given time line one may have to increase costs. A related objective is to investigate all possible feasible solutions given different restrictions.
Assumption: As a starting point, we assume that a measure is taken only once and all of the measures finish in the same time.
Problem formulation: the optimization problem is to minimize the final risk subject to the budget constraints by selecting the proper subset of measures within the finite time line, i.e,
where M is the set of all measures and B is the set of measures taken in the time line until time T , and C * is the total budget. Now, we redefine the problem as an optimization over discrete state system with finite states. Let r t ij be the risk reduction at stage t from state i ∈ S t to state j ∈ S t+1 . A finite state system can be defined based on the states. Let any state i belong to a state space S t for each instant t. Each state at an instant is associated with the risk at that point. The measures can be considered as the controls taken on each state, and depending on each one there is a transition to another state with a new risk value. For finite number of measures and due to the assumptions above, the number of possible states at an instant is finite and in the same order of magnitude as the number of measures. The effective cost of transition from state i to j in the time instant t is given by
This problem is equivalent to finding the shortest path with the minimum cost in a graph using Dynamic Programming (DP) algorithm [5] . We create an artificial terminal node and find the shortest path between this node and the source node. The DP algorithm takes the form
subject to the constraints in equations (4) . a T iF is the effective cost of transition from state i to the terminal node F in the time instant T and J t (i) is the total cost to the terminal node from the node i at the time t. The optimal cost is J 0 (s) where s is the source node.
The shortest path with the minimum cost J 0 (s) can be obtained using a standard algorithm such as Dijkstra's algorithm [14] . Essentially, the algorithm gives the set of countermeasures out of the whole set, which minimizes the risk at the end of the time line subject to the budget constraints. The shortest path gives the best budget to risk reduction tradeoff.
V. NUMERICAL EXAMPLES
In this section, first we plot the risk evolution for the example in Section III for which the dependency matrix A is given in equation (3) .
In Figure 3 , the risk evolution for the 4 devices are shown. As explained in the example in Section III the initial risk vector is fixed and the iteration given by equation (1) is run for 3 diffusion steps. In Figure 4 , the risk evolution computed using the Monte Carlo method is depicted. The 10000 samples are obtained by uniform random sampling of the hypercube using intervals of 0.5 wide and the average values for each diffusion steps are obtained as explained in Section III. Standard deviation from the mean value is also shown which accounts for the error due to the randomization in the input values of matrix A.
Next the risk mitigation algorithm as a shortest path algorithm is illustrated in Figure 5 for one object. First, the cost matrix is constructed for the all possible paths between the states in the graph. The paths (sequences of risk mitigation measures) from the source and destination which violate the budget constraint are removed. Next, along with the source 
VI. DISCUSSION AND CONCLUSION
A Layer-Based Risk Tool (LBRT) for IT security management in a corporate environment is presented and discussed. During the interaction with the developers of the LBRT, it has become clear that the Risk-Rank algorithm presented in [3] needs to be modified both for risk assessment and mitigation for possible implementation. During the assessment phase, the approach is shifted to a security requirement-based one instead of an attack-based one. Furthermore, the relative risk probabilities are replaced by absolute risk values, and hence, a (time-varying) linear system formulation is obtained to compute transfer of risks between objects.
An important practical issue in assessment of risks is the lack of data or relatively low reliability of it. Therefore, instead of using single absolute risk dependency values ranges of values are considered to account for ambiguity in the inputs. Subsequently, Monte Carlo methods are utilized to obtain mean, best case, and worst-case solutions.
The risk mitigation algorithm to find the optimum set of measures within the budget constraints also deviates from the earlier Markov decision process-based one in [12] . Although, it is still a dynamic programming formulation, the more practically applicable solution is a shortest path one which is obtained based on Dijkstra's algorithm.
The risk assessment and mitigation algorithms are illustrated and evaluated with numerical examples. Future directions include considering the CIA requirements together as dependent requirements and including more practical considerations like different completion time for different measures and ordering of measures etc.
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