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Abstract
OPTICAL networks are moving from static point-to-point to dynamic configura-
tions, where transmitter parameters are adaptively changing to meet traffic demands.
Dynamic network reconfigurability is achievable through software-defined transceivers,
capable of changing the data-rate, overhead, modulation format and reach. Additionally,
flexibility in the spectral allocation of channels ensures that the available resources are
efficiently distributed, as the increase in fibre capacity has reached a halt.
The complexity of such highly reconfigurable systems and cost of their maintenance
increase exponentially. Implemented as part of digital signal processing of coherent
receivers, sensing is an enabling technology for future software defined optical networks,
as it makes possible to both control and optimise transmission parameters, as well as to
manage faulty links and mitigate channel impairments in a cost-effective manner.
Symbol-rate is one of the parameters most likely to adaptively change according to
existing fibre impairments, such as optical signal-to-noise ratio or chromatic dispersion.
A single-channel symbol-rate estimation technique is demonstrated initially, yielding a
sufficient accuracy to distinguish between different typical error-correction overheads,
in the presence of dispersion and white Gaussian noise.
Further increasing the capacity over fibre to 1 Tb/s and beyond means moving
towards superchannel configurations that employ Nyquist pulse shaping to increase
spectral efficiency. Novel sensing techniques applicable to such information dense
configurations, that can jointly monitor the channel bandwidth, frequency offset, optical
signal-to-noise ratio and chromatic dispersion are proposed and demonstrated herein.
Based on time-domain and frequency-domain functions derived from the theory of
cyclostationarity, the performance of this joint estimator is investigated with respect to a
wide range of parameters. The required acquisition time of the receiver is approximately
6.55 µs, three orders of magnitude faster compared to the round-trip time in core
networks. The pulse shaping at the transmitter limits the performance of this estimator,
unless the excess bandwidth is 30% of the symbol-rate, or more.
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1
Introduction
1.1 Motivation
The early optical fibre communication systems of the late 1980s were simple point-
to-point links based on On-Off Keying (OOK), transmitting single-carrier and single-
polarisation signals, with a static and homogeneous traffic, and focusing mostly on
voice services [Abbott, 2008]. The introduction of Synchronous Optical Network-
ing/Synchronous Digital Hierarchy (SONET/SDH) standard in the 1990s was a turning
point in the deployment of optical networks [Lee and Aprille, 1991], by providing a
common ground for connecting optical equipment from different vendors and network
domains, and by offering protection against failure with its self-healing ring mechanism.
As traffic demands started rising, the advent of wide-band optical amplifiers en-
abled the introduction of Wavelength Division Multiplexing (WDM) technology of-
fering higher capacities and at a much lower cost than those required in the scaling of
SONET/SDH systems [Wo et al., 1989]. Optical Transport Network (OTN) or “digital
wrapper” technology was then introduced to combine the benefits of the SONET/SDH
and WDM technologies, offering management for the WDM transport layer [ITU, ITU-
T G.709]. The main functions provided by OTN were: transport, multiplexing, routing,
management, supervision, and survivability. The ITU-T G.709 standard defining OTN,
additionally proposed Forward Error Correction (FEC) limits for extending the reach of
optical signals.
The increase in traffic required faster switching mechanisms that motivated the
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transition from electrical to optical switches [Berthold et al., 2008]. The Optical-
Electrical-Optical (O-E-O) switching architecture introduced in the mid-1990s was
bulky, power inefficient and rendered scalability difficult. An alternative came in the
form of optical bypass switches, such as Optical Add-Drop Multiplexers (OADMs) and
later Reconfigurable Optical Add/Drop Multiplexer (ROADM), leading to transparent
optical networks for the first time and to mesh as a new network topology.
These technological breakthroughs enabled higher capacities of the optical fibre
to be readily available over longer distances and resulted in the explosive growth of
data and video services. The introduction of narrow-band optical filtering enabled
WDM systems with channel spacing of 50 GHz (renamed Dense Wavelength Division
Multiplexing (DWDM) in the ITU-T G.694.1 standard), thus enabling an even higher
increase in capacity. However, the available optical bandwidth had been completely
saturated with the introduction of channel rates of 40 Gb/s using binary modulation and
direct-detection in DWDM systems [Winzer, 2012]. The solution to further increasing
the capacity has been relying on the deployment of spectrally efficient methods, such
as higher order modulation formats with Polarisation Division Multiplexing (PDM).
Optical coherent receivers employing Digital Signal Processing (DSP) for impairment
mitigation, frequency and phase locking and polarisation demultiplexing have enabled
signal rates of up to 100 Gb/s [Fludger et al., 2008].
At data rates of 100 Gb/s and higher, the capacity per channel is rapidly being
pushed towards Shannon’s limit [Roberts, 2012]. Limited by the slow increase in
electronics speeds, in current optical networks, the available capacity increases at a
slower rate than the traffic demand, with the latter expected to exceed the former by
a factor of 10 in the next decade [Essiambre and Tkach, 2012]. New technological
innovations are thus required in order to ensure that the traffic demands will continue to
be met.
The efforts for increasing the capacity over fibre stimulated a wide range of modula-
tion formats, coding schemes, data rates to be adopted. Networks are required to support
a multitude of services simultaneously such as Internet Protocol (IP), SONET/SDH or
OTN, each with their own performance advantages and specific applications [Berthold
et al., 2008], and as a result, the networks face an increase in complexity in terms
of operation and management. In addition, it is predicted [Monroy et al., 2011] that
network operators would want to provide these services under different pre-established
qualities, based on user requirements.
In the light of the increased complexity of current optical networks and higher
bandwidth demands it is necessary to design autonomous, self-regulated and cognitive
optical networks [Escalona et al., 2010; Monroy et al., 2011; Wei et al., 2012] that
are able to adapt and maximise the utilisation of existing network resources and meet
the Quality of Service (QoS) requirements. At the same time, it is desirable to find
13
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cost-effective solutions that are scalable and can incorporate the already existing tech-
nologies. Software-Defined Optical Networks (SDONs) are therefore proposed, uniting
programmable transmitters and digital coherent receivers as a single reconfigurable
entity.
At the physical layer, the network needs to be able to identify and monitor trans-
mission specific characteristics such as the symbol-rate, FEC rate, modulation format,
wavelength or launch power and reconfigure and adapt these key parameters depending
on the performance needs and the impairments present in the link at the time [Zervas
and Simeonidou, 2010]. Sensing enabled through SDONs plays an essential role in the
design of cognitive optical networks, forming a knowledge base that is necessary for
the learning process of the network and also for making future predictions about the
behaviour of the network [Monroy et al., 2011].
Digital coherent receivers with fast Analog-to-Digital Converters (ADCs) translate
the signal linearly from the optical into the electrical domain, thus preserving infor-
mation about amplitude, frequency and phase [Yamamoto and Kimura, 1981]. The
full representation of the signal in the electrical domain enables DSP algorithms to
compensate for linear and nonlinear impairments such as Chromatic Dispersion (CD),
Polarisation Mode Dispersion (PMD), Polarisation Dependent Loss (PDL), Cross-Phase
Modulation (XPM) [Kuschnerov et al., 2009]. Additionally, digital coherent receivers
offer parameter estimation and performance monitoring, the latter providing information
about the quality of the signal and of the service, as well as fault management.
As a result, sensing in SDONs can be performed through carefully selected DSP
algorithms within digital coherent transceivers. As DSP is an integral part of any digital
coherent receiver, the cost of this solution is greatly reduced. In addition, hardware
programmability offers two main advantages: it makes scaling easy as software can be
easily transferred between transceivers and it offers a common ground for integrating
heterogeneous legacy networks. This work investigates sensing methods suitable for
implementation within SDONs.
Future networks are likely to use Nyquist or Super-Nyquist superchannels, imple-
mented as Root-Raised Cosine (RRC) filtered WDM signals, to further increase the
spectral efficiency. It is therefore important to devise new joint monitoring techniques
that could be applicable to such high information-dense signals, as previous sensing
techniques investigated in the literature are not always applicable. The techniques
presented in this thesis leverage on the programmability of the coherent receiver to
implement SDON sensing techniques in its DSP, for Nyquist WDM superchannels.
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1.2 Thesis outline
The rest of the thesis is organised as follows: Chapter 2 explains the basic concepts
of SDONs and their constituent elements, namely programmable transmitters and
digital coherent receivers. A synthesis of the main advancements in terms of high-
capacity, high spectral efficiency obtained through Nyquist WDM superchannels is
given. This chapter also describes previously proposed sensing techniques, focusing
mainly on symbol-rate, Optical Signal-to-Noise Ratio (OSNR) and CD, and discusses
their advantages, disadvantages and validity for SDONs.
Chapter 3 presents statistical and spectral properties of linearly modulated signals
and noise, that are employed in this work to demonstrate novel sensing techniques. The
main focus of this chapter is the theory of stationarity and cyclostationarity and the
power spectral densities of signals with such properties.
Chapter 4 presents two new symbol-rate estimation techniques based on the power
spectrum of coherently detected signals, that could be applicable to SDONs. The first
method is based on a MMSE approach, comparing the received spectrum with test
analytical spectra and finding the best match. The second method calculates the spectral
standard deviation and computes the symbol-rate from a Look-up Table (LUT) by linear
interpolation [Ionescu et al., 2013].
A novel joint estimator presented in Chapter 5, builds upon the theory of cyclo-
stationarity and consists of time-domain and frequency-domain implementations of
symbol-rate and CD estimators, as well as OSNR [Ionescu et al., 2014], frequency
offset and roll-off factor estimators. These techniques are mainly directed towards
Nyquist WDM superchannels.
Finally, Chapter 6 concludes the thesis with a discussion on the main findings of
this work, in terms of the performance of the estimators and proposed future work for
their improvement. A comparison between the existing and proposed estimators is also
included in this chapter.
1.3 Original contributions
• Novel symbol-rate estimation technique based on the Power Spectral Density
(PSD) of linearly modulated signals, and employing a scheme that reduces the
impact of noise, is proposed and demonstrated. Its performance with respect to
RRC roll-off factor, channel impairments, receiver bandwidth and sampling time
is investigated.
• Novel joint estimation of symbol-rate (time and frequency domain), RRC roll-off
factor, Intermediate Frequency (IF), CD (time and frequency domain) and OSNR
based on the theory of cyclostationarity is presented here. The time-domain
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symbol-rate and the OSNR estimators have been previously proposed in literature,
but are here investigated in more detail and demonstrated experimentally. The
implementations of the Spectral Correlation Function (SCF) and Cyclic Auto-
correlation Function (CAF) presented here allow a continuous cyclic frequency,
which enable a higher resolution. The impact of chromatic dispersion on the
frequency-smoothed SCF implementation has been investigated for the first time
and it is found that spectral correlation fading occurs. All of these estimators
are investigated in turn, with respect to transmitted signal bandwidth, channel
impairments, and receiver sampling time. This is one of the few joint estimators
proposed thus far, that embeds both transmission and channel parameters.
1.4 List of publications
• “Cyclostationarity-based joint monitoring of symbol-rate, frequency offset, CD
and OSNR for Nyquist WDM superchannels,” Maria Ionescu, Masaki Sato, and
Benn Thomsen, Opt. Express 23, 25762-25772 (2015).
• “In-band OSNR estimation for Nyquist WDM superchannels,” Maria Ionescu,
Masaki Sato, and Benn Thomsen, 40th European Conference on Optical Commu-
nication (ECOC 2014).
• “Novel baud-rate estimation technique for M-PSK and QAM signals based on
the standard deviation of the spectrum,” Maria Ionescu, Sezer Erkilinc, Milen
Paskov, Seb Savory, and Benn Thomsen, 39th European Conference on Optical
Communication (ECOC 2013).
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Sensing methods for software defined
optical networks
The introduction of WDM and coherent detection technologies have made possible
the increase of capacity over optical fibres from 10 GBaud to 40 GBaud. To date, the
finer frequency granularity of commercial DWDM systems, of 50 GHz or even 25 GHz,
enables data-rates beyond 100 Gb/s and up to 400 Gb/s. A further capacity increase to 1
Tb/s and beyond will be made possible by employing flexible grid WDM superchannels,
which allow more channels to be closely multiplexed. The spectral flexibility thus
attained, can also enable adaptive on-demand data-rates, efficiently filling the available
optical bandwidth.
The variability in data-rate and reach requirements will move the signal reconfig-
uration from the optical domain into the electrical domain, through programmable
transceivers. Software-Defined Optical Networks can thus enable network reconfigura-
bility according to traffic demands. Adaptively changing the symbol-rate, pulse shaping,
FEC and modulation format at the transmitter, according to the existing channel impair-
ments and transmission requirements, means that awareness of the state of the network
configuration is needed, and this can be achieved through sensing.
Ideally, monitoring should be achieved blindly, with no prior knowledge of the
transmitter parameters, nor by modifying the transmitter. Also, the response-time of
the monitor needs to be comparable to the switching time of the existing network
elements, keeping in mind the future evolution of such elements. Obtaining as many
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estimates as possible from a single performance monitoring technique, is desirable,
having the potential to significantly reduce the overall computational time. In terms
of performance, the range and accuracy requirements depend on the parameter being
estimated, and should both be maximised.
SDON is introduced in this chapter, discussing its programmable transceiver imple-
mentation and requirements and state-of-the art flexgrid superchannels. A synthesis of
the current techniques for estimating some of the main parameters of interest, namely
symbol-rate, OSNR and CD is contained herein. Existing joint estimators, usually
incorporating a plethora of parameters, are also introduced.
2.1 Software-defined optical networks
There are similar trends in the evolution of radio technology to the evolution of optical
networks, in terms of channel coding, modulation format and DSP [Glingener, 2011]. In
radio, the migration towards higher order modulation formats, eventually limited by the
Signal-to-Noise Ratio (SNR) requirements, have motivated the introduction of software-
defined radio, making efficient use of the available spectral resources. Similarly, the
role of SDON is to make efficient use of the optical spectrum, by providing adaptive
bandwidth and dynamic wavelength reconfigurability [Wei et al., 2012]. In optical
networks, parameters such as the symbol-rate, pulse shaping or modulation format can
be adapted and controlled by software, to meet demand.
As Fig. 2.1 depicts, SDON is part of the cognitive optical networking paradigm
[Zervas and Simeonidou, 2010], enabling the collection of information about the
environment, in order to learn from it and consequently aid the allocation of resources
strategically and intelligently. Through the perception-action cycle [Haykin, 2012], the
cognitive system learns about the network. Firstly, it observes the network and collects
information about it in a knowledge base or memory. The necessity for memory stems
from the fact that the network changes dynamically with time. This implies that the
cognitive system needs to continuously monitor the network and store the information
in order to be able to make predictions about what are the expected responses to certain
actions. Based on this knowledge, appropriate decisions and actions are taken. Both
perception and action can readily be realised with software defined digital coherent
transceivers, that can monitor the network as well as change signal parameters within
the DSP. Attention is important in linking the allocation of resources and the existing
strategies. Network intelligence unites perception, action, memory and attention for the
purpose of making decision about the allocation of resources.
The introduction of SDON is currently being made possible as a result of a number
of enabling technologies. WDM superchannels, programmable transmitters, digital
coherent receivers are amongst the most important ones, and are treated next.
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Figure 2.1: A software-defined cognitive optical network architecture.
2.1.1 Software defined transceivers
Software defined optical transceivers have emerged as a necessity to adapt from the
static to the dynamic conditions of optical networks, including dealing with time varying
impairments, achieving scalability, easy migration to higher capacities and reduced
human interaction, by allowing flexible hardware to be controlled through software
[Gringeri et al., 2013]. Flexible hardware is therefore a prerequisite to software-defined
transceivers. This section presents the fundamental concepts behind the constituent
parts of software-defined transceivers, namely programmable transmitters and digital
coherent receivers, and gives a brief overview of the currently existing technologies.
Programmable transmitters
A flexible transmitter dynamically redefines parameters such as data-rate, modulation
format, FEC schemes, pulse-shaping, number of subcarriers, through software in or-
der to provide certain QoS or capacity requirements [Ji, 2012]. For instance, flexible
modulation formats enable the adaptation of signal’s bandwidth or capacity to differ-
ent application-specific reach requirements [Eiselt et al., 2011]. An increase in the
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order of the modulation format means that the constellation points are spaced more
closely together, increasing the sensitivity to noise and distortions and thus limiting
the transmission distance. For example Elbers and Autenrieth [2012] show that Binary
Phase-Shift Keying (BPSK) is more suitable for submarine distances which exceed
5000 km, while Quadrature Phase-Shift Keying (QPSK) and 16-Quadrature Amplitude
Modulation (QAM) are preferred for 100G and beyond metro applications, as they only
allow transmission over 2500 km and 650 km respectively.
A variable modulation format transmitter can be realised with an IQ Mach-Zehnder
Modulator (MZM) driven by a DAC with configurable input signals, as in Fig. 2.2.
The amplitude levels of the Digital-to-Analog Converter (DAC)’s input signals dictate
the modulation format order and are software-controlled. It is thus possible to greatly
reduce the cost and complexity of future dynamic optical networks, by deploying a
single flexible transceiver instead of multiple dedicated transceivers for each possible
modulation format, with fixed transmission and reception capabilities. This type of
transmitter implementation also allows variable pulse-shaping, such that the spectral
efficiency can be optimised, within the limits of reach requirements.
QPSK
I
Q
16-QAM
I
Q
90°
DAC2
DAC1
data I
data Q
data I
MZI
MZI
Figure 2.2: Modulation-flexible transmitter, where the format is selected via multi-level
driving signals defined in software.
Given that the OSNR is continuously monitored in the network, a software-defined
transmitter could additionally change the symbol-rate such that it can optimise the sys-
tem operation at the Required Optical Signal-to-Noise Ratio (ROSNR) (Fig. 2.3). The
symbol-rate can also be changed in response to the amount of cumulative dispersion on
the transmission path, which suggests that CD also needs to be continuously monitored
if the data-rate is to be optimised in accordance with the existing fibre impairments.
These monitoring schemes will most effectively be implemented in the digital domain
within the digital coherent receiver.
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Figure 2.3: Required OSNR as a function of the symbol-rate and modulation format,
for a target BER of 3.8 ·10−3.
Digital coherent optical receivers
Digital coherent receivers have brought numerous advantages to optical communi-
cations, including shot-noise limited operation, phase and polarisation diversity and
frequency tunability [Ryu, 1995]. Coherent detection enables the linearly mapping of
the incoming signal from the optical domain into the electrical domain, thus allowing
full compensation of fibre impairments through DSP [Ip et al., 2008; Savory, 2010],
eliminating the need for expensive optics to fulfil the same task. Full data recovery is
possible within 200 ns [Thomsen et al., 2011]. The schematic of Fig. 2.4, depicts the
constituent algorithms and subsystems of digital coherent receivers.
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Figure 2.4: Digital coherent receivers comprise an opto-electronic front-end and pro-
grammable DSP stages for data recovery (ADC = Analog-to-Digital Converter, BPD =
Balanced Photodiode, LPF = Low-pass filter, MIMO = Multiple-Input Multiple-Output).
After receiver front-end imperfections compensation, such as quadrature imbalance
[Fatadin et al., 2008], clock timing recovery is required to adjust the sampling rate at the
receiver to be an integer of the symbol-rate, such that the following 2x2 Multiple-Input
Multiple-Output (MIMO) algorithm can be performed. Typically the timing recovery
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algorithm is a Gardner [1993] interpolator and resamples the data at 2 samples per
symbols, to speed the dynamic equalisation stage. Either placed prior or post CD
compensation, this stage has knowledge of the symbol-rate, or alternatively, the symbol-
rate has to be estimated within kHz accuracy and then the Gardner [1993] interpolator
can be employed to further adjust the clock timing.
Digital compensation of the linear fibre impairments is performed, including CD
and PMD [Ip and Kahn, 2007; Savory, 2008] compensation. CD occurs due to the
difference in propagation speed of the different wavelengths components of the signal,
whereas PMD is due to birefringence which leads to the difference in refractive index
experienced by different polarisations, and hence to their different propagation speeds.
These impairments severely limit the transmission over optical fibres, in particular at
higher data-rates, and therefore require compensation. Generally, as dictated by the
different nature of these impairments, the CD and PMD compensation stages are split
into a static and a dynamic equaliser respectively, which are implemented as Finite
Impulse Response (FIR) filters. Typically the CD equaliser is implemented in the
frequency domain, whereas the PMD equaliser is implemented in the time domain as a
2x2 MIMO butterfly-structured filter, as Fig. 2.5 shows.
rx(t)
ry(t)
S/P r'x(t)
r'y(t)S/P
HCD
-1(f)
HCD
-1(f)
P/S
P/S
IFFT
IFFT
FFT
FFT
(a)
r'x(t)
r'y(t)
+
+
wxx(t)
wyx(t)
wxy(t)
wyy(t)
zx(t)
zy(t)
(b)
Figure 2.5: Static (a) and dynamic (b) equalisers employed in the DSP of coherent
receivers. S/P = Serial to parallel; P/S = Parallel to serial. The FFTs and its inverse are
performed blockwise.
Typically, a least-mean square algorithm such as the Constant Modulus Algorithm
(CMA) is used to converge the filter taps to an optimum equalisation solution. The
equalised signal is obtained by correlating the received signal r(t) with the inverse of
the channel impulse response, such that compensation of CD and PMD is achieved:
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(
zx(t)
zy(t)
)
=
(
wxx(t) wxy(t)
wyx(t) wyy(t)
)
·F −1
{
H−1CD( f ) ·
(
Rx( f )
Ry( f )
)}
. (2.1)
In legacy static networks, it has been possible to fully compensate for CD, as the
transmission distance and fibre type were known a priori. However, in reconfigurable
networks, the CD is unknown at the receiver, thus the static equaliser requires feed-
forward information from a CD estimator, integrated within the receiver’s DSP. The
static equaliser compensates for the bulk CD present in the received signal, whilst the
subsequent dynamic equaliser can further compensate for the residual CD, resulting
from imperfect CD estimation, in addition to the compensation of PMD and polarisation
rotation impairments. The number of taps required for a CD compensating FIR filter
implementation [Savory, 2010] increases linearly with the amount of dispersion to be
compensated D ·L, and RRC roll-off factor r and quadratically with the symbol-rate Fb:
Ntaps = D ·L ·F2b · (1+ r). (2.2)
Intradyne coherent detection further imposes frequency offset estimation and correc-
tion. Frequency estimation is usually achieved based on a phase differential algorithm
M-ary Phase-Shift Keying (M-PSK) [Morelli and Mengali, 1998]. The phase difference
between consecutive symbols is measured, then the modulation format is removed by
raising to the Mth power and finally averaging is performed to reduce the impact of
noise. For 16-QAM signals the constellation is grouped into two (inner and outer)
QPSK constellations which are the only ones used [Fatadin and Savory, 2011], as these
have only one bit difference between adjacent symbols, giving a fixed phase difference.
Frequency estimation based on spectral methods has also been demonstrated for M-ary
Quadrature Amplitude Modulation (M-QAM) [Selmi et al., 2009] modulation formats.
This is achieved by firstly raising the signal to the fourth power and then iteratively
performing a spectral search of the carrier. The frequency offset proposed in Chapter 5
is compared against this conventional spectral approach.
The carrier recovery stage implies the estimation and compensation of the combined
phase noise between the Local Oscillator (LO) and the incoming signal lasers [Taylor,
2009], before the information can be extracted from the recovered symbols. An increase
in the order of the modulation format poses more stringent requirements on the LO
linewidth [Seimetz, 2008]. Therefore, if employed as part of a flexible software-defined
transceiver, the receiver has to be uniquely defined, independently of the modulation
format which comes with individual LO laser linewidth requirements.
In a network where transmission parameters and fibre paths are changing, the
classical coherent receiver’s DSP implementation presented here would be modified to
incorporate sensing techniques of the received signal and channel characteristics. The
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following sections introduce some of these possible techniques, existing in literature,
that are relevant to reconfiguration decision-making.
Current state-of-the-art software-defined transceiver
The current state-of-the-art software defined transceiver is WaveLogic 3 [Ciena, 2012]
that brings a number of capabilities for the benefit of future cognitive and dynamic net-
works. By incorporating DSP at the transmitter, spectral pulse shaping can be employed,
achieving increased bandwidth efficiency and independence of the different cascaded
ROADM filters encountered along the optical path. Soft-decision FEC is preferred to
hard-decision FEC as it enables higher capacities while maintaining the same reach
requirements. Another feature of Wavelogic 3 is that it gathers fibre characteristics to
populate routing tables and achieve dynamic optical path reconfigurability.
A fast switching time is necessary in future SDONs in order to ensure that the
response-time of the network reconfiguration matches the application demands at high
data-rates. A fast switching (< 150 ns) burst mode coherent transceiver has been
demonstrated to operate for a 24 channels DWDM system at 112 Gb/s Dual-polarised
Quadrature Phase-Shift Keying (DP-QPSK) [Maher et al., 2012].
2.1.2 Flexible-grid superchannels
While there is no formal definition of a superchannel1, a generally accepted description
of the concept can be: a group of optical signals bundled up from transmission to
reception and travelling together as a single entity [Liu and Chandrasekhar, 2014]. The
concept of superchannels has arisen as a result of the electronic bottleneck which limits
the per channel rates to 100 Gb/s. As a result, superchannels come as an enabling
solution for higher channel capacity, through parallelising multiple “subcarriers” or
“subchannels”. The main aspects to be considered in the design of a superchannel are
the channel bandwidth B, channel spacing ∆ f and modulation format. The overall
data-rate of the superchannel depends on the individual symbol-rates of the constituent
subchannels, and their underlying modulation formats.
Depending on the channel spacing to bandwidth ratio, superchannels can be classi-
fied [Kaminow, 2013, Chapter 3] as having:
• a fixed guard-band (1 ≤ ∆ f/B ≤ 1.2), in which case they are called “quasi-
Nyquist” superchannels,
• no-guard band (∆ f/B = 1) when the subchannels are contiguous and the band-
width per channel is limited according to Nyquist frequency; such superchannels
1Conventionally, the term “super – channel ” is employed to suggest the presence of a guard interval
between the constituent sub-channels. For generality, in this thesis the term “superchannel” is used instead
to refer to any of these three configurations and, in Chapter 5, all three possibilities are investigated.
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are called “Nyquist-WDM”, or,
• faster-than-Nyquist or Super-Nyquist superchannels (∆ f/B < 1).
By comparison, previously introduced WDM technology consisted of:
• coarse WDM, for ∆ f/B > 50,
• WDM, ∆ f/B > 5,
• DWDM, 1.2 < ∆ f/B≤ 5.
Conventional DWDM systems designed at a fixed channel spacing of 50 GHz are
insufficient for supporting data-rates higher than 100 Gb/s [Jinno et al., 2009]. A
finer frequency granularity is thus required. The ITU-T G.694.1 standard defines the
flexible-grid DWDM configuration to a minimum channel slot width of 12.5 GHz and
a central frequency of 6.25 GHz. Flexible frequency grid DWDM allows the channel
bandwidth to be mapped to the signal bit-rate, and thus maximises the use of available
bandwidth. The spectral efficiency increase in a flexible-grid configuration is realised
by closely packing together the existing channels, as seen in the example from Fig. 2.6
in designing a 1 Tb/s superchannel.
12.5
GHz 50 GHz  487.5 GHz <=> SE = 2.05 b/s/Hz 37.5 GHz
 100G  100G  100G  100G  100G  100G  100G  100G  100G  100G
(a) 50 GHz frequency grid (DWDM technology).
12.5 
GHz  375 GHz <=> SE = 2.67 b/s/Hz
 37.5 GHz
 100G  100G  100G 100G 100G  100G  100G 100G 100G  100G
(b) Flexible grid WDM (superchannel technology).
Figure 2.6: 1 Tb/s superchannel gives a higher spectral efficiency if implemented on a
flexible frequency grid, according to the ITU-T G.694.1 standard.
Nyquist pulse shaping is usually employed on each subchannel to improve the
overall spectral efficiency and reduce the Inter-Channel Interference (ICI) together with
Inter-Symbol Interference (ISI) [Pan et al., 2012]. Typically, a Raised Cosine (RC)
filter is employed as a Nyquist filter, split between the transmitter and receiver as two
RRC filters. Whilst the ideal roll-off factor of these filters should be zero, equivalent
to no excess bandwidth beyond the Nyquist limit, its implementation is impractical
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and roll-off factors below 0.1 [Bosco et al., 2010a] are typically used in pulse-shaping
the individual subchannels. In order to design Nyquist WDM superchannels, it is
thus required to have a flexible transmitter, capable of pulse shaping on a flexible
grid. Superchannels can also be generated as Coherent Optical Orthogonal Frequency-
Division Multiplexing (CO-OFDM), but this implementation has been demonstrated
[Bosco et al., 2010b] to be less efficient in terms of bandwidth requirements and have
less nonlinearity tolerance, compared to Nyquist-WDM.
Designing a superchannel of arbitrary data-rate is achieved by manipulating the
number of subchannels, modulation format and symbol-rate. The spectral efficiency
additionally depends on the spacing between the subchannels and the Nyquist pulse
shaping employed. There are thus many design degrees of freedom, but each has its
own limitation in terms of reach.
Taking as an example a 400 Gb/s superchannel, there are multiple implementation
possibilities, three of which are shown in Fig. 2.7. If a higher spectral efficiency is
desired and a compromise with respect to maximum reach is possible, dual-carrier
16-QAM modulated at 25 GBaud can be the solution. Its implementation has been
demonstrated experimentally by [Buchali et al., 2012]. The main drawback of such
a setup is that the maximum achievable reach is approximately 730 km of Standard
Single Mode Fibre (SSMF), and as a result its applicability is limited only to metro-
type networks. Switching to Dual-polarised (DP)-QPSK, whilst keeping the same
symbol-rate, twice as many channels are needed in keeping the same overall data-rate
of 400 Gb/s. Whilst the net spectral efficiency is halved, such super-channels can
be transmitted over 2400 km [Chien et al., 2012] and are thus more suitable for core
networks. Further, keeping DP-QPSK whilst lowering the symbol-rate to 10 GBaud,
would increase the transmission distance even further, whilst the spectral efficiency is
maintained. [Huang et al., 2012] equivalently demonstrated that 9 DP-QPSK channels
modulated at 12.5 GBaud can be transmitted over 3560 km SSMF.
Comparing the last two examples based on DP-QPSK, the obvious difference lies
in the number of channels and bandwidth per channel. In addition to that, the lower
symbol-rate subchannels will travel over longer distances, as they are less affected by
dispersion and by intra-channel non-linear effects [Poggiolini et al., 2011]. The first
two examples demonstrate that there is a trade-off between reach and spectral efficiency,
depending on the modulation format. There is an additional trade-off between reach
and capacity, depending on the modulation format, as demonstrated by Bosco et al.
[2011]. It may be concluded that 10 channels modulated with 10 GBaud DP-QPSK
is the optimal superchannel design of the three, however, increasing the number of
channels has a cost limitation as the number of required optical elements increases [Liu
and Chandrasekhar, 2014]. Software-controlled transceivers will enable the ad-hoc
superchannel configuration, according to existing impairments of the desired path,
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Figure 2.7: Different 400 Gb/s superchannel setups, all assuming Nyquist pulse shaping
with a RRC filter of 10% excess bandwidth.
which it can additionally monitor.
A synthesis of the recent and outstanding advancements in superchannel capacity,
spectral efficiency and reach can be found in table 2.1. While significant progress
on increasing the capacity over SSMF employing Erbium Doped Fibre Amplifiers
(EDFAs) has been made, but usually by sacrificing capacity for spectral efficiency
[Zheng et al., 2013] and vice-versa [Dong et al., 2012], or reducing both capacity
and spectral efficiency in favour of distance [Chandrasekhar et al., 2009]. Substantial
increases in superchannel capacity up to 44.1 Tb/s [Foursa et al., 2013] and even 120.7
Tb/s [Takara et al., 2014] have been made possible by the use of specialised fibre and
amplification.
At the time of publication, the real-time record of operating a Nyquist superchannel
is held by NEC, for transmitting a 1 Tb/s superchannel over 7,200 km, achieved with
the option of variable modulation format and FEC level transmitters and with digital
coherent detection.
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Chapter 2. Sensing methods for software defined optical networks
2.2 Symbol-rate estimation techniques
Symbol-rate estimation is a crucial step in blind equalisation and demodulation, auto-
matic signal identification and classification problems. It is also an important problem
that occurs in the design of future SDONs, that will perform spectrum sensing and,
subsequently, adjust the transmitted signal symbol-rate on the fly, to optimize network
performance in response to both traffic requirements and physical layer impairments
[Monroy et al., 2011]. A fast response time is a desirable attribute for a symbol-rate
estimation technique employed in adaptable and re-configurable networks. The ac-
curacy of the estimators should be sufficiently high to distinguish between a set of
symbol-rates and the FEC level. Given that traditional systems operate at 2.5, 10 and
25 GBaud, whereas typical FEC overheads range between 6.69%− 25% [Mizuochi,
2008], the maximum permissible errors should not exceed 6% of the symbol-rate, or
more generally, 150 MHz.
Conventional symbol-rate estimation techniques can be broadly grouped into two
categories:
• Signal-preserving techniques, which detect time domain or frequency domain
features of the unmodified received signal, directly related to its clock speed.
• Signal-transforming techniques, which identify periodicities due to modulation
after the signal has been manipulated through a transformation of some kind.
These techniques have been specifically proposed for radio applications. They
are described next, together with their advantages and disadvantages, as applicable to
optical communications.
2.2.1 Signal-preserving symbol-rate estimators
Early time-domain methods [Wegener, 1992], [Sills and Wood, 1996] detected the
signal zero-crossings in order to estimate the symbol-rate. These methods are inaccurate
when the signal is distorted by impairments such as high noise level, resulting in false
transitions, or CD and PMD, resulting in symbols interfering with each other. As a result
of these limitations, these techniques are not suitable in fast reconfigurable networks, as
they cannot be used before equalisation in digital coherent receivers.
In the frequency domain, the signal’s bandwidth is proportional to its symbol-rate.
State-of-the-art Optical Spectrum Analyser (OSA) have spectral resolutions as high as
125 MHz (WaveAnalyzer 1500S by Finisar) or even 5 MHz (APEX AP2040 Series),
which would be sufficient to give an accurate measurement of the signal symbol-rate
from its PSD measurement. With coherent detection, the PSD is insensitive to CD.
However, the presence of noise leads to ambiguity when measuring the zeros in a
spectrum, and an improved approach would be needed to measure the spectral width.
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2.2.2 Signal-transforming symbol-rate estimators
This class of estimators apply a type of transformation on the incoming signal that
has the capability of inducing spectral tones equal to the symbol-rate. There are four
main transformation types imposed on digitally modulated signals, that have been
widely explored in literature, which can be grouped into: non-linear transformations,
time-frequency transformations, and cyclostationarity.
Various non-linearity transformation estimators have been demonstrated, very early
on, based on different approaches, including delay and multiply [Imbeaux, 1983],
square law detector [Blachman and Mousavinezhad, 1990], or higher-order spectral
analysis [Wickert and Staton, 1992]. Spectral peaks are induced at a frequency equal
to the symbol-rate, by applying a non-linear transformation on the received signal
(Figure 2.8(a)). The algorithm then performs a maximum peak search to estimate
the symbol-rate. However, the spectral peak detectability is reduced when Nyquist
pulse shaping is applied [Reed and Wickert, 1988], or under high noise conditions,
limiting the performance of these methods. In addition, the peak power detectability
suffers from fading under the impact of CD, due to the square law nonlinearity of the
Photodiodes (PDs), as shown in Fig. 2.8(b).
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Figure 2.8: (a) 10 GBaud DP-QPSK signal with RRC roll-off of 0. The peak at the
symbol-rate is induced by nonlinearity. (b) Spectrum power at the symbol-rate fading
under the impact of CD.
The most widely employed types of time-frequency symbol-rate estimators are
based on a wavelet transform approach. The method has been demonstrated for M-PSK
[Chan et al., 1997], Frequency-Shift Keying (FSK) [Gao et al., 2012] and QAM [Barnes
et al., 2009] modulation formats. Typically, a Haar wavelet transform is applied on the
received signal in order to identify the time instances of symbol changes. Given a signal
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y(t), then the Wavelet Transform is defined as:
WT (a,τ) =
1√
a
Z
y(t)ψ∗
(
t− τ
a
)
dt (2.3)
where a is a scaling factor and the Wavelet function ψ(t) is the Haar wavelet:
ψ(t) =

1,−0.5 < t < 0
−1,−0 < t < 0.5
0,otherwise
(2.4)
The magnitude of the transform contains peaks at the symbol transitions that occur
periodically, with the period given by the symbol-rate. The symbol-rate is estimated
from the wavelet transform magnitudes represented in the frequency domain, with a
threshold applied in order to detect the peak locations, as depicted in Fig. 2.9. The
detectability of the peaks is influenced by the choice of scaling factor, out-of-band
noise and it requires a large signal bandwidth. Therefore, the main difficulties in the
implementation of the wavelet transform method are the correct choice of scaling
factor and threshold level. The method is sensitive to carrier frequency offset and
it is unsuitable with RRC filtering at the transmitter [Holladay, 2004], limiting its
applicability in practical situations.
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Figure 2.9: 10 GBaud estimation with Wavelet transform approach [Holladay, 2004].
Both the non-linear transformation and the wavelet transform methods are sensitive
to CD (demonstrated in Chapter 4) and thus unsuitable for the initialization or control
of subsequent DSP, which relies on a correct symbol-rate estimation.
Cyclostationary-based feature detectors have been proposed for the first time by
Gardner [1988] in order to be used for symbol-rate, carrier frequency estimation and
modulation format identification in radio applications. Cyclostationarity is the property
of linearly modulated signals whereby their autocorrelation functions exhibit periodicity
with the symbol-rate. As any periodic function, the autocorrelation has a Fourier series
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decomposition, with tones at integers of the symbol-rate. The estimation problem thus
reduces to finding the fundamental frequency of the autocorrelation function. A more
detailed account of the theory of cyclostationarity is given in Chapter 3.
The cyclostationarity-based estimators will improve with an increase in number of
samples used to estimate the symbol-rate, and it has been demonstrated to asymptotically
converge at a fast rate of N−3/2 [Ciblat et al., 2002], where N is the number of processed
samples. These techniques have inherently high noise suppression capabilities, as noise
sources have different statistical properties compared to digitally modulated signals. To
the best of the author’s knowledge, the impact of CD on the cyclostationarity linearly
modulated signals, has not been investigated so far in the literature.
One major limitation of the cyclostationarity-based approach is that the symbol-rate
tone strength reduces under narrow pulse shaping, such as RRC filtering of low excess
bandwidths. Improvements to the original method involved a weighting matrix applied
to the set of tones, such that the limitation due to excess bandwidths, roll-offs less than
0.5, is reduced [Mazet and Loubaton, 1999]. When 4000 samples are processed and the
roll-off is 0.2, the accuracy improves from 0% to 99.808%. The current direction in the
design of optical communications channels is to use roll-off factors much lower than
0.2, and therefore the cyclostationarity-based symbol-rate estimator would need further
improvements.
2.3 Optical signal-to-noise ratio estimation techniques
The Bit Error Rate (BER), Q-factor and eye diagram are direct indicators of the sig-
nal quality. The measurement of these parameters in WDM systems firstly requires
demultiplexing of the channels and then individual analysis of each channel, which is
not always feasible [Gariépy and He, 2009]. On the other hand, the BER and the OSNR
are directly deductible from each other, which means that the correct measurement of
the OSNR is a good indicator of the system performance. [ITU, 2012] proposes that
a good OSNR monitor should perform within 1.5 dB of the true value. An additional
advantage of using the OSNR for performance monitoring purposes is that the OSNR is
transparent to the modulation format or the data rate of the signal, making it particularly
suitable for dynamic optical networks.
The simplest and most widely used way of measuring the OSNR is by using a linear
interpolation technique, depicted in Fig. 2.10. The noise is measured out-of-band,
between the channels, and then interpolated at the signal’s wavelength. The OSNR is
given by:
OSNR = 10log10
(
PS+N−PN
PN
· Bres
Bre f
)
(2.5)
where
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• PS+N is the signal and noise power in Watts,
• PN = (PN1 +PN2)/2 is the noise power in Watts, interpolated at the channel’s
wavelength,
• Bres is the resolution bandwidth of the measurement, and
• Bre f is the reference optical bandwidth, usually taken as 0.1 nm.
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Figure 2.10: Out-of-band OSNR measurement.
In point-to-point links linear interpolation can work well since the noise spectrum
can be almost flat. In dynamic networks however, channels can be added, dropped and
cross-connected at any location within the network. Each channel has a different path
history, over fibres of varying lengths, varying number of amplifiers and filters, leading
to individual OSNRs per channel. Additionally, for superchannels with limited guard
bands, it might not be possible to estimated the OSNR out-of-band, since the channels
are contiguous or even overlapping. In such a case, only the in-band measurements of
the OSNR are accurate. Different approaches to in-band OSNR measurement techniques
have been proposed, exploring properties of modulated signals that distinguish them
from noise.
Some of these techniques [Chan, 2010] are performed optically, and they require
additional components. One example is the polarisation-nulling technique [Lee et al.,
2006], that uses the assumption that the signal is highly polarised, while noise is
completely unpolarised. Although highly accurate, this technique does not work in
the presence of PMD or for polarisation multiplexed signals, affected by polarisation
crosstalk. Another optical technique for measuring the in-band OSNR is based on
detecting nonlinearities in the fibre, such as Four-Wave Mixing (FWM) which induce
cascaded waves in a fibre optical parametric amplifier [Ng et al., 2005]. The main
advantages of this method are that it is performed in the optical domain, and as a result it
does not depend on fast ADCs in order to work with high bit rates and it is independent
on the pulse shape of the signal. However, the optical parametric amplifier can be a
costly addition to the existing networks.
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In order to implement OSNR estimation at different nodes in the network, it would
be advantageous to perform the measurements as part of the DSP in the digital coherent
transceivers, because they are intrinsic to the current optical networks, and thus eliminate
the need to have any additional hardware to perform OSNR measurements. Ideally,
the OSNR monitor should be independent of CD and PMD, such that it could be
implemented prior to the static and dynamic equalisers, for a reduced feedback time and
resilience against possible failures of the two equalisation stages. In recent years, there
have been a number of OSNR estimation techniques, designed for coherent receiver
DSP.
One technique for measuring the OSNR as part of the DSP within a digital coherent
receiver is based on the radial moments of the signal constellation [Ives et al., 2011; Zhu
et al., 2012; Faruk et al., 2014]. It has been experimentally demonstrated to perform
within 0.5 dB of the given OSNR for DP-QPSK signals. The limitation of this technique
is that it is implemented after the equaliser and, as such, cannot be readily used to
provide feedforward control information to the coherent transceiver, which makes it
unsuitable for cognitive optical networks that require fast response times.
A similar approach, but based on the Error Vector Magnitude (EVM) measurements
of symbol amplitude noise [Dong et al., 2012] was introduced to distinguish between
linear and non-linear noise contributions on the OSNR measurement. This technique
can in fact correct the OSNR underestimation, by estimating the non-linear noise from
the correlation between adjacent symbols. This technique has to be applied after Carrier
Phase Estimation (CPE) in order to work, which again, will seriously limit its utilisation
in feedforward control.
Data-aided techniques have also been introduced, where training sequences based
on Golay sequences [Do et al., 2013] or CAZAC sequences [Zhao et al., 2014] are
sent between data frames in order to restore noise information. These techniques have
been proven to be resilient to impairments such as CD or first order PMD, but they too
require full or partial equalisation, which can limit the accuracy of the OSNR estimator.
A promising in-band OSNR estimation method [Grupp, 2010] exploits the fact that
the modulated signal is a wide-sense cyclostationary random process, while the noise is
wide-sense stationary. Therefore, it is possible to compute the SCF of received signals,
which will consist of multiple spectra repeated periodically at the symbol-rate. The
first of these spectra is the traditional PSD containing both signal and noise powers,
whilst the others will be noise-free. Validated by simulation, this work suggests that
RRC filtering will limit the number of spectra that will repeat periodically, but does
not explore the limitations of the technique as a function of the roll-off factor. The
impact of both linear and non-linear impairments on this technique also needs further
investigation.
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2.4 Chromatic dispersion estimation techniques
In a dispersive medium, such as an optical fibre, the different frequencies of a light
pulse travel at different speeds due to the wavelength dependence on the refractive
index. CD is a linear fibre impairment which has a quadratic phase response, described
by the transfer function:
HCD( f ) = e jψ f
2
, (2.6)
where ψ=−piλ2DLc , with D dispersion coefficient, λ the reference wavelength, L fibre
length and c the speed of light in vacuum. Figure 2.11 shows the ideal phase response
of a 1000 km SSMF with a dispersion coefficient of 16.78 ps/nm, where measurements
were achieved by simulation. CD spreads the pulses in time, leading to ISI, but it has
no impact on the optical power spectrum, provided coherent detection is employed.
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Figure 2.11: Quadratic phase response of Chromatic Dispersion.
CD estimation has been a widely researched topic in the realms of blind coherent
detection and equalisation. Data-aided CD estimators [Kuschnerov et al., 2010] based
on training symbols have been investigated, however, these have the disadvantage of
increasing the transmission overhead. Two major blind (non-data-aided) CD estimators
have been implemented within the digital coherent receiver, either based on the static or
the dynamic equalisers output.
Static equaliser approach
In the first category, the estimator performs a best-match search on the static equaliser
which minimises the residual dispersion based on a cost function [Kuschnerov et al.,
2009; Hauske et al., 2011]. Referring back to Fig. 2.5(a), the spectrum of the received
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signal Y ( f ) is computed over blocks of length NFFT and CD compensated, giving an
approximation of the original signal spectrum X( f ):
XˆNFFT ,n(t, f ) = H
−1
CD,n( f ) ·YNFFT (t, f )
Multiple CD compensation trials are considered, scanning the possible transfer
functions of the dispersive channel with arbitrary cumulative dispersion δn,n= 1,Ntrials:
HCD,n( f ) = e jψn f
2
= e−piλ
2·δn/c (2.7)
This technique then computes the circular autocorrelation of the spectrum at a given
time, for each assumed dispersive channel, polarisation, and a given frequency lag Ω:
RXNFFT ,n(t,Ω) =
Z
XˆNFFT ,n(t, f )Xˆ
∗
NFFT ,n(t, f +Ω)d f (2.8)
Finally, the best-match cost function can be defined as the averages of Eq. 2.8 in
time and across all frequency lags Ω, not equal to the symbol-rate Fb:
JMIN(n) = ∑
Ω6=Fb
Z ∣∣∣RXNFFT ,n(t,Ω)∣∣∣dt. (2.9)
The minimum cost function indicates the best-match cumulative dispersion.
Soriano et al. [2011] alternatively shows that the cost function defined as the time
average of the circular spectral autocorrelation at the frequency lag equal to the symbol-
rate is optimum:
JMAX(n) =
Z ∣∣∣RXNFFT ,n(t,Ω= Fb)∣∣∣dt. (2.10)
Dynamic equaliser approach
The second most common approach to estimating the CD within the coherent receiver
DSP is by making use of the adaptive equaliser taps to search for the minimum dis-
persion error using a gradient algorithm such as Least Mean Square (LMS) or CMA
[Hauske et al., 2009]. The CD contributions is isolated from the time-varying impair-
ments by operating on the tap filters:
arg
{
H−1CD( f )
}
= arg
{√
det(W ( f ))
}
=−ψ f 2. (2.11)
where the Fourier Transform of the filter taps (Fig. 2.5(b)) after the convergence of
the gradient algorithm is:
W ( f ) = F
{(
wxx(t) wxy(t)
wyx(t) wyy(t)
)}
. (2.12)
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Optimum chromatic dispersion estimation
A comprehensive comparison between the two approaches [Soriano et al., 2011] reveals
that the adaptive filter approach performs better, with a maximum residual dispersion
error of±150 ps/nm, and a standard deviation of 30 ps/nm, up to an absolute cumulative
dispersion of 900 ps/nm. Implemented with a 15-tap LMS, the adaptive CD estimator
convergence can potentially be slow compared to the reconfiguration time of the network
nodes, which is of the sub-µs order. Lowering the number of taps would be a serious
limitation to the estimation range of this technique. This estimator requires timing-
recovery and is modulation-format dependent.
By comparison, the best-match search approach, which gives a maximum residual
dispersion error of ±300 ps/nm, and a standard deviation of 76 ps/nm, for a much
wider CD range, up to 32,000 ps/nm. These results were obtained from a total of 6,208
captured samples, from which 6 spectra are computed with an FFT size is 210 samples.
The accuracy of the estimate depends on the CD search step and knowledge of the
symbol-rate. This approach is modulation format independent and would be preferred
in modulation-agnostic networks, despite the lower estimation accuracy.
To date, very little work has been done on estimating the CD of multi-carrier
signals. Typically, the symbol-rate is known a priori, and the individual channels
of a WDM signal are demultiplexed prior to CD estimation. As software-defined
superchannels will travel together on the same optical path which is not necessarily
fixed in time, a requirement for novel CD estimators that could be applied to the entire
WDM superchannel arises.
2.5 Joint monitoring techniques
Joint estimation of transmission parameters and channel impairments is highly desirable,
as it can reduce the estimation time from a single computational effort, together with
the implementation cost. The three most prominent categories of joint parameters
monitoring that have so far been investigated in the literature are time-domain sampling
techniques that form asynchronous amplitude histograms, frequency domain Radio
Frequency (RF) power measurements and techniques based on the equaliser taps. Other
approaches have only been briefly investigated by the research community. Table 2.2
quantifies the performance of some of the main joint estimators in the literature. All of
the listed techniques have been developed using direct detection and the majority for
single channels. Employing direct detection looses phase and polarisation information,
limiting the capability of such estimators. Also, there is a clear division between
monitoring of channel impairments and monitoring of transmitter parameters, with very
few focusing on both.
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2.5.1 Time domain sampling techniques
In the first category, [Anderson et al., 2009] proposed combining asynchronous delay
tap sampling with statistical machine learning in order to estimate CD and Differential
Group Delay (DGD). This monitor consists of a direct-detector, two slow ADCs of the
order of kSa/s and a tunable delay-line. The incoming signal is sampled twice, such
that the second set of samples are 1 bit delay apart from the first set. Plotted against
each other, the pair of samples create a phase portrait of the waveform. Compared to an
eye diagram, obtained through a singular sampling over a few bit periods to show the
change in amplitude over time, the phase portrait shows the joint Probability Density
Function (PDF) of the amplitude and slope of the signal with respect to time. This
enriched capture of information is exploited to estimate a wide range of transmission
impairments. OSNR, CD, PMD, interferometric crosstalk have different imprints on
the phase portrait, and so they can simultaneously be extracted with pattern recognition
based on statistical learning. This last stage is achieved by sweeping over a wide range
of scenarios and “learning” the outcome of the phase portrait, but it is time-consuming
process with up to 3 hours necessary to complete a training over 1200 scenarios. As this
configuration stage can be done off-line, it is not a major limitation of the technique.
On the other hand, the processing speed is of the sub-second order (<0.2 s), which is
not sufficiently fast for burst-switched networks.
Demonstrated only for two level modulation formats (Return-to-Zero (RZ)- and Non-
Return-to-Zero (NRZ)-Differential Phase-Shift Keying (DPSK)), the technique would
encounter difficulties with higher order modulations, such as QPSK or 16-QAM. As the
number of amplitude levels increases, the complexity of distinguishing them under the
impact of a combination of impairments also increases. When additionally considering
WDM signals, demultiplexing is required to apply this time-domain technique, which
would further increase the complexity and lower the processing speed. [Khan et al.,
2014] shows that the asychronous sampling method requires a resolution of about 12x12
bins such that the pattern of the two-dimensional phase portrait will be maintained,
which can be easily achieved with existing ADC technology.
2.5.2 Frequency domain techniques
A spectral technique based on the RF power tone [Baker-Meflah et al., 2010] has been
demonstrated by simulation and experimentally, having the capability to jointly and
independently estimate multiple impairments such as OSNR, CD and DGD. The relative
phases of a selected RF tones determine the CD and PMD effects, while the amplitude
of the same tone with respect to the average signal power determine the OSNR. This
technique is particularly sensitive to filter detuning, such that more than 2 GHz offset
from the International Telecommunication Union (ITU) grid results in more than 1 dB
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OSNR estimation error.
2.5.3 FIR filter coefficients techniques
The dynamic equaliser of digital coherent receivers implemented as an FIR filter
provides a means to estimate the CD, DGD and OSNR [Hauske et al., 2008, 2009] after
convergence is achieved. This joint estimator is robust and accurate (Table 2.2), but
it relies on the convergence speed of the adaptive equaliser. Even though fast blind
estimators that can converge within 200 ns have been demonstrated [Thomsen et al.,
2011], most algorithms require up to 25 µs to fully converge. This technique could be
applied to WDM signals, after demultiplexing and clock recovery of each channel.
2.6 Conclusions
A currently proposed solution for increasing the capacity of optical communications is
by employing WDM superchannels. Whilst leveraging from legacy WDM transmission
and reception systems, WDM superchannels require more tightly spaced sub-channels,
achievable through flexible grid technology and narrow Nyquist pulse-shaping. SDON
comes as a means to enable the operation of WDM superchannels, as well as enabling
application-specific transmission characteristics. Section 2.1 of this chapter presented
the motivation behind SDON, with specific examples of what transmission parameters
are likely to be modified in software. The configuration of programmable transmitters
and receivers have been discussed, with their specific constituent components. A
synthesis of the breakthrough development of flexible-grid superchannels is also given.
The second part of this chapter focused on monitoring techniques for optical net-
works, a broad subject of discussion, as the necessity of ensuring effective transmission
of information over fibre has for long been acknowledged. As the conditions of the
SDONs are dyanmic, existing channel impairments estimation techniques are not al-
ways applicable. Firstly, not all past monitors are performed digitally, although this
is currently the most promising solution allowing the cheap integration of multiple
estimators in the already existing digital coherent receivers. The reconfiguration time of
coherent transceivers and the time required for the DSP to recover the data is of the µs
order, thus setting a similar time-limit for future monitoring techniques.
This chapter introduced some of the most common symbol-rate, OSNR, CD and
joint monitoring techniques and discusses their issues regarding their applicability to
SDONs. Previous approaches for estimating the symbol-rate (such as the Wavelet
transform, time-domain zero crossing or nonlinearity induced spectral peaks) can be
implemented within the DSP, but they are sensitive to CD and PMD. For Nyquist
or Super-Nyquist WDM superchannels it is preferred to estimate the OSNR in-band
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rather than out-of-band in order to avoid the issues associated with small guard bands
and filtering effects. As coherent receivers translate the optical signal linearly into the
electrical domain, preserving its phase and polarisation information, means that CD
estimators are naturally suitable to be implemented within their DSP. Such techniques
have successfully been demonstrated based on the channel equalisers, however they
require demultiplexing of the individual sub-channels. Joint monitors are usually robust
and more cost efficient, but these have been mainly specialised to parameters belonging
to either the transmission setup or the optical channel.
Novel estimators suitable for software-defined Nyquist-WDM superchannels, to
be implemented within the coherent receiver DSP are therefore required, preferably
performed jointly as part of a single computational effort. The next chapter constitutes
the theoretical background behind the monitoring techniques proposed in this work.
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Statistical and spectral properties of
digitally modulated optical signals
Spectral analysis is a powerful tool in the investigation of properties of signals, par-
ticularly when these are corrupted by noise. This chapter describes statistical and
spectral properties of digitally modulated optical signals, from which a few novel prac-
tical spectral techniques will be derived in the subsequent chapters, for the purpose
of signal characterisation and channel estimation. The PSD is traditionally employed
for measuring the OSNR, but can also be used within the digital coherent receiver to
estimate the symbol-rate of the signal, as it will be demonstrated in Chapter 4. The
SCF, a generalisation of the PSD, further exploits the cyclostationarity property of
linearly modulated signals, to help distinguish their underlying periodicities, when
these are hidden in the PSD. The time domain counterparts of the PSD and SCF are
the autocorrelation and the CAF respectively, which are also explained here. Chapter
5 will explore cyclostationarity for the estimation of a number of parameters. The
present chapter, sets the background knowledge required for the understanding of the
techniques demonstrated in this thesis. Established practical implementations of the
SCF are also presented. Both the continuous and the discrete signal representations are
being considered.
To illustrate these concepts, a simple transmission model is assumed, as depicted
in Fig. 3.1: a linearly modulated signal x(t), of symbol-period Tb, undergoes pulse
shaping at the transmitter and is corrupted by noise arising from optical amplification
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during transmission over L km of optical fibre. The signal is subsequently detected by a
coherent receiver, in which the ADCs sample at Fs rate and NADC number of samples
are captured, corresponding to ∆t observation time interval.
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Figure 3.1: Simple transmission model assumed for the exemplification of the concepts
in this chapter. The modulation format can be any M-PSK or M-QAM types (here
BPSK is depicted).
The Amplified Spontaneous Emission (ASE) noise is modelled as Additive White
Gaussian Noise (AWGN) and has different statistical properties from the signal. AWGN
is a wide-sense stationary process, as its mean and autocorrelation are time-invariant.
Signals that have an underlying periodicity due to modulation, multiplexing and/or
sampling will be wide-sense cyclostationary [Gardner et al., 2006], meaning that their
mean and autocorrelation are periodically time-variant, but stationary within their cycle.
This chapter is structured in four sections, as follows. The first section explains and
exemplifies by contrast the stationarity and cyclostationarity properties. The definitions
of the autocorrelation and Cyclic Autocorrelation Functions are also given here. Their
frequency domain counterparts, the PSD and SCF are presented in the following two
sections. Finally, the impact of the Nyquist pulse shaping filter on the SCF is discussed
in the last section. For reference, the definitions of these signal properties are also given
in Appendix D.
3.1 Autocorrelation function of stationary and cyclosta-
tionary processes
The autocorrelation function measures how much the complex field of a signal sampled
at two time instances, which are separated by a fixed delay τ are correlated to (or
resemble) each other. The parameter τ is called the time lag of the autocorrelation. Two
alternative models of the autocorrelation are possible: either based on the assumption
that the signal is a stochastic process, or that the signal is a time-series function [Gardner,
1991]. This section introduces the cyclostationarity property in terms of the stochastic
and non-stochastic definitions of the CAF.
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3.1.1 Stochastic definition
A stochastic model assumes multiple realisations of a process, such as those shown in
Fig. 3.2, for a binary modulated signal and AWGN, for example. Ideally, all possible
realisations are considered. However, as this is not the case in practice, due to a limited
number of available measurements, an estimate is obtained instead.
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Figure 3.2: Multiple realisations of a zero-mean binary modulated signal (top) and
AWGN of zero-mean and 0.25 standard deviation (bottom). Two samples, delayed from
each other by τ, as indicated, are to be correlated across the whole ensemble.
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The first and second order statistical properties (i.e. the mean and autocorrelation
respectively), are obtained through ensemble averages:
µˆx = E [x(t)] , (3.1)
Rˆx(τ) = E
[
x(t+
τ
2
) · x∗(t− τ
2
)
]
. (3.2)
Conventional notations are used: xˆ to indicate the estimated value of x, x∗ for the
complex conjugate of x, and E for the expectation operator, which gives the ensemble
average.
The mean of a wide-sense stationary process is time-independent while the autocor-
relation depends only on the time lag. In the majority of the optical communications
literature, modulated signals have been assumed as wide-sense stationary processes,
along with noise. However, as introduced in the seminal works of Hurd [1969] and
Gardner [1972], linearly modulated signals have an autocorrelation function that is
periodic with time, and therefore are not stationary in the wide-sense. These are instead
defined as wide-sense cyclostationary, as the autocorrelation retains its stationarity
within a fixed cycle.
The two examples considered previously demonstrate these statements. The mean
values of both the binary modulated signal and the AWGN process are clearly zero.
The autocorrelations on the other hand, exhibits different properties depending on the
process considered, as Fig. 3.3 shows. Based on a large number of different realisations
of a binary signal, Fig. 3.3(a) shows that the autocorrelation function will be cyclic
in time, and the correlation is non-zero provided that the two samples which are to
be correlated fall within the same clock interval. By contrast, the autocorrelation of a
wide-sense stationary process as a function of both time and time lag is depicted in Fig.
3.3(b). Here, there is clearly no time-dependence and there is no correlation for any
τ 6= 0, because the different samples of a random process are independent from each
other and therefore they do not correlate.
Therefore, under the cyclostationarity theory, the autocorrelation function will de-
pend on two parameters: the time instant t, when the measurement is performed, and the
time lag τ. The mathematical notation of the autocorrelation of the cyclostationary signal
x(t) becomes Rˆx(t,τ), instead of Rˆx(τ) as before, to underline its time-dependency.
These conclusions lead to the formal stochastic definition of cyclostationarity,which
states that a signal is wide-sense cyclostationary (or cyclostationary of the second order)
if its autocorrelation function is periodic with time:
Rx(t,τ) = Rx(t+Tb,τ). (3.3)
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Samples correlate
if they are within the
same clock cycle.
Time periodic
Wide-sense
cyclostationary
(a)
Each sample correlates
only with itself.
Time invariant
Wide-sense
stationarity
(b)
Figure 3.3: The autocorrelation function of binary modulated signals is cyclic in time,
demonstrating that these are wide-sense cyclostationarity processes (a), while AWGN
is time-invariant, as it is a wide-sense stationary process (b).
As a periodic function, the autocorrelation therefore has a Fourier series expansion,
which is given by:
Rx(t,τ) =
+∞
∑
n=−∞
R
n
Tb
x (τ) · e j2pi
n
Tb
t
, (3.4)
where:
• R
n
Tb
x (τ) constitute the Fourier series coefficients of the autocorrelation function,
called the Cyclic Autocorrelation Functions,
• α= nTb ,n ∈ Z are the Fourier series frequency components, which are called the
cyclic frequencies, and
• Tb is the both the symbol period and the autocorrelation period.
Fig. 3.4 shows in more detail, the inherent periodicity of the autocorrelation function
with time, for a fixed lag value. The duration over which the autocorrelation is not
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identically zero, decreases as the lag parameter increases. For any lag value higher
than the symbol period Tb, the autocorrelation will be zero, as consecutive symbols are
uncorrelated (they are assumed independent and identically distributed).
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Figure 3.4: The autocorrelation of a modulated signal is cyclic in time, for a fixed time
lag τ. The autocorrelation period is equal to the symbol period.
3.1.2 Deterministic definition
A deterministic definition implies a time average over the entire signal, which is regarded
as a single time-series measurement. This is a direct consequence of the ergodicity
property of stationary processes, for which the ensemble average is equal to the time
average. Thus, the mean of x(t) is:
µˆx = lim
T→∞
1
T
Z T
2
− T2
x(t)dt (3.5)
and the autocorrelation is given by:
Rˆx(τ) = lim
T→∞
1
T
Z T
2
− T2
x(t+
τ
2
)x∗(t− τ
2
)dt (3.6)
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The stochastic and deterministic (non-probabilistic) definitions are equivalent to
each other, as the ensemble averaging is replaced by time averaging [Gardner, 1994].
When dealing with single time-series measurements of a signal, that cannot be modelled
as realisations of a process, such as it is the case in a fibre optics transmission system as
the one described previously in Fig. 3.1, it is more appropriate to use the deterministic
model. This assumption and the following deterministic definitions of the CAF, and
later the SCF, are used subsequently in Chapter 5 of this thesis.
In deterministic terms, the signal x(t) is defined as second-order cyclostationary if
there exists a quadratic time-invariant transformation that, when applied to the signal, it
induces finite-strength additive sine-wave components, that were not contained in x(t)
before the transformation [Gardner, 1986a]. Linearly modulated signals are second-
order cyclostationary, as there is such a second order transformation, namely the lag
product z(t) = x(t+ τ2)x
∗(t− τ2), that contains sine-wave components at frequencies α
proportional to the symbol-rate. These components are the CAFs and the frequencies
are called cyclic frequencies.
The CAF is, more simply, defined as the time average of the autocorrelation lag prod-
uct weighted at a frequency component α (in other words, the sine-wave components of
the lag product function):
Rˆαx (τ) = limT→∞
1
T
Z T
2
− T2
x(t+
τ
2
)x∗(t− τ
2
)e− j2piαtdt (3.7)
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Figure 3.5: The Cyclic Autocorrelation Function is not identically zero only for cyclic
frequencies which are multiples of the symbol-rate. Here, square pulses with no low-
pass filtering are assumed.
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Fig. 3.5 shows the CAF, as a function of the time lag τ and the cyclic frequency
α. For linearly modulated signals, the cyclic frequency α is defined over a set Ay =
{m ·Fb | m ∈ Z}, where Fb is the symbol-rate and the inverse of the symbol period Tb.
Over this set, the Cyclic Autocorrelation Functions constitute the Fourier coefficients of
the autocorrelation, which is thus given by:
Rˆy(t,τ)
∆= ∑
α∈Ay
Rˆαy (τ) · e j2piαt (3.8)
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(a) QPSK signals are wide-sense cyclostationary as their auto-
correlation contains frequency components at cyclic frequen-
cies multiple of the symbol-rate.
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Figure 3.6: Cyclic frequencies components of the autocorrelation function, called the
Cyclic Autocorrelation Functions.
The DC component of the lag-product z(t), when α = 0, is simply the ordinary
autocorrelation function (from Eq. 3.6). In general, when α= m ·Fb, for any non-zero
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integer m, the Rαx (τ) is the mth harmonic of the autocorrelation function. The presence
of these harmonics indicates a cyclostationary process, as Fig. 3.6(a) shows for a QPSK
signal, where the frequency components of Rˆx(t,τ) exist only at integer multiples of the
symbol-rate and are identically zero otherwise. Stationary processes do not have any
harmonics within their autocorrelation, as demonstrated by Fig. 3.6(b) for AWGN.
It can be easily proved that the CAF of x(t) is equivalent to the cross-correlation of
two signals u(t) = x(t) · e−ipiαt and v(t) = x(t) · eipiαt [Gardner, 1986a]:
Rˆαx (τ) = Rˆuv(τ) = limT→∞
1
T
Z T
2
− T2
u(t+
τ
2
)v∗(t− τ
2
)dt. (3.9)
The cyclic autocorrelation should not be confused with the circular autocorrelation.
The former, as presented in this section, measures the presence of harmonics in the
autocorrelation function of a cyclostationary signal, (with fundamental frequency equal
to the symbol-rate when linearly modulated), hence the term cyclic. The latter, as
described in [Oppenheim and Schafer, 2010], simply indicates the implementation of
the autocorrelation function of a stationary signal by circularly shifting the signal in
time to obtain different lags, hence the term circular.
3.2 Power spectral density
Through spectral analysis, a signal is decomposed into its constituent frequencies to
measure the power distribution over these frequencies. This measurement represents the
PSD of the signal, which can be used in a myriad of ways for signal analysis. One such
use for example, is in the OSNR measurement using the OSA approach, as described in
Section 2.3.
As an ideal PSD measurement is not possible in practice, due to the limited sampling
rate and measurement time, different techniques have been devised in order to estimate
the PSD of a signal, as accurately as possible. Some of the simplest and most effective
techniques are directly derived from the Fourier transform of the signal.
To account for the fact that the signal is observed over a finite time interval, we use
here the Short-Time Fourier Transform (STFT) in order to inspect the spectral content
of the signal. The STFT is a FFT performed at time t over a window of arbitrary interval
T , or in other words, it measures the spectral content with respect to time:
XT (t, f ) =
Z t+ T2
t− T2
x(γ)e j2pi f γdγ (3.10)
Equation 3.10 holds under the assumption that the window is rectangular. The
periodogram is the most commonly used PSD estimate, and it is obtained by applying
the STFT over the entire measured signal. Analytically, the PSD is given by the squared
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magnitude of the STFT, inversely scaled by the measurement time interval, T (in this
particular case T = ∆t):
SˆxT (t, f ) =
1
T
|XT (t, f )|2 (3.11)
The periodogram is a good estimate of the PSD provided that the SNR is high and
the measurement time is sufficiently long. If this is not the case, the PSD will exhibit
high variance (low estimation reliability).
An alternative approach to PSD estimation is Welch’s method, which averages
multiple periodograms over shorter intervals T = 1∆ f , within the entire signal interval
∆t:
Sˆx( f ) = lim
∆ f→0
lim
∆t→∞
1
∆t
Z t+∆t2
t−∆t2
Sx1/∆ f (ξ, f )dξ (3.12)
The averaging operation will thus reduce the variance due to noise, when the SNR
is low.
According to the Wiener-Khinchin relation, the PSD of a stationary random signal
is obtained from the Fourier Transform of the autocorrelation1 of the signal:
Sˆx( f ) = F
{
Rˆx(τ)
}
=
Z +∞
−∞
Rˆx(τ)e− j2pi f τdτ (3.13)
3.3 Spectral correlation function
Similarly to the autocorrelation function, which measures the correlation between time-
domain samples separated by a time lag, the SCF measures the density of the correlation
between the spectral components separated by a cyclic frequency α. This correlation
is measured in both amplitude and phase. Since a cyclostationary signal exhibits time
periodicity in its autocorrelation, with period equal to the symbol-period Tb, then its
SCF exhibits periodicity with a fundamental frequency equal to the symbol-rate Fb = 1Tb .
Parallels between the SCF and PSD are drawn here, in order to explain the basic
cyclostationarity concepts in the frequency domain. A few digital SCF implementations
have been proposed in the literature and are discussed here. The SCF is sometimes
referred to as the Spectral Correlation Density Function or cyclic spectra. In the work
presented in Chapter 5, the slice of SCF at α= Fb is specifically referred to as the cyclic
spectrum and the process of obtaining it, spectral correlation.
Firstly, the Wiener-Khinchin theorem (Eq. 3.13) can be extended for cyclostationary
signals, to the more general relation called the Cyclic Wiener Relation [Gardner, 1987]
which states that the SCF is the Fourier Transform of the CAF:
1Using the notation for a wide-sense stationary process, as described in Section 3.1.
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Sˆαx ( f ) = F
{
Rˆαx (τ)
}
=
Z ∞
−∞
Rˆαx (τ) · e−i2pi f τdτ (3.14)
The SCF is therefore defined on a bi-frequency plane, along the ordinary frequency
f and the cyclic frequency α. If the two frequency axes are normalised to the sampling-
rate, then the bi-frequency plane is uniquely defined along the ranges f ∈ [−12 , 12] and
α ∈ [−1,1].
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Figure 3.7: The SCF is the Fourier transform of the CAF and is not identically zero
only for cyclic frequencies which are multiples of the symbol-rate. Here, square pulses
with no low-pass filtering are assumed.
Referring back to Fig. 3.5, the Fourier Transform of the CAF is depicted in Fig. 3.7.
The ideal SCF of a purely cyclostationary signal will exhibit periodicity only for cyclic
frequencies equal to the symbol-rate and will be identically zero otherwise. The 3D
representation of the SCF in Fig. 3.8 helps to better visualise the difference between
wide-sense cyclostationary and wide-sense stationary signals. The cyclic spectra is
periodic along the cyclic frequency with period equal to the symbol-rate, for signals
modulated with a linear modulation format, such as M-PSK or M-QAM. On the other
hand, AWGN is wide-sense stationary, so its SCF is identically zero for all cyclic
frequencies, except for the special case when α= 0.
Similarly to the periodogram of stationary processes (Equation 3.11), the SCF can be
simply approximated by the cyclic periodogram SˆαxT (t, f ), measured within an arbitrary
observation time T , as given by:
Sˆαx ( f )≈ SˆαxT (t, f ) =
1
T
XT (t, f +
α
2
) ·X∗T (t, f −
α
2
). (3.15)
which also suffers from high variance at low SNRs and when the observation time is
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(a) QPSK signals are wide-sense cyclostationary as their SCF
consists of cyclic spectra repeating periodically at cyclic fre-
quencies multiple of the symbol-rate Fb.
(b) AWGN is wide-sense stationary as only one spectrum exists
at cyclic frequency α= 0.
Figure 3.8: SCF of cyclostationary (a) and stationary (b) signals.
restricted.
An alternative, but equivalent, mathematical expression of the SCF is the Cross-
Power Spectral Density (CPSD) of signals u(t) = x(t) · e− j2piα2 t and v(t) = x(t) · e j2piα2 t ,
which can be introduced in Eq. 3.9 to give:
Sˆαx ( f )≈ Sˆuv(t, f ) =
1
T
UT (t, f ) ·V ∗T (t, f ). (3.16)
From these two last expressions arises the interpretation of the SCF as the complex
correlation (in both amplitude and phase) of all frequency components of x(t), separated
by an arbitrary cyclic frequency α. When α= 0, we are correlating each frequency with
itself and the cyclic spectra simply reduces to the PSD, whilst the cyclic periodogram
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(Eq. 3.15) reduces to the conventional periodogram (Eq. 3.11). Because the correlation
is performed as a complex operation, the resulting SCF is complex for all α 6= 0 and is
real otherwise.
According to Gardner [1986b], the ideal SCF of a continuous-time signal x(t) can be
more efficiently estimated either as a temporally smoothed or as a spectrally smoothed
cyclic periodogram. The difference between the two smoothing approaches is given not
only by the domain onto which the averaging operation is performed, but also by the
time intervals T over which the STFT is computed (i.e. in Eq. 3.15).
Temporal smoothing
Temporal smoothing is achieved by averaging multiple STFTs obtained over fractional
time intervals of the measured signal (T = 1∆ f ).
Sˆαx ( f ) = lim∆ f→0
lim
∆t→∞
1
∆t
Z t+∆t2
t−∆t2
Sαx1/∆ f (ξ, f )dξ (3.17)
A graphical representation of the temporal smoothing technique is shown in Fig.
3.9. The captured signal of total time duration ∆t is divided into shorter segments of
duration T = 1∆ f . Multiple cyclic periodograms are first computed over these different
time slots, having a spectral resolution equal to ∆ f . The individual periodograms are
subsequently averaged in time. In the cyclostationarity theory, the time-smoothing SCF
is the equivalent of the Welch method for obtaining an improved PSD estimate, by
reducing the impact of random effects through averaging. As a confirmation to this
statement, when α= 0, Eq. 3.17 becomes Eq. 3.12.
The spectral estimation variance can therefore be lowered, by increasing the number
of averages. In order to do so, the total observation time must greatly exceed the
duration of the time segments:
∆t >> T =
1
∆ f
(3.18)
Additionally, the segments could be overlapping in order to increase the number of
averages, for a fixed ∆t. However, increasing the number of averages has the disadvan-
tage of increasing the computational complexity of the technique, when implemented in
the digital domain. Several methods have been proposed for implementing the temporal
smoothing approach, with differing levels of complexity.
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Figure 3.9: Schematic of the temporal smoothing technique to calculate the cyclic
spectrum.
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The discrete-time temporally smoothed SCF [Tom, 1995] is given by:
Sˆγx(k)≈
1
M ·NSCF
M−1
∑
m=0
XNSCF (n+mL,k+
γ
2
) ·X∗NSCF (n+mL,k−
γ
2
) (3.19)
where:
• γ is the discrete cycle frequency, the equivalent of the continuous α.
• k is the discrete ordinary frequency, across which each spectral slice is measured.
• n is the time index.
• M is the number of individual temporal segments.
• NSCF is the number of samples within each segment, and the FFT size.
• L is the number of samples that are skipped when moving from one segment to
another, and it indicates the amount of overlap.
The downconverted Discrete Fourier Transform (DFT) of the digital signal segment
xNSCF (n), filtered with aNSCF (n) data tapering function, here assumed to be an ideal
rectangular window, is:
XNSCF (n+mL,k)
∆=
NSCF−1
∑
n=0
aNSCF (n)x(n+mL)e
− j2pik(n+mL)/NSCF (3.20)
After the multiplication the term e− j2piνmL/NSCF arises from the time-shift of the
sliding window that extracts each data segment and contributes to the computation of
the SCF by ensuring the segments are in phase.
In order to double the cyclic frequency granularity, the time segments of size NSCF ,
are padded with zeros such that the total time interval is twice as long: 2NSCF . To cover
the entire bi-frequency plane as shown in Fig. 3.10, 2NADCNSCF cells are computed in
total.
The brute-force approach involves the calculation of Eq. 3.19, cell-by-cell and is
the least effective. It has a complexity dominated by the temporal averaging opera-
tion, which comprises of two multiplications for each cell: frequency-shifted spectra
multiplications and time exponential multiplications.
56
Chapter 3. Statistical and spectral properties of digitally modulated optical signals
k
1
-1
1
2
- 1
2
0
k0
k
1=
NADC
1k=
NSCF
Figure 3.10: Bifrequency plane showing the width and length of a single cell. Its total
area can be filled with 2 ·NSCF ·NADC cells. The two frequency axes are normalised by
the sampling frequency.
Operation Number of complex multiplications
2 NSCF - point FFT M NSCF (1+ log2(NSCF))
Temporal averaging for all cells 2 M NADC NSCF
Table 3.1: Implementation complexity of the brute-force time smoothed SCF.
Two well established digital implementations of the time-smoothing method, with
improved computational performance, are the FFT Accumulation Method (FAM) and
the Strip Spectrum Correlation Algorithm (SSCA). Both algorithms use an extra FFT
stage instead of averaging in order to improve the resolution along the cyclic frequency
axis. Whilst detailed investigation of these approaches does not constitute the scope of
this thesis, they are treated in [Roberts et al., 1991] and [Brown and Loomis, 1993] .
Frequency smoothing
The STFT computed over the entire measured signal (T = ∆t):
Sˆαx ( f ) = lim∆ f→0
lim
∆t→∞
1
∆ f
Z f+∆ f2
f−∆ f2
Sαx∆t (t,ν)dν (3.21)
A graphical representation of the spectral smoothing approach, for the computation
of the SCF, is shown in Fig. 3.11. Spectral smoothing is performed on a single
periodogram, obtained from the entire measured signal (T = ∆t, where ∆t is the total
observation time interval of x(t)). The averaging operation for reducing random effects
is performed in the frequency domain, over fixed frequency bins, such that the final
resolution of the cyclic spectrum is ∆ f .
To better reduce the effects of randomness causing a high estimation variance, the
number of averages is increased, which in this case it is equivalent to the bandwidth of
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Figure 3.11: Schematic of the spectral smoothing technique to calculate the SCF
Schematic of the spectral smoothing technique to calculate the cyclic spectrum.
averaging bins greatly exceed the frequency resolution of the periodogram:
∆ f >>
1
T
=
1
∆t
(3.22)
In the case of the digitized signal, ∆t = NADCFs , while ∆ f =
Fs
w , where w is the number
of samples used for frequency averaging in Eq. (3.21). The frequency-smoothed SCF
is thus defined over NSCF = NADCw points. The condition 3.22 means that the frequency
smoothing window w should be significantly less than the total sample size NADC, for
an increase in number of averages and, thus, a decreased variance.
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The discrete-time spectrally smoothed SCF [Tom, 1995] is given by:
Sˆγx(k)≈
1
w ·NADC
w−1
2
∑
l=−w−12
XNADC(n,k+
γ
2
+ l) ·X∗NADC(n,k−
γ
2
+ l) (3.23)
where
XNADC(n,k)
∆=
NADC−1
∑
m=0
aNADC(m)x(n+m)e
− j2pik(n+m)/NADC
is the downconverted DFT of the digital signal x(n), and:
• γ is the discrete cycle frequency, the equivalent of the continuous α.
• k is the discrete ordinary frequency, across which each spectral slice is measured.
• n is the time index.
• NADC is the total number of samples captured by the ADC and the FFT size.
• aNADC(n) is a data tapering function, here assumed to be an ideal rectangular
window.
2NADC
FFT
*
X(n,k- /2+l)
X(n,k+ /2+l)
Box
averaging Sx(k)
NSCF
xNADC(n)
Figure 3.12: Brute-force method to digitally implement the calculation of the SCF, with
a single FFT and a box averaging to perform frequency smoothing.
Digitally, the brute-force method for the estimation of the SCF by frequency smooth-
ing can be implemented with a single FFT and a box-average filter along the frequency
k as depicted in Fig. 3.12 and demonstrated by Brown and Loomis [1993]. In order
to double the cyclic frequency granularity, the signals, are padded with zeros such
that the total sample size is twice the initial sample size: 2NADC. To cover the entire
bi-frequency plane, 2NADCNSCF cells are computed in total. The brute-force method
implements Eq. 3.23 cell-by-cell, and has a complexity dominated by the FFT operation
(Table 3.2).
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Operation Number of complex multiplications
2 NADC - point FFT NADC(1+ log2(NADC))
Frequency averaging for all cells 2 w NADC NSCF
Table 3.2: Implementation complexity of the brute-force frequency smoothed SCF.
Reliability and resolution trade-off
A spectrum estimate is reliable, or it has a low variance, if the random amplitude and
phase components corrupting it are reduced insofar as the measurement becomes time-
independent. As discussed previously for the two averaging approaches, this can be
achieved by increasing the number of averages performed, as Equations 3.18 and 3.22
described previously. These conditions are united under the Grenander’s Uncertainty
Condition [Gardner, 1986b], which states that for a reliable spectral estimation, the
product between the temporal and spectral resolutions should be much greater than
unity:
∆t∆ f >> 1 (3.24)
or, for digital signal representations, the number of samples used in the estimate
should be much greater than the number of samples used to represent the final spectrum:
NADC
NSCF
>> 1. (3.25)
By contrast, if the SCF would simply be approximated by the cyclic periodogram
(Eq. 3.15), then ∆t ·∆ f = 1. However, when smoothing is performed, increasing the
number of averages is equivalent to a reduced temporal resolution ∆t >> 1/∆ f when
temporal smoothing is employed, and a reduced spectral resolution ∆ f >> 1/∆t when
spectral smoothing is employed. It is not possible therefore, to maintain a high temporal
or spectral resolution, as the reliability of the spectrum estimate increases.
The Grenander’s condition can also be expressed in terms of the cycle resolution
∆α= 1∆t , which indicates how finely the cyclic frequencies could be distinguished:
∆ f
∆α
>> 1 (3.26)
Because the cycle resolution is the inverse of the temporal resolution and from
Grenander’s condition, the granularity of the cyclic frequency is much finer compared
to the granularity of the ordinary frequency, in the bi-frequency plane (Fig. 3.10).
In an ideal measurement, ∆ f → 0 and ∆α→ 0, meaning that the capability to
distinguish ordinary and cyclic frequencies is infinite. As the number of samples and
the sampling frequency are finite in practice, spectral leakage and cycle leakage are
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limiting effects of the spectral measurement. A more detailed account of all of these
concepts can be found in [Gardner, 1986b].
Temporal and spectral smoothing approaches comparison
The two smoothing approaches are equivalent to each other, as Gardner [1986b] proves,
provided that the observation interval is sufficiently large (∆t >> 1/∆ f ), such that
the impact of random effects on the estimate is diminished and the cycle resolution is
increased (∆α = 1/∆t). The temporal-smoothing approach is more computationally
efficient if the entire SCF is required, for a multitude of ordinary and cyclic frequencies,
whereas, frequency smoothing is more computationally effective if the number of cyclic
frequencies of interest is limited [Roberts et al., 1991]. The work presented in this thesis
focuses on the frequency smoothing approach, because the computation of the SCF for
specific cyclic frequencies is needed.
3.4 Nyquist pulse shaping
When propagating through fibre, optical pulses experience spreading under cumulative
dispersion. As the distance travelled increases, the adjacent pulses will start interfering,
effect called ISI. A low-pass filter that satisfies the Nyquist ISI criterion can be employed
to mitigate this distortion.
Nyquist pulse shaping additionally increases the spectral efficiency of the transmis-
sion by limiting the signal’s bandwidth, whilst maintaining the same symbol-rate. The
most commonly employed Nyquist pulse shaping filter is the RC filter, split between
the transmitter and receiver into two RRC filters as shown in Fig. 3.13, for improved
noise suppression.
HRRC,Tx(f) Hchannel(f) HRRC,Rx(f)
Figure 3.13: Two RRC matching filters are split between the transmitter and receiver, to
give an overall RC filter response.
The overall RC filter frequency response is:
HRC( f ) =
√
HRRC,T x( f ) ·
√
HRRC,Rx( f )
whereas, the frequency response of the RRC filter is given by:
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HRRC( f ) =
√
HRC( f ) =

√
Tb, | f | ≤ 1−r2Tb√
Tb
2
[
1+ cos
(
piTb
r
[
| f |− 1−r2Tb
])]
, 1−r2Tb < | f | ≤
1+r
2Tb
0, otherwise
(3.27)
Fig.3.14(a) shows that the filter bandwidth is proportional to the roll-off factor, as is
the spectrum of the filtered signal. Given a roll-off factor r and a symbol-rate Fb the
signal bandwidth after RRC filtering is:
BWRRC = Fb · (1+ r). (3.28)
roll−off=0
roll−off=0.5
roll−off=1
0-Fb
Fb
2
0
- Fb
2
Fb
Tb
Tb
2
(a) Frequency-domain
0
A
roll−off=0
roll−off=0.5
roll−off=1
0 Tb 2Tb 3Tb 4Tb 5Tb-Tb-2Tb-3Tb-4Tb-5Tb
(b) Time-domain
Figure 3.14: Ideal frequency response (left) and impulse response (right) of the RRC
filter for different roll-off factors.
The impulse response of the RRC filter is a sinc function, which ideally has an
infinite time-domain representation, and as a result, an infinite attenuation stop-band.
However, in a realistic implementation the filter is of finite length, resulting in a finite
attenuation stop-band, particularly at lower roll-offs, as shown in Fig. 3.14(b). Since
a lower attenuation stop-band translates into higher penalties due to ICI and spectral
leakage, whilst a lower roll-off factor is desirable to achieve both a better ISI suppression
and a higher spectral efficiency, a trade-off between spectral efficiency and performance
thus needs to be attained.
As the RRC roll-off decreases the spectral correlation power and bandwidth decrease
as well. Fig. 3.15 depicts the dependence of the bandwidth of the first cyclic spectrum
Sα=Fbx ( f ) on the roll-off factor and symbol-rate. For simplicity, assume that the cyclic
spectrum is computed as the CPSD of two frequency shifted spectra (Eq. 3.16), obtained
from the original signal spectrum X( f ).
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Figure 3.15: Bandwidth of the SCF at cyclic frequency equal to the symbol-rate (Fb) is
the intersection of the two frequency-shifted FFTs. The triangles are abstractions of the
signal spectrum with RRC filtering, which changes the spectral shape with roll-off.
Since the frequency separation between the two spectra is Fb, the bandwidth of
Sα=Fbx ( f ) can be deduced to be:
BWα=FbRRC =
BWRRC
2
−
(
Fb− BWRRC2
)
= Fb · r. (3.29)
Eq. 3.28 and 3.29 can be translated into the graph of Fig. 3.16, which, by normalisa-
tion to the symbol-rate, shows the dependence of the bandwidth on the roll-off only. A
roll-off of 0 maximises the spectral efficiency, but simultaneously nullifies the measure
of spectral correlation. Conversely, when the roll-off is 1, the bandwidth of the cyclic
spectrum is maximised, to the detriment of the spectral efficiency, which is reduced.
Whilst these results are obtained under ideal assumptions, the impact of finite filter taps
on the spectral correlation is treated in Chapter 5, Section 5.1.
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Figure 3.16: Bandwidth of the SCF as a function of RRC roll-off.
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Fig. 3.17 shows that as the Nyquist bandwidth (
[
−Fb2 , Fb2
]
) is approached, the power
in the cyclic harmonics at α= Fb,2 ·Fb,etc. is dissipated along the time lag, until they
are completely filtered out, whilst the spectral efficiency is increased.
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Figure 3.17: CAF and PSD of NRZ signals with and without RRC filtering.
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3.5 Summary
The computation of the PSD has so far been the established approach to characterise
digitally modulated optical signals, in terms of their constituent frequencies. However,
signal periodicities occurring due to modulation, filtering or coding are not evident
from a conventional PSD analysis. Underlined in this chapter is a more appropriate
model for such signals based on cyclostationarity, which takes into account these hidden
periodicities.
Novel functions are defined in the realm of cyclostationarity theory. The SCF, which
is a generalisation of the PSD, measures the correlation density between the constituent
frequency components of the signal, separated by an arbitrary frequency difference
(called cyclic frequency). Its time-domain counterpart is the CAF, as stated by the
Cyclic Wiener Relation. Linearly modulated signals are cyclostationary in the wide-
sense, as their cyclic autocorrelation and SCF are periodic with the symbol-rate along
the cyclic frequency. AWGN, on the other hand, is stationary as it does not exhibit such
a periodicity, its power being negligible for any non-zero cyclic frequencies. Stationary
and cyclostationary processes can therefore be easily differentiated by means of their
CAF or SCF.
A comparative table of the statistical and time-series interpretations of the cyclo-
stationarity properties presented in this chapter are synthesised from [Gardner, 1986b]
and [Gardner et al., 2006] in Table 3.3. The two definitions are equivalent, but from a
practical perspective, the time-series approach is more appropriate.
Estimation methods of the conventional and cyclic spectra have also been presented
in this chapter. The most basic approach is the periodogram, which suffers from low
reliability. Improvements to the periodogram estimate can be made through either
temporal or spectral smoothing techniques, and ensuring that a sufficient number of
averages are performed to reduce the spectral variance due to random effects. In both
conventional spectral analysis and spectral analysis of cyclostationary signals, there is a
trade-off between the estimation reliability and temporal and spectral resolutions.
The correlation between spectral components is reduced when filtering is present. If
RRC filtering is employed and the roll-off factor is the minimum of zero, the correlation
characteristics of the modulated signal mimic those of stationary signals, as the spectral
correlation periodicity is lost. As a result, consideration of the minimum roll-off must be
made when designing cyclostationarity-based monitoring techniques, as high spectral
correlation and high spectral efficiency are mutually exclusive.
The following chapters demonstrate novel performance monitoring techniques, that
make use of the spectral and statistical properties of modulated signals and noise,
and that can be implemented as part of the DSP stage of coherent transceivers. The
limitation due to the RRC filtering on these techniques is investigated.
65
Chapter 3. Statistical and spectral properties of digitally modulated optical signals
STOCHASTIC PROCESSES TIME-SERIES
Autocorrelation function
Rx(t,τ)
∆= E
{
x(t+ τ2) · x∗(t− τ2)
}
Rx(t,τ)
∆= 1∆t
∆t/2R
−∆t/2
x(t+ τ2) · x∗(t− τ2)dt
Second-order cyclostationarity in the wide-sense
x(t) is a cyclostationary process if its
mean and autocorrelation are periodic:
x(t) is a cyclostationary signal if its lag
product z(t,τ) = x(t+ τ2) · x∗(t− τ2)
contains finite-strength sine-wave
components at α ∈ A, the countable set:
E {x(t+Tb)}= E {x(t)}
Rx(t+Tb,τ) = Rx(t,τ) A =
{
k
Tb
}
k∈Z
Cyclic autocorrelation function
Since periodic, the autocorrelation has a
Fourier series decomposition:
The autocorrelation function is the
summation of its sine-wave components:
Rx(t,τ) =
∞
∑
n=−∞
R
n
Tb
x (τ)e
j2pi nTb t Rx(t,τ) = ∑
α∈A
Rαx (τ)e
j2piαt
where the Fourier coefficients R
n
Tb
x (τ) are
the Cyclic Autocorrelation Functions
where Rαx (τ) are the non-stochastic
Cyclic Autocorrelation Functions
R
n
Tb
x (τ)
∆=
1
Tb
−Tb/2Z
Tb/2
Rx(t,τ) · e− j2pi
n
Tb
tdt Rαx (τ)
∆= lim
∆t→∞
1
∆t
∆t/2Z
−∆t/2
z(t,τ) · e− j2piαtdt
Spectral Correlation Density Function (or cyclic spectrum)
The cyclic spectrum at cyclic frequency α is defined as the Fourier Transform of
the cyclic autocorrelation function, property known as the Cyclic Wiener Relation:
Sαx ( f )
∆=
∞R
−∞
Rαx (τ)e− j2pi f τdτ
or, the cross-spectral density of spectra frequency shifted by α from each other,
giving the Cyclic Periodogram (the product inside the average) which can be either
time-smoothed (T = 1∆ f ) or frequency-smoothed (T = ∆t), for increased reliability:
Sαx ( f )
∆= lim∆ f→0 lim∆t→∞
〈 1
T XT (t, f +
α
2 )X
∗
T (t, f − α2 )
〉
where XT (t, f ) =
R T/2
−T/2 x(u) · e− j2pi f udu, is the Short-time Fourier Transform.
Table 3.3: Summary of cyclostationarity properties and definitions.
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4
Symbol-rate estimation based on the
power spectral density
The method presented in this chapter uses the signal power spectrum to estimate the
symbol-rate and is, as a result, CD and 1st order PMD tolerant. It is also independent of
the IF, as long as the signal spectrum does not fall outside of the receiver bandwidth.
Having the advantage of being independent on CD, PMD and LO frequency offset,
this method can be employed at the beginning of the DSP stage of the digital coherent
receiver, as shown in Fig. 4.1. The main purpose of this estimator is to provide feedback
information to the control plane, for spectral resource optimisation as discussed in
Chapter 1. It can also be used as a control input to the timing recovery stage, for
example.
The estimator is applicable to both M-PSK and M-QAM signals since their power
spectral densities are identical [Couch, 1993, p.391]. Two methods are presented.
Firstly, a MMSE approach with continuous ideal test spectra is proposed, but it is shown
to be highly dependent on the moving-average filter applied. The second method is
based on measuring the standard deviation of the spectrum, and is shown to operate
from 4 to 25 GBaud QPSK signals with a maximum estimation error of 2% at the FEC
limit of 3.8 ·10−3, when a RRC filter with a roll-off of 0 is used.
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Figure 4.1: Digital coherent receiver including a symbol-rate estimation stage for QPSK
signals.
4.1 MMSE with continuous ideal test spectra
4.1.1 Simulation setup
The symbol-rate estimation method depicted in Figure 4.2 is based on a MMSE ap-
proach. The method is based on spectral matching between the transmitted signal of
unknown symbol-rate and an ideal signal of known symbol-rate. At the transmitter, a
trapezoidal waveform is generated with a given symbol-rate to be estimated. AWGN is
loaded onto the signal, before it is resampled at the receiver, at 50 GSa/s sampling rate.
MMSE
Bessel filter
50% of 
baud-rate
RRC
(β = 0)
Butterworth
16 GHz
|FFT|2
Tx Rx DSP
ADC
FADC = 50 GHz
 NRZ
Data
AWGN
Baud
rate
Channel
Pulse
shaping
Power
spectrum
Analytical
spectrum
1-25 GBaud
PRBS 2  - 17
Moving
average
Figure 4.2: Simulation setup for MMSE with a large number of analytical test values.
The spectrum of the transmitted signal is then smoothed by a moving average filter.
The length of the moving average filter (NMA) is fixed based on the total number of
samples captured (NADC):
NMA =
NADC
25
(4.1)
A range of ideal spectra is generated, assuming ideal trapezoidal waveforms of
symbol-rates between 0.2 and 40 GHz, that are the test values of the symbol-rates to be
estimated. The ideal spectra of the analytical model correspond to a trapezoidal signal,
with the same frequency grid as the transmitted signal. The spectra of a trapezoidal
waveform is given by [Paul, 2006, p.118]:
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X( f ) =
2A
τr(2pi f )2
[
cos
(
2pi f
τ
2
)
− cos
(
2pi f
(τ
2
+ τr
))]
, (4.2)
where:
A = maximum signal level,
τ = symbol length - sampling length,
τr = sampling length,
f = frequency grid.
The MMSE block estimates the symbol-rate by taking the minimum error corre-
sponding to the difference between the spectra of the received signal and the generated
ideal test spectra. The best value is determined through an unconstrained nonlinear
optimisation.
The MSE is defined as:
mse(test) = |Etest(ω)|2−|Emeasured(ω)|2 (4.3)
The MMSE is the minimum MSE value between all the test cases, which leads to
the estimation of the symbol-rate:
Fˆb = argtest min{mse(test)}. (4.4)
4.1.2 Performance analysis
The method’s performance was evaluated as the signed estimation error with respect
to different noise loading conditions (Fig. 4.3(a)) and number of captured samples
(Fig. 4.3(b)). The method is independent of the SNR level, but depends on increasing
the number of ADC captured samples in order to reduce the estimation error. While
the estimator performs well for higher symbol-rates (<5% error), it results in high
overestimation at low symbol-rates (approximately 20% error) due to the fact that the
moving-average filter is not correctly optimised in those cases. More precisely, the
moving-average length is too long at low symbol-rates, leading to a spreading of the
spectrum, hence the overestimation. The dependence of the moving-average filter on
the symbol-rate leaves this method inefficient for blind symbol-rate estimation.
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Figure 4.3: Signed estimation error of the MMSE approach verified by simulation of
NRZ signals. (a) Impact of noise and (b) impact of captured samples.
4.2 Symbol-rate estimation based on the spectral stan-
dard deviation
4.2.1 Technique description
The metric of the proposed symbol-rate estimation technique uses the standard deviation
of the received power spectrum. Regarding the spectrum as a probability density
function, the spectral standard deviation can be defined as the second order non-central
moment:
σ=
R
( f −µ)2S( f )d fR
S( f )d f
(4.5)
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where f is the frequency component, µ is the spectral mean measuring the interme-
diate frequency, and S(f) is the power spectral density measured at frequency f.
Assuming that the signal has been band-limited by pulse-shaping prior to trans-
mission, with for example a RRC filter, the symbol-rate is directly proportional to the
spectral width [Couch, 1993, p.180]:
Fb =
BT
1+ r
(4.6)
where Fb denotes the symbol-rate, BT the transmission bandwidth and r the RRC
roll-off factor. The spectral width can be measured by the standard deviation of the
spectrum. Thus, the symbol-rate can be estimated from the spectral standard deviation.
The QPSK signal spectrum is obtained by averaging the spectra of the in-phase and
quadrature signal components, which reduces the noise contribution through averaging.
In order to reduce the impact of noise even further, the maximum noise floor power is
estimated using a band of frequencies outside the signal bandwidth as shown in Fig.
4.4. The signal spectrum is then limited by a threshold at the maximum noise power
estimate in order to remove out-of-band noise.
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Figure 4.4: Simulated signal spectrum of a 8 GBaud pulse-shaped QPSK signal showing
the frequency bands used for estimating the noise floor threshold, when the OSNR value
is 3.9 dB.
A LUT is then used to convert the measured spectral standard deviation of a received
signal into its symbol-rate. Different LUTs can be defined for different transmitter pulse
shaping, as shown in Fig. 4.5. The LUT can be created in a pre-configuration step,
requiring a minimum of two known symbol-rates with their corresponding measured
spectral standard deviation values. In the absence of pulse shaping the relation between
the spectral standard deviation and the symbol-rate will be non-linear, as demonstrated
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in Fig. 4.5, because of the variation in the side-lobes of the spectrum at different
symbol-rates, within a fixed receiver bandwidth.
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Figure 4.5: Look-up Table for different simulated pulse shaping cases.
The linearity between the spectral standard deviation and the symbol-rate is ensured
not only by using Nyquist pulse shaping (Fig. 4.5), but also by applying a noise
threshold (Fig. 4.6).
As expected, without noise thresholding, the noise-induced nonlinearity is higher
for lower values of OSNR, as shown in Fig. 4.6(a). Additionally, at lower symbol-
rates, there are a lot more noise components in the receiver bandwidth, contributing
to the standard deviation value, since the receiver bandwidth is fixed to 25 GHz to
allow the measurement of signals at symbol-rates up to 25 GBaud. Therefore, the
estimation of lower symbol-rates is strongly limited by noise. Here lies the motivation
for using a noise threshold. Fig. 4.6(b) shows a great improvement in the LUT when a
noise threshold is applied. It is important to note here that, noise thresholding will be
problematic in Nyquist WDM systems, where the channels can be contiguous.
4.2.2 Simulation setup
The method was tested by simulation under different noise loading conditions, as
shown in Fig. 4.7. QPSK signals were generated from 27−1 Pseudo-Random Binary
Sequences (PRBSs), to simulate typical optical signals with line-coding. The interme-
diate frequency was set to be 500 kHz and the LO linewidth 100 kHz. Without loss
of generality, the transmitter signal shape was trapezoidal with rise- and fall- times of
10% of the symbol-rate and a RRC filter with roll-off factor of 0. The two additional
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Figure 4.6: Impact of noise on the LUT verified by simulation of QPSK signals with
215 captured samples, (a) without noise thresholding and (b) with noise thresholding.
LUT
Bessel
50% of baud rate
RRC
(β = 0)
Butterworth
16 GHz
|FFT|2 σ
Tx Rx DSP
ADC
FADC = 50 GHz
QPSK
Data
1 – 25 GBaud
PRBS 27 - 1
AWGN
Baud
rate
Pulse
shaping
Power
spectrum
Standard
deviation
Channel
Figure 4.7: Simulation setup for testing the symbol-rate estimation technique for QPSK
signals.
low-pass filters were used to account for the transmitter bandwidth limitations (5th order
Bessel filter with a cut-off frequency equal to 50% of the symbol-rate) and the receiver
bandwidth (16 GHz 9th order Butterworth filter, as shown in Fig. 4.8). The receiver
sampling frequency was set to 50 GSa/s, allowing for symbol-rates up to 25 GBaud to
be tested.
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4.2.3 Experimental setup
The technique was also tested experimentally for symbol-rates up to 14 GBaud. As in
the simulations, the QPSK signals were generated with a PRBS length of 27−1 and
had a trapezoidal shape with rise- and fall-times of 10% of the symbol-rate and with
0 roll-off RRC. The in-phase and quadrature components of the signals are generated
with a DAC-based Arbitrary Waveform Generator (AWG), as seen in Fig. 4.9, depicting
the experimental setup. After modulation in the optical domain, the QPSK signals
were noise loaded and subsequently converted back into the electrical domain using a
coherent optical receiver with a sampling rate of 50 GSa/s. The symbol-rate estimation
was subsequently carried out using offline processing 1.
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Figure 4.9: Optical back-to-back experimental setup for testing QPSK signals.
1The author is grateful to Sezer Erkılınç and Dr. Milen Paskov for their assistance with this experiment.
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4.2.4 Performance analysis
Estimation accuracy
The estimation accuracy was measured by the signed percentage error:
ε=
Fˆb−Fb
Fb
·100%. (4.7)
The mean and variance of the percentage signed errors were obtained from 100
different runs per symbol-rate. As shown in Fig. 4.10, the estimation accuracy increases
with the number of captured samples. This is expected, since an increase in number of
captured samples is equivalent to a higher frequency granularity, resulting in a more
accurate spectral representation of the signal. Also, as more frequency components
enter the computation of the spectral standard deviation, the lower the variance of
the estimation accuracy becomes. Experimentally, a minimum of 215 samples (corre-
sponding to a capture time of 655 ns) for all symbol-rates are required to ensure an
estimation accuracy of less than 2% at 5.9 dB OSNR, making this method suitable for
fast acquisition and control. These results include noise reduction, described in the
next section. The LUT was experimentally determined in order to include all spectral
shaping that occurs in the system (RRC, Bessel and Butterworth filters as shown in Fig.
4.7).
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Figure 4.10: Estimation accuracy dependence on the number of captured samples,
verified experimentally, at an OSNR of 5.9 dB.
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Figure 4.11: Impact of noise on the estimation verified by simulation (lines) and
experiment (symbols) of QPSK signals with 215 captured samples. (a) no noise threshold
and (b) and applied noise threshold.
Impact of noise
The impact of OSNR on the estimation technique is shown in Fig. 4.11(a). At lower
OSNRs the contribution of noise components to the value of the spectral standard devi-
ation is higher, resulting in overestimation and high errors. These noise contributions
become less significant for higher symbol-rates, as the signal bandwidth increases,
whilst the noise bandwidth is fixed by the receiver sampling rate. The errors obtained
by experimental verification are slightly different than those obtained by simulation
due to the mismatch between the simulated spectra and the experimental spectra at the
receiver.
The noise thresholding technique (described in 4.2.1) significantly improves the
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performance of the estimator, especially at low symbol-rates where the signal bandwidth
is much less than the acquisition bandwidth, as shown in Fig. 4.11(b). At low OSNRs,
the estimation error increases due to the in-band noise not being completely removed
by the threshold. For symbol-rates between 8 GBaud and 14 GBaud, at a minimum
of 5.9 dB OSNR and 215 samples, the spectral method results in estimation errors less
than 2%.
Impact of filtering
The estimation of a wider range of symbol-rates was tested analytically, as well as
via Monte-Carlo simulations, with results summarised in Fig. 4.12. The analytical
investigation did not include any noise loading, in order to show the impact of the
receiver bandwidth and pulse shaping alone.
The receiver bandwidth (16 GHz in this system) limits the estimation by filtering
the higher frequency components and thus reducing the spectral width. At higher
symbol-rates this results in an underestimation. The smallest symbol-rate at which
underestimation starts occurring is dependent on the RRC roll-off. At more spectrally
efficient roll-off values a wider range of symbol-rates can be correctly estimated.
The Monte Carlo simulations also show the impact of the noise threshold at different
RRC filter roll-offs. In this instance, the noise threshold has been calculated by selecting
the maximum noise level in the vicinity of the signal bandwidth. This is an idealised
out-of-band noise measurement, assuming a rough knowledge of the symbol-rate. The
purpose was of demonstrating that even an optimum out-of-band noise measurement
has a great impact on the estimation. Conversely, the SNR level was set to give the
same BER of 3.8 ·10−3 at each symbol-rate, to show the estimation performance at the
worst case operating point in terms of noise loading for each symbol-rate.
At higher RRC roll-offs the estimation of the out-of-band noise is less efficient, as
the signal spectrum is broader and thus it is harder to distinguish the signal from noise.
With an underestimated noise threshold, the high contribution of noise components
within the estimation, results initially in overestimation (and the large overestimation
peaks in Fig. 4.12(b)). The estimation error starts to gradually decrease when the signal
bandwidth falls outside of the receiver bandwidth, leading ultimately to underestimation.
At the minimum RRC roll-off of 0, the estimation error is within 2% for symbol-
rates between 4 GBaud and 32 GBaud, while for a roll-off of 1, the maximum error is
6% from 4 GBaud to 16 GBaud. For a typical RRC roll-off of approximately 0.05−0.1,
the method can perform well, however, a noise threshold based on the in-band noise is
required for this technique to perform equally well at any RRC roll-off.
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Figure 4.12: Receiver bandwidth impact on the estimation, for 215 captured samples,
(a) Analytical solution, noise free and (b) Monte Carlo simulation, with a fixed SNR
equivalent to BER = 3.8 ·10−3 and applied noise threshold.
Impact of chromatic dispersion
Compared with two of the most common symbol-rate estimators, presented in 2.2, the
estimation of the symbol-rate based on the spectral standard deviation is independent
of chromatic dispersion, as shown in Fig. 4.13. These results were obtained by
averaging over 100 Monte Carlo simulation and assuming the fibre dispersion parameter
17ps/nm/km and the fibre dispersion slope 0.09ps/nm2 [Buck, 2004]. The method
proposed by [Kueckenwaitz et al., 2000] based on the non-linearity and peak search can
be either very accurate or completely wrong due to the fact that although a high spectral
peak corresponding to the symbol-rate is induced in the spectrum, it is not always the
maximum peak. Through averaging over the 100 Monte Carlo runs, the estimation error
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Figure 4.13: Impact of CD on symbol-rate estimation, by simulating and processing
215 samples.
is non-zero, even in the absence of CD.
Impact of polarisation mode dispersion
The impact of PMD was investigated by simulation, for 2.5, 10, and 25 GBaud. The
PMD-induced effects were simulated by concatenating 1 km long birefringent segments,
connected by rotation Müler matrices of random rotation angles between 0 and pi2 . The
equation describing the total polarisation dispersion vector after the concatenation of
the individual PMD segments is given by [Gordon and Hogelnik, 2000]:
Ωn+1 = ∆Ωn+1+Rn+1ΩnR−1n+1 (4.8)
where:
Ωn is the polarisation dispersion vector of n concatenated segments
∆Ωn+1 is the polarisation dispersion contribution from the n+1 segment and
Rn+1 is the Müler rotation matrix.
The method is independent on the 1st order PMD as shown in Fig. 4.14. The
estimator is dominated by deterministic errors, that decrease with the symbol-rate.
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Figure 4.14: Impact of DGD on symbol-rate estimation, shown by simulation.
Impact of Local Oscillator intermediate frequency
The proposed estimator is independent of the IF, provided that the signal spectrum still
fully falls within the receiver bandwidth, after being translated by IF. This effect can be
seen in Fig. 4.15 for the 25 GBaud signal spectrum. As the frequency offset increases,
more of the signal spectrum is being filtered out by the Butterworth filter at the receiver,
decreasing the spectral standard deviation and therefore resulting in an increase in error
with IF.
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Figure 4.15: Impact of IF between the LO and transmitter lasers on the symbol-rate
estimation, shown by simulation.
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4.3 Conclusions
The presented method has the advantage of being CD and 1st order PMD independent,
as it relies on power spectrum of the signal. Additionally, by using 1st and 2nd order
statistics of the spectrum, the method takes into account the intermediate frequency at the
receiver. The method was verified experimentally and by simulation for QPSK signals,
resulting in errors up to 2% for symbol-rates from 4 to 25 GBaud and a minimum
of 215 processed samples, at a fixed SNR corresponding to a BER of 3.8 ·10−3 when
pulse shaped by a RRC filter of 0 roll-off. The 2% error obtained is accurate enough
to distinguish between a set of symbol-rates and the FEC level, where typical FEC
overheads range between 6.69− 25% [Mizuochi, 2008]. When the roll-off is at the
typical value of 0.05−0.1, it is expected that the estimator will perform under similar
error bounds, provided the corresponding look-up-table for the particular roll-off factor
value is used. It was demonstrated that at excess bandwidths beyond 50%, the in-band
contributions of AWGN severely degraded the estimation, in particular that of high
symbol-rates.
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Joint monitoring based on
cyclostationarity
As outlined in Chapter 2, joint estimation of signal parameters and channel impairments
is highly desirable in the design of autonomous reconfigurable optical networks. This
chapter demonstrates a novel joint symbol-rate, roll-off, IF, CD and OSNR estimation
method, based on the cyclostationary property of linearly modulated signals. This
property is exploited either in the frequency domain, by making use of the SCF, or
in the time domain, through the CAF. As Fourier pairs, both functions measure the
correlation in amplitude and phase between frequency components of the signal, and are
powerful analysis tools that can used in detecting signal features which are otherwise
hidden within its PSD or autocorrelation function. A more thorough introduction on the
theory of cyclostationarity is given in Chapter 3.
This work extends on the previously proposed symbol-rate estimator based on
the CAF [Gardner, 1988] and OSNR estimator based on the SCF [Grupp, 2010], by
investigating the impact of pulse shaping, number of samples, OSNR range and CD
on the estimation accuracy. In addition, based on the same cyclostationarity approach,
two novel highly accurate CD estimation techniques are proposed and demonstrated,
preceded by novel RRC filter roll-off factor estimation and a coarse IF estimation.
Also for the first time, the performance of the proposed techniques is experimentally
validated, for Nyquist WDM signals modulated with DP-QPSK and 16-QAM formats,
at 10 Gbaud, with varying amounts of linear ICI from a maximum of 0.5 dB to 0 dB.
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Figure 5.1: Digital coherent receiver setup including classic DSP stages (black), together
with the proposed joint estimation blocks (red) based on cyclostationarity properties.
Fig. 5.1 shows how the monitoring techniques discussed in this chapter can be
integrated within the coherent receiver DSP. The in-band OSNR estimation technique
can be applied prior to the dynamic equalization stage, whilst the other four methods
can be integrated prior to timing-recovery, at the very early stage of the receiver’s DSP.
A highly accurate symbol-rate estimation is a strong requirement for all the subse-
quent estimation techniques to work. The OSNR and CD methods require knowledge
of the symbol-rate, RRC roll-off factor and channel location, in order to limit the
measurements to the bandwidth of interest. Tolerant to both PMD and non-linear
distortions, the proposed OSNR monitoring technique presents the advantage of not
requiring dynamic equalization or digital back-propagation processing, thus giving an
improved estimation speed, compared to previously proposed in-band OSNR estimation
techniques, presented in Chapter 2. However, CD compensation is necessary prior to
the OSNR estimation, as discussed in more detail in Section 5.3.1. In the investigations
of the OSNR estimator performance, an absolute error tolerance of 1.5 dB was chosen,
to match the performance of the existing OSNR monitors, as proposed in the ITU-T
standard G.697 [ITU, 2012]. All techniques are also tolerant to laser phase noise,
therefore the signals do not require prior carrier phase recovery.
This chapter is structured as follows: Section 5.1 describes the simulation and
experimental setups used for testing the proposed techniques, followed by Section 5.2
which describes the proposed digital implementations of the SCF and CAF. Section
5.3 describes and compares the two symbol-rate estimation techniques, based on the
time domain and frequency domain approaches. A novel time domain roll-off estimator
is proposed in Section 5.4. The proposed IF estimator from Section 5.5 is only imple-
mented in the frequency domain, since the spectra shift with the value of the frequency
offset. Cyclic correlation of signals propagating through dispersive paths is treated
in Section 5.6, where we propose two new CD estimation methods, again based on
the time domain and frequency domain, each with its advantages and disadvantages.
Simulation and experimental results quantifying the performance of the in-band OSNR
estimator are found in Section 5.7. Finally, Section 5.8 concludes the chapter.
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5.1 Experimental and simulation setups
In testing the performance of the joint estimation techniques, simulation and experimen-
tal investigations were performed. The experimental setup is schematically illustrated
in Fig. 5.2 1. Three PDM-QPSK/PDM-16QAM signals were generated with a PRBS
length of 215−1, at a fixed symbol-rate of 10 GBaud. The signals were Nyquist pulse
shaped with a RRC filter of roll-offs between 0.01 and 0.5, then multiplexed and noise
loaded, such that the OSNR values were between 4 and 28 dB. The channel spacing
was fixed to 11.5 GHz for the QPSK signals and 12.5 GHz for the 16-QAM signals,
giving a linear ICI Q2-penalty of maximum 0.5 dB for the assumed roll-offs. The SSMF
fibre dispersion parameter was D = 16.78 psnm·km and the length per span, 80.7 km. At
the receiver, intradyne coherent detection is assumed, with a combined transmitter and
LO lasers linewidth of 100 kHz. The anti-aliasing filter of the receiver is approximately
a 9th order Butterworth filter with a bandwidth of 24 GHz. The ADC sampling rate was
fixed to 80 GHz, while the observation time was varied, in order to capture between 215
and 219 samples.
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Figure 5.2: Experimental setup
Fig. 5.3 shows the OSNR range over which the experimental measurements were
made, for both DP-QPSK and DP-16QAM modulation formats, including back-to-back
transmission with noise loading at the receiver, as well as transmission over 10 and 25
spans of SSMF.
Monte Carlo simulations were performed to validate the experimental results, assum-
ing a similar setup. The estimation results were averaged across independent simulation
runs. The mean and standard deviation of the estimates were calculated over 100
averages, considering both polarisations separately. Initial results assume back-to-back
propagation, while fibre propagation is considered subsequently.
When the estimation performance was investigated with respect to any other param-
eter than the OSNR, the amount of noise loading is fixed to correspond to the theoretical
1The author is grateful to Masaki Sato for his assistance with this experiment and to Dr. Robert Maher
for providing additional experimental data.
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Figure 5.3: Experimental measurement of the Q-factor, obtained from the BER.
ROSNR for operating at a FEC limit of 3.8 ·10−3. Fig. 2.3, illustrates how the value of
the ROSNR increases with modulation format and symbol-rate.
Assuming a fixed RRC roll-off factor r, and a fixed symbol-rate Fb, two zero guard
band scenarios are examined: with and without linear ICI. In this work, non-linear
ICI is not quantified. When the channel spacing is equal to or greater than the channel
bandwidth, given by Fb · (1+ r), that simply means that there is zero linear ICI. When
the channel spacing is less than the channel bandwidth, then a certain linear ICI penalty
is expected. Fig. 5.4 shows what the channel spacing needs to be in order to limit this
penalty to maximum 0.5 dB. The penalty here is measured as the OSNR penalty from
85
Chapter 5. Joint monitoring based on cyclostationarity
the theoretical limit, at a target BER of 3.8 ·10−3. Higher order modulation formats have
more stringent channel spacing requirements, due to the higher information spectral
density, which manifests in an increase in the interference contributions from the
adjacent channels. In this scenario, we find that the required channel spacing is linearly
proportional to the symbol-rate. These simulation results are summarised in Table 5.1.
ICI Modulation format Channel spacing
0 dB M-PSK, M-QAM (r + 1) · Fb
0.5 dB
QPSK (0.48 · r + 0.97) · Fb
16-QAM (0.64 · r + 0.97) · Fb
64-QAM (0.72 · r + 0.97) · Fb
Table 5.1: Channel spacing as a function of modulation format, symbol-rate (Fb), RRC
roll-off (r), which will induce 0 or 0.5 dB of linear ICI.
The design of the FIR filter, used to implement the RRC pulse shaping, both at
the transmitter and at the receiver will induce an additional OSNR penalty unless a
sufficiently large number of taps is employed. However, the longer the filter length,
the higher the complexity of the filter design and the slower the response time of the
transceiver. The results in Fig. 5.4 were obtained assuming a sufficiently long RRC
filter length, of 256 symbols, in all cases. Fig. 5.5 shows how these requirements can be
relaxed at no extra penalty and that they decrease exponentially with the roll-off factor.
The limited time-domain representation of the RRC filter, will induce spectral
leakage, which can be particularly noticeable for the SCF at the cyclic frequency
equal to the symbol-rate, as Fig. 5.6 shows. To clearly illustrate this, pulse shaping
at a roll-off factor of 0 was chosen, because at this roll-off there should ideally be
no spectral correlation. Sec. 3.4 offers a more detailed explanation on the impact of
the RRC filter on the SCF. The ideal RRC is realised by complex multiplication in
the frequency domain between the signal PSD and the RRC transfer function. In a
practical implementation the spectral leakage becomes more pronounced as the number
of symbols used in the realisation of the filter decreases. However, it can be inferred that,
if the detectability of the cyclic spectrum is the problem to be solved, spectral leakage
can be beneficial, provided that the maximum performance penalty is not exceeded.
In this section, the different parameters of both the simulation and experimen-
tal setups and the assumptions about the estimation parameters have been described.
Throughout this chapter, wherever different assumptions than the aforementioned are
made, this is explicitly stated in the respective section.
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Figure 5.4: Required channel spacing as a multiple of the symbol-rate, in order to
induce 0.5 dB linear ICI penalty. Simulations of three WDM channels.
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(a) Ideal RRC filter.
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(b) 512 symbol-taps.
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(c) 128 symbol-taps.
Figure 5.6: The limited number of taps in the design of the RRC filter induces spectral
leakage in the frequency domain. The single channel 40 GBaud 16-QAM signal, was
pulse shaped with a roll-off of 0 by simulation. α denotes the cyclic frequency.
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5.2 Proposed digital implementations
The SCF was calculated here using the frequency-smoothing approach as depicted in
Fig. 5.7, because it is more efficient when only requiring restricted cyclic frequencies
values [Roberts et al., 1991]. Two time-domain copies of the incoming signals are
created and frequency shifted such that the frequency difference between them is exactly
α. These are then translated into the frequency domain for correlation, achieved through
the complex multiplication between the two spectra. A frequency-smoothing operation
on the product will further enhance the correlation. For the results presented in this
chapter, a zero-phase response digital moving average filter has been used for frequency-
smoothing, but a box-averaging filter can also be utilised for an increase in computation
speed, as proposed in literature [Brown and Loomis, 1993], at the cost of a reduced
spectral resolution. In addition, the implementation proposed here also differs from the
previously proposed implementation (described in Chapter 3) by allowing a continuous
cyclic frequency shift, instead of a sampling-dependent shift.
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Figure 5.7: Proposed SCF implementation using two FFTs and frequency-smoothing
(FS).
The two FFTs are performed over the entire captured signal of NFFT size. The
spectral averaging is performed over w samples and the resulting vector is NSCF samples
long, which needs to be adjusted to optimize the spectral resolution and correlation.
When a moving average filter is employed, the averaging window is applied in single-
sample steps, so the size of the resulting SCF will be equal to the size of the two FFTs,
NFFT . Box-averaging reduces this size to NSCF = NFFTw , and will thus be more computa-
tionally efficient, but give a lower spectral resolution. As spectral resolution is important
for observing the cyclostationary properties of the SCF, an optimised implementation
of the moving average could provide a good trade-off between computational speed and
performance.
A brute-force implementation of a moving average filter requires w ·NFFT additions.
The complexity of a moving average filter can be vastly reduced by only obtaining
the first average with w additions, and then re-utilising the current average to obtain
the next one, with only one subtraction and one addition. The complexity is thus
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reduced to approximately NFFT complex multiplications, for large sample sizes, and
the computational process is depicted in more detail in Figure 5.8.
+
-
+
-+ -+ -+ +++++ -+ ----
++
Figure 5.8: Moving average implementation of the frequency smoothing filter.
Whilst choosing the frequency smoothing approach, the SCF can be computed slice
by slice, along a selection of cyclic frequencies, α. The complexity of computing a
single slice of the three-dimensional function is 2 NFFT log2NFFT , dominated by the
two FFT operations.
Operation Number of complex multiplications
Frequency shift 2 NFFT
NFFT - point FFT 2 NFFT log2NFFT
Conjugate multiplication NFFT
Frequency moving average 2 NFFT
Overall NFFT (2 log2NFFT +5)≈
2 NFFT log2NFFT
Table 5.2: Implementation complexity of the frequency smoothed SCF. The number
of samples of the SCF (NSCF ) is equal to the number of FFT points (NFFT ), and to the
total number of captured samples (NADC).
The time domain reciprocal of the SCF is the CAF, which, as described previously
in Chapter 3, is equivalent to the cross-correlation between two copies of the time
domain signal x(t), separated by a fixed frequency offset α. The proposed digital
implementation of the CAF is depicted in the schematic of Fig. 5.9.
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Figure 5.9: Proposed CAF implementation using two FFTs and one IFFT.
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The cross-correlation between any two signals is more efficiently implemented in
the frequency domain, as it corresponds to a element-by-element multiplication between
the two shifted copies of the signal. However, the IFFT adds more complexity to the
algorithm compared to the SCF computation. Table 5.3 summarises the computational
cost of each operation required by the CAF, finally having an approximate complexity
of 3 NFFT log2NFFT , when the sample size is very large.
Operation Number of complex multiplications
Frequency shift 2 NFFT
NFFT - point FFT 2 NFFT log2NFFT
Conjugate multiplication NFFT
NFFT - point IFFT NFFT log2NFFT
Overall 3 NFFT (log2NFFT +1)≈
3 NFFT log2NFFT
Table 5.3: Implementation complexity of the CAF. The number of FFT points (NFFT )
is equal to the total number of captured samples (NADC).
5.3 Symbol-rate estimation
Cyclostationary signals, such as those obtained through linear modulation, exhibit
periodicity in their CAF and SCF, at symbol-rate intervals, as Chapter 3 explains. It is
therefore possible to know the exact symbol-rates of a superchannel, by determining
its cyclic frequencies. This section demonstrates symbol-rate estimation of both single
channels and WDM superchannels, that can be implemented both in the time-domain
(through the CAF) and in the frequency-domain (through the SCF). In both cases, the
frequency offset between the transmitter and local oscillator lasers is randomly selected
from the [−1GHz,1GHz] interval, to demonstrate the independence of the symbol-rate
estimator on the IF. In order for both techniques to work, the data on each channel
must be independent and identically distributed, but also there must be no correlation
between the data transmitted on any two channels. Otherwise, the IF will constitute a
strong correlation tone that will corrupt the symbol-rate estimation.
5.3.1 Spectral correlation function approach
In the frequency-domain, the symbol-rate estimation technique can be implemented as
shown in Fig. 5.10. Initially, the SCF of the signal is computed for a range of selected
cyclic frequencies α and for ordinary frequencies f within half the sampling frequency
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f ∈
[
−FADC2 , FADC2
]
, then the SCF tones are defined as:
Ty,SCF(α) = max
f
∣∣Sαy ( f )∣∣ , (5.1)
and finally, the maximum spectral tone corresponding to a non-zero cyclic tone, gives
the symbol-rate estimate:
Fˆb = argα 6=0 maxTy,SCF(α). (5.2)
x(t) Fb
NSCF
*
Sx(f)
e
jπαnt
e
-jπαnt
NFFT
F
F
T
F
F
T
NFFT
F
S
αn
NSCF
*
Sx(f)
e
jπα1t
e
-jπα1t
NFFT
F
F
T
F
F
T
NFFT
F
S
α1
S
x
(f
)
α
a
rg
α
≠
0
m
a
x
m
a
x
f
Figure 5.10: Implementation of the symbol-rate estimation technique based on the SCF.
FFT = Fast Fourier Transform, FS = Frequency Smoothing, NFFT = number of points
in the FFT, NSCF number of points after FS.
The estimation time increases proportionally with the number of cyclic frequencies
under test and the complexity of this algorithm is thus given by: 2C NFFT log2NFFT ,
where C is the total number of cyclic frequencies.
Symbol-rate scanning
Scanning the entire SCF can provide information about all the existing symbol-rates
within the WDM superchannel, be it homo- or heterogeneous. To illustrate this affirma-
tion, WDM signals formed of three channels were generated and pulse shaped with a
RRC roll-off of 0.5. The channel spacing had been selected such that the three channels
were contiguous − there was no linear ICI between any two adjacent channels. In this
example, the transmission was dispersion and non-linearity free. The power of each
channel was proportional to its bandwidth [Poggiolini et al., 2011]. Noise loading had
been applied to match the average ROSNR across all sub-channels, assuming a FEC
limit of 3.8 ·10−3.
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The Spectral Correlation Density of a homogeneous WDM signal, formed of three
channels, each modulated with 10 GBaud DP-16QAM is displayed in Fig. 5.11(a). The
spectral correlation clearly occurs at the symbol-rate, corresponding to a discrete peak
along the cyclic frequency axis in Fig. 5.11(b).
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Figure 5.11: The Spectral Correlation Density Function of a simulated homogeneous
WDM signal. 218 samples are processed with a 256-points moving average window.
The RRC roll-off factor was 0.5. (a) 3D plot, (b) profile along the cyclic frequencies.
93
Chapter 5. Joint monitoring based on cyclostationarity
Similarly, the symbol-rates of a heterogeneous WDM superchannel can be isolated
from a single computation of the SCF, as shown in Fig. 5.12(a). Although the corre-
spondence between the channel rate and channel location is lost, this information can
potentially be recovered through further DSP techniques, which are not investigated
here. It is interesting to note here that these spectral correlation peaks occur identically
for all M-QAM and M-PSK formats of all orders.
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Figure 5.12: The Spectral Correlation Density Function of a simulated heterogeneous
WDM signal. 218 samples are processed with a 256-points moving average window.
The RRC roll-off factor was 0.5. (a) 3D plot, (b) profile along the cyclic frequencies.
94
Chapter 5. Joint monitoring based on cyclostationarity
Arbitrary symbol-rates
The SCF is defined for cyclic frequencies between 0 and the ADC sampling-rate, and
for an arbitrary cyclic frequency step, ∆α. Assuming that the symbol-rates of interest
are within this range, the ideal step size is, of course, ∆α= 0, so that one of the cyclic
frequencies is exactly equal to the symbol-rate. However, due to the discrete nature of
the data, and time constraints, such precision is neither possible nor practical2. For any
fixed symbol-rate, Fb, there is a maximum tolerable cyclic frequency deviation from the
true symbol-rate value,
∆αmax = α−Fb (5.3)
before the symbol-rate tone becomes undetectable by the scanning process. Herein,
the estimation precision is defined by the power ratio between the spectral tone at an
arbitrary cyclic frequency, α, and the spectral tone at the known symbol-rate:
Ty,SCF(α)[dB]−Ty,SCF(Fb)[dB] = 10 log10
max f
∣∣∣SFb+∆αy ( f )∣∣∣
max f
∣∣∣SFby ( f )∣∣∣ . (5.4)
The correlation noise floor, and as a consequence the symbol-rate estimation preci-
sion, are inversely proportional to the symbol-rate, as Fig. 5.13 depicts. The maximum
alpha deviation can therefore be chosen to be 154.6 kHz, in order to ensure spectral
correlation at the symbol-rate tone, across the range of 2.5-40 GBaud, for the lowest
considered RRC roll-off of 0.01. When ∆α exceeds ∆αmax, the phase correlation is
lost and the detection of the symbol-rate tone cannot be guaranteed. The value of
maximum alpha deviation is in fact equal to the frequency granularity of the measured
PSD, which is given by the ratio between the receiver sampling rate and the number of
captured samples, both fixed a priori. Provided the symbol-rate tone is detectable, the
maximum cyclic frequency deviation from the true symbol-rate value constitutes the
estimation error is given by the step size chosen. When this value is below 154.6 kHz,
the timing-recovery stage that follows in the coherent receiver DSP, can further correct
the sampling interval.
Conventional symbol-rates
Scanning the entire SCF is not feasible in fast-switching optical networks, as the
computation time increases linearly with the number of cyclic-frequencies tested. The
computation time can however be significantly reduced, considering that legacy systems
only operate over a restricted set of possible symbol-rates, such as 2.5, 10 or 25 GBaud
and the typical FEC overheads, ranging between 6.69− 25% Mizuochi [2008]. The
2This is only true for arbitrary symbol-rates. For a fixed set of conventional symbol-rates, the cyclic
frequencies can be ideally selected, as explained further in this section.
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Figure 5.13: Precision of the symbol-rate estimation technique based on the SCF
demonstrated by simulation for DP-16QAM. 219 samples are processed and128 samples
are averaged. Only AWGN is assumed as impairment.
precision of the estimator is sufficient to distinguish not only between different rates,
but also different FEC overheads.
Range and accuracy
A symbol-rate estimator compatible with flex-grid optical transmission in future optical
communications, requires an accurate estimation over a wide range of symbol-rates.
Here, we test symbol-rates in the range between 1 and 50 GBaud, in steps of 1 GBaud.
For simplicity and computational speed, it is sufficient to assume the same values and
step size for the cyclic frequencies, which are the test symbol-rates. 219 samples are
processed with a moving average window of 128 taps. The following results show
that the highest symbol-rate that can be estimated with 100% accuracy depends on the
pulse-shaping and receiver bandwidths, as well as CD.
Fig. 5.14 reveals that for back-to-back transmissions, all symbol-rates up to approx-
imately 45 GBaud can be correctly estimated, when the roll-offs are as high as 0.1 or
0.5, but this range decreases with the roll-off, since the spectral correlation tone power
also decreases with the roll-off.
To further examine the impact of the roll-off factor and receiver bandwidth on
the estimation range, the cyclic frequency granularity was lowered to 100 MHz. The
findings are depicted in the contour plot, Fig. 5.15 showing the maximum achievable
symbol-rates over the entire range of RRC roll-off factors. The back-to-back line
constitutes the best-case scenario. Again, the symbol-rate estimation range increases
with the roll-off, because of an increase in the tone SNR. The range of symbol-rate
estimation extends across the entire receiver bandwidth, limited by its low pass filter,
which is 48 GHz (or 24 GHz electrical bandwidth). For roll-offs higher than 0.01 and
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Figure 5.14: Range and accuracy of symbol-rate estimation, of 16-QAM signals in a
back-to-back simulation.
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Figure 5.15: Maximum symbol-rate that can be estimated with 100% accuracy by
simulation, for a 16-QAM WDM signal.
symbol-rates above 41.8 GBaud, the limitation due to the receiver bandwidth becomes
dominant. For roll-offs below 0.01, the correlation is reduced insofar as the signal
bandwidth is reduced by the transmitter pulse shaping filter, inducing more errors. This
technique is not expected to work for roll-offs below 0.003.
Future 400G systems are more likely to operate at 28 GBaud, implemented as
dual-carrier dual-polarisation 16-QAM with typical pulse shaping of 0.1 [Schmidt-
Langhorst et al., 2013]. According to the findings presented in this chapter, at 28
GBaud, the minimum permissible roll-off is around 0.006 in order for this method to
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function accurately for over 2400 km. This roll-off value is sufficiently low to approach
the Nyquist bandwidth and simultaneously cover the typical values used in practice.
Even though the generation and reception of rates higher than 40 GBaud is still very
challenging with the currently available electronics, the maximum symbol-rate assumed
in what follows is 40 GBaud, as an upper limit in the exploration of the capabilities of
this estimation technique.
From this contour plot it can also be concluded that CD is another constraint to the
estimation range, by limiting the accuracy of the higher baud-rates, through spectral
correlation fading, which will be introduced and explained in detail in Section 5.3.1. As
the transmission distance increases, the CD will limit the estimation range, to the point
where, eventually, it will be impossible to estimate the symbol-rate, at any roll-off.
Spectral correlation optimisation
Both the number of captured samples and the size of the moving average window have
a great impact on the symbol-rate estimation performance, as explored further herein.
Firstly, for determining the required total number of captured samples, the simulated
data was processed with a fixed moving average window size of 128 samples. Since the
implementation of the SCF is realised as a frequency-smoothing operation, the sample
size coincides here with the FFT size. The number of samples is swept in powers of two,
for the efficiency of the FFT operation, and the accuracy of the symbol-rate estimation
is measured over 100 independent runs.
From Fig. 5.16 it is clear that the number of captured samples needs to be sufficiently
high to allow a good spectral resolution, which, in turn, results in a good symbol-rate
estimation. Based on these results, it can also be concluded that the minimum required
FFT size depends on the channel bandwidth, which varied greatly from 2.53 GHz to 60
GHz. The worsening in performance at higher channel bandwidths is due to dispersion,
whilst at lower bandwidths, due to reducing the spectral resolution. For the two extreme
cases considered, and a transmission distance of 2421 km, a minimum of 219 samples
are necessary, which is the value assumed throughout the remainder of the chapter,
such that a wide range of bandwidths are covered. Capturing 219 samples with an ADC
sampling at the rate of 80 GSa/s is equivalent to a capture time of 6.55 µs. In dynamic
optical networks, reconfiguration times are of the order of ns [Maher et al., 2012], but
the transmission roundtrip times are of the order of ms, and therefore, the acquisition
time required for this estimation technique is acceptable.
In the absence of dispersion, as the roll-off factor becomes higher, less stringent
requirements need to be imposed on the FFT size. This is because at the lowest roll-offs,
the bandwidth of the signal decreases, and so does the amplitude of the cyclic spectrum
at α = Fb. The latter can be of the order of MHz, such as it is the case, for example,
with 40 GBaud and r=0.01, when the cyclic spectrum bandwidth is 400 MHz. As a
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Figure 5.16: Simulation results of the impact of FFT size on the symbol-rate estimation,
for three contiguous channels modulated with 16-QAM. The size of the frequency
smoothing window was 128 samples or, equivalently, 19.5 MHz.
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result, we need a finer spectral resolution to represent the cyclic spectrum, compared
to the ordinary spectrum. If we sample at 80 GSa/s, then, in order to have a frequency
granularity much greater than 400 MHz, we need to capture a lot more than 3200
samples. But, if we were to consider a roll-off of 0.1 instead, the resolution restrictions
are more relaxed, as the bandwidth of the cyclic spectrum is increased. When 218
and 219 samples are captured, the frequency resolution is 305.2 kHz and 152.6 kHz
respectively, and more than sufficient in detecting the symbol-rate, for both r=0.01
and r=0.1. However, in the latter case, the number of samples can be further reduced
down to 213, as shown in Fig. 5.16(b). Of course, there will be a limit to this spectral
resolution tolerance as we increase the bandwidth, as well as an optimum averaging
window with respect to the FFT size and the symbol-rate, presented in what follows.
When dispersion is present, the FFT size needs to be increased to compensate
for the temporal pulse spread which reduces the cyclic spectrum power. CD has a
higher impact on signals of wider bandwidths as the number of frequency components
is higher, and thus the pulse spread under dispersion is wider, resulting in ISI after
much shorter distances compared to lower bandwidths. By analogy, lower roll-offs
mean lower bandwidths and therefore, a lower CD impact. When the signal bandwidth
is approaching the Nyquist limit, such as in 5.16(a), CD is a prominent limitation
only at high symbol-rates, such as 40 GBaud, which in fact, cannot be detected with
100% accuracy even when 219 samples are processed. For lower symbol-rates, such
as 10 GBaud or 2.5 GBaud, there is no significant difference between a back-to-back
transmission and transmission over 2421 km. In such cases, the accuracy of the estimator
is therefore dominated by the RRC pulse shaping filter.
The correct estimation of 40 GBaud is possible even at a roll-off of 0.01, for the FFT
and averaging window sizes selected as above, if the transmission distance is reduced
to limit the impact of CD. Otherwise, if the transmission distance has to be maintained,
the roll-off has to be increased, resulting in a trade-off between spectral efficiency and
transmission distance. This will be demonstrated further, for an optimised selection of
the window size with distance. Alternatively, the transmission distance and the roll-off
can be maintained, but at the cost of increasing the digitisation time and, therefore, the
symbol-rate estimation time.
If the present symbol-rate estimation solution were to be used, these results could
help to choose the best superchannel designs, as exemplified in the following case
scenarios. Assume the transmission of 960 Gb/s over a fixed distance of 2421 km and
the capturing of at most 219 samples. Two design options are, for example, sending
three channels each at 40 GBaud and roll-off equal to 0.1 or twelve 10 GBaud channels
of roll-off equal to 0.01, both modulated with 16-QAM. Since both configurations are
guaranteed 100% accuracy in estimating the symbol-rate, it would be advantageous to
select the latter design as it has a better spectral efficiency compared to the former. These
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types of design choices are likely to be made in core networks. If the reconfiguration
time is more stringent, whilst the transmission distances shorter, such as it is the case in
metro or regional networks, or in data centres, the 40 Gbaud channels with a roll-off of
0.1 may constitute a better option instead as it enables more relaxed requirements for
the number of processed samples. Alternatively, the symbol-rate estimation could also
be moved after the static CD compensation filter.
Once a sufficient number of samples has been captured, such as 219, the next
question is what the optimum averaging window has to be in order to ensure a reliable
spectral correlation measurement and, as a result, an accurate symbol-rate estimation.
In what follows, a roll-off factor of 0.01 is considered in order to explore the worse-case
scenario in terms of spectral correlation, whilst maintaining a high spectral efficiency.
Three cases are considered: single-channel, three contiguous homogeneous channels
and five contiguous heterogeneous channels. In order to explore a wide range of symbol-
rates, three different values are illustrated here: 2.5 GBaud, 10 GBaud and 40 GBaud.
The heterogeneous configurations varied the symbol-rates across five channels such
that the central channel had been modulated at each of these values in turn. The three
heterogeneous scenarios were: 10-40-2.5-40-10 GBaud, 2.5-40-10-40-2.5 GBaud and
2.5-10-40-10-2.5 GBaud. The SNR of the symbol-rate tone, defined as
SNRtone = 10 log10
max{SFˆby ( f )}
max{Sα 6=Fby ( f )}
, (5.5)
measures the power of the estimated symbol-rate tone relative to the power of the
noise floor. This is different to the metric in Eq. 5.4, which measures the SCF tone power
at cyclic frequencies around the symbol-rate, normalised to the actual symbol-rate tone
power. The noise floor power is taken here, not as an average across multiple cyclic
frequencies, but as the maximum power of the tone that is not the symbol-rate tone. This
choice ensures that SNR>0 means that the symbol-rate tone is distinguishable from the
noise floor and is equivalent to a correct estimation. The SNR is measured and averaged
over 100 different realisations at different frequency smoothing window sizes, in order
to show their impact on the measurement reliability of the spectral correlation. The
results are illustrated in Fig. 5.17 (a), (b) and (c) for all three configurations respectively.
The frequency smoothing operation mitigates the impact of the laser phase noise on the
SCF and therefore the signals do not require prior carrier phase recovery.
A minimum average SNRtone of approximately 0.95 dB is equivalent to 100%
accuracy across all symbol-rates and multi-channel configurations. On average, there
is an overall increase of approximately 0.4 dB in the SNRtone of a single channel
compared to three homogeneous channels. Firstly, this is because the neighbouring
channels appear as noise to the central channel, as each encodes uncorrelated data with
respect to the others. A second reason for the increased SNR with the reduced number
101
Chapter 5. Joint monitoring based on cyclostationarity
8 16 32 64 128 256 512 1024 2048 4096
0
1
2
3
4
5
6
7
Frequency smoothing window (samples)
Av
er
ag
e 
SN
R t
on
e 
(dB
)
 
 
1.2 2.4 4.9 9.8 19.5 39.1 78.1 156.3 312.5 625
Frequency smoothing window (MHz)
2.5GBaud (0km)
2.5GBaud (1614km)
2.5GBaud (2421km)
10GBaud (0km)
10GBaud (1614km)
10GBaud (2421km)
40GBaud (0km)
40GBaud (1614km)
40GBaud (2421km)
100% accuracy
(a) Single channel 16-QAM signal.
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(b) Three homogeneous channels 16-QAM WDM signal.
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(c) Five heterogeneous channels 16-QAM WDM signal.
Figure 5.17: Impact of frequency smoothing window on the SNR of the symbol-rate
tone. FFT size of 219 samples and roll-off = 0.01.
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of channels is the noise floor of the SCF with respect to the cyclic frequency, which
increases proportionally with the signal bandwidth, as Fig. 5.18 demonstrates. Despite
this SNR mismatch, there is no significant difference in terms of appropriate window
size ranges, as the 100% accuracy threshold also increases proportionally by 0.4 dB. A
heterogeneous WDM setup which has a narrow central channel surrounded by wider
channels, such as 10-40-2.5-40-10 GBaud used in Fig. 5.17(c), will experience a shift
in the optimum average window, under the influence of the faster phase changes of
the neighbouring channels, which will completely ’overshadow’ the symbol-rate tone
corresponding to the central channel. At the intersection of all three cases, the optimum
window size is 128 samples, which will cover a wide range of rates and configurations,
at the longest transmission distances allowed by the present technique.
When computing the SCF, we first compute the cyclic periodogram, which is in
itself an approximation to the analytical SCF (as explained in Section 3.3). Subsequently,
a frequency smoothing stage reduces the inherent high variance of the periodogram and
enhances the correlation between frequency components of the signal, by averaging
out the contribution of the underlying random noise components - random in both
amplitude and phase. These contributions are twofold: impairments such as AWGN
or laser phase noise on one hand, and the randomness of the data on the other hand.
Because of this randomness, when α is not a multiple of the symbol-rate, the symbols
to be correlated are not in-phase and, this results in ’correlation noise’, which is simply
formed of random frequency components of the SCF.
A large smoothing window is required, such that through sufficient averaging, the
SCF variation due to the presence of these noise components is reduced. The Grenader’s
reliability condition (Eq. 3.25) can be observed here, as the window size must be much
greater than unity. However, a too large window size will reduce the spectral correlation,
as the phase components making up the average are dominated by noise, eventually
covering the entire phase range (0,2pi]. Spectrum broadening occurs, which means that
its phase and amplitude information is lost. A larger averaging window also means a
decrease in computation speed. Therefore, a trade-off between a low variance and a
high reliability, or a low computational effort and a high reliability must be attained
(Fig. 5.19).
In a back-to-back transmission, the optimum frequency-smoothing window is ap-
proximately equal to the bandwidth of the cyclic spectrum, as summarised in Table 5.4.
Equivalently, the optimum number of symbols to be averaged by the moving average
filter is equal to the number of symbols represented by the bandwidth of the cyclic
spectrum, because that is the maximum number of symbols that can be correlated at one
time when α= Fb. The optimum window in number of symbols can be expressed as:
wopt(Symb) =
Fb · r
Fs
·Nsymb, (5.6)
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(b) 2 channels.
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(c) 3 channels.
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(d) 4 channels.
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(e) 5 channels.
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(f) 6 channels.
Figure 5.18: The SCF noise floor broadens proportionally with the number of channels.
In this example, the channels are modulated at 16-QAM at 10 GBaud, spaced with no
guard-band and filtered with a RRC roll-off of 0.1. There is no significant difference
in the simulated SCF profile with respect to the cyclic frequency after the number of
channels is increased beyond 5, due to the receiver bandwidth (24 GHz electrical).
where Fb and Fs are the symbol-rate and the sampling rate respectively, r is the roll-off
and Nsymb is the total number of captured symbols.
If the capture time is restricted to say 3.28µs, 1.64µs or 0.82µs (equivalent to
NFFT = 218, NFFT = 217 or NFFT = 216 FFT sample sizes respectively, when Fs =
80 GSa/s), then the optimum window size (in number of samples) would change
appropriately to match the cyclic spectrum bandwidth, as summarised in Table 5.5
and demonstrated in Figures 5.20 and 5.21. Whilst these latter results focus on the
window size that maximises the tone SNR, a range of values around the optimum could
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Too few averages:
Grenander's condition
(w>>1) is not met.
Optimum averages:
the entire 
spectrum is included.
Too many averages:
noise components dominate,
leading to high variance
w w w
ASE noise phases
Signal phases
Signal phases+ 
Laser phase noise
Figure 5.19: Phases (top row) and amplitudes (bottom row) of the frequency components
of a QPSK signal and noise, within one window, centred around 0 Hz. Choosing an
optimum number of averages is an important step in obtaining a reliable SCF estimate
and therefore an accurate symbol-rate estimate.
Fb (GBaud) 2.5 10 40
wopt (Samples) 27 29 211
wopt (MHz) 19.53 78.13 312.5
Cyclic spectrum
bandwidth (MHz)
25 100 400
Maximum distance
before CD shifts the
wopt (km)
2,421 161.4 20
Maximum distance
before ISI (km)
840 52.5 3.3
Table 5.4: Optimum averaging window in a back-to-back transmission, when 219
samples are processed and the roll-off factor is 0.01.
Fb (GBaud) 2.5 10 40
wopt (Samples) 26 28 210
wopt (MHz) 19.53 78.13 312.5
Cyclic spectrum
bandwidth (MHz)
25 100 400
Table 5.5: Optimum averaging window in a back-to-back transmission, when 218
samples are processed and the roll-off factor is 0.01.
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also allow 100% symbol-rate estimation accuracy. For instance, an FFT size of 218
samples and an averaging window size of 256 samples could also be used to estimate 10
Gbaud and 40 GBaud. It becomes clear however, that lowering the number of captured
samples has a great impact on the maximum transmission distance at 40 GBaud and
the lowest symbol-rates, as this limits the number of correlated symbols. As a result,
at least 219 samples are required, in order to ensure that the technique proposed here
can successfully estimate the symbol-rate for a wider range of rates and transmission
distances.
The optimum averaging window size decreases with an increase in distance (Fig.
5.22), which is more noticeable for higher symbol-rates, more highly dependent on CD.
By following the shift in optimum averaging window with distance, we can determine
when the impact of CD becomes a limiting factor. The optimum window size cannot be
selected per individual symbol-rate, as this is the unknown parameter to be estimated,
thus a value that validates most cases must be selected.
In all of the following results in the remainder of this chapter, the investigation
is restricted to a configuration of three homogeneous channels. In order to ensure
operation at the best spectral efficiency (lowest roll-off and highest symbol-rate) and
longest transmission distance, we assume 219 samples for processing and 128 samples
for performing frequency averaging. Additionally, in order to lower the complexity
of the algorithm, we assume that the symbol-rate is being restricted to 2.5 GBaud, 10
GBaud and 40 GBaud, and typical FEC overheads (6.69−25% [Mizuochi, 2008]). By
computing the SCF only for cyclic frequencies within these restrictions, the complexity
of the estimator is greatly reduced. If very low symbol-rates, such as 2.5 GBaud, are
unlikely, then averaging every 258 samples over a total 218 captured samples would be
more advantageous, such that longer distances and higher rates could be supported.
Impact of chromatic dispersion
In order to more thoroughly investigate the impact of chromatic dispersion on the
proposed joint-estimation technique, we look at the SNR of the tone at the symbol-rate
as a function of the traversed length of fibre. We find that the power of Sα=Fby ( f ) is
strongly dependent on the amount of accumulated CD, as Fig. 5.23 shows.
As the different frequency components of the signal experience different propagation
speeds through the fibre, their different arrival times at the receiver translates into the
frequency domain as a frequency-dependent phase shift. The frequency components
separated by the symbol-rate value are no longer in-phase, therefore their correlation
is reduced. Sα=Fby ( f ) will fade with dispersion, eventually falling into the noise floor
and the loss of periodicity in the SCF, can be coined as ’spectral correlation fading’.
As a result, the symbol-rate estimation based on the SCF approach is limited by the
amount of cumulative dispersion present in the path of the signal, but will continue to
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(a) NFFT = 218 samples.
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(b) NFFT = 217 samples.
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(c) NFFT = 216 samples.
Figure 5.20: Impact of frequency smoothing window on the SNR of the symbol-rate
tone for three 16-QAM channels, different FFT sizes and a fixed roll-off = 0.01.
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Figure 5.21: The optimum frequency-smoothing window for a maximum SNR of the
symbol-rate tone, at different FFT sizes, a fixed roll-off of 0.01 and a sampling rate of
80 GSa/s. Back-to-back simulation of DP-16QAM signals.
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Figure 5.22: Optimum frequency smoothing window as a function of distance, in a
simulated WDM signal formed of three homogeneous 16-QAM channels. The hollow
markers indicate the maximum distance for which the estimation accuracy is 100%.
work without CD compensation until complete spectral correlation fading occurs, when
the symbol-rate tone will no longer be distinguishable from the correlation noise floor.
By contrast, in order to be able to apply the OSNR estimation technique effectively, CD
estimation and compensation will be required a priori, because the signal power will
fade with distance, leading to the OSNR to be underestimated. This aspect is discussed
in more detail in the following Subsection 5.7.
Figure 5.24 shows the maximum achievable distances for estimating the symbol-rate
with 100% accuracy, depending on the number of samples in the averaging window.
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(a) 10 GBaud,16-QAM
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(b) 10 GBaud,QPSK
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(c) 40 GBaud, 16-QAM
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(d) 40 GBaud, QPSK
Figure 5.23: Impact of chromatic dispersion on the SCF tone SNR and symbol-rate
estimation demonstrated by simulation.
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At high values of the RRC roll-off, such as 0.1 or 0.5, the spectral correlation is more
easily achieved, enabling high reach for various window sizes. As the roll-off factor
decreases, the spectral correlation is reduced, limiting the range of acceptable averaging
window sizes. For the maximum spectral efficiency case considered, when the roll-off
is 0.01 and the symbol-rate is 40 GBaud, the optimum window size is approximately
203 samples, enabling the estimator to operate even after the superchannel has travelled
over 1614 km of fibre. However, the reach can be at least doubled if a higher roll-off
is used. There is therefore a trade-off between spectral-efficiency and reach in terms
of the performance of this symbol-rate estimation method, just as it is in terms of the
general DSP performance for such signals.
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Figure 5.24: Maximum achievable distance limited by the accuracy of the symbol-rate
estimation, by simulating three-channel 16-QAM WDM signals, without linear ICI.
Impact of Nyquist pulse shaping
Assuming that the transmission distance is fixed, we are then interested in maximising
the spectral efficiency. Testing by simulation and experimentally, for both 16-QAM
and QPSK, the minimum RRC roll-off for ensuring a perfect symbol-rate estimation
has been determined. As Fig. 5.25 shows, higher transmission distances impose a
more stringent requirement on the spectral efficiency with this estimation technique.
Over 2017.5 km with QPSK modulation, the minimum roll-off factor is 0.008, while
for the shorter distance of 807 km with 16-QAM, the minimum roll-off is 0.006.
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Experimentally, when there is no dispersion, these results confirm that a roll-off as low
as 0.01 allows a correct symbol-rate estimation. At even lower roll-offs the discrepancy
between simulation and experimental results can be attributed to further signal power
losses, present in the experiment, but unaccounted for in the simulation.
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(a) QPSK.
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(b) 16-QAM.
Figure 5.25: Impact of RRC roll-off on the symbol-rate estimation, in a three channel
WDM signal, modulated with 16-QAM at 10 GBaud.
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Independence of OSNR
While the symbol-rate estimation limits have been investigated so far assuming linear
regime operation, here we investigate the impact of highly linear and non-linear noise
on the symbol-rate estimator. The simulations parameters assumed are described below.
λ [nm] 1550
α [dBkm ] 0.2
D [ psnm·km ] 16.78
S [ psnm2·km ] 0.06
PMD parameter [ ps√
km
] 0.1
γ [ 1W ·km ] 1.2
Split step size [km] 0.5
Span length [km] 80.7
Number of spans 10 / 25
Table 5.6: Fibre parameters used in simulating the impact of OSNR on the symbol-rate
estimation.
An important advantage of the SCF method for symbol-rate estimation is that it is
completely independent of linear and non-linear noise, as demonstrated by simulation
and experimentally in Fig. 5.26. This is due to the fact that noise can be modelled as a
wide-sense stationary, but not cyclostationary, process which means that the spectral
correlation of noise is not periodic and thus does not generate correlation peaks at
non-zero cyclic frequencies.
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Figure 5.26: Symbol-rate estimation independence of the OSNR, in a three channel 10
GBaud WDM signal.
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5.3.2 Cyclic autocorrelation function approach
The time-domain implementation of the cyclostationarity-based symbol-rate estimator
utilises the CAF, as Fig. 5.27 depicts. Compared to the frequency-domain implementa-
tion of Fig. 5.10, to which it is almost identical, the time-domain implementation does
not employ a moving average filter, but instead uses an IFFT to translate the spectral
correlation back into the time-domain. For a given cyclic frequency α, the CAF of a
received signal y(t) is the IFFT of its cyclic periodogram at α:
Rαy (τ) =
Z ∞
−∞
Y
(
f +
α
2
)
·Y ∗
(
f − α
2
)
· e j2pi f τd f (5.7)
A more detailed explanation of the relationship between the CAF and the cyclic peri-
odogram as a Fourier Transform pair, can be found in Chapter 3. The IFFT is in itself a
frequency-smoothing stage, because it is the average at time τ of all complex frequency
components of the spectrum Y ( f ), that are separated by α. This alternative time-domain
implementation has a significant impact on the performance of the symbol-rate estimator
as a function of dispersion, as well as roll-off factor, as it will be demonstrated next. In
terms of processing speed, the replacement of the moving average operation by an IFFT
operation does not change the complexity of the algorithm, as explained in Section 5.2.
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Figure 5.27: Implementation of the symbol-rate estimation algorithm based on the CAF.
After the CAF is computed for a selection of cyclic frequencies, its tones profile
is obtained by taking the highest cyclic autocorrelation values along the time-lags τ
for each cyclic frequency α. The result is a two-dimensional profile from the three-
dimensional CAF, as in Fig. 5.28(b) for a homogeneous WDM signal or Fig. 5.28(d)
for a heterogeneous WDM signal. The profile can be called the CAF tones function for
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the received signal y(t) and is defined with respect to the cyclic frequency as:
Ty,CAF(α) = max
τ≥0
∣∣Rαy (τ)∣∣ , (5.8)
It is important to note that the causality condition τ≥ 0 is imposed on this measurement.
The symbol-rate estimate is then simply the non-zero cyclic frequency corresponding to
the maximum tone:
Fˆb = argα6=0 maxTy,CAF(α). (5.9)
Similarly to the symbol-rate estimation based on the SCF, single tones or multiple
tones appear in the CAF of WDM signals, depending on whether they are homogeneous
or multi-rate heterogeneous (Fig. 5.28).
As explained in Section 3.1, the CAF of linearly modulated signals, such as QPSK
or 16-QAM, contains harmonics of a fundamental frequency equal to the symbol-rate.
If any type of low pass filtering is applied on the signal, then the highest harmonics
will reduce to zero and only the fundamental frequency will typically remain. These
theoretical characteristics can be observed indeed in Fig. 5.28(b), showing the profile
of the CAF with respect to the cyclic frequency α, for a WDM signal formed of three
channels, each modulated with 16-QAM at 10 GBaud symbol-rate and RRC filtered with
a roll-off factor of 0.5. The two highest peaks correspond to the cyclic frequencies equal
to zero and the symbol-rate (the Direct Current (DC) and the fundamental frequency
components respectively). The higher harmonics (20 GHz, 30 GHz, 40 GHz etc.) are
not appearing, as they are strongly filtered by the RRC filter at the transmitter. At all
other cyclic frequencies, not integer multiples of the symbol-rate α 6= k ·Fb, k ∈ Z, the
CAF is approximately zero, as expected.
This proposed technique also works for heterogeneous WDM configurations, such
as the one shown in Fig. 5.28(c), for three channels modulated with 2.5 GBaud 64-
QAM, 25 GBaud QPSK and 10 GBaud 16-QAM respectively. The OSNR matches the
average ROSNR across all channels, assuming a FEC limit of 3.8 ·10−3. In these results,
the launch power per channel is set out to be directly proportional to the symbol-rate,
such that to maximise the individual transmission distances [Poggiolini et al., 2011].
Consequently, we find that the correlation tones increase in power with the channel
bandwidth, suggesting that wider bandwidths correlate better under this technique. Even
though the correspondence between the channel rate and channel location is lost, this
information could be recovered through further DSP, but this aspect is not investigated
in this thesis.
In this section, the time-domain approach to the cyclostationarity-based symbol-rate
estimator is investigated with respect to ranges of rates that can be accurately estimated,
the RRC excess bandwidth and CD.
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(d) Profile of the Cyclic Autocorrelation Function.
Figure 5.28: The Cyclic Autocorrelation Function of a homogeneous WDM signal
spectrum (a) has a single tone (b), whilst a heterogeneous WDM signal spectrum (c)
has multiple tones (d), one for each individual symbol-rate. Simulation and processing
of 219 samples; RRC roll-off factor of 0.5.
Range and accuracy
A robust symbol-rate estimator requires 100% accuracy over a wide range of values,
such that it can be used with both established and future optical transmission system
configurations. Fig. 5.29 depicts the estimation range for a configuration of three
contiguous channels, modulated with 16-QAM and pulse shaped with a RRC filter of
1%, 10% and 50% excess bandwidths, in turn. After an ideal transmission (dispersion-
and nonlinearity-free), the signals are noise-loaded at the receiver such that the OSNR
matches the ROSNR for a FEC requirement of 3.8 ·10−3 at the corresponding symbol-
rate. These ROSNR values can be found in Fig. 2.3. Again, the IF between LO and
transmitter lasers is randomly selected within the interval [−1GHz,1GHz], values as
observed in practice, to justify the independence of this technique on typical frequency
offset variations. The tested symbol-rate values are between 1 and 70 GBaud, in steps
of 1 GBd, whilst the cyclic frequencies are between 0 and 80 GHz in steps of 500 MHz.
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Figure 5.29: Range and accuracy of symbol-rate estimation based on the Cyclic Auto-
correlation Function. Three channels modulated with 16-QAM, simulated back-to-back
and sampled at 80 GSa/s for 6.55 µs (219 captured samples).
The results show that the symbol-rate can be estimated over a wide range of values,
even exceeding the receiver’s cutoff and Nyquist frequencies. Such a performance can
be better explained visually, by examining the shape of the tones profile at different
symbol-rates in Fig. 5.31. Here, the CAF tones are normalised to the DC component
and expressed in dBs:
Ty,CAF(α)[dB]−Ty,CAF(0)[dB] = 10 log10
(
maxτ≥0
∣∣Rαy (τ)∣∣
maxτ≥0
∣∣R0y(τ)∣∣
)
[dB] (5.10)
When the roll-off is 10% the maximum symbol-rate that can be estimated with 100%
accuracy is 52 GBaud. Up to this value, the tone corresponding to the symbol-rate
(α= Fb), is easily detectable for this particular roll-off factor, as it lies above all other
cyclic frequencies (with the exception of the DC) forming a ’correlation noise floor’.
The shape of the CAF profile is influenced by the signal configuration, but also by any
type of filtering that the signal has undergone, including the RRC at the transmitter or
the Low-Pass Filter (LPF) at the receiver, for instance. When the symbol-rate increases
beyond 52 GBaud, the correlation is still achieved, but the tone power is lower as a
result of low-pas filtering, which attenuates higher frequencies.
Fig. 5.30 demonstrates that for the same set of symbol-rates the tone power increases
as the roll-off is increased to 0.5. For example, the tone at 52 GBaud has a much higher
SNR when the roll-off is 0.5 compared to roll-off of 0.1. As a consequence, the
estimation range extends up to 59 GBaud, because wider bandwidths increase the
correlation at α= Fb.
116
Chapter 5. Joint monitoring based on cyclostationarity
0 10 20 30 40 50 60 70 80−60
−50
−40
−30
−20
−10
0
Cyclic frequency (GHz)
N
or
am
al
is
ed
 C
AF
 (d
B)
 
 
2.5 GBaud 16−QAM
(a)
0 10 20 30 40 50 60 70 80−60
−50
−40
−30
−20
−10
0
Cyclic frequency (GHz)
N
or
am
al
is
ed
 C
AF
 (d
B)
 
 
10.7 GBaud 16−QAM
(b)
0 10 20 30 40 50 60 70 80−60
−50
−40
−30
−20
−10
0
Cyclic frequency (GHz)
N
or
am
al
is
ed
 C
AF
 (d
B)
 
 
32 GBaud 16−QAM
(c)
0 10 20 30 40 50 60 70 80−60
−50
−40
−30
−20
−10
0
Cyclic frequency (GHz)
N
or
am
al
is
ed
 C
AF
 (d
B)
 
 
40 GBaud 16−QAM
(d)
0 10 20 30 40 50 60 70 80−60
−50
−40
−30
−20
−10
0
Cyclic frequency (GHz)
N
or
am
al
is
ed
 C
AF
 (d
B)
 
 
52 GBaud 16−QAM
100% accuracy limit
(e)
0 10 20 30 40 50 60 70 80−60
−50
−40
−30
−20
−10
0
Cyclic frequency (GHz)
N
or
am
al
is
ed
 C
AF
 (d
B)
 
 
70 GBaud 16−QAM
100% accuracy limit
(f)
Figure 5.30: Normalised Cyclic Autocorrelation Function, for three contiguous WDM
simulated channels, and a wide selection of symbol-rates (RRC roll-off factor is 0.5).
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Figure 5.31: Normalised Cyclic Autocorrelation Function, for three contiguous WDM
simulated channels, and a wide selection of symbol-rates (RRC roll-off factor is 0.1).
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Conversely, for very low excess bandwidths such as 1%, the correlation peak
disappears (Fig. 5.32), as the bandwidth is insufficient to obtain a strong overlap
between the two shifted copies of the spectra. Referring back to Fig. 5.29, in this
case, the technique completely fails for the entire range of symbol-rates. Therefore, the
roll-off factor strongly limits this symbol-rate estimation approach, which is studied in
more detail in the following section.
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Figure 5.32: Normalised Cyclic Autocorrelation Function, for three contiguous WDM
simulated channels, and a wide selection of symbol-rates (RRC roll-off factor is 0.01).
Whilst in the previous example, the symbol-rate value was always found in the
range of cyclic frequencies under test, in a real-time application assuming arbitrary
symbol-rates, it may be necessary to scan the spectrum over even a finer cyclic frequency
granularity, in order to ensure that the symbol-rate tone is correctly identified. It is
not necessary to have an exact match between the set of possible symbol-rates and
the set of tested values, as correlation can still occur even for a small offset of the
order of kHz. If, Fb is the value to be estimated, let ∆αmax = α−Fb be the maximum
cyclic frequency step size deviation from Fb, allowed before the correlation is lost.
For any cyclic frequency granularity greater than ∆αmax, the symbol-rate tone can be
undetectable, by the scanning process.
The measurement precision is thus quantified as the power ratio between the spectral
tone at an arbitrary α and the spectral tone at the known symbol-rate:
Ty,CAF(α)[dB]−Ty,CAF(Fb)[dB] = 10 log10
maxτ≥0
∣∣∣CFb+∆αy (τ)∣∣∣
maxτ≥0
∣∣∣RFby (τ)∣∣∣ . (5.11)
Fig. 5.33 shows the precision measurements and that ∆αmax = 208 kHz for 10%
excess bandwidth, an exact match with the SCF precision. If the roll-off is 0.01, then
a careful selection of the cyclic frequency granularity is futile, as the estimation is
inaccurate in all cases. For low symbol-rates, such as 2.5 GBaud or 10 GBaud, there
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is no clear difference between the tone at exactly the symbol-rate and the tones within
±1 MHz from it. When the symbol-rate is 40 GBaud, there is correlation between
frequency components in a narrow range around Fb (or around ∆α = 0) because the
increase in channel bandwidth, as previously discussed. However, this correlation does
not yield a sufficiently high power tone to be detected by the estimator, as it is in fact
clear from Fig. 5.32(b).
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Figure 5.33: Precision of the symbol-rate estimation technique based on the CAF
demonstrated by simulation for DP-16QAM. 219 samples are processed and only
AWGN is assumed as impairment.
Impact of Nyquist pulse shaping
The narrowing of the signal spectrum when employing Nyquist pulse shaping corre-
sponds to the broadening of the pulse in the time domain. In turn, this broadening results
in a lower CAF tone power, leading to a trade-off between the temporal correlation and
spectral efficiency. Fig. 5.34(a), which depicts the measurement of the peak power in
the estimated tone relative to the noise floor,
SNRtone = 10 log10
maxτ{RFˆby (τ)}
max{Rα 6=Fby (τ)}
, (5.12)
demonstrates that the correlation changes proportionally with the roll-off, as well
as the symbol-rate. For the three different symbol-rates considered, the SNR of the
symbol-rate tone is identically zero for roll-offs of 0.018 and lower, when the temporal
correlation cannot be achieved. However, on average, the tone power needs to exceed
0.7 dB in order for 100% estimation accuracy to be guaranteed.
As the symbol-rate increases, the range of roll-offs supported by the technique also
increases. Fig. 5.34(b) confirms that the minimum roll-offs to correctly estimate 2.5
GBaud, 10 GBaud and 40 GBaud are approximately 0.056, 0.032 and 0.024 respec-
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Figure 5.34: Impact of the RRC filter on the CAF-based symbol-rate estimation in terms
of SNR of the estimated tone (a) and accuracy (b), when AWGN is the only impairment.
tively. When the roll-off approaches unity, the SNRtone of 40 GBaud is lowered, as
the bandwidth of the signal is more strongly filtered at the receiver compared to the
lower rates. Experimentally it was found that the minimum roll-off for estimating 10
GBaud, in a back-to-back transmission, is in fact 0.07. The slight difference between
the experimental and simulation findings can be attributed to further possible losses in
the signal path, unaccounted for in simulation, which reduce the tone’s SNR.
These results suggest that with the presented technique it is by far more advantageous
to increase the spectral efficiency by increasing the symbol-rate, whilst keeping a roll-off
factor greater than 0.07. This is in fact the opposite requirement to the predicted trend
in the design of future fast optical networks.
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Impact of chromatic dispersion
CD limits the maximum achievable transmission distances, as the pulses spread quadrat-
ically with the symbol-rate, leading to ISI. To limit this effect, a low RRC roll-off
is preferred. However as described previously, a too low roll-off will limit the cyclic
autocorrelation tone power, until complete fading when this value is approaching zero,
as RRC filtering dissipates the energy in the CAF tones along the time-lag (Section 3.4,
Figure 3.17).
In Figure. 5.35, we observe that the SNR of the fundamental cyclic frequency
(α= Fb) decreases slowly with distance, in particular for lower symbol-rates, and that a
roll-off of 0.01 is detrimental to the estimation. As the symbol-rate is increased, the CD
impact is higher, however the SNR tone is still decreasing at a slow rate. As the roll-off
factor is increased, the method becomes even less affected by accumulated dispersion,
because the tone SNR is higher.
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(a) 2.5 GBaud, 3 channels 16-QAM.
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(c) 40 GBaud, 3 channels 16-QAM.
Figure 5.35: Impact of CD on the CAF-based symbol-rate estimation by simulation.
Due to this slow SNR decrease, the symbol-rate estimation based on the CAF
appears as if it is CD independent, since it can function with 100% reliability for
transmission distances of at least 173,500 km, as in Fig. 5.35(c) for instance when
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the roll-of is 0.1 and the symbol-rate is 40 GBaud. From a practical point of view, as
such high distances are not traversed without regeneration, it can be assumed that this
estimator is indeed CD independent.
5.3.3 Comparison between the time domain and frequency domain
symbol-rate estimators
Selecting the best between the two investigated techniques involves a few practical
considerations. The optimum symbol-rate estimation technique performs with 100%
accuracy for the highest transmission distance at the highest spectral efficiency and can
allow a wide range of symbol-rates to be estimated. Ideally, fibre impairments should
have minimal or no impact on the estimator. Between two estimators that are matching
in performance, the one requiring the lowest computational effort is preferred.
The time-domain approach has a more stringent lower-bound limit on the excess
bandwidth, imposing stricter requirements on the transmission configuration, such
that this technique could be employed at the receiver. Although the IFFT employed
to compute the CAF is a type of averaging operation, the moving-average filter is a
much better frequency smoothing stage for enhancing the correlation when the signal
bandwidth approaches Nyquist, as it has been demonstrated to work for roll-offs of
0.01.
On the other hand, since frequency-smoothing is not performed, the impact of CD
on the CAF is reduced compared to the SCF. At sufficiently high roll-off factors, the
SNRtone is improved, as the peak at the cyclic frequency equal to the symbol-rate is
better defined compared to the SCF method. For example, when the symbol-rate was
10 GBaud, the tones SNR of the CAF decrease at a much lower rate of approximately
0.05 dB in 21,793 km, compared to the tones of the SCF which decrease approximately
exponentially, starting at only 3.2 dB above the noise floor and dropping to 0 dB in
20,000 km.
The spectral efficiency is defined as the capacity that can be transmitted in a unit
bandwidth. For any M-arry dual-polarised modulation format, either single channel or
contiguous superchannels configuration, it is given by:
SE =
Nch ·2log2 M ·Fb
Nch ·Fb · (1+ r) =
2log2 M
(1+ r)
. (5.13)
In other words, for these particular cases, the spectral efficiency is actually indepen-
dent on the symbol-rate or number of channels, and can be maximised by increasing
the modulation format order, decreasing the roll-off or both. Assuming DP-16QAM
as the modulation format of choice, we compare the two cyclostationary symbol-rate
estimation approaches in terms of the maximum spectral efficiency that they can support
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and find a 0.4 b/s/Hz difference in the favour of the frequency domain approach.
Some of the performance limitations discussed thus far in this section, are sum-
marised in Table 5.7.
Frequency-domain (SCF) Time-domain (CAF)
Maximum symbol-rate (GBaud)
r=0.01 r=0.1 r=0.5
41.8 45.4 45.65
r=0.01 r=0.1 r=0.5
0 52 59
Maximum distance (km) as a function of the symbol-rate, Fb (GBd)
Fb r=0.01 r=0.1 r=0.5
2.5 48,420 129,120 128,474
10 9,684 22,596 26,712
40 1,614 3,228 3,470
Fb r=0.01 r=0.1 r=0.5
2.5 0 >798,900 >798,900
10 0 782,800 >798,900
40 0 173,500 242,100
Minimum RRC roll-off when the symbol-rate is 10 GBaud
r=0.01 r =0.07
Maximum spectral efficiency (b/s/Hz)
7.9 (M=16, r=0.01) 7.5 (M=16, r=0.07)
Complexity
2CNADClog2(NADC) 3CNADClog2(NADC)
Table 5.7: Performance of the SCF- and CAF-based symbol-rates estimators, for three
contiguous WDM channels, modulated with DP-16QAM.
Selecting which one the two estimators will be used, depends on the application. In
terms of complexity they are comparable. The time-domain technique performs better
in terms of CD to the detriment of limiting the lowest allowed roll-off. As a result, for
most optical communications applications, the SCF approach would be preferred, as
it allows the estimation of the symbol-rate over the widest range of roll-offs, and for
reasonably high transmission distances.
5.4 Roll-off estimation
The RRC roll-off factor can be additionally estimated from the CAF computation, by
looking at the power ratio between the tone at the symbol-rate and the DC. This ratio
will be linear for a wide range of roll-offs, as shown in Fig. 5.36. Finding this linear
approximation in a transceiver self-configuration stage, could thus enable the estimation
of the roll-off factor with an acceptable performance [Yang et al., 2009] of < 20% Root
Mean Squared Error (RMSE) down to a roll-off of 0.06, as demonstrated in Fig. 5.37.
These results have been investigated in a back-to-back transmission setup, in the
presence of AWGN, loaded at the receiver to give the ROSNR for FEC = 3.8 · 10−3.
When pulse shaping is approaching the Nyquist limit, the symbol-rate tone becomes
indistinguishable from the correlation noise floor, resulting in slight increases in errors
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for roll-offs below 0.06. The discrepancy between the simulation and the experimental
results in the low roll-off region arises from the additional noise sources that are present
in the experiment but not accounted for in the simulation. On the other hand, when
the signal bandwidth is higher than the receiver bandwidth, the tone power is also
diminished, as the channel is being filtered out. The receiver bandwidth limitation is
evident in particular at 40 GBaud, when the roll-off is greater than 0.3. As a consequence,
this estimator will perform well, as long as the signal bandwidth is not strongly filtered.
The CAF of cyclostationary signals, computed as in Section 5.2, is only slowly
fading with dispersion (Section 5.3.2). In fact, the SNR of the symbol-rate tone is
approximately constant up to 18,000 km for a wide range of rates and roll-off factors
(0.06-0.3), as it has been shown in Fig. 5.35. It is therefore expected that this technique
should also work when the signal has traversed such significant distances.
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filter roll-off, obtained by simulation. The dotted black lines show the fitted linear
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5.5 Frequency offset estimation
Beating of the incoming optical signal with the LO at the coherent receiver optical
front-end downconverts the signal to baseband. The frequency difference between the
transmitter and receiver lasers is called the ’Intermediate Frequency’, or IF, compensated
for in a carrier recovery stage to enable data recovery.
Additionally, the CD and OSNR estimation stages of the proposed joint estimator
require approximate knowledge of the IF, such that their measurements can be centred
on the channel bandwidth of interest, prior to full carrier recovery. If the excess
bandwidth of a 10 GBaud signal is 10%, a coarse estimate is sufficient for this task,
since frequency offset errors as high as 125 MHz can be tolerated, as Section 5.6 will
demonstrate. Narrower channels however, have a lower tolerance to frequency offset
variations, when the channel deviation from the frequency grid needs to be known.
This section demonstrates a technique that can be used to recover the carrier fre-
quency offset within an absolute error of the order of tens of MHz. This accuracy
is sufficiently high to enable a subsequent correct estimation of the CD and OSNR
parameters. Furthermore, the IF value obtained can be used as feedforward information
for the carrier recovery stage that follows later in the receiver’s DSP. It can be applied to
the individual channels, or directly to the entire superchannel, enabling fast performance
monitoring.
Just as the PSD of a signal experiences a shift in frequency equal to the IF value, so
does its SCF (Fig. 5.38). We propose a technique for determining the IF value from
the first cyclic spectrum, already measured during the symbol-rate estimation stage,
thus utilising a single slice of the SCF, at cyclic frequency α= Fˆb. Analysis of the first
cyclic spectrum is preferred, because compared to the PSD, the channels are fixed to
the same frequency grid, but have reduced bandwidth, resulting in larger channel gaps.
The constituent channels of a superchannel can thus be more easily distinguished, and
this is the property upon which the proposed IF estimator depends.
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Figure 5.38: The PSD and SCF at α= Fb have the same IF. 10 Gbaud, roll-off=0.1.
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Therefore, the proposed technique is not applicable to the traditional PSD where
the guard interval between channels is absent or minimal. The basic principle of this
proposed estimation method is to employ different mathematical operations on the
cyclic spectrum, which will generate a frequency domain pulse that shifts with the
channel position on the frequency grid. Identifying the pulse’s frequency shift will thus
indicate the frequency offset of the corresponding channel. If the receiver bandwidth is
sufficient to capture multiple channels of the same superchannel, then it is sufficient to
estimate the IF for one channel only, as this value will be shared between all of them.
In the following investigation, we focus only on the central channel of a three channels
configuration.
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FOMax
Figure 5.39: Implementation of the IF estimation technique based on the SCF.
The stages of the IF estimator are depicted in Fig. 5.39. Firstly, the Cumulative
Density Function (CDF) of the magnitude cyclic spectrum is calculated, implemented as
an addition operator with a one sample delay. For a 10 GBaud channel centred around 1
GHz, the CDF describes a trace as in Fig. 5.40. Outside the channel bandwidth, the
slope increases slowly as the spectral correlation noise floor is approximately constant.
Within the channel bandwidth, the higher amplitudes of the signal spectrum contribute
to a higher change in slope. The channel bandwidth is proportional to the roll-off factor,
and that can be clearly seen in this instance, in the change in slope centred at and around
the 1 GHz frequency offset.
Provided that the channel spacing is such that the neighbouring channels are not
contiguous or overlapping in the cyclic spectrum, there will be a clear change in slope
in the measured CDF, corresponding to the channel location. Note that contiguity in the
cyclic spectrum can only occur for extreme cases of faster-than-Nyquist superchannels
as depicted in Fig. 5.41. If the channel spacing is approximately equal to the cyclic
spectrum bandwidth Fb · r, then this technique fails, because the slopes of the individual
channels cannot be distinguished in the CDF analysis. Nevertheless, such extreme
channel spacings are unlikely to be practical in optical communications, as data recovery
would prove difficult [Sato et al., 2014]. Since the slope change indicates the presence
of a channel, the problem of estimating the IF reduces to finding the central point (in
frequency) where this change has occurred.
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Figure 5.40: Cumulative density function of the cyclic spectrum for a simulated
10GBaud signal at a 1GHz frequency offset, which can be identified by the slope
increase. The slope also increases with the roll-off, as the bandwidth of the SCF
decreases.
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Figure 5.41: The IF estimator works for faster-than-Nyquist superchannels if the channel
spacing is much greater than the symbol-rate – roll-off product.
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Figure 5.42: Slope of the cumulative density function around the central channel. The
peak is located at the IF. Here, the slope was measured over a bandwidth half the
channel’s bandwidth in the cyclic spectrum, more precisely 12Fb · r, where Fb=10GBaud.
To solve this newly formulated problem, in the second stage of the estimator the
slope is measured within a fixed sliding window, over which the CDF is approximately
linear with respect to frequency. The measured slope will be maximum when the
frequency equals the IF, as seen in Fig. 5.42. These measurements form the frequency-
domain pulses, as previously mentioned.
Fig. 5.43 demonstrates that the optimum sliding window is around 70% of the
total cyclic spectrum bandwidth, to minimise the absolute IF estimation error. When
the measurement bandwidth is too short, it becomes difficult to distinguish sudden
slope changes. The frequency-domain pulses are flattened out, and, with no clear
maximum at any given frequency, higher estimation errors are obtained. On the other
hand, when the slope bandwidth is close to or larger than the actual bandwidth of
the channel, the function is no longer linear over this bandwidth, again leading to
higher IF estimation errors. Because the slope measurement bandwidth is dependent on
the channel bandwidth, knowledge of the symbol-rate and roll-off are required prior
to applying this technique, both of which have previously been estimated within the
proposed joint estimator.
All simulation results in this section were obtained for three contiguous channels
modulated with 16-QAM and transmitted over 30 spans (2421 km) of SSMF, but the
conclusions hold for any linear modulation and fibre length, as limited by the perfor-
mance of symbol-rate and roll-off estimators. In what follows, the slope measurement
bandwidth will be fixed to 70% of the of cyclic spectrum bandwidth, namely 0.7 ·Fb · r,
which gives the minimum estimation errors across all considered symbol-rates.
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Figure 5.43: Impact of the slope measurement bandwidth on the IF estimation (simula-
tion of a 10 GBaud DP-16QAM WDM signal formed of three channels).
Range and accuracy
From a practical perspective, typical IF absolute values are less than 300 MHz. The
performance of this estimator in terms of accuracy is depicted in Fig. 5.44(a) for
simulation (16-QAM over 2421 km) and experimental data (16-QAM over 807 km).
The RMSE is under 14 MHz, for a maximum roll-off considered of 0.5 and 4 MHz
for the typically used roll-off of 0.1. The maximum absolute errors are below 40 MHz
in Fig. 5.44(b), dominated by the ambiguity of the maximum peak at the highest
roll-offs. The maximum IF estimation error decreases at lower roll-offs, because they
give rise to a steeper CDF slope and thus, the spectral peak giving the frequency offset
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(b) Error probability distribution by simulation.
Figure 5.44: Estimation of IF applied to 10 GBaud homogeneous WDM signals.
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estimation is more easily determined. Experimentally, there is no significant difference
between QPSK and 16-QAM when estimating the IF. Exact knowledge of the IF was
not possible experimentally. Instead, the estimated values obtained with this proposed
technique are compared to the estimated values obtained with the DSP carrier recovery
stage. The OSNR was fixed to 14.2 dB by simulation and varied between 9.2 and 27.5
dB experimentally, demonstrating the independence of the technique on AWGN.
Impact of chromatic dispersion
As demonstrated in Fig. 5.45, the algorithm presented here is independent of the
transmission length, provided correlation fading due to CD does not occur. If operating
independently of the symbol-rate estimator, when the roll-offs are 0.01, 0.1 and 0.5
and at 10 GBaud, the IF estimator can work up to 13,720 km, 19,370 km and 20,180
km respectively, making this technique attractive for long-haul high-capacity optical
communication systems.
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Figure 5.45: IF estimation for different transmission distances (simulation of three 10
GBaud DP-16QAM WDM channels). The hollow marks show the maximum length up
to which the symbol-rate can be estimated with 100% accuracy
As fading starts occurring, the symbol-rate estimator will fail before the IF estimator,
therefore if the latter depends on feedback from the former, the transmission distances
that can be achieved are limited to 8,554 km, 16,950 km and 17,920 km for the same
roll-offs of 0.01, 0.1 and 0.5 respectively.
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Dependence on channel bandwidth
Fig. 5.46 shows that as the channel bandwidth increases, either by increasing the
symbol-rate, the roll-off or both, the performance of the IF estimator degrades. This
is a direct consequence of the broadening of the frequency pulses which results in an
ambiguity around the maxima at the channel frequency offset. Another limitation here
is the receiver bandwidth, which will limit the detection of the channel as its bandwidth
broadens.
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Figure 5.46: IF estimation improves for lower channel bandwidths, as changes in slope
can be more precisely estimated (simulation of three 10 GBaud DP-16QAM WDM
channels).
These results are depicted under the assumption that the symbol-rate and the roll-off
factor have been ideally known a priori. In such applications where this is possible,
if the IF estimation RMSE is targeted at 14 MHz, then the maximum permissible
symbol-rate values are 39 GBaud, 28 GBaud and 10 GBaud, for roll-offs of 0.01, 0.1
and 0.5 respectively, in order for this technique to work. If perfect knowledge of the
channel bandwidth is not possible, the limitation will be imposed by the maximum
detectable symbol-rate, which depends on the technique used to estimate it and the
distance the signal has travelled under the CD limitations.
The 14 MHz RMSE is sufficiently low to be utilised by the carrier phase recovery
within the coherent receiver DSP, at high excess bandwidths. Indifferent to the target
error limit, the main advantage of the IF estimator is that its performance improves as the
roll-off factor decreases. In conclusion, the proposed IF estimator supports superchannel
configurations of the highest spectral efficiency, making it an ideal candidate for future
fast optical networks.
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5.6 Chromatic dispersion estimation
Through cyclostationarity analysis of signals affected by dispersion, we demonstrate in
this section that CD corresponds to a linear phase offset in the frequency domain and a
delay in the time domain. Two novel CD estimation techniques are thus deduced, one
which is based on the SCF and the other on the CAF. We investigate the limits of these
techniques with respect to the RRC filter bandwidth, averaging window size, symbol-
rate, as well as amount of cumulative dispersion. The amount of residual dispersion
resulting from the imperfect estimation of CD at this stage and thus incomplete CD
compensation at the static equaliser stage, has to be sufficiently reduced such that
it can be further corrected within the digital coherent receiver DSP by the dynamic
equaliser based on the CMA at no significant extra cost. As the number of taps within
the dynamic equaliser needs to increase as the residual dispersion increases, we analyse
the performance of the two CD estimators within a target RMSE of 200 ps/nm, which
would limit the CMA number of taps required to compensate for it, to 2 for 10 GBaud
and 12 for 40 GBaud, when the roll-off is 0.1. If this limit is relaxed to 400 ps/nm, then
the required number of taps remains the same (2 taps) for 10 GBaud but more than
doubles (22 taps) for 40 GBaud, leading to an undesired increased computational cost
at higher data rates. Thus, in the following, we have restricted our requirements for the
CD estimators to a RMSE of 200 ps/nm.
5.6.1 Spectral correlation function approach
The implementation of the proposed frequency-domain CD estimator is shown in Figure
5.47. Subsequent to the symbol-rate, roll-off and IF estimation, phase analysis of the
first cyclic spectrum, as shown for example in Fig. 5.48, is used to estimate the amount
of cumulative dispersion on the channel of interest. The classical PSD, when α = 0,
is real and therefore caries no phase information. The PSD when α= Fb, on the other
hand, is complex and its phase response is linear within the channel bandwidth. The
slope of the phase is linearly proportional to the dispersion within the channel, and it is
thus used to estimate the cumulative dispersion.
within
Δf
Slope
CDSy(f)
Fb
Figure 5.47: Implementation of the CD estimation technique based on the SCF.
CD is a linear fibre impairment which has a quadratic phase response, described by
the transfer function:
HCD( f ) = e jψ f
2
, (5.14)
133
Chapter 5. Joint monitoring based on cyclostationarity
− 0 −20 0 20 40
−700
−600
−500
−400
−300
−200
−100
0
100
Ordinary frequency (GHz)
P
h
a
s
e
 (
ra
d
ia
n
s
)
Sy
¢ =0
(f)
Sy
¢ = Fb(f)
α
α
Figure 5.48: Phase measurement of the SCF of three 10 GBaud DP-16QAM channels,
showing a linear response within the channel bandwidth when α equals the symbol-rate.
where ψ=−piλ2DLc , with D dispersion coefficient, λ the reference wavelength, L fibre
length and c the speed of light in vacuum.
The phase response of the cyclic spectrum when α = Fb is linear, as the transfer
function of the channel (according to Gardner [1987] and as demonstrated in Appendix
B) is given by:
Hˆα=FbCD ( f ) = HCD( f +
α
2
) ·H∗CD( f −
α
2
) = e j2ψα f (5.15)
The SCF of the signal is calculated as the frequency-smoothing cyclic periodogram:
Sˆαy ( f ) = lim∆ f→0
lim
∆t→∞
1
∆ f
Z f+∆ f2
f−∆ f2
e j2ψαν Sˆαx∆t (t,ν)dν (5.16)
where y(t) is the received signal, after propagating through L km of fibre, x(t) is the
transmitted signal and Sˆαx∆t (t, f ) its cyclic periodogram.
Let m be the slope of the phase response of Sˆα=Fby ( f ). In a back-to-back transmis-
sion, the slope m is zero. Otherwise, it increases proportionally with the amount of
accumulated dispersion. The cumulative dispersion can thus be estimated as:
DˆL =− m · c
2piλ2α
(5.17)
In the following, unless otherwise stated, NADC = 219 samples and w= 128 samples
are used as the total captured sample size and the moving-average size, in order to
calculate the SCF, as these values enable a good performance of the SCF estimator. In
the following subsections, the optimisation of the CD estimate is investigated.
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Impact of phase slope measurement bandwidth
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Figure 5.49: Impact of the slope measurement bandwidth on the CD estimation (simula-
tion of three-channel 10 GBaud DP-16QAM WDM signal).
The phase measurement is ideally centred around the channel bandwidth, and
for that reason the frequency offset information is required. However, because the
proposed IF estimator presented in the previous section is coarsely accurate, the phase
measurement is restricted over a fraction of the bandwidth of the cyclic spectrum. This
choice enables the tolerance of higher frequency offset errors, but limits the performance
of the CD estimator at very low symbol-rates or pulse shaping bandwidths.
For a fixed transmission distance of 2421 km or fixed cumulative dispersion of
40,624 ps/nm, we investigated the impact of the slope bandwidth on the CD estimation.
Fig. 5.49 demonstrates that the optimum bandwidth over which the slope is measured for
the estimation of dispersion is between 60%−80% of the channel bandwidth measured
in the cyclic spectrum (which is given by the symbol-rate – roll-off product). Such a
setup will impose a limit of 200 ps/nm residual dispersion RMSE for roll-offs of at least
0.07. As the RRC excess bandwidth tends towards zero, the CD estimator based on
the SCF fails to perform within this error margin. For all of the following results, the
estimation slope will be restricted to 70% of the cyclic spectrum bandwidth, namely:
0.7 ·Fb · r.
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Impact of frequency offset
Previously, in Section 5.5, a novel method for coarsely estimating the frequency offset
between the transmitter laser and local oscillator has been proposed and demonstrated.
One principal motivation for it was to aid the CD estimator, by giving an approximation
of the deviation from the expected frequency grid of the channel, such that the slope
measurement can be correctly confined to the channel bandwidth.
The benefit of the proposed IF estimation on the CD estimator is evident in Fig. 5.50.
If frequency offset estimation is absent, and the SCF phase slope is measured around
DC, the CD estimation will be strongly influenced by the IF value. In particular for the
lower roll-off factors, the larger frequency offsets will easily shift the channels away
from the 70% slope measurement bandwidth centred at DC, making it impossible for
the algorithm to measure the slope correctly. In fact, when the roll-off is 0.07, frequency
offsets of more than approximately 25 MHz will increase the CD estimation’s RMSE
above 200 ps/nm. A coarse knowledge of the IF value is thus required, as it enables the
estimation of dispersion, within the target error limit of 200 ps/nm, for IF values even
as high as 1 GHz.
It is interesting to note here that, at higher bandwidths, the IF estimation errors
increase, but the CD estimator becomes more tolerant. This is a consequence of
restricting the bandwidth of measurements over 70% of the channel bandwidth, which
allows more variability along the frequency axis, as induced by higher frequency offset
errors.
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Figure 5.50: Impact of frequency offset on the CD estimation (simulation of 10 GBaud
WDM signals formed of three channels and modulated with DP-16QAM).
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Impact of signal bandwidth
Unlike the IF estimation, the errors of the CD estimation decrease as the channel
bandwidth increases, because more points can be used in measuring the dispersion
slope, leading to a more accurate measurement. The minimum roll-offs to ensure a
RMSE of 200 ps/nm are approximately 0.066 and 0.01, for 10 GBaud and 40 GBaud
respectively. At lower symbol-rates, such as 2.5 GBaud, even a roll-off factor of 0.5 is
not sufficiently high to ensure operation within the same error limit.
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Figure 5.51: Simulation of impact of RRC filter roll-off on the CD estimation (DP-
16QAM).
Impact of the frequency smoothing window
The frequency smoothing stage within the SCF measurement, enhances the correlation
between frequency components at a difference equal to the symbol-rate from each other,
by averaging the phase noise contributions of the cyclic periodogram.
Figures 5.52 − 5.54 show the impact of different frequency smoothing window
sizes on the CD estimator for three symbol-rates (2.5 GBaud, 10 GBaud and 40 GBaud)
and three roll-offs (0.01, 0.1 and 0.5). All cases show a similar trend, that the CD
can be closely tracked, before the correlation between frequencies that are separated
by exactly α = Fb walk off from each other, under the impact of dispersion, slowly
reducing the correlation power. This concept has been introduced in Section 5.3.1
as spectral correlation fading, which explains here the sudden drops in dispersion
estimation performance, when the phase offset introduced by dispersion is so high that
it completely de-correlates the otherwise correlating frequencies.
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(a) 2.5 GBaud, roll-off = 0.01.
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(b) 2.5 GBaud, roll-off = 0.1.
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(c) 2.5 GBaud, roll-off = 0.5.
Figure 5.52: Impact of frequency smoothing window on the CD estimation, when
simulating three 16-QAM channels, each of 2.5 GBaud symbol-rate.
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(a) 10 GBaud, roll-off = 0.01.
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(b) 10 GBaud, roll-off = 0.1.
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(c) 10 GBaud, roll-off = 0.5.
Figure 5.53: Impact of frequency smoothing window on the CD estimation, when
simulating three 16-QAM channels, each of 10 GBaud symbol-rate.
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(a) 40 GBaud, roll-off = 0.01.
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(b) 40 GBaud, roll-off = 0.1.
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(c) 40 GBaud, roll-off = 0.5.
Figure 5.54: Impact of frequency smoothing window on the CD estimation, when
simulating three 16-QAM channels, each of 40 GBaud symbol-rate.
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For each combination of symbol-rates and roll-offs there is an optimum range
of window sizes that can ensure CD tracking capability with a RMSE below 200
ps/nm, shown in Figure 5.55. These results have been obtained assuming knowledge
of symbol-rate and roll-off. If these two parameters are estimated within the proposed
joint estimator, the upper distance limits will be given by the interposition with those in
Figure 5.24.
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Figure 5.55: Maximum achievable distance limited by the accuracy of the CD estimation,
after simulating three-channel 16-QAM WDM signals, without any linear ICI.
The number of averages must greatly exceed unity, to satisfy Grenander’s condition
(Eq. 3.25) for a good spectral estimate. As the window size increases, more averages
are performed within the channel bandwidth, giving an improved slope measurement,
and therefore an increased CD estimation range. However, if the moving average is too
high, it will include more noise components than signal phase components, and thus the
cyclic correlation will be lost, reducing the maximum CD value that can be correctly
estimated. This effect is more obvious for narrower channel bandwidths, for example
40 GBaud signals with 0.01 roll-off and 10 GBaud signals with 0.1 roll-off. A trade-off
must be attained, for optimising the correlation of symbol phases.
If the symbol-rate and the roll-off factor are either known or estimated a priori,
then the SCF can be recalculated with the optimum frequency smoothing window, such
that the CD estimation performance is optimal, based on these results. However, for
a reduced computation speed, it is preferable to use the pre-computed SCF from the
symbol-rate estimation stage. Averaging 128 samples (or equivalently, 19.53 MHz
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for an 80 GSa/s sampling rate), is optimal in terms of the maximum reach across
all considered combinations of symbol-rates and roll-offs, matching well with the
frequency smoothing requirements of the symbol-rate estimator.
CD estimation with 200 ps/nm is completely unreliable for the lowest considered
bandwidths, when the symbol-rate is 2.5 GBaud or the symbol-rate is 10 GBaud and
the roll-off 0.01. The cumulative dispersion estimation range increases proportionally
with the signal bandwidth, as shown in Fig. 5.55.
Estimation range
The errors increase with distance, Fig. 5.56, as a result of the fixed frequency smoothing
filter. For an increased estimation range, the filter length should decrease to adapt to the
phase slope increase. However, this is not possible, as the filter size is fixed without
a priori knowledge of the distance. Alternatively, the estimation range can be further
increased if the error margin is relaxed. For example, for a dispersion error margin of
400 ps/nm, a roll-off factor of 0.1 and 10 GBaud symbol-rate, approximately 338,620
ps/nm (20,180 km) of cumulative dispersion can be estimated with this technique. With
the same configuration, the 200 ps/nm residual dispersion target is achieved only up to
a total cumulative dispersion of 162,498 ps/nm (9,684 km).
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Figure 5.56: Estimation range limitations of the CD estimation, for three channels
modulated with 10 GBaud 16-QAM. The hollow marks indicate the maximum length
up to which the symbol-rate can be estimated by simulation with 100% accuracy.
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Independence of OSNR
The experimental investigation of Fig. 5.57 shows that AWGN does not have an
impact on the CD estimator. The residual CD resulting from the estimator is less than
200 ps/nm for the QPSK signal transmitted over 25 spans of fibre, compared to 140
ps/nm for 16-QAM over 10 spans. The reason for the higher errors for the former
case can be accounted for by the higher CD estimation errors at longer transmission
distances and lower roll-offs. The residual errors correspond to 14.9 km and 10.1 km of
uncompensated fibre respectively, less than 1.3% of the considered fibre lengths. Such
low residual CD values can be compensated for by the adaptive equaliser stage which
follows the CD static equaliser.
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Figure 5.57: Experimental estimation of CD applied to a 10 GBaud homogeneous
WDM signal, under different levels of noise loading.
In this section it has been demonstrated that the proposed frequency-domain CD
estimation technique yields a better performance as the channel bandwidth increases,
which more easily enable a correct slope measurement of the phase response. In order
to deal with RRC filtering effects and the impact of IF, the bandwidth over which
the phase slope is measured was optimally selected as 70% of the cyclic spectrum’s
channel bandwidth. NADC = 219 samples and 128 moving average taps, which give a
good symbol-rate estimation as seen previously in Subsection 5.3, can also give a good
CD estimate up to 162,498 ps/nm (9,684 km of SSMF), for 10 GBaud and 0.1 roll-off
factor, limited by 200 ps/nm RMSE. With this technique, it is possible to increase
the symbol-rate whilst minimising the roll-off factor, thus allowing operation at an
improved spectral efficiency. As shown here, 40 GBaud WDM channels, filtered with a
RRC roll-off of 0.01, allow a CD estimation of up to 27,083 ps/nm (1614 km of SSMF),
within a RMSE margin of 200 ps/nm.
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5.6.2 Cyclic autocorrelation function approach
Subsequent to symbol-rate estimation, the CAF at the cyclic frequency equal to the
symbol-rate measures a pulse, which has a time-lag delay proportional to the amount
of dispersion the signal has accumulated on its path. The pulse measured at cyclic
frequency of zero, does not experience such a shift and it therefore does not provide
useful information for the CD estimation technique. The examples in Figure 5.58 show
the two pulses without any dispersion and after the signal has travelled over 2421 km.
The time domain CD estimation problem thus reduces to estimating the time delay
of the cyclic autocorrelation pulse. Lowering the RRC excess bandwidth reduces the
cyclic autocorrelation tone peak power as the pulse spreads. Nyquist pulse shaping is a
major limitation of this proposed CD estimation technique.
The proposed time-domain cyclostationarity approach for the estimation of disper-
sion is illustrated in Fig. 5.59. The cyclic autocorrelation at α= Fb is easily extracted as
once slice of the cyclic periodogram, followed by an IFFT operation along the ordinary
frequency. The details of this implementation can be found in Section 5.2.
The time delay is approximated as follows: the pulse peak location gives an initial
coarse delay estimate, which is dependent on the sampling rate of the receiver. To
refine this estimate, a brick wall filter is applied around the peak to limit the sample
size to 1001 samples, for an enhanced processing speed. These selected samples are
then further filtered with a moving average filter which will result in a smoothed pulse.
Finally, the quadratic fit of the central 150 samples are used to obtain an improved time
delay approximation, which is then used to estimate the cumulative dispersion as:
DˆL =
∆ˆτ · c
Fˆb ·λ2
. (5.18)
where ∆ˆτ is the estimated time delay, c is the speed of light in vacuum, Fˆb is the
symbol-rate estimate and λ is the reference wavelength. The mathematical proof of the
time-domain cyclostationarity properties under the impact of dispersion can be found in
Appendix C. The number of samples used in this process have been empirically selected
when investigating the performance of the CD estimation technique, for the ranges of
symbol-rates and roll-offs considered. As a result, this estimator is independent of the
roll-off factor and IF, but it will be shown further that it depends on the symbol-rate.
A moving average window of approximately 64 samples is optimal for estimating
the dispersion within the target error, but only for roll-offs higher than 0.1, as shown in
Fig. 5.61. As the cyclic autocorrelation pulse is lost for roll-offs of 0.01 or lower, the
CD estimation cannot be performed in those instances.
Fig. 5.62 shows that the pulse time delay, as deducible from Eq. 5.18, is indeed
proportional to dispersion and that it can be correctly measured by simulation, by means
of the technique just described.
144
Chapter 5. Joint monitoring based on cyclostationarity
−6 −4 −2 0 2 4 6−40
−20
0
N
or
m
al
is
ed
 C
AF
 (d
B)
−6 −4 −2 0 2 4 6−40
−20
0
Time−lag (ns)
α = 0
α = Fb
roll−off = 0.5
0 km
−6 −4 −2 0 2 4 6−40
−20
0
N
or
m
al
is
ed
 C
AF
 (d
B)
−6 −4 −2 0 2 4 6−40
−20
0
Time−lag (ns)
α = 0
α = Fb
roll−off = 0.5
2421 km
−6 −4 −2 0 2 4 6−40
−20
0
N
or
m
al
is
ed
 C
AF
 (d
B)
−6 −4 −2 0 2 4 6−40
−20
0
Time−lag (ns)
α = 0
α = Fb
roll−off = 0.07
0 km
−6 −4 −2 0 2 4 6−40
−20
0
N
or
m
al
is
ed
 C
AF
 (d
B)
−6 −4 −2 0 2 4 6−40
−20
0
Time−lag (ns)
α = 0
α = Fb
roll−off = 0.07
2421 km
−6 −4 −2 0 2 4 6−40
−20
0
N
or
m
al
is
ed
 C
AF
 (d
B)
−6 −4 −2 0 2 4 6−40
−20
0
Time−lag (ns)
α = 0
α = Fb
roll−off = 0.01
0 km
−6 −4 −2 0 2 4 6−40
−20
0
N
or
m
al
is
ed
 C
AF
 (d
B)
−6 −4 −2 0 2 4 6−40
−20
0
Time−lag (ns)
α = 0
α = Fb
roll−off = 0.01
2421 km
Figure 5.58: CD induces a time-shift in the CAF when α= Fb. 10 GBaud for all three
simulated 16-QAM channels. Correlation does not occur for a roll-off of 0.01.
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Figure 5.59: Implementation of the time-domain CD estimator.
Dependence on signal bandwidth
Fig. 5.63 shows the dependence of the estimator on the Nyquist pulse shaping bandwidth.
2.5 GBaud is the lowest symbol-rate considered and can only enable CD estimation
within the proposed error limit, if the roll-off factor is larger than 0.41. As the symbol-
rate is increased, the tolerance and performance of the CD estimator with respect to
the roll-off factor improves. This is because signals of higher bandwidths have sharper
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Figure 5.60: The CAF at the symbol-rate is a pulse that shifts in time with dispersion.
Here, for a 10 GBaud signal and a roll-off of 0.1, a 500 km transmission is equivalent
to a delay of 53.752 samples. In (blue) actual measured pulse limited to 1001 samples,
(green) temporal smoothing with a moving average filter, (red) quadratic fit.
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Figure 5.61: Simulation of the impact of the time-domain moving average filter window
on the CD estimation. Low roll-offs, such as 0.01, render the method impractical at any
window.
pulses in the time-domain, for which the time delay can be more easily determined.
Additionally, the same time-delay errors translate into smaller CD estimation errors at
higher symbol-rates, as Eq. 5.18 and Figure 5.64 suggest.
At 10 GBaud, the minimum roll-off is approximately 0.069, for a RMSE of 200
ps/nm. Under the same conditions, 40 GBaud signals could allow roll-offs as low as
0.0178, the lowest roll-off compared to the other two considered rates, so it can be
concluded that this technique becomes more efficient as the information spectral density
of the signal increases.
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Figure 5.62: The time-domain cyclic correlation pulse experiences a time delay propor-
tional to the amount of cumulative dispersion present in the signal. Simulations of 10
GBaud signals, modulated with 16-QAM and filtered with a RRC of roll-off of 0.1.
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Figure 5.63: Impact of the RRC filter on the estimation of 40,624 ps/nm dispersion
(simulations of three channels modulated with DP-16QAM).
Estimation range
As CAF pulses shift in time proportionally with the amount of dispersion accumulated
by the signal, the CD estimation range is only limited by the capture time at the receiver,
provided that the symbol-rate is correctly estimated. The estimation does not exceed
200 ps/nm RMSE across a wide range of fibre lengths, roll-offs as Figure 5.65 shows.
The maximum cumulative dispersion values that can be correctly estimated with this
technique ranges between 106 and 107 ps/nm, which are equivalent to over 60,000 km to
600,000 km of SSMF respectively. These distances are by far exceeding the practically
achievable distances at the respective transmission configurations.
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(b) 10 GBaud, 3 channels 16-QAM.
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(c) 40 GBaud, 3 channels 16-QAM.
Figure 5.65: Estimation of CD by means of CAF, applied to homogeneous WDM
signals traversing different lengths of SSMF fibre, by simulation.
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Figure 5.66 shows that the technique works experimentally for 16-QAM and QPSK
modulation formats, independent of the OSNR value at the receiver. The errors are not
exceeding 200 ps/nm when transmitting over 2018 km of fibre and 807 km (QPSK and
16-QAM respectively), but these could in essence be compensated for by the dynamic
equaliser.
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Figure 5.66: Experimental estimation of CD applied to a 10 GBaud homogeneous
WDM signal, under different levels of noise loading.
5.6.3 Comparison between the time domain and frequency domain
chromatic dispersion estimators
This section demonstrated by simulation and experimentally the feasibility of time and
frequency domain CD estimators, based on the cyclostationarity properties of modulated
signals. Although based on the same statistical properties, the differing implementation
approaches between the two functions result in performance differences in terms of
dispersion estimation range or bandwidth requirements.
The SCF is computed as the frequency averaged cyclic periodogram, whilst the CAF
is the IFFT of the cyclic periodogram. Frequency averaging performed with a moving
average filter introduces correlation fading and therefore a decrease in performance
with an increase in dispersion. Unlike the CD estimator based on the SCF, the CAF
implementation can allow under 200 ps/nm RMSE up to 2,098,926 ps/nm cumulative
dispersion (equivalent to 125,085 km of SSMF) when the symbol-rate is 40 GBaud and
the roll-off factor is 0.018, This is a consequence of the robustness of the CAF, which is
practically CD independent as Section 5.3.2 demonstrated. The maximum cumulative
dispersion that can be estimated with either technique varies with signal bandwidth, as
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listed in Table 5.8.
The preceding symbol-rate, roll-off and frequency offset estimates are needed for
this CD estimation stage, when the SCF is used. The CAF approach requires only
knowledge of the symbol-rate.
The two techniques show a similar behaviour with respect to channel bandwidth,
both requiring larger bandwidths for an increased estimation accuracy, as summarised
in Table 5.9. The SCF performs slightly better as the symbol-rate increases, allowing
slightly lower roll-off values.
Computationally, the two approaches are very similar, as the dominating complexity
comes from the correlation functions, which both require NADC log2 NADC complex
multiplications. Both techniques are independent of impairments such as AWGN,
transmitter and LO phase offset and phase noise.
It can be concluded that the frequency-domain implementation of the CD estimator is
preferable, as its performance improves with respect to pulse shaping excess bandwidth
limitations, as the symbol-rate increases.
Spectral Correlation Function
Symbol-rate Maximum achievable range (ps/nm)
(GBaud) roll-off = 0.01 roll-off = 0.1 roll-off = 0.5
2.5 – – –
10 – 1,313,522 1,027,797
40 27,083 185,518 219,372
Cyclic Autocorrelation Function
Symbol-rate Maximum achievable range (ps/nm)
(GBaud) roll-off = 0.0178 roll-off = 0.1 roll-off = 0.5
2.5 – – 1,614,000
10 – 16,249,752 35,207,796
40 2,098,926 8,531,120 9,343,607
Table 5.8: Maximum achievable cumulative dispersion estimation with RMSE under
200 ps/nm, for the two proposed chromatic dispersion estimators, based on the Spectral
Correlation and on the Cyclic Autocorrelation Functions.
Symbol-rate Minimum allowable RRC roll-off
SCF-CDE CAF-CDE
2.5 GBaud >0.5 0.4121
10 GBaud 0.066 0.0692
40 GBaud 0.0092 0.0178
Table 5.9: Bandwidth requirements for the two proposed chromatic dispersion estima-
tors, based on the Spectral Correlation and on the Cyclic Autocorrelation Functions.
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5.7 In-band OSNR estimation
Using the different statistical properties of linearly modulated signals, which are wide-
sense cyclostationary, and AWGN, which is wide-sense stationary, it is possible to
estimate the in-band OSNR, as demonstrated herein.
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Figure 5.67: Spectral Correlation Functions calculated for three simulated WDM
channels, modulated at 10GBaud with DP-16QAM and Nyquist pulse-shaping. The
arrows delimit the bandwidths over which the powers are integrated.
As Fig. 5.67 shows, when α= 0 the SCF is the traditional power spectral density
of the signal with additive noise. Conversely, the cyclic spectral density when α= Fb
measures the signal power only, since AWGN is not a cyclostationary process and
it will not correlate at this cyclic frequency. The OSNR can thus be estimated from
the two SCFs: Sˆα=0x ( f ) and Sˆ
α=Fb
x ( f ). In a noise-free measurement, the two cyclic
spectra will differ by a scaling factor k, which needs to be pre-calculated as part of a
calibration stage. When the signal is noise-loaded, the average powers Pα=0ave and P
α=Fb
ave
are calculated over fixed bandwidths, corresponding to both SCFs.
Assuming a fixed signal launch power, but varying optical paths and therefore
varying accumulated noise levels, Pα=0ave decreases with OSNR, whilst P
α=Fb
ave is approx-
imately constant over the entire OSNR interval. At lower OSNRs, there is however
a slight increase in Pα=Fbave with noise. This is due to the fact that both Sα=0x ( f ) and
Sα=Fbx ( f ) scale with noise power, in the same proportion that the autocorrelation of
noise scales with noise power. When the OSNR is very low, below 5 dB, the high noise
power becomes a significant term in Sα=Fbx ( f ).
These power measurements finally lead to the OSNR estimate:
OSNR = 10log10
(
kPα=Fbave
kPα=0ave − kPα=Fbave
Bres
Bre f
)
. (5.19)
Bres and Bre f are the resolution and reference bandwidths respectively.
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Figure 5.68: SCF power measurements at cyclic frequencies of 0 and symbol-rate.
A correct estimation of the OSNR is thus directly dependent on a correct estimation
of the two average powers Pα=0ave and P
α=Fb
ave . In order to improve the estimate, the OSNR
is averaged between the two polarizations. A schematic of the digital implementation
of this technique is depicted in Fig. 5.69. After CD compensation, which is required to
avoid power fading, the SCF is recalculated for only two cyclic-frequencies, at 0 and at
the estimated symbol-rate.
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Figure 5.69: Single polarisation implementation of the SCF-based OSNR estimation.
In the two examples of Fig. 5.67, three 10 GBaud 16-QAM WDM channels are
spaced at 12.5 GHz and are Nyquist pulse-shaped with a RRC filter of roll-off of 0.25
and 1 respectively. When ICI is present, as in this case, the powers are measured over
restricted bandwidths, less than the entire bandwidth of the channel of interest, in order
to avoid power measurements of the adjacent channels, which would in turn result in
an overestimation of the signal power. At higher symbol-rates, if the bandwidth of the
channel would exceed the receiver bandwidth, then the powers would be integrated over
the entire receiver bandwidth. The average powers Pα=0ave and P
α=Fb
ave were measured over
Fb and Fb
roll−o f f
2 bandwidths respectively. Finally, the OSNR was estimated according
to Eq. (5.19), with a 10 GHz resolution bandwidth and 0.1 nm reference bandwidth.
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5.7.1 Back-to-back Transmission
Figures 5.70 and 5.71 show the range over which the OSNR can be estimated within
the acceptable error margin, for a fixed RRC roll-off, in a back-to-back setup. At
higher OSNRs, low noise powers are more difficult to estimate, resulting in a limited
estimation accuracy for higher OSNRs. A correct estimation is achieved up to 12 dB
OSNR for DP-QPSK and up to 16 dB OSNR for DP-16QAM. Since the ROSNR is
7.6 dB for 10 GBaud DP-QPSK and 14.2 dB for 10 GBaud DP-16QAM, the range of
correct estimation includes the ROSNR by a margin.
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Figure 5.70: OSNR estimation for DP-QPSK in a back-to-back setup and a RRC roll-off
of 0.4.
Since 16-QAM operates at higher OSNRs, the receiver’s noise starts to become
limiting from around 19 dB OSNR. The calibration of noise-free estimation is more
sensitive for 16-QAM compared to QPSK, and in estimating the same OSNR, the errors
will be higher than in the case of QPSK, despite the fact that the method is independent
of modulation format. In both cases, there is a good agreement between simulation
and experimental results. Additionally, the probability density function of the OSNR
estimation errors is not necessarily a symmetric Gaussian distribution, but it can be
skewed, as Fig. 5.72 shows for example. The upper bound on the OSNR estimation
range highly depends on the number of samples processed, the roll-off factor and CD,
which are treated next.
Fig. 5.73 shows the dependency of the estimation on the number of samples, based
on experimental results, for a fixed symbol-rate of 10 GBaud and its corresponding
153
Chapter 5. Joint monitoring based on cyclostationarity
8 10 12 14 16 18 20 22 24 26
5
10
15
20
25
30
OSNR0.1nm (dB)
Es
tim
at
ed
 O
SN
R 0
.1
nm
 
(dB
)
 
 
Simulation
Experiment
ROSNR for BER = 3.8x10−3
Figure 5.71: OSNR estimation for DP-16QAM in a back-to-back setup and a RRC
roll-off of 0.45.
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Figure 5.72: Estimation of the ROSNR for DP-16QAM in a back-to-back experimental
setup and a RRC roll-off of 0.45.
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Figure 5.73: Impact of frequency smoothing window on the in-band OSNR estimation,
for a three channel DP-16QAM WDM in a back-to-back simulated transmission.
ROSNR, to ensure a BER of 3.8 ·10−3. The accuracy increases with a higher number of
samples captured by the ADC, because that is equivalent to an increase in the number
of points over which the STFT is computed, leading to a better SCF estimate. At least
218 samples are required for correct power estimations that would result in errors less
than 1.5 dB, as required by ITU [2012] standard.
The spectral smoothing window is also essential in optimizing the estimation. When
the window size is too low, the absolute errors increase as the number of spectral
averages is not sufficient in obtaining an accurate approximation of the SCF in Eq.
3.23. On the other hand, when the window size is high and close in value to NADC, the
errors increase as a result of the reduced resolution of the SCF. The optimum averaging
window size when NADC = 218 samples is between 128−512 samples.
The RRC roll-off is a limiting factor for the in-band OSNR estimation as shown in
Fig. 5.74. At lower roll-offs the signal bandwidth is reduced, as depicted in Fig. 5.67,
for both α= 0 and α= Fb. Because the power integration bandwidth is even lower when
α = Fb, the measurement accuracy of P
α=Fb
ave will be reduced under the low roll-offs
conditions and thus leading to higher OSNR estimation errors. The performance here
is evaluated in terms of the standard deviation of the measured error, across all 100
estimations. Roll-offs higher than 0.1 induce higher errors also in the measurement of
the IF, which the OSNR estimator relies on.
Increasing the order of the modulation format, will result in more stringent lim-
itations of the presented technique in terms of achievable roll-offs. For DP-QPSK,
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Figure 5.74: Impact of RRC roll-off factor on the in-band OSNR estimation, for a three
channel WDM signal in a back-to-back transmission.
the minimum roll-off of 0.06 gives the maximum acceptable error of 1.5 dB, while
for DP-16QAM this value is 0.3. The difference in the roll-off tolerance for the two
modulation formats comes from their different ROSNRs. Depending on the modulation
format used, the roll-off limitation also imposes constraints on the maximum achiev-
able spectral efficiency. Although the requirements on the maximum roll-off are more
stringent for 16-QAM compared to QPSK, the achievable spectral efficiency is still
increased almost two-fold when using 16-QAM modulation format. Again, there is a
good match between simulation and experimental results.
5.7.2 Standard Single Mode Fiber Transmission
Fig. 5.75 and 5.76 show that the OSNR estimation can be performed over distances of
2017.5 km for DP-QPSK and 807 km in the case of DP-16QAM. The power fluctuations
in the experimental setup, due to the instability of the Acusto-Optic Switch (AOS) and
PDL, which cause fluctuations in the OSNR measurement. However, the errors are still
within the 1.5 dB imposed error margin, at the ROSNR. The receiver noise starts to
dominate at around 19 dB OSNR, and it is the only source of error at high OSNRs.
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Figure 5.75: OSNR estimation for DP-QPSK and a transmission distance of 2017.5 km
and a RRC roll-off of 0.4.
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Figure 5.76: OSNR estimation for DP-16QAM and a transmission distance of 807 km
and a RRC roll-off of 0.45.
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5.8 Conclusions
This chapter demonstrated novel joint estimation techniques, based on the cyclosta-
tionarity properties of linearly modulated signals, that can efficiently be implemented
within the digital coherent receiver DSP for monitoring purposes in SDONs. The stages
of the joint monitor consist of symbol-rate, roll-off IF, CD and OSNR estimations,
consecutively applied in this order.
A correct symbol-rate estimation is essential for the reliability of the entire joint
estimator. The conditions under which the symbol-rate estimation can perform with
100% accuracy have been investigated in detail, including the impact of acquisition
time, symbol-rate range, pulse shaping, as well as chromatic dispersion and noise. Time-
domain and frequency-domain implementations have been discussed and compared in
terms of their performance.
The frequency-domain implementation, based on the SCF, employs a frequency-
smoothing filter for enhancing the spectral correlation through noise averaging. The
main limitation of this technique is its dependence on CD, which results in correlation
fading as demonstrated for the first time in this chapter. The optimum frequency-
smoothing window changes with distance and signal bandwidth, but in order to cover a
wide range of possible required capacity – spectral-efficiency – reach combinations, a
window size of 128 – 256 samples is sufficient for a reliable symbol-rate estimation.
Although limited by dispersion, the method allows the accurate estimation of 40 GBaud
up to 1,614 km at a roll-off of 0.01 or 3,228 km at a roll-off of 0.1. On the other hand,
the time-domain implementation, based on the CAF, does not employ a moving-average
filter and is as a result almost completely independent of CD. The main limitation of
both the time-domain and frequency-domain approaches is that they cannot perform
well when the excess bandwidth of the Nyquist pulse shaping filter tends to zero. When
the symbol-rate is 10 GBaud, the SCF-based estimator allows a 1% minimum roll-off,
whilst the CAF approach requires at least 7% excess bandwidth. The frequency domain
approach is thus preferred for symbol-rate estimation.
The CAF is more sensitive to the RRC roll-off and can therefore be used to estimate
it, from the power ratio between the CAF tone at the cyclic frequency equal to the
symbol-rate and its DC component. Roll-off factors down to 0.06 can be estimated
within a RMSE of < 20%, independently of IF, noise or CD.
From the spectral correlation at the symbol-rate estimate, a new IF estimation
technique has been demonstrated. Contrary to the CD estimation stage that succeeds it,
a lower roll-off factor is of benefit to the IF estimation. For three channels at 10 GBaud,
the RMSE is 14 MHz for a roll-off of 0.5 and 4 MHz for a roll-off of 0.1, sufficient for
the following CD and OSNR estimation stages.
Time-domain and frequency-domain cyclostationarity-based CD estimation tech-
158
Chapter 5. Joint monitoring based on cyclostationarity
niques have been proposed and demonstrated here for the first time. The former
measures the time delay of the CAF pulse, while the latter measures the phase of the
cyclic spectrum within the channel bandwidth, both giving an estimate of the amount
of cumulative dispersion in the signal. A sufficiently low RMSE limit of 200 ps/nm
residual uncompensated CD is imposed, as it can be corrected for by the dynamic
equaliser at the very low cost of employing 2 extra taps at 10 GBaud. For a more reli-
able performance, both techniques require high channel bandwidths, achievable either
by increasing the symbol-rate or the roll-off factor. At 40 GBaud, the time-domain
implementation functions for roll-offs as low as 0.018, whilst the frequency-domain
method can achieve the same performance for a minimum roll-off of 0.01. In terms of
spectral efficiency this means an 8% improvement, which becomes siginificant when
moving to data-rates of 400 Gb/s and beyond. The SCF-based approach is thus pre-
ferred, as it improves the CD estimation with respect to roll-off limitations, with an
increase in the symbol-rate. However, if a longer transmission distance is desirable,
then the time-domain implementation enables the estimation of up to 2,098,926 ps/nm,
at a RMSE of 200 ps/nm, outperforming the frequency-domain approach. For a faster
processing speed, the CAF-based CD estimator can be applied simultaneously with the
IF and the roll-off estimators, as it is independent from them.
The in-band OSNR can be estimated by using the cyclostationarity property of
linearly modulated signals, with certain constraints. This method is particularly useful
for Nyquist WDM systems, when the roll-off factor is larger than 0.06 for DP-QPSK
and 0.3 for DP-16QAM, but results in errors higher than 1.5 dB otherwise, even when
219 samples are processed. The accuracy can be improved by capturing more samples at
the receiver, at the cost of a longer estimation time, and from a correct selection of the
spectral smoothing window size. The ROSNR of 10 GBaud DP-QPSK and DP-16QAM
for BER of 3.8 ·10−3 falls within the range of OSNRs that can be correctly estimated
within 1.5 dB of error. The method requires knowledge of the symbol-rate, RRC roll-off
factor and CD, but as demonstrated these parameters can be also estimated using the
same cyclostationarity approach.
To enhance the cyclic correlation features of the signal, 219 samples are processed
which requires an acquisition time of 6.55 µs when the sampling rate is 80 GSa/s. In
current dynamic optical networks reconfiguration and the DSP data recovery algorithm
operate on a µs time-scale, which makes the proposed joint estimator suitable for practi-
cal implementation. For a faster processing time, a compromise between transmission
capacity-distance product and accuracy is needed. Finally, the linear or non-linear noise
components have no impact on the joint estimator.
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As the evolution of electronics speed seems to have reached a halt, capacity increases
in future optical networks will no longer be able to meet traffic demands, by simply
increasing the symbol-rate. Increasing the modulation format order limits the trans-
mission distance, and this approach also fails when aiming to increase the channel
capacity. Moreover, legacy systems are inherently over-engineered, as they support
only static signal configurations. In response to this capacity crunch, optical networks
are becoming more software-defined in order to optimise spectral utilisation, and de-
fine transmission parameters according to existing demands and channel impairments.
For instance, data-rates exceeding 1 Tb/s can be achieved by employing flexible grid
Nyquist WDM superchannels, which enable flexibility in the spectral domain, as well
as capacity and reach to be customised to specific application requirements. Whilst
optical networks become more dynamic and reconfigurable, they require monitoring
for maintenance purposes. In addition, SDON could reach autonomy, required for
optimised reconfigurability, through persistent and continuous self-observation. It is
thus equally important to enable sensing of both future superchannels, but also legacy
channels operating at lower symbol-rates and OOK or BPSK formats.
The introduction of coherent detection with DSP enabled programmable receivers,
capable of adaptively monitoring and compensating fibre impairments. As such, sens-
ing integrated within the digital domain of coherent receivers is currently the most
cost-effective solution, given the increased sampling speed of existing ADCs and
Complementary Metal-Oxide-Semiconductor (CMOS) scalability, together with the
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employment of digital coherent receivers on a large scale. Future digital monitoring
techniques require to be as independent as possible of the data-recovery algorithms,
such that monitoring can be performed at the beginning stages of the DSP, for increased
feedback response towards the control plane.
The most common parameters that would change dynamically are: symbol-rate,
FEC, roll-off, modulation format, reach, OSNR and wavelength. In particular, the
reach depends on transmitted power, symbol-rate, superchannel configuration and
existing fibre impairments. The following sections explain how this work meets the
aforementioned goals and how it compares with monitoring techniques existing in
literature, which have already been presented and discussed in Chapter 2.
6.1 Research summary
The work that forms the body of this thesis focused on the estimation of symbol-rate,
CD, and OSNR, which are some of the main parameters to be employed in decision-
making regarding transmission reconfiguration. The roll-off factor of the transmitter
RRC pulse shaping filter and the IF between the transmitter and LO lasers have also
been estimated, as enablers to the proposed CD and OSNR techniques. All techniques
presented here have been demonstrated for M-PSK and M-QAM modulation formats,
but are also applicable to OOK.
Symbol-rate estimation
Three different signal-transforming symbol-rate estimation techniques have been demon-
strated, all based on spectral properties of modulated signals. Chapter 3 provides the
basic theory required for the understanding of these techniques.
A novel symbol-rate estimator, based on measuring the spectral variance, that works
well at Nyquist pulse shaping of zero excess bandwidth, is demonstrated in Chapter 4.
The extent of its independence of IF, dispersion and AWGN has been demonstrated. The
absolute error is of the order of MHz, which may be slightly high for timing recovery
algorithms that require an accuracy of the order of kHz. However, the accuracy is
sufficient to distinguish between different FEC levels, from a known set of values. The
main drawback of this algorithm is that it would not function for WDM systems, as its
performance depends on the measurement of the individual channel bandwidth. This
technique is therefore applicable only to single-channel legacy systems.
In Chapter 5, two different approaches for estimating the symbol-rate are addi-
tionally investigated, based on the time-domain and frequency-domain properties of
cyclostationarity signals, by measuring their CAF and SCF respectively. Whilst the two
functions are Fourier pairs, their implementation differed by additionally employing
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a moving-average filter to reduce the spectral variance for the SCF approach. Thus,
their complexities are comparable, but their performances slightly different. The main
difference brought by the inclusion of the frequency domain smoothing filter, is that
it limits the transmission distance achievable with this technique due to spectral cor-
relation fading. On the other hand, in the absence of this filter the CAF symbol-rate
estimator is virtually CD independent.
Both are limited by Nyquist pulse shaping of reduced excess bandwidths, which
reduces the cyclic correlation. The CAF approach has been previously proposed in
literature, but a significant improvement has been brought to it herein by employing a
finer spectral resolution. Whilst a RRC roll-off of only 0.2 was permitted in previous
results, here it is possible to go to roll-offs as low as 0.07, enabling Nyquist superchannel
operation. Nonetheless, the novel SCF approach, proposed here for the first time, is
preferred, as it allows roll-offs as low as 0.01.
In the literature, it is found that the reconfiguration time of coherent transceivers
is less than 150 ns and the time required for the DSP to recover the data is less than
200 ns. The single-channel symbol-rate estimator requires a comparable amount of
time, 655 ns, for collecting sufficient data for the estimation. On the other hand the
cyclostationarity-based symbol-rate estimators are limited by a 6.55 µs digitisation time.
This latter value is still acceptable, as the amount of time to transfer the information
over 1000 km of SSMF, if data-aided estimation was employed instead, is 10 ms.
Whilst three orders of magnitude slower than the single-channel technique, the
possibilities of the cyclostationarity estimation are greater by comparison. The accuracy
is much higher, of the order of kHz, it enables estimation across the entire WDM signal
without need for demultiplexing, and the estimation of other parameters is enabled
subsequently, from the same technique.
Roll-off estimation
The estimation of the roll-off factor is a rare subject in the literature and it is briefly
touched upon in this thesis. The applicability of such an estimator lies both in the
update of the match-filter at the receiver, but also of the subsequent CD and OSNR
estimators investigated in this work. Based on the time-domain CAF, the proposed
roll-off estimator performs within RMSE of 20% for roll-offs between 0.06 and 0.3,
which is an acceptable performance [Yang et al., 2009].
Frequency offset estimation
A spectrum-based IF estimator was also demonstrated here, in order to aid the CD and
OSNR estimators, by centering their measurements around the channel location. There
is a good correspondence between this estimator and the estimator based on the fourth
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power measurement, followed by an iterative spectral search of the carrier, typically
employed in the coherent receiver’s DSP. The RMSE of 4 MHz has been demonstrated
for a roll-off of 0.1, and this value improves as the roll-off factor decreases.
Chromatic dispersion estimation
Two novel algorithms are proposed for the estimation of CD, based on the same SCF
and CAF functions. Similarly to the symbol-rate estimation, the frequency domain
approach is limited by correlation fading. By contrast, the CAF allows the estimation
of 2,098,926 ps/nm cumulative dispersion (equivalent to 125,085 km of SSMF) when
the symbol-rate is 40 GBaud and the roll-off factor is 0.018. This by far exceeds the
performance of the existing CD estimators implemented within the coherent receiver
and requires only Nlog2N computations, where N is the total number of samples. The
main limitation of this technique is the narrow pulse shaping performed at the receiver.
The SCF-based approach is thus preferred as it improves the CD estimation down to
roll-offs as low as 0.01, giving a 8% improvement in terms of spectral efficiency, which
becomes siginificant when moving to data-rates of 400 Gb/s and beyond. The target
residual dispersion error proposed here was a RMSE of 200 ps/nm, which is sufficiently
low to limit the number of taps of the dynamic equaliser, required to compensated for it.
Optical signal-to-noise ratio estimation
In recent years, there has been an increased focus on in-band OSNR monitors that
could be integrated within the coherent receiver DSP, motivated by their wide employ-
ment with high data-rate systems, which means that these monitors could be cheaply
incorporated into their design. The ITU-T recommendation is of 1.5 dB maximum
allowable OSNR estimation error. It is desirable to implement OSNR estimation that is
independent of other DSP steps.
A previously proposed OSNR estimator based on cyclostationarity properties of
signals, has been further investigated in this thesis. It was confirmed both by simulation
and experimentally the the performance of this estimator is within the 1.5 dB error
limit, and in addition, does not require PMD compensation, nor symbol recovery. It is
however dependent on CD, and requires approximate knowledge of the channel location
and bandwidth, which have all been made possible with the previously presented
estimators. The OSNR estimation algorithm also requires a calibration stage, which can
be appropriate for burst-mode switching networks where a period of receiver training is
already employed.
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Joint parameter estimation
Jointly monitoring of any of the required parameters is a faster and more computationally
efficient solution. In the literature, the majority of the joint estimation techniques focus
either on the transmission parameters or the channel parameters. In this thesis, joint
estimation of both classes has been demonstrated, which is of particular significance,
when the changing of the signal configuration and transmission path at the transceiver
nodes are both inter-dependent.
Compared to the joint estimator based on the FIR filter coefficients [Hauske et al.,
2008], the cyclostationarity technique can be executed in approximatelly the same
amount of time (of the order of µs). In the absence of DGD, both OSNR estimators
perform similarly with maximum 1 dB and 1.5 dB absolute errors for the FIR filter
taps and cyclostationarity approaches respectively. In this work, a RMSE of 200 ps/nm
was self-imposed for the CD estimation performance, which allows an esimation range
up to 27,083 ps/nm when the roll-off is 0.01 and the symbol-rate is 40 GBaud. The
equaliser approach on the other hand allows a more precise CD estimation of 63 ps/nm
standard deviation, but was only tested for up to 2000 ps/nm. Furthermore, the FIR
filter technique requires demultiplexing and timing recovery, and it has not been tested
for Nyquist pulse shaped signals.
As Nyquist WDM superchannels are becoming ubiquitous, joint performance moni-
tors will need to focus more on signals that have undergone pulse-shaping approaching
the Nyquist limit, since not so many have been given consideration in the literature so
far. In this thesis such a joint estimator has been demonstrated. Its operation is limited
by the narrowest pulse shaping, when the RRC roll-off is less than 0.3, and could also
benefit of higher ADCs and processors speeds. Since it has a high potential, more work
is required to further investigate and improve this joint estimator, as proposed in what
follows.
6.2 Proposed future work
Further work could be performed in investigating the potential of the proposed
cyclostationarity-based joint estimator. Whilst the work in this thesis demonstrated
the applicability of the frequency offset, CD and OSNR estimators only for the central
channel, the same approach can also be applied to the individual subchannels of the
entire superchannel. Moreover, the linear CD phase response of the SCF computed
at the symbol-rate, for channels that have travelled on different optical paths, could
be estimated individually, from a single computational effort. Such signals are not
superchannels by definition, but they are a common occurrence in networks employing
ROADMs, where channels are added and dropped at different nodes within the network,
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and therefore also need consideration.
As demonstrated in this thesis, symbol-rate estimation can be performed on hetero-
geneous WDM superchannels, where tones linking to each unique symbol-rate can be
detected. However, the correspondence between the channel rate and channel location
is lost, and this information could be recovered through further DSP techniques. One
proposed approach is to perform spectral scanning, and use the already estimated pa-
rameters in doing so. Subsequent to symbol-rate and roll-off estimation, the analytical
spectrum can be generated on a per-channel basis. From the frequency offset estimator,
the location of existing channels can be identified. Further, it may then be possible to
correlate the spectrum of the superchannel with the analytical spectrum of the channel
to be searched for, and finally identify which channel corresponds to which bandwidth.
More work needs to be done to reduce the number of samples required in the
computation of the SCF, and thus improve the response time of the estimate to similar
time-scale as the network elements switching time (ns order). Using weighing windows
other than rectangular windows, as assumed throughout this thesis, usually decreases
spectral leakage of the conventional PSD. However, when computing the SCF, spectral
leakage increases the spectral correlation and it is desirable. It is thus expected that
apodisation limits the cyclostationarity of modulated signals, and more tests are required
to confirm this.
One possible alternative approach to the Welch’s method, that has been left unex-
plored so far, is to employ the Multi-taper method for computing the SCF. Whilst both
methods aim at reducing the variance of the periodogram, the Multi-taper approach
can give a better trade-off between low variance and high resolution, and thus has the
potential to operate with a lower number of samples.
Finally, better pulse delay estimators need to be investigated, as having the potential
to improve the time-domain CD estimator even further.
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Acronyms
ADC Analog-to-Digital Converter
AOS Acusto-Optic Switch
ASE Amplified Spontaneous Emission
AWG Arbitrary Waveform Generator
AWGN Additive White Gaussian Noise
BER Bit Error Rate
BPF Band-Pass Filter
BPSK Binary Phase-Shift Keying
CAF Cyclic Autocorrelation Function
CD Chromatic Dispersion
CDF Cumulative Density Function
CMA Constant Modulus Algorithm
CMOS Complementary Metal-Oxide-Semiconductor
CO-OFDM Coherent Optical Orthogonal Frequency-Division Multiplexing
CPE Carrier Phase Estimation
CPSD Cross-Power Spectral Density
DAC Digital-to-Analog Converter
DC Direct Current
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Appendix A. Acronyms
DFT Discrete Fourier Transform
DGD Differential Group Delay
DPSK Differential Phase-Shift Keying
DSP Digital Signal Processing
DP Dual-polarised
DP-QPSK Dual-polarised Quadrature Phase-Shift Keying
DWDM Dense Wavelength Division Multiplexing
EDFA Erbium Doped Fibre Amplifier
EVM Error Vector Magnitude
FAM FFT Accumulation Method
FEC Forward Error Correction
FFT Fast Fourier Transform
FIR Finite Impulse Response
FSK Frequency-Shift Keying
FWM Four-Wave Mixing
ICI Inter-Channel Interference
IF Intermediate Frequency
IP Internet Protocol
IFFT Inverse Fast Fourier Transform
ISI Inter-Symbol Interference
ITU International Telecommunication Union
LMS Least Mean Square
LO Local Oscillator
LPF Low-Pass Filter
LTI Linear Time-Invariant
LUT Look-up Table
M-PSK M-ary Phase-Shift Keying
M-QAM M-ary Quadrature Amplitude Modulation
MIMO Multiple-Input Multiple-Output
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Appendix A. Acronyms
MMSE Minimum Mean Squared Error
MZM Mach-Zehnder Modulator
NRZ Non-Return-to-Zero
OADM Optical Add-Drop Multiplexer
O-E-O Optical-Electrical-Optical
OOK On-Off Keying
OPM Optical Performance Monitoring
OSA Optical Spectrum Analyser
OSNR Optical Signal-to-Noise Ratio
OFDM Optical Frequency Division Multiplexing
OTN Optical Transport Network
PD Photodiode
PDF Probability Density Function
PDL Polarisation Dependent Loss
PDM Polarisation Division Multiplexing
PMD Polarisation Mode Dispersion
PRBS Pseudo-Random Binary Sequence
PSD Power Spectral Density
QAM Quadrature Amplitude Modulation
QoS Quality of Service
QPSK Quadrature Phase-Shift Keying
RC Raised Cosine
RF Radio Frequency
RMSE Root Mean Squared Error
ROADM Reconfigurable Optical Add/Drop Multiplexer
ROSNR Required Optical Signal-to-Noise Ratio
RRC Root-Raised Cosine
RZ Return-to-Zero
SCDF Spectral Correlation Density Function
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Appendix A. Acronyms
SCF Spectral Correlation Function
SDH Synchronous Digital Hierarchy
SDON Software-Defined Optical Network
SE Spectral Efficiency
SNR Signal-to-Noise Ratio
SONET Synchronous Optical Networking
SONET/SDH Synchronous Optical Networking/Synchronous Digital Hierarchy
SSCA Strip Spectrum Correlation Algorithm
SSMF Standard Single Mode Fibre
STFT Short-Time Fourier Transform
WDM Wavelength Division Multiplexing
WSS Wavelength Selective Switch
XPM Cross-Phase Modulation
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B
Spectral correlation function of signals
affected by chromatic dispersion
A coherent transmission system, where chromatic dispersion is the only source of fibre
impairment, can be modelled as an Linear Time-Invariant (LTI) system as the one
represented in Fig. B.1. A general analytical solution to the SCF of the output signal
of an LTI system is given and then the impact of CD on the newly obtained SCF is
investigated.
x(t) y(t)h(t)
X(f) H(f) Y(f)
Figure B.1: LTI system, with input x(t) and output y(t) measured in the time-domain.
The capital letters indicate frequency domain representation.
The output signal y(t) is the result of the convolution between the input signal x(t)
and the inpulse response of the channel h(t):
y(t) = h(t)∗ x(t) ∆=
Z
h(τ)x(t− τ)dτ=
Z
x(τ)h(t− τ)dτ (B.1)
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The cyclic autocorrelation, is defined as the time average of the autocorrelation lag
product weighted by a frequency α:
Rˆαy (τ) = y
(
t+
τ
2
)
y∗
(
t− τ
2
)
e− j2piαt (B.2)
For linearly modulated signals, the cyclic frequency α is defined over a set Ay =
{ mTb | m ∈ Z}, where Tb is the symbol period. Over this set, the cyclic autocorrelation
constitutes the Fourier coefficients of the autocorrelation:
Rˆαy (t,τ)
∆= ∑
α∈Ay
Rˆαy (τ) · e j2piαt
B.2= ∑
α∈Ay
y
(
t+
τ
2
)
y∗
(
t− τ
2
)
e− j2piαt · e j2piαt
B.1= ∑
α∈Ay
[Z
h(λ1)x
(
t+
τ
2
−λ1
)
dλ1
]
·
[Z
h(λ1)x
(
t− τ
2
−λ2
)
dλ2
]∗
e− j2piαt · e j2piαt
B.1= ∑
α∈Ay
[Z
h(λ1)x
(
t+
τ
2
−λ1
)
dλ1
]
·
[Z
h∗(λ1)x∗
(
t− τ
2
−λ2
)
dλ2
]
e− j2piαt · e j2piαt
LT I= ∑
α∈Ay
Z Z
h(λ1)h∗(λ2)x
(
t+
τ
2
−λ1
)
· x∗
(
t− τ
2
−λ2
)
e− j2piαt · e j2piαtdλ1dλ2
= ∑
α∈Ay
Z Z
h(λ1)h∗(λ2)
(
Rˆαx (τ−λ1+λ2)e− j2piα
λ1+λ2
2
)
· e j2piαt dλ1dλ2
=
Z Z
h(λ1)h∗(λ2)e− j2piα
λ1+λ2
2
(
∑
α∈Ay
Rˆαx (τ−λ1+λ2) · e j2piαt
)
dλ1dλ2
=
Z Z [
h(λ1)e− j2piα
λ1
2
]
·
[
h∗(λ2)e− j2piα
λ2
2
]
· Rˆαx (t,τ−λ1+λ2) dλ1dλ2
=
Z Z [
h(λ1)e− j2piα
λ1
2
]
·
[
h(λ2)e j2piα
λ2
2
]∗
· Rˆαx (t,τ−λ1+λ2) dλ1dλ2.
Here, x indicates the mean of x, and x∗ the complex conjugate. The previous result
can be simplified by defining the following functions:
g1(t) = h(t)e− j2pi
α
2 t
g2(t) = h(t)e j2pi
α
2 t
which have the corresponding Fourier transforms:
G1( f ) = F {g1(t)}= H
(
f +
α
2
)
(B.3)
G2( f ) = F {g2(t)}= H
(
f − α
2
)
. (B.4)
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Which leads to:
Rˆαy (t,τ) =
Z Z
g1(λ1) ·g∗2(λ2) · Rˆαx (t,τ−λ1+λ2)dλ1dλ2
=
Z
g∗2(λ2) ·
[Z
g1(λ1) · Rˆαx (t,τ−λ1+λ2)dλ1
]
dλ2
=
Z
g∗2(λ2) ·
[
g1 ∗ Rˆαx
]
(t,τ+λ2)dλ2
= g2(τ)?
[
g1 ∗ Rˆαx
]
(t,τ)
= g∗2(−τ)∗g1(τ)∗ Rˆαx (t,τ). (B.5)
The ? denotes the correlation operation, which relates to the convolution operation
as follows:
x(t)? y(t) ∆=
Z
x∗(τ)x(t+ τ)dτ= x∗(−t)∗ y(t). (B.6)
Correlation in the time domain corresponds to multiplication in the frequency
domain, and Eq. B.5 becomes:
F
{
Rˆαy (t,τ)
}
= F {g∗2(−τ)} ·F {g1(τ)} ·F
{
Rˆαx (t,τ)
}
(B.7)
According to the Wiener-Khinchine relation, the periodogram of a signal is obtained
as the Fourier Transform of its autocorrelation function, and similarly the cyclic peri-
odogram is obtained from the Fourier Transform of its cyclic correlogram, as given by
Eq: B.8 below. The index ∆t represents the measurement time interval of the signal.
Sˆαx∆t (t, f ) = F
{
Rˆαx∆t (t,τ)
}
=
Z ∞
−∞
Rˆαx∆t (t,τ)e
− j2pi f τdτ. (B.8)
The Fourier Transform of the time reversed and conjugated g∗2(−τ) is G∗2( f ):
F {g∗2(−τ)}=
Z ∞
−∞
g∗2(−τ)e− j2pi f τdτ
−τ=u= −
Z −∞
∞
g∗2(u)e
j2pi f udu
=
Z ∞
−∞
g∗2(u)e
j2pi f udu
=
[Z ∞
−∞
g2(u)e− j2pi f udu
]∗
= G∗2 ( f ) . (B.9)
Thus, eq. B.7 becomes:
Sˆαy∆t (t, f ) = G
∗
2( f ) ·G1( f ) · Sˆαx∆t (t, f ) (B.10)
Finally, using B.3 and B.4, the cyclic periodogram of the output of an LTI system,
which has a transfer function H( f ), is:
Sˆαy∆t (t, f ) = H
∗( f − α
2
) ·H( f + α
2
) · Sˆαx∆t (t, f ) (B.11)
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This solution applies in general to any LTI system, however in Eq. B.11 can be
further simplified if we consider the system to be a CD element only. The frequency
response of the dispersive fibre is:
H( f ) = e− j
piλ2DL
c f
2
= e jψ f
2
, (B.12)
where ψ=−piλ2DLc , with D dispersion coefficient, λ the reference wavelength, L fibre
length and c the speed of light in vacuum. The periodogram for this particular case
becomes:
Sˆαy∆t (t, f ) = e
j2ψα f · Sˆαx∆t (t, f ) (B.13)
The SCF is more accurately estimated by frequency-smoothing or time-smoothing
the cyclic periodogram. For illustration here, assume frequency-smoothing, although
the same result can be obtained in the limit with time-smoothing. Let ∆ f be the
frequency-smoothing window. The SCF of a signal affected by CD is thus:
Sˆαy ( f ) = lim∆ f→0
lim
∆t→∞
1
∆ f
Z f+∆ f2
f−∆ f2
Sˆαy∆t (t,ν)dν
= lim
∆ f→0
lim
∆t→∞
1
∆ f
Z f+∆ f2
f−∆ f2
e j2ψαν Sˆαx∆t (t,ν)dν (B.14)
When α = 0 Eq. B.14 reduces to the classic PSD, which does not change with
dispersion:
Sˆα=0y ( f ) = lim∆ f→0
lim
∆t→∞
1
∆ f
Z f+∆ f2
f−∆ f2
Sˆα=0x∆t (t,ν)dν= Sˆ
α=0
x ( f ) (B.15)
When α 6= 0 however, the exponential term together with the frequency-averaging
operation in Eq. B.14 induces correlation fading of the SCF.
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Cyclic autocorrelation function of signals
affected by chromatic dispersion
The Cyclic Autocorrelation Function of a signal affected by dispersion shows a depen-
dency on the amount of dispersion it has accumulated on its path, as a a delay along the
time-lag parameter. In this appendix, it is demonstrated that this delay is proportional to
the cumulative dispersion and the cyclic frequency.
Let y(t) be the received signal, after propagating the transmitted signal x(t) through
L km of fibre. As CD is a linear time-invariant transformation, the Fourier transform
of the a signal at the output of the fibre channel is equal to the product of the channel
transfer function and the Fourier transform of the input signal:
Y ( f ) = H( f ) ·X( f ). (C.1)
Assuming chromatic dispersion as the only impairment of the fibre, then the transfer
function of the fibre channel is:
H( f ) = HCD( f ) = e jψ f
2
= e− j
piλ2DL
c f
2
,
where D is the fibre dispersion coefficient, λ the reference wavelength, L is the fibre
length and c the speed of light in vacuum.
Let Sˆαx∆t (t, f ) be the cyclic periodogram of the input signal, measured over ∆t at α
cyclic frequency. Under the impact of dispersion the cyclic periodogram of the signal
y(t), at the input of the coherent receiver:
Sˆαy∆t (t, f ) = Y
(
f +
α
2
)
·Y
(
f − α
2
)
(C.2)
= HCD
(
f +
α
2
)
·H∗CD
(
f − α
2
)
·X
(
f +
α
2
)
·X∗
(
f − α
2
)
(C.3)
= e j2ψα f · Sˆαx∆t (t, f ) (C.4)
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The CAF of the dispersed signal is calculated as the IFFT of its cyclic periodogram:
Rˆαy (τ) =
Z ∞
−∞
Sˆαy∆t (t, f ) e
j2pi f τd f (C.5)
=
Z ∞
−∞
e j2ψα f · Sˆαx∆t (t, f ) e j2pi f τd f (C.6)
=
Z ∞
−∞
Sˆαx∆t (t, f ) e
j2pi f (τ+ψα/pi)d f (C.7)
= Rˆαx (τ+
ψα
pi
). (C.8)
Therefore, the CAF of the output of the fibre is equal to the CAF of the input to the
fibre, with a time-lag delay of:
∆τ=
ψα
pi
=−λ
2DLα
c
. (C.9)
where the product between the fibre dispersion parameter D and fibre length L is
the cumulative dispersion.
The CAF of a linearly modulated signal contains harmonics at the fundamental
frequency equal to the symbol-rate, therefore this time-shift will be found only when α
is an integer multiple of the symbol-rate, as the function is ideally zero otherwise. In
the special case when α= 0, the CAF is not influenced by CD, as ∆τ= 0 as well.
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Definitions
Autocorrelation Function that measures the correlation of a signal with
itself, or the similarity between the different samples
of a measured signal, at a given time-lag from each
other.
Cyclic autocorrelation Function that measures the presence of a period or a
tone in the autocorrelation function of a signal. This
function is dependent on two parameters: the time-lag
and cyclic frequency, which is the tone at which the
periodicity is measured.
Cyclostationary (in the
wide-sense)
The property of a random process whereby its first
and second order statistics are periodic in time, and
stationary within the period interval.
Ergodicity The property of stationary signals whereby the expec-
tation value of a random process is equal to the time
average in the limit of the time-series representation
of the process.
Spectral correlation Function that measures the correlation between two
frequency components of a signal separated by a fixed
frequency difference. The function is defined by two
parameters: the ordinary frequency centred around
the two frequency components to be correlated and
the cyclic frequency, which is the difference between
them.
Stationary (in the wide-
sense)
The property of a process whereby its first and second
order statistics are time-invariant.
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