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Abstract Automation of machine learning model development is increasingly be-
coming an established research area. While automated model selection and auto-
mated data pre-processing have been studied in depth, there is, however, a gap
concerning automated model adaptation strategies when multiple strategies are
available. Manually developing an adaptation strategy, including estimation of
relevant parameters can be time consuming and costly. In this paper we address
this issue by proposing generic adaptation strategies based on approaches from
earlier works. Experimental results after using the proposed strategies with three
adaptive algorithms on 36 datasets confirm their viability. These strategies often
achieve better or comparable performance with custom adaptation strategies and
naive methods such as repeatedly using only one adaptive mechanism.
Keywords Adaptive machine learning · Streaming data · Non-stationary data ·
Concept drift · Automated machine learning
1 Introduction
Automated model selection has long been studied (Wasserman, 2000) with some
notable recent advances (Hutter et al., 2011; Lloyd et al., 2014; Kotthoff et al.,
2017). In addition, automatic data pre-processing has also been a topic of recent
interest (Feurer et al., 2015; Martin Salvador et al., 2019). There is however a
gap concerning automated development of models’ adaptation strategy, which is
addressed in this paper. Here we define adaptation as changes in model training
set, parameters and structure all designed to track changes in the underlying data
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2 Rashid Bakirov et al.
generating process over time. This contrasts with model selection which focuses
on parameter estimation and the appropriate family to sample the model from.
There is a dearth of research on adaptation strategies (Section 2) and the focus
of this paper is on what strategy to apply at a given time given the history of
adaptations.
With the current advances in data storage, database and data transmission
technologies, mining streaming data has become a critical part of many processes.
Many models which are used to make predictions on streaming data are static, in
the sense that they do not learn on current data and hence remain unchanged.
However, there exists a class of models, online learning models, which are capa-
ble of adding observations from the stream to their training sets. In spite of the
fact that these models utilise the data as it arrives, there can still arise situations
where the underlying assumptions of the model no longer hold. We call such set-
tings dynamic environments, where changes in data distribution (Zliobaite, 2011),
change in features’ relevance (Fern and Givan, 2000), non-symmetrical noise levels
(Schmidt and Lipson, 2007) are common. These phenomena are sometimes called
concept drift. It has been shown that many changes in the environment which are
no longer being reflected in the model contribute to the deterioration of model’s
accuracy over time (Schlimmer and Granger, 1986; Street and Kim, 2001; Klinken-
berg, 2004; Kolter and Maloof, 2007). This requires constant manual retraining
and readjustment of the models which is often expensive, time consuming and
in some cases impossible - for example when the historical data is not available
any more. Various approaches have been proposed to tackle this issue by making
the model adapt itself to the possible changes in environment while avoiding its
complete retraining.
In this paper we aim to bridge the identified gap between automation and
adaptation of machine learning algorithms. Typically there are several possible
ways or adaptive mechanisms (AMs) to adapt a given model. In this scenario, the
adaptation is achieved by deploying one of multiple AMs, which changes the state
of the existing model. Note that as explained in Section 3.1, this formulation also
includes algorithms with a single adaptive mechanism, if there is a possibility of
not deploying it. This would apply to the most, if not all, adaptive machine learning
methods. A sequential adaptation framework proposed in earlier works (Bakirov
et al., 2017) separates adaptation from prediction, thus enabling flexible deploy-
ment orders of AMs. We call these orders adaptation strategies. Generic adaptation
strategies, developed according to this framework can be applied to any set of
adaptive mechanisms for various machine learning algorithm. This removes the
need to design custom adaptive strategies which results in automation of adapta-
tion process. In this work we empirically show the viability of the generic adaptive
strategies based upon techniques shown in (Bakirov et al., 2015, 2016), specifically
a cross-validatory adaptation strategy with the optional use of retrospective model
correction.
We focus on the batch prediction scenario, where data arrives in large segments
called batches. This is a common industrial scenario, especially in the chemical,
microelectronics and pharmaceutical areas (Cinar et al., 2003). For the experi-
ments we use Simple Adaptive Batch Learning Ensemble (SABLE) (Bakirov et al.,
2015), a regression algorithm which uses an ensemble of locally weighted experts
to make predictions, and batch versions of two popular online learning algorithms
- the Dynamic Weighted Majority (DWM) (Kolter and Maloof, 2007) and the
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Paired Learner (PL) (Bach and Maloof, 2010). The use of these three algorithms
allows to explore different types of online learning methods; local experts ensemble
for regression in SABLE, global experts ensemble for classification in DWM and
switching between the two methods in PL.
After a large-scale experimentation with five regression and 31 classification
data sets, the main finding of this work is that in our settings, the proposed
generic adaptive strategies usually show better or comparable accuracy rates with
the repeated deployment of a single AM (up to 25% improvement) and the cus-
tom adaptive strategies (up to 15% improvement). Thus, they are feasible to use
for adaptation purposes, while saving time and effort spent on designing custom
strategies.
The novel aspects of this work in comparison to our previously published re-
search in (Bakirov et al., 2016, 2017) include the following:
– The introduction of a novel concept of generic adaptive strategies for automa-
tion of continuously learning predictive models,
– An extended description and formalisation of the sequential adaptation frame-
work,
– Significantly extended experimentation (from 3 datasets in previous works to
36 in current one),
– Consideration of classification problem in addition to regression,
– Modification of DWM and PL for batch prediction scenario.
The paper is structured as follows; related work is presented in Section 2,
Section 3 presents mathematical formulation of the framework of a system with
multiple adaptive elements in batch streaming scenario. Section 4 introduces al-
gorithms which were used for the experimentation including the description of
the adaptive mechanisms which form the adaptive part of algorithms and their
custom adaptation strategies. Experimental methodology, the datasets on which
experiments were performed and results are given in 5. We conclude by giving our
final remarks in Section 6.
2 Related Work
Adapting machine learning models is an essential strategy for automatically deal-
ing with changes in an underlying data distribution to avoid training a new model
manually. Modern machine learning methods typically contain a complex set of
elements allowing many possible adaptation mechanisms. This can increase the
flexibility of such methods and broaden their applicability to various settings.
However, the existence of multiple AMs also increases the decision space with
regards to the adaptation choices and parameters, ultimately increasing the com-
plexity of adaptation strategy. A possible hierarchy1 of AMs is presented in Figure
1 (Bakirov, 2017).
In a streaming data setting, to increase the accuracy, it can be beneficial to
include recent data in the training set of the predictive models, however retraining
a model from scratch is often inefficient, particularly dealing with high throughput
scenarios or even impossible when the historical data is no longer available. For
1 Here, the hierarchy is meant in a sense that the application of an adaptive mechanism of
the higher level, requires the application of the adaptive mechanism of lower level.
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Fig. 1: General adaptations scheme.
these cases, the solution is updating the model using only the available recent data.
This can be done implicitly by some algorithms, e.g. Naive Bayes. For methods
which do not support implicit update of models, there are often online versions
developed to tackle this, e.g. online Least Squares Estimation (Jang et al., 1997),
online boosting and bagging (Oza and Russell, 2001) etc. Additionally, for non-
stationary data, it becomes important to not only select a training set of sufficient
size but also one which is relevant to the current data. This is often achieved by
a moving window (Widmer and Kubat, 1996; Klinkenberg, 2004; Zliobaite and
Kuncheva, 2010) or decay approaches(Joe Qin, 1998; Klinkenberg and Joachims,
2000). The moving window approaches limit the training data for predictive model
to the instances seen most recently. The window size is the only parameter, and
is critical in controlling how fast the adaptation is performed - smaller window
sizes facilitate faster adaptation but make models less stable and more suscep-
tible to noise. Window size is usually fixed, but dynamic approaches have been
proposed in (Widmer and Kubat, 1996; Klinkenberg, 2004). As opposed to binary
(0/1) weighting of data resulting from moving window approaches, a continuous
decreasing weight could be applied. A simple approach is to use a single decay
factor λ < 1, the repeated use of which leads to the exponential reduction of
data’s weight. Decay can be based not only on time of instances’ arrival (Joe Qin,
1998; Klinkenberg and Joachims, 2000), but also on similarity to the current data
(Tsymbal et al., 2008), combination thereof (Zliobaite, 2011), density of the input
data region (Salganicoff, 1993b) or consistency with new concepts (Salganicoff,
1993a).
The structure of a predictive model is a graph with the set of its compo-
nents and the connections therein. Some common examples are hierarchical models
(e.g. decision trees) or more complex graphs (e.g. Bayesian or neural networks).
Here, the structure is not necessarily limited to the topological context – num-
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ber of rules in rule based systems or number of experts in an ensemble could
be considered part of the model’s structure. Updates in the models’ structure
are also used for the adaptation purposes, for example in decision and model trees
(Domingos and Hulten, 2000; Hulten et al., 2001; Potts and Sammut, 2005; Basak,
2006; Ikonomovska et al., 2010), neural networks (Carpenter et al., 1991; Vakil-
Baghmisheh and Pavesˇic´, 2003; Ba and Frey, 2013), Bayesian networks (Friedman
and Goldszmidt, 1997; Lam, 1998; Alcobe´, 2004; Castillo and Gama, 2006) and
ensemble methods (Stanley, 2002; Kolter and Maloof, 2007; Hazan and Seshadhri,
2009; Gomes Soares and Arau´jo, 2015; Bakirov et al., 2017).
Finally, many models have parameters which decide their predictions and so
changing them adapts the model. This can be seen in adaptive version of Least
Squares Estimation (Jang et al., 1997), neural networks back-propagation (Werbos,
1974) as well as more recent methods like experience replay (Lin, 1992) and the Long
Short-term Memory (Hochreiter and Schmidhuber, 1997). For ensemble methods,
expert weights are one of the important parameters of the ensemble methods,
which are often recalculated or updated throughout a models’ runtime (Littlestone
and Warmuth, 1994; Kolter and Maloof, 2007; Elwell and Polikar, 2011; Kadlec
and Gabrys, 2011; Bakirov et al., 2017). Another group of techniques, which may
be assigned to this family are methods using meta-learning for model adaptation
(Nguyen et al., 2012; Rossi et al., 2014; van Rijn et al., 2015) (see also (Lemke
et al., 2015) for a recent survey on this topic). These methods generally include
training a meta-model using meta-features. The meta-model is then used to select
one or more predictors which are used to calculate the final prediction. The change
of the meta-model can be then seen as the change in the parameters of predictive
model.
In this work we consider the possibility of using multiple different adaptive
mechanisms, most often at different levels of the presented hierarchy. Many modern
machine learning algorithms for streaming data explicitly include this possibility.
A prominent example are the adaptive ensemble methods (Wang et al., 2003;
Kolter and Maloof, 2007; Scholz and Klinkenberg, 2007; Bifet et al., 2009; Kadlec
and Gabrys, 2010; Elwell and Polikar, 2011; Alippi et al., 2012; Souza et al.,
2014; Gomes Soares and Arau´jo, 2015; Bakirov et al., 2017). Many of these often
feature AMs from all three levels of hierarchy - online update of experts, changing
experts’ combination weights and modification of experts’ set. Machine learning
methods with multiple AMs are not limited to ensembles, being based on Bayesian
networks (Castillo and Gama, 2006), decision trees (Hulten et al., 2001), model
trees (Ikonomovska et al., 2010), champion-challenger schemes (Nath, 2007; Bach
and Maloof, 2010) etc.
Many of the adaptive mechanisms described above, such as moving windows
and predictors’ combination, can be applied to most of non-adaptive machine
learning models in order to enhance them with adaptation capabilities. Thus, the
modeller is able to deploy multiple AMs on the multitude of algorithms. However,
existence of multiple AMs raises questions w.r.t. how should they be deployed.
This includes defining the order of deployment and adaptation parameters (e.g.
decay factors, expert weight decrease factors, etc.). It should be noted that all
of the aforementioned algorithms deploy AMs in a custom manner, meaning that
their adaptive strategies is specific to each of them. This can make designing
adaptive machine learning methods a complex enterprise and is an obstacle to the
automation of machine learning model’s design. Kadlec and Gabrys (2009) present
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a plug and play architecture for pre-processing, adaptation and prediction which
foresees the possibility of using different adaptation methods in a modular fashion,
but does not address the method of AM selection. Bakirov et al. (2015, 2016) have
presented several such methods for AM selection for their adaptive algorithm,
which are discussed in detail in the Section 3.2. These methods can be seen as
generic adaptive strategies, which, as opposed to custom adaptive strategies, use
a single adaptive strategy applicable to all adaptive machine learning methods
with multiple AMs. This allows easier automated adaptation - when the designer
does not need to construct a specific custom adaptation algorithm for a machine
learning method.
3 Formulation
As adaptation mechansisms can effect several elements of a model and can depend
on performance several time steps back, it is necessary to make concrete the mean-
ing via a framework to avoid confusion. We assume that the data is generated by
an unknown time varying data generating process which can be formulated as:
yτ = ψ(xτ , τ) + τ , (1)
where ψ is the unknown function, τ a noise term, xτ ∈ RM is an input data
instance, and yτ is the observed output at time τ . Then we consider the predictive
method at a time τ as a function:
yˆτ = fτ (xτ , Θf ), (2)
where yˆτ is the prediction, fτ is an approximation (i.e. the model) of ψ(x, τ), and
Θf is the associated parameter set. Our estimate, fτ , evolves via adaptation as
each batch of data arrives as is now explained.
3.1 Adaptation
In the batch streaming scenario considered in this paper, data arrives in batches
with τ ∈ {τk · · · τk+1 − 1}, where τk is the start time of the k-th batch. If nk is the
size of the k-th batch, τk+1 = τk + nk. It then becomes more convenient to index
the model by the batch number k, denoting the inputs as Xk = xτk , · · · ,xτk+1−1,
the outputs as yk = yτk , · · · , yτk+1−1. We examine the case where the prediction
function fk is static within a k-th batch.
2
We denote the a priori predictive function at batch k as f−k , and the a posteriori
predictive function, i.e. the adapted function given the observed output, as f+k .
An adaptive mechanism, g(· ), may thus formally be defined as an operator which
generates an updated prediction function based on the batch Vk = {Xk,yk} and
other optional inputs. This can be written as:
gk(Xk,yk, Θg, f
−
k , yˆk) : f
−
k → f+k . (3)
2 A batch typically represents a real-world segmentation of the data which is meaningful,
for example a plant run and so our adaptation attempts to track run to run changes in the
process. We also found in our experiments that adapting within a batch can be detrimental as
it leads to drift in the models.
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or alternatively as f+k = f
−
k ◦ gk for conciseness. Note f−k and yˆk are optional
arguments and Θg is the set of parameters of g. The function is propagated into
the next batch as f−k+1 = f
+
k and predictions themselves are always made using
the a priori function f−k .
We examine a situation when a choice of multiple, different AMs,
{∅, g1, ..., gH} = G, is available. Any AM ghk ⊂ G can be deployed on each batch,
where hk denotes the AM deployed at batch k. As the history of all adaptations
up to the current batch, k, have in essence created f−k , we call that sequence
gh1 , ..., ghk an adaptation sequence. Note that we also include the option of applying
no adaptation denoted by ∅, thus any adaptive algorithm fits our framework, as
long as there is an option of not adapting. In this formulation, only one element of
G is applied for each batch of data. Deploying multiple adaptation mechanisms on
the same batch are accounted for with their own symbol in G. Figure 2a illustrates
our initial formulation of adaptation.
(a) (b)
Fig. 2: (a) Adaptation scheme. (b) Adaptation scheme with retrospective correc-
tion. Here 1 ≤ l ≤ k and f ′−k represents the result of retrospective correction.
Depending on the algorithm, inputs can be optional.
3.2 Generic adaptation strategies
In this section we present different strategies we examined to understand better
the issues surrounding flexible deployment of AMs and assist in the choice of
adaptation sequence.
At every batch k, an AM ghk must be chosen to deploy on the current batch of
data. To obtain a benchmark performance, an adaptation strategy which minimizes
the error over the incoming data batch Xk+1,yk+1:
f−k+1 = f
−
k ◦ ghk , hk = argmin
hk∈1···H
〈(f−k ◦ ghk)(Xk+1),yk+1〉 (4)
where 〈 〉 denotes the chosen error measure, can be used. Since Xk+1,yk+1 are
not yet obtained, this strategy is not applicable in the real life situations. Also
note that this may not be the overall optimal strategy which minimizes the error
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(a) Simple
(b) Joint
(c) XVSelect
(d) Retrospective correction
Fig. 3: Generic adaptation strategies.
over the whole dataset. While discussing the results in the Section 5 we refer to
this strategy as Oracle.
Given the inability to conduct the Oracle strategy, below we list the alterna-
tives. The simplest adaptation strategy is applying the same AM to every batch
(these are denoted Sequence1, Sequence2 etc. in Section 5). The scheme of this
strategy is given in Figure 3a. Note that this scheme fits the “Adaptation” box
in Figure 2a. A more common practice (see Section 2) is applying multiple or all
available adaptive mechanisms, denoted as Joint in Section 5. The scheme of this
strategy is given in Figure 3b which again fits the “Adaptation” box in Figure 2a.
As introduced in (Bakirov et al., 2015), it is also possible to use Vk for the
choice of ghk . Given observations, the a posteriori prediction error Vk is 〈(f−k ◦
ghk)(Xk),yk〉 . However, this is effectively an in-sample error as ghk is a function of
{Xk,yk}.3 To obtain a generalised estimate of the prediction error we apply q-fold4
cross validation. The cross-validatory adaptation strategy (denoted as XVSelect)
uses a subset (fold), S, of {Xk,yk} to adapt; i.e. f+k = f−k ◦ ghk({Xk,yk}∈S) and
the remainder, S , is used to evaluate, i.e. find 〈f+k (Xk)∈S ,yk∈S
〉. This is repeated
q times resulting in 10 different error values and the AM, ghk ∈ G, with the lowest
3 As a solid example consider the case where f+k is f
−
k retrained using {Xk,yk}. In this
case yk are part of the training set and so we risk overfitting the model if we also evaluate the
goodness of fit on yk.
4 In subsequent experiments, q = 10
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average error measure is chosen. In summary:
f−k+1 = f
−
k ◦ ghk , hk = argmin
hk∈1···H
〈(f−k ◦ ghk)(Xk),yk〉× (5)
where 〈 〉× denotes the cross validated error. The scheme of XVSelect for is given
in Figure 3c.
The next strategy can be used in combination with any of the above strate-
gies as it focuses on the history of the adaptation sequence and retrospectively
adapts two steps back. This is called the retrospective model correction (Bakirov
et al., 2016). Specifically, we estimate which adaptation at batch k− 1 would have
produced the best estimate in block k:
f−k+1 = f
−
k−1 ◦ ghk−1 ◦ ghk , hk−1 = argmin
hk−1∈1···H
〈(f−k−1 ◦ ghk−1)(Xk),yk〉 (6)
Using the cross-validated error measure in Equation 6 is not necessary, because
ghk−1 is independent of yk. Also note the presence of ghk ; retrospective correction
does not in itself produce a fk+1 and so cannot be used for prediction unless it is
combined with another strategy (ghk). This strategy can be extended to consider
the sequence of r AMs while choosing the optimal state for the current batch,
which we call r-step retrospective correction:
f−k+1 = f
−
k−r ◦ ghk−r ◦ · · · ◦ ghk−1 ◦ ghk , {hk−r · · ·hk−1} =
= argmin
hk−r···hk−1∈1···H
〈(f−k−r ◦ ghk−r ◦ · · · ◦ ghk−1)(Xk),yk〉 (7)
The scheme for XVSelectRC is given in Figure 3d.
Since the retrospective correction can be deployed alongside any adaptation
scheme, we modify the general adaptation scheme (Figure 2a) accordingly, result-
ing in Figure 2b, where Figure 3d fits in the box “Correction”. Notice that when
using this approach, the prediction function fk(x), which is used to generate pre-
dictions, can be different from the propagation function f
′
k(x) which is used as input
for adaptation.
We next examine the prediction algorithms with respective adaptive mecha-
nisms (the set G) used in this research.
4 Algorithms
For our experiments we have chosen SABLE (Bakirov et al., 2015) to address
regression problem and have developed batch versions of the Dynamic Weighted
Majority (DWM) (Kolter and Maloof, 2007) as well as the Paired Learner (PL)
(Bach and Maloof, 2010) to address classification problem. These three algorithms
allow to explore different types of online learning methods and different adaptive
mechanisms. The use of latter two algorithms also demonstrate that the adaptive
strategies described in this paper are in fact generic and can be applied to various
adaptive algorithms with multiple AMs. Below the details of each algorithm are
presented5.
5 SABLE was previously described in (Bakirov et al., 2015), Sections 4, 5, 6. To make this
work self contained, we repeat the description of the algorithm again in this Section.
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Fig. 4: Block diagram of SABLE model.
4.1 Simple Adaptive Batch Local Ensemble
SABLE is an extension of the ILLSA algorithm described in (Kadlec and Gabrys,
2011). ILLSA uses an ensemble of models, called base learners, with each base
learner implemented using a linear model formed through Recursive Partial Least
Squares (RPLS) (Joe Qin, 1998). To get the final prediction, the predictions of
base learners are combined using input/output space dependent weights (i.e. local
learning). SABLE differs from ILLSA in that it is designed for batches of data
whereas ILLSA works and adapts on the basis of individual data points. Fur-
thermore, SABLE supports the creation and merger of base learners. RPLS was
chosen as base learner because it is widely used for predictions in chemical pro-
cesses where high dimensional datasets tend to have low-dimensional embeddings.
Furthermore RPLS can be updated without requiring the historical data and the
merging of two models can be easily realised. Figure 4 shows the diagram of the
SABLE model.
The relative (to each other) performance of experts varies in different parts of
the input/output space. In order to quantify this a descriptor is used. Descriptors
of experts are distributions of their weights with the aim to describe the area
of expertise of the particular local expert. They describe the mappings from a
particular input, xm, and output, y, to a weight, denoted Di,m(x
m, y), where m
is the mth input feature6 and i is the i-th expert. The descriptor is constructed
using a two-dimensional Parzen window method (Parzen, 1962) as:
Di,m =
1
||Vtri ||
||Vtri ||∑
j=1
w(xj)Φ(µ
m
j ,Σ) (8)
where Vtri is the training data used for ith expert, ||Vtri || is the number of instances
it includes, w(xj) is the weight of sample point’s contribution which is defined
6 For the base methods which transform the input space, such as PLS, the transformed input
arguments are used instead of original ones.
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below, xj is the jth sample of Vtri , Φ(µmj ,Σ) is two-dimensional Gaussian kernel
function with mean value µ = (xmj , yj) and variance matrix Σ ∈ <2×2 with the
kernel width, σ, at the diagonal positions. σ, is unknown and must be estimated
as a hyperparameter of the overall algorithm7.
The weights w(xj) for the construction of the descriptors (see Eq. 8) are pro-
portional to the prediction error of the respective local expert:
w(xj) = exp(−(yˆj − yj)2) (9)
Finally, considering that there are M input variables and I models, the de-
scriptors may be represented by a matrix, D ∈ <M×I called the descriptor matrix.
During the run-time phase, SABLE must make a prediction of the target vari-
able given a batch of new data samples. This is done using a set of trained local
experts F and descriptors V. Each expert makes a prediction yˆi for a data instance
x. The final prediction yˆ is the weighted sum of the local experts’ predictions:
yˆ =
I∑
i=1
vi(x, yˆi)yˆi (10)
where vi(x, yˆi) is the weight of the i-th local expert’s prediction. The weights are
calculated using the descriptors, which estimate the performance of the experts
in the different regions of the input space. This can be expressed as the poste-
rior probability of the i-th expert given the test sample x and the local expert
prediction yˆi:
vi(x, yˆi) = p(i|x, yˆi) = p(x, yˆi|i)p(i)
ΣIj=1p(x, yˆj |j)p(j)
, (11)
where p(i) is the a priori probability of the i-th expert8, ΣIj=1p(x, yˆj)p(j) is a
normalisation factor and p(x, yˆi|i) is the likelihood of x given the expert, which
can be calculated by reading the descriptors at the positions defined by the sample
x and prediction yˆi:
p(x, yˆi|i) =
M∏
m=1
p(xm, yˆi|i) =
M∏
m=1
Di,m(x
m, yˆi). (12)
Eq. 12 shows that the descriptors Dm are sampled at the position which are
given on one hand by the scalar value xm of the m-th feature of the sample point x
and on the other hand by the predicted output yˆi of the local expert corresponding
to the ith receptive field. Sampling the descriptors at the positions of the predicted
outputs may result in different outcome than sampling at the positions of correct
target values, because the predictions are not necessarily similar to the correct
values. However the correct target values are not available at the time of the
prediction. The rationale for this approach is that the local expert is likely to be
more accurate if it generates a prediction which conforms with an area occupied
by a large number of true values during the training phase. To reduce the number
7 In this research the inputs are first divided by their standard deviation so allowing us to
assume an isotropic kernel for simplicity and also to reduce the number of parameters to be
estimated.
8 Equal for all local experts in our implementation, different values could be used for experts’
prioritization.
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of redundant experts, after the processing of batch k, some of those that deliver
similar predictions on Vk are removed with their descriptors merged. This process
is implemented as follows. The prediction vectors of each expert si ∈ S on batch
Vk, {yˆ1, · · · , yˆI} are obtained. The similarities between prediction vectors are
pairwise tested using Student’s t-test (Student, 1908)9. Then p-values of t-test
results between each expert pair’s prediction values are
P =
p1,1 p1,2 · · · p1,I
p2,1 p2,2 · · · p2,I
...
...
. . .
...
pI,1 pI,2 · · · pI,I
.
The pruning is conducted if pi,j > α where pi,j = max(P ) (maximum value of P )
and α is the significance threshold chosen as 0.05. During the pruning, the older of
the two experts, si and sj , is removed, while their descriptors are added together
to create a merged descriptor. This process is repeated until pi,j <= α for pi,j =
max(P ).
The SABLE algorithm allows the use of five different adaptive mechanisms
(including the possibility of no adaptation). AMs are deployed as soon as the
true values for the batch are available and before predicting on the next batch.
The SABLE AMs are described below. It should be noted, that as SABLE was
conceived as an experimentation vehicle for AM sequences effects exploration, it
doesn’t provide a default custom adaptation strategy.
SAM0 (No adaptation). No changes are applied to the predictive model, cor-
responding to ∅. This AM will be denoted as SAM0.
SAM1 (Batch Learning). The simplest AM augments existing data with the
data from the new batch and retrains the model. Given predictions of each expert
fi ∈ F on V, {yˆ1, ..., yˆI} and measurements of the actual values, y, V is partitioned
into subsets in the following fashion:
z = argmin
i∈1···I
〈fi(xj), yj〉 → [xj , yj ] ∈ Vz (13)
for every instance [xj , yj ] ∈ V. This creates subsets Vi, i = 1...I such that ∪Ii=1Vi =
V. Then each expert is updated using the respective dataset Vi. This process
updates experts only with the instances where they achieve the most accurate
predictions, thus encouraging the specialisation of experts and ensuring that a
single data instance is not used in the training data of multiple experts. This AM
will be denoted as SAM1 in the description of the experiments below.
SAM2 (Batch Learning With Forgetting). This AM is similar to one above
but uses decay which reduces the weight of the experts historical training data,
making the most recent data more important. It is realised via RPLS update with
forgetting factor λ. λ is a hyperparameter of SABLE.
SAM3 (Descriptors update). This AM recalculates the local descriptors using
the new batch creating a new descriptor set D1. These are merged with a previous
descriptors set, D0 in the following fashion:
Di,m = δ0D0i,m + δ1D1i,m (14)
9 Non-parametric tests, for example Mann-Whitney U test (Mann and Whitney, 1947), may
be considered if data is not assumed to be normally distributed.
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for all experts i ∈ 1 · · · I and features m ∈ 1 · · ·M , where δ0 and δ1 are respective
update weights associated with old and new descriptors and δ0+δ1 = 1. This means
that when δ0 = 0, descriptors update is essentially their recalculation using the
most recent batch. The descriptor update weights are hyperparameters of SABLE.
This AM will be denoted as SAM3.
SAM4 (Creation of New Experts). New expert snew is created from Vk. Then
it is checked if any of the experts from Sk−1 ∪ snew, where Sk−1 is the experts
pool after processing of batch k − 1, can be pruned as described earlier. Finally
the descriptors of all resulting experts are updated.This AM will be denoted as
SAM4.
4.2 Batch Dynamic Weighted Majority
Batch Dynamic Weighted Majority (bDWM) is an extension of DWM designed
to operate on batches of data instead of on single instances as in the original
algorithm. bDWM is a global experts ensemble. Assume a set of I experts S =
{si, ..., sI} which produce predictions yˆ = {yˆ1, ..., yˆI} where yˆi = si(x) with input
x and a set of all possible labels C = {c1, ..., cJ}. Then for all i = 1 · · · I and
j = 1 · · · J the matrix A with following elements can be calculated:
ai,j =
{
1 if si(x) = cj
0 otherwise
(15)
Assuming weights vector w = {w1, ..., wI} for respective predictors in S, the sum
of the weights of predictors which voted for label cj is zj =
I∑
i=1
wiai,j . The final
prediction is10:
yˆ = argmax
cj
(zj). (16)
bDWM starts with a single expert and can be adapted using an arbitrary
sequence of 8 possible AMs (including no adaptation) given below.
DAM0 (No adaptation). No changes are applied to the predictive model, cor-
responding to ∅. This AM will be denoted as DAM0.
DAM1 (Batch Learning). After the arrival of the batch Vt at time t each
expert is updated with it. This AM will be denoted as DAM1.
DAM2 (Weights Update and Experts Pruning). Weights of experts are up-
dated using following rule:
wt+1i = w
t
i ∗ eu
t
i . (17)
where wti is the weight of the i-th expert at time t, and u
t
i is its accuracy on the
batch Vt. The weights of all experts in ensemble are then normalized and the
experts with a weight less than a defined threshold η are removed. It should be
noted that the choice of factor eu
t
i is inspired by Herbster and Warmuth (1998),
although due to different algorithm settings, the theory developed there is not
readily applicable to our scenario. Weights update is different to the original DWM,
which uses an arbitrary factor β < 1 to decrease the weights of misclassifying
experts. This AM will be denoted as DAM2.
10 This definition is adapted from (Kuncheva, 2004).
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DAM3 (Creation of a New Expert). New expert is created from the batch Vt
and is given a weight of 1. This AM will be denoted as DAM3.
The following joint AMs are combinations of the DAM1-3:
DAM4. DAM2 (Weights Update and Experts Pruning) followed by DAM1
(Batch Learning).
DAM5. DAM1 (Batch Learning) followed by DAM3 (Creation of a New Ex-
pert).
DAM6. DAM2 (Weights Update and Experts Pruning) followed by DAM3
(Creation of a New Expert).
DAM7. DAM2 (Weights Update and Experts Pruning) followed by DAM1
(Batch Learning) followed by DAM3 (Creation of a New Expert).
bDWM Custom Adaptive Strategy. Having described the separate adaptive
mechanisms, we now give the custom adaptive strategy for bDWM, adapted for
batch setting from the original DWM. It starts with a single expert with a weight
of one. At time t, after an arrival of new batch Vt, experts makes predictions and
overall prediction is calculated as shown earlier in this section. After the arrival
of true labels all experts learn on the batch Vt (invoking DAM1), update their
weights (DAM2) and ensemble’s accuracy ut is calculated. If ut accuracy is less
than the accuracy of the naive majority classifier (based on all the batches of data
seen up to this point) on the last batch, a new expert is created (DAM3). The
schematics of this strategy is shown in Figure 5. This scheme fits in “Adaptation”
boxes in Figures 2a and 2b.
4.3 Batch Paired Learner
Batch Dynamic Weighted Majority (bPL) is an extension of PL designed to operate
on batches of data instead of on single instances as in the original algorithm. bPL
maintains two learners - a stable learner which is updated with all of incoming data
and which is used to make predictions, and a reactive learner, which is trained only
on the most recent batch. For this method, two adaptive mechanisms are available,
which are described in sections below.
PAM1 (Updating Stable Learner). After the arrival of the batch Vt at time t,
stable learner is updated with it. This AM will be denoted as PAM1.
PAM2 (Switching to Reactive Leaner). Current stable learner is discarded and
replaced by reactive learner. This AM will be denoted as PAM2.
bPL Custom Adaptive Strategy. Having described the separate adaptive
mechanisms, we now give the custom adaptive strategy for bPL, adapted for batch
setting from the original bPL. This adaptive strategy revolves around comparing
the accuracy values of stable (uts) and reactive learners u
t
r on each batch of data.
Every time when uts < u
t
r a change counter is incremented. If the counter is higher
than a defined threshold θ, an existing stable learner is discarded and replaced by
the reactive learner, while the counter is set to 0. As before, a new reactive learner
is trained from each subsequent batch. The schematics of this strategy are shown
in Figure 6. This scheme fits in “Adaptation” boxes in Figures 2a and 2b.
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Fig. 5: bDWM custom adaptation strategy.
5 Experimental results
The goal of experiments given in this section was the empirical comparison of
generic adaptation strategies proposed in 3.2 with strategies involving repeated
deployment of one or all available AMs and custom adaptive strategies. This sec-
tion discusses the results in order of introduced algorithms. The experimentation
was performed using 10 real world datasets (5 for regression and 5 for classification)
and 26 synthetic datasets (for classification). Brief descriptions and characteristics
of each of them are provided in Tables 1 (real world regression datasets), 3 (real
world classification datasets) and 2 (synthetic classification datasets). Synthetic
data is visualised in Figure 7 11. As there is not any randomness involved in the
11 Code for bDWM and bPL, as well as all the datasets except Oxidizer and Drier can be
found on https://github.com/RashidBakirov/multiple-adaptive-mechanisms. SABLE and the
specified two datasets could not be shared because of confidentiality reasons.
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Fig. 6: bPL custom adaptation strategy.
evaluation of datasets, a single run was used to compute the MAE (for regression)
and accuracy (for classification) values.
5.1 SABLE
5.1.1 SABLE methodology
We use the adaptive strategies presented in Table 4 for our experimental com-
parison. The tests were run on 5 real world datasets from process industry. It
has been shown, e.g. in (Bakirov et al., 2017; Martin Salvador et al., 2019) that
these datasets present different levels of volatility and noise. Brief characteristics
of datasets are given in the Table 1, for more detailed descriptions reader is re-
ferred to the publications above. Three different batch sizes for each dataset are
examined in the simulations together using hyper parameters as tabulated in Ta-
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Table 1: Regression datasets. N stands for number of instances and M for number
of features.
# Name N M Description
1 Catalyst
activa-
tion
5867 12 Highly volatile simulation (real conditions based) of cata-
lyst activation in a multi-tube reactor. Task is the predic-
tion of catalyst activity while inputs are flows, concentra-
tions and temperatures (Strackeljan, 2006).
2 Thermal
oxidiser
2820 36 Prediction of NOx exhaust gas concentration during an in-
dustrial process, moderately volatile. Input features include
concentrations, flows, pressures and temperatures (Kadlec
and Gabrys, 2009).
3 Industrial
drier
1219 16 Prediction of residual humidity of the process product, rela-
tively stable. Input features include temperatures, pressures
and humidities (Kadlec and Gabrys, 2009).
4 Debutaniser
column
2394 7 Prediction of butane concentration at the output of the col-
umn. Input features are temperatures, pressures and flows
(Fortuna et al., 2005).
5 Sulfur
recov-
ery
10081 6 Prediction of SO2 in the output of sulfur recovery unit.
Input features are gas and air flow measurements (Fortuna
et al., 2003).
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Fig. 7: Synthetic datasets visualisation (Bakirov and Gabrys, 2013).
ble 5. These parameter combinations were empirically identified using grid search,
optimising the performance of Oracle strategy (Eq. 4).
5.1.2 SABLE Results
To analyse the usefulness of proposed generic adaptation strategies, we compare
the normalised MAE12 values between them and the most accurate single AM
12 For real datasets in this work we use prequential evaluation (Dawid, 1984), i.e. we apply
the model on the incoming batch of data, calculate the error/accuracy, then use this batch to
adapt the model and proceed with the next batch.
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Table 2: Synthetic classification datasets used in experiments, from (Bakirov and
Gabrys, 2013). Column “Drift” specifies number of drifts/changes in data, the
percentage of change in the decision boundary and its type. N stands for number
of instances and C for number of classes. All datasets have 2 input features.
# Data type N C Drift Noise/overlap
1 Hyperplane 600 2 2x50% rotation None
2 Hyperplane 600 2 2x50% rotation 10% uniform noise
3 Hyperplane 600 2 9x11.11% rotation None
4 Hyperplane 600 2 9x11.11% rotation 10% uniform noise
5 Hyperplane 640 2 15x6.67% rotation None
6 Hyperplane 640 2 15x6.67% rotation 10% uniform noise
7 Hyperplane 1500 4 2x50% rotation None
8 Hyperplane 1500 4 2x50% rotation 10% uniform noise
9 Gaussian 1155 2 4x50% switching 0-50% overlap
10 Gaussian 1155 2 10x20% switching 0-50% overlap
11 Gaussian 1155 2 20x10% switching 0-50% overlap
12 Gaussian 2805 2 4x49.87% passing 0.21-49.97% overlap
13 Gaussian 2805 2 6x27.34% passing 0.21-49.97% overlap
14 Gaussian 2805 2 32x9.87% passing 0.21-49.97% overlap
15 Gaussian 945 2 4x52.05% move 0.04% overlap
16 Gaussian 945 2 4x52.05% move 10.39% overlap
17 Gaussian 945 2 8x27.63% move 0.04% overlap
18 Gaussian 945 2 8x27.63% move 10.39% overlap
19 Gaussian 945 2 20x11.25% move 0.04% overlap
20 Gaussian 945 2 20x11.25% move 10.39% overlap
21 Gaussian 1890 4 4x52.05% move 0.013% overlap
22 Gaussian 1890 4 4x52.05% move 10.24% overlap
23 Gaussian 1890 4 8x27.63% move 0.013% overlap
24 Gaussian 1890 4 8x27.63% move 10.24% overlap
25 Gaussian 1890 4 20x11.25% move 0.013% overlap
26 Gaussian 1890 4 20x11.25% move 10.24% overlap
deployment strategy with and without retrospective correction across the datasets
(denoted as BestAM and BestAM+RC ). Note that these most accurate strategies
vary from dataset to dataset and are usually not known in advance. The results
of these comparison are given in Figure 8. These results suggest that most of the
times XVSelect and XVSelectRC perform better or comparable to BestAM and
BestAM+RC. The exceptions are Drier dataset with batch size of 100 and Sulfur
dataset with batch sizes of 50 and 100. We relate this to the stability of these
datasets. Indeed, the BestAM in all these cases is the slow adapting Sequence1,
without any forgetting of the old information. Difference in batch sizes is important
for some datasets. This can be related to the frequency of changes and whether
they happen inside a batch, which can have a negative impact on XVSelect and
XVSelectRC. Retrospective correction (XVSelectRC ) can drastically improve the
performance of XVSelect for some cases.
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Table 3: Real world classification datasets.N stands for number of instances, M
for number of features and C for number of classes.
# Name N M C Brief description
27 Australian
electricity
prices
(Elec2)
27887 6 2 Widely used concept drift benchmark dataset
thought to have seasonal and other changes as well
as noise. Task is the prediction of whether elec-
tricity price rises or falls while inputs are days of
the week, times of the day and electricity demands
(Harries, 1999).
28 Power
Italy
4489 2 4 The task is prediction of hour of the day (03:00,
10:00, 17:00 and 21:00) based on supplied and
transferred power measured in Italy. (Zhu, 2010;
Chen et al., 2015).
29 Contraceptive 4419 9 3 Contraceptive dataset from UCI repository (New-
man et al., 1998) with artificially added drift
(Minku et al., 2010).
30 Iris 450 4 4 Iris dataset (Anderson, 1936; Fisher, 1936) with ar-
tificially added drift (Minku et al., 2010).
31 Yeast 5928 8 10 Contraceptive dataset from UCI repository (New-
man et al., 1998) with artificially added drift
(Minku et al., 2010).
Table 4: SABLE Adaptive strategies
Strategy Description
Sequence0(+RC) Deploy SAM0 (alternatively with retrospective correction as de-
scribed in the Section 3.2) on every batch. This means that only
the first batch of data is used to create an expert.
Sequence1(+RC) Deploy SAM1 (alternatively with retrospective correction) on every
batch.
Sequence2(+RC) Deploy SAM2 (alternatively with retrospective correction) on every
batch.
Sequence3(+RC) Deploy SAM3 (alternatively with retrospective correction) on every
batch.
Sequence4(+RC) Deploy SAM4 (alternatively with retrospective correction) on every
batch.
Joint Deploy SAM2 followed by SAM4 on every batch. This strategy de-
ploys all of the available adaptive mechanisms (batch learning, addi-
tion of new experts and change of weights )
XVSelect Select AM based on the current data batch using the cross-validatory
approach described in the Section 3.2.
XVSelectRC Select AM based on the current data batch using the cross-validatory
approach with retrospective correction.
5.2 bDWM
5.2.1 bDWM methodology
We use the adaptive strategies presented in Table 6 for our experimental compari-
son. These strategies consist of fixed deployment sequences of AMs given in Section
4.2, the custom bDWM adaptation strategy and the proposed generic strategies.
The tests were run on classification datasets shown in Tables 2, as well as 5 real
world datasets from various areas (Table 3). The datasets have different rate of
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Table 5: SABLE parameters for different datasets. Here, n is batch size, δ0, δ1 are
update weights of descriptors, λ is RPLS forgetting factor, σ is kernel width for
descriptor construction and L is the number of RPLS latent variables.
Dataset n Number of
batches
δ0, δ1 λ σ L
Catalyst 50 117 0, 1 0.5 1 12
Catalyst 100 59 0, 1 0.25 1 12
Catalyst 200 30 0, 1 0.5 1 12
Oxidizer 50 47 0.25, 0.75 0.5 1 3
Oxidizer 100 29 0, 1 0.25 0.01 3
Oxidizer 200 15 0, 1 0.25 0.01 3
Drier 50 25 0, 1 0.25 0.01 16
Drier 100 13 0, 1 0.5 0.1 16
Drier 200 7 0, 1 0.25 0.01 16
Debutaniser 50 47 0.25, 0.75 0.5 6
Debutaniser 100 23 0.25, 0.75 0.25 6
Debutaniser 200 11 0, 1 0.5 1 6
Sulfur 50 201 0.25, 0.75 0.5 1 7
Sulfur 100 100 0, 1 0.5 0.1 7
Sulfur 200 0, 1 0.5 0.1 7
change and noise. Three different batch sizes - 10, 20 and 50 for each dataset were
examined. Prtools (Duin et al., 2007) implementation of Naive Bayes (NB) and
Weka (Hall et al., 2009) implementation of Hoeffding Trees13 (HT) (Domingos and
Hulten, 2000) were used as base learners.
5.2.2 bDWM results
We compare the accuracy values14 of the proposed strategies XVSelect and XVS-
electRC to the bDWM custom strategy with and without retrospective correction
(bDWM and BDWM+RC ) and the most accurate single AM deployment strat-
egy with and without retrospective correction across the datasets (BestAM and
BestAM+RC ) on all of the 31 classification datasets. The results for base learner
HT are shown in Table 8 in Appendix 6 (we omit the detailed results of exper-
iments with NB as a base learner for space reasons). The statistical significance
is assessed using the Friedman test with post-hoc Nemenyi test, which are widely
used to compare multiple classifiers (Demsˇar, 2006). The Friedman test checks for
statistical difference between the compared classifiers; if so, the Nemenyi test is
used to identify which classifiers are significantly better than others. The results of
the Nemenyi test are shown in Figure 9 as Nemenyi plots15. They plot the average
rank of all methods and the critical difference per batch/base learner. Classifiers
that are statistically equivalent are connected by a line.
For all of the cases except batch size of 10 with NB as base learner, XVSelect
or XVSelectRC are ranked higher than bDWM, in some cases significantly so. It
13 Using incremental learning across the batch.
14 For synthetic datasets in this work we generate an additional 100 test data instances for
each single instance in training data using the same distribution. The predictive accuracy on
the batch is then measured on test data relevant to that batch. This test data is not used for
training or adapting models.
15 Freely available code from (DrawNemenyi, 2019) and (Cardillo, 2009) were used to make
these plots
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Fig. 8: Normalised MAE values (lower is better) of SABLE XVSelect, XVSelectRC
and the most accurate single AM strategy for different batch sizes n. See Table 1
for dataset numbers.
is interesting to note the differences in relative accuracy values between real and
synthetic datasets. For example, for all of the real datasets with all batch sizes with
base learner HT, XVSelect and XVSelectRC perform better than any other strategies
(there is a similar but less pronounced effect for NB base learner). This may be
related to the more complicated nature of these datasets, which leads to the fact
that repeatedly deploying a single AM or using a fixed custom adaptive strategy
results in lower accuracy rates. In fact, this leads to the obesrvation that Nemenyi
plots in Figure 9 may even understate the performance of XVSelect and XVSe-
lectRC, because in them, we group the results from much higher number (26) of
synthetic than real datasets (5).
The benefit of retrospective correction seems to be dependant on the base learner.
For Hoeffding Trees, this technique proved to be more useful than for Naive Bayes.
This can be seen from the figure 9, where for HT, RC often improves the accuracy
of the adaptive strategy, as opposed to NB. This may relate to the fact that
adapting Hoefffding Tree can be influenced by its initial state much stronger than
adapting Naive Bayes model. In terms of batch sizes, increasing n improves the
performance of XVSelect and XVSelectRC. This effect is to be expected, as with the
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Table 6: bDWM Adaptive strategies
Strategy Description
Sequence0(+RC) Deploy DAM0 (alternatively with retrospective correction) on every
batch. This means that only the first batch of data is used to create
a model.
Sequence1(+RC) Deploy DAM1 (alternatively with retrospective correction) on every
batch.
Sequence2(+RC) Deploy DAM2 (alternatively with retrospective correction) on every
batch.
Sequence3(+RC) Deploy DAM3 (alternatively with retrospective correction) on every
batch.
Sequence4(+RC) Deploy DAM4 (alternatively with retrospective correction) on every
batch.
Sequence5(+RC) Deploy DAM5 (alternatively with retrospective correction) on every
batch.
Sequence6(+RC) Deploy DAM6 (alternatively with retrospective correction) on every
batch.
Sequence7(+RC) Deploy DAM7 (alternatively with retrospective correction) on every
batch.
bDWM(+RC) Deploy bDWM custom adaptation strategy (alternatively with retro-
spective correction).
XVSelect Select AM based on the current data batch using the cross-validatory
approach described in the Section 3.2.
XVSelectRC Select AM based on the current data batch using the cross-validatory
approach using retrospective correction as described in the Section
3.2.
larger sizes batches tend to become more representative of the true distribution,
and hence using them to choose adaptive mechanism is more warranted.
5.3 bPL
5.3.1 bPL methodology
We use the adaptive strategies presented in Table 6 for our experimental compari-
son. These strategies consist of fixed deployment sequences of AMs given in Table
4.3, the custom bDWM adaptation strategy and the proposed generic strategies.
It must be noted that bPL includes only two adaptive strategies, which cannot
be used jointly as the deployment of one precludes the deployment of the other.
The tests were run on the same synthetic and real datasets as bDWM experiment
(tables 2, 3). Three different batch sizes - 10, 20 and 50 for each dataset were
examined again with NB and HT as base learners. For bPL custom algorithm we
have experimented with thresholds of θ = 0, 2, 4. For batch size n = 10 with NB
as base learner θ = 2, and for all other settings θ = 0 were chosen, as these values
achieved the best results.
5.3.2 bPL results
Similarly to bDWM evaluation, we again compare the accuracy values of the pro-
posed strategies XVSelect and XVSelectRC to the bDWM custom strategy with and
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Fig. 9: Nemenyi plots of bDWM XVSelect, XVSelectRC and the most accurate
single AM strategy with/without RC for different batch sizes n with NB and HT
as base learners.
without retrospective correction (bDWM and BDWM+RC ) and the most accurate
single AM deployment strategy with and without retrospective correction across
the datasets (BestAM and BestAM+RC ) on all of the 31 classification datasets.
The results for base learner HT are shown in Figure 9 in Appendix 6 (we omit
the detailed results of experiments with NB as base learner for space reasons). We
present the Nemenyi plots for both base learners on all three batch sizes in Figure
10.
For bPL, the performance of the proposed XVSelect or XVSelectRC strategies
is somwehat worse than for bDWM. At least one of them is ranked higher than
the custom algorithm for batch sizes of 20 and 50 with NB as base learner as well
as, batch size of 50 with HT as base learner. In other cases, bPL custom algorithm
is ranked higher than either XVSelect or XVSelectRC. Despite this, we note that
the difference in rankings is less than critical, so we conclude that also in this case
XVSelect or XVSelectRC offer comparable performance to bPL custom algorithm.
The difference to bDWM case may be attributed to much smaller set of adaptive
mechanisms (8 for bDWM vs 2 for bPL), which limits the possibilities of generic
adaptive strategies.
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Table 7: bPL Adaptive strategies
Strategy Description
Sequence1(+RC) Deploy PAM1 (alternatively with retrospective correction) on every
batch.
Sequence2(+RC) Deploy PAM2 (alternatively with retrospective correction) on every
batch.
bPL(+RC) Deploy bPL custom adaptation strategy (alternatively with retro-
spective correction).
XVSelect Select AM based on the current data batch using the cross-validatory
approach described in the Section 3.2.
XVSelectRC Select AM based on the current data batch using the cross-validatory
approach using retrospective correction as described in the Section
3.2.
Similarly to bDWM, the perfomance of XVSelect and XVSelectRC is compara-
tively better for real world datasets, as well as for higher batch sizes. We attribute
this to the same reasons - respectively more complex distributions in real world
data and more representative batches at larger sizes of n.
6 Discussion and Conclusions
The core aim of this paper was to explore the issue of automating the adaptation
of predictive algorithms, which was found to be a rather overlooked direction in
otherwise popular area of automated machine learning. In our research, we have
addressed this by utilising a simple, yet powerful adaptation framework, which
separates adaptation from prediction, defines adaptive mechanisms and adaptive
strategies, as well as allows the use of retrospective model correction. This adap-
tation framework enables the development of generic adaptation strategies, which
can be deployed on any set of adaptive mechanisms, thus facilitating the automa-
tion of predictive algorithms’ adaptation.
We have used several generic adaptation strategies, based on cross-validation
on the current batch and retrospectively reverting the model to the oracle state
after obtaining the most recent batch of data. We postulate that the recently seen
data is likely to be more related to the incoming data, therefore these strategies
tend to steer the adaptation of the predictive model to achieve better results on
the most recent available data.
To confirm our assumptions, we have empirically investigated the merit of
generic adaptation strategies XVSelect and XVSelectRC. For this purpose we have
conducted experiments on 10 real and 26 synthetic datasets, exhibiting various
levels of adaptation need.
The results are promising, as for the majority of these datasets, the proposed
generic approaches were able to demonstrate comparable or better performance to
those of specifically designed custom algorithms and the repeated deployment of
any single adaptive mechanism. However, it is not the goal of this paper to replace
existing custom strategies with the proposed ones. We rather see the benefit of the
proposed strategies in their applicability to all algorithms with multiple adaptive
mechanisms, so that the designer of the algorithm does not need to spend time and
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Fig. 10: Nemenyi plots of bPL XVSelect, XVSelectRC and the most accurate single
AM strategy with/without RC for different batch sizes n with NB and HT as base
learners.
effort to develop a custom adaptive strategy. We have analysed the cases where
proposed strategies performed relatively poor. It is postulated that the reasons for
these cases were a) lack of change/need for adaptation, b) insufficient data in a
batch and c) relatively simple datasets, all of which have trivial solutions. We have
also identified the choice of base learner can affect the performance of proposed
strategies.
A benefit of proposed generic adaptation strategies is that they can help de-
signers of machine learning solutions save time by not having to devise a custom
adaptive strategy. XVSelect and XVSelectRC are generally parameter-free, except
for number of cross validation folds, choosing which is relatively trivial. It should
be noted that the proposed strategies involve |G| cross validation tests after every
batch, which may decrease the throughput. To counter this, cross validation can
be parallelised. Furthermore, it is conceivable for throughput requirements to be
lower in batch learning than for incremental learning, as the data is passed to the
model only after the batch is accumulated, which can take time.
This research has focused on batch scenario, which is natural for many use
cases. Adopting the introduced generic adaptive strategies for incremental learn-
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ing scenario remains a future research question. In that case a lack of batches
would for example pose a question of which data should be used for cross val-
idation? This could be addressed using data windows of static or dynamically
changing size. Another useful scope of research is focusing on a semi-supervised
scenario, where true values or labels are not always available. This is relevant for
many applications, amongst them in the process industry. An additional future re-
search direction is theoretical analysis of this direction of research where relevant
expert/bandit strategies may be useful.
In general, there is a rising tendency of modular systems for construction of
machine learning solutions, where adaptive mechanisms are considered as separate
entities, along with pre-processing and predictive techniques. One of the features of
such systems is easy, and often automated plug-and-play machine learning (Kadlec
and Gabrys, 2009). Generic adaptive strategies introduced in this paper further
contribute towards this automation.
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A Results of bDWM and bPL experiments with HT as a base learner
Table 8: Accuracy values (higher values are better and are denoted with bold) of
bDWM custom adaptive strategy with and without RC (denoted as bDWM and
bDWM+RC) , XVSelect, XVSelectRC and the most accurate single AM strate-
gies with and without RC for different batch sizes n on classification data, using
Hoeffding Tree as base learner. See Table 2 for dataset numbers.
Dataset BestAM BestAM+RC bDWM bDWM+RC XVSelect XVSelectRC
1 0.934 0.937 0.940 0.945 0.963 0.953
2 0.835 0.823 0.847 0.825 0.825 0.836
3 0.899 0.897 0.883 0.897 0.882 0.900
4 0.815 0.791 0.794 0.790 0.786 0.797
5 0.897 0.903 0.861 0.903 0.887 0.892
6 0.810 0.818 0.801 0.816 0.802 0.794
7 0.903 0.894 0.891 0.894 0.882 0.885
8 0.792 0.763 0.766 0.760 0.767 0.758
9 0.882 0.879 0.875 0.882 0.892 0.887
10 0.877 0.857 0.872 0.848 0.859 0.862
11 0.863 0.854 0.847 0.853 0.848 0.850
12 0.885 0.875 0.873 0.875 0.870 0.868
13 0.904 0.894 0.897 0.894 0.887 0.892
14 0.881 0.877 0.875 0.877 0.856 0.867
15 0.997 0.994 0.994 0.994 0.990 0.988
16 0.913 0.879 0.910 0.879 0.887 0.904
17 0.993 0.990 0.992 0.990 0.981 0.988
18 0.924 0.891 0.885 0.889 0.896 0.907
19 0.998 0.997 0.997 0.997 0.988 0.993
20 0.929 0.931 0.888 0.931 0.899 0.906
21 0.994 0.994 0.994 0.993 0.987 0.986
22 0.920 0.892 0.882 0.892 0.896 0.919
23 0.996 0.994 0.995 0.994 0.987 0.990
24 0.926 0.917 0.898 0.917 0.901 0.913
25 0.996 0.996 0.996 0.996 0.987 0.987
26 0.928 0.904 0.900 0.904 0.896 0.920
27 0.788 0.814 0.788 0.814 0.831 0.836
28 0.413 0.392 0.406 0.390 0.434 0.436
29 0.449 0.448 0.446 0.450 0.462 0.465
30 0.855 0.839 0.852 0.834 0.839 0.868
31 0.476 0.454 0.466 0.454 0.513 0.512
(a) n=10
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Dataset BestAM BestAM+RC bDWM bDWM+RC XVSelect XVSelectRC
1 0.915 0.912 0.913 0.905 0.943 0.952
2 0.817 0.803 0.836 0.801 0.815 0.815
3 0.887 0.895 0.800 0.894 0.875 0.897
4 0.793 0.798 0.748 0.797 0.796 0.796
5 0.883 0.891 0.840 0.884 0.895 0.897
6 0.801 0.804 0.791 0.801 0.789 0.799
7 0.888 0.872 0.819 0.872 0.892 0.905
8 0.785 0.786 0.727 0.786 0.771 0.794
9 0.874 0.883 0.861 0.883 0.880 0.880
10 0.870 0.856 0.863 0.852 0.861 0.861
11 0.859 0.852 0.833 0.849 0.843 0.841
12 0.879 0.874 0.865 0.873 0.862 0.866
13 0.900 0.894 0.882 0.891 0.885 0.891
14 0.877 0.873 0.869 0.870 0.862 0.867
15 0.996 0.997 0.994 0.995 0.988 0.992
16 0.904 0.895 0.879 0.893 0.893 0.898
17 0.998 0.996 0.997 0.995 0.990 0.995
18 0.913 0.922 0.871 0.919 0.902 0.899
19 0.998 0.999 0.997 0.997 0.992 0.996
20 0.921 0.927 0.887 0.926 0.892 0.909
21 0.997 0.996 0.996 0.996 0.991 0.993
22 0.919 0.897 0.882 0.897 0.905 0.909
23 0.996 0.996 0.996 0.996 0.988 0.994
24 0.929 0.908 0.899 0.908 0.912 0.926
25 0.998 0.997 0.997 0.997 0.993 0.993
26 0.927 0.906 0.901 0.906 0.906 0.928
27 0.773 0.802 0.773 0.802 0.805 0.809
28 0.400 0.373 0.388 0.374 0.431 0.442
29 0.448 0.434 0.436 0.432 0.474 0.472
30 0.816 0.863 0.742 0.853 0.879 0.870
31 0.467 0.460 0.459 0.459 0.526 0.525
(b) n=20
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Table 9: Accuracy values (higher values are better and are denoted with bold)
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Tree as base learner. See Table 2 for dataset numbers.
Dataset BestAM BestAM+RC bDWM bDWM+RC XVSelect XVSelectRC
1 0.949 0.959 0.951 0.959 0.956 0.958
2 0.822 0.849 0.828 0.849 0.802 0.818
3 0.910 0.896 0.904 0.896 0.873 0.900
4 0.796 0.824 0.822 0.824 0.772 0.780
5 0.914 0.913 0.922 0.913 0.863 0.901
6 0.807 0.824 0.820 0.824 0.765 0.784
7 0.774 0.921 0.919 0.921 0.866 0.922
8 0.679 0.793 0.776 0.793 0.672 0.736
9 0.892 0.893 0.887 0.893 0.878 0.890
10 0.865 0.860 0.866 0.860 0.835 0.856
11 0.850 0.852 0.856 0.852 0.835 0.838
12 0.864 0.868 0.868 0.868 0.856 0.866
13 0.892 0.901 0.895 0.901 0.867 0.888
14 0.854 0.869 0.871 0.869 0.834 0.849
15 0.989 0.989 0.989 0.989 0.985 0.990
16 0.919 0.926 0.928 0.926 0.858 0.896
17 0.993 0.992 0.992 0.992 0.993 0.993
18 0.923 0.925 0.921 0.925 0.890 0.908
19 0.992 0.992 0.992 0.992 0.990 0.987
20 0.921 0.934 0.932 0.934 0.865 0.903
21 0.996 0.994 0.994 0.994 0.994 0.994
22 0.885 0.925 0.924 0.925 0.918 0.911
23 0.996 0.996 0.996 0.996 0.994 0.995
24 0.901 0.917 0.920 0.917 0.920 0.917
25 0.997 0.997 0.997 0.997 0.995 0.997
26 0.904 0.928 0.934 0.928 0.926 0.924
27 0.746 0.750 0.734 0.746 0.773 0.770
28 0.371 0.417 0.399 0.402 0.361 0.411
29 0.382 0.395 0.393 0.391 0.417 0.399
30 0.768 0.880 0.836 0.852 0.770 0.868
31 0.299 0.404 0.382 0.400 0.414 0.396
(a) n=10
Dawid AP (1984) Present Position and Potential Developments: Some Personal Views: Statis-
tical Theory: The Prequential Approach. Journal of the Royal Statistical Society Series A
(General) 147(2):278
Demsˇar J (2006) Statistical Comparisons of Classifiers over Multiple Data Sets. Journal of
Machine Learning Research 7(Jan):1–30
Domingos P, Hulten G (2000) Mining high-speed data streams. Proceedings of the sixth ACM
SIGKDD international conference on Knowledge discovery and data mining - KDD ’00 pp
71–80
DrawNemenyi (2019) drawNemenyi. URL https://github.com/sepehrband/drawNemenyi
Duin RPW, Juszczak P, Paclik P, Pekalska E, de Ridder D, Tax DMJ, Verzakov S (2007)
PRTools4.1, A Matlab Toolbox for Pattern Recognition
Elwell R, Polikar R (2011) Incremental learning of concept drift in nonstationary environments.
IEEE transactions on neural networks / a publication of the IEEE Neural Networks Council
22(10):1517–31
Fern A, Givan R (2000) Dynamic feature selection for hardware prediction. Tech. rep., Purdue
University
Generic adaptation strategies for automated machine learning 31
Dataset BestAM BestAM+RC bDWM bDWM+RC XVSelect XVSelectRC
1 0.964 0.942 0.930 0.942 0.949 0.951
2 0.860 0.858 0.841 0.858 0.827 0.846
3 0.930 0.910 0.923 0.910 0.910 0.897
4 0.829 0.814 0.814 0.814 0.774 0.795
5 0.917 0.922 0.919 0.922 0.890 0.900
6 0.834 0.825 0.828 0.825 0.785 0.796
7 0.886 0.926 0.922 0.926 0.871 0.929
8 0.772 0.810 0.795 0.810 0.727 0.781
9 0.886 0.870 0.882 0.870 0.879 0.881
10 0.865 0.847 0.856 0.847 0.856 0.848
11 0.855 0.833 0.834 0.833 0.826 0.835
12 0.882 0.860 0.873 0.860 0.864 0.867
13 0.907 0.900 0.903 0.900 0.877 0.886
14 0.875 0.875 0.876 0.875 0.843 0.852
15 0.994 0.992 0.991 0.992 0.984 0.990
16 0.931 0.929 0.924 0.929 0.898 0.898
17 0.994 0.992 0.992 0.992 0.992 0.992
18 0.932 0.928 0.928 0.928 0.899 0.895
19 0.994 0.993 0.992 0.993 0.985 0.991
20 0.934 0.935 0.935 0.935 0.887 0.911
21 0.991 0.992 0.992 0.992 0.990 0.991
22 0.915 0.922 0.920 0.922 0.903 0.912
23 0.991 0.993 0.993 0.993 0.990 0.993
24 0.920 0.930 0.930 0.930 0.903 0.927
25 0.992 0.992 0.993 0.992 0.986 0.993
26 0.921 0.930 0.932 0.930 0.906 0.931
27 0.743 0.737 0.717 0.717 0.758 0.751
28 0.412 0.416 0.414 0.410 0.370 0.418
29 0.392 0.412 0.409 0.410 0.413 0.406
30 0.833 0.860 0.860 0.863 0.758 0.860
31 0.342 0.425 0.418 0.417 0.424 0.412
(b) n=20
Dataset BestAM BestAM+RC bDWM bDWM+RC XVSelect XVSelectRC
1 0.957 0.895 0.882 0.895 0.959 0.953
2 0.853 0.790 0.809 0.790 0.832 0.841
3 0.925 0.875 0.871 0.875 0.927 0.929
4 0.837 0.793 0.757 0.793 0.833 0.812
5 0.854 0.833 0.837 0.833 0.862 0.860
6 0.777 0.772 0.771 0.772 0.764 0.753
7 0.919 0.929 0.913 0.929 0.910 0.932
8 0.797 0.800 0.790 0.800 0.718 0.786
9 0.891 0.869 0.858 0.869 0.889 0.889
10 0.877 0.835 0.829 0.835 0.854 0.860
11 0.862 0.830 0.758 0.830 0.845 0.856
12 0.886 0.840 0.861 0.840 0.865 0.872
13 0.909 0.876 0.870 0.876 0.889 0.895
14 0.883 0.846 0.852 0.846 0.868 0.869
15 0.949 0.946 0.946 0.946 0.940 0.944
16 0.887 0.882 0.872 0.882 0.870 0.882
17 0.949 0.947 0.947 0.947 0.944 0.947
18 0.893 0.891 0.883 0.891 0.877 0.871
19 0.949 0.948 0.948 0.948 0.941 0.945
20 0.896 0.893 0.892 0.893 0.877 0.878
21 0.977 0.976 0.975 0.976 0.974 0.976
22 0.918 0.917 0.915 0.917 0.879 0.911
23 0.977 0.977 0.976 0.977 0.974 0.977
24 0.919 0.918 0.917 0.918 0.904 0.914
25 0.977 0.976 0.976 0.976 0.976 0.976
26 0.922 0.921 0.921 0.921 0.911 0.920
27 0.736 0.709 0.706 0.701 0.733 0.734
28 0.404 0.404 0.407 0.402 0.362 0.397
29 0.405 0.411 0.420 0.407 0.427 0.430
30 0.820 0.820 0.775 0.775 0.713 0.778
31 0.407 0.439 0.435 0.426 0.428 0.430
(c) n=50
32 Rashid Bakirov et al.
Feurer M, Klein A, Eggensperger K, Springenberg J, Blum M, Hutter F (2015) Efficient and
Robust Automated Machine Learning. In: Advances in Neural Information Processing Sys-
tems 28 (NIPS 2015), pp 2962–2970
Fisher RA (1936) The Use of Multiple Measurements in Taxonomic Problems. Annals of
Eugenics 7(2):179–188
Fortuna L, Rizzo A, Sinatra M, Xibilia M (2003) Soft analyzers for a sulfur recovery unit.
Control Engineering Practice 11(12):1491–1500
Fortuna L, Graziani S, Xibilia M (2005) Soft sensors for product quality monitoring in debu-
tanizer distillation columns. Control Engineering Practice 13(4):499–508
Friedman N, Goldszmidt M (1997) Sequential update of Bayesian network structure. In: Pro-
ceedings of the Thirteenth conference on Uncertainty in artificial intelligence, pp 165–174
Gomes Soares S, Arau´jo R (2015) An on-line weighted ensemble of regressor models to handle
concept drifts. Engineering Applications of Artificial Intelligence 37:392–406
Hall M, Frank E, Holmes G, Pfahringer B, Reutemann P, Witten IH (2009) The WEKA data
mining software: an update. ACM SIGKDD Explorations Newsletter 11(1):10
Harries M (1999) Splice-2 comparative evaluation: Electricity pricing. Technical report. The
University of South Wales. Tech. rep., The University of South Wales
Hazan E, Seshadhri C (2009) Efficient learning algorithms for changing environments. In:
ICML ’09 Proceedings of the 26th Annual International Conference on Machine Learning,
pp 393–400
Herbster M, Warmuth M (1998) Tracking the best expert. Machine Learning 29:1–29
Hochreiter S, Schmidhuber J (1997) Long Short-Term Memory. Neural Computation
9(8):1735–1780
Hulten G, Spencer L, Domingos P (2001) Mining time-changing data streams. In: Proceedings
of the seventh ACM SIGKDD international conference on Knowledge discovery and data
mining - KDD ’01, ACM Press, New York, New York, USA, pp 97–106
Hutter F, Hoos HH, Leyton-Brown K (2011) Sequential Model-Based Optimization for General
Algorithm Configuration. In: LION’05 Proceedings of the 5th international conference on
Learning and Intelligent Optimization, Springer, Berlin, Heidelberg, pp 507–523
Ikonomovska E, Gama J, Dzˇeroski S (2010) Learning model trees from evolving data streams.
Data Mining and Knowledge Discovery 23(1):128–168
Jang JSR, Sun CT, Mizutani E (1997) Neuro-Fuzzy and Soft Computing: A Computational
Approach to Learning and Machine Intelligence. Prentice Hall
Joe Qin S (1998) Recursive PLS algorithms for adaptive data modeling. Computers & Chemical
Engineering 22(4-5):503–514
Kadlec P, Gabrys B (2009) Architecture for development of adaptive on-line prediction models.
Memetic Computing 1(4):241–269
Kadlec P, Gabrys B (2010) Adaptive on-line prediction soft sensing without historical data.
In: The 2010 International Joint Conference on Neural Networks (IJCNN), IEEE, pp 1–8
Kadlec P, Gabrys B (2011) Local learning-based adaptive soft sensor for catalyst activation
prediction. AIChE Journal 57(5):1288–1301
Klinkenberg R (2004) Learning drifting concepts : Example selection vs . example weighting.
Intelligent Data Analysis 8(3):281–300
Klinkenberg R, Joachims T (2000) Detecting concept drift with support vector machines. In:
Proceedings of the Seventeenth International Conference on Machine Learning (ICML), pp
487–494
Kolter JZ, Maloof MA (2007) Dynamic weighted majority: An ensemble method for drifting
concepts. The Journal of Machine Learning Research Volume 8,:2755–2790
Kotthoff L, Thornton C, Hoos HH, Hutter F, Leyton-Brown K (2017) Auto-WEKA 2.0: Au-
tomatic model selection and hyperparameter optimization in WEKA. Journal of Machine
Learning Research 18(25):1–5
Kuncheva LI (2004) Combining Pattern Classifiers: Methods and Algorithms. Wiley-Blackwell
Lam W (1998) Bayesian network refinement via machine learning approach. IEEE Transactions
on Pattern Analysis and Machine Intelligence 20(3):240–251
Lemke C, Budka M, Gabrys B (2015) Metalearning: a survey of trends and technologies.
Artificial Intelligence Review 44(1):117–130
Lin LJ (1992) Self-improving reactive agents based on reinforcement learning, planning and
teaching. Machine Learning 8(3-4):293–321
Littlestone N, Warmuth M (1994) The Weighted Majority Algorithm. Information and Com-
putation 108(2):212–261
Generic adaptation strategies for automated machine learning 33
Lloyd JR, Duvenaud D, Grosse R, Tenenbaum JB, Ghahramani Z (2014) Automatic construc-
tion and natural-language description of nonparametric regression models. In: Proceedings
of the Twenty-Eighth AAAI Conference on Artificial Intelligence, AAAI Press, pp 1242–1250
Mann HB, Whitney DR (1947) On a Test of Whether one of Two Random Variables is Stochas-
tically Larger than the Other. The Annals of Mathematical Statistics 18(1):50–60
Martin Salvador M, Budka M, Gabrys B (2019) Automatic Composition and Optimization of
Multicomponent Predictive Systems With an Extended Auto-WEKA. IEEE Transactions
on Automation Science and Engineering 16(2):946–959
Minku L, White A, Xin Yao (2010) The Impact of Diversity on Online Ensemble Learning
in the Presence of Concept Drift. IEEE Transactions on Knowledge and Data Engineering
22(5):730–742
Nath SV (2007) Champion-challenger based predictive model selection. In: Proceedings 2007
IEEE SoutheastCon, IEEE, pp 254–254
Newman D, Hettich S, Blake C, Merz C (1998) UCI repository of machine learning databases
Nguyen H, Woon Y, Ng W, Wan L (2012) Heterogeneous Ensemble for Feature Drifts in Data
Streams. In: Advances in Knowledge Discovery and Data Mining, Springer, pp 1–12
Oza NC, Russell S (2001) Online bagging and boosting. IN ARTIFICIAL INTELLIGENCE
AND STATISTICS 2001 3:105 – 112
Parzen E (1962) On Estimation of a Probability Density Function and Mode. The Annals of
Mathematical Statistics 33(3):pp. 1065–1076
Potts D, Sammut C (2005) Incremental Learning of Linear Model Trees. Machine Learning
61(1-3):5–48
van Rijn JN, Holmes G, Pfahringer B, Vanschoren J (2015) Having a Blast: Meta-Learning
and Heterogeneous Ensembles for Data Streams. In: Data Mining (ICDM), 2015 IEEE
International Conference on, IEEE, pp 1003–1008
Rossi ALD, de Leon Ferreira ACP, Soares C, De Souza BF (2014) MetaStream: A meta-
learning based method for periodic algorithm selection in time-changing data. Neurocom-
puting 127:52–64
Salganicoff M (1993a) Density-Adaptive Learning and Forgetting. Technical Report No. IRCS-
93-50. Tech. rep., University of Pennsylvania, Inistitute for Research in Cognitive Science
Salganicoff M (1993b) Explicit Forgetting Algorithms for Memory Based Learning. Technical
Report No. IRCS-93-49. Tech. rep., University of Pennsylvania, Inistitute for Research in
Cognitive Science
Schlimmer JC, Granger RH (1986) Beyond incremental processing: Tracking Concept Drift.
AAAI-86 Proceedings pp 502–507
Schmidt M, Lipson H (2007) Learning noise. Proceedings of the 9th annual conference on
Genetic and evolutionary computation - GECCO ’07 pp 1680–1685
Scholz M, Klinkenberg R (2007) Boosting Classifiers for Drifting Concepts. Intelligent Data
Analysis 11(1):1–40
Souza F, Arau´jo R, Araujo R (2014) Online Mixture of Univariate Linear Regression Models for
Adaptive Soft Sensors. In: IEEE Transactions on Industrial Informatics, vol 10, pp 937–945
Stanley KO (2002) Evolving neural networks through augmenting topologies. Evolutionary
computation 10(2):99–127
Strackeljan J (2006) NiSIS Competition 2006- Soft Sensor for the adaptive Catalyst Monitoring
of a MultiTube Reactor. Tech. rep., Universita¨t Magdeburg
Street WN, Kim YS (2001) A streaming ensemble algorithm (SEA) for large-scale classification.
Proceedings of the seventh ACM SIGKDD international conference on Knowledge discovery
and data mining pp 377–382
Student (1908) The Probable Error of a Mean. Biometrika 6(1):1–25
Tsymbal A, Pechenizkiy M, Cunningham P, Puuronen S (2008) Dynamic integration of clas-
sifiers for handling concept drift. Information Fusion 9(1):56–68
Vakil-Baghmisheh MT, Pavesˇic´ N (2003) A Fast Simplified Fuzzy ARTMAP Network. Neural
Processing Letters 17(3):273–316
Wang H, Fan W, Yu PS, Han J (2003) Mining concept-drifting data streams using ensemble
classifiers. In: Proceedings of the ninth ACM SIGKDD international conference on Knowl-
edge discovery and data mining - KDD ’03, ACM Press, New York, New York, USA, pp
226–235
Wasserman L (2000) Bayesian Model Selection and Model Averaging. Journal of Mathematical
Psychology 44(1):92–107
34 Rashid Bakirov et al.
Werbos PJ (1974) Beyond Regression: New Tools for Prediction and Analysis in the Behavioral
Sciences. Phd thesis, Harvard University
Widmer G, Kubat M (1996) Learning in the presence of concept drift and hidden contexts.
Machine Learning 23(1):69–101
Zhu X (2010) Stream Data Mining Repository, http://www.cse.fau.edu/˜xqzhu/stream.html
Zliobaite I (2011) Combining Similarity in Time and Space for Training Set Formation under
Concept Drift. Intelligent Data Analysis 15(4):589–611
Zliobaite I, Kuncheva LI (2010) Theoretical Window Size for Classification in the Presence of
Sudden Concept Drift. Tech. rep., CS-TR-001-2010, Bangor University, UK
