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Presentamos un algoritmo GRASP para resolver un problema de secuenciación de productos 
mixtos en una línea de montaje. El objeto del problema es obtener una secuencia de fabricación de 
modelos que genere la mínima sobrecarga con interrupción forzada de las operaciones, que sea re-
gular en producción y que el mix de producción mantenga la propiedad quota en toda la secuencia. 
El GRASP implementado se compara con otros procedimientos usando instancias de un caso de 
estudio de la planta de fabricación de motores de Nissan en Barcelona.  
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1 Preliminares 
El MMSP-W [1] (Mixed Model Sequencing Problem with Workload Minimisation) es un problema de 
secuencias en líneas de montaje [2] consistente en establecer una biyección entre los elementos de un 
conjunto Τ de ciclos de fabricación ! = 1, . . ,!  y los de un conjunto ! de productos (! elementos). 
Los elementos del conjunto ! se pueden agrupar en clases excluyentes !! que cumplen: ! = !!!∈!  
y !! ∩ !!! = ∅,∀ !, !! ∈ !; donde ! es el conjunto de tipos de productos (! = 1, . . , !).  
Las unidades de ! pasan, una tras otra, por un conjunto de estaciones de trabajo, !, dispuestas en 
serie (línea de producción). Una unidad de tipo ! ∈ ! requiere un tiempo de proceso !!,!, a actividad 
normal (!! = 1), en la estación de trabajo ! ∈ ! (! = 1, . . ,!).  
Es evidente que la diferencia entre las clases !! (4x4, vans, trucks) hace que los tiempos !!,! sean 
heterogéneos, mientras que el tiempo de ciclo c es idéntico en toda estación de trabajo ! ∈ !; por 
tanto, los operarios y robots (procesadores) disponen del mismo tiempo para completar una operación 
independientemente del producto y de la estación. Esta discrepancia entre el tiempo de ciclo y los 
tiempos de proceso coloca a los procesadores ante dos situaciones indeseables: (1) esperas con tiempo 
inerte y (2) bloqueos por sobrecarga. 
Con el propósito de aliviar los bloqueos por sobrecarga, a los procesadores se concede eventual-
mente un tiempo para trabajar, mayor que el tiempo de ciclo, llamado ventana temporal !! !(!! > !), 
que depende de la estación ! ∈ !. Esta concesión puede mermar el tiempo disponible del operario 
para trabajar sobre su producto siguiente y además puede reducir el tiempo disponible en la estación 
siguiente (! + 1) para trabajar sobre dicho producto cuando sea liberado por la estación !. Cuando la  
ventana temporal en una estación no sea suficiente para completar el trabajo requerido por el producto, 
éste quedará incompleto y pasará a la siguiente estación, dando lugar a una interrupción de la opera-
ción que genera una ineficiencia que llamamos sobrecarga de trabajo o caída de producción. 
La interrupción de una operación puede ser forzada o libre. La primera tiene lugar cuando el ope-
rario alcanza el límite de la ventana temporal !! !sin completar la operación. La interrupción libre se 
produce cuando el producto incompleto pasa a la siguiente estación antes de llegar al límite de la ven-
tana temporal de la estación emisora. Obviamente, la operación se interrumpe siempre que se alcance 
el límite marcado por la ventana temporal !! (∀! ∈ !). 
Tanto si la interrupción de operaciones es forzada [3] como si es libre ([4], [5]), el propósito final 
del MMSP-W es obtener una secuencia de modelos que minimice la sobrecarga total de trabajo en la 
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línea !(!), que equivale a maximizar el trabajo total completado !(!) (Teorema 1 en [6]). 
Completar el máximo trabajo posible no es el único objetivo deseable a la hora de establecer una 
secuencia de fabricación de productos. En efecto, en los entorno productivos regidos por los idearios 
de fabricación Just-in-Time [7] o Lean Manufacturing [8], ambos vinculados al sector de Automoción, 
las secuencias de fabricación deben poseer propiedades vinculadas a la regularidad de la producción. 
La incorporación del concepto regularidad en problemas de secuencias de fabricación se puede carac-
terizar, al menos, de dos maneras: 
cr.1 Restricciones: Imponer niveles de fabricación mínimos y máximos sobre los diversos modelos 
mixtos en cada ciclo productivo con el propósito de mantener un flujo sin turbulencias tanto en 
productos como en componentes. 
cr.2 Función objetivo: Maximizar la constancia de las tasas de fabricación de productos y/o de las 
tasas de consumo de componentes con el propósito de reducir al mínimo los niveles máximos de 
stock de estos últimos.  
Obviamente, existe también la posibilidad de establecer una caracterización mixta de la regulari-
dad, incorporando a los modelos de secuencias tanto una función objetivo como restricciones sobre la 
fabricación de productos y/o el consumo de sus componentes. 
En este trabajo añadiremos al problema MMSP-W genuino las dos caracterizaciones anteriores pa-
ra conseguir secuencias con mínima sobrecarga y con algunas propiedades que propicien la regulari-
dad de la producción. 
El resto del presente documento tiene la estructura siguiente. La sección 2 la dedicamos a estable-
cer algunos conceptos sobre secuencias regulares en producción. En la sección 3 presentamos el pro-
blema objeto de estudio al que hemos llamado: MMSP-W/!!! con preservación del mix de produc-
ción e interrupción forzada de operaciones. En la sección 4 describimos el algoritmo GRASP diseñado 
para este trabajo. En 5 presentamos el caso de estudio con sus datos, los procedimientos utilizados y 
sus resultados. Finalmente, en la sección 6 ofrecemos algunas conclusiones sobre este trabajo.  
2 Regularidad de la producción en una secuencia de fabricación 
Análogamente a [3], [4] y [5], diremos que la secuencia !! ! = !!,! ,… ,!!,! , compuesta por ! 
unidades de productos y asociada al plan de demanda !, posee la propiedad de preservación del mix de 
producción si se satisface el conjunto de restricciones (1) (!"#: Production Mix Restrictions): !!,!! ≤ !!,!,! ≤ !!,!! !!!∀! ∈ !,∀! ∈ Τ,∀! ∈ Ε, con !!,!,! = !!,! ∀! ∈ !,∀! ∈ Ε (1)  
Donde: 
− !: conjunto de tipos de productos, ! = 1, . . , !  
− Ε: conjunto de planes de demanda, ! = 1, . . , Ε  
− Τ: conjunto de ciclos de fabricación en todo plan de demanda, ! = 1, . . , Τ ; ! ≡ Τ  
− !!,!: demanda de unidades tipo ! ∈ ! en el plan ! ∈ Ε 
− !!,!: proporción de unidades tipo ! ∈ ! en el plan ! ∈ Ε: !!,! = !!,! !  ∀! ∈ !,∀! ∈ Ε 
− !!,!,!: número de unidades tipo ! ∈ ! en la secuencia parcial !! ! = !!,!,… ,!!,! ⊆ !! !  del 
plan ! ∈ Ε: producción real asociada a la secuencia parcial !! ! .  
Nótese que las restricciones !"# (1) imponen que la producción real !!,!,!, para todo producto ! ∈ I, 
todo ciclo de fabricación ! ∈ Τ y todo plan de producción ! ∈ Ε, debe ser un entero lo más cercano 
posible a su producción ideal !!,!!.  
Nótese, también, que la producción ideal regular (!!,!!) se define aquí como la cuota proporcional 
que tiene un producto (! ∈ !) sobre el tiempo, medido en ciclos (! = 1, . . , Τ ), dedicado a fabricar en 
un plan de producción (! ∈ Ε). Por lo anterior y adoptando aquí la terminología propia del problema 
de Reparto Proporcional, establecemos la siguiente: 
DEFINICIÓN 1: Dada la terna (!,Τ, Ε, !!,!)!diremos que la secuencia !! ! = !!,!,… ,!!,!  es quota si 
satisface todas las restricciones !"# (1), lo que equivale a decir que posee la propiedad de preserva-
ción del mix de producción. 
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En ocasiones, la caracterización de la regularidad por restricciones (cr.1) no es suficiente para dis-
criminar entre un conjunto de secuencias regulares en producción, puesto que, para instancias de di-
mensiones industriales, el número de secuencias quota suele ser muy elevado. Entonces, conviene 
adoptar una caracterización por función objetivo (cr.2) tanto para medir la regularidad de las secuen-
cias como para ofrecer discriminantes más exigentes. Para ello recurriremos a las funciones empleadas 
en el ideario Just-in-Time [7]. 
En concreto, para medir la no-regularidad de una secuencia !! ! , aquí emplearemos la suma de 
discrepancias cuadráticas entre la producciones ideales (!!,!!) y las producciones reales (!!,!,!) en toda 
secuencia parcial de fabricación (!! ! ). Como en [4] y [5], adoptamos la métrica !!! ! : 
!!! ! = !!,!,! − !!,!! !!!!!
!
!!! !!∀! ∈ ! (2)  
Obviamente, la minimización de la no-regularidad !!! !  en una secuencia de fabricación puede 
ir en contradicción con la minimización de la sobrecarga de trabajo ! !, ! . De hecho, un problema 
de secuencias que tenga en cuenta ambos objetivos deberá entenderse como un problema biobjetivo.  
3 MMSP-W/!!!  con preservación del mix de producción e interrupción 
forzada de operaciones 
Presentamos un modelo para la variante del problema de secuenciación MMSP-W que tiene en cuenta 
dos tipos de aspectos:  
A.1 Económicos: (i) función objetivo para minimizar la sobrecarga de trabajo (! ! ) y (ii) incorpo-
ración del tiempo inerte de los procesadores (! ! ). 
A.2 Técnico-productivos: (i) función objetivo para minimizar la no-regularidad de la fabricación de 
productos (!!! ! ), (ii) operaciones productivas sujetas a interrupción forzada (forced) para sim-
plificar la gestión de la línea de producción y (iii) restricciones !"# de preservación del mix de 
producción para facilitar la gestión a Control de Producción. 
Llamaremos MMSP-W/!!!/pmr/forced a este nuevo problema, y lo enunciamos como sigue. 
Dados: 
− El conjunto de tipos de producto !: ! = 1, . . , !  y el conjunto de estaciones de trabajo !: ! =1, . . , ! . 
− El tiempo de ciclo ! y las ventanas temporales !! !(! ∈ !), concedidas a cada procesador para tra-
bajar sobre una unidad de producto en su estación, y el número de procesadores asignados a cada 
estación !! !(! ∈ !). 
− Los tiempos de proceso !!,! !(! ∈ ! ⋏ ! ∈ !) de las operaciones, medidos a actividad normal 
(!! = 1), y los vectores demanda ! = !!,… ,! !  y mix de producción ! = !!,… , ! !  - donde !! es el número de unidades de producto tipo ! ∈ ! contenidas en el plan de producción-demanda, y !! es la proporción del modelo ! ∈ ! en el plan, cumpliéndose: ! = ! ! y ! ≡ ! = !!∀!  -. 
El problema consiste en hallar una secuencia quota de ! productos ! ! = (!!,… ,!!) con mínima 
sobrecarga !(! ! ), mínima no-regularidad de fabricación !! !,! ! , satisfaciendo el plan de 
demanda representado por el vector !, y forzando la interrupción de las operaciones entre los límites 
establecidos por el ciclo ! y las ventanas temporales !! !(! ∈ !). La formulación del modelo es: 
 min!ℱ ! ! ≡ !(! ! ) ≺ !!! ! !  (3)  
! ! ! = !!!!,! !!!!!!!!!!  (4)  
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! ! ! = !!!!,! !!!!!!!!!!  (5)  
!!! ! ! = !!,! − !!! !!!!!!!!!  (6)  !!,! !! = !"# 0, !!,! !! +!!!,! − ! + ! − 2 ! − !! !!!∀! ∈ !!∀! = 1, . . ,!   (7)  !!,! !! = !!,! !! − !!,!!! !!!! !!!!∀! ∈ !!∀! = 1, . . ,!   (8)  !!,! = !! ∈ ! ! = !!,… ,!! ⊆ ! ! :!!! = ! ∈ ! !!!∀! ∈ !!∀! = 1, . . ,! (9)  !!,!(!!) = !"# !!,!!!(!!!!), !!!!,! !! , ! + ! − 2 ! !!!∀! ∈ !!∀! = 1, . . ,! (10)  !!,!!! !!!! = !!,!!! !!!! + !!!!!,! − !!,!!! !!!! !!!∀! ∈ !!∀! = 2, . . ,!   (11)  !!!!,! !! = !!!!,! !! + !!!,!!! − !!!!,! !! !!∀! ∈ ! − 1 !∀! = 1, . . ,! (12)  !!,! !! = !"# !!,! !! + !!!,! , ! + ! − 2 ! + !! !!∀! ∈ !!∀! = 1, . . ,! (13)  !!! ≤ !!,! ≤ !!! , !!,! = !! !!∀! ∈ !!∀! = 1, . . ,! (14)  
En el modelo, la identidad (3) expresa la minimización de la función objetivo ℱ ! !  que atiende a 
dos criterios jerarquizados: el primero !(! ! ) corresponde a la sobrecarga global generada por la 
secuencia, que se determina según (4), y el segundo !!! ! !  está asociado a la no-regularidad de la 
producción de la secuencia, que se determina según (6). La expresión (5) sirve para calcular el tiempo 
inerte global de los procesadores ! ! ! . Las igualdades (7) permiten determinar las sobrecargas 
parciales de cada estación ! y de cada periodo !, con interrupción forzada de las operaciones, provo-
cándola cuando se alcanza el límite superior de la ventana temporal: ! + ! − 2 ! + !!. Por su parte, 
las igualdades (8) definen el tiempo inerte parcial que se genera en cada estación y en cada periodo de 
fabricación en función de!! !  y las (9) sirven para contar el número de productos tipo ! ∈ ! en la 
secuencia parcial ! ! ⊆ ! ! . Las igualdades (10), por un lado, y (11), (12) y (13), por otro, deter-
minan los instantes mínimos de inicio, !!,!, y de finalización, !!,!, de las ! ×! operaciones. Final-
mente, las condiciones (14) imponen la satisfacción del plan de demanda (!! !!∀! ∈ !)!y la propiedad 
quota a la secuencia de fabricación ! ! .  
4 Algoritmo GRASP 
GRASP es una metaheurística multiarranque [9] provista de dos fases. La primera, llamada fase cons-
tructiva, proporciona una solución inicial mediante un procedimiento greedy aleatorizado. La segunda, 
llamada fase de mejora, emplea procedimientos de búsqueda local hasta alcanzar óptimos locales en 
uno o más vecindarios concretos. 
Tras un número prefijado de iteraciones (fase constructiva más fase de mejora), GRASP obtiene la 
mejor secuencia de fabricación ! ! = (!!,… ,!!), con interrupciones forzadas de las operaciones, 
satisfaciendo la propiedad quota, y atendiendo, en esta propuesta, al biobjetivo jerarquizado: mínima 
sobrecarga de trabajo y mínima no-regularidad de la producción. 
4.1 Fase 1:  Construcción de una secuencia 
De manera similar a [4] y [5], construimos una secuencia de modelos ! ! = (!!,… ,!!), asignando 
progresivamente, en cada etapa !! ! = 1,… ,! ,!un producto de la lista !"(!) de candidatos sorteables 
para ocupar la posición ! de la secuencia de fabricación (!-ésimo lanzamiento a línea). Consecuente-
mente, cuando se alcanza la etapa !, se añade a la secuencia parcial ! ! − 1 = !!,… ,!!!! , conso-
lidada en la etapa anterior, un producto ! ∈ !"(!). 
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Para que un producto tipo ! ∈ ! entre en la lista !"(!) de la etapa !, debe cumplir las siguientes 
condiciones: (i) que el producto no tenga cubierta su demanda: !!,!!! < !!; (ii) que se satisfaga la 
propiedad quota en el ciclo !: !!! ≤ !!,!!! + 1 ≤ !!! ⋏ !!! ≤ !!,!!! ≤ !!! ,∀! ≠ ! ; y (iii) 
que, en la medida de lo posible, el producto que entra a la lista no pueda desplazar por sorteo a otros 
productos críticos, dando lugar a la violación de la propiedad quota en etapas posteriores. 
La condición (iii) equivale a imponer que la !-ésima unidad de tipo ! ∈ ! (!!) debe lanzarse a línea 
en un ciclo !!! contenido en el intervalo !!"# !! , !!"#(!!) , donde !!"# !!  y !!"#(!!) son respec-
tivamente el primer y último ciclo en los que el valor !! cumple con la propiedad quota.  
Si la lista !"(!) queda vacía al imponer a la vez las 3 condiciones, se abre la lista a todos los pro-
ductos que no tengan cubierta su demanda en la etapa ! – condición (i)-. 
Una vez construida la lista !"(!) ordenamos los productos candidatos ! ∈ !"(!), según dos índices 
de prioridad jerarquizada; éstos son P-1 y P-2. 
P-1. Sobrecarga de trabajo: asociada a la secuencia !! ! ≡ ! ! − 1 ∪ ! , resultante al añadir el 
producto ! ∈ !"(!) a la secuencia parcial consolidada ! ! − 1 : 
!! ! ≡ ! !!(!) = ! !(! − 1) + !!!!,!(!)!!!! !!∀! ∈ !" ! ⋏ ∀! = 1, . . ,! (15)  
donde, !!,! !  simboliza la sobrecarga parcial de trabajo soportada por un procesador de la esta-
ción ! ∈ ! cuando la !-ésima unidad de producto es de tipo !. Si consideramos la interrupción forzada 
de las operaciones, !!,! !  se calcula aplicando recursivamente las fórmulas (16)-(19). !!,! ! = !"# 0, !!,! ! +!!,! − ! + ! − 2 ! − !!  (16)  !!,!(!) = !"# !!,!!!(!!!!), !!!!,! ! , ! + ! − 2 !  (17)  !!,!!!(!!!!) = !!,!!! !!!! + !!!!!,! − !!,!!!(!!!!) (18)  !!!!,!(!) = !!!!,! ! + !!,!!! − !!!!,!(!) (19)  
En (16), !!,! ! !es el instante de inicio de la operación en la estación ! cuando un modelo tipo ! 
ocupa la !-ésima posición en la secuencia. Nótese que !!,! !  depende del inicio del !-ésimo ciclo de 
fabricación en la estación !!( ! + ! − 2 !) y de los instantes en que se dan por concluidas las opera-
ciones en curso en la estación ! (!!,!!!(!!!!)) y en la estación ! − 1 (!!!!,! ! ). Para inicializar estos 
cálculos recursivos haremos: !!,! ! = 0!∀! ∈ !.  
P-2. No-regularidad de la producción: asociada a la secuencia !! ! ≡ ! ! − 1 ∪ ! , resultante al 
añadir el producto ! ∈ !"(!) a la secuencia parcial consolidada ! ! − 1 : 
!! ! ≡ !!! !!(!) = !!! !(! − 1) + !!,! − !!! !!!!! !!∀! ∈ !" ! ⋏ ∀! = 1, . . ,! (20)  
Donde !!! !(! − 1)  es la no-regularidad asociada a la secuencia parcial de productos !(! − 1) 
de la etapa ! − 1, y los valores !!,!!son las producciones en curso de los diversos modelos ! ∈ ! hasta 
la etapa !. Obviamente, se cumple: !!,! = !!,!!! + 1  y  !!,! = !!,!!!, ∀! ≠ !. 
A diferencia con trabajos anteriores ([4] y [5]), aquí hemos implementado, como segundo índice 
de prioridad P-2, la aportación de un producto a la función !!! ! !  de no-regularidad de la secuen-
cia ! ! ; por consiguiente, hemos sacrificado la minimización del tiempo inerte ! ! ! , que se 
calcula según (5), como segundo criterio de optimización.  
Con la ayuda de los índices ! !!(!)  y !!! !!(!)  ordenamos crecientemente los productos de la 
lista !" !  y la convertimos en la lista !" ! . Teniendo en cuenta que tal ordenación se aplica en je-
rarquía, la no-regularidad !!! !!(!)  sólo interviene cuando se produce empate en la sobrecarga de 
trabajo parcial ! !!(!) .  
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Tras dicha ordenación, la lista !" ! !la reducimos a través de un mecanismo que es función del 
factor de admisión Λ (tanto por ciento de productos sorteables entre los mejores candidatos). Tras esta 
operación, obtenemos la lista restringida  !"# !,! , que coincide con !" ! !cuando Λ = 100%. 
Debido a posibles empates entre productos, según sus instantes !!"#(!!), durante la fase construc-
tiva de GRASP, la secuencia de productos ! !  puede violar la propiedad quota en algún ciclo pro-
ductivo. Esto sucede cuando la lista !" !  queda vacía y hay que abrir paso a todos los productos con 
demanda pendiente. En tales condiciones, activamos un procedimiento de intercambio que resuelve un 
problema de máxima satisfacción de restricciones !!"# !! ≤ !!! ≤ !!"# !! ,∀!! = 1, . ,!!:!! ∈ !  
que da como solución la secuencia !(!) que sí satisface la propiedad quota en todos los ciclos. 
4.2 Fase 2: Mejora de la solución mediante búsqueda local 
Igual que en [4] y [5], partimos de una secuencia quota ! !  e iniciamos la fase de mejora local en la 
que procedemos a ejecutar consecutiva y repetitivamente 4 algoritmos de descenso en 4 vecindarios, 
hasta que ninguno de ellos mejora la mejor solución conseguida durante la iteración. Entre dos se-
cuencias quota seleccionamos la que ofrezca menor sobrecarga total ! ! !  y, si hay empate, la que 
presente menor no-regularidad de la producción !!! ! ! . Los algoritmos de descenso se basan en 
el intercambio y en la inserción de productos y están orientados a la exploración de ciclos de la se-
cuencia tanto en orden creciente como decreciente. Dichos procedimientos son: (i) intercambio en 
avance, (ii) intercambio en retroceso, (iii) Inserción en avance, y (iv) inserción en retroceso. El resul-
tado de la fase de mejora es la secuencia quota  !∗ ! = (!!∗,… ,!!∗ ).   
5 Caso de estudio 
5.1 Data 
La experiencia computacional que proponemos está enfocada a analizar el comportamiento del algo-
ritmo GRASP propuesto en este trabajo frente a otros dos procedimientos en cuanto a calidad de solu-
ciones y tiempos de CPU; dichos procedimientos son: (1) BDP-1 [6] y (2) GRASP-1 [3]. Igual que en 
[3], [4], [5] y [6], el análisis lo realizamos sobre un caso de estudio de la planta de Nissan en Barcelo-
na: una línea de ensamblado de 9 tipos de motores agrupados en 3 familias (4x4, furgonetas y camio-
nes), donde trabajan 42 operarios, en cada turno de 8 horas presenciales, sujetos a un tiempo de ciclo 
de 175 segundos. Brevemente, los datos que enmarcan el caso que nos ocupa son: 
− Número de estaciones de trabajo: ! ≡ ! = 21. 
− Número de tipos de producto: ! = 9!(! = 1, . . ,9). 
− Tiempo de ciclo: ! = 175!!., y una ventana temporal: !! = 195!!. ∀! = 1, . . ,21 . 
− Número de procesadores homogéneos (con 2 operarios): !! = 1! ∀! = 1, . . ,21 . 
− Tiempos de proceso !!,!!, según tipo de motor y estación de trabajo (∀! ∈ !,∀! ∈ !), con valores 
comprendidos entre 89!!. y 185!!. a actividad normal.  
− Número de planes de demanda de motores: ! = 23! !! = 1, . . ,23 , correspondientes a las instan-
cias Nissan-9Eng.I. Todos los planes tienen la misma demanda diaria (ver [6]: Table 6, Block I, 
NISSAN-9ENG). 
− Demanda diaria: ! ≡ !! = 270!!"#$%$&'! ∀! = 1, . . ,23 . 
5.2 Procedimientos 
Los códigos compilados de los procedimientos tienen las siguientes características: 
− BDP-1: Algoritmo bajo el esquema de la Programación Dinámica Acotada (BDP: Bounded Dyna-
mic Programming) enfocado a minimizar la sobrecarga ! ! !  (ver [6]). El código ha sido com-
pilado y ejecutado en iMac (Intel Core 2 Duo 2.33 GHz, 3 GB de RAM). El máximo número de 
transiciones desde cada vértice es igual al número de tipos de producto ! = 9. Los anchos de ven-
tana para cada plan de demanda son ! = (1,10,50,100,250,500,750,1000), dando lugar a 184 
ejecuciones del algoritmo. En cada ejecución, la solución inicial !! para !! es igual a la mejor so-
lución obtenida con !!!!, excepto para !! = 1, donde !! → ∞. El tiempo de CPU medio (acumu-
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lado para los 8 valores de !) empleado para cada plan de demanda es igual a 7664.27 s. La propie-
dad quota no se ha impuesto a las secuencias y la interrupción de las operaciones es forzada. 
− GRASP-1: Algoritmo GRASP orientado a minimizar jerárquicamente la sobrecarga ! ! !  y el 
tiempo inerte ! ! !  (ver [3]). El código ha sido compilado y ejecutado en iMac (Intel Core i7 
2.93 Ghz, 8 GB de RAM). El máximo número de iteraciones para cada plan es igual a 10 con tres 
factores de admisión de candidatos Λ = (25%, 50%, 100%), dando lugar a 690 soluciones en 69 
ejecuciones.  El tiempo de CPU medio empleado por plan de demanda es igual a 425.3 s. La pro-
piedad quota se ha impuesto a todas las secuencias y la interrupción de las operaciones es forzada.  
− GRASP-2: Algoritmo GRASP enfocado a minimizar jerárquicamente la sobrecarga ! ! !  y la 
no-regularidad de la producción !!! ! !  (este trabajo). El código ha sido compilado y ejecutado 
en iMac (Intel Core i7 2.93 Ghz, 8 GB de RAM). El máximo número de iteraciones para cada plan 
de demanda es igual a 20 con tres factores de admisión de candidatos Λ = (25%, 50%, 100%), 
dando lugar a 1380 soluciones en 69 ejecuciones.  El tiempo medio de CPU empleado por iteración 
es igual a 82.8 s., y el tiempo requerido en promedio para obtener la mejor solución en cada plan de 
demanda es igual a 679.5 s. La propiedad quota se ha impuesto a todas las secuencias y la interrup-
ción de las operaciones es también forzada.  
5.3 Resultados 
La Tabla 1 recoge los mejores resultados conseguidos por BDP-1 (ver Table 7 en [6]) , GRASP-1 (ver 
tabla 2 en [3] y GRASP-2 (este trabajo), para la sobrecarga ! en los 23 planes de demanda ! ∈ Ε.  
En ella se muestran también el algoritmo Ganador en cada plan de demanda y las ganancias unita-
rias de GRASP-2 frente a BDP-1 (∆G2vB), GRASP-2 frente a GRASP-1 (∆G2vG1) y BDP-1 frente a 
GRASP-1 (∆BvG1), que se determinan según (21). 
 ∆!"!! ! = !!! ! !!! !!"# !!! ! ,!! ! !!!!∀! ∈ !,∀! ∈ G2,B ,∀!′ ∈ B,G1  (21)  
 ! ∈ Ε  !!"#!  !!"#$%! !!"#$!!  ∆G2vB  ∆G2vG1  ∆BvG1  !!"!" !"#"$%& 
1 166 142 152 0.09  -0.07  -0.17  142 G1 
2 464 404 392 0.18  0.03  -0.15  392 G2 
3 432 436 436 -0.01  0.00  0.01  432 BDP 
4 440 535 515 -0.17  0.04  0.22  440 BDP 
5 897 868 871 0.03  -0.00  -0.03  868 G1 
6 663 748 739 -0.11  0.01  0.13  663 BDP 
7 823 790 784 0.05  0.01  -0.04  784 G2 
8 129 96 86 0.50  0.12  -0.34  86 G2 
9 1149 1235 1234 -0.07  0.00  0.07  1149 BDP 
10 1249 1246 1246 0.00  0.00  -0.00  1246 G1/G2 
11 50 124 116 -1.32  0.07  1.48  50 BDP 
12 369 284 280 0.32  0.01  -0.30  280 G2 
13 379 399 403 -0.06  -0.01  0.05  379 BDP 
14 578 543 535 0.08  0.01  -0.06  535 G2 
15 553 461 452 0.22  0.02  -0.20  452 G2 
16 223 255 227 -0.02  0.12  0.14  223 BDP 
17 640 556 548 0.17  0.01  -0.15  548 G2 
18 962 1067 1063 -0.10  0.00  0.11  962 BDP 
19 980 971 969 0.01  0.00  -0.01  969 G2 
20 104 234 208 -1.00  0.13  1.25  104 BDP 
21 854 943 939 -0.10  0.00  0.10  854 BDP 
22 1104 1084 1080 0.02  0.00  -0.02  1080 G2 
23 107 107 107 0.00  0.00  0.00  107 Todos 
Media - - - -0.056  0.022  0.091  - - 
Tabla 1: Para cada plan ! ∈ Ε, Sobrecarga ! según procedimiento 
(!!"#!,! !"#$%!,! !"#$%!).  Ganancia unitaria entre pares de procedimientos 
(∆G2vB,∆G2vG1,∆BvG1), mejor solución !!"!" y Algoritmo Ganador. 
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Atendiendo a la sobrecarga de trabajo y a partir del análisis de la Tabla 1 podemos afirmar: 
− En número de soluciones, BDP-1 y GRASP-2 empatan con 11 mejores soluciones sobre 23, mien-
tras que GRASP-1 alcanza la mejor solución en 4 ocasiones. GRASP-1 y GRASP-2 empatan en el 
plan 10 y los tres procedimientos obtienen el mismo resultado en sobrecarga para el plan 23.   
− GRASP-2 vence a BDP-1 en 12 planes, pierde en 10 y empata en uno. La ganancia unitaria media 
de BDP-1 sobre GRASP-2 es del 29.7%, cuando BDP-1 es el ganador, mientras que la de GRASP-
2 sobre BDP-1 es del 12%, cuando vence GRASP-2. En media global, la ganancia unitaria de 
BDP-1 sobre GRASP-2 es del 5.6%. 
− GRASP-2 gana a GRASP-1 en 17 planes, pierde en 3 y empata en 3. La ganancia unitaria media 
global de GRASP-2 sobre GRASP-1 es del orden del 2.2%. En detalle, GRASP-2 vence a GRASP-
1 con una ganancia unitaria media parcial del 3.5%, y GRASP-1 vence a GRASP-2 parcialmente 
con ganancia del orden del 2.8%.  
− BDP-1 vence a GRASP-1 10 veces de 23, pierde en 12 planes y empata en uno. Las ganancias uni-
tarias medias parciales, cuando BDP-1 vence a GRASP-1 y viceversa, son iguales al 35.7% y al 
12.3.%. BDP-1 vence globalmente a GRASP-1 con una ganancia del 9.1%. 
− BDP-1, GRASP-1 y GRASP-2 necesitaron en promedio 7664.3 s, 425.3 s y 679.5 s, respectiva-
mente, para confirmar su mejor solución en cada plan de demanda. 
Por otra parte, en la Tabla 2 recogemos las cotas Hamilton !!!(!)! de la función de no-regularidad !!!(!), así como los valores ofrecidos por GRASP-1 [3] y GRASP-2 para !!!(!); en ella mostramos 
también el algoritmo Ganador, las ganancias unitarias de GRASP-2 frente a GRASP-1 (∆G2vG1) y las 
distancias relativas de éstos a las cotas (∆HvG1 y ∆HvG2) que se determinan según (22). 
 ∆!"!! ! = !!!(!)!!!!!!(!)!!"# !!!(!)!! ,!!!(!)! !!!∀! ∈ !,∀! ∈ H,G2 ,∀!′ ∈ G1,G2  (22)  
 ! ∈ Ε !!!(!)! !!!(!)!! !!!(!)!!  ∆HvG1  ∆HvG2  ∆G2vG1 !!!(!)!!" !"#"$%& 
1 400.00 400.00 400.00 0.00  0.00  0.00  400.00 G1/G2 
2 250.70 397.01 376.81 0.58  0.50  0.05  376.81 G2 
3 263.70 380.60 368.15 0.44  0.40  0.03  368.15 G2 
4 263.06 396.43 404.54 0.51  0.54  -0.02  396.43 G1 
5 247.92 429.02 389.42 0.73  0.57  0.10  389.42 G2 
6 262.78 395.67 379.71 0.51  0.44  0.04  379.71 G2 
7 269.17 403.35 394.28 0.50  0.46  0.02  394.28 G2 
8 248.31 414.02 384.14 0.67  0.55  0.08  384.14 G2 
9 252.31 394.76 399.30 0.56  0.58  -0.01  394.76 G1 
10 249.35 415.47 358.11 0.67  0.44  0.16  358.11 G2 
11 247.97 429.02 419.86 0.73  0.69  0.02  419.86 G2 
12 239.93 416.24 384.93 0.73  0.60  0.08  384.93 G2 
13 239.82 419.79 406.54 0.75  0.70  0.03  406.54 G2 
14 237.86 408.90 385.10 0.72  0.62  0.06  385.10 G2 
15 259.96 401.11 380.51 0.54  0.46  0.05  380.51 G2 
16 248.94 388.06 380.59 0.56  0.53  0.02  380.59 G2 
17 249.91 391.60 382.74 0.57  0.53  0.02  382.74 G2 
18 245.07 402.56 404.42 0.64  0.65  -0.00  402.56 G1 
19 266.48 373.52 356.22 0.40  0.34  0.05  356.22 G2 
20 268.80 386.50 350.91 0.44  0.31  0.10  350.91 G2 
21 312.50 409.83 407.50 0.31  0.30  0.01  407.50 G2 
22 249.76 382.68 383.69 0.53  0.54  -0.00  382.68 G1 
23 267.96 377.08 368.56 0.41  0.38  0.02  368.56 G2 
Media - - - 0.54 0.48 0.04 - - 
Tabla 2: Para cada plan ! ∈ Ε, No-regularidad !!! !  según procedimiento 
(H,G1,G2).  Ganancia unitaria entre pares de procedimientos 
(∆HvG1,∆HvG2,∆G2vG1), mejor solución !!!(!)!!" y Algoritmo Ganador. 
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Debemos puntualizar que BDP-1 no incorpora ningún mecanismo para reducir la no-regularidad; por 
tanto, sería injusto compararlo con los procedimientos GRASP en este aspecto; además, queremos 
resaltar que BDP-1 resuelve un problema menos restringido que GRASP-1 y GRASP-2 y por ello está 
en mejores condiciones para conseguir mejores valores para la sobrecarga de trabajo !. 
Centrándonos en los resultados conseguidos por GRASP-1 y GRASP-2 para !!!(!), tenemos: 
− GRASP-2 vence a GRASP-1 en 18 planes, pierde en 4 y empata en uno con valor óptimo (plan #1). 
La ganancia unitaria media de GRASP-2 sobre GRASP-1 es del 5.4%, cuando GRASP-2 es el pro-
cedimiento ganador, mientras que la de GRASP-1 sobre GRASP-2 es sólo del 1%, cuando vence el 
primero. En media global, la ganancia unitaria de GRASP-2 sobre GRASP-1 es del 4%. 
− En promedio, GRASP-1 ofrece resultados que están al 54.4% de la cota !!!(!)! de Hamilton pro-
mediada, mientras que GRASP-2 se encuentra al 48.4% de dicha cota media. Esto supone una ven-
taja en regularidad de la producción de GRASP-2 sobre GRASP-1 valorada en el 6%.  
− En promedio, GRASP-1 es 1.6 veces más rápido que GRASP-2.  
6 Conclusiones 
A pesar de la desventaja con la que juegan los procedimientos GRASP-1 y GRASP-2 frente a BDP-1, 
pues los primeros resuelven un problema más restringido con el propósito de conseguir secuencias 
quota, los algoritmos GRASP implementados se muestran competitivos, en sobrecarga de trabajo !, 
frente a BDP-1.  
 El torneo particular entre GRASP-2 y GRASP-1 se resuelve a favor del primero, tanto en sobre-
carga de trabajo (con una ganancia unitaria media del 2.2%) como en mejora de la regularidad de la 
producción (diferencia del 6% en promedio con cota Hamilton); no obstante, el segundo procedimien-
to es 1.6 veces más rápido que el primero debido, en parte, al número máximo de iteraciones concedi-
do a cada procedimiento en cada plan de demanda. 
Teniendo en cuenta que este trabajo corresponde a una primera fase de investigación, en la que los 
parámetros, tanto de GRASP-1 como de GRASP-2, se han fijado en función de los resultados conse-
guidos por estos procedimientos en 5 iteraciones por plan de demanda, quedan pendientes algunos 
aspectos para equilibrar la competición entre GRASP-1 y GRASP-2.  
En primer lugar, hay que experimentar imponiendo idéntico número máximo de iteraciones por 
plan de demanda en los dos procedimientos. En segundo lugar, se deben ampliar los valores de los 
factores de admisión de candidatos (Λ) en la fase constructiva de las secuencias, que actualmente son Λ = (25%, 50%, 100%), tanto para GRASP-1 como para GRASP-2. 
Otras posibles mejoras en los algoritmos GRASP, que han quedado por explorar, están en los algo-
ritmos de descenso que intervienen en la fase de mejora de la solución mediante búsqueda local. En 
efecto, actualmente en ambos procedimientos, los intercambios y las inserciones de productos están 
orientados a la exploración, en orden creciente y decreciente, de ciclos productivos (!), cabiendo la 
posibilidad de orientar dicha explotación a tipos de producto ! ∈ !. 
Otro experimento que queda como trabajo pendiente es comparar BDP-1 con versiones de 
GRASP-1 y GRASP-2 que no impongan a las secuencias de fabricación la propiedad quota. Esto per-
mitiría una competición más justa, desde el punto de vista computacional, entre los tres procedimien-
tos, al estar los tres enfocados a minimizar un solo objetivo: la sobrecarga de trabajo !. 
Finalmente, queda pendiente también hibridizar GRASP-2 con otros procedimientos que permitan 
obtener soluciones para el problema MMSP-W/pmr/free (ver [4] y [5]) a partir del problema propuesto 
en este trabajo al que hemos denominado MMSP-W/!!!/pmr/forced. Pensamos que un procedimiento 
asistente a GRASP para dicho propósito puede ser la programación lineal, como en [4] y [5],  o, alter-
nativamente, diseñar algoritmos heurísticos que, a partir de una secuencia de fabricación, reduzcan su 
sobrecarga de trabajo mediante la interrupción inteligente de las operaciones. 
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