Abstract. We prove that fully-extended, orthogonal infinitary combinatory reduction systems with finite right-hand sides are confluent modulo identification of hypercollapsing subterms. This provides the first general confluence result for infinitary higher-order rewriting.
Introduction
Lazy declarative programming employs several approaches that are well-suited for description by term rewriting. This is of interest when studying basic constructs such as lazy lists:
from(x, y) ← x is x + 1, from(x , z), y = [x|z] and (lazy) narrowing or residuation, in conjunction with, say, higher-order functions, e.g. the map functional:
map(f, []) = [] map(f, [x|xs]) = [f (x)|map(f, xs)]
Such a combination occurs in several pure functional languages, as well as in functional logic languages such as Curry [1, 2] and Toy [3] .
An extension of term rewriting intended to model lazy computations is infinitary rewriting, a formalism allowing for terms and reductions to be infinite [4] [5] [6] . Technical properties known as strong convergence and compression furnish the computational intuition for such systems: The limit term of every infinitely long sequence of computations is also the limit of a sequence of finite computations. Unfortunately, many desirable properties of ordinary (first-order) term rewriting systems fail to hold when considering infinitary term rewriting systems (iTRSs). Furthermore, substantial care and ingenuity is needed to treat bound variables and applications in the infinitary setting, a fact already evident in infinitary lambda calculus (iλc) [6, 7] .
While many language features require some sort of extension or restriction on the rewrite relation to model actual computations correctly (e.g. conditional
Thus, [x]x, [x]f (Z(x)), Z(Z(Z(. . .))), and Z([x]Z ([y](Z([x]Z )
. . .))) are all candidate meta-terms. Moreover, [x] x and [x]f (Z(x)) are also finite meta-terms.
As usual in rewriting, we define the set of positions of candidate meta-terms as a set of finite strings over N, with the empty string, such that each string corresponds to the "location" of subterm. For instance, the position of y in [x]f (x, y) is 01 ('0' to get to f (x, y) and '1' to get to the second argument of f ). The set of positions of term s is denoted Pos(s). If p ∈ Pos(s), then we denote by s| p the subterm of s at p (e.g. [x] f (x, y)| 01 = y). The length of a position p is denoted |p|. There is a natural well-founded (but not necessarily total) order < on positions such that p < q iff p is a proper prefix of q. If p and q are incomparable in this order, we write p q and say that p and q are parallel.
A (one-hole) context is a candidate meta-term over Σ ∪ { } where is a fresh constant that occurs at most once in the term.
We next define the set of meta-terms: A chain of meta-variables is a chain
A meta-term is a candidate metaterm s such that no infinite chain of metavariables occurs in s.
Observe that occurs only in
Moreover, note that candidate meta-terms such as Z(Z(Z(· · · Z(· · ·)))) are not metaterms. These terms are rejected as meta-terms as the result of applying substitutions to them is generally not well-defined [12] . Note too that [
We can now define terms:
A term is a meta-term without meta-variables.
As usual, we consider terms modulo α-equivalence. Note that the definition of meta-terms only restricts meta-terms containing meta-variables, not meta-terms without meta-variables, i.e. not terms. Substitutions are defined by interpreting the ordinary rules of substitution coinductively, minding α-conversion when applicable. We write s[x := t] for the substitution of a vector t of terms for a vector x of variables (of the same length) in a term s. An n-ary substitute is a mapping denoted λx 1 , . . . , x n .s or λx.s, with s a term, such that:
A valuationσ is an extension of a function σ which assigns n-ary substitutes to n-ary meta-variables. The extension maps meta-terms to terms. For instance, if
f (x), x). As above, it is defined by interpreting the usual rules for valuations [13] coinductively.
The following is proved in [12] :
Proposition 2.4. Let s be a meta-term andσ a valuation. There exists a unique term that is the result of applyingσ to s.
Infinitary Rewriting
Definition 2.5. A finite meta-term is a pattern if each of its meta-variables has distinct bound variables as its arguments. Moreover, a meta-term is closed if all its variables occur bound.
Definition 2.6. A rewrite rule is a pair (l, r), denoted l → r, where l is a finite meta-term and r is a meta-term, such that:
1. l is a pattern and of the form f (s 1 , . . . , s n ) with f ∈ Σ of arity n, 2. all meta-variables that occur in r also occur in l, and 3. l and r are closed.
An infinitary combinatory reduction system (iCRS) is a pair C = (Σ, R) with Σ a signature and R a set of rewrite rules. We now define redexes and rewrite steps. A rewrite step is a pair (s, t), denoted s → t, such that an l → r-redex occurs in s = C[σ(l)] and such that t = C[σ(r)]. A redex or rewrite step is collapsing if the employed rewrite rule is collapsing. It is root-collapsing if it is collapsing and if the redex occurs at position .
Throughout the paper, sets of redexes are denoted by calligraphic capitals such as U. We can now define what a transfinite reduction sequence is. The definition copies the definition from iTRSs and iλc verbatim [5, 7] : Definition 2.10. A transfinite reduction sequence of ordinal length α is a sequence of terms (s β ) β<α+1 such that s β → s β+1 for all β < α. For each rewrite step s β → s β+1 , let d β denote the depth of the contracted redex. The reduction sequence is weakly convergent or Cauchy convergent if for every ordinal γ ≤ α the distance between t β and t γ tends to 0 as β approaches γ from below. The reduction sequence is strongly convergent if it is weakly convergent and if d β tends to infinity as β approaches γ from below. Notation 2.11. By s α t, respectively s ≤α t, we denote a strongly convergent transfinite reduction sequence of ordinal length α, respectively of ordinal length less than or equal to α. By s t we denote a strongly convergent transfinite reduction sequence of arbitrary ordinal length and by s → * t we denote a reduction sequence of finite length. Reduction sequences are usually ranged over by capitals such as D, S, and T . The concatenation of two reduction sequences S and T is denoted by S; T . Note that the concatenation of any finite number of strongly convergent reductions is a strongly convergent reduction.
Lemma 2.12 (See [12] ). If s t, then the number of steps contracting redexes at depths less than d ∈ N is finite for any d.
As in [5] [6] [7] , we consider strongly converging reduction sequences. This ensures that we can restrict our attention to reduction sequences of length at most ω by the so-called compression property:
Theorem 2.13 (Compression, see [12] ). For every fully-extended, left-linear iCRS, if s α t, then s ≤ω t.
Left-linearity and fully-extendedness ensure no redex is created by either making two subterms equal or erasing some variable in an infinite number of steps. As shown in [12] , they cannot be omitted from the theorem. In the remainder we work exclusively with orthogonal systems; these are defined as in the finite case: Definition 2.14. Let R = {l i → r i | i ∈ I} be a set of rewrite rules.
R is non-overlapping if it holds that:
-each l i → r i -redex that occurs at a position p in an l j → r j -redex with i = j occurs such that there exists a position q ≤ p with q ∈ Pos(l j ) and root(l j | p ) a meta-variable, -likewise for p = and i = j. 2. R is orthogonal if it is left-linear and non-overlapping.
3. An iCRS is orthogonal if its set of rewrite rules is orthogonal.
As shown in [12] , orthogonality suffices for the definition of well-defined descendant and residual relations, i.e. the relations that describe respectively what "happens to" positions and redexes across reductions. Notation 2.15. Let s and t be terms such that s t. Assume that P ⊆ Pos(s) and that U is a set of redexes in s. We denote descendants of P across s t, respectively residuals of U across s t, by P/(s t) and U/(s t). If P = {p} and U = {u} we also write p/(s t) and u/(s t).
Developments
The results in this section apply to orthogonal iCRSs. Orthogonality is required, as descendants and residuals are only defined in the orthogonal case.
Definition 3.1. Let U be a set of redexes in a term s. A development of U is a strongly convergent reduction sequence such that each step contracts a residual of a redex in U. A development s t is complete if U/(s t) = ∅.
Notation 3.2. If U is a set of redexes in term s and there is some development of U that results in term t, we write s ⇒ t, where the arrow is adorned with U if needed. Observe that there may exist t = t with s ⇒ t , as the development s ⇒ t need not to be complete.
The following is the main result of [12] :
Theorem 3.3. Let U be a set of redexes in a term s. If U has a complete development then all complete developments of U end in the same term.
Lemma 3.4. If U has a complete development and if s t is a development of U (not necessarily complete), then U/(s t) has a complete development.
Proof. Immediate by inspection of the proof of Theorem 5.12(1) in [12] .
Lemma 3.5. Let U be a set of redexes in a term s, let U have a complete development, and let u be a redex in s. Then U ∪{u} has a complete development.
Proof (Sketch). By the finite chain condition on meta-terms and the variable convention, residuals of u can only be nested in "finite chains" across a complete development of U. One can coinductively perform complete developments of these finite chains in a top-down manner, yielding a complete development of U ∪ {u}.
Corollary 3.6. Let U be a set of redexes in a term s which has a complete development s t and let v be a redex of s. The following diagram commutes (where all developments are complete):
Proof. By Lemmas 3.4 and 3.5, Theorem 3.3 and the fact that (U ∪ {v})/(s → t ) = U/(s → t ), respectively (U ∪ {v})/(s t) = v/(s t).
Hypercollapsingness and Essentiality
From this section onwards we consider only fully-extended, orthogonal iCRSs where each rewrite rule has a finite right-hand side. Finiteness of the right-hand sides is essentially used to show that Definition 4.11 is well-defined 3 . In this section, we treat a special kind of troublesome term and reduction: Definition 4.1. A hypercollapsing reduction is a sequence of terms (s i ) i<ω such that s i → s i+1 for all i < ω and such that an infinite number of these steps are root-collapsing.
Thus, a hypercollapsing reduction is a transfinite reduction sequence of length ω which is not convergent in any sense and from which the term s ω is omitted.
Definition 4.2.
A term s is said to be hypercollapsing if, for all terms t with s t, there exists a term t with t t such that t has a collapsing redex at the root.
The objective of this section is to prove the following lemma: This result is key for results concerning confluence modulo in iTRSs and iλc. Alas, the existing proof methods [6] cannot be lifted to the general higherorder case: For iTRSs, the known proofs hinge on the Strip Lemma, and for iλc on head reductions, none of which generalise to iCRSs. Instead, we employ a measure on finite reduction sequences and proof technique as developed by Sekar and Ramakrishnan [11] and as extended to higher-order rewriting by Van Oostrom [10] .
Essential Reductions
To define the measure on finite reduction sequences, we first need to define the notions of contribution and essentiality. Definition 4.4. Let s and t be terms and s → t with an l → r-redex contracted at position p. If q ∈ Pos(s) and P ⊆ Pos(t), then q contributes to P , whenever:
-one or more positions of q/(s → t) are in P , or -the position q occurs in the redex pattern of the contracted redex and p is a prefix of some positions in P .
Contribution is extended to finite reductions of positive length by transitive closure. If s → = s, then every position in P contributes only to itself.
Observe that several distinct positions in s can contribute to a single position in t. In the case the redex contracted in s → t occurs at position p, at least all positions in the redex pattern contribute to the position p in t.
Definition 4.5. Let s → * t and let P ⊆ Pos(t). A position in any term along s → * t is essential for P (usually the explicit mention of P is suppressed) if it contributes to P . A set of positions is essential for P if every position in the set is. A redex is essential for P if its root position contributes to P . A rewrite step is essential for P if its redex is. A finite reduction is essential for P if all of its rewrite steps are. A redex is inessential if its root position does not contribute to P . A rewrite step is inessential if its redex is. Lemma 4.6. A rewrite step is either essential or inessential.
Proof. By the fact that all positions in a redex pattern contribute to a redex. Definition 4.7. A prefix of a term s is a finite set P ⊆ Pos(s) such that all prefixes of positions in P are also in P .
Take heed that prefixes are finite.
Lemma 4.8. Let s 0 → * s n and let P be a prefix of s n . The positions in s 0 that are essential for P form a prefix of s 0 .
Proof. By induction on n. If n = 0, we are done, since the reduction is empty. If n = n + 1, then P consists of a (possibly empty) set of positions P "created" by the right-hand side of the redex contracted in the step s n → s n and a (possibly empty) set of positions descending from positions Q in s n . The positions contributing to P are exactly the positions that occur in the redex pattern of the redex contracted in s n → s n , and Q consists of any position above or parallel to the redex, and of positions in arguments of the redex. The union of all these positions clearly constitutes a prefix of s n . The induction hypothesis now furnishes the result.
By the above lemma, we may consider s 0 → * s n as a sequence of n prefixes such that each step either is inside the prefix of its term (and is hence essential), or is below the prefix (and is hence inessential).
Lemma 4.9. Let s 0 → * s n and let P be a prefix of s n . There exists a reduction s 0 → * s s n where s 1 → * s consists of steps essential for P and s s n consists of steps inessential for P (hence the prefix P exists in s ).
Proof. It suffices to show that if t i ⇒ t i → t i+1 where t i ⇒ t i consists of a complete development of some set of redexes that contracts only inessential steps and t i → t i+1 is an essential step, then t i → t i ⇒ t i+1 for some term t i . Observe that since t i ⇒ t i is inessential, the prefix of t i will not be touched by any step in t i ⇒ t i . Hence, the redex contracted in t i → t i+1 is the unique residual of an essential redex in t i . By Corollary 3.6 there now exists a term t i such that t i → t i ⇒ t i+1 . Notation 4.10. With the notation of the above lemma, we write s 0 → * s as D e ('e' for 'essential') and s s n as D e ('e' for 'inessential').
Un s n be a reduction consisting of a finite number of developments of finite sets of redexes (with finite righthand sides). The measure, µ(D) of D is the n-tuple (l n , . . . , l 1 )-note the reverse ordering!-where l i is the maximal length of a development of U i that contracts only essential steps. Tuples are compared first by their length and then by their successive elements (in the natural order). This yields a well-founded order ≺.
Note that the Finite Developments Theorem for ordinary CRSs applies: All developments of a finite set of redexes (with finite right-hand sides) are finite and end in the same term, and all maximal developments of such sets are complete [17] . Hence, each l i in the definition is well-defined.
Remark 4.12. Let s 0 ⇒ s 1 ⇒ · · · ⇒ s n = D 1 ; D 2 ; · · · ; D n be a finite reduction consisting of developments of finite sets contracting only redexes essential to some prefix P of s n . In the remainder of this section we will consider a special kind of projection of such a reduction across a step u : s 0 → t 0 contracting a redex u. By applying the Finite Developments Theorem for finite CRSs to each single rewrite step in each D i , we can erect the following diagram, in which each development is finite (but not necessarily complete):
If u is inessential, then it is outside the sequence of prefixes in s 0 ⇒ * s n contributing to P . Therefore, all bottommost steps in the above diagram are essential, and P is a prefix of t n .
If u is essential and some residual of the redex of u occurs in D i , then some of the steps in the development D i /(u/D 1 ; . . . ; D i−1 ) may be inessential, since redexes may have been duplicated by u and since not all copies need to be essential. If this is the case, Lemma 4.9 ensures that we can rearrange t 0 ⇒ * t n an essential initial part t 0 → * q and an inessential final part q t n (such that P is a prefix of the term q). We can thus "strip away" all inessential steps in the original projection to obtain an "emaciated" projection t 0 → * q; observe that, in this case, we do not necessarily have s n q.
The above remark ensures that the following definition is meaningful:
Definition 4.13. Let s 0 ⇒ s 1 ⇒ · · · ⇒ s n = D 1 ; D 2 ; · · · ; D n be a finite reduction consisting of developments of finite sets contracting only redexes essential to some prefix P for s n . Let s 0 → t 0 contract a redex u. The emaciated projection of D 1 ; · · · D n across u, with respect to P , written D u is the usual projection where inessential steps have been stripped out as in Remark 4.12.
Proposition 4.14. Let D : s 0 ⇒ * s n , let P be a prefix of s n and let s 0 → t 0 contract a redex u. Then, in the emaciated projection D u : t 0 ⇒ * q, the term q contains P as a prefix and D u contains only essential steps for P .
Proof. This is the content of Remark 4.12.
We want to relate the measure of the emaciated projections to the original reductions. The following two lemmas ensure that this can be done:
