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Abstract
We extend some previous results for the damped wave equation in bounded domains in Rd
to the unbounded case. In particular, we show that if the damping term is of the form aa with
bounded a taking on negative values on a set of positive measure, then there will always exist
unbounded solutions for sufﬁciently large positive a:
In order to prove these results, we generalize some existing results on the asymptotic
behaviour of eigencurves of one-parameter families of Schro¨dinger operators to the
unbounded case, which we believe to be of interest in their own right.
r 2004 Elsevier Inc. All rights reserved.
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1. Introduction
Let O be a domain in Rd (bounded or unbounded), with dX1; and let S0
denote the self-adjoint operator generated on L2ðOÞ by the differential expression
S0 :¼ Dþ b; subject to Dirichlet boundary conditions, where b is a real-
valued measurable function on O; s0 will denote the associated quadratic
form. In this paper, we are interested in the instability of the solutions
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t/cðt; ÞAC0ð½0;NÞ;DðS0ÞÞ-C1ð½0;NÞ;Dðs0ÞÞ-C2ð½0;NÞ;L2ðOÞÞ of the follow-
ing initial value problem:
ctt þ aact þ S0c ¼ 0;
cð0; Þ ¼ f1ADðS0Þ;
ctð0; Þ ¼ f2ADðs0Þ;
8><
>: ð1Þ
where aX0 is a parameter (not necessarily small) and a is a real-valued measurable
function on O:
In the case where the damping aa remains non-negative and bounded, the
asymptotic behaviour of solutions of (1) is well understood [23]. However, there are
situations for which this will not be the case and the damping term will change sign,
precluding the usage of energy methods and other tools which rely on the positivity
of the functional Z
O
aðxÞ jcðxÞj2 dx:
Such a situation might arise, for instance, when linearizing semilinear damped
wave equations around a stationary solution—see, for instance [9]. Because
of the change in sign, it is not clear what will now happen to the stability of these
solutions.
In 1991 Chen et al. [6] conjectured that for bounded intervals and under certain extra
conditions on the damping the trivial solution of (1) would remain stable. This was
disproved in 1996 by the ﬁrst author who showed that in the case of bounded O in Rd
this sign-changing condition is sufﬁcient to cause the existence of unbounded solutions
of (1), provided that the LN-norm of the damping is large enough [11]. Heuristically,
this behaviour can be understood from the fact that, when a changes sign, as the
parameter a increases equation (1) (formally) approaches a backward–forward heat
equation and thus one does expect the appearance of points in the spectrum on the
positive side of the real axis. On the other hand, and still at the heuristic level, note that
while for bounded domains the result is not unexpected from the point of view of
geometric optic rays either, for unbounded domains this is not as clear. Think, for
instance, of the case of O ¼ Rd and assume that aðxÞ is negative inside the unit ball,
positive outside, and goes to zero as jxj goes to inﬁnity. Then Theorem 1 below still gives
that for large enough a the trivial solution of (1) becomes unstable.
The purpose of the present paper is to extend the results for the bounded case
to unbounded domains and, in fact, the idea behind the results given here is the
same as that used in [11]. The key point is the observation (cf. Lemma 2) that it is
possible to obtain information on the real part of the spectrum of the damped wave
equation operator by studying some spectral properties of the one-parameter family
of self-adjoint Schro¨dinger operator Sm generated on L
2ðOÞ by the differential
expression
Sm :¼ Dþ b þ ma; ð2Þ
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where m is a real parameter. However, the situation now becomes more complex due
to the presence of essential spectrum, and, in particular, requires the extension of
some results for Sm to this setting which we believe to be interesting in their own
right—see Appendix A.
To state the main instability result, we now need to introduce some notation and
basic assumptions. Throughout the paper, we assume that the damping coefﬁcient a
is bounded and that the potential b is bounded from below, does not have local
singularities but can grow at inﬁnity, namely,
/H1S aALNðOÞ; bALNlocðOÞ and bmin :¼ ess inf b4N:
We also use the notation
amin :¼ ess inf a and amax :¼ ess sup a:
Under the stated assumptions, the initial value problem (1) has a unique solution (cf.
Corollary 2 in Appendix B). The main result of the paper implies that if the damping
a is sign-changing then there are initial conditions of (1) for which the corresponding
solution are unbounded for sufﬁciently large a:
Theorem 1. Assume /H1S: If amino0; then there exists a040 such that system (1) is
unstable for all a4a0:
The instability property is obtained by studying a spectral problem for a non-self-
adjoint operator Aa generated by the matrix-differential expression
0 1
S0 aa
 
; ð3Þ
which appears in a ﬁrst-order evolution equation (cf. (7)) equivalent to (1), and
proving that under these conditions there are positive points in its spectrum
(Theorem 2). If the point in the spectrum is an eigenvalue, then this result shows that
there are initial conditions of (1) for which the corresponding solution grows
exponentially. If the point belongs to the essential spectrum, then Theorem 1 follows
as a consequence of the global instability property (GI-property) for a local semi-
dynamical system associated with (1), cf. [20]. In order to apply the last result, we
need to ensure that Aa generates a C0-semigroup (cf. Appendix B).
The organization of the paper is as follows. In the preliminary Section 2, we deﬁne
properly the operators Sm and Aa; and state some basic properties. The real spectrum
of Aa is investigated in Section 3, where we also prove Theorem 2 which implies the
instability result of Theorem 1. Section 4 is devoted to a more precise discussion of
the real essential spectrum of Aa in unbounded domains if the damping a is
asymptotically constant; we also discuss there the relation between the essential
spectrum and the form of O or the behaviour of b: In Section 5, we discuss the
application of the results obtained to the semilinear case, and consider some open
questions. The paper is concluded by two appendices, where we establish the
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asymptotics of eigenvalues of Sm below the essential spectrum for large jmj and prove
the C0-semigroup property of Aa:
Given a closed operator A in a Hilbert space, we denote by sðAÞ; spðAÞ; sdðAÞ;
seðAÞ; respectively, the spectrum, the point spectrum, the discrete spectrum and the
essential spectrum of A: There are various deﬁnitions of the essential spectrum for
non-self-adjoint operators in the literature, cf. [14]. We deﬁne seðAÞ :¼ sðAÞ\sdðAÞ
and recall that lAsdðAÞ if and only if it is an isolated point of sðAÞ consisting of an
eigenvalue with ﬁnite algebraic multiplicity and with the range of A  l1 being
closed.
We also point out some special conventions that we use throughout the paper:
N ¼ N\f0g; where N ¼ f0; 1; 2;yg; and R7 ¼ ð0;7NÞ:
2. Preliminaries
Denote by ð; Þ the inner product in the Hilbert space L2ðOÞ and by jj  jj
the corresponding norm, and let O be an (arbitrary) open connected set in Rd ;
with dX1:
2.1. The auxiliary Schro¨dinger operator
In this section we consider the family of one-parameter Schro¨dinger operators Sm
on L2ðOÞ; subject to Dirichlet boundary conditions, generated by the differential
expression (2), where m is a real parameter and a; b :O-R are measurable functions
satisfying /H1S:
The operators Sm are introduced as follows. Let s0 be the sesquilinear form on
L2ðOÞ deﬁned by
s0ðf;cÞ :¼ ðrf;rcÞ þ ðf; bcÞ; f;cADðs0Þ :¼ CN0 ðOÞ
jjjjs0 ;
where
jj  jj2s0 :¼ jj  jj2H1ðOÞ þ jjðb  bminÞ
1
2  jj2:
(Note that Dðs0Þ is continuously and densely embedded in H10ðOÞ:) Since the form s0
is densely deﬁned, closed, symmetric and bounded from below [10, Section VII.1.1],
it gives rise to a unique self-adjoint operator S0 which is also bounded from below.
Using the representation theorem [15, Chapter VI, Theorem 2.1], we have that
S0c ¼ S0c; cADðS0Þ ¼ fcADðs0Þ jS0cAL2ðOÞg:
Since a is bounded, the quadratic form
sm½c :¼ s0½c þ mðc; acÞ; cADðsmÞ :¼ Dðs0Þ;
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gives rise to a self-adjoint operator Sm which is bounded from below and satisﬁes
Smc ¼ Smc; cADðSmÞ ¼ DðS0Þ: ð4Þ
Let fgnðmÞgnAN be the non-decreasing sequence of numbers corresponding to the
spectral problem of Sm according to the Rayleigh–Ritz variational formula, i.e.
gnðmÞ :¼ inf sup
cAL
sm½c
jjcjj2
LDDðs0Þ & dimðLÞ ¼ n
( )
: ð5Þ
Proposition 1. Assume /H1S: Each m/gnðmÞ is a continuous function with the
uniform asymptotics
gnðmÞ ¼
amaxmþ oðmÞ as m-N;
aminmþ oðmÞ as m-þN:

Proof. The continuity is immediate from deﬁnition (5); indeed, the Lipschitz
condition jgnðmÞ  gnðm0ÞjpjjajjNjm m0j holds true. The asymptotics follow from the
more general Theorem 4 in Appendix A. &
We recall that gnðmÞ represents either a discrete eigenvalue of Sm or the threshold of
its essential spectrum, cf. [8, Section 4.5]; g1ðmÞ is the spectral threshold of Sm; i.e.,
g1ðmÞ ¼ inf sðSmÞ:
Let gNðmÞ :¼ inf seðSmÞ denote the threshold of the essential spectrum of Sm (if
seðSmÞ ¼+; we put gNðmÞ :¼ þN). The following formula is a generalization (cf.
[10, Section X.5]) of a result due to Persson [19]:
gNðmÞ ¼ sup inf
cACN
0
ðO\KÞ
sm½c
jjcjj2
 K compact subset of O
( )
: ð6Þ
Proposition 2. Assume /H1S: m/gNðmÞ is a continuous function satisfying
gNðmÞX
gNð0Þ þ amax m if mp0;
gNð0Þ þ amin m if mX0:

Proof. The Lipschitz condition jgNðmÞ  gNðm0ÞjpjjajjNjm m0j and the lower
bounds to gNðmÞ are immediate consequences of (6). &
2.2. The damped wave operator
Let us introduce the Hilbert space H :¼ Dðs0Þ  L2ðOÞ of vectors C  fc1;c2g;
where c1ADðs0Þ and c2AL2ðOÞ; and let us equip it with the norm jj  jjH
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deﬁned by
jjCjj2H  jjfc1;c2gjj2H :¼ jjc1jj2s0 þ jjc2jj2:
It is clear that H is the completion of CN0 ðOÞ  CN0 ðOÞ w.r.t. jj  jjH:
Writing c1 :¼ c and c2 :¼ ct; problem (1) is equivalent to the ﬁrst-order system
Ct ¼ AaC;
Cð0; Þ ¼ FADðAaÞ;

ð7Þ
where Aa is the operator associated with (3); it is properly deﬁned as follows:
Aafc1;c2g :¼ fc2;S0c1  aac2g;
fc1;c2gADðAaÞ :¼ DðS0Þ  Dðs0Þ: ð8Þ
Proposition 3. Assume /H1S: The operator Aa is densely defined and closed.
Furthermore, it is the generator of a C0-semigroup on H:
Proof. The density and closedness follow due to the same properties for S0; s0 and
the boundedness assumption on a: The C0-semigroup property is proved in
Appendix B (cf. Theorem 5). &
We shall use the following sufﬁcient condition (characterization of the essential
spectrum due to Wolf [21]).
Lemma 1. Assume /H1S: If there exists a singular sequence of Aa corresponding to
lAC; i.e., a sequence fCngnANDDðAaÞ with the properties
jjCnjjH ¼ 1; Cn n-N!w 0 and ðAa  l1ÞCn n-N! 0 in H;
then lAseðAaÞ:
We recall that the existence of singular sequence provides also a necessary
condition in the characterization of essential spectrum for self-adjoint operators.
3. Real spectrum of the damped wave operator
Our further approach is based on the following trivial, but essential, observation
that links the spectral problems for the operators Aa and Sm:
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Lemma 2. Assume /H1S: 8mAR; 8a40;
ðiÞ  ðm=aÞ2AspðSmÞ3m=aAspðAaÞ;
ðiiÞ  ðm=aÞ2AseðSmÞ ) m=aAseðAaÞ:
Proof. ad (i). If ðm=aÞ2AspðSmÞ; then there exists a cADðS0Þ such that Smc ¼
ðm=aÞ2c and C  fc1;c2g :¼ fc; ðm=aÞcgADðAaÞ is easily checked to satisfy
AaC ¼ ðm=aÞC: Conversely, if m=aAspðAaÞ; then there exist c1ADðS0Þ and
c2ADðs0Þ satisfying the system c2 ¼ ðm=aÞc1; S0c1  aac2 ¼ ðm=aÞc2; which
yields Smc1 ¼ ðm=aÞ2c1:
ad (ii). If ðm=aÞ2AseðSmÞ; then there exists a sequence fcngnANDDðS0Þ for which
jjcnjj ¼ 1; cn !w 0 and ðSm þ ðm=aÞ21Þcn-0 in L2ðOÞ as n-N: We shall show
that the sequence fCn=jjCnjjHgnAN; where Cn  fc1n;c2ng :¼ fcn; ðm=aÞcng; is the
singular sequence of Lemma 1 with l ¼ m=a: First of all, we note that
jjCnjjHXjjcnjjs0Xjjcnjj ¼ 1; so the sequence is well-deﬁned, normalized in H; and
it is enough to check the weak and strong convergence of Lemma 1 for the sequence
fCngnAN: Clearly,
ðAa  ðm=aÞ1ÞCn ¼ f0;ðSm þ ðm=aÞ21Þcng n-N!f0; 0g in Dðs0Þ  L2ðOÞ:
It is also clear that c2n !
w
0 in L2ðOÞ as n-N; so it remains to show that c1n  cn !
w
0
in Dðs0Þ as n-N: The latter can be seen by writing
ðf;cnÞs0 ¼ ðf; ½Sm þ ðm=aÞ
21cnÞ þ ðf; ½1 bmin  ma  ðm=aÞ2cnÞ
for every fADðs0Þ: &
The importance of this result is that it makes it possible to look for real points in
the spectrum of Aa by considering the much simpler (since self-adjoint) spectral
problem for Sm: (Although the latter continues to make sense for complex m; in such
a case, however, one is merely trading one non-self-adjoint problem for another.) In
view of our deﬁnition of essential spectrum, it is clear that, in general, there might be
a m=aAseðAaÞ such that ðm=aÞ2eseðSmÞ; and that is why we do not have a proof for
the converse implication in (ii) of Lemma 2.
Lemma 2 yields
Proposition 4. Assume /H1S: For any a40;
ðiÞ 0AspðS0Þ30AspðAaÞ;
ðiiÞ 0AseðS0Þ ) 0AseðAaÞ;
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ðiiiÞ g1ð0Þo0) ðsðAaÞ-Ra+ & sðAaÞ-Rþa+Þ;
ðivÞ gNð0Þo0) ðseðAaÞ-Ra+ & seðAaÞ-Rþa+Þ:
Proof. (i) and (ii) are direct consequences of Lemma 2. Since g1ð0Þo0; it follows by
Proposition 1 that there exist at least one negative and one positive m at which the
curve m/g1ðmÞAsðSmÞ intersects the parabola m/ ðm=aÞ2: If gNð0Þo0; one
applies the same argument to gN; with help of Proposition 2. &
In (iii) of Proposition 4, since the spectral nature of g1ðmÞ; i.e., whether it belongs
to the discrete or essential spectrum of Sm; may vary with m; we do not know of which
spectral nature are the corresponding points in the real spectrum of Aa: This can be
decided, however, if Sm has no negative essential spectrum. Let us deﬁne
Nm :¼ #fnAN j gnðmÞominf0; gNðmÞgg;
i.e., the number of negative eigenvalues of Sm below its essential spectrum, counting
multiplicities.
Proposition 5. Assume /H1S: If gNðmÞX0 for all mp0 (respectively all mX0), then
there exist at least N0 negative (respectively, N0 positive) eigenvalues of Aa for all a40:
Proof. The claim is trivial for N0 ¼ 0: Let us assume N0X1 and gNðmÞX0 for all
mp0: Under the assumptions, gnð0ÞAsdðS0Þ-R; nAf1;y; N0g; and one applies
the argument of the proof of Proposition 4 to every curve m/gnðmÞ: The difference
is now that gnðmÞ cannot become gNðmÞ for mp0; without crossing the parabola
m/ ðm=aÞ2; so the intersection corresponds to an eigenvalue. The same argument
holds for the case mX0: &
Proposition 5 is a generalization of [11, Proposition 3.2], where the result was
established for both bounded O and b; then gNðmÞ ¼ þN (i.e., seðSmÞ ¼+) and
N0oþN: It is worth to notice that, in our more general setting, gNðmÞ can be ﬁnite
and N0 inﬁnite.
To state and prove the main result of the paper, we impose on the damping a the
following indeﬁnitness condition:
/H2S amino0 and amax40:
Theorem 2. Assume /H1S and /H2S: For all sufficiently large a; there is at least one
negative and one positive point in the spectrum of Aa: Moreover,
(i) if limm-N gNðmÞ=moamax (respectively, limm-þN gNðmÞ=m4amin), then there
exists a positive increasing sequence faj gNj¼1 (respectively, faþj gNj¼1) such that:
8aA½aj ; ajþ1Þ there exist at least j negative eigenvalues of Aa (respectively,
8aA½aþj ; aþjþ1Þ there exist at least j positive eigenvalues of Aa);
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(ii) if gNðmÞ40 for all mp0 (respectively, for all mX0), then there exists a positive
increasing sequence faj gNj¼1 (respectively, faþj gNj¼1) such that: 8aAðaj ; ajþ1 there
exist at least 2j þ N0 negative eigenvalues of Aa (respectively, 8aAðaþj ; aþjþ1 there
exist at least 2j þ N0 positive eigenvalues of Aa) and 8aAð0; a1  there exist at least
N0 negative eigenvalues of Aa (respectively, 8aAð0; aþ1  there exist at least N0
positive eigenvalues of Aa);
(iii) if gNðmÞo0 for some mp0 (respectively, for some mX0), then there is at least one
negative (respectively, one positive) point in seðAaÞ for all sufficiently large a;
(iv) if gNð0Þ40 and gNðmÞo0 for some mp0 (respectively, for some mX0), then there
are at least two negative (respectively, two positive) points in seðAaÞ for all
sufficiently large a:
Proof. We shall prove the claims for the case mX0 (i.e., the results about the positive
spectrum of Aa), the case of mp0 being similar.
If g1ð0Þo0; then the ﬁrst statement holds for all a40 by Proposition 4. If g1ð0Þ40;
then the curve m/g1ðmÞ does not intersect the parabola m/ ðm=aÞ2 for sufﬁciently
small a; but it does (in fact, at least twice), in view of Proposition 1 and /H2S; if a is
large enough; the intersections are positive and the result follows by Lemma 2. If
g1ð0Þ ¼ 0; then there will be at least one positive intersection by the same argument.
ad (i). By virtue of Proposition 1, assumption /H2S and the condition about the
asymptotic behaviour of the threshold of the essential spectrum, it follows that for
any nAN there is an mn40 such that gnðmÞominf0; gNðmÞg for all mXmn; i.e., gnðmÞ
is a negative discrete eigenvalue of Sm for all mXmn: Moreover, the sequence fmngNn¼1
can be chosen in such a way that the sequence faþn gNn¼1 deﬁned by aþn :¼
mn=
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃgnðmnÞp is increasing. However, by Proposition 1, each curve m/gnðmÞ has
at least one intersection with the parabola m/ ðm=aÞ2 for all aA½aþn ;NÞ: Hence,
by Lemma 2, Aa has at least n positive eigenvalues for all aA½aþn ; aþnþ1Þ:
ad (ii). The N0 positive eigenvalues of Aa correspond, by Proposition 5, to N0
negative eigenvalues of S0; for all a40: Let n04N0 be the lowest of all n satisfying
gnð0Þ40 (it always exists since gNð0Þ40). Let nAfn0;y;Ng: Since gnð0Þ40; the
curve m/gnðmÞ does not intersect the parabola m/ ðm=aÞ2 for a sufﬁciently small.
It follows by Proposition 1 that, by increasing a; it is possible to make these two
curves touch for some m40: Denote by *aþnn0þ1 the point for which this happens for
the ﬁrst time. Then, as a increases past this value, there will always exist at least two
intersections for positive m: Hence, by Lemma 2, Aa has at least 2ðn  n0 þ 1Þ
positive eigenvalues for all aAð*aþnn0þ1;NÞ: Since gn is below gnþ1; it follows that the
sequence f*aþj gNj¼1 is not decreasing. In fact, there exists an increasing subsequence
faþj gNj¼1 because each negative gnðmÞ represents an eigenvalue of finite multiplicity.
ad (iii). Given a mX0 such that gNðmÞo0; we deﬁne a0 :¼ m=
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃgNðmÞp and it
follows by Proposition 2 that there is at least one positive intersection of m/gNðmÞ
with the parabola m/ ðm=aÞ2 for every aA½a0;NÞ: The result then follows by
Lemma 2.
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ad (iv). Since gNð0Þ40; the curve m/gNðmÞ does not intersect the parabola
m/ ðm=aÞ2 for a sufﬁciently small. However, since there is a m40 such that
gNðmÞo0; it follows that, by increasing a; it is possible to make these two curves
touch for some m40: Denote by a0 the point for which this happens for the ﬁrst time.
Then, by Proposition 2, as a increases past this value, there will always exist at least
two intersections for positive m: Hence, by Lemma 2, Aa has at least two positive
points in the its essential spectrum for all aAða0;NÞ: &
Remark. Assume /H2S and gNðmÞ40 for all mAR; and denote by lðaÞ a real
eigenvalue of Aa; as described in the proof of the part (ii) of Theorem 2. Following
[11], it is possible to give some more properties of lðaÞ:
For instance, the following properties are clear from the proof of Proposition 5
and the part (ii) of Theorem 2 (cf. also [11, proof of Proposition 3.8]): If lðaÞo0
(respectively, lðaÞ40) corresponds to a negative eigenvalue of S0; the function
a/lðaÞ is decreasing (respectively, increasing) and lðaÞ-N (respectively, þN)
as a-þN: In the case of the two negative (respectively, positive) eigenvalues,
corresponding to some positive gnð0Þ; one of these eigenvalues is increasing
(respectively, decreasing) to zero, while the other is decreasing to N (respectively,
increasing to þN).
Also, since g1 remains below all other curves gn and the eigenfunction of Sm
corresponding to g1ðmÞo0 can be chosen to be positive, we get the following
characterization of the eigenfunctions of Aa corresponding to its extreme real
eigenvalues (cf. [11, Theorem 3.9]): If N040; then the eigenfunction C  fc1;c2g
corresponding to the smallest negative (respectively, largest positive) eigenvalue
of Aa can be chosen in such a way that c1ðxÞ40 and c2ðxÞo0 (respectively,
c2ðxÞ40) for all xAO: If N0 ¼ 0 and Aa has negative (respectively, positive)
eigenvalues (this always happens for a sufﬁciently large), then the eigenfunctions
C  fc1;c2g corresponding to the largest or the smallest of these eigenvalues
can be chosen in such a way that c1ðxÞ40 and c2ðxÞo0 (respectively, c2ðxÞ40)
for all xAO:
If both O and b are bounded, Theorem 2 reduces to [11, Theorem 3.6]. Actually,
all the complexities of the present theorem are due to the possible presence of
essential spectrum in our more general setting. The question of essential spectrum is
discussed in more details in the following section.
4. More on the essential spectrum
All the spectral results of the previous section are based on proving an intersection
of the functions gn or gN with a parabola. The results are qualitative since we have
used just the continuity and asymptotic properties of the functions (Propositions 1
and 2). The purpose of this section is twofold. Firstly, we use known properties of gN
in the case where a converges to a ﬁxed value at inﬁnity in order to state more precise
results about the real essential spectrum of Aa: Secondly, on characteristic examples,
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we discuss the nature of the real spectrum of Aa as related to the form of the domain
O or the behaviour of the potential b:
4.1. Asymptotically constant damping
If gnðmÞ is a discrete eigenvalue of Sm for all mAR and a is not constant, then it is
hard to say anything about the behaviour of the curve m/gnðmÞ; apart from small
values of the parameter m (via perturbation techniques) or large m (cf. Proposition 1).
On the other hand, the behaviour of the curve m/gNðmÞ is expected to be usually
simple because, heuristically speaking, the essential spectrum comes from ‘‘what
happens very far away’’ only. The above statement is made precise in context of the
following result, which can be established by means of the decomposition principle
[10, Chapter X].
Proposition 6. Assume /H1S: If O is unbounded and the limit
aN :¼ limjxj-N;xAO aðxÞ
exists, then
8mAR; seðSmÞ ¼ seðS0Þ þ aNm:
In particular, under the assumptions of Proposition 6, the curve m/gNðmÞ is
linear (if gNð0Þ ¼ þN; then gNðmÞ ¼ þN for all mAR). Applications of this result
to Theorem 2 are obvious. For instance, the sufﬁcient conditions from the case (i)
of Theorem 2 are satisﬁed if aNoamax (respectively, aN4amin). Also, it follows from
the case (iii) of Theorem 2 that there is always a negative (respectively,
positive), point in seðAaÞ provided seðS0Þa+ and aN40 (respectively, aNo0).
Actually, a stronger result holds if the essential spectrum of S0 is an inﬁnite
interval:
Proposition 7. Assume the hypotheses of Proposition 6. Suppose also that seðS0Þ ¼
½gNð0Þ;NÞ and da :¼ a2a2N  4gNð0ÞX0: Then
1
2
ðaaN 
ﬃﬃﬃﬃﬃ
da
p
Þ; 1
2
ðaaN þ
ﬃﬃﬃﬃﬃ
da
p
Þ
 
DseðAaÞ:
Proof. Combining the assumption seðS0Þ ¼ ½gNð0Þ;NÞ; Proposition 6 and
Lemma 2, we see that every point between the intersections (if they exist) of the
parabola m/ ðm=aÞ2 with the line m/gNð0Þ þ aNm lies in the essential spectrum
of Aa: The claim then follows by solving the corresponding quadratic equation (in
particular, the condition daX0 ensures its solvability). &
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4.2. Examples
In this subsection, the signiﬁcant features of O or b as regards seðAaÞ are
discussed. Since the spectrum of Aa is purely discrete whenever O is bounded, we
restrict ourselves to unbounded O here. We also assume that the hypotheses of
Proposition 6 hold true, in particular, aN denotes the asymptotic value of the
damping a:
4.2.1. Different types of domains
We adopt the following classiﬁcation of domains in Euclidean space due to
Glazman [13, Section 49] (see also [10, Section X.6.1]): O is quasi-conical if it contains
arbitrarily large balls; O is quasi-cylindrical if it is not quasi-conical but contains a
sequence of identical disjoint balls; O is quasi-bounded if it is neither quasi-conical
nor quasi-cylindrical. For simplicity, let us assume that b ¼ 0; so that S0 is just the
Dirichlet Laplacian in O:
Quasi-bounded domains: If the boundary of O is sufﬁciently smooth (cf. [10,
Section X.6.1] for precise conditions in terms of capacity), Molcˇanov’s criterion [17]
implies that the spectrum of S0 is purely discrete. Then the same is true for the
operator Aa; i.e., seðAaÞ ¼+: If hypothesis /H2S holds true, the part (ii) of
Theorem 2 claims that there are always negative and positive eigenvalues of Aa for a
sufﬁciently large. This situation is analogous to the bounded case [11].
Quasi-conical domains: The spectrum of S0 is purely essential and equals the
interval ½0;NÞ: By Propositions 6 and 1, seðSmÞ ¼ ½aNm;NÞ; and there are discrete
eigenvalues below the essential spectrum for sufﬁciently large positive m if aN4amin
or sufﬁciently large negative m if aNoamax: By Proposition 7,
a
2
ðjaNj þ aNÞ; a
2
ðjaNj  aNÞ
h i
DseðAaÞ;
i.e., Aa has a real essential spectrum for any aX0: Information about the real point
spectrum of Aa is contained in the part (i) of Theorem 2.
Quasi-cylindrical domains: Since the precise location of seðS0Þ is difﬁcult in this
situation (a detailed analysis of this problem may be found in Glazman’s book [13]),
we shall rather illustrate the nature of sðAaÞ in the particular case of tubes.
Let O be a tubular neighbourhood of radius r40 about an inﬁnite curve in Rd ;
with dX2; and assume that it does not overlap itself and that the condition
jjk1jjNro1 holds true, where k1 denotes the ﬁrst curvature of the reference curve. If
the tube is asymptotically straight in the sense that k1 vanishes at inﬁnity, it was
shown in [7] that the essential spectrum of S0 is the interval ½n1;NÞ; where n140
denotes the ﬁrst eigenvalue of the Dirichlet Laplacian in the ðd  1Þ-dimensional ball
of radius r: (Furthermore, there exists at least one discrete eigenvalue in ð0; n1Þ
whenever k1a0:) It follows that the assumptions of Proposition 7 are satisﬁed if
aNa0 and a is sufﬁciently large. That is, depending on the sign of aN; Aa always has
an open interval in its negative or positive essential spectrum for a sufﬁciently large.
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An information about the real point spectrum of Aa is contained in the part (i) or (ii)
of Theorem 2.
4.2.2. The behaviour of the potential
For simplicity, let us assume that O is the whole space Rd (a special case of quasi-
conical domains). Since the potential b is assumed to be locally bounded, the
essential spectrum of S0 will depend on the behaviour of b at inﬁnity only. Assuming
lim
jxj-N
bðxÞ ¼ bNA½bmin;þN;
we distinguish two particular behaviours:
bN ¼ þN: It is easy to see that gNð0Þ ¼ þN and the spectrum of S0 is therefore
purely discrete. Consequently, the spectrum of Aa is purely discrete as well and the
situation is analogous with the bounded case [11].
bNoþN: The essential spectrum of S0 is the interval ½bN;NÞ and there might
be discrete eigenvalues in ½bmin; bNÞ if bminobN: By Proposition 6, we have seðSmÞ ¼
½bN þ aNm;NÞ; and this gives an information about the real essential (respectively,
real point) spectrum of Aa through Proposition 7 (respectively, through the part (i)
or (ii) of Theorem 2).
5. Remarks and open questions
In a similar way to what was done in [11], the results given here can be used to
obtain information about semilinear wave equations of the form
utt þ f ðx; u; utÞ ¼ Du; xAO: ð9Þ
In particular, the stability of stationary solutions of (9) can be related to that of
solutions of the parabolic equation
ut þ f ðx; u; 0Þ ¼ Du; xAO: ð10Þ
A typical example of such a result would be the following, the proof of which follows
in the same way as that of the corresponding result in [11]—note that Eqs. (9) and
(10) have the same set of stationary solutions.
Theorem 3. Let w be a stationary solution of equation (9). Then if w is linearly unstable
when considered as a stationary solution of the parabolic equation (10), it is also
linearly unstable as a stationary solution of (9).
More speciﬁc results in the spirit of those in [11] may be given in the case of quasi-
bounded domains, for instance.
Regarding stability issues, and as in the bounded case, it would be of interest to
know if there are situations when the trivial solution of (1) remains (asymptotically)
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stable for small a when a is allowed to become negative. In the former case, the
problem remains open in dimension higher than one, but there are several results for
the one dimensional problem showing that this is still possible [2,12]. However, even
in the case of the real line, the situation for unbounded domains seems to be more
difﬁcult due to the presence of essential spectrum. Also, the proof of stability in the
case of an interval used information about the asymptotic behaviour of the spectrum
which is not available in the unbounded case.
Finally, let us remark that it is possible to adapt the approach of the present paper
to damped wave equations with a more general elliptic operator instead of S0
considered here.
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Appendix A. Eigenvalue asymptotics
In this appendix we prove the asymptotics of Proposition 1. We proceed in a
greater generality by admitting local singularities of the function b and that a is
bounded just from below. That is, assumption /H1S is replaced by
/H10S a; bAL1locðOÞ and
(a) amin :¼ ess inf a4N;
(b) b ¼ b1 þ b2 where b1AL1locðOÞ; b1;min :¼ ess inf b14N and b2ALpðOÞ
for some pA½d;N:
Here we restrict ourselves to mX0 (the case of mp0 being included if aALNðOÞ)
and deﬁne the realization Sm of the differential expression (2) as the operator
associated with the sesquilinear form
smðf;cÞ :¼ ðrf;rcÞ þ mðf; acÞ þ ðf; bcÞ;
f;cADðsmÞ :¼ CN0 ðOÞ
jjjjsm ;
jj  jj2sm :¼ jj  jj2H1ðOÞ þ jj½mða  aminÞ þ b1  b1;min þ bþ2 
1
2  jj2;
where bþ2 denotes the positive part of b2: The operator Sm is self-adjoint and bounded
from below because the form sm is densely deﬁned, closed, symmetric and bounded
from below [10, Section VII.1.1]. We also verify that
Smc ¼ Smc; cADðSmÞ ¼ fcADðsmÞ jSmcAL2ðOÞg: ðA:1Þ
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It is clear that the operators verifying (4) or (A.1) coincide provided aALNðOÞ and
b2 ¼ 0:
We recall deﬁnition (5) of the sequence fgnðmÞgnAN and prove
Theorem 4. Assume /H10S: One has
8nAN; lim
m-þN
gnðmÞ
m
¼ amin:
Proof. Since SmXðinf sðS0Þ þ m aminÞ1; we have limm-þN gnðmÞ=mXamin by
the minimax principle. To obtain the opposite estimate, we are inspired by
[1, proof of Theorem 2.2]. Let Ma denote the maximal operator of multiplication by
a; i.e., Mac :¼ ac; cADðMaÞ :¼ fcAL2ðOÞ j acAL2ðOÞg: The spectrum of Ma is
purely essential and equal to the essential range of the generated function a: In
particular, aminAseðMaÞ: By the spectral theorem, there exists a sequence
fcjgjANDDðMaÞ orthonormalized in L2ðOÞ such that jjðMa  amin1Þcjjj-0 as
j-N: Since CN0 ðOÞ is dense in DðMaÞ; it follows that there is also a sequence
fjjgjANDCN0 ðOÞ satisfying
ðji;jjÞ  dij-0 and ðji; ðMa  amin1ÞjjÞ-0
as i; j-N: Now, given NAN; choose k ¼ kðNÞAN sufﬁciently large so that
AðNÞ  vmin1pN11 and BðNÞX12 1;
where AðNÞ; respectively BðNÞ; is the N  N symmetric matrix with entries
ðjiþk; ajjþkÞ; respectively ðjiþk;jjþkÞ; for i; jAf1;y; Ng: In view of (5) and since
spanfjjþkgNj¼1 is an N-dimensional subspace of DðsmÞ; one has gnðmÞpcnðm; NÞ for all
nAf1;y; Ng; where fcnðm; NÞgNn¼1 are the eigenvalues (written in increasing order
and repeated according to multiplicity) of the matrix Cðm; NÞ  ðCijðm; NÞÞNi;j¼1
deﬁned by Cijðm; NÞ :¼ smðjiþk;jjþkÞ: However, it is easy to see that
Cðm; NÞpmðamin þ N1Þ1þ dðNÞ1;
where dðNÞ denotes the maximal eigenvalue of the matrix
ððrjiþk;rjjþkÞ þ ðjiþk; bjjþkÞÞNi;j¼1:
Hence, for all nAf1;y; Ng;
lim
m-þN
gnðmÞ
m
pamin þ N1
with N being arbitrarily large. &
Remark. The asymptotic behaviour of Theorem 4 for both bounded O and a was
established in [3, Corollary 2.6] (see also [4,5, proof of Lemma 2.1]).
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Appendix B. The semigroup property
Unable to ﬁnd a suitable reference, in this appendix we prove that the operator Aa
is the inﬁnitesimal generator of a C0-semigroup on H: Our strategy is to modify the
approach of [22, Section XIV.3] (see also [18, Section 7.4]), where the property was
shown for O ¼ Rd ; bALNðOÞ and a ¼ 0:
We will need some preliminaries. Firstly, we prove the following solvability result,
which is well known if b and O were bounded.
Lemma 3. Assume /H1S: Let ZAð0; ZaÞ with Za :¼ 12ð1þ ajaminj þ jbminjÞ1: For any
fAL2ðOÞ; there is a unique function cADðS0Þ satisfying
ð1þ Zaa þ Z2S0Þc ¼ f: ðB:1Þ
Proof. We are inspired by [16, Remark 2.3.2]. First of all, if ZAð0; ZaÞ; then we can
establish the a priori bound
jjcjjs0pð
ﬃﬃﬃ
2
p
ZÞ1jjfjj: ðB:2Þ
Let fOngnAN be an exhaustion sequence of O (i.e. each On is a bounded open set such
that On!Onþ1 and
S
nAN On ¼ O). Let cnAH10ðOnÞ be the solution of the boundary
problem (B.1) restricted to On; the existence and uniqueness of such solutions is
guaranteed, e.g., by [16, Section II.3]. We extend cn to the whole O by taking it to be
zero outside On; and we retain the same notation cn for this extension. All the cn are
elements of Dðs0Þ and satisfy the a priori bound (B.2). Consequently, fcngnAN is
uniformly bounded in Dðs0Þ and there exists a subsequence fcnkgkAN which
converges weakly in Dðs0Þ to some function c: This function is the desired solution.
Indeed, the functions cn satisfy the integral identities
ðj;cnÞ þ Zðj; aacnÞ þ Z2ðj; S0cnÞ ¼ ðj;fÞ ðB:3Þ
for all jACN0 ðOnÞ: In (B.3), we ﬁx some jACN0 ðOnÞ; and then take the limit in the
subsequence fnkgkAN chosen above, assuming that nkXn: In the limit we obtain (B.3)
for c with the function j that we took. Since these j form a dense set in Dðs0Þ; c
satisﬁes identity (B.3) for all jADðs0Þ; hence it is a generalized solution of problem
(B.1). By the uniqueness, which is guaranteed by bound (B.2), the whole sequence
fcngnAN will converge in this way to the solution cADðs0Þ: The property cADðS0Þ
follows from (B.2) and the facts that fAL2ðOÞ and a is bounded. &
Now we can prove:
Lemma 4. Assume /H1S: Let F  ff1;f2gACN0 ðOÞ  CN0 ðOÞ and ZAð0; ZaÞ: Then
the equation
C ZAaC ¼ F ðB:4Þ
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has a unique solution C  fc1;c2gADðAaÞ: Moreover,
jjCjjHpð1 Z=ZaÞ1jjFjjH:
Proof. Let j1;j2ADðS0Þ be the respective solutions of
ð1þ Zaa þ Z2S0Þj1 ¼ f1;
ð1þ Zaa þ Z2S0Þj2 ¼ aaf1 þ f2:
Set
c1 :¼ j1 þ Zj2; c2 :¼ ðaa þ ZS0Þj1 þ j2:
It is easy to check that C :¼ fc1;c2gADðS0Þ  L2ðOÞ and it satisﬁes Eq. (B.4), i.e.,
c1  Zc2 ¼ f1; ZS0c1 þ ð1þ ZaaÞc2 ¼ f2:
Actually, it follows from the ﬁrst of the last two equations that c2ADðs0Þ; so
CADðAaÞ and it is the desired solution. Moreover, we have
jjFjj2H  jjf1jj2s0 þ jjf2jj2
¼ jjc1  Zc2jj2s0 þ jjZS0c1 þ ð1þ ZaaÞc2jj
2
X jjc1jj2s0 þ jjc2jj
2 þ 2Zðc2; aac2Þ
 2ZReðc2; ½Dþ b  bmin þ 1c1Þ þ 2ZReðc2; S0c1Þ
X jjc1jj2s0 þ jjc2jj2 þ 2Z aaminjjc2jj2  Zðjjc2jj2 þ j1 bminj jjc1jj2Þ
X ð1 Z½2þ 2ajaminj þ jbminjÞjjCjj2H
X ð1 Z=ZaÞjjCjj2H
and ð1 jxjÞXð1 jxjÞ2 for jxjp1: &
Lemma 4 shows that the range of the operator 1 ZAa contains CN0 ðOÞ  CN0 ðOÞ
for all ZAð0; ZaÞ: Since Aa is closed (cf. Proposition 3), the range of 1 ZAa is all of
H and we have
Corollary 1. Assume /H1S: For every ZAð0; ZaÞ and FAH the Eq. (B.4) has a unique
solution CADðAaÞ and jjCjjHpð1 Z=ZaÞ1jjFjjH:
Now we are ready to prove:
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Theorem 5. Assume /H1S: The operator Aa is the infinitesimal generator of a C0-
semigroup Ua on H; satisfying
8tAð0;NÞ; jjUaðtÞjjpeoat ðB:5Þ
with oa :¼ 2ð1þ ajaminj þ jbminjÞ:
Proof. The domain of Aa is clearly dense in H (cf. Proposition 3). From Corollary 1
it follows that ðz  AaÞ1 exists for all zAðoa;NÞ; oa ¼ Z1a ; and satisﬁes
jjðz  AaÞ1jjpðz  oaÞ1 for z4oa:
The claim then follows by [18, Theorem 1.5.3]. &
Remark. Since a is bounded, the proof could also be done by showing that A0 is an
inﬁnitesimal generator of a C0-group U0 and applying [18, Theorem 1.1 of Chapter 3].
As an application of Theorem 5, one has the following:
Corollary 2. Assume /H1S: Let f1ADðS0Þ and f2ADðs0Þ: Then there exists a unique
t/cðt; ÞAC0ð½0;NÞ;DðS0ÞÞ-C1ð½0;NÞ;Dðs0ÞÞ-C2ð½0;NÞ;L2ðOÞÞ satisfying the
initial value problem (1).
Proof. Let Ua be the semigroup generated by Aa and set
fc1ðt; xÞ;c2ðt; xÞg :¼ UaðtÞff1ðxÞ;f2ðxÞg:
Then
@
@t
fc1ðt; Þ;c2ðt; Þg ¼ Aafc1ðt; Þ;c2ðt; Þg ¼ fc2ðt; Þ;S0c1ðt; Þ  aac2ðt; Þg
and c1 is the desired solution. &
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