Let G = (V, E) be a graph, a function f : E → {−1, 1} is said to be an signed cycle dominating function (SCDF) of G if e∈E(C) f (e) ≥ 1 holds for any induced cycle C of G. The signed cycle domination number of G is defined as γ sc (G) = min{ e∈E(G) f (e) | f is an SCDF of G}. In this paper, we obtain bounds on γ sc (G), characterize all connected graphs G with γ sc (G) = |E(G)| − 2, and determine the exact value of γ sc (G) for some special classes of graphs G. In addition, we pose some open problems and conjectures.
Introduction
We use Bondy and Murty [1] for terminology and notation not defined here, and consider only simple graphs. Let G = (V, E) be a graph. For any vertex v ∈ V (G), N G (v) will denote the open neighborhood of v in G, and N G [v] = N G (v) ∪ {v} will denote the closed neighborhood. The degree of v in G is denoted as d G (v) and the minimum degree of G is denoted as δ(G). If S ⊆ V (G), then G[S] will denote the subgraph of G induced by S. We write G ⊂ H whenever G is a subgraph of H . If G ⊂ H , then we write H − G = H [V (H ) \ V (G)]. The disjoint union of two graphs G 1 and G 2 will be denoted by G 1 ∪ G 2 . For any two disjoint graphs G 1 and G 2 , G 1 + G 2 will denote the join of G 1 and G 2 , the graph obtained from G 1 ∪ G 2 by adding all edges {uv |u ∈ V (G 1 ), v ∈ V (G 2 )}. If G is a connected graph, then for u, v ∈ V (G), the distance between u and v in G will be denoted by d G (u, v). Finally, G will denote the complement of G.
A cycle C of G is said to be an induced cycle if G[V (C)] = C. A cycle C is said to be an odd (even) cycle if its length is odd (even). Next we introduce the concept of signed cycle domination in graphs.
1 holds for every induced cycle C of G. The signed cycle domination number of G is defined as γ sc (G) = min{ e∈E f (e) f is an SCDF of G }.
For simplicity, if f is an SCDF of G, then for any H ⊆ G, we write f (H ) = e∈E(H ) f (e). Thus we have In recent years, some kinds of domination in graphs have been investigated [2] [3] [4] [5] 8] . Most of those belong to the vertex domination of graphs, a few results have been obtained about the edge domination of graphs. In [6, 7] we introduce two kinds of edge domination of graphs, which are called signed edge domination and signed star domination, respectively. In this paper we introduce the signed cycle domination of graphs, obtain mainly some bounds for signed cycle domination numbers of graphs, and determine the exact value of γ sc (G) for several classes of graphs G, and pose several open problems and conjectures.
By the above definition, it is obvious that |E(G)| ≥ γ sc (G) ≥ − |E(G)| holds for any graph G, and further, we have the following four facts: Lemma 1.2. Let G be a graph, then
(1) γ sc (G) = − |E(G)| if and only if G has no cycles; (2) γ sc (G) = |E(G)| if and only if G = K n for some positive integer n; (3) For any two disjoint graphs G 1 and
For convenience, we define π(G) = 1 2 (|E(G)| − γ sc (G)) for all graphs G. Clearly, we have π(G) = |{e ∈ E(G)| f (e) = −1}|, where f is a minimum signed cycle dominating function of G.
Main results
We know from the above lemma that π(G) = 0 if and only if G = K n for some positive integer n. And further, π(G) = 1 if and only if γ sc (G) = |E(G)| − 2, we have the following theorem.
Proof (Sufficiency). It is obvious.
(Necessity). It is easy to see that γ sc (G) = |E(G)| − 2 if and only if π(G) = 1. Case 1. Let G be a tree. Then we have γ sc (G) = − |E(G)|, which implies |E(G)| = 1, and thus, G = K 2 .
Assume, to the contrary, that G = K 3 , since G is a connected graph containing K 3 as a subgraph, there exists a vertex v ∈ V (G) \ V (K 3 ) such that v is adjacent to at least one vertex of K 3 , say u 1 v ∈ E(G). Define an SCDF f of G as follows:
First we prove that G is bipartite. Assume, to the contrary, that G contains odd cycles. Let C be the shortest odd cycle in G. It is easy to see that |E(C)| ≥ 5 and that C is an induced cycle in G (since otherwise a smaller induced odd cycle would exist).
Let e 1 and e 2 be two independent edges in C, define f (e 1 ) = f (e 2 ) = −1 and f (e) = 1 for all edges e ∈ E(G) \ {e 1 , e 2 }. Obviously, f is an SCDF of G, this implies π(G) ≥ 2, a contradiction.
Thus, G = (V 1 ∪ V 2 , E) is a bipartite graph. Let |V 1 | = m and |V 2 | = n, by Case 1 we may suppose m ≥ n ≥ 2.
Next we prove that G is a complete bipartite graph. Assume, to the contrary, that there exist u 1 ∈ V 1 and u 2 ∈ V 2 such that u 1 u 2 ∈ E(G). Note that G is a connected graph, let v 1 ∈ N G (u 2 ) and v 2 ∈ N G (u 1 ), we define an SCDF f of G as follows: f (u 2 v 1 ) = f (u 1 v 2 ) = −1 and f (e) = 1 for all edges e ∈ E(G) \ {u 2 v 1 , u 1 v 2 }, we have π(G) ≥ 2, a contradiction. So G is a complete bipartite graph. We have completed the proof of Theorem 2.1. # One could generalize Theorem 2.1 by removing the requirement that the graph be connected.
with m ≥ n ≥ 2 and b is a non-negative integer.
Proof. Suppose G is disconnected. Let H be a connected component and L be the disjoint union of the remaining components. Then, we may write 
Note that E(C) ⊆ B and f is an SCDF of G, the cycle C must contain chords in G (since otherwise C is an induced cycle, we have f (C) = − |E(C)| ≤ −3, a contradiction). Now we may choose such a chord e = uv ∈ E(G) that the distance d = d C (u, v) is as small as possible (with d ≥ 2 and the minimum taken over all chords e = uv of C). Then C contains the path P d+1 from u to v. It implies that C d+1 = P d+1 + uv is a induced cycle of G, note that
Next we show that γ sc (G) = m − 2n + 2 holds if and only if G is a tree. (Sufficiency). It is obvious. (Necessity). Since γ sc (G) = m −2n +2, then t = 1 2 (m −γ sc (G)) = n −1. Assume that G 1 (defined as above) contains a cycle, in the same way, we have a contradiction. Thus, G 1 contains no cycles. Note that |E(G 1 )| = t = |V (G 1 )| − 1, this implies that G 1 is a tree.
Next we prove that G = G 1 (notice that G 1 ⊆ G). Assume, to the contrary, that M = E(G) \ E(G 1 ) = φ, we may choose an edge e = uv ∈ M such that the distance d = d G 1 (u, v) is as small as possible (d ≥ 2) (taken over all edges in M). Clearly, the graph G 1 + uv contains exactly one cycle C d+1 , and it is a non-chord cycle of G. Analogously, we have f ( 
Theorem 2.5. For any graph G of order n ≥ 2, if G = P 4 , then
Proof. If G and G are both trees, then n 2 = |E(G)| + E(G) = 2(n − 1)(n ≥ 2), which yields only n = 4, and it is easy to see that G = P 4 , which contradicts the hypothesis in the theorem. Hence, at least one of G and G is not a tree. By Theorem 2.3 and Corollary 2.4, we have
, this proof is complete. # A planar graph G is said to be maximal if G + e is not a planar graph for any e ∈ G. Clearly, every face of a maximal planar graph is a triangle. A planar graph G is said to be an outer planar graph if G can be embedded in a plane such that all vertices of G are on the exterior face. An outer planar graph G is said to be maximal if G + e is not an outer planar graph for any e ∈ G. Every inner face of a maximal outer planar graph is also a triangle.
Lemma 2.6 ([1]).
(1) Let G be a maximal planar graph of order n ≥ 3, then |E(G)| = 3n − 6; (2) Let G be a maximal outer planar graph of order n ≥ 3, then |E(G)| = 2n − 3.
By Lemma 2.6 and Corollary 2.4, we have the following. Corollary 2.7. (1) For any maximal outer planar graph G of order n ≥ 3, then γ sc (G) ≥ 1; (2) For any maximal planar graph G of order n ≥ 3, then γ sc (G) ≥ n − 2.
And these lower bounds are both the best possible.
In order to see that the above bounds are both the best possible, we give the following two examples:
For any integer n ≥ 3, then F n = P n−1 + K 1 , called a fan, is a maximal outer planar graph of order n. It is easy to see that γ sc (F n ) = 1 (see Theorem 2.8). Also, let G be the maximal outer planar graph obtained from C 6 by adding three chords which construct a triangle. It is not difficult to check that γ sc (G) = 3. Using induction on i, we prove that
Now we consider the graph G i+1 defined above, since
, without losing generality, we may suppose f i (v 1 v 2 ) = f i (v 2 v 3 ) = 1. Define f i+1 as follows:
when e ∈ {uv 1 , uv 3 }; −1 when e = uv 2 ; f i (e) when e ∈ E(G i ).
It is not difficult to check that f i+1 is an SCDF of G i+1 , and hence γ sc (G i+1 ) ≤ f i+1 (G i+1 ) = i + 1, by Corollary 2.7(2) we have γ sc (G i+1 ) = i + 1. The proof is complete. 
Let f 1 be a minimum SCDF of G, and we define an SCDF f of H as follows:
f (e) = 1 when e ∈ M; f 1 (e) when e ∈ E(G).
Next we prove the reverse inequality. Analogously, let H = T + K 1 and M = E(H ) \ E(T ). Clearly, |M| = n. Let f be a minimum SCDF of H , and we define A = {e ∈ E(H ) | f (e) = −1 } , B = {e ∈ E(H ) | f (e) = 1 }. Let s = |A| and t = |B|. Write E 1 = A ∩ E(T ) and r = |E 1 |.
Let T 1 be the subgraph of T so that E(T 1 ) = E 1 and δ(T 1 ) ≥ 1. Note that T 1 + K 1 ⊆ H , it is easy to see that f (e) = 1 holds for every edge e ∈ E(T 1 + K 1 ) \ E 1 , it implies |M ∩ B| ≥ |V (T 1 )| ≥ r + 1, and hence,
We have completed the proof of Theorem 2.8. # By Theorem 2.8(2) and Lemma 1.2(3), we have the following corollary.
Corollary 2.9. For any forest F of order n = |V (F)|, if δ(F) ≥ 1, then γ sc (F + K 1 ) = n − |E(F)|.
It is very difficult to determine γ sc (G) for a given graph G in general, but for some special classes of graphs, such as complete graphs and acyclic graphs, etc., we can easily determine their signed cycle domination numbers. For example, it is not difficult to check that π(K n ) = n 2 . And hence, we have γ sc (K n ) = n 2 − 2 n 2 . The graph W n+1 = C n + K 1 is called the wheel of order n + 1 (where n ≥ 3). Theorem 2.10. For any integer n ≥ 3, then γ sc (W n+1 ) = 2 n 4 + 2. Proof. It is obvious when n = 3, and next we may suppose n ≥ 4.
We partition E(W n+1 ) = E(C n ) ∪ E(S n+1 ), where S n+1 is the star of order n + 1. Let f be a minimum SCDF of W n+1 . Since W n+1 has exactly n triangles K 3 as its subgraphs (notice that n ≥ 4), f (C n ) ≥ 1 and f (K 3 ) ≥ 1 for every triangle K 3 ⊆ W n+1 , we have 2γ sc (W n+1 ) = 2 f (W n+1 ) = f (C n ) + K 3 ∈W n+1 f (K 3 ) ≥ 1 + n, and hence γ sc (W n+1 ) ≥ n+1 2 > 2 n 4 . We know from Lemma 1.2(4) that γ sc (W n+1 ) is even, thus γ sc (W n+1 ) ≥ 2 n
