Abstract. Factor complexity b φ (n) for a vertex coloring φ of a regular tree is the number of colored n-balls up to color-preserving automorphisms. Sturmian colorings are colorings of minimal unbounded factor complexity b φ (n) = n + 2.
Introduction
Factor complexity (or subword complexity or block complexity) b u (n) of an infinite word u, which counts the number of distinct n-subwords, have been studied for a long time in symbolic dynamics [5] . A classical theorem of Hedlund and Morse says that Sturmian sequences, which are sequences of minimal unbounded complexity b u (n) = n + 1, correspond to irrational rotations [6] .
Factor complexity was generalized from sequences to vertex colorings of a regular tree in [7] , see also [8] : for a vertex coloring φ : V T → A of a d-regular tree T , the factor complexity b φ (n) (called subword complexity in [7] ) is the cardinality of the set B φ (n) of classes of colored n-balls appearing in T colored by φ up to coloring-preserving isomorphisms of n-balls. Let us denote the tree T colored by φ by T φ .
A coloring φ is called periodic if b φ (n) is bounded. A coloring φ g associated to an automorphism g of a uniform tree T was constructed in [9] and [1] so that g is a commensurator element of a cocompact lattice Γ ⊂ G = Aut(T ) if and only if φ g is a periodic coloring. (See [9] , Chapter 6 of [2] for commensurators in trees and [3] , [12] for general context.) More generally, to any automorphism of a tree, one can associate a vertex coloring, thus classifying vertex colorings of trees may give us a tool to classify automorphisms of a tree. Let G be the group of color-preserving automorphisms of T , which is a subgroup of the automorphism group Aut(T ). Let X := G\\T be the graph obtained from quotienting T by G.
Note that G is not necessarily a discrete subgroup of Aut(T ), but one can often find a subgroup Γ ⊂ G discrete in Aut(T ) such that X = Γ\\T. It has a structure of edge-indexed graph (X, i), i.e. a graph with index i : EX → N on the set of oriented edges. It is in fact the edge-indexed graph associated to the graph of groups (X, Stab G (·)) which is the graph X with stabilizers Stab G (x) attached to each x ∈ V X ∪ EX. (See Chapter 2 of [2] for details.)
The tree T is the universal cover of the edge-indexed graph (X, i) (see Appendix of [2] ). The graph X is again colored by φ and the original coloring is the lift of φ on X to T . In a previous work, we had characterized the quotient graph X (see Section 6 for definition of bounded type): Theorem 1.1 ( [7] ). Any Sturmian coloring is a lift of a coloring on a graph X which is an infinite ray (with loops possibly attached):
or a biinfinite line (with loops possibly attached):
Moreover, if it is of bounded type, then the graph X is an infinite ray (with loops possibly attached).
Note that the graph X for a Sturmian coloring of bounded type can be the edge-indexed graph associated to a lattice of Nagao type (see Chapter 10 of [2] ).
In this article, we show an induction algorithm of Sturmian colorings that characterizes
Sturmian colorings completely. We show that the coloring φ on the quotient graph X of any Sturmian coloring enjoys an algorithm analogous to an induction algorithm of Sturmian words.
Let us recall the induction algorithm of Sturmian words, which stems from continued fraction algorithm of irrational numbers. For a given infinite word u, the Rauzy graph G n is a finite graph whose vertices are distinct n-words and whose oriented edges are pairs of consecutive n-words.
For Sturmian words, the Rauzy graph is always a union of two cycles with an intersection which is a vertex (case (i)) or a segment (union of edges) (case (ii)). Moreover, one can construct G n+1 from G n , namely G n+1 is the line graph of G n in case (ii), and is the line graph minus one edge in case (i) (see [4] for details).
There is an induction algorithm, namely, two sequences of words (A n ) and (B n ) are constructed as follows: A −1 = 0, B −1 = 1 and (1.1) A n+1 = A n , B n+1 = A n B n or A n+1 = B n A n , B n+1 = B n .
Rauzy showed that both sequences A n , B n have the same limit which is a characteristic Sturmian word (i.e. Sturmian word x such that 0x, 1x are also Sturmian), and conversely any characteristic Sturmian word is the limit of two such sequences [10] . Now let us describe our induction algorithm of Sturmian colorings. For a given Sturmian coloring φ, let G n be the graph whose vertices are colored n-balls in T φ up to color-preserving isomorphisms and whose edges are pairs of colored n-balls in T φ with adjacent centers. A fundamental feature of Sturmian colorings is that for each n, there is a unique class of n-balls, called the special n-ball and denoted by S n , which is a restriction (to the concentric n-ball) of two distinct classes of (n + 1)-balls, which we denote by A n+1 , B n+1 . The graph G n can be thought of as an analogue of Rauzy graphs G n .
As the graph G n does not have the information of edge indices, we introduce edge-indexed graphs G A n , G B n whose union is G n as graphs. More precisely, let i A (S n , Y n ), i B (S n , Y n ) be the number of balls colored by Y n adjacent to S n in A n+1 , B n+1 , respectively, and let i A (X n , Y n ) = i B (X n , Y n ) be the number of n-balls colored by Y n adjacent to X n = S n , which does not depend on the position of the ball in T . Let G A n , G B n be the edge-indexed graphs defined over the subgraphs of G n consisting of vertices and edges which are connected by a path from the special n-ball S n with edges of positive index for i A , i B , respectively. They are endowed with the edge-index i A , i B , respectively. These edge-index graphs G A n , G B n appear in the graph X and they are the building blocks of (X, φ).
Definition 1.2.
[Sum] Let G, G ′ be two edge-indexed graphs which have one end colored by an n-ball V which is C n = S n or S n = C n .
is the edge-indexed graph defined as follows : the vertex set is V G ∪ V G ′ , where only the vertices V ∈ G and V ′ ∈ G ′ are identified. The oriented edge set is EG ∪ EG ′ , where the loops at V in G and in G ′ are identified.
The edge-index is i, m − i for the non-loop edges at V in G, G ′ , respectively, and ℓ for the loop at V . Note that ℓ can be zero.
is the edge-indexed graph with vertex set V G ⊔ V G ′ and the edge set EG ⊔ EG ′ ⊔ e with one new edge e between V in G and V in G ′ . The edge-index is ℓ 1 − i, ℓ 2 − j for loops from G and G ′ , respectively, and i, j for e.
By carefully analyzing adjacencies between special n-balls, restriction of special (n + 1)-balls and extensions of the special (n − 1)-ball to n-balls, we derive the following characterization, an analog of induction algorithm described in (1.1).
Theorem 1.3. Let φ be a Sturmian coloring without a cycle in G n , for all sufficiently large n.
Here, v k , v ′ k are edge index data. (See Theorem 3.4 for details.)
is larger than the other and α K = A.
The sequence (α k , v k ) in the above theorem has a role corresponding to the slope for the irrational rotation associated to a Sturmian word (or the ratio of alphabets a and b appearing in the word).
The freedom coming from intercept (starting point of the irrational rotation) of Sturmian words are replaced by a sequence β k satisfying Lemma 4.6.
We also characterize the sequences (α k , v k ) that appear in the above theorem and call them admissible sequences (see Definition 4.1): α k can be freely chosen and the condition for v k comes from the fact that the universal cover of the resulting edge-indexed graph should have degree d.
There is an inverse process of the above theorem as follows. For such an admissible sequence (α k , v k ) and a choice of β k , we show that the direct limit of G β k n k is the quotient graph (X, φ) of a Sturmian coloring φ. Note that n k are determined by (α k , v k ). If φ is of bounded type, the sequence β k has a further restriction: they are eventually the same letter. (1) If φ is without a cycle in G n , for all sufficiently large n, then there is an admissible sequence of pairs {(α k , v k )} ∞ k=0 and a sequence β k such that the direct limit of G If φ is of bounded type, then by part (2) of the above theorem, (X, φ) is the limit of G A n 's or G B n 's, say G A n 's. We show that G B n also plays a role in the sense that the coloring is a countable union of periodic colorings, where the periodic coloring is determined by G B n . See Theorem 6.2 for details.
The article is organized as follows. In Section 2, we gather preliminary facts about colored balls and define the graph G n and the edge-indexed graphs G A n , G B n . In Section 3, we study colored balls of acyclic colorings, i.e. colorings for which G n does not have a cycle for all n. In Section 4, we show the induction algorithm for acyclic colorings and characterize them in terms of (α k , v k ) and β k . In Section 5, cyclic Sturmian colorings are treated. We investigate Sturmian colorings of bounded type further in Section 6.
Graphs of colored balls
Let T be a d-regular tree, i.e. the degree of each vertex is d. Let V T, ET be the set of vertices and the set of oriented edges of T , respectively. The group G of automorphisms of T is a locally compact topological group with compact-open topology. Consider the path metric d on T with edge length all equal to 1. An n-ball around x is defined by B n (x) = {y ∈ V T ∪ ET : d(x, y) ≤ n}.
Throughout the paper, a coloring φ : V T → A will be Sturmian, i.e., a coloring of subball complexity b(n) = n + 2. Since b(0) = 2, A has two elements. Set A = {a, b}.
2.1. Preliminary : basic properties of Sturmian colorings. In this subsection, we recall preliminary facts from [7] and prove basic properties of Sturmian colorings. Definition 2.1. For a coloring φ, denote the colored tree by T φ .
(1) Two vertices x and y are said to be in the same class if there exists a color-preserving automorphism of T φ sending x to y. 
Definition 2.2. Let φ be a Sturmian coloring, or more generally a coloring of subword complexity
(1) Since b(n + 1) − b(n) = 1, for each n, there is a unique colored n-ball which is contained concentrically in two distinct (n + 1)-balls. We call it the special (colored) n-ball and denote it by S n for n ≥ 0.
(2) Denote by A n , B n the two distinct colored n-balls containing S n−1 concentrically, for n ≥ 1.
(3) The central colored n-ball of the special (n + 1)-ball S n+1 will be denoted by C n .
One of the most basic properties of a Sturmian coloring is that if an n-ball B is not special, then there is a unique colored (n + 1)-ball, denoted by B and called an extension of B, containing B concentrically. For the notational simplicity, we denote the empty ball by
Note that B −1 is not defined.
We will call a colored n-ball an n-ball when there is no ambiguity, in particular for A n , B n , C n and S n . (1) We can choose {A n }, {B n } so that A n+1 , B n+1 is adjacent to A n , B n , respectively. (3) If A n = S n (respectively B n = S n ), then each n-ball colored by A n (respectively B n ) is adjacent to an S n .
(4) Each n-ball colored by S n is adjacent to an n-ball colored by C n .
Proof. For (1) and (2), see Lemma 2.11, Lemma 3.3 and Lemma 3.8 in [7] . For (3), let x, z ∈ V T be the centers of a ball colored by A n , A n+1 , respectively. By part (1), there exists w ∈ V T adjacent to z which is the center of A n . Since A n is not special, there exists a color preserving f from the unique A n around w to the A n around x. Let y = f (z), then d(x, y) = 1 and by f the n-ball around y is isomorphic to S n which is the n-ball around z. For (4), let x ∈ V T be the center of a ball colored by S n and say A n+1 . If A n+1 = S n+1 , then by part (3) there exists a neighboring vertex y ∈ V T which is a center of S n+1 , i.e., a center of C n . If A n+1 = S n+1 , then part (1) implies that x is adjacent to the center y of A n+2 , which is the center of S n+1 and C n .
Note that so far, the choice of {A n }, {B n } may not be unique.
Lemma 2.4. Suppose an n-ball colored by S n is adjacent to a colored n-ball D which is not equals to any of A n , B n , S n . Then any n-ball colored by S n is adjacent to
Proof. Let x, y ∈ V T be adjacent vertices which are centers of n-balls colored by S n , D, respectively. Let x ′ be the center of another n-ball colored by S n and f be the color preserving isomorphism from n-ball of x to n-ball of x ′ . Then y ′ = f (y) is the center of D with d(x ′ , y ′ ) = 1, thus the centre of D. Therefore, every ball colored by S n is adjacent to a ball colored by D.
adjacent to S n+1 = B n+1 . Therefore, there exist A n+1 , B n+1 which are adjacent to each other.
Since each A n+1 , B n+1 are adjacent to A n , B n and to D by Lemma 2.3 (1), by the first assertion of the lemma, there exist A n+1 and B n+1 which are adjacent to B n+1 , A n , D and to
which contradicts Lemma 2.3 (2).
Graph of colored balls.
Recall that the vertices of X is the color-preserving isomorphism classes of vertices of the colored tree T φ , where two vertices t 1 and of t 2 of the tree are in the same class if the colored n-balls of t 1 , t 2 are isomorphic as colored balls, for any n ∈ N. Definition 2.5. We define the graph G n as follows. The set of vertices V G n = B φ (n) are colored n-balls of T φ . Two n-balls are connected by an edge if there are corresponding n-balls in T which are adjacent. Lemma 2.6.
(1) If S n is adjacent to an n-ball D which is distinct from A n , B n , C n , S n , then D is a vertex of degree 1 in G n and there is a cycle in G n+1 .
there is a cycle in G n+1 .
Proof.
(1) By Lemma 2.4, S n = C n . Since S n = D, both A n+1 and B n+1 are distinct from S n+1 and D. Lemma 2.3 (3) implies that both A n+1 and B n+1 are adjacent to S n+1 . By Lemma 2.4, any S n is adjacent to D, thus both A n+1 and B n+1 are adjacent to D. Since D = S n+1 , D extends uniquely to D, i.e., both A n+1 and B n+1 are adjacent to D. Therefore, the path with
(2) Since A n = C n , by Lemma 2.3 (1) and by assumption, the nonspecial (n + 1)-ball A n is adjacent to A n+1 and B n+1 . Note that since A n = S n , A n differs from both A n+1 and B n+1 . If S n = C n , then S n+1 differs from both A n+1 and B n+1 . Thus, by By Lemma 2.3 (3), the path with
] is a cycle which belongs to G n+1 .
Lemma 2.7. There exists K ∈ [0, ∞] such that S n = A n = C n if and only if 0 ≤ n < K.
(1) There exists
Proof. Suppose that S n+1 = A n+1 = C n+1 and n ≥ 0. Then by Lemma 2.4, S n+1 is adjacent to only B n+1 and itself. By Lemma 2.3 (2), B n+1 has exactly one more adjacent vertex D since G n+1 is connected and |V G n+1 | ≥ 3. Then S n = B n+1 = A n+1 = S n+1 = C n and S n is adjacent to only D and itself. By Lemma 2.3 (1), there exist n-balls colored by S n adjacent to A n and B n respectively. Thus, A n = S n = C n and B n = D. (The case B n = S n = C n and A n = D does not occur since otherwise A n+1 would be adjacent to D which is a contradiction to the fact that S n+1 is adjacent to only B n+1 and itself.)
Note that by our choice of S 0 = A 0 , the case B n = S n = C n does not occur.
Edge-indexed Graphs
Although the vertices of G n are equivalence classes of vertices of X, G n do not resemble the graph X even locally, because of the special ball S n , which can be extended to two ways in T φ . In this section, we define two edge-indexed graphs G A n , G B n so that X locally looks like either G A n or G B n . Since φ is Sturmian, there are exactly two distinct colored (n + 1)-balls A n+1 , B n+1 extending S n .
Definition 2.8. Define the indices
(1) If an n-ball X n is not special, let i(X n , Y n ) be the number of n-balls colored by Y n adjacent to X n , which is independent of the position of X n in the tree.
In particular, i(X n , Y n ) = 0 if there is no edge between X n and Y n . It is clear that the set of
Definition 2.9. Define G A n (G B n ) to be the edge-indexed oriented graph whose vertices are those which are connected by a path from S n with edges of positive index for i A (i B , respectively).
Their oriented edge set is the set of oriented edges between vertices in G A n (G B n , respectively) with positive index for i A (i B , respectively), endowed with the index i A (i B , respectively).
to be the edge-indexed graph consisting of the vertex of empty ball S −1 = C −1 and a loop on it indexed by d, the degree of T .
Note that the 1-neighborhood of a given vertex in G A n and G B n as graphs colored by φ n are identical except at S n , since any non-special n-balls has a unique extension to (n + 1)-ball.
The following lemma is immediate by definition. The index i B enjoys similar properties as
Lemma 2.10. Let V = S n . Then for each n ≥ −1
(1) For an n-ball U = S n , C n we have
Similar properties hold for i B .
Definition 2.11. We say that a Sturmian coloring is cyclic if there is a cycle in G n for some n.
We say that a Sturmian coloring is acyclic if it is not cyclic.
Example 2.12. For the coloring φ in Figure 1 , we have the sequence of G n as follows.
Note that S 2 = C 2 and A 3 = S 3 .
Acyclic Sturmian colorings
Throughout Section 3 and Section 4, we assume that φ is acyclic, i.e. G n does not have any cycle for all n. In the process of defining {A n , B n }, we impose the condition that if both of A n+1 , B n+1 are adjacent to both A n , B n , the number of B n adjacent to A n+1 is at least the number of A n adjacent to A n+1 . It follows that {A n }, {B n } are unique.
3.1. The sequence of edge-indexed graphs G A n , G B n . The following lemma gives some special condition which ensures that the index i for G n+1 is zero for some balls. 
Proof. (i) It follows from Lemma 2.6 (i) that i(U, S n ) = 0 for U = A n , B n , C n , S n . If A n = S n , C n , then by Lemma 2.6 (ii) i(A n , B n+1 ) = 0. Lemma 2.10 (1) implies that i(A n , S n ) = i(A n , A n+1 ).
(ii) C n = S n implies that S n+1 = A n+1 , S n+1 = B n+1 . If A n+1 and B n+1 are adjacent, then
A n+1 = C n+1 , then by Lemma 2.6 (ii) we deduce that i B (S n+1 , A n+1 ) = 0. By Lemma 2.10, the second assertion follows.
Lemma 2.6 (ii) that i A (S n+1 , B n+1 ) = 0. Using Lemma 2.10, we complete the proof.
Suppose that G and G ′ are two linear graphs with a common end vertex V from which outgoing edges have the same edge indices.
Definition 3.2.
[Sum] Let G, G ′ be two edge-indexed graphs which have one end colored by an n-ball V which is C n = S n or S n = C n . 
is the edge-indexed graph with vertex set V G ⊔ V G ′ (the vertices V in G and G ′ are distinct in the sum) and the edge set EG ⊔ EG ′ ⊔ e with one new edge e between V in G and V in G ′ . The edge-index is ℓ 1 − i, ℓ 2 − j for loops from G and G ′ , respectively, and i, j for e. 
Theorem 3.3. Sturmian colorings enjoy the following properties.
(
By symmetry, similar properties hold for G A n+1 .
(1) If S n = C n , then by Lemma 3.1 (ii), i(C n , S n ) = i B (S n+1 , B n+1 ) and i B (S n , S n ) = i(B n+1 , B n+1 ). Also, by Lemma 3.1 (i), i(B n , S n ) = i(B n , B n+1 ) if B n = S n , C n . Since there is no other adjacent n-ball to S n , we get G B n+1 ∼ = G B n . If S n = C n , then B n+1 = S n+1 and A n+1 = C n+1 . Thus by Lemma 3.1 (iii) i B (S n , S n ) = i B (B n+1 , B n+1 ). Also, by Lemma 3.1 (i), i(B n , S n ) = i(B n , B n+1 ) if B n = S n = C n . Since there is no other adjacent n-ball to S n , we get G B n+1 ∼ = G B n . (2) If S n = C n and A n+1 = C n+1 , then by Lemma 3.1 (ii) i B (S n , S n ) = i(B n+1 , B n+1 ) and by Lemma 2.10 (2), (4) and (1), respectively. This case corresponds to
(3) If A n+1 = S n+1 (thus S n = C n ), by Lemma 2.10 (3), we have
where i B (A n+1 , B n+1 ) > 0, i(B n+1 , A n+1 ) > 0 by Lemma 2.3 (1). This case corresponds to
where i = i B (A n+1 , B n+1 ) and j = i(B n+1 , A n+1 ).
Suppose that A n+1 = S n+1 , S n = C n and A n+1 = C n+1 . By Lemma 2.10 (3) we have
where i(A n+1 , B n+1 ) > 0, i B (B n+1 , A n+1 ) > 0 by Lemma 2.3 (1) and (4) respectively. This case corresponds to
Using the above observations, we have the following theorem:
Theorem 3.4. Let φ be an acyclic Sturmian coloring. There exist K ∈ [0, ∞] and a sequence (n k ) ∞ k=0 with the following property:
(2) For k = K, we have the following cases:
(3) For every n > K,
(1) For 0 ≤ n < K, by Lemma 2.7, A n = C n = S n = B n . Theorem 3.3 (1) and (3) implies
(a) S n = A n : we have C n = A n = S n by the definition of K. By Lemma 2.3 (4) and Lemma 2.6 (1) we have B n = C n . Thus, Theorem 3.
by the choice of A 0 and B 0 , n = K ≥ 1. S n is adjacent to distint balls A n and B n−1 . By Lemma 2.6 (1), we have C n = B n−1 = A n , thus Theorem 3.3 (1) and (3) implies
Suppose that B n = A n = S n . If B n = C n , then by Lemma 2.3 (4) and Lemma 2.6 (1), A n is adjancent to A n and B n only. By Lemma 2.3 (1), A n is adjacent to A n−1 , which implies that A n−1 = S n−1 = C n−1 , which contradicts n ≥ K. Thus B n = C n and Theorem 3.3 (1) and (3) implies that
G B n−1 for some i, j. For the case A n = B n = S n , we apply the same argument.
If S n−1 = C n−1 , then we have A n , B n = S n Suppose that B n = A n = C n or A n = B n = C n .
Then by Theorem 3.3 (1), (2) for some i,
. This is the case of n = n k .
For an alphabet α, denote by α the alphabet different from α. Definition 3.5.
(1) Define α k so that
(2) For cases appearing in Theorem 3.4, define v k by
Lemma 3.6. The special ball S n k is a vertex of degree 1 in
of distance i from S n k , which we denote by [i] , is the central
Thus,
Moreover, none of the vertices of G α k n k −1 is the center of a special n-ball if n k + 1 ≤ n ≤ n k+1 for (i)-sum at n k and if n k ≤ n ≤ n k+1 for (i, j)-sum at n k .
Proof. We may assume that α k = A. From the definition of sum, it is immediate that C n k −1 is a vertex of degree 1 in G B 
In this example, K = 0, and moreover, we have n k = f k+2 − 1 where f k is the Fibonacci sequence defined by f k = f k−1 + f k−2 , f 1 = 1, f 2 = 1, i.e., n 0 = 0, n 1 = 1, n 2 = 2, n 3 = 4 and so on. Note
and v 3k+i = (t 2+i ) for each i = −1, 0, 1.
Induction algorithm for acyclic Sturmian coloring
In this section, we characterize acyclic Sturmian colorings completely by showing that the converse of Theorem 3.4 also holds : we define admissible sequences which determine sequences of edge-indexed graphs F A k , F B k constructed by (i)-sums or (i, j)-sums recursively, so that the appropriate direct limit F is a linear graph canonically colored by a, b. We show that these colorings are Sturmian. 
where the sequence (e A k , e B k , e C k ) k≥K of three indices of end vertices are recursively defined by
To an admissible sequence (α k , v k ), we associate the edge-indexed graphs F A n , F B n defined as follows. (1) For k = −1, F A −1 , F B −1 are both the graph with one vertex and one loop of index d.
•
where V is the unique vertex of F A k−1 , and the vertex V ′ is the unique vertex of
coming from F A k−2 for k ≥ 1 and the unique vertex of
where V, V ′ are as in part (2) . According to our definition, if
Direct limit. For a given sequence of pairs {F
We have a natural graph inclusions F
k+1 . Consider the graph Y which is the direct limit determined by inclusions f k,k+1 : F
k+1 . The graph Y has a canonical coloring ϕ: the color of each vertex y is a or b, according to whether y comes from F A −1 or F B −1 , respectively. With the edge index induced from F By construction, the universal cover of the edge-indexed graph Y is a d-regular tree T , thus (Y, ϕ) defines a coloring on the tree T , which is denoted again by (Y, ϕ). Note that the sequences β k , β ′ k are eventually equal if and only if they have the same direct limit.
The edge-indexed graph F A k , F B k colored by ϕ have a d-regular colored tree as their universal cover, which we denote by (T, ϕ A k ), (T, ϕ B k ), respectively. Let 
k+1 is (i)-sum, the claim holds for l = 1, · · · , m k − 1.
For part (2), we use induction again. Suppose that the statement is true for n k and let us show it for n k+1 . To show that B n k+1 (t) = B n k+1 (t ′ ), it is enough to show that the m k -balls centered at t, t ′ for (i, (1) and (2), we have b(n k ) = n k + 2 for a sequence n k → ∞, thus b(n) = n + 2 for all n by [7] . 
n , G B n as in Section 3, which determine n k and (α k , v k ) which is clearly admissible. With
, choose β k as follows: for a fixed vertex t ∈ V T , choose β k ∈ {A, B} as follows:
If we choose another vertex t ′ ∈ V T , then the sequence β ′ k is eventually equal to β k by the following lemma, thus the direct limit does not depend on the choice of t.
Lemma 4.5. For any two vertices t, t ′ , there exists k 0 such that for all k ≥ k 0 , B n k (t ′′ ) ∈ G β k n k , for every t ′′ between t and t ′ in X.
Proof. Suppose t ′ is on the left hand side of t. Suppose that there is no such k 0 , and let t 0 be the leftmost vertex in G β k n k for sufficiently large k. Now let t 1 , t 2 be the vertices adjacent to t 0 . We claim that t 1 , t 2 are in the same class. If not, then for sufficiently large k, we have B n k (t 1 ) = B n k (t 2 ). For sufficiently large k, B n k (t 0 ) has to be the leftmost vertex of G β k n k , and by Proposition 4.3, there is only one colored (n k )-ball adjacent to t 0 , which is a contradiction. Lemma 4.6. The sequence β k defined above satisfies
, which is a contradiction since Conversely, if (a k , v k ) is an admissible sequence and β k is any sequence satisfying β k = α k or
Proof. By Lemma 4.5, for any vertex t ∈ X, B n k (t) ∈ G β k n k for sufficiently large n k . Thus there is an injection t → lim − → B n k (t), where lim − → B n k (t) is the point in the direct limit corresponding to the sequence B n k (t).
Cyclic Sturmian colorings
In this section, we investigate cyclic Sturmian colorings.
Lemma 5.1. Suppose that G n has a cycle. Then (i) the special ball S n is in the cycle.
(ii) the special ball S n is adjacent to A n , B n , C n only.
Proof. (i) Suppose that G n has a vertex v which is not in the cycle. Since G n is connected, there exists a vertex w in the cycle connected to v. Since S n is the unique vertex of G n with degree possibly at least 3, it follows that w = S n and S n is in the cycle.
(ii) Suppose that there exists D adjacent to S n which is distinct from A n , B n , C n . By Lemma 2.4, S n = C n and by Lemma 2.6 (i), D is of degree 1. Since S n is adjacent to C n by Lemma 2.3 (2), both of the 1-neighborhoods of S n are {C n , S n , D} (with possibly distinct indices). Thus C n and D belong to the cycle, contradicting that D is of degree 1.
Lemma 5.2. If G n has a cycle not containing C n , then G n+ℓ has a cycle containing C n+ℓ for some ℓ ≥ 1.
Proof. By Lemma 5.1 (ii), S n is adjacent to A n , B n , C n only. Since S n is the unique vertex of degree at least 3 and it is in the cycle, and since C n is adjacent to S n , the graph G n is the union of a cycle containing S n , A n , B n and a line segment containing S n , C n .
Denote the cycle by C n := [S n A n C 1 C 2 . . . C m B n S n ]. Since (n + 1)-ball extension of S n which is adjacent to A n (resp. B n ) is A n+1 (resp. B n+1 ),
Let ℓ be the number of vertices in G n not in the cycle. If ℓ = 1, C n is the unique vertex not in the cycle, thus all vertices in G n+1 belongs to the cycle C n+1 .
is not in the cycle and D ℓ is degree 1. Repeating this procedure, we obtain the cycle C n+ℓ in G n+ℓ which contains all vertices of G n+ℓ .
Lemma 5.3. If G n has a cycle containing C n = S n , then G n+1 has a cycle containing C n+1 = S n+1 .
Proof. Suppose that G n has a cycle which contains
B n+1 is adjacent to S n+1 = A n+1 or A n+1 is adjacent to S n+1 = B n+1 . Therefore, we have a cycle
Since S n+1 is adjacent to A n+1 , B n+1 or C n+1 , either A n = C n+1 or A n = C n+1 . Therefore G n+1 has a cycle which contains C n+1 = S n+1 .
Proposition 5.4. If G n has a cycle for some n, then
(1) φ is of bounded type, (2) The graphs G A n (or G B n ) for sufficiently large n are all isomorphic to each other and the quotient graph
Proof. By Lemmas 5.2 and 5.3, we may assume that if G n has a cycle containing C n which is not
By Lemma 5.1 we have C m = A n or B n , say C m = A n . Then G A n is the edge indexed graph with given by the cycle. Choose an n-ball S n adjacent to A n then its extension to (n + 1)-ball is A n+1 which is adjacent to S n+1 = C n and A n = C m . Therefore, [A n+1 S n+1 C 1 . . . A n A n+1 ] is the cycle in G n+1 and C 1 = C n+1 . By the the same argument for G A n , we deduce that G A n+1 is the edge indexed graph given by the cycle. By Lemma 3.1, we have G A n+1 ∼ = G A n . By repeating this procedure G A n+i ∼ = G A n and B n+i is not a vertex of G A n+i for any i ≥ 1. Let x i be a vertex of T such that B n+i (x i ) = B n+i for i ≥ 1. Then B n+j (x i ) ∈ V G B n+j − V G A n+j for any j ≥ i which implies that B n+j (x i ) is not special for any j ≥ i. Thus, φ is of bounded type and each vertex x in T satisfies B n+i (x) = B n+i for some i ≥ 1. Moreover, the number of neighboring vertices is determined by the edge index of G B n and the quotient graph X = lim − → G B n .
Example 5.5. An example of circular graph:
• Example 5.6. An example with an n-ball C adjacent to S n and which is not one of S n , A n , B n , C n . Note that this case can happen only for bounded type Sturmian colorings. 
Sturmian colorings of bounded type
Let φ be a Sturmian coloring on tree T . For each vertex v of T , we define the type set of v as the subset of nonnegative integer m's such that the colored m-ball centered at v is special. A Sturmian coloring φ on tree T is said to be of bounded type if the type set of each vertex is finite [7] . By Theorem 1.1, we know that the quotient graph X is an infinite ray. Denote the vertices of X from the left by (x i ) i≥0 :
· · · Theorem 6.1. Let φ be a Sturmian coloring.
(1) The coloring φ is of bounded type if and only if either G A n 's or G B n 's are all isomorphic for sufficiently large n.
(2) Moreover, if G A n (resp. G B n ) are all isomorphic for sufficiently large n, then the quotient graph X = lim − → G B n (resp. X = lim − → G A n ). (3) Let m be the smallest integer such that G A n+1 = G A n for all n ≥ m. Then B m+i (x i ) is special. In particular, B m (x 0 ) is the m-special ball.
Proof. We showed (1) and (2) in Proposition 5.4 for cyclic Sturmian colorings. For (3), by the proof of Proposition 5.4, m is the smallest n such that G n has a cycle containing C n which is not S n . The j-th vertex from the unique end of G B n+i for 1 ≤ j ≤ i is the extension of B n+j which is an extension of S n+j−1 . We need to consider acyclic Sturmian colorings.
If φ is of bounded type, then there exists a vertex t ∈ V T and some integer m such that t is not a center of special ball for all n > m. For any n k > m + 1,
by the first statement of Lemma 3.6. We claim that α k+l = α k for all l > 0. Indeed, otherwise, for the minimal l such that α k+l = α k+l−1 , B n k+l −1 (t) is a vertex in G α k+l n k+l −1 thus B n k+l−1 (t) is a vertex of G α k+l−1 n k+l−1 , which is a contradiction to (6.1). Conversely, if G B n are all isomorphic for sufficiently large n, then by Lemma 3.6, for any B n (t) ∈ V G A n − V G B n , B m (t) is not special for all m ≥ n. Thus φ is of bounded type. For part (2) , suppose that there exists m such that G A m+ℓ is isomorphic for all ℓ ≥ 0. Choose t ′ , t ′′ ∈ V X of distance larger than |V G A m |. By Lemma 4.5, for n k > m, the n k -balls around vertices between t ′ , t ′′ are in G 
