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V zadnjem obdobju je na srednjenapetostnem (SN) in nizkonapetostnem (NN) distribucijskem 
omrežju delež razpršenih obnovljivih virov električne energije (OVE) v izjemnem porastu. OVE 
in njihova spremenljiva ter negotova proizvodnja, še posebej solarnih, fotonapetostnih 
elektrarn (angl. Photovoltaic, PV) in vetrnih elektrarn, ki je ne moremo napovedati natančno, 
močno vplivajo na zanesljivost elektroenergetskega omrežja. Operaterji distribucijskih omrežji 
(DSO) so se pri obratovanju distribucijskega sistema v času koničnih ur odjema tradicionalno 
ukvarjali s problemi prenizkih napetosti, zadnje čase pa so se zaradi razmaha OVE začeli 
soočati tudi s previsokimi napetostmi (prenapetosti v koničnih urah proizvodnje). Te težave se 
tradicionalno rešujejo že v fazi načrtovanja in dimenzioniranja elektroenergetskega sistema 
ter kasneje z naložbami v ojačitve omrežja. Ukrepi, ki jih predpisujejo tradicionalne metode, 
so dragi, ponekod pa so zaradi fizičnih omejitev (gosto naseljena mesta, nakupovalna središča 
itn.) tudi skorajda nemogoči. Potreba po zmanjšanju teh stroškov in po zagotovitvi čim manjših 
odstopanj med proizvedeno in porabljeno energijo v distribucijskem omrežju vodi do 
pospešenega razvoja novih ukrepov, s katerimi bi ceneje in učinkoviteje sproti dopolnjevali 
obratovalne zmogljivosti distribucijskega omrežja ter s tem zagotavljali zanesljivost dobave 
elektrike odjemalcem. Mednje sodijo tudi programi prožnega odjema (angl. Demand Response 
Programs), ki so namenjeni spodbujanju odjemalcev električne energije, da spremenijo svoje 
vzorce aktivne porabe energije. 
Enote s prožnim odjemom (angl. Demand Response Units), imenujmo jih prožnostne enote 
(PE), in njihovo vodenje predstavljajo nove možnosti za naprednejše vodenje tehničnih razmer 
v omrežju kot tudi nove priložnosti za bolj učinkovito trgovanje trgovca in dobavitelja na trgu 
z elektriko. Dobavitelji lahko nastopijo v vlogi agregatorja in združijo prožno energijo aktivnih 
odjemalcev PE, kot so lastniki toplotnih črpalk, električnih vozil in drugih PE, v skupinski 
portfelj, ki se prilagaja glede na povpraševanje in ponudbo.    
Na popolnoma dereguliranem trgu z električno energijo je obratovanje distribucijskega 
omrežja regulirana dejavnost, ločena od tržnih operacij. Enote PE so po navadi v zasebni lasti, 
vendar si njihovi lastniki želijo povečati dobiček, zato se državne spodbude razvijajo v smeri 
sodelovanja PE v tržnih programih prilagajanja odjema za zagotavljanje prožnosti. Agregatorji 
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so akterji na trgu z elektriko. To funkcijo največkrat opravljajo dobavitelji na trgu na drobno, 
ki vodijo agregacijske platforme za oblikovanje portfelja prožne energije. Z združevanjem PE v 
portfelju v več SN in NN omrežjih agregator lahko ponudi prožnostne energijske produkte na 
veleprodajnih trgih z električno energijo, na trgih z rezervo, ali pa zagotavlja druge sistemske 
storitve sistemskim operaterjem prenosnega ali distribucijskega omrežja.   
Primeri teh produktov prožne energije so 15-minutni prožnostni produkti na izravnalnem trgu 
z elektriko ali enourni produkti na veleprodajnem znotrajdnevnem trgu z elektriko, medtem 
ko primeri frekvenčnih sistemskih storitev vključujejo zagotavljanje ročne rezerve za povrnitev 
frekvence (rRPF) ali avtomatske rezerve za povrnitev frekvence (aRPF). S PE lahko 
zagotavljamo tudi druge vrste sistemskih storitev, kot so regulacija napetosti in tokovne 
prezasedenosti vodov za DSO ter regulacija izravnavanja faznih neravnovesij (npr. z 
naprednimi energetskimi pretvorniki). Agregator načrtuje delovanje PE v svojem portfelju v 
smeri povečanja dobička, ki ga nato deli s sodelujočimi enotami v skladu z dogovorjenim 
poslovnim modelom. 
Z vidika družbe je zaželena večja aktivnost odjemalcev in s tem povečana udeležba PE v 
programih zagotavljanja prožnosti. Tehnični učinek načrtovanja v NN omrežjih dojema kot 
pozitiven, saj aktivira prožno energijo, ki lahko pomaga potešiti naraščajočo potrebo po 
prožnosti v elektroenergetskem sistemu. PE se lahko uporabi za znižanje konice odjema (angl. 
peak demand), povečanje lastne porabe ali za zagotavljanje sistemskih storitev. Če bi enote s 
prožnim odjemom spremenile svojo porabo v napačnem trenutku, bi takšen vozni red PE lahko 
negativno vplival na lokalne razmere v omrežju in na obratovalno zanesljivost distribucijskega 
omrežja, kar bi lahko privedlo do kršitev napetostnih omejitev ali do prezasedenosti vodov. 
Operater distribucijskih omrežij mora v takšnem primeru posredovati in zagotoviti, da vozni 
redi običajnega odjema, skupaj z voznimi redi lokalnih OVE in PE, ne povzročijo kršitev 
obratovalnih omejitev omrežja. DSO si mora tako zagotoviti končni nadzor nad vsemi 
elementi, ki jih je mogoče nadzorovati v omrežju.  
Eden izmed učinkovitih načinov, ki omogoča popoln nadzor DSO-ja nad akcijami aktivnih 
odjemalcev, povezanih z vodenjem PE, je sistem semaforja (angl. Traffic Light System, TLS), ki 
je bil razvit v okviru doktorske raziskave in je predstavljen v projektu INCREASE. Projekt 
INCREASE, ki ga je sofinancirala Evropska komisija v okviru Sedmega Okvirnega programa EU 
za raziskave in tehnološki razvoj (EU OP7), se je osredotočal na vodenje OVE in PE v MV in LV 
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omrežju z namenom zagotavljanja sistemskih storitev za DSO, kot so regulacija napetosti in 
zagotavljanje rezerve. V okviru projekta so bile proučene tudi različne možnosti agregatorjev 
za zagotavljanje različnih storitev DSO-jem z novimi naprednimi strategijami vodenja, skupaj z 
novimi poslovnimi modeli za agregatorje ter lastnike OVE in PE. Sistem semaforja operaterju 
distribucijskega sistema omogoča, da odobri ali zavrne načrtovane vozne rede PE, ki jih 
predlagajo agregatorji, če bi njihove akcije privedle do omrežnih težav.   
Obstajajo še druge rešitve, ki omogočajo, da se omrežne razmere nahajajo znotraj predpisanih 
meja in pripomorejo k ublažitvi obratovalnih težav v distribucijskem omrežju, kot so: (i) 
vgradnja regulacijskega distribucijskega transformatorja (angl. On Load Tap Changer, OLTC), 
(ii) vgradnja naprav FACTS (angl. Flexible Alternating Current Transmission System) ter (iii) 
tradicionalno ojačenje kablov in električnih vodov. Za ublažitev težav z omrežjem DSO-ji 
trenutno še nimajo drugih rešitev in sistemov, ki bi jim omogočali obratovanje izključno s 
pomočjo preverjanja stanj v omrežju in vpliva voznih redov PE nanj [1]. Številne raziskave so 
bile usmerjene v izboljševanje omrežnih razmer z vodenjem enot PE v smeri optimalnega 
obratovanja distribucijskega omrežja, vendar predlagane izboljšave niso upoštevale 
ekonomskega izplena, ki bi ga lahko upravljalci PE ali agregatorji zaslužili z drugačnim 
načrtovanjem voznih redov. Zato je slednje glavna tema doktorske raziskave.  
V prihodnje se pričakuje znatno povečanje števila in skupne moči PE in s tem tudi pomena 
vloge agregatorjev, ki bodo združevali veliko število PE in jih vodili z namenom povečanja 
učinkovitosti in dobička. Za vodenje velikega števila PE bodo agregatorji potrebovali napredne, 
popolnoma ali vsaj polavtomatizirane procese načrtovanja voznih redov PE. Kot 
najprimernejše metode za avtomatizacijo procesa načrtovanja se kažejo metode strojnega 
učenja in umetne inteligence (angl. Artificial Intelligence, AI), še posebej inteligentnih agentov. 
Alternativa tem metodam je uporaba linearnih optimizacijskih tehnik, ki teoretično 
zagotavljajo najboljši rezultat v neomejenem omrežju, a se v primeru vnaprej neznanih 
omejitev in zavrnitev voznih redov s strani DSO-ja njihov rezultat znatno poslabša. Cilj 
disertacije je bil razviti metodo načrtovanja voznih redov PE s pomočjo agentnega učenja, ki 
bi v obremenjenem distribucijskem omrežju dosegala boljši rezultat kot ekonomska 
optimizacija ob upoštevanju zavrnitev. 
V disertaciji smo tako poleg koncepta TLS-ja zasnovali tudi koncept trgovanja s prožnostjo. 
Definirali smo vloge vseh deležnikov in izmenjavo informacij med njimi. Novo razviti koncept 
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zajema vse faze trgovanja, od dolgoročnih rezervacij za zagotavljanje sistemskih storitev do 
izravnalnega trga. Koncept vključuje tudi preventivno in korektivno delovanje DSO-ja glede na 
čas dobave energije in izvedbe TLS-ja.  
V koncept trgovanja smo vključili tudi agenta aktivnega odjemalca za načrtovanje voznih 
redov, ki za načrtovanje uporablja novo razvito metodo Posplošenega Q-učenja (PQL). S to 
metodo se agent uči izogibati zavrnitvam voznih redov in stremi k doseganju večjega dobička 
z upoštevanjem in predvidevanjem omrežnih razmer. Razvili smo dva načina uporabe PQL-a, 
in sicer enostopenjski in dvostopenjski PQL, ki se razlikujeta po procesu načrtovanja voznih 
redov ter različnih kriterijskih funkcijah ocenjevanja omrežnih omejitev. 
Rezultati preizkusa novo razvite metode PQL kažejo, da je v veliki meri mogoče zmanjšati 
tveganje zavrnitve voznih redov in se s tem izogniti morebitnim kaznim za neuspešno 
aktivacijo prožnosti.  
Delovanje in učinkovitost različnih metod za načrtovanje voznih redov PE smo preverili na 
testnem sistemu, ki temelji na realnem omrežju in meritvah odjema in proizvodnje. 
 
Ključne besede: pametna omrežja, prilagajanje odjema, prožnost, sistem semaforja, strojno 
učenje, agentno učenje, posplošeno Q-učenje, dvostopenjsko posplošeno Q-učenje 
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Abstract 
 
In the recent period, the share of distributed renewable sources of electricity (RES) in the 
medium-voltage (SN) and low-voltage (NN) distribution network is experiencing an 
exceptional increase. RES and its variable and uncertain production, especially solar 
photovoltaic (PV) and wind power plants, which cannot be dispatched, have a significant 
impact on the reliability of the electricity grid. Distribution network operators (DSOs) have 
traditionally been dealing with low voltage problems in the peak hours of consumption. Due 
to the expansion of RES, they have recently begun to deal with overvoltages during the peak 
production hours. These problems have traditionally already been solved in the phase of 
planning and dimensioning of the power system and during the operational phase by investing 
in the network reinforcements. Traditional methods are expensive, and in some cases almost 
impossible to implement due to physical constraints (e.g. in densely populated cities, shopping 
centres, etc.). The need to reduce these costs and to minimize the deviation between the 
produced and the consumed energy in the distribution network increases the need for the 
accelerated development of demand response (DR) programs, designed to encourage 
consumers to change their patterns of active energy consumption.  
Demand Response Units (DR) feature adjustable consumption and are also referred to as 
flexibility units. Their control strategies offer new possibilities for more advanced control and 
operation of the distribution network and for improving the technical conditions in the 
network. The new possibilities also present new opportunities for new trading strategies of 
the trader or supplier in the electricity market. Suppliers can act as an aggregator and combine 
active customers and their DR units, e.g. owners of the heat pumps, electric vehicles and other 
DR units into a group that adjusts its consumption as needed. In a completely deregulated 
electricity market, the operation of the distribution network is a regulated activity, separated 
from the market operations. The DR units are usually privately owned, but their owners want 
to increase profits so the state-level incentives are being developed to stimulate their 
participation in commercial adaptation programs to provide flexibility. Aggregators are the 
actors in the electricity market, and the role is most often assumed by the suppliers who 
manage aggregation platforms to create a flexible energy portfolio. By combining DR in a 
portfolio across several medium voltage and low voltage networks, the aggregators can offer 
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flexible energy products on the electricity wholesale and reserve markets or provide ancillary 
services to network operators. 
Examples of these flexible energy products are the 15-minute flexibility products on the 
balancing market and one-hour products on the intraday wholesale electricity market, while 
examples of frequency-related system services include the provision of manual frequency 
restoration reserve (rRPF) or automatic frequency restoration reserve (aRPF). DR can also 
provide other types of system services such as voltage and current congestion control for DSOs 
and regulation of phase imbalance (e.g. with advanced inverters). The aggregator plans to 
operate the DR in its flexible energy portfolio in order to increase its profits, which are then 
shared with the participating units in accordance with the agreed business model. 
From the society point of view, it is desirable to increase the activity of customers, thereby 
increasing their participation in the DR programs and co-operating with flexibility schemes. 
Traditionally, the technical effect of DR operation in low voltage networks is viewed as 
positive, since it activates the flexible energy that can help fill the growing need for flexibility 
in the electricity system. DR can be used to reduce the peak demand, to increase consumer’s 
own consumption or provide system services.  
If flexible-load units change their consumption at the wrong time, however, these actions can 
negatively affect local network conditions and the operational reliability of the distribution 
network, which would lead to violations of voltage constraints or line congestions. In such 
cases, the distribution network operator must intervene and ensure that the normal 
consumption schedules, together with the forecast of local RES and scheduled actions of DR, 
do not lead to a breach of the operational limitations of the network. The DSO must therefore 
retain the ultimate control over all the elements that can be controlled on the network. 
One of the effective ways to ensure the full control of the DSO over the actions of active 
customers is a traffic light system (TLS), which was developed as part of the doctoral research 
and is presented in the INCREASE project. The INCREASE project was co-financed by the 
European Commission within the EU's Seventh Framework Program for EU Research and 
Technological Development (EU FP7) which focused on the management of RES and DR in the 
MV and LV networks with the aim of providing system services to the DSOs, such as voltage 
control and provision of a reserve. The project also examined the various options for providing 
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different services to aggregators with new advanced control strategies, along with new 
business models for the aggregators and for the owners of RES and DR. TLS allows the DSO to 
approve or reject the scheduled DR actions proposed by aggregators if their actions lead to 
network problems. 
There are other solutions that enable the DSO to keep the network conditions within the 
prescribed limits and help to alleviate the problems in the distribution network, such as: (i) 
installation of the On-Load Tap Changer (OLTC), (ii) installation of FACTS devices and (iii) the 
traditional strengthening of cables and power lines. To alleviate network problems, DSOs 
currently do not have any other solutions or systems that would allow them to control and 
operate exclusively only by checking the status of the network and the influence of the 
proposed DR schedules. A number of studies have focused on improving the network 
conditions with the control of DR units in the direction of the optimum functioning for the 
distribution network, but these studies did not take into account the economic opportunity 
cost for the aggregator and the DR unit owner that could be avoided by different control 
strategy. Therefore, the latter is the main topic of the doctoral research. 
In the future, a significant increase in the number and hence in the total power of DR is 
expected. Along with it, the importance of the role of aggregators which will bring together 
many DR and control them in order to increase efficiency and profit, is expected to increase 
significantly. For the control of many DRs, the aggregators will require fully automated or at 
least semi-automated scheduling processes for DR activations. The most appropriate methods 
for automating the scheduling process are the machine learning methods and artificial 
intelligence (AI) methods, including the intelligent agent approach. The alternative to these 
methods is the use of linear optimization techniques that theoretically provide the best result 
in an unconstrained network, but in the case of a-priori unknown limitations and rejection of 
timetables by the DSO, their result is significantly worsened. The aim of the doctoral research 
was to develop the scheduling method for DR based on intelligent agent control that would 
achieve a better result than economic optimization with rejections in a constrained network. 
In addition to the concept of TLS, we have also conceived the new concept of flexibility trading. 
The concept defines the roles of all stakeholders and the exchange of information between 
them. The newly developed concept covers all stages of trading, from long-term reservation 
of flexibility for the provision of system services, to the balancing market. The concept also 
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includes the preventive and corrective actions of the DSO, depending on the time of energy 
delivery and TLS implementation. 
We have also included an active scheduling agent in the trading concept, who uses the newly 
developed method of Generalized Q-learning (PQL) for scheduling DR. By using this method, 
an agent learns to avoid scheduling rejection and steers toward achieving greater profit by 
considering / predicting network conditions. Two novel ways of using Generalized Q-Learning 
method are proposed in the thesis, the one-step- and the two-step PQL, which differ in the 
scheduling process and the criteria function used for predicting the network constrains. 
The results of the newly developed PQL method show that it is possible to reduce the risk of 
DR schedule rejection, thereby avoiding possible penalties for unsuccessful activation of 
scheduled flexibility. 
The operation and efficiency of various methods for scheduling DR were checked on a test 
system based on the real network and measurements of consumption and production. 
 
Key words: smart grids, demand response, flexibility, Traffic Light System, machine learning, 
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1 Uvod 
Elektroenergetski sistem, kot ga poznamo danes, je bil zasnovan kot enosmerni sistem, v 
katerem energija teče v smeri od velikih proizvodnih virov na visokonapetostnem nivoju (VN) 
do končnih porabnikov na nizkonapetostnem nivoju (NN). Temu načinu delovanja je 
prilagojeno obratovanje in vodenje EES ter delovanje zaščitnih elementov EES. Prav tako je 
bila večina današnjega distribucijskega omrežja zgrajena po 2. svetovni vojni z zelo 
konservativnim načrtovanjem glede na današnje potrebe po prenosni zmogljivosti. 
Načrtovalci omrežja so privzeli zelo majhen faktor istočasnosti in obremenitve. Omrežje, na 
katerega je priključenih 100 gospodinjstev s posamično priključno močjo 11 kW, je npr. 
grajeno za skupno 150 kW odjema pri blokovski gradnji oziroma 300 kW pri individualni 
gradnji, in ne za 1100 kW, kolikor bi potrebovali, če bi vsi uporabniki hoteli istočasno koristiti 
nazivno priključno moč [2]. Danes se z vključitvijo novih sončnih elektrarn (angl. Photovoltaics, 
PV), toplotnih črpalk in električnih avtomobilov (angl. Electric Vehicle, EV) faktor istočasnosti 
hitro povečuje, zato brez ojačitve omrežja, hranjenja energije ali prilagajanja hkratna uporaba 
omrežja vseh priključenih porabnikov ni mogoča.  
V boju proti podnebnim spremembam so se države EU zavezale k zmanjšanju izpustov 
toplogrednih plinov. Eden glavnih načinov za dosego tega cilja je tako imenovana »3D 
sprememba energetike«: dekarbonizacija, decentralizacija in demokratizacija. Države so tako 
sprejele različne politike in ukrepe za spodbujanje obnovljivih virov električne energije (OVE). 
V začetku so bile najpogostejše spodbude v obliki zagotovljenega odkupa po subvencionirani 
ceni (angl. Feed in Tariff, FiT) in obratovalni podpori. Te spodbude so pripeljale do izjemnega 
porasta inštaliranih OVE, v nekaterih državah pa zaradi napačno zastavljenih cen 
zagotovljenega odkupa energije iz OVE tudi do velikih finančnih problemov za posamezno 
državo. Zaradi teh problemov so se v nekaterih državah spodbude za nekaj časa ustavile, kar 
je privedlo do zastoja investicij zasebnega kapitala v OVE. Z namenom njihove ponovne 
spodbuditve in dolgotrajnejše ter vzdržnejše energetske politike subvencij se trenutni modeli 
podpore OVE usmerjajo v samooskrbo in energetske skupnosti.  
Izjemen porast OVE v nizkonapetostnem omrežju povzroča vedno več težav pri obratovanju 
distribucijskega omrežja, še posebej lokalnih potreb po izravnavi odstopanj med porabo in 
 Uvod 
2 
proizvodnjo [3]. Pojavljajo se tako težave s podnapetostmi kot prenapetostmi, ki se 
tradicionalno rešujejo z ojačitvami omrežja [4].  
Ojačitve omrežja so drage in ponekod težko izvedljive, zato se zadnje čase intenzivno vlaga v 
razvoj aktivnih odjemalcev, ki bi s svojim prožnostnim potencialom lahko rešili omrežne 
probleme [5], [6] [7]–[9].  
Enote s prožnim odjemom (angl. Demand Response Units, PE) in njihovo vodenje predstavljajo 
nove možnosti za naprednejše vodenje tehničnih razmer v omrežju in njegovo vodenje kot 
tudi nove priložnosti za bolj učinkovito trgovanje trgovca in dobavitelja na trgu z elektriko. 
Dobavitelji lahko nastopijo v vlogi agregatorja in združijo prožno energijo aktivnih odjemalcev 
PE, kot so lastniki toplotnih črpalk, električnih vozil in drugih PE, v skupinski portfelj, ki se 
prilagaja glede na povpraševanje in ponudbo [4], [10].  
Če agregator izkorišča PE za doseganje večjega dobička, lahko akcije PE tudi negativno vplivajo 
na lokalne razmere v omrežju. Sistemski operater distribucijskih omrežij (DSO) mora v 
takšnem primeru posredovati in zagotoviti, da vozni redi običajnega odjema, skupaj z voznimi 
redi lokalnih OVE in PE, ne povzročijo kršitev operativnih omejitev omrežja. DSO si mora tako 
zagotoviti ultimativni nadzor nad vsemi elementi, ki jih je mogoče nadzorovati v omrežju.  
Eden izmed učinkovitih načinov, ki omogoča popoln nadzor DSO-ja nad akcijami aktivnih 
odjemalcev, povezanih z vodenjem PE, je sistem semaforja (angl. Traffic Light System, TLS), ki 
je bil razvit v okviru doktorske raziskave in je predstavljen v projektu INCREASE [11]. Projekt 
INCREASE, ki ga je sofinancirala Evropska komisija v okviru Sedmega Okvirnega programa EU 
za raziskave in tehnološki razvoj (EU OP7), se je osredotočal na vodenje OVE in PE v MV in LV 
omrežju z namenom zagotavljanja sistemskih storitev za DSO, kot so regulacija napetosti in 
zagotavljanje rezerve. V okviru projekta so bile proučene tudi različne možnosti agregatorjev 
za zagotavljanje različnih storitev DSO-jem z novimi naprednimi strategijami vodenja, skupaj z 
novimi poslovnimi modeli za agregatorje ter lastnike OVE in PE. Sistem semaforja operaterju 
distribucijskega sistema omogoča, da odobri ali zavrne načrtovane vozne rede PE, ki jih 
predlagajo agregatorji, če bi njihove akcije privedle do omrežnih težav.  
Za reševanje težav z omrežjem DSO-ji trenutno še nimajo drugih rešitev ali sistemov, ki bi jim 
omogočali delovanje izključno le s pomočjo preverjanja stanj v omrežju z voznimi redi PE [1]. 
Številne raziskave so bile usmerjene v izboljševanje omrežnih razmer z vodenjem enot PE v 
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smeri optimalnega obratovanja distribucijskega omrežja, vendar predlagane izboljšave niso 
upoštevale ekonomskega izplena in dobička, ki bi ga upravljalci PE ali agregatorji lahko zaslužili 
z drugačnim načrtovanjem voznih redov (raziskave niso upoštevale ekonomskega izplena 
agregatorjev) [5], [6]. Zato je slednje glavna tema doktorske raziskave.  
V prihodnje se pričakuje znatno povečanje števila in skupne moči PE in s tem tudi pomena 
vloge agregatorjev, ki bodo združevali veliko število PE in jih vodili z namenom povečanja 
učinkovitosti in dobička. Za vodenje velikega števila PE bodo agregatorji potrebovali napredne, 
popolnoma ali vsaj polavtomatizirane procese načrtovanja voznih redov PE. Kot 
najprimernejše metode za avtomatizacijo procesa načrtovanja se kažejo metode strojnega 
učenja in umetne inteligence (angl. Artificial Intelligence, AI), še posebej inteligentnih agentov. 
Alternativa tem metodam je uporaba linearnih optimizacijskih tehnik, ki teoretično 
zagotavljajo najboljši rezultat v neomejenem omrežju, a se v primeru vnaprej neznanih 
omejitev in zavrnitev voznih redov s strani DSO-ja njihov rezultat znatno poslabša. Cilj 
disertacije je bil razviti metodo načrtovanja voznih redov PE s pomočjo agentnega učenja, ki 
bi v obremenjenem distribucijskem omrežju dosegala boljši rezultat kot ekonomska 
optimizacija ob upoštevanju zavrnitev. 
V disertaciji smo tako poleg koncepta TLS-ja zasnovali tudi koncept trgovanja adaptivnega 
modela agenta aktivnega odjemalca na trgu z električno energijo, ki za načrtovanje voznih 
redov uporablja metodo Posplošenega Q-učenja inteligentnih agentov. S to metodo se agent 
uči izogibati zavrnitvam voznih redov in stremi k doseganju večjega dobička z upoštevanjem 
in predvidevanjem omrežnih razmer. Razvili smo dva načina uporabe PQL-a, in sicer eno-
stopenjski in dvostopenjski PQL, ki se razlikujeta po procesu načrtovanja voznih redov in 
različnih kriterijskih funkcijah ocenjevanja omrežnih omejitev. 
Delovanje in učinkovitost različnih metod za načrtovanje voznih redov PE smo preverili na 
testnem sistemu, ki temelji na realnem omrežju in meritvah odjema in proizvodnje. 
1.1 Struktura doktorata 
V drugem poglavju doktorske disertacije so predstavljeni trenutni evropski in svetovni trendi 
v energetiki, ki predstavljajo temelj za utemeljitev potrebe po TLS-ju in naprednem vodenju 
PE. Tako so na kratko opisani razlogi, zaradi katerih že sedaj prihaja do težav v distribucijskem 
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omrežju: energetski prehod na OVE, elektrifikacija ogrevanja in transporta ter razvoj 
»interneta stvari«.  
V tretjem poglavju predstavimo tradicionalni način načrtovanja distribucijskih omrežij v času 
izgradnje večine današnjega elektroenergetskega sistema. Predstavimo tudi predpostavke in 
izračune, po katerih se tradicionalno načrtujejo distribucijska omrežja in so za današnje 
energetske trende in uporabo omrežja neustrezni. V poglavju predstavimo tudi omejitve s 
prenosnimi zmogljivostmi in nastajajočimi težavami v omrežju, ki so posledica starega načina 
načrtovanja. Podamo tudi razlago o potrebni spremembi konceptualnega dojemanja, da se 
distribucijsko omrežje spreminja iz javne dobrine v dobrino skupnega vira. 
V četrtem poglavju opišemo možne načine za reševanje trenutnih in prihodnjih težav elektro-
energetskega sistema z izkoriščanjem prožnosti. V poglavju podamo pregled vrst prožnosti, 
pregled veleprodajnih trgov z električno energijo in s sistemskimi storitvami ter pregled idej o 
lokalnih trgih, ki so trenutno potencialno ena najbolj raziskovalno zanimivih rešitev za 
reševanje opisanih problemov in omogočanja izkoriščanja prožnosti.  
Definicija večnivojske in večagentne strukture vodenja distribucijskega omrežja, ki je podlaga 
za razumevanje agentnega koncepta doktorske disertacije, je predstavljena v petem poglavju. 
Tu podajamo definicije glavnih akterjev in procesov za nadzor nad omrežnimi razmerami in 
izkoriščanja prožnosti za doseganje različnih ciljev.  
V nadaljevanju podrobno predstavimo enostavni, napredni in inteligentni sistem semaforja 
(TLS), ki smo ga razvili v sklopu raziskave. TLS je ključni element, ki omogoča, da se prek 
njegovih signalov agent posredno nauči upoštevati »meje« omrežja pri načrtovanju svojih 
voznih redov PE. 
Sedmo poglavje opisuje dnevni cikel procesa vodenja portfelja prožnosti agenta odjemalca, ki 
deluje v novo zasnovani regulacijski strukturi distribucijskega omrežja. Z opisom procesa 
osvetlimo celoten trgovalni proces izkoriščanja prožnosti na različnih trgih ter njihovo časovno 
sosledje.  
V osmem poglavju sledijo opis parametrov, definicija prožnostnih enot ter opis algoritmov 
splošnih načinov za njihovo vodenje: ekonomska optimizacija, premikanje porabe ter rezanje 
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konic. Rezultati teh metod služijo kot podlaga za primerjavo učinkovitosti novo razvite metode 
strojnega učenja. 
V nadaljevanju je opisano simulacijsko okolje, ki temelji na realnem omrežju in meritvah, ki so 
bile pridobljene v okviru projektov INCREASE in STORY [11], [12]. Predstavljeni so tudi privzetki 
in psevdokoda simulacij ter rezultati splošnih načinov vodenja in načrtovanja voznih redov PE. 
Poglavje se zaključi s predstavitvijo nove ideje o »zeleni premiji«, ki predstavlja nadomestilo 
za izgubljeni dobiček agregatorja, če bi svoj portfelj PE vodil tako, da bi namesto maksimizacije 
dobička skušal izboljšati omrežne razmere.   
Deseto poglavje se začne s predstavitvijo potrebe po naprednejšem načinu načrtovanja voznih 
redov PE, ki bi stremel k največjemu ekonomskemu izplenu ob upoštevanju omrežnih razmer. 
Nadaljujemo s predstavitvijo uporabe metode Q-učenja v procesu trgovanja z električno 
energijo in prožnostjo ter podamo njene prednosti in slabosti. Sledi opis novo razvitega 
procesa načrtovanja voznih redov PE z metodo Posplošenega Q-učenja in Dvostopenjskega 
Posplošenega Q-učenja, ki se prek signalov TLS-ja nauči upoštevati energijske omejitve 
omrežja. Poglavje se zaključi s predstavitvijo in primerjavo rezultatov splošnih in novo razvitih 
metod strojnega učenja. 
V sklepu smo povzeli opravljeno delo, glavne ugotovitve, prednosti in slabosti predlaganih 
metod ter podali predloge za izboljšave in nadaljnje raziskave na obravnavanem področju.  
Na koncu so izpostavljene ključne ugotovitve in dosežki, ki predstavljajo izvirni prispevek k 
znanosti.  
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2 Svetovni trendi v energetiki 
Današnji svet se sooča z globalnim segrevanjem, ki je v veliki meri posledica izpustov 
toplogrednih plinov, ki nastajajo ob izgorevanju fosilnih goriv, potrebnih za zadostitev naših 
energetskih potreb. Prav tako potrebe po energiji s povečevanjem števila prebivalstva, 
razvojem tehnologije in digitalizacije družbe nenehno naraščajo. V sklopu sprememb, ki bi 
omejile negativne posledice, se v energetiki v zadnjem času odvija tako imenovana 3D-
revolucija: Dekarbonizacija, Digitalizacija in Demokratizacija elektroenergetskega sistema.  
Na konferenci o podnebnih spremembah v Parizu leta 2015 [13] je prvič v več kot 20 letih 
pogajanj Združenim narodom uspelo doseči pravno zavezujoč in splošen sporazum o 
podnebju, s katerim se je 195 držav z vsega sveta zavezalo ukrepom za zmanjšanje emisij 
toplogrednih plinov s ciljem ohraniti globalno segrevanje pod 2 °C. 
Za »borbo« proti podnebnim spremembam so evropski oblikovalci politik že leta 2007 uvedli 
različne cilje za leto 2020 v številnih različnih sektorjih. V energetskem sektorju so cilji za leto 
2020 temeljili na treh stebrih, ki vodijo evropsko energetsko politiko: zanesljiva oskrba z 
energijo, konkurenčnost trgov in trajnostni razvoj. Energetski cilji za leto 2020 so bili 
postavljeni na 20 % (ali celo 30 %) zmanjšanja emisij CO2 v primerjavi z ravnjo iz leta 1990, 20 
% porabljene energije naj bi bilo proizvedeno iz OVE ter 20 % izboljšanje energetske 
učinkovitosti [14]. 
Cilji, ki si jih je zastavila EU za obdobje do leta 2030 in 2050, so še bolj ambiciozni. Tako so 
energetski cilji, ki so bili sprejeti oktobra 2014 in leta 2018 popravljeni na višjo raven, za 
obdobje do 2030 naslednji: 40 % zmanjšanje emisij CO2 v primerjavi z ravnjo iz leta 1990, vsaj 
32 % porabljene energije proizvedene iz OVE in vsaj 32 % izboljšanje energetske učinkovitosti 
[15]. 
Po energetskem načrtu 2050 naj bi skupina držav EU zmanjšala emisije toplogrednih plinov na 
80 do 95 % ravni iz leta 1990. Dolgoročni cilj je seveda popolna dekarbonizacija energetike in 
100 % proizvodnja energije iz OVE [16].  
Električna energija je univerzalen vir energije, ki lahko nadomesti vse ostale vire, ki se trenutno 
uporabljajo za pridobivanje toplote ali mehanske energije, potrebne za transport. Prav ta 
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univerzalnost elektrike je glavni razlog za dejstvo, da dekarbonizacijo družbe tako pogosto 
povezujemo s proizvodnjo električne energije.  
Dodatni razlog leži tudi v geopolitičnih razlogih, saj je cilj EU biti čimbolj energetsko neodvisna 
od Rusije ali Bližnjega vzhoda, od koder prihaja večina zemeljskega plina in nafte. Električno 
energijo lahko proizvedemo na mnogo načinov, od izkoriščanja energije sonca, vetra, morja 
(valov, plima-oseka), geotermalne energije in biomase do jedrske energije, s čimer zmanjšamo 
odvisnost od prej naštetih energentov.  
Energetika ni samo proizvodnja električne energije, temveč sem sodita tudi ogrevanje in 
transport, zato se cilji EU za dekarbonizacijo energetike in povečanje deleža energije iz OVE 
delijo na 3 glavne stebre:  
• Povečanje deleža OVE v porabi električne energije. 
• Povečanje deleža OVE za potrebe ogrevanja. 
• Povečanje deleža OVE v transportu. 
V naslednjih podpoglavjih bomo na kratko opisali spremembe povečanja deleža OVE v končni 
rabi energije, ki se trenutno odvijajo predvsem skozi povečanje deleža OVE v proizvodnji 
električne energije in skozi elektrifikacijo ogrevanja in transporta. 
2.1 Dekarbonizacija proizvodnje električne energije  
Vplivi spodbujevalnih politik EU za OVE so rezultirali v povečanju proizvodnje iz OVE s 16,1 % 
na 30,7 % celotne porabe električne energije v EU. Povečanje deleža OVE v proizvodnji 
električne energije se je v EU v zadnjem desetletju odvijalo predvsem skozi povečanje 
proizvodnje iz vetra ter sončnih elektrarn (PV), ki so jih države spodbujale z različnimi 
subvencijami [17]–[20]. Proizvodnja vetrne energije v EU je tako od leta 2007 do 2017 narasla 
za faktor 3,5x in sedaj predstavlja že 37,2 % vse proizvedene energije OVE, s čimer je že 
presegla proizvodnjo hidroelektrarn [21].   
Še bolj impresivna je rast števila PV elektrarn, katerih proizvodnja se je v istem obdobju 
povečala s 3,8 TWh na 119,5 TWh, kar predstavlja 31,6x povečanja proizvodnje. Delež PV v 
celotni proizvodnji OVE v EU se je povečal z 0,7 % v 2007 na 12,3 % v 2017. Nekatere izmed 
članic EU, npr. Portugalska, imajo delež OVE že tako velik, da ob določenih dnevih z manjšo 
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porabo in povečano proizvodnjo OVE celotno porabo lahko pokrijejo samo s proizvodnjo iz 
OVE [22].   
Zaradi večjih inštaliranih moči (od 0,5 MW do 9,5 MW posamezne vetrnice) je večina vetrnih 
elektrarn na kopnem ali na morju, ki lahko vsebujejo tudi po več sto vetrnic, priključenih na 
prenosno omrežje (npr. 400 kV+) ali na srednje napetostno distribucijsko omrežje pri višji 
napetosti (110kV), ki ima načeloma zadostne prenosne zmogljivosti. A vendar so se ob 
povečevanju števila vetrnih elektrarn tudi na prenosnem omrežju začele pojavljati zamašitve 
prenosnih vodov in posledično omejevanje proizvodnje ter celo izklopi vetrnih elektrarn [23]. 
Povečana spremenljiva proizvodnja vetrne energije predstavlja tudi nove izzive izravnavanja 
energetskega sistema za sistemske operaterje prenosnega omrežja (SOPO) v EU in potrebo po 
razvoju kratkoročnih izravnalnih trgov in platform, ki bi omogočile čezmejno trgovanje s 
sistemskimi storitvami [24]. Evropski projekt programa Obzorje 2020 FutureFlow [25], v 
katerem sodeluje tudi slovenski operater prenosnega omrežja ELES, razvija eno takšnih 
platform, ki omogoča čezmejno sodelovanje in trgovanje s sistemskimi storitvami med štirimi 
državami, vključenimi v projekt – med Slovenijo, Avstrijo, Madžarsko in Romunijo. 
Vključevanje OVE v elektroenergetski sistem (EES) predvsem predstavlja izzive sistemskim 
operaterjem distribucijskih omrežij (DSO), saj je več kot 90 % vseh novih, manjših, razpršenih 
enot OVE priključenih na distribucijsko omrežje [26]. Večina teh enot predstavljajo PV, ki so 
po moči veliko manjše od vetrnih in se priključujejo na nizkonapetostno distribucijsko omrežje. 
Današnja distribucijska omrežja v preteklosti niso bila načrtovana in grajena za vključevanje 
proizvodnje na radialne vode, zato DSO-ji tradicionalno omrežja ne vodijo aktivno, kot je 
potrebno ob vključevanju spremenljive proizvodnje OVE v njihov sistem vodenja. Vključevanje 
PV v nizkonapetostnih distribucijskih omrežjih je tako omejeno zaradi težav s kakovostjo 
napetosti, zlasti s prenapetostmi in z neuravnoteženostjo med fazami, ki lahko nastanejo kot 
posledica velike količine proizvodnje razpršenih enot PV.     
V Sloveniji smo bili med letoma 2007–2013 priča tako imenovanemu »investicijskemu PV 
balonu«, ki je nastal kot posledica ugodnih subvencij OVE. V tem obdobju se je moč inštaliranih 
PV v Sloveniji povečala s pribl. 1 MW na 255 MW [27]. S spremembo subvencij se je rast 
ustavila in obdobje med letoma 2014–2018 bi lahko poimenovali »sončni mrk«, saj je bilo 
takrat inštaliranih samo 5 MW novih sončnih elektrarn, Sl. 2.1.  
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Sl. 2.1: Potek razvoja inštalirane moči in števila PV-jev v Sloveniji 
2.1.1 Samooskrba 
Podoben razvoj PV kot v Sloveniji je imela tudi večina drugih držav EU. Za ponovno obuditev 
razvoja PV in doseganje zadanih ciljev OVE so države uvedle nove oblike subvencioniranja, 
med drugim tudi sistem neto merjenja porabe elektrike (angl. Net Metering), ki je podlaga za 
samooskrbo z elektriko. Odjemalec s samooskrbo po načelu neto merjenja porabe na koncu 
obračunskega obdobja plača samo razliko med porabljeno in proizvedeno električno energijo. 
V primeru, da je bila proizvodnja večja od odjema v danem časovnem obdobju, odjemalec 
plača samo del stroškov za omrežnino, ki vključujejo strošek obračunske moči in strošek 
prispevka OVE + SPTE (soproizvodnja elektrike in toplote z nadpovprečnim izkoristkom), 
katerih višina je vezana na priključno moč odjemalca. V nasprotnem primeru, ko proizvodnja 
iz OVE ne pokrije odjema, mora odjemalec doplačati razliko.   
Slovenija je že leta 2015 sprejela Uredbo o samooskrbi z električno energijo OVE [28], ki je 
omogočila dogovor med dobaviteljem energije in odjemalcem – lastnikom male enote OVE, 
da se proizvedena energija iz te enote OVE poravna s prevzeto električno energijo v 
obračunskem obdobju enega leta. Uredba o samooskrbi je bila dopolnjena marca 2019, 
ključne novosti pa se nanašajo na pravice do samooskrbe večstanovanjskih hiš, poslovnih 
stavb in energetskih skupnosti [29]. S to uredbo je Slovenija poleg Švice, Avstrije, Francije in 
Nemčije postala ena prvih držav, ki na urejen način omogoča skupinsko samooskrbo [30]. 
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Pomembna novost je tudi nova definicija največje priključne moči enote OVE, ki jo omejuje z 
0,8-kratnikom priključne moči (v kWh) odjema merilnega mesta. Zato so v Sloveniji dobavitelji, 
kot sta PETROL in Gen-I Sonce, že zelo aktivni na področju postavitve PV elektrarn za 
samooskrbo, še posebej Gen-I Sonce, ki jih je postavil že več kot 700 v prvem letu delovanja 
[31].  
2.2 Elektrifikacija ogrevanja in hlajenja 
Energija za ogrevanje in hlajenje predstavlja polovico vse porabljene energije v EU, a je samo 
18 % te energije pridobljene iz OVE. Za ogrevanje se trenutno porabi 68 % celotnega uvoza 
plina v EU, kar predstavlja tudi veliko geopolitično odvisnost in tveganje ob Rusko-ukrajinskih 
sporih. EU je zato leta 2016 pripravila posebno strategijo EU za ogrevanje in hlajenje, v kateri 
so opisani različni ukrepi za spodbudo inovacij in razvoja bolj učinkovitega načina gretja in 
hlajenja [32].   
Eden izmed ukrepov je tudi povečanje števila energijsko učinkovitih toplotnih črpalk. Evropsko 
združenje za toplotne črpalke (EHPA) je sporočilo, da v letu 2018 podatki iz 13 evropskih držav 
kažejo na tržno rast 10 % glede na leto 2017, z več kot 1,23 milijona toplotnih črpalk, prodanih 
v letu 2018 [33]. Trend rasti trga toplotnih črpalk raste že štiri leta zapored z več kot 10 % na 
leto. V EHPA predvidevajo, da se bo ta rast najverjetneje nadaljevala in da je pričakovati 
podvojitev obsega evropskega trga toplotnih črpalk do leta 2024. 
V Sloveniji po podatkih Ministrstva za infrastrukturo in Ministrstva za javno upravo za 
ogrevanje stavb porabimo okoli tretjino vse porabljene energije v Sloveniji. V gospodinjstvih 
predstavlja poraba energije za gretje in hlajenje 86,2 % celotne porabe energije gospodinjstva 
[34]. Ocenjen tržni potencial toplotnih črpalk in trendi stanovanjskih gradenj za Slovenijo 
kažejo, da je potencial za toplotne črpalke velik [35]. Glede na podatke Geodetske uprave 
Republike Slovenije je približno 523.000 hiš, ki so bile v večini zgrajene po letu 1945 in so bile 
v času socializma v večini predimenzionirane ter so imele slabšo izolacijo, kar predstavlja 
dodaten potencial za prihranke [35]. 
Vgradnja toplotnih črpalk se večinoma izvaja v novogradnjah ali ob prenovi starih hiš ob 
menjavi lastništva. Slovenija spodbuja energetsko učinkovite ukrepe tudi skozi subvencije Eko 
sklada. Glede na podatke Eko sklada [36], ki so prikazani v spodnji Tab. 2.1, vidimo, da se trend 
rasti investicij v toplotne črpalke v zadnjih letih ujema s svetovnimi napovedmi [34]. 
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Pomembno je poudariti, da to niso vse investicije, temveč samo del investicij, katerim je bila 
odobrena subvencija. Po nekaterih ocenah naj bi bilo število postavljenih toplotnih črpalk 
dvakrat tolikšno, saj veliko lastnikov ne more zaprositi za subvencijo zaradi nepopolne 
gradbene dokumentacije pri prenovi starejših objektov.  
Tab. 2.1: Število subvencioniranih naložb v toplotne črpalke 
Leto 2009 2010 2011 2012 2013 2014 2015 2016 2017 2018 
Št. naložb v toplotne 
črpalke 
83 331 3165 5164 5439 3768 2365 3191 3724 5140 
 
Vsekakor je pričakovati, da se bo z ozaveščanjem ljudi glede energetske učinkovitosti in z 
naraščajočim stroškom ogrevanja na druge vire trend postavitve toplotnih črpalk nadaljeval 
tudi v prihodnje.  
2.3 Elektrifikacija transporta 
Na področju elektrifikacije transporta, predvsem e-mobilnosti, smo v zadnjih letih priča zelo 
velikemu napredku. Prvo podjetje, ki je od leta 2003 močno spodbujalo napredek v e-
mobilnosti, je bilo podjetje Tesla. Sedaj imajo praktično vsi večji svetovni proizvajalci 
avtomobilov (Volkswagen, Audi, Mercedes, Renault itn.) v načrtih za prihodnost prehod na 
elektriko. Kot zgled prihodnosti e-mobilnosti in hitrosti sprememb lahko vzamemo Norveško, 
kjer je delež električnih in hibridnih avtomobilov med novo prodanimi avtomobili marca 2019 
dosegel že skoraj 60 % [37]. Drugi znanilec prihodnjih sprememb je Kitajska, kjer so v 2018 
prodali 1,3 milijona električnih avtomobilov, kar je kar 62 % več kot prejšnje leto, trend 
povečevanja prodaje pa se nadaljuje tudi v 2019. 
Tudi Ministrstvo za infrastrukturo Republike Slovenije se zaveda razvoja e-mobilnosti in je že 
izdelalo Strategijo na področju razvoja trga za vzpostavitev ustrezne infrastrukture v zvezi z 
alternativnimi gorivi v prometu [38]. Ključna cilja strategije sta: 
• Od leta 2025 dalje bo v Sloveniji omejena prva registracija osebnih vozil in lahkih 
tovornih vozil (kategorij M1, MG1 in N1), ki imajo po deklaraciji proizvajalca skupni 
ogljični odtis večji od 100 g CO2 na km. 
 Svetovni trendi v energetiki 
12 
• Po letu 2030 ne bo več dovoljena prva registracija avtomobilov z notranjim 
izgorevanjem na bencin ali dizel s skupnim ogljičnim odtisom avtomobila nad 50 g CO2 
na km.  
V strategiji in v Energetskem konceptu Slovenije, ki je še v pripravi, se predvidevajo scenariji, 
po katerih bi do leta 2030 delež električnih vozil ali priključnih hibridov znašal okoli 17 % vseh 
osebnih avtomobilov, leta 2050 pa naj bi se ta delež povečal na 66 %. Po podatkih statističnega 
urada Republike Slovenije je bilo konec leta 2017 v Sloveniji 1.118.000 registriranih osebnih 
vozil, tako da do leta 2030 lahko pričakujemo okoli 200.000, do leta 2050 pa celo 700.000 
popolnoma električnih ali priključnih hibridov [39].   
Za zadostitev potreb po polnjenju električnih in hibridnih vozil bo treba povečati tudi število 
polnilnic tako na avtocestah kot tudi v preostalih, bolj urbanih delih države. Slovenija je bila 
med prvimi v Evropi, ki je na svojem avtocestnem križu v okviru razvoja omrežja hitrih polnilnic 
EU TEN-T postavila e-polnilnice visokih moči [40].   
Študija iz Amerike [41] kaže, da so lastniki hiš trikrat pogosteje lastniki električnih avtomobilov 
kakor najemniki stanovanj. Razlog ne leži toliko v razliki letnih prihodkov med lastniki in 
najemniki kakor predvsem v enostavnejšem dostopu do polnjenja avtomobila. Ministrstvo za 
infrastrukturo Republike Slovenije v svoji strategiji predvideva, da bomo za notranji promet 
ob predvideni rasti e-vozil leta 2025 potrebovali 7.000, leta 2030 pa kar 22.300 polnilnic 
običajne moči [38].  
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3 Načrtovanje distribucijskih omrežij 
Današnja elektroenergetska omrežja v EU, kot tudi slovensko, so bila v večini zgrajena v 
velikem razmahu elektrifikacije in obnove po drugi svetovni vojni. Izgradnja distribucijskega 
omrežja je dolg in precej drag postopek, zato ga je treba skrbno načrtovati. Elektroenergetski 
sistem je več kot 100 let deloval po ustaljenem prenosu električne energije od velikih elektrarn 
prek prenosnega in distribucijskega omrežja do končnega uporabnika. 
Postopek načrtovanja omrežij je razdeljen na tehnični in ekonomski del [2]. Pri tehničnem delu 
se s tehničnimi analizami in simulacijami omrežja preveri, ali omrežje zadostuje tehničnim 
kriterijem načrtovanja omrežja. Pri izvedbi simulacij v sklopu analiz se upoštevajo različni 
vhodni podatki, kot so geografska lega s prostorskimi omejitvami, gospodarski razvoj, napoved 
obremenitev in statistika izpadov. Kakovost električne energije, ki jo je DSO dolžan zagotavljati 
odjemalcu, je definirana v standardu SIST EN 50160 [2], ki opredeljuje vrednosti parametrov, 
kot so: 
• odkloni napajalne napetosti, 
• odstopanje omrežne frekvence, 
• jakost flikerja (migotanje), 
• harmonske napetosti, 
• neravnotežje napajalne napetosti, 
• signalne napetosti. 
Pri dimenzioniranju omrežja sta zelo pomembna dva faktorja: faktor istočasnosti in faktor 
prekrivanja, ki definirata načrtovano maksimalno moč omrežja [2], [42]. Pri načrtovanju 
omrežja si slovenski distribucijski operaterji pomagajo s programskim orodjem GREDOS, ki je 
bilo razvito na Inštitutu Milan Vidmar [43].  
3.1 Faktor istočasnosti 
Diagram porabe posameznega odjemalca je odvisen od različnih parametrov, kot so št. ljudi v 
gospodinjstvu, dan v tednu in št. naprav. Pomembno je poudariti, da je bilo v času največje 
izgradnje omrežja, torej okoli leta 1980, gospodinjstvo povprečno opremljeno s tremi 
napravami, danes pa ima okoli 25 naprav [34].  
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Konična poraba odjemalca nikoli ne doseže vsote inštaliranih moči vseh naprav, saj nikoli niso 
vse naprave vključene v istem trenutku. Pri načrtovanju omrežja si zato pomagamo s faktorjem 
istočasnosti, ki pove, koliko je inštalirana moč večja od konične porabe oziroma koliko moči 
odjemalec dejansko potrebuje glede na inštalirano moč [2], [42]. Faktor istočasnosti 𝑓𝑖  se 





kjer 𝑃max  predstavlja maksimalno moč odjema – konico, 𝑃i  pa predstavlja inštalirano moč 
odjemalca. Bližje kot je 𝑓𝑖 enak 1, manj »rezerve« ima odjemalec pri vključevanju dodatnih 
naprav in se približuje nevarnosti presega inštalirane moči ter izklopu zaradi vključitve zaščite.  
 










kjer je 𝑓𝑖j  faktor istočasnosti enega odjemalca 𝑗 , 𝑛𝑜  pa število vseh odjemalcev na 
posameznem izvodu.  
Analizo faktorja istočasnosti za tri različne tipe gospodinjskih odjemalcev na podlagi realnih 
meritev prikazuje spodnja tabela [42]: 
Tab. 3.1: Faktorji istočasnosti za različne tipe odjemalcev [42] 
Geografska lokacija Faktor istočasnosti 
Stanovanjski bloki 0,65 
Mestna naselja hiš 0,75 
Podeželske hiše 0,69 
 
Iz rezultatov lahko vidimo, da so najbliže omejitvam, ki ustrezajo skupni inštalirani moči, 
mestna naselja hiš in podeželske hiše. Utemeljitev rezultatov je posledica tega, da imajo 
lastniki mestnih hiš po navadi večje prihodke in s tem višji življenjski standard ter posledično 
več električnih naprav. Prav tako je sama bivalna površina večja kot v stanovanjskih blokih. 
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Podeželske hiše imajo po navadi večjo porabo zaradi dodatne delovne opreme, kot so brusilke, 
žage, vrtalniki, varilni aparati. 
Prav ti dve skupini, mestne in podeželske hiše, sta najverjetnejši lokaciji za namestitev 
toplotnih črpalk in prehod na električne avtomobile, ki bi faktor istočasnosti še bolj približal k 
vrednosti 1 in s tem k inštalirani moči.  
3.2 Faktor prekrivanja  
Obremenitev vodov in transformatorja je enaka vsoti moči vseh odjemalcev, ki so priključeni 
vzdolž voda. Obremenitveni diagrami posameznih odjemalcev so si lahko bolj ali manj 
podobni, za vse pa nekako velja, da so med seboj časovno zamaknjeni. Zaradi te zamaknjenosti 
konična obremenitev ni enaka vsoti vseh maksimalnih obremenitev posameznih odjemalcev. 
Čim večje je število odjemalcev, bolj je obremenitveni diagram izravnan. Pri načrtovanju 
omrežja se tako uporablja tudi faktor prekrivanja, ki podaja razmerje med maksimalno močjo 
posameznega gospodinjskega odjemalca v posameznem intervalu z vsoto maksimalnih moči 








Tu 𝑃𝑖−𝑚𝑎𝑥  predstavlja moč odjemalca z največjim odjemom, ∑ 𝑃𝑖
𝑗
𝑖=1  pa vsoto moči 𝑗 
odjemalcev v izbranem intervalu. 







kjer je 𝑓𝑝𝑗 faktor prekrivanja posameznega časovnega intervala odjema za 𝑗 odjemalcev, 𝑁 pa 
predstavlja število časovnih intervalov.  
V Tab. 3.2 se nahajajo rezultati analize faktorja prekrivanja za različne tipe (blok, stanovanjska 
in podeželska hiša) in število odjemalcev, izračunani na istih podatkih, kot je bil izračunan 
faktor istočasnosti [42]. 
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Faktor prekrivanja za 
mestna naselja 
stanovanjskih hiš 
Faktor prekrivanja za 
podeželske hiše 
1 1 1 1 
2 do 5 0,79 0,85 0,9 
6 do 12 0,67 0,63 0,74 
13 do 22 0,54 0,51 0,56 
22 do 35 0,46 0,44 0,51 
 
Projektiranje pri velikem delu omrežja je za faktor prekrivanja uporabljalo spodnjo enačbo 
(3.5) iz dela »Električni izračun razdelilnih omrežij« avtorja M. Plaperja, ki je bilo objavljeno 
1967 [44].  
 






Kjer 𝑛𝑜  predstavlja število odjemalcev na izvodu, 𝑓𝑝∞  pa faktor prekrivanja za neskončno 
mnogo odjemalcev glede na njihovo elektrificiranost. 
Faktor 𝑓𝑝∞ iz 80-ih let prejšnjega stoletja, povzet po literaturi, znaša:  
• slabo elektrificirani odjemalci: 0,15−0,25, 
• delno elektrificirani odjemalci: 0,1−0,15, 
• polno elektrificirani odjemalci: 0,05−0,1. 
Za zgornji primer podeželskih hiš, ki so bile kategorizirane kot delno elektrificirane, je bil faktor 
prekrivanja, izračunan glede na meritve, enak 0,56. Ta faktor bi po zgornji enačbi (3.5) znašal 
samo 0,3. Za takratne razmere je bila ta ocena dovolj dobra in nizek faktor prekrivanja je 
poskrbel, da omrežja niso bila predimenzionirana, kar je pomenilo tudi večjo ekonomičnost 
razvoja elektroenergetskega sistema.   
Seveda so se takrat omrežja načrtovala in gradila na osnovi takratnih razmer z upoštevanjem 
napovedi za prihodnost in brez upoštevanja vključevanja razpršenih virov proizvodnje OVE ter 
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novih večjih odjemalnih enot, kot so toplotne črpalke, hišne baterije ali električni avtomobili. 
Po takratnih standardih je bila pri projektiranju po uporabi faktorja istočasnosti in prekrivanja 
upoštevana moč ene hiše okoli 2 kW. Zato se danes srečujemo s problemi vključevanja teh 
novih tehnologij, saj je omrežje poddimenzionirano in prihaja do težav pri kakovosti napajanja, 
predvsem kar zadeva pod- in prenapetost. Faktorja istočasnosti in prekrivanja se še posebej 
povečujeta v primeru PV, saj sonce sije ob istem času na isti geografski lokaciji s skoraj enako 
močjo na vse panele PV. Hkrati se faktorji istočasnosti in prekrivanja povečujejo tudi zaradi 
vse večjega vključevanja toplotnih črpalk in klimatskih naprav, saj je poraba obojih večinoma 
pogojena z vremenskimi razmerami, ki so prav tako enake za vse sosede.   
Veliko raziskav je narejenih na temo novih načinov načrtovanja omrežij, ki bi upoštevala nove 
tehnologije, predvsem spremenljivo proizvodnjo iz OVE, vpliv polnjenja električnih 
avtomobilov, dodatno breme zaradi toplotnih črpalk, prožnost hišnih baterij ter aktivnega 
odjemalca [45]–[48]. Danes DSO-ji nova omrežja že projektirajo na podlagi novih zahtev in 
moč, ki jo upoštevajo za eno hišo, je okoli 8 kW, kar je kar 4-krat več kot včasih.  
3.3 Omejitve prenosnih zmogljivosti 
V Evropi je pravica do elektrike splošna dobrina. V Sloveniji imamo tako v Energetskem zakonu 
[49] tudi člen o nujni oskrbi, ki prepoveduje prekinitev dobave ranljivim odjemalcem, ki niso 
zmožni plačati energije dobavitelju. Strošek njihove porabe se pokrije iz prispevkov za uporabo 
omrežja, tako da res lahko rečemo, da je elektrika splošna dobrina vsakega prebivalca. 
Kapaciteta distribucijskega omrežja je zato regulirana kot javna dobrina, ki jo odlikujeta dve 
lastnosti [50]:   
• Ni rivalstva: z uporabo te dobrine s strani enega uporabnika se ne zmanjša možnost in 
količina uporabe te iste dobrine s strani drugega. 
• Ni izključevanja: vsi uporabniki morajo imeti dostop do te dobrine. 
S povečanjem števila OVE, toplotnih črpalk in električnih avtomobilov bodo distribucijska 
omrežja vse bolj zamašena. Zamašitve lahko opredelimo kot stanje, v katerem se prek omrežja 
ne morejo prenesti vsi fizični tokovi energije, ki nastanejo kot posledica trgovine med 
udeleženci na trgu v istem območju [51]. Tako bodo v določenih trenutkih in na določenih 
lokacijah dobavitelji tekmovali med seboj za uporabo prenosnih zmogljivosti distribucijskih 
omrežij, medtem ko bo dostop do omrežja ostal neomejen. Ti dve značilnosti tako začasno 
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zmanjšujeta prenosno zmogljivost distribucijskega omrežja iz javne dobrine v dobrino 
skupnega vira, saj se pojavi rivalstvo za prenosne zmogljivosti. Lastnosti skupnega vira so: 
• Obstaja rivalstvo: z uporabo te dobrine s strani enega uporabnika se zmanjša možnost 
in količina uporabe te iste dobrine s strani drugega. 
• Ni izključevanja: vsi uporabniki morajo imeti dostop do te dobrine. 
Definicije dobrin glede na dosegljivost vira in zalogo vrednosti, ki pogojuje rivalstvo, so 
predstavljene na Sl. 3.1. 
 
Sl. 3.1: Primerjave dobrin glede na lastnosti [52] 
Dobrine skupnega vira so nagnjene k tako imenovani »tragediji skupnih dobrin« [53] (angl. 
Tragedy of Commons), ki napoveduje, da bo dobrina prekomerno rabljena, če veljajo 
naslednje okoliščine:  
• razpoložljivost dobrine je omejena, 
• dostop do dobrine ni omejen,  
• povpraševanje je večje od ponudbe in  
• vsak posameznik maksimira svojo osebno koristnost, ne da bi upošteval katere koli 
zunanje učinke, ki jih povzročajo. 
Glede na trenutni razvoj tehnologij in preteklega načrtovanja distribucijskih omrežij lahko 
predvidevamo, da je zelo verjetno, da se bodo v prihodnosti pojavili vsi štirje pogoji za 
»tragedijo skupnih dobrin«, povezano s prenosno zmogljivostjo distribucijskih omrežij. Če 
pride do prekomerne uporabe, lahko pride do nestabilnosti omrežja in izpadov električne 
energije ter posledično do zmanjšanja zanesljivosti oskrbe ter ekonomskih izgub.  
Poraja se vprašanje, kako učinkovito upravljati dobrine skupnega vira? Ekonomska teorija 
ponuja tri splošne načine [54], [55], vsakega z drugačno osrednjo upravljavsko institucijo:  
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• vladna ureditev,  
• privatizacija in nadaljnje upravljanje s strani zasebnih podjetij in  
• samoupravljanje s strani skupnosti.  
Trenutne prenosne zmogljivosti distribucijskih omrežij danes upravljajo DSO-ji, z redkimi 
izjemami zasebnih industrijskih omrežij (Petrol – Ravne na Koroškem). Sami načini reševanja 
problemov z zamašitvami so večinoma usmerjeni k ojačitvi omrežja in povečanju prenosnih 
zmogljivosti, kar je zelo drago, ponekod celo neizvedljivo zaradi ostalih infrastrukturnih 
objektov (npr. v mestih). Rešitev se kaže predvsem v tako imenovanih pametnih omrežjih 
(angl. Smart Grids), ki za reševanje zamašitev omrežja uporabljajo prožnosti novih elementov.  
3.4 Energetske skupnosti 
Eden izmed načinov vodenja dobrine skupnega vira v primeru omejenih distribucijskih 
prenosnih zmogljivosti se kaže v modelu samoupravljanja s strani skupnosti [56]. To idejo 
podpira tudi EU, ki je v sklopu zadnjega energetskega paketa (Clean Energy for All Europeans, 
[57]) definirala energetske skupnosti in jih označila kot enega pomembnih gradnikov pri 
razvoju energetskega sistema prihodnosti [58]. Kot smo že omenili, je tudi Slovenija s 
sprejetjem nove uredbe o samooskrbi omogočila vzpostavitev energetskih skupnosti [28]. 
Možnosti reševanja lokalnih omrežnih problemov s pomočjo energetske skupnosti bodo v 
sklopu evropskega projekta COMPILE [59] v programu Obzorje 2020 (O2020) raziskane tudi v 
Sloveniji, in sicer v vasi Luče, ki se nahaja na severu Slovenije v vzhodnem delu Kamniško-
Savinjskih Alp. Tam imajo prebivalci zaradi šibke SN omrežne povezave ob času večje porabe 
in oblačnega vremena težave s podnapetostjo, ob sončnih dnevih pa težave s prenapetostjo 
in omejevanjem proizvodnje PV. Prav tako jim je onemogočena postavitev novih dodatnih PV 
zaradi omejitev zmogljivosti omrežja. Da bi rešili težave, so se odločili povezati v energetsko 
skupnost in s pomočjo projekta COMPILE ter podjetja PETROL kot svojega dobavitelja postaviti 
skupinsko baterijo in 5 hišnih baterij za zagotavljanje prožnosti, ki bo omogočila tudi 




Potrebe po sposobnosti prilagajanja – prožnosti elektroenergetskega sistema na dinamiko in 
spreminjajoče se razmere zaradi spremenljive narave OVE z leti naraščajo. Prav tako se 
povečujejo tudi zahteve po hitri odzivnosti, saj so nihanja proizvodnje sistema vse večja in 
hitrejša. 
Definicija prožnosti za sistemske storitve vsebuje moč in energijo v določenem času, poleg 
moči pa je definiran tudi čas, v katerem mora enota doseči zahtevano moč, t. i. rampiranje 
(angl. Ramping) [60].  
 
Sl. 4.1: Definicija standardnega prožnostnega produkta 
V trenutnem elektroenergetskem sistemu Sistemski operater prenosnega omrežja (TSO) to 
prožnost zagotavlja prek sistemskih storitev [61]. Med sistemske storitve sodi tudi regulacija 
frekvence, ki se je včasih delila na primarno, sekundarno in terciarno, z novim poimenovanjem 
pa se deli na: 
• Rezerva za vzdrževanje frekvence (RVF) (staro poimenovanje: Primarna regulacija 
frekvence).  
• Avtomatska rezerva za povrnitev frekvence (aRPF) (staro poimenovanje: Sekundarna 
regulacija frekvence).  
• Ročna rezerva za povrnitev frekvence (rRPF) (staro poimenovanje: Terciarna regulacija 
frekvence).  
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• Rezerva za nadomestitev (RN) (staro poimenovanje: Ročna rezerva).  
V preteklosti so te sistemske storitve v večini zagotavljale večje elektrarne s sinhronskimi 
generatorji, predvsem plinske ali hidroelektrarne, ki so bile zmožne hitrih sprememb moči 
proizvodnje. Analiza zmožnosti različnih klasičnih proizvodnih enot (npr. premogovnih, 
plinskih, jedrskih, velikih hidroelektrarn) za zagotavljanje sistemskih storitev je predstavljena 
v [62].  
S povečevanjem potreb po prožnosti in z razvojem novih tehnologij se pojavljajo možnosti za 
sodelovanje aktivnih odjemalcev in novih prožnostnih enot pri zagotavljanju sistemskih 
storitev in s tem ohranjanju energetskega ravnovesja v EES-u. Na to temo je bilo opravljenih 
veliko raziskav in študij zagotavljanja sistemskih storitev z vključevanjem različnih tehnologij, 
kot so aktivni odjem, baterije in EV [63], [64]. 
Slovenski sistemski operater prenosnega omrežja ELES že nekaj let omogoča izvajanje ročne 
rezerve za povrnitev frekvence z vodenjem odjema in razpršene proizvodnje [60], [65]. ELES 
je vključen v EU O2020 projekt FUTUREFLOW, ki preučuje možnosti zagotavljanja avtomatske 
rezerve za povrnitev frekvence z vodenjem odjema, razpršene proizvodnje in čezmejnega 
trgovanja s prožnostjo med štirimi TSO-ji (Slovenija, Madžarska, Avstrija, Romunija).  
Zgoraj naštete sistemske storitve se zagotavljajo na ravni prenosnega omrežja, problemi z 
zamašitvami zaradi razpršenih OVE pa se dogajajo na distribucijskem omrežju, kjer je 
priključenih več kot 90 % OVE. Trg sistemskih storitev za DSO trenutno še ne obstaja, se pa o 
tem veliko razmišlja, saj je lokalne zamašitve mogoče reševati samo z lokalno prisotnimi viri. 
Tako vidik lokacije prožnostnega vira postaja vse pomembnejši v oceni vpliva posameznega 
vira in njegovega prispevka k reševanju problemov v omrežju. Tudi sama vloga DSO-ja se 
spreminja iz pasivnega operaterja omrežja, ki ni imel virov proizvodnje ali možnosti 
spreminjanja odjema, v aktivnega operaterja omrežja, ki lahko aktivno izkorišča nove vire za 
reševanje težav. V evropskem projektu 7. Okvirnega programa INCREASE so tako definirali 
različne sistemske storitve za DSO [66], ki bi jih prožnostne enote lahko ponujale same ali prek 
agregatorja. Te storitve so:   
• regulacija napetosti, 
• zmanjšanje tokovnih zamašitev vodov, 
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• odprava neuravnoteženosti napetosti med fazami, 
• zagotavljanje rezerve. 
4.1 Vrste prožnosti  
Obstoječi potencial prožnosti aktivnega odjemalca ali prožnostnih enot so analizirali avtorji v 
[67], [68]. V analizi so bili opredeljeni nekateri tipični vzorci uporabe in tehnične omejitve, 
različni nabori ukrepov vodenja, različne stopnje razvitosti sistemov vodenja in štirje načini 
nadzora nad prožnostnimi enotami: 
• Nevodljive prožnostne enote: enote odjema, katerih vodenje bi lahko povzročilo 
zmanjšanje udobja ali prekinitev tekočih aktivnosti (razsvetljava, pisarniška in zabavna 
oprema, kuhalni aparati). 
• Programirljive prožnostne enote: enote odjema, ki so termostatsko nadzorovane in 
omogočajo časovno programirljivo nastavitev termostata, ne da bi uporabniku 
zmanjšala udobje ali povzročila nelagodje in nevšečnosti (npr. hladilne naprave, 
klimatske naprave in električni grelniki vode). 
• Prekinitvene prožnostne enote: enote odjema, ki se jih lahko izključi za kratek čas, ne 
da bi se pri tem zmanjšala kakovost storitve ali njihovega delovanja (npr. hladilne 
naprave, klimatske naprave in električni grelniki vode). 
• Premakljive prožnostne enote: enote odjema, katerih delovanje je mogoče odložiti ali 
predvideti glede na vzorec odjema končnega uporabnika (npr. polnjenje EV, hišne 
baterije).  
Poleg tehničnih zmožnosti naprav in procesov na razpoložljivost prožnosti lahko vplivajo tudi 
drugi dejavniki [69]–[71]. Tako je raziskava [72] ugotovila, da stopnja zasedenosti 
gospodinjstev vpliva na napovedovanje časovno odvisnih krivulj povpraševanja po električni 
energiji in posledično na razpoložljivost prožnostnih enot. Rezultati raziskave kažejo tudi, da 
razlike v socialnem vedenju odjemalcev lahko vplivajo na primernost različnih načinov za 
izkoriščanje prožnosti. Na primer, visoka stopnja variacije zasedenosti je bolj primerna za 
samodejno daljinsko aktivacijo, saj je manjša verjetnost, da sprememba delovanja ne bo 
povzročila spremembe udobja. V primerih z nizko variacijo stopnje zasedenosti študija 
predlaga poziv končnih uporabnikov za »ročno« aktivacijo prožnostne enote (npr. izklop 
hlajenja ali gretja za krajši čas).   
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Eden izmed dejavnikov, ki vpliva na razpoložljivost količine prožnosti, so tudi vremenski pogoji. 
Pozimi se zaradi večjih potreb po gretju, poleti pa zaradi dodatnega bremena klimatskih 
naprav poveča število aktivnih prožnostnih enot, ki so lahko potencialno izkoriščene za 
zagotavljanje prožnosti.  
V Sloveniji je v okviru projekta pametnih omrežij NEDO [73] potekal tudi projekt Premakni 
porabo [74], v katerem je sodelovalo 830 uporabnikov na območju Elektra Maribor, točneje 
na območju RTP Breg. Prožnostne enote, ki so bile najpogosteje predmet upravljanja, so bile: 
pralni stroj, grelnik vode, električni štedilnik in toplotna črpalka. Rezultati enoletnega 
testiranja so potrdili zgoraj omenjeno sezonsko odvisnost količine razpoložljivosti in veliko 
boljše rezultate samodejnega aktiviranja prožnostnih enot kot ročnih aktivacij na poziv 
končnim uporabnikom. Ugotovitve so podobne različnim študijam, kjer so končni uporabniki 
izrazili, da imajo raje samodejno upravljanje naprav kot signale za premikanje porabe ali 
podobne sheme, a vendar ob ohranitvi možnosti, da kadarkoli lahko sami prevzamejo nadzor 
nad napravo.  
4.2 Trgi z električno energijo  
Trgovanje z električno energijo se razlikuje od trgovanja z ostalimi dobrinami predvsem zaradi 
nezmožnosti shranjevanja večjih količin energije in posledično nezmožnosti izkoriščanja zalog 
ob poljubnem in za trgovca najugodnejšem času. Proizvedena energija mora biti usklajena s 
porabo tako, da mora tudi trgovanje z izbranimi produkti slediti tej dinamiki. Na Sl. 4.2 je 
prikazan časovni potek trgovanja na veleprodajnih trgih do trenutka dobave, prikazano pa je 
tudi obdobje izravnave odstopanj, ki nastopi po dobavi [75]. Dodatno lahko vidimo tudi, da 
trgovanje obsega tudi terminski trg s finančnimi produkti kakor tudi sprotne trge s produkti s 
fizično dobavo. 
 
Sl. 4.2: Struktura trgovanja z električno energijo glede na časovni potek 
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Finančni instrumenti so produkti na terminskem trgu, ki se v trgovanju večinoma uporabljajo 
za zavarovanje tveganja dviga ali padca cen na veleprodajnih trgih in predstavljajo obdobje od 
več let vnaprej do enega dneva pred dejansko dobavo. Pod finančne produkte spadajo 
izvedeni finančni instrumenti (angl. Derivatives), kot so: 
• standardizirani terminski produkti (angl. Futures),  
• nestandardizirani terminski produkti (angl. Forwards) in 
• opcije (angl. Options). 
Standardizirani finančni produkti se trgujejo na organiziranih trgih, med katerimi so v EU 
največji EEX, EPEX Spot in NORDPOOL. Slovenski organizirani trg upravlja družba BSP 
Southpool [76], ki s svojo trgovalno platformo svojim tržnim udeležencem trenutno omogoča 
le trgovanje za dan vnaprej in trgovanje znotraj dneva, v letu 2019 pa se je vzpostavilo tudi 
trgovanje s finančnimi produkti.  
Standardizirani produkti pri trgovanju z električno energijo so definirani kot različne 
kombinacije glavnih parametrov: 
• časovno obdobje dobave (leto, kvartal, mesec, teden, vikend), 
• dnevni profil produkta (base, peak, off-peak, ura),  
• moč (MW),  
• cena (€/MWh), 
• območje dobave, 
• trgovalna platforma. 
Agencija za sodelovanje energetskih regulatorjev (ACER) [77], ki je po uredbi REMIT [78] 
zadolžena za nadzor trgovanja na veleprodajnih trgih z elektriko in plinom, je v času pisanja 
doktorske disertacije identificirala več kot 8000 različnih standardiziranih finančnih produktov 
[79]. 
Trgovanje na sprotnem trgu v času od enega dneva do dobave obsega:  
• Trgovanje za dan vnaprej (D-1 do zaključka avkcije).  
• Trgovanje znotraj dneva (24 < čas do dobave ≥ 1h). 
• Izravnalni trg ( čas do dobave < 1h). 
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Eden izmed ciljev EU je tudi enotni trg z električno energijo. Na to temo potekajo različne 
aktivnosti za poenotenje evropskih organiziranih trgov, kot so določitev zaključka dnevne 
avkcije ob istem času za vse borze (ob 12h) v izogib možnostim arbitraže med trgi in razvoj 
algoritma EUPHEMIA, ki z upoštevanjem prenosnih zmogljivosti celotnega omrežja EU določi 
enotno ceno električne energije v EU za dan vnaprej. Druge aktivnosti vključujejo združevanje 
trgov (angl. Market Coupling) in Cenovno združevanje regij (angl. Price Coupling of Regions, 
PCR).  
Veleprodajni trgi z električno energijo so bili vzpostavljeni še pred razmahom OVE in ostalih 
novih tehnologij in so zato zasnovani za tradicionalni sistem, kjer veliki proizvajalci prodajajo 
svojo energijo večjim trgovcem ali upravljalcem bilančnih skupin. Zaradi tega ima večina borz 
za standardne produkte definirano najmanjšo moč 1 MW, kar predstavlja oviro za manjše 
proizvodne enote OVE in prožnostne enote aktivnih odjemalcev, ki so v rangu 10–100 kW. Šele 
zadnjih nekaj let pri najrazvitejših trgih lahko opazimo, da so zahtevo po najmanjši moči znižali 
na 0,1 MW [80], predvsem pri trgovanju za dan vnaprej in znotraj dneva, kjer trgovcem s tem 
omogočajo pogostejše trgovanje in možnost izravnave odstopanj še pred začetkom dobave.    
4.3 Lokalni trgi 
V novem, vedno bolj decentraliziranem elektroenergetskem sistemu cenovni signal ne odraža 
lokalnih razmer veleprodajnih trgov, ker so področja dobave večinoma definirana glede na 
pristojni TSO. Zaradi tega prihaja do zamašitev omrežja in posledično omejitve proizvodnje iz 
OVE ter redispečiranja konvencionalnih proizvodnih enot. Tako omejevanje proizvodnje OVE 
kot tudi redispečiranje povzročata dodatne stroške. Omejevanje proizvodnje OVE povzroča 
dodatne stroške zaradi tega, ker je večina velikih enot OVE vključenih v sistem prednostnega 
dispečiranja in dobi proizvodnjo plačano ne glede na to, ali proizvaja ali ne; redispečiranje pa 
zaradi potrebne aktivacije dražjih konvencionalnih enot. V letu 2015 je bilo samo v nemški 
hamburški regiji Schleswig-Holstein omejeno za 2,9 TWh proizvodnje OVE, kar predstavlja 14,4 
% vse proizvodnje regije, za katere so lastnikom OVE plačali 295 mio. € kompenzacij in 
približno dodatnih 200 mio. € stroškov za redispečiranje [81].    
Prav tako so končni uporabniki in manjši akterji zaradi manjših moči, zakonodajnih omejitev 
in zakonskih določil večinoma izključeni iz veleprodajnih energetskih trgov. Eden izmed 
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načinov reševanja zgoraj naštetih problemov se kaže v vzpostavitvi regionalnih ali celo lokalnih 
trgov, ki bi omogočali boljše izkoriščanje potenciala OVE in prožnosti končnih odjemalcev.  
Ideje in koncepti lokalnih energetskih trgov so se začeli pojavljati okoli leta 2000, v zadnjih 
nekaj letih pa se je število raziskav na to temo še povečalo [82]–[84]. Razlog za povečanje 
števila raziskav je razvoj novih tehnologij blokovnega veriženja (angl. Blockchain) in 
kriptovalut, ki bi potencialno lahko bile uporabljene za direktno trgovanje med končnimi 
uporabniki brez posrednikov, tako imenovano trgovanje »P2P« (angl. Peer to Peer trading), in 
s tem tudi naprednejše lokalne trge [85], [86]. 
Raziskave o možnosti lokalnih energetskih trgov se večinoma osredotočajo na omrežne 
omejitve, njihovo reševanje in socialno zadovoljstvo kupcev, ekonomsko donosnost vseh 
deležnikov, elastičnost cen, pravično porazdelitev stroškov in družbeno vključenost [87]. Te 
teme so pogosto komentirane, vendar manjkajo poglobljene analize, poleg tega pa se 
raziskave o lokalnih energetskih trgih večinoma osredotočajo samo na trgovanje z električno 
energijo. Naše mnenje je, da bi bilo pri nadaljnjem razvoju lokalnih trgov treba upoštevati 
sektorsko povezovanje (npr. toplota, plin in električna energija) ali povezovanje z drugimi 
storitvami energetskih skupnosti. 
Eden izmed takšnih konceptov je tudi nov koncept lokalne platforme za prožnost ENKO, ki se 
razvija v okviru projekta „Energija severne Nemčije“ (angl. Northern German Energy Transition 
(New 4.0)) za reševanje zgoraj omenjenih težav v hamburški regiji [81]. Koncept ENKO uvaja 
regionalno dražbo za trgovanje z energijo na način, da se preprečijo zamašitve, ki bi bile 
izračunane na podlagi odjema regij in voznih redov za dan vnaprej.  
Koncept ENKO temelji na DSO-jevi napovedi zamašitev omrežja, izračunanih na podlagi 
napovedi odjema in proizvodnje električne energije za naslednji dan. Tržni akterji nato 
prejmejo te napovedane zamašitve in jih posredujejo ponudnikom prožnosti. Izvajalci 
prožnosti, kot so SPTE, kombinirane toplarne in elektrarne, enote aktivnega odjema ali vetrne 
elektrarne, na podlagi njihovih posebnih urnikov in stroškov prožnosti nato ponudijo svoje 
prožnostne zmogljivosti na lokalnem prožnostnem trgu. 
Raziskovalni projekt v okviru O2020 INTERFLEX [88] je testiral dva različna načina za 
odpravljanje težav v omrežju z izkoriščanjem prožnosti, in sicer tržni način in integrirani način 
DSO. Glavna razlika je v načinu aktiviranja prožnostnih enot:  
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• Integrirani način DSO (Sl. 4.3): Aktivacija enot je izvedena na podlagi pravnih ali 
pogodbenih sporazumov. Pogodbeni sporazumi so mehanizmi, ki temeljijo na 
dvostranskih pogodbah med DSO-jem in ponudnikom prožnosti, ki opredeljujejo 
pogoje aktiviranja prožnosti. V nekaterih državah imajo zainteresirane strani tudi 
pravno obveznost, da DSO-ju zagotovijo prožnost.  
• Tržni način (Sl. 4.4): Aktivacija je izvedena na podlagi rezultatov trga. Ponudniki 
prožnosti ponujajo ponudbe kot odgovor na povpraševanje na trgu s strani DSO-jev 
in aktivirajo prožnost v skladu s tržnimi pravili in rezultati. Udeleženci na trgu lahko 
spontano ponujajo prožnost, neodvisno od posebnih zahtev s strani DSO-jev.  
Razlika med načinoma je prikazana na spodnjih dveh slikah.  
 




Sl. 4.4: Primer tržnega načina za aktiviranje prožnosti 
4.4 Problemi in predlogi za spremembe za razvoj lokalnih trgov 
Različni raziskovalni projekti, med katerimi izstopa delovna skupina v okviru konzorcija New 
York Smart Grid [89], ki se ukvarjajo z idejo lokalnih trgov, so identificirali različne probleme, 
ki trenutno zavirajo njihov razvoj in predstavljajo izzive za prihodnost: 
• Trenutno majhno število in posledično majhne kumulativne moči in zmogljivosti 
prožnostnih enot ter njihova kratkoročna razpoložljivost.  
• Obstoječa negotovost v zvezi s prihodnjim razvojem zmogljivosti in razpoložljivosti PE, 
predvsem glede njihove točne lokacije. Lokacijska negotovost je povezana s tem, da 
manjše enote v nasprotju z večjimi proizvodnimi enotami niso strateško načrtovane in 
umeščene v EES.  
• Negotovost glede sistemskih storitev, ki jih bodo prožnostne enote lahko zagotavljale, 
in tveganje glede zmogljivosti in zanesljivosti delovanja prožnostnih enot. 
• Omejena prepoznavnost prožnostnih enot pri trenutnem vodenju trenutnega 
prenosnega in distribucijskega omrežja. 
• Pomanjkanje cenovnih signalov, ki bi odražali lokacijsko specifične stroške sistema in 
posledično negotovost glede cenovne ravni kompenzacije aktivacij prožnosti. 
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• Neustrezna ali pomanjkljiva obstoječa orodja za načrtovanje in vodenje omrežja, ki bi 
pravilno upoštevala operativne učinke aktivnega odjema in prožnosti, ki jo lahko 
zagotavljajo. 
• Nejasna vloga DSO-jev in pomanjkanje finančnih spodbud za zagotavljanje prožnosti.  
• Problem možnosti izkrivljanja trga zaradi skoncentrirane tržne moči, ker na lokalnih 
trgih ni dovolj ponudbe. 
Spremembe, ki bi utegnile spremeniti in pospešiti razvoj lokalnih in prožnostnih trgov, so:  
• Vse hitrejši razvoj in potencialno ogromno število baterij, EV, toplotnih črpalk in ostalih 
vodljivih enot v okviru “pametnega doma”.  
• Vedno več držav se odloča za bolj agresivno ter napredno »zeleno ekonomijo« in 
politiko, katere cilj je razogljičenje družbe in čim večje vključevanje OVE ter s tem 
posledično večje potrebe po prožnosti. 
• Sprememba obračunavanja omrežnine iz tako imenovanega sistema »poštne znamke« 
v lokacijsko odvisni obračun.  
• Kompenzacija prožnosti, ki bi upoštevala tudi podnebne dobrobiti (tako imenovana 
»dvojna dividenda«). 
• Subvencije v prožnostne vire namesto v drago nadgradnjo omrežja. 
• Vzpostavitev distribucijskih platform, ki bi združevala tržne in operativne funkcije. 
• Sprememba financiranja DSO-jev, kjer bi kot kazalnike uspešnosti dodali: 
o Čim večje izkoriščanje prožnosti, zmanjšanje konic itn. 
o Prihodki s strani storitvenih dejavnosti in platformnih storitev.  
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5 Večnivojska in večagentna struktura vodenja distribucijskega 
sistema 
Že omenjeni naraščajoči tehnični problemi zaradi vse večjega vključevanja OVE predstavljajo 
vse večji izziv DSO-jem. Trenutno neobstoječi lokalni trgi in neobstoječe sistemske storitve za 
DSO-je prepuščajo agregatorjem prožnosti samo eno ekonomsko zanimivo opcijo, in sicer 
aktiviranje prožnostnih enot na podlagi cenovnih signalov z veleprodajnega trga, kar lahko še 
poslabša razmere v distribucijskem omrežju. Zato smo v okviru projekta INCREASE razvili 
trinivojsko večagentno strukturo za vodenje distribucijskega omrežja (MAS) z namenom 
izboljšanja omrežnih razmer in zagotavljanja čim boljšega izkoristka OVE.  
Nivoji v strukturi MAS so:  
• Storitveni nivo, kjer se izvajajo storitve, npr. trgovanje, sistemske storitve, izdelovanje 
napovedi. 
• Povezovalni nivo, ki povezuje storitveni nivo s fizičnim nivojem (agregator – agent 
odjemalec). V povezovalnem nivoju DSO izvaja tudi preventivno korektivno vodenje.  
• Fizični nivo, v katerem se izvajajo akcije korektivnega vodenja (npr. omejevanje 
proizvodnje, zaščita). 
Agenti v strukturi MAS so:  
• Agent AO (Aktivni odjem – Agregator) – agent agregator prožnostnih enot in enot OVE, 
ki ponuja prožnost energentov na izbranih trgih električne energije. 
• Agent PE (Prožnostne enote) – agent, ki je odgovoren za vodenje in aktivacijo 
prožnostnih enot. 
• Agent OVE – agent za vodenje razpršenih OVE.  
Agent AO se nahaja v storitvenem nivoju in je učljiv, agenta PE in OVE pa se nahajata v 
povezovalnem nivoju. Pomembno je poudariti, da je edino agent AO učljivi agent, ki pošilja 
signale vodenja agentoma PE in OVE, ta dva pa potem poskrbita za fizično izvedbo ukaza. Za 
zagotavljanje popolnega nadzora nad omrežjem ima tudi DSO možnost direktne komunikacije 
z agentoma PE in OVE za izvajanje korektivnega vodenja znotraj časa dobave. 
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Odvisno od nastajajočih težav z omrežjem je vodenje in reševanje težav mogoče razvrstiti na 
preventivno in korektivno vodenje. Korektivno vodenje je uporabljeno za reševanje težav, ki 
so bile odkrite v fazi delovanja v realnem času in zahtevajo hiter odziv za zagotovitev 
zanesljivega obratovanja omrežja. Tipičen primer korektivnega vodenja je omejitev 
proizvodnje električne energije iz OVE. V projektu INCREASE je bilo razvito korektivno vodenje, 
ki je omogočalo tako imenovano omejevanje proizvodnje po karakteristiki (angl. Droop Control 
Curtailment) s pomočjo pametnega razsmernika za PV na fizičnem nivoju. Ta način vodenja je 
namesto izključitve elektrarne PV zaradi prenapetosti po določeni karakteristiki omejevala 
proizvodnjo v odvisnosti od meritev napetosti v točki priključitve PV in s tem omogočila boljši 
izkoristek proizvodnje enot PV. V okviru projekta je bilo razvito tudi koordinirano vodenje 
razsmernikov, ki je zagotavljalo pravično porazdelitev omejitve proizvodnje vseh enot PV na 
enem izvodu. Ta način vodenja spada pod preventivno vodenje, saj temelji na napovedi 
razmer v omrežju in je integrirano v povezovalnem nivoju.   
Reševanje omrežnih težav se lahko izvaja tudi z vodenjem in proaktivnim načrtovanjem voznih 
redov prožnostnih enot, kar spada pod ukrepe preventivnega vodenja. V okviru projekta smo 
tako razvili različne načine načrtovanja voznih redov in sistem semaforja (angl. Traffic Light 
System, TLS) za preverjanje ustreznosti voznih redov, da na distribucijskem omrežju ne 
povzročajo dodatnih obratovalnih težav, ki so podrobneje opisane v naslednjih poglavjih. 
Konceptualna zasnova sistema TLS in izdelave voznih redov je v skladu z usmeritvami 
organizacije »Universal Smart Energy Framework« (USEF) [90], ki je ena vodilnih organizacij za 
uveljavljanje standardov in konceptov pametnih omrežij.  
Večnivojska in večagentna struktura vodenja distribucijskega sistema (angl. Multi Agent 
System, MAS) je prikazana na spodnji sliki.  
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Sl. 5.1: Prikaz hierarhičnega večagentnega sistema 
V določenem omrežju lahko deluje več agentov za izdelavo voznih redov (agentov AO), ki 
sodelujejo z agentom OVE in agentom enot PE na enem samem izvodu.  
V distribucijskem omrežju lahko deluje več konkurenčnih agentov AO za izdelavo voznih redov, 
od katerih lahko vsak v svoj portfelj odjema prijavi več prožnostnih enot. Te prožnostne enote 
s pomočjo agenta PE redno informirajo agenta AO o podatkih o svojih tehničnih zmogljivostih, 
količini prožnosti, ki je na voljo, in svoji razpoložljivosti. 
V večagentnem sistemu agent AO izvaja funkcijo agregatorja. Agregator je lahko bodisi 
udeleženec na trgu bodisi neodvisen reguliran subjekt (kot je, na primer, DSO). Zaradi narave 
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optimizacije voznih redov prožnostnih enot je agregator vključen v tržne dejavnosti. Ker je 
operater distribucijskega omrežja (DSO) reguliran subjekt, ki mora izpolnjevati določene 
obveznosti, v večini držav DSO-ju ni dovoljeno sodelovati v dobičkonosnih tržnih dejavnostih, 
ker bi ga to izpostavljalo »moralni dilemi«, saj bi brez tveganja lahko vplival na tržne cene, kajti 
njegove potencialne izgube bi solidarno pokrili vsi odjemalci. Zato v večini držav funkcijo 
agregatorja lahko izvajajo samo tržni subjekti.   
V naši raziskavi je agent AO povezovalni člen med različnimi OVE in PE ter veleprodajnim trgom 
in trgom s sistemskimi storitvami. Sl. 5.2 prikazuje primer poslovnega modela za agregatorja, 
ki vsebuje tudi koncept nagrajevanja, vključno z vsemi deležniki ter denarnimi in energetskimi 
tokovi med deležniki. Model vključuje odjemalce, PE, OVE, agenta AO, DSO, veleprodajni trg 
in trg s sistemskimi storitvami. Na sliki so prikazani tudi različni poslovni modeli za OVE, ki so 
mogoči v Sloveniji [27] in večjem delu EU: zagotovljen odkup elektrike, obratovalna podpora, 
samooskrba in trgovanje na veleprodajnem trgu. Mogoči poslovni modeli so odvisni od tipa in 
velikosti OVE, saj velike OVE niso upravičene do podpore, ter od datuma izgradnje posamezne 
enote, saj, na primer, zagotovljen odkup elektrike ni več mogoč za nove OVE. Na sliki ni 
prikazanih agentov PE in OVE, ker sama ne sodelujeta v poslovnem modelu, saj nimata 
neposrednega dostopa do trga in nanj dostopata prek agenta AO. 
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Sl. 5.2: Primer poslovnega modela agregatorja  
V zasnovi MAS-a je predvideno, da prožnostna enota prek agenta PE lahko sodeluje v obeh 
načinih zagotavljanja prožnosti:  
• v neposrednem proženju s strani DSO-ja (integrirani način zagotavljanja prožnosti)  (Sl. 
4.3) in 
• v tržnem načinu zagotavljanja prožnosti (Sl. 4.4).  
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V raziskavi smo se osredotočili na tržni način, kjer prožnost zagotavljamo prek agregatorja – 
agenta AO.  
Agenta OVE in PE sta regulirana subjekta, ki sta pod nadzorom DSO-ja in neodvisna od trga. 
Vsak agent OVE je odgovoren za vse proizvodne enote na distribucijskem izvodu pod njegovim 
nadzorom. Prav tako je tudi vsak agent PE odgovoren za vse prožnostne enote, ki se nahajajo 
na istem izvodu, ne glede na to kateremu agentu AO pripadajo. Agent PE zbere podatke in jih 
nato posreduje agentu AO, ki vodi določeno enoto. Informacije o voznem redu prožnostne 
enote gredo čez agenta PE namesto direktno med agentom AO in prožnostno enoto zato, ker 
smo uvedli TLS, da DSO lahko zagotavlja popoln nadzor nad obratovanjem omrežja. Agent PE 
kot vmesni člen tudi poskrbi, da ne pride do morebitnih akcij agenta AO, s katerimi bi ogrozil 
sigurno obratovanje distribucijskega omrežja.   
Agent PE zbrane podatke posreduje DSO-ju, ki skupaj z ostalimi podatki (podatki agenta OVE 
in ostalimi merjenimi podatki) izvede proces TLS-ja, ki preveri morebitne kršitve meja 
kakovosti električne energije (kršitve PQ). Pomembno je poudariti, da je vsa komunikacija med 
agenti dvosmerna.   
Komunikacija med akterji je prikazana na Sl. 5.3, informacijska vsebina komunikacije med njimi 
pa v  
Tab. 5.1. Postopek je podrobneje predstavljen tudi v poglavju 0 na Sl. 7.1, vsebuje pa naslednje 
korake: 
• DSO izračuna pretoke moči, ki so potrebni za preverjanje kršitev PQ in za napovedi 
kršitev PQ. DSO ima za to vse potrebne informacije, ki jih pridobi s pomočjo svoje 
informacijsko-komunikacijske tehnološke (IKT) opreme in pripadajočega ocenjevalnika 
stanja distribucijskega omrežja. 
• V načinu preventivnega vodenja DSO pošlje rezultate analize kršitev PQ agentu AO. 
• V načinu korektivnega vodenja DSO pošlje rezultate analize kršitev PQ in nove signale 
vodenja lokalnim agentom (agentom OVE in agentom PE) na vsakem izvodu. Ti signali 
vodenja obsegajo različne informacije glede na prejemnika:    
o poslano agentu OVE: omejitev proizvodnje PV; 
o poslano agentu PE: novi vozni redi za prožnostne enote na podlagi delovanja 
TLS. 
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• Agent OVE:  
o pošlje informacije o proizvodnji PV operaterju distribucijskega sistema (DSO) in 
o prejme povratno informacijo o omejevanju PV s strani DSO. 
• Agent PE:   
o Zbira lokalne informacije o parametrih enot PE in jih pošlje ustreznim agentom AO. 
o Od agentov AO sprejema vozne rede za vsako PE v izvodu.  
o V korektivnem načinu vodenja posreduje spremembe voznih redov od DSO-ja do 
agenta AO. 
• Agent AO: Posreduje vozne rede prožnostnih enot DSO-ju in agentom PE in OVE.   
 
 
Sl. 5.3: Pregled komunikacije med akterji in agenti 
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Tab. 5.1: Komunikacija med ključnimi akterji v MAS-shemi 




 Potrditev ali 
spremembe 
voznih redov 






redov PE zaradi 
TLS** 
Agent AO Vozni red PE  /  
Agent OVE Informacije o 
proizvodnji OVE 
/  / 





*preventivni način vodenja 
** korektivni način vodenja  
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6 Sistem semaforja (TLS) 
Strategije nadzora MAS so osredotočene na reševanje tehničnih težav, povezanih z 
vključevanjem OVE v distribucijsko omrežje. Rešitev vodenja voznega reda kot tudi celoten 
koncept vodenja MAS so zasnovani tako, da DSO-ju omogočajo popoln nadzor nad omrežjem. 
V ta namen smo uvedli koncept sistema semaforja (TLS), ki DSO-ju omogoča popoln nadzor 
nad voznimi redi, aktivacijami in delovanjem prožnostnih enot. Uporablja se za vodenje voznih 
redov prožnostnih enot za dan vnaprej in za krajše časovne okvirje (vozni red za trgovanje 
znotraj dneva ali za izravnavalni trg). Samo za krajše časovne okvirje se uporablja zato, ker 
napoved za obdobje več kot en dan vnaprej na distribucijskem omrežju zelo hitro postane 
preveč nenatančna in ne odraža več realnega stanja omrežja za uspešno preventivno vodenje. 
Modificiran sistem TLS sta prav tako predlagala tudi Nemško združenje za energetiko in vodo 
(BDEW) in Evropsko združenje distribucijskih operaterjev (EDSO) [91], [92]. Sistem TLS je 
omenjen tudi v posvetovalnem dokumentu Agencije za energijo RS o Vzpostavitvi trga s 
prožnostjo aktivnega odjema v Sloveniji, kjer je zapisano: »Obenem pa bi po mnenju agencije 
pri trgovanju s prožnostjo bilo treba vpeljati sistem »semaforja«, ki temelji na obratovalnih 
stanjih omrežja in izhaja iz aktivnega upravljanja z omejitvami« [93]. V prihodnosti se pričakuje 
razvoj naprednih ocenjevalnikov stanja distribucijskega omrežja [94]. V slovensko-japonskem 
projektu NEDO [73] je trenutno v razvoju eden takšnih sistemov [95].  
V našem konceptu, ki je opisan tudi v članku [96], DSO izvaja TLS z dodatnim modulom, 
nameščenim v distribucijskem centru vodenja. Modul TLS je nadgradnja ocenjevalnika stanja 
distribucijskega omrežja z logiko odločanja, ki omogoča preventivni in korektivni način vodenja 
distribucijskega sistema z uporabo prožnosti. Z njim preveri morebitne učinke poslanega 
voznega reda prožnostnih enot s strani agenta AO na omrežje, da bi ugotovil kršitve PQ v 
sistemu. V našem simulacijskem okolju TLS zaznava naslednje kršitve PQ: prenapetosti, 
podnapetosti in zamašitve v omrežju (na nivoju transformatorja). Glavna naloga modula TLS 
je ugotoviti, ali vozni red vsake posamezne prožnostne enote skupaj z nevodenim odjemom 
povzroči kakršne koli kršitve PQ. Problemi, obravnavani v doktorski raziskavi, se pojavljajo 
predvsem lokalno v LV-distribucijskih omrežjih, zato so predstavljeni koncepti uporabni le v 
domeni DSO-jev in ne tudi v domeni TSO-jev. Analogijo koncepta TLS-ja na prenosnem sistemu 
bi lahko našli z omejitvami in avkcijami za čezmejne prenosne zmogljivosti.  
Sistem semaforja (TLS)   
39 
TLS zagotavlja, da je skupni odjem (nevodeni odjem + prožnost), ki vsebuje nov vozni red za 
prožnostne enote, sprejemljiv za DSO in ne povzroča kršitev PQ ter slabša že tako slabih 
razmer v omrežju. V idealnem primeru bi ob zadostni prožnostni zmogljivosti PE pravilne 
aktivacije rešile vse kršitve PQ, a bolj realno je, da zaradi pomanjkanja zmogljivosti prožnosti 
nekatere kršitve PQ še vedno lahko ostanejo. Ko je vozni red odobren, agent PE aktivira ali 
deaktivira prožnostne enote po voznem redu.  
V Tab. 6.1 so predstavljeni trije različni tipi TLS-ja: enostavni, napredni in inteligentni. Med 
seboj se razlikujejo po logiki odločanja, ki sledi preverbi kršitev PQ v preventivnem in 
korektivnem načinu vodenja. Vsi trije tipi TLS in razlike med njimi so opisani v naslednjih 
podpoglavjih.   
Tab. 6.1: Predstavitev logike algoritmov različnih tipov TLS-ja 
Akcija Ali skupni odjem (nevodeni + PE) 
povzroči kršitev PQ? 
“Smer”: Ali vozni red PE pomaga 
zmanjšati kršitev PQ? 
TLS tip NE DA NE DA 
Enostavni Sprejmi vozni 
red 
Zavrni vozni red / / 




Zavrni vozni red Sprejmi vozni 
red 
Inteligentni Uporabi 15-minutno napoved za izdelavo voznega reda PE. 
 
6.1 Enostavni TLS-sistem  
Enostavni TLS na podlagi podatkov o proizvodnji OVE, odjemu in napovedanih voznih redih PE 
za vsak izvod posebej za določeno obdobje vnaprej preveri, ali pride do kršitev PQ (Sl. 6.1). Ta 
preverba se izvede na podlagi izračuna pretoka moči in v primeru, da pride do kršitev PQ, TLS 
zavrne vse predlagane vozne rede s strani vseh agentov AO. DSO posreduje agentom AO 
povratno informacijo o voznem redu skladno s TLS-jem, agent PE pa o statusu prožnostne 
enote (razpoložljivost in razpoložljiva prožnost) in o morebitnih penalih zaradi zavrnitve.   
 Sistem semaforja (TLS) 
40 
 
Sl. 6.1: Shema delovanja enostavnega TLS-algoritma 
6.2 Napredni sistem semaforja 
Tako kot enostavni TLS tudi napredni preveri morebitne kršitve PQ, a vendar v tem primeru 
izvede še en vmesni korak pred zavrnitvijo voznega reda. V tem vmesnem koraku TLS pogleda 
vozni red vsake posamezne enote PE in preveri, ali njen vozni red pripomore k izboljšanju 
razmer PQ ali jih še poslabša? Če vozni red PE izboljša razmere, potem TLS potrdi prvotni vozni 
red, v nasprotnem primeru pa se prvotni vozni red za enoto PE zavrne in enota PE se v tem 
intervalu deaktivira. Napredna logika odločanja TLS je prikazana v Tab. 6.2, kjer je oznaka PE 
gor ali dol odvisna od definicije smeri pretoka moči:   
• PE: povečanje = enota PE je aktivirana, porabi dodatno energijo glede na normalno 
stanje (npr. polnjenje baterije, toplotna črpalka na največji moči);  
• PE: zmanjšanje = enota PE je aktivirana, porabi manj energije glede na vozni red (npr. 
praznjenje baterije, izklop toplotne črpalke, klimatske naprave); 
• PE neaktivna = enota PE ni aktivirana in deluje kot neprožna obremenitev (normalni 
vozni red).  
Zamašitve je glede na smer zamašitve mogoče zmanjšati bodisi s povečanjem obremenitve 
(PE gor, v primeru presežne generacije OVE) bodisi z zmanjšanjem obremenitve (PE dol, v 
primeru nične ali majhne proizvodnje OVE). 
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Sl. 6.2: Shema delovanja naprednega TLS-algoritma 
Tab. 6.2: Napredna TLS-logika odločanja 
Tip PQ/Akcija PE  PE: povečanje PE: zmanjšanje 
Prenapetost OK Ustavi PE 
Podnapetost Ustavi PE OK 
Tokovna zamašitev – proti izvodu Ustavi PE OK 
Tokovna zamašitev – proti 
transformatorju 
OK Ustavi PE 
 
Za ponazoritev razlike med enostavnim in naprednim TLS je na spodnji sliki predstavljen 
primer voznega reda enot PE za 24 ur (96 intervalov), in sicer za posamezen izvod, pri čemer 
je kršitev PQ ugotovljena v 36. intervalu simulacije. Medtem ko enostavni TLS zavrača vse 
vozne rede v 36. intervalu, napredni TLS zavrača samo vozne rede tistih enot PE, ki delujejo v 
nasprotju s potrebami omrežja. V primeru podnapetosti so odobrene le enote PE, ki 
zmanjšujejo svojo porabo, v primeru prenapetosti pa samo tiste enote PE, ki povečajo svojo 
porabo.    
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Sl. 6.3: TLS-spremembe voznega reda zaradi kršitve PQ v 36. intervalu 
6.3 Inteligentni sistem semaforja 
Inteligentni TLS se bistveno razlikuje od enostavnega in naprednega TLS-ja, saj je njegov cilj 
ugotoviti, na kakšen način razporediti PE z namenom preprečevanja kršitev PQ. Inteligentni 
TLS uporablja kratkoročno napovedovanje kršitev PQ in ustrezno prilagodi vozni red 
razpoložljivih PE, tako da nikoli ni zavrnjen, temveč je le prilagojen.   
Delovanje inteligentnega TLS-ja na neki način predstavlja »izračun«, koliko prožnosti 
potrebujemo za reševanje kršitev PQ, in s tem podaja informacije o potrebi po sistemskih 
storitvah na distribucijskem omrežju. Inteligentni TLS je v tržnem načinu lahko predstavljen 
tudi kot lokalni prožnostni trg, lahko pa je tudi del integriranega načina DSO za zagotavljanje 
prožnosti, pri katerem so aktivacije izvedene na podlagi pravnih ali pogodbenih sporazumov. 
Ko se v omrežju pojavijo kršitve PQ, DSO izračuna, kolikšne so potrebe po prožni energiji v 
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Delovanje inteligentnega TLS-ja v DSO-integriranem načinu je prikazano na Sl. 6.4 in je 
naslednje:  
• DSO naredi analizo potencialnih kršitev PQ z izračuni pretokov moči. 
• Če pride do kršitev PQ, TLS preveri, ali je za reševanje problemov na tisti lokaciji na 
voljo kakšna PE za aktivacijo. DSO aktivira vse razpoložljive enote PE, da bi odpravil ali 
zmanjšal kršitve PQ.   
• V primeru, da kršitev PQ ni, DSO ne aktivira ničesar. 
 
V tržnem primeru se agregatorji (ki jih v našem modelu predstavljajo agenti AO) na to zahtevo 
odzovejo s preverjanjem sposobnosti in razpoložljivosti njihovih enot PE in pošljejo ponudbo 
za aktivacijo enote PE. Med agenti AO, ki se odzovejo na zahtevo, DSO izbere najustreznejšo 
ponudbo (npr. izbere enoto PE, ki najbolj pomaga odpraviti omejevanje proizvodnje iz OVE, ali 
pa izbere najcenejšo enoto PE). Izbrani agent AO je dolžan zagotoviti načrtovano energijo z 
aktiviranjem ustreznih enot PE na lokalnem omrežju ali izbranem izvodu. V primeru DSO-
integriranega načina izvajanja aktivacij PE in pogodbenih sporazumov se aktivacija izvede 
direktno s strani DSO-ja.   
Med aktivacijo PE je treba upoštevati njene energijske omejitve. V primeru, ko agent PE v 
celoti aktivira vse enote PE za reševanje kršitev PQ, se njihovo delovanje lahko označi kot 
zagotavljanje sistemskih storitev za DSO-ja. V okviru raziskave smo izvedli simulacije za 
inteligentni TLS brez predhodnega načrtovanja enot PE, ker smo želeli vso prožnost PE 
nameniti samo za reševanje kršitev PQ in s tem pomoč DSO-ju pri vodenju sistema. Čeprav ta 
postopek ne optimizira voznih redov PE, nam omogoča, da vidimo samo tržno ceno aktivacije 
enot PE za ublažitev kršitev PQ. Tako lahko preprosto določimo ceno sistemskih storitev za 
DSO-ja. Rezultati teh simulacij presegajo obseg doktorske disertacije, predstavljeni pa so v 
delu [96]. 
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Sl. 6.4: Shema delovanja inteligentnega TLS-algoritma 
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7 Proces vodenja portfelja prožnosti agenta odjemalca  
V tem poglavju je podrobno opisan proces vodenja portfelja prožnosti in načrtovanja voznih 
redov PE, ki je bil razvit v okviru raziskave. Dnevni cikel načrtovanja voznega reda portfelja 
prožnosti, ki ga opravlja agent AO, je shematsko predstavljen na Sl. 7.1. Za vsak posamezen 
procesni korak so opisani vhodni in izhodni parametri ter ukrepi različnih akterjev. Postopek 
se zaključi z dejanskim obratovanjem omrežja, prikazanim kot zelenim pravokotnikom z 
oznako »Prvotni vozni red se izvede do konca«. Inteligentni TLS ima dva načina delovanja: 
integrirani način, v katerem DSO neposredno proži enote PE, in tržni način, kjer DSO poda 
povpraševanje po prožnosti agentom AO. Z zvezdico je na sliki označena izbira med obema 
načinoma delovanja DSO-ja. 
Scenariji za udeležbo na različnih trgih, prikazanih na Sl. 4.2, zahtevajo različne načine 
delovanja agenta AO. Agent AO se lahko odloči za ponujane prožnosti na trgu s sistemskimi 
storitvami (aRPF, rRPF), kjer pa so pogodbena razmerja lahko daljša, od enega dneva vse do 
enega leta. V primeru, da je agent uspešen na trgu s sistemskimi storitvami, mora rezervirati 
dovolj PE, s katerimi bo lahko izpolnjeval morebitne aktivacije. V tem primeru morajo biti te 
PE izključene iz portfelja prožnosti, ki je na voljo za načrtovanje voznega reda za dan vnaprej 
in znotraj dneva. Agent AO se mora odločiti, kako velik del svojega portfelja prožnosti ponudi 
na trgu s sistemskimi storitvami in koliko na ostalih trgih (trg za dan vnaprej, znotraj dneva, 
izravnalni trg). Odločitveni proces, koliko prožnosti in na kateri trg, je odvisen predvsem od 
analize preteklih cen prožnosti na različnih trgih, samih tehničnih in regulatornih možnosti 
nastopanja na trgih ter od ocene ekonomskega potenciala za vnaprej. Ta proces odločanja ni 
del našega dela, je pa bilo na to temo narejenih že veliko raziskav [97], [98].  
Načrtovanje voznih redov prožnostnega portfelja se izvaja v štirih ločenih časovnih korakih, ki 
temeljijo na štirih različnih časovno ločenih trgih, na katerih lahko izkorišča prožnost, Tab. 8.1. 
Glede na trge načrtovanje voznih redov PE lahko delimo na:  
• Dolgoročno načrtovanje: Agent AO ponuja del zmogljivosti prožnostnega portfelja kot 
rezervno moč in njihovo prožnost rezervira za daljši čas, vse do enega leta.  
o Če so ponudbe sprejete, so PE, ki zagotavljajo to prožno energijo, zavezane k 
aktivaciji na zahtevo sistemskega operaterja TSO ali DSO.  
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o Rezervirane PE za sistemske storitve morajo biti izločene iz nadaljnjega trgovanja 
in sodelovanja na drugih trgih (dan vnaprej, znotraj dneva in na izravnalnem 
trgu). Če to ne bi bilo upoštevano, bi se lahko zgodilo, da bi bila PE dvakrat 
nominirana za aktivacijo (npr. na rezervnem trgu in trgu znotraj dneva). V tem 
primeru bi bil agent AO zaradi hujšega prekrška neuspešne aktivacije ali 
nezadostne dobave energije lahko kaznovan z visokimi penali. 
• Kratkoročno načrtovanje: Agent AO ponuja prožnostno energijo PE iz portfelja v 
ustreznem časovnem okvirju na vseh spodaj naštetih trgih: 
o trgu za dan vnaprej (DA), 
o trgu znotraj dneva,  
o izravnalnem trgu.  
V predlaganem procesu predpostavljamo, da gredo vsi vozni redi, ki so načrtovani v okviru 
dolgoročnega ali kratkoročnega trgovanja, skozi preverbo kršitev PQ. To opravi DSO prek TLS-
ja, s čimer zagotavlja, da so vozni redi PE izvedljivi in da ne poslabšajo zanesljivosti obratovanja 
distribucijskega omrežja.  
V izogib neuspešnim aktivacijam PE in posledično visokim penalom smo v našem delu 
predpostavili, da agent AO uporablja samo zanesljive PE za zagotavljanje sistemskih storitev, 
predvsem za zagotavljanje rezerve. V skupino zanesljivih PE sodijo enote, ki imajo znano 
zmogljivost za določen časovni okvir v prihodnosti in se lokacijsko ne premikajo. V to skupino 
tako sodijo baterije, generatorji in toplotne črpalke z zalogovnikom toplote (negativna 
rezerva). Pogodbe za zagotavljanje rezerv se po navadi izvajajo za daljša časovna obdobja, ki 
zajemajo časovno obdobje od enega tedna do enega leta vnaprej.  
V procesu kratkoročnega trgovanja (do dneva vnaprej) in načrtovanja voznega reda 
prožnostnega portfelja je prispevek trgovanja s sistemskimi storitvami upoštevan kot zunanja 
informacija. V našem delu se osredotočamo predvsem na načrtovanje voznega reda kot 
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Sl. 7.1: Diagram procesa načrtovanja in vodenja PE – dnevni cikel 
7.1 Proces načrtovanja voznih redov na podlagi rezultatov trga za dan vnaprej  
Na sliki Sl. 7.2 je prikazan proces načrtovanja voznih redov za dan vnaprej po korakih z oznako 
1–6.  
1. Korak: PE zagotovijo svojim agentom AO informacije o njihovih prožnostnih 
parametrih:  
• časovne omejitve uporabe,  
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• energetske omejitve,  
• instalirano moč in  
• interno ceno aktivacije prožnosti posamezne PE.  
2. Korak: Agent AO prejme informacije, ali je posamezna PE že rezervirana za 
zagotavljanje sistemskih storitev.  
3. Korak: Z uporabo teh informacij agent AO zažene algoritem optimizacije prožnostnega 
portfelja z izbranim ciljem in na podlagi rezultatov naredi vozni red PE. Cilj optimizacije 
je lahko maksimiranje dobička ali zmanjšanje stroška energije glede na napovedane 
tržne cene ali kakšnega drugega cenovnega signala. Cilj je lahko energijska optimizacija 
– zmanjšanje razlike med proizvodnjo in porabo in posledično zmanjšanje omejitve 
proizvodnje OVE in reševanje kršitev PQ.  
4. Korak: V primeru drugega cilja energijske optimizacije bi napovedano tržno ceno DA 
kot vhod v optimizacijski algoritem nadomestili z napovedjo odjema in proizvodnje 
OVE.  
5. Korak: Proces načrtovanja voznega reda PE lahko agent AO naredi na različne načine 
in z različnimi algoritmi (npr. linearna optimizacija, ekspertni algoritem, algoritem 
strojnega učenja, umetna inteligenca). V procesu načrtovanja za dan vnaprej agent AO 
ustvari vozni red delovanja za vsako posamezno PE v prožnostnem portfelju. Kot 
rezultat načrtovanja se lahko zgodi, da zaradi različnih parametrov (npr. previsoka 
notranja cena PE, tehnične in uporabniške omejitve itn.) niso aktivirane vse PE ali pa 
se le delno izkoristi njihova zmogljivost. Vse neizkoriščene zmogljivosti se lahko 
izkoristi in načrtuje na trgovanju znotraj dneva ali izravnalnih trgih. 
6. Agent AO posreduje prvotni vozni red obratovanja vsake enote PE v prožnostnem 
portfelju do DSO-ja in potem do agenta PE, ki je odgovoren za posamezno PE. Agent 
PE je nato odgovoren za aktiviranje načrtovanih PE od različnih agentov AO.  
 
V okviru raziskav in iskanja najprimernejšega načina vodenja agenta AO smo razvili nekaj 
različnih algoritmov, ki so podrobneje predstavljeni v naslednjih poglavjih. 
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Sl. 7.2: Kontrolni vozni red: načrt načrtovanja voznih redov PE za dan vnaprej 
7.2 Proces preverjanja voznih redov in aktivacije prožnih enot  
Proces preverjanja voznih redov in aktivacije PE je razdeljen na preventivno in korektivno 
vodenje, kar je prikazano na Sl. 7.3. Pri preventivnem vodenju DSO prejme podatke o porabi 
in naredi napoved nevodenega odjema. Na podlagi meritev proizvodnje PV, posredovanih s 
strani agenta OVE, DSO naredi napoved proizvodnje, agent AO pa mu posreduje načrtovane 
vozne rede PE. Topologija omrežja je označena kot vhodni podatek zaradi predstavitve 
vhodnih podatkov, ki so potrebni za izračun pretokov moči in preverjanja kršitev PQ. 
Topologija omrežja je večinoma statična in se posodobi le takrat, ko se zazna sprememba v 
DSO-jevem sistemu SCADA. Na podlagi prejetih podatkov DSO v sklopu TLS-ja naredi izračun 
pretokov moči in preveri kršitve PQ (korak 1 in korak 2). Podatki, ki so potrebni za izračun moči 
in preverjanje kršitev PQ, so:     
• začetni vozni redi obratovanja PE, posredovani s strani agenta PE (zbrani vsi vozni redi 
vseh agentov AO z vseh štirih trgov),  
• napoved proizvodnje OVE, 5–30 minut vnaprej, 
• napoved nevodenega bremena, 5–30 minut vnaprej, 
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• informacije o topologiji omrežja. 
Poleg teh podatkov DSO zbira tudi meritve proizvodnje OVE in odjema v realnem času, ki jih 
lahko koristi za izboljšanje napovedi in preverjanje aktivacij PE.  
 
DSO ima popoln nadzor nad omrežjem, kar vključuje tudi omejevanje proizvodnje OVE po 
agentu OVE ter ustavitev delovanja PE po agentu PE. Po izračunu pretokov moči in preverbe 
kršitev PQ so mogoči naslednji scenariji:  
• Če pri preventivnem vodenju ni kršitev PQ: DSO potrdi prvotni vozni red agentu AO za 
PE v njegovem portfelju. Prvotni vozni red se sme izvesti in agent PE izvede načrtovane 
aktivacije (korak 6).  
• Med dobavo se vedno izvaja korektivno vodenje (korak 7). 
• Če v času obratovanja ne pride do kršitev PQ, se vozni redi PE izvedejo do konca, kar je 
v diagramu označeno z zelenim pravokotnikom z oznako »Prvotni vozni red se izvede 
do konca« (korak 9). 
• Če so kršitve PQ napovedane 15 minut pred dobavo (preventivno vodenje): Glede na 
izbrano logiko TLS-ja DSO sporoči zavrnitve voznega reda agentu AO. Agent AO lahko 
prožnost PE, ki je ostala zaradi zavrnitve voznega reda, potencialno ponovno uporabi v 
naslednjih časovnih okvirih, tj. v sklopu trgovanja na trgu znotraj dneva in izravnalnega 
trga (koraka 3 in 4).  
• Če pride do kršitev znotraj 15-minutnega obdobja dobave (korektivno vodenje): Glede 
na izbrano logiko TLS-ja DSO sporoči agentu PE naj zavrne in spremeni vozni red AO. 
Agent PE zavrne prvotni vozni red in o tem obvesti agenta AO z informacijami o 
zavrnjenih PE in njihovi omejeni prožnosti zaradi omrežnih razmer, ki se ne more 
izkoristiti naslednjih 15–30 minut (koraka 4 in 8). 
• Zgornja dva scenarija omogočata, da agent AO lahko uporabi posodobljene informacije 
o preostali prožni energiji PE pri trgovanju na preostalih kratkoročnih trgih (koraki 3, 4 
in 8).  
• Pri inteligentnem TLS-ju, ko DSO napove kršitve PQ, se prek agenta PE do agentov AO 
pošlje zahteva ali povpraševanje za aktiviranje dodatnih PE za pomoč pri reševanju 
omrežnih problemov (korak 5). Ali se zahtevo ali povpraševanje pošlje, je odvisno od 
zasnove trga zagotavljanja prožnosti, ki je bodisi DSO-integriran ali pa tržno zasnovan.  
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Pomembno je poudariti, da vozni red, ki nastane po morebitnih zaznanih kršitvah PQ s 
strani DSO-ja, vedno prioritetno nadomesti prvotni vozni red, ki ga je načrtoval agent AO.   
 
 
Sl. 7.3: Kontrola voznih redov (15 minut pred dobavo in med dobavo) 
7.3 Proces načrtovanja voznih redov na podlagi rezultatov trga znotraj dneva in 
izravnalnega trga 
Proces načrtovanja voznih redov na podlagi trga znotraj dneva in izravnalnega trga je prikazan 
na Sl. 7.4.  
1. korak: Agent AO lahko uporabi prožnost PE, ki niso bile uporabljene med postopkom 
prvotnega voznega reda na podlagi rezultatov trga za dan vnaprej (korak 1).  
2. korak: Agent AO lahko uporabi prožnost PE, katerih začetni vozni red je bil zavrnjen v 
postopku preverjanja kršitve PQ v načinu preventivnega ali korektivnega vodenja. 
3. Korak: Agent AO na podlagi razpoložljive prožnosti lahko izračuna nov prožnostni 
portfelj in oblikuje nove ponudbe ter jih ponudi na trgu znotraj dneva ali na 
izravnalnem trgu.   
4. Korak: Če je ponudba uspešna, agent AO pošlje agentu PE nov vozni red za aktivacijo.  
5. Korak: V primeru inteligentnega TLS, ko je napovedana kršitev PQ, DSO pošlje ponudbo 
ali zahtevo po aktivaciji dodatne prožnosti. Agent AO nato preveri razpoložljivost PE in 
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druge parametre PE (zmogljivost, moč). Če so pogoji za dodatno prožnost izpolnjeni in 
je ponudba potrjena, agent AO pošlje nov dodatni aktivacijski vozni red agentu PE 
(korak 4). Dodatnih preverjanj kršitev PQ ni; v primeru, da bi se kakršna koli kršitev PQ 
še vedno zgodila, bi bila moderirana s posredovanjem lokalnega korektivnega vodenja.   
 
Nobenega jamstva ni, da PE, ki je že bila enkrat zavrnjena, ne bo povzročila kršitev PQ ob 
poskusu kasnejše aktivacije. To tveganje zavrnitve aktivacije s strani TLS-ja in posledično 
neizpolnjevanja pogodbenih zahtev nosi agent AO. Tveganje lahko zmanjšuje z »rezervo« pri 
sami aktivaciji (npr. prodana je bila rezerva 13 MW in za to se rezervira za 18 MW PE) ali pa z 
varovanjem tveganj, npr. z uporabo terminskih pogodb.   
 
Sl. 7.4: Proces načrtovanja voznih redov za trgovanje znotraj dneva in izravnalnega trga 
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8 Algoritmi za vodenje prožnostnih enot  
Agent AO v svojem prožnostnem portfelju združuje večje število različnih PE, ki jih vodi glede 
na svoje trgovalne strategije. Prožnost lahko izkorišča za povečanje dobička v okviru trgovanja 
na veleprodajnih trgih in trgih s sistemskimi storitvami ali pa za optimizacijo svojega portfelja 
odjema. V prihodnosti se pričakuje razvoj različnih lokalnih trgov in sistemskih storitev za DSO-
je, ki bodo omogočili še boljšo izkoriščenost potenciala prožnosti.  
Za ekonomsko načrtovanje voznih redov agent AO uporablja informacije o ceni sistemskih 
storitev in ceni električne energije na veleprodajnih trgih, naštetih v spodnji tabeli. V tabeli je 
prikazano tudi časovno okno posameznega trga in kdo lahko nastopi kot kupec produkta. 
Kupec na veleprodajnem trgu za dan vnaprej in znotraj dneva je lahko vsak član borze, ki 
izpolnjuje vse pogoje za trgovanje, ki se med borzami lahko razlikujejo. Kupec na trgu s 
sistemskimi storitvami je v trenutnem sistemu v večini primerov TSO, v prihodnosti pa se lahko 
pričakuje tudi DSO.  
Tab. 8.1: Trgi, obravnavani pri načrtovanju voznih redov agenta AO 
Tip trga Časovno okno Kupec 
Trg s sistemskimi storitvami 1 teden–1 leta TSO/DSO 
Trgovanje za dan vnaprej 1–7 dni Kdorkoli 
Trgovanje znotraj dneva 1–24 ur Kdorkoli 
Izravnalni trg Manj kot ena ura TSO/DSO 
 
V disertaciji nismo obravnavali trgovanja s prožnostnimi produkti na veleprodajnih trgih za več 
kot dan vnaprej zaradi negotovosti PE in pomanjkanja produktov, ki bi bili namenjeni 
zagotavljanju prožnosti. V času nastajanja tega dela so za daljša časovna obdobja zanimivi 
samo produkti zagotavljanja prožnosti na trgu s sistemskimi storitvami. 
Algoritmi za načrtovanje voznega reda in posledično vodenje PE, ki smo jih razvili v okviru 
raziskave, se delijo na algoritme za izboljšanje ekonomskega rezultata in na algoritme za 
izboljšanje razmer v omrežju. 
Vsi algoritmi za svoje delovanje uporabljajo naslednje parametre PE:  
• Časovni korak: ura ali 15-min t = 1, 2, 3, …, N  
 Algoritmi za vodenje prožnostnih enot 
54 
• Za i-to PE, i = 1, 2, 3, …, NPE: 
o APE, i, t  razpoložljivosti i-te PE za aktivacijo v časovnih korakih t (čas uporabe) 
o a i, t aktivacija i-te PE v časovnem koraku t 
o PPE, i moč aktivacije i-te PE  
o WPE, i, t  energija i-te PE v časovnem koraku t, izračunana glede na PPE, i  
o ZPE, i, t kumulativna energija i-te PE, aktivirane v časovnih korakih t 
o ZPE, i, tlim maksimalna dovoljena vrednost APE, i, t (zaloga vrednosti) i-te PE v 
časovnem koraku t  
o SPE, i, t interna cena aktivacije prožnosti PE i-te PE v časovnem koraku t  
Z naštetimi parametri se karakteristike PE lahko prikažejo, kot je razvidno iz Sl. 8.1.  
 
Sl. 8.1: Karakteristika prožnostne enote 
PE ima definirano količino energije ZPE, i, tlim, ki jo lahko uporabi za zagotavljanje prožnosti. V 
primeru baterije zalogo vrednosti predstavlja njena zmogljivost, v primeru toplotne črpalke pa 
je ta definirana kot poraba pri normalnem delovanju. Če toplotna črpalka nudi prožnost, agent 
AO z voznim redom lahko spreminja način delovanja (ugasne ali aktivira maksimalno moč) v 
času uporabe, vendar le do ZPE, i, tlim.   
Cena prožnosti PE predstavlja stroške zagotavljanja prožnosti (npr. stroške aktivacije). Lahko 
je konstantna ali definirana za vsako uro posebej. Cena prožnosti PE odraža razpoložljivost, 
potrebno opremo, udobje uporabnika in druge stroške. Ti parametri so zelo težko določljivi za 
PE pri gospodinjskih odjemalcih, saj imajo močno socialno komponento, predvsem udobje 
uporabnika. Na to temo, določanje cene prožnosti gospodinjskih odjemalcev in oceno 
zmanjšanega udobja zaradi zagotavljanja prožnosti, je bilo narejenih že veliko raziskav [99]–
[102]. V našem delu predpostavljamo, da je notranja cena stvar pogajanja med lastnikom PE 
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in agentom AO. Naša predpostavka je, da količina energije, ki bi bila uporabljena za 
zagotavljanje prožnosti, ne vpliva na udobje odjemalca – lastnika PE in da je zato notranja cena 
enaka 0. S tem zagotovimo, da je PE maksimalno uporabljena, tudi pri nizkih cenovnih signalih, 
da agent AO tako lahko doseže čim večji dobiček. Predlagani poslovni model je deljenje 
dobička, ki ga agent AO ustvari z uporabo PE. Procentualna razdelitev dobička med lastnikom 
PE in agentom AO je stvar pogajanj med njima, v naših rezultatih pa je vedno prikazan samo 
dobiček, ki ga ustvari agent AO.  
V naslednjih poglavjih so predstavljeni različni algoritmi za doseganje različnih ciljev, ki jih 
želimo doseči z načrtovanjem voznih redov PE.  
8.1 Ekonomska optimizacija 
Cilj algoritma ekonomske optimizacije voznega reda je maksimirati dobiček portfelja PE agenta 
AO s cenovno arbitražo in predstavlja algoritem, ki bi bil najverjetneje uporabljen v resničnem 
svetu. Cilj arbitraže je izkoristiti cenovne razlike z izbiro cenovno najugodnejših terminov za 
polnjenje baterije ali povečanje porabe toplotne črpalke in cenovno najugodnejših terminov 
za praznjenje baterije ali zmanjšanje porabe toplotne črpalke.  
Vhodni podatki za optimizacijski algoritem vključujejo dnevne cene energije za dan vnaprej in 
stroške prilagoditve posameznih PE. Ciljna funkcija JE v enačbi (8.1) skuša maksimirati dohodek 
PE (prek zmanjšanja stroška delovanja toplotne črpalke) s cenovno arbitražo na 
veleprodajnem trgu za dan vnaprej. Pri optimizaciji je upoštevana zaloga energijske vrednosti 
PE, ki je namenjena zagotavljanju prožnosti. V enačbi (8.1) je upoštevan tudi strošek cene 














 𝑚𝑎𝑥 (8.1) 
• NPE   število PE 
•  i  indeks enote PE 
• N   število časovnih korakov 
• t  časovni korak 
• 𝑎𝑖,𝑡+   aktivacija PE prilagoditev energije navzgor i-te PE v časovnem koraku t 
• 𝑎𝑖,𝑡−   aktivacija PE prilagoditev energije navzdol i-te PE v časovnem koraku t 
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• WPE, i, t+  prilagoditev energije navzgor i-te PE v časovnem koraku t 
• WPE, i, t-  prilagoditev energije navzdol i-te enote PE v časovnem koraku t  
• SDA,t   veleprodajna cena v časovnem koraku t (cena energije) 
• SPE,i, t   interna cena aktivacije prožnosti i-te enote PE v časovnem koraku t  
WPE je energija, ki je bila uporabljena za zagotavljanje prožnosti v časovnem koraku, 
opredeljena z močjo i-te PE, enačba, kar je predstavljeno s spodnjo enačbo (8.2). 
 𝑊PE,𝑖 = 𝑃PE,𝑖 ⋅ 𝑡|𝑡 = 1ℎ = 𝑐𝑜𝑛𝑠𝑡 (8.2) 
Pri optimizaciji smo naredili dva različna izračuna, in sicer z energijskim povratkom za toplotne 
črpalke (angl. Energy payback) in brez povratka za primer baterije. Energijski povratek pomeni, 
da je vsota energijskih prilagoditev na koncu dneva enaka nič za vsako posamezno PE in da je 
treba vsako povečanje ali zmanjšanje porabe v celoti nadomestiti do konca vsakega dne. Z 
vključitvijo pogoja energijskega povratka pri vodenju toplotnih črpalk upravičujemo našo 
predpostavko o ohranitvi udobja, saj je količina porabljene energije enaka. To v našem 
primeru dosežemo z enakim številom aktivacij povečanja in zmanjšanja v enem dnevu, enačba 














= 0 (8.4) 
Poraba PE se v primeru, ko je aktivacija 𝑎𝑖,𝑡
+  enaka 1, poveča na WPE, i, t+, v primeru, ko je 
aktivacija 𝑎𝑖,𝑡
−  enaka 1, se poraba PE zmanjša za WPE, i, t-. Poraba PE lahko ostane tudi enaka, če 
sta aktivaciji enaki 0 v izbranem časovnem koraku t. Predpostavimo, da so prilagoditve v obeh 
smereh pozitivne in enake velikosti, WPE. Na te prilagoditve vplivamo z aktivacijami PE, ki imajo 
omejitve, predstavljene v spodnji enačbi (8.5).  
 𝑎𝑖,𝑡
+ ≥ 0,  𝑎𝑖,𝑡
− ≥ 0 (8.5) 
Omejitev v enačbi (8.6) preprečuje sočasne prilagoditve enote navzgor in navzdol. 
  𝑎𝑖,𝑡
+ + 𝑎𝑖,𝑡
− ≤ 1 (8.6) 
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Za opazovanje omejene količine razpoložljive energije i-te PE (zaloge vrednosti) se sproti 
računa suma prilagoditev energije do časovnega koraka N po spodnji enačbi (8.7). 





, 𝑡 = 1. . 𝑁 (8.7) 
Raziskali smo dve različni metodi obnašanja PE za načrtovanje njenega voznega reda, ki temelji 
na ekonomskem načinu. Pri obeh metodah enote PE ne smejo presegati svojih dnevnih 
energetskih omejitev Aitlim, opredeljenih v spodnjih enačbah (8.8) in (8.9).  
1. Metoda 1: PE se obnašajo kot enote za shranjevanje energije ali baterije. PE mora 
najprej shraniti dovolj energije, preden se lahko zmanjša njena poraba. Zato je najprej 
predvideno, da bo PE porabila več energije in kasneje zmanjšala porabo ali oddajala 
energijo. 
 0 < 𝑍PE,𝑖,𝑡 < 𝑍PE,𝑖,𝑡
𝑙𝑖𝑚   (8.8) 
2. Metoda 2: PE lahko prosto prilagajajo svojo energijo, da bi premaknile svojo dnevno 
porabo (toplotne črpalke, ki imajo že vnaprej določeno zalogo vrednosti).  
 −𝑍PE,𝑖,𝑡
𝑙𝑖𝑚 ≤ 𝑍PE,𝑖,𝑡 ≤ 𝑍PE,𝑖,𝑡
𝑙𝑖𝑚  𝑓𝑜𝑟 ∀ 𝑡  (8.9) 
Ekonomski vozni red enot PE je bil realiziran v Matlabu, in sicer z uporabo mešanega 
celoštevilskega načina linearnega programiranja [16], [17]. Vhodni parametri za optimizacijski 
algoritem so navedeni v Tab. 8.2. 
Tab. 8.2: Vhodni parametri, ekonomska optimizacija 
Ime Opis 
NPE Število PE 
N Število časovnih korakov 
APE Čas uporabe 
SDA Cene energije za naslednji dan 
SPE Interna cena aktivacije prožnosti PE 
PPE Moč aktivacije PE (kW) 
𝒁𝐏𝐄  Energijska zaloga (kWh) 
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Rezultat optimizacije je dnevni vozni red, ki za vsak časovni korak sestoji iz dveh spremenljivk 
z binarno vrednostjo, kar kaže na zmanjšanje ali povečanje porabe in na (ne)aktiviranje PE v 
določenem časovnem koraku. Drugi podatek je pomemben zaradi TLS-ja, ki v primeru ne-
aktivacije ne sme zavrniti PE, kadar je v normalnem režimu delovanja. V programu hkrati 
računamo in zapisujemo tudi dobiček posamezne enote PE in vsoto vseh PE, ki pripadajo 
določenemu agentu AO in predstavljajo dobiček agenta AO.  
Tab. 8.3: Izhodni parametri, ekonomska optimizacija 
Ime Opis 
Vozni red Št. časovnih korakov x NPE matrika, ki vsebuje vozni red aktivacij PE. 
Vrednost 1 pomeni povečanje porabe (akumulacija energije). 
Vrednost -1 pomeni zmanjšanje porabe. 
Vrednost 0 pomeni, da PE ni aktivirana v dotičnem časovnem koraku. 
s Dobiček agenta AO v € (suma dobičkov posameznih PE pod okriljem agenta AO)  
PE Dobiček posamezne PE v €  
 
8.2 Energijska optimizacija  
O reševanju omrežnih problemov z uporabo prožnosti PE in potencialu PE za energijsko 
izravnavo je bilo narejenih več raziskav, ki so uporabljale različne načine načrtovanja voznih 
redov, simuliranih na različnih omrežjih [103], [104]. Namen naše energijske optimizacije 
voznega reda PE je doseči maksimalno vključevanje zelene energije, ki jo proizvajajo OVE, in 
čimbolj izboljšati omrežne razmere. V raziskavi smo v ta namen oblikovali dva različna 
algoritma: algoritem za prilagajanje časa porabe (angl. Load Shifting), kjer smo pri PE 
(toplotnih črpalkah) zagotovili energijski povratek, in algoritem rezanja konic (angl. Peak 
Shaving) za baterije. Oba algoritma sta predstavljena v nadaljevanju.  
8.2.1 Premikanje porabe 
To poskušamo doseči z načrtovanjem voznega reda, tako da premikamo porabo PE v smeri 
zmanjšanja razlike med skupnim odjemom in proizvodnjo OVE v omrežju. Z zmanjševanjem 
energetske razlike se izboljšajo napetostne razmere in zmanjša število kršitev PQ, zaradi 
katerih se omejuje proizvodnja OVE, kar vodi do večjega deleža injicirane zelene v omrežje. 
Ciljno funkcijo lahko zapišemo, kot je podano v spodnji enačbi (8.10).  













 ∀ 𝑡 = 1. . 𝑁 (8.10) 
 𝑊𝑙𝑜𝑎𝑑,𝑡 ≥ 0, 𝑊𝑃𝑉𝑡 ≥ 0 (8.11) 
V takšnih primerih lahko uporabimo neskončno normo ali razdaljo Čebiševa (angl. infinity 
norm), ki je podana v enačbi (8.10). Pri iskanju rešitve linearnega problema si pomagamo z 
vpeljavo nove spremenljivke [104]. V našem primeru je to spremenljivka K, ki predstavlja 
zgornjo mejo ciljne funkcije in pove, da ciljamo na minimiziranje absolutne razlike energijske 
vrednosti v omrežju. Za linearni program enačbo (8.10) preuredimo v zapis, ki je podan v 
enačbi (8.12).   









≤ 𝐾, ∀ 𝑡 = 1. . 𝑁 (8.12) 




−  𝐾 (8.13) 
Spremenljivke so: 
• ND  število enot PE 
• N število časovnih korakov 
• t časovni korak 
• 𝑎𝑖,𝑡+  aktivacija PE prilagoditev energije navzgor i-te PE v časovnem koraku t 
• 𝑎𝑖,𝑡−  aktivacija PE prilagoditev energije navzdol i-te PE v časovnem koraku t 
• WPE, i, t  energija i-te enote PE v uri t (+ ali -, predstavlja zmanjšanje ali povečanje 
porabe) 
• Wload. t  skupna obremenitev omrežja v časovnem koraku t (nevodeni odjem) 
• WPV,t  skupna proizvodnja energije OVE v časovnem koraku t 
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Z načrtovanjem voznih redov PE želimo doseči, da se energijska razlika med vrednostmi Wload,t 
in WPV,t zmanjša ter čimbolj izravna z aktiviranjem posameznih PE v smeri povečanja ali 
zmanjšanja njihove porabe. 
Podobno kot v primeru ekonomske optimizacije smo tudi pri energijski optimizaciji upoštevali 
vse enakostne in neenakostne omejitve ter parametre PE, ki so opisani v prejšnjem poglavju.  
Tako kot ekonomska je bila tudi energetska optimizacija voznega reda PE izvedena v Matlabu 
z uporabo mešanega celoštevilskega linearnega programiranja. Vhodni parametri so navedeni 
v Tab. 8.4. 
Tab. 8.4: Vhodni parametri, energijska optimizacija 
Parameter Opis 
NPE Število PE 
N Število časovnih korakov 
A Čas uporabe 
PPE Moč aktivacije PE (kW) 
Zlim Energijska zaloga (kWh) 
Wload Poraba nevodenega odjema v omrežju 
WPV Proizvodnja OVE v omrežju 
 
Izhod funkcije je vozni red PE in strošek delovanja PE po energijskem voznem redu, kot je 
opisano v Tab. 8.5. 
Tab. 8.5: Izhodni parametri, energijska optimizacija 
Parameter Opis 
Vozni red Št. časovnih korakov x NPE matrika, ki vsebuje vozni red aktivacij PE. 
Vrednost 1 pomeni povečanje porabe (akumulacija energije). 
Vrednost -1 pomeni zmanjšanje porabe. 
Vrednost 0 pomeni, da PE ni aktivirana v dotičnem časovnem koraku. 
S Strošek AO v € (suma dobičkov posameznih PE pod okriljem agenta AO)  
PE Strošek posamezne PE v €  
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8.2.2 Rezanje konic 
PE se lahko uporabijo tudi za zniževanje konic ali omejevanje koničnih vrednosti pretokov moči 
skozi transformator. Kontrolni algoritem zniževanja konic, ki smo ga razvili v okviru doktorske 
raziskave, deluje po načelu shranjevanja presežne energije proizvodnje OVE in njenega 
oddajanja v času velike porabe. Algoritem je zasnovan tako, da ga je mogoče prilagoditi tudi 
na »glajenje profila odjema« tako, da se omogoči polnjenje baterije tudi v času manjše porabe 
in se jo potem prazni v koničnih urah. Delovanje algoritma smo zasnovali na nivoju 
transformatorske postaje, tako da lahko upravlja s PE na pripadajočih izvodih. 
Kot PE-je, s katerimi smo hoteli preveriti delovanje algoritma zniževanja konične moči, smo 
privzeli baterije, katerih moči in zmogljivosti so podane v Tab. 9.1. V primeru baterij ni 
upoštevan energijski povratek, saj predpostavljamo, da z delovanjem baterije ne vplivamo na 
udobje uporabnika. Nasploh smo v opisih primerov rabe algoritmov uporabljali splošnejši izraz 
PE. Kjer je pomembno za opis algoritma, da se izvede tudi energijski povratek, smo to izrecno 
navedli. 
Načrtovanje voznih redov PE se začne z DSO-jevo napovedjo odjema in proizvodnje OVE za 
določen časovni korak vnaprej, ki se upoštevajo pri izračunu pretokov moči skozi 
transformator. Izračun pretokov moči je osnovno orodje za načrtovanje voznih redov PE-jev, 
ki definirajo aktivacijske signale za polnjenje in praznjenje baterije.  
Mejo aktivacije PE-ja, pri kateri ga začnemo polniti Lakt+ ali prazniti Lakt-, smo določili skladno z 
enačbami (8.14) in (8.15). Načrtovanje voznih redov PE se začne z DSO-jevo napovedjo odjema 
in proizvodnje OVE za določen časovni korak vnaprej, ki se upoštevajo pri izračunu pretokov 
moči skozi transformator. Izračun pretokov moči je osnovno orodje za načrtovanje voznih 
redov PE-jev, ki definirajo aktivacijske signale za polnjenje in praznjenje baterije.  
 
𝐿𝑎𝑘𝑡+ =
























Moč polnjenja in praznjenja je določena po spodnjih enačbah (8.15) in (8.16):  
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 𝑃𝑎𝑘𝑡𝑏𝑎𝑡+𝑡 = 𝑃𝑃𝑟𝑒𝑡𝑜𝑘𝑖+1
𝑡 − 𝐿𝑎𝑘𝑡+ (8.15) 
 𝑃𝑎𝑘𝑡𝑏𝑎𝑡−𝑡 = 𝑃𝑃𝑟𝑒𝑡𝑜𝑘𝑖−1
𝑡 − 𝐿𝑎𝑘𝑡− (8.16) 
V zgornjih enačbah (8.15) in (8.16) 𝑡𝑘𝑃𝑟𝑒𝑡𝑜𝑘𝑖+ in 𝑡𝑘𝑃𝑟𝑒𝑡𝑜𝑘𝑖− predstavljajo časovne periode, pri 
katerih je pretok skozi transformator pozitiven ali negativen. V algoritmu so pretoki 𝑃𝑃𝑟𝑒𝑡𝑜𝑘𝑖+1
𝑘 
in 𝑃𝑃𝑟𝑒𝑡𝑜𝑘𝑖−1
𝑡  nato razvrščeni po velikosti. Pri razvrstitvi pretokov in določanju meje aktivacije 
so upoštevani le tisti pretoki, ki jih je tudi fizično mogoče zmanjšati v tisti časovni periodi (Sl. 
8.2). V enačbah so zajete razpoložljive kapacitete vseh baterije j, ki so pogojene z njihovim 
stanjem napolnjenosti  (SoC.) Prvi dan, ko je PE prazen, se tako ne upoštevajo pretoki jutranje 
konice, v naslednjih dneh, ko je PE napolnjen in ima SoC večji od nič, pa lahko izberemo eno 
od dveh možnosti:  
• vso zmogljivost lahko uporabimo za zmanjšanje večerne konice ali pa  
• gledamo 24 ur naprej in zmogljivost razdelimo na jutranjo in večerno konico.   
V naših simulacijah smo upoštevali tako jutranjo kot večerno konico.  
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Na spodnji sliki Sl. 8.3 je prikazan izračun predvidenega pretoka moči skozi transformator in 
meja aktivacije, pri kateri se PE začne polniti ali prazniti.  
 
Sl. 8.3: Prikaz meje aktivacije za polnjenje in praznjenje PE-ja 
Pomembno je poudariti, da smo v naši raziskavi in rezultatih vedno operirali s točnimi 
napovedmi odjema in proizvodnje ter 100 % razpoložljivostjo PE-ja, saj smo za izdelavo in 
dokazovanje koncepta hoteli prikazati maksimalni možni učinek. Razpoložljivost PE-ja, 
predvsem hišnih baterij, je lahko tudi v realnosti blizu 100 % in s to predpostavko ne vplivamo 
močno na rezultate. Točnost napovedi odjema in proizvodnje OVE pa z daljšanjem periode 
napovedi močno pada. Naš koncept temelji na načrtovanju dnevnih voznih redov za dan 
vnaprej (24 ur), kar nam daje dovolj kratko časovno okno, da so napovedi lahko dovolj 
natančne za uporabo pri načrtovanju vodenja PE-jev.  
Del analize občutljivosti algoritma koničnih moči je predstavljen v literaturi [105], [106], kjer 
smo algoritem zniževanja konic v okviru projekta STORY prilagodili za sistemsko baterijo v vasi 
Suha, ki predstavlja naše simulacijsko omrežje. Poleg parametrov sistemske baterije je glavna 
prilagoditev v načinu določitve referenčnega profila pretokov moči skozi transformator. Ta se 
namesto izračuna na podlagi napovedi odjema in proizvodnje OVE naredi s primerjavo 
𝐿𝑎𝑘𝑡+ 
𝐿𝑎𝑘𝑡− 
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zgodovinskih meritev pretokov moči skozi transformator in vremenskih razmer tisti dan 
(predvsem sončnega obsevanja). Na podlagi napovedi sončnega obsevanja in napovedi 
pretokov moči za naslednji dan se nato iz baze nadomestnih profilov pretokov moči, ki so 
razvrščeni kot kombinacije parov vplivnih spremenljivk (pretoki skozi transformator; sončno 
obsevanje), izbere profil pretokov moči, ki zgodovinsko najbolj ustreza napovedanim 
razmeram. 
Razlog za izbiro profila pretokov moči na podlagi samo sončnega obsevanja in ne tudi odjema 
je dejstvo, da je odjem v primerjavi s sončnim obsevanjem bolj konstanten in ne povzroča 
kršitev PQ. V vasi Suha se trenutno soočajo samo s prenapetostnimi problemi zaradi povečane 
proizvodnje PV, zato je za delovanje algoritma prioritetni cilj zmanjšanje konice proizvodnje, 
ki je najbolj odvisna od sončnega obsevanja. Delovanje algoritma je predstavljeno v literaturi 
[105], [106].   
V primeru, da zmogljivost baterij ni zadostna za zmanjšanje konice pod predpisane ali želene 
vrednosti, se lahko čas 𝑡𝑘𝑃𝑟𝑒𝑡𝑜𝑘𝑖+ izbere poljubno, tako da zajema samo nekaj največjih konic. 
Prav tako lahko aktivacijske meje DSO spremeni tudi z upoštevanjem prenosne zmogljivosti 
omrežja in meje ustrezno dvigne ali spusti (»offset«). Algoritem se lahko prilagodi tudi za 
primere, ko ni presežne proizvodnje OVE, s polnjenjem v nizkem času porabe in praznjenjem 
v času visoke porabe, s čimer dosežemo glajenje profila odjema.  
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9 Simulacijsko okolje 
9.1 Testni sistem 
Vpliv prožnih bremen in baterij na napetostne razmere in stanje v omrežju smo preizkusili na 
modelu nizkonapetostnega distribucijskega omrežja. Omrežje temelji na resničnem 
distribucijskem omrežju, ki ga upravlja Elektro Gorenjska in je bilo uporabljeno kot pilotna 
lokacija v projektih INCREASE in STORY. Gre za kabelsko omrežje, ki oskrbuje podeželsko vas z 
električno energijo prek transformatorja z reguliranimi odcepi (angl. On-Load Tap Changer, 
OLTC). Transformator skrbi za ustrezne napetostne nivoje v vasi, ki so še posebej izpostavljeni 
vplivom mnogih nameščenih enot PV v vasi. Sedem obstoječih enot PV predstavlja 210 kW 
inštalirane konične moči. Vsa priključna mesta enot PV so tudi opremljena z merilno opremo, 
zato smo lahko uporabili meritve iz leta 2017 pri ustvarjanju podatkovne baze vhodnih 
podatkov za simulacije. V omrežje je vključenih 70 gospodinjskih odjemalcev; njihove lokacije, 
topologija omrežja in uporabljeni vodi so bili zmodelirani po dejanskih podatkih in stanju 
omrežja. Simulacijsko omrežje je predimenzionirano in zelo stabilno, zato smo v model 
omrežja poleg PE (toplotnih črpalk ali baterij) namestili tudi dodatne enote PV, ki z večjo 
proizvodnjo vplivajo na napetostne razmere in obremenitve omrežnih naprav. V simulacijsko 
omrežje je skupaj vključenih 30 enot PV, ki predstavljajo situacijo, v kateri bi imela vsaka druga 
hiša svojo enoto PV. Topologija omrežja z lokacijami obstoječih in dodanih enot PV ter PE je 
prikazana na Sl. 9.1. Lokacije dodanih enot PV in PE so bile izbrane tako, da smo s simulacijami 
lahko prikazali delovanje neobremenjenega voda, malo obremenjenega voda in zelo 
obremenjenega voda.     
Simulacije so bile izvedene za obdobje enega leta, s 15-minutnim korakom simulacije. Vhodni 
podatki o proizvodnji PV so kombinacija realnih meritev proizvodnje že obstoječih 7 enot PV v 
omrežju, ki temeljijo na meritvah obstoječih PV-jev in so ustrezno povečani ali zmanjšani glede 
na inštalirano moč. Vhodni podatki o profilu odjema so sestavljeni kot kombinacija profilov 
merjenega odjema in preostalega odjema, kjer je vsota obeh enaka realnim meritvam 
pretokov skozi transformator. Preostali diagram odjema temelji na variaciji merjenega 
odjema, povečanega ali zmanjšanega glede na obračunsko moč.   
Podatki o lokaciji, ki je prikazana na Sl. 9.1, in inštalirani moči PV in PE (toplotnih črpalk in 
baterij) so podani v Tab. 9.1. V tabeli so podani še parametri o zalogi vrednosti za PE, pri 
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toplotnih črpalkah pa je podan tudi čas uporabe (12 ali 24 ur). Pri PE oznaka časa uporabe 12 
ur pomeni, da so bile te enote razpoložljive za vodenje samo v času 00.00–06.00 in 18.00–
24.00. Za simulacijo agregiranega odjema je v tabeli podana tudi informacija, kateremu izmed 
štirih agentov pripada posamezna PE, za simulacijo večagentnega okolja pa ima vsaka PE 
svojega agenta.  
Model omrežja in simulacije so bili izvedeni v simulacijskih okoljih MATLAB in OpenDSS. 
MATLAB, programsko okolje podjetja Mathworks, je namenjeno analizi in snovanju procesov 
v programskem okolju, ki omogoča neposredne operacije z zbirkami podatkov in matrikami.  
OpenDSS (angl. Open Distribution System Simulator) je simulacijsko okolje za sistemske 
simulacije v elektroenergetskih distribucijskih omrežjih. Odprtokodna aplikacija je v lasti 
podjetja EPRI (Electric Power Research Institute). Program podpira mnogo načinov analize 
obratovanja distribucijskega sistema za potrebe študij načrtovanja omrežja in obstoječih 
sistemov. Zaradi vse večje razširjenosti OVE in tehnologij pametnih omrežij vsebuje tudi veliko 
orodij za analizo pametnih omrežij. Dodatno omogoča tudi analizo učinkovitosti dobave 
električne energije in analizo harmonskih popačenj. 
Tab. 9.1: Parametri in lokacije PE (toplotnih črpalk in baterij) in PV  
 
PE – toplotne črpalke 
PE1 PE2 PE3 PE4 PE5 PE6 PE7 PE8 PE9 PE10 PE11 PE12 
Št. agenta 1 2 1 2 1 1 2 1 3 1 1 4 
Točka odjema 49 14 70 22 45 34 17 55 8 31 51 3 
Inštalirana moč 
(kW) 
10 10 7 10 7 7 10 7 20 7 10 10 
Energijski bazen 
(kWh) 
90 180 60 160 60 60 80 110 160 60 160 80 
Čas uporabe 12 24 12 24 12 12 12 24 24 12 24 12 
 PE – baterije 
Moč (kW) 12 12 8 12 8 8 12 8 20 8 12 12 
Kapaciteta (kWh) 24 24 16 24 16 16 24 16 60 16 24 24 
 PV 
Inštalirana moč 29 50 49 50 15 50 50 44 29 22 44 15 
Točka odjema 4 5 6 7 8 9 13 14 18 20 22 24 
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Inštalirana moč 15 22 50 29 44 29 15 49 15 29 22 49 
Točka odjema 25 31 41 45 47 50 52 54 57 58 59 60 
Inštalirana moč 49 22 49 44 22 44       
Točka odjema 63 64 70 74 76 78       
 
OpenDSS-ov vmesnik COM omogoča razvoj lastnih metod in analiz ter povezovanje programa 
z ostalimi programi, s pomočjo katerih ga uporabljamo kot simulator distribucijskih omrežij. 
Model omrežja je bil ustvarjen v programu OpenDSS, kjer so definirani vsi omrežni elementi 
in povezave med njimi. Vhodni podatki simulacij, proizvodni profili in bremenski diagrami so 
shranjeni v okolju MATLAB kot vhodne matrike, ki se nato zapišejo v program OpenDSS, kjer 
se izvedejo izračuni pretokov moči in stanje v omrežju. Rezultati simulacij se nato izvozijo v 
okolje MATLAB, kjer se shranijo v rezultante matrike ter se naprej obdelujejo in uporabijo.  
 
Sl. 9.1: Topologija testnega sistema 
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9.2 Rezultati ekonomske in energijske optimizacije  
Ekonomski in tehnični rezultati za eno leto simulacij ekonomske in energijske optimizacije 
delovanja baterij ter toplotnih črpalk so prikazani v Tab. 9.2. Na Sl. 9.2 pa je prikazan primer 
vpliva različnih optimizacij na napetostne razmere znotraj enega dneva.  
Tab. 9.2: Dobički različnih metod načrtovanja PE 
Tip PE in način načrtovanja voznega reda Načrtovan dobiček Dobiček po TLS-ju 
Toplotna črpalka – ekonomska optimizacija 14.329 € 11.318 € 
Toplotna črpalka – premikanje porabe 2.305 € 2.305 € 
Baterije – ekonomska optimizacija 5.264 € 4.373 € 
Baterije – rezanje konic –719 € –719 € 
 
9.3 Zelena premija 
Odgovor na vprašanje, koliko lahko prožnost doprinese k reševanju napetostnih razmer v 
omrežju, je razviden iz Sl. 9.2. Z izboljšanjem napetostnih razmer se zmanjša tudi omejevanje 
proizvodnje OVE in v EES se injicira več zelene energije. Glede na to da ima trenutno večina 
OVE pravico prednostnega dispečiranja in dobiva plačano tudi energijo, ki je bila izgubljena z 
omejevanjem, je smiselno, da DSO teži k temu, da se čim več te, »že plačane« energije, injicira 
v sistem. Energijska optimizacija PE je tako lahko predstavljena tudi kot sistemska storitev za 
DSO.  
Raziskav na področju zagotavljanja sistemskih storitev za DSO z vodenjem OVE in PE je veliko 
[107]–[110]. Cenovno ovrednotenje sistemskih storitev in cene prožnosti večina avtorjev 
rešuje z lokalnim trgom prožnosti, ki deluje na srednjenapetostnem nivoju. Problem, s katerim 
se ukvarjamo v raziskavi, pa so kršitve PQ, ki nastajajo v nizkonapetostnem distribucijskem 
omrežju in so lokalno pogojene. Zato jih lahko odpravimo le z OVE in enotami PE, ki se nahajajo 
na dotičnem omrežju.   
Pomanjkljivosti načina ocenjevanja sistemskih storitev z mehanizmom lokalnih trgov na 
srednjenapetostnem nivoju bi lahko poskusili rešiti z vzpostavitvijo lokalnih trgov na nivoju 
transformatorske postaje. Problem trgov, ki bi delovali na tako majhnem delu omrežja, bi bilo 
zagotavljanje likvidnosti in preprečevanje izkoriščanja tržne moči.   
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Skozi raziskavo smo tako prišli na idejo »Zelene premije«, ki se jo izračuna glede na razliko v 
dobičku agregatorja med ekonomskim in energijskim načrtovanjem voznih redov (Tab. 9.2). 
Zeleno premijo bi DSO plačal agregatorjem – agentom AO kot nadomestilo izgubljenega 
dobička zaradi drugačnega načrtovanja PE, saj omrežje spada pod javno dobro in ima vsak 
agent AO pravico do načrtovanja voznih redov po svojih željah in strategijah, ki bi prinesle 
največji dobiček. Tako izračunana premija bi predstavljala zgornjo mejo nadomestila za 
zagotavljanje sistemskih storitev. Lahko bi bila tudi zmanjšana za določen faktor zasedenosti 
omrežja z utemeljitvijo, da zaradi kršitev PQ, ki bi nastale ob ekonomskem voznem redu, agent 
AO tako ali tako ne bi mogel izkoristiti polnega potenciala PE za trgovanje.  
 
Sl. 9.2: Vpliv različnih voznih redov na napetostne razmere 
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10 Adaptivni agent odjemalec 
10.1 Uvod 
Za simulacijo agregatorja, ki bi bil sposoben izvajati vodenje prožnostnih enot na 
distribucijskem omrežju, smo izbrali inteligentnega simulacijskega agenta. Želeli smo razviti 
model adaptivnega agenta odjemalca, ki bi upošteval energijske omejitve v izbranem 
časovnem oknu ter izboljšal in pospešil njegovo učenje s ciljem doseganja čim večjega dobička. 
Pospešitev učenja je pomembna zato, ker v času učenja agent raziskuje in izbira akcije, ki niso 
nujno ekonomsko najboljše in zato predstavljajo izgubo dobička.  
Inteligentnega simulacijskega agenta, ki se je učil s pomočjo Q-učenja, sta v svojem 
raziskovalnem delu uporabila tudi Kozan [111] pri razvoju adaptivnega modela za načrtovanje 
izgradnje elektrarn in Kladnik [112] pri razvoju agentnega modela prilagajanja odjemalcev na 
trgu električne energije. Razlika med agentom, ki ga je razvil dr. Kladnik, in našim agentom je 
ta, da naš upošteva omejitve omrežja in prožnostnih enot in kot vhodni podatek upošteva 
cenovni signal z veleprodajnega ali katerega koli drugega trga kot statičen podatek, medtem 
ko je Kladnikov agent deloval na veleprodajnem trgu brez omejitev omrežja in je strateško 
postavljal ponudbe na veleprodajnem trgu ter je s svojimi akcijami lahko premaknil 
veleprodajno ceno.    
10.2 Izbira optimizacijskega kriterija 
Rezultati uporabe metode ekonomske optimizacije za načrtovanje voznega reda PE kažejo, da 
se z njeno uporabo poveča dobiček agenta AO, vendar zaradi mogočih, za DSO neustreznih 
voznih redov aktivacij PE, istočasno lahko negativno vpliva na zanesljivost elektroenergetskega 
omrežja in povzroči dodatne kršitve PQ. Uporaba metode energetske optimizacije za 
načrtovanje voznega reda PE izboljša stabilnost omrežja, vendar poveča stroške energije za 
delovanje PE in zmanjša dobiček agentov AO. V primeru nizke stopnje vključevanja PV in PE je 
za agregatorja vodenje z ekonomsko optimizacijo najbolj donosna rešitev, saj TLS ne zavrača 
voznih redov zaradi razmeroma visokih prenosnih zmogljivosti izbranega testnega omrežja. 
Predimenzioniranost in večja zanesljivost omrežja, s katero smo se srečali pri modeliranju 
slovenskega omrežja, je v Evropi bolj izjema kot pravilo, saj distribucijska omrežja po Evropi 
na splošno niso bila nadgrajevana z enako hitrostjo kot rastoče povpraševanje po električni 
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energiji, ki pa je posledica povečanja števila prebivalcev in elektrifikacije ogrevanja, hlajenja, 
transporta in rasti števila ostalih električnih naprav.  
Tudi v našem modelu močnega omrežja se stanje hitro spremeni, ko se raven vključevanja 
enot PV in PE poveča do te mere, da njihovo obratovanje začne vplivati na zanesljivost omrežja 
s povzročitvijo podnapetosti v jutranjih in večernih konicah ter prenapetosti čez dan. Stopnja 
vključenosti OVE in PE, pri kateri začnejo nastajati problemi, je bila v našem modelu pri stanju, 
ko bi imel vsak četrti priključeni odjemalec lastno enoto PV in vsak peti hišno baterijo ali 
toplotno črpalko. Za druga omrežja glede na izkušnje iz projekta COMPILE in simulacij na 
sintetičnem omrežju EU, narejenih v okviru projektov INCREASE in STORY, lahko povemo, da 
je stopnja vključenosti OVE in PE, pri katerih začnejo nastajati kršitve PQ, še nižja. V našem 
konceptu bi v teh primerih DSO prek TLS-ja zavrnil predlagane vozne rede PE-jev, kar bi lahko 
povzročilo dodatne stroške za agente AO. Ti stroški bi lahko nastali zaradi:     
• kazni s strani DSO-ja zaradi povzročanja omrežnih težav in zmanjšanja injicirane zelene 
energije,  
• nezadovoljstva odjemalcev zaradi neizpolnjevanja pogodbenih obvez (zmanjšanje 
udobja),  
• kazni zaradi neizpolnjenih pogodbenih obvez pri zagotavljanju sistemskih storitev (npr. 
rRPF) ali  
• povečanih stroškov izravnave.  
Teoretični dobiček agenta AO, dosežen v razmerah brez omrežnih omejitev, je v omrežju z 
omejitvami nemogoče doseči, ker dodatni stroški, ki jih povzroči zavrnitev voznega reda, 
močno znižajo dobiček. V Sloveniji se, na primer, neizpolnjevanje ali neuspešno aktiviranje 
enot PE za zagotavljanje rRPF kaznuje s 4.000 €/MWh [65].  
Predvidevamo, da bi agent AO, ki bi uporabljal enega izmed načinov strojnega učenja za 
načrtovanje voznih redov PE, lahko presegel rezultate načrtovanja s pomočjo energetske ali 
ekonomske optimizacije na način, da se nauči izogibati zavrnitvam voznih redov s strani TLS-
ja. Z izogibom zavrnitvam načrtovani vozni redi ne bi povzročali dodatnih kršitev PQ v omrežju, 
s čimer bi se agregator hkrati izognil morebitnim kaznim. Sl. 10.1 to ponazarja s prikazom 
dobička, doseženega z različnimi načini načrtovanja voznih redov PE-jev. Dobiček naše 
predlagane rešitve bi se po teoriji moral gibati med dobičkom energetske optimizacije in 
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teoretično maksimalnega dobička ekonomske optimizacije. Na Sl. 10.1 vprašaji »???« 
predstavljajo neznano vrednost dodatnih stroškov (kazni), s katerimi bi se lahko srečal agent 
AO v primeru zavrnitve njegovega voznega reda PE, narejenega na podlagi ekonomske 
optimizacije. Število zavrnitev ni znano pred dejansko preverbo TLS-ja, zato tudi skupni znesek 
dodatnih stroškov ni znan vnaprej.  
 
Sl. 10.1: Dobiček, dosežen z različnimi metodami načrtovanja voznih redov PE 
10.3 Q-učenje 
Eden izmed načinov strojnega učenja, ki je zelo razširjen in velikokrat uporabljen na različnih 
energetskih področjih, še posebej v energetskem trgovanju, je tako imenovano Q-učenje.  
Q-učenje [113] je oblika okrepljenega učenja (angl. Reinforcement Learning) brez modelov. 
Lahko ga razumemo tudi kot metodo asinhronega dinamičnega programiranja (DP). Agentu 
omogoča, da se nauči optimalnega delovanja v markovskih domenah na podlagi izkušenj, ki 
jih pridobi skozi poskušanje različnih akcij. Učenje poteka podobno kot pri Suttonovih (1984, 
1988) metodah časovnih razlik (angl. temporal differences, TD). Vsekakor je Q-učenje 
enostavna oblika učenja [113], vendar je lahko uporabljena kot osnova za veliko bolj 
izpopolnjene učne strategije.  
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Okrepljeno učenje je ciklični proces, ki je prikazan na Sl. 10.2. Agent je učenec, ki je hkrati tudi 
odločevalec, okolje pa je vse, s čimer agent pride v interakcijo. Predpostavimo, da se agent 
nahaja v okolju, ki ga zaznava. Prek svojih senzorjev prejema vhodne informacije o stanju 
okolja (angl. Inputs) in v njem izvršuje določene akcije (angl. Actions). Poleg vhodnih 
informacij, ki jih dobiva iz okolja, prejema nagrade (angl. Rewards), ki mu posredujejo 
informacije o učinku njegovih akcij. Agent izbira svoje akcije tako, da pridobi čim več nagrad 
in s tem čim večjo skupno nagrado. Cilj agenta je najti strategijo, ki bo vhode in akcije povezala 
na način, ki bo postopoma maksimiral prejete nagrade. Strategijo agent poišče s poskušanjem, 
predvidevanjem ter pomnjenjem izkušnje uspehov in neuspehov. V vsakem od časovnih 
korakov t sta agent in okolje v interakciji. V vsakem od teh korakov se agent znajde v 
določenem stanju okolja, 𝑠𝑡 ∈ 𝑆, kjer je S nabor mogočih stanj. Nato izbere akcijo 𝑎𝑡 ∈ 𝐴(𝑠𝑡), 
kjer je A(st) nabor akcij, ki so v tem stanju mogoče. Agent dobi za vsako opravljeno akcijo 
numerično nagrado rt in se hkrati premakne v stanje st+1. Tako ima izdelan nabor stanj S in 
verjetnost izbire posameznih akcij v posameznih stanjih, kar imenujemo strategija agenta 
[112].   
 
Sl. 10.2: Ciklični proces okrepljenega učenja 
Agentove izkušnje so pri Q-učenju sestavljene iz niza diskretnih stanj ali epizod. Agent v t-ti 
epizodi: 
• opazuje trenutno stanje st, 
• izbere in izvede akcijo at, 
• opazuje pod-stanje yt, 
• pridobi takojšnjo nagrado rt, 
• osveži vrednosti qt-1, pri čemer uporabi učni faktor αt glede na enačbo (10.1): 
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𝑞𝑡(𝑠, 𝑎) = {
(1 − 𝛼𝑡) ⋅ 𝑞𝑡−1(𝑠, 𝑎) + 𝛼𝑡 (𝑟𝑡 + 𝛾𝑉𝑡−1(𝑦𝑡)) ,   če 𝑠 = 𝑠𝑡 in 𝑎 = 𝑎𝑡
𝑞𝑡−1(𝑠, 𝑎),                                            če 𝑠 ≠ 𝑠𝑡 ali 𝑎 ≠ 𝑎𝑡
 (10.1) 
Po agentovem mnenju je predpostavljena najboljša akcija Vn-1(y), enačba (10.2), ki jo lahko 
izvede v pod-stanju y. Če Vn-1(y) in definicijo pod-stanj izpustimo, se izognemo stohastični 
definiciji problema [114]. 
 𝑉𝑡−1(𝑦) ≡ 𝑚𝑎𝑥𝑏
{𝑞𝑡−1(𝑦, 𝑏)} (10.2) 
Začetne Q-vrednosti za vsa stanja, Q0(s,a), in nabor akcij mora izbrati snovalec agenta. 
Vsekakor Q-vrednosti v zgodnjih stadijih učenja najverjetneje ne bodo odražale vrednosti, ki 
jo implicitno definirajo. Za konvergenco k optimalnim Q-vrednostim je najpomembnejši pogoj, 
ki hkrati predstavlja osnovo za učenje, da mora biti število obiskov posameznih stanj 
neskončno ali vsaj zelo veliko za vsako posamezno stanje in akcijo. Čim manjše je število 
obiskov posameznih stanj, toliko večja je verjetnost, da se agent znajde v suboptimalnem 
stanju. Število stanj S je prav tako prepuščeno snovalcu agenta in mora biti izbrano tako, da je 
število obiskov določenega stanja čim večje in da čimbolj opiše med seboj pomembna različna 
stanja [112]. Pri določanju stanj moramo narediti diskretizacijo neznanega in neskončnega 
prostora, kar predstavlja velik izziv: več kot je stanj, daljše je učenje, saj mora agent večkrat 
obiskati isto stanje in izvesti različno akcijo, da se nauči najbolj primerne akcije v tem stanju. 
V primeru premajhnega števila stanj tvegamo, da stanje zajema preširoko množico rezultatov 
in da ista akcija rezultira v različni nagradi, kar zmede učenje agenta. 
Prednosti Q-učenja: 
• Q-učenje je definirano kot zaporedje preprostih računskih operacij, ki omogočajo 
robusten računski algoritem in njegovo izvedbo s stabilnim ter hitrim računalniškim 
programom. 
• Q-učenje je med najpogosteje uporabljenimi učnimi algoritmi. 
• Okolje agent spoznava med procesom učenja, zato za uporabo Q-učenja ne potrebuje 
eksplicitnega modela okolja.  
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• Q-učenje je učinkovito pri sprejemanju preprostih in preglednih akcij pri agentnem 
modeliranju sistemov z veliko vplivnimi parametri in kompleksnimi relacijami med 
gradniki sistema. 
Pomanjkljivosti Q-učenja:  
• Neskončni prostor ali veliko število stanj sistema in s tem povezana diskretizacija 
prostora.  
• Časovno potraten način učenja, ker agent potrebuje dolgotrajno časovno obdobje, da 
se nauči uporabnih povezav v modelu. 
• Nezmožnost prepoznavanja podobnih stanj sistema. 
• Velika uporaba računalniškega spomina pri večjih modelih ali modelih z veliko stanji.  
Prva logična izbira agenta AO za načrtovanje voznih redov je ekonomska optimizacija. Problem 
ekonomske optimizacije je, da zaradi pomanjkanja informacij o omrežnih omejitvah, ki so 
razvidne šele po odločitvi in odzivu omrežja, teh informacij ni mogoče uporabiti kot vhod ali 
omejitve pri načrtovanju. S tehniko okrepljenega učenja se povratne informacije o omrežnih 
omejitvah iz TLS-ja lahko uporabijo za učenje agenta, pridobljeno znanje pa se uporabi kot 
pomoč pri načrtovanju prihodnjih voznih redov PE.  
V zadnjem času se kot ena izmed najbolj perspektivnih metod tako imenovane umetne 
inteligence uporablja metoda nevronskih mrež vrste globokega učenja (angl. Deep Learning). 
Ta metoda je zelo uporabna, ko imamo veliko množico podatkov in povezave med vhodom in 
izhodom, npr. zgodovinske podatke o pretoku reke in proizvodnji hidroelektrarne ali pa 
sončne obsevanosti in proizvodnje PV.  
V realnem okolju agregatorji sprva nimajo obsežne baze vhodnih in izhodnih podatkov, ki bi 
jih lahko uporabili za učenje agentov. Zaradi pomanjkanja začetnih podatkov in 
spreminjajočega se okolja smo izbrali metodo okrepljenega učenja brez modelov kot 
najprimernejšo tehniko agentnega učenja in načrtovanja voznih redov PE. 
Tudi v našem primeru je agent AO na začetku brez znanja in zgodovinskih podatkov in si svojo 
bazo gradi skozi čas, zato je za začetek najprimernejša metoda strojnega učenja, ki se uči s 
poskušanjem. Kasneje, ko bi agent AO že zgradil bazo podatkov, pa bi bilo smiselno testirati 
tudi kakšno metodo nevronskih mrež in primerjati rezultate.  
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10.4 Posplošeno-Q učenje 
10.4.1 Uvod 
Pri izbiri algoritma za učenje našega agenta smo upoštevali različne možnosti, ki so že bile 
uspešno uporabljene za reševanje zgoraj opisanih pomanjkljivosti: (i) osnovno Q-učenje, (ii) 
nevronske mreže in (iii) raznovrstni sistemi za klasifikacijo učenja.  
Tehnika okrepljenega učenja agentov je bila uporabljena za modeliranje in simulacije različnih 
tehnoloških rešitev v okviru pametnih omrežij in trgovanja z električno energijo [115], [116], 
vendar v literaturi še nismo zasledili, da bi bila preučevana možnost, da bi agent v svojem 
učenju za pridobivanje največje ekonomske koristi upošteval tudi energijske omejitve omrežja. 
V našem konceptu z vključitvijo naprednega sistema semaforja (TLS) v učni proces agenta 
dosežemo prav ta manjkajoči člen. Na podlagi TLS predlagamo nov način načrtovanja voznega 
reda PE s pomočjo okrepljenega učenja agenta, ki za ugotavljanje energijskih omejitev 
uporablja povratne informacije TLS-ja.  
Agent AO je subjekt z definiranim prostorom stanja in naborom akcij, ki so mu na voljo v vsaki 
točki prostora. V vsakem trenutku se učeči agent nahaja v stanju in lahko dostopa do 
informacij o svojem okolju. Agent AO je zasnovan tako, da na podlagi opazovanja sprememb 
v okolju samodejno izbere akcijo in z njo vpliva na okolje z namenom doseganja zastavljenega 
cilja. Agent AO se mora sam naučiti, katere akcije so dobre (ker za njih dobi nagrado) in katere 
niso. Na podlagi vhodnih informacij agent lahko izbere akcije iz niza razpoložljivih akcij v tem 
stanju. Ko je akcija izvedena, agent prispe v novo stanje in ponovi cikel preizkušanja in učenja. 
Na podlagi tehnike okrepljenega učenja vsaka akcija prinaša nagrado agentu in agent tako 
poskuša maksimirati kumulativno nagrado z izbiro najboljših akcij na podlagi svojih izkušenj.  
Agent ima dva načina delovanja: način raziskovanja (učenje) in način izkoriščanja (uporablja 
naučeno znanje). V načinu raziskovanja agent izbere različne akcije v vsakem stanju, tako da 
razišče koristi ali nagrade, ki mu jih akcija prinaša. Ko agent razišče vsa stanja in s tem povezane 
akcije, preneha z učenjem in vstopi v način izkoriščanja. Sedaj agent ne raziskuje več, temveč 
izbere akcijo, za katero ve, da prinaša največjo nagrado. Ta metoda je bila predstavljena v več 
raziskavah [117]–[120], kjer so kot obliko okrepljenega učenja večinoma uporabljali metodo 
Q-učenja, opisano v predhodnem poglavju. 
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Učno obdobje je opredeljeno z učnim parametrom NES (opisan spodaj), katerega vrednost je 
določena hevristično. Absolutnega časa za učenje agenta ni mogoče določiti vnaprej, saj se 
učenje ustavi, ko so rezultati dovolj dobri, da se naučeno znanje lahko začne izkoriščati. Med 
najhujšimi pomanjkljivostmi osnovnega Q-učenja je diskretizacija neskončnega stanja 
prostora, katere posledica je časovna potratnost učenja, saj mora agent čim večkrat obiskati 
vsa mogoča stanja, da se nauči uporabnih povezav v modelu. V primeru trgovanja in omrežnih 
razmer je to še posebej velik problem, ker vnaprej zelo težko sploh določimo vsa mogoča 
stanja.   
V nadaljevanju predstavljamo drugačen model okrepljenega učenja, imenovan Posplošeno Q-
učenje (PQL), ki se izogne temu problemu. Idejo, kako prebroditi to težavo, smo vzeli iz primera 
agentnega igranja računalniške igre Pac-Mana z uporabo strojnega učenja. Metoda PQL je 
skupaj s konvolucijsko nevronsko mrežo v zadnjih letih pridobila veliko pozornosti predvsem 
zaradi uspešne izvedbe avtomatiziranega računalniškega igranja starih različic igre Atari [121], 
kjer so algoritmi v večini primerov dosegli ali celo presegli človeško raven igranja [122]. 
Raziskovalci z ameriške Univerze Stanford so najprej razvili program na osnovi Q-učenja: agent 
je potreboval veliko časa, da je obiskal vsa stanja, skozi raziskavo pa so opazili, da so si 
določena stanja podobna in da bi že naučeno znanje iz podobnega stanja lahko preslikali na 
novo stanje.   
Tako so prišli na zamisel, da namesto diskretizacije vhodnih spremenljivk v končno število stanj 
za opisovanje sistema PQL uporabijo linearno funkcijo s poljubnim številom n značilnosti f 
(angl. feature), obteženih s povezanimi utežmi w (angl. weight). Značilnosti so vhodni podatki 
ali informacije o okolju ali stanju, s katerimi razpolaga agent. Za vsako stanje s (angl. state) 
agent izračuna Q-vrednosti za vse mogoče akcije a (angl. action) v tem stanju. Q-vrednost 
predstavlja predvideno nagrado izbranih akcij agenta. Agent izbira med akcijami z različnimi 
Q-vrednostmi in izbere tisto z največjo vrednostjo, ki hkrati predstavlja tudi največjo nagrado 
v naslednjem koraku. Vrednost Q se izračuna s pomočjo spodnje linearne enačbe (10.3).  
 Q(s, a) = w1 ∙ f1(s, a) + w2 ∙ f2(s, a) + ⋯+w𝑁𝑖 ∙ f𝑁𝑖(s, a) + w𝑏 ∙ 𝑏  (10.3) 
Vsaki značilnosti fi, i = 1… Ni je dodeljena utež wi, ki nosi informacijo o pomembnosti (rang) 
značilnosti fi in njen prispevek k nagradi akcije. Uteži se posodabljajo vsak učni cikel na podlagi 
 Adaptivni agent odjemalec 
78 
prejete nagrade. Člen b = 1 se doda kot zunanja značilnost in deluje kot odmik (angl. offset) z 
namenom izboljšanja učinkovitosti učenja. 
V primeru Pacmana so bile izbrane značilnosti: oddaljenost od stene, oddaljenost od sovražne 
figurice, oddaljenost do »tablete neranljivosti«, število preostalih tablet itn. Pomembno je 
poudariti, da je pri PQL značilnosti treba izbrati na podlagi ekspertnega znanja o okolju in 
preceniti, katere značilnosti sploh vplivajo na rezultat akcij in pripadajočo nagrado in katere 
ne. S tem se pred izborom značilnosti izognemo vnosu »šumov« ali nepotrebnih informacij v 
določanju pričakovane Q-vrednosti in posledično zmanjšanju učinkovitosti učenja in delovanja 
agenta. 
10.4.2 Uporaba PQL-učenja 
Na podlagi pregleda literature smo se odločili za tehniko Posplošenega Q-učenja (angl. 
Generalized Q-Learning, PQL). V izogib podatkovnim omejitvam drugih tehnik in zaradi 
prednosti uporabe zveznega prostora smo ocenili, da je metoda PQL za naš primer 
najustreznejša. V našem primeru so značilnosti f izbrane iz nabora informacij, ki so na voljo 
agentu AO na izbranem delu omrežja, kjer se nahaja PE. Nabor značilnosti, s katerimi razpolaga 
agent AO, so: cena energije za dan vnaprej, napovedan odjem in proizvodnja PV. Ker ni vnaprej 
določenih pravil za izbiro značilnosti f, smo kot najprimernejše izbrali značilnosti, ki po naši 
oceni najbolj vplivajo na rezultat:  
• Urne cene električne energije na veleprodajnem trgu za dan vnaprej, CH. 
• Pozitivna bilanca bremena, PLB (angl. Positive Load Balance). 
• Negativna bilanca bremena, NLB (angl. Negative Load Balance).  
 
PLB in NLB sta opredeljena kot razlika med napovedanim odjemom in proizvodnjo PV, enačba 
(10.4). 
 
𝐴 = 𝑃𝑃𝑉 − 𝑃𝐷 
𝑃𝐿𝐵 = {
𝐴, 𝐴 ≥ 0
0, 𝐴 < 0
 
𝑁𝐿𝐵 = {
0, 𝐴 ≥ 0
𝐴, 𝐴 < 0
 
(10.4) 
Delitev na PLB in NLB namesto ene absolutne vrednosti razlike med odjemom in proizvodnjo 
PV je bila izbrana v izogib mogočim dvoumnim informacijam in za izboljšanje razumevanja 
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agenta AO glede zavrnitev TLS-ja. V primeru samo ene absolutne vrednosti razlike se agent AO 
ne more naučiti razlike med PQ-kršitvami podnapetosti in prenapetosti, z delitvijo na PLB in 
NLB pa se agent lahko nauči, katera akcija ne bo zavrnjena kljub veliki razliki med odjemom in 
proizvodnjo. S tem smo izboljšali učinkovitost v obdobju učenja in posledično učinkovitost 
agenta AO.  
V 24-urnem časovnem oknu načrtovanja voznih redov PE je vsak premik določen kot ločeno 
stanje, v katerem agent AO izbere akcijo za vse PE v njegovem portfelju. Za testiranje delovanja 
PQL-učenja smo v našem primeru vzeli toplotne črpalke in agent AO je lahko nastavljal moč 
PE PPE na eno od treh mogočih vrednosti, PPE  [PPE,max, ½ PPE,max, 0]. Z akcijo agent AO vpliva 
na vse razpoložljive PE v svojem portfelju, ki se nahajajo na istem izvodu. Razpoložljivost PE je 
v naših simulacijah odvisna od omejitev zmogljivosti energijskega bazena in časa uporabe. 
Podatki o PE (toplotnih črpalkah) so podani v Tab. 9.1. Vsem enotam, katerim agent ne more 
dodeliti akcije, jim dodeli akcijo '0', s čimer so nastavljene na nevtralno vrednost, enako porabi 
PPE = ½ PPE,max. 
Na Sl. 10.3 je prikazan poenostavljen proces agentnega učenja z metodo PQL. Na začetku 
agent AO dobi prve informacije o sistemu (okolju) in prve vhodne podatke. Na podlagi teh 
informacij naključno izbere akcijo in predlaga nove vozne rede za vse enote PE, ki jih 
nadzoruje. Naključna izbira akcij se nadaljuje skozi obdobje učenja, vendar se že v času učenja 
agent glede na temperaturo raziskovanja počasi začne odločati v smeri najboljših akcij. 
Postopek ohlajanja temperature raziskovanja je opisan v nadaljevanju.      
Ko agent konča z učenjem, začne z obdobjem izkoriščanja znanja in v ostalih korakih simulacije 
izbere akcijo, ki mu glede na vhodne podatke in naučene parametre prinese največji dobiček. 
Agent AO načrtovani vozni red, ki ga izdela s pomočjo PQL, pošlje do DSO-ja, kjer ta prek 
naprednega TLS-ja preveri, ali načrtovani vozni red PE povzroči ali še poslabša kršitve PQ, in 
povratne informacije pošlje nazaj agentu AO. S pomočjo teh informacij agent AO nato lahko 
izračuna nagrado, ki jo je ustvaril s svojo akcijo. S pomočjo nagrade posodobi uteži, v katerih 
je spravljeno njegovo znanje o odzivu sistema, z namenom izboljšanja izbire akcij v naslednji 
iteraciji.   
V naših simulacijah agent AO za učenje uporablja samo signale TLS-ja s strani DSO-ja, ker 
predpostavljamo, da znotraj dobave ne prihaja do nepričakovanih kršitev PQ. V nadaljnjih 
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raziskavah bi agent AO v svoje učenje lahko vključil tudi signale agenta PE, ki bi mu sporočil 
zavrnitve voznega reda zaradi nepričakovanih kršitev PQ ali neuspešnih aktivacij iz drugih 
razlogov, kot so spremembe razpoložljivosti naprave s strani uporabnika ali okvare naprave.     
 
 
Sl. 10.3: Poenostavljen diagram poteka procesa učenja agenta 
10.4.3 Predpostavke 
V PQL-algoritmu se osredotočamo na stališče agenta AO. Predpostavili smo, da se spodaj 
naštete informacije, ki so na voljo agentu AO, lahko uporabijo kot vhodni podatki za učenje 
agenta: 
• Napoved odjema. 
• Napoved proizvodnje PV.  
• Podatki za ceno električne energije za dan vnaprej. 
• Dobiček iz preteklih obdobij. 
• Vrednosti parametrov vseh PE v njegovem portfelju.  
• Zavrnitve voznih redov in s tem povezani dodatni stroški (kazni). 
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Agentu AO informacije o topologiji omrežja in pretokih moči niso na voljo, zato agent AO ne 
more vnaprej napovedati rezultatov TLS-ja. 
V realnem svetu obstajajo številne negotovosti v povezavi z napovedjo povpraševanja, 
proizvodnjo PV, ceno električne energije in zanesljivostjo omrežja. Vse našteto je pomembno 
za obratovanje omrežja in njegovo razporejanje. Pregled tehničnih in ekonomskih negotovosti, 
njihove klasifikacije in metode modeliranja so opisane v [123].  
Kot smo že omenili pri ekonomski in energijski optimizaciji, zgoraj navedene negotovosti niso 
zajete v prvi fazi razvoja našega algoritma za načrtovanje voznih redov agentov AO, saj smo 
želeli preveriti teoretične maksimalne zmogljivosti in smo zato uporabili idealne, popolne 
vhodne podatke »brez napak«.  
PQL-algoritem uporablja vhodne podatke, ki so na voljo, tako da svojo Q-funkcijo lahko 
prilagodi tudi napovedanim napakam. Načeloma bi se v primeru negotovosti vhodnih 
podatkov agent naučil previdneje izogibati nevarnemu območju negotovega izida. S tem ko bi 
se v »širšem območju« izognil kazni, bi se agent posledično lahko odrekel tudi nekaterim 
dobičkonosnim akcijam, kar bi teoretično zmanjšalo njegov ekonomski izplen.  
10.5 Opis učenja agenta s Posplošenim Q-učenjem 




Sl. 10.4: Shema PQL-učenja za agenta AO  
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1. Določitev začetnih stanj za vse agente in naključna izbira prve akcije 
Začetno stanje se uporabi samo enkrat na začetku učenja. Ne glede na stanje sistema je prva 
akcija agenta naključno izbrana za vse PE. Glede na posamezne omejitve energijskega bazena 
in omejitve časa uporabe PE agent AO ustvari prvi vozni red in ga pošlje DSO-ju. 
2. Izvršitev akcije, načrtovani vozni redi se pošljejo TLS 
Ko agent izvede akcijo, se načrtovani vozni red pošlje TLS. Vozni red je lahko poslan v preverbo 
samo enkrat, ker učna iteracija dovoljuje le en poskus »poizvedovanja« MATLAB-a z OpenDSS-
simulacijami na časovni korak.  
3. Preverjanje voznih redov in pošiljanje povratne informacije agentom 
Potem ko vsi agenti AO pošljejo vozni red svojim PE, jih DSO združi v en sam vozni red PE. Ta 
skupni vozni red se dodatno združi z napovedjo porabe in proizvodnje PV. Na podlagi teh 
podatkov se nato naredi izračun pretokov moči in izvedba TLS-ja. Na podlagi rezultatov TLS-ja 
DSO naredi končni vozni red PE in informacijo o sprejetih in zavrnjenih voznih redih posreduje 
nazaj agentom AO. 
4. Izračun nagrade glede na trenutno stanje in odziv sistema TLS 
Izbira pravilne funkcije nagrajevanja R(s, a) je pri strojnem učenju ena najpomembnejših 
stvari, saj se agent uči izbirati akcije v smeri maksimizacije nagrade, ki jo prejme za svoje 
delovanje. V našem primeru mora biti funkcija nagrajevanja zasnovana tako, da agenta AO uči 
v smeri maksimizacije dobička in minimizacije tveganja zavrnitve voznih redov, ki posledično 
zmanjšujejo dobiček. Funkcija nagrajevanja R(s, a) je predstavljena spodaj, enačba (10.5), 
nabor mogočih akcij pa lahko obsega naslednje akcije: 
• Akcija povečanja: Ko agent poveča moč P na PPE = PPE,max, je nagrada odvisna od 
razmerja med urno ceno električne energije na trgu SH in povprečno dnevno ceno 
elektrike na trgu SD. Agent namreč dosega dobiček (je nagrajen), če poveča porabo 
energije v urah, ko je cena nižja od povprečne ure, in to energijo nato »porabi« v času 
visokih cen. Torej, če je SH> SD, je R negativen, in če je SH <SD, je R pozitiven. 




. Agent za to izbiro ne prejme nagrade, saj v tej akciji ne izkoristi prožnosti 
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enote in se to šteje za »normalno delovanje«. Ta primer je relevanten za vodenje 
toplotne črpalke, pri baterijah je nevtralno stanje 0 enako 𝑃PE = 0. 
• Akcija zmanjšanja: Ko agent zmanjša moč PE PPE = 0, je nagrada ponovno odvisna od 
razmerja med SH in SD. Če je SH> SD v primeru zmanjšane porabe, je R pozitiven (agent 
je spodbujen, da zmanjša porabo in s tem zasluži), in če je SH <SD, je R negativen. 
• Zavrnitve (akcija povečanja ali zmanjšanja, ko pride do zavrnitve): Če je nov vozni red 
zavrnjen s strani TLS- ja, agent AO prejme kazen. Vrednost kazni neposredno vpliva na 
agentovo učenje in obnašanje. Če je kazen nizka, se agent nanjo ne ozira in izbira bolj 
tvegane akcije, če mu te prinašajo večji zaslužek. Če je kazen visoka, se agent te akcije 
izogiba in s tem upošteva omejitve omrežja. Vrednost kazni je nastavljena na 2 in 
funkcija nagrajevanja ob kazni je nastavljena na 𝑅 = −2 . Kazen je izbrana kot 
polovična vrednost kazni za neuspešno aktivacijo na slovenskem trgu rRPF, ki znaša 4 











𝑆H ∙ 𝑎 ∙
1
2
 𝑃PE,max ∙ 𝑇, ((𝑃PE = 0) ∧ (𝑆H > 𝑆D)) ∨ ((𝑃PE = 𝑃PE max) ∧ (𝑆H < 𝑆D))
−𝑆H ∙ 𝑎 ∙
1
2
 𝑃PE,max ∙ 𝑇, ((𝑃PE = 0) ∧ (SH < 𝑆D)) ∨ ((𝑃PE = 𝑃PE max) ∧ (𝑆H > 𝑆D))








5. Posodobitev uteži značilnosti  
Značilnosti PLB in NLB ne moreta hkrati imeti vrednosti > 0 v istem trenutku. Zaradi tega se v 
enem koraku lahko posodobi le ena utež – tista z vrednostjo f i> 0. Uteži se posodobijo po 




𝑡 + 𝛼 ∙ ∆𝑄 ∙ 𝑓𝑖(𝑠, 𝑎) 
∆𝑄 = (𝑅(𝑠, 𝑎) + 𝛾 ∙ 𝑄(𝑠′)) − 𝑄(𝑠, 𝑎) 
(10.6) 
Parameter, označen z 𝛼,  predstavlja stopnjo učenja. Pove nam, kakšen vpliv ima ∆Q na 
posodobitev uteži. Višja vrednost 𝛼 predstavlja hitrejše učenje agenta, saj imajo iteracije, ki 
so se pravkar zgodile, večji vpliv kot tiste, ki so se zgodile dolgo nazaj. Pomanjkljivost tega 
hitrega učenja je, da že nekaj primerov, ki zelo odstopajo, lahko poruši dolgotrajen proces 
učenja. 𝑄(𝑠′) predstavlja predvidene vrednosti v naslednjem stanju 𝑠′.  
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6. Upoštevanje povratne informacije DSO-ja in preverjanje mogočih akcij za naslednji 
cikel 
Glede na povratno informacijo DSO-ja o zavrnitvah in odobritvah voznih redov agent AO 
izračuna preostalo razpoložljivo energijo za zagotavljanje prožnosti (energijski bazen), ki jo ima 
na voljo za naslednji časovni korak (v našem primeru 15 minut). Glede na preostalo energijo 
in čas uporabe PE agent sestavi nabor mogočih akcij za naslednji korak. 
7. Izračun pričakovanih Q-vrednosti za vse akcije, ki so agentu na voljo 
Agent izračuna Q-vrednosti za vsako akcijo, ki mu je na voljo. Vsaka akcija lahko spremeni 
vrednost značilnosti f , zato se značilnosti spreminjajo v vsaki iteraciji učenja. Vrednosti Q tako 
odražajo nove vrednosti vseh značilnosti f v naslednjem ciklu. 
8. Izbira akcije s pomočjo optimalne Bellmanove enačbe s potencialnimi vrednostmi 
Q*, proces se nadaljuje s korakom 2  
Ko agent AO izbere akcijo a, se njegovo stanje spremeni in preide v stanje s'. Tu vpeljemo novo 
vrednost Q* (s ', a), ki je odvisna od akcije in novega stanja. Agent izbere niz dejanj ali akcij 
glede na najvišjo pričakovano nagrado ali najvišjo vrednost Q* v naslednjem koraku. Agent 
nato izbere akcijo na podlagi Bellmanove enačbe za optimalnost (10.7) [124].  
 𝑄∗(𝑠, 𝑎) = max{𝑅(𝑠, 𝑎) + 𝛾 ∙∑𝑝(𝑠𝑗





Na predstavlja število vseh akcij, iz katerih dobimo nova stanja s′ . Optimalna vrednost 
𝑄∗(𝑠′, 𝑎) je definirana kot največja vrednost vsote nagrade 𝑅(𝑠, 𝑎), ki jo agent prejme za 
izbrano akcijo a v stanju s, in obtežena vrednost 𝑄∗(𝑠′, 𝑎) v vseh mogočih prihodnjih stanjih 
𝑠′, pomnoženih z verjetnostjo, da agent izbere akcijo a, označeno s 𝑝(𝑠′|𝑠, 𝑎). Verjetnosti so 
izračunane z Boltzmannovo metodo raziskovanja [124], ki jo prikazujejo spodnje enačbe 
(10.8–10.10). S to metodo agent izbira med akcijami, ki so mu na voljo glede na verjetnost 
pričakovane nagrade. 










 𝐵𝑇𝑡 = 𝐵𝑇0 − ((1 − 𝐵𝑇) ∗ 𝑡 + 𝐵𝑇), 𝑡 = 1,…𝑁𝐸𝑆 (10.9) 






Z 𝐵𝑇  je označen parameter Boltzmannove temperature, z 𝐵𝑇  je označen inkrement 
spremembe parametra 𝐵𝑇 , parameter 𝑁𝐸𝑆  pa predstavlja dolžino obdobja agentovega 
učenja, izraženo s številom časovnih korakov, v katerih raziskuje. Na začetku učenja ima 
parameter  𝐵𝑇  veliko vrednost in vse akcije imajo isto verjetnost izbire. Parameter 
temperature se skozi obdobje učenja postopoma niža, s čimer se temperatura raziskovanja 
ohlaja. To povzroči, da imajo akcije, za katere se predvideva višja nagrada, večjo verjetnost 
izbire. Agent tako postopoma prehaja od raziskovanja v obdobju učenja k izkoriščanju znanja 
v obdobju delovanja. 
Z  je označen diskontni parameter, ki predstavlja agentove preference trenutne vrednosti Q 
v primerjavi z vrednostmi Q v prihodnjih akcijah. Z nižjimi vrednostmi diskontnega parametra 
se agent osredotoča na kratkotrajne nagrade, višje vrednosti parametra pa predstavljajo 
preferenco dolgotrajnih nagrad. 
Po izbiri akcij se proces ponovi, akcije se pošljejo v izvršitev (korak 2).  
10.6 Rezultati Posplošenega Q-učenja 
Vrednosti parametrov učenja, opisanih v poglavju 0, ki smo jih uporabili v simulacijah, so 
prikazani v spodnji Tab. 10.1. 
Tab. 10.1: Parametri učenja, uporabljeni v simulacijah za metodo PQL 






Rezultati simulacije za primer toplotnih črpalk s tehničnimi parametri, opisanimi v Tab. 9.1, in 
učnimi parametri, navedenimi v Tab. 10.1, so predstavljeni v Tab. 10.2. Prva vrstica predstavlja 
največji teoretični dobiček agenta AO, ki bi ga dobil z ekonomsko optimizacijo brez omejitev 
omrežja. Preostali del tabele primerja rezultate treh različnih načinov načrtovanja voznih 
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redov: rezultate ekonomske optimizacije, energetske optimizacije in PQL. Rezultati so 
predstavljeni tudi z dvema različnima kazenskima nivojema: 0 in 2. Kazenski nivo 0 je bil dodan 
z namenom, da se pokaže učinek TLS-zavrnitve na dobiček, ki ga agent AO lahko doseže na 
trgu tudi brez dodatnih kazni. Tako rezultati s kazenskim nivojem 0 predstavljajo osnovno 
»izgubo« dobička med delovanjem v neomejenem omrežju in omrežju z omejitvami. V Tab. 
10.2 je prikazan tudi odstotek zavrnjenih urnikov po vseh treh različnih načinih razporejanja, 
ki prikazujejo učinkovitost voznih redov in njihov vpliv na kršitve PQ.  
S primerjavo rezultatov lahko vidimo, da je v primeru kazni 0 načrtovanje voznih redov z 
ekonomsko optimizacijo kljub zavrnitvam še vedno najbolj dobičkonosno. Če pogledamo 
delovanje agentov AO po izvodih, lahko vidimo, da agent 1 deluje na najbolj obremenjenem 
izvodu, kjer je 19,86 % voznih redov, načrtovanih z ekonomsko optimizacijo, zavrnjenih. Agent 
2 na srednje obremenjenem vodu je zavrnjen v 14,61 % primerov, agent 4 v nizko 
obremenjenem vodu pa v 5,24 % primerov. Posledično so tudi dobički manjši od načrtovanih, 
in sicer pri agentu 1 za približno 31 %, agentu 2 za 18 % in agentu 4 za 10 %. Agent 3 deluje na 
izvodu brez omejitev, tako da TLS ne zavrne načrtovanih voznih redov in agent lahko doseže 
maksimalni dobiček.  
V primeru, ko agent zaradi zavrnitev prejme kazen, lahko vidimo, da agent lahko utrpi velike 
izgube. Razlog je visoka stopnja zavrnitve voznih redov, razen v primeru agenta 3, ki ne utrpi 
nobenih zavrnitev in zato tudi ne s tem povezanih izgub. Pri ostalih agentih je ves dobiček 
lahko izničen že pri slabih 5 % zavrnitev (agent 4), pri večjih stopnjah zavrnitev pa je rezultat 
izrazito negativen (agent 1 in agent 2).    
Dobiček energijske optimizacije lahko predstavimo kot strošek sistemske storitve glajenja 
konic s premikom porabe. Načrtovani vozni redi niso nikoli zavrnjeni, saj PE pomagajo 
izboljšati omrežne razmere, in rezultati so skladni z delovanjem naprednega TLS-ja. Vidimo 
lahko, da agent kljub energijski optimizaciji lahko ustvari dobiček (agent 1 in agent 2), vendar 
je to bolj izjema kot pravilo. Tudi če ga ustvari, je ta manjši od ekonomskega načrtovanja brez 
kazni, zato lahko rečemo, da razliko med dobički predstavlja »strošek zagotavljanja sistemskih 
storitev«.  
Rezultati načina PQL kažejo, da se agenti na podlagi rezultatov TLS-ja naučijo izogibati 
zavrnitvam voznih redov, kar vodi do zmernega dobička tudi v primeru prejetja kazni. Dobiček 
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agentov v Tab. 10.2 potrjuje našo hipotezo o uspešnosti načina PQL, ki je predstavljen na Sl. 
10.1. Kot smo že omenili, vozni redi, načrtovani z energijsko optimizacijo, niso nikoli zavrnjeni 
s strani TLS, vozni redi, načrtovani z ekonomsko optimizacijo, pa so zavrnjeni v skoraj 20 % 
primerov, medtem ko je zavrnitev voznih redov s PQL v najslabšem primeru le 0,40 %. V 
ekonomskem načinu visoko število zavrnitev odraža zmanjšanje dobička agentov, zlasti v 
primeru kazni. Po drugi strani pa imajo vsi štirje agenti, ki so uporabljali način PQL, višje 
dobičke kot v primeru energetskega načina, čeprav energetski način ne prejema nobenih TLS-
zavrnitev urnika in zato ne utrpi kazni. 
V primeru omrežja, ki ni preobremenjeno (agent 3), rezultati kažejo, da ekonomski način 
uresničuje največji teoretični dobiček, drugi po dobičku je PQL, najslabši »dobiček« pa ima 
energetska optimizacija. Rezultati kažejo na tveganje, da je agent AO z načinom ekonomske 
optimizacije izpostavljen velikemu tveganju zavrnitve v primeru preobremenjenega omrežja. 
Zaradi mogočega večjega števila zavrnitev voznih redov bi agent AO v najboljšem primeru 
utrpel samo nižji dobiček, kot je teoretično mogoč, v primeru kazni pa agent AO lahko utrpi 
veliko izgubo in deluje veliko slabše od pričakovanega.  
Agenta smo učili na podatkih 1 tedna v začetku leta, pri katerih so bile zgornje in spodnje meje 
ustrezno vzorčene in je agent AO lahko določil meje za zavrnitev. Testirali smo tudi učinek 
ponovnega učenja agenta AO ob začetku vsake sezone, da bi zajeli sezonske variacije, a 
rezultati so bili slabši kot pri osnovnem učenju. To pojasnjujemo z dvema dejstvoma: 
• Odstopanja med napovedano proizvodnjo in porabo ostajajo približno znotraj istega 
pasu v vseh letnih časih. Ta odstopanja povzročijo previsoke napetosti, ki sprožijo TLS-
akcijo. Sezonski vzorci nimajo pomembnega vpliva. 
• Drugo dejstvo je, da agent z vsakim učenjem izgubi nekaj svojega dobička s 
preizkušanjem neoptimalnih dejanj, ki so zavrnjena in kaznovana.  
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Št. agenta Agent 1 Agent 2 Agent 3 Agent 4 SUM/leto 




Kazen = 0 4.640 € 3.772 € 1.988 € 917 € 11.318 € 
Kazen = 2 –19.516 € –3.842 € 1.988 € 7 € –21.362 € 




Kazen = 0 1.220 € 1.342 € –191 € –66 € 2.305 € 
Kazen = 2 1.220 € 1.342 € –191 € –66 € 2.305 € 
% zavrnitev TLS 0,00 % 0,00 % 0,00 % 0,00 %  
PQL 
 
Kazen = 0 2.234 € 1.398 € 787 € 358 € 4.777 € 
Kazen = 2 1.956 € 1.310 € 785 € 358 € 4.409 € 
% zavrnitev TLS 0,40 % 0,13 % 0,00 % 0,00 %  
 
Na podoben način vključevanje novih PV povzroči večje odstopanje med proizvedeno in 
porabljeno energijo v omrežju. Če je agent že pridobil izkušnje v takšnem preobremenjenem 
omrežju, potem je že "našel meje", tako da dodajanje novih PV v omrežje ne vpliva na rezultat. 
Če je agent deloval v nepreobremenjenem omrežju, potem ne pozna omejitev, ker TLS ni 
zavrnil nobenih voznih redov. Agente je tako treba usposobiti s pomočjo dodajanja novih PV-
jev, da se lahko naučijo "omejitev omrežja". 
Glede na radialno naravo nizkonapetostnih omrežij je strukturna sprememba topologije s 
strani napajanja malo verjetna ali nična na nivoju izvoda. Lahko pa bi pričakovali spremembo 
povečanja prenosnih zmogljivosti prek nadgradnje kablov in transformatorskih postaj, ki bi 
zaradi spreminjajočih se mej energije, ki bi jih lahko dodali ali porabili, še preden bi prišlo do 
težave z omrežjem, imela večji učinek na učljivost in učinkovitost agentov. V tem primeru bi 
bilo treba agenta ponovno naučiti, pri čemer se učenje lahko začne z vrednostmi parametrov 
prejšnje topologije omrežja in se na ta način skrajša čas učenja.  
10.7 Dvostopenjsko Posplošeno Q-učenje 
Rezultati PQL kažejo, da se agent uspešno nauči izogibati zavrnitvam in je v primeru kazni 
uspešnejši od načrtovanja z ekonomsko optimizacijo. A vendar ima metoda PQL 
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pomanjkljivost, da v omrežju brez zamašitev ne izbira ravno akcij, ki bi bile ekonomsko gledano 
najboljše. Razlaga za rezultati je ta, da agent v omrežju z omejitvami bolj upošteva razliko med 
odjemom in proizvodnjo kot samo ceno energije. Tudi če agent deluje v omrežju brez omejitev 
in v svojem učenju gleda samo na ceno, ne more nikoli doseči rezultata ekonomske 
optimizacije, saj potrebuje nekaj časa, da ugotovi pravilno strategijo trgovanja.  
Želja po izboljšanju rezultatov agenta PQL je privedla do razvoja dvostopenjskega učenja, 
katerega cilja sta:  
• Doseči največji mogoči izplen v neobremenjenem omrežju, ki bi bil enak 
ekonomskemu izplenu. 
• Naučiti se izogibati zavrnitvam in to upoštevati pri načrtovanju voznega reda. 
10.7.1 Izbira najboljše poti do konca dneva 
Za dosego cilja izboljšanja metode PQL in rezultatov agenta AO smo razvili dvostopenjsko PQL, 
ki v neobremenjenem omrežju dosega rezultate blizu ekonomske optimizacije, v zamašenem 
omrežju pa se na podlagi signalov zavrnitev TLS-ja nauči meja omrežja in jih upošteva pri izboru 
nadaljnjih akcij. Cilj dvostopenjskega agenta je, da pridobljeno znanje upošteva pri 
načrtovanju vodenja PE in naredi najbolj dobičkonosen vozni red. Pri voznih redih, ki so 
načrtovani z ekonomsko optimizacijo, se lahko zgodi, da zavrnitve »podrejo« načrte za 
prihodnje obratovanje, zato se lahko zgodi, da bi bilo z drugačnim načrtovanjem mogoče 
doseči večji dobiček. 
Zato smo razvili algoritem, ki deluje po načelu iskanja maksimalne poti do vsakega elementa 
v matriki agentovih stanj. Osnova razvitega algoritma je podobna algoritmu za iskanje 
najkrajše poti (Dijkstrov algoritem). Matrika stanj je dimenzije 96 x 3 (št. korakov X št. akcij), 
pri čemer smo upoštevali 96 15-minutnih časovnih intervalov v 24 urah in 3 možne akcije v 
vsakem koraku. Vrednost stanja je enaka agentovi nagradi, ki bi jo agent dobil, če bi se znašel 
v tem stanju. Nagrada je definirana kot cena energije v uri, pomnožena s količino energije, 
oddane  v omrežje zaradi akcije PE. V primeru polnjenja baterije je tako nagrada negativna, v 
primeru praznjenja pa pozitivna. Za stanja ali časovne korake, pri katerih agent pričakuje 
zavrnitve, smo dali »neskončno« negativno nagrado, tako da agent ve, da v tistem koraku te 
akcije ne sme izvesti. Napovedovanje zavrnitve je narejeno na podlagi PQL, ki namesto 
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osnovne linearne funkcije uporablja klasifikacijo z logistično regresijo. Postopek učenja in 
klasifikacije omejitev je opisan v spodnjem podpoglavju 10.7.2. 
V prvem koraku glede na parametre PE (moč polnjenja, zmogljivost) algoritem izbere pot do 
konca dneva, ki agentu prinese največji dobiček. Pot traja 24 ur in vsebuje 96 korakov, od 
katerih vsak traja 15 minut. Agent v prvem koraku izbere vseh 96 akcij do konca dneva. Z 
vsakim narejenim korakom se ponovno izračuna optimalna pot do konca z upoštevanjem 
posodobljenega nabora parametrov učenja in tehničnih parametrov PE (preostala zmogljivost 
baterije) glede na uspešnost akcije. Tako se čas računanja z vsakim korakom zmanjšuje in 
naučene zavrnitve se že takoj upoštevajo pri nadaljnjih izračunih in načrtovanju poti. 
Na Sl. 10.5 je prikazana matrika cen znotraj enega obdobja optimizacije – enega dneva, kjer je 
prikazanih 96 intervalov. Zgornji, modri pas, prikazuje strošek akcije »1«, polnjenja baterije ali 
kupovanja energije. Spodnji, rumeni pas, predstavlja strošek akcije »–1«, praznjenje baterije 
ali prodaje energije. Srednji pas prikazuje akcijo »0«, kjer je strošek zmeraj enak 0. Izrazitejše 
kot so barve (temnejša kot je modra barva in svetlejša kot je rumena barva), bolj gredo cene 
v skrajnost. Na spodnjem delu grafa svetlo rumena barva prikazuje visoke cene, ki jih lahko 
izkoristimo za prodajo. Na zgornjem delu grafa pa je visoka cena prikazana s temno modro 
barvo in prikazuje slab trenutek za nakup energije. Z rdečo je prikazana optimalna pot znotraj 
dneva.   
 
Sl. 10.5: Matrika dnevnih cen in najboljše poti 
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Na Sl. 10.6 lahko vidimo, kako se je gibal kumulativni zaslužek znotraj dneva. Svetlo rumena 
barva predstavlja največji možni zaslužek v tem dnevu in rdeča krivulja predstavlja pot, ki nas 
pelje do tega zaslužka. Pot je izbrana glede na omejitve zmogljivosti baterije, cen v intervalu 
in možnosti zavrnitve v izbranem intervalu. 
 
Sl. 10.6: Matrika kumulativnega seštevka 
Na Sl. 10.7 vidimo izbiro maksimalnih poti. Ker je baterija predhodno napolnjena do določene 
stopnje, ima agent izbiro tako akcij polnjenja kot praznjenja. Če bi že v prvih intervalih spraznil 
baterijo, bi bil zaslužek pozitiven. Kot lahko vidimo na Sl. 10.5, so takrat cene ugodne za 
polnjenje baterije, zato najprej napolnimo baterijo. Ko so cene ugodne za praznjenje, se 
izberejo akcije praznjenja. 
  
Sl. 10.7: Matrika maksimalnih poti 
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10.7.2 Logistična regresija 
Z metodo logistične regresije napovedujemo verjetnost za izid dogodka na podlagi določenih 
vhodnih podatkov. V našem primeru je ta dogodek zavrnitev voznega reda na podlagi 
napovedi odjema in proizvodnje v naslednjem koraku. Za razliko od linearne funkcije, kjer smo 
upoštevali samo PLB+ in PLB-, smo tu upoštevali štiri različne scenarije in z njimi povezane 
značilnosti:  
• PLB in akcija polnjenja (f1), 
• PLB in akcija praznjenja (f2), 
• NLB in akcija polnjenja (f3), 
• NLB in akcija praznjenja (f4). 
S temi parametri agentu podamo pravilnejšo informacijo o njegovih akcijah, saj napredni TLS 
razlikuje med akcijami, ki pomagajo zmanjševati kršitve PQ, in tistimi, ki še poslabšajo razmere. 
Torej je naša učna funkcija v enačbi (10.11) naslednja:  
 𝑧 = w1 ∙ f1(s, a) + w2 ∙ f2(s, a) + w3 ∙ f3(s, a) + w4 ∙ f4(s, a) + w𝑏 ∙ 𝑏  (10.11) 
Pri učenju z logistično regresijo uporabimo sigmoidno funkcijo, ki je podana v spodnji enačbi 





Rezultat funkcije S(z) je med 0 in 1 in podaja verjetnost za izid določenega dogodka, z je vhod 
v funkcijo (naša Q-funkcija) in e je naravni logaritem. 
 
Sl. 10.8: Graf sigmoidne funkcije 
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Na začetku učenja je verjetnost zavrnitve enaka verjetnosti nezavrnitve in rečemo lahko, da 
je:  
 
𝑝 ≥ 0,5; 𝑧𝑎𝑣𝑟𝑖𝑡𝑒𝑣 
𝑝 < 0,5; 𝑛𝑖 𝑧𝑎𝑣𝑟𝑛𝑖𝑡𝑣𝑒 
(10.13) 
To je prikazano tudi na Sl. 10.9, kjer modra črta predstavlja »mejo odločitve«. 
 
Sl. 10.9: Meja odločitve 
Agent skozi učni proces posodablja uteži w in premika njihove vrednosti tako, da čim bolj 
pravilno napove morebitne kršitve PQ. Pridobljeno znanje nato upošteva pri načrtovanju 
voznih redov.  
Posodabljanje uteži se izvede glede na pravilnost napovedi po enačbi (10.14): 
 
𝑅 = 𝑆(𝑧) –  𝑋, 𝑋 = 0 ∨ 1  
𝑤𝑖 = 𝑤𝑖 − 𝛼(𝑅) ∗ 𝑓𝑖  
(10.14) 
V primeru zavrnitve je X=0, v primeru odobritve je X=1. Z vsako iteracijo se uteži posodobijo v 
smeri, da je razlika med S(z) in X-om čim manjša.  
10.8 Rezultati dvostopenjskega agenta  
V tem podpoglavju so predstavljeni rezultati simulacij za dvostopenjski PQL z logistično 
regresijo. Tehnični parametri, ki so bili uporabljeni v simulacijah, so prikazani v Tab. 9.1, učni 
parametri, uporabljeni v simulacijah, pa se nahajajo v spodnji Tab. 10.3. Opis učnih 
parametrov je v  poglavju 10.5. Pri dvostopenjski metodi PQL smo učne parametre izbrali tako, 
da smo s simulacijami lahko preverili vpliv spremembe 𝑁𝐸𝑆 (dolžina učenja) in α (koliko močno 
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upošteva rezultat zadnje izvedene akcije pri učenju agenta) na rezultate agenta. V simulacijah 
smo želeli preveriti tudi vpliv zmanjševanja α skozi čas, zato smo dodali še parameter αmin, ki 
definira, do katere vrednosti se parameter α zmanjša. To zmanjšanje do αmin se izvede po 
spodnji enačbi (10.15). 
 𝛼𝑡 = 𝛼 ∗ ((1 −
𝑁𝐸𝑆
𝑁𝐸𝑆−1
) ∙ 𝑡 +
𝑁𝐸𝑆
𝑁𝐸𝑆−1
) , 𝑡 = 1…𝑁𝐸𝑆  (10.15) 
Tab. 10.3: Simulacijski učni parametri za agente PQL  
Parameter/Sim Sim 1 Sim 2 Sim 3 Sim 4 Sim 5 Sim 6 
BT0 2 2 2 2 2 2 
NES 384 384 384 3264 3264 3264 
α 0,8 0,4 0,9 0,4 0,8 0,8 
αmin 0,7 0,2 0,9 0,2 0,8 0,7 
 
V spodnji Tab. 10.5 se nahajajo rezultati za vse simulacije. V prvem stolpcu posamezne 
simulacije se nahaja število zavrnitev posameznega agenta, sledi letni dobiček z upoštevanjem 
penalizacije in na koncu še letni rezultat brez penalizacije. Zaradi preglednosti smo v tabeli 
izpustili enote, so pa vse vrednosti dobičkov agentov v €/leto. Iz rezultatov Sim 4 do Sim 6, ki 
imajo daljše obdobje učenja, lahko vidimo, da je rezultat s penalizacijo negativen. Ta rezultat 
nam daje vpogled v to, kako pomembno je, da je obdobje učenja čim krajše, saj v tem času 
nastajajo oportunitetne izgube zaradi raziskovanja. V primeru brez penalizacije agenti 
dosegajo dobre rezultate, kar je posledica tega, da se agent dobro nauči predvidevati kršitve 
PQ in jih upoštevati pri načrtovanju voznih redov.  
Zanimivi so rezultati Sim 2, ki ima nizko vrednost α in kratek čas učenja 384 period. Iz 
rezultatov lahko vidimo, da so agenti v primeru brez penalizacije dosegli najboljši rezultat med 
vsemi simulacijami. Vidimo pa tudi, da so agenti pri tem načinu zavrnjeni občutno večkrat, v 
primerjavi s Sim 1 skoraj devetkrat pogosteje. To seveda privede do najslabšega rezultata z 
upoštevanjem penalizacije. Razlog za takšne rezultate je v tem, da se agent v tako kratkem 
času s tako nizko α ni uspel naučiti napovedi kršitve PQ in to upoštevati pri načrtovanju. Zato 
dvostopenjski PQL ne predvideva kršitev PQ in je bolj podoben ekonomskemu načrtovanju 
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brez penalizacije ter dosega večje dobičke. Podobne rezultate lahko vidimo tudi v Sim 4, kjer 
se agent kljub podaljšanemu učenju ni uspel naučiti izogibati kršitvam PQ.  
V Tab. 10.5 lahko vidimo, da so edino pri Sim 1 in Sim 3 rezultati pozitivni v obeh primerih, in 
sicer s penalizacijo in brez nje. Če primerjamo Sim 1 in Sim 6, kjer smo za učenje uporabili isto 
vrednost α in smo spremenili samo obdobje učenja, lahko vidimo, kako pomembno je, da je 
to obdobje čim krajše. V Sim 1 s 384 intervali učenja se agent uspešno nauči izogibati kršitvam 
PQ in je v obdobju celotne simulacije zavrnjen samo 755-krat, medtem ko je v Sim 6 zavrnjen 
kar 3677-krat zaradi daljšega obdobja učenja in več raziskovanja. Zaradi teh zavrnitev agent v 
Sim 6 v primeru penalizacije konča z negativnim rezultatom (–2.526 €), medtem ko v Sim 1 še 
vedno uspe narediti dobiček (1.015 €).   
Primerjava Sim 1 in Sim 3 nam pokaže, da je za agentovo učenje bolje, če je vrednost α čim 
višja. Sprememba vrednosti α za 0,1 nam, glede na rezultate Sim 1 in Sim 3, prinese za skoraj 
20 % boljši rezultat.   
Rezultati simulacij z različnimi parametri potrjujejo teoretične predpostavke, da je za dosego 
najboljših rezultatov treba imeti čim krajše učenje in v primeru sprotnega učenja (angl. Online 
learning) čim bolj upoštevati zadnjo informacijo (α -> 1).  
Za primerjavo z rezultati ekonomske optimizacije in rezanjem konic smo vzeli rezultate Sim 3, 
ki predstavljajo najboljši rezultat dvostopenjskega PQL. Primerjava rezultatov je prikazana v 
Tab. 10.4, kjer lahko vidimo, da so rezultati ekonomske optimizacije v primeru brez 
penalizacije najboljši. Letni dobiček, ki bi ga agenti naredili, je 4.373 €, ob 11,4 % povprečni 
stopnji zavrnitve voznih redov. V primeru, ko so te zavrnitve penalizirane, pa lahko vidimo, da 
agent ustvari izgubo –63.634 €. Za višino penalov smo vzeli visoko ceno, ki izhaja iz penalov za 
neizpolnjevanje aktivacije za zagotavljanje sistemskih storitev, a tudi če bi bila kazen manjša, 
bi teh 11,4 % zavrnitev predstavljalo veliko tveganje za poslovanje agenta AO.  
Rezultati pričakovano kažejo, da vozni redi rezanja konic niso nikoli zavrnjeni in ustvarijo 
dodatne stroške za agenta AO. Lahko bi rekli, da je rezultat 1.337 € osnovna cena sistemske 
storitve rezanja konic glede na cene energije za dan vnaprej. Pri tem ni upoštevana 
oportunitetna izguba dobička, ki bi ga agent lahko ustvaril z drugačnim načinom načrtovanja 
voznih redov ali ponujanjem drugih sistemskih storitev. 
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V primeru brez penalizacije je dvostopenjski PQL v primerjavi z ekonomsko optimizacijo slabši, 
saj izgubi skoraj 45 % dobička. Pomembno pa je poudariti, da je dvostopenjski PQL v povprečju 
samo v 0,21 % intervalov, kar predstavlja veliko manjše tveganje za agenta AO. To je zelo 
pomemben podatek in v rezultatih lahko vidimo, da je kljub visokim penalom agent AO še 
vedno uspel narediti dobiček v višini 1.215 €.   
Zanimivi so tudi rezultati agenta 9, ki deluje na nezamašenem vodu in tako lahko izkorišča svoj 
polni ekonomski potencial, saj ni nikoli zavrnjen zaradi kršitev PQ. Če primerjamo rezultate 
ekonomskega in dvostopenjskega PQL-načina načrtovanja voznih redov samo tega agenta, 
lahko vidimo, da je rezultat dvostopenjskega PQL-načina samo približno 15 % manjši od 
ekonomskega.   
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Ekonomska optimizacija Rezanje konic Dvostopenjski PQL 
Št. ag. P = -2 P = 0 % TLS  P = -2 P = 0 % TLS  P = -2 P = 0 % TLS  
Agent 
1 
453,0 -7.672,7 357,6 13,5% -121,5 -121,5 0,00% 36,5 271,7 0,39% 
Agent 
2 
451,7 -7.451,7 360,7 13,1% -121,5 -121,5 0,00% 285,7 356,1 0,12% 
Agent 
3 
302,0 -5.115,1 238,4 13,5% -81,0 -81,0 0,00% 21,7 183,1 0,41% 
Agent 
4 
451,7 -7.451,7 360,7 13,1% -121,5 -121,5 0,00% 280,9 356,5 0,13% 
Agent 
5 
302,0 -5.115,1 238,4 13,5% -81,0 -81,0 0,00% -66,1 4,8 0,18% 
Agent 
6 
302,0 -5.115,1 238,4 13,5% -81,0 -81,0 0,00% -66,4 5,7 0,18% 
Agent 
7 
451,7 -7.451,7 360,7 13,1% -121,5 -121,5 0,00% 30,2 104 0,12% 
Agent 
8 
302,0 -5.115,1 238,4 13,5% -81,0 -81,0 0,00% -69,4 5 0,19% 
Agent 
9 
963,4 963,4 963,4 0,0% -202,6 -202,6 0,00% 824,8 824,8 0,00% 
Agent 
10 
302,0 -5.115,1 238,4 13,5% -81,0 -81,0 0,00% 20,9 183,4 0,41% 
Agent 
11 
453,0 -7.672,7 357,6 13,5% -121,5 -121,5 0,00% -111,4 8,7 0,20% 
Agent 
12 
448,1 -1.321,7 420,3 2,9% -121,5 -121,5 0,00% 27,5 115 0,15% 
SUM/ 
leto 
5183 -63.634 4.373 11,4% -1.337 -1.337 0,00% 1.215 2.419 0,21% 
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Tab. 10.5: Primerjava simulacij z različnimi parametri za dvostopenjski PQL 
Št. 
agenta 
Sim 1 Sim 2 Sim 3 Sim 4 Sim 5 Sim 6 
št. zav. P = -2 P = 0 št. zav. P = -2 P = 0 št. zav. P = -2 P = 0 št. zav. P = -2 P = 0 št. zav. P = -2 P = 0 št. zav. P = -2 P = 0 
Agent 1 89 -133,2 19,5 429,0 -709,1 27,2 137,0 36,5 271,7 846,0 -1186,3 265,7 251,0 -413,4 17,4 282,0 -468,5 15,5 
Agent 2 42 285,7 357,8 245,0 -97,5 323,0 41,0 285,7 356,1 256,0 -130,8 308,6 123,0 113,1 324,2 162,0 50,5 328,6 
Agent 3 90 -89,8 13,2 860,0 -785,7 198,3 141,0 21,7 183,1 858,0 -805,7 176,0 567,0 -479,1 169,6 622,0 -540,8 170,8 
Agent 4 40 289,9 358,5 244,0 -95,8 323,0 44,0 280,9 356,5 263,0 -142,6 308,8 131,0 102,6 327,4 166,0 44,1 329,0 
Agent 5 94 -95,0 12,5 433,0 -479,5 15,9 62,0 -66,1 4,8 432,0 -473,4 20,9 269,0 -299,7 8,1 618,0 -537,0 170,1 
Agent 6 72 -78,1 4,3 935,0 -873,5 196,3 63,0 -66,4 5,7 429,0 -469,8 21,0 576,0 -491,1 167,9 283,0 -316,6 7,2 
Agent 7 42 286,0 358,1 243,0 -92,9 324,2 43,0 30,2 104,0 267,0 -153,4 304,8 130,0 102,8 325,9 154,0 61,4 325,7 
Agent 8 71 -76,3 4,9 407,0 -454,7 11,0 65,0 -69,4 5,0 436,0 -474,8 24,0 259,0 -288,6 7,8 281,0 -313,6 7,9 
Agent 9 0 824,7 824,7 0,0 747,0 747,0 0,0 824,8 824,8 0,0 724,6 724,6 0,0 756,3 756,3 0,0 754,5 754,5 
Agent 10 74 -80,8 3,9 882,0 -811,2 198,0 142,0 20,9 183,4 438,0 -478,6 22,6 245,0 -273,0 7,3 614,0 -531,6 170,9 
Agent 11 75 -120,9 7,8 427,0 -705,1 27,7 70,0 -111,4 8,7 872,0 -1232,3 264,2 264,0 -433,5 19,6 279,0 -462,6 16,3 
Agent 12 66 2,4 115,6 309,0 -207,6 322,7 51,0 27,5 115,0 433,0 -418,5 324,7 181,0 -205,7 104,9 216,0 -265,8 104,9 
VSOTA 755 1.015 2.081 5.414 -4.566 2.714 859 1.215 2.419 5.530 -5.242 2.766 2.996 -1.809 2.236 3.677 -2.526 2.401 
* P = –2 predstavlja dobiček s penalizacijo –2€/kWh 
**P = 0 predstavlja dobiček brez penalizacije 
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10.8.1 Dodatne ideje za razvoj dvostopenjskega PQL-učenja 
Razviti algoritem nam omogoča tudi dodajanje različnih omejitev in parametrov, kot so: čas 
uporabe, izguba baterije, zmogljivost na začetku in koncu dneva. Rezultatov scenarijev z 
različnimi parametri v tem delu ne predstavljamo, ker je namen dela predstavitev koncepta in 
ne analize robustnosti. Lahko pa povemo, da je nekaj testnih rezultatov s spremenjenimi 
parametri potrdilo pričakovane teoretične rezultate: npr. upoštevanje izgub je zmanjšalo 
dobiček agenta.  
Za enote PE smo vzeli baterije, ki imajo diskretne akcije za polnjenje in praznjenje s polno 
močjo. Ta privzetek smo vzeli zaradi primerjave rezultatov ekonomske optimizacije, ki deluje 
na isti način, in tudi zato, ker bi po teoriji v omrežju brez zavrnitev te akcije prinesle največji 
dobiček. Nadgradnja algoritma bi lahko vsebovala zvezne akcije in učenje mej z večjo 
natančnostjo, kot to omogočajo diskretne akcije in večji koraki.   
Pomembno je poudariti, da bi razviti dvostopenjski model z malo modifikacij in zamenjavo 
vhodnih podatkov za klasifikacijo lahko spremenili tako, da bi pri načrtovanju voznih redov 
upoštevali: 
• ocenjevanje razpoložljivosti PE glede na čas, vreme, tip dneva itn,  
• ocenjevanje kršitev PQ glede na čas, vreme, tip dneva itn. 
Več agregatorjev lahko deluje na enem omrežju brez vpliva na TLS. DSO upošteva operativna 
pravila (v TLS) na pošten, nediskriminatoren način. Agregatorji naj bi bili neodvisni in ne 
poznajo dejanj drug drugega, zato je bilo njihovo delovanje mogoče oceniti z uporabo teorije 
iger. Napoved povpraševanja vsakega od njih bi se spremenila z ukrepi drugih agregatorjev, 
zato bi jo lahko obravnavali kot polno šuma (z napako). Različni agenti bi lahko imeli različne 
taktike: nekateri bi se lahko učili za daljše obdobje, nekateri bi lahko sledili pohlepnejšemu 
učnemu cilju in poskušali agresivne urnike (akcije) ali pa bi bili bolj previdni. Njihovo obnašanje 
bi bilo mogoče nadzorovati s kaznijo za zavrnitev: majhna kazen bi povzročila, da agent 
pogosteje preizkusi tvegane akcije; velika kazen bi povzročila, da bi agent prevzel manj 
tvegane akcije. 
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11 Sklep 
Z vključevanjem OVE in aktivnega odjema v distribucijsko omrežje se spreminja vloga DSO-ja 
iz pasivnega nadzornika v aktivnega upravljalca omrežja. Distribucijska omrežja z razpršenimi 
OVE in PE vedno bolj delujejo kot aktivni deli elektroenergetskega sistema, zato se povečuje 
pomen opazovanja razmer v omrežju in obvladovanja zanesljivosti sistema. Operater 
distribucijskega sistema potrebuje mehanizem, kot je TLS, da pregleda in odobri predlagane 
vozne rede prožnih aktivnih virov v distribucijskem omrežju. Za nadzor portfeljev PE agregator 
potrebuje napredne algoritme za razporejanje enot PE.  
Algoritmi za načrtovanje enot PE lahko delujejo v smeri čim večjega dobička na trgu z energijo, 
v smeri zmanjšanja stroškov, kot podpora omrežju ali pa v smeri zagotavljanja sistemskih 
storitev. V pričujočem delu smo predstavili nov način načrtovanja voznih redov enot PE agenta 
agregatorja z uporabo algoritma PQL. Te rezultate smo primerjali z rezultati, ki so bili 
pridobljeni s pomočjo ekonomskega in energetskega razporejanja.   
Naša hipoteza je bila, da je agent, ki uporablja način PQL, lahko uspešnejši od agentov, ki 
uporabljajo energetske ali ekonomske optimizacijske kriterijske funkcije, saj se nauči izogniti 
kazni zaradi neuspešnih aktivacij svojega portfelja PE. Rezultati naše raziskave to hipotezo 
potrjujejo in kažejo, da je v omrežjih brez omejitev metoda ekonomske optimizacije najboljša, 
saj prinaša največji dobiček, vendar bo vozni red ekonomske optimizacije najverjetneje 
povzročil obratovanje v bližini omejitev omrežja. Pomembno je omeniti, da operaterji 
distribucijskih sistemov ne želijo ogroziti zanesljivosti obratovanja omrežja v korist povečanja 
dobička agregatorja. Metoda energetske optimizacije načrtovanja voznih redov enot PE 
izboljša zanesljivost elektroenergetskega omrežja in odpravi prezasedenost omrežja, vendar 
zmanjša tudi agregatorjev dobiček, kar je razvidno iz rezultatov, prikazanih v Tab. 10.2 in Tab. 
10.4 v stolpcu »% zavrnitev TLS«.   
Rezultati simulacij kažejo na majhno število zavrnitev TLS pri načrtovanju z načinom PQL, kar 
pomeni, da so tako načrtovani vozni redi v večini znotraj obratovalnih mej. S pomočjo načina 
PQL smo dobili naprednega učečega se agenta, ki združuje najboljše lastnosti ekonomske in 
energijske optimizacije, čim večji dobiček ob upoštevanju energijskih omejitev.     
Proces vodenja prožnostnega portfelja in algoritem PQL agregatorji lahko uporabijo za analizo 
potencialnih možnosti uporabe PE za perspektivno poslovanje in oceno njihovega poslovnega 
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modela, npr. glede na regulativni okvir, postavitev trga, omrežne omejitve in topologijo 
portfelja njihovih enot PE. Nadaljnje raziskave se bodo osredotočile na učinek učnih 
parametrov, višine kazni, napake v napovedi proizvodnje PV in odjema, različne topologije 
omrežja, robustnosti v negotovosti in uporabe različnih vidikov (npr. konkurenca ali 
sodelovanje med agenti).  
Nadaljnji razvoj bi tako lahko obsegal naslednje raziskave:  
• Testiranje robustnosti sistema agenta na negotovosti napovedi. 
• Napoved zamašitve omrežja enot PE glede na čas, vreme, tip dneva, tip odjemalca. 
• Ocenjevanje razpoložljivosti enot PE glede na čas, vreme, tip dneva, tip odjemalca. 
• Hierarhični model PQL, kjer bi krovni agent kot vhode za svojo funkcijo učenja uporabil 
izhode in rezultate posameznih agentov ter se naučil načrtovati akcije glede na 
»globalno« strategijo. 
Nadaljnje raziskave ob vzpostavitvi lokalnih trgov:  
• Različne strategije zakupa prenosnih zmogljivosti na distribucijskem omrežju oziroma 
lokalnih trgih v izogib neuspešnim aktivacijam prožnosti. 
11.1 Izvirni prispevki k znanosti 
V doktorski disertaciji je bil razvit koncept trgovanja s prožnostjo za agenta aktivnega 
odjemalca, ki trguje na veleprodajnem trgu z električno energijo in sistemskimi storitvami. 
Razvit je bil sistem semaforja (TLS), ki DSO-ju omogoča popoln nadzor nad omrežjem in nad 
aktivacijami prožnostnih enot ter definira energijske omejitve za agenta aktivnega odjemalca. 
Za agenta aktivnega odjemalca so bili razviti tudi različni načini načrtovanja voznih redov 
aktivacij prožnostnih enot. Znanstveno izvirna načina načrtovanja sta novo razvita načina 
strojnega učenja: načrtovanje voznih redov s Posplošenim Q-učenjem (PQL) in dvostopenjskim 
PQL, ki prek TLS-ja upoštevata energijske omejitve omrežja. Z novo metodo PQL se izognemo 
problemu diskretizacije prostora stanj, omogoča nam prepoznavanje podobnih stanj in s tem 
krajša čas učenja ter izboljša ekonomski izplen. S prepoznavanjem podobnih stanj metoda PQL 
odpravlja tudi potrebo po ponovnem učenju v začetku vsake sezone in po kazalniku ter 
pripadajočem algoritmu za izbor najustreznejšega agenta za zagotavljanje največje dobrobiti. 
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Doprinosi k znanosti v primerjavi z obstoječimi podobnimi raziskavami, predstavljenimi v delu, 
so: 
• Razvoj sistema semaforja (TLS), ki DSO-ju omogoča popoln nadzor nad delovanjem 
prožnostnih enot v omrežju.  
• Definicija postopka izračuna »Zelene premije«, ki omogoča ekonomsko ovrednotenje 
nekaterih sistemskih storitev v distribucijskem omrežju. 
• Zasnova koncepta trgovanja portfelja prožnostnih enot agenta odjemalca na različnih 
veleprodajnih trgih in trgih s sistemskimi storitvami.  
• Razvoj adaptivnega modela agenta odjemalca na trgu z električno energijo, ki s 
pomočjo strojnega učenja na podlagi rezultatov TLS-ja upošteva energijske omejitve 
omrežja v vplivnem časovnem oknu.  
• Razvoj in uvedba postopka večagentnega učenja PQL v trgovanje s prožnostjo in 
načrtovanje voznih redov, ki upošteva energijske omejitve omrežja v vplivnem 
časovnem oknu in ima v primerjavi s Q-učenjem naslednje prednosti:   
o prepoznavanje podobnih stanj in izkoriščanje že pridobljenega znanja, 
o ni potrebe po diskretizaciji problemskega prostora, 
o hitrejše učenje in večji ekonomski izplen agenta, 
o zagotavljanje največje dobrobiti pri delovanju naučenega agenta.  
• Razvoj postopka dvostopenjskega večagentnega učenja, ki pri ekonomskem 
načrtovanju voznih redov upošteva napovedi omejitev omrežja. Prednosti 
dvostopenjskega učenja v primerjavi s PQL: 
o V nezamašenem omrežju so ekonomske izgube zaradi učenja manjše in dobički 
primerljivi z dobičkom agregatorja ob uporabi ekonomske optimizacije.  
Zgoraj našteti znanstveni prispevki se skladajo s pričakovanimi prispevki v temi doktorske 
disertacije: 
• Razvoj adaptivnega modela agenta odjemalca in večagentnega modela agenta za 
agregiran odjem z upoštevanjem energijskih omejitev v vplivnem časovnem oknu. 
• Razvoj postopka učenja, ki upošteva energijske omejitve v vplivnem časovnem oknu. 
• Razvoj algoritma za izbor ustreznega agenta za zagotavljanje največje dobrobiti. 
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11.2 Znanstveni prispevki 
Izvirni znanstveni prispevki in prispevki, ki so bili predstavljeni na konferencah in so nastali na 
podlagi doktorskega študija in raziskav, predstavljenih v tem delu: 
• Tomi Medved, Blaž Prislan, Andrej Gubina, "Enhancing the economic benefit of fair PV 
curtailment with an improved remuneration mechanism", Elektrotehniški vestnik, letn. 
82, št. 5, str. 287–296, 2015 
• Tomi Medved, Blaž Prislan, Jernej Zupančič, Andrej Gubina, "A traffic light system for 
enhancing the utilization of demand response in LV distribution networks", V: IEEE PES 
innovative smart grid technologies, Europe, October, 9–12, 2016, Ljubljana: 
proceedings, 2016 IEEE PES Innovative Smart Grid Technologies Conference Europe 
(ISGT-Europe), Ljubljana, Slovenia, 9–12 October, 2016, Andrej Gubina, ur., et al, 
Ljubljana, Faculty of Electrical Engineering, Piscataway, IEEE, 2016, str. 1–5 
• Andrej Gubina, Tomi Medved, Blaž Prislan, Jernej Zupančič, "A method for optimal 
schedule balancing in distribution network using multi agent control strategy", V: EEM 
16, Porto, INESC TEC, Faculty of Engineering of University of Porto, 2016, str. 1–5 
• Jernej Zupančič, Edin Lakić, Tomi Medved, Andrej Gubina, "Advanced peak shaving 
control strategies for battery storage operation in low voltage distribution network", 
V: Towards and beyond sustainable energy systems, 12th IEEE PES PowerTech 
Conference, 18–22 June 2017, Manchester, UK, Manchester, [s. n.], 2017, str. 1–6 
• Jernej Zupančič, Blaž Prislan, Edin Lakić, Tomi Medved, Andrej Gubina, Andreas Tuerk, 
Veronika Kulmer, "Market-based business model for flexible energy aggregators in 
distribution networks", V: 2017 14th International Conference on the European Energy 
Market (EEM), EEM 2017, 6–9 June 2017, Dresden, Germany, (International 
Conference on the European Energy Market (Online)), [S. l.], IEEE Xplore, 2017, cop. 
2016, str. 1–6 
• Tomi Medved, Gašper Artač, Andrej Gubina, "The use of intelligent aggregator agents 
for advanced control of demand response", Wiley interdisciplinary reviews, Energy and 
environment., vol. 7, iss. 3, str. 1–14, May/Jun. 2018 
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13.1 Priloga 1: Uporaba terminologije 
Action Akcija 
Blockchain Blokovno veriženje 
Deep Learning Globoko učenje 
Demand Response Programs Programi prožnega odjema 
Demand Response Units Prožnostne enote 
Derivatives Izvedeni finančni instrumenti 
Energy payback Energijski povratek 
Feature Značilnost 
Feed in Tariff Zagotovljen odkup 
Forwards Nestandardizirani terminski produkti 
Futures Standardizirani terminski produkti 
Generalized Q-Learning Posplošeno Q-učenje 
Infinity norm Neskončna norma 
Load Shifting Prilagajanje porabe 
Market Coupling Združevanje trgov 
Multi Agent System Večagentna struktura 
Negative Load Balance Negativna bilanca bremena 
Net Metering Neto merjenje 
Offset Odmik 
Online learning Sprotno učenje 
Options Opcije 
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peak demand Konica odjema 
Peak Shaving Rezanje konic 
Positive Load Balance Pozitivna bilanca bremena 
Price Coupling of Regions - PCR Cenovno združevanje regij 
Ramping  Rampiranje 
Smart grids Pametna omrežja 
State Stanje 
Temporal difference Časovne razlike 
Traffic Light System Sistem semaforja 
Weight Utež 
 
