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Abstract
In this paper, we define the eta cochain form and prove its regularity when the
kernel of a family of Dirac operators is a vector bundle. We decompose the eta
form as a pairing of the eta cochain form with the Chern character of an idem-
potent matrix and we also decompose the Chern character of the index bundle
for a fibration with boundary as a pairing of the family Chern-Connes character
for a manifold with boundary with the Chern character of an idempotent matrix.
We define the family b-Chern-Connes character and then we prove that it is en-
tire and give its variation formula. By this variation formula, we prove another
noncommutative family Atiyah-Patodi-Singer index theorem. Thus, we extend
the results of Gezler and Wu to the family case.
Keywords: Eta cochain form; family Chern-Connes character for manifolds
with boundary; family b-Chern-Connes character; variation formula.
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1 Introduction
In [APS], Atiyah-Patodi-Singer introduced the eta invariant and proved their fa-
mous Atiyah-Patodi-Singer index theorem for manifolds with boundary. In [BC],
using Cheeger’s cone method, Bismut and Cheeger defined the eta form which is a
family version of the eta invariant and extended the APS index formula to the family
case under the condition that all boundary Dirac operators are invertible. In [MP1,2],
using the Melrose’s b-calculus, Melrose and Piazza extended the Bismut-Cheeger fam-
ily index theorem to the case that boundary Dirac operators are not invertible. In
[Do], Donnelly extended the APS index theorem to the equivariant case by modify-
ing the Atiyah-Patodi-Singer original method. In [Zh], Zhang got this equivariant
Atiyah-Patodi-Singer index theorem by using a direct geometric method in [LYZ].
On the other hand, in [Wu], Wu proved the Atiyah-Patodi-Singer index theorem in
the framework of noncommutative geometry. To do so, he introduced the eta cochain
(called the higher eta invariant in [Wu]) which is a generalization of the classical
Atiyah-Patodi-Singer eta invariant in [APS], then proved its regularity by using the
Getzler symbol calculus [Ge1] as adopted in [BF] and computed its radius of conver-
gence. Subsequently, he proved the variation formula of eta cochains, using which he
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got the noncommutative Atiyah-Patodi-Singer index theorem. In [Ge2], using super-
connection, Getzler gave another proof of the noncommutative Atiyah-Patodi-Singer
index theorem, which was more difficult, but avoided mention of the operators b and
B of cyclic cohomology. In [Wa1], we defined the equivariant eta cochain and proved
its regularity using the method in [CH], [Fe] and [Zh]. Then we proved an equiv-
ariant noncommutative Atiyah-Patodi-Singer index theorem. In [Wa2], we defined
infinitesimal equivariant eta cochains and proved their regularity. In [LMP], Lesch,
Moscovici and Pflaum presented the Chern-Connes character of the Dirac operator
associated to a b-metric on a manifold with boundary in terms of a retracted cocy-
cle in relative cyclic cohomology. Blowing-up the metric one recovered the pair of
characteristic currents that represent the corresponding de Rham relative homology
class, while the blowdown yielded a relative cocycle whose expression involves higher
eta cochains and their b-analogues. The corresponding pairing formula with relative
K-theory classes captured information about the boundary and allowed to derive ge-
ometric consequences. In [Xi], Xie proved an analogue for odd dimensional manifolds
with boundary, in the b-calculus setting, of the higher Atiyah-Patodi-Singer index
theorem by Getzler and by Wu. Xie also obtained a natural counterpart of the eta
invariant for even dimensional closed manifolds.
The purpose of this paper is to extend the theorems due to Getzler and Wu to the
family case. our main theorems are as follows (for related definitions, see Sections 3-5).
Theorem 3.6 Suppose that all DM,z are invertible with λ the smallest positive eigen-
value of all |DM,z|. We assume that ||d(p|M )|| < λ and p ∈ Mr×r(C∞∗ (N)), then in
the cohomology of X
ch[Ind(pDz,+,εp)] = 〈τ(B),Ch(p)〉. (1.1)
Theorem 5.1 Suppose that all DM,z are invertible with λ the smallest positive
eigenvalue of all |DM,z|. We assume that ||d(p|M )|| < λ and p ∈ Mr×r(C∞exp(N̂)),
then in the cohomology of X
ch[Ind(pDz,+p)] =
∫ b
N̂/X
Â(RN̂/X)ch(Imp)− 〈η̂∗(BM ), ch∗(pM )〉. (1.2)
The above theorems obviously apply with no mayor modifications to the twisted
case by an extra odd differential form. This paper is organized as follows: in Sec-
tion 2, we define the eta cochain form and prove its regularity when the kernel of a
family of Dirac operators is a vector bundle.. In Section 3, we decompose the eta
form as a pairing of the eta cochain form with the Chern character of an idempotent
matrix and we also decompose the Chern character of the index bundle for a fibra-
tion with boundary as a pairing of the family Chern-Connes character for manifolds
with boundary with the Chern character of an idempotent matrix. In Section 4, We
define the family b-Chern-Connes character and then we prove that it is entire and
give its variation formula. In Section 5, by this variation formula, we prove another
noncommutative family Atiyah-Patodi-Singer index theorem. Thus, we extend the
2
results of Gezler and Wu to the family case.
2 The eta cochain form
In this Section, we define the eta cochain form and prove its regularity.
Firstly, we recall the Bismut superconnection. Let M be a n + q dimensional
compact connected manifold without boundary and X be a q dimensional compact
connected manifold without boundary. We assume that pi : M → X is a submersion
of M onto X, which defines a fibration of M with the fibre Z. For y ∈ X, pi−1(y) is a
submanifold My of M . Denote by TZ the n-dimensional vector bundle on M whose
fibre TxMπx is the tangent space at x to the fibre Mπ(x). We assume that M and X
are oriented. We take a smooth horizontal subbundle THM of TM . A vector field
X ∈ Γ(X,TX) will be identified with its horizontal lift XH ∈ Γ(M,THM). Moreover
THx M is isomorphic to Tπ(x)X via pi∗. We take a Riemannian metric on X and then
lift the Euclidean scalar product gX of TX to T
HM . We further assume that TZ
is endowed with a scalar product gZ . Thus we can introduce on TM a new scalar
product gX ⊕ gZ , and denote by ∇L the Levi-Civita connection on TM with respect
to this metric. Set ∇X denote the Levi-Civita connection on TX and we still denote
by ∇X the pullback connection on THM . Let ∇Z = PZ(∇L) where PZ denotes the
orthogonal projection to TZ. Set ∇⊕ = ∇X ⊕∇Z and S = ∇L −∇⊕ and T be the
torsion tensor of ∇⊕. Denote by SO(TZ) the SO(n) bundle of oriented orthonormal
frames in TZ. Now we assume that the bundle TZ is spin. Denote by S(TZ) the
associated spinor bundle and ∇Z can be lifted to a connection on S(TZ). Let D be
the Dirac operator in the tangent direction defined by D =
∑n
j=1 c(e
∗
j )∇S(TZ)ej where
∇S(TZ) is a spin connection on S(TZ). Set E be the vector bundle pi∗(∧T ∗X)⊗S(TZ).
Then the Bismut superconnection acting on E is defined by
B = D +
q∑
α=1
f∗α ∧ (∇S(TZ)fα +
1
2
k(fα))− 1
4
c(T ), (2.1)
where
k(fα) =
n∑
j=1
〈
∇TZfα ej − [fα, ej ], ej
〉
, c(T ) = −
∑
α<β
∑
j
fα ∧ fβc(ej)
〈
[fHα , f
H
β ], ej
〉
.
(2.2)
Let ψt : dyα → dyα√t be the rescaling operator. Let Bt =
√
tψt(B) and Ft = B
2
t .
Let treven denote taking the trace with value in Ωeven(X). When dimZ is odd, for
a0, · · · , a2k ∈ C∞(M), we define the family cochain ch2k(Bt, dBtdt ) by the formula:
ch2k(Bt,
dBt
dt
)(a0, · · · , a2k)
=
2k∑
j=0
(−1)j〈a0, [Bt, a1], · · · , [Bt, aj ], dBt
dt
, [Bt, aj+1], · · · , [Bt, a2k]〉t, (2.3)
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If Aj (0 ≤ j ≤ q) are operators on Γ(E), we define:
〈A0, · · · , Aq〉t =
∫
△q
treven[A0e
−σ0FtA1e−σ1Ft · · ·Aqe−σqFt]dσ, (2.4)
where △q = {(σ0, · · · , σq)|σ0 + · · ·+ σq = 1, σj ≥ 0} is a simplex in Rq. When dimZ
is even, in (2.4), we use str instead of treven and define ch2k(Bt,
dBt
dt ).
We assume that the kernel of D is a complex vector bundle. Formally, the eta
cochain form is defined to be an even cochain sequence by the formula:
η̂2k(B) =
1√
pi
∫ ∞
0
ch2k(Bt,
dBt
dt
)dt, when dimZ is odd; (2.5)
η̂2k(B) =
∫ ∞
0
ch2k(Bt,
dBt
dt
)dt, when dimZ is even. (2.6)
This integral makes sense by the following Lemma 2.1 and Lemma 2.5. Then η̂0(B)(1)
is the eta form defined by Bismut and Cheeger in [BC]. In order to prove that the
above definition is well defined, it is necessary to check the integrality near the two
ends of the integration. Firstly, the regularity at infinity comes from the following
lemma.
Lemma 2.1 We assume that the kernel of D is a complex vector bundle. For
a0, · · · , a2k ∈ C∞(M), we have
ch2k(Bt,
dBt
dt
)(a0, · · · , a2k) = O(t−
3
2 ), as t→∞. (2.7)
Proof. Since the kernel of D is a complex vector bundle, our proof is very similar
to the proof of Lemma 3.5 in [Wa2] (see revised version arXiv:1307.8189). We just
use Lemma 9.4 in [BGV] instead of Lemma 3.4 in [Wa2]. We use D + c(T )4 and
ψt : dyα → dyα√t instead of D −
c(X̂)
4 and ψt : X̂ → X̂t in Lemma 3.5 in [Wa2] respec-
tively where X̂ is the Killing vector field. We note that ch2k(Bt,
dBt
dt ) corresponds to
1
2
√
t
chk(
√
tD−X̂ ,DX̂) in [Wa2]. Comparing with the single operator case in Lemma
2 in [CM], the operator [Bt, aj ] =
√
t[c(dZaj) +
1√
t
dXaj∧] is instead of
√
t[D, aj ] and
δt(g) in Lemma 9.21 in [BGV] emerges, where δt(g) = 1 + O(t
− 1
2 )S0 and S0 is a
smooth operator. By these differences, in the discussions of Lemma 2 in [CM], the
number of copies of e−σltD
2
(I −H) may be less than k2 +1. But the coefficients of S0
and dXaj∧ are O(t− 12 ). Through careful observations, we still get (2.7). ✷
In the following, we prove the regularity at zero of the eta cochain form. We
know that dBtdt =
1
2
√
t
ψt(D +
c(T )
4 ). We introduce the Grassmann variable dt which
anticommutates with c(ej) and dyα. Set F̂ = F + dt(D +
c(T )
4 ). Let
ch2k(F̂ )(a0, · · · , a2k) = tk
∫
△2k
ψttr
even[a0e
−tσ0F̂ [B, a1] · · · [B, a2k]e−tσ2kF̂ ]dσ. (2.8)
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By the Duhamel principle and (dt)2 = 0, we have
e−tσj F̂ = e−tσjF − tdt
∫ σj
0
e−t(σj−ξ)F (D +
c(T )
4
)e−tξF dξ. (2.9)
By (2.8) and (2.9), we have
ch2k(F̂ )(a0, · · · , a2k) = ch2k(F )(a0, · · · , a2k)+ t
3
2 ch2k(Bt,
dBt
dt
)(a0, · · · , a2k)dt. (2.10)
Let A be an operator and l be a positive interger. Write
A[l] = [F̂ , A[l−1]], A[0] = A, A(l) = [F,A(l−1)], A(0) = A.
Similar to Lemma 4.4 in [Wa3], we have
Lemma 2.2 Let A a finite order fibrewise differential operator with form coefficients,
then for any s > 0, we have:
e−sFA =
N−1∑
l=0
(−1)l
l!
slA(l)e−sF + (−1)NsNA(N)(s); (2.11)
e−sF̂A =
N−1∑
l=0
(−1)l
l!
slA[l]e−sF̂ + (−1)NsNA[N ](s), (2.12)
where A(N)(s) and A[N ](s) are given by
A(N)(s) =
∫
△N
e−u1sFA(N)e−(1−u1)sF du1du2 · · · duN ; (2.13)
A[N ](s) =
∫
△N
e−u1sF̂A[N ]e−(1−u1)sF̂ du1du2 · · · duN . (2.14)
As in [CH], [Fe], [Wa3], by Lemma 2.2, we have for a sufficient large N ,
ch2k(F )(a0, · · · , a2k)
= ψt
N∑
λ1,...,λ2k=0
(−1)λ1+···+λ2k
λ1! · · · λ2k!
Ct|λ|+ktreven
[
a0[B, a1]
(λ1) · · · [B, a2k](λ2k)e−tF
]
+O(t
3
2 );
(2.15)
ch2k(F̂ )(a0, · · · , a2k)
= ψt
N∑
λ1,...,λ2k=0
(−1)λ1+···+λ2k
λ1! · · ·λ2k! Ct
|λ|+ktreven
[
a0[B, a1]
[λ1] · · · [B, a2k][λ2k ]e−tF̂
]
+O(t
3
2 ),
(2.16)
where C is a constant. Recall Lemma 2.17 in [Wa3] which extends the corresponding
Lemma in [Po] and [PW]
Let U be an open subset of Rn. We define Volterra symbols and Volterra ΨDOs
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on U ×Rn+1/0 as follows.
Definition 2.3 The set SmV (U×Rn+1)⊗∧T ∗zB, m ∈ Z , consists of smooth functions
q(x, ξ, τ) on U ×Rn ×R with an asymptotic expansion q ∼∑j≥0 qm−j, where:
-ql ∈ C∞(U × [(Rn ×R)\0]) ⊗ ∧T ∗zB is a homogeneous Volterra symbol of degree l,
i.e. ql is parabolic homogeneous of degree l and satisfies the property
(i) q extends to a continuous function on (Rn ×C−)\0 in such way to be holo-
morphic in the last variable when the latter is restricted to C−.
- The sign ∼ means that, for any integer N and any compact K ⊂ U, there is a
constant CNKαβk > 0 such that for x ∈ K and for |ξ|+ |τ |
1
2 > 1 we have
||∂αx ∂βξ ∂kτ (q −
∑
j<N
qm−j)(x, ξ, τ)|| ≤ CNKαβk(|ξ|+ |τ |
1
2 )m−N−|β|−2k. (2.17)
For q =
∑
l qlω
l where ql ∈ SmV (U × Rn+1) and ωl ∈ ∧lT ∗zB, we define ||q|| =∑
l |ql|||ωl|| and ||ωl|| is the norm of ωl in (∧lT ∗zB, gTBz ).
Definition 2.4 The set ΨmV (U×R,∧T ∗zB), m ∈ Z , consists of continuous operators
Q from C∞c (Ux ×Rt,∧T ∗zB) to C∞(Ux ×Rt,∧T ∗zB) such that:
(i) Q has the Volterra property;
(ii) Q = q(x,Dx,Dt)+R for some symbol q in S
m
V (U×R,∧T ∗zB) and some smoothing
operator R.
In the sequel if Q is a Volterra ΨDO, we let KQ(x, y, t− s) denote its distribution
kernel, so that the distribution KQ(x, y, t) vanishes for t < 0.
Lemma 2.5 (Lemma 2.17 in [Wa3]) Let Q ∈ Ψ∗V (Rn×R, S(T (Mz))⊗∧∗T ∗zX) have
Getzler order m and model operator Q(m). Then as t→ 0+ we have:
1) σ[ψtKQ(0, 0, t)]
(j) = ωoddO(t
j−n−m−2
2 ) +O(t
j−n−m−1
2 ), if m− j is odd;
2) σ[ψtKQ(0, 0, t)]
(j) = t
j−n−m−2
2 KQ(m)(0, 0, 1)
(j) + ωoddO(t
j−n−m−1
2 ) + O(t
j−n−m
2 ),
if m− j is even,
where [KQ(0, 0, t)]
(j) denotes the degree j form component inMz and ω
oddO(t
j−n−m−2
2 )
denotes that the coefficients of t
j−n−m−2
2 are in ∧odd(T ∗X)⊗ ∧(T ∗(Mz)).
Lemma 2.6 The following estimate holds
ch2k(Bt,
dBt
dt
) ∼ O(1) when t→ 0, (2.18)
Proof. By (2.10), (2.15) and (2.16), in order to prove Lemma 2.6, we only prove
ψtt
|λ|+ktreven[a0[B, a1][λ1] · · · [B, a2k][λ2k]e−tF̂ ]
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−ψtt|λ|+ktreven[a0[B, a1](λ1) · · · [B, a2k](λ2k)e−tF ] = O(t
3
2 )dt. (2.19)
This a local problem and we fix a point x0 in Mz. Set
h(x) = 1 +
1
2
dt
n∑
j=1
xjc(ej) (2.20)
as in [Zh]. By (5.29) in [Wa3], we have
h[F + dt(D +
c(T )
4
)]h−1 = F + dtu, (2.21)
where the Getzler order OG(u) ≤ 0 of u. Write
A˜[l] = [hF̂h−1, A˜[l−1]], A˜[0] = A.
Then
ψtt
|λ|+ktreven[a0[B, a1][λ1] · · · [B, a2k][λ2k]e−tF̂ ]
= ψtt
|λ|+ktreven[a0 ˜[B, a1][λ1] · · · ˜[B, a2k][λ2k ]e−thF̂ h−1 ]. (2.22)
By the Volterra calculus, we have
(
∂
∂t
+ F + dtu)−1 = (
∂
∂t
+ F )−1 − dt( ∂
∂t
+ F )−1u(
∂
∂t
+ F )−1. (2.23)
Let
a0
˜[B, a1][λ1] · · · ˜[B, a2k][λ2k] = A0 + dtA1, (2.24)
where
A0 = a0[B, a1]
(λ1) · · · [B, a2k](λ2k).
Then
a0
˜[B, a1][λ1] · · · ˜[B, a2k][λ2k ]( ∂
∂t
+ F + dtu)−1 −A0( ∂
∂t
+ F )−1
= −A0dt( ∂
∂t
+ F )−1u(
∂
∂t
+ F )−1 + dtA1(
∂
∂t
+ F )−1. (2.25)
By (2.24) in [Wa3], in order to prove (2.19), we only need to prove
tk+|λ|ψttreven[A0(
∂
∂t
+ F )−1u(
∂
∂t
+ F )−1] = O(t
3
2 ), (2.26)
tk+|λ|ψttreven[A1(
∂
∂t
+ F )−1] = O(t
3
2 ). (2.27)
We note that A0(
∂
∂t +F )
−1u( ∂∂t +F )
−1 ∈ End−(∧∗(TX)⊗S(TZ)), so when we take
treven, only the coefficient of c(e1) · · · c(en) is left and other terms are zero. Note that
OG(t
k+|λ|A0(
∂
∂t
+ F )−1u(
∂
∂t
+ F )−1) ≤ −4, (2.28)
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so by Lemma 2.5 (1) for j = n odd and m = −4 and taking treven, we get (2.26). By
OG(u) ≤ 0 and (2.24), we get OG(t|λ|+kA1( ∂∂t + F )−1) ≤ −4. Again j = n, so we get
(2.27). Thus we prove Lemma 2.6. ✷
Remark. We also introduce a new Bismut superconnection on M˜ = M × R+ →
X × R+ as in [BGV, Thm. 10.32] and prove a formula which is similar to (2.10).
Then we can give a new proof of Lemma 2.6 as in [BGV, p. 347].
For the idempotent p ∈ Mr(C∞(M)), its Chern character Ch(p) in entire cyclic
homology is defined by the formula (for more details see [GS]):
Ch(p) = Tr(p) +
∑
k≥1
(−1)k(2k)!
k!
Tr2k((p− 1
2
)⊗ p⊗2k) (2.29)
where
Tr2k : Mr(C∞(M))⊗ (Mr(C∞(M))/Mr(C))⊗2k → C∞(M)⊗ (C∞(M)/C)⊗2k
is the generalized trace map. Let
||dp|| = ||[B, p]|| =
∑
i,j
||dMpi,j|| (2.30)
where pi,j (1 ≤ i, j ≤ r) is the entry of p. Similar to Proposition 2.17 in [Wa1], we have
Proposition 2.7 Suppose that all Dz are invertible with λ the smallest positive eigen-
value of all |Dz |. We assume that ||dp|| < λ, then the pairing 〈η̂∗(B),Ch∗(p)〉 is
well-defined.
3 The family index pairing for manifolds with boundary
In this section, we decompose the eta form as a pairing of the eta cochain form
with the Chern character of an idempotent matrix and we also decompose the Chern
character of the index bundle for a fibration with boundary as a pairing of the family
Chern-Connes character for a manifold with boundary with the Chern character of
an idempotent matrix.
Suppose that all Dz are invertible with λ the smallest positive eigenvalue of all
|Dz | and ||dp|| < λ. Let H = Γ(M,∧∗(TX)⊗ S(TZ)) and
p(B ⊗ Ir)p : p(H ⊗Cr) = L2(M,∧∗(TX)⊗ S(TZ)⊗ p(Cr))
→ L2(M,∧∗(TX)⊗ S(TZ)⊗ p(Cr))
be the Bismut superconnection with the coefficient from F = p(Cr). Then we have
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Theorem 3.1 Under the assumption as above, we have up to an exact form on X
η̂(p(B ⊗ Ir)p) = 〈η̂∗(B),Ch∗(p)〉, (3.1)
where the left term is the Bismut-Cheeger eta form.
Let
B =
[
0 −B ⊗ Ir
B ⊗ Ir 0
]
; p =
[
p 0
0 p
]
; σ =
√−1
[
0 Ir
Ir 0
]
be operators from H ⊗Cr ⊕H ⊗Cr to itself, then
Bσ = −σB; σp = pσ. (3.2)
Moreover BetB
2
and etB
2
(t > 0) are traceclass. For u ∈ [0, 1], let
Bu = (1− u)B + u[pBp+ (1− p)B(1− p)] = B + u(2p− 1)[B, p], (3.3)
then
Bu =
[
0 −Bu
Bu 0
]
= B+ u(2p− 1)[B, p]. (3.4)
We consider the infinite dimensional bundleH⊗Cr⊕H⊗Cr onX×[0, 1]×R×[0,∞),
parameterized by (b, u, s, t). Let
B˜ = t
1
2ψtBu + sσ(p− 1
2
), (3.5)
then A = d(u,s,t)+ B˜ be a superconnection on H⊗Cr⊕H⊗Cr. Direct computations
show that
(d+ B˜)2 = tψtB
2
u − s2/4− (1− u)t
1
2 sσ[ψtB, p] + dsσ(p − 1
2
)
+t
1
2 du(2p − 1)[ψtB, p] + 1
2
t−
1
2dtψt[Du +
c(T )
4
]. (3.6)
We also consider A as At, which is a family superconnection parameterized by t on
the superbundle with the base X × [0, 1] ×R and the fibre H ⊗Cr ⊕H ⊗Cr. Let
Γu = {u} × R ⊂ [0, 1] × R be a contour oriented in the direction of increasing s
and γs = [0, 1] × {s} be a contour oriented in the direction of increasing u . By the
Duhamel principle and the Stokes theorem as in page 225 in [Wa1], then
dXω =
∫
[0,1]×R
d
∫ +∞
0
Streven(eA
2
) =
(∫
Γ1
−
∫
Γ0
−
∫
γ+∞
+
∫
γ−∞
)[∫ +∞
0
Streven(eA
2
)
]
,
(3.7)
where Streven denotes taking the supertrace with value in Ωeven(X) ⊗ Ω([0, 1] ×R).
So in the cohomology of X, we have∫
Γ0
∫ +∞
0
Streven(eA
2
) =
∫
Γ1
∫ +∞
0
Streven(eA
2
). (3.8)
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Similar to (3.8) in [Wa1], we have∫
Γ0
∫ +∞
0
Streven(eA
2
) = −4√−1pi[〈η̂∗(B),Ch(p)〉 − 〈η̂∗(B), rk(p)Ch∗(1)〉]. (3.9)
Similar to (3.10) in [Wa1], we have∫
Γ1
∫ +∞
0
Streven(eA
2
) = −2√−1
∫ +∞
−∞
e−s
2/4ds
·
∫ +∞
0
ψtTr
even[(p − 1
2
)(D1 +
c(T )
4
)e−tB
2
1 ]d
√
t. (3.10)
By the following lemma 3.2 and (3.8)-(3.10), similar to (3.12) in [Wa1], we can prove
Theorem 3.1. ✷
Lemma 3.2 Let Bs = B + s(2p − 1)[B, p] for s ∈ [0, 1]. We assume that all Dz be
invertible and ||dMp|| < λ, then we have η̂(B0) = η̂(B1).
Proof. By ||dMp|| < λ, then Ds = D + s(2p − 1)[D, p] is invertible for s ∈ [0, 1].
Similar to the discussions of Proposition 4.4 in [Wu], the eta form of Bs is well defined.
So η̂(Bs) is smooth. Let Bs = Ds +A[1] − c(T )4 and A0 = (2p− 1)[D, p]. Then by the
definition of the eta form and the Duhamel principle, we have
d
ds
η̂(Bs) =
1√
pi
∫ +∞
0
ψttr
even[A0e
−tB2s ]d
√
t+ L, (3.11)
where
L = − 1√
pi
∫ +∞
0
ψttr
even
{
t(Bs +
c(T )
2
−A[1])
·
∫ 1
0
e−σtB
2
s [(2p − 1)[B, p], Bs]+e−(1−σ)tB2s dσ
}
d
√
t. (3.12)
By treven(AB) = treven(BA) and Bse
−σB2s = e−σB
2
sBs, we have
treven
{
Bs
∫ 1
0
e−σtB
2
s [(2p − 1)[B, p], Bs]+e−(1−σ)tB2s dσ
}
=
∫ 1
0
treven
{
(2p − 1)[B, p]e−σtB2s [Bs, Bs]+e−(1−σ)tB2s dσ
}
, (3.13)
and
treven
{
(
c(T )
2
−A[1])
∫ 1
0
e−σtB
2
s [(2p − 1)[B, p], Bs]+e−(1−σ)tB2s dσ
}
=
∫ 1
0
treven
{
(2p − 1)[B, p]e−σtB2s [c(T )
2
−A[1], Bs]+e−(1−σ)tB
2
s dσ
}
. (3.14)
By (3.12)-(3.14)
L = −
∫ +∞
0
√
t
2
√
pi
ψt
∫ 1
0
treven
{
(2p− 1)[B, p]e−σtB2s [Ds + c(T )
4
, Bs]+e
−(1−σ)tB2s dσ
}
dt,
(3.15)
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By
d(tψtB
2
s )
dt
=
1
2
ψt[Ds +
c(T )
4
, Bs]+, (3.16)
(3.11) and (3.15), using the Duhamel principle and the Leibniz rule, then we get
∂
∂t
{√
t√
pi
ψttr
even
[
(2p − 1)[D, p]e−tB2s
]}
=
∂
∂s
{
1
2
√
pit
ψttr
even
[
(Ds +
c(T )
4
)e−tB
2
s
]}
.
(3.17)
So
d
ds
η̂(Bs) =
√
t√
pi
ψttr
even
[
(2p − 1)[D, p]e−tB2s
]
|+∞0 . (3.18)
By Ds being invertible, tr
even
[
(2p − 1)[D, p]e−tB2s
]
exponentially decays, so
limt→+∞
√
t√
pi
ψttr
even
[
(2p− 1)[D, p]e−tB2s
]
= 0. (3.19)
By Lemma 2.3, similar to the discussions on page 164 in [Wu], we have
limt→0
√
t√
pi
ψttr
even
[
(2p − 1)[D, p]e−tB2s
]
= c0
∫
Z
Â(TZ)tr
{
(2p− 1)(dZp)exp[
√−1
2pi
(A′ ∧A′ + dA′)]
}
= 0, (3.20)
where A′ = s(2p− 1)dMp. Then by (3.18)-(3.20), we prove Lemma 3.2. ✷
Let N be a fibration with the even-dimensional compact spin fibre. Let M be
the boundary of N . We endow N with a metric which is a product in a collar
neighborhood of M . Denote by B (BM ) the Bismut superconnection on N (M).
Let C∞∗ (N) = {f ∈ C∞(N)|f is independent of the normal coordinate xn near the
boundary }.
Definition 3.3 The family Chern-Connes character on N , τ = {τ0, τ2, · · · , τ2q · · ·} is
defined by
τ2q(B)(f
0, f1, ·, f2q) := −η̂2q(BM )(f0|M , f1|M , ·, f2q|M )
+
1
(2q)!(2pi
√−1)q
∫
Z
Â(TZ)f0df1 ∧ · · · ∧ df2q, (3.21)
where f0, f1, ·, f2q ∈ C∞∗ (N).
Similar to Proposition 4.2 in [Wa1], we have
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Proposition 3.4 The family Chern-Connes character is b − B˜ closed (Here we use
B˜ instead of the Connes operator B. For the definitions of b, B˜, see [Co]). That is,
in the cohomology of X, we have
bτ2q−2 + B˜τ2q = 0. (3.22)
By Proposition 2,7, we have
Proposition 3.5 Suppose that all DM,z are invertible with λ the smallest positive
eigenvalue of all |DM,z|. We assume that ||d(p|M )|| < λ, then the pairing 〈τ,Ch(p)〉
is well-defined.
We let C1(M) =M×(0, 1], N˜ = N∪M×{1}C1(M) and U be a collar neighborhood
of M in N . For ε > 0, we take a metric gε of N˜ such that on U ∪M×{1} C1(M)
gε =
dr2
ε
+ r2gM .
Let S = S+ ⊕ S− be spinors bundle associated to (N˜z, gε) and H∞ be the set
{ξ ∈ Γ(N˜z, S)| ξ and its derivatives are zero near the vertex of cone }. Denote by
L2c(N˜z, S) the L
2−completion of H∞ (similar define L2c(N˜z, S+) and L2c(N˜z, S−)).
Let
Dz,ε : H
∞ → H∞; Dz,+,ε : H∞+ → H∞− ,
be the Dirac operators associated to (N˜z, g
ε) which are Fredholm operators for the
sufficient small ε. When DMz is invertible, the index bundle of {Dz} is well defined
by [BC]. We recall the Bismut-Cheeger family index theorem for the twisting bundle
Imp with the connection pd in [BC]
ch[Ind(pDz,+,εp)] =
∞∑
r=0
(−1)r
r!(2pi
√−1)r
∫
Z
Â(TZ)Tr[p(dp)2r]− η̂(pBMp). (3.22)
Then we get
Theorem 3.6 Suppose that all DM,z are invertible with λ the smallest positive eigen-
value of all |DM,z|. We assume that ||d(p|M )|| < λ and p ∈ Mr×r(C∞∗ (N)), then in
the cohomology of X
ch[Ind(pDz,+,εp)] = 〈τ(B),Ch(p)〉. (3.23)
Proof. Let τ̂2q be defined by
τ̂2q(B)(f
0, f1, ·, f2q) := 1
(2q)!(2pi
√−1)q
∫
Z
Â(TZ)f0df1 ∧ · · · ∧ df2q, (3.24)
12
where f0, f1, ·, f2q ∈ C∞∗ (N). Recall
ch(Imp) =
∞∑
q=0
(−1)q
(2pi
√−1q!Tr[p(dp)
2q], (3.25)
By (3.22) and Theorem 3.1 and (2.29), (3.24) and Tr[(dp)2k] = 0 for 1 ≤ k, we have
〈τ̂⋆(B), ch(p)〉 =
∫
Z
Â(TZ)ch(Imp), (3.26)
so Theorem 3.6 holds.
✷
4 The family b-Chern-Connes character
In this section, we define the family b-Chern-Connes character which is the family
version of the Getzler’s b-Chern-Connes character in [Ge2] and then we prove that it
is entire and give its variation formula.
Let us recall the exact b-geometry (see [LMP],[Xi]). Let N be a compact fibration
with boundary M and denote by N◦ its interior of N . We take the b-metric gb =
1
r2 dr⊗ dr+ gM near the M where r is the normal coordinate near the boundary. Let
x = lnr which gives an isometry between the infinite cylinder ((−∞, c0]×M,gcyl =
dx ⊗ dx + gM ) and the collar neighborhood U with the exact b-metric. Now we
consider the complete Riemannian manifold N̂ = (−∞, c0] ×M ∪M (N\U◦) instead
of N◦ with the exact b-metric. Let C∞exp(N̂) be the space of smooth functions on N̂
which expands exponentially on the infinite cylinder (−∞, c0]×M . A smooth function
f ∈ C∞(N̂ ) expands exponentially on (−∞, c0] ×M if f(x, y) ∼
∑∞
k=0 e
kxfk(y) for
(x, y) ∈ (−∞, c0]×M , where fk(y) ∈ C∞(M) for each k. That is
f(x, y)−
N−1∑
k=0
ekxfk(y) = e
NxRN (x, y), (4.1)
where all derivative of RN (x, y) in x and y are bounded.
On (−∞, c0]×M , we write a = ac+ exa∞ for a ∈ C∞exp(N̂ ) with ac, a∞ ∈ C∞(N̂)
and ac constant with respect to x. Following [Xi], define the b-norm of a by
b||a|| :=
||ac||1 + 2||a∞||1. The b-integral of a along the fibre is defined by∫ b
advol :=
∫
Nz\U◦z
a|Nz\U◦z dvol +
∫
(−∞,c0]×Mz
exa∞dvol. (4.2)
Following [LMP, A.1] and [MP1], we can define the b-pseudodifferential operator with
coefficients in ∧∗(TX) and the pointwise trace of the Schwartz kernel of smooth b-
pseudodifferential operators is a b-function. We define the b-trace is the b-integral of
this b-function. That is, for A ∈ Ψ−∞b (N̂z,∧∗(TX)⊗S(TN̂z)) and its Schwartz kernel
kA, define the b-trace which is in Ω(X) by
bStr(A) =
∫ b
Str(kA(x, x))dvol. (4.3)
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Let B be the Bismut superconnection on N̂ and Bt = tψtB and Ft = B
2
t . By [MP1],
e−Ft ∈ Ψ−∞b (N̂z,∧∗(TX) ⊗ S(TN̂z)). For A0, · · · , Aq ∈ Ψ∞b (N̂ ,∧∗(TX) × S(TN̂z)),
we define
〈〈A0, · · · , Aq〉〉b =
∫
△q
bStr[A0e
−σ0FA1e−σ1F · · ·Aqe−σqF ]dσ, (4.4)
and
〈〈A0, · · · , Aq〉〉b,t =
∫
△q
bStr[A0e
−σ0FtA1e−σ1Ft · · ·Aqe−σqFt ]dσ. (4.5)
For f0, · · · , fk ∈ C∞exp(N̂), we define the family b-Chern-Connes character by
bchk(B)(f0, · · · , fk) := 〈〈f0, [B, f1], · · · , [B, fk]〉〉b; (4.6)
bchk(Bt)(f0, · · · , fk) := 〈〈f0, [Bt, f1], · · · , [Bt, fk]〉〉b,t. (4.7)
Define
bchk(B,V ) :=
∑
0≤j≤k
(−1)jdegV 〈〈f0, [B, f1], · · · , [B, fj ], V, [B, fj+1], · · · , [B, fk]〉〉b.
(4.8)
Similarly we may define bchk(Bt, V ). The family b-Chern-Connes character is well
defined by the following Proposition 4.7. We recall the following lemma
Lemma 4.1 ([MP1, Proposition 9]) For A ∈ Ψ∞b,cl(N̂ ,∧∗(TX) × S(TN̂z)) and L ∈
Ψ−∞b,cl (N̂ ,∧∗(TX)× S(TN̂z)), we have
bStr[A,L] =
√−1
2pi
∫ +∞
−∞
StrM
(
∂I(A,λ)
∂λ
· I(L, λ)
)
dλ, (4.9)
where I(L, λ) is the indicial family of L (for the definition, see [LMP] or [MP1]).
Let D be the Dirac operator on the cylinder (−∞,+∞)×M , then D = c(dx) ddx +
D∂ . On the boundary, c(dx) gives a natrual identification of the even and odd half
spinor bundle, then with respect to this splitting
D =
(
0 −1
1 0
)
d
dx
+
(
0 D∂
D∂ 0
)
. (4.10)
By [MP1, p.139], we have
Lemma 4.2 The following equality holds
I(B,λ) =
√−1c(dx)λ +B′M ; I(F, λ) = λ2 + (B′M )2 (4.11)
where with respect the above splitting
B′M = D∂
(
0 1
1 0
)
+
q∑
α=1
f∗α ∧ (∇S(TM/X)fα +
1
2
kM (fα))
(
1 0
0 1
)
14
− 1
4
c(TM )
(
0 1
1 0
)
. (4.12)
By Lemma 4.2, we have
F ′M := (B′M )2 ∈ Ωeven(X)
(
L1 0
0 L1
)
+Ωodd(X)
(
0 L2
L2 0
)
, (4.13)
where L1, L2 ∈ End(S(TMz)). Similarly, we have
I([B, a], λ) =
(
0 [D∂ , a∂ ]
[D∂ , a∂ ] 0
)
+ dXa∂
(
1 0
0 1
)
. (4.14)
By Lemma 4.1 and Lemma 4.2, we have
Lemma 4.3 For K ∈ Ψ−∞b,cl (N̂ ,∧∗(TX)× S(TN̂z)), we have
bStr[B,K] = dX
bStr(K)− 1
2pi
∫ +∞
−∞
StrM [c(dx)I(K,λ)]dλ. (4.15)
By Lemmas 4.1-4.3, similar to Lemma 6.3 in [Ge2], we have
Lemma 4.4 Let Aj ∈ Ψ∞b,cl(N̂ ,∧∗(TX)× S(TN̂z)) which indicial family is indepen-
dent of λ.
1. If εj = (|A0|+ · · ·+ |Aj−1|)(|Aj |+ · · ·+ |Ak|), then
〈〈A0, · · · , Ak〉〉b,t = (−1)εj 〈〈Aj , · · · , Ak, A0, · · · , Aj−1〉〉b,t. (4.16)
2.
〈〈A0, · · · , Ak〉〉b,t =
k∑
j=0
(−1)εj 〈〈1, Aj , · · · , Ak, A0, · · · , Aj−1〉〉b,t. (4.17)
3.
−dX〈〈A0, · · · , Ak〉〉b,t +
k∑
j=0
(−1)|A0|+···+|Aj−1|〈〈A0, · · · , [Bt, Aj ], · · · , Ak〉〉b,t
= 〈〈(A0)∂ , · · · , (Ak)∂〉〉∂,t, (4.18)
where when dimMz is odd,
〈〈(A0)∂ , · · · , (Ak)∂〉〉∂,t := −1
2
√
pi
∫
△k
StrM
[
c(dx)A0,∂e
−σ0F ′tM · · ·Ak,∂e−σkF ′t
M
]
dσ.
(4.19)
4. For 0 ≤ j < k,
〈〈A0, · · · , [Ft, Aj ], · · · , Ak〉〉b,t
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= −〈〈A0, · · · , AjAj+1, · · · , Ak〉〉b,t + 〈〈A0, · · · , Aj−1Aj, · · · , Ak〉〉b,t. (4.20)
For j = k,
〈〈A0, · · · , Ak−1, [Ft, Ak]〉〉b,t
= 〈〈A0, · · · , Ak−2, Ak−1Ak〉〉b,t − (−1)εk〈〈AkA0, A1, · · · , Ak−1〉〉b,t. (4.21)
Proof. 1) By the definition of trace, we have
〈〈A0, · · · , Ak〉〉b,t − (−1)εj 〈〈Aj , · · · , Ak, A0, · · · , Aj−1〉〉b,t
=
∫
△k
bstr
[
A0e
−σ0FtA1 · · ·Aj−1e−σj−1Ft, Aje−σjFtAj+1 · · ·Ake−σkFt
]
dσ. (4.22)
By I(Ft, λ) = tλ
2 + F ∂t and Lemma 4.1 and
∫ +∞
−∞ λe
−tλ2dλ = 0, we know that 1)
holds.
(2) (2) comes from (1) by the same trick in the [Get2, p.18].
(3)By Bte
Ft = eFtBt, we have
k∑
j=0
(−1)|A0|+···+|Aj−1|〈〈A0, · · · , [Bt, Aj ], · · · , Ak〉〉b,t
=b Str[Bt, A0e
−s1FtA1e−(s2−s1)Ft · · ·Ake−(1−sk)Ft ]. (4.23)
Then by Lemma 4.3 and (4.23),we get (3).
(4) By the Duhamel principle, we have
d
dsj
[e−(sj−sj−1)FtAje−(sj+1−sj)Ft ] = −e−(sj−sj−1)Ft [Ft, Aj ]e−(sj+1−sj)Ft . (4.24)
By the integration along
∫ sj+1
sj−1
, we have
[e−(sj+1−sj−1)Ft , Aj ] = −
∫ sj+1
sj−1
e−(sj−sj−1)Ft [Ft, Aj ]e−(sj+1−sj)Ftdsj . (4.25)
By (4.25), we get (4.20). By (4.25) and the indicial family of Ak is independent of λ
and Lemma 4.1, we get (4.21). ✷
By Lemma 4.4, similar to the proof of Theorem 6.2 in [Ge2], we get
Theorem 4.5 When dimMz is odd, for any k ≥ 0, the following equality holds
bbch
k−2
(Bt) + B˜
bch
k
(Bt)− dXbchk−1(Bt) = C˜hk−1(B′tM ) ◦ iM ∗, (4.26)
where
C˜h
k−1
(B′t
M
) ◦ i∗M (a0, · · · , ak−1) = 〈〈(a0)∂ , [B′tM , a1,∂ ], · · · , [B′tM , ak−1,∂ ]〉〉∂,t. (4.27)
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Proof. By Lemma 4.4 (3), for A0 = a0, Aj = [Bt, aj ] and 1 ≤ j ≤ k − 1 we have
−dX〈〈a0, [Bt, a1], · · · , [Bt, ak−1]〉〉b,t ++〈〈[Bt, a0], [Bt, a1], · · · , [Bt, ak−1]〉〉b,t
+
k−1∑
j=1
(−1)j−1〈〈a0, [Bt, a1], · · · , [B2t , aj ], · · · , [Bt, ak−1]〉〉b,t
= 〈〈(a0)∂ , [B′tM , a1,∂ ], · · · , [B′tM , ak−1,∂ ]〉〉∂,t. (4.28)
By the definition of B˜ (see [Co]) and Lemma 4.4 (2), we get
B˜bch
k
(Bt)(a0, · · · , ak−1) = 〈〈[Bt, a0], [Bt, a1], · · · , [Bt, ak−1]〉〉b,t. (4.29)
By Lemma 4.4 (4), and [Bt, ajaj+1] = [Bt, aj ]aj+1 + aj [Bt, aj+1], we have
bbch
k−2
(Bt)(a0, · · · , ak−1) =
k−1∑
j=1
(−1)j−1〈〈a0, [Bt, a1], · · · , [B2t , aj ], · · · , [Bt, ak−1]〉〉b,t.
(4.30)
By (4.28)-(4.30), we get Theorem 4.5. ✷
By Theorem 4.5, we have
Theorem 4.6 When dimNz is even and k − 1 is even, the following equality holds
dbch
k−1
(Bt)
dt
+ bbch
k−2
(Bt,
dBt
dt
) + B˜bch
k
(Bt,
dBt
dt
)
+dX
bch
k−1
(Bt,
dBt
dt
) = − 1√
pi
chk−1(BMt ,
dBMt
dt
). (4.31)
Proof. We know that Bt is a superconnection on the infinite dimensional bundle
C∞(N,E)→ X which we write E → X. Let X˜ = X×R+, and E˜ be the superbundle
pi∗E over X˜ , which is the pull-back to X˜ of E . Define a superconnection B̂ on E˜ by
the formula
(B̂β)(y, t) = (Btβ(·, t))(y) + dt ∧ ∂β(y, t)
∂t
. (4.32)
The curvature F̂ of B̂ is
F̂ = Ft − dBt
dt
∧ dt, (4.33)
where Ft = B2t is the curvature of Bt. By the Duhamel principle, then
e−F̂ = e−Ft − dt
(∫ 1
0
e−uFt
dBt
dt
e−(1−u)Ftdu
)
. (4.34)
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Then for any l ≥ 0, we have
bch
l
(B̂) = bch
l
(Bt)− dtbchl(Bt, dBt
dt
). (4.35)
By Theorem 4.5, we have
bbch
k−2
(B̂) + B˜bch
k
(B̂)− dXbchk−1(B̂) = C˜hk−1(B̂′M ). (4.36)
By Theorem 4.5 and (4.36), (4.35) and d
X˜
= dX + dt
d
dt , we have
dt
[
dbch
k−1
(Bt)
dt
+ bbch
k−2
(Bt,
dBt
dt
) + B˜bch
k
(Bt,
dBt
dt
)
+dX
bch
k−1
(Bt,
dBt
dt
)
]
= C˜h
k−1
(B′t
M
)− C˜hk−1(B̂′M ). (4.37)
By (4.19), (4.35), (4.12) and (4.13), we get
C˜h
k−1
(B′t
M
)− C˜hk−1(B̂′M ) = − 1√
pi
dtchk−1(BMt ,
dBMt
dt
). (4.38)
By (4.37) and (4.38), we get (4.31). ✷
We recall that an even cochain {Φ2n} is called entire if
∑
n ||Φ2n||n!zn is entire,
where ||Φ|| := supb||fj ||≤1{|Φ(f0, f1, · · · , f2k)|} for fj ∈ C∞exp(N̂). Then we have
Proposition 4.7 bch(B) is an entire cochain and 〈bch(B), ch(p)〉 is well defined.
Proof. For A ∈ Ψ−∞b (N̂z ,∧∗(TX)⊗ S(TN̂z)) and its Schwartz kernel kA, we define
StrN\U (A) =
∫
Nz\Uz
Str(kA(x, x))dvol;
bStrend(A) =
∫ b
(−∞,c0)×Mz
Str(kA(x, x))dvol.
(4.39)
So for a0, · · · , aq ∈ C∞exp(N̂ ),∫
△q
bStr
[
a0e
−σ0F [B, a1]e−σ1F · · · [B, aq]e−σqF
]
dσ
=
∫
△q
StrN\U
[
a0e
−σ0F [B, a1]e−σ1F · · · [B, aq]e−σqF
]
dσ
+
∫
△q
bStrend
[
a0e
−σ0F [B, a1]e−σ1F · · · [B, aq]e−σqF
]
dσ. (4.40)
By the discussions on the compact fibration as in [BeC], we have∣∣∣∣∣
∫
△q
StrN\U
[
a0e
−σ0F [B, a1]e−σ1F · · · [B, aq]e−σqF
]
dσ
∣∣∣∣∣ ≤ Tr(e−D22 )b||a0||b||a1|| · · ·b ||aq||.
(4.41)
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On the cylinder, we get
[B, aj] = Cj + e
xBj; a0 = C0 + e
xB0, (4.42)
where
Cj = c(dMz (aj)c) + dX(aj)c; Bj = c(dNz (aj)∞) + c((aj)∞dx) + dX(aj)∞,
and Cj is constant along the normal direction x. The second term in (4.40) can be
written as a sum of terms of the following two types:
I)
∫
△q
bStrend
[
C0e
−σ0FC1e−σ1F · · ·Cqe−σqF
]
dσ,
II)
∫
△q
bStrend
[
A0e
−σ0F · · · e−σjF exBje−σj+1F · · ·Aqe−σqF
]
dσ, whereAj = Cj or e
xBj.
Firstly we estimate the type I) integral. Without generality, we set q = 1. Let
B2 = D2 + A[+] and DR be the Dirac operator on the cylinder (−∞, c0) ×Mz. By
the Duhamel principle, we have
C0e
−σ0FC1e−σ1F = C0
∑
m≥0
(−σ0)m
∫
△m
e−σ0v0D
2
A[+] · · ·A[+]e−σ0vmD
2
dv
×C1
∑
l≥0
(−σ1)l
∫
△l
e−σ1v
′
0D
2
A[+] · · ·A[+]e−σ1v
′
lD
2
dv′
= C0
∑
m≥0
(−σ0)m
∫
△m
[e−σ0v0D
2 − e−σ0v0D2R ]A[+] · · ·A[+]e−σ0vmD
2
dv
×C1
∑
l≥0
(−σ1)l
∫
△l
e−σ1v
′
0D
2
A[+] · · ·A[+]e−σ1v
′
lD
2
dv′
+ · · ·+ C0
∑
m≥0
(−σ0)m
∫
△m
e−σ0v0D
2
RA[+] · · ·A[+]e−σ0vmD
2
Rdv
×C1
∑
l≥0
(−σ1)l
∫
△l
e−σ1v
′
0D
2
RA[+] · · ·A[+][e−σ1v
′
lD
2 − e−σ1v′lD2R ]dv′
+C0
∑
m≥0
(−σ0)m
∫
△m
e−σ0v0D
2
RA[+] · · ·A[+]e−σ0vmD
2
Rdv
×C1
∑
l≥0
(−σ1)l
∫
△l
e−σ1v
′
0D
2
RA[+] · · ·A[+]e−σ1v
′
lD
2
Rdv′. (4.43)
We know that A[+] is independent of x on the cylinder and D
2
R = △R +D2Mz , so
bStrend
C0 ∑
m≥0
(−σ0)m
∫
△m
e−σ0v0D
2
RA[+] · · ·A[+]e−σ0vmD
2
Rdv
×C1
∑
l≥0
(−σ1)l
∫
△l
e−σ1v
′
0D
2
RA[+] · · ·A[+]e−σ1v
′
l
D2Rdv′
∣∣∣(−∞,c0)×Mz] = 0. (4.44)
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We estimate the first term K1 in (4.43) and the estimate of other terms is similar.
Since D and DR are self adjoint, we can apply the functional calculus to these two
operators. Then ||e−uD2 || ≤ 1 and ||e−uD2R || ≤ 1 for u ≥ 0. By Theorem 3.2 (1)
in [LMP], similar to the proof of Lemma 2.2 in [Wa2], then ||K1||1 is bounded. By
the measure of the boundary of the simplex being zero, we can estimate K1 in the
interior of the simplex, that is σ0 > 0, σ1 > 0, vj > 0, v
′
j > 0. We note that the zero
order b-pseudodifferential operator is bounded and
||(1 +D2)− 12 e−uD2 || ≤ L0u−
1
2 ; ||e−uD2 − e−uD2R ||1 ≤ L′0ur, (4.45)
where L0, L
′
0 are constant and r is any integer. It holds that (see line 7 in [BC, P.21])∫
△m
v
− 1
2
0 · · · v
− 1
2
m−1dv =
pi
m
2
m
2 Γ(
m+1
2 )
. (4.46)
When m is odd, then
pi
m
2
m
2 Γ(
m+1
2 )
≤ 2pi
m
2
(m+12 )!
. (4.47)
When m is even, then
pi
m
2
m
2 Γ(
m+1
2 )
≤ 2pi
m
2
(m2 )!
. (4.48)
So by (4.45)-(4.48), we get
||K1|| ≤ ||C0||||C1||
∑
l.m
∫
△1
(σ0)
m(σ1)
l
∫
△m
||e−σ0v0D2 − e−σ0v0D2R ||1
·||A[+](1 +D2)−
1
2 ||||(1 +D2) 12 e−σ0v1D2 ||
· · · ||A[+](1 +D2)−
1
2 ||||(1 +D2) 12 e−σ0vmD2 ||dv
·
∫
△l
||e−σ1v′0D2 ||||A[+](1 +D2)−
1
2 ||||(1 +D2) 12 e−σ1v′1D2 ||
· · · ||A[+](1 +D2)−
1
2 ||||(1 +D2) 12 e−σ1v′lD2 ||dv′
≤ δ0||C0||||C1||
∑
l.m
∫
△1
(σ0)
m
2 (σ1)
l
2
∫
△m
∫
△l
·||δ1A[+](1 +D2)−
1
2 ||m+lv−
1
2
1 · · · v
− 1
2
m v
′− 12
1 · · · v′
− 1
2
l dvdv
′,
≤ δ0||C0||||C1||
∑
l.m
∫
△m
∫
△l
·||δ1A[+](1 +D2)−
1
2 ||m+lv−
1
2
1 · · · v
− 1
2
m v
′− 12
1 · · · v′
− 1
2
l dvdv
′,
≤ δ0||C0||||C1||
[ ∑
m,even
||δ1A[+](1 +D2)−
1
2 ||m 2pi
m
2
(m+12 )!
+
∑
m,odd
||δ1A[+](1 +D2)−
1
2 ||m 2pi
m
2
(m+12 )!
2
≤ δ0||C0||||C1||(1 + δ2)2e2(||δ1A[+](1+D2)
−
1
2 ||)2 (4.49)
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where δ0, δ1, δ2 are constant. For the general q, similarly we get∣∣∣∣∣
∫
△q
bStrend
[
C0e
−σ0FC1e−σ1F · · ·Cqe−σqF
]
dσ
∣∣∣∣∣
≤ δ0 1
q!
(q + 1 + dimX)
 q∏
j=0
||Cj ||
(δ1e2||δ1A[+](1+D2)− 12 ||2)q+1 . (4.50)
In order to estimate the type II integral, we decompose the type II integral as (4.36).
Up to the last term, other terms have the same estimate with corresponding terms
in (4.36). Using the same trick as in [Xi], we get that the bound of the 1-norm of the
last term is δ 1q!(δ
′)q+1(q + 1)||B||∏qj=1 ||Aj ||.
By the above estimate, bch(B) is well-defined. Similarly, for a fixed t > 0, bch(Bt)
and bch(Bt,
dBt
dt ) are well defined. ✷
5 The family Atiyah-Patodi-Singer index theorem for
twisted Dirac operators
In this section, we extend the Getzler’s index theorem to the family case. Let
Â(RN̂/X) = det
1
2
 RN̂/X4π√−1
sinh R
N̂/X
4π
√−1
 . (5.1)
Theorem 5.1 Suppose that all DM,z are invertible with λ the smallest positive
eigenvalue of all |DM,z|. We assume that ||d(p|M )|| < λ and p ∈ Mr×r(C∞exp(N̂)),
then in the cohomology of X
ch[Ind(pDz,+p)] =
∫ b
N̂/X
Â(RN̂/X)ch(Imp)− 〈η̂∗(BM ), ch∗(pM )〉. (5.2)
Proof. By Theorem 4.6 and (B + b)(ch(p)) = 0, for fixed t1, t2 > 0, we have in the
cohomology of X,
〈bch∗(Bt2), ch∗(p)〉 − 〈bch
∗
(Bt1), ch∗(p)〉 = −
1√
pi
〈
∫ t2
t1
ch∗(BMt ,
dBMt
dt
)dt, ch∗(pM )〉.
(5.3)
Let t1 go to zero and t2 go to +∞. By Proposition 5.2 and Theorem 5.3 in [LMP],
similar to the computations in Section 4 in [Wa3], we get
limt→0bch
2k
(Bt)(a0, a1, · · · , a2k) = 1
(2k)!
(2pi
√−1)−n2
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·
∫ b
N̂/X
a0da1 ∧ · · · ∧ da2kÂ(2pi
√−1RN̂/X). (5.4)
Then we have
limt1→0〈bch
∗
(Bt1), ch∗(p)〉 =
∫ b
N̂/X
Â(RN̂/X)ch(Imp). (5.5)
By Lemma 5.2 in the following, we have
limt2→+∞〈bch
∗
(Bt2), ch∗(p)〉 = limt→+∞bch
∗
(pBtp). (5.6)
By all DM,z being invertible and Proposition 15 in [MP1], we have
ch[Ind(pDz,+p)] = limt→+∞bch
∗
(pBtp), (5.7)
By (5.3) and (5.5)-(5.7) and the definition of the eta cochain form, we get Theorem
5.1. ✷
Lemma 5.2 The formula (5.6) holds.
Proof. Let Bt,u =
√
tψt(B + u(2p − 1)[B, p]). Using the same discussions with
Theorem 4.6, we get in the cohomology of X
〈∂
bch
∗
(Bt,u)
∂u
, ch∗p〉 = − 1√
pi
〈ch∗(BMt,u,
∂BMt,u
∂u
), ch∗(pM )〉. (5.8)
Then
〈bch∗(Bt,1), ch∗p〉− 〈bch∗(Bt), ch∗p〉 = − 1√
pi
〈
∫ 1
0
ch∗(BMt,u,
∂BMt,u
∂u
)du, ch∗(pM )〉. (5.9)
By [Bt,1, p] = 0, it holds that
〈bch∗(Bt,1), ch∗p〉 = bch(pBtp). (5.10)
By (5.9) and (5.10) and the following lemma, we know that Lemma 5.2 is correct. ✷
Lemma 5.3 The following equality holds
limt→+∞〈
∫ 1
0
ch∗(BMt,u,
∂BMt,u
∂u
)du, ch∗(pM )〉 = 0. (5.11)
Proof. By [BMt,u, pM ] = (1− u)[BMt , pM ] and ∂Bt,u∂u = (2p − 1)[Bt, p], we have
〈
∫ 1
0
ch∗(BMt,u,
∂BMt,u
∂u
)du, ch∗(pM )〉 =
+∞∑
l=0
(2l)!
l!
tl+
1
2
2l∑
j=0
(−1)j+l
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·
∫
u∈[0,1]
(1− u)2lψt〈pM − 1
2
, [BM , pM ], · · · , (2pM − 1)[BM , pM ], · · · , [BM , pM ]〉t,u.
(5.12)
For the large t, we have
||tre−tDM,2u || ≤ c0e−t(λ−u|dpM |)2 . (5.13)
In the following, we drop off the index M . Using the same trick in Lemma 4.2 in
[Wa3] and (5.13), we get the following estimate. For any 1 ≥ σ > 0, t > 0 and t is
large and any order l fibrewise differential operator A with form coefficients, we have
||e−σtB2uA||σ−1 ≤ C0(σt)−
l
2
+ dimX
2 e−[(1−ε)(λ−u|dp|)
2−ε]σt, (5.14)
where C0 is a constant and ε is any small positive constant. By (5.14) and the Ho¨lder
inequality, we have ∣∣∣∣〈p − 12 , [B, p], · · · , (2p − 1)[B, p], · · · , [B, p]〉t,u
∣∣∣∣
≤ C0 |[B, p]||
2l+1
(2l + 1)!
t
dimX
2 e−[(1−ε)(λ−u|dp|)
2−ε]t. (5.15)
By (5.12) and (5.15), we get
〈
∫ 1
0
ch∗(BMt,u,
∂BMt,u
∂u
)du, ch∗(pM )〉 = O(ec0(||dp||−λ)t), (5.16)
where c0 is a positive constant, so Lemma 5.3 holds. ✷
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