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Abstract
Robotic odor source localization (OSL) is a technology that enables mobile robots or
autonomous vehicles to find an odor source in unknown environments. It has been
viewed as challenging due to the turbulent nature of airflows and the resulting odor
plume characteristics. The key to correctly finding an odor source is designing an effective olfactory-based navigation algorithm, which guides the robot to detect emitted
odor plumes as cues in finding the source. This dissertation proposes three kinds of
olfactory-based navigation methods to improve search efficiency while maintaining a low
computational cost, incorporating different machine learning and artificial intelligence
methods.
A. Adaptive Bio-inspired Navigation via Fuzzy Inference Systems.
In nature, animals use olfaction to perform many life-essential activities, such as homing,
foraging, mate-seeking, and evading predators. Inspired by the mate-seeking behaviors
of male moths, this method presents a behavior-based navigation algorithm for using
on a mobile robot to locate an odor source. Unlike traditional bio-inspired methods,
which use fixed parameters to formulate robot search trajectories, a fuzzy inference
system is designed to perceive the environment and adjust trajectory parameters based
on the current search situation. The robot can automatically adapt the scale of search
trajectories to fit environmental changes and balance the exploration and exploitation
of the search.
B. Olfactory-based Navigation via Model-based Reinforcement Learning Methods.
This method analogizes the odor source localization as a reinforcement learning problem.
During the odor plume tracing process, the belief state in a partially observable Markov
decision process model is adapted to generate a source probability map that estimates
possible odor source locations. A hidden Markov model is employed to produce a plume
distribution map that premises plume propagation areas. Both source and plume estimates are fed to the robot. A decision-making model based on a fuzzy inference system
is designed to dynamically fuse information from two maps and balance the exploitation
and exploration of the search. After assigning the fused information to reward functions,
a value iteration-based path planning algorithm solves the optimal action policy.
C. Robotic Odor Source Localization via Deep Learning-based Methods.
This method investigates the viability of implementing deep learning algorithms to solve
the odor source localization problem. The primary objective is to obtain a deep learning
model that guides a mobile robot to find an odor source without explicating search
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strategies. To achieve this goal, two kinds of deep learning models, including adaptive
neuro-fuzzy inference system (ANFIS) and deep neural networks (DNNs), are employed
to generate the olfactory-based navigation strategies. Multiple training data sets are
acquired by applying two traditional methods in both simulation and on-vehicle tests to
train deep learning models. After the supervised training, the deep learning models are
verified with unseen search situations in simulation and real-world environments.
All proposed algorithms are implemented in simulation and on-vehicle tests to verify
their effectiveness. Compared to traditional methods, experiment results show that the
proposed algorithms outperform them in terms of the success rate and average search
time. Finally, the future research directions are presented at the end of the dissertation.

Chapter 1

Introduction

1.1

Problem Statement

Humans perceive the world with five senses, including sight, sound, smell, taste, and
touch. In robotic applications, a machine can achieve similar perception capabilities
by integrating various kinds of sensors. Autonomous driving vehicles [1], for instance,
can see and hear the surrounding environment via cameras, LIDAR sensors, and sonar.
However, compared with other sensing abilities, the sense of smell, i.e., olfaction, has
not been thoroughly studied in the robotics literature.
Robotic odor source localization (OSL) is a technology that employs a mobile robot or
an autonomous vehicle, equipped with odor detection sensors, i.e., chemical sensors, to
find an odor source in an unknown environment [2]. This technology enables robots
with a sense of smell, i.e., olfaction, to trace and find odor sources, which has many
practical applications. Some of them that are frequently quoted include monitoring air
pollution [3], locating chemical gas leaks [4], locating unexploded mines and bombs [5],
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finding survivors in search-and-rescue operations [6], and marine surveys such as finding
underwater hydrothermal vents [7].
To correctly find an odor source, an effective olfactory-based navigation algorithm is critical. Like image-based navigation algorithms, which utilize the information extracted
from images as references to navigate a robot, olfactory-based navigation algorithms
detect odor plumes as cues to guide robots in finding the odor source. The challenge of
this navigation problem is to command robots to detect odor plumes continuously. In a
turbulent airflow environment, the turbulence of the fluid medium constantly stretches
and twists the odor filaments inside an odor plume, and the temporal and spatial variations in the airflow velocity cause the plume centerline to meander. The turbulent
airflows make the odor concentration distribution far from a smooth gradient along the
wind direction, but an intermittent and patchy signal [8]. Therefore, olfactory-based
navigation over long distances in real-world turbulent fluid fields is not trivial.
This thesis presents a variety of olfactory-based navigation algorithms for implementation on a mobile robot to find an odor source in unknown environments. The research
niche of this work is using modern artificial intelligence (AI) and machine learning (ML)
algorithms to improve the search efficiency while retaining the computational simplicity.
By using these methods, including fuzzy inference theories, reinforcement learning (RL),
adaptive neuro-fuzzy inference systems (ANFIS), and deep neural networks, the plume
tracing robot can intelligently adjust its search behaviors and swiftly plan its search
routes depending on the current search situation. Experiment results show that the
proposed algorithms improve the search time and success rate compared to traditional
olfactory-based navigation methods.
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Background and Motivation

It is commonly accepted that an OSL problem can be divided into three phases, namely
plume finding, plume tracing, and source declaration [9]. In the first phase, the robot
searches for the presence of odor plumes. After the robot detects plumes, it switches
to the plume tracing phase, which follows plumes as cues to find the odor source. In
the source declaration phase, the robot recognizes the odor source and declares the odor
source location.
The key step to solve an OSL problem is the plume tracing phase, where olfactory-based
navigation algorithms are designed to guide robots to detect plumes and move to the
odor source. The challenging part of this navigation problem is to estimate the emitted
odor plume locations, which are not only related to the molecular diffusion that takes
plumes away from the odor source but also the advection of airflows [8]. In laminar
flow environments, plume dispersal is a steady and stable process, which results in a
spatially coherent plume trajectory. In this scenario, the intuitive gradient following
algorithm, i.e., chemotaxis [10], is applicable for guiding a plume tracing robot to find
the odor source. However, in a turbulent flow environment, odor plumes are stretched
and twisted to form an intermittent concentration trajectory, which fails the chemotaxis
in this environment. Alternatively, two other categories of olfactory-based navigation
algorithms, namely bio-inspired and engineering-based (i.e., probabilistic) algorithms,
have been researched and proposed [11].
A bio-inspired algorithm directs the robot to mimic animal olfactory behaviors. A typical bio-inspired algorithm is the moth-inspired method, which is inspired by the mateseeking behaviors of male moths [12]: a male moth flies against wind when detecting
pheromone plumes emitted from female moths and across wind when plumes are absent.
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This behavior can be framed as a ‘surge/casting’ model, where a plume tracing robot
moves against the wind direction when detecting plumes (i.e., ‘surge’) and traverses the
wind when missing plume contact (i.e., ‘casting’) [13]. By contrast, engineering based
navigation algorithms utilize mathematical and physics-based approaches to deduce possible odor source locations. The main procedures are twofold [14]: first, possible odor
source locations are estimated via source mapping algorithms; then, a path planner is
employed to direct the robot to the estimated target.
Compared to the aforementioned algorithms, chemotaxis is barely researched since it
is not applicable in turbulent flow environments. Bio-inspired algorithms are simple
and easy to implement but not as effective as an engineering-based algorithm in highly
turbulent flow environments. When the airflow field varies significantly, the simple
‘surge/casting’ model can barely keep the robot continuously detecting plumes [15].
Engineering-based algorithms, on the other hand, can estimate odor source or plume
locations to facilitate the plume tracing process and improve the search efficiency [16],
but the high computational cost to estimate source or plume locations online impedes
its applications on robotic platforms, which have limited computational resources. In
summary, a desired olfactory-based navigation algorithm should be light-weight, i.e., it
does not require high computational resources, while efficient and capable enough to
find odor sources in different airflow environments.

1.3

Thesis Overview

This thesis is organized as below: Chapter 2 presents a comprehensive review of recent olfactory-based navigation algorithms; Chapter 3 shows the adaptive bio-inspired
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navigation method using fuzzy inference methods; Chapter 4 presents the reinforcement learning-based navigation method; Chapter 5 demonstrates the data driven-based
methods, including deep learning and adaptive neuro-fuzzy inference systems; Chapter
6 presents the setup and results of on-vehicle tests; Chapter 7 shows the conclusion of
this work and future works.

Chapter 2

Literature Review

Robotic OSL is an emerging research topic in recent decades. Thanks to the rapid development of robotics and autonomous systems, employing mobile robots or autonomous
vehicles to trace and locate odor (or chemical) sources in harsh environments becomes
feasible. Over the past three decades, a significant amount of research works have proposed various kinds of olfactory-based navigation algorithms. This chapter provides a
survey that reviews recently published olfactory-based navigation algorithms, grouped
into four categories: chemotaxis, bio-inspired, engineering-based, and multi-agent search
algorithms.

2.1

Chemotaxis: Gradient Following Algorithms

Early robotic OSL algorithms attempted to find odor sources via a simple gradient
following algorithm, i.e., chemotaxis. In nature, bacteria such as Escherichia coli use
the chemotaxis to locate nutrients [17], where they can sense the chemical concentration
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and move toward the area with the high concentration. Fig. 2.1 illustrates the principle
of chemotaxis algorithms.

Figure 2.1: A chemotaxis method. The gradient of odor concentration is used as the
reference to navigate the robot. Reprinted from [18], Fig. 1.

To implement the chemotaxis method, Sandini et al. [19] employed a mobile robot
equipped with a pair of chemical sensors, and the robot was programmed to steer toward
the side with the higher chemical concentration. The chemical concentration needs to
be monitored periodically to guarantee that the robot moves toward the source, i.e.,
the continuous increasing concentration is interpreted as the robot approaching the
source, and the consistent falling concentration indicates the robot leaving the source.
Many indoor experiments [20–23] have proved the validity of chemotaxis in laminar
flow environments (i.e., low Reynolds numbers), where the chemical concentration is a
smooth and stable signal. However, this method is not applicable in an environment with
turbulent flows (i.e., high Reynolds numbers) since odor plumes are congregated into
packets and the gradient of concentration becomes a patchy and intermittent signal [24].
To approach the problem of plume tracing in turbulent flow environments, bio-inspired
and engineering-based methods were proposed and researched.
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Bio-inspired Methods

The core idea of bio-inspired methods is commanding a robot to mimic successful odor
tracing and localization behaviors of animals. Although gradient-based algorithms (i.e.,
chemotaxis) are inspired by living creatures, they are mostly related to olfactory behaviors of lower organisms like bacteria. In turbulent flow environments, algorithms
inspired by more complicated creatures, e.g., moths, lobsters, and beetles, are more reliable. This section reviews three major bio-inspired methods, including moth-inspired,
lobster-inspired, and beetle-inspired methods.

2.2.1

2.2.1.1

Moth-inspired Methods

The ‘Surge/Casting’ Model

Most bio-inspired methods concentrate on moth-inspired methods (i.e., anemotaxis),
which is inspired by the mate-seeking behavior of male moths [25]. Research shows
that male moths could successfully locate female moths by tracking pheromone plumes
emitted by female moths over a long distance [12, 26] and overcoming obstacles such as
forests [27].

Figure 2.2: A male moth traces a female moth through pheromone plumes using the
anemotaxis method. Reprinted from [28], Fig. 3.

Fig. 2.2 shows how a male moth finds a female moth via tracing emitted pheromone
plumes: when a male moth detects pheromone plumes, it tries to maintain contact with
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the plume by moving upwind, termed ‘surge’; when the contact of plumes is missed for a
sufficiently long period of time, it pauses the upwind movement and performs crosswind
excursions, termed ‘casting’. These two main steps comprise the fundamental frame of
the anemotaxis method (i.e., the ‘surge/casting’ model).

2.2.1.2

Implementations of Moth-Inspired Methods

Early work on moth-inspired methods verified the feasibility of the ‘surge/casting’ model.
Ryohei et al. [29] generalized the ‘surge/casting’ model by observing moth reactions
under pheromone stimulus and implemented it on a wheeled ground vehicle to find
an odor source in a closed environment. Yoshihiko and Isao [30] presented a decision
and control model based on a recurrent neural network, which commanded the robot to
imitate the ‘surge/casting’ behaviors. In their method, inputs from two gas sensors were
processed by the proposed neural network and transmitted to two motors to control the
robot. A similar controller based on a more complex neural network with more layers
and inputs was proposed in [31]. Simulations showed that the proposed neural network
controller was valid in both low-turbulent and high-turbulent environments. Lochmatter
et al. [32] implemented this behavior pattern on a wheeled ground vehicle to find an
odor source in a laminar flow environment.
In the underwater environment, Li et al. [33] implemented the ‘surge/casting’ model on
an autonomous underwater vehicle (AUV) to search for an underwater chemical source.
In the surge behavior, the AUV was commanded to move up-flow when it was in the
plume, and when it left the plume, it steered an offset angle to change its heading and
move forward. If the AUV re-contacted the plume, it went back to the surge behavior;
otherwise, it moved in a ‘cloverleaf’-like trajectory to re-detect plumes in the ‘casting’
behavior. Results from water experiments [34, 35] showed that the AUV successfully
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found the source, which proved the validity of the moth-inspired method in underwater
OSL applications. Above the ground, Luo et al. [36] designed a flying odor compass
based on an unmanned aerial vehicle (UAV), which can identify the airflow direction
based on plume detection events and trace plumes to find the odor source accordingly
(i.e., fly upwind).

2.2.1.3

Some Modifications

Recent developments of moth-inspired methods tried to modify the conventional ’surge/casting’ model to obtain a better search performance on robotic systems. Farrell et al.
[37] modified the conventional ‘surge’ behavior by adding customized ‘track-in’ and
‘track-out’ behaviors to increase the plume contact duration in the plume tracing process. When the AUV (employed as the robotic agent in this work) loses the plume
detection, it will first search plumes in the surrounding area before turning to the ‘casting’ behavior, i.e., ‘track-out’ behavior. Once the AUV finds odor plumes, it turns to
the ‘track-in’ behavior again and moves upflow to the source.
Shigaki et al. [38] introduced a time varying moth-inspired method, where the duration
of the ‘surge’ behavior is calculated via an equation obtained by analyzing the moth’s
muscle activities under odor stimulation. They found that the duration of the ‘surge’
behavior of a moth is associated with the number of the stimulus (i.e., plume detection
numbers). When a moth detects the pheromone plume for the first time, the surge
duration is the longest, and the duration decreases if more plumes are detected. Based
on this observation, a math model was created to imitate this mechanism, where the
robot ‘surge’ duration decreases when the plume detection number increases. This model
was verified by experiments with a mobile robot, and results from indoor experiments
showed that this method had an approximate 90% success rate. Recently, they proposed
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a fuzzy controller to adaptively control the transition among ‘surge’, ‘stop’, and ‘casting’
behaviors according to airflow changes in the search environment [39]. This method
was implemented on a mobile robot to find an odor source in an indoor environment.
Experimental results show that the proposed method improves the success rate by 45.7%
compared to the normal ‘surge/casting’ anemotaxis method.
Shunsuke et al. [40] found wind directions also affect moth behaviors when they trace
pheromones. Biological experiments showed that moths tend to decrease their speed
and angular velocity when they face the wind. A modified ’surge/casting’ model with
a middle step that checks the current wind direction was proposed, and if the detected
wind direction is upwind, the robot will decrease its speed.
Liberzon et al. [41] modified the traditional moth-inspired methods to find an odor
source in turbulent airflow environments. In their method, a timer is added to count the
time interval (i.e., tc ) of the first detected plume and the last detected plume. As long
as the plumes are encountered at the rate of tc , the robot performs the ‘surge’ behavior
(i.e., move upwind). If the plumes do not arrive for a time longer than tc , the robot
performs the ‘casting’ behavior to re-detect plumes. Simulated results showed that the
modified method has an average success rate of about 80%.
Ferri et al. [42] proposed a ‘spiral’ search trajectory for directing the robot to re-detect
plumes in the ‘casting’ behavior. Rahbar et al. [43] presented a 3-dimensional (3-D) version ‘spiral’ trajectory and validated it with experiments in a wind tunnel. Besides, many
bio-inspired search strategies have been proposed to modify the conventional ‘surge/casting’ behavior model, such as the multi-phase exploratory method [44].
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Lobster-inspired Methods

Odor search strategies in lobster-inspired methods are similar to the conventional gradientbased algorithms but take inspiration from lobster’s foraging strategies. Lobsters have a
pair of noses, which are located on their lateral antennules. When a lobster forages for
food, it uses antennules to guide its progress and adopts the following two strategies: 1)
the lobster turns towards the side of higher odor concentration or goes straight forward
if two antennules detect nearly the same concentration; 2) the lobster moves backward
if neither of two antennules detects concentration [45].
Lobster-inspired methods are usually implemented on underwater robots (e.g., AUVs)
to trace plumes and locate the odor source in underwater environments. Consi et al.
[46] designed an odor plume following AUV that imitates lobster foraging behaviors.
In experiments, the AUV was placed in a fish tank with fresh water and seawater was
injected into the fresh water tank to represent odor plumes. The AUV was equipped
with a pair of conductivity sensors to detect seawater (i.e., odor plumes). Similar to
the lobster’s foraging behavior, the AUV moves forward when both sensors detects odor
plumes and turns to the side with the higher sensed concentration. Experimental results
demonstrated the validity of lobster-inspired methods in following odor plumes to the
source.
Compared to the conventional chemotaxis method, the use of two spatially separated
sensors and the addition of a second strategy confer a significant advantage. Grasso et
al. [47] implemented the lobster-inspired method on an AUV in a turbulent underwater environment. They compared the conventional chemotaxis and the lobster-inspired
method through experiments and found that the second strategy in the lobster-inspired
method (i.e., the lobster moves backward if neither sensors detects concentration) was
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necessary to keep the AUV in the plume long enough, enabling it to trace back to the
source. If the AUV was guided solely by left-right concentration differences (i.e., chemotaxis), it was prone to drift out of the plume and unable to re-detect odor concentration.
They found that the addition of the second strategy increased the success rate of finding
the source from 33% to 66%.

2.2.3

Beetle-inspired Methods

The dung beetle is reported to use a very simple strategy to follow the odor plume
emitted from a cowpat: when the beetle detects odors, it zigzags diagonally across the
plume in an upwind direction, turning back each time it leaves the edge of the plume.
When the odor plume ends, as it does immediately above the cowpat, the beetle flies
down and usually lands on or near its goal [21].
Inspired by dung beetles’ odor search behaviors, the beetle-inspired methods can be
summarized as following: when the robot detects odors, it zigzags diagonally across the
plume in an upwind direction, turning back each time it leaves the edge of the plume.
Ishida et al. [10] applied the beetle-inspired methods to guide a mobile robot in tracing
a chemical source. The robot was equipped with tin oxide gas sensors and anemometer
sensors to measure the chemical gradient and wind direction.
Lochmatter and Martinoli [48] implemented the ‘zig-zag’ search pattern on a mobile
robot to find an odor source in a wind tunnel. Experiment results revealed that the
beetle-inspired method could reach around 90% success rate in 20 test runs, indicating
the effectiveness of this method in finding an odor source in a small-scale environment
(search area is around 14 × 4 m2 ).
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Summary of Bio-inspired Methods

Fig 2.3 summarizes and compares search trajectories of the aforementioned bio-inspired
algorithms. In summary, the core of moth-inspired methods is a ‘surge/casting’ behavior
pattern: the robot is commanded to move upwind if odor concentrations are detected
and traverse the wind when plumes are absent; lobster-inspired methods are the modified
version of chemotaxis, which command the robot to follow the gradient ascent direction
and move backward if no concentrations are detected; beetle-inspired methods trace odor
plumes via a simple ‘zig-zag’ search trajectory, where the plume tracing robot moves
upwind if plumes are detected.

Figure 2.3: Search trajectories of bio-inspired odor search methods, including
moth-inspired, lobster-inspired (i.e., gradient following), and beetle-inspired (i.e.,
‘zig-zag’) methods. The coordinate on the top of the diagram indicates the
relationship between the horizontal distance toward the odor source (x axis) and the
odor concentration (y axis). This diagram is reprinted from [21], Fig. 5.

The prime benefit of bio-inspired methods is the simplicity. This type of method does
not require learning procedures, complex decision-making, or heavy calculation, making
this type of algorithms easy to implement on mobile robots. However, it should also be
mentioned that most of the published bio-inspired methods were validated in computer
simulations or indoor experiments, where airflow environments are stable and laminar.
The reported success rate of these tests is high, and this good algorithm performance
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is anticipated since experimental settings were constrained and modified in these experiments. For instance, the exploration area was limited to a small size; electrical fans
were used to control the wind speed and the direction; the robot’s starting position was
located downwind of the gas source. These modifications make it easy for a robot to
detect chemical plumes and find an odor source. For outdoor experiments, where the
airflow environment becomes turbulent and varying, the simple bio-inspired methods
usually do not perform as well as in indoor experiments. This is because animals are
fundamentally different from autonomous vehicles in terms of sensing and actuation capabilities [49], which makes a pure bio-inspired method less practical and effective for
an odor source localization task in an outdoor environment.
Another limitation of bio-inspired methods is the difficulty of developing them into
multi-robotic algorithms since it is hard for robots to collaborate while performing bioinspired search strategies. For instance, [50] implemented and compared multiple different bio-inspired algorithms, including a beetle-inspired and two moth-inspired methods,
to search for an odor source with both single-robot and multi-robot systems. The authors
discovered that robots in the multi-robot systems are likely to hinder each other along
the way to the source, resulting in a worse search performance than the single-robot
counterpart. This is because the uncoordinated robots have trouble overtaking others
along their way to the source, e.g., when two robots get close, the obstacle avoidance
mechanism is likely to drive one or both of them out of the plume.

2.3

Engineering-based Methods

By contrast with bio-inspired methods, an engineering-based method (i.e., a probabilistic method) does not follow a fixed behavior pattern. It utilizes math and physics
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approaches to model odor plume distribution and estimates possible odor source locations. A common way to indicate the odor source distribution is constructing a source
probability map. This map divides the search area into multiple small regions and assigns every region with a probability value, indicating how likely this region contains
the odor source. The odor source estimate is the region with the highest probability.
After the source estimate is obtained, the path planner calculates a collision-free search
trajectory to guide the robot moving toward the estimated source location. During
the robot maneuver, the source probability map is iteratively updated based on a series of odor detection and non-detection events. This section reviews recent published
engineering-based methods.

2.3.1

Bayesian-inference Method

Pang and Farrell [51] proposed a recursive algorithm based on the Bayesian method to
construct and update the source probability map. The plume propagation was modeled
as a Gaussian process, containing a determinate portion (induced by advection) and a
random portion (induced by fluctuation). By integrating over the plume propagation
time and the region area, the probability of a region containing the odor source is
calculated based on the Gaussian plume model and the sensed airflow information. The
quality of the source probability map was loop updated based on odor detection and
non-detection events. After the source probability map was converged, the region with
the highest probability is the final odor source location.
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Particle Filter-based Method

Li et al. [52] presented an odor source mapping method based on the particle filter (PF)
algorithm. PF is a sequential importance sampling filter, which uses a set of particles to
empirically represent the posterior distribution given noisy or partial observations. Fig.
2.4 represents the generated source probability map and robot search routes at different
time steps in an OSL trial. In this method, regions in the search area are considered as
particles, and each particle is assigned with a weighting factor, representing the probability of the particle containing the odor source. Like the Bayesian-inference method,
the source probability map was loop updated based on sensed airflow information and
plume detection/non-detection events. The weighted mean of the particles was treated
as the most possible location of the odor source. The convergence of the particles is
used as a termination condition, and the estimated source location is the position where
particles converge. During the whole process, the robot conducts a moth-inspired search
strategy to trace plumes until the termination condition is satisfied. It can be seen in Fig.
2.4(c) that the estimated odor source location is close to the actual one, i.e., particles
are converged to the actual odor source location.
Chen and Huang [53] proposed a PF-based algorithm for tracking smoke plumes using
a mobile robot. They modified the standard PF algorithm by integrating the mothinspired algorithm. In the particle resampling step, the firefly algorithm is introduced to
mimic the ‘surge’ behavior in moth-inspired algorithms, where each particle is regarded
as a firefly. The equation to update fireflies ’ positions includes an upwind term, guiding
fireflies (i.e., particles) to move upwind. A noteworthy improvement is that this method
provides an idea that the particle updating process in the standard PF algorithm could be
integrated with other olfactory-based navigation methods, resulting in the optimization
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(b) t=92 s

(c) t=203 s

Figure 2.4: Source probability maps generated at different time steps in an OSL
trial proposed by Li et al.. The source mapping algorithm is based on the particle
filter algorithm. Particles are represented by different colors to indicate varying
probabilities of an area containing the source, i.e., the warmer the color, the higher
the probability. The search route was generated by the moth-inspired method.
Reprinted from [52], Fig. 6.

improvement.

2.3.3

Hidden Markov Model-based Method

Farrell et al. [16] presented a hidden Markov model (HMM) based source mapping
algorithm. The plume propagation in the search area is modeled as a HMM, which
contains three components: hidden states, state transition distribution, and observation
probability distribution. The search area is divided into m × n grid cells, then the
hidden state is defined as whether a cell contains the detectable odor plume. The state
transition distribution, which describes the transportation of odor plumes, is defined
based on sensed flow information. The observation distribution is the probability of
the robot detecting odor plumes in a cell, which is modeled as a constant probability
coefficient µ ∈ (0, 1). With this HMM framework, inferring the source distribution is an
HMM training problem that tries to obtain the initial states according to observations,
i.e., estimate the odor source location. This problem could be solved based on classical
HMM solutions, such as the forward and backward algorithms. The estimated odor
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source location was reversely calculated based on the plume transmission model, which
was determined by the sensed flow information.

2.3.4

Partially Observable Markov Decision Process-based Methods

Feng et al. [54] adapted a partially observable Markov decision process (POMDP) model
to construct the source probability map. In a POMDP model, states are hidden to the
agent, and the agent estimates which state it is currently in via the belief state (i.e.,
a probability indicating how likely the agent is in a state). In [54], the plume tracing
process is modeled as a POMDP model, where hidden states are defined as possible odor
source locations; the probability of the robot detecting or not detecting odor plumes is
used to define observation probabilities; belief states are adapted to represent the source
probability map. By iteratively updating the belief states via odor detection and nondetection events, the source probability map is obtained.
Saigol et al. [55] proposed an information-lookahead plume tracing algorithm for usage
on AUVs to search multiple underwater odor sources (i.e., hydrothermal vents). The
plume tracing process is also modeled as a POMDP, where hidden states are defined as
a bundle including AUV position, ocean current vector, and the actual vent locations.
Thus, the belief states represent the source probability map, indicating the probability of
each region containing an odor source. In the planning procedure, the optimal policy, i.e.,
a series of optimal AUV actions, is calculated via the information-lookahead algorithm,
where the adapted POMDP model is approximately solved by only evaluating actions
N steps into the future.
Hu et al. [56] presented a model-free reinforcement learning (RL) plume tracing algorithm for usage on AUVs to find an underwater chemical source. Due to the limited
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perception and noise in the deep sea environment, the authors argued that an AUV
cannot accurately observe environmental parameters, such as AUV positions and flow
speeds/directions. Thus, the AUV’s plume tracing process is modeled as a POMDP. Instead of solving the adapted POMDP model using traditional methods, the deterministic
policy gradient (DPG) algorithm is adopted, where a recurrent neural network (RNN)
is employed as the actor and critic networks. Simulation experiments were conducted,
and results showed that the proposed method outperforms the dynamic programming
method (i.e., model the plume tracing process as an MDP) and the deep deterministic policy gradient (DDPG) algorithm (i.e., use feedforward neural network instead of
RNNs).

2.3.5

Infotaxis Method

Vergassola et al. [57] presented the ’infotaxis’ method, which uses information entropy
to guide the robot searching for an odor source. This method contains two core components, namely Bayesian estimation of the source position based on historical detection
events and greedy decision making (i.e., path planning) based on entropy minimization.
The innovative of this method is that instead of using a binary sensing model, a criterion
of odor encounter rate is presented to estimate the posterior probability of odor source
based on robot measurements. Given a source location, the mean number of odor encounters at a position is modeled as a random variable subject to a Poisson distribution.
In the path planning procedure, Shannon’s entropy theory is employed to describe the
uncertainty of the odor source location, where the robot is guided to move toward the
direction that reduces the information uncertainty most.
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Figure 2.5: (a) A path planning algorithm based on the artificial potential field
approach proposed by Jiu et al. Numbers in cells represent probabilities of cells
containing the odor source. The arrow indicates the virtual force, which points the
direction from the current robot’s location to the estimated source. Reprinted from [?
]. (b) An online route planning algorithm proposed by Li at al. Blue ellipses represent
estimated chemical plumes; the gray strip indicates the actual plume trail; the solid
blue line represents the planned route. Reprint from [59], Fig. 1.

2.3.6

Path Planners

After obtaining a source likelihood map, a path planning algorithm that guides the
robot moving toward the target is necessary. Jiu et al. [58] proposed a path planning
algorithm based on the artificial potential field (APF), which directs the robot to the
region with the highest probability (as shown in Fig. 2.5(a)). The source probability
map was obtained via the Bayesian-inference method. Since there were no obstacles in
the search area, the local minima issue in the standard APF algorithm was avoided,
i.e., when the attractive force equals the repulsive force and with opposite direction,
the robot is trapped. From the engineering perspective, Li et al. [59] proposed a route
planning method based on the estimated plume trajectories. This method first estimates
trajectories of plumes based on a Gaussian gas diffusion model, and then the robot is
commanded to move to the area where thick plumes exist.
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Summary of Engineering-based Methods

The aforementioned engineering-based methods provide an unique angle to solve the
robot OSL in an analytical perspective. The two basic components involved are 1)
constructing the source probability map based on the onboard sensor measurements
and 2) planning the robot movements based on the source estimate. For the first part,
different probabilistic methods (e.g., Bayesian-inference, HMM, PF, POMDP, etc.) and
different odor sensing models (e.g., binary measurements, number of encounters, or
the concentration) have been introduced to develop more accurate and efficient source
mapping algorithms. For the second part, information-driven (e.g., infotaxis) and APF
strategies have been employed to make full use of the source mapping results.
However, some limitations of this type of algorithm should also be mentioned. First and
foremost, engineering-based methods are always devised along with assumptions, which
are usually deviated from reality to some extent. For instance, since the global airflow
information is not available, the wind field between the odor source and the plume tracing robot is assumed to be uniform to deduce the plume advection distance in [51]. This
assumption may be valid in laminar flow environments but cannot hold when airflow
directions vary spatially (this problem could be mitigated by employing multi-agent
systems, which is addressed in Section 2.4). If these engineering-based methods are
used in OSL applications, one needs to treat these assumptions with caution. Besides,
detailed analyses and experiments would prompt these algorithms to develop more reasonable assumptions that fit the corresponding application conditions. In addition, the
computational load of engineering-based methods is another concern.
Secondly, engineering-based methods usually require high computational resources to
estimate possible odor source locations. Updating the source probability map requires
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a thorough calculation of the source probability in every region of the search area.
When the search area is large and complex, the computational load of engineeringbased methods is significant, hindering their implementation on mobile robots, which
have limited computational resources.

2.4

Multi-agent Search Algorithms

The multi-agent search algorithm employs more than two mobile robots in an OSL
mission. The primary advantage of implementing multiple robots is reduced searching
time, which is a vital criterion for OSL applications like search-and-rescue operations.
With the increasing number of sensing nodes, environmental information from multiple
positions in the search area can be detected simultaneously, improving the search efficiency. In addition, employing multiple-robot systems in an OSL task could also provide
a greater robustness against hardware failures. However, the main challenge of this type
of algorithm is the appropriate design of an olfaction-based navigation algorithm that
coordinates multiple robots to work effectively and efficiently. This section reviews existing multi-agent OSL algorithms, which can be grouped into two categories, including
formation-based algorithms and swarm-based algorithms.

2.4.1

Formation-based Algorithms

Inspired by formation behaviors of animals, such as flocking of birds and swarming of
ants, formation control algorithms [60] command robots to perform operations collaboratively while maintaining the desired formation. In terms of an OSL task, formationbased OSL algorithms lead a group of robots with a certain spatial distribution to find
an odor source while maintaining the formation alignment.
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Figure 2.6: Line, triangular, and square formation proposed by Lochmatter et al.
[61]. The center robot stays on the center line of plumes, while other robots remain at
the edge of plumes. The formation is dynamically changed according to the real-time
plume shape to ensure the formation is always in the plumes.

Lochmatter et al. [61] proposed various types of formations, including line, triangular
and square (as shown in Fig. 2.6). In a formation, the robot in the center will stay on the
center line of plumes, while other robots remain at the edge of the plumes. The distance
between the robots will change according to the real-time plume shape to ensure that
the robot formation is always in the plumes. When robots are in the plume, they move
upwind and share their measurements including gas concentrations and wind directions
with each other. When robots are out of the plume, they perform the casting search
to regain the plume contact. Simulation results revealed that the proposed formations
have evinced the capability of successfully tracing plumes and finding the odor source,
and the rectangular formation completed the mission in a shorter period than the line
formation.
Jorge et al. [62] evaluated line and rectangular formations in simulations, where multiple ground mobile robots are controlled via a Laplacian controller to maintain relative
positions in a formation. Studies in [63] found that the line formation is the optimal
topology while the robot group moves in the cross-wind direction. Considering the 3-D
OSL problem (i.e., the odor source is not on the ground), Soares et al. [64] proposed a
3-D triangle formation, where three ground vehicles maintain a line formation and an
aerial robot moves behind the ground flock.
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Swarm-based Algorithms

While robots need to maintain relative positions in a formation-based algorithm, swarmbased algorithms approach the coordination problem from another angle: a single robot
has the autonomy to self-plan its trajectory rather than being treated as a part of the
entire formation [65].
Hayes et al. [66] proposed a multi-agent odor search algorithm based on the anemotaxis
method. Six robots were deployed in a closed environment with an electrical fan blowing
wind from the right upper corner to the left downward corner (Fig. 2.7(a)). Each robot
was implemented with the anemotaxis method (surge/casting) to search for the source.
A histogram (Fig. 2.7(b)) containing the accumulated number of plume hits received
from all robots was created, and the area with the highest bin number was the estimated
source location.

(a)

(b)

Figure 2.7: An experiment setup and a source likelihood map based on a
multi-robot odor search strategy proposed by Hayes et al. [66].

Among various swarm-based algorithms, particle swarm optimization (PSO) [67] is a
commonly used multi-agent algorithm in an OSL task. Inspired by the behavior of bird
flocks randomly searching for food, PSO is a computational algorithm that optimizes
a problem via iteratively improving a candidate solution with regard to a given fitness
(i.e., objective) function. When applied in an OSL task, measured odor concentrations
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(e.g., [68, 69]) or the probability of an area containing the odor source [70–72] can be
utilized to define the fitness function. The best solution can be regarded as the possible
odor source location. At each iteration, the best solution of a robot and the fleet are
evaluated according to the given fitness function. Then, robot positions are updated to
approach the best solutions.
Marques et al. [68] presented an odor search algorithm with multiple robots based
on the PSO algorithm. At each time step, the robot with the highest detected odor
concentration shares its position with others, and other robots will adjust their velocities
and positions to approach it. After the possible odor locations are narrowed, the robots
perform a closed search, such as the spiral search, to determine the odor source location.
Meng et al. [70] proposed a variant of the original PSO method to coordinate multiple
robots: the fitness function was selected as the area that gives the highest odor source
probability rather than the highest odor concentration.
A primary shortcoming of the standard PSO (S-PSO) is that robots can be trapped in
local optima which are not the odor source location. To address this problem in an OSL
task, several variant PSO algorithms were introduced. Jatmiko et al. [73] presented the
detection and responding PSO, where a random spread is performed when the global best
solution has not changed for a period of time. A similar idea can be found in [74], where
robots are prevented from moving too close, ensuring more widespread exploration. Yan
et al. [75] proposed a ‘request and reset’ PSO, which requests robots with low fitness
leave their current positions and resets the rest of the robots to search any possible areas
with higher fitness values.
Another drawback is that S-PSO does not use the airflow information, which is considered as a useful cue for finding an odor source. Feng et al. [76] proposed a modified
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PSO algorithm, which includes an upwind term in updating robot velocities since odor
plumes released from the source will be advected to the downstream areas. Another
method proposed in their work [77] adds a random disturbance term along with an upwind term to update robot velocities. Therefore, robots prefer upwind movements in
the plume tracing process, improving the search efficiency.

2.4.3

Summary of Multi-agent Search Algorithms

By summarizing these works, it can be found that implementing a multi-agent system
in an OSL task can improve the search efficiency compared to a single-agent system.
With the increasing number of robotic agents, the distributed sensing information at
multiple locations and the cooperation between the robots can greatly increase the search
efficiency.
The effective coordination of robots to collaboratively search for the odor source is
central to a multi-agent OSL algorithm. Simply adding some single-agent algorithms
to the multi-agent case will not guarantee a performance improvement since robots
may hinder each other during the search. Derived from this consideration, formationbased and swarm-based coordination algorithms are designed to organize robot search
behaviors, where formation-based algorithms control robots as a whole unit and robots
in swarm-based algorithms can self-plan their search trajectories.
It should be mentioned that simply adapting existing multi-agent algorithms, e.g., formation control or PSO, for the OSL task is not ideal since they are not originally
designed for the OSL problem. For instance, the PSO-based OSL algorithm does not
consider airflow information in guiding robots to detect plumes. This operation is not
ideal for efficiently locating the odor source since the airflow information indicates the
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direction the plume is coming from, which can be used to deduce possible odor source
locations. Minor modifications, such as adding an upwind term in the PSO algorithms
to force robots to select upwind movements [76, 78], cannot fundamentally solve this
problem. Therefore, more sophisticated and intelligent collaboration strategies that are
specifically designed for the OSL task are required to improve the search efficiency.

Chapter 3

Adaptive Bio-inspired Navigation
Using Fuzzy Inference Methods

This chapter presents an adaptive bio-inspired plume tracing algorithm using fuzzy
inference methods. The objective is to design an olfactory-based navigation algorithm
that compromises benefits from both bio-inspired and engineering-based methods. To
achieve this, the simple and concise framework of a bio-inspired method is utilized to
reduce the algorithm complexity and absorb the intellectual ability (i.e., the ability
to mathematically estimate environmental changes) from engineering-based methods
to improve the search performance. Therefore, this method is constructed based on
the ‘surge/casting’ behavior framework and enhanced with a decision-making approach
via the fuzzy inference theory to perceive the environment and adjust robot search
trajectories according to the current search situation.
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An Overview of the Proposed Method

As mentioned, an OSL task can be separated into three search phases, namely plume
finding, plume tracing, and source declaration [9]. The first search phase, i.e., plume
finding, aims to verify the existence of plumes in the search area. After the robot detects
plumes for the first time, the plume tracing phase is activated, in which the robot detects
plumes as cues to approach the odor source. Once the robot gains enough information
to confirm the source position, it declares the estimated source location in the source
declaration phase, which is also considered as the end of an OSL task.

Figure 3.1: The flow diagram of the proposed olfactory-based navigation algorithm
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In this method, inspired by male moths’ mate-seeking behaviors, multiple search behaviors are designed to implement in the aforementioned search phases. Fig. 3.1 presents
the flow diagram of these search behaviors in the proposed algorithm. Initially, the
‘zigzag’ search behavior is employed in the plume finding phase, which guides the robot
to detect plumes for the first time. After the initial plume detection, the robot switches
to the plume tracing phase, which consists of three search behaviors, namely ‘track-in’,
‘track-out’, and ‘reacquire’. The designed fuzzy controller is activated at the beginning
of the plume tracing phase.
In the plume tracing phase, the ‘track-in’ behavior is activated once the robot detects
plumes. Similar to the ‘surge’ behavior of male moths, the ‘track-in’ behavior tries to
make rapid progress toward the odor source while plumes have been detected. When the
robot moves out of plumes, the ‘track-out’ behavior is triggered to manipulate the robot
to traverse the plume trajectory. The hope is that the robot can encounter plumes via
the ‘track-out’ behavior, but if it does not, then the ‘reacquire’ behavior is activated.
Like the ‘casting’ behavior of male moths, the robot in the ‘reacquire’ behavior performs
crosswind excursions to detect plumes over a wide region. If the robot still cannot detect
plumes, it will switch back to the plume finding phase and repeat the ‘zigzag’ behavior.
Once the robot detects plumes, it turns back to the plume tracing phase and performs
the ‘track-in’ behavior to trace plumes in the upwind direction.
In the source declaration phase, the robot examines whether it can confirm a source
location after the ‘track-out’ behavior. If the robot collects enough information and
is confident with the source estimation, it declares the estimated source location and
completes the OSL task.
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Behavior-Based Navigation Algorithm

In this section, a bio-inspired navigation algorithm based on [33] and [37] is presented,
which is designed inspired by mate-seeking behaviors of male moths. It should be mentioned that the OSL task defined in this work is a two-dimensional (2-D) problem since
the aimed implementation platform is a ground robot.

3.2.1

Plume Finding

The plume finding phase aims to verify the existence of plumes within the search area.
Without any assumptions about the odor source location, the crosswind search is more
efficient than the along-wind search to detect plumes since the robot is more likely to
encounter plumes while moving in the crosswind direction [79]. Thus, the robot search
trajectory is dominant with the crosswind movements and includes a smaller along-wind
component to ensure the exploration.
Derived from these considerations, we design and implement the ‘zigzag’ behavior in this
search phase. Fig. 3.2 presents a sample ‘zigzag’ search trajectory. It can be observed
that the main features of this behavior include: 1) the robot moves predominantly across
the airflow direction; 2) the trajectory also contains an along-wind component to cause
the robot to explore new regions; 3) when the robot reaches boundaries, it turns the
heading toward the inside of the search area to continue the search. While the robot
maneuvers, the plume tracing phase is activated at any time when the sensed odor
concentration exceeds the detection threshold, which terminates the current ‘zigzag’
search behavior.
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Figure 3.2: The sample ‘zigzag’ search trajectory in the plume finding phase, where
Xmin , Xmax , Ymin , and Ymax represent boundaries of the search area in the
horizontal and vertical directions, respectively. The current robot location is at
(x0 , y0 ), and the commanded heading is ψc .

3.2.2

Plume Tracing

The objective of the plume tracing phase is to command the robot to approach the odor
source via tracing emitted plumes. Three search behaviors are designed and implemented
in this search phase, including ‘track-in’, ‘track-out’, and ‘reacquire’.

3.2.2.1

‘Track-in’ Behavior

Inspired by the ‘surge’ behavior of male moths, the robot in the ‘track-in’ behavior is
commanded to move upwind when it detects odor plumes. Studies in [80] reveal that
immediately following a plume detection, a good plume tracing performance is attained
by driving at an offset angle β ∈ [20◦ , 70◦ ] relative to the upwind direction. The benefit
of this design is that when the robot drives out of plumes with a nonzero offset angle
β, it can predict which side of plumes it exited from and perform a counter-turn to
re-contact plumes.
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Figure 3.3: Demonstrations for determining the value of LHS in the ‘track-in’
behavior, where (a) LHS = 1 and (b) LHS = −1.

To realize this mechanism, the heading command ψc in the ‘track-in’ behavior, which is
positively defined in clockwise rotations and 0◦ is at the positive x axis, is presented as:

ψc = φ + 180 + LHS · β,

(3.1)

where φ is the sensed airflow direction at the robot position, and LHS (i.e., stands for
the phrase: “Left H and S ide”) is an indicator that is either ±1. The value of LHS
reflects the side of plumes that the robot would drive out, which is determined based
on the difference between the robot heading angle ψ and the airflow direction φ, i.e.,
ψ − φ. As presented in Fig. 3.3, if the robot drives out of plumes from the left side of
the plume trajectory (when looking upwind), i.e., (ψ − φ) < 180◦ , the value of LHS is
defined as 1; otherwise, the robot is expected to leave plumes from the right side, i.e.,
(ψ − φ) > 180◦ , and the value of LHS is −1. In either case, the calculated heading
command directs the robot to perform a counter-turn from the side that it drives out of
the plumes and remains inside the plume trajectory.
Algorithm 1 presents the pseudo-code for the ‘track-in’ behavior. When the robot detects plumes, i.e., the sensed odor concentration exceeds the threshold, the heading
command ψc is updated via (3.1), and the plume detection time Tlast and position Plast
are recorded. When plumes are absent, the robot will hold the current heading for λ
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Algorithm 1 ‘Track-in’ Behavior
1: Set the speed command v = vc
2: if sens.Odor > threshold then
3:
Determine the value of LHS:
4:
if (ψ - φ) < 180 then
5:
LHS = 1
6:
else
7:
LHS = −1
8:
end if
9:
Update the heading command ψc :
ψc = φ + 180 + LHS · β
10:

Record the last detection time Tlast and position Plast :
Tlast = t; Plast = (x, y)

else
if (t − Tlast ) > λ then
13:
Save Plast into a list LP:
11:
12:

LP[i] = Plast ; i + +
return ‘Track-out’ Behavior
end if
16: end if
17: return ‘Track-in’ Behavior
14:

15:

seconds to confirm the plume non-detection event. If the robot cannot detect plumes
within λ seconds, i.e., (t − Tlast ) > λ (t is the current time), the latest last plume detection location Plast will be added to a “last detection position” list, which is named
as LP. Then, the robot switches to the ‘Track-out’ behavior and inhibits the current
‘track-in’ behavior.

3.2.2.2

‘Track-out’ Behavior

The ‘track-out’ behavior attempts to make progress toward the odor source and quickly
re-detect plumes in the vicinity of the last plume detection location. To achieve these
two objectives, the robot is commanded to move toward a target point Ptarget that is

Chapter 3. Adaptive Bio-inspired Navigation Using Fuzzy Inference Methods

(a)

36

(b)

Figure 3.4: Demonstrations for determining the target position Ptarget (painted in
red) in the ‘track-out’ behavior, where (a) LHS = 1 and (b) LHS = −1.

Lu meters upwind and Lc meters crosswind from the most upwind position in the “last
detection position” list, i.e., LP.
Algorithm 2 presents procedures in the ‘track-out’ behavior. A critical step is to determine the correct crosswind direction: by following this direction, the robot is expected
to traverse the plume trajectory and re-detect plumes. To achieve this mechanism, the
indicator LHS, which predicts the side of plumes that the robot drives out, is employed
to calculate Ptarget . As presented in Fig. 3.4, if the robot leaves plumes from one side,
the calculated target position will be located at the opposite side of plumes. Therefore,
by proceeding to the target position, the robot is expected to move across the plume
trajectory and re-detect plumes.
The ‘track-out’ behavior is terminated either when the robot detects plumes or reaches
the target point. In either case, the robot checks whether it can declare the odor source
location before determining the next behavior (i.e., SourceCheck in Algorithm 2): if a
source location can be declared, the robot switches to the source declaration behavior
and completes the OSL task; if plumes are detected but the source cannot be declared,
the robot turns to the ‘track-in’ behavior; if plumes are not detected and the source
cannot be declared, the robot switches to the ‘reacquire’ behavior to search plumes over
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Algorithm 2 ‘Track-out’ Behavior
1: Set the speed command, v = vc
2: if sens.Odor >= threshold then
3:
if SourceCheck then
4:
return ‘Source declaration’ Behavior
5:
else
6:
return ‘Track-in’ Behavior
7:
end if
8: else
9:
Determine the target position, Ptarget :
1) Find the upwind point Pup in LP
2) Find the unit flow vector, F = (cos φ, sin φ)
3) Rotate F clockwise by 90◦ to get Fp
4) Ptarget = Pup − Lu · F − Lc · LHS · Fp
10:
Calculate the heading command:
ψc = arctan (ytarget − y)/(xtarget − x)
11:
12:
13:
14:
15:
16:
17:
18:
19:

if |sens.VehPosition - Ptarget | < R then
if SourceCheck then
return ‘Source declaration’ Behavior
else
return ‘Reacquire’ Behavior
end if
end if
end if
return ‘Track-out’ Behavior

a larger scale.
Notice that, values of Lu and Lc decide the scale of search trajectories in the ‘track-out’
behavior. Similar to parameters defined in the ‘track-in’ behavior, Lu and Lc are also
adjusted by the fuzzy controller. When the airflow becomes turbulent, a small value of
Lu and a large value of Lc will be generated to emphasize the crosswind component in
the search trajectory, which increases the likelihood of re-detecting plumes in turbulent
environments. On the other hand, a large value of Lu and a small value of Lu will be
produced to enhance the upwind movement in laminar flow environments, which brings
the robot further close to the odor source and saves the search time.
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Figure 3.5: The Bow-tie trajectory used in the ‘reacquire’ search behavior. The
robot starts to perform the first Bow-tie centered in Pcenter , and if the robot
completes this Bow-tie without plume detection, it repeats the Bow-tie centered in
Pup . The distance between two Bow-ties is D meters.

3.2.2.3

‘Reacquire’ Behavior

The ‘reacquire’ behavior is designed to restore the plume contact in the situation where
the robot fails to detect plumes in the ‘track-out’ behavior.
Biological studies [81, 82] suggest that when a male moth loses contact with pheromone
plumes, it ceases the upwind movement and progressively performs crosswind excursions. Inspired by this behavior, the Bow-tie trajectory is designed and implemented in
the ‘reacquire’ behavior. This trajectory enables the robot to move across the airflow
direction multiple times to increase the likelihood of re-detecting plumes. As shown
in Fig. 3.5, a Bow-tie trajectory is constructed based on a center point Pctr , and by
defining a Bow-tie radius K and an offset angle θ, four corner points (P1 to P4 ) are
determined around Pctr . The robot will reach each corner point in ascending order to
complete a Bow-tie trajectory. Besides, the robot turning radius is considered while
designing the transition trajectory between two horizontal points.
If the robot fails to detect plumes in a Bow-tie, it will repeat this trajectory one more
time to find plumes. As presented in Fig. 3.5, the initial Bow-tie trajectory is centered
in Pctr , which is D meters away from the most upwind point Pup in the last detection
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Algorithm 3 ‘Reacquire’ Behavior
1: Set the speed command, v = vc
2: if sens.Odor < threshold then
3:
Find the most upwind point in LP, Pup
4:
Find the unit flow vector, F = (cos φ, sin φ)
5:
Pctr = Pup − D · F
6:
Perform the ’Bow-tie’ trajectory at Pctr and Pup
7:
if BowTie(Pctr and Pup ) == done then
8:
Remove the current Pup from LP
9:
if LP is empty then
10:
return ’Zigzag’ Behavior
11:
end if
12:
end if
13: else
14:
return ‘Track-in’ Behavior
15: end if
16: return ‘Reacquire’ Behavior

position list, i.e., LP. The next Bow-tie trajectory is centered at Pup , and if the robot
completes these two Bow-ties without plume detection, the current Pup will be removed
from LP. The robot then repeats the ‘reacquire’ behavior at the most upwind point on
the remaining points in LP. The ‘reacquire’ behavior is terminated when plumes are
detected, which switches the robot to the ‘track-in’ behavior, or LP becomes empty,
which reverts the robot to the plume finding phase, i.e., the ‘zigzag’ behavior.

3.2.3

Source Declaration

The robot identifies and declares the odor source location in the source declaration
phase. Unlike previous search behaviors, there is no clear analog in animal olfactory behaviors to the robot declare-source behavior. For instance, in the mate-seeking behaviors
of male moths, the final determination of a female moth location could be completed
based on information from multiple perceptions, which may include vision, tactile, and
auditory cues [33]. However, in an OSL problem, the robot is required to determine the
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odor source location based only on a series of plume detection events, which is more
engineering-oriented than biologically inspired.
In this work, the spatial distribution of the last plume detection positions is utilized to
declare the odor source location. As mentioned, the last plume detection positions are
recorded at the end of ‘track-in’ behaviors. Since the odor source location is fixed, when
the robot is far from the odor source, the last detection positions will be widely separated
along the airflow direction; when the robot is close to the odor source, the last detection
positions will be densely accumulated at the downflow area near the odor source location.
This feature can be utilized to generate the source declaration algorithm, which includes
two steps:

1. Recorded last detection positions are sorted with respect to the airflow direction,
i.e., the most upwind point is placed at the beginning, then is the second upwind
point, and so on;
2. When the first  last detection positions differ in the airflow direction by less than
γ meters, the most upwind point (i.e., the first point) is declared as the odor source
location.

Values of  and γ are determined such that the trade-off between the source declaration
accuracy and the processing time is balanced. Generally, increasing the number of points
used in the source declaration decision, i.e., , and decreasing the distance between
consecutive points, i.e., γ, may increase the accuracy and reliability of the estimated
source location but may also increase the time required to satisfy the declaration criteria.
In implementations, to obtain a well-algorithm performance and save the processing
time,  and γ are defined as 3 and 2, respectively.
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Design of the Fuzzy Inference System

Design Concept

Parameters in search behaviors, including β and λ in the ‘track-in’ behavior, Lu and Lc in
the ‘track-out’ behavior, and K, θ, and D in the ‘reacquire’ behavior, determine the scale
of robot trajectories and the transition between different search behaviors. Traditional
bio-inspired methods, such as [33] and [37], assign values of these parameters by trial
and error prior to the search. Once parameter values are settled, they are fixed during
the entire search, which is not an ideal setting for real-world environment with varying
airflow fields.
An improved design is to adjust search parameters according to the current search
situation dynamically. For instance, when the airflow becomes turbulent, odor plumes
are advected by strong winds and meander in a wide range. In this scenario, large values
of β, Lc , K, and θ are preferred to generate an oscillating search trajectory covering
a large search area, which is beneficial for detecting meandering plumes over a wide
range. Conversely, when the airflow is laminar, values of λ, Lu , and D should be large
to produce a smooth search trajectory, which is desired to keep the robot maintaining
inside a stable plume trajectory. Besides the airflow characteristics, the distance between
the robot and the odor source is also critical to affecting values of search parameters:
if the robot is near the source, it should search locally to exploit the exact odor source
location, i.e., values of parameters should be small to constrain the scale of search
trajectories; otherwise, the robot should explore the search area over a broad region to
collect the odor source information, i.e., values of parameters should be large to extend
the scale of search trajectories.
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The challenging part of designing such a controller is that it is required to analyze the
current search situation and transfer the changes of search situations to a quantitative mechanism that adjusts search parameters. Considering uncertainties in the source
location and search environment, mathematical methods to quantitatively analyze differences in search situations are challenging to implement. Inspired by the implementations of fuzzy theory in the field of decision-making [83] and data classification [84],
which successfully handles the problems with vagueness and uncertainties, a fuzzy inference approach is employed to perceive the environment and adjust parameters in search
behaviors. In the fuzzy theory, vague variables and environments can be handled in
a deterministic manner via linguistic descriptions and rules. Therefore, by analyzing
sensor data, such as airflow measurements and odor concentrations, the current search
situation is expected to be identified by the fuzzy controller. Then, values of behavior
parameters can be adapted based on the defined fuzzy rules to achieve an optimal search
performance.

3.3.2

Define Inputs and Outputs of the Fuzzy Controller

The block diagram of the proposed fuzzy controller is presented in Fig. 3.6. Inputs of the
fuzzy controller are utilized to conjecture the current search situation, and outputs are
coefficients that adjust values of behavior parameters. Search situations are categorized
into four types with linguistic descriptions, namely laminar, turbulent, near the source,
and far from the source. The first two search situations describe the search environment’s
airflow characteristics, and the last two indicate how close the robot is to the odor source.
There are three signals as the inputs of the fuzzy controller, namely turbulence intensity
T I, sensed odor concentration at the robot position ρ, and the plume non-detection
period δT , i.e., the period since the last detection event. Among inputs, turbulence
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Figure 3.6: Schematic diagram of the proposed fuzzy logic controller. T I is the
turbulence intensity of the search environment, ρ is the sensed odor concentration at
the robot position, and δT is the non-detection period. αβ , αλ , ... , αD are coefficients
that adjust behavior parameters.

intensity T I is a parameter that estimates airflow characteristics, which is defined as
[85]:
TI =

σu
,
mu

(3.2)

where σu and mu are the standard deviation and the mean of airflow velocities u, respectively, and σu is calculated as [86]:

r
σu =

1 2
(σ + σu2y ),
2 ux

(3.3)

where σux and σuy are the standard deviation of airflow velocities on the x and y directions, i.e., ux and uy . Besides, mu is computed from mean velocity components:

mu =

q
m2ux + m2uy ,

(3.4)

where mux and muy are the mean of ux and uy . It can be observed that a larger T I
indicates a higher level turbulence in the airflow environment.
In implementations, values of T I are computed based on the most recent airflow measurements within H seconds (the sampling frequency of the airflow sensor in implementations is 100 Hz). As shown in Fig. 3.7, various values of H have been evaluated
(including H = 20, 100, and 200), and test results show that when H is small, T I is
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Figure 3.7: Plots of T I with different values of H in an OSL trial, where H is the
size of the buffer that stores airflow measurements. From the top diagram to the
bottom diagram, the values of H are 20, 100, and 200, respectively.

more sensitive to instantaneous airflow changes in the environment, and when H is large,
T I is sluggish to the instantaneous airflow changes and becomes the averaged airflow
value over a period. In this work, T I is expected to reflect the airflow changes in the
robot surrounding environment timely; thus, based on test results, H is determined as
20 s in implementations.
The remaining two fuzzy inputs are the sensed odor concentration ρ and the plume
non-detection period δT . Unlike traditional olfactory-based navigation algorithms, such
as [37] and [51], which simplify the magnitude of ρ as a binary detector, this work
utilizes the analog concentration signal to estimate the distance from the robot to the
odor source. Notice that, due to the existence of local concentration maxima along
the plume trajectory [87], a single high concentration detection is not enough to prove
that the robot is near the odor source. Therefore, δT is added to the fuzzy inputs
to assist the estimation. Since the positions of local concentration maxima are timevarying in turbulent flow environments [88], if the robot consecutively detects high odor
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concentrations in a short period, i.e., ρ is high and δT is short, the robot is very likely
to be near the source.
Outputs of the fuzzy controller are a group of coefficients α that adjust search behavior
parameters, including αβ , αλ , αLu , αLc , αK , αθ , and αD . Each coefficient is applied on
the base values of behavior parameters, such as β = αβ · βbase , λ = αλ · λbase , etc. The
output range of all coefficients is from 0 to 1. Therefore, by varying values of coefficients,
behavior parameter values will be changed correspondingly.

3.3.3

3.3.3.1

Procedures of the Fuzzy Controller

Fuzzification

The fuzzification is a procedure that maps the crisp input values to linguistic fuzzy terms
with a membership value between 0 and 1, which represents the degree of uncertainty
that input values belong in a fuzzy set.
Fig. 3.8 presents plots of membership functions and fuzzy sets for fuzzy inputs and
outputs, and the Gaussian membership function is selected to implement on all fuzzy
sets. Since the number of potential fuzzy rules depends on the size of fuzzy sets of
input variables, small numbers of fuzzy sets are defined for each input: three fuzzy sets
are defined for the turbulence intensity T I, namely laminar (La), averaged (Av), and
Turbulent (Tu); two fuzzy sets are defined for the sensed odor concentration ρ, namely
low (L) and high (H); two fuzzy sets are defined for the plume non-detection period
δT , namely short (Sh) and long (Lo). For all fuzzy outputs (i.e., αβ , αλ , ..., αD ), the
fuzzification procedure is identical since the discourse of universe of each coefficient is
equivalent, i.e., α ∈ [0, 1]. Specifically, five fuzzy sets are defined over the discourse of
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Figure 3.8: Membership functions and fuzzy sets for inputs and output of the fuzzy
controller. Inputs include: (a) turbulence intensity T I, (b) sensed odor concentration
ρ, and (c) plume non-detection period δT . The output is (d), which represents
coefficients of behavior parameters, i.e., αβ , αλ , ..., αD .

universe of the output, namely very small (VS), small (S), middle (MI), big (B), and
very big (VB).

3.3.3.2

Fuzzy Rules

Fuzzy rules are responsible for the decision making in a fuzzy controller, which govern
the input-output relationship. Each rule is given by a “IF-THEN” statement [89], where
the “IF” part defines the combination of fuzzy inputs, and the “THEN” part specifies
the consequent results of fuzzy outputs.
In the proposed fuzzy controller, fuzzy rules stipulate how the robot reacts to different
search situations. Here, we design fuzzy rules based on our previous research experiences
in both bio-inspired and engineering-based plume tracing algorithms. We discover that
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the search efficiency can be improved if the robot can extend its crosswind excursions
to explore larger areas when it is in a turbulent environment and decrease the intensity
of crosswind movements to save time if the robot is in a laminar flow environment.
Borrowing this idea, we want the robot to explore (i.e., find plumes in a large area) if it
is in a turbulent environment and exploit (i.e., find the odor source in a constraint area)
when the surrounding airflow environment is laminar.
To achieve this mechanism, the characteristics of the airflow environment is estimated.
If the environment is turbulent, values of αβ , αLc , αK , and αθ are increased to generate oscillating search trajectories to improve the exploration; otherwise, these values
are decreased and αλ , αLu , and αD are increased to generate smooth trajectories that
emphasize upwind movements, which help the robot to approach the odor source in a
laminar environment quickly. Additionally, values of α are fine-tuned by the estimated
distance between the robot and the odor source: if the robot is far from the odor source,
the robot inclines to find plumes over a large area, i.e., exploration; otherwise, the robot
tends to search the odor source within a constrained area, i.e., exploitation. Specifically,
in the stage of exploration, values of α are increased to generate the large scale search
trajectories, and in the stage of exploitation, values of α are constrained to limit the
scale of search trajectories.
An example fuzzy rule is demonstrated as follow: when T I is laminar, ρ is high, and δT
is short, the robot is expected to be close to the odor source in a laminar environment;
thus, αλ , αLu , and αD are increased and αβ , αLc , αK , and αθ are decreased to render a
smooth trajectory in the current laminar environment, and considering the close distance
to the odor source, values of all coefficients should be constrained in a small scale to
generate local search trajectories within a limited area. In the “IF-THEN” format, the
above rule can be presented as:
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Table 3.1: List of Fuzzy Rules. La: Laminar; Av: Averaged; Tu: Turbulent; L: Low;
H: High; Sh: Short; Lo: Long; VS: Very Short; S: Short; MI: Middle; B: Big; VB:
Very Big.
Rule
No.

TI

1
2
3
4
5
6
7
8
9
10
11
12

La
La
La
La
Av
Av
Av
Av
Tu
Tu
Tu
Tu

Inputs
ρ
δT
L
L
H
H
L
L
H
H
L
L
H
H

Sh
Lo
Sh
Lo
Sh
Lo
Sh
Lo
Sh
Lo
Sh
Lo

αβ

αλ

αLu

VS
S
VS
VS
B
B
VS
S
B
VB
S
MI

B
VB
S
MI
MI
MI
VS
VS
VS
S
VS
VS

B
VB
S
MI
MI
MI
VS
VS
VS
S
VS
VS

Outputs
αLc
αK
VS
S
VS
VS
B
B
S
S
B
VB
S
MI

VS
S
VS
VS
MI
B
VS
VS
B
VB
S
MI

αθ

αD

VS
S
VS
VS
B
B
VS
S
B
VB
S
MI

B
VB
S
MI
S
S
VS
S
VS
S
VS
VS

F 1 = {IF T I is La AND ρ is H AND δT is Sh, THEN αβ is VS AND αλ is S AND αLu
is S AND αLc is VS AND αK is VS AND αθ is VS AND αD is S.}
Enumerate all possible combinations of inputs and outputs, Table 3.1 presents eighteen
fuzzy rules in the proposed fuzzy controller.

3.3.3.3

Defuzzification

Defuzzification is a procedure that maps the fuzzy output to a crisp signal. In this
work, the centroid method [89] is selected as the defuzzification algorithm, which can be
expressed as follow:
Pn
i=1 Qi · µ (Qi )
α= P
,
n
i=1 µ (Qi )

(3.5)

where α is the coefficient value, which could be αβ , αλ , ...; i is the index of fuzzy rules,
i.e., i ∈ [1, 18]; Qi denotes the center of the fired membership function of the output
variable provided by the ith rule; µ(Qi ) is the output of the conjunction degree of the
IF part of the ith rule.
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Experiments and Results

In this section, we evaluate the effectiveness of the proposed olfactory-based navigation
algorithm and compare the results with traditional bio-inspired [37] and engineeringbased [51] methods. Considering the difficulty of repeatedly conducting OSL tests in
the real-world environment, we employ a realistic plume tracing simulator as the evaluation tool. Based on our previous real-world experiment results [37, 90], the simulation
based evaluation tool allows graphical and batch statistical analysis of plume tracing
performance. It allows the user to analyze performance using either a simulated plume
or data obtained from field or plume experiments. The simulation includes an evolving flow field, a coherent chemical plume with realistic short term chemical signatures
and long term exposure, and a full six degree of freedom autonomous vehicle dynamics. Other research works, such as [91–95], also utilized this simulator as the evaluation
platform.

3.4.1

3.4.1.1

Simulation Setup

Simulated Environment

Fig. 3.9 presents the simulated search area, where a coordinate (x − y) is constructed
to represent positions. An odor source is located at (20, 0) m and releases 10 filament
packages (i.e., plumes) per second. Released plumes form a circular plume trajectory
as plotted by a grey-scale patchy trail. Arrows in the background represent airflow
vectors, where the tail of an arrow points to the airflow direction and the length of
an arrow indicates the strength of airflow velocity. In this simulator, airflow vectors
are calculated from time-varying boundary conditions that are generated by a mean
flow (U0 ) and Gaussian white noise (zero mean and ς variance). By changing values of
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Figure 3.9: The simulated search area. The size of the search area is 100 × 100 m2 ,
and a fixed location odor source is placed at (20, 0) m, which emits 10 plumes per
second. Emitted plumes form a curvy trajectory as plotted by the grey-scale patchy
trail. Airflow vectors, which are represented by blue arrows in the background, are
calculated from a mean flow U0 and a variance ς. By changing these two variables,
different airflow fields can be obtained.

(a)

(b)

Figure 3.10: Airflow fields and corresponding odor plume trajectories in the
simulation with different environmental settings. (a) Laminar Flows, U0 = (1, 0) m/s
and ς = 0. (b) Turbulent Flows, U0 = (3, 0.5) m/s and ς = 30.

boundaries condition variables (i.e., U0 and ς), different amplitudes of airflow fields can
be obtained.
Fig. 3.10 shows snapshots of two simulated airflow fields. In the left diagram, a laminar
airflow environment is created with U0 = (1, 0) m/s and ς = 0, and in the right diagram,
a turbulent airflow environment is generated with U0 = (1, 0) m/s and ς = 10.
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Vehicle Assumptions

In the simulation program, a two-wheeled mobile robot is employed to implement the
proposed navigation algorithm. Comparing to the large scale of the search area, the
size of the robot is negligible. Therefore, the robot is approximated as a single point
in the simulation program. It is assumed that the robot is equipped with a chemical
sensor, an anemometer, and a positioning sensor, which measure odor concentrations,
wind speeds and directions in the inertial frame, and the robot position in the inertial
frame, respectively. All sensors’ measurements are corrupted with Gaussian white noises
to imitate real-world applications, where noise parameters are listed in Table 3.2. The
proposed navigation algorithm is operated on an onboard computer to process sensor
readings and calculate the heading and speed commands, which are limited in ranges of
ψc = [−180◦ , 180◦ ] and vc = [0.6, 1] m/s, respectively.
The sampling frequency of all sensors is 100 Hz, while the implemented navigation algorithm produces a command per second. Considering olfactory sensing is characterized
by very low false alarm rates but potentially high missed detection rates [16], we pick the
highest chemical sensor reading during one decision-making period (i.e., 1 s) to identify
whether the robot detects odor plumes. Here, a concentration threshold is employed
to determine a detection event: if the sensed concentration exceeds the threshold, the
detection event is confirmed; otherwise, the robot does not detect odor plumes. For
other sensors, the averaged value of measurements among one decision-making period is
fed to the navigation algorithm.
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Table 3.2: Values of Parameters in Gaussian Noises in Sensor Measurements
Chemical
Sensor
Mean

0

Standard
deviation

0.05 mmpv1

1

3.4.1.3

Anemometer
0
0.1 m/s
and
1◦

Positioning
Sensor
0
0.1 m

mmpv: million molecules per cm3

Experiment Designs

Around 50 tests have been conducted in the simulation to evaluate the performance of
the proposed olfactory-based navigation algorithm, which can be separated into three
groups.
In the first group of tests, the effectiveness of the proposed navigation algorithm in a
laminar flow environment is evaluated. Besides, robot trajectories in different search
behaviors are demonstrated and compared with those generated without the designed
fuzzy controller. Tests in the second group are carried out to investigate the validity
of implementing the proposed navigation algorithm in a turbulent flow environment.
Snapshots of robot trajectories at different time steps and the plots of fuzzy inputs and
outputs are also presented. Tests in the last group are designed for evaluating the robustness of the proposed navigation algorithm, where various search conditions, including
varying robot initial positions and airflow environments, are defined. Additionally, results of the proposed navigation algorithm in these tests are compared with traditional
olfactory-based navigation algorithms.

3.4.2

Group 1: Implementation in a Laminar Flow Environment

In this group of tests, the robot is placed in a laminar flow environment, where U0 =
(1, 0) m/s and ς = 3. The robot initial position is at (80, −40) m and moves at a constant
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Figure 3.11: Snapshots of robot trajectories in the Group 1 tests. Among these
diagrams, three top diagrams, i.e., (a), (b), (c), are robot trajectories generated with
the proposed method, while the remaining diagrams, i.e., (d), (e), (f), are trajectories
generated by the original bio-inspired method. Over these robot trajectories,
durations of search behaviors are labeled by different color bars, where black is
‘zigzag’; orange is ‘track-in’; purple is ‘track-out’; red is ‘reacquire’. In Group 1 tests,
the robot moves in a constant speed at 1 m/s. With the proposed method, the robot
correctly locates the odor source with 175 s, which is much shorter compared to 351 s
for the traditional bio-inspired counterpart.

speed 1 m/s. Fig. 3.11 presents robot trajectories in different search behaviors with and
without the designed fuzzy controller.
At the initial phase of the search, the ‘zigzag’ trajectory is employed to guide the robot in
detecting plumes. After the first plume detection event, the robot switches to the ‘trackin’ behavior. Comparing Fig. 3.11(a) and Fig. 3.11(d), it can be observed that with the
proposed navigation algorithm, the trajectory length is longer than the counterpart in
the ‘track-in’ behavior (23 m vs. 17 m). This is because the proposed fuzzy controller
increases the value of λ in the ‘track-in’ behavior due to the laminar flow environment.
This operation elongates the upwind movement, which helps the robot quickly approach
the odor source.
Then, as shown in Fig. 3.11(b) and Fig. 3.11(e), the ‘track-in’ and ‘track-out’ behaviors
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alternate to command the robot proceeding toward the odor source location. When the
robot is close to the odor source, the fuzzy controller decreases the value of behavior
parameters to constrain the scale of trajectories; therefore, the robot can perform a local
search within a small area to exploit the exact odor source location. Comparing Fig.
3.11(c) and Fig. 3.11(f), which present robot trajectories in the ‘reacquire’ behavior,
the trajectory with the fuzzy controller is more favorable since the robot circulates near
the odor source location; by contrast, the trajectory without the fuzzy controller has a
large scale, which is not efficient for saving the search time.
At the end of the search, the robot declares the odor source once the source declaration
conditions are satisfied. The search time and the declared odor source location for the
robot with the designed fuzzy controller is 175 s and (21.7, 0.1) m, respectively. The
distance to the real odor source location, i.e., (20, 0) m, is 1.7 m. Considering the large
size of the search area, i.e., 100 × 100 m2 , the performance of the proposed navigation
algorithm is satisfied (within 5 m). Compared to the search results of the traditional bioinspired method, where the robot uses 351 s and declares the odor source at (21.2, 0.2)
m, the proposed navigation algorithm is more efficient in Group 1 tests.

3.4.3

Group 2: Implementation in a Turbulent Flow Environment

In this group of tests, the proposed navigation algorithm is implemented in a turbulent
flow environment, where U0 = (1, 0) m/s and ς = 10.
In Fig. 3.12, the change of fuzzy inputs and the corresponding fuzzy outputs, i.e.,
coefficient values, can be inspected and compared. When the airflow environment around
the robot position is laminar, i.e., T I is at a low level, values of αβ , αLc , αK , and αθ ,
are low either, and values of αλ , αLu , and αA are high. Conversely, when the airflow
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Figure 3.12: Plots of fuzzy inputs and outputs generated in the Group 2 test, where
(a) presents fuzzy inputs, and (b) shows fuzzy outputs. Labels on the fuzzy output
plots, i.e., (a), (b), ... (h), are time steps that mentioned in Fig. 3.13.

environment becomes turbulent, i.e., T I grows to a high level, values of αβ , αLc , αK ,
and αθ increase and αλ , αLu , and αD decrease correspondingly. Besides, the shift of
the robot from exploration to exploitation can also be observed. When the robot is
near the odor source location, i.e., ρ is high and δT is short, values of all coefficients are
constrained to produce a limited scale trajectory, which commands the robot to exploit
the exact odor source location. Note that, the value of ρ will not be updated until the
next above-threshold concentration measurement, where the threshold is defined to filter
out the background concentration noises. Since the chemical sensor has a low false-alarm
rate but a high miss-detect rate [16], this design enables the robot to memorize the most
recent above-threshold concentration measurements, which helps the robot estimate the
distance to the source.
Search details are demonstrated in Fig. 3.13. At t = 33 s, the robot encounters plumes
for the first time and switches to the ‘track-in’ behavior. In the period from t = 50 s to
t = 75 s, due to the turbulent airflows, the robot loses the plume contact and performs
the ‘track-out’ and ‘reacquire’ behaviors to recover plumes. As presented in Fig. 3.13(c),
the robot moves in circles to find plumes. Meanwhile, it can be observed in Fig. 3.12(b)
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(a) 33s

(b) 54s

(c) 74s

(d) 96s

(e) 114s

(f) 139s

(g) 172s

(h) 262s

Figure 3.13: Snapshots of robot trajectories at different time steps in the Group 2
test. The robot is placed in a turbulent airflow environment with the environmental
settings U0 = (1, 0) m/s and ς = 10. The robot starts at (80, −40) m and declares the
odor source location at 262 s. The declared odor source location is at (20.2, 0.1) m,
which is 0.22 m to the actual odor source location. It should be noted that the airflow
field displayed at the background is at the current time while the shown plume
trajectory is developed over a period.
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that the fuzzy controller increases values of αβ , αLc , αK , and αθ and decreases αλ ,
αLu , and αD to generate the large scale trajectories for fostering the plume search over
a large area. At around t = 100 s, the robot re-detects plumes and switches back to
the ‘track-in’ behavior; however, this behavior does not last long due to the circulating
plume trajectory produced by turbulent airflows. At t = 139, after performing a ‘trackout’ behavior to traverse the plume trajectory, the robot maintains inside plumes until
t = 172 s. During this period, the robot quickly approaches the odor source location.
In the plots of coefficients, i.e., Fig. 3.12(b), coefficient values are constrained to a low
level after t = 172 s, which results in the small scale trajectories. It can be seen in
Fig. 3.13(h) that the robot circulates around the odor source location with a small scale
trajectory. At t = 262 s, the robot declares the odor source location, which is located
at (20.2, 0.1) m. The distance error to the actual odor source location is 0.22 m.

3.4.4

Group3: Comparisons to Traditional Methods

In this group of tests, the robustness of the proposed navigation algorithm in varying
search conditions is evaluated. Two test scenarios have been designed as follows:

• Scenario 1: the robot starts the OSL task at different initial positions in a turbulent
flow environment, where U0 = (1, 0) m/s and ς = 8.
• Scenario 2: the robot starts at the same initial position, i.e., (80, −40) m, but
airflow environments vary.

Additionally, to evaluate the performance of the proposed navigation algorithm, a traditional bio-inspired method [37] and an engineering-based method [15] are also implemented and compared in this group of tests. It should be mentioned that for each

Chapter 3. Adaptive Bio-inspired Navigation Using Fuzzy Inference Methods

58

navigation algorithm, the robot operates at the same speed, i.e., 1 m/s, and with the
same source declaration algorithm (presented in Section 3.2.3).

3.4.4.1

Results of Scenario 1

Table 3.3 presents search results in Scenario 1 tests, where six different robot initial
positions over the search area are evaluated.
Table 3.3: Search Times of Different Navigation Methods in Varying Robot Initial
Positions

Test

Robot
Initial
Position
(m)

Traditional
Bio-inspired
Method
(s)

Traditional
Engineeringbased Method
(s)

The Proposed
Navigation
Algorithm

1
2
3
4
5
6

(35, 20)
(50, 40)
(60, -40)
(70, 30)
(90, 40)
(90, -40)

250
279
343
345
313
399

138
140
193
164
323
467

151
215
189
157
195
188

For the proposed navigation algorithm, it can be observed in Table 3.3 that no matter
how the robot initial position changes, the robot can correctly declare the odor source
within 5 m to the actual source location. Compared to other two methods, the proposed
method achieves shorter search time in Test 3-6, while for Test 1-2, the search time of
the proposed method is comparable to the engineering-based counterpart. However, the
time complexity of the implemented engineering-based method grows significantly with
respect to the size of the search area, i.e., when the search area is large, the robot needs
more time to generate a source probability map. The proposed algorithm, on the other
hand, does not relate with the size of search area, where robot commands are calculated
directly based on the sensors’ measurements. Considering the long processing time of
the implemented engineering-based algorithm, the proposed method is more preferable
for implementations. Test results in Scenario 1 demonstrate the validity of the proposed
navigation algorithm with varying robot initial positions.
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Table 3.4: Search Results of Three Navigation Methods in Different Airflow
Environments. f : Successful/Total Tests; µ: Averaged Search Time; σ: Standard
Deviation of Search Time
Environmental
Settings
U0 (m/s)
(1, 0)
(1, 0.5)
(1, 0)
(2, 0)
(2, 0.3)

ς
8
5
10
10
15

Traditional
Bio-inspired
Method [37]
f
20/20
20/20
20/20
20/20
20/20

µ (s)
336.5
322.0
326.7
331.2
349.5

Traditional
Engineering-based
Method [15]
σ
57.0
45.0
32.8
24.0
40.8

f
18/20
20/20
20/20
20/20
20/20

µ (s)
297.1
227.2
300.9
304.4
334.8

The Proposed
Navigation
Method

σ
65.7
36.0
78.1
68.6
63.2

f
20/20
20/20
20/20
20/20
20/20

µ (s)
251.8
245.4
243.2
252.8
313.3

σ
42.7
30.0
56.4
36.8
68.4

Table 3.5: Statistical Results of Repeated Tests

Traditional
Bio-inspired Method [37]
Traditional
Engineering-based
Method [15]
The Proposed
Navigation Algorithm

3.4.4.2

Successful/
Total Tests

Success
Rate

Standard
deviation
of Search
Time

Averaged
Search
Time (s)

100/100

100%

42.5

333.2

98/100

98%

78.8

292.9

100/100

100%

55.6

260.7

Results of Scenario 2

In Scenario 2, the proposed navigation algorithm is implemented in different airflow
environments. For each navigation algorithm, the OSL trail is repeated 100 times to
obtain the statistic results. Search results of all tests are presented in Table 3.4, and the
statistical results are presented in Table 3.5.
Table 3.4 demonstrates that the proposed navigation algorithm outperforms the traditional bio-inspired method in all environments concerning the mean search time. Compared to the engineering-based method, the proposed algorithm achieves a shorter search
time all environments except Env. 2, where the engineering-based method is slightly better than the proposed algorithm in terms of the mean search time (i.e., 227.2 s vs. 245.4
s). Table 3.5 presents the statistic results of three navigation algorithms. It can be
seen that the proposed navigation algorithm achieves the shortest averaged search time
among three navigation algorithms, which indicates that the proposed algorithm is more
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efficient than the other two methods in these tests. As for the standard deviation of
search time, the proposed method has a smaller value than the engineering-based method
and comparable to the bio-inspired method, indicating that the proposed method is reliable in search performance. This result verifies the effectiveness of the proposed method,
which enables the robot to exploit the exact odor source location when it is near the
source. Considering the great computational demand of the engineering-based method,
the proposed algorithm is more favorable to be implemented on mobile robots due to
the low computation load and acceptable localization accuracy.
In general, the main advantage of the proposed navigation algorithm is that the computation complexity is much less, but the search performance is comparable to the
engineering-based method [15]. The navigation method proposed in [15] contains a cellbased source mapping algorithm, which separates the search area into multiple small
cells and computes the probability of each cell containing the odor source. For cellbased source mapping algorithms, the computational cost relates to the number of cells
defined in the search area [16]. When we implement [15] in simulation, we defined the
number of cells is 1000 considering the large size of the search area (i.e., 100 × 100 m2 ).
Therefore, at every time step, [15] repeats the probability calculation 1000 times. In
comparison, the proposed navigation algorithm’s computational complexity is fixed (i.e.,
it does not need to compute the cell-based probability). The robot is commanded based
on sensor readings at the current time step, which is more reliable and much faster than
the engineering-based counterpart in varying search environments.
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Summary of the Chapter

In this chapter, an olfactory-based navigation algorithm for using on a mobile robot to
find an odor source in an unknown environment is presented. Inspired by the mateseeking behaviors of male moths, a behavior-based search framework is designed and
constructed. To enable the robot perceive the environment and understand the current
search situation, a fuzzy controller is designed and implemented to adapt parameters
in search behaviors. As a result, when the airflow environment is turbulent, the robot
trajectories are extended to allow the robot to find plumes over a large area, i.e., exploration. When the robot is near the odor source, search trajectories are limited to
constrain the robot in a local search, i.e., exploitation. Experiment results show that
the proposed navigation algorithm is valid in both laminar and turbulent flow environments. Compared to two traditional plume tracing methods, including a bio-inspired
and an engineering-based methods, the proposed algorithm is more effective and efficient
in terms of the averaged search time and success rates.

Chapter 4

Olfactory-Based Navigation via
Model-Based Reinforcement
Learning and Fuzzy Inference
Methods

This chapter presents an intelligent olfactory-based navigation algorithm via reinforcement learning (RL) and fuzzy inference methods. This algorithm models the odor source
localization (OSL) as an RL problem. During the odor plume tracing process, the belief
state in a partially observable Markov decision process (POMDP) model is adapted to
generate a source probability map that estimates possible odor source locations, and a
hidden Markov model (HMM) is employed to produce a plume distribution map that
premises plume propagation areas. Both source and plume estimations are fed to the
robot, and a decision-making approach based on fuzzy inference is designed to dynamically fuse information from two maps and to balance the exploitation and exploration of
62
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the search. After assigning the fused information to reward functions, a value iteration
based path planning algorithm is presented to solve for the optimal action policy. Comparing to other commonly used olfactory-based navigation algorithms, such as mothinspired and Bayesian inference methods, simulation results show that the proposed
method is more intelligent and efficient.

4.1

Motivation and Research Niche

Comparing existing olfactory-based navigation strategies, the limitation of bio-inspired
methods is that the robot lacks the capability of estimating odor plume locations. Thus,
when odor plumes are not detected, the robot can only perform a time-consuming ’casting’ behavior to recover plumes. As for engineering-based methods, if the robot is source
seeking oriented (e.g. [14]), the search efficiency is not ideal since the source probability
map is unreliable before the robot acquires enough odor source information. On the
other hand, the search result is also not desired if the robot is plume seeking oriented
(e.g. [56]) since it leans toward detecting plumes instead of locating the odor source.
The research niche that our approach fits is to let the robot estimate both odor source
and odor plume locations and fuse two estimations as the target to guide the robot. So
that, not only does the robot search for the odor source location, but also it can quickly
recover from plume non-detection events when it does not observe plumes.
Reinforcement learning (RL) algorithms are widely implemented in the field of artificial
intelligence (AI). For instance, AlphaGo [96], an AI robot based on RL methods, defeated
a couple of best professional human players in the game of Go. An RL algorithm
models interactions between an agent and the environment: an agent receives rewards
by performing actions, and the goal of the agent is to take the action that maximizes
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the cumulative reward [97]. The framework of an RL algorithm is similar to an OSL
problem: an agent could be considered as a robot that aims to find an odor source in an
unknown environment. By appropriately defining reward functions, the robot is driven
to choose actions that are beneficial to locate an odor source. The optimal policy is
adapted as a search path that leads the robot to the maximal reward location.
In this chapter, an olfactory-based navigation method for using on a ground mobile robot
is presented. The proposed method contains two main procedures, i.e., modeling and
planning. In the modeling procedure, odor source and plume estimations are obtained.
Specifically, belief states in a POMDP model are adapted to represent a source probability map, from which the robot estimates possible odor source locations. Besides, a
plume distribution map that predicts odor plume propagation areas is obtained from a
HMM based method. A fuzzy inference approach is designed to dynamically fuse the
information from two maps, and the combined information is assigned to reward functions. In the planning procedure, a search route is determined based on the generated
reward functions. The value iteration method is adopted to solve the RL problem and
produces the optimal policy, which is a search route that leads the robot to the maximum reward location, i.e., the location that contains the most odor source information.
Modeling and planning procedures are repeated until reward functions converge, which
is considered as the complete of an OSL problem.

4.2

RL Basics

Before diving into the actual odor search algorithms, the author first introduces some
basic concepts and terminologies used in RL algorithms. Notations used in this section
follow Sutton’s book [97].
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Markov Decision Process

A Markov decision process (MDP) is a commonly used math model in RL algorithms.
All states in an MDP model has ”Markov” property, which means that the future is
independent of the past given the present. In other words, the future only depends on
the current state, not the historical trajectory, and the current state encapsulates all the
information we need to decide the future. The property can be represented as:

P [St+1 |St ] = P [St+1 |S1 , . . . , St ] .

(4.1)

A MDP model consists of five elements: M = hS, A, P, R, γi, and each element is defined
as:

• S is a set of states;
• A is a set of actions;
• P is a transition probability;
• R is a reward function;
• γ is a discounting factor for future rewards.

Fig. 4.1 shows a MDP model within one time step. At time step t, the agent is in a
state (St = s, s ∈ S) and after it takes an action (At = a, a ∈ A) to arrive in the next
state (St+1 = s0 , s0 ∈ S), the agent will obtain a reward (Rt+1 = r, r ∈ R). The MDP
and agent together give a sequence starting from the initial state S1 and ending with
the terminal state ST .
The sequence S1 , A1 , R2 , S2 , A2 , . . . , ST is termed episode, which describes how the agent
interacts with the environment. The probability of transitioning from the current state
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Figure 4.1: A process of a MDP model in a flow diagram within one time step.
Reprinted from [98], Fig. 1.1.

(St ) to a new state (St+1 ) after taking an action (At ) and receiving a reward (Rt+1 ) is
defined as P (s0 , r|s, a):




P s0 , r|s, a = P St+1 = s0 , Rt+1 = r|St = s, At = a ,

(4.2)

and
XX
s0 ∈S


P s0 , r|s, a = 1, for all s ∈ S, a ∈ A.

(4.3)

r∈R

Thus, the state-transition function can be defined as:



 X

0
0
a
P s0 , r|s, a .
Pss
0 = P s |s, a = P St+1 = s |St = s, At = a =

(4.4)

r∈R

The reward function R predicts the next reward triggered by one action:

R(s, a) = E [Rt+1 |St = s, At = a] =

X X

r
P s0 , r|s, a .
r∈R

4.2.2

(4.5)

s0 ∈S

Policy

The policy (π) describes which action the agent will take in the state St with the goal to
maximize the total rewards. It is a mapping from state St to action At (i.e., a ‘guidebook’
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that indicates the agent to perform an action in a state) and can either be deterministic
or stochastic:

• Deterministic: π(s) = a.
• Stochastic: π(a|s) = Pπ [At = a|St = s].

A policy fully defines the behaviour of an agent, and due to the ’Markov’ property,
policies only depend on the current state, not on the history.

4.2.3

Value Functions

Value function is a prediction of the future reward. The future reward Gt , also known as
a return, is a total sum of discounted rewards from the time step t, and it is represented
as:
Gt = Rt+1 + γRt+2 + · · · =

∞
X

γ k Rt+k+1 ,

(4.6)

k=0

where γ ∈ [0, 1] is the discounting factor that penalizes rewards in the future. There are
two kinds of value functions: state-value function and action-value function. The statevalue function (i.e., Vπ (s)) evaluates the goodness of the agent being in a state s, and
the action-value function (i.e., Qπ (s, a)) evaluates the goodness of the agent performs
an action a in a state s. The term of ’goodness’ is defined in terms of future rewards
that can be expected or estimated, i.e., the higher expected future rewards, the better
the agent being in a state or performing a action in a state. Mathematically, Vπ (s) is
the expectation of the return (total future rewards) starting from the current state St ,
and then following the policy π: Vπ (s) = Eπ [Gt |St = s]; Qπ (s, a) is the expectation of
the return starting from state s, taking the action a, and then following the policy π:
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Qπ (s, a) = Eπ [Gt |St = s, At = a]. Vπ (s) can be represented by Qπ (s, a) through:

Vπ (s) =

X

π(a|s)Qπ (s, a).

(4.7)

a∈A

Reversely, Qπ (s, a) can also be represented by Vπ (s) through:

Qπ (s, a) =

X

X



a
0
P s0 , r|s, a r + γVπ s0 = R(s, a) + γ
Pss
.
0 Vπ s

s0 ,r

(4.8)

s0 ∈S

Backward root diagrams are helpful to understand these transformations. In Fig. 4.2(a),
open circles represent states and solid circles represent state-action pairs. Starting from
state s, the root node at the top, the agent could take one of three actions based on its
policy π. To calculate Vπ (s), all Qπ (s, a) are averaged with weights of action occurring
probabilities. A similar root diagram is shown in Fig. 4.2(b). Starting from a stateaction pair s, a, the agent could reach one of three states s0 based on the transition
probabilities P (s0 , r|s, a) and receive a reward r corresponding with the state it selected.
To calculate Qπ (s, a), total rewards (immediate reward r plus future reward V (s0 )) are
averaged with weights of transition probabilities.

(a) Qπ (s, a) ⇒ Vπ (s)

(b) Vπ (s) ⇒ Qπ (s, a)

Figure 4.2: Root diagrams of the state-value function and the action-value function
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Bellman Equations

There are two kinds of Bellman equations, namely Bellman expectation equations and
Bellman optimality equations. Bellman expectation equations provide a recursive way
to calculate value function. For state-value function, the Bellman expectation equation
is represented as:

Vπ (s) =

X

π(a|s) R(s, a) + γ

X

!

s0 ,

a
Pss
0 Vπ

(4.9)

s0 ∈S

a∈A

and for action-value function, the recursive form is given as:

Qπ (s, a) = R(s, a) + γ

X

X

a
Pss
0



π a0 |s0 Qπ s0 , a0 .

(4.10)

a0 ∈A

s0 ∈S

On the other hand, Bellman optimality equations are used to select the best action that
gives the maximum value function. The Bellman optimality equation for a state-value
function is shown as:

!
V∗ (s) = max R(s, a) + γ
a∈A

X

a
Pss
0 V∗

s

0



,

(4.11)

s0 ∈S

and for action-value function, it is represented as:

Q∗ (s, a) = R(s, a) + γ

X
s0 ∈S


a
0 0
,
Pss
0 max Q∗ s , a
0
a ∈A

(4.12)

where V∗ and Q∗ represent the maximum expectation of the return. The significance of
Bellman optimality equations is that the optimal policy (π∗ ) can be obtained by choose
actions that gives the maximum return: π∗ = arg maxa Qπ (s, a).

Chapter 4. OSL via Model-Based RL and FIS Methods

4.2.5

70

Solve RL Problems: Dynamic Programming

If the model is fully known to the agent, i.e., the agent knows reward functions and
transition probabilities, the RL problem can be solved by using dynamic programming
(DP) to iteratively evaluate value functions and improve the policy. A DP comprises
two methods: policy iteration and value iteration.
Policy iteration methods provide an iterative procedure to improve the policy. There
are three steps in a policy iteration method:

1. Policy Evaluation (Prediction)
Compute the state-value function Vπ,t+1 for a given policy π based on the statevalue Vπ,t at the current time t using the Bellman expectation equation:

Vπ,t+1 (s) =

X

π(a|s) R(s, a) + γ

X

a
Pss
0 Vπ,t

!

s0 ;

(4.13)

s0 ∈S

a∈A

2. Policy Improvement
Generate a better policy π 0 at time t + 1 by acting greedily with respect to Vπ,t+1 ,
i.e., pick the action that gives the highest state-value function:

π 0 = arg max R(s, a) + γ
a∈A

X

a
Pss
0 Vπ

!

s0 ;

(4.14)

s0 ∈S

3. Check Convergence
If state-value function converges, then stop and return the optimal policy π ∗ ;
otherwise go back to policy evaluation.

Value iteration is the modification of the policy iteration. In this algorithm, the agent
finds the best state-value function immediately trough the Bellman optimality equation
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(Eqn. 4.11) without doing the policy evaluation step:

1. Initialization
For all s ∈ S, arbitrarily except that V (terminal) = 0;
2. Bellman Optimality Equation
Find the best state-value function (one of these two):
• Synchronous backup: Vk+1 (s) = maxa∈A R(s, a) + γ

P

s0 ∈S


a V (s0 )
Pss
0 k

At time step t, the agent calculates the next state-value function using the
current state-value function. After all states have new state-value functions,
update them synchronously.
• Asynchronous backup: V (s) = maxa∈A R(s, a) + γ

P

s0 ∈S


a V (s0 )
Pss
0

Don’t wait all states get update, the agent calculates a new state-value function using whatever values of other states happened to be available and assigns
the new state-value function to the state immediately. No matter
3. Check Convergence
If the state-value function converges, then stop and output π ∗ ; otherwise go back
step 2.

4.3

Overview of the Proposed Olfactory-based Navigation
Method

The scheme of the proposed olfactory-based navigation method is presented in Fig.
4.3. In the plume finding phase, a ’zigzag’ search route presented in [33] is adopted
to detect plumes for the first time, and the source mapping algorithm that estimates
odor source locations (see Section 4.4.3.5) is activated simultaneously. After the robot
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Figure 4.3: The framework of the proposed olfactory-based navigation method

detects plumes for the first time, the robot switches to the plume tracing phase, in which
the source mapping algorithm sustains and the plume mapping algorithm that predicts
plume propagation areas (see Section 4.4.4) is activated. Results from source and plume
mappings are combined via a fuzzy controller to form reward functions (see Section
4.5.1). Then, a search route is generated by the value iteration based path planning
algorithm (see Section 4.5.2). In the plume tracing phase, aforementioned algorithms
keep updating until reward functions converge, which indicates that the robot finds the
odor source location.
Specifically, the proposed method can be separated into two principle procedures, namely
modeling and planning. In the modeling procedure, source estimates are obtained from
belief states in a POMDP. The motivation of using belief states is that under the POMDP
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framework, belief states can estimate uncertainties of an environment in a stochastic
fashion, i.e., the agent cannot directly observe states, but it can estimate the current
state through the belief state, which is the probability of the agent being in a state. To
adapt the POMDP framework in an OSL problem, the odor source location can be used
to define hidden states since it is unknown to the robot, actions can be considered as
possible moving directions of the robot, observations can be adapted as plume detection
and non-detection events, and the belief state can be interpreted as the probability of
an area containing the odor source, i.e., a source probability map. Besides, to construct
a plume distribution map, which estimates plume propagation areas, a HMM based
method is adopted.
In the planning procedure, robot searching routes are determined. In an RL algorithm,
reward functions determine behaviors of an agent and stipulate how we want the agent
to accomplish its objective. In the proposed method, reward functions are expected
to contain the information that not only conjectures odor source locations but also
estimates plume propagation areas since source and plume estimations are instructive
for the robot to either exploit or explore the odor source location. Thus, a source
probability map and a plume distribution map are combined to form reward functions.
Instead of combining them in a fixed proportional pattern (e.g., [99]), a fuzzy controller
is designed to identify the current search condition and dynamically balance weights of
two maps (exploitation or exploration). Then, a value iteration based path planning
algorithm is adopted to solve for the optimal policy, i.e., the optimal search route that
leads the robot toward the location containing the most odor source information.
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Modeling

Search Area

In this work, the OSL is considered as a two-dimensional (2-D) problem since the aimed
implementation platform of the proposed olfactory-based navigation method is a ground
mobile robot. For computational feasibility, the search area is modeled as a rectangular
grid with m cells in a row and n cells in a column as shown in Fig. 4.4. The size of a
cell is defined as Lx × Ly , where Lx and Ly are the length and width of a cell in the
x and y directions respectively. A vector C = [C1 , C2 , ..., CM ] is defined to store cell
indexes, where M = mn. Besides, Ci can also represent the position of a cell, such that
Ci = (xi , yi ) is the center point of a cell Ci , i ∈ [1, M ]. The odor source is placed in one
of M cells, and its location is clouded to the robot.
Let f ∈ [1, m] count over cells in the x direction and g ∈ [1, n] count over cells in the y
direction. Then, a cell index i ∈ [1, M ] can be represented as i = f +(g −1)m. Reversely,
if i is given, f and g can be calculated as:

f (i) = rem(i − 1, m) + 1
(4.15)
g(i) = int(i − 1, m) + 1,

where rem(n, m) and int(n, m) are the remainder of n being divided by m and the greatest integer that is less than or equal to n/m, respectively. Thus, two cell representations,
i.e., Ci and C(f,g) , are equivalent.
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Figure 4.4: The search area defined in the OSL problem

4.4.2

4.4.2.1

Probabilities of Detecting and Not Detecting Plumes

Plume Model

In a turbulent flow environment, movements of odor plumes follow a random walk superimposed on the airflow advection, which can be expressed as [51]:

Ẋ(t) = U(X, t) + N(t),

(4.16)

where X = (xp , yp ) is the odor plume location, U = (ux , uy ) is the mean wind velocity,
which transports a plume as the whole body (i.e., advection), and N = (nx , ny ) denotes
the random walk velocity, which stirs filaments inside a plume and changes the plume
shape (i.e., diffusion). N can be modeled as a Gaussian random process with zero mean
and σ 2 = (σx2 , σy2 ) variance, where σx and σy are strengths of the random walk velocity
in the x and y directions, respectively. It should be noted that the position of an odor
plume is chiefly determined by the advection U, since the strength of mean wind velocity
is much higher than that of the random walk velocity [36].
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If the odor source releases a single odor plume at time tl , the location of the odor plume
at time tk (tl < tk ) can be calculated by integrating (4.16):

Z

tk

Z

tk

N(τ )dτ,

U(X(τ ), τ )dτ +

X (tl , tk ) = Xs (tl ) +
tl

(4.17)

tl

where Xs (tl ) is the odor source location. If the odor source continuously releases plumes
in the time interval [tl , tk ], assuming that the release rate is G plumes per second, there
are G(tk − tl ) plumes released, and positions of released plumes can be denoted by
P(tl , tk ) = [X(tl ), X(tl + dτ ), X(tl + 2dτ ), ..., X(tk )] where dτ = 1/G.

4.4.2.2

Single Released Odor Plume

This section presents the probability of detecting a plume in an arbitrary cell given that
the source only releases a single plume.
Let s(tl , tk ) = (sx , sy ) =

R tk
tl

U(X(τ ), τ )dτ , where sx and sy are plume advection dis-

tances in the x and y directions, respectively. Let W(tl , tk ) = (wx , wy ) =

R tk
tl

N(τ )dτ ,

which is a Gaussian random process with zero mean and (tk − tl )σ 2 variance. Thus,
(4.17) can be rewritten as:

X(tl , tk ) = Xs (tl ) + s(tl , tk ) + W(tl , tk ).

(4.18)

It is worth mentioning that s(tl , tk ) is approximated by integrating the sensed airflow
velocities at the robot position from tl to tk since the global airflow information is absent:
s(tl , tk ) = (sx , sy ) ≈

Pk−1
q=l

u(Xv (tq ), tq )dt, where u(Xv (t), t) denotes airflow measure-

ments at the location Xv (t) (i.e., the robot location at time t). This approximation will
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introduce additional errors, but, since the global airflow information is unavailable, this
assumption is acceptable.
If the odor plume is propagated to a cell Cj at the time tk , the estimated odor source
location X̂s = (xs , ys ) can be obtained by solving (4.18):

X̂s (tl , tk ) = X(tk ) − s(tl , tk ) − W(tl , tk ),

(4.19)

where X(tk ) = (xj , yj ) is the plume location at time tk , which is inside the cell Cj . Note
that, since X(tk ) − s(tl , tk ) is a constant and W(tl , tk ) is a Gaussian random variable
with zero mean and (tk − tl )σ 2 variance, X̂s is also a Gaussian random variable with
X(tk ) − s(tl , tk ) mean and (tk − tl )σ 2 variance. Thus, the probability density function
(PDF) of X̂s in the x and y directions are:

−

(xj −sx −xs )2
2
2(tk −tl )σx

−

(yj −sy −ys )2
2
2(tk −tl )σy

e
,
f (xs ) = p
2π (tk − tl ) σx2

(4.20)

e
f (ys ) = q
.
2π (tk − tl ) σy2

Since x and y directions are orthogonal, the joint PDF of X̂s is f (xs ) × f (ys ). Then,
the probability of the estimated odor source being located in an arbitrary cell can be
calculated by integrating the PDF over positions in that cell.
Let pij (tl , tk ) donate the probability of there being an odor source in a cell Ci that
released a single odor plume at time tl given that the odor plume is in the cell Cj at

Chapter 4. OSL via Model-Based RL and FIS Methods

78

time tk . Thus, pij (tl , tk ) can be calculated as:

pij (tl , tk )
Z

Z

xs ∈Ci ys ∈Ci

Z

Z

(xj −sx −xs )2
2
2(tk −tl )σx

−

(xj −sx −xs )2
2
2(tk −tl )σx

−

(yj −sy −ys )2
2
2(tk −tl )σy

e
e
p
q
dxs dys
2
2π(tk − tl )σx 2π(tk − tl )σy2

=
xi + L2x yi +

−

Ly
2

=

e

−

(yj −sy −ys )2
2
2(tk −tl )σy

e
2π (tk − tl ) σx σy

(4.21)
dxs dys

xi − L2x yi − Ly
2
Lx

Ly

Z2 Z2
=

e

−

(xj −xi −sx −xs )2
2
2(tk −tl )σx

−

(yj −yi −sy −ys )2
2
2(tk −tl )σy

e
2π (tk − tl ) σx σy

dxs dys ,

− L2x − Ly
2

which is a function of the relative positions of the cell Cj (i.e., plume position) and the cell
Ci (i.e., possible odor source position), plume advection distances s(tk , tl ), and the plume
propagation time tk − tl . In the algorithm implementation, pij (tl , tk ) is approximated as

pij (tl , tk ) =

e

−

(xj −xi −sx )2
2
2(tk −tl )σx

−

(yj −yi −sy )2
2
2(tk −tl )σy

e
2π(tk − tl )σx σy

Lx Ly

(4.22)

for the calculation efficiency. This approximation will introduce additional errors when
the cell size is large (i.e., Lx >> σx and Ly >> σy ), but in this work, the cell size is
small (i.e., Lx ≈ σx and Ly ≈ σy ), thus, the produced errors are negligible.
One feature of the olfactory sensing device is that it has trivial false-alarm rates, but
high missed-detection rates [51]. To model this mechanism, let β donate the probability
of the robot successfully detecting plumes given that there are detectable plumes at the
chemical sensor position. Thus, the probability of detecting a single released plume in
Cj at tk that was released from Ci at tl is βpij (tl , tk ), and the probability of not detecting
this plume is 1 − βpij (tl , tk ).
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Continuous Released Odor Plumes

If the odor source continuously releases odor plumes from tl to tk , what is the probability
of detecting and not detecting odor plumes? To answer this question, the value of tl
should be clarified.
As the plume traveling time tk − tl increases, the value of s(tl , tk ) grows correspondingly,
but s(tl , tk ) should not exceed the size of the search area since the robot cannot detect
odor plumes outside of it. The value of tl is initialized as 0 because the airflow velocity
is unavailable before the search, and as the search progresses (i.e., tk increases), the
distance between tl and tk should be constrained (i.e., tk −tl < h, where h is the maximum
length of recorded flow history) to satisfy the aforementioned restraint. Therefore, tl is
defined as:
tl = max(0, tk − h + 1).

(4.23)

In Section 4.4.2.2, the probability of not detecting a plume in a cell Cj at time tk due
to a single odor plume release from a cell Ci at time tl is calculated as 1 − βpij (tl , tk ).
Thus, if all release times within [tl , tk ] are accounted, the probability of not detecting
plumes in a cell Cj at time tk due to the continuous plume release from a cell Ci is:
tk−1

κij (tl , tk ) =

Y

[1 − βpij (tl , tk )] .

(4.24)

tl

Since plume detection and non-detection events are complementary, the probability
of detecting plumes under the same condition (i.e., continuous plume release) is 1 −
κij (tl , tk ).
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Figure 4.5: A basic POMDP model

4.4.3

Source Mapping

Belief states in a POMDP model are adapted as source estimations, which are used to
construct a source probability map. A basic POMDP model can be defined by a tuple
(S, A, Ω, P , O, R, b0 ) as shown below [98]:

• S is a state space;
• A is an action space;
• Ω is an observation space;
• P are state transition probabilities between states;
• O are observation probabilities;
• R is the reward function defined on the transitions;
• b0 is an initial probability distribution over states.

As shown in Fig. 4.5, at each time-step, the agent receives an observation (o, o ∈ Ω)
at the current state (s, s ∈ S), and after performing an action (a, a ∈ A), the agent
is transferred to a new state (s0 , s0 ∈ S) according to the state transition probability
P (s0 |s, a) and receives a new observation (o0 , o0 ∈ Ω) with the observation probability
O(a, s0 , o0 ) and a reward R(s, a). Since states are hidden to the agent, a probability
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distribution over states is defined as the belief state b(s), which indicates the probability
of the agent being in a particular state s, and the initial belief state is b0 .
To illustrate the proposed source mapping algorithm, the rest of section presents an
approach that adapts elements in a basic POMDP model to the context of an OSL
problem.

4.4.3.1

State Space

States in a basic POMDP model are hidden to the agent, i.e., the agent does not know
which state it is in. In an OSL problem, the actual odor source location is unknown
to the robot. Thus, we defined states as the actual odor source location, which can
be represented by a length-M (M is the number of cells in the search area) vector of
Boolean values indicating whether each cell contains the odor source. If the Boolean
value is 1, then the corresponding cell contains the odor source; otherwise, this value is
0.
For instance, s1 = [1, 0, ..., 0] indicates that the odor source is in the cell C1 , s2 =
[0, 1, ..., 0] represents that the odor source is in the cell C2 , etc. Since the odor source
could be located in an arbitrary cell inside the search area, the state space is represented
as S = {s1 , s2 , ...sM }.

4.4.3.2

Action Space

The action space defines possible actions that an agent could select. As shown in Fig.
4.6, at the center cell C(f,g) , the robot could select one of eight actions and enter the
corresponding cell around it.
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Figure 4.6: Action space. The robot location is at the center cell. Arrows indicate
possible actions that the robot can take.

In this work, an action is represented by the destination cell. For example, a2 in Fig. 4.6
can be represented as a2 = C(f,g−1) since the destination cell of this action is C(f,g−1) .
Thus, the action space can be represented as A= {a1 = C(f −1,g−1) , a2 = C(f,g−1) , ..., a8 =
C(f +1,g+1) }.

4.4.3.3

State Transition Probabilities

The location of the odor source is stationary in this work, i.e., the odor source cannot
move. Thus, the state transition probability is 1 if the new state is the same as the old
state; otherwise, this probability is 0:

P (s0 = si |s = sj , a) =






1

i=j





0

i 6= j

,

(4.25)

where i, j ∈ [1, M ].

4.4.3.4

Observation Space and Probabilities

When the robot enters a cell Cj , it could or could not detect odor plumes. Thus, two
¯ namely the plume
observation states are defined in the observation space Ω = {d, d},
¯ A fixed plume concentration
detection event d and the plume non-detection event d.
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threshold is adopted to identify two events, i.e., a plume detection event is confirmed
when the sensed concentration is higher than the threshold, otherwise, a plume nondetection event is confirmed.
When the robot enters a cell Cj , the probability of detecting continuous released plumes
is 1 − κij (tl , tk ) and the probability of not detecting these plumes is κij (tl , tk ) as defined
in Section 4.4.2.3. Thus, the observation probability O(a, s0 , o0 ) is defined as:

0

0

O(a = Cj , s = si , o ) =






1 − κij (tl , tk )

o0 = d





κij (tl , tk )

o0 = d¯

,

(4.26)

where i, j ∈ [1, M ].

4.4.3.5

Belief States

In a basic POMDP model, after taking an action a and transferring to a new state s0 ,
the belief state of the new state b(s0 ) is updated based on the old belief state b(s), the
observation probability O, and the state transition probability P , which is represented
as [100]:
P
O(a, s0 , o0 ) s∈S P (s0 |s, a)b(s)
P
.
b(s ) = P
0 0
0
s∈S
s0 ∈S O(a, s , o )P (s |s, a)b(s)
0

(4.27)

In an OSL problem, the belief state can be interpreted as the probability of the robot
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believing that there is an odor source in a cell. Based on the defined observation probability (4.26) and the state transition probability (4.25), (4.27) can be rewritten as:

b(s0 = si ) =



(1 − κij (tl , tk ))b(si )



PM



i=1 (1 − κij (tl , tk ))b(si )









κij (tl , tk )b(si )



 PM
i=1 κij (tl , tk )b(si )

o0 = d
.

(4.28)

o0 = d¯

The above equations iteratively update belief states depending on plume detection and
non-detection events. The initial belief state b0 is defined as 1/M since the prior information about the odor source location is unavailable to the robot before it starts
the search. However, it could be exploited through an appropriate distribution of b0
to reflect the prior knowledge known about the source if the information regarding the
source location is available prior to the search.
In summary, by calculating belief states over all states, a source probability map b that
estimates the source location is obtained:

b = [b(s1 ), b(s2 ), ..., b(sM )].

4.4.4

(4.29)

Plume Mapping

The plume mapping algorithm produces a plume distribution map, which indicates
possible plume propagation areas. With the produced source probability map and the
recorded airflow history, a HMM based plume mapping algorithm [16] is presented in
this section.
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Let αj (t0 , tk ) denote the probability that a cell Cj contains the detectable odor plume
at time tk due to the continuous plume release by the source starting at t0 , where t0 is
the initial time that the robot records airflow measurements. Denote

α(t0 , tk ) = [α1 (t0 , tk ), α2 (t0 , tk ), ..., αM (t0 , tk )]

(4.30)

as the vector storing this variable for each cell, which is a plume distribution map at the
current time tk .
Introduce the variable ᾱj (t0 , tk ) representing the probability that a cell Cj contains a
detectable odor plume at tk due to a single plume release at time t0 . Define

ᾱ(t0 , tk ) = [ᾱ1 (t0 , tk ), ᾱ2 (t0 , tk ), ..., ᾱM (t0 , tk )]

(4.31)

as the vector form of ᾱj (t0 , tk ). At t0 , the plume propagation has not occurred yet
and plumes are at the odor source location, therefore, ᾱ(t0 , t0 ) = b since the actual
odor source location is unknown. To find ᾱj (t0 , t1 ), which is the probability of a cell Cj
containing plumes after one time step, the plume transitions from all other cells to the
cell Cj must be considered, i.e.,

ᾱj (t0 , t1 ) =

M
X

ᾱk (t0 , t0 )akj (t0 ),

(4.32)

k=1

where akj (t0 ) denotes the probability of the one step transition of odor plumes from a
cell Ck at time t0 to another cell Cj at time t1 , which can be obtained from the airflow
history [16]. In addition, (4.32) can be rewritten in a vector notation:

ᾱ(t0 , t1 ) = ᾱ(t0 , t0 )Ā(t0 ),

(4.33)
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where Ā(t0 ) = [akj (t0 )] ∈ RM ×M is the matrix form of akj (t0 ). Moreover, for an
arbitrary plume propagation period, i.e., (tk − t0 ), ᾱ(t0 , tk ) can be calculated as:




0,
for tk < t0





ᾱ(t0 , tk ) = bI,
for tk = t0 .







bΦ(t0 , tk ), for tk > t0

where I is the identity matrix with the size of M × M and Φ(t0 , tk+1 ) =

(4.34)

Qk

q=0 Ā(tq ).

For the continuous plume release scenario, α(t0 , tk ) can be derived from the single release
case ᾱ(t0 , tk ) by considering all release times from t0 to tk :
k

α(t0 , tk ) =

1 X
ᾱ(tq , tk ),
k+1

(4.35)

q=0

where 1/(k + 1) is the normalization factor to maintain ||α(t0 , tk )||1 = 1. With (4.34),
(4.35) can be further reduced as:


k
1 X
α(t0 , tk ) =
bΦ(tq , tk )
k+1
q=0


k−1
X
b 
=
Φ(tk , tk ) +
Φ(tq , tk )
k+1
q=0


k−1
X
b 
=
I+
Φ(tq , tk )
k+1

(4.36)

q=0

= bΨ(t0 , tk ),

h
i
P
where Ψ(t0 , tk ) = 1/(k + 1) I + k−1
q=0 Φ(tq , tk ) , which can be iteratively updated as:

Ψ(t0 , tk ) =


1 
I + kΨ(t0 , tk−1 )Ā(tk−1 ) .
k+1

(4.37)
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Note that, since Ā(tk−1 ) relates to the latest airflow measurement, (4.37) encapsulates
the airflow history over the entire search time (i.e., from t0 to tk ).
In summary, when the source probability map b is available at the current time tk , a
plume propagation map α(t0 , tk ) can be obtained by (4.36), and if b is updated in the
next time step, by updating Ψ with the latest airflow measurements, a renewed plume
distribution map based on the new source probability map can be obtained.

4.5

4.5.1

Planning

Generate Reward Functions with Fuzzy Inference

After the source probability map b and the plume distribution map α(t0 , tk ) are obtained, information from two maps is fused and assigned to reward functions. The
information provided by two maps is complementary for determining robot behaviors,
i.e., the robot either moves to the estimated source location or to the possible plume areas. Thus, a weighted superposition pattern is adopted to combine two maps, and values
from two maps are normalized with the min-max normalization before the combination.
Let define four constants, bmax , bmin , αmax , and αmin , as maximal and minimal values
in b and α(t0 , tl ), respectively. These constants can be determined before computing
reward functions. For an action that moves the robot into a cell Cj , the reward function
is:
R(s, a = Cj )
b(sj ) − bmin
αj (t0 , tk ) − αmin
=λ
+ (1 − λ)
,
bmax − bmin
αmax − αmin

(4.38)

where λ ∈ [0, 1] is the fusion coefficient that controls the balance of two maps. When λ >
0.5, the source probability map is chiefly dominated in reward functions, which results
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the robot surging to the estimated source location, i.e., the exploitation. Conversely,
when λ < 0.5, the robot moves to possible plume areas since the plume distribution map
outweighs the counterpart in reward functions, i.e., the exploration. An ideal value of
λ should be adaptive for different search circumstances to generate the optimal search
objective.
The primary hurdle of determining the value of λ is the vagueness of search circumstances. A critical question to ask is that under what conditions the robot should choose
its search objective as the exploration or the exploitation. Attempts that use mathematical methods to quantitatively analyze differences of search conditions and assign a
precise λ for different search circumstances are hard to implement due to uncertainties
of the source location and the search environment.
Inspired by implementations of fuzzy theory in the field of decision making [83] and
data classification [84], which successfully handles the problems with vagueness and uncertainties, a fuzzy inference approach is employed. In fuzzy theory, vague variables
and environments can be handled in a deterministic manner via linguistic descriptions
and rules. By analyzing sensor measurements, such as plume concentrations, search
circumstances are expected to be identified. Then, the corresponding λ that dynamically balances the exploitation and exploration of the odor source information can be
generated based on defined fuzzy rules.
As shown in Fig. 4.7, procedures of the proposed fuzzy controller include fuzzification,
defining fuzzy rules, and defuzzification [101].
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Figure 4.7: Structure of the proposed fuzzy controller. ρ and δT are sensed plume
concentration and plume non-detection period respectively, and λ is the fusion
coefficient.

4.5.1.1

Fuzzification

Fuzzification is the process that changes real scalar values of antecedent and consequent
(i.e., inputs and outputs) into fuzzy values, which are the degree of uncertainty that
scalar values belong in a fuzzy set.
In this work, inputs are utilized to conjecture the distance from the robot to the odor
source and the output is the value of λ. If the robot is close to the source, it surges
toward the source (λ > 0.5); otherwise, it leans to detect plumes to gather more information (λ < 0.5). The sensed plume concentration at the robot location ρ(Xv (t), t)
(for the simplification purpose, we use ρ as plume concentration measurements in the
rest of paper) is set as an input, and due to the existence of local concentration maxima along the plume trajectory [87], the plume non-detection period δT , i.e., the time
interval between two detection events, is added to inputs. Since the positions of local
concentration maxima are time varying in a turbulent flow environment [88], if the robot
senses consecutive high odor concentrations in a short period, it is very likely that the
robot is near to the source.
Fig. 4.8 shows plots of membership functions of inputs and the output, which are
determined based on the distribution of measured data from experiments. As shown in
Fig. 4.8, all membership functions are triangular. Three fuzzy sets have been defined
to cover the discourse of universe of the sensed plume concentration ρ, namely Low
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Figure 4.8: Fuzzy sets and membership functions of antecedents and consequent.
(a) Sensed plume concentration, ρ. (b) Plume non-detection period, δT . (c) Fusion
coefficient, λ.

(L), Medium (M), and High (H). The discourse of universe of the plume non-detection
period δT is also covered by three fuzzy sets, namely Short (Sh), Averaged (Av), and
Long (Lo). For the output λ, five fuzzy sets, namely Very Small (VS), Small (S), Middle
(MI), Large (L), and Very Large (VL), are defined to cover its discourse of universe.

4.5.1.2

Fuzzy Rules

Fuzzy rules in the fuzzy inference theory are presented in a ’IF-THEN’ format, which
determine search strategies of the robot. In this work, fuzzy rules are designed based
on moth odor searching behaviors [26]. As mentioned, previous researchers [33, 37, 38]
have summarized these behaviors into a ’surge/casting’ model and demonstrated the
validity of implementing this model on robots in OSL problems. Borrowing this idea,
we want the robot to explore if plumes are absent (like the moth’s casting behavior) and
to exploit when the robot is in plumes (like the moth’s surge behavior). To achieve this
mechanism, the distance from the robot to the odor source is estimated and monitored:
if the robot is far from the source, the robot inclines to find plumes, i.e., exploration;
otherwise, the robot tends to search the source, i.e., exploitation.
The inclination of changing λ is that: when ρ is high and δT is short, the robot is very
likely being close to the odor source; thus, λ is large. On the other hand, when ρ is
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Table 4.1: List of Fuzzy Rules
Rule No.
1

F
F2
F3
F4
F5
F6
F7
F8
F9

Rule
IF
IF
IF
IF
IF
IF
IF
IF
IF

ρ
ρ
ρ
ρ
ρ
ρ
ρ
ρ
ρ

is
is
is
is
is
is
is
is
is

L AND δT is Sh, THEN λ is MI
L AND δT is Av, THEN λ is S
L AND δT is Lo, THEN λ is VS
M AND δT is Sh, THEN λ is L
M AND δT is Av, THEN λ is MI
M AND δT is Lo, THEN λ is S
H AND δT is Sh, THEN λ is VL
H AND δT is Av, THEN λ is VL
H AND δT is Lo, THEN λ is L

low and δT is long, the robot is probably far from the source; thus, λ is small. In a
‘IF-THEN’ format, the above rules are represented as:
F 1 = {IF ρ is H AND δT is Sh, THEN λ is VL },
F 2 = {IF ρ is L AND δT is Lo, THEN λ is VS }.
Enumerate all possible combinations of antecedents and the corresponding consequent,
a rule table (Table 4.1) can be obtained.

4.5.1.3

Defuzzification

The centroid method [89] is chosen as the defuzzification algorithm, which can be expressed as:
Pn
i=1 Ui · µ (Ui )
,
U0 = P
n
i=1 µ (Ui )

(4.39)

where U0 is the output (i.e., the value of λ), i is the index of rules i ∈ [1, 9], µ(Ui ) is the
truth value of result membership function for the ith rule, and Ui is the value where the
result membership function is maximum over the output variable fuzzy set range.
Fig. 4.9 presents the result of the proposed fuzzy controller. In general, a small ρ and
a long δT produce a trivial λ value that emphasises the plume mapping information
in reward functions, and the opposite combination of ρ and δT (i.e., a large ρ and a
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Figure 4.9: The result of the proposed fuzzy controller. In the plot, the horizontal
axes are two inputs, the sensed odor concentration ρ and the plume non-detection
period δT , and the vertical axis is the output, the fusion coefficient λ.

short δT ) provides a large λ that prioritizes the source mapping information in reward
functions.

4.5.2

Solve for the Optimal Policy

After reward functions are determined, a search route is generated in the planning
procedure. Given the current reward functions, we adopt a value iteration method
(Algorithm 4) to fast determine the optimal policy, i.e., the search route. The motivation
of using this method is to reduce the processing time, which allows the robot to timely
respond to new plume observations. By contrast, solving the POMDP [102] is also
feasible to obtain the search route, but, considering the large size of the hidden state
space defined in our POMDP, this approach becomes time-consuming and intractable.
The ability of fast solving the searching path is one of our main concerns since the
ultimate goal of this work is implementing this algorithm on a mobile robot, which has
limited onboard computational resources.
As shown in Algorithm 4, value functions of all cells are initialized as 0. If the robot
is currently located in a cell Ci , it could choose one of eight actions (see Fig. 4.6) and
enter the corresponding cell. Note that, based on the reliable maneuverability of the
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Algorithm 4 Value Iteration Based Planning Algorithm
1:
2:
3:
4:
5:
6:
7:
8:
9:
10:
11:
12:

Initialize Value Functions V (Ci ) = 0, i ∈ [1, M ]
Calculate Reward Functions R(s, a) for all cells based on (4.38)
Set the convergence tolerance 
while ∆ ≥  do
δ=0
for i ∈ [1, M ] do
v = V (Ci )
V (Ci ) = maxa∈A (R(s, a) + γV (a))
∆ = max(∆, |v − V (Ci )|)
end for
end while
Generate the optimal policy π ∗ = argmaxV (Ci )

ground robot, it is assumed that the transition of robot positions is deterministic, i.e.,
after taking an action, the robot can correctly enter the corresponding cell. Based on
the Bellman optimality equation [97], the value function of a cell Ci can be calculated
by:
V (Ci ) = max (R(s, a) + γV (a)) .
a∈A

(4.40)

where γ ∈ [0, 1] is the discounting factor that penalizes future rewards. In this work,
the larger the γ is, the broader region the robot considers in planning the search route.
In implementations, we set γ to be 0.9.
A convergence tolerance  is defined to check whether or not value functions converge.
The maximal update of value functions (i.e., ∆ in Algorithm 4) is compared with ,
and value functions are considered as converged if ∆ < , otherwise value functions
keep updating. To balance the trade-off between the navigation performance and the
processing time, we set  as 10−6 in experiments to obtain a well algorithm performance
and to save the processing time. After value functions converge, the optimal policy is
obtained by selecting the optimal action with the maximal value function. Thus, a series
of optimal actions can be obtained between the robot current position and the maximal
reward location, which is a search route that guides the robot toward the position with
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the most odor source information.
It should be noted that this optimal policy is obtained based on the current reward
functions and is not permanent. In every time step, new observations, i.e., plume detection and non-detection events, update reward functions via (4.38), and a new optimal
policy will be determined via Algorithm 4. The new policy overwrites the old one, which
allows the robot to timely adjust its searching targets (exploration or exploitation) and
trajectories to intelligently fit new observations. In general, the overall searching trajectory is a combination of a sequence of optimal policies generated from different reward
functions.

4.6

4.6.1

Experiments

Experiment Designs

To evaluate the performance of the proposed navigation method, around 60 tests have
been conducted on the simulation program. The simulation program and the implemented mobile robot are introduced in 3.4.1.
These tests can be separated into three groups. In the first group of tests, the proposed
source mapping, plume mapping, and fusion algorithms are implemented in a laminar
flow environment to verify their validities. Source and plume estimations are presented
and compared with actual source and plume locations. Tests in the second group are
carried out to investigate the effectiveness of implementing the proposed navigation
method in a turbulent flow environment. Results are compared with a moth-inspired
method [33] and a Bayesian inference method [51], which are typical plume tracing
approaches in categories of bio-inspired and engineering-based methods, respectively. In
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the last group of tests, the robustness of the proposed navigation method is evaluated.
Various search conditions, including varying initial search positions and airflow fields, are
designed. Similar to the second group of tests, implementation results of the proposed
navigation method are compared with two typical plume tracing methods.

4.6.2

Group 1: Implementation in a Laminar Flow Environment

This section demonstrates the results of implementing the proposed source mapping
(Section 4.4.3.5), plume mapping (Section 4.4.4), and fusion algorithms (Section 4.5) in
the simulation. The robot starts the OSL task at (60, −40) m (or in the cell C64 ) in a
laminar flow environment, where U0 = (2, 0) m/s and ς = 5.
Fig. 4.10 shows results of the above algorithms after the robot detecting odor plumes
for the first time. To visualize algorithm results, cells in the search area are painted with
various colors, where darker cells have the higher values (red: largest, white: lowest).
Depending on the implementing algorithm, the value of a cell could be the probability
of containing the source (i.e., the result of source mapping), the probability of carrying
plumes (i.e., the result of plume mapping), and the reward function (i.e., the result of
fusion algorithm).
For the source mapping algorithm, it can be observed in Fig. 4.10(a) that possible source
locations are narrowed to upflow areas of the plume detection location, and as shown
in Fig. 4.10(d), the cell with the maximal probability of containing the odor source is
close to the actual odor source location. For the plume mapping algorithm, Fig. 4.10(b)
and 4.10(e) illustrate plume estimations and the plume distribution map, respectively.
As shown in these two diagrams, plume estimations correctly overlap with the actual
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(a)

(b)

(c)

(d)

(e)

(f)

Figure 4.10: Results of the source mapping, plume mapping, and fusion algorithms
after the robot detecting plumes for the first time. In the top row of diagrams (i.e.,
(a), (b), and (c)), cells in the search area are painted with different colors to reflect
various values of algorithm results. In the bottom row of diagrams (i.e., (d), (e), and
(f)), the horizontal plane is the grid that covers the search area, and the star mark in
the horizontal plane indicates the actual odor source location. (a) Source estimations.
(b) Plume estimations. (c) Reward functions. (d) Source probability map. (e) Plume
distribution map. (f) The plot of reward functions.

plume trajectory, and the cell with the peak probability of containing plumes is located
at the upflow area, which is a reasonable estimation of plume propagation areas.
For the fusion algorithm, due to the low sensed plume concentration ρ and the short
plume non-detection period δT , the fusion coefficient λ is middle according to the defined
fuzzy rules. Fig. 4.10(c) presents the distribution of reward functions over the search
area. It can be seen that reward functions cover the plume trajectory, and the maximal
reward location (i.e., the target of the path planning algorithm), as shown in Fig. 4.10(f),
is at the upflow area of the last plume detection location. Test results reveal that reward
functions are instructive for the robot to collect more odor source information since the
robot is expected to detect more plumes at the maximal reward location.
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Figure 4.11: Robot search trajectories and reward functions at different time steps
in an environment with turbulent flows. The plot of the fusion coefficient λ versus the
search time t is presented at the center of the diagram, where cross marks indicates
plume detection events. Diagrams around the center plot are robot trajectories and
reward functions at different time steps. For each of these diagrams, the robot
trajectory is represented by the trail of dark arrows; the grey-scale patchy trail in the
middle of the background indicates the simulated plume trajectory; cells are painted
with colors according to their reward values, where darker cells have higher reward
values (red: largest, white: smallest).

4.6.3

Group 2: Implementation in a Turbulent Flow Environment

In this test, the proposed navigation method is implemented in an environment with
turbulent flows (U0 = (3, 0.5) m/s and ς = 30). Fig. 4.11 shows reward functions over
the search area at different times in an OSL task and the plot of the fusion coefficient
λ. Similar to the first group of tests, cells in the search area are painted with different
colors, where the darker color indicates the higher value in reward functions and vice
versa.
The robot starts at the cell C64 and adopts a ’zigzag’ search trajectory at the beginning
of the OSL task, where the source mapping algorithm is activated simultaneously. As
shown in Fig. 4.11(a), the source mapping algorithm excludes possible source locations
from the upflow areas of the robot (white areas) since the robot does not detect plumes.
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At 55 s, the robot detects plumes for the first time, and the plume mapping and fusion
algorithms are activated to generate reward functions.
From 55 s to 172 s, the robot is in the exploration, where the robot is encouraged to
detect plumes and gather odor source information. Specifically, it can be observed in
the plot of λ that the value of λ fluctuates between 0 and 0.5 due to the low sensed
odor concentration ρ and the long plume non-detection period δT . As the result, plume
estimations outweigh source estimations in reward functions, which drives the robot to
seek plumes. Note that, at 96 s and 97 s, λ rises to 0.75 but quickly falls to 0.5. It
is because the robot senses a local concentration maximum at 96 s, but the successive
sensed concentration is not as high as the previous, which contributes the drop of λ.
After successively detecting high concentration plumes at 175 s, the robot is in the
exploitation state. At 175 s, λ rises to 0.83, which indicates that the robot is near the
source, and the robot surges toward the estimated source location. At 200 s, reward
functions converge to a single cell C292 (i.e., the red cell in Fig. 4.11(h)), which overlaps
the actual odor source location, and the robot successfully finds the odor source location.
A moth-inspired method [33] and a Bayesian inference method [51] are implemented
in the same environment to compare with the proposed method. Fig. 4.12 shows
search trajectories, and Table. 4.2 compares search times and travel distances of three
navigation methods. As shown in Fig. 4.12(a), the moth-inspired method fails to find
the odor source within the time limit (500 s). The primary reason is that the plume
trajectory alters rapidly in a turbulent flow environment, thus, the robot can barely
stay in plumes and surge upflow to seek the odor source. For the Bayesian inference
method, it can be observed in Fig. 4.12(b) that due to the lack of plume estimations,
the robot constantly circulates and tries to detect new plumes after the second plume
detection event (i.e., the middle cross on the searching trajectory). As the result, the
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Figure 4.12: Search trajectories of three navigation methods in a turbulent flow
environment. (a) Moth-inspired method. (b) Bayesian-based method. (c) Proposed
method.
Table 4.2: Search Time and Travel Distance of Three Navigation Methods in a
Turbulent Flow Environment
Moth-inspired
method
Search
time (s)
Travel
distance (m)
1

-

1

Bayesian inference
method

Proposed
method

251

200

223.96

172.07

-: Fail to locate the source within 500 s.

robot spends a lot of time to recover from plume non-detection events. By contrast,
the proposed navigation method achieves the best performance with the shortest search
time and travel distance. Compared to the search trajectory of the Bayesian inference
method, the robot implemented with the proposed navigation method detects more
plumes, and after several plume detection events, the robot surges toward estimated
source location and correctly finds the odor source eventually. Results in this test verify
the validity of implementing the proposed method in a turbulent flow environment.
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Group 3: Varying Search Conditions

In this test, the robustness of the proposed navigation method in varying search conditions is investigated. Two scenarios have been designed in this test, which are listed in
the following:

• Scenario 1: the robot starts an OSL task at different initial positions in a turbulent
flow environment (U0 = (2, 0) m/s and ς = 15).
• Scenario 2: the robot starts at the same initial position, but airflow fields are
varying (ux ∈ [1, 3] m/s, uy ∈ [−0.5, 0.5] m/s, and ς ∈ [10, 30]).

4.6.4.1

Results of Scenario 1

Six tests have been conducted in Scenario 1, and Fig. 4.13 presents search trajectories
of all tests. It can be observed in Fig. 4.13 that all search trajectories terminates at the
actual source location, which is marked by a star, i.e., the robot correctly finds the odor
source in all tests, which demonstrates the validity of the proposed navigation method
with varying initial searching positions.

4.6.4.2

Results of Scenario 2

In order to evaluate the performance of the proposed navigation method, the mothinspired method and the Bayesian-based method are also implemented and compared
in this test. For each navigation method, the test is repeated 15 times in environments
with varying airflow conditions. Table 4.3 presents airflow conditions of 15 tests and
search times of three navigation methods in the corresponding environment, and Table
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Figure 4.13: Search trajectories of the proposed navigation method at different
initial positions. The robot starts an OSL task from (a) (45, 50) m; (b) (5, −30) m; (c)
(30, 30) m; (d) (55, 20) m; (e) (70, 45) m; (f) (70, −45) m.

4.4 lists statistical results of all tests. It can be seen from Table 4.3 that the mothinspired method barely succeeds to find the odor source in turbulent flow environments.
Comparing to the Bayesian inference method, the robot with the proposed method
achieves a higher success rate (100% vs 80%) and a shorter averaged search time (199.5
s vs 299.1 s), which illustrates the effectiveness of the proposed method in varying airflow
environments.
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Table 4.3: Environmental Settings and Search Times of Different Navigation
Methods

Tests

Mean
Wind
Velocity,
U0 (m/s)

Gaussian
Noise
Variance, ς

Mothinspired
Method
(s)

Bayesian
inference
Method
(s)

Proposed
Method
(s)

Test 1
Test 2
Test 3
Test 4
Test 5
Test 6
Test 7
Test 8
Test 9
Test 10
Test 11
Test 12
Test 13
Test 14
Test 15

[1, -0.5]
[1.2, 0.5]
[2, 0]
[2, 0.3]
[3, 0.5]
[3, -0.3]
[2, 0.4]
[3, -0.5]
[2, -0.2]
[1, 0.2]
[2.4, 0.2]
[2.1, 0.5]
[1.2, -0.3]
[1.1, -0.1]
[2, -0.4]

10
11
15
18
12
20
30
25
24
28
28
13
12
28
10

275
-

245
160
223
367
489
418
248
303
287
243
375
231

171
177
150
229
214
194
282
152
231
152
283
224
213
194
126

-: Fail to locate the source within 500 s.

Table 4.4: Statistical Results of Repeated Tests and the Comparison of Three
Navigation Methods

Moth-inspired
Method
Bayesian-based
Method
Proposed
Method

4.6.5

Total Test

Successful
Test

Success
Rate

Averaged
Time (s)

15

1

6.7%

275

15

12

80%

299.1

15

15

100%

199.5

Discussion

Results in the above tests reveal the effectiveness of the proposed olfactory-based navigation method. However, it is worth mentioning that the limitation of our method
is the lack of global wind measurements. Due to this reason, as mentioned in Section
4.4.2.2, wind measurements at robot positions are utilized to estimate plume advection
distances. This approximation introduces additional errors if the robot is in a highly
turbulent flow environment. i.e., wind directions and velocities have a huge variance in
space. It can be observed in Table 4.3 that the searching time grows significantly if wind
fields are highly turbulent (e.g., Test 4, 7, and 11). This issue could be alleviated with
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the multi-agent searching algorithm. By employing multiple robots, wind information at
different locations are obtained, and a comprehensive wind map over the searching area
could be derived. The design and implementation of the multi-agent searching algorithm
is one of our prospective research directions.

4.7

Summary of this Chapter

This chapter presents an olfactory-based navigation algorithm based on model-based
RL and fuzzy inference methods. The OSL problem is modeled as a model-based RL
problem, in which a POMDP is used to model the plume tracing procedure. By doing this, a source probability map and a plume distribution map are generated. The
information from both maps is fused by a fuzzy inference based fuzzy controller and
assigned to reward functions, and the value iteration method is adopted to solve for the
optimal policy. Experiment results show that the proposed navigation method is valid
in turbulent flow environments. Besides, comparing to the moth-inspired method and
the Bayesian-based method, the proposed method is more effective and intelligent in
turbulent flow environments.

Chapter 5

Olfactory-Based Navigation via
Machine Learning and Artificial
Intelligence Methods

This chapter presents machine learning (ML) and artificial intelligence (AI) based plume
tracing algorithms for using on a mobile robot to find odor sources in unknown environments. The core idea of this type of algorithms is to train an intelligent ML model that
controls the plume tracing robot to effectively and efficiently find an odor source based on
robot perceptions. The training data can be acquired by implementing other successful
plume tracing algorithms in OSL tests, where sensor readings and robot commands are
recorded. In this chapter, three ML models are employed, including an adaptive neurofuzzy inference system (ANFIS), feedforward neural network (FNN), and convolutional
neural network (CNN), to navigate the robot in finding the odor source in turbulent
flow environments. Two traditional olfactory-based navigation algorithms, including a
bio-inspired method and an engineering-based method, were implemented in simulated
104
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OSL trials to generate training data. After the supervised training, proposed ML models
were validated in the simulated OSL environment.

5.1

Motivation and Research Niche

In previous studies, it was found that the limitation of bio-inspired methods is the lack
of odor plume estimations. Thus, when odor plumes are absent, the robot can only
perform a time-consuming ’casting’ behavior to find plumes. What is worse is that
this method usually fails in a turbulent flow environment since odor plume trajectories
change rapidly in this scenario. As for an engineering-based method, the requirement
for the high computational capacity to online estimate odor source locations restrains
its applications when the search area is large and complex. A desired olfactory-based
navigation algorithm should be light-weighted, i.e., it does not have a high computational
demand, while efficient and capable enough to locate odor sources in different flow
conditions.
Motivated by this consideration, the author leverages the OSL problem via ML and AI
algorithms. The principal idea of ML&AI technologies is letting the computer recognize the pattern of performing a task by relying on data sets without providing explicit
instructions [103]. A wide spectrum of ML-related applications [104–106] has demonstrated the powerful ability of ML algorithms to estimate uncertainties, such as feature
extraction [104], medical diagnosis [105], and self-driving vehicles [106]. The motivation
of applying ML algorithms to solve an OSL problem is that we want an ML model to
learn an odor source searching strategy from benefits of other successful olfactory-based
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navigation methods without explicating the specific searching algorithms and rules. Besides, an ML algorithm is light-weighted, which is suitable for working with autonomous
vehicles.
There are many benefits for applying ML methods on the OSL problem: 1), compared
to complex engineering-based navigation methods, the query time of ML models is predictable and unaffected by search environments, which is suitable for implementing on
mobile robots; 2) ML models can learn other successful navigation methods from demonstrations without explicating the specific searching algorithm; 3) ML models can continually improve the searching performance by adding more search examples in training
data sets. However, it should be mentioned that the challenging part of this application is to obtain training data sets since OSL experiments are expensive to repeatedly
perform in different airflow conditions.
In this chapter, multiple ML models are adapted to solve the OSL problem, including
the model of an adaptive neuro-fuzzy inference system [107] and two types of deep neural networks (DNNs) [103], namely FNN and CNN. During the plume tracing process,
the proposed ML models produce suitable robot commands based on onboard sensor
measurements. Two paradigms from categories of bio-inspired and engineering-based
methods, namely moth-inspired [33] and Bayesian-inference [51] methods, are employed
as expert methods to generate training data sets in a realistic simulation program. A
simulation program that emulates time-varying airflow fields and corresponding plume
trajectories is selected as the platform to generated training data and validate the trained
ML model. Considering the difficulty of repeatedly conducting the actual OSL experiments and the requirement of the large quantity training data, collecting training data
from a realistic simulation program is an acceptable option.
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After the supervised training [108], the proposed ML models are implemented in OSL
tests with various search conditions, where the success rate and the averaged search
time are calculated. To analyze the generalization error of the trained ML models, OSL
tests are conducted in previously unseen environments. Additionally, trained ML models
are also compared with traditional navigation methods to evaluate the validity of the
proposed methods.

5.2

5.2.1

Prepare Training Data Sets

The Simulated Searching Environment

As mentioned, the OSL is considered as a two-dimensional (2-D) problem since the aimed
implementation robotic platform is a ground mobile robot. A realistic OSL simulation
program [8] that emulates filament-based odor plume trajectories in time-varying airflow
fields is employed as the platform to generate training data sets. Fig. 5.1(a) shows the
simulated search area, where the size is 100 × 100 m2 . Over the search area, a coordinate
system (x − y) is constructed, and an odor source is located at (20, 0) m and releases
10 plumes per second. Released plumes form a circular plume trajectory as plotted by
a grey-scale patchy trail. The shape and position of the plume trajectory are varying
with local winds, which are indicated by arrows in the background. Wind vectors are
calculated from time-varying boundary conditions that are generated by a mean flow
(U0 = (u0x , u0y )) plus Gaussian white noises (0 mean and ς variance). Varying airflow
fields and the corresponding odor plume trajectories can be obtained by adjusting values
of U0 and ς.
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Figure 5.1: (a)The simulated search area. (b)The two-wheeled mobile robot used in
the simulation program. Wind velocity u, wind direction φ, and robot positions (x, y)
are measured from the onboard anemometer and the positioning sensor in the inertial
frame. The robot heading ψ is monitored by the onboard compass. The heading
command ψc is defined as the difference between the current heading and the target
direction.

In the simulation program, a two-wheeled mobile robot, as shown in Fig. 5.1(b), is employed as the platform to implement the ANFIS model after the training. It is assumed
that the robot is equipped with a chemical sensor, an anemometer, a positioning sensor,
and a compass which measure odor concentrations ρ, wind speeds u and directions φ in
the inertial frame, the robot position (x, y) in the inertial frame, and the robot heading
ψ respectively.
To control the mobile robot in a 2-D plane, only speed and heading commands are
needed. To simplify the problem, the robot moves in a constant speed, i.e., 1 m/s,
and the heading commands ψc are generated from the implementing olfactory-based
navigation method. It should be mentioned that the range of heading commands is
from −π to π, which specifies the rotation direction (negative: anti-clockwise; positive:
clockwise) and angle. Comparing to the large scale of the search area, the size of the
robot is negligible. Thus, the robot is approximated as a single point in the simulation.
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Introduction of Two ’Instructors’

Moth-inspired [33] and Bayesian-inference [51] olfactory-based navigation methods are
selected as ’instructors’ to generate training data sets, which are paradigms in bioinspired and engineering-based methods, respectively.
As mentioned, the core idea of the moth-inspired method is to mimic the mate-seeking
behavior of male moths, which can be summarized as a two-phase searching strategy:
’surge’ and ’casting’. Specifically, the ’surge’ searching phase is triggered when the robot
detects odor plumes, where the robot stays inside plumes and moves upwind. When the
robot is out of plumes, the ’casting’ searching phase is activated, where the robot casts
in circles to re-detect plumes. Fig. 5.2(a) demonstrates the robot searching trajectory
generated by implementing this method. The robot first adopts a ’zigzag’ searching
trajectory to detect the existence of odor plumes in the search area, and after it detects
plumes for the first time, the robot surges upwind until it is out of plumes. Then, the
robot traverses the wind to recover plumes. The robot switches between ’surge’ and
’casting’ searching phases depending on whether or not the robot detecting plumes.
Experiment results show that this method is valid in a laminar flow environment, where
the plume trajectory is relatively stable and continuous.
For the Bayesian-inference method, it utilizes measured wind information and a Gaussian
plume dispersion model to reversely deduce the odor source location. Fundamental
procedures are twofold: source mapping and path planning. In the source mapping
procedure, the search area is divided into multiple cells, and a Gaussian plume dispersion
model is employed to calculate the probability of the robot detecting or not detecting
plumes in an arbitrary cell. Then, a source probability map that estimates possible
odor source locations over the search area is generated and iteratively updated with
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Figure 5.2: Searching trajectories generated by traditional olfactory-based
navigation methods. (a) Moth-inspired method. Over the searching trajectory,
different searching phases are highlighted with color bars. Black, red, and yellow
represent ’zigzag’, ’surge’, and ’casting’, respectively. (b) Bayesian-inference method.
To visualize the source probability map, the searching area is painted with various
colorful cells, where darker cells have higher probability of containing the odor source,
and the lighter cells have less (red: highest, white: lowest).

plume detection and non-detection events. In the path planning procedure, the robot
first adopts a ’zigzag’ search trajectory to detect the existence of odor plumes. After it
senses odor plumes for the first time, a possible odor source location indicated by the
source probability map, i.e., the cell with the highest probability of containing the odor
source, is obtained. Then, a path planner is employed to guide the robot moving to the
source estimations. Fig. 5.2(b) shows a snapshot of the source probability map that
is generated after the robot detects odor plumes for the first time. Comparing to the
moth-inspired method, experiment results indicate that the Bayesian-inference method
carries a higher success rate of locating the odor source in a turbulent flow environment.
Comparing these two methods, the moth-inspired method is more effective in a laminar flow environment, where the plume trajectory is stable and continuous, but search
efficiency of this method is not ideal if the odor source is located in a turbulent flow
environment since it is hard for the robot to stay inside a rapidly changing plume trajectory. As for the Bayesian-inference method, by recording airflow information, it can
accurately estimate source locations. In turbulent flow environments, the performance
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of this method is much better than the moth-inspired approach. However, it requires
high computational capacity to build the source probability map over the search area if
the search area is large.

5.3

5.3.1

Train an ML Model with ANFIS

ANFIS Basics

Jang [107] proposed the structure of the ANFIS, which is a feed-forward network that
combines neural networks and fuzzy logic theory to map the relationships between inputs
and outputs. The innovation of this method is that it does not require expert knowledge
to assign parameters of a fuzzy inference system, but utilizes neural network learning
algorithms to tune parameters.
Fig. 5.3 shows a five-layer ANFIS architecture with two inputs (x and y) and one
output (f ). Each layer contains one of two types of nodes, namely adaptive and fixed
nodes. Adaptive nodes, represented by squares, have adjustable parameters, and fixed
nodes, denoted by circles, contain fixed parameters. To present the ANFIS architecture,
two fuzzy IF-THEN rules based on the first-order Sugeno fuzzy inference system are
considered:
Rule 1: IF x is A1 AND y is B1 , THEN f1 = p1 x + q1 y + r1 ,
Rule 2: IF x is A2 AND y is B2 , THEN f2 = p2 x + q2 y + r2 ,
where Ai and Bi are fuzzy sets (i = 1, 2 is the index of fuzzy rules); fi are outputs
of fuzzy rules; pi , qi , and ri are adaptive parameters determined during the training
process. Each layer in the ANFIS architecture is illustrated as below.
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Figure 5.3: The ANFIS architecture. Retrieved from [107].

The first layer is the fuzzification layer, where all nodes are adaptive nodes. Outputs θj1
of this layer are the fuzzy membership grades of inputs, which can be represented as:

θj1 = µAj (x) ,

j = 1, 2,
(5.1)

θj1

= µBj−2 (y) ,

j = 3, 4,

where j is the index of nodes in this layer; µAj and µBj−2 are membership functions
associated with fuzzy sets Aj and Bj−2 , respectively. For the Gaussian membership
function, µAj and µBj−2 can be presented as:

2

µAj (x) = e−((x−bj )

/2a2j )

,

j = 1, 2,
(5.2)

−((y−bj )2 /2a2j )

µBj−2 (y) = e

,

j = 3, 4

where aj and bj are adjustable parameters of the membership functions. Parameters in
this layer are referred to as premise parameters.
The second layer uses the AND operator (presented by a circle node labeled π) to
fuzzify the incoming signals. All nodes in this layer are fixed, and each node computes
the strength of rules (i.e., firing strength). The output of this layer wj is the product of
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the incoming signals:

θj2 = wj = µAj (x) µBj (y) ,

j = 1, 2.

(5.3)

The third layer is the normalization layer, where all nodes are fixed. The output of this
layer w̄j is the normalization of incoming signals:

wj
θj3 = w̄j = P2

k=1 wk

,

j = 1, 2.

(5.4)

In the fourth layer, nodes are adaptive. The output of this layer is the the product of
the normalized firing strength w̄j and first order polynomials of inputs:

θj4 = w̄j fj = w̄j (pj x + qj y + rj ) ,

j = 1, 2.

(5.5)

The last layer contains a single fixed node, which sums all incoming signals. The output
of this node is represented by

θj5

=y=

2
X

w̄k fk ,

j = 1, 2.

(5.6)

k=1

The learning algorithm for ANFIS is the hybrid-learning algorithm, which is the combination of gradient descent and least squares methods. Each epoch of the hybrid
learning algorithm is consisted of a forward pass and a backward pass. In the forward
pass, premise parameters (i.e., bj and aj in the second layer) are kept constant and
consequent parameters (i.e., pj , qj , and rj in the fourth layer) are determined by the
least squares method. In the backward pass, consequent parameters obtained from the
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previous step are kept constant and premise parameters are updated by the gradient descent method. The hybrid learning algorithm ensures a quicker convergence and avoids
local minima issue comparing to the gradient descent method. The detailed description
of the hybrid-learning algorithm can be found in [109].

5.3.2

Adapt the ANFIS Architecture for OSL Problems

In this work, the ANFIS model is selected to generate the searching strategy that controls
the robot searching for the odor source. Steps to adapt the ANFIS model include: define
input and output variables; define fuzzy sets for input variables; define fuzzy rules; create
and train the ANFIS model.

5.3.2.1

Select Input and Output Variables

In an OSL problem, tens of variables are related with the robot searching behavior. For
instance, in the moth-inspired method, sensed odor concentration and wind direction
determine whether the robot is in the ’surge’ or ’casting’ searching phase, and in the
Bayesian-inference method, robot positions and wind history records are essential to
estimate odor source locations. Since these two methods are employed to generate
training data in our method, all mentioned variables are included into inputs of the
ANFIS model.
In summary, inputs of the ANFIS model are defined as wind speeds in x and y directions
(ux and uy ), sensed odor concentrations (ρ), robot positions (x and y), and heading
measurements (ψ). As mentioned, the robot moving velocity is fixed in this work, thus,
the output of the ANFIS model is set as the heading command (ψc , see Fig. 5.1(b)). It
is noted that wind speeds in x and y directions are calculated from wind speed (u) and
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direction (φ) measurements:
ux = u × cosφ,
(5.7)
uy = u × sinφ.
The reason of using ux and uy as inputs instead u and φ is that the Bayesian-inference
method uses ux and uy to compute wind advection distances on x and y directions.

5.3.2.2

Define Fuzzy Sets and Fuzzy Rules

To determine the number of fuzzy sets for each input, the complexity of the ANFIS model
(i.e., the number of fuzzy rules) needs to be considered to prevent the overfitting (i.e.,
the complexity of the ANFIS model is greater than the size of training data) problem.
Denote the number of inputs to the ANFIS model as I and the number of fuzzy sets of a
single input is Mi , i ∈ [1, I]. Then, the total number of fuzzy rules N can be calculated
as:
N=

I
Y

Mi .

(5.8)

i=1

In this work, the number of inputs is determined as 6. If three fuzzy sets were defined
for a single input, the total number of fuzzy rules would be 729, and if two fuzzy sets
were defined for a single input, the number of fuzzy rules drops significantly to 64. It
should be mentioned that increasing the number of membership functions per input
does not necessarily improve the ANFIS model performance, but usually leads to model
overfitting [110]. Thus, two fuzzy sets are defined for each input in the proposed ANFIS
model, and the Gaussian function is selected as fuzzy membership functions of all fuzzy
sets. Table 5.1 presents labels of fuzzy sets for each input.
For the first-order Sugeno fuzzy inference system, the consequence of a fuzzy rule f1 can
be expressed as:
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Table 5.1: Fuzzy Sets of Inputs to the ANFIS Model
Inputs
Fuzzy
Sets

ux
Slow,
Fast

uy
Slow,
Fast

ρ
Low,
High

x
Small,
Large

y
Small,
Large

ψ
Little,
Big

Figure 5.4: The adapted ANFIS architecture for OSL problems. The number of
nodes in a layer is indicated by n as shown at the top of the diagram.

Rule 1: IF ux is Slow AND uy is Slow AND ρ is Low AND x is Small AND y is Small
AND ψ is Little, THEN f1 = α1,1 ux + α2,1 uy + α3,1 ρ + α4,1 x + α5,1 y + α6,1 ψ + α7,1 ,
where αi,j , i ∈ [1, I], j ∈ [1, N ] are the linear parameters in the consequent part of the
Sugeno fuzzy inference system.

5.3.2.3

Create and Train the ANFIS Model

In this study, the MATLAB Fuzzy Logic Toolbox is used as the development tool to
construct and train the ANFIS model. With the Fuzzy logic toolbox, an ANFIS model
can be created and trained with few lines of codes, while training options such as epoch
numbers, membership function types and numbers, training algorithms are adjustable.
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After the training data set is loaded into the MATLAB workspace, the initial ANFIS
model is created with the genf is MATLAB function. This function finds the lower and
upper bounds of input training data and creates membership functions to evenly cover
the discourse of universe of each input. Once the initial ANFIS model is created, the
training process begins. In MATLAB, the training command is anf is, which reads the
training input/output data and generates an ANFIS model that maps inputs to the
desired output. Specifically, all training data is fed to a neural network (see Fig. 5.3),
in which input parameters are adjusted to minimize training errors. Root mean square
error (RMSE) is the function that used to compute the training errors, which is defined
as:
v
u
G 
2
u1 X
Yj − Ŷj ,
RM SE = t
G

(5.9)

j=1

where G is the size of the training data; Ŷ is the predicted output generated from ANFIS
model; Y is the original output from the training data set, i.e., ψc . In summary, the
proposed ANFIS architecture is presented in Fig 5.4.

5.3.3

Train ANFIS Models with Training Data Sets

Multiple training data sets are acquired by implementing different olfactory-based navigation methods. As mentioned in the previous section, the moth-inspired and Bayesianinference methods are selected to generate training data sets. According to the type of
the implementing algorithm, three training data sets (moth-inspired, Bayesian-inference,
and Fused) and corresponding ANFIS models (MO-ANFIS, BA-ANFIS, and FU-ANFIS)
were created. Note that, architectures of three ANFIS models are the same, but their
parameters after training with the corresponding training set are varying.
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Fig. 5.5 shows plots of RMSE after training ANFIS models with different training data
sets. It can be seen that all RMSE plots converge to a constant after around 100 epochs.
Specifically, the RMSE of training with the moth-inspired training data set is 0.572 after
100 epochs and slightly drops to 0.571 after 500 epochs. Similar RMSE values can be
found for the Bayesian-inference training data set: 0.489 after 100 epochs and 0.488 after
500 epochs. As for the fused training data set, the RMSE is 0.523 when training epoch is
100 and vaguely decreases to 0.522 after 500 epochs. In general, for three training data
sets, values of RMSE decrease with the increase of epoch numbers, but after 100 epochs,
the change of RMSE is minor. After the training process is complete, trained ANFIS
models (MO-ANFIS, BA-ANFIS, and FU-ANFIS) obtained after 500 training epochs
are selected and deployed in the simulation with environmental settings U0 = (0.4, 0)
m/s and ς = 5 to verify the validity of the proposed ANFIS method in an OSL problem.

5.3.4

Experiments and Results

To verify the validity of the proposed method, various experiments were conducted. Fig.
5.6 presents searching trajectories generated from implementing three ANFIS models in
OSL tests. In these tests, the robot starts at the same position (60, −40) m and adopts
a ’zigzag’ searching strategy to detect the existence of odor plumes. After the robot
detects plumes for the first time, the ANFIS model is activated and controls the robot
to search the odor source. As shown in Fig. 5.6, all ANFIS models can correctly locate
the odor source in this environment, which demonstrates the capability of ANFIS models
to learn other olfactory-based navigation methods.
Specifically, it can be seen in Fig. 5.6(a) that the robot searching trajectory of MOANFIS is resembling to the moth-inspired olfactory-based navigation method. Boundaries between ’surge’ and ’casting’ searching phases are distinct, and these two phases
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Figure 5.5: Plots of RMSE in each epoch with different training sets

are triggered with the plume detection and non-detection events, which is the identical
searching logic to the moth-inspired method. The searching trajectory of BA-ANFIS
is presented in Fig. 5.6(b). The robot acts like it could estimate the odor source location: after t = 70 s, the robot moves in parallel to the plume trajectory, and when
it is close to the odor source, the robot correctly turns to the source at t = 98. The
searching mechanism presented by BA-ANFIS is reminiscent to the Bayesian-inference
olfactory-based navigation method, which estimates and surges toward the possible odor
source location. For the ANFIS model trained by fused data set, i.e., FU-ANFIS, the
searching trajectory is presented in Fig. 5.6(c). In this diagram, the presented searching
trajectory is also similar to the moth-inspired method, but the robot moves in a less
oscillating way comparing to the MO-ANFIS trajectory. Comparing to the BA-ANFIS,
the robot with FU-ANFIS moves less aggressively in the upwind direction and takes a
slightly longer time (i.e., 100 s) to find the odor source.
Comparing searching results of three ANFIS models, the performance of the FU-ANFIS
model is better than the others. Although the searching time of FU-ANFIS is marginally
longer than BA-ANFIS, the searching trajectory of the FU-ANFIS model is more effective. It is because source estimations based on Bayesian-inference method usually are
not reliable before the robot gains enough information about the odor source. It can
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(a)

(b)

(c)

Figure 5.6: Search trajectories of implementing different ANFIS models in the
simulation with environmental settings U0 = (0.4, 0) m/s and ς = 5. Search phases
are indicated by different colors, where black represents the ’zigzag’ search phase;
green, purple, and cyan indicate MO-ANFIS, BA-ANFIS, and FU-ANFIS controlled
phases, respectively; red and yellow represent ’surge’ and ’casting’ searching phases,
respectively. (a) MO-ANFIS. (b) BA-ANFIS. (c) FU-ANFIS.

be seen that the robot can always detect plumes by following the FU-ANFIS trajectory, which is an essential behavior for the robot to acquire odor source information.
The robustness of the FU-ANFIS model in OSL tests is further investigated in the next
section.

5.3.5

Test ANFIS Models with Various Searching Conditions

Experiment results of implementing the FU-ANFIS with different searching conditions,
including varying initial searching positions and environmental settings, are presented
in this section.
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Figure 5.7: Searching trajectories generated from different initial robot positions
with the FU-ANFIS model. The initial start position of each trail is indicated in the
diagram legend.

5.3.5.1

Varying Robot Starting Positions

In this group of tests, the robot starts the OSL task at different initial positions with the
same environmental settings U0 = (0.4, 0) m/s and ς = 5. Fig. 5.7 shows the searching
trajectories of implementing the FU-ANFIS model with varying initial robot positions.
As shown in the diagram, all trails terminate at the actual odor source location, i.e.,
the robot correctly locate the odor source location, which indicates the validity of the
proposed ANFIS model with varying initial start positions.

5.3.5.2

Varying Environmental Settings

To evaluate the performance of the FU-ANFIS model, the moth-inspired and Bayesianinference olfactory-based navigation methods are also implemented and compared. Each
navigation method is implemented in five different environments, and the corresponding
searching time of each method is presented in Table 5.2.
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Table 5.2: Environmental Settings and Searching Time of Different Navigation
Methods

Test

Test
Test
Test
Test
Test

1
2
3
4
5

Mean
Wind
Velocity
U0
(m/s)

Gaussian
Noise
Variance
ς

FU-ANFIS
ModelBased
Method
(s)

MothInspired
Method
(s)

BayesianInference
Method
(s)

[0.1, 0]
[1,0]
[0.8, 0.1]
[1.5, 0.1]
[2, 0.3]

3
3
3
3
3

92
96
99
95
Failed

93
95
93
141
Failed

132
121
139
153
137

Performances of FU-ANFIS and moth-inspired methods are similar in terms of the
searching time in Test 1, 2, and 3, where the robot is in laminar flow environments.
In a more turbulent environment, e.g., Test 4, the moth-inspired method requires a
longer searching time (141 s) than the FU-ANFIS method (95 s). Both FU-ANFIS and
moth-inspired methods failed to locate the odor source in a highly turbulent environment (Test 5). The averaged searching time of FU-ANFIS method for Test 1-4 is 95.5
s. Comparing to moth-inspired method, which achieves the averaged searching time
as 105.5 s for same tests, the FU-ANFIS method is more efficient. Comparing to the
Bayesian-inference method, it can be concluded that FU-ANFIS method is more efficient
in laminar and slightly turbulent environments (Test 1-4), but the Bayesian-inference
method is more effective in highly turbulent environments.

5.3.6

Discussions

Although experiment results of implementing the ANFIS model in OSL tests are satisfied, we should also see the limitation of this method: the performance of the trained
ANFIS model is highly depending on the quality and quantity of the training data
set. To obtain a versatile ANFIS model that can succeed to locate odor sources in
more extreme environments (e.g., Test 5) needs more training data sets. A preferred

Chapter 5. OSL via ML and AI Methods

123

training data set should cover more searching situations, such as searching in various
environments (both laminar and turbulent flow fields) and different initial positions. In
addition, besides moth-inspired and Bayesian-inference olfactory-based methods, more
odor searching strategies could be considered to generate training data sets.

5.4

5.4.1

Train ML Models with DNNs

Problem Formulation

The main objective of this method is to obtain a DNN model that guides a plume tracing
robot to locate an odor source in an unknown environment. To achieve this goal, the
DNN model is trained to calculate suitable robot commands C based on robot states S:

C = Fθ (S).

(5.10)

This DNN model is parametrized by a parameter vector θ, and the optimal θ is found
during the process of supervised training, which minimizes the difference between outputs of the DNN and the ones demonstrated by expert methods.

5.4.2

Defining Inputs and Outputs of DNNs

As mentioned, two expert methods, namely moth-inspired and Bayesian-inference methods, are employed to generate training data sets. To learn expert methods, DNNs should
be offered with similar input information. In the moth-inspired method, odor concentrations (ρ) and wind directions (φ) determine whether the robot is in the ’surge’ or
’casting’ search phase, and for the Bayesian-inference method, robot positions (x and
y), wind speeds (ux and uy ), and algorithm running time (t) are essential to estimate
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Table 5.3: Definitions of Variables
Symbols of
Variables

Definitions of
Variables

t (s)
u (m/s)
φ (rad)
ρ (mmpv)
x (m)
y (m)
ψ (rad)
v (m/s)
vc (m/s)
ψc (rad)

Algorithm running time
Wind speed at the robot position
Wind direction at the robot position
Odor concentration at the robot position
Robot horizontal position
Robot vertical position
Robot heading angle
Robot speed
Robot speed command
Robot heading command

mmpv: million molecules per cm3

odor source locations. All aforementioned variables should be included in DNN’s input
state, therefore, the input state vector S is defined as:

S = (t, ux , uy , ρ, x, y, vx , vy )

(5.11)

where ux , uy , vx and vy are wind and robot speeds in x and y directions, respectively.
To control a mobile robot on a 2-D plane, only speed and yaw angle commands (vc and
ψc ) are needed. Thus, DNN’s outputs are defined as:

C = (vc,x , vc,y )

(5.12)

where vc,x and vc,y are robot velocity commands on x and y directions, respectively.
It should be mentioned that we convert angle-related variables, including wind directions
(φ), robot yaw angles (ψ), and yaw angle commands (ψc ), to vector forms in S and C:



 ux = u cos φ, vx = v cos ψ, vc,x = vc cos ψc

.

(5.13)



 uy = u sin φ, vy = v sin ψ, vc,y = vc sin ψc
This is because angles do not make a good DL model input: one angle could refer to
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two different values such as −π and π, and angles should not matter if the corresponding speed is zero. For the easy reference, Table 5.3 lists variables and corresponding
definitions in S and C.

5.4.3

Training Data Specifications

To collect training data, around 6000 OSL trials are conducted for each expert method.
In an OSL trial, a data tuple γt = (St , Cexp,t ) that consists of input states St , which
are obtained from robot sensor measurements, and expert commands Cexp,t , which are
produced by the implemented expert method, is recorded at every time t during the
plume tracing process. An OSL trial is considered as complete if the robot reaches the
odor source location or the algorithm running time is beyond the time limit, i.e., 400 s
in this work. It should be mentioned that we consider an odor source has been found if
the robot is in vicinity of it. In real-world applications, this step, i.e., source declaration,
could be complete with aids of external sensors such as cameras, which could recognize
an odor source from a close distance.
Depending on the type of the expert method, two training data sets, namely MO-Train
(obtained from the moth-inspired method) and BA-Train (obtained from the Bayesianinference method), are acquired. Previous experiment data [111] reveals that bio-inspired
methods are more efficient (i.e., require less searching time) in laminar flow environments while engineering-based methods outperforms the counterpart in turbulent flow
environments in terms of the search success rate. Thus, to learn benefits from two expert
methods, two training data sets are combined to form a fused data set, which is named
as FU-Train.
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Only 80% of training data is used to train DNN models, while 10% of the remaining
data, termed testing data set, is used to test DNN models after the training, and the
last 10% data, termed validation data set, is used to compute validation errors during
the training process: the training process is terminated once the validation error is not
improved in 20 episodes. The validation error is defined as mean absolute errors (MAEs)
in this work, i.e., 1/n ·

5.4.4

Pn

i=1 |Fθ (Si )

− Ci,exp | where n is the size of validation data set.

Design DNNs for OSL Problems

Two types of neural networks, i.e., FNN and CNN, are selected for the representation
of Fθ . The motivation for choosing FNN is that we want to use a simple DNN structure
to investigate the viability of implementing DL approaches on OSL problems. Besides,
the intuitive FNN could also be employed as the baseline to evaluate the performance
of other types of DNN models in the OSL problem. Fig. 5.8(a) presents the structure
of a FNN model. To determine the optimal numbers of hidden layers and filter sizes,
varying values are investigated. Fig. 5.8(b) shows the mean square errors (MSEs) of
implementing different structure FNNs with varying hidden layers and filter sizes on
testing data sets. It can be observed that larger models (i.e., more layers and filters on
each layer) achieve better performances (i.e., lower MSEs) but overfit when the model
is too complicated (i.e., the MSE increases). Based on plots, the FNN with 8-layer and
512 filters is selected for implementing in OSL tests.
Due to the characteristics of FNN structure, the sensor data history (i.e., St−1 , St−2 , ...)
is ignored in calculating FNN outputs. In terms of learning expert methods, the FNN
may learn the moth-inspired method well since this expert method does not consider history information as well. However, for the other expert method, i.e., Bayesian-inference
method, the sensor data history is the necessary information to estimate the odor source
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Figure 5.8: (a) The structure of the proposed FNN. Labels inside a blue layer
represent the layer type, filter size, and activation function, respectively. A dense
layer indicates a fully-connected neural network; (b) MSEs of FNNs with varying
filter sizes and hidden layers on testing data sets

location. To address this issue, a CNN model is employed to process sensor data and
produce robot commands.
As presented in Fig. 5.9(a), the proposed CNN not only considers sensor data at the
current time but also from previous k time steps. Specifically, three convolution layers
are employed to extract features from sensor data history. Then, the extracted features
are fed to three dense layers to produce robot commands. To find the optimal value of
k, different numbers are investigated. Fig. 5.9(b) shows MSEs of CNNs with varying
k on testing data sets. It can be observed that MSE is lowest on all testing data sets
when k = 6. Therefore, we choose this CNN structure to implement in later OSL tests.
The mathematical representation of the CNN model can be presented by:

Ct = FθCN N (S(t−k)∼t , C(t−k)∼(t−1) ),

(5.14)

where θCN N represents the parameter vector of the CNN model, k is the length of
recording window, S(t−k)∼t = (St−k , St−k+1 , ..., St ) is a vector of sensor data from time
t − k to t, and C(t−k)∼(t−1) = (Ct−k , Ct−k+1 , ..., Ct−1 ) is a vector of historical robot
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Figure 5.9: (a) The structure of the proposed CNN. Labels inside a yellow layer
represent layer type, filter size, kernel size, and activation function, respectively. The
Conv1D layer means a convolutional neural network. The last ’Dense Layers’ block
contain 3 consecutive dense layers with 512, 512, and 2 filters, respectively; (b) MSEs
of CNNs with the varying length of recording history on testing data sets

commands from time t − k to t − 1.

5.4.5

Training DNN Models

In this work, we employ the supervised learning [112] as the training algorithm, which
aims to find the optimal parameter vector θ∗ that minimizes the loss function J. The
loss function J is defined as the mean square error between DNN outputs Fθ (S) and
expert demonstrations Cexp , which can be represented as:
j+N
XB
1
J (ΓB ) =
·
(Fθ (Si ) − Ci,exp )2 ,
NB

(5.15)

i=j

where ΓB is a mini-batch that contains NB (32 in our work) samples from a training data
set. The gradient of the cost function with respect to model parameters is calculated
using the backpropagation algorithm [113], and the optimization algorithm that updates
model parameters is the Adam optimizer [114].
To train FNNs, the order of training samples is randomized to reduce the temporal
correlation in training data sets. This procedure is skipped in the process of training
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CNNs since the proposed CNN produces robot commands based on time series data.
The training process is considered as complete if one of the following two conditions is
satisfied: 1) the training epoch reaches the limit (i.e., 500 in implementations); 2) the
validation error does not improve in 20 consecutive epochs. Google® TensorFlow [115] is
employed as the framework to construct and train DNN models. Training the proposed
FNN and CNN with the FU-Train data set (1.6 million data tuples) on an Intel® i7-8750
CPU with the Nvidia® GeForce GTX 1070 GPU acceleration takes around 4 hours and
2 hours, respectively.

5.4.6

Sample OSL Trials

To exam the effectiveness of DNN models after training, the author first implements the
proposed FNN and CNN, trained with the fused training data set (i.e., FU-Train), in
sample OSL trials, where the mean flow velocity of the environment is U0 = (1, 0) m/s
and the variance of Gaussian white noises is ς = 3. The robot starts at (60, −40) m,
and the odor source is located at (20, 0) m.
Fig. 5.10 shows search trajectories of two expert methods (i.e., moth-inspired 5.10(a)
and Bayesian-inference methods 5.10(b)) and the proposed DNN models (i.e., FNN and
CNN) in the sample OSL trial. In these plume tracing methods, the robot first adopts
a ’zigzag’ search strategy [33] to find the existence of plumes, and after the first plume
detection, the corresponding navigation method is activated, which guides the robot to
trace plumes. In this laminar flow environment, the moth-inspired method achieves a
shorter search time compared to the Bayesian-inference method (93 s vs 126 s). This
is because in a laminar flow environment, odor plumes form a stable and continuous
trajectory, in which the ’surge’ behavior of the moth-inspired method is more effective
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(a)

(b)

(c)

(d)

Figure 5.10: Search trajectories of expert methods and DNNs in the sample OSL
trial, where (a) Moth-inspired method, (b) Bayesian-inference method, (c) FNN, and
(d) CNN. The robot trajectory is presented by the blue curve, where the robot initial
and end positions are indicated in diagrams. The duration of each navigation method
is labeled by different color bars, where black represents zigzag; red represents
moth-inspired; green represents Bayesian-inference; light blue represents FNN; yellow
represents CNN.

to quickly trace up-wind and locate the odor source compared to engineering-based
methods.
It can be observed in Fig. 5.10(c) and Fig. 5.10(d) that both FNN and CNN can correctly
locate the odor source in the sample OSL trial. In addition, both trajectories is similar to
the one produced by the moth-inspired method, which is a preferred navigation method
in this type of environment (i.e., laminar flow environments). Specifically, the FNN
search trajectory shows a ‘casting’ alike behavior to traverse plumes when plumes are
absent, while the proposed CNN acts analogously to the ‘surge’ behavior that controls
the robot consistently detecting plumes by moving up-wind. Comparing FNN and CNN
search trajectories, the CNN generates a smoother trajectory and finds the odor source
within a shorter search time (97 s vs 93 s). Besides, it can be seen that the robot
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Figure 5.11: Search trajectories generated by (a) FNN and (b) CNN in OSL tests
with varying robot initial positions

can consistently detect plumes by following the trajectory produced by CNN, which is
beneficial for the plume-tracing robot to acquire adequate odor source information.

5.4.7

Varying Search Conditions

To investigate the generalization of the proposed DNN models, they are implemented
in OSL tests with different search conditions, including varying robot initial positions,
odor source locations, and environmental settings.

5.4.7.1

Varying Robot and Source Positions

In this group of tests, the proposed DNN models are evaluated in environments with
different robot initial positions and odor source locations. Fig. 5.11 presents the search
trajectories of the proposed FNN and CNN with six different robot initial positions
that are unseen for DNN models in the training process. It can be seen that without
considering the sensor data history, the proposed FNN can barely adapt to new search
conditions, where only three out of six trajectories correctly find the odor source. On
the other hand, given the same training data sets, the CNN is more effective than FNN
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Table 5.4: Environmental Settings and Search Time of Different Navigation Methods
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Figure 5.12: Search trajectories of the proposed CNN in environments with varying
odor source locations, where (a) (10,10) m, (b) (10,20) m, (c) (30,-20) m, (d) (35,-15)
m, (e) (40,20) m, (f) (40,-20) m, (g) (10,0) m, and (h) (15,5) m.

in this group of tests, where all trajectories terminate at the odor source location, i.e.,
the robot correctly finds the odor source in six tests under the direction of the proposed
CNN model.
Then, the DNN models are implemented in environments with different the odor source
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locations. It was discovered in previous test results that if the odor source location is
fixed in the training data sets, a DNN model can memorize the odor source location
and skip the plume tracing process, i.e., the robot controlled by the DNNs will proceed
directly to the fixed odor source location instead of tracing plumes. To address this
problem, the odor source location is varying in each OSL trial in the training data sets.
To verify the generalization of the proposed DNN models on varying odor source locations, eight different odor source locations that are unseen to DNN models, i.e., the
ones that are not included in training data sets, are tested. Fig. 5.12 presents search
trajectories of implementing the proposed CNN in these tests. We can observe that
the robot successfully finds the odor source in these eight trials, which demonstrates
the validity of the proposed CNN model for finding varying odor source locations. The
proposed FNN fails to find the odor source in this group of tests. One possible approach
to improve the FNN’s search performance is to enlarge the training data set, i.e., make
training data set cover more search examples.

5.4.7.2

Varying Environmental Settings

In this group of tests, environmental settings, i.e., mean flow speed U0 and Gaussian
noise variance ς, are varying to produce different airflow environments. To evaluate the
search performance of the proposed DNNs, two expert methods are also implemented
and compared in this group of tests. Table 5.4 presents five different environments and
the corresponding search time of four navigation methods. Each navigation method is
repeatedly performed three times in every environment. It should be mentioned that
environmental settings in Env. 2-5 are unseen for DNN models during the training
process.
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Table 5.5: Statistical Results of Repeated Tests and the Comparison of Different
Navigation Methods

Moth-inspired
Method
Bayesian-inference
Method
The Proposed
FNN
The Proposed
CNN

Total
Tests

Successful
Tests

Success
Rate

Averaged
Search Time (s)

15

10

67%

111.3

15

15

100%

127.3

15

3

20%

106.0

15

14

93%

112.8

As presented in Table 5.4, the proposed FNN can only find the odor source in a laminar
flow environment, i.e., Env. 1, while the proposed CNN succeeds in almost all tests
except Test 3 in Env. 3. This result confirms that without considering the sensor data
history as inputs, the FNN structure can hardly learn an effective plume tracing method,
which is not suitable for an OSL problem. By contrast, search results of CNN in this
group of tests indicate that the proposed CNN can learn an effective navigation strategy
and apply the learned knowledge on new environments.
Table 5.5 presents the statistical results of different navigation methods on varying
environment tests. Compared to expert methods, the proposed FNN barely succeeds in
these tests, As for the proposed CNN model, it outperforms the moth-inspired method in
terms of the success rate (93% vs 67%) and achieves a shorter averaged search time than
the Bayesian-inference method (112.8 s vs 127.3 s). Additionally, although the success
rate of the proposed CNN is slightly lower than the Bayesian-inference method (93% vs
100%), the CNN method is preferred to be implemented on real-world applications due
to the predictable query time.
As mentioned, the computational time of the Bayesian-inference method grows significantly with the increase of the size of the search area [51]. When the search area becomes
complex and large, the Bayesian-inference method is not suitable for implementing on
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robotic platforms due to the long querying time. On the other hand, the computational
cost of the proposed CNN is fixed, which is independent with the size of the search area.
Thus, the proposed CNN is preferable for real-world applications.

5.4.8

Discussions

From experiment results, we observe that the DNN structure is a critical factor that
affects the DNN search performance in OSL tests. Given the same training data, the
FNN structure is not as effective as CNN in experiments (e.g., Section 5.4.7). Because
plume-tracing is a continuous process, the search context is important for the robot
to make decisions. The CNN structure, which generates robot commands based on
previous sensor data, is suitable for the plum-tracing process. Another essential factor
is the quality and quantity of training data sets. To achieve satisfying search results in
unseen environments, a DNN model should be trained with data set that covers sufficient
search examples in both laminar and turbulent airflow environments. To improve this
work, other expert methods could also be considered to generate training data sets, and
more types of DNN models can be investigated and implemented in OSL problems.

5.5

Summary of this Chapter

This chapter presents ML and AI-based olfactory-based navigation algorithms for navigating a mobile robot to find an odor source in unknown environments. The ANFIS
model and two types of DNN models, namely FNN and CNN, are trained with traditional
olfactory-based navigation methods. After the training, the proposed ML models can
guide a plume-tracing robot to locate an odor source based on the robot sensor data.
Experiment results show that the proposed ANFIS model is feasible in locating odor
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source with different searching conditions. For DNN models, simulation results show
that given the same training data, CNN performs better than FNN on unseen search
environments. Compared to traditional methods, experiment results show that the proposed CNN is more desired for autonomous OSL problems since it achieves a comparable
search performance with an engineering-based method but is more stable and requires
less computational time. However, it should also be mentioned that more training data
that covers versatile searching situations is required to improve the searching efficiency
of ML models.

Chapter 6

On-Vehicle Experiments

This chapter presents on-vehicle experiments of the proposed olfactory-based navigation
algorithms, including the adaptive behavior based method (i.e., Chapter 3), the reinforcement learning based (RL-based) method (i.e., Chapter 4), and the deep learning
based (DL-based) method (i.e., Chapter 5). Experiment setup, design, and results will
be introduced, and the search performance of the proposed algorithms will be compared
to traditional methods, including the traditional moth-inspired method [37] and the
Bayesian-inference method [51].

6.1

Experiment Setup

To verify the effectiveness of the proposed algorithms, the proposed methods were implemented on a mobile robot to find the odor source in real airflow environments. As
presented in Fig. 6.1(a), a mobile robot was constructed and employed as the robotic
agent, which carries a comprehensive sensor suite for perceiving the environment and
wireless communication modules for data transmission. The search area, as presented
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(b)

Figure 6.1: (a) The mobile robot used in this work. This robot is equipped with an
airflow sensor for measuring wind speeds and directions; a chemical sensor for
detecting odor plumes; Xbee modules for wireless communication; an onboard
computer for processing sensor data. (b) The experiment setup.

in Fig. 6.1(b), contains an odor source and an electrical fan. In an OSL test, the odor
source location is hidden to the robot, and the implemented olfactory-based navigation
method directs the robot to find the odor source.

6.1.1

Experiment Field

Experiments were conducted in the indoor autonomous robots testing lab at the EmbryRiddle Aeronautical university. The lab is divided into two areas, including a search area
where the robot can move and an operation area for accommodating the ground station.
As shown in Fig. 6.2(a), the size of the search area is 9×4 m2 , containing an odor source
and an electrical fan. It should be mentioned that the size of search area is defined
according to the longest sensing distance of the employed chemical sensor. In addition,
the lab contains a localization system (i.e., Vicon), which provides accurate positions and
orientations of the robot, facilitating the robot control and navigation process. The main
airflow direction is created by the electrical fan, but the overall airflow field is turbulent
since there are four vents mounted on the wall that occasionally blow winds to maintain
the room temperature. The ethanol vapor was employed as the odor source since it is
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Figure 6.2: (a) Search area (b) System configuration. This system contains three
main components, including mobile robot, ground station, and indoor localization
system. The solid connection line represents physical cables, and the dotted
connection line represents wireless link.

minimally toxic and commonly implemented in OSL research [77]. To accelerate the
odor dispersion, ethanol was put in a humidifier to consistently release odor plumes.

6.1.2

Mobile Robot

Fig 6.2(b) shows the configuration of the implemented system. There are three main
components, including a mobile robot, a ground station, and an indoor localization
system. The robot is equipped with a chemical sensor (MQ-3, Waveshare) and an
anemometer (WindSonic, Gill Instruments). Both sensors are connected to a microcontroller (Arudino Mega, Arduino) for fetching sensor measurements. The second onboard micro-controller controls robot motors via a motor driver (Sabertooth, Dimension
Engineering). Two micro-controllers can communicate with the ground station via a
wireless communication network (Xbee, Digi international). The Vicon tracking system
(Vicon Inc.) is employed to determine indoor positions, which sends robot positions
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and orientations to the ground station via an Ethernet cable. The response time of all
sensors were set to 0.25 s.
The robot starts an OSL test in downwind areas. During an OSL test, the robot sends
sensor measurements to the ground station. Since the chemical sensor has a long recovery
time, i.e., the concentration measurements raise up quickly when the sensor detects odor
plume and go down slowly when odor plume is not detected, an adaptive concentration
threshold [52] is employed to determine the odor detection and non-detection events.
The navigation algorithms are implemented in the ground station to calculate robot’s
heading commands, which will be transmitted to the mobile robot via the wireless
communication network. To save the search time and simplify the control problem, the
robot moves in a constant speed, i.e., 0.15 m/s, thus, only heading command is needed
to control the robot in a 2-D plane. Then, the robot moves toward the target heading
and collects information at the new location. The transmission time between the robot
and ground station is negligible due to the short transmission distance. These processes
repeat until the robot finds the odor source, i.e., the distance between the odor source
and robot is less than 0.5 m.

6.2

Experiment Design

Hundreds of OSL tests were conducted to evaluate the performance of the proposed
navigation methods. Among these tests, the mobile robot was placed at different initial
positions and tested in different airflow fields. As shown in Fig 6.3(a), in the laminar
flow environment, the airflow field is mainly generated by the electrical fan. To create a
turbulent airflow field, the garage door at the back of the lab is opened as presented in
Fig 6.3(b), allowing outdoor turbulent winds blowing into the search area.
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Figure 6.3: Two airflow conditions. (a) Laminar airflow environment. The garage
door is closed, creating an enclosed search space. The main airflow direction is created
by the electrical fan. (b) Turbulent airflow environment. The garage door is opened,
allowing outdoor winds blowing inside the search area.

Besides, the traditional moth-inspired [37] and engineering-based (i.e., the Bayesianinference method [51]) methods were employed as expert methods to generate training
data for the deep learning-based methods. Each traditional method was repeatedly
performed around 120 times, where the robot initial position, odor source location,
and airflow field varied to diversify the training data set. During the plume tracing
process, onboard sensor readings and robot heading commands were recorded to generate
training data sets. Depending on the implemented expert method, training data sets
can be categorized as MO-Train (i.e., the moth-inspired method) and BA-Train (i.e., the
Bayesian-inference method). Additionally, 10% of the collected data will be assigned to
testing data sets, i.e., MO-Test and BA-Test.

6.3

Experiment Results

In this section, search results of the proposed navigation methods are presented. To
compare the search performance of the bio-inspired and engineering-based methods,
search results of adaptive behavior-based method and RL-based method are presented
in the same section (i.e., Section 6.3.1), and the search results of DL-based methods
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Figure 6.4: Sample runs of three algorithms in sample trails. The blue star indicates
the robot initial position (−1.3, −1.2) m, and red dot is the odor source location (0, 5)
m. (a) Moth-inspired method. Search time: 58 s; travel distance: 8.76 m (b) Adaptive
moth-inspired method. Search time: 43 s; travel distance: 6.92 m (c) RL-based
method. Search time: 75 s; travel distance: 10.81 m.

are presented in Section 6.3.2. Each proposed method was evaluated in repeat tests to
analyze the statistic result.

6.3.1

6.3.1.1

Adaptive Behavior-based and RL-based Methods

Sample Trials

In sample trials, the robot starts from a downwind area in a laminar flow environment,
and the odor source is placed at (0, 5) m. Fig. 6.4 shows search trajectories of the
traditional moth-inspired method [37], the proposed adaptive behavior-based method,
and the proposed RL-based method. It can be observed that all methods can correctly
find the odor source location, where the adaptive behavior-based method achieves the
shortest search time compared to other methods.
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(a) t = 1s

(b) t = 15s

(c) t = 30s

(d) t = 47s

(e) t = 50s

(f) t = 58s

Figure 6.5: Snapshots of an OSL test with the moth-inspired method. The robot
position is highlighted with the a red rectangle, and the robot correctly finds the odor
source at 58 s.

Specifically, Fig. 6.5 presents snapshots of the robot directed by the traditional mothinspired navigation method. At the beginning of the search (i.e., from t = 1 to 15 s), the
robot alternates between the ‘track-in’ and ‘track-out’ behavior and moves upwind. At
t = 30 s, the robot loses plume contact and performs the ‘reacquire’ behavior to search
plume over a large area. The robot re-detects plumes at t = 47 s and turns back to
the ‘track-in’ behavior at t = 50 s. Then, the robot continuously detects plumes and
correctly finds the odor source at t = 58 s, and the travel distance in this trial is 8.76 m.
Fig. 6.6 shows plots of inputs and outputs of the fuzzy controller in the proposed
adaptive behavior-based method. It can be seen that behavior parameters can adaptively
change according to different search situations: when the robot is far from the odor
source and the estimated airflow characteristic is turbulent (i.e., t = 5 s), values of Lc ,
K, and θ are large to emphasize cross-wind movements to increase the probability of
detecting plumes; when the robot is near to the odor source (i.e., the robot continuously
detects plumes between t = 40 s to t = 45 s, indicating the robot moves near to the odor
source), values of Lu is increased, improving the upwind movement. The robot finds the
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Figure 6.6: Fuzzy inputs and outputs of the implemented fuzzy controller in the
proposed adaptive behavior-based method. (a) Fuzzy inputs include plume
non-detection period δT , odor concentration ρ, and turbulent intensity T I. (b) Fuzzy
outputs are coefficients that adjust search behaviors, including Lu (on the top plot),
Lc , K, and θ (on the bottom plot).

(a) t = 20 s

(b) t = 20 s

(c) t = 20 s

(d) t = 70 s

(e) t = 70 s

(f) t = 70 s

Figure 6.7: Results from the source mapping, plume mapping, and fusion
algorithms in the proposed reinforcement learning-based method. The first row of
diagrams, i.e., (a), (b), and (c), shows the source probability map, plume distribution
map, and reward map at t = 20 s, respectively. The second row of diagrams, i.e., (d),
(e), and (f), shows the aforementioned maps at t = 70 s.

odor source at 43 s and travels 6.92 m.
As for the RL-based method, Fig. 6.7 presents the source probability map, plume
distribution map, and the fused reward map at two time steps during the plume tracing,
i.e., t = 20 s and t = 70 s. The size of a sub-region in these maps is 0.5 × 0.5 m2 , which is
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comparable to the size of the mobile robot. When t = 20 s, the fusion coefficient (i.e., the
output of the fuzzy inference system) is 0.8, which emphasizes the plume distribution
map in the reward map. Thus, the robot tends to find plumes to collect more odor
source information instead of chasing the source estimate. When t = 70 s, the fusion
coefficient becomes 0.2, directing the robot to move toward the source estimate (0, 4.5)
m (the actual odor source is at (0, 5) m). The robot reaches the odor source location
when t = 75 s, and the travel distance is 10.81 m.
Compared these three methods, the proposed behavior-based method achieves the best
search performance, where the search time and travel distance are shortest as presented
in Fig 6.4. Through experiment results, it is observed that the bio-inspired methods
(including both the traditional moth-inspired and the proposed adaptive behavior-based
methods) outperform the engineering-based method (i.e., the proposed reinforcement
learning-based method) in laminar flow environments. This is because in laminar flow
environments, odor plumes form a steady and continuous plume trajectory, where the
upwind movement in the ‘surge’ behavior can quickly guide the robot moving toward the
odor source by continuously detecting odor plumes. By contrast, the engineering-based
method needs to gain information (i.e., airflow measurements and odor concentrations)
to accurately estimate possible odor source locations, requiring a longer time to find the
odor source compared to moth-inspired methods. In addition, the proposed adaptive
behavior-based method is better than the traditional moth-inspired method, indicating
the effectiveness of the proposed fuzzy controller, which can adaptively change the scale
of robot search trajectories to fit different search situations. Experiment results from
repeat tests (i.e., Section 6.3.1.2) endorse this conclusion.
I also tested the search performance of the proposed navigation methods with different
robot initial positions, including left, middle, and right positions. Fig. 6.8 shows robot

Chapter 6. On-Vehicle Experiments

147

6

5

5

4

4

3

3

Y (m)

Y (m)

6

2

2

1

1

0

0

Odor Source
Initial position 1
Initial position 2
Initial position 3

-1

Odor Source
Initial position 1
Initial position 2
Initial position 3

-1

-2

-2

-2

-1

0

1

2

-2

X (m)

(a)

(b)

-1

0

1

2

X (m)

(c)

Figure 6.8: Robot search trajectories staring at different initial positions. (a)
Moth-inspired method. (b) Adaptive behavior-based method. (c) Reinforcement
learning-based method.

search trajectories with three navigation methods. It can be seen that all search trajectories terminates at the actual odor source location, i.e., no matter how the robot initial
position changes, the robot can correctly find the odor source with three navigation
methods.

6.3.1.2

Repeat Tests in Different Airflow Environments

In this group of tests, the proposed adaptive behavior-based and RL-based navigation
methods were repeatedly performed in both laminar and turbulent airflow environments.
Besides, the traditional moth-inspired method was also implemented in repeat tests to
compare the search performance of the proposed methods. The robot starts from the
same initial position (−1, 0) m and moves in the same speed, i.e., 0.15 m/s.
Table 6.1 presents search time of three navigation methods in the laminar flow environment. It can be observed that the moth-inspired and adaptive behavior-based methods
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Table 6.1: Search Time of Three Navigation Methods in the Laminar Flow
Environment. µ: Mean Search Time; σ: Standard Deviation of Search Time; f :
Success Rate
Moth-inspired
Method
(s)

Adaptive Behaviorbased Method
(s)

RL-based
Method
(s)

Test 1
Test 2
Test 3
Test 4
Test 5
Test 6
Test 7
Test 8
Test 9
Test 10

54
56
45
40
48
42
40
44
42
53

45
42
41
40
41
41
40
46
52
41

63
68
64
63
52
65
55
52
59
54

µ (s)
σ
f

46.4
6.0
100%

42.9
3.8
100%

59.5
5.9
100%

outperform the RL-based method in most tests. This is because the simple ‘surge/casting’ behavior pattern is effective to quickly bring the robot close to the odor source in
the laminar flow environment, while the RL-based method needs more time to correctly
compute source and plume estimates based on the sensed airflow history. When the robot
loses the plume contact, the ‘reacquire’ behavior guides the robot to search plumes in
nearby areas, and the robot has a high probability to re-detect plumes due to the steady
and stable plume distribution in the laminar flow environment. Moreover, the adaptive
behavior-based method achieves a better performance than the original moth-inspired
counterpart since the implemented fuzzy controller can dynamically adjust behavior
parameters to fit different search situations, improving the search efficiency.
Search results in the turbulent flow environment are presented in Table 6.2. Compared
three navigation methods, both moth-inspired and adaptive behavior-based methods fail
to find the odor source in Test 4, while the RL-based method succeeds in all tests and
achieves the shortest averaged search time 59.5 s. In turbulent airflows, the bio-inspired
methods (including both the moth-inspired and adaptive behavior-based methods) can
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Table 6.2: Search Time of Three Navigation Methods in the Turbulent Flow
Environment. µ: Mean Search Time; σ: Standard Deviation of Search Time; f :
Success Rate
Moth-inspired
Method
(s)

Adaptive Behaviorbased Method
(s)

RL-based
Method
(s)

Test 1
Test 2
Test 3
Test 4
Test 5
Test 6
Test 7
Test 8
Test 9
Test 10

60
63
71
63
66
85
38
116
108

48
93
38
103
90
81
63
75
50

55
53
66
55
65
57
90
76
54
63

µ (s)
σ
f

87.0
46.0
90%

84.1
46.0
90%

59.5
11.8
100%

-: Fail to locate the source within 200 s.

hardly keep the robot maintaining inside plumes due to two reasons: 1) plumes are
scratched by turbulent airflows to form an intermittent trajectory, deteriorating the
performance of the ‘surge’ and ‘casting’ behaviors; 2) the decision (i.e., heading command) is made via the instantaneous airflow measurements, which vary significantly and
could lead the robot to the wrong directions. By contrast, the RL-based method can
calculate source and plume estimates based on the recorded airflow history, which is
more reliable than the instantaneous measurements.

6.3.2

6.3.2.1

DL-based Methods

Develop DNNs for DL-based Methods

I re-design DNN structures for fitting the training data collected from on-vehicle implementations, including a feedforward (FNN) and long short-term memory (LSTM) networks. The motivation for choosing FNN is that I want to use a simple DNN structure
to investigate the viability of implementing DL approaches on OSL problems. Besides,
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Figure 6.9: (a) The structure of the proposed FNNs. Notations inside a blue layer
represent the layer type, filter size, and activation function, respectively. A dense
layer indicates a fully-connected neural network; (b) MSEs of FNNs with varying
filter sizes and hidden layers on two testing data sets, including MO-test and BA-test.
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Figure 6.10: (a) The structure of the proposed LSTM network. Inputs of the LSTM
network include previous sensor readings, i.e., St−k+1 to St , where the length of
inputs is k. Multiple LSTM cells are stacked to form a deep LSTM network; (b) MSEs
of LSTM networks with the varying time steps of inputs (i.e., k) on testing data sets.

the intuitive FNN could also be employed as the baseline to evaluate the performance of
other types of DNN models in the OSL problem. To determine the optimal structure of
the FNN network, varying numbers of hidden layers and filter sizes are evaluated with
the testing data sets. Fig. 6.9 shows the mean square errors (MSEs) of implementing different FNNs with varying hidden layers on testing data sets. It can be observed
that larger models (i.e., more layers) achieve better performances (i.e., lower MSEs) but
overfit (i.e., the MSE increases) when the model is too complicated. Based on plots, the
FNN with 4-layer and 128 filters is selected for training both MO-train and BA-train.
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Besides the simple FNN network, I also train a LSTM network. Unlike standard FNNs,
LSTMs have feedback connections, which bring the previous output to the input at the
current time step. In this work, inputs of a neural network are onboard sensor readings
and outputs are robot commands. By using LSTMs, the sensor data history can be
involved in the calculation of robot commands at the current time step. This feature
may be useful in learning the Bayesian-inference method, which deduces possible odor
source locations via sensed airflow history. Similar to FNNs, we determine the optimal
structure of LSTM by examining multiple combinations of layer numbers and the size
of input (i.e., how many time steps k are included in the input). Fig. 6.10 shows the
plot of MSEs of implementing different structure LSTMs on testing data sets. Based on
the plot, we choose the input time step as 4 for both MO-Train and BA-Train, where
the number of LSTM layers is 3 for the MO-Train and 2 for the BA-Train.
After training with the training data sets generated by two expert methods, i.e., MOTrain and BA-Train, four DNNs are obtained, termed FNN-Moth, LSTM-Moth, FNNBA, and LSTM-BA. This notation consists of the type of DNN and the corresponding
training data set, e.g., FNN-Moth is the FNN trained with MO-Train.

6.3.2.2

Search Results in Seen Environments

I first demonstrate the search results generated by implementing the trained DNNs in a
seen environment, where the odor source location is placed at (0, 5) m and the airflow
direction points to the negative side of the y axis.
Fig. 6.11 presents search trajectories generated by expert methods and DNNs. Fig.
6.11(a), 6.11(b), and 6.11(c) show search trajectories generated by the original mothinspired method, FNN-Moth, and LSTM-Moth, respectively. It can be seen that three

Chapter 6. On-Vehicle Experiments

152

5

5

5

4

4

4

3

3

3

Y (m)

6

Y (m)

6

Y (m)

6

2

2

2

1

1

1

0

0

Robot Route
Odor Source
Robot Initial Position

-1

0

Robot Route
Odor Source
Robot Initial Position

-1
-2

-1

0

1

2

-1
-2

-1

X (m)

0

1

2

-2

(b) FNN-Moth

5

4

4

4

3

3

3

2

2

2

1

1

1

0

Robot Route
Odor Source
Robot Initial Position

-1
-1

0

1

X (m)

(d) Bayesian-based

2

2

Y (m)

5

Y (m)

5

Y (m)

6

-1

1

(c) LSTM-Moth

6

Robot Route
Odor Source
Robot Initial Position

0

X (m)

6

-2

-1

X (m)

(a) Moth-inspired

0

Robot Route
Odor Source
Robot Initial Position

0

Robot Route
Odor Source
Robot Initial Position

-1
-2

-1

0

1

X (m)

(e) FNN-BA

2

-2

-1

0

1

2

X (m)

(f) LSTM-BA

Figure 6.11: Six sample OSL trials with different navigation methods.

search trajectories are very similar and all end up with the odor source location, indicating that the proposed DNNs can mimic the moth-inspired method to correctly find
the odor source. As for the Bayesian-inference method (presented in Fig. 6.11(d)),
the search trajectory produced by the LSTM-BA (i.e., Fig. 6.11(f)) achieves a shorter
search time than the FNN-BA (i.e., Fig. 6.11(e)), indicating a better search performance. This is because the context understanding ability of the LSTM network is more
suitable for learning the Bayesian-inference method, which requires the knowledge of
the sensor reading history to estimate possible odor source locations. It can be observed
that search trajectories generated by DNNs are similar to the expert methods, and both
FNN and LSTM can find the odor source location in these sample OSL trials. However,
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(b)

(c)

Figure 6.12: Unseen search environment where odor source locations are located at
(a) (1, 0) m, (b) (−1, 5) m, and (c) (−2, 3) m. New airflow directions are created in
unseen environments, where the airflow direction points to (a) negative side of x axis,
(b) negative side of y axis, and (c) positive side of x axis.

it is possible that DNNs memorize the final odor source location instead of learning the
actual searching strategies demonstrated by the expert methods. Thus, trained DNNs
need to be examined in previously unseen environments to verify their validities.

6.3.2.3

Search Results in Unseen Environments

In this group of tests, trained DNNs are tested in unseen environments. As shown in
Fig. 6.12, we choose three new odor source locations and airflow directions to construct
the testing environment, and for each new odor source location, various OSL trials were
conducted with different robot initial positions.
Fig. 6.13 shows the search results of trained DNNs in unseen environments. It can be
observed that both FNN-Moth and LSTM-Moth networks, trained by the moth-inspired
method, can correctly find the odor source in new environments. In these trials, the robot
demonstrates the ability to mimic the moth-inspired method, which can effectively find
the odor source by performing the upwind movement (similar to the ‘surge’ behavior)
or the crosswind excursion (like the ‘casting’ behavior) to move toward the odor source.
By contrast, the performance of FNN-BA and LSTM-BA, trained with the Bayesianinference method, is not satisfied, where only a few of tests successfully find the odor
source location.
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Figure 6.13: Robot search trajectories generated by the proposed DNNs with
different robot initial positions in previous unseen environments. In these diagrams,
blue stars indicate robot initial positions, the red dot represents the odor source
location, and the red dotted line shows the source localization range (i.e., 0.5 m): the
odor source is considered as located if the robot is inside this range.

This result is anticipated since the search strategy in the moth-inspired method is much
simpler than the one demonstrated by the Bayesian-inference method, which finds the
odor source relying on mathematical calculations. For the Bayesian-inference method,
the underlying calculation process cannot directly reflect on the robot search behaviors,
making it difficult for DNNs to mimic its search strategy. Given the same amount of
training data sets, DNNs are more likely to learn the simple moth-inspired method than
the Bayesian-inference counterpart. One possible solution is adding more demonstrations
with different odor source locations to diversify the training data set. Still, the increasing
time and efforts to collect training data and raise training time are also significant.
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Separate the Locations of Odor Source and Electrical Fan

In previous tests, the odor source was always placed with the electrical fan. A reasonable
assumption is that the robot is attracted by the wind direction instead of odor concentration during the search. To eliminate the assumption that the robot was attracted
solely by the wind direction, two groups of tests were conducted.
The odor source was removed in the first group of tests, and only an electrical fan was
placed inside the search area. The implemented deep learning model is LSTM neural
network. Fig. 6.14 shows snapshots of a test in group one. As we can see, robot did not
go to the fan’s location. This test was repeated three times, and the robot did not go
to the fan’s location in all tests.

(a)

(b)

(c)

(d)

Figure 6.14: Snapshots of a test where the odor source is not inside the search area.
The robot did not go to the electrical fan at the end of the search.

(a)

(b)

(c)

(d)

Figure 6.15: Snapshots of a test where the odor source is separate with the
electrical fan. The robot finds the odor source location even though the electrical fan
is placed differently with the odor source.

In the second group of tests, the odor source was placed differently from the electrical
fan. Fig. 6.15 presents snapshots of a tests in group two. We can see that the robot can
correctly find the odor source location even though the electrical fan was at a different
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Table 6.3: Search Results of Four Navigation Methods in Repeated Tests. µ: Mean
Search Time; σ: Standard Deviation
Test
Name

Mothinspired
Method (s)

Bayesianinference
Method (s)

FNNMoth
(s)

LSTMMoth
(s)

Test 1
Test 2
Test 3
Test 4
Test 5
Test 6
Test 7
Test 8
Test 9
Test 10

18
21
19
20
19
26
27
28
25
27

40
24
23
22
23
28
28
42
30
27

21
19
20
20
20
25
28
25
30
27

20
20
21
21
21
30
28
26
29
30

µ (s)
σ

23.0
3.9

28.7
7.0

23.5
4.0

24.6
4.4

location. Similar to the group one tests, this test was repeated three times, and the
robot always found the odor source.
Through these tests, I found that the wind direction does not solely attract the robot
during the search. For the proposed deep learning-based method, detecting odor plumes
plays a vital role in finding the odor source location.

6.3.2.5

Compare with Expert Methods in Repeated Tests

In this group of tests, we implement the FNN-Moth and LSTM-Moth networks in an
unseen environment, where the odor source is located at (−1, 5) m. To evaluate the
search performance, two DNNs are compared with two expert methods. For each navigation method, 10 OSL trials were conducted. The robot initial position is at (−0.7, 2)
m in Test 1-5 and changes to a far position at (−1.2, 1) m in Test 6-10. Search results
are reported in Table 6.3.
It can be observed in Table 6.3 that all navigation methods can correctly navigate the
robot to find the odor source. In terms of the averaged search time (µ) and standard
deviation (σ), the moth-inspired method achieves the best performance among other
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methods. Two DNNs attain a comparable search performance with the moth-inspired
method. Moreover, the FNN-Moth is slightly better than the LSTM-Moth network
due to the lower averaged search time (23.5 s v.s. 24.6 s) and standard deviation (4.0
v.s. 4.4). Repeated tests reflect that both neural networks can effectively learn the
moth-inspired method to locate an odor source in a new search environment.

6.4

Summary of this Chapter

This chapter presents the experimental results of the proposed olfactory-based navigation methods, namely adaptive behavior-based, RL-based, and DL-based methods. A
mobile robot is constructed as the robotic platform to implement different navigation
methods. For adaptive behavior-based and RL-based methods, experiment results show
that in terms of the averaged search time and success rate, the adaptive moth-inspired
method has the best search performance in the laminar flow environment, whereas the
RL-based method outperforms the others in the turbulent flow environment.
For the DL-based plume tracing algorithms, two DNNs are devised, including FNN and
LSTM networks. DNNs calculate robot commands that navigate the robot to find the
odor source based on onboard sensor readings during the plume tracing process. Two
expert methods, namely moth-inspired and Bayesian-inference methods, are employed
as expert methods to generated training data sets. Hundreds of OSL trials were conducted to collect training data, and after training, DNNs are validated in unseen search
environments. Experiment results show that both FNN and LSTM can mimic the mothinspired method but cannot effectively learn the Bayesian-inference method given the
same amount of training data. In repeated tests, the search performance of DNNs
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is comparable with the moth-inspired method and better than the Bayesian-inference
method in terms of the averaged search time and standard deviation.

Chapter 7

Conclusion and Future Works

This chapter presents a summary of this dissertation, the conclusions of the research
work, and future research directions.

7.1

Conclusions

This dissertation focuses on robotic odor source localization (OSL), which designs olfactorybased navigation algorithms to guide a mobile robot in finding an odor source in unknown
environments. Three types of algorithms are presented, including adaptive behaviorbased, reinforcement learning-based (RL-based), and deep learning-based (DL-based)
algorithms. The objective is to improve the search efficiency during the plume tracing
process while maintaining a low computational cost.
Specifically, the adaptive behavior-based method is a modified version of the traditional
moth-inspired method. By integrating a customized fuzzy inference system, this method
enables the robot to dynamically adjust its search behaviors and the scale of trajectories
depending on the current search situation. As a result, the robot can increase the scale
159
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of search trajectories when plumes are absent to increase the probability of re-detecting
plumes and decrease the scale when the robot is near the source. Test results from
both simulation and on-vehicle tests show that the proposed adaptive behavior-based
method improves the search time compared to the conventional bio-inspired method. In
addition, the computational cost is significantly reduced compared to the conventional
engineering-based method (e.g., Bayesian-inference method), which requires calculating
the cell-based probability for all cells inside the search area in every iteration loop.
The reinforcement learning-based algorithm concentrates on solving the OSL problem
via an engineering-based approach. In this method, source and plume estimations, calculated by the partially observable Markov decision process-based (POMDP-based) source
mapping and hidden Markov model-based (HMM-based) plume mapping algorithms, are
dynamically fused via a fuzzy controller. This fuzzy controller estimates the distance
between the robot and the odor source: when these two objects are close, the source estimation is dominant; otherwise, the plume estimations overweight the source estimation
in the fused result. Simulation results show that the proposed reinforcement learningbased method outperforms the traditional moth-inspired and engineering-based methods
in search time and success rate. Results from on-vehicle tests verify this conclusion.
The principle idea of the deep learning-based methods is to leverage the odor source localization problem without explicating specific plume tracing algorithms. The goal is to
design a machine learning (ML) model that can learn an effective navigation strategy to
find an odor source by watching other successful olfactory-based navigation algorithms.
Two ML models are trained, including an adaptive neural fuzzy inference system (ANFIS) and deep neural networks (DNNs). Traditional moth-inspired and engineeringbased methods were selected as expert methods to generate training data for supervised
learning. After training, simulation results show that the proposed ANFIS and DNNs
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can correctly find the odor source in previously unseen environments. Compared to
traditional methods, the ML models trained by the fused training data set outperform
them in search time and success rate.

7.2

Future Research

With the rapid development of robotics and autonomous systems, integrating advanced
AI techniques in robot planning, navigation, and controls enlightens a promising research
direction. For future research, I will continue developing AI-based algorithms to study
research problems in robotics and autonomous systems and implement these algorithms
in real-world applications. I summarize my future research in three directions:

• Advanced Olfactory-based Navigation Methods. With my expertise in robotic
olfaction, I would like to develop more advanced olfactory-based navigation algorithms
using AI techniques. More complicated situations will be considered, such as locating
multiple odor sources, searching in complex terrains and unstructured environments,
searching with multiple robots in the collaboration, etc. I will utilize advanced AI
techniques to design these navigation algorithms, including deep reinforcement learning, multi-agent reinforcement learning, transfer learning, etc. I would also like to
research integrating other robotic sensing abilities (e.g., computer vision) to improve
search efficiency in finding the source. Besides, I strive to apply the designed algorithms to solve challenging real-world problems, such as locating gas leaks, monitoring
air pollution, finding wildfire locations, etc.
• Intelligent Decision-making Algorithms in Robotics and Autonomous Systems. The core of my olfactory-based navigation algorithms is to develop a methodology that makes intelligent decisions to guide the robot in the dynamic environment.
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This principle can be applied more broadly in searching and data collection with sporadic cues and partial information. In the future, I would like to research utilizing
and adapting the principle of my algorithms on other autonomous systems, such as
autonomous driving vehicles. I will concentrate on developing intelligent decisionmaking algorithms in the planning and navigation procedures. Specifically, I will
start with small-scale projects, such as developing autonomous delivery robots, to
verify algorithms in a safe and easily controlled environment. Then, I will use preliminary outcomes to direct the research on more complicated autonomous systems, e.g.,
self-driving techniques. These projects will also provide graduate and undergraduate
students with opportunities to gain research and hands-on experiences.
• AI-based Multi-agent Coordination Algorithms. Over the past decade, multiagent robotic systems have gained significant research momentum for their high efficiency in solving real-world problems. Besides, with the recent developments in AI,
we have witnessed an increasing number of multi-agent applications using AI methods to improve system performance. Based on my previous research experience in
AI-based multi-agent coordination algorithms, I plan to integrate more advanced AI
techniques in solving multi-agent problems, like multi-agent path planning, behavior
coordination, formation control, and performance improvement. In addition, I will
research implementing the designed algorithms in real-world environments, starting
from small-scale projects (e.g., coordination of a fleet of mobile robots). I will use
the research experiences and experiment results to improve the designed algorithms
and eventually implement them in practical applications to solve real-world problems
(e.g., search-and-rescue tasks).
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upwind flight of male gypsy moths in a forest,” Physiological Entomology, vol. 12,
no. 4, pp. 399–406, 1987.
[28] H. Ishida, Y. Wada, and H. Matsukura, “Chemical sensing in robotic applications:
A review,” IEEE Sensors Journal, vol. 12, no. 11, pp. 3163–3173, 2012.
[29] R. Kanzaki, N. Sugi, and T. Shibuya, “Self-generated zigzag turning of Bombyx
mori males during pheromone-mediated upwind walking (Physology),” Zoological
science, vol. 9, no. 3, pp. 515–527, 1992.

Reference

5

[30] Y. Kuwana and I. Shimoyama, “A pheromone-guided mobile robot that behaves
like a silkworm moth with living antennae as pheromone sensors,” The International Journal of Robotics Research, vol. 17, no. 9, pp. 924–933, 1998.
[31] G. De Croon, L. O’connor, C. Nicol, and D. Izzo, “Evolutionary robotics approach
to odor source localization,” Neurocomputing, vol. 121, pp. 481–497, 2013.
[32] T. Lochmatter, X. Raemy, L. Matthey, S. Indra, and A. Martinoli, “A comparison
of casting and spiraling algorithms for odor source localization in laminar flow,” in
2008 IEEE International Conference on Robotics and Automation, pp. 1138–1143,
IEEE, 2008.
[33] W. Li, J. A. Farrell, S. Pang, and R. M. Arrieta, “Moth-inspired chemical plume
tracing on an autonomous underwater vehicle,” IEEE Transactions on Robotics,
vol. 22, no. 2, pp. 292–307, 2006.
[34] W. Li, “Abstraction of odor source declaration algorithm from moth-inspired
plume tracing strategies,” in 2006 IEEE International Conference on Robotics
and Biomimetics, pp. 1024–1029, IEEE, 2006.
[35] S. Pang, “Development of a guidance system for AUV chemical plume tracing,”
in OCEANS 2006, pp. 1–6, IEEE, 2006.
[36] B. Luo, Q.-H. Meng, J.-Y. Wang, and M. Zeng, “A flying odor compass to autonomously locate the gas source,” IEEE Transactions on Instrumentation and
Measurement, vol. 67, no. 1, pp. 137–149, 2017.
[37] J. A. Farrell, S. Pang, and W. Li, “Chemical plume tracing via an autonomous
underwater vehicle,” IEEE Journal of Oceanic Engineering, vol. 30, no. 2, pp. 428–
442, 2005.

Reference

6

[38] S. Shigaki, T. Sakurai, N. Ando, D. Kurabayashi, and R. Kanzaki, “Time-varying
moth-inspired algorithm for chemical plume tracing in turbulent environment,”
IEEE Robotics and Automation Letters, vol. 3, no. 1, pp. 76–83, 2017.
[39] S. Shigaki, Y. Shiota, D. Kurabayashi, and R. Kanzaki, “Modeling of the adaptive chemical plume tracing algorithm of an insect using fuzzy inference,” IEEE
Transactions on Fuzzy Systems, vol. 28, no. 1, pp. 72–84, 2019.
[40] S. Shigaki, S. Haigo, C. H. Reyes, T. Sakurai, R. Kanzaki, D. Kurabayashi,
and H. Sezutsu, “Analysis of the role of wind information for efficient chemical
plume tracing based on optogenetic silkworm moth behavior,” Bioinspiration &
biomimetics, vol. 14, no. 4, p. 046006, 2019.
[41] A. Liberzon, K. Harrington, N. Daniel, R. Gurka, A. Harari, and G. Zilman,
“Moth-inspired navigation algorithm in a turbulent odor plume from a pulsating
source,” PloS one, vol. 13, no. 6, p. e0198422, 2018.
[42] G. Ferri, E. Caselli, V. Mattoli, A. Mondini, B. Mazzolai, and P. Dario, “Spiral: A
novel biologically-inspired algorithm for gas/odor source localization in an indoor
environment with no strong airflow,” Robotics and Autonomous Systems, vol. 57,
no. 4, pp. 393–402, 2009.
[43] F. Rahbar, A. Marjovi, P. Kibleur, and A. Martinoli, “A 3-d bio-inspired odor
source localization and its validation in realistic environmental conditions,” in 2017
IEEE/RSJ International Conference on Intelligent Robots and Systems (IROS),
pp. 3983–3989, IEEE, 2017.
[44] P. Pyk, S. B. i Badia, U. Bernardet, P. Knüsel, M. Carlsson, J. Gu, E. Chanie, B. S.
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