For the periodic magnetic Schrödinger operator, the structure of the lower edge of the spectrum is investigated. It is known that in the nonmagnetic case the energy depends quadratically on the quasimomentum in the neighborhood of the lower edge of the spectrum. Herewith, the operator admits a convenient "multiplicative" factorization, which makes it possible to investigate the threshold effects efficiently. It is shown that for sufficiently small magnetic potential the magnetic Schrödinger operator also admits a similar factorization.
§0. Introduction 0.1. Let Γ be a lattice in R d , d ≥ 1, and let Ω be an elementary cell of the lattice Γ. It is known (see, e.g., [Sk] ) that the Γ-periodic differential operators (DOs) can be partially diagonalized with the help of the Gelfand transformation. Then the initial DO is represented as a direct integral of a family of DOs that depend on a parameter k ∈ R d (called the quasimomentum) and act on the torus associated with Ω.
We consider lower semibounded selfadjoint DOs. For most of the DOs occurring in mathematical physics, the spectrum of the associated operators acting in L 2 (Ω) is discrete. Let E j (k), j = 1, 2, . . . , be the corresponding eigenvalues arranged in nondecreasing order. The functions E j (k) depend on k continuously. Then the spectrum of the initial DO has a band structure. The bands coincide with the images of the band functions E j (·). It is convenient to assume that the lower edge of the spectrum is λ = 0.
It turns out that the solution of certain questions only requires the knowledge of the structure of the spectrum lower edge. In such cases we talk about threshold effects. One of the brightest examples of a threshold effect is the homogenization problem, i.e., the study of the behavior of a periodic DO in the small period limit. 0.2. In [BSu] , a general method was developed to investigate threshold effects for operators admitting a convenient ("regular") factorization. In the scalar case this factorization is described by the following condition: the operator M in question admits a representation in the form
Note that the existence of such a factorization directly implies the so-called "proper" structure of the lower edge of the spectrum. This means the following: 1) the first band function E 1 (k) has a nondegenerate minimum at the point k = 0 (and E 1 (0) = 0); 2) we have E 1 (k) > 0, k = 0 (mod Γ); 3) min k E 2 (k) > 0. Sometimes, the DO to be dealt with is not given directly in the form (0.1), but can be reduced to it. It was noted in [BSu] that, in particular, the periodic Schrödinger operator − div g(x)∇ + V (x) with a positive matrix-valued function (metric) g(x) admits a factorization as in (0.1). The same is true for the two-dimensional periodic Pauli operator (D−A) 2 ±(∂ 1 A 2 −∂ 2 A 1 ), which is a particular case of the magnetic Schrödinger operator
Here A(x) is a Γ-periodic R 2 -valued function.
0.3. What was said above justifies the interest in a description of other classes of operators representable as in (0.1). In the present paper we investigate the operator (0.3).
The main results are Theorem 2.7 and Theorem 2.8, where we prove the existence of a factorization (0.1) for the operator (0.3) with sufficiently small magnetic potential A(x).
In [Sh] it was shown that, without the smallness assumption, the operator (0.3) may fail to admit factorization as in (0.1), and moreover, the lower edge of the spectrum may fail to have a proper structure.
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Next, ·, · , | · | are the standard inner product and the norm in C d . Let Γ be a lattice of periods in R d . We denote by Ω an elementary cell of the lattice Γ and by Ω the closure of Ω. The Sobolev classes of order 1 with integrability index p are denoted by W 1 p (R d ), W 1 p (Ω); for p = 2 we abbreviate this to H 1 (R d ), H 1 (Ω). The subspace formed by the functions in W 1 p (Ω), the Γ-periodic extension of which belongs to W 1 p,loc (R d ), is denoted by W 1 p (Ω); for p = 2 we use the notation H 1 (Ω). The set of restrictions to Ω of the Γ-periodic functions in R d that are Hölder of order δ is denoted by C δ (Ω), δ ∈ (0, 1).
Next, · B is the norm in a Banach space B. By c, C (with or without indices) we denote various constants in the estimates. By 1 we denote the unit (d × d)-matrix.
We consider the operator
All coefficients are assumed to be real-valued and Γ-periodic. Also, we assume that the following conditions are fulfilled:
Under conditions (1.2)-(1.4), the operator M is given via the closed lower semibounded form
The periodic operator M can be expanded in the direct integral of a family of operators
The spectrum of M (k) is discrete. Let {E j (k)} denote the eigenvalues of the M (k), enumerated in nondecreasing order:
Let {φ j (x, k)} be the corresponding (periodic) eigenfunctions orthonormal in L 2 (Ω). In what follows, all functions defined on Ω are assumed to be extended to R d Γ-periodically.
The functions E j (k) are continuous and Γ-periodic. We have
Here the symbol R(·) stands for the range of a function. §2. Factorization 2.1. We fix a triplet {λ, k, f}:
Definition 2.1. Assume that conditions (1.2)-(1.4) are satisfied. We say that the differential expression (1.1) admits a factorization F (λ, k, f) if, for the given triplet (2.1), there exists a Γ-periodic selfadjoint matrix-valued function G ∈ L 1,loc (R d ) such that the identity
is fulfilled in the sense of distributions.
Definition 2.2. We say that the factorizations F (λ 1 , k 1 , f 1 ) and
It is easy to understand that if a factorization F (λ, k, f) exists, then a selfadjoint matrix
If in addition to (2.1) we assume that the functions f and f −1 are multipliers in H 1 (R d ) (then so they are also in H 1 (Ω)), then (2.2) implies that M (k)f = λf . Therefore, to construct a factorization of the form (2.2), we shall act as follows.
Let λ ∈ σ(M ). Then, by (1.7), there exists a quasimomentum k and a function
By using (2.3), it is easy to verify that (2.2) is fulfilled if and only if
where J(x) is a real-valued Γ-periodic antisymmetric matrix-valued function belonging to L 1,loc (R d ) and satisfying
in the sense of distributions. It is well known that equation ( It is easily seen that (2.6) is a direct consequence of (2.3). Thus, the existence problem for the factorization F (λ, k, f) reduces to verification of (2.7). (2.9)
Then the factorization F (λ 0 , k 0 , f 0 ) exists.
Proof. The above constructions show that it suffices to check identity (2.7), where η is defined as in (2.5) with λ 0 , k 0 , f 0 in the role of λ, k, f. Identities (1.7) and (2.8) imply
Here the symbol I stands for the identity operator. In particular, (2.10) means that
We put k := k 0 + κ in (2.11) and use (2.9). Then (2.11) can be rewritten as follows (we use the notation (2.5)):
Obviously, from (1.4) it follows that the last inequality is equivalent to (2.7).
Remark 2.4. By similar arguments, it can be proved that the factorization (2.2) exists for some other points λ ∈ σ(M ) provided that the quasimomentum k and the function f are chosen appropriately. In particular, there are factorizations with respect to the edges of the internal gaps of the spectrum of M (if such gaps exist). However, this fact is not important for us now.
Theorem 2.3 shows that the factorization (2.2) exists. However, relation (2.2) is rather weak and does not contain sufficient information.
Definition 2.5. Suppose there exists a factorization F (λ, k, f), and let G(λ, k, f) be the corresponding family of matrices G(x) satisfying (2.2).
1) We say that the family of matrices G (λ, k, f) is positive if it contains at least one matrix G(x) satisfying
2) We say that the factorization F (λ, k, f) is proper if a) the family G(λ, k, f) is positive; b) the functions f and f −1 are multipliers in H 1 (R d ).
Obviously, equivalent factorizations are proper or not proper simultaneously. Let F (λ, k, f) be a proper factorization, and let G(x) be a representative of the corresponding positive family G(λ, k, f) satisfying (2.12). Obviously, the form
is closed and lower semibounded. The form (2.13) gives rise to a selfadjoint operator M F in L 2 (R d ). Then, relation (2.2) means that
Note that the form m F and the operator M F do not depend on a representative G(x) satisfying (2.12) (this follows, e.g., from (2.14)). Relation (2.14) implies the following elementary lemma.
Lemma 2.6. If a proper factorization F (λ, k, f) exists, then this factorization is equivalent to the factorization F (λ 0 , k 0 , f 0 ) constructed in Theorem 2.3. In particular, we have
Proof. This is an easy consequence of (1.7) and (2.12)-(2.14).
2.2.
It is well known that a proper factorization exists if A(x) = 0. In [Sh] it was shown that, generally speaking, for a nontrivial magnetic potential, this is not the case anymore. Nevertheless, for sufficiently small magnetic potentials a proper factorization still exists.
Consider an operator of the form (1.1) , where now we write tA(x) in place of A(x) .  Here, A(x) is a Γ-periodic magnetic potential satisfying (1.3), and t ∈ R is the coupling constant. We shall use the notation introduced above, indicating explicitly the dependence of all objects on the parameter t. For purely technical reasons, we strengthen the conditions on the metric in the case of dimensions d ≥ 3. We assume that for some δ ∈ (0, 1) we have (2.16) g ∈ C δ (Ω), δ ∈ (0, 1).
Theorem 2.7. Suppose that d = 2 and conditions (1.2)-(1.4) are satisfied. Let M t be the operator defined via the form (1.5) with tA(x), t ∈ R, in place of A(x). Then for sufficiently small |t| a proper factorization F (λ 0 (t), k 0 (t), f 0 (x; t)) exists. (x) . Then for sufficiently small |t| a proper factorization F (λ 0 (t), k 0 (t), f 0 (x; t)) exists.
Proof of Theorem 2.7. As above, let
and let k 0 (t) be a quasimomentum satisfying
Here, Ω B is an open Brillouin zone (recall that 0 ∈ Ω B ). The standard perturbation theory yields
The form m t (k) extends to arbitrary {k, t} ∈ C d × C analytically. The form m t (k) is closed and sectorial. Such a form gives rise (see [K, Theorems VI.2.1, 2.5, 2.7] ) to an m-sectorial operator, still denoted by M t (k). The resolvent of the operator M t (k), {k, t} ∈ C d × C, is compact.
Since the eigenvalue E 1 (0, 0) is simple, the standard analytic perturbation theory (see [K] ) shows that there exists a neighborhood U 0 ⊂ C d × C of the point {k = 0, t = 0} such that the eigenvalue E 1 (k, t) of the operator M t (k) is simple and depends on {k, t} analytically in U 0 . Moreover, the eigenfunction corresponding to the eigenvalue E 1 (k, t) can also be chosen to be analytic in U 0 and normal in U 0 ∩ {R d × R}. We denote such an eigenfunction by f 1 (x; k, t) . It is well known (see, e.g., [LaU] ) that for k = 0, t = 0 the first eigenfunction of the operator M 0 (0) can be chosen to be strictly positive. Therefore, there is no loss of generality in assuming that a phase factor of the function f 1 (x; k, t) is fixed in such a way that (2.20) f 1 (x; 0, 0) ≥ c 2 > 0.
Taking (2.19) into account, in what follows we assume that the parameter |t| (t ∈ R) is chosen so small that {k 0 (t), t} ∈ U 0 ∩ {R d × R}.
Then we put
Initially, the function f 1 (x; k, t) is only H 1 (Ω)-analytic in U 0 . However, for some q > 2 we have (see, e.g., [BeFr] ) Ω) ), and the estimate
By using the Cauchy formula, it is not difficult to check that estimate (2.23) and the H 1 (Ω)-analyticity of the function f 1 imply the W 1 q (Ω)-analyticity of f 1 in U 0 . In particular, combining this with (2.19) and (2.21), we see that (2.24) max x∈Ω |f 0 (x; t) − f 1 (x; 0, 0)| → 0 as t → 0.
By (2.20) and (2.24), for sufficiently small |t| we obtain (2.25) |f 0 (x; t)| ≥ c 2 /2 > 0.
Relations (2.21), (2.22), and (2.25) imply that for sufficiently small |t| condition b) of Definition 2.5 is satisfied. Thus, to prove that the factorization F (λ 0 (t), k 0 (t), f 0 (x; t)) is proper we only need to check that the family G(λ 0 (t), k 0 (t), f 0 (x; t)) is positive. In accordance with the proof of Theorem 2.3, the matrices G in the family G obey the identity (see (2.4))
where the real antisymmetric periodic matrix J(x; t) solves the equation (see (2.5)) (2.27)
From Theorem 2.3 we know that
Using (2.28), (2.29), and the Marcinkiewicz theorem (see [Ma] ), we see that there is a solution of equation (2.27) such that
Relations (1.4), (2.25), (2.26), and (2.30) show that for sufficiently small |t| the family G(λ 0 (t), k 0 (t), f 0 (x; t)) has a representative that satisfies (2.12); hence, the family G(λ 0 (t), k 0 (t), f 0 (x; t)) is positive.
Proof of Theorem 2.8 is quite similar to the proof of Theorem 2.7. We mention some differences. We use the following statement (see [Tr, Theorem 3.7] ). Theorem 2.9. Suppose d ≥ 2 and conditions (1.4), (2.16) are satisfied. Let h(x) be a vector-valued function belonging to L s (Ω), and let h(x) be a scalar-valued function belonging to L s/2 (Ω) for some s ∈ (d, ∞) . Moreover, assume that Ω h(x)dx = 0. Then, in the sense of distributions on the torus, the equation
admits a solution such that Ω u(x)dx = 0, and we have C(Ω) ).
Moreover, the function ϕ(x; k, t) is linear with respect to k and t. Thus, for the gauge magnetic potential A(x; k, t) := tA(x) − k − ∇ϕ(x; k, t)
we have A ∈ L p (Ω) (2.36) div g(x) A(x; k, t) = 0.
(2.37) Put (2.38) u(x; k, t) := e −iϕ(x;k,t) f 1 (x; k, t).
Then (2.39) (D − A(x; k, t)) * g(x) (D − A(x; k, t) ) + V (x) u(x; k, t) = E 1 (k, t)u(x; k, t).
The function u is H 1 (Ω)-analytic in U 0 . Relations (1.2), (1.4), (2.36), and (2.39) imply (see [LaU] ) that u ∈ C(Ω), and moreover, the following estimate is fulfilled uniformly in U 0 : u(·; k, t) C(Ω) ≤ C, {k, t} ∈ U 0 .
Thus (cf. above) u is C(Ω)-analytic. Next, by (2.37) and (2.39) we have (2.40) div g(x)∇u(x; k, t) = 2i div g(x) A(x; k, t)u(x; k, t)
A(x; k, t), A(x; k, t) u(x; k, t).
Then, from (1.2), (1.4), (2.16), (2.21), (2.35), (2.36), (2.38), (2.40), the C(Ω)-analyticity of the function u and Theorem 2.9, we deduce that (2.41) f 1 (·; k, t) ∈ W 1 p (Ω) with the same p > d (p < ∞) as in (1.2) and (1.3) and that, moreover, f 1 (·; k, t) W 1 p (Ω) ≤ C, {k, t} ∈ U 0 , uniformly in U 0 . Thus, the function f 1 is W 1 p (Ω)-analytic in U 0 . The rest of the proof repeats the proof of Theorem 2.7 with p in place of q.
