Abstract. In this paper, we propose a novel method which involves neural adaptive techniques for identifying salient features and for classifying high dimensionality data. In particular a network pruning algorithm acting on MultiLayer Perceptron topology is the foundation of the feature selection strategy. Feature selection is implemented within the back-propagation learning process and based on a measure of saliency derived from bell functions positioned between input and hidden layers and adaptively varied in shape and position during learning. Performances were evaluated experimentally within a Remote Sensing study, aimed to classify hyperspectral data. A comparison analysis was conducted with Support Vector Machine and conventional statistical and neural techniques. As seen in the experimental context, the adaptive neural classifier showed a competitive behavior with respect to the other classifiers considered; it performed a selection of the most relevant features and showed a robust behavior operating under minimal training and noisy situations.
Introduction
Recent applications of Pattern Recognition and in particular of Image Analysis and Classification deal with high dimensionality data. In this context, the use of automated classification procedures is still limited by the lack of robust methods able to cope with the intrinsic complexity of high dimensionality and the consequent Hughes phenomenon, implying that the required number of labeled training samples for supervised classification increases as a function of dimensionality [1, 2] . The problem can be addressed in two complementary ways: -identify a classification model less sensitive to the Hughes phenomenon and/orreduce the dimensionality of data and redundancies by applying feature selection strategies. Neural networks seems to be very good candidates for simultaneous feature selection and classification [3] . In view of these considerations, we designed an experimental study to investigate the robustness of a non conventional classification model when dealing with high dimensionality data. The model integrates feature selection and classification tasks in a unified framework based on adaptive techniques [4] built on the top of conventional Multi-Layer Perceptron [5] . The model was experimentally evaluated within a Remote Sensing study aimed to classify MIVIS hyperspectral data. Robustness was evaluated in terms of performance under different training conditions and in the presence of redundant noisy bands. The model was compared with conventional statistical classifiers, Multi-Layer Perceptron and SVM.
Adaptive Neural Model for Feature Selection and Classification
The use of neural networks for feature extraction and selection seems promising since the ability to solve a task with a smaller number of features is evolved during training by integrating the process of learning with feature extraction (hidden neurons aggregate input features), feature selection and classification [6] . . This work presents a supervised adaptive classification model built on the top of Multi-Layer Perceptron, able to integrate in a unified framework feature selection and classification stages. The feature selection task is inserted within the training process and the evaluation of feature saliency is accomplished directly by the backpropagation learning algorithm that adaptively modifies special functions in shape and position on input layer in order to minimize training error. This mechanism directly accomplishes the feature selection task within the learning stage avoiding trial and error procedures which imply multiple training runs. Figure1 presents the topology of the adaptive model conceived as a composition of full connected neural networks, each of them devoted to selecting the best set of feature for discriminating one class from the others. The feature selection mechanism is embedded between input and hidden layers connections. Special functions (Figure 2a,   2b ) are defined to modify connection weights: they act as penalty function for connection values and then weight the importance of features associated with the concerned input neurons. The modified aggregation function I k for adaptive neurons is described in the following formula
with M maximum number of input connections for the j-th neuron; i o output of the ith input neuron; 
is the s-th bell function of the k-th hidden neuron; L l and L r are two sigmoid functions; p controls the slope of the two sigmoid functions; a ks and b ks controls the width of the bell function h ks and c ks is the centre of h ks . 
Network Configuration and Neural Learning
The neural learning procedure, aimed to identify discriminating classification functions, includes a non-conventional sub-goal formulated as the search for the most adequate number of bell functions h ks varying adaptively in position and shape to lead to the smallest training error. The goal is achieved within the back-propagation learning scheme by applying the delta rule training algorithm [7] to standard weights w ik and parameters a ks , b ks of bell functions. At each learning step, the variation of parameters a ks , b ks results in a new positioning of the corresponding bell functions h ks ; the model attempts to re-defines the range of each bell function minimizing the overlap for all the bell functions associated with each hidden neuron; the maximum overlap allowed is at the inflection point of two adjacent bell functions. 
Bell function removing and insertion
where r is a reduction rate with 0< r ≤ 1 and rnd is a random number with 0< rnd ≤ 1. The reduction mechanism is inserted within the overall learning process in such a way that back-propagation is able to compensate erroneous reductions. Consequently bell functions are removed when all the following conditions are satisfied 1. Variation of distance between c ks -a ks and c ks + b ks during learning can lead to a progressive increment of function areas which implies in general a decrease of connection significance. A bell function with a distance over the maximum allowed value and with mean connection weights w ik · h ks (i) under the threshold is split into two functions.
Removal of a hidden neuron
Feature selection with this type of neural net can lead to a progressive architecture simplification. In fact, as a consequence of the bell function removal mechanism, a hidden neuron can become useless for the classification task. This occurs when all the bell functions are removed by the procedure explained above, and this in turn happens when no significant connection exists between this hidden neuron and all input features. This pruning mechanism is fundamental for training speed up and in many cases leads to a hidden layer with only the minimum number of neurons i.e. two. An important aspect of this method is that we do not need to retrain the network after removal of a neuron and relative synapses, because the neuron was excluded by the learning procedure.
Initialization of the neural model
Initialization of the adaptive neural model involves specification of the following topological aspects: -Number of bell functions for each neuron -Number of neurons for each hidden layer
The proposed model is designed to cope with high dimensionality data. Considering that the number of bell functions can increase during learning by means of an insertion mechanism and that hidden neurons can be removed by the criteria stated above, we may pose a heuristic initialization criterion which defines the minimal initial number of bell functions equal to two for each hidden neuron. The initial number of hidden neurons can be heuristically assessed according to conventional configuration rules [5] and specifically considering, the advantage of an automatic reduction of useless hidden neurons as a function of the input dimensions.
Experimental evaluation
Our experiments were designed to assess the robustness of the adaptive neural model in classifying high dimensionality data . In particular empirical tests were conducted addressing the following main questions:
how did the performances of the neural adaptive model depends upon different levels of supervised knowledge available for training ? how did the neural adaptive model compare with statistical and neural classifiers ? Experiments were conducted within a remote sensing study aimed to classify MIVIS hyperspectral data. The study area represents a typical agro-ecosystem belonging to Ticino River regional park and located south west of Milan, Italy. A detailed land cover map of this area was obtained by integrating field surveys with aerial photo interpretation thus providing labeled data for the experiments. The source data is constituted by an hyperspectral image with a total of 102 spectral bands acquired by MIVIS (Multispectral Infrared and Visible Imaging Spectrometer) with an aerial survey over the study area. Spectral bands were reduced to 51 by eliminating noisy bands and to 92 by eliminating thermal infrared range. Sample areas for five classes (rice, corn, bare soil, poplar, natural forest) were chosen having good spatial coverage so that the natural variability of land cover class could be ensured. Three types of sets were chosen for training, named T1, T2 and T3 having different cardinality: 100, 52 and 25 pixels respectively. Test set was composed of 60 pixels for each cover class, randomly selected outside of training areas, by applying stratified technique, that guarantees a level of confidence, in the overall accuracy estimation, of 95% for all classes [8] 
Robustness evaluation under minimal training conditions
The experiment aimed to evaluate the performances of the proposed adaptive model when trained under three different conditions of pattern cardinality for each class. In order to isolate factors related to training set cardinality, the overall training was facilitated by introducing a simple feature selection pre-processing stage aimed at eliminating noisy bands. The total number of features selected correspond to 51 spectral channels. The adaptive model performed a selection of the most relevant features during training. Figure 3 shows the bell functions assessment within the neural network topology after training with the T3 sample set, for corn and soil classes better emphasizing the feature selection mechanism. The figure exploits the situation for each of the two subnetworks devoted to the classification of a given class. The last column shows how the adaptive process simplifies the topology of the network: the number of initial hidden neurons was 51 for each class, but after training task many neurons were removed. Performances of the adaptive neural model were evaluated for all the training conditions and compared with those obtained from the Maximum Likelihood (ML), the Spectral Angle Mapper (SAM) [9] , a specific hyperspectral classifier, (both implemented in the software ENVI [10] ), the Multi-Layer Perceptron (MLP) and the Support Vector Machine (SVM) with Radial Basis Function kernel type; parameters c and gamma were tuned using the grid tool LIBSVM [11, 12] . The agreement between reference test data and classification results was analyzed by means of the confusion matrix. Figure 4 shows the overall accuracy (OA) values obtained for all the classifiers considered when trained with the three data sets. The adaptive method presents a stable behavior under the three different training conditions reaching an high level of accuracy in all cases (over 80%). Maximum Likelihood is strongly influenced by the training conditions: performances are superior in case of training with T1, reaching an accuracy value close to 90% and drops to 60% using training set T2. Training T3 is not applicable. The SAM algorithm shows a stable behavior due to the fact that the classification is based on the calculation of the distance from an average spectrum per class, but the accuracy reached is in all cases inferior to that of the adaptive model. Conventional MLP and SVM show a stable behaviour and performances comparable with those obtained by our model.
Robustness evaluation under a noisy situation
This experiment aimed to evaluate robustness of the adaptive neural model in dealing with redundant and noisy data. To this purpose the classifier was trained with the T1 data set considering all the 92 bands available (i.e. excluding thermal infrared).
Basing on positions and values of the bell functions in the trained network, we deduced the results of the feature selection procedure. Figure 5 shows the features selected for rice class; feature selection obtained adaptively starting from 92 bands was compared with feature selection obtained starting with pre-selected 51 bands. Results are mostly consistent. Accuracy obtained by the adaptive neural model was evaluated and compared with those obtained by the ML, MLP, and the SVM (Table 1 ). All the classifier registered a decrease in OA passing from 51 to 92 bands in input; however the adaptive model and ML outperformed the other three; in addition the lowest decrease was registered for the adaptive model. 
Conclusion
In this paper, we have proposed the use of an adaptive neural network model for the twofold task of feature selection and classification. The feature selection mechanism is embedded within the back-propagation learning algorithm and directly accomplished during the learning process without implying multiple runs. Two critical aspects were investigated: minimal training and noisy situation. As seen in our experimental context, the features selection strategy allows proper selection of relevant features obtaining, as side effects, the reduction of the topological complexity of the model during training. Accuracy results obtained allow to conclude that our model can be considered an adequate tool in remote sensing studies when a feature selection phase is not possible or unadvisable and/or limited supervised data are available.
