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Introduction
Data-intensive applications in the era of Big Data [54, 83] are becoming increasingly
prevalent in domains of scientific and engineering research such as high energy physics,
earth science, bioinformatics, data mining, astronomy, to quote but a few. In this context,
data grids emerge as a suitable solution for these applications. Data grid is an integrating
architecture that allows connecting a collection of hundreds of geographically distributed
computers and storage resources located in different parts of the world to facilitate the
sharing of data and resources [10, 19]. Data grids primarily deal with providing services
and infrastructure for distributed data-intensive applications that need to access, transfer
and manage massive data sets stored in distributed storage resources. In this kind of dy-
namic and large scale environment, a lot of challenges revolve around data management
and transfer [4, 103].
The grid has then for objective to allow users exploiting remote resources no matter
where they are located to execute jobs requiring locally unavailable resources. Each grid
site then supplies computing and storage resources to the other sites. A job executed in a
given site may require data which can be found in the site where it is executed as it may be
found in other sites. In this regard, the effective data management is one critical issue in
data grid systems and involves many challenges. One way to effectively cope with these
challenges is to rely on the replication technique. Replication consists to create multiple
copies of the same data (aka replicas) in several storage resources. Hence, data availa-
bility is increased since data are stored at more than one site. In contrast, if data are not
replicated in several grid sites, all data requests issued from grid users or grid jobs must
wait at a single site. The grid system is then challenged by many problems such as the
increased risk of failures, the overloading of popular sites, and access latency.
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In this context, data replication clearly scales up the performance by reducing remote
access delay and mitigating single point of failure [11]. In addition, it helps overcoming
long wide-area data transfer latencies by keeping data close to locations where queries
are originated [4]. Indeed, through replication, data grid can achieve high data availabi-
lity, improved bandwidth consumption, and better fault tolerance, while ensuring a certain
distribution transparency [94]. In this regard, replication is also a popular technique in
many distributed systems [32, 76] such as distributed databases systems [79], mobile sys-
tems [81], cloud systems [71, 75], Peer-to-Peer (P2P) systems [63, 93] as well as Content
Delivery Network (CDN) systems [55, 82], to quote but a few.
Most of the works in the literature dedicated to the proposal of replication strategies
in data grids assume that the data is read-only [5, 70, 75, 77]. Replication can indeed
greatly improve the data grid performance in case of read-only data [32]. However, when
data updates are allowed, the benefits of replication can be neutralized by the overhead
of maintaining consistency among multiple replicas [91, 102]. Indeed, data replication
implies that consistency and availability cannot be simply combined in the presence of
network partitions (the CAP theorem) [31]. In all our contributions, we mainly focus on
the scenario dealing with the read-only data, i.e., without consistency management.
A data replication strategy involves several issues. We summarize the most critical is-
sues that the researchers have agreed about in the following :
— Which data must be replicated?
— Where to place the replicas (replica placement) ?
— From which site a requested file must be transferred in the presence of multiple
replicas (replica selection) ?
Depending on the considered issues, intensive research has been conducted on developing
data replication strategies [5, 34, 70, 100].
On the other side, there has been recently significant interest on using data mining in
grids. Data mining is defined as the process of uncovering new meaningful, previously
unknown knowledge and information from large amounts of data. The emergence of grid
technology and the increasingly complex nature of data mining applications have indeed
led to a new synergy of data mining and grid [26]. In this respect, the concept of data
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mining grid allows data mining process to be deployed in a grid environment. The grid
provides indeed an effective computational support for distributed data mining applica-
tions [69]. On the other side, mining grid data is an interesting research field which aims
at analyzing historical data that could be obtained from grid system, with data mining
techniques in order to efficiently discover new meaningful knowledge to enhance grid
systems in many areas [89] such as resource management [59], scheduling [14], failure
detection [25], data transfer [33], etc. Data replication strategies can then benefit from
data mining techniques for performing several key tasks like discovering data file corre-
lations, predicting the future file usage based on past history as well as the future value of
a parameter based on related ones [49].
In this report, we present a synthesis of our main contributions to the field of replication
strategies in data grids. Our contributions can be divided into two main axes which are
described as follows.
In the first one, we mainly focus on the placement of replicas over grid sites since a
given placement may have not only an impact on the current execution of the grid, but
also on the next executions. Indeed, the strategy invoked to place replicas through the
sites of the grid constitutes one of the main factors that can have a great influence on the
grid performance for a long time [45]. In this respect, it is important to stress on the fact
that the replicas of a given file can be distributed in several different ways through the
sites of the grid, which allows generating several possible distributions. The quality of the
generated distribution has then a great impact on the obtained performances.
However, almost all placement strategies mainly focus on the current execution of the
grid and do not take into account future ones [45]. This important point motivated us to
study in-depth the impact of a replication strategy on the replicas distribution as well as
the opposite view, i.e., the impact of a distribution on the results of a replication stra-
tegy. Indeed, a strategy may be efficient only for a short period while its negative impact
through placing replicas in a given set of sites will be observed in the future executions.
In the literature, researchers have mainly focused on what the replication strategy can
give as services in order to accelerate the current execution or minimize its cost [23].
In our proposition, we are going to highlight the importance of the fact that the strategy
may offer services not only for the current jobs executions but also for the forthcoming
grid users. Indeed, a strategy can leave badly placed replicas than that it found before its
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invocation, as it can lead to a better replicas distribution. This will either negatively or
positively affect the performance of the grid. Hence, the obtained results using classical
metrics (execution time, consumed bandwidth, etc.) will not allow an “objective” evalua-
tion of a strategy. Indeed, these results are influenced by the distribution on which the
strategy is invoked. A strategy then ensures a high quality of replicas distribution when :
(i) Many requests are satisfied locally, i.e., they are satisfied by the same site where
the request is generated.
(ii) Links with high bandwidth are preferentially used when accessing data remotely.
(iii) The most available sites are the most used.
Satisfying these complementary three points by a replication strategy helps to reduce
execution time and optimize resource consumption for the current but also for the forth-
coming uses of the grid. Moreover, as also highlighted in [105], replication strategies that
decrease the file access times by accessing local files, while not requiring an increase in
data storage, are needed for energy efficiency.
We focus in this report on the following main contributions w.r.t. this axis :
— An overview of replication strategies mainly from the viewpoints of the considered
parameters in their associated steps as well as the used metrics in the literature for
their evaluation.
— A study of the impact of placement strategies on data grid performance which moti-
vated the analysis of the effect of the replicas distribution quality on the performance
results of replication strategies.
— The proposal of new evaluation metrics dedicated to the evaluation of the distribu-
tion quality. Having each its own properties, they also have for common purpose to
highlight the ability of a replication strategy to place replicas in strategic locations
and, hence, its influence on the future uses of the grid.
— The setting of an “objective” evaluation of replication strategies which is based on
a beforehand assessment of the distribution quality. Noteworthily, a large part of
the evaluation metrics of replication strategies is strongly influenced by the quality
of the replicas distribution whose correct assessment will have a key role in the
contextualization of the results obtained through these metrics.
The contributions associated to this axis are mainly published in five journal articles
[36, 38, 44, 45, 46] and two conference papers [35, 37].
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The second axis is mainly dedicated to exploiting results of data mining techniques to
enhance performances of replication strategies. Indeed, such techniques allow for example
strategies to rely on sets of files as granularity level for replication instead of a single file.
Moreover, they can also help predicting the value of some parameters based on those of
others. Even though data mining has been applied in numerous areas and sectors, the ap-
plication of data mining to replication in the context of data grids is still limited. Only
few works, when comparing their number with that of all replication strategies, have in-
deed used data mining techniques to explore file correlations although the strength of data
mining approaches in real-life applications.
Among data mining-based replication strategies, a large part relies on frequent patterns
extraction and association rule generation. Nevertheless, two main problems hamper the
adequate exploitation of the extracted knowledge from these sets of patterns. The first is
related to the quality of the extracted patterns which do not necessarily reflect true corre-
lations between mined attributes (files in the case of replication strategies). The second
problem is often related to the huge quantity of the extracted patterns. This motivated re-
searchers to only mine concise representations of pattern sets [39] using for example the
Formal Concept Analysis (FCA) mathematical foundations [30].
To go further towards reducing the number of mined patterns while retaining the more
informative ones, many works in the literature propose to integrate the correlation mea-
sures within the mining process [15, 61, 66, 80, 110]. Correlated pattern mining is then
shown to be more complex but more informative than the traditional pattern mining. In
fact, correlated patterns offer a precise information about the degree of apparition of the
attributes composing a given patterns [90]. In addition, the use of condensed, aka concise,
representations of the whole correlated patterns allows reducing the number of the extrac-
ted patterns while preserving pertinent knowledge [39].
From the view point of correlated pattern mining, some of our work was dedicated to
the proposal of concise representations of frequent [8] as well as rare [13] correlated pat-
terns using a correlation measure such as all-confidence or bond [80]. This motivated us
to exploit the obtained theoretical results in order to apply them in the context of replica-
tion strategies in data grids. We then propose a new dynamic replication strategy which
takes into account file correlations. Maximal frequent correlated pattern mining is used
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to find groups of correlated files. Replication is then based on the granularity of a set of
correlated files instead of a single file. The proposed strategy consists of three main steps :
storing file access history and converting it into an extraction context, applying maximal
frequent correlated pattern mining algorithm and, finally, performing replication and re-
placement using the extracted knowledge.
With respect to this axis, we mainly concentrate on the following contributions listed
below :
— The study of the strengths and the drawbacks of the main replication strategies based
on data mining techniques and how these latter are applied in this context.
— The proposal of a new guideline to data mining application in the context of data
grid replication strategies. This guideline describes finely directive lines to be follo-
wed when designing a new replication strategy based on the results of data mining
techniques. Also, it describes in detail the main steps, the decisions to be made, the
specificities and the constraints to be taken into account stemming from both data
grid and data mining contexts.
— The proposal of a new algorithm for mining maximal frequent correlated patterns.
The input of this algorithm is obtained through a preliminary step focusing on how
to adapt the required grid concepts to the data mining algorithm.
— The design and the implementation of a new replication strategy based on a data
mining technique, and more precisely correlated patterns.
Our contributions in this axis are mainly published in four journal articles [9, 13, 48, 49]
and four conference papers [8, 12, 47, 92].
Please note that for the sake of brevity, we omit in the dedicated chapter several details
w.r.t. our study of the state of the art strategies based on data mining techniques as well as
the set up guideline. We then refer interested readers to our work published in [47, 49]. In
addition, the description of our contributions mainly focusing on the mining of (reduced
sets) of (correlated) patterns is omitted and can be found mainly in [8, 9, 12, 13, 39, 43].
The last part of the report is dedicated to a summary of our contributions and a discus-
sion on future work.

Chapitre 1
Distribution Quality-based Evaluation
of Replication Strategies
1.1 Introduction and motivations
In data grids, several replication strategies [5, 23, 34, 49, 70, 100] have been proposed
in the literature in order to overcome the encountered difficulties, and to ensure that the
decision of replication was made to the appropriate file, at the right time and in the best
location.
Replication strategies can then be categorized into two main classes : static and dyna-
mic. In static strategies, any created replica is kept in the same place until its lifetime
expires or the user deletes it manually after a long period of services. In contrast, dynamic
strategies create and delete replicas according to changes in the environment of the data
grid. As the environment is dynamic, dynamic strategies are more appropriate for these
systems. For example, any site can join or leave the network at any time. As a conse-
quence, it is in general crucial to take into account this dynamicity aspect.
Dynamic strategies can be classified according to the following complementary criteria :
— Periodicity : this criterion specifies when the replication strategy is triggered, at
each file request or after a given period of time. We then distinguish non periodic
strategies [20] (aka unconditional replication strategies [3]) which perform repli-
cation for every file request from periodic replication strategies (aka conditional
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replication strategies) which are triggered at each given period. Note that the period
can be either static or dynamic. In the static way, the period is constant and can be
defined through a time period or by a fixed number of jobs. In the dynamic way,
several criteria can be taken into consideration in order to adapt the duration of the
period to the behavior of the grid.
— Nature of decision : this criterion distinguishes between centralized and decentra-
lized replication strategies. In the first case, there is a single entity which is respon-
sible of managing the replication process e.g. replica creation, replica placement,
replica replacement, etc. This can lead to the overload of the central site which re-
presents a single point of failure. In the case of decentralized replication, multiple
entities such as grid sites and grid users can make decision of replication. Hence
some synchronization is involved in order to provide better results. The most impor-
tant advantage of a decentralized decision is that there is no single point of failure.
However, unnecessary replications can be carried out since replication decisions are
based on partial information.
— Grid topology : there are several grid topologies on which the design of a strategy
can be performed. We then distinguish for example strategies dedicated for hierar-
chical grids and other dedicated for P2P or hybrid grids.
— Storage space capacity : the assumption about the size of the available storage
space has also a strong impact on the applicability of the replication strategies in the
real case. In this regard, some replication strategies assume that each storage space
contained in a given site has a limited storage capacity. In this case a replacement
strategy is invoked when there is no available space for storing a new replica. In the
other case, strategies consider this capacity as unlimited.
— Evaluation metrics : the strategies can also be classified according to the metric (or
set of metrics) they attempt to optimize. Indeed, we can find a strategy dedicated to
the reduction of bandwidth consumption, while another tries to increase the data
availability, etc.
Figure 1.1 [44] proposes a rough classification of replication strategies with respect to
the three main criteria which are the dynamicity, the periodicity and the nature of deci-
sion. For a description of the main replication strategies, interested readers are referred to
several survey papers in the literature like [5, 23, 34, 49, 70, 100]. In particular, interested
readers are referred to [44, 49] for an overview of the replication strategies proposed in
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the literature and the parameters they use as well as a description of the evaluation metrics
of replication strategies.
FIGURE 1.1. Classification of replication strategies
In this respect, one can evaluate the effectiveness of these strategies through several eva-
luation metrics, for example, total job time, the consumption of bandwidth, the number of
replications performed, the percentage of the processors use, the storage space used, etc.
[44]. It is, however, important to note that there is not a possible unique metric covering
all the aspects of the evaluation of replication strategies.
Once a strategy achieved its execution, replicas can have either an interesting distribu-
tion over grid sites or not. This will positively or negatively affect the results of next jobs
executions. We then focus on the quality of the replicas distribution obtained by the repli-
cation strategy. This allows to assess the power of the strategy towards the improvement of
data availability and the reduction of the total job time as well as the resources consump-
tion. Moreover, the obtained performances of replication strategies are influenced by the
distribution quality of replicas. Hence, if we can correctly evaluate it, we can get a priori
idea about the performance results that will be obtained using evaluation metrics.
To the best of our knowledge, there is no previous research that has been made dea-
ling with the distribution quality of replicas in grid sites. Worth noting, there are some
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similar researches in other domains. For example, in Marketing, researchers have focused
on this aspect [74, 84]. This allowed them to obtain higher rates of product availability,
and consequently an increase in customer satisfaction. In the electricity domain, several
works have focused on the decrease of the total power loss and the improvement of the
power quality of distribution systems. This is carried out through the use of distributed
generators while identifying their optimal number and their suitable locations in the sys-
tem [87]. On another side, several works in data mining were focused on assessing the
sparsity/density of the data from which patterns will be mined [42]. This indeed helps in
adopting the more adequate algorithm for the mining task according to this key informa-
tion.
An in-depth analysis of the replica placement strategies [45] allows to note that the
choices made by placement strategies not only have an impact on the current execution of
the grid but also on the next executions since their impact will last for a while. Unfortu-
nately, the impact of placement strategies on the future executions of the grid has not yet
been studied in great depth. Indeed, as discussed in [51] and [65], changes in the beha-
vior of the distributed systems do not come all at once but rather gradually. This is also
supported by the temporal locality notion [1, 86]. In this chapter, we show that different
distributions of file replicas have distinct impacts on grid performance. This proves the
importance of assessing distribution quality towards a more precise evaluation of replica-
tion strategies performances.
As a matter of fact, the replicas distribution quality can be seen from several angles
of view and according to several criteria like the data access time, the data storage cost,
the load balancing between grid sites, etc. However, our vision on the distribution qua-
lity is interested with the ability of the replicas distribution to maximize the number of
local accesses and minimize the cost of remote accesses. An efficient strategy w.r.t. the
distribution quality point of view is then the one that offers many local accesses, and only
few remote ones. In addition, these remote accesses should not be costly. In this way,
increasing the distribution quality will constitute a shortcut for the improvement of the
system performance in terms of data availability, execution time and network traffic in the
short-term as well as in the long-term future [37].
In this respect, we propose several metrics for assessing the quality of the replicas dis-
tribution. Each one of these metrics has its proper characteristics compared to the other
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proposed ones. Indeed, a first one is mainly dedicated to the cost of remote accesses to
replicas, while a second one is proposed in order to analyze the effect of replications on
the distribution of replicas. A third metric is also designed in order to take into considera-
tion both local and remote accesses. In the general case, our evaluation of the distribution
quality of replicas on grid sites takes into account file access history, bandwidth between
sites, number of local and remote reads of each replica, and probability of site failure.
A fundamental idea of this work is the correction of the results of evaluation metrics
by taking into consideration the initial distribution quality. The third metric we propose
contributes to the evaluation of how much the replicas distribution was at the advan-
tage/disadvantage of the strategy performances. This offers a reliable evaluation process
of the results that will be independent of the effect of the distribution pre-existing before
a strategy is executed.
1.2 Influence of replicas distribution on the evaluation results
The main objective of this section is to highlight the importance of assessing the quality
of replicas distribution as a main parameter for evaluating the performances of replication
strategies [35, 44].
1.2.1 Proof of the influence of replicas distribution on the evaluation results
In order to highlight the importance of taking into consideration the distribution quality
factor, we perform a series of experiments on the DR2 [95] and the Periodic Optimiser [7]
strategies. The choice of these strategies is argued by the parameters taken into conside-
ration by each strategy, which have a great ability to influence the placement of replicas
in grid sites like the availability of sites, the number of requests and the bandwidth.
In this regard, the OptorSim simulator [17] is used under the grid configuration given
by the CMS testbed, created for the challenge of managing a huge volume of data. This
simulator is adopted by most of the works dedicated to replication strategies [5, 34]. Op-
torSim is a simulation package written in Java language, used to simulate the data grid
structure and test job scheduling and replication strategies.
For each strategy, we start from two different distributions D1 and D2 and under the
same conditions that is to say, for the same set of jobs, the same files and the same number
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of replicas for each file. However, when comparing both distributions, the replicas are
distributed in different ways, i.e., on different sites. We evaluate both replication strategies
using two main metrics frequently relied in the literature and which are :
— The response time (RT) : it is the time elapsed since a job sends a request for
files until it receives all the requested files. If the requested file is stored locally, the
response time is very small and can be omitted.
— Effective Network Usage (ENU) : ENU is the ratio of files transferred to files
requested. It is an important parameter in quantifying the effectiveness of any repli-
cation strategy in data grids. ENU is measured as follows :
Nremote file accesses +Nfile replications
Nremote file accesses +Nlocal file accesses
where :
- Nremote file accesses is the number of times jobs make a remote access to get the
required data for their execution. In such a case, a file is accessed remotely without
replicating it locally.
- Nfile replications is the number of replicas created during jobs execution.
-Nlocal file accesses is the number of times where the required data for a job execution
is in the storage element of the site where the job is being carried out.
Note that this measure ranges from 0 to 1. Moreover, the closer its value is to 0, the
more efficient is the strategy.
The obtained results are given in Table 1.1 and Table 1.2, for respectively the DR2
strategy and the Periodic Optimiser strategy. 1
Number RT forD1 RT forD2 Performance ENU forD1 ENU forD2 Performance
of jobs (in ms) (in ms) difference (in %) difference (in %)
100 4 155 2 412 41.90 0.46 0.30 34.70
500 9 345 7 009 35.70 0.36 0.25 30.50
1 000 18 620 13 289 28.61 0.24 0.17 29.10
1 500 24 804 19 275 22.20 0.19 0.14 26.31
2 000 28 011 22 788 18.61 0.13 0.10 23.00
3 000 42 689 36 076 15.40 0.10 0.08 20.00
TABLE 1.1. Results for the DR2 strategy and performance difference of the distribu-
tion D2 compared to the distribution D1
1. The performance difference associated to RT for example is equal to
RTD1 − RTD2
RTD1
× 100.
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Number RT forD1 RT forD2 Performance ENU forD1 ENU forD2 Performance
of jobs (in ms) (in ms) difference (in %) difference (in %)
100 3 320 2 045 38.43 0.43 0.30 30.20
500 7 135 5 194 27.21 0.26 0.18 30.77
1 000 9 917 8 077 18.55 0.18 0.13 27.74
1 500 13 455 11 360 15.57 0.13 0.10 23.07
2 000 16 990 14 733 13.20 0.09 0.07 22.24
3 000 22 109 20 844 5.70 0.06 0.05 16.60
TABLE 1.2. Results for the Periodic Optimiser strategy and performance difference of
the distribution D2 compared to the distribution D1
The performance difference obtained for both strategies reaches 41.90% for the RT and
34.70% for the ENU. This is due to the starting distribution – either D1 or D2 – because
the distribution is the only parameter that varies in these experiments. We can then clearly
see that the quality of the initial distribution of replicas has an impact on the results of
evaluation metrics.
1.2.2 Importance of the evaluation of the distribution quality
We now consider the general case when a distribution D2 is supposed better than a
distribution D1 from the view point of replicas location. In such a situation, D2 should
make easier the task of the replication strategy thereby promoting the obtained results.
On the contrary, D1 causes difficulties to the replication strategy which degrades the
evaluation results. So, if we consider the RT and ENU evaluation metrics, we will obtain
RTD1 > RTD2 and ENUD1 > ENUD2 despite the fact that we are applying the same
strategy S (as it is the case for the obtained results in Tables 1.1 and 1.2).
The study of the distribution quality makes it then possible to propose a new type
of intra-strategy evaluation unlike several other assessment methods which are inter-
strategies. This can be carried out by studying the effect of different distributions on
a given strategy. Moreover, the evaluation metrics proposed in the literature are mainly
dedicated to the quantitative aspect related to the grid use. In this situation, it will be in-
teresting to offer an evaluation, according to a set of criteria, dedicated to the qualitative
aspect – like the distribution quality of replicas – which is of paramount importance since
affecting the grid performances, and hence the quantitative aspect. It is then interesting to
find answers to the following key questions :
— How can we quantitatively evaluate the quality of a placement of a given replica
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w.r.t. a set of criteria ?
— How can we obtain a global view on the quality of the distribution of a set of repli-
cas?
— How can we assess the effect of a replication strategy on the quality of distribu-
tion and vice-versa, i.e., the effect of a distribution on the performance results of a
strategy?
— How can we offer a distribution-aware evaluation of replication strategies using
commonly used metrics (such as RT and ENU) ?
The following paragraphs offer a detailed description of the proposed metrics based
on the aforementioned general idea as well as some representative experimental results
highlighting the specificities of each metric.
In this regard, we model the files of the grid by considering that, at a given time t, there
are p distinct original files, called master files, distributed on different sites in the grid.
This set of files is then as follows : Master files = {F1, F2, ..., Fi, ..., Fp}.
For each file Fi, there are mi replicas. For example, the replicas of Fi are : {Fi1, Fi2, ...,
Fij , ..., Fimi}. The number of replicas mi varies from one file to another.
Each replica Fij is requested from n different sites {S1, S2, ..., Sk, ..., Sn} such that the
value of n is different from one replica to another.
We also take into account that the dynamicity of the grid, i.e., that a site can connect to or
disconnect from the grid at any moment. In addition, a site can sometimes be overloaded
since it is highly accessed which hampers it from satisfying the whole set of requests it
receives. At the time t, the availability of each site is then calculated based on the data
grid history using the following formula [20] :
PSi = 1−
#FailureSi
#SiteRequestSi
(1.1)
where #FailureSi is the number of times that the site Si is failed, and #SiteRequestSi
indicates the total number of times that the site Si is requested.
The value of PSi increases with the increase of the availability of the site Si. Indeed,
a replication strategy is considered more efficient w.r.t. the distribution quality point of
view if it places replicas in highly available sites.
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1.3 Assessment of the distribution quality based on remote accesses
1.3.1 Definition and properties of the dedicated metric
The first metric, denoted RQD as an acronym of Remote accesses-based Quality of
Distribution, has for main purpose to assess the cost of remote accesses to replicas carried
out by sites. It then advantages a strategy which places a replica in a highly available site,
where the replica will be frequently requested by remote sites through high bandwidths.
In this respect, the evaluation of the distribution quality will go through two steps :
— A first step allows evaluating the placement of a single replica.
— A second step generalizes this evaluation to all replicas of the grid.
The result of the second step is then an evaluation of the distribution quality for the entire
grid from the view point of remote accesses.
For this purpose, we define a weight associated with each replica Fij , denoted RQDFij .
This weight reflects the placement importance of the replica in the grid. It is computed
by browsing through all its n remotely requesting sites. The weight is then determined as
follows [44] :
RQDFij =
n∑
k=1
(#RequestSk,Fij ×BWSk,SFij × PSFij ) (1.2)
where : #RequestSk,Fij denotes the number of requests for a replica Fij by a site Sk,
BW Sk,SFij represents the bandwidth available between the site SFij that contains the re-
plica Fij and a requesting site Sk, and PSFij is the availability of the site SFij .
In order to perform the second step – browsing all replicas of the grid – we have two
possible alternatives [44] :
— The first is to compute the weight average of the replicas of each master file. After
that, we obtain the RQDfiles metric which is equal to the average of the weights of
the different master files.
— The second consists in browsing all replicas of each site to compute the weight
average of the replicas per site. This results in the RQDsites metric which is equal
to the average of the site weights for the different sites of the grid.
These two instances RQDfiles and RQDsites offer two different viewpoints. On the one
hand, considering RQDfiles, a file which is rare in the grid, i.e. that having a low number
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of associated replicas, is considered more important than a file which has several replicas.
Indeed, constrained by their number, the quality of the placement of the replicas asso-
ciated to rare files becomes more critical for the overall grid performances. On the other
hand, RQDsites promotes a site that plays an important role in the grid and sanctions the
evaluation results if there are many inactive sites. In this respect, the dispersion of popular
files in a large number of sites is considered as a strong point of the distribution since it
allows load balancing, avoids workload peaks and improves the fault tolerance. On the
contrary, grouping replicas in a limited number of sites can generate significant losses
due to difficulties of accessing to these sites.
It should be noted that with every improvement in the distribution quality, the value
of RQD increases, where RQD denotes RQDfiles and RQDsites when we describe their
common properties. We denoteRQDbefore the value of RQD before the use of the replica-
tion strategy and RQDafter the value of RQD once the replication strategy has completed
its execution. The result of taking the difference between RQDafter and RQDbefore (i.e.,
RQDafter - RQDbefore) is positive if the strategy improves the distribution quality, while
it is negative when the strategy degrades the distribution quality.
To summarize, let us recall that both RQD alternatives only concentrate on remote ac-
cesses while neglecting local ones. They are mainly designed in order to quantify to which
degree the replicas are well placed from the view point of remotely requesting sites. RQD
then models the bandwidth consumption while conditioning it by the availability of sites
containing the remotely accessed replicas so as to sanction the strategies which rely on
not always available sites. Noteworthily, both alternatives RQDfiles and RQDsites can
be applied on all types of replication strategies. However, they are more appropriate for
periodic replication strategies. Indeed, such strategies perform replications at the end of
each period of time while there is no replication during the period. Hence, in each period,
a strategy has a specific distribution of file replicas. RQD can then give key information
on the evolution of the distribution quality from a period to another.
1.3.2 Experimental evaluation of the RQD metric
Using the OptorSim simulator, we prove experimentally the utility of the RQD metric
through performing several experiments on replication strategies proposed in the lite-
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rature. Further details on the used simulator as well as the simulation parameters and
obtained experimental results can be found in [44].
Using the default configuration given by CMS testbed [6], we evaluate two strategies,
namely DR2 [95] and Periodic Optimiser [7]. It is, however, important to note that the
study applied on these two strategies can be generalized to any strategy. The evaluation of
these replication strategies with RQDfiles and RQDsites gives the results shown in Table
1.3 and depicted in Figure 1.2.
RQDfiles RQDsites
Number of jobs DR2 Periodic Optimiser DR2 Periodic Optimiser
10 310.5 151.1 14.9 12.2
25 581.6 294.3 19.4 16.5
50 825.1 436.8 28.9 26.4
75 1 019.8 662.0 36.7 31.5
100 1 260.7 810.6 44.2 41.6
200 2 100.7 1 600.0 118.0 107.0
300 3 241.2 2 555.0 229.2 222.6
400 4 709.6 3 527.4 375.6 366.8
500 6 919.5 4 639.9 571.1 543.0
600 7 954.8 6 021.3 710.0 697.9
700 8 675.0 6 633.8 866.0 851.4
800 9 619.3 7 480.0 910.0 898.0
900 10 237.5 8 514.4 992.6 981.2
1 000 11 428.4 9 577.3 1 120.0 1 093.6
TABLE 1.3. Results of RQDfiles and RQDsites for the DR2 and Periodic Optimiser
strategies
Table 1.3 shows that as far as the number of jobs increases, the values of both me-
trics increase. This is explained by the augmentation of the number of carried out remote
accesses when there are more executed jobs. However, the comparison between two stra-
tegies can only be made for the same set of jobs (i.e., for a same line in Table 1.3).
Let us also note that for the same number of jobs and for the same strategy, the value
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FIGURE 1.2. Results ofRQDfiles (Left) andRQDsites (Right) for the DR2 and Perio-
dic Optimiser strategies
of RQDfiles is largely greater than that of RQDsites, reaching in average more than 17
times for DR2 and 12 times for Periodic Optimiser. Indeed, RQDsites evaluates each site
independently of the other sites to give an importance to a site that plays an important role
in the grid through the replicas it contains. At the same time, it sanctions the evaluation
results if there are many inactive sites.
If we examine the results of both strategies, we find that the DR2 strategy improves
the quality of the distribution more than the Periodic Optimiser strategy. However, the
gap in the obtained results of both strategies is greater when we use RQDfiles, although
decreasing from 51.33% to 16.19% with the increase of the number of jobs. The use of
RQDsites also promotes DR2 too, although with less difference between both tested stra-
tegies (decreasing from 18.12% to 2.35% when the number of jobs reaches 1 000).
The obtained results can be argued by the following two complementary facts :
— The DR2 strategy gives more importance to rare files compared to Periodic Optimi-
ser (cf. columns 2 and 3 of Table 1.3). Indeed, if we analyze the DR2 strategy in the
third phase of its first step [95], we find that DR2 replicates a file only if it considers
it rare compared to the other files. On the contrary, when looking at the Periodic Op-
timiser strategy, we find that this strategy does not take this criterion into account.
This disadvantages Periodic Optimiser compared to DR2 strategy when performing
the evaluation using RQDfiles.
— The DR2 strategy gives poor dispersion of files against Periodic Optimiser (cf. co-
lumns 4 and 5 of Table 1.3). Indeed, once the DR2 strategy decides to replicate a
file (i.e., in its second step), it seeks to minimize the number of hops between sites.
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On its side, Periodic Optimiser does not impose any condition that may affect the
dispersion of the files in the grid, which promotes it when considering the disper-
sion of replicas. This explains the reduced difference between DR2 and Periodic
Optimiser when evaluating with RQDsites.
In addition to remote accesses, the next metrics we propose take into consideration
the efficiency of replicas placements w.r.t. local accesses. Indeed, a given replica may be
highly requested by the holding site while less remotely required. This should also be
considered as a positive aspect w.r.t. the distribution quality.
1.4 Assessment of the replications effect on the distribution
1.4.1 Definition and properties of the dedicated metric
We now propose a different way for evaluating a given replication strategy by instantly
assessing its effects on the distribution quality. The proposed evaluation is based on the
fact that a strategy should maximize high-quality replications within strategic sites as
much as possible and, hence, avoid costly remote accesses. For this purpose, the following
two complementary considerations are taken into account.
On the one hand, a replication operation is considered beneficial from the view point of
the distribution quality if it creates a replica of a file Fk in a highly available site Si which
frequently requests for Fk through a low bandwidth connecting it with the holding site
Sj . This hence avoids the high cost of accessing this replica remotely and offers future
efficient local accesses.
On the other side, the strategy should minimize costly remote accesses. Note that a re-
mote access operation to a file Fk is considered costly if it is frequently carried out by a
site Si towards a holding site Sj of a low availability and through a low bandwidth.
In the general case, repeated remote accesses are more costly than replications and
cause an increasing consumption of bandwidth. So, whenever the cost of remote accesses
increases, performed replications must compensate the losses the remote accesses have
caused. Otherwise, the strategy proves to be inefficient in its influence on the distribu-
tion quality. In fact, maximizing the performed number of replications allows avoiding
potential future remote accesses and offers more local ones which make data access more
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efficient. The actual effect of a replication of the distribution is however conditioned by
the right choice of the files to replicate as well as the associated locations of new replicas.
We call the dedicated metric RED as an acronym of Replications Effect on the Distribu-
tion in reference to the effect of the replications performed by the strategy on the quality
of replicas distribution in the grid. The associated formula for RED is the following [44] :
RED =
∑Replication #RequestSi,Fk×PSi
BWSi,Sj∑Replication #RequestSi,Fk×PSi
BWSi,Sj
+
∑RemoteAccess #RequestSi,Fk
BWSi,Sj×PSj
(1.3)
where :
- Replication : the set of all the performed replication operations.
- RemoteAccess : the set of all the remote access operations.
In this respect, the worst strategy, from the RED metric point of view, is the one that
makes no replications since it does not generate any gain to the distribution quality. RED
is then equal to 0. While, the considered best strategy is the one that replicates each remo-
tely requested file in the requesting site. In this case, there is no remote access and RED
is then equal to 1. Hence, RED lies between 0 and 1 while the higher is its value the better
is the distribution quality.
RED can give an evaluation at any instant, which allows to easily follow the evolution
of the distribution quality over time. RED can then be applied to all types of replication
strategies while being more suitable for non-periodic replication strategies. Indeed, on
the one hand, RED evaluates instantly the distribution quality. On the other hand, such
strategies perform either a replication or a remote access each time a site makes a request
about not locally available data. Hence, RED allows evaluating the effect of such a request
immediately. It is however important to mention that although it offers a consideration for
the induced local accesses through performed replications compared to the RQD metric
which only concentrates on remote accesses, RED is relatively computationally more
expensive.
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1.4.2 Experimental evaluation of the RED metric
The evaluation results of the RED metric for the replication strategies DR2, Periodic
Optimiser, Least Recently Used (LRU) and No Replication under the CMS testbed confi-
guration are presented in Table 1.4 and Figure 1.3.
Number of jobs No Replication DR2 Periodic Optimiser LRU
10 0 0.41 0.55 1
25 0 0.37 0.49 1
50 0 0.35 0.45 1
75 0 0.29 0.42 1
100 0 0.22 0.39 1
200 0 0.15 0.31 1
300 0 0.12 0.30 1
400 0 0.10 0.23 1
500 0 0.09 0.18 1
600 0 0.08 0.15 1
700 0 0.06 0.11 1
800 0 0.04 0.09 1
900 0 0.03 0.06 1
1 000 0 0.01 0.04 1
TABLE 1.4. Evaluation of some replication strategies with RED
FIGURE 1.3. Results of RED for the DR2 and Periodic Optimiser strategies
According to the obtained results, it is worth noting that both strategies No Replication
and LRU respectively represent both typical cases for which we obtain the minimum
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and the maximum bounds of the RED values. Indeed, the first strategy does not perform
replications and as a consequence RED is equal to 0, while the second always replicates
and thus the value of RED is 1.
It should also be noted that the influence of Periodic Optimiser and DR2 on the distri-
bution quality turns out great in the beginning. Then, progressively, it begins to decrease.
This is explained by the fact that the replication strategy makes a lot of replication at the
beginning because it is processing new file requests. In addition, carried out replications
are those allowing to avoid costly remote accesses. Then, progressively, once the number
of jobs increases, the strategy will meet almost the same file requests without having to
perform a lot of replications as at the beginning. This offers at the start a high value of
RED which decreases over time since the best replicas are already created.
A comparison between the results of Table 1.4 and those of Table 1.3 (cf. page 18)
allows to note an important point : with the RQD evaluation, the DR2 strategy was better.
However, with the RED evaluation, the Periodic Optimiser strategy has become better
with a gain varying from 22.22% to 75.00%.
Knowing that the RQD metric ignores local accesses while RED considers such local
accesses induced by carried out replications, we can deduce that replications made by
Periodic Optimiser provide local accesses more than those of DR2. This important point
is proved experimentally in [44] through new RED-oriented variants of these strategies as
well as several other experiments.
1.5 Assessment of the distribution quality based on remote and local
accesses
1.5.1 Definition and properties of the dedicated metric
The general idea behind this supplementary assessment method is to firstly quantify the
total cost of remote accesses in the grid. Then, the evaluation of the distribution quality
according to this cost is performed while taking into consideration the performed local ac-
cesses. Such accesses reflect the positive aspect of the distribution. Indeed, a local access
avoids the use of bandwidth and consequently reduces the response time. As a conse-
quence, we consider it as a desirable thing that increases the value of the distribution
quality metric. On the contrary, a remote access causes losses in several aspects such as
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the bandwidth consumption, the response time and the data availability. So, we consider
it as an undesirable thing that should be avoided as much as possible. However, we must
distinguish remote accesses because some of them are very costly while others are less
expensive.
Based on this idea, a new metric called DisQ, as an acronym of Distribution Quality,
is introduced whose proposal goes through two steps : (i) evaluating the placement of a
single replica, (ii) generalizing this evaluation to all replicas of the grid and, subsequently,
offering an evaluation of the distribution quality for the entire grid.
We then propose the following weight for a given replica Fij which is placed in a site
SFij [46] :
ReplicaWeightFij =
TotalLocalCostFij
TotalLocalCostFij + TotalRemoteCostFij
(1.4)
where TotalLocalCostFij quantifies the total cost of accessing the replica Fij locally, i.e.,
from the holding site SFij . While TotalRemoteCostFij indicates the total cost of accessing
Fij remotely, i.e., from its requesting sites.
A high value of ReplicaWeightFij represents the goodness of the placement of the re-
plica Fij . The cost of a remote access operation is computed in the same manner as for the
RED metric (cf. Equation 1.3, page 21). While TotalLocalCostFij is equal to its number of
local requests. Indeed, for local access operations, the bandwidth is not considered while
the availability of SFij is considered equal to 1.
For each master file, its weight is equal to the average of its replicas weights. Then, the
DisQ metric allowing the evaluation of the distribution of all grid replicas is equal to the
average of the resulting weights of the grid master files.
It is important to note that for a given replica Fij , 0 <ReplicaWeightFij ≤ 1. Since we
take the average to obtain the file weight, this latter is also encompassed between 0 and 1.
The same applies for the value of DisQ. In addition, the higher the value of DisQ is, the
better is the distribution quality. Moreover, comparing for a given strategy the value of
DisQ at two instants t1 and t2 (with t1 < t2) allows to guess its effect on the distribution
(i.e., whether it improves the distribution or not during its invocation between t1 and t2).
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1.5.2 Experimental evaluation of the DisQ metric
Quantifying the quality of the distribution using DisQ proves the impact of the distri-
bution on the results of a replication strategy. In this respect, using four different distri-
butions, Table 1.5 and Table 1.6 show the values in ms of the response time (RT) and
those of the ENU metric for Periodic Optimiser. The experiments were carried out with
a low-quality distribution (DisQ = 0.2), a high-quality distribution (DisQ = 0.8), and two
other distributions (DisQ = 0.4 and DisQ = 0.6). The same work is done in Table 1.7 and
Table 1.8 for the DR2 strategy. Note that further details on the carried out experiments
related to DisQ can be found in [37, 46].
Number of jobs DisQ = 0.2 DisQ = 0.4 DisQ = 0.6 DisQ = 0.8
100 3 314 2 840 2 495 2 148
500 7 679 6 807 5 915 5 452
1 000 10 576 9 742 8 880 8 184
1 500 14 089 13 511 11 836 10 735
2 000 17 172 16 504 15 369 14 930
TABLE 1.5. Response time values obtained in ms by the Periodic Optimiser strategy
using different distributions
Number of jobs DisQ = 0.2 DisQ = 0.4 DisQ = 0.6 DisQ = 0.8
100 0.43 0.39 0.34 0.29
500 0.26 0.24 0.21 0.18
1 000 0.18 0.17 0.15 0.13
1 500 0.15 0.13 0.12 0.11
2 000 0.09 0.08 0.07 0.07
TABLE 1.6. ENU values obtained by the Periodic Optimiser strategy using different
distributions
In the general case, the lower the value of the distribution quality is, the worse are the
evaluation results of replication strategies. On the contrary, the better is the distribution
quality, the more interesting are the results. This illustrates the influence of the initial dis-
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Number of jobs DisQ = 0.2 DisQ = 0.4 DisQ = 0.6 DisQ = 0.8
100 4 203 3 615 2 984 2 554
500 9 416 8 304 7 721 7 056
1 000 17 584 16 092 14 314 12 801
1 500 22 115 20 284 18 360 16 492
2 000 27 391 25 367 23 610 21 426
TABLE 1.7. Response time values obtained in ms by the DR2 strategy using different
distributions
Number of jobs DisQ = 0.2 DisQ = 0.4 DisQ = 0.6 DisQ = 0.8
100 0.48 0.42 0.35 0.30
500 0.36 0.33 0.29 0.24
1 000 0.24 0.22 0.20 0.17
1 500 0.19 0.17 0.15 0.13
2 000 0.13 0.11 0.10 0.09
TABLE 1.8. ENU values obtained by the DR2 strategy using different distributions
tribution, pre-existing before invoking the strategy, on the results of the evaluation metrics.
The next section is dedicated to the proposal of an evaluation process of replication
strategies taking into account the quality of replicas distribution already existing when a
strategy is invoked.
1.6 Distribution quality-aware evaluation of replication strategies
1.6.1 Correction process and adaptation of evaluation metrics
The proposed metrics allow evaluating the quality of the replicas distribution at each
given instant. We then exploit this key feature towards an objective evaluation of each
replication strategy [46]. This is carried out by taking into account the influence of the
initial distribution that has been found, before launching the strategy, on the evaluation
results of this latter through metrics like RT, ENU, etc.
In order to illustrate the general idea, we use the DisQ metric. Let us in this respect
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take the illustrative example in Figure 1.4. The application of the same strategy S with
two different distributions D1 and D2 gives two different results for the RT and the ENU
metrics. However, the obtained experimental values do not necessarily reflect the real
performances of the strategy. In our opinion, we should consider the effect of the distribu-
tion quality initially found to ensure the objectivity of the evaluation. In this sense, let us
consider the quality values of both distributions D1 and D2 found before launching the
strategy as equal to 0.2 and 0.8, respectively. We then attempt to correct the evaluation
results according to the quality of both distributions as depicted in Figure 1.5. In this way,
the results can be adjusted by making them independent from the initial distribution.
FIGURE 1.4. Evaluation results without considering the initial distribution
FIGURE 1.5. Evaluation results when considering the initial distribution
In the general case, to correct the value of a given evaluation metric, i.e., to obtain the
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correct metric value, we need two information : (i) the value of DisQ before starting the
strategy, and, (ii) the initial value, denoted Metric, of the metric itself, i.e., that assessed
while not considering the quality of the distribution on which the strategy was executed.
The main idea of the correction consists of excluding the influence of the initial dis-
tribution from the obtained result. In the instance of the correction process we propose
here, the new metric value that we consider more appropriate since it is quality-aware is
calculated as follows :
CorrectMetric =Metric−DisQ×Metric×X (1.5)
where the value X ∈ {-1, 1} defined by :
X = 1 if the metric adopts a direct aspect where a high value of the metric is a good
sign for the strategy.
X = −1 if the metric adopts a counterproductive aspect where a high value of the me-
tric is a bad sign for the strategy.
To illustrate the idea, we create two instances of this formula for both evaluation me-
trics, namely the RT and the ENU, as follows :
CorrectRT = RT −DisQ×RT × ( − 1) = RT +DisQ×RT (1.6)
CorrectENU = ENU −DisQ× ENU × ( − 1) = ENU +DisQ× ENU (1.7)
1.6.2 Experimental evaluation
In order to show the utility of the correction process, we observe the values, obtained
after 100 jobs, taken by the RT and ENU metrics starting from two different distribu-
tions : the quality of the first is equal to 0.2 while that of the second is equal to 0.8. The
experiments are performed using the DR2 and Periodic Optimiser strategies.
Table 1.9 shows the obtained results of when varying the initial distribution quality. The
evaluation results show the superiority of DR2 over Periodic Optimiser. This is due to the
quality of the initial distribution which is in the favor of DR2 since equal to 0.8, while
it is hampering the performances of Periodic Optimiser since equal to 0.2. Indeed, if we
compare the obtained results when the same distribution quality is used (of a value either
equal to 0.2, 0.8, or any other value) through focusing on Table 1.5 and Table 1.7 (cf. page
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DisQ Strategy RT (in ms) ENU
0.2 Periodic Optimiser 3 314 0.43
0.8 DR2 2 554 0.30
TABLE 1.9. Simulations with different distributions
25), the superiority of Periodic Optimiser over DR2 is shown for the different number of
jobs.
However, we do not always have the opportunity to compare strategies under the same
distribution quality. We need as a consequence to correct the results using DisQ in order
to obtain a more reliable evaluation. Table 1.10 illustrates the results once corrected. The
corrected values prove the superiority of Periodic Optimiser strategy. The reliability of
the results is then ensured without having to start with the same distribution.
DisQ Strategy RT (in ms) CorrectRT (in ms) ENU CorrectENU
0.2 Periodic Optimiser 3, 314 3, 976 0.43 0.51
0.8 DR2 2, 554 4, 597 0.30 0.54
TABLE 1.10. Corrected results
Moreover, several obtained experimental results highlighted in [46] show the accuracy
of the correction process. Here, for the sake of brevity, we only present as a sample the
results obtained for the RT metric and for the Periodic Optimiser strategy. These ex-
periments aim to highlight the need to exclude the influence of the distribution on the
evaluation results so we can find convergent results even with different distributions.
We set the number of jobs to 100 and we vary the initial distribution quality used. The
results obtained through the RT metric, on the one hand, and the corrected variant that
takes into consideration the distribution quality value, on the other hand, are then compa-
red. Table 1.11 and Figure 1.6 depict the obtained results.
Although they are taken from the same strategy and after the execution of the same jobs,
the difference between the RT values before the correction is large and reaches 54.28%.
It is known that this difference is due to the variation of the distribution that the strategy
works on. On the other side, the difference between the RT values once the correction
process applied becomes negligible and is at most equal to 3.26%.
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DisQ RT (in ms) CorrectRT (in ms)
0.2 3 314 3 976
0.4 2 840 3 976
0.6 2 495 3 992
0.8 2 148 3 866
TABLE 1.11. RT and CorrectRT values in ms obtained for the Periodic Optimiser
strategy using different distributions
FIGURE 1.6. Difference between the obtained RT values before and after the correc-
tion for Periodic Optimiser
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1.7 Conclusion
In this chapter, we mainly addressed the key problem related to the impact of the re-
plicas distribution within sites on the results of replication strategies. We then proposed a
new criterion having a direct impact on the results of quantitative evaluation metrics, na-
mely the quality of the replicas distribution on the grid. We then quantified the distribution
quality by proposing new metrics dedicated to this purpose. In this respect, we evaluated
the effect of a given replication strategy on the distribution quality through different ways :
(i) the RQD metric mainly based on remote accesses while taking into consideration the
consumed bandwidth as well as the availability of sites, (ii) the RED metric instantly as-
sessing the effect of the decisions taken by a strategy on the distribution quality w.r.t. the
induced efficiency of data access, (iii) the DisQ metric taking into consideration the costs
of already performed remote and local accesses. The effect of a given distribution on the
performance of replication strategies was also studied in-depth. A paramount contribu-
tion of this chapter consisted then in the proposal of a new distribution-aware correction
process of the results of the evaluation metrics of replication strategies. Extended experi-
ments were carried out using the OptorSim simulator in order to validate our theoretical
results.
Chapitre 2
Data Mining-based Replication
Strategies
2.1 Introduction and motivations
Replication in data grids has attracted a great deal of attention of many researchers.
Many strategies have then been proposed in the literature and several surveys have been
conducted [5, 23, 34, 77]. However, most of existing replication strategies are based on
single file granularity and neglect correlation among different data files.
Actually, in many applications, data files may be correlated in terms of accesses and
have to be considered together in order to reduce the access cost [101]. Indeed, the ana-
lysis of data usage in several real data grids [24, 64] revealed the existence of strong cor-
relations between files, i.e., jobs tend to simultaneously request a set of correlated files.
Therefore, replicating or prefetching correlated files in data grids, can help in minimi-
zing bandwidth consumption, communication latency, response time as well as resource
consumption [4]. Taking into account knowledge about data correlations in replication
strategies can then help on achieving both efficient data management and performance.
Indeed, this can be achieved if correlated data, i.e., data that are processed frequently toge-
ther, are stored or replicated at the same or nearby locations [52]. In fact, complex queries
of jobs or users typically access jointly to a set of data which can require access multiple
sites to retrieve them all. For example, Kayyoor et al. have proposed a workload-aware
replica selection and replica placement algorithms that attempt to minimize the total re-
sources consumed in a distributed environment through co-locating correlated data items
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[57]. It has also been recognized in various contexts, like file systems [109], distributed
systems [29, 107], cloud systems [106, 111], as well as web environment [101, 116], that
taking into account knowledge about data correlations in replication and caching strate-
gies can help in achieving both efficient data management and performance.
The knowledge about data correlation can be extracted from historical data using tech-
niques of the data mining field. Data mining techniques have proved to be a powerful tool
facilitating the extraction of meaningful knowledge from large data sets [50, 113]. In the
literature, only few works have used data mining techniques to explore file correlations in
data grids. The main approaches for mining file correlations can be classified into two ca-
tegories : frequent sequence mining and association rule mining. Unfortunately, these two
approaches were not effectively used. Indeed, works based on frequent sequence mining
cannot fully reveal semantic file correlations. In fact, they focus on access file sequences
without considering their contexts, i.e., the semantic aspect of file usage, namely a file is
requested by which job. In addition, they do not distinguish the different requests issued
from the different grid jobs and consider them as successive file accesses. On the other
side, various studies have shown the limits of association rule mining based on the support
and confidence approach.
We deem that the choice of the data mining technique results in three main objectives
to be satisfied : extracting knowledge with high quality, as rapidly as possible, while im-
proving the performance of the replication process. However, these objectives are often
contradictory. It is therefore of paramount importance to find the best trade-off between
the quality of the extracted knowledge and the performance of the strategy. In order to
overcome these drawbacks, we propose to use correlated pattern mining to explore file
correlations. The main advantage of this approach is to strengthen the support measure
with a more powerful measure that reveals whether the items in a set are really correlated
or not, namely the all-confidence measure [80]. This measure enables generating highly
correlated patterns while reducing significantly the number of patterns mined and offering
opportunities for an efficient mining of patterns compared to other correlation measures
[62, 80, 110]. In addition, we only exploit maximal frequent correlated patterns and not
all correlated patterns.
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The design of this strategy is at the crossroads of several contributions we have done.
On the one hand, through several theoretical results consolidated by experiments, the
utility of mining reduced sets aka concise representations [39] of frequent [8, 9] and rare
[12, 13] correlated patterns is shown. On the other hand, in [49], a complete guideline
offers a roadmap for the application of data mining techniques in data grid replication. The
proposed guideline fully describes all steps of the process including : (i) the translation
from the data grid context to the data mining one and vice-versa, (ii) the choices to be
taken into account and the constraints stemming from the data grid and the data mining
contexts. It also clarifies the main choices to be made when designing a data mining based
replication strategies covering the following key steps :
— First step : the grid data selection and preprocessing.
— Second step : the data mining step.
— Third step : the replication step based on the results of the previous step.
We then propose a new dynamic periodic decentralized data replication strategy, called
RSCP [48]. 1 RSCP follows the key steps of the guideline and considers a set of correla-
ted files as granularity for replication. To overcome the limits of the existing replication
strategies based on data mining techniques, the proposed strategy :
— constructs a binary context based on history of file access job, from which the mi-
ning process is performed,
— relies on a new algorithm for mining maximal frequent correlated pattern mining
in order to infer grid file correlations. Each maximal frequent correlated pattern
represents a maximal set of files frequently appearing simultaneously and whose
correlation degree exceeds a dedicated minimum threshold of the used correlation
measure. This allows a given file to belong to distinct mined patterns since it can be
simultaneously correlated to different sets of files.
— considers both file associated parameters (e.g. size) and grid topology parameters
(e.g. bandwidth).
The evaluation metrics we analyze in the experiments are mean job execution time,
effective network usage, total number of replications, hit ratio and percentage of storage
filled. Using the OptorSim simulator, extensive experimentations show that our proposed
strategy has better performance in comparison to other strategies under most of access
1. RSCP is the acronym of Replication Strategy based on Correlated Patterns.
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patterns.
2.2 State of the art of strategies based on data mining techniques
Several studies proposing replication strategies taking into account file correlations have
been conducted. In our work, we mainly focus on those based on data mining techniques,
which are succinctly presented in ascending order by year of publication. We refer readers
to [50, 113] for a detailed study on data mining techniques. Interested readers are also
referred to our work proposed in [47, 49] for further details on these strategies and on
some other replication strategies taking into account file correlations and adopting other
techniques than those of data mining.
In this respect, it is important to note that in addition to the criteria mentioned in the
previous chapter offering a classification of replication strategies (cf. page 8), those strate-
gies relying on data mining techniques can further be classified according to the following
specificities of the data mining approach on which they are based :
— Adopted data mining technique : a given strategy can exploit several kinds of
knowledge, extracted through a data mining technique in order to perform a given
task, like looking for association between file attributes, clustering grid sites into
disjoint groups, etc.
— Data used in the data mining process : a given data mining process uses as input
data extracted from the data grid on which the strategy is applied.
— Explicit knowledge : this consists in the extracted patterns from the data mining
algorithm, like frequent sequences, association rules, clusters, etc.
— Data mining periodicity : the data mining algorithm is triggered at each file request
or at each period.
— Centralized/Decentralized data mining : the data mining algorithm can be laun-
ched by each grid site independently of the others. This represents the decentralized
case. In the centralized case, only a central site has the key role of running the data
mining part.
Among the strategies which use data mining techniques we briefly describe the main
following ones. The main idea of the PRA strategy [99] is to make use of the characte-
ristics that members in a virtual organization have similar interests in files to carry out a
better replication optimization. The algorithm is described as following : when a site Si
does not have a file locally, it requests a remote site Sj . This latter receives the request
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and transfer the file to the former site. At the same time, it finds the adjacent files of the
requested file by applying frequent pattern sequence mining technique on the file access
sequence data base. At last, a message containing the list of adjacent files will be sent to
the site Si that will choose adjacent files to replicate.
The RSCA strategy [68] is based on the existence of correlations among the data files
accessed according to the access history of grid users. At the first stage, a clustering
analysis is conducted on the file access history of sites in the grid over a period of time.
The outputs of this operation are correlated file sets related to the access habits of users.
At the second stage, a replication is done on the basis of those sets, which achieves the
aim of prefetching and buffering data. The clustering method adopted is used to group into
equivalence classes all the files that are similar according to a given equivalence relation.
The set of files in the same equivalence class are called correlative file sets.
The ARRA strategy [53] is introduced in two parts. In the first part, access behaviors
of data-intensive jobs are analyzed based on the Apriori algorithm [2]. In the second part,
replica replacement rules are generated and applied. Accessed data files are considered
as items of the database mined through Apriori, while each transaction is composed by
the required data files of each data-intensive job. Noteworthily, in [117], a more recent
strategy based on Apriori for association rule mining has been proposed.
By considering spatial locality, PHFS [58] uses predictive techniques to predict the fu-
ture usage of files and then pre-replicates them in hierarchical manner on a path from the
source to the client in order to increase locality in access. File correlations are inferred
from previous access patterns by association rules and clustering techniques of data mi-
ning. PHFS operates in three steps. In the first, file access information are collected in
the root site. In the second step, data mining techniques are applied on log files. Finally,
whenever a client requests a file, PHFS finds the predicted subsequent requests after this
request.
The main idea of PDDRA [88] is the same of the PRA strategy. Based on file access
history, PDDRA predicts future needs of grid sites and prefetches a sequence of files to
the requester grid site. As a consequence, the next time that this site needs a file, it will be
locally available. PDDRA consists of three phases : storing file access patterns, requesting
a file, and finally performing replication, prefetching and replacement.
The major idea of the BSCA strategy proposed in [22] is to prefetch frequently accessed
files and their associated files to the location near the access site. It finds out the correla-
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tion between the data files through data access number and data access serial. In addition
of the use of the access numbers, BSCA is also based on the support and the confidence
measures used for mining association rules. This strategy has two sub algorithms : data
mining algorithm and replication algorithm. Once the data mining algorithm is applied to
identify frequent files, support and confidence of association rules between these frequent
files are computed. If the support and the confidence values between files exceed respec-
tive minimum thresholds, frequent files and their associated ones are replicated.
2.3 Analysis of the state of the art data mining-based strategies
The criteria used for classifying the surveyed replication strategies based on data mining
techniques are as follows :
• Periodicity,
• Centralized/Decentralized replication,
• Adopted data mining technique,
• Data mining periodicity,
• Centralized or decentralized data mining,
• Data used in the data mining process,
• Main parameters used in the replication strategy.
Table 2.1 summarizes the properties of the different strategies. In this table, C stands for
Centralized, D for Decentralized, DM for Data Mining, ARM for Association Rule Mi-
ning, and FSM for Frequent Sequence Mining.
For the sake of brevity, we only focus on the following main observations that emerge
from Table 2.1. Further details can be found in our work [48].
A first observation concerns the data used to infer file correlations. We note that most
strategies consider the file access pattern of sites. In this situation, the database to be mined
is composed by sites in lines and accessed files in columns. Actually, a history of file
access by jobs is in our opinion a more reasonable choice to infer semantic relationships
between files accessed by jobs which are executed on each site.
Another observation is associated to the parameters taken into account by the strategies.
We note that there are two types of parameters. On the one hand, we find file associated
parameters like number of requests and file size. On the other hand, grid topology para-
meters like bandwidth are used. In this respect, several surveyed strategies mainly take
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Strategy Periodicity Type of
decision
making
DM
technique
DM
periodicity
C/D DM Data used
in the DM
process
Parameters
PRA (2008) non periodic D FSM non periodic D sites/accessed
files
file request number,
frequency, confidence
RSCA (2009) periodic C clustering periodic C sites/accessed
files
file request number,
frequency
ARRA (2010) non periodic D ARM at the
beginning of
the simulation
C jobs/accessed
files
file request number,
frequency, confidence
PHFS (2011) periodic +
non periodic
D ARM,
clustering
periodic C sites/accessed
files
file request number,
confidence
PDDRA (2012) non periodic D tree mining non periodic D sites/accessed
files
file size, bandwidth,
file request number,
frequency
BSCA (2013) periodic D ARM periodic C sites/accessed
files
file request number,
frequency, confidence
TABLE 2.1. Comparison of replication strategies based on data mining techniques
into consideration parameters related to file characteristics, while rare are those which
also consider grid parameters.
A key observation is that the association rule mining is the most used technique for
exploring file correlations. In these strategies, two measures of association rule quality
assessment are used, namely the support and the confidence measures. However, various
studies have shown the limits of association rule mining based on these quality measures
[13, 15, 41, 60, 62]. Indeed, the resulting set of association rules has an excessively large
size, with a majority of the mined rules either redundant or not reflecting the true correla-
tion relationship among data [21, 66].
On another side, in the case of non-periodic strategies, the data mining algorithm is
triggered for each file request which would lead to negative impact on replication strategy
performance, especially on the response time. Some strategies also suppose that the cor-
relation between files is predetermined and details are lacking on the mining task of pat-
terns to be used in the replication process. Some others are trying to address the problem
of files correlation without any clue on the placement problem of the identified groups of
correlated files. In addition, the assumption which consists in considering that a given file
belongs only to one correlated files group is not always realistic. Indeed, multiple corre-
lations between files are common since a given file could be correlated to several clusters
of files. Each cluster may characterize the common data required by a given set of jobs.
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2.4 Background of correlated pattern mining
Deeming that the file correlations extraction is a crucial step in our proposed replication
strategy and that file correlations should be well evaluated, extracted patterns should be of
high quality. For this reason, we adopt the correlated pattern mining approach. Correlated
pattern mining was shown in the literature to be more complex and more informative than
frequent pattern mining and association rules [13, 18, 90].
2.4.1 Preliminary concepts
In the next points, we describe the preliminary concepts used in the data mining step of
our approach which is dedicated to correlated pattern mining. We also indicate how each
data grid concept is used to suit the data mining step.
— Item : an item is a binary attribute which indicates the presence or absence of an
attribute in a specific transaction (aka object). In our approach, it is a logical value
(0 or 1) that determines whether or not the file is requested by a specific job beyond
a given minimum threshold.
— Transaction : let I = {i1, i2,. . . in} be a set of n items. A transaction contains a
subset of the items in I. It has an associated unique identifier. In our case, each
transaction is a set of files required by a given job.
— Extraction context (aka transaction database or simply database) : an extraction
context in data mining is a triplet K = (O, I,R), where O is the set of objects
(transactions), I is the set of attributes (items) andR is a binary (incidence) relation
(i.e.,R ⊆ O×I). Each couple (o, i) ∈ R expresses that the object o ∈ O contains
the item i ∈ I. In the proposed strategy, accessed files are considered as items and
the required files of each job constitute each transaction.
— Pattern : is a set of items. It is also commonly called itemset.
— Frequent pattern : each itemset has an associated measure of statistical significance
called support. For an itemset X ⊆ I, Supp(X ) is the fraction of the transactions
in the extraction context containing X , i.e., the number of transactions containing
X divided by the number of all transactions. If an itemset has a support above the
user specified minimum support, it is said to be frequent. Otherwise it is said rare
or infrequent. In our case, a frequent pattern represents a set of files that appear
simultaneously in the file access history with a support exceeding a user specified
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minimum support.
— Correlation measure : A variety of correlation measures have been proposed in the
literature such as lift and χ2 [15], all-confidence, any-confidence and bond [80],
coherence [66], and cosine [18, 108] to quote but a few.
In our work, we choose the all-confidence correlation measure. This measure ini-
tially proposed in [80] has the same property as the h-confidence measure [110]. It
was successfully used in several real-life applications based on correlated patterns.
In this respect, experimental results on some real data sets show that it is a promi-
sing correlation measure since it enables an efficient mining of highly correlated
patterns while reducing significantly the number of patterns mined. Indeed, the key
reason for its popular adoption is the suitable properties that it owns [62]. In this
respect, several correlated pattern mining processes have been proposed based on
the all-confidence correlation measure [56, 62, 66, 80, 110].
The all-confidence value of an itemset X ⊆ I is computed as follows :
all-confidence(X ) = Supp(X )max{Supp(i)| i ∈ X}
This measure is one of the few interestingness measures that simultaneously hold
the anti-monotony, cross-support and null-invariant properties which are described
as follows :
— Anti-monotone constraint [2] : a constraint Q is anti-monotone if ∀I ⊆ I,
I1 ⊆ I : I verifies Q⇒ I1 verifies Q.
— Cross-support property [110] : given a threshold t ∈ ]0, 1[, an itemset I fulfills
the cross-support property w.r.t. t if I contains two items x and y such that
Supp(x)
Supp(y) < t.
Both aforementioned properties offer opportunities for pruning the search space
since all non-empty subsets of a correlated pattern must also be correlated. In
addition, the supersets of a not correlated pattern are necessarily not correlated
and thus they are not mined. This makes the mining process more efficient.
— Null-invariant property [108] : A null-invariant measure allows quantifying the
degree of mutual relationships between items in a group without taking into
account the items outside the group in question [56, 60]. Indeed, a null-invariant
correlation measure of a pattern I does not depend on the number of transactions
which do not contain I , called null transactions. This is a crucial property of a
correlation measure. Indeed, it avoids the influence of null transactions on the
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associated values.
— Correlated pattern : a pattern is said correlated with respect to a given correlation
measure, if the value of its correlation measure is larger than or equal to a minimum
threshold of correlation associated with the measure.
— Frequent correlated pattern : given an extraction context, a minimum support thre-
shold minsupp and a minimum threshold of correlation measure mincorr, a pattern
X is said to be a frequent correlated pattern if Supp(X )≥minsupp and Corr(X )≥
mincorr. In our approach, such a pattern represents a set of files whose correlation
measure exceeds a given threshold and the number of simultaneous occurrences in
the file access history exceeds the pre-defined minimum threshold. Both used mea-
sures – support and all-confidence – have then a complementary role in limiting the
mined patterns to those highly correlated while frequently appearing in the extrac-
tion context.
— Maximal frequent correlated pattern : a frequent correlated pattern is said to be
maximal if it has no frequent correlated pattern as a superset.
2.4.2 Maximal frequent correlated pattern mining algorithm
Although frequent correlated pattern mining discloses the correlation relationships among
data and reduces significantly the number of extracted patterns, it still generates quite a
large number of patterns. In this work, we rely on maximal frequent correlated pattern
mining in order to reduce the number of the correlated patterns produced, while retaining
the greatest sets w.r.t. set inclusion containing highly correlated files. This allows to face a
problem met by traditional algorithms for mining file correlations – either based on access
sequence mining or association rule mining – namely the generation of a huge number of
patterns, many of them being redundant.
A new generate-and-test algorithm, called MFCPM, 2 allowing the extraction of maxi-
mal frequent correlated patterns is introduced. The inputs of the algorithm are : a binary
context, the minimum support threshold denoted minsupp, and the minimum correla-
tion threshold denoted min-all-confidence. We summarize in Table 2.2 the notations used
in this algorithm. The pseudo-code of MFCPM is depicted by Algorithm 1. The sixth
instruction of MFCPM invokes the GENERATE_NEXT_FCP procedure whose pseudo-
2. MFCPM is the acronym of Maximal Frequent Correlated Pattern Miner.
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Notation Description
Xk A pattern X of size k.
X .supp The support of a pattern X .
X .almax The maximum item support of all the items in X .
Ck The set of candidate patterns of size k.
FCPk The set of frequent correlated patterns of size k.
MFCP The set of maximal frequent correlated patterns.
TABLE 2.2. Notations used in the MFCPM algorithm
code is depicted by Algorithm 2. This procedure exploits both the cross-support [110] and
the anti-monotony [80] properties of the all-confidence measure in order to efficiently dis-
cover frequent correlated patterns.
The theoretical complexity of the MFCPM algorithm is in O(2n) where n represents the
size of the longest maximal frequent correlated pattern.
Algorithm 1: MFCPM
Data: A binary context, minsupp and min-all-confidence.
Results: The complete set of maximal frequent correlated patternsMFCP .
Begin1
k := 1;2
FCP1 := {i ∈ I | Supp(i) ≥ minsupp};3
MFCP := FCP1;4
While FCPk 6= ∅ do5
FCPk+1 := GENERATE_NEXT_FCP (FCPk, minsupp, min-all-confidence);6
Foreach (Xk+1 ∈ FCPk+1) do7
If (∃Xk ⊂ Xk+1 | (Xk ∈MFCP )) then8
remove Xk fromMFCP9
MFCP :=MFCP ∪ FCPk+1;10
k := k + 1;11
ReturnMFCP12
End13
At the end of this data mining step, we obtain the patterns that will be used in the next
step dedicated to replication.
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Algorithm 2: GENERATE_NEXT_FCP
Data: FCPk, minsupp, and min-all-confidence.
Results: FCPk+1
Begin1
FCPk+1 := ∅;2
Ck+1 := APRIORI-GEN(FCPk);3
Foreach (Xk+1 in Ck+1) do4
If (∃ x, y ∈ Xk+1 | Supp(x)Supp(y) < min-all-confidence) then5
stop ; /* stop treatment of current candidate */6
If (∃ Xk ⊂ Xk+1 | (Xk /∈ FCPk)) then7
stop ; /* stop treatment of current candidate */8
If (Xk+1.supp ≥ minsupp) then9
Xk+1.almax := max{Supp(i) | i ∈ Xk+1};10
all-confidence(Xk+1) :=
Xk+1.supp
Xk+1.almax
;11
If (all-confidence(Xk+1) ≥ min-all-confidence) then12
FCPk+1 := FCPk+1 ∪Xk+1;13
Return FCPk+114
End15
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2.5 Replication strategy based on maximal frequent correlated pat-
tern mining
In this section, we present our dynamic strategy, called RSCP, which is a periodic and
decentralized replication strategy dedicated to the P2P topology. Noteworthily, this choice
is argued by the fact that the P2P network is flexible in terms of communication between
grid sites [98]. The proposed strategy considers the storage space capacity within each
site as limited, contrary to a large part of periodic strategies. RSCP aims to improve grid
performance through co-locating correlated files. It performs as follows :
• Step 1 : Extracting and converting the file access history
At each period of time quantified in number of executed jobs, each site keeps track
of its access history carried out by the jobs executed on it for all local files and
remote ones. A file access history describes then all files accessed by each job exe-
cuted in the site. In addition, for each couple (job, file) an access number is assigned
which means the number of times a job has accessed a given file during a period.
The file access history is then converted into a binary context, i.e., a logical file
access history. A binary context results in a table containing logical values where
accessed files are considered as items, while the required files of each job constitute
each transaction.
• Step 2 : Mining maximal frequent correlated patterns
In this step, we apply a new maximal frequent correlated pattern mining algorithm
in order to discover the hidden correlations between files. Each mined pattern then
conveys information about closely related files, frequently used by jobs.
• Step 3 : Performing the replication and replacement processes
Instead of considering files separately, the granularity used during this step consists
in groups of correlated files. Maximal frequent patterns identified in the previous
step constitute then the input of the replication algorithm. For each group of corre-
lated files to be replicated, if there is enough storage space to hold all files of the
group in the considered site, then the replication of these correlated files will be
performed. Otherwise, replacement should be done. For this purpose, the candidate
files for deletion are selected according to their weight. If the weight of the group
of files to replicate is larger than the weight of the candidate files for deletion, then
these latter ones are replaced by the files to replicate. Otherwise, the replication will
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not be carried out.
2.5.1 Extracting and converting the file access history
Periodically, each site maintains a file access history. Formally, we define the file ac-
cess history on site Si as a matrix A of n × m integer values, where n is the number of
total jobs executed on the site Si during a given period and m is the total number of files
accessed by these jobs, such that Aj,k = #RequestJk,Fj , which is the number of times the
job Jk accessed the file Fj .
Before proceeding to data mining, the file access history must be converted to a binary
context containing logical values (0 or 1). For this purpose, we take into account the file
popularity [36, 38]. A file Fj is said popular within the site Si if the jobs executed in Si
request frequently this file. We introduce the average number of requests for each file,
denoted AvgAccessFj , to evaluate the popularity of a file Fj in a site Si. It is defined as
follows :
AvgAccessFj =
nj∑
k=1
#RequestJk,Fj
nj
(2.1)
where nj represents the number of jobs executed in the site Si that access the file Fj .
Algorithm 3 describes the step dedicated to the conversion of the file access history to
a binary context. The theoretical complexity of this algorithm is in O(m× n) where m is
the number of accessed files by the n jobs executed in the site.
2.5.2 Mining the maximal frequent correlated pattern
In this step, the proposed algorithm for mining the adopted concise representation in
our work, namely the set of maximal frequent correlated patterns (cf. Section 2.4.2), is
invoked. It is applied on the binary context obtained from the previous step. The used
representation contains the smallest number of correlated patterns. Each retained pattern
includes a maximal set of files frequently occurring and having a high correlation between
them. Then, such a representation avoids retaining the whole set of correlated patterns,
which is often very large and contains redundancy.
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Algorithm 3: CONVERTING_TO_BINARY_CONTEXT
Data: File access history : {(Jk, Fj , #RequestJk,Fj ) | k = 1 . . . n, j = 1 . . .m}, n is the number of
jobs executed in the site and m is the number of accessed files.
Results: Binary context : BinC
Begin1
Foreach file Fj do2
Compute AvgAccessFj ;3
Foreach job Jk do4
If #RequestJk,Fj ≥ AvgAccessFj then5
BinCj,k := 1;6
Else7
BinCj,k := 0;8
End9
2.5.3 Performing the replication and replacement processes
In this step, the set MFCP of maximal frequent correlated patterns identified in the
data mining step contains the candidates for replication. Each elementMFCPi ∈MFCP
is composed by files that are accessed frequently and simultaneously by jobs. Algorithm
4 performs replication as follows :
— As shown in line 3, maximal frequent correlated patterns are sorted w.r.t. the des-
cending order of their size (i.e., the number of items in each pattern).
— For each MFCPi ∈ MFCP , if the free storage space is sufficient to store all the
files contained in the correlated pattern, then the replication of these files will be
carried out in Si (cf. lines 4-5).
— Otherwise, a set of candidate files for deletion will be selected according to their
weight (cf. lines 6-16).
In this regard, we define the file weight for each file Fj w.r.t. a site Si as follows :
FileWeightFj =
SizeFj ×#RequestSi,Fj
BWSi,Sr
(2.2)
where : SizeFj denotes the size of Fj , BWSi,Sr is the bandwidth between the site Si
and the site Sr containing the best replica ofFj , and#RequestSi,Fj =
n∑
k=1
#RequestJk,Fj
represents the request number of Fj by the site Si, i.e., the number of times jobs Jk
executed in Si request the file Fj .
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Note that the best replica is the one that will be accessed as faster as possible based
on the bandwidth parameter. It is chosen by examining the available bandwidth bet-
ween the requesting site for a file and all sites containing a replica of the required
file. Such an access will allow decreasing the job execution time.
Hence, according to the formula of the weight, unpopular files and files located in
the sites having a high bandwidth with Si are considered first for deletion.
— Then, two average weights are calculated : the first for the group of files to replicate
and is denoted AvgGroupRepWeight, while the second is associated to the selec-
ted group for deletion and is denoted AvgCandidateDelWeight (cf. lines 17-22).
Both associated formulae are as follows :
AvgGroupRepWeight = 1|ToReplicate| ×
∑
f∈ToReplicate
FileWeightf
AvgCandidateDelWeight = 1|CandidateDel| ×
∑
f∈CandidateDel
FileWeightf
— Finally, if the first average is larger than the second one, candidate files for deletion
are replaced by the new correlated group of files (cf. lines 23-25).
The theoretical complexity of this algorithm is in O(k log k + k× (p log p + n)) where
k represents the size of MFCP , p is equal to the number of files locally stored in Si
when the strategy is invoked, and n is the size of the longest maximal frequent correlated
pattern contained inMFCP .
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2.6.1 Experiment environment
We concentrate here on some of the representative results obtained. Experiments were
carried out using the OptorSim simulator [17] while considering four access patterns,
namely sequential, random, random walk Gaussian, and random Zipf, for a fixed number
of jobs equal to 1 000. Further details on the experiment environment and the obtained
experimental results can be found in [48, 92].
2.6.2 Analysis of the obtained experimental results
RSCP is compared with four other replication strategies : No Replication [86], DR2
[95], PRA [99] and PDDRA [88]. We point out that performance comparison of our stra-
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Algorithm 4: REPLICATION PROCESS
Data: The setMFCP associated to a site Si.
Results: Correlated files replicated in Si or existing files retained instead.
Begin1
Sort the maximal frequent correlated patterns MFCPi ∈MFCP in descending order of size;2
Foreach group of files MFCPi ∈MFCP do3
If (
∑
Fj∈MFCPi,Fj /∈Si
SizeFj ≤ Si.F reeSpace) then
4
Get each file Fj ∈MFCPi, Fj /∈ Si, from the site Sr containing the best replica of Fj5
and replicate it in Si;
Else6
Calculate FileWeight for each file in Si and sort files by FileWeight in ascending order;7
CandidateDel := ∅;8
AccumulativeFreeSpace := Si.F reeSpace;9
AccumulativeCandDelWeight := 0;10
While (AccumulativeFreeSpace <
∑
Fj∈MFCPi,Fj /∈Si
SizeFj ) do
11
Get the first file Fcandidate from the sorted list;12
AccumulativeFreeSpace += SizeFcandidate ;13
AccumulativeCandDelWeight += FileWeightFcandidate ;14
CandidateDel := CandidateDel
⋃
{Fcandidate};15
Delete Fcandidate from the sorted list;16
AvgCandidateDelWeight := AccumulativeCandDelWeight|CandidateDel| ;17
ToReplicate := ∅;18
Foreach file Fj ∈MFCPi, Fj /∈ Si do19
GroupRepWeight += FileWeightFj ;20
ToReplicate := ToReplicate
⋃
{Fj};21
AvgGroupRepWeight := GroupRepWeight|ToReplicate| ;22
If AvgCandidateDelWeight ≤ AvgGroupRepWeight then23
Delete files of CandidateDel from Si;24
Replicate correlated files of ToReplicate to Si;25
End26
tegy with No Replication is required because any strategy that performs worse than No
Replication is not worth considering [86].
The obtained results w.r.t. the different used metrics are as follows :
— Mean job time : The mean job time is defined as the total time in ms of all the
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jobs divided by the number of jobs completed. Figure 2.1 illustrates the mean job
execution time for the five strategies No Replication, DR2, PRA, PDDRA and RSCP
for the different access patterns. The simulation results show that RSCP has the
lowest value of the mean job execution time with most access patterns, namely
sequential access, random access and random walk Gaussian access. This can be
explained by the fact that if the correlated files, jointly requested by a set of jobs,
are co-located, i.e., stored in the same site running them, these jobs will have their
required files locally. Hence, the number of local accesses will increase and by the
way the number of remote accesses will decrease. Thus, the total job execution time
will be minimized since the data transfer will be reduced as much as possible. In
the Zipf access pattern, PDDRA outperforms our strategy. This can be argued by
the fact that, once the Zipf access pattern is applied, only few files are accessed
frequently while several others are rarely accessed. In this case, looking for high
correlated sets of files through a data mining algorithm is not beneficial since the
number of frequent files is reduced.
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FIGURE 2.1. Mean job time for different access patterns
— Effective Network Usage (ENU) : Figure 2.2 shows the results of the ENU eva-
luation for the five strategies. Again our strategy has the lowest value of ENU with
most access patterns in comparison with the other strategies. The main reason is
that jobs will locally have their required files at the time of need. Hence, remote ac-
cesses will decrease and the total number of local accesses will increase. Among its
main aims, our strategy has to minimize bandwidth consumption and thus it allows
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decreasing the network traffic.
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FIGURE 2.2. Effective network usage for different access patterns
— Total number of replications : As far as this number is low, as much is the effi-
ciency of the strategy from the view point of this metric since with more number
of replicas, the cost of maintaining them becomes an overhead for the system. Fi-
gure 2.3 and Table 2.3 show the total number of file replications performed by the
tested strategies. Here, with all access patterns, our strategy gives the lowest value
of number of replications in comparison with the other strategies while ensuring a
good level of files availability in the data grid. This can be explained by the fact that
patterns selected as a candidate to be replicated must simultaneously fulfill both fre-
quency and correlation constraints. Hence, the number of replicas created is more
reduced and more accurate than those obtained with the other replication strate-
gies. We can also remark that the number of replications carried out by the PRA
and PDDRA strategies is very high. This is because both these strategies perform
replication and predict future requests at each file request. As aforementioned, a hi-
gher number of replications means a great number of file transmissions. Thus, these
strategies consume a considerable amount of network bandwidth.
— Hit ratio : The hit ratio computes the ratio of the total number of local file accesses
to all accesses containing the local file accesses, the total number of file replications
and the total number of remote file accesses as follows :
Nlocal file accesses
Nremote file accesses +Nfile replications +Nlocal file accesses
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Access pattern No Replication DR2 PRA PDDRA RSCP
Sequential Access 0 197 494 522 159
Random Access 0 118 360 389 102
Random Walk Gaussian Access 0 164 348 356 108
Random Zipf Access 0 29 116 343 79
TABLE 2.3. Total number of replications for different access patterns
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FIGURE 2.3. Total number of replications for different access patterns
Hit ratio ranges from 0 to 1 as the ENU parameter. However, a high value of this
performance metric is preferable. In order to evaluate this metric, let us consider
Table 2.4 which shows the numbers of local and remote file accesses of each strategy
for different access patterns, as well as Table 2.3 which shows the total number of
replications. In Table 2.4, NLFA is the number of local file accesses and NRFA is
the number of the remote file accesses. As we can see, No Replication does not
perform any local file access. For this reason, the NLFA value of this strategy is
equal to 0 with all access patterns. Figure 2.4 shows the hit ratio evaluation for the
five strategies. We can remark that our strategy has the greatest value of hit ratio for
almost all access patterns.
— Percentage of storage filled : The percentage of storage filled is equal to the ave-
rage percentage of capacity in Mb of the storage elements in all grid sites used
by files. A strategy is considered efficient w.r.t. this metric if it performs a small
number of replications which leads to a low percentage of storage filled. Figure 2.5
shows the percentage of storage filled evaluation. The No replication strategy gives
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Strategy
Sequential Access Random Access Random Walk Random Zipf
Gaussian Access Access
NLFA NRFA NLFA NRFA NLFA NRFA NLFA NRFA
No Replication 0 12546 0 12386 0 12360 0 12488
DR2 9177 3382 7022 5521 8130 4282 4032 8171
PRA 9818 2856 8983 3354 9301 3363 9839 2438
PDDRA 9746 2490 9592 2708 10118 3188 11189 792
RSCP 8646 594 7749 1634 7353 2081 8047 1415
TABLE 2.4. Number of local and remote file accesses for different access patterns
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FIGURE 2.5. Percentage of storage filled for different access patterns
the minimum percentage of storage used since it does not perform any replication
at all. In addition, we can observe that with all access patterns, our strategy has the
lowest value in comparison with the other replication strategies since it allows to
create new replicas only when this is beneficial.
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2.7 Conclusion
In this chapter, a new replication strategy called RSCP is proposed. RSCP, which is exe-
cuted periodically at each site, takes into account correlations between files and considers
groups of correlated files as granularity for replication. Its main goal is to co-locate files
that are frequently and simultaneously accessed by jobs in the same site. When storage
space is insufficient to replicate all members of a group of correlated files, the strategy
selects a group of locally available files for deletion. Selection is based on a dedicated
metric noted weight which considers both file and network parameters. Using several me-
trics and access patterns, carried out experiments prove the efficiency of RSCP compared
to existing replication strategies.
Conclusion and Future Work
In this report, we presented a synthesis of our main contributions in the field of replica-
tion in data grids. These contributions were divided into two axes according to the target
goals :
— The first axis deals with the evaluation of the distribution quality of replicas over
grid sites. Indeed, through the replication technique, a file has several replicas dis-
tributed on different sites according to some criteria on which the associated pla-
cement step is designed. As a consequence, different replication strategies generate
distinct replicas distributions. Each induced distribution will then affect the perfor-
mance of future uses of the grid. In this situation, most of the metrics used in the
literature to evaluate replication strategies do not take into consideration the initial
replicas distribution on which a strategy is invoked although the distribution quality
strongly affects the obtained metrics results.
In this context, how to quantify the quality of a distribution is a key task. Indeed,
it offers key information on the effect of a strategy on replicas distribution. On the
other side, offering the possibility to quantify the distribution quality helps to predict
the quality of service a grid can offer to according to the resulting data distribution.
This hence allows to progressively adapt the behavior of the grid and to transit then
if necessary from a strategy to another.
We then proposed several evaluation metrics dedicated to the assessment of the
distribution quality. Each metric has its proper characteristics and was designed on
the basis of some criteria. The interaction between a replication strategy and the
distribution of replicas on sites was hence analyzed and the influence of each one
– the strategy or the distribution – on the other was studied. Furthermore, assessing
the distribution quality of data made it possible setting up an objective evaluation of
replication strategies.
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— The second axis we explored is based on the synergy highlighted in the literature
between data mining and data grid. Indeed, data grids offer an adequate infrastruc-
ture for running data mining algorithms on highly sized volume of data. While data
mining techniques constitute interesting solutions for the analysis of the data ga-
thered during the running of data grids. For example, the file access history offers
information on files often accessed together by jobs or sites.
In this respect, we highlighted the importance of data mining towards the enhance-
ment of replication strategies performances. A survey of the main data mining based
replication strategies, which is lacking in the literature to the best of our knowledge,
was then proposed as well as a complete guideline helping researchers setting new
replication strategies based on data mining techniques [49]. In addition, our work
on concise representations of patterns [39, 43] and more particularly correlated pat-
terns [8, 13] was at the roots of the design of a new replication strategy, based on
the application of correlated patterns in the context of data grids. Indeed, although
some already existing strategies of the literature rely on pattern mining, they suffer
from the quality of the mined patterns after the data mining step as well as their high
number. The integration of a correlation measure offers more informative patterns
while reducing the number of mined patterns. In addition, aiming at going beyond
the offered size of the whole set of correlated patterns, we proved the utility of only
mining maximal frequent ones. This allows a shrewd reduction of the patterns to be
used in the replication step while retaining the maximal sets of files simultaneously
requested, in a frequent manner.
Obtained theoretical results are consolidated by various experiments carried out using
the OptorSim simulator, and in which the proposed metrics and strategies were imple-
mented, tested and compared to those of the literature.
The obtained results open some short-term as well as some long-term perspectives
which are related to the following directions.
Evaluation of the distribution quality : towards more sophisticated metrics
and extended applications
1. The design of new hybrid evaluation methods which combine the key properties of
those already proposed in this work. It will be interesting in this respect to set up
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a synergy with research looking for determining the optimal number of replicas a
data grid should contain [73]. This will ensure a more optimized use of the data
grid. In addition, other grid parameters like replica size, storage capacity and cost,
workload, etc., should be taken into consideration in order to design more sophisti-
cated metrics dedicated to the assessment of the distribution quality. Coupled with
new correction processes, a more precise correction of the results of evaluation me-
trics can be offered while ensuring that the error rate associated to the assessment
process of the corrected values does not exceed a pre-defined threshold.
2. The design of new replication strategies having for main task to improve the quality
of replicas distribution is also interesting. For such a purpose, the criterion of the
decision to make a replication will be the ability or not to improve the quality of the
distribution according to a given dedicated metric. In case of insufficient available
space, misplaced files w.r.t. the distribution quality metric will be deleted.
In the same context, when placing a new replica of a file, several methods can be
applied in order to ensure a high distribution quality level. First results we obtained
are encouraging. Indeed, in [37], we rely on a barycenter-based approach while
considering a given weight for each site not containing the file to be replicated.
The best location – one of the considered sites – is then selected according to the
barycenter properties. This satisfies the needs of a set of sites instead of mainly
only one, and contributes therefore in the improvement of the distribution quality of
replicas.
In this respect, how to correctly quantify the popularity of a given replica, w.r.t. the
requesting sites, plays a key role in the design of efficient strategies as highlighted
in our work done in [36, 38]. In addition, the availability of sites should be precisely
determined since it plays an important role in the choice of where to place replicas
as well as where to execute a job [78].
3. From an experimental point of view, we plan to extend the carried out study to a
large set of replication strategies as well as to different evaluation metrics. It may
then be an interesting research opportunity to conduct an experimental study to
compare several existing data replication strategies, to show the ones affected less
by the initial distribution.
4. Extending the evaluation of the distribution quality to a set of objects (replicas,
services, etc.) over system locations for different distributed systems, like clouds,
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constitutes a promising issue.
Use of data mining techniques in replication strategies : targeting high-quality
patterns and going further in their exploitation
1. The current version of the RSCP strategy offers several possibilities of extension as
follows :
(a) The data on which the data mining technique will be invoked have a paramount
importance w.r.t. the quality of the mined patterns. On the one hand, several
other discretization processes can be used to convert the file access history into
a binary context. On the other hand, we may also design a dedicated algorithm
for quantitative correlated pattern mining in order to apply it directly on the
file access history containing numerical values. A comparison can then be made
between approaches starting from a Boolean context and those from a numerical
one w.r.t. the mining complexity versus the quality of the mined patterns.
(b) At each period, the data mining step can give several maximal frequent corre-
lated patterns. Since a given file may belong to more than one patterns, some
redundancy in the treatment occurs (like the computation of a file weight). It
will then be interesting to reduce as much as possible this overhead through re-
ducing the number of mined patterns by only considering a set of top-k selected
patterns according to some criteria. Moreover, in each pattern, files should be
sorted according to an importance value to be considered. This will allow to
effectively replicate a subset of the files if there is not sufficient space for sto-
ring the whole pattern files. In this situation, a centralized analysis of the mined
patterns in the different sites can further help in offering an optimized number
of replicas per file for the whole grid. Indeed, when replicating a file at a given
site, already existing replicas of this file in its neighboring sites will be taken
into consideration.
(c) The concise representation of correlated patterns used in the current version of-
fers the advantage of being of reduced size. However, it is an approximate one
in the sense that it does not allow to determine accurately the support and the
all-confidence values of a given frequent correlated pattern which is not part of
the representation (i.e., which is not maximal). In case where such information
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is necessary for each pattern, other exact concise representations can be used,
like frequent closed correlated patterns [8], while being of larger size. Further-
more, other correlation measures can be used like for example bond having the
same structural properties as all-confidence while being more restrictive. In the
general case, a trade-off is then to be found between the accuracy and the size of
the representation according to the requirements to be satisfied by the strategy.
2. In data grid, new transactions (jobs) as well as items (files) are continuously added
to the database as time advances. In other words, file access histories are incremen-
tal in nature. Hence, it is then suitable to apply incremental and time series data
mining techniques [28]. These latter ones allow taking into consideration conti-
nuous updates that may arises on the data to be mined. This offers the opportunity
to simultaneously consider the file access history of the current period and those of
the previous periods. We deem that it results in a better file correlations evaluation
and it is more suitable to the dynamic nature of the grid.
3. Mining rare correlated patterns [13] can offer interesting knowledge in different si-
tuations [112]. Once applied in the context of replication, such patterns may for
example indicate the set of files to be deleted in case of no available space. They
indeed offer the possibility to locate information that a classical approach does not
make possible. On their side, disjunctive patterns also offer knowledge about alter-
native situations [40, 43]. They can hence be applied for example in order to find a
complementary set of sites in which a file can be replicated.
Considering the general context of replication strategies
1. In this work we mainly considered read-only data. However, in practice data are
updatable. Hence, maintaining the consistency of the data replicated across grid
sites is a complicated issue that must be addressed [102]. In particular, the evaluation
process of the distribution quality of replicas should then be able to cover data grids
that allow both read-only and write accesses.
2. The adaptation of strategies initially proposed for data grids to be used on clouds and
vice-versa seems to be an interesting issue. Indeed, grids and clouds offer several
common issues [27, 104]. For example, while taking into consideration the cloud
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properties, a data mining based technique can help in tackling the important task of
discovering service dependencies w.r.t. a set of applications [85].
In this context, the use of algorithms for graph mining in order to mine clusters of
sites or services that have common features seems to be a promising issue. Indeed,
such techniques have been proved to be very efficient for solving problems that
can be modeled using graphs like those related to social networks. In this respect, in
several situations, system sites (or data center in the case of cloud) can be considered
as nodes of a graph while links between sites can be regarded as edges.
3. It would be interesting to combine, through data mining techniques, data replication
and job scheduling to improve the performance of grids. Indeed, as highlighted in
several works [72, 96, 114], job scheduling and data replication are two problems
which must be jointly studied. A request can be satisfied in reasonable deadline only
if the data necessary for its execution are available on the one hand, and if there is
an available site to process it on the other hand.
In grids, we can consider a three-dimensional extraction context, called triadic context
[67], instead of a bi-dimensional context as used in the RSCP strategy and the
other strategies of the literature based on data mining. This offers indeed a context-
specific data in order to infer semantic relationships between files, sites and jobs,
namely which file is requested from which site, by which job. Triadic concepts will
be mined starting from such a context. These patterns will be used in the replica-
tion process of sets of correlated files while taking into consideration not only the
relation between jobs and files they use but also between jobs and sites where they
executed. This necessarily improves the scheduling process by selecting for each
job the set of sites already containing a large part of the required files to not say the
whole. Furthermore, using clustering techniques [115], such a triadic context offers
the possibility to mine communities of sites, i.e., those sites interested in the same
set of files/jobs. This can offer the possibility to partition the grid into several logical
regions. In this respect, designing an extension of correlation measures in order to
take into account a three-dimensional context constitutes a key step in this proposal.
Moreover, triadic concepts are also applicable in the context of clouds in order
to simultaneously satisfy replicating data near services or applications, i.e., data-
oriented replication as well as replicating services closer to their client, i.e., service-
oriented replication. Such a generic replication approach, simultaneously replica-
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ting data and services, allows minimizing the overall time required for executing
services as well as the overall delivery time of all data files to their dependent ser-
vices/application.
4. Further work should be dedicated to the consideration of more factors in exploring
file correlations and not only the history of file accesses. In this case, using decision
trees for example, prediction models of the value of a file attribute (like the popula-
rity of a file) according to the other attributes (like its type, size, user, etc.) can be
developed. The predicted value can be used to decide or not to replicate a file. In
the general case, it would also be desirable to exploit data mining techniques in the
resource prediction of the system needs.
5. From an experimental point of view, almost all replication strategies use simulation
to evaluate and test the replication algorithms. Hence, it would be very interesting
as a next step to test strategies in a real environment and even to confront results
obtained using different simulators [97] (for example OptorSim [17] vs. GridSim
[16]). In addition, it has been observed that most of strategies compare their results
with some basic ones. Hence a lot of experiments are still required for thoroughly
assessing their performances. Indeed, a quantitative study of these strategies through
re-implementing them must be performed. This will allow setting an open-access
platform for replication strategies implementations that can be extended through
researchers aiming at making their implementations easily available for interested
users. This will also offer a fair comparison between different approaches. Indeed,
the ambiguity in the description of some strategies and the lack of necessary and
somehow important details (for example, the absence of pseudo-code algorithms
or the values of the used thresholds) make their implementation by others very
difficult, not to say impossible. Furthermore, to go beyond simulations, studying
the impact of replication strategies on real-life applications is an important issue
that should be carried out in-depth. A first step towards this goal is to evaluate if the
currently used simulators represent efficient and realistic benchmark tools or not.
This consists in studying whether the performance evaluation using these tools is
realistic.
In this same context, most of the strategies of the literature do not study the influence
of different considered parameters on performance evaluation results. Indeed, para-
meters such as the period or in other words the history length (a small history win-
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dow or a long one) as well as the used parameter thresholds are very important and
have a great impact on the obtained results. Furthermore, for the case of data mi-
ning based replication strategies, since the execution of a replication strategy based
on data mining technique closely depends on the performance of the used data mi-
ning algorithm, the overhead of the mining algorithm on the strategy performances
should be assessed.
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