High rate of mutation and frequent recombination cause evolution of HIV-1 very diverse and adaptive. Revealing the recombination patterns in HIV-1 is a computationally intensive problem. Techniques based on phylogenetic analysis are not suitable for genomelevel studies. Here we elucidate approaches based on multilayer perceptron and evolutionary radial basis function neural network for the analysis of 4130 HIV-1 genomes. These techniques show remarkable improvement over other machine learning techniques used for such classification. The models outperformed other machine learning models having 92% classification accuracy. Multilayer perceptron achieved sensitivity and specificity of 82% and 96%, whereas radial basis function neural network achieved sensitivity and specificity of 78% and 98% on tenfold cross-validation respectively.
THE human immunodeficiency virus (HIV) causing acquired immunodeficiency syndrome (AIDS), has severely affected life expectancy and the world economy by infecting millions of people worldwide 1 . HIV has turned out to be ubiquitous causing worldwide health problems, since its first identification 2 . The major types of HIV are HIV type 1 (HIV-1) and HIV type 2 (HIV-2). The most prevalent and pathogenic strain of this virus is HIV-1; in contrast, HIV-2 is much less prevalent 3 . HIV-1 is described by a fast acclimating population with extraordinary diversity, resilient selection and recurrent recombination 4 . HIV-1 strains have been categorized into three key groups known as major (M), outlier (O), and non-M, non-O (N) group based on phylogenetic analysis. The leading group of HIV-1 strain is M, which is sub-divided into nine distinct subtypes (A-K) 5, 6 . Some subtypes like A and F are further subdivided into subsubtypes like A (A1, A2) and F (F1, F2) based on phylogenetic clustering. Additionally, there are circulating recombinant forms (CRFs), which are the result of recombination between two or more HIV-1 subtypes 7 . This diversity poses challenges in the treatment for HIV/AIDS since characteristics of the virus deviate from strain to strain 8 . This exertion is further convoluted by the existence of various CRFs and further complicates the development of effective treatment of HIV/AIDS.
Nonetheless, drug amalgamations have to be designated for a particular strain of the virus. This is critical to recognize the strain that infects a patient in order to recommend a suitable course of medication. It is therefore indispensable to develop competent and effective classification techniques for the determination of HIV-1 subtypes. Most of the established techniques are targeted to classify HIV-1 and HIV-2 sequences or the subtypes 9 . Furthermore, these methods are based on finding pairwise distance amongst sequences or constructed on phylogenetic studies. It can be envisioned that phylogenetic studies based on whole genomes are much more reliable than those based on short segments of the HIV-1 genome. Nevertheless, such an analysis with phylogenetic techniques is not feasible due to inherent computational complexity of these techniques.
Heritable recombination and astonishing rate of mutations in HIV-1 genome increases diversity in HIV-1 genomes, which aids viruses to drip undeniably from host immune systems or encourage resistance for antiviral drugs. Identification of recombination in HIV-1 is important from the point of view of epidemiological issues and accurate detection of super infection in patients which can foster the strategy of prospective vaccines and treatments against HIV-1/AIDS (ref. 10) . Previous work has used reference genomes for the identification of recombination 11 . Here we consider the problem of classification of CRFs from other basic subtypes. CRF genomes are composed of regions of several subtypes and hence it is computationally difficult to discriminate such genomes 12 . Therefore, it is indispensable to devise an proficient technique for the detection and classification of recombination in the HIV-1 strain.
There are several methods to detect recombination, and a few techniques for reconstruction of recombination events when it is putative. Nevertheless, further studies are essential in order to develop enhanced techniques for this problem. The foremost impediments in detecting recombination is that patterns in the data that are indicative of recombination can exist due to other reasons like insufficient data, lineage sorting, inadequate analyses, etc., and it is problematic to distinguish among these different conditions.. Hence, contemporary techniques have not been completely efficacious. Two methods have been used here to deal with this problem.
Phylogenetic methods: Phylogenetic techniques help find the genes involved in the recombination process by examining contradictory phylogenetic trees. These techniques can be further divided into two groups. First, which equate phylogenetic trees unequivocally and second, which usages surrogate trees in position of phylogenetic trees 13 . The benefit of phylogenetic approaches is that they can use genetic material of many species and assimilate them with appriaite model of evolution. While limitations of phylogenetic techniques are their computational complexity and they cannot handle sequence at genome scale 14 .
Parametric methods: Parametric techniques employ genomic characteristics (genomic signatures), specific to a particular genome, species or clades. If a portion of the genome strongly differs from the signature of that genome, this may be the sign of latent recombination occurrence. For example, GC% variation in different genomes which can be exploited as genomic abrasion. Different genomic signatures used include nucleotide composition 15 , structural landscapes of the genome 16 and oligonucleotide occurrences 17 . Recombination is crucial aspect for HIV-1 diversity 18 . Discrimination of CRFs from basic subtypes provides an opportunity to the research community for better understanding the evolution of HIV-1, which may foster the development of effective vaccines for the treatment of HIV-1. Moreover, by discriminating CRFs from other subtypes, the correct treatment could be established. There are various techniques for predicting the genetic subtype of HIV-1 bases on sequence alignment 11, 19, 20 . However, such techniques are computationally intensive. The application of such techniques for classification at genome level is not feasible for a large number of genomes 21 . Furthermore, identifying CRFs from the HIV-1 genome is a challenging task 11 . Different algorithms have been applied in this endeavour, including the top string relative entropy method 19 and on NCBI sliding window method for creating BLAST similarity scores 11 . These methods have a classification accuracy of 87% and 77% respectively. High utility of NCBI tool for genotyping of recombinant has been emphasized sequences 19 with a prediction accuracy of 73.4% (ref. 11). The results of Wu et al. 11 suggested high prediction accuracy. However, the prediction accuracy differs significantly while testing for complete pair subtype match (70%) 22 . Other claims and pitfalls of these techniques have been discussed by Eliuk et al. 22 . Our recent study has shown that machine learning technique can be applied for the recombination analysis using genome signatures 23 . The objective of this work is to analyse whole genome sequences of HIV-1 strains from Los Alamos National Laboratory 24 , for classification of recombinant and basic sub type of HIV-1 genomes and to investigate the use of multilayer perceptron and evolutionary radial basis function neural network for this classification. We also compared their performance with other machine learning techniques.
Machine learning techniques explore the potential hypothesis to find the best mathematical representation of the data which best suit the data in hand and prior hypothesis about the data 23, 25 . In this study, we have considered the problem of supervised learning. Neural networks have widespread applications like series forecasting, business modelling, in finance, medical applications, etc. [26] [27] [28] [29] . Evolutionary algorithms have been used in the design of neural networks and in various other applications [30] [31] [32] . These techniques have also been applied in bioinformatics, for microarray analysis, gene identification, etc. [33] [34] [35] . Details of other applications of neural networks can be found in Dwivedi and Chouhan 35 and Yasdi 36 and references therein. Here we present multilayer perceptron and evolutionary radial basis function neural network models for the classification of recombinant and basic subtypes of HIV-1 genomes. Performance of these models was evaluated on the basis of different indices like classification accuracy, sensitivity and specificity. Moreover, the performance was compared with those of other machine learning models.
Materials and methods

Datasets
Genome sequences of all complete genomes of HIV-1 basic subtypes and HIV-1 CRFs were retrieved from the database at Los Almos Laboratory, USA 24 . Totally 4130 complete genomes of HIV-1 were processed after removal of duplicate genomes. These genomes were clustered in two sets: CRFs (1192) and basic type (NON-CRF; 2938). The codon composition of every genome were determined using the software package DAMBE 37 . This constructs the feature vector of 64 dimensions for each genome. Thus a total number of 4130 records with 64 features were used in this study. The implications of codon usage bias have been discussed by Jenkins and Holmes 38 . This dataset is similar to that used by us in a previous study 23 except that we have excluded genomes which have similar codon composition. This had a significant impact on the performance of different machine learning models, as presented later in the text. All records were labelled as CRF or NON-CRF according to the class they belonged to. Records were divided into ten sets for tenfold cross-validation. We determined the correlation in codon composition between CRF and NON-CRF genomes, which indicates high correlation between CRF and NON-CRF (Figure 1) . Furthermore, we have determined standard deviation and variance in the codon composition between CRF and NON-CRF genomes, which indicates that there is high variance and deviation among the genomes of CRF than basic subtypes (Figure 2 ).
Techniques used for classification
Various techniques of machine intelligence have been used in this study. These include artificial neural network, naive Bayes classifier, logistic regression classifier, support vector machine and classification trees. Detailed description of these techniques can be found in previous studies and references therein 27, 29, 39, 40 . In the following section we will explore radial basis function neural network (RBFN) and evolutionary RBFN (EV-RBFN), which are of the focus of this study.
Radial basis function neural network:
RBFN is based on biologically inspired concept of local and tuned receptive fields of neurons 41, 42 . RBFNN has three levels of layers. The first layer known as input layer is used to feed data into the next layer which is known as the hidden or intermediate layer; this layer processes the received data and subsequently provides them to the output. In this type of network neurons of hidden layer exemplify a basis function of the output universe with respect to the response space. Intermediate layers of the network provide the means to project the input onto greater dimensional space where patterns could become linearly separable. Training samples are used to learn the weights of hidden layer and output layers weights are used for fitting model on the data. Here activation functions are known as radial functions having the characteristic of increasing or decreasing monotonically from the centre of the given data 43 . Gaussian kernel is a typical example of radial function 
where c is the epicentre and r is the radius of hyperplane.
Evolutionary RBFN: RBFN can approximate any multivariate continuous function when appropriate network settings are provided 44 . This is possible since once centre and radii have been found, the weights of connections amongst intermediate and output layers can be tuned by means of appropriate analytical technique to resolve linear algebraic equalities as opposed to training algorithms used in others model like MLP 45 . The main challenges in RBF NN design are to find the number of neurons, their midpoints and radii which have been discussed by Broomhead and Wowe's 46 . We have used standard genetic algorithm-based approach for this, as discussed by Rivas et al. 46 and references therein.
Measurement of classification performance
The results of classification were evaluated using tenfold cross-validation technique. The classification accuracy of models was evaluated using five different quality measures, which include classification accuracy, sensitivity, specificity, precision and F1 measure. These measures have been described in previous work and references therein 23, 47, 48 . We have examined these quality measures for classification accuracy analysis for classification of HIV-1 CRF and basic subtypes. CRFs were considered as positive class and basic subtypes (NON-CRF) were considered as negative class.
Results and discussion
We have analysed the application of multilayer perceptron and evolutionary neural network models for genome classification of HIV-1 CRFs and basic subtypes. We have also compared the performance of these models with those of other machine learning techniques. Totally 4130 genomes of HIV-1, including 1192 CRF and 2938 NON-CRF genomes were used in the classification. Codon composition of each genome was used as sequence features, as done in our previous work 23 . Data samples were divided into tenfold; one fold was used for testing and the rest of were used for training. Classification results of all techniques are given in Figure 2 by multilayer perceptron (MLP), support vector machine (SVM), k nearest neighbor (kNN), naive Bayes, logistic regression, classification tree, EV-RBFN and RBFN. Figure 4 plots four classification performance measurements, namely classification accuracy, sensitivity, specificity and precision. It shows that multilayer perceptron and EV-RBFN outperform all other machine learning techniques by having the highest classification accuracy of 92% (Tables 1 and 2 ). kNN also has the same classification accuracy, but MLP and EV-RBFN have the highest sensitivity and specificity respectively. Figure 4 also shows that RBF and MLP have the highest sensitivity of 82% compared to all techniques. Figure 5 compares misclassification rate, negative predictive value, and false positive rate and F1 measures of all machine learning techniques. The figure clearly illustrates that MLP and EV-RBFN have negligible false predictive rate of 0.02 and 0.04 respectively, whereas EV-RBFN, MLP and kNN have the lowest misclassification rate of 0.08, which is in agreement with our previous result 23 . All machine learning techniques have negative predictive value of >90%, which indicates that these techniques are suitable in the identification of basic subtypes of HIV-1. MLP and EV-RBFN also outperformed other techniques on F1 measure (0.85). Thus, our experimental results indicate that MLP and EV-RBFN perform better than other classification techniques for the classification of CRFs and basic subtypes of HIV-1 genomes.
Conclusion
Genome wide analysis of HIV-1 is crucial for the development of effective treatments against AIDS. This process becomes complex by the manifestation of CRFs. Genome scale classification of HIV-1 using conventional phylogenetic techniques is not feasible. Herein, we have categorized all available complete genomes of HIV-1 into two classes of CRFs and basic subtypes using machine learning techniques. We assessed the ability of machine learning techniques for the effective classification of recombinant and no-recombinant sequences HIV-1 sequence on genome scale using simple codon composition feature. MLP and EV-RBFN models have been shown to provide good generalization proficiencies. Additionally, performance of these machine learning techniques was validated using tenfold cross-validation and evaluated using different classification performance measurements. A significant classification accuracy of 92% was achieved on tenfold cross-validation using MLP and EV-RBFN models. Our results are noteworthy since we have examined almost all available HIV-1 complete genomes. Furthermore, our work demonstrates competence of different machine learning techniques for classification of HIV-1 at genome scale. In future these technique can be used for genome wide subtyping of HIV-1.
