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Abstract
Let k be an uncountable field of characteristic 0. We prove that an automorphism of the group of
polynomial automorphisms of k2 is the composition of an interior automorphism and an automor-
phism of the field k.
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1. Introduction
De nombreux auteurs se sont intéressés aux propriétés algébriques des groupes des
difféomorphismes des variétés. Parmi les énoncés frappants citons le théorème de Filip-
kiewicz (voir [8]). Si M est une variété de classe C k on notera Diff k M le groupe des
difféomorphismes de classe C k sur M .
Théorème 1.1 (Filipkiewicz). Soient M , N deux variétés réelles connexes respectivement
de classe C k et C j et ϕ : Diff k M → Diff j N un isomorphisme de groupes. Alors k est égal à
j et il existe un difféomorphisme ψ de M dans N de classe C k tel que ϕ soit la conjugaison
par ψ .
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préservent une forme volume, une forme de contact ou une forme symplectique (voir [3,4]).
Cet article concerne le cas des difféomorphismes qui préservent une structure complexe.
Si M est une variété complexe, on notera AutM le groupe de ses difféomorphismes
holomorphes. Lorsque M est compacte, AutM est un groupe de Lie complexe (voir [2]).
Quand M est algébrique, on note Aut [M] le groupe des difféomorphismes algébriques
de M .
Si M est une surface de Riemann de genre supérieur ou égal à deux, alors le groupe
des difféomorphismes qui préservent la structure complexe est fini. Il n’y a dans ce cadre
aucun espoir d’obtenir une variante du théorème de Filipkiewicz : on peut trouver deux
courbes compactes de genre trois différentes dont le groupe d’automorphismes est trivial.
Plus généralement, si M est une variété complexe compacte de type général, alors AutM
est fini et souvent il se réduit à {idM}. A l’opposé considérons deux exemples de variétés
homogènes.
Exemple 1.2. Pour l’espace projectif Pn(C), le groupe d’automorphismes coïncide avec
PGL(n+ 1,C). Les automorphismes de ce groupe sont engendrés par les automorphismes
intérieurs, l’involution u → t(u−1) et les conjugaisons par des automorphismes du corps C
(voir [7]). La preuve présentée par Dieudonné repose sur le fait que tout automorphisme de
PGL(n+1,C) provient par passage au quotient d’un automorphisme de GL(n+1,C) et sur
l’étude de certains éléments de GL(n + 1,C) d’ordre deux, les « involutions extrémales ».
On peut retrouver ce résultat en étudiant les sous-groupes abéliens et résolubles maximaux
de GL(n + 1,C).
Exemple 1.3. Le groupe d’automorphismes du tore C/Γ est le produit semi-direct C/Γ 
Z/2Z pour tout réseau Γ différent de Z[i] et Z[j]. Ces groupes sont donc tous isomorphes
à R2/Z2  Z/2Z, indépendamment de la structure complexe. Un résultat analogue est
valable pour les tores Cn/Γ où Γ est un réseau générique de Cn.
Dans cet article on considère le cas de l’espace affine complexe. En dimension un, le
groupe d’automorphismes de C coïncide avec le groupe affine qui est un groupe de Lie
complexe de dimension deux ; on a le résultat suivant sans doute bien connu :
Proposition 1.4. Soit ϕ un automorphisme du groupe des transformations affines de la
droite complexe. Alors ϕ est la composée d’un automorphisme intérieur et de l’action d’un
isomorphisme du corps C.
A partir de la dimension deux, le groupe d’automorphismes de Cn n’est plus de dimen-
sion finie, même si l’on ne considère que les automorphismes polynomiaux. L’étude de ces
groupes, tant dynamique qu’algébrique, est pertinente (voir [9,12] et [6]).
Ahern et Rudin montrent, dans [1], que le groupe d’automorphismes holomorphes
de Cn est isomorphe à celui de Cl si et seulement si l est égal à n. Leur preuve s’adapte
textuellement au cas des groupes d’automorphismes polynomiaux. Dans l’esprit du théo-
rème de Filipkiewicz il est naturel de décrire le groupe d’automorphismes de Aut [Cn] pour
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types d’automorphismes évidents pour ce groupe :
– les automorphismes intérieurs,
– ceux associés aux automorphismes de corps : à f élément de Aut [C2] on associe τ(f )
obtenu en faisant agir l’automorphisme de corps τ sur les coefficients de f .
On montre que ces deux familles d’automorphismes engendrent le groupe d’automor-
phismes de Aut [C2] :
Théorème 1.5. Soient k un corps non dénombrable de caractéristique nulle et G le groupe
d’automorphismes polynomiaux du plan affine k2. Soit ϕ un automorphisme du groupe G.
Il existe ψ dans G et τ un automorphisme du corps k tel que pour tout f ∈ G, on ait
ϕ(f ) = τ(ψfψ−1).
Si Int G désigne l’ensemble des automorphismes intérieurs de G, le groupe Aut G coïn-
cide donc avec le produit semi-direct : Int G  Aut k où Aut k est le groupe d’automor-
phismes du corps k.
L’hypothèse de non dénombrabilité est nécessaire pour appliquer les résultats de Lamy
[10] et celle sur la caractéristique pour utiliser l’argument de linéarisation de Cartan–
Bochner (Lemme 5.1).
D’autres auteurs se sont intéressés au semi-groupe EndM des endomorphismes d’une
variété complexe M . En particulier, Buzzard et Merenkov ont montré le résultat suivant.
Soit M une variété complexe ; si ϕ : End Cn → EndM est un morphisme de semi-groupes
surjectif, ϕ est la conjugaison par un difféomorphisme holomorphe ou anti-holomorphe
de Cn sur M (voir la Section 6). En corollaire du Théorème 1.5, on obtiendra le résultat
suivant :
Corollaire 1.6. Soient k un corps non dénombrable de caractéristique nulle et End [k2]
le semi-groupe des endomorphismes polynomiaux du plan affine k2. Un isomorphisme du
semi-groupe End [k2] dans lui-même est intérieur à composition près par un automor-
phisme du corps k.
La stratégie de preuve est la suivante. Le groupe G = Aut [k2] est un produit amalgamé
(voir [11,13]) :
G = A ∗S E
où A désigne le groupe des automorphismes affines, E celui des automorphismes élémen-
taires et S l’intersection de A et E. Dans [9], Friedland et Milnor étudient G d’un point
de vue dynamique ; en utilisant certaines propriétés des sous-groupes de Aut [C2], Lamy
établit l’alternative de Tits pour Aut [C2] (voir [10]). Dans la Section 4, à partir des travaux
de Lamy, on dresse une liste exhaustive des sous-groupes abéliens maximaux de G et on
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rigidité qui permet de démontrer le Théorème 1.5.
2. Définitions et rappels
Commençons par rappeler quelques définitions et notations. Un système de coordon-
nées étant fixé sur k2, si f est un élément de G = Aut [k2] on notera souvent f par ses deux
composantes (f1(x, y), f2(x, y)) ; par exemple si f (x, y) = (y, x), on dira que « f est
l’automorphisme (y, x) ».
Si fS est une famille d’éléments de G, alors 〈fS〉 désigne le groupe engendré par la
famille fS .
Un automorphisme élémentaire est un automorphisme de la forme :(
αx + P(y),βy + γ )
avec α, β deux éléments de k∗, γ un élément de k et P un élément de k[y]. L’ensemble
de ces automorphismes forme le groupe E. On appelle application de Hénon généralisée
toute application qui s’écrit : (
y,P (y) − δx)
où δ est dans k∗, P dans k[y] et degP  2. On note H l’ensemble des applications du
type :
ψ ◦ gm ◦ · · · ◦ g1 ◦ ψ−1
où les gi sont des applications de Hénon généralisées et ψ est un élément de G. Les élé-
ments de H seront dits de type Hénon.
On rappelle le résultat suivant (voir [9]) :
Proposition 2.1 (Friedland–Milnor). Soit f un automorphisme polynomial de k2. On a
l’alternative :
1. f est conjugué à un élément de E ou de A ;
2. f est un élément de H.
Comme le groupe des automorphismes polynomiaux de k2 a une structure de produit
amalgamé, la théorie de Bass–Serre assure qu’on peut faire agir Aut [k2] de manière non
triviale par translation à gauche sur un arbre. Cet arbre T est défini comme suit : l’ensemble
des sommets est l’union disjointe des classes à gauche (Aut [k2])/A et (Aut [k2])/E et celui
des arêtes l’union disjointe des classes à gauche (Aut [k2])/S. Pour tout élément f de
Aut [k2], l’arête f S relie les sommets f E et f A.
Le groupe Aut [k2] agit par translation à gauche sur T :
f. (gE) = (f ◦ g)E.
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par l’action de f . La Proposition 2.1 correspond à l’alternative : Fixf 	= ∅ ou Fixf = ∅ ;
en effet, le stabilisateur du sommet f E (respectivement du sommet f A, respectivement de
l’arête f S) est le groupe f Ef −1 (respectivement f Af −1, respectivement f Sf −1).
A partir de cette action sur l’arbre, Lamy décrit, dans [10], les propriétés de certains
sous-groupes de Aut [C2], valables aussi pour Aut [l2] où l désigne un corps non dénom-
brable. On en utilisera certaines dans le texte ; précisons-les :
– un groupe non abélien dont chaque élément est conjugué à un automorphisme élémen-
taire est conjugué à un sous-groupe de E ou de A.
– soit g un élément de G, on note C (g) le centralisateur de g :
C (g) = {f ∈ G | f ◦ g = g ◦ f }.
Les automorphismes de type Hénon sont caractérisés par la propriété algébrique sui-
vante : h est de type Hénon si et seulement si C (h) est dénombrable (c’est ici qu’on
utilise l’hypothèse de non dénombrabilité du corps).
3. Le groupe affine de la droite
Nous allons montrer la Proposition 1.4 dans un cadre un peu plus général : pour un
corps k de caractéristique nulle. Les groupes abéliens maximaux du groupe des transfor-
mations affines de la droite sont de deux types. Il y a le groupe des translations :
B = 〈z + b | b ∈ k〉
et les groupes de transformations affines qui fixent un point :
Kz0 =
〈
a(z − z0) + z0 | a ∈ k∗
〉
.
Les groupes Kz0 contiennent des éléments de torsion alors que le groupe B n’en contient
pas. Comme ϕ envoie un groupe abélien maximal sur un autre, nécessairement ϕ(B) = B .
Par suite il existe une bijection τ2 : k → k telle que pour tout b dans k :
ϕ(z + b) = z + τ2(b).
Puisque ϕ est un morphisme de groupes, on note que τ2 est additif. L’automorphisme ϕ
envoie K0 sur un autre sous-groupe abélien possédant des éléments de torsion donc sur
un certain Kz0 . Soit τz0 la translation de vecteur z0. Quitte à composer ϕ par la conjugai-
son par τz0 on peut supposer que ϕ(K0) = K0 ; il existe alors une bijection τ1 : k∗ → k∗,
multiplicative, telle que
ϕ(az) = τ1(a)z.
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ϕ(az + b) = ϕ(z + b) ◦ ϕ(az) = τ1(a)z + τ2(b),
on a
ϕ(az + ab) = τ1(a)z + τ2(ab).
À partir de ϕ(az + ab) = ϕ(az) ◦ ϕ(z + b) = τ1(a)z + τ1(a)τ2(b), on obtient
τ1(a)τ2(b) = τ2(ab).
En particulier, pour b = 1, on constate τ2(a) = τ1(a)τ2(1). Or τ2(1) 	= 0 donc τ1 est additif.
Finalement τ1 est un isomorphisme de corps et
ϕ(az + b) = τ1(a)z + τ2(1)τ1(b)
est le conjugué par l’homothétie de rapport τ2(1) de l’automorphisme associé à τ1. On en
déduit, en particulier, la Proposition 1.4.
4. Rigidité du groupe des automorphismes élémentaires
Dans le résultat qui suit interviennent la non dénombrabilité du corps k et la caractéri-
sation algébrique des automorphismes de type Hénon rappelée dans la Section 2.
Lemme 4.1. Si ϕ est un automorphisme de G, alors ϕ(H) = H.
Démonstration. La Proposition 2.1 assure que tout élément g de G est soit conjugué à
un automorphisme élémentaire ou affine, soit conjugué à une composée d’applications
de Hénon généralisées. Dans le premier cas le centralisateur de g est non dénombrable,
puisque que k ne l’est pas, tandis que dans le second C (g) est dénombrable. Ainsi l’image
par ϕ d’un automorphisme de type Hénon est lui-même de type Hénon. 
On note
E(1) = [E,E] = 〈(x + P(y), y + γ ) | P ∈ k[y], γ ∈ k〉
le groupe dérivé de E et
E(2) = 〈(x + P(y), y) | P ∈ k[y]〉
celui de E(1).
On s’intéresse à l’image de E par ϕ. Nous allons montrer que E est rigide c’est-à-dire
qu’à automorphisme intérieur près ϕ(E) = E. Commençons par caractériser le groupe E(2).
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Démonstration. Soient K ⊃ E(2) un groupe abélien et g = (g1, g2) un élément de K . Pour
tout polynôme P et tout élément t de k, on note ftP := (x+ tP (y), y). L’automorphisme g




P (y) = P (g2(x, y)),
∂g2
∂x
P (y) = 0,







est une fonction polynomiale de y ; comme g est inversible il existe Q dans
k[y] et α dans k∗ tel que
g1(x, y) = αx + Q(y).
On constate que pour tout élément P de k[y]
P(y)α = P (g2(y)).
En particulier, pour P ≡ 1, on obtient α = 1. Ensuite, en choisissant P(y) = y, on constate
que g2(y) = y. Ceci montre que g ∈ E(2) et termine la preuve. 
Proposition 4.3. Le groupe E est maximal parmi les sous-groupes résolubles de longueur
trois de G.
Démonstration. Soit K un groupe résoluble de longueur de résolubilité trois contenant E.
Le groupe K(2) est abélien et contient E(2) ; comme E(2) est un groupe abélien maximal,
on a K(2) = E(2). Le groupe K(2) est distingué dans K ; pour tout élément f = (f1, f2)
de K et tout élément (x + P(y), y) de E(2) = K(2) on a
f1
(
x + P(y), y)= f1(x, y) + Θ(P )(f2(x, y)), (4.1)
f2
(
x + P(y), y)= f2(x, y) (4.2)
où Θ est une application de k[y] dans lui-même qui dépend de f .
L’égalité (4.2) implique que f2(x, y) = f2(y) ; par suite f2(y) = βy + κ , avec β ∈ k∗
et κ ∈ k. En dérivant (4.1) par rapport à x, on obtient pour tout P dans k[y]
∂f1 (
x + P(y), y)= ∂f1 (x, y)
∂x ∂x
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f1(x, y) = R(y)x + Q(y)
où R, Q désignent deux éléments de k[y]. Comme f est un automorphisme, f1 s’écrit
αx + Q(y) avec α 	= 0. Par suite K et E coïncident. 
Cette propriété algébrique de E nous permet d’établir la propriété de rigidité annoncée :
Proposition 4.4. Si ϕ est un automorphisme de G, il existe un élément ψ de G tel que
ϕ(E) = ψEψ−1.
Démonstration. L’ensemble H est préservé par l’automorphisme ϕ (Lemme 4.1) ; donc
chaque élément de ϕ(E) est conjugué à un élément de E ou de A. D’après l’une des pro-
priétés rappelées en fin de Section 2, l’image de E par ϕ est conjuguée à un sous-groupe
de E ou de A.
Montrons que si ϕ(E) est conjugué à un sous-groupe de A, il est conjugué à un sous-
groupe de E. Quitte à faire une conjugaison, on peut supposer que ϕ(E) est contenu dans A.
Le groupe E étant résoluble, ϕ(E) l’est et de même longueur ; ainsi l’image de ϕ(E) par le
morphisme « partie linéaire » de A dans GL(2,k) est un sous-groupe résoluble, non virtuel-
lement abélien K de GL(2,k). La composante neutre KZ0 de l’adhérence de Zariski de K
est triangulable dans GL(2,k) ; donc le groupe K0 = K ∩KZ0 aussi. Par suite [K0,K0] est





Le groupe K0 est non abélien ; en effet, s’il l’était KZ serait virtuellement abélien et K
aussi. Il s’en suit que [K0,K0] n’est pas trivial ; comme il est distingué dans K tout élément
de K est triangulaire et K est conjugué à un sous-groupe de E.
Dans les deux cas, il existe un automorphisme ψ de k2 tel que
ϕ(E) ⊂ ψEψ−1.
Par maximalité de E comme sous-groupe résoluble de longueur trois de G, on a l’égalité
ϕ(E) = ψEψ−1. 
5. Démonstration du Théorème 1.5
On vient de montrer que quitte à conjuguer ϕ par un élément de G, le groupe E est
envoyé sur lui-même par ϕ. Dans la suite on supposera donc que ϕ(E) = E. Afin de com-
prendre l’action de ϕ sur le groupe élémentaire, on étudie l’image du groupe diagonal
par ϕ, puis celle du groupe des translations.
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On note dα,β l’automorphisme défini par
dα,β = (αx,βy).
L’ensemble de ces automorphismes forme le groupe D des transformations diagonales.
Lemme 5.1. Tout sous-groupe de E isomorphe à F = 〈(−x, y), (x,−y)〉 est conjugué à F
dans E.
Démonstration. Notons K un sous-groupe de E isomorphe à F . Considérons le mor-
phisme :
ρ: K −→ D, (αx + P(y),βy + δ) −→ (αx,βy).
Tout élément du noyau de ρ est périodique de période deux, donc kerρ est trivial. Par suite,
ρ réalise une bijection de K sur son image.
Comme tout élément (αx + P(y),βy + δ) de K est périodique de période 2 nécessai-
rement α2 = β2 = 1. Ainsi ρ(K) = F.










. Quitte à conjuguer f par une translation, on peut supposer
que ce point fixe est (0,0) ; ce choix étant fait, f est de la forme :
f = (−x + P(y),−y)
avec P(0) = 0. Or tout élément qui commute à f admet l’origine pour point fixe ; donc
tous les éléments de K fixent 0.
Par un argument classique de moyennisation (Cartan–Bochner), on peut alors linéariser





Puisque la caractéristique de k est nulle, l’automorphisme g est un élément de E et linéa-
rise K :
g ◦ fl = Dfl(0)
3∑
i=0
D(fi ◦ fl)−1(fi ◦ fl)−1(0) = Dfl(0) ◦ g.
Ainsi K = gFg−1. 
En particulier, quitte à conjuguer ϕ par un élément de E, on supposera dans la suite que
ϕ(F ) = F .
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ψ un élément de E tel que
ϕ(D) = ψDψ−1.
Démonstration. Le groupe F commute à tous les éléments du groupe diagonal D ; donc
F commute aux éléments (αx + P(y),βy + γ ) de ϕ(D). Comme (x,−y) commute à
(αx + P(y),βy + γ ), on a γ = 0 ; en écrivant que (−x, y) commute à (αx + P(y),βy),
on obtient P ≡ 0. Il s’en suit que ϕ(D) = D. 
5.2. Étude du groupe des translations
Pour tout élément (α,β) de k2, on note tα,β la translation (x + α,y + β). Le groupe
de toutes les translations tα,β est noté T. Un élément tα,β de T s’écrit tα,0 ◦ t0,β ; pour
déterminer l’image de T par ϕ, on va donc étudier les groupes T1 = 〈(x + ζ, y) | ζ ∈ k〉 et
T2 = 〈(x, y + υ) | υ ∈ k〉.
Remarque 5.3. Le groupe des translations T est un sous-groupe abélien maximal dans E.
En effet soient H ⊃ T un groupe abélien et φ un élément de H ; comme φ commute à toute
translation, sa différentielle est constante et φ est affine. Par suite φ est une translation.
Le groupe des translations T satisfait lui aussi une propriété de rigidité :
Lemme 5.4. Soit ϕ un automorphisme du groupe G. Si ϕ(E) = E et ϕ(D) = D, alors
ϕ(T) = T. Plus précisément, nous avons ϕ(Ti) = Ti.
Démonstration. Le sous-groupe T1 de E(2) commute à 〈(x, sy) | s ∈ k∗〉. Comme
ϕ(D) = D, il existe deux applications λ et μ de k∗ dans lui-même telles que le sous-
groupe ϕ(T1) de E(2) commute à 〈(λ(s)x,μ(s)y) | s ∈ k∗〉. La commutation d’un élément





Un calcul élémentaire montre qu’il existe un entier i tel que tous les éléments de ϕ(T1)
soient de la forme (x + ayi, y) où a désigne un élément de k.
En procédant comme ci-dessus avec les groupes T2 et 〈(tx, y) | t ∈ k∗〉, on obtient que
le sous-groupe ϕ(T2) de E(1) commute avec 〈(α(t)x,β(t)y) | t ∈ k∗〉 où α, β désignent
deux applications de k∗ dans lui-même non constantes simultanément. Un élément (x +
P(y), y + δ) de ϕ(T2) et (α(t)x,β(t)y) commutent si et seulement si(
x + α(t)P (β(t)−1y), y + β(t)δ)= (x + P(y), y + δ). (5.1)
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b ∈ k〉. Alors ϕ(T) est un sous-groupe du groupe abélien 〈(x +ayi +byj , y) | a, b ∈ k〉 ; ce
groupe n’étant pas maximal, nous obtenons une contradiction. Le groupe ϕ(T2) contient
donc au moins un élément f avec δ non nul.
Dans ce cas, en reprenant (5.1), on a : β(t) ≡ 1 et P ≡ 0. Ainsi tous les éléments f de
ϕ(T2) sont de la forme (x, y + c) et ϕ(T2) ⊂ T2.
Pour c et b non nuls, les éléments (x, y + c) et (x + byj , y) commutent si et seulement
si j est nul. Par suite ϕ(T1) est inclus dans T1 et ϕ(T) ⊂ T ; par maximalité de T, on a
ϕ(T) = T. Il s’en suit que les groupes Ti sont laissés invariants par ϕ. 
Le Corollaire 5.2 et le Lemme 5.4 impliquent qu’il existe des applications σ1, σ2, τ1 et
τ2 telles que
ϕ(x + r, y + s) = (x + σ1(r, s), y + σ2(r, s)) et ϕ(αx,βy) = (τ1(α,β)x, τ2(α,β)y).
Le groupe 〈(x + r, y) | r ∈ k〉 (respectivement 〈(x, y + s) | s ∈ k〉) est envoyé sur lui-même
par ϕ (voir la démonstration du Lemme 5.4) ; l’écriture tr,s = tr,0 ◦ t0,s donne :
ϕ(x + r, y + s) = (x + σ1(r), y + σ2(s)).
Par suite on a
ϕ(x + αr, y + βs) = (x + σ1(αr), y + σ2(βs));
mais (x + αr, y + βs) s’écrit aussi dα,β ◦ tr,s ◦ dα−1,β−1 , donc
ϕ(x + αr, y + βs) = (x + τ1(α,β)σ1(r), y + τ2(α,β)σ2(s)).
On obtient
τ1(α,β)σ1(r) = σ1(αr) et τ2(α,β)σ2(s) = σ2(βs).
Ainsi τ1 ne dépend que de α et τ2 de β :
ϕ(αx + r, βy + s) = (τ1(α)x + σ1(r), τ2(β)y + σ2(s)).
La Proposition 1.4 assure alors qu’à translation près
ϕ(αx + r, βy + s) = (τ1(α)x + λτ1(r), τ2(β)y + κτ2(s))
où τ1, τ2 ∈ Aut(k,+, ·), λ = σ1(1) et κ = σ2(1). Le groupe E(2) est laissé invariant par ϕ ;
en particulier ϕ(x + y, y) = (x + ξ(y), y). Comme pour tout élément α de k∗ l’élément
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(
τ1(α)τ2(α)
−i − 1)ai = 0
où ξ(y) = ∑i0 aiyi . Par ailleurs τ1 étant additif, l’égalité τ2(α)i = τ1(α) implique que
τ i2 est additif ; ceci n’est possible que si i vaut 1. Ainsi on a
ϕ(αx + r, βy + s) = (τ1(α)x + λτ1(r), τ1(β)y + κτ1(s))
soit quitte à conjuguer ϕ par dτ1(κ),τ1(λ) puis composer par l’action de l’automorphisme de
corps τ1 :
ϕ(αx + r, βy + s) = (αx + r, βy + s).
Autrement dit on a prouvé le :
Lemme 5.5. Soit ϕ un automorphisme de E préservant D et T ; alors à automorphisme
intérieur et isomorphisme de corps près les groupes D et T sont laissés invariants point
par point par ϕ.
5.3. Conclusion et conséquences
On suppose désormais que E est laissé fixe par ϕ (Proposition 4.4) et que les groupes T
et D sont laissés invariants point par point par ϕ (Lemme 5.5).
Lemme 5.6. Si les groupes D et T sont laissés invariants point par point, il en est de même
pour E.
Démonstration. Comme E(2) est invariant par ϕ, nous avons
ϕ
(
x + P(y), y)= (x + Θ(P )(y), y) (5.2)
où Θ est une application additive. De plus, pour tout élément α de k∗ nous avons d’une
part ϕ(x + αP (y), y) = ϕ(x + (αP )(y), y) = (x + Θ(αP )(y), y) et d’autre part
ϕ
(
x + αP (y), y)= ϕ(dα,1 ◦ (x + P(y), y) ◦ dα−1,1)
= dα,1 ◦
(
x + Θ(P )(y), y) ◦ dα−1,1 = (x + αΘ(P )(y), y).
Autrement dit, Θ est un endomorphisme k-linéaire du k-espace vectoriel k[y]. Écrivons
Θ(yN) =∑i0 aiyi ; l’invariance de D implique pour tout β ∈ k∗
ϕ
(
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ϕ
(
x + β−NyN,y)= (x + β−NΘ(yN ), y);





En conjuguant (x + yN,y) avec t0,κ et en appliquant ϕ, on a pour tout l = 0, . . . ,N
aN−l = aN .
Or, par hypothèse, ϕ laisse le groupe des translations invariant point par point ; donc
(x + 1, y) est envoyé sur lui-même par ϕ et les aN valent tous 1. Ainsi
ϕ
(
x + yN,y)= (x + yN,y).
On en déduit, puisque D est invariant, que
ϕ
(
x + ayN,y)= (x + ayN,y).
Comme Θ est additive, la restriction de ϕ à E(2) est l’identité. Les groupes des homothéties
et des translations étant invariants point par point, on a finalement ϕ|E = id. 
Remarque 5.7. Le groupe E et l’automorphisme (x, x +y) engendrent le groupe G. En ef-
fet, d’une part les groupes E et A engendrent G ; d’autre part, les éléments de S et (x, x+y)
engendrent A. Il nous suffit donc de déterminer l’image de (x, x + y) par ϕ pour connaître
l’action de ϕ sur G.
Lemme 5.8. Si les groupes E, D et T sont laissés invariants point par point par ϕ, alors
l’automorphisme (x, x + y) est fixé par ϕ.
Démonstration. Notons g = (x, x + y) et ψ = (ψ1,ψ2) = ϕ(g). On a
g ◦ tα,β ◦ g−1 = tα,α+β,
donc
ψ ◦ tα,β = tα,α+β ◦ ψ,
autrement dit,(
ψ1(x + α,y + β),ψ2(x + α,y + β)
)= (ψ1(x, y) + α,ψ2(x, y) + α + β).
En particulier, pour y = −β , on a l’égalité :
ψ1(x + α,0) = ψ1(x,−β) + α;
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ψ1(α) = α + κ.
Posons ψ2(x, y) = x + y + f (x, y) ; alors l’égalité
ψ2(x + α,y + β) = ψ2(x, y) + α + β
entraîne :
f (x + α,y + β) = f (x, y),
autrement dit, f est invariante par translation donc constante. Par suite ψ s’écrit
(x + κ, x + y + γ ).
En conjuguant (x, x + y) par dα,α et en appliquant ϕ, on montre que κ = γ = 0. 
La démonstration de la partie principale du théorème est terminée : dans la Section 4, on
a obtenu, quitte à composer ϕ par la conjugaison par un élément de G, ϕ(E) = E. Ensuite
on a montré que les groupes D et T étaient, à automorphisme intérieur et isomorphisme de
corps près, laissés invariants points par points par ϕ (Lemme 5.5) ; on en a déduit que E
aussi (Lemme 5.6). Finalement comme le groupe E et l’automorphisme (x, x + y) engen-
drent G et que (x, x + y) est envoyé sur lui-même par ϕ, on obtient le résultat annoncé. La
deuxième partie du théorème correspond à la Proposition 6.2.
6. Applications
6.1. Compléments sur les automorphismes
A posteriori on obtient le résultat suivant ; la contribution éventuelle d’un automor-
phisme de corps, obstruction à ce que l’automorphisme soit intérieur, se lit au niveau des
déterminants jacobiens :
Corollaire 6.1. Un automorphisme ϕ du groupe Aut [k2] est intérieur si et seulement si
pour tout f de Aut [k2] on a
jac(ϕ(f ))= jac(f )
où jac désigne le déterminant de la matrice jacobienne de f .
Démonstration. L’élément ϕ(f ) s’écrit τ(ψ−1fψ) où τ est un morphisme du corps k et
ψ un élément de Aut [k2] ; d’où
jac(ϕ(f ))= jac(τ(f ))= τ(jac(f )).
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jac(ϕ(f ))= jac(f )
pour tout f si et seulement si τ est trivial. 
Notons Int(Aut [k2]) l’ensemble des automorphismes intérieurs de Aut [k2]. Notre résul-
tat s’interprète comme suit :
Proposition 6.2. On a la suite exacte :
1 → Int(Aut [k2])→ Aut(Aut [k2])→ Aut(k,+, ·) → 1.






])= Int(Aut [k2]) Aut(k,+, ·).
6.2. Le semi-groupe des endomorphismes polynomiaux
Buzzard et Merenkov répondent à la même question que Filipkiewicz dans un cadre un
peu différent : sous quelles conditions une variété complexe est-elle déterminée par son
semi-groupe d’endomorphismes ?
Théorème 6.3 (Buzzard–Merenkov). Soit M une variété complexe.
(i) Si ϕ : End Cn → EndM est un morphisme de semi-groupes surjectif, ϕ est la conjugai-
son par un difféomorphisme holomorphe ou anti-holomorphe de Cn sur M .
(ii) Soit ϕ : EndM → End Cn un morphisme de semi-groupes surjectif. Supposons que
EndM agisse doublement transitivement sur M . Alors ϕ est la conjugaison par un
difféomorphisme holomorphe ou anti-holomorphe de M sur Cn.
En reprenant certaines idées développées dans [5] et en appliquant le Théorème 1.5, on
obtient :
Corollaire 6.4. Un isomorphisme du semi-groupe End [k2] dans lui-même est intérieur à
composition près par un automorphisme du corps k.
Démonstration. Soit ϕ un isomorphisme du semi-groupe End [k2] dans lui-même ; ϕ in-
duit un automorphisme de Aut [k2]. Ainsi le Théorème 1.5 assure que quitte à composer
ϕ par un automorphisme de corps puis à conjuguer par un automorphisme de k2, on peut
supposer que la restriction de ϕ au groupe Aut [k2] est l’identité.
Pour tout α dans k2, on note fα l’endomorphisme constant de k2 qui vaut α. Pour tout
élément g de End [k2], on a fα ◦ g = fα . Cette égalité implique que ϕ envoie l’endomor-
phisme fα sur un endomorphisme constant fκ ; ceci définit une application inversible h de
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tout g dans End [k2] et tout α dans k2, on vérifie que
ϕ(g) = hgh−1.
La restriction de ϕ au groupe Aut [k2] étant l’identité, on en déduit que h = id. 
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