We apply the complexity-regularization principle to statistical ill-posed inverse problems in imaging. The class of problems studied includes restoration of images corrupted by Gaussian or Poisson noise and nonlinear transforms. We formulate a natural distortion measure in image space and develop nonasymptotic bounds on estimation performance in terms of an index of resolvability that characterizes the compressibility of the true image. These bounds extend previous results that were obtained in the literature under simpler observational models.
Introduction
A variety of imaging problems involve estimation of an image from noisy, degraded observations [1, 2] . Examples include tomography, astronomical imaging, ultrasound imaging, radar imaging, forensic science, and restoration of old movies. In some of these problems, a statistical model relating the observations to the underlying image is available. The image can then be estimated by application of fundamental principles of statistical inference. An auxiliary goal is to evaluate estimation performance. When this cannot be done analytically due to the complexity of the models involved, it is desirable to derive bounds on estimation performance.
We use a penalized-likelihood approach to statistical imaging. While unconstrained maximumlikelihood estimation is often an ill-posed problem, the use of penalties provides a form of regularization [1] . Penalized-likelihood estimators take the general form
where p(y|f ) is the conditional density 1 relating the observations y ∈ Y to the unknown image f ∈ F, and Φ(f ) is the regularization functional, which penalizes "unlikely" estimates and stabilizes the estimator. The regularization parameter µ controls the trade-off between the log-likelihood term and the regularization penalty. The choice of Φ(f ) depends on the available a priori knowledge. If e −µΦ(f ) is integrable, thenf in (1) is also the maximum a posteriori (MAP) estimator corresponding to the exponential prior p(f ) ∝ e −µΦ(f ) . A common choice for Φ(f ) is a quadratic smoothness penalty [1, 2] , but this often leads to undesirable oversmoothing artifacts in the vicinity of edges. The choice of L 1 , Besov, or robust smoothness penalties is often more appropriate in image processing applications [3, 4, 5] .
In this paper, we investigate the choice of complexity measures for the regularization penalty Φ(f ), following the view that typical images have low complexity in a data compression sense. A complexity-regularization penalty favors estimates with low complexity. Compared to the more standard L 2 , L 1 and Besov penalties, the complexity penalty term penalizes unlikely estimates in a more flexible way. Instead of imposing a rigid model for the regularization function, we are able 1 For convenience we use the terminology "density" to refer both to a probability density function (in case the observation space Y is a compact subset of a finite-dimensional Euclidean space) and to a probability mass function (in case Y is a countable set.)
to use complexity measures based on rather sophisticated, possibly implicit, flexible probability models. The complexity-regularization criterion is stated aŝ
where Γ is a discrete set of candidate images, informally referred to as a codebook. Complexity is measured by a codelength L(f ) associated with each f ∈ Γ. For mathematical convenience, codelengths are expressed in nats (1 nat = ln 2 bits) [6] . Codewords should satisfy Kraft's inequality:
With a properly designed codebook, unlikely images are assigned long codewords and hence are strongly penalized by the criterion (2). Rissanen's minimum description length (MDL) principle [7, 8] is a well-known instance of complexity regularization, where the regularization parameter µ takes the value 1. The MDL principle has found numerous applications to signal and image estimation [9, 10, 11, 12] .
The use of MDL and complexity regularization has found theoretical justification in a variety of statistical inference problems. Barron and Cover derived asymptotic bounds on the L 1 and
Hellinger risks of density estimators based on independent, identically-distributed (i.i.d.) data, and
showed that near-optimal rates of convergence can be obtained in several asymptotic settings. Their bounds are stated in terms of an index of resolvability that describes how well a density function can be approximated by a moderately-complex element of the codebook [13] . Several important extensions of their work have appeared in recent years. Barron derived nonasymptotic bounds for complexity-regularized regression, where a function f (x) is to be estimated from i.i.d. samples of a bivariate distribution p(x, y) [14] . Modha and Masry extended this analysis to the case of mdependent and strongly-mixing observations [15] . While consistency results hold under arbitrary permutations of complexity assignments, Chi and Geman showed that complexity assignments need to be related to the actual behavior of densities to obtain stronger convergence results [16] .
One goal of this paper is to extend the analytical framework developed in the above papers to problems of interest in imaging. This entails several technical difficulties. First, the data are not identically distributed. Second, the bounds derived by extension of the techniques in [13, 14, 15] are often too large to be useful in practical imaging problems. In recent work, we have shown that the bounds can be considerably strengthened for a simple Gaussian observational model [17] ; here we develop bounds for non-Gaussian models. A related concern is the design of the codebooks.
Our experience with the simple Gaussian model in [17] indicates that the actual choice of the codebook is often critical to estimation performance. We present a connection between optimal codebook design and rate-distortion theory, and investigate computational issues for solving the high-dimensional discrete optimization problem (2) . We apply this analysis to an imaging problem involving Poisson statistics.
This paper is organized as follows. Imaging models and the loss function that characterizes estimation performance are introduced in Sections 2 and 3, respectively. Nonasymptotic bounds are derived in Section 4. Consistency issues are investigated in Section 5, and motivate some assumptions under which tighter bounds are derived in Section 6. The relation between complexityregularized estimation and rate-distortion theory is examined in Section 7, along with optimal codebook design issues. We apply this analysis to a Poisson imaging experiment in Section 8; this study also presents an opportunity to address some of the typical computational issues that arise in complexity-regularized imaging. Conclusions are presented in Section 9.
Imaging Models
A general model for statistical imaging is shown in Fig. 1a . The data y take values in some subset Y of the Euclidean space R N ; these data could represent the intensities of N pixels of an observed grayscale or multispectral image, a stereo image, a video sequence, or multisensor data. In tomography applications, the data would represent N projections of a two-or three-dimensional object. The unknown image is related to the observations via a stochastic observational model
The actual unknown image is denoted by f * ∈ F. The set F could be a subset of a finite-dimensional Euclidean space (for discretized images), or a subset of some function space (for images defined over a continuous domain). Our primary interest is in nonparametric image models, where the dimensionality of F is very large: at least equal to N , and possibly infinite. For convenience, we assume that the codebook Γ is a subset of F. The abstract description above is sufficiently general to accomodate various imaging problems, including reconstruction of two-and three-dimensional images, multispectral images, video sequences, and surfaces of three-dimensional objects.
For technical reasons, we restrict our attention to problems in which the data have conditionally independent components or can be transformed accordingly. This scenario is illustrated in Fig. 1b and covers a variety of imaging problems, as described below. The data take the form y = T z, where T is an invertible (possibly nonlinear) mapping from Z ⊆ R N to Y. The N components of z are mutually independent random variables, conditioned on a N -dimensional vector g ∈ G ⊆ R N .
The distribution for z is of the form
The vector g is given by g = Hf , where H is typically a many-to-one map from F to G.
The model in Fig. 1b covers many familiar imaging problems:
M1 Estimation of images corrupted by additive i.i.d. Gaussian noise: in this case, F = G = Y = R N , T and H are identity maps, and p i (y i |f i ), 1 ≤ i ≤ N , are independent Gaussian random variables with respective means f i and common variance σ 2 . An analysis of complexity regularization for this problem was presented in [18, 17] .
M2 Estimation of images corrupted by additive i.i.d. noise with marginal density p W (·): the model is the same as above, except that
which is often used in image processing.
M3 Estimation of images corrupted by Poisson noise:
T and H are still identity maps, but F =
. This is a simplified model for images acquired by photon-counting devices such as charge-coupled-device (CCD) cameras [19] .
M4 Estimation of images corrupted by multiplicative noise: again T and H are identity maps, but
. This is an oft-used model for images acquired by coherent imaging systems and corrupted by speckle noise [20, 21] . Other multiplicative noise models have been used for restoration of images corrupted by film grain noise [22] .
M5 Estimation of images corrupted by additive, independent, spatially-varying noise: this is a simple extension of Model M2 above, where
M6
Restoration of blurred images: the transform H is used to model the blurring operation. The blurred image g = Hf is then subject to noisy measurements as described by one of models M1-M4 above. Often F is a set of images defined over a continuous domain. Resolution enhancement is a special case of this problem, where H represents a mapping from a set of high-resolution images to a set of low-resolution images.
M7
Tomographic reconstruction: H is a Radon or a modified Radon transform, and the measurements are subject to Poisson noise.
M8
Estimation of three-dimensional images from two-dimensional image data: H represents perspective or orthographic projection.
M9 Estimation of images corrupted by additive colored noise: let H = T −1 be the mapping that whitens the noise (assuming such a mapping exists), and g be the image in the whitened domain.
Even in the simplest of these models (M1), the data are not identically distributed unless some drastic restrictions apply (such as f i is independent of i.)
Loss Function
Our analysis involves the choice of a loss function that characterizes the performance of the estimatorf (y). We use relative-entropy loss and the associated quantities below.
• Relative-Entropy Loss:
q(y) dy is the relative entropy between densities p and q [6] .
(The dependency on y is not explicitly indicated.)
, where the expectation is with respect to p(y|f * ).
Relative-entropy loss is the natural choice to characterize the performance of penalized likelihood estimators. The relative-entropy loss function inherits the basic properties of relative entropy. In particular, d(f * , f ) is nonnegative but is not symmetric, hence is not a metric. Relative-entropy loss is also invariant under application of an invertible transform to the observations. The loss function also satisfies the following additivity property: if the data set y can be partitioned into conditionally independent sets y 1 , y 2 , · · · , y K of respective sizes
is the relative-entropy loss based on data y k only. The condition above is often satisfied in multispectral and multisensor
but not necessarily that f * = f . For each f * ∈ F, there is an equivalence class C 0 (f * ) of images f such that d(f * , f ) = 0. If the mapping H is many-to-one, C 0 (f * ) could contain more than one element, and f * would not be uniquely identifiable. For convenience we assume that each equivalence class contains at most one codebook element, because the complexity regularization criterion systematically rejects all candidates but the one with the shortest codelength within each equivalence class. For ill-posed problems, the class of images
for any ǫ > 0. Proper design of the codebook Γ is then critical to transform the ill-posed estimation problem into a well-posed one.
The loss d(f * , f ) can be easily computed for the imaging problems mentioned above. For the
which is simply the per-sample squared l 2 error, normalized by twice the noise variance. For the more general i.i.d. model M2, the loss function depends on the difference between the arguments:
where
2|x|/σ . For the Poisson and multiplicative noise models M3 and M4, the loss function takes the
f , respectively. The corresponding loss functions are the I-divergence [23] and the Itakura-Saito distance [6] . For the general additive model M5, the loss function is a simple extension of (5):
In all cases above, the loss d(f * , f ) is convex in f * . In some cases (including the Gaussian,
Laplacian and Poisson models), d(f * , f ) is also convex in f . In the multiplicative noise model, the natural reparameterization g = ln f convexifies the distance with respect to g.
For models M6-M9, it has already been mentioned that the loss is independent of the mapping T , because T is invertible. However, the loss depends on the mapping H:
is the relative-entropy loss for estimation of g from y, namely, the loss function derived for models M1-M5 above. In particular, if g and y are related by the additive i.i.d. Gaussian model M1, the loss is equal to half a quantity known as the blurred-signalto-noise ratio (BSNR) in the image restoration literature.
The BSNR is commonly used as a figure of merit for image restoration algorithms [2] .
Relative-entropy loss may possess nice mathematical properties, but from an applications point of view, other loss functions may be more appropriate. For images to be viewed by a human observer, a perceptual distortion measure may be the appropriate choice. In other applications, squared-error loss may be a reasonable choice. Even though the choice of an appropriate loss function δ(f * , f ) is application-dependent and may even be unworkable in practice, bounds on estimation performance under loss δ(f * , f ) can often be derived once bounds on relative-entropy loss are available. We return to this issue in Sec. 5.
Upper Bound on Estimation Performance
In this section, we derive bounds on the performance of the complexity-regularized estimator (2).
First, the fact thatf belongs to a subset Γ of F implies a minimum approximation error. The loss of the estimator is lower-bounded by
We now seek upper bounds on d(f * ,f ). Our results are stated in terms of an index of resolvability, which we define as
The index of resolvability (11) describes how well the image f * can be approximated in the relativeentropy sense by a moderately-complex element of the codebook Γ. 
of the loglikelihood ratio between f and f * . This assumption allows us to use a modification of
Bernstein's inequality due to Craig [24, p. 96] . The same technique was used in Barron's analysis of a regression problem (with random design) under squared-error loss [14] . The condition is automatically satisfied if the U i 's have bounded ranges. For model M1 and its extension M6, U i
is Gaussian-distributed, and (13) is satisfied with h equal to the largest (over i) of the standard deviations of {U i }.
Assumption 4.1 The observational model takes the form p(y|f
Assumption 4.2 Each U i in (12) has finite first-and second-order moments, and there exists h > 0 so that the higher-order moments satisfy the condition
for all 1 ≤ i ≤ N , for all integers k > 2, for all f ∈ Γ, and for all f * ∈ F. Expectations are with respect to p(y|f * ).
Now let M (f * ) be the smallest number such that
Under Assumption 4.2, M (f * ) is nonnegative and finite for all f * ∈ F. 
Proof: see appendix. Proof. Let Γ ′ = HΓ be the image of the codebook Γ ⊆ F under the mapping H. By our assumption in Sec. 2, there is at most one codeword in each equivalence class, so the mapping from Γ to Γ ′ is one-to-one even if H is many-to-one. Letĝ denote the complexity-regularized estimator for g * = Hf * using the transformed data z = T −1 y and the codebook Γ ′ :
Because relative-entropy loss is invariant to application of invertible transforms such as T to the data, it follows from (8) 
of the index of resolvability
Clearly
for all f ∈ F and g = Hf , and because the mapping from Γ to Γ ′ is one-to-one.
One important practical consequence of Corollary 4.4 is thatf ∈ Γ can be estimated in three steps: first, construct the image codebook Γ ′ = HΓ; second, estimateĝ ∈ Γ ′ using the complexityregularization criterion (17) ; and third, obtainf using the inverse mapping from Γ ′ to Γ. This inverse operation can be successful only if the codebook Γ is well tailored to the image set F.
Additional comments about Theorem 4.3 and its corollary are in order. First, the estimation rule should not depend on the unknown f * , so in practice one may want to choose the regularization parameter as µ > h + M/2, where M = sup f * ∈F M (f * ). This also gives an upper bound on the term 1+α 1−α that multiplies the index of resolvability in (16) .
Second, the minimum value h + M (f * )/2 of the regularization parameter µ under which the theorem and its corollary apply can be rather large. In practice, this could mean that good estimation performance is guaranteed only for prohibitively large complexity penalties. One reason is that the constant h in the moment condition (13) is determined by the worst (over i) distribution of the U i 's, so one single component can make h large. Likewise, the constant M (f * ) which depends on the first-and second-order moments of the loglikelihood ratio statistics could be large. For several of the models considered in Sec. 2, including the Poisson model M3, M (f * ) is unbounded unless the class F is bounded. Note however that for the Gaussian model M1 and its extension M6, we have M (f * ) = 2 for all f * and for all N .
For Gaussian models, substantial improvements of the constants can be obtained, as Assumption 4.2 can be eliminated. We state without proof the following result, which is derived in [17] under the additional Assumption 4.1. The same technique used to prove Corollary 4.4 can be applied to show that the assumption that H and T are identity maps is unnecessary. The theorem applies to any choice of µ greater than 1, which is precisely the regularization parameter used by the MDL estimator. In other words, the theorem applies to any complexity-regularized estimator that penalizes complexity more than MDL does. Theorem 4.5 Assume Model M1 or its extension M6 holds. For any µ > 1 and η > 0, the loss of the complexity-regularized estimatorf satisfies
The risk is upper-bounded by
Consistency of Complexity-Regularized Imaging
The availability of upper bounds on the estimation risk in terms of the index of resolvability (11) facilitates the study of consistency and rates of convergence of the estimator. Under appropriate conditions, the index of resolvability tends to zero, and its convergence rate can be evaluated.
According to the theorems in the previous section, this gives an upper bound on the estimation risk. See [13] for examples of such analysis applied to various function sets F. In order to apply these techniques to imaging problems, we first need to define the concept of an asymptotic imaging experiment as well as regularity conditions under which consistency can be achieved. (This presents no special difficulty in the traditional case of i.i.d. data, but more care is required for models such as M1-M9).
While several definitions of an asymptotic imaging experiment are possible, we select one that involves a large-sample scenario 2 . An asymptotic imaging experiment is formally defined as a family of distributions p (N ) (y|f ) indexed by N ∈ {N 1 , N 2 , · · ·}, where the index set is a diverging sequence of integers. The dimension of the observation space Y (N ) is equal to N , but the image set F is a set of functions and is independent of N . In the context of Fig. 1b , the asymptotic imaging experiment is specified by a family of product distributions is with respect to p(y|f * ), and the reader will recall that the loss function d(·, ·) also depends on N . However, this notion of consistency offers limited interest unless additional restrictions on the experiment apply. Informally, the data should become increasingly informative about f * as N → ∞, for all f * ∈ F. Certainly, the experiment should be such that f * is identifiable if N is large enough. Hence we require that convergence in the relative-entropy sense implies convergence under a suitable metric δ on the set F (assuming that F is a compact subset of a metric space 2 An asymptotic imaging experiment could also be defined by allowing a suitably defined SNR to tend to infinity, while keeping the number of data N fixed. Some models, including the multiplicative noise model M4, do not lend themselves to such a definition. Furthermore, log-likelihood ratios would in general not satisfy the asymptotic normality property that is exploited below.
(X , δ).) Specifically, we assume that the function An example of an experiment that does not satisfy the condition (20) is a trivial experiment where only one component of the data vector is informative. One requirement for consistency is
which is violated by the trivial experiment above. If the condition (21) is not satisfied, there exist f = f * such that the relative entropy between p (N ) (y|f ) and p (N ) (y|f * ) is bounded away from infinity for all N . Hence any hypothesis test between f * and f has a nonvanishing probability of error, so consistent estimation of f * is not possible. For traditional i.i.d. data models, the condition 
Under Assumptions 5.1 and 5.2, the approximation error (10) incurred by approximating f * ∈ F with an element of Γ (N ) tends to zero as N → ∞. Then the index of resolvability satisfies Using the monotonicity property of the function δ(·) in (20) , it is seen that for all µ > h + M/2
and η > 0, we have
Hence the estimates are also consistent under the metric δ.
Asymptotic Bounds
Under certain large-sample assumptions, log-likelihood ratios are asymptotically normally distributed [26] , and the inequalities of Sec. 4 can be strengthened. Standard assumptions include the case of i.i.d. components:
is independent of i ∈ {1, 2, · · · , N } which is not satisfied in any of the imaging problems considered in Sec. 2, unless drastic restrictions apply (such as a requirement that all images in F and Γ have constant intensity.) More relevant is the case where the log-likelihood ratio is the sum of many independent but not identically- this condition must hold for every f ∈ Γ, and second, we need more than just asymptotic normality of the log-likelihood ratios, because the method of proof requires that the deviation from normality be bounded.
A third difficulty is that asymptotic normality cannot possibly hold for every f * ∈ F. There is a set F 0 ⊂ F of functions f * that are "too close" to Γ, and for which the Lindeberg-type conditions are not satisfied. Examples of such functions include those such that Hf * differs from some Hf ∈ Γ ′ by only a few components. Fortunately, such sets have measure zero under some regularity assumptions. This motivates the following mild assumption, which is used in Theorem 6.3 below.
Assumption 6.1 For each N and each
differs from F only by a set of measure zero.
Motivated by these asymptotic considerations, we present Theorem 6.3. The bound in Part shows that under the asymptotic normality condition 6.1, the bound in Part (i) is asymptotic to that given by Theorem 4.5.
Assumption 6.2 There exists
< 1, where h satisfies Assumption 4.2. 1−c , the loss of the complexity-regularized estimatorf satisfies 
for almost every f * ∈ F.
Proof: see appendix. 
Optimal Codebook Design
In imaging applications, it is desired to design a codebook Γ that is suitable for a large class F of images. Assuming that a prior distribution dP (f ), f ∈ F is available, the expected risk of an estimatorf over the class F is R(f ) = F r(f * ,f )dP (f * ). Ideally, one would like to design a codebook that minimizes that expected risk. This is closely related to the problem of designing a codebook that minimizes an upper bound on expected risk, such as, the index of resolvability averaged over f * ∈ F. This problem is considered next.
Relation to Rate-Distortion Theory
Letf = φ N (f * ) be the image that achieves best resolvability when the true image is f * . The index of resolvability (11) can be written as
Its expectation with respect to dP (f * ),
is the Lagrangian cost function 5 associated with the classical problem of designing a codebook Γ that minimizes distortion subject to an average-rate constraint:
We note that relative entropy is often used as the distortion measure in the design of speech compression systems (in this case, relative entropy takes the form of an Itakura-Saito distance [6, 28] ). As indicated below (6), the Itakura-Saito distance is also the appropriate distortion measure for distinguishing between two images corrupted by multiplicative noise.
Constructing a code φ N that minimizes (24) is equivalent to constructing an optimal coder/decoder pair in an entropy-constrained vector quantization problem. In practice, this optimization problem could be addressed using the generalized Lloyd algorithm [28] . An attractive alternative is to use transform-based image coders, which do not require specialized training and deliver high compression performance over a broad variety of images. This is the approach we have followed in [18, 17] . 5 We are taking some liberties with this interpretation, because the constraint is nondifferentiable.
Relation to Generalized Vector Quantization
There is a simple but interesting connection between the problem (25) and the construction of Generalized Vector Quantizers (GVQ) by Rao et al. [29] . GVQ is an extension of classical vector quantization in which a random signal f ∈ F is to be inferred from observations y ∈ Y. A joint probability distribution p(f, y) over F × Y and a distortion measure δ : F × F → R + in signal space are defined. A vector-quantizer mappingf (y) from Y to F is then constructed so as to minimize the expected distortion δ(f,f (y)), subject to rate constraints. This method produces minimum-risk quantized estimatesf (y). One can verify that complexity regularization is equivalent to GVQ using a zero/one loss function, in the same way as MAP estimation is equivalent to Bayesian estimation using a zero/one loss function.
A Poisson-Imaging Application
We refer the reader to our earlier work [18, 17] for a detailed study of the optimization issues involved under the Gaussian observational model M1. In this case, the log-likelihood term in (2) is quadratic, and significant simplifications arise. Here we consider the more involved Poisson imaging model M3, which is applicable to some CCD imaging modalities. We investigate the design of optimization algorithms and quantify the performance of complexity-regularized estimators. 
Computation of Complexity-Regularized Estimators
We are interested in computing both the complexity-regularized estimatorf in (2) and the index of resolvability (11) . Letf be the image that achieves best resolvability. For our Poisson imaging model, both optimization problems can be solved using the same algorithm. To see this, observe that the negative log-likelihood can be written in the form
where the first term in the right-hand side is N times the relative entropy loss d(y, f ), and the second term is independent of f . Hencef = argmin f ∈Γ E(y, f ), where
This criterion is of the same mathematical form as (11) . The function that achieves best resolvability is given byf = argmin f ∈Γ E(f * , f ). The solution to such minimization problems may be viewed as the solution to an operational rate-distortion optimization problem, with µ in (26) playing the role of a Lagrange multiplier. Given a codebook Γ,f andf are obtained by optimally compressing an input image (respectively y and f * ). The optimization problem for an arbitrarily complex codebook Γ is a high-dimensional discrete optimization problem (the dimensionality is N , and the number of codewords is usually even larger) whose solution is beyond reach. To make complexity-regularized imaging practically useful, one needs to design efficient approximate optimization algorithms. This can be done for some structured codebooks, as discussed below.
Constrained Coders
Our approach is to constrain the coder to have one single free parameter (or perhaps a few parameters) that can be adjusted to provide the desired tradeoff between rate L(f ) and distortion d(y, f ). The idea is analogous to the design of JPEG coders [30] , where the so-called quality factor determines the scaling of the default quantization matrix applied to the discrete-cosine-transform coefficients. Formally, we consider a family of codebooks Γ q indexed by a quantizer step size q, and define the actual codebook (supercodebook) as Γ = ∪ q Γ q ∪ {q}. One may think of q as a sieve parameter [25] : the covering of the image set F is coarse for large values of q, but gradually improves as q → 0. The minimization over f ∈ Γ can be written as a double minimization: min q min f ∈Γq .
For each value of q, the minimizerf q is represented by a pair (L(f q ), d(y,f q )) in rate-distortion coordinates. The collection of such points defines the operational rate-distortion curve of the coder, for the given input y. The individual codebooks Γ q are chosen so that the inner minimization (over Γ q ) is relatively tractable, and the outer minimization (over q) amounts to finding the point at slope −1/µ on the operational rate-distortion curve.
For transform coders such as JPEG coders and wavelet coders, the minimization of E(y, f ) over f ∈ Γ q is still cumbersome. As an initial attempt, one may consider applying standard quantization techniques: first compute the transform coefficients Ly of the data, where L denotes the linear transform used by the coder, and then independently perform scalar quantization of the individual coefficients using the nearest-neighbor (under Euclidean distance) rule. Such a simple quantization scheme is optimal only for unitary transforms L under squared-error distortion functions; see [31] for a discussion of such issues. Nevertheless, we used this technique as a benchmark for comparisons, and applied it to a JPEG coder [30] and to the state-of-the-art SPIHT wavelet coder [32] . To illustrate the suboptimality of such an approach, note that it is possible that some pixelf i of the compressed imagef has zero intensity. If the corresponding data y i is nonzero, the value of the criterion E(y,f ) becomes infinite! Without further optimization of the quantization rule, a quick fix consists in setting the value of any such pixelf i to 1.
Predictive Coders
While predictive coding techniques have long been displaced by transform-based coding techniques as the method of choice for practical high-performance image compression, fairly good compression performance can still be obtained by constructing good prediction rules and suitably quantizing and encoding prediction errors. While a comprehensive optimal design of predictive coders is beyond the scope of this paper, we investigate predictive coding as it lends itself quite well to optimization of our particular rate-distortion cost function. Fig. 2 shows a predictive coder and decoder operating in a closed-loop mode [28] . Here raster scanning is used, x is the input image to be compressed,x is the reconstructed (decompressed) image, Q is a uniform scalar quantizer with step size q, G is a causal prediction filter,x = Gx is the recursively predicted image, e = x −x is the prediction error, andẽ = Q(e) =x −x is the quantized prediction error image. The imageẽ is encoded using a variable-length code.
Description of the Predictive Coder
We have used two simple prediction filters in our experiments. The first one uses the value of the left neighbor of the current pixel as the predicted value. The second prediction filter is a 3-point median filter whose support set is made of the left, upper, and upper-right neighbors of the current pixel. This is the same filter that is used for predicting the value of motion vectors in the H.263 video coding standard [33] .
For lossless encoding of the quantized prediction errorsẽ we use Shannon codes [6] , which have ideal length − ln p(ẽ i ) (recall that codelengths are expressed in nats). Each possible value ofẽ i is a multiple of the quantizer step size q. The distribution p(ẽ i ) is modeled as a discretized exponential distribution: P (ẽ i = jq) = Ae −α|j| , where j ∈ Z, and the normalization constant A = 1−e −α 1+e −α . The value of α we use is the maximum-likelihood estimate of α based on the quantized prediction errors e of the clean image f * :
Maximizing the log-likelihood with respect to α and letting
This completes the description of the codebook Γ q and the complexity assignments.
Optimization of the Predictive Coder
One advantage of using a predictive coder is that it lends itself to recursive optimization of the cost
There is a one-to-one mapping betweenẽ andx, as implemented by the decoder. The admissible set of quantized prediction errorsẽ i is {jq, j ∈ Z}. By our model in Sec. 8.3.1, the codelength for e i = jq takes the form − ln p(ẽ i ) = − ln A + α|j|. The expression in the right-hand side of (27) suggests a simple computational approach based on a sequence of one-dimensional optimizations: letẽ i = j i q, where
Each of these problems involves a one-dimensional search over Z. The solution is not the conventional nearest-neighbor (in the Euclidean distance) quantization rule, according to which one would select j i = round
. The optimalẽ i = j i q is not even necessarily one of the two quantized values immediately adjacent to e i = x i −x i . Further computational savings in the search for the optimal j in (28) can be obtained by restricting the search to a small subset of quantization levels in the vicinity of e i . In our experiments, we used four levels, as indicated in Fig. 3 .
The optimization algorithm above is simple but greedy. At each pixel location i, the algorithm minimizes the contribution of the current pixel, without evaluating the consequences of this choice on future pixel values to be encoded. Several extensions of our approach are currently under investigation, including a search with limited horizon in the scanning direction.
Numerical Results
We have implemented the predictive coding algorithms described above and reported estimation results in Tables 1 and 2 . We used the MDL estimator, corresponding to µ = 1. The denoised images are displayed in Figures 4c,d and 5c,d. The two predictive coders studied respectively use a left-neighbor predictor and a two-dimensional median-filter predictor, as described in Sec. 8.3.1.
We also present results using a JPEG coder [30] and the SPIHT coder [32] in Tables 1 and 2 and in Figures 4e,f and 5e,f. As discussed in Sec. 8.2, the conventional quantization strategies used by these coders lead to suboptimal solutions over the set Γ.
Although the performance bounds given by Theorems 4.3 and 6.3 do not apply to the MDL case, we still found a good agreement between estimation performance as measured by the relativeentropy loss d(f,f ), and compression performance as measured by the index of resolvability R µ (f * ).
Similar agreement was found on other images we tested; these results are also consistent with the more comprehensive study we undertook for the Gaussian model M1 [18, 17] .
Observe that the predictive coders outperform the JPEG and SPIHT coders on the T62 image both in terms of denoising and compression capabilities under our rate-distortion cost function.
The choice of a median-filter predictor is particularly well adapted to the T62 image. However, for the more complex Moon image, the JPEG and SPIHT coders produce somewhat better results.
We reemphasize that the results quoted for the predictive coders are obtained using greedy optimization techniques, and that a number of simplifications have been made regarding the choice of the rate-distortion optimization algorithm and the predictors and lossless codes used. In contrast, the JPEG and SPIHT coders used vastly more sophisticated compression techniques, but these techniques are not aimed at optimizing the particular rate-distortion cost function of interest here.
Conclusion and Discussion
We have developed an analytical framework for complexity-regularized imaging. While minimumcomplexity estimation provides a flexible and theoretically appealing framework in which to address statistical imaging problems, current theory is based on relatively simple observational models (such as i.i.d. data) that are not applicable to complex imaging problems. We have extended this theory and derived bounds on estimation performance for complexity-regularized estimators, which are applicable to a broad variety of imaging problems and hold for any finite sample size. We have attempted to obtain the smallest possible constants in these bounds, as competing imaging algorithms often result in comparable performance, and loose bounds are less useful than in asymptotic studies. We have also defined a systematic framework in which to study the asymptotics of imaging, and used this analysis to tighten our estimation bounds in an asymptotic scenario.
We have also addressed the problem of optimal codebook design, and shown its relation to rate-distortion theory. The optimal codebook can be constructed using classical tools from vector quantization theory.
One attractive aspect of complexity-regularized imaging is that prior information about the unknown image can be incorporated in a flexible way, and does not require the formal specification of a prior distribution, as Bayesian analysis would. Given some very large codebook Γ, the question then arises to find the element of Γ that minimizes the complexity-regularization criterion. This problem is generally computationally intractable, unless some structural constraints are imposed on the coder, and some efficient approximate optimization algorithm is developed. To illustrate these computational issues as well as the theory, we have investigated a Poisson imaging experiment and proposed solutions for the class of predictive coders. While the current coder and optimization algorithms used are still rudimentary, they represent a first attempt at providing a computationally feasible solution to an unconventional rate-distortion problem.
A Proof of Theorem 4.3
p(y|f ) . The mean ofŪ is d(f * , f ), and its variance is bounded from above by (14) .
Under Assumption 4.2, we can apply the Craig-Bernstein inequality [24, p. 96] , which states that for arbitrary τ ≥ 0, we have
The rest of the proof is similar to Barron's proof under squared-error loss [14, pp. 572-573] .
The choice ǫ = 1/µ and c = h/µ satisfies the conditions of (29) . Applying the Craig-Bernstein inequality (29) to −Ū with τ = L(f ) + ln
2(µ−h) , and apply the union-of-events bound (over all f ∈ Γ). Hence
for all f ∈ Γ, except in an event of probability no greater than η. In particular, this inequality holds for the complexity-regularized estimator, which minimizesd(
In order to obtain a nontrivial result, we need α < 1, which implies the condition of the theorem,
Applying the Craig-Bernstein inequality (29) once more toŪ , this time with τ = ln 1 η , yields
Combining (31) and (32), we obtain
Since α > 0, it is also true that
Using the definition of the index of resolvability in (11) and dividing through by 1 − α, we obtain (15) .
Bound on estimation risk (16).
An upper bound on E[d(f * ,f )] can be derived using the same technique as in [14] . If X is a random variable such that E|X| < ∞, then integration by parts yields
Let X = d(f * ,f ) − (1−α)N = t. From (33), we obtain 
B Proof of Theorem 6.3
First we prove the following lemma, which shows that under Assumptions 4.2 and 6.2, an inequality similar to (29) is satisfied without requiring the condition ǫh < 1. 
It follows that
Bernstein's inequality yields [34] P r Ū − EŪ σŪ ≥ t ≤ exp − t 2 2(1 + ht N σŪ )
, for all t > 0.
We now show that the argument of the exponential is upper-bounded by −τ . Substituting (35) into (36), we obtain Table 2 : Estimation result for image Moon surface. The quantities displayed are the same as in Table 1 .
