Abstract-Optimal output synchronization of multi-agent leader-follower systems with unknown nonlinear dynamics is considered. The agents are assumed heterogeneous so that the dynamics may be nonidentical. A distributed observer is designed to estimate the leader state for each agent. A discounted performance function is defined for each agent, and an augmented Hamilton-Jacobi-Bellman (HJB) equation is derived to find its minimal value. The HJB solution depends on the trajectories of the local state and the distributed observer state. A control protocol based on the HJB solution assures that the synchronization error goes to zero locally asymptotically fast for all agents. The proposed approach has two main advantages compared to standard output synchronization methods. First, it is optimal in the sense that it not only makes the steady-state synchronization error zero, but also minimizes the transient error. Second, it does not require the explicit solution to the output regulator equations, though the HJB solutions implicitly provide optimal solutions to them. Finally, a reinforcement learning technique is used to learn the optimal control protocol for each agent without requiring any knowledge of the agents or the leader dynamics. Simulation studies on a notional multi-agent system validate the proposed approach.
of agents such that the synchronized behavior of all the agents is guaranteed. The control protocol for each agent is allowed to depend only on information about that agent and its neighbors in the communication network [1] [2] [3] [4] [5] . A rich body of literature exists on the state synchronization of homogeneous multi-agent systems, where all agents have identical dynamics. In many real-world applications of multi-agent systems, however, individual systems have different dynamics and possibly different state-space dimensions. This requires output synchronization protocols for heterogeneous systems.
Distributed output synchronization of heterogeneous systems has been well established for linear systems [6] [7] [8] [9] [10] [11] [12] [13] [14] [15] [16] [17] . The objective is to design distributed control protocols so that their outputs track a reference signal generated by an autonomous differential equation called an exosystem. The output synchronization of nonlinear systems has also been considered in the literature [18] [19] [20] [21] [22] [23] [24] [25] [26] [27] [28] [29] [30] [31] [32] . Most solutions are based on the internal model principle [33] and handle the problem in two steps. A dynamic compensator, called the internal model, is designed in the first step which leads to an augmented system. The stabilization problem of the augmented system is tackled in the second step. The existence of an appropriate internal model that leads to a well-defined augmented system and ensures the stabilizability of the augmented system relates to the solvability of output regulator equations [34] [35] [36] [37] [38] [39] [40] . Nevertheless, the limiting solvability conditions assume that the solution of the output regulator equation along the trajectory of the exosystem is polynomial. Moreover, most existing methods are developed for special classes of nonlinear systems such as those with unity relative degree [18] [19] [20] , nonlinear systems in lower triangular form [21] , nonlinear mechatronic systems [22] , passive systems [23] , systems in output feedback form [24] , systems with a globally Lipschitz-like nonlinearities [25] , [26] , and systems with second-order nonlinear dynamics and agreement on a constant [27] .
Another shortcoming of classical output synchronization approaches is that they give importance only to the steady-state synchronization error. That is, they render the synchronization error exactly equal to zero by solving the output regulator equations, which are mixed algebraic and partial differential equations. However, in general, the solution to an output regulator equation is not unique [41] . It is desired to minimize the transient synchronization error over time. Finally, complete system knowledge is required to solve the output regulator equations. This knowledge may not be available in many real-world applications. Adaptive distributed approaches are designed to cope with system uncertainties [42] [43] [44] [45] [46] . Nevertheless, they can only guarantee a bounded synchronization error, as they do not solve the output regulation equations. Moreover, existing adaptive approaches still require partial knowledge of the system dynamics and/or the leader dynamics, and are, generally, far from optimal.
In this paper, an optimal distributed control protocol is developed to solve the output synchronization problem for nonlinear heterogeneous systems. The contributions and organization of the paper are as follows: An optimal formulation for the output synchronization problem is presented in Section II by introducing local discounted performance functions for agents. Nonlinear state-feedback controllers, that depend on the agents local state and the leader state, are employed to minimize these performance functions in Section III. A distributed observer is designed in Section IV to estimate the leader state for each agent. An optimal nonlinear control protocol is found for each agent in Section V. To this end, a Hamilton-Jacobi-Bellman (HJB) equation is derived for an augmented system, composed of the agent and the leader dynamics. No assumption on the system type is required, and there is no need to restrict the control structure to any special type. It is shown that the proposed controller guarantees that the zero-error manifold is locally invariant and attractive. Unlike [28] , the explicit solution to the output regulator equation is not required. It is, however, shown that the solution to the HJB equation implicitly leads to an optimal solution to the output regulator equation. Moreover, complete system knowledge is required in [28] to solve the output regulator equations. In contrast, imposing optimality enables us to use reinforcement learning (RL) technique in Section VI to learn the HJB solution online and without requiring any knowledge of the agents or the leader dynamics. A simulation example is provided in Section VII to show the suitability of the proposed approach. Section VIII concludes the paper.
II. PRELIMINARIES
In this section, an overview of communication graphs and some mathematical preliminaries are provided.
To describe the relationship between multiple agents, a weighted directed graph (digraph) G = (V, E, E) is used. V = {α 1 , . . . , α N } is a set of N nodes, each corresponding to an agent. E ⊆ V × V is a set of edges that models the communication between agents. E = [e ij ] is a weighted adjacency matrix with e ij > 0 if (α j , α i ) ∈ E, and e ij = 0, otherwise. The set of neighbors of node α i is the set of nodes α j with edges incoming to node α i , and is denoted by
is called the in-degree matrix, with d i = j ∈N i e ij as the weighted in-degree of node α j . A (directed) tree is a connected digraph where every node except one, called the root, has an in-degree equal to one. A graph is said to have a spanning tree if a subset of the edges forms a directed tree. A leader can be pinned to multiple nodes, resulting in a diagonal pinning
N ×N with the pinning gain m i > 0 if the corresponding node has access to the leader node. 
Assumption 1:
The graph G contains a spanning tree and the leader is pinned to at least one root node. Then, L + M has positive real eigenvalues.
Note that another way of treating leader-follower systems is to consider N + 1 agents in an extended graphḠ with one leader and N followers. This approach will not be used in the following.
Throughout the paper, A ⊗ B denotes the Kronecker product of matrices A and B. Moreover,
1 N is an N-vector of ones. Theorem 1 (Center Manifold) [38] : Consider the system
Assume
Let eigenvalues of L = ∂F /∂z| z =0 and P = ∂G/∂w| w =0 have negative and zero real parts, respectively. Then, there exist δ > 0 and a continuous function α(w) defined for all |w| < δ such that α(0) = 0 and z = α(w) is a locally invariant and exponentially attractive manifold for (1) . The mapping α(w) satisfies
Theorem 2 (Converse Lyapunov) [38] : Let x = 0 be an asymptotically stable equilibrium point ofẋ = f (x), where f is a locally Lipschitz function on D = { x ≤ r}. Then, there exist a smooth positive definite function V (x) and a continuous positive definite function W (x), both defined for all x ∈ D, such that
Definition 1 ( 2 Stability): Consider y = H u where H denotes an operator that specifies the output y ∈ p e in terms of the input u ∈ m e . The mapping H is finite-gain 2 stable with 2 -gain α, if there exist α > 0 and β > 0 such that
for all u ∈ m e and τ ∈ [0, ∞), where
and m e = {u| u τ < ∞}. Theorem 3 (Small Gain) . Consider the interconnected system in Fig. 1 composed of two subsystems H 1 and H 2 . Let H 1 :ẋ = Ax + u be 2 stable with 2 -gain α 1 . Let H 2 : u = Δ(x, t) satisfy Δ(x, t) ≤ α 2 x for some gain α 2 > 0. Then, the interconnected system is globally asymptotically stable if α 1 . α 2 < 1.
Proof: It is shown in [39] that if the subsystem H 1 is input-tostate stable with input gain α 1 and H 2 satisfies u = Δ(x, t) ≤ α 2 x for some gain α 2 , then the intercommoned system is globally asymptotically stable if α 1 . α 2 < 1. It is also shown in [39] that for a linear system H 1 in the form ofẋ = Ax + u, the input-to-state stability is equivalent to the 2 -gain stability. Therefore, Theorem 3 is a special case of [39] and this completes the proof.
III. OPTIMAL OUTPUT SYNCHRONIZATION OF HETEROGENEOUS SYSTEMS: PROBLEM FORMULATION
In this section, an optimal output synchronization problem for heterogeneous multi-agent systems is formulated. The solution to this problem will be provided in the subsequent sections.
Consider N heterogeneous agents with nonidentical dynamics given by
where
, and y i (t) ∈ R p are the state, control input, and output, respectively. f i ∈ R n i and g i ∈ R n i ×m i are the internal and input dynamics, respectively.
The state and output of the leader are x 0 (t) ∈ R n and y 0 (t) ∈ R p , respectively, and are assumed to be generated by an exosystem, defined in a neighborhood W 0 ⊂ R n of the origin. The dynamics of the exosystem are given as
where s(x 0 ) is a smooth vector field on a invariant set W 0 with s(0) = 0.
Assumption 3:
The origin is a Lyapunov stable equilibrium point of s(x 0 ), and every point in W 0 is Poisson stable [35] . Let
be linear approximations of functions f i , g i in (7), and s in (8), respectively.
Remark 1: Assumption 2 requires (A i , B i ) in (9) to be stabilizable. Assumption 3 assures that x 0 generated by the exosystem (8) is bounded, and the persistency property of the exosystem signal is guaranteed. A necessary condition to satisfy Assumption 3 is that the linear approximation of s(x 0 ), i.e., S in (9) , has all its eigenvalues on the imaginary axis. Note that if S has stable eigenvalues, then the exosystem admits a stable invariant manifold near the equilibrium, and trajectories originating on this manifold go to zero as time goes to infinity. Therefore, they do not have an impact on the steadystate solution [35] .
A distributed dynamic state-feedback controller is designed asẇ
where ϕ i (x i , w i ) is continuously differentiable with ϕ(0, 0) = 0. The coupling gain c and matrix gain K are designed to assure the observer state w i in (10) converges locally to the leader state x 0 in (8). The leader state x 0 is only available to a subset of agents with m i = 0. The control protocol (10), (11) assumes that all agents know the leader dynamics. This is a standard assumption in the existing literature. However, this requirement can be relaxed by designing an adaptive distributed observer, as stated in Remark 4.
Remark 2: Using the control protocol (10), (11) , the systems (7) are integrated through dynamic diffusive coupling and no physical interaction is assumed. This is the most common case in many applications such as multirobot systems for which there is no physical coupling between agents and the diffusive coupling between agents is because of the communication among agents.
Problem 1 (Output Synchronization) [3] : Design the dynamic distributed control law u i (t) in (10) and (11) for the follower agents with nonlinear dynamics (7) such that their outputs y i (t), i = 1, .., N track the leader output y 0 (t) generated by (8) . That is, y i (t)−y 0 (t) → 0, ∀i.
The leader-follower synchronization Problem 1 has been the focus of many researchers because of its numerous applications in various disciplines including autonomous vehicles coordination (satellite formation flying, cooperative search of unmanned air vehicles, synchronization of Euler-Lagrange systems), systems biology (control/synchronization in cellular networks), and power systems (control of renewable energy microgrids). In many of these applications, the leader must steer the agents' states or outputs toward a desired point or trajectory. A standard solution to Problem 1 is provided in the following, which relies on the solutions to the so-called output regulator equations.
Theorem 4 (Output Regulator Equations): Under Assumptions 1-3, the output synchronization problem for the nonlinear multi-agent system (7) is solvable if and only if for all agents i ∈ N , there exist a continuous differentiable mapping x i = π i (x 0 ), with π i (0) = 0, and u i = h i (x 0 ) with h i (0) = 0, defined in a neighborhood of the origin, satisfying the conditions
Theorem 5: Given the solutions h i (.) and π i (.) to the output regulation equations (12) and (13) , and if c and K in (10) are designed to assure w i → x 0 , then the controller
with K i as any matrix that makes (A i + B i K i ) Hurwitz, solves the output synchronization problem. The control protocol (14) focuses on achieving synchronization in the steady state, by rendering the tracking error exactly zero. This is achieved by solving the output regulator equations (12) and (13) . However, in general, the solution to the output regulator equation is not unique [41] . It is desired to find a solution that minimizes the transient synchronization error over time. Moreover, the control protocol (14) requires complete knowledge of the system dynamics f i and g i , which may not be available in many real-world applications. The following optimal formulation for the output synchronization problem is proposed to overcome these mentioned issues.
Problem 2 (Optimal Output Synchronization): Consider the multi-agent system (7) with the control protocol (10), (11) . Design the gains c and K in (10) such that w i converges to x 0 for all i ∈ N and design the control protocol (11) to minimize
where α i > 0 is the discount factor, and
T > 0 are design weighting matrices. The performance function (15) penalizes the local synchronization error and the control effort for agent i. It will be shown in the subsequent sections that if Problem 2 is solved, then Problem 1 is also solved. However, the solution to Problem 2 is an optimal solution to Problem 1 that enables us to design the control protocol without requiring complete knowledge of the agents dynamics, as shown in Section V.
Remark 3: Using the discount factor α i > 0 in the performance function (15) is essential. This is because, to track a nonzero steady-state output, u i must have a nonzero steady-state trajectory, otherwise e i = C i x i − C 0 w i is nonzero. Therefore, if the discount factor is not used, i.e., α i = 0, V i in (15) is infinity, regardless of the control protocol, as either u i or e i or both will not converge to zero. That is, if α i = 0, minimizing (15) is meaningless and there is no solution to Problem 2. On the other hand, if α i is large, V i may be finite while the steady-state tracking error e i = C i x i − C 0 w i does not converge to zero. For example, let C i x i − C 0 w i = e β i t e i (0) with 0 < β i < α i for a given control protocol. Then, although the performance value is finite, the tracking error diverges. It is shown in the subsequent sections how to pick α i > 0 to assure the stability of the optimal solution.
IV. NONLINEAR DISTRIBUTED OBSERVER
In a distributed leader-follower multi-agent system, the leader state is only directly available to a few agents. The following theorem shows how to design the coupling gain c, and the gain K in the observer (10) to assure that its state converges to the leader state for each agent. Similar to the observer in [47] , which estimates the state of a single-agent system, the proposed observer has the property of the global trajectory, in the sense that the true trajectory does not have to stay in a small neighborhood. The nonlinear function s(w i ) in (8) and consequently (10) can be written as
where S is defined in (9) and η(w i ) is the remainder of the linear approximation of a function s(w i ). We assume that η(w i ) is globally Lipchitz and, thus, there exists a γ > 0 such that
is the error between the observer state for agent i and the leader state. Note that if the function η is only locally Lipchitz, the globally Lipchitz assumption can always be forced by modifying the function outside the compact set Ω by using extension theorems [28] .
The following theorem shows how to design gains K and c to assure the convergence of the distributed observer (10) . Define
where λ m is the minimum eigenvalue of L + M . Theorem 6: Consider the distributed observer (10) . Let the control gain be designed as K = UW, where W is the solution to the following algebraic Riccati equation (ARE) equation
and U > 0 is a design matrix. Then, δ i (t) converges to zero asymptotically fast, if
with γ and g defined in (17) and (19), respectively. Proof: Based on (8), (10), (16), and (18), one haṡ
, andη(x 0 , w) vanish at the origin with its first-order derivatives. Moreover, δ = (w − x 0 ) ∈ R nN is the state vector of the global node observer with x 0 = I − x 0 ∈ R nN and
T . The system (23) can be described as a feedback connection of two systems as shown in Fig. 1 . In this configuration, H 2 : δ →η(x 0 , δ + x 0 ) is a memoryless system with input δ and outputη. Based on (17), the gain of H 2 is γ. On the other hand, H 1 is a dynamic system with input u =η, state δ, and transfer function (sI − A c ) −1 . Based on the small gain Theorem 3, if H 1 is asymptotically stable, i.e.,A c in (23) is Hurwitz, and the gain of H 1 is less than or equal to γ −1 , then the system (23) is globally asymptotically stable.
Similar to [3] , one can show that the matrix A c in (23) is Hurwitz, and the 2 -gain of H 1 is less than or equal to γ −1 , if and only if all systems (24) are simultaneously asymptotically stable, and the 2 -gains of systems (24) are all bounded by γ −1 , where
ARE equation (20) can be written as
with N i ≡ S − c λ i K. Since W > 0, and using the Lyapunov theory, S − c λ i UW is Hurwitz if the condition (21) is satisfied. Therefore, A c is Hurwitz. To complete the proof, it only remains to show that the 2 -gain of (24) is less than or equal to γ −1 . Based on Definition 1, this is equivalent to
To show this, define a Lyapunov function candidate as
The derivative of the Lyapunov function along with (24) becomesV
Using (25) and (28) yieldṡ
If condition (21) is satisfied, then g > 0. Now define the Hamiltonian function
If condition (22) is satisfied, then using gU − γ 2 I > 0 and (29) in (30), one has
Integrating (31) and using (30) gives
Selecting V (0) = 0, and noting that non-negativity of (32) implies V (T ) > 0, ∀T , one obtains (26) .
Note that the proposed distributed observer is scalable as the agents can be added or removed while the observer still converges, as long as there is a spanning tree in the communication graph. The convergence rate of the observer depends on the eigenvalues of the Laplacian matrix L and consequently the graph structure. Note also that, although not considered in this paper, if the leader is active, i.e., its dynamics are given by x 0 = s(x 0 , u 0 ) with u 0 a bounded control input, one can solve the distributed observer problem assuming that the leader communicates not only its state, but also its input u 0 , with its neighbors.
Remark 4: As shown in the subsequent sections, the leader dynamics are not required to design the proposed optimal control protocol. However, the distributed observer in Theorem 6 requires the knowledge of the leader dynamics. If the leader dynamics are not known, one can use neural networks (NNs) to approximate them. In this case, the observer dynamics in (10) becomė
is the vector of NN weights. Since the dimensions of w i are the same for all agents, one can use the update law presented in [48] for homogenous systems and show that the error in (18) is uniformly ultimately bounded. The update law is given bẏ
is the local consensus error. Moreover, Γ i > 0 is a diagonal update rate matrix, and κ > 0 is tuning gain. We have not implemented this adaptive observer in this paper.
V. SOLVING PROBLEM 2: A HAMILTON-JACOBI-BELLMAN APPROACH

Overview of this section:
In this section, a solution to Problem 2 is provided. First, a nonlinear augmented system is formed for each agent based on its own dynamics and the leader dynamics. Lemma 7 shows that the nonlinear control protocol for the augmented system can be designed independent of the observer. Then, HJB equations [see (50) ] are derived to minimize local performance functions (15) for agents. A nonlinear control protocol [see (49) ] is then derived for each agent based on its solution to its corresponding HJB equation. To study the local behavior of the agents, their linearized models are used (which is common for nonlinear systems. See [35] ). This includes showing that if the output synchronization problem is solvable, and Assumption 2 is satisfied, then there exist locally unique solutions to the HJB equations and the nonlinear control protocols found by solving the HJB equations are unique. It is also shown that the proposed nonlinear control protocols are optimal and solve Problem 2, provided that the discount factor in (15) is less than an upper bound. A large Q in the performance function can assure satisfaction of this condition. Section IV will show how to solve the HJB equations and consequently find optimal nonlinear control protocols using only measured data along the trajectories of the nonlinear augment system (44) and without requiring any knowledge of the agents dynamics.
Define the augmented state for agent i as
in terms of its local state x i and the distributed observer state w i in (10) . Then, based on the fact that (10) can be written aṡ w i = s(w i ) − cK z i with z i defined in (35) , and using (7), the augmented system dynamics can be written as
and
where z i is defined in (35) .
The following Lemma shows how the controller u i in (11) and the observer (10) can be combined to solve the output synchronization Problem 1.
Lemma 7: Let the gains c and K for the observer (10) be designed as in Theorem 6. Then, Problem 1 is solved if the control protocol u i in (11) is designed to guarantee that e i in (37) goes to zero assuming z i = 0.
Proof: Based on (18), (23), and (37), the global dynamics of the network of agents and the observer yields
Since L + M is positive-definite, this concludes that δ = 0. To complete the proof, one needs to show that the output synchronization problem is solved if the control protocol u in (40) guarantees that e goes to zero when δ = 0, and the observer is designed as in Theorem 6. Let e in (40) be zero when δ = 0 for a control protocol u. That is, e =C X = 0 or equivalently C i x i − C 0 x 0 = 0, ∀i. Then, there exists a zeroerror invariant and attractive set Ω = {(x, x − 0 )|x = π(x − 0 )}. On the other hand, it is shown in Theorem 6 that the system (41) is globally asymptotically stable. Therefore, based on Theorem 2, there exist a smooth positive definite function V (δ), a continuous positive definite function W (δ), and a set D = { δ ≤ r}, such thatV
for all δ ∈ D. Now, consider the Lyapunov-like function V (δ, e) = V δ (δ) for the cascade system in (40) and (41) . Then, based on (42)V
Based on LaSalle's invariance principle [38] , as t → ∞, all trajectories (X, δ) of (40) and (41) 
A. Hamilton-Jacobi-Bellman Equations and Proposed Nonlinear Control Protocols
Based on the results of Lemma 7 and Theorem 6, the control protocol for each agent needs to be designed to assure e i in (37) goes to zero assuming z i = 0. Therefore, in the following, it is assumed z i = 0 when the control protocol is designed. That is, the augmented system (37) is considered as
with
The assumption of z i = 0 will be relaxed in Section V, where the distributed observer is combined with the proposed controller.
The controller u i in (44) 
In terms of the augmented state (36), the performance function (15) becomes (45) where
Differentiating (45) gives the following Bellman equation
where ΔV i = dV i (X i )/dX i . Let V i be the optimal value function. Then, it satisfies the HJB equation [49] 
(48) The optimal control protocol for agent i is obtained by differentiating the HJB equation (48) with respect to u i and yields
Substituting u * i (49) back into the HJB equation yields
B. Studying Local Behavior of Agents Under the Proposed Nonlinear Control Protocol
To study the local behavior of the agents, augmented dynamics (44) are linearized around the equilibrium poinṫ
with A i and B i the linearized agent dynamics, and S the linearized leader dynamics given in (9) . The value function for the linear system is quadratic in terms of the augmented state. That isV
Therefore, the HJB equation (50) reduces to the ARE
and the optimal control protocol (49) becomes
Finally, the output regulation equations (12) and (13) for the linearized system reduce to
Lemma 8: Assume that the output synchronization problem is solvable, and Assumption 2 is satisfied. Then, the HJB equation (50) is locally solvable.
Proof: Consider the augmented agent dynamics (44) and the performance function (45) . Define the Hamiltonian function [49] 
and the costate variable
give the augmented dynamics (44) and the HJB equation (50), respectively. Using the linearized dynamics (51) in (58) giveṡ
whereF i ≡F i (X i , u i ) is the remainder of the linear approximation. Using (62), the Hamiltonian becomes
(63) The costate can also be written as the sum of a linear and a nonlinear term as
for some nonlinear function β i (X i ). Using ∂H i /∂u i = 0, and (63), one has
where u li is the linear term of the control protocol, and is given by (55) . φ i (X i ) is a nonlinear function. Defininḡ X i = e −(0.5α )t X i andμ i = e −(0.5α )t μ i , and using (62)- (65), conditions (60) and (61) give
for some nonlinear functionsF i1 andF i2 . Let P i satisfy the ARE in (54) .
], the spectrum of W i is symmetric about the imaginary axis and W i has exactly 2n eigenvalues with negative real part [51] . Similar to [51] , one can show that if X 1 and X 2 are chosen so that Im(X 1 T , X 2 T ) T spans the stable invariant subspace of
satisfies the ARE (54). Moreover, the subspace spanned by the columns of
is invariant under W i , and its restriction to
Therefore, there exists a local invariant manifold for the Hamiltonian system given by the linear part of (64) around the equilibrium point. Hence, the HJB equation is locally solvable. The local solution has the form of
is the nonquadratic part of the solution and P i is the solution to the ARE in (54) . We now show that the local control protocol (55) is unique. This requires the results of Lemmas 9 and 10. Define
where V i (X i ) is the solution to the HJB equation (50) , and define
Lemma 9:
We first show by contradiction that if
This, on the other hand, concludes that ΔV i (X i ) = 0, which contradicts X i ∈ Ω i . To clarify this, consider the local quadratic solution V i (X i ) = X i T P i X i found by the linearized dynamics in (51). Then, one has For the linear dynamics (51) with the quadratic performance (53), the manifold (70) reduces to the null space of P i , i.e.,
, where P i is the solution to the ARE in (54).
Lemma 10: Let K i be designed as (55) with P i the solution to the ARE in (54) . Then, the subspace
Proof: Rewrite the ARE in (54) as
Let X i ∈ Ω li . Then, based on Lemma 9,C i X i = 0. Postmultiplying (71) by X i leads to P i A cli X i = 0, which concludes Ω i is A cli -invariant.
Let the solution P i to the ARE in (54) be partitioned as
Then, the local control protocol (55) becomes
(75) The following theorem shows the uniqueness of this control protocol.
Theorem 11: Let the output synchronization be solvable and Assumption 2 be satisfied. Then, the local optimal control protocol (75) is unique.
Proof: The control protocol (75) has a feedback part which depends on P i 11 , and a feedforward part which depends on P i
.
To show the uniqueness of (75), we first show that P i 11 is unique and positive definite and, then, show that −(P 
Using (75), the ARE in (76) becomes
Since (A i , B i ) and, consequently, (A i − 0.5 α i I, B i ) are stabilizable, there exists a positive definite solution to the Lyapunov equation (77). We now show by contradiction that the stabilizing solution to (77) is unique. Let X and Y be two different solutions to (77). Then, using (77), one has
where K 1 and K 2 are stabilizing gains corresponding to X and Y , respectively. Equation (78) Now let Ω i = {X i | P i X i = 0}. Then, using (74), for any
T in Ω i one has
It was shown in Lemma 10 that the null space of P i is A cliinvariant. Thereforeẋ
which gives The following theorem shows that the control protocol (49) along with the observer (10) makes the observer error go to zero asymptotically fast and solves Problem 1. It is also shown that imposing optimality results in explicitly solving the output regulator equations.
Theorem 12: Assume that Problem 1 is solvable. Let V i (X i ) be the solution to the HJB (50) . Then, the control protocol (49) along with the observer (10), with gains designed as in Theorem 6, solves Problem 1, if Q i is sufficiently large and the discount factor satisfies
Proof: The global agents dynamics and observer dynamics are given by (40) and (41) . Theorem 6 shows that the observer error δ i in (41) goes to zero locally asymptotically fast. Therefore, based on Lemma 7, if e → 0 for δ = 0, one has (δ, e) → 0. To show that e i → 0 for δ i = 0, let z i = 0 and the control protocol designed as (49) . Then, we show that the zero-error manifold Ω i is locally invariant and attractive and thus e i → 0.
, and expanding the HJB equation (50), its upper left-hand side becomes
Now, let δ i = 0. Then, the closed-loop dynamics for agent i, when the control protocol (49) is used, becomeṡ
The linearized dynamics for (86) iṡ
It was shown in [52] that if V ix i is the solution to (86), then the closed-loop system f i ( (87) is Hurwitz. Using this fact and the center manifold Theorem 1, there exists an invariant and attractive manifold for which the synchronization error is bounded. To show that this error is in fact annihilated in this manifold under conditions mentioned in the statement of the theorem, define the synchronization error as
One can conclude from (66) thatX i = e −(0.5α )t X i and consequently e −(0.5α )t ε i (X i ) converges to zero locally asymptotically fast. This is because ε i (X i ) =C X i withC = 0 defined in (39) . Now defineū i = e −(0.5α )t u i . Then, the performance function (45) becomes
This shows that by selecting Q i sufficiently large relative to R i , and consequently putting more weights on the tracking error at the cost of increased control effort, minimizing the performance function results in converging ε i (X i ) =C X i to zero.
Remark 5: Theorem 12 shows that a trade-off between an acceptable tracking error and required control effort can be made by selecting appropriate performance weights in the performance function (15) . Moreover, the input constraints caused by the actuator saturation of agents can be explicitly incorporated into the performance function. The input constraints have been considered for control of multi-agent systems in the literature [53] . The input constraints can be incorporated into the proposed approach, if, similar to [54] , one uses a nonquadratic performance for the control effort.
C. Optimality of the Proposed Solution
In this section, it is first shown that the proposed control protocol found by solving the HJB equations provides implicit solutions to the output regulator equations. It is then shown that the proposed solution is optimal. Consequently, in contrast to [28] , our approach finds optimal solutions to the output regulator equations, which do not have unique solutions. Theorem 13: Let V i (X i ) be the solution to the HJB (50) and the control protocol be given by (49) . Then, the output regulator equations (12) and (13) are implicitly solved.
Proof: The control input can be written as
for some β i (X). The closed-loop system is
i is Hurwitz, then based on the center manifold Theorem 1, there exists a continuous differentiable mapping x i = π i (x 0 ), with π i (0) = 0, defined in a neighborhood W 0 of the origin, satisfying the condition
Therefore, (12) is satisfied with
Moreover, based on the center manifold Theorem 1, Ω i = {X i |x i = π i (x 0 )} is invariant and attractive. On the other hand, based on Theorem 12, since the error e i = C i π i (x 0 ) − C 0 x 0 is annihilated in this manifold for sufficiently large Q i , (13) is satisfied. This completes the proof of the theorem.
Corollary 14: Consider the linearized system (51), and let the control protocol be designed as (55) where P i , given by (74), is the solution to the ARE (54) . Then, the output regulator equations (56) and (57) are implicitly solved.
Proof: Conditions (12) and (13) reduce to (56) and (57), respectively, for a linear system. Therefore, Theorem 13 guarantees that the control input (55) with P i the solution to the ARE (54) implicitly solves the output regulator equations (56) and (57) .
The following theorem shows that the control protocol (49), obtained by solving Problem 2, along with the observer designed in Theorem 6, solves Problem 1 in an optimal manner.
Theorem 15: Consider the network of heterogeneous agents given by (7) with performance functions (44) . Let V i * (X i ) be a smooth solution to the HJB (50). Define control u i * = u i (V i * (X i )) as given by (49) with w i provided by the observer (10) with gains designed as in Theorem 6. Then, u i * minimizes the performance index (49) over all acceptable control protocols. Moreover, in convergence, the optimal value on [0, ∞) is given by V i * (X i (0)). Proof: To show the optimality of the solution, note that for any continuous value function V i (X i ), one can write the performance function (44) as
Using (37) one has
Using (47) and (95), (94) becomes
The second term goes to zero when the observer converges, and does not depend on the control protocol. Therefore, u * is the optimal control protocol and, in convergence, i.e., after z i = 0, the optimal value is V i * (X i (0)). It was shown in Theorem 13 that the control protocol (49) obtained by solving the HJB equation (50) actually solves the output synchronization problem (see Problem 1) . This is as a result of the separation principle shown in Lemma 7. A nonzero term z i only affects the transient performance of the synchronization process. This nonzero term is considered in the following section.
Remark 6: Note that the results presented in [53] are for the state tracking of single-agent systems, in contrast to the results of this paper which are presented for the output tracking of multi-agent systems. None of the above results are presented in [53] .
VI. MODEL-FREE SOLUTION TO THE OUTPUT SYNCHRONIZATION PROBLEM
In this section, an off-policy RL algorithm [55] [56] [57] is developed to learn the solution to the HJB equation (50) and, consequently, find the optimal control protocol (49) for each agent online and without requiring any knowledge of the agents or the leader dynamics.
The Bellman equation (47) is linear in the cost function V i , while the HJB equation (50) is nonlinear in the value function. This motivates developing the following offline RL algorithm which breaks the HJB equation into a sequence of differential equations (47) linear in the cost. Each agent performs this algorithm independently of other agents in the network.
The proof of convergence to the optimal solution of the HJB equation (50) is the same as that of [54] . 
2. Update the control protocol using
3. Go to 1 until the convergence is achieved.
Algorithm 1 requires complete knowledge of the agents' and the leader' dynamics. To obviate this requirement, an off-policy RL algorithm is designed in the following. The augmented system dynamics (37) is first written as [55] [56] [57] 
where u j i is the learned control protocol to be updated. u i is a possibly fixed control protocol applied to the agent to generate data for learning. The control protocol u i should be a stabilizing and exploring control policy.
Differentiating V i j (X i ) along with the system dynamics (95), and using (98) and (99), giveṡ
which yields
Equation (102) can be solved for both value function V i j and updated control policies u j +1 i , simultaneously, while a fixed control policy u i is applied to the agent i. This off-policy Bellman equation has the same solution as the Bellman equation (99) and the control policy (99) [57] . The following algorithm uses (102) to iteratively solve the HJB equation (50) without requiring any knowledge of the agents or the leader dynamics. It is shown how the data collected from a fixed control policy u i is reused to evaluate many updated control policies u i j , sequentially, until the convergence to the optimal solution is achieved.
The off-policy Algorithm 2 converges to the optimal control solutions given by (49) , where the value function satisfies the tracking HJB equation (50) . 
2. Set u
. Go to step 1.
Remark 7:
In Algorithm 2, an initial exploratory control protocol u i is applied to the agent, and the system information is recorded over the time interval T to learn the updated control protocol. In fact, the collected data are used in a least-square sense to find a sequence of updated policies u i j converging to the optimal control protocol (49).
B. Implementing Algorithm 2 Using Neural Networks
The off-policy RL Algorithm 2 is now implemented by using two NNs, i.e., the actor NN, and the critic NN, to approximate the value function V i j and the updated control u j +1 i for each agent, as follows [58] 
where 
where e i (t) is the Bellman approximation error,Ŵ 2i,l is the lth column ofŴ 2i . Least-squares method minimizes the Bellman error. Rewrite (106) as
Obtaining yo i (t) and to i (t) at points t 1 to t N in the state space, with N ≥ l 1 + m × l 2 , the least-squares solution iŝ
Note that the proposed method for solving the HJB (50) requires no knowledge of the agent or the leader dynamics. Each agent needs to know the dimension of the leader state and its own state to perform the off-policy RL algorithm.
Remark 8: Algorithm 2 is an extension of existing off-policy algorithms [55] [56] [57] to multi-agent systems. Note that, in contrast to off-policy RL algorithms developed for single-agent systems, Algorithm 2 cannot record data and reuse them from the beginning of the learning process, because of the term z i in (106) and (109). Once the observer converges, z i goes to zero and we can start recording and reusing the data to accelerate the convergence of the RL algorithm. Not also that, when applying the least squares, NN approximation errors might lead to a nonzero Bellman error. Therefore, there might be an error in the approximated control input and the value function. It is shown in [57] that if the number of NN activation functions is chosen sufficiently large, the approximation error can be made arbitrarily small.
Remark 9: The proposed approach can be extended to formulate the synchronization problem of multi-agent systems with multiple leaders [59] as an optimal control problem. Only the observer part is required to be modified to assure that the observer state converges to a convex hull of the region spanned by the states of the leaders.
Remark 10: This paper assumes that the communication among agents is continuous, and ignores network imperfections such as noise, packet loss, and attacks. The methods presented in [61] and [62] can be combined with the proposed method to reduce the communication burden and take into account network imperfections. 
VII. SIMULATION RESULTS
Oscillators have been extensively used in describing dynamical phenomena arising in phase locking in electrical circuits, motion coordination, and chemical reaction-diffusion systems. For instance, in [60] , a motion coordination problem for a group of mobile robots is presented as an application of oscillator synchronization, where the mobile robots are modeled as point-mass agents in the plane with force inputs. The goal is to coordinate their motions such that all agents move synchronously. In this section, an example on oscillator synchronization is given to validate the proposed approach. Assume that the leader trajectory is generated by a dynamic system of the following form
Similar to [28] , three heterogeneous nonlinear agents are 
which are given by a harmonic, Van der Pol, and Duffing oscillator, respectively. The communication graph is shown in Fig. 2 . The leader is pinned to Agent 1. The leader dynamics can be written in form of (13) with
Let x 0 ≤ a. Then, η 2 ≤ a 2 x 0 2 for any given x 02 , which gives the gain γ = a. Let a = 5 and, thus, γ = 5. Let G = 30I. Then, the solution to the ARE (20) , and the control gain K = GW , yields (119) Fig. 3 . Convergence of the observer' first state to the leader state for all agents. T . Figs. 3 and 4 confirm that the observer state for each agent converges to the leader state within a second.
We now use the off-policy RL Algorithm 2 to find the optimal control protocol for each agent, assuming that the agents' dynamics are unknown. Since the observer converges to the leader state after about a second, the obtained data from the agents and the observer are reused to speed up the convergence of the algorithm. The reinforcement interval in Algorithm 2 is chosen as T = 0.05. The activation functions for the value function are chosen as polynomials of even orders up to the fourth order.
For the control protocols, they are chosen as polynomials of odd orders up to the third order. Fig. 5 shows the performance of the proposed control approach after the learning process. This confirms that the agents' output tracks the leader' output successfully and quickly.
VIII. CONCLUSION
An optimal output synchronization approach is proposed for nonlinear heterogeneous systems. An augmented system, composed of the agent dynamics and the leader dynamics, is formed. An HJB solution based on the trajectory of the augmented systems is derived to find the optimal control protocol for each agent. A nonlinear distributed observer estimates the leader state for each agent. A control protocol, based on the HJB solution, assures the synchronization error goes to zero locally asymptotically fast for all agents. This control protocol does not require explicit solutions of the output regulator equations. However, it is shown that the optimal control protocol implicitly solves these equations. Reinforcement learning is used to learn the optimal control protocol without requiring any knowledge of the agents or the leader dynamics. The proposed control protocol is verified using a simulated multi-agent system. (F'08) 
Wei Kang
