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Abstract
We study translation invariant, real-valued valuations on the class of convex polytopes in
Euclidean space and discuss which continuity properties are sufficient for an extension of
such valuations to all convex bodies. For this purpose, we introduce flag support measures
of convex bodies via a local Steiner formula and derive some of the properties of these
measures.
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1 Translation invariant valuations
Let K be the space of convex bodies (non-empty compact convex sets) in Rd, d ≥ 3, with scalar
product 〈· , ·〉 and norm ‖ · ‖. We endow K with the topology derived from the Hausdorff metric
dH (see [22] for background information and notions not explicitly defined here). Let P ⊂ K be
the set of convex polytopes in Rd. A real- or measure-valued functional ϕ on K or P is called a
valuation, if it is additive in the sense that
ϕ(K ∪M) + ϕ(K ∩M) = ϕ(K) + ϕ(M),
whenever K,M and K ∪M lie in K (resp. in P). For a real-valued valuation ϕ on P which is
invariant under translations and weakly continuous (that is, continuous with respect to parallel
displacements of the facets of the polytopes), McMullen [18, 19] has shown that
ϕ(P ) = ϕ0(P ) +
d−1∑
j=1
∑
F∈Fj(P )
fj(n(P,F ))Vj(F ) + ϕd(P ), (1.1)
where ϕ0(P ) = ϕ({0}) (cf. [20, pp. 214-5] or [22, Theorem 6.4.7]) and ϕd is a multiple of
the volume functional. For j ∈ {0, . . . , d − 1}, Fj(P ) is the collection of j-faces of P , Vj is
the j-th intrinsic volume, n(P,F ) is the intersection of the normal cone N(P,F ) of P at F
and the unit sphere Sd−1, which is a (d − j − 1)-dimensional spherical polytope, and fj is a
simple, additive functional on the class ℘d−j−1 of at most (d − j − 1)-dimensional spherical
polytopes. As usual, fj is said to be simple if it is zero on spherical polytopes of dimension less
1
than d−j−1. In comparison to related work (see [18, 19]), we prefer to express our formulas in
terms of spherically convex subsets of the unit sphere instead of using the convex cones spanned
by such subsets.
Conversely, any sequence of simple, additive functionals fj : ℘d−1−j → R, j = 1, . . . , d−1,
yields a weakly continuous, translation invariant valuation ϕ on P via (1.1). To be more precise,
ϕj(P ) =
∑
F∈Fj(P )
fj(n(P,F ))Vj(F ) (1.2)
defines a weakly continuous, translation invariant valuation ϕj on P which is homogeneous of
degree j, for j = 1, . . . , d − 1. Thus, (1.1) corresponds to the decomposition ϕ = ∑dj=0 ϕj of
ϕ into homogeneous components (see [18, 19]). We call f1, . . . , fd−1 associated functions of ϕ.
If P has dimension k < j, then Fj(P ) = ∅ and so ϕj(P ) = 0, by definition.
Convex polytopes are dense in K. Therefore it is natural to ask which j-homogeneous valu-
ations ϕj , j ∈ {1, . . . , d− 1}, on P allow an extension to K by approximation, in a continuous
way. In a first attempt, one could ask whether a valuation on P which is continuous with re-
spect to the Hausdorff metric can be extended continuously to K. This seems to be a difficult
problem and neither a positive result nor a counterexample is known. A second, also quite nat-
ural approach, would be to ask for appropriate continuity conditions on the associated function
fj which guarantee a continuous extension (and thus also imply that ϕj is continuous on P).
Throughout this paper, we follow this second line.
A rather strong sufficient condition would be to assume that
fj(p) =
∫
p
f˜j(u)Hd−j−1(du), p ∈ ℘d−j−1, (1.3)
for some continuous function f˜j on Sd−1. Here we write Hs, s ≥ 0, for the s-dimensional
Hausdorff measure in Euclidean space Rd. The j-th area measure Sj(P, ·), j ∈ {0, . . . , d−1}, of
a polytope P is a Borel measure on the unit sphere Sd−1 (see [22, Section 4.2] for an introduction
to area measures), which is given by
Sj(P, ·) =
(
d− 1
j
)−1 ∑
F∈Fj(P )
Vj(F )
∫
n(P,F )
1{u ∈ ·}Hd−j−1(du).
Hence, assuming (1.3), it follows that
ϕj(P ) =
(
d− 1
j
)∫
Sd−1
f˜j(u)Sj(P, du).
The map K 7→ Sj(K, ·) is weakly continuous, that is, continuous with respect to the Hausdorff
metric dH onK and the weak topology on the space of finite Borel measures on Sd−1. Therefore
ϕj(K) =
(
d− 1
j
)∫
Sd−1
f˜j(u)Sj(K, du),
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for K ∈ K, defines a continuous extension of ϕj to K. We remark that (1.3) is fulfilled if
ϕj is smooth in the sense of Alesker [1, 2] (see also [7] for a recent survey on valuations and
applications to integral geometry).
A much weaker natural condition would be to require that fj is continuous with respect to
the Hausdorff metric on spherical polytopes. In the following, we shall see that even a weak
absolute continuity of fj , which implies continuity of fj , is not sufficient. On the other hand, we
shall show that a continuous extension exists, if fj satisfies a special kind of absolute continuity,
which is still weaker than (1.3).
Subsequently, we consider weakly continuous, j-homogeneous, translation invariant valua-
tions ϕj on P, for j ∈ {1, . . . , d − 1}. We first specify the different continuity properties for
such valuations, which we shall study. We call ϕj strongly continuous if it has an associated
function fj which satisfies (1.3) with a continuous function f˜j on Sd−1. Further, we say that
ϕj is flag-continuous, if it has an associated function fj such that (1.3) holds with a continu-
ous function f˜j , which may depend on both, the normal vector u and the linear subspace 〈p〉
generated by p. To be more precise, we introduce, for q ∈ {1, . . . , d− 1}, the flag manifold
F (d, q) := {(u,L) ∈ Sd−1 ×G(d, q) : u ∈ L},
where G(d, q) is the Grassmannian of q-dimensional linear subspaces of Rd. With the usual
topology, F (d, q) is a compact space. The property of flag-continuity for ϕj means that
fj(p) =
∫
p
f˜j(u, 〈p〉)Hd−j−1(du), p ∈ ℘d−j−1, (1.4)
for some continuous function f˜j on F (d, d − j), if dim(〈p〉) = d − 1 − j, and fj(p) = 0 if
dim(〈p〉) < d − 1 − j. We call a flag-continuous valuation ϕj strongly flag-continuous, if the
function f˜j on F (d, d − j) arises as the image f˜j = Tj g˜j of some continuous function g˜j on
F (d, d − j) under the transform
Tj : C(F (d, d− j))→ C(F (d, d− j))
given by
(Tj h˜)(u,L) =
∫
G(〈u〉,d−j)
[M,L⊥]2 h˜(u,M) ν
〈u〉
d−j(dM), (1.5)
for (u,L) ∈ F (d, d − j). For subspaces Ui ∈ G(d, qi), i = 1, 2, with q := q1 + q2 ≤ d,
the expression [U1, U2] is defined as in [23, p. 597-8]. In particular, if a1, . . . , aq1 is an
orthonormal basis of U1 and b1, . . . , bq2 is an orthonormal basis of U2, then [U1, U2] is
the q-dimensional volume of the parallelepiped spanned by a1, . . . , aq1 , b1, . . . , bq2 . Hence,
[U1, U2] = |det(a1, . . . , aq1 , b1, . . . , bq2)| if dim(U1 + U2) = q, where the determinant is cal-
culated in U1 + U2, and [U1, U2] = 0 if dim(U1 + U2) < q. The Grassmannian G(〈u〉, d − j)
consists of all U ∈ G(d, d − j) which contain the linear subspace 〈u〉 spanned by u. Moreover,
ν
〈u〉
d−j is the unique SO(u)-invariant probability measure on G(〈u〉, d−j), where SO(u) denotes
the set of all proper (orientation preserving) rotations of Rd which fix u ∈ Sd−1. Finally, we
observe that if ϕj is flag-continuous, then the function fj in (1.4) is continuous on ℘d−j−1 with
respect to the Hausdorff metric.
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From these definitions, it follows immediately that the following implications hold:
ϕj strongly continuous ⇒ ϕj strongly flag − continuous
⇒ ϕj flag − continuous ⇒ ϕj weakly continuous .
Since for j = d − 1 the three notions, strong continuity, strong flag-continuity and flag-
continuity all coincide, and since then a continuous extension to all convex bodies is always
possible, we assume that j ∈ {1, . . . , d− 2} throughout the following.
In the next section, we shall show that, for j ∈ {1, . . . , d − 2}, flag-continuity is not
sufficient for the existence of a continuous extension of ϕj to K. The counterexample we
present is based on a certain flag measure for polytopes and on the construction of two se-
quences of convex polytopes (Pk)k∈N and (Qk)k∈N, which converge to the same convex body,
but for which a suitably constructed flag-continuous valuation ϕj has different limits, that is,
limk→∞ ϕj(Pk) 6= limk→∞ ϕj(Qk). However, in Section 4 we shall see that an extension ex-
ists, if ϕj is strongly flag-continuous. This result makes use of another sequence of flag measures
which we introduce and study in Section 3. These flag measures are obtained as coefficient mea-
sures of a local Steiner formula, first for convex polytopes and then for general convex bodies by
an approximation argument. This approach extends the one well known for support measures of
convex bodies.
The question of extendability of valuations from polytopes to arbitrary bodies is also dis-
cussed in a recent preprint by S. Alesker [3]. For 1 ≤ j ≤ d − 2, he shows the existence of a
smooth function f˜j such that the valuation given by (1.2), with fj and f˜j related by (1.4), has
no continuous extension to K. His approach uses sophisticated techniques from representation
theory, whereas our counterexample is based on a specific geometric construction. In [3], also
the vector space of functions f˜j which allow a continuous extension is described for j = 1 and
dimension d = 3, again in an abstract setting. Our results in Section 4 give sufficient conditions
for extendability, for all values of d and j. We are grateful to S. Alesker for useful discussions
on our two different approaches.
2 Valuations without continuous extensions
In order to show that flag-continuity is not sufficient for the existence of a continuous exten-
sion of ϕj to K, for an arbitrary polytope P in Rd, we define a flag measure τj(P, ·), for
j ∈ {0, . . . , d− 1}, on F (d, d − j) by
τj(P, ·) :=
∑
F∈Fj(P )
Vj(F )
∫
n(P,F )
1{(u, F⊥) ∈ ·}Hd−j−1(du), (2.1)
where F⊥ ∈ G(d, d−j) denotes the subspace orthogonal to the linear subspace L(F ) ∈ G(d, j)
parallel to F . For d = 3 and j = 1 this measure was introduced by Ambartzumian [4, 5], who
used it for an integral representation of the width function and a subsequent characterization of
zonotopes.
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It follows from (2.1) that
τj(P,F (d, d − j)) =
∑
F∈Fj(P )
Vj(F )Hd−j−1(n(P,F )) = ωd−jVj(P ),
where ωn := 2πn/2/Γ(n/2) is the (n − 1)-dimensional Hausdorff measure of the unit sphere
Sn−1. Hence, for a sequence (Pk), k ∈ N, with Pk → K ∈ K, as k → ∞, the measures
τj(Pk, ·) are uniformly bounded, for k ∈ N, since τj(Pk, F (d, d − j)) = ωd−jVj(Pk) →
ωd−jVj(K), as k →∞, by the continuity of the intrinsic volumes. Hence, there is a subsequence
τj(Pki , ·), i ∈ N, which converges weakly to a measure τ on F (d, d − j). The following
result shows that, for j ∈ {1, . . . , d − 2}, the limit measure τ in general will depend on the
approximating sequence Pk → K , hence there is no continuous extension of the measures
τj(P, ·) from polytopes P to arbitrary convex bodies K ∈ K.
We add a few comments on the construction of the polytopes Pk, which are used in the
proof, as well as on the strategy of the proof. In [11], in dimension d = 3 a polytope Pk ⊂ Rd,
k ∈ N, is defined as the convex hull of those points on the unit sphere whose projection to Rd−1
lies in the discrete set 2−kZd−1. The polytopes Pk converge to the rotation invariant unit ball
Bd, as k →∞, and a subsequence of τj(Pk, ·) converges weakly to a measure τ on F (d, d− j).
If τ is not rotation invariant, then there is a rotation ϑ ∈ SOd such that ϑτ 6= τ , and hence there
is a continuous function f˜ on F (d, d − j) which separates ϑτ and τ . Using f˜ , we can define a
flag-continuous valuation ϕ such that limk→∞ ϕ(Pk) 6= limk→∞ ϕ(ϑPk). In order to show that
τ is not rotation invariant, it is crucial to know and control the set of j-faces of Pk. Already for
d = 3 and j = 1 (which is considered in [11]) this turns out to be a delicate task and at least one
symmetry argument in [11] is apparently not available.
For this reason, we use a modified construction for a sequence of polytopes that was first
described, and used for a different purpose, in [13]. In [13], a polytope Pt, for t > 0, is defined
as the convex hull of a subset of those points on a rotational paraboloid whose projection to Rd−1
lies in the discrete set 2tZd−1. For these polytopes, the set of j-faces, for general dimension and
j ∈ {0, . . . , d − 1}, is explicitly determined in [13]. The limit set K of (Pt), as t → 0+, (that
is, part of the paraboloid) is then invariant under rotations fixing the vertical axis. In contrast,
the facial structure of the polytopes Pt, for t > 0, remains rigid in the sense that the orthogonal
projections to Rd−1 of the linear subspaces which are parallel to the faces of the polytopes Pt are
coordinate subspaces. This is enough to admit a modification of the argument described in the
preceding paragraph (and based on [11]). The construction of the polytopes Pt is related to a well
known construction in computational geometry used to determine the Delaunay triangulation of
a point set in Rd−1 via the convex hull of the set of points vertically lifted to a paraboloid (see
[9, Section 13.1/2, Observation 13.13] and [15, Section 7]).
Theorem 2.1. For each j ∈ {1, . . . , d−2}, there is a flag-continuous j-homogeneous valuation
ϕ = ϕj on P and a convex body K ∈ K such that there exist two sequences of polytopes,
(Pk) and (Qk), k ∈ N, with Pk → K and Qk → K , as k → ∞, and such that the limits
limk→∞ ϕ(Pk) and limk→∞ ϕ(Qk) exist but satisfy
lim
k→∞
ϕ(Pk) 6= lim
k→∞
ϕ(Qk).
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Proof. Let j ∈ {1, . . . , d − 2} be fixed. Let e1, . . . , ed be the standard (orthonormal) basis of
R
d
. We identify Rd−1 and Rd−1 × {0} ⊂ Rd. For t > 0 and e = e1 + . . . + ed−1, the cubes
t(e + 2z) + [−t, t]d−1, z ∈ Zd−1, are the cells of a polytopal complex in Rd−1, denoted by Ct,
with vertex set 2tZd−1. Let l− : Rd−1 → Rd and l+ : Rd−1 → Rd be the functions defined by
ℓ−(x) := −ed + x+ ‖x‖2ed, ℓ+(x) := ed + x− ‖x‖2ed, x ∈ Rd−1.
Further, we define the two sets
L±(t) := ℓ±({2tz : z ∈ Zd−1, 1− 4t2‖z‖2 ≥ 0}).
Then
Pt := conv(L−(t) ∪ L+(t))
is a convex polytope, with vertices on the rotational paraboloids ℓ−(Rd−1) and ℓ+(Rd−1), re-
spectively. As t→ 0+, the polytopes Pt converge to the convex body
K := {(x, s) ∈ Rd−1 × R : |s| ≤ 1− ‖x‖2},
which is symmetric with respect to Rd−1 and invariant under rotations ϑ ∈ SO(ed). By the
remarks preceding the statement of the theorem, we may assume that τj(Pt, ·) → τ weakly,
as t → 0+. The rotation group acts in a natural way on F (d, d − j), that is, for (u,L) ∈
F (d, d − j) and ϑ ∈ SOd, we consider the operation SOd × F (d, d − j) → F (d, d − j) given
by ϑ(u,L) := (ϑu, ϑL). We shall show that τ is not SO(ed)-invariant, that is, there exists a
rotation ϑ ∈ SO(ed) such that the image measure ϑτ of τ under ϑ is different from τ . If this is
shown, we put Qt := ϑPt, which implies that Qt → K , as t→ 0+. Moreover, we have
τj(Qt, ·) = τj(ϑPt, ·)
=
∑
F∈Fj(ϑPt)
Vj(F )
∫
n(ϑPt,F )
1{(u, F⊥) ∈ ·}Hd−j−1(du)
=
∑
G∈Fj(Pt)
Vj(ϑG)
∫
n(ϑPt,ϑG)
1{(u, (ϑG)⊥) ∈ ·}Hd−j−1(du)
=
∑
G∈Fj(Pt)
Vj(G)
∫
n(Pt,G)
1{ϑ(u,G⊥) ∈ ·}Hd−j−1(du)
= τj(Pt, ϑ
−1(·)) = ϑτj(Pt, ·).
Hence, τj(Qt, ·) = ϑτj(Pt, ·) → ϑτ as t → 0+. Since ϑτ 6= τ , there exists a continuous
function (in fact, a function of class C∞) f˜ on F (d, d − j) such that
∫
F (d,d−j)
f˜(u,L) (ϑτ)(d(u,L)) 6=
∫
F (d,d−j)
f˜(u,L) τ(d(u,L)). (2.2)
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A flag-continuous, j-homogeneous valuation ϕ on P is defined by
ϕ(P ) :=
∑
F∈Fj(P )
Vj(F )
∫
n(P,F )
f˜(u, F⊥)Hd−1−j(du)
=
∫
F (d,d−j)
f˜(u,L) τj(P, d(u,L)).
Since τj(Pt, ·)→ τ weakly, as t→ 0+, it follows that ϕ satisfies
ϕ(Pt)→
∫
F (d,d−j)
f˜(u,L) τ(d(u,L))
and
ϕ(Qt) =
∫
F (d,d−j)
f˜(u,L) ϑτj(Pt, d(u,L))
→
∫
F (d,d−j)
f˜(u,L) (ϑτ)(d(u,L)),
as t→ 0+. Thus, (2.2) implies that
lim
t→0+
ϕ(Pt) 6= lim
t→0+
ϕ(Qt).
It remains to be shown that ϑτ 6= τ , for a suitable rotation ϑ ∈ SO(ed). It is sufficient
to show that the measure τ˜ on G(d, j), which is the image measure of τ under the mapping
F (d, d − j) → G(d, j), (u,L) 7→ L⊥, is not SO(ed)-invariant. The latter follows, if we find a
Borel set A ⊂ G(d, j) with τ˜(A) > 0 and such that ν˜j(A) = 0, for each SO(ed)-invariant finite
measure ν˜j on G(d, j).
We consider the finitely many subspaces parallel to the j-faces of the cube [−1, 1]d−1, that
is,
D := {L(G) : G ∈ Fj([−1, 1]d−1)}.
Each j-face G of one of the cubes of Ct satisfies L(G) ∈ D. For L ∈ G(d, j), we denote by
L|e⊥d the orthogonal projection of L to e⊥d and define
A := {L ∈ G(d, j) : ‖ed|L‖ ≤
√
2
−1
, L|e⊥d ∈ D}.
It is easy to see that A is a closed subset of G(d, j). Let ν˜j denote an arbitrary finite SO(ed)-
invariant measure on G(d, j). We show that ν˜j(A) = 0. To see this, let νed denote the unique
Haar probability measure on SO(ed). Then, by the assumed invariance we have
ν˜j(A) =
∫
G(d,j)
∫
SO(ed)
1{ϑL ∈ A} νed(dϑ) ν˜j(dL)
≤
∫
G(d,j)
∫
SO(ed)
1{(ϑL)|e⊥d ∈ D} νed(dϑ) ν˜j(dL)
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=∫
G(d,j)
∫
SO(ed)
1{ϑ(L|e⊥d ) ∈ D} νed(dϑ) ν˜j(dL).
Since j ∈ {1, . . . , d− 2} and D is finite, we clearly have
∫
SO(ed)
1{ϑ(L|e⊥d ) ∈ D} νed(dϑ) = 0,
which implies the required assertion.
Thus it remains to be shown that τ˜ (A) > 0.
Let At, for t ∈ (0, 1/8), be the set of j-dimensional subspaces parallel to some j-face of
Pt having non-empty intersection with B0 := {x ∈ Rd−1 : ‖x‖ ≤ 1/4} × [0,∞). Since the
orthogonal projection to Rd−1 of each such j-face of Pt is a j-face of one of the cubes of Ct and
each such j-face of Pt is obtained by vertically lifting a j-face of one of the cubes of Ct (see
[13] for a detailed argument and [15, Proposition 7.17] for the main fact on which the argument
is based), it follows that At ⊂ A once we have shown that ‖ed|L‖ ≤
√
2
−1 for all L ∈ At. In
fact, if u ∈ L ∩ Sd−1 and L ∈ At, then there are x1, x2 ∈ Rd−1 with x1 6= x2, ‖xi‖ ≤ 1/2, for
i = 1, 2, and such that
u =
ed + x2 − ‖x2‖2ed − [ed + x1 − ‖x1‖2ed]
‖ed + x2 − ‖x2‖2ed − [ed + x1 − ‖x1‖2ed]‖ .
Then we get
|〈ed, u〉| ≤ |‖x2‖
2 − ‖x1‖2|√
(‖x2‖2 − ‖x1‖2)2 + ‖x2 − x1‖2
. (2.3)
Since ‖xi‖ ≤ 1/2, i = 1, 2, we have ‖x1‖+ ‖x2‖ ≤ 1, and thus
(‖x2‖2 − ‖x1‖2)2 ≤ (‖x2‖ − ‖x1‖)2 ≤ ‖x2 − x1‖2. (2.4)
From (2.3) and (2.4), we deduce that
|〈ed, u〉| ≤ |‖x2‖
2 − ‖x1‖2|√
2(‖x2‖2 − ‖x1‖2)2
=
1√
2
,
which yields the required assertion.
Then we obtain
τj(Pt, {(u,L⊥) ∈ Sd−1 ×G(d, d − j) : L ∈ A})
≥ τj(Pt, {(u,L⊥) ∈ Sd−1 ×G(d, d − j) : L ∈ At})
=
∑
F∈Fj(Pt)
Vj(F )
∫
n(Pt,F )
1{L(F ) ∈ At}Hd−1−j(du)
≥
∑
F∈Fj(Pt)
Hj(F ∩B0)Hd−1−j(n(Pt, F ))
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=(
d− 1
j
)
Cj(Pt, B0)→
(
d− 1
j
)
Cj(K,B0) > 0,
as t → 0+. Here Cj(M, ·) denotes the j-th curvature measure of a convex body M in Rd (see
[22, Section 4.2] or [23, (14.13)]). Note that the convergence holds, since the boundary of the
half cylinder B0 has Cj(K, ·)-measure 0. Since {(u,L⊥) ∈ Sd−1 ×G(d, d − j) : L ∈ A} is a
closed subset of Sd−1 ×G(d, d − j) and τj(Pt, ·)→ τ weakly, as t→ 0+, we obtain that
τ˜ (A) = τ({(u,L⊥) ∈ Sd−1 ×G(d, d − j) : L ∈ A})
≥ lim sup
t→0+
τj(Pt, {(u,L⊥) ∈ Sd−1 ×G(d, d − j) : L ∈ A})
≥
(
d− 1
j
)
Cj(K,B0) > 0,
which completes the argument.
The required sequences are then obtained by choosing t = 1/k, k ∈ N.
3 Flag measures for convex bodies
We now introduce various sequences of natural flag measures for arbitrary convex bodies K ∈
K. For j ∈ {0, . . . , d− 1}, these measures will be defined on the flag manifold F (d, d − j), on
the manifold
F⊥(d, j) := {(u,L) ∈ Sd−1 ×G(d, j) : L ⊥ u},
or on N(d, j) := Rd × F⊥(d, j) ⊂ Rd × Sd−1 ×G(d, j). In the latter case, the measures will
be concentrated on a generalization of the normal bundle NorK of K , that is, on the set
Norj(K) := {(x, u, L) ∈ N(d, j) : (x, u) ∈ NorK}.
Recall that if h(K,u) := max{〈x, u〉 : x ∈ K} denotes the support function h(K, ·) of K
evaluated at u ∈ Rd, then NorK := {(x, u) ∈ K × Sd−1 : 〈x, u〉 = h(K,u)} is the normal
bundle of K .
We start with polytopes and give a direct definition of a flag measure in the spirit of (2.1).
Namely, let ψj(P, ·) be the measure on F (d, d − j) given by
ψj(P, ·) :=
∑
F∈Fj(P )
Vj(F )
∫
n(P,F )
∫
G(〈u〉,d−j)
[L,F ]2 1{(u,L) ∈ ·}
ν
〈u〉
d−j(dL)Hd−j−1(du), (3.1)
where we simply write [L,F ] instead of [L,L(F )]. Moreover, here and in the following, for a
given subspace U ∈ G(d, l), we write G(U, k) for the set of all L ∈ G(d, k) with U ⊂ L if
l ≤ k, and with L ⊂ U if k ≤ l. The corresponding Haar probability measure on G(U, k) is
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denoted by νUk . (If U = Rd, then the upper index is omitted.) A comparison of (3.1) with (2.1)
shows that
ψj(P, ·) = Tjτj(P, ·),
that is, ψj(P, ·) is the image measure of τj(P, ·) under the integral transform Tj given by (1.5)
(since Tj is apparently self-adjoint, it can be extended to a linear transform on measures, by
duality).
As we shall show in this section, the measure ψj(P, ·) has a continuous extension to all
convex bodies. This also implies that the transform Tj is not injective. Namely, for the sequences
Pk → K , Qk → K , k ∈ N, considered in Theorem 2.1, we saw in the proof that τj(Pk, ·)→ τ ,
τj(Qk, ·) → τ ′ with τ 6= τ ′. Since Tj : C(F (d, d − j)) → C(F (d, d − j)) is continuous, this
implies
ψj(Pk, ·) = Tjτj(Pk, ·)→ Tjτ
and
ψj(Qk, ·) = Tjτj(Qk, ·)→ Tjτ ′,
hence
ψj(K, ·) = Tjτ = Tjτ ′,
but τ 6= τ ′.
In order to show that ψj(P, ·) has a continuous extension to all convex bodies, we introduce a
more general framework. We consider, for k ∈ {0, . . . , d− 1}, the affine Grassmannian A(d, k)
of k-flats in Rd, together with the (suitably normalized) motion invariant measure µk on A(d, k).
Clearly, A(d, k) can be represented as
A(d, k) = {ρ(L0 + x) : x ∈ L⊥0 , ρ ∈ SOd}, (3.2)
where L0 ∈ G(d, k) is a fixed subspace, and then µk can be defined by
µk(·) :=
∫
SOd
∫
L⊥
0
1{ρ(L0 + x) ∈ ·}Hd−k(dx) ν(dρ)
=
∫
G(d,k)
∫
L⊥
1{L+ x ∈ ·}Hd−k(dx) νk(dL),
where ν denotes the Haar probability measure on SOd. We refer to [23, Sections 13.1 and 13.2]
for further details. For K ∈ K and E ∈ A(d, k), we define the distance
d(K,E) := min{‖x − y‖ : x ∈ K, y ∈ E}.
If there is a unique pair of points (x, y) ∈ K × E with d(K,E) = ‖x − y‖, then we put
p(K,E) := x and l(K,E) := y. In this case, p(K,E) is the unique nearest point of K to E,
which is called the metric projection of l(K,E) to K . Note that in these definitions we do not
require that K ∩ E = ∅. If K ∩ E = ∅ and if the distance d(K,E) > 0 is realized by a unique
pair of points, then we define
u(K,E) :=
l(K,E) − p(K,E)
d(K,E)
.
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(In fact, for the definition of u(K,E) the uniqueness of the pair of points is not needed, any
pair of distance minimizing points could be used.) Let L = L(E) ∈ G(d, k) denote the linear
subspace parallel to E ∈ A(d, k). The set
K(k) := {E ∈ A(d, k) : E ∩K = ∅, p(K,E) exists}.
is Borel measurable. This can be shown by the methods provided in [23, Section 12 and 13.2].
In the following, all sets encountered are Borel measurable (which will be used without further
mentioning it).
Lemma 3.1. Let K ∈ K and k ∈ {0, . . . , d−1}. Then E ∈ K(k) for µk-almost all E ∈ A(d, k)
with E ∩K = ∅. Further, if E ∈ K(k), then π(E) := (p(K,E), u(K,E), L(E)) ∈ Nork(K),
and the mapping π is continuous on K(k).
Proof. We first notice, that
µk({E ∈ A(d, k) : E ∩K = ∅, E /∈ K(k)}) = 0. (3.3)
In fact, any flat E ∈ A(d, k) \ K(k) with E ∩ K = ∅ is parallel to some line segment in the
boundary of K . Then, (3.3) follows from [22, Corollary 2.3.11].
For E ∈ K(k), the fact that π(E) ∈ Nork(K) is obvious. It remains to show that π is
continuous. We start with the continuity of the mapK×A(d, k)→ [0,∞), (K,E) 7→ d(K,E).
For this, letKi,K ∈ K, i ∈ N, withKi → K in the Hausdorff metric. Further, let L0 ∈ G(d, k),
xi, x0 ∈ L⊥0 and ρi, ρ0 ∈ SOd, for i ∈ N, such that ρi → ρ0 and xi → x0, as i → ∞.
By the choice of the topology on A(d, k) it is sufficient to show that d(Ki, ρi(L0 + xi)) →
d(K, ρ0(L0 + x0)), as i→∞. But this follows from the estimate
|d(Ki, ρi(L0 + xi))− d(K, ρ0(L0 + x0))| =
∣∣d(ρ−1i Ki − xi, L0))− d(ρ−10 K − x0, L0)∣∣
≤ dH(ρ−1i Ki − xi, ρ−10 K − x0).
Next we show that p(K, ·) is continuous on K(k). Due to the compactness of K , it suffices
to show that any accumulation point x of a sequence p(K,Ei), i ∈ N, with Ei → E and
Ei, E ∈ K(k), coincides with p(K,E). In fact, let p(K,Eij )→ x ∈ K , for some subsequence
(Eij )j∈N. Since d(p(K,Eij ), Eij ) ≤ d(p(K,E), Eij ) implies that d(x,E) ≤ d(K,E), the
uniqueness of p(K,E) shows that x = p(K,E).
The continuity of l(K, ·) on K(k) follows in a similar way. Then this also implies the conti-
nuity of u(K, ·).
The continuity of E 7→ L(E) is an easy consequence of the definition of the topologies on
A(d, k) and G(d, k) (cf. [23, p. 582]).
By similar arguments as in the proof of Lemma 3.1, one can show the continuity of
p(·, E), l(·, E) and u(·, E), if E is an appropriate flat. We state the result without proof.
Lemma 3.2. Let Ki,K ∈ K be convex bodies with Ki → K , as i→∞. Let
E ∈ K(k) ∩
∞⋂
i=1
K
(k)
i .
Then p(Ki, E)→ p(K,E), l(Ki, E)→ l(K,E) and u(Ki, E)→ u(K,E), as i→∞.
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For ǫ > 0, the set
K(k)ǫ := {E ∈ K(k) : d(K,E) ≤ ǫ}
is Borel measurable. Hence, if µk K(k)ǫ denotes the restriction of µk to K(k)ǫ , then the image
measure µ
(k)
ǫ (K, ·) of µk K(k)ǫ under π is a finite Borel measure on N(d, k) ⊂ Rd × Sd−1 ×
G(d, k). If we define, for a Borel set C in N(d, k),
M (k)ǫ (K,C) := {E ∈ K(k)ǫ : π(E) ∈ C},
then
µ(k)ǫ (K,C) = µk(M
(k)
ǫ (K,C)).
The following is our main result in this section.
Theorem 3.3. (a) For each convex body K in Rd and each k ∈ {0, . . . , d− 1}, there exist finite
Borel measures Θ(k)0 (K, ·), . . . ,Θ(k)d−k−1(K, ·) on N(d, k), concentrated on Nork(K), such that
µ(k)ǫ (K, ·) =
1
d− k
d−k−1∑
m=0
ǫd−k−m
(
d− k
m
)
Θ(k)m (K, ·), (3.4)
for each ǫ > 0.
(b) For each m ∈ {0, . . . , d − k − 1}, the mapping K 7→ Θ(k)m (K, ·), from K to the space of
finite Borel measures on N(d, k), is weakly continuous and additive, i.e.
Θ(k)m (K ∪M, ·) + Θ(k)m (K ∩M, ·) = Θ(k)m (K, ·) + Θ(k)m (M, ·),
for all convex bodies K,M for which K ∪M is convex.
(c) For each Borel set B in N(d, k), the mapping K 7→ Θ(k)m (K,B) is measurable.
We call Θ(k)m (K, ·) the m-th k-flag support measure of K . Before we start with the proof of
Theorem 3.3, we collect a few remarks. The defining equation (3.4) for the measures Θ(k)m (K, ·)
can be seen as a local Steiner formula in A(d, k). The investigation of local Steiner formulas
for convex bodies is a classical topic by now and the method we employ here has been used first
to introduce the curvature measures and the (surface) area measures of convex bodies, as well
as their common generalization, the support measures. We refer to [22, Chapter 4], for details.
As we shall see later, these classical measures appear as projections of our general ones. Other
projections on smaller flag manifolds have been considered before. In [24, 25], corresponding
(generalized) curvature measures on the flag manifold
K(d, k) := {(x,E) : x ∈ K,E ∈ A(d, k) touches K in x}
were considered and in the diploma thesis [17] analogous (generalized) surface area measures
on F (d, k) were studied. The unified approach presented here, leading to the flag support mea-
sures Θ
(k)
m (K, ·), follows along similar lines. It was already indicated in [17] and, in more detail,
in [11]. In [14], flag support measures Ξ(k)m (K, ·) are discussed from a different point of view
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and with a different normalization. A comparison of Theorem 3.3 and of [14, Theorem 3] shows
that
Ξ(k)m (K, ·) =
(
d−k−1
m
)
ωd−k−m
Θ(k)m (K, ·). (3.5)
Moreover, in [14] mixed flag measures and applications to zonoids are explored. A measure
geometric approach to flag measures of convex bodies and functions is provided in [8].
We divide the proof of Theorem 3.3 into several lemmas.
Lemma 3.4. For fixed ǫ > 0, the map K 7→ µ(k)ǫ (K, ·) is weakly continuous and additive.
Moreover, for every Borel set B in N(d, k) the map K 7→ µ(k)ǫ (K,B) is measurable.
Proof. Let Ki,K be convex bodies with Ki → K , as i → ∞, and let A be the set of all k-
flats that are parallel to a line segment (of positive length) in the boundary of some Ki, i ∈ N.
As mentioned in the proof of Lemma 3.1, we have µk(A) = 0. Let B ⊂ N(d, k) be open
(with respect to the induced subspace topology) and let E ∈ M (k)ǫ (K,B) \ A be a flat with
0 < d(K,E) < ǫ. Then, for almost all i, the sets Ki and E do not intersect. Moreover,
d(Ki, E) → d(K,E) and, by Lemma 3.2, (p(Ki, E), u(Ki, E)) → (p(K,E), u(K,E)), as
i → ∞. It follows that, for almost all i, d(Ki, E) < ǫ and (p(Ki, E), u(Ki, E), L(E)) ∈ B.
Thus, for almost all i, we have E ∈M (k)ǫ (Ki, B). Hence, we get(
M (k)ǫ (K,B) \A
)
∩ {E ∈ A(d, k) : d(K,E) < ǫ} ⊂ lim inf
i→∞
M (k)ǫ (Ki, B),
and thus
µ(k)ǫ (K,B) = µk(M
(k)
ǫ (K,B))
= µk(M
(k)
ǫ (K,B) ∩ {E ∈ A(d, k) : d(K,E) < ǫ})
≤ µk
(
lim inf
i→∞
M (k)ǫ (Ki, B)
)
≤ lim inf
i→∞
µk(M
(k)
ǫ (Ki, B))
= lim inf
i→∞
µ(k)ǫ (Ki, B).
Here, we have used Fatou’s lemma and, in the second equation, the fact that
µk({E ∈ G(d, k) : d(K,E) = ǫ}) = 0,
which follows, for instance, from Crofton’s formula (see [23]).
By the same kind of arguments, we get that
µǫ(Ki, N(d, k)) → µǫ(K,N(d, k)),
as i→∞, which completes the proof of the weak continuity.
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Concerning the additivity, we follow the corresponding arguments for support measures
(see, e.g., [23]). Let K,M and K ∪M be convex bodies, and let E ∈ K(k) ∩M (k). We put
y = p(K,E), z = p(M,E) and consider, first, the case p(K ∪M) = y.
As K ∪M is convex, the segment [y, z] lies in K ∪M . Therefore, there exists a point x ∈
[y, z]∩K ∩M . The mapping t 7→ d(tz+(1− t)y,E) is convex on [0, 1] and has a minimum at
t = 0. (Here we identify a point x with the set {x}.) This implies d(y,E) ≤ d(x,E) ≤ d(z,E).
Since z = p(M,E), we have d(x,E) ≥ d(z,E) and thus d(x,E) = d(z,E) (and x, z ∈ M ).
The uniqueness of the nearest point now implies z = x ∈ K ∩M . We get
d(K ∪M,E) = d(K,E), d(K ∩M,E) = d(M,E)
and
u(K ∪M,E) = u(K,E), u(K ∩M,E) = u(M,E).
Let C ⊂ N(d, k) be a Borel set. We obtain that the statements
E ∈M (k)ǫ (K ∪M,C) and E ∈M (k)ǫ (K,C)
are equivalent, as are the statements
E ∈M (k)ǫ (K ∩M,C) and E ∈M (k)ǫ (M,C).
In the other case, p(K ∪M,E) = z, we get in a similar way that
E ∈M (k)ǫ (K ∪M,C) and E ∈M (k)ǫ (M,C)
are equivalent, as well as
E ∈M (k)ǫ (K ∩M,C) and E ∈M (k)ǫ (K,C).
This means that, for µk-almost all E, we have the identity
1{E ∈M (k)ǫ (K ∪M,C)}+ 1{E ∈M (k)ǫ (K ∩M,C)}
= 1{E ∈M (k)ǫ (K,C)} + 1{E ∈M (k)ǫ (M,C)}.
Integration with respect to µk yields the additivity property.
The remaining assertion is implied by [23, Lemma 12.1.1].
Lemma 3.5. Let P be a polytope. Then there exist finite Borel measures Θ(k)j (P, ·) on N(d, k),
for j = 0, . . . , d− k − 1, such that
µ(k)ǫ (P, ·) =
1
d− k
d−k−1∑
m=0
ǫd−k−m
(
d− k
m
)
Θ(k)m (P, ·), (3.6)
for each ǫ > 0.
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Proof. For each flat E ∈ P (k), the nearest point p(P,E) lies in the relative interior of a uniquely
determined face F of P . For a given face F , a Borel set C in N(d, k) and ǫ > 0, we compute
the measure of the set
A := {E ∈M (k)ǫ (P,C) : p(P,E) ∈ relintF}.
If dimF ≥ d − k, the nearest point in F to a given k-flat E is either not unique or not in the
relative interior of F (or E and F intersect). In each of these cases, E /∈ A, hence A is empty.
Therefore, we can concentrate on the case
m := dimF ≤ d− k − 1.
Since µk is translation invariant, we may also assume that 0 ∈ F (of course, C also has to be
replaced by a corresponding translate). Then
µk(A) =
∫
A(d,k)
1{E ∈ P (k)ǫ , p(P,E) ∈ relint(F ), π(E) ∈ C}µk(dE)
=
∫
G(d,k)
I(L) νk(dL),
where
I(L) :=
∫
L⊥
1{L+ y ∈ P (k)ǫ , p(P,L+ y) ∈ relint(F ), π(L + y) ∈ C}Hd−k(dy).
Next we investigate I(L).
If L and F are not in general relative position and p(P,L + y) ∈ relint(F ) holds, then
L + y /∈ P (k) and thus I(L) = 0. We therefore can concentrate on those subspaces L which
are in general relative position with respect to F . In any case, since we integrate L over G(d, k)
with respect to the Haar measure νk, we can always assume that F and L are in general relative
position, excluding a subset of G(d, k) of measure zero [23, Lemma 13.2.1]. Then, let
L1 := L(F )|L⊥ = (L(F ) + L) ∩ L⊥
and
L2 := L
⊥
1 ∩ L⊥ = L(F )⊥ ∩ L⊥.
It follows that L1 ⊥ L2 and L⊥ = L1 ⊕ L2. Moreover, for y1 ∈ L1 and y2 ∈ L2, we have
(L+ y1 + y2)|L(F ) = (L+ y1)|L(F ), (L+ y1)|L⊥ = {y1},
and
u(F,L+ y1 + y2) =
y2
‖y2‖ , d(F,L+ y1 + y2) = ‖y2‖,
whenever p(F,L+ y1 + y2) ∈ relint(F ). Thus, p(P,L+ y1 + y2) ∈ relint(F ) is equivalent to
y1 ∈ relint(F )|L⊥, y2 ∈ N(P,F ) and, in this case, 0 < d(F,L+ y1 + y2) ≤ ǫ is equivalent to
0 < ‖y2‖ ≤ ǫ.
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We obtain
I(L) =
∫
L1
∫
L2
1{L+ y1 + y2 ∈ P (k)ǫ , p(P,L+ y1 + y2) ∈ relint(F )}
× 1{π(L+ y1 + y2) ∈ C}Hd−k−m(dy2)Hm(dy1)
=
∫
L1
∫
L2
1{L+ y1 + y2 ∈ P (k), y1 ∈ relint(F )|L⊥, 0 < ‖y2‖ ≤ ǫ}
× 1{y2 ∈ N(P,F ), (p(F,L + y1), y2/‖y2‖, L) ∈ C}Hd−k−m(dy2)Hm(dy1).
If y1 ∈ relint(F )|L⊥ and y2 ∈ N(P,F ) \ {0}, then L+ y1 + y2 ∈ P (k), since L and F are in
general relative position. Hence,
I(L) =
ǫd−k−m
d− k −m
∫
F |L⊥
∫
L⊥∩n(P,F )
1{(p(F,L+ y), u, L) ∈ C}Hd−k−m−1(du)Hm(dy),
which gives us
µk(A) =
ǫd−k−m
d− k −m
∫
G(d,k)
∫
F |L⊥
∫
L⊥∩n(P,F )
× 1{(p(F,L + y), u, L) ∈ C}Hd−k−m−1(du)Hm(dy) νk(dL).
The last expression is translation covariant, so we need no longer assume 0 ∈ F . Summing over
all F ∈ Fm(P ) and all m = 0, . . . , d− k − 1, we arrive at
µ(k)ǫ (P,C) =
d−k−1∑
m=0
ǫd−k−m
d− k −m
∑
F∈Fm(P )
∫
G(d,k)
∫
F |L⊥
∫
L⊥∩n(P,F )
× 1{(p(F,L+ y), u, L) ∈ C}Hd−k−m−1(du)Hm(dy) νk(dL)
=
1
d− k
d−k−1∑
m=0
ǫd−k−m
(
d− k
m
)
Θ(k)m (P,C),
where
Θ(k)m (P,C) :=
(
d− k − 1
m
)−1 ∑
F∈Fm(P )
∫
G(d,k)
∫
F |L⊥
∫
L⊥∩n(P,F )
(3.7)
× 1{(p(F,L+ y), u, L) ∈ C}Hd−k−m−1(du)Hm(dy) νk(dL),
for m = 0, . . . , d− k − 1.
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Lemma 3.6. There exist real numbers a1(d, k,m), . . . , ad−k(d, k,m), depending only on d, k
and m, such that
Θ(k)m (P, ·) =
d−k∑
i=1
ai(d, k,m)µ
(k)
i (P, ·), (3.8)
for m = 0, . . . , d− k − 1 and all polytopes P .
Proof. For a polytope P and a Borel set C ⊂ N(d, k), Lemma 3.5 proves the existence of
measures Θ
(k)
0 (P, ·), . . . ,Θ(k)d−k−1(P, ·) such that
µ(k)ǫ (P,C) =
d−k−1∑
m=0
ǫd−k−m
[
1
d− k
(
d− k
m
)
Θ(k)m (P,C)
]
,
for all ǫ > 0. Choosing ǫ = 1, 2, . . . , d − k, we obtain a system of linear equations for the
unknowns [
1
d− k
(
d− k
m
)
Θ(k)m (P,C)
]
, m = 0, . . . , d− k − 1,
where the coefficient matrix is invertible (the determinant is a Vandermonde determinant) and
the entries only depend on d, k and m. Solving the system, we obtain the assertion.
Proof of Theorem 3.3. (a) We fix k. Let K be a convex body. Then we define
Θ(k)m (K, ·) :=
d−k∑
i=1
ai(d, k,m)µ
(k)
i (K, ·), m = 0, . . . , d− k − 1. (3.9)
Clearly, these measures are finite and weakly continuous as functions of K , since the measures
on the right-hand side have these properties. Lemma 3.1 implies that the measures on the right-
hand side are concentrated on Nork(K), hence this is also true for the measure on the left-hand
side. Moreover, the definition is consistent with the case of polytopes (by Lemma 3.6). Since
Θ
(k)
m (K, ·) is the weak limit of a sequence Θ(k)m (Pn, ·), n ∈ N, for a sequence of polytopes Pn
with Pn → K , these measures are non-negative. Moreover, using weak convergence in (3.6),
we see that
µ(k)ǫ (K, ·) =
1
d− k
d−k−1∑
m=0
ǫd−k−m
(
d− k
m
)
Θ(k)m (K, ·)
holds for arbitrary K and ǫ > 0.
(b) The fact that K 7→ Θ(k)m (K, ·) is weakly continuous has already been shown in (a). From
(3.9) and Lemma 3.4 we obtain that Θ(k)m (K, ·) depends additively on K .
(c) This follows from (b) with the help of Lemma 12.1.1 in [23] (alternatively, from Lemma
3.4).
The following polynomial expansion of Θ(k)m (K + ǫBd, ·) follows easily from the defining
equation (3.4) and is included here for the sake of completeness. Two different proofs can be
found in [11] and [14].
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Theorem 3.7. Let k ∈ {0, . . . , d − 1}, K ∈ K, let C ⊂ N(d, k) be a Borel set, and let
m ∈ {0, . . . , d− k − 1}. Then
Θ(k)m (K + ǫB
d, tǫ(C)) =
m∑
j=0
ǫj
(
m
j
)
Θ
(k)
m−j(K,C),
where tǫ : N(d, k)→ N(d, k), (x, u, L) 7→ (x+ ǫu, u, L).
We mention some measures obtained as projections. The Borel measure S(k)m (K, ·) on
F⊥(d, k), which is defined by
S(k)m (K, ·) := Θ(k)m (K,Rd × ·),
is called the m-th k-flag area measure of K , for m ∈ {0, . . . , d − k − 1}. Notice that the
flag manifold F⊥(d, k) is isomorphic to Nork(Bd). The measure S(0)m (K, ·) is (up to a natural
identification) the ordinary m-th area measure Sm(K, ·) of K . This follows easily by comparing
the polynomial expansion (3.4), for k = 0 and C = Rd × ·, with the results in [22, Chapter 4].
The other projection is a Borel measure on Rd ×G(d, k), which is defined by
C(k)m (K, ·) := Θ(k)m (K, {(x, u, L) ∈ Rd × Sd−1 ×G(d, k) : (x,L) ∈ ·}).
We call it the m-th k-flag curvature measure of K , for m ∈ {0, . . . , d − k − 1}. The measure
C
(0)
m (K, ·) is the ordinary m-th curvature measure Cm(K, ·) of K (see again [22, Chapter 4])
and Θ(0)m (K, ·) is the ordinary m-th support measure of K , for m ∈ {0, . . . , d − 1}. More
generally, from (3.5) and [14, Proposition 1] we conclude that
Θ(k)m (K, · ×G(d, k)) =
ωd−k
ωd
Θm(K, ·),
for m ∈ {0, . . . , d− 1}. In particular, we have
S(k)m (K, · ×G(d, k)) =
ωd−k
ωd
Sm(K, ·). (3.10)
In order to clarify the connection between the flag measures introduced by Theorem 3.3 and
the measure defined by (3.1), we observe that for a polytope P and a Borel set A ⊂ F⊥(d, k), a
special case of (3.7) implies that
S(k)m (P,A) =
(
d− k − 1
m
)−1 ∑
F∈Fm(P )
∫
G(d,k)
Vm(F |L⊥)
∫
L⊥∩n(P,F )
× 1{(u,L) ∈ A}Hd−k−m−1(du) νk(dL), (3.11)
where m ∈ {0, . . . , d− k − 1}. The next theorem provides an alternative representation of this
measure.
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Theorem 3.8. Let P ∈ P, k ∈ {0, . . . , d−1} and m ∈ {0, . . . , d−k−1}. Let f : F⊥(d, k)→
[0,∞) be measurable. Then
(
d− k − 1
m
)∫
F⊥(d,k)
f(u,L)S(k)m (P, d(u,L)) (3.12)
=
ωd−k
ωd
∑
F∈Fm(P )
Vm(F )
∫
n(P,F )
∫
G(u⊥,k)
[F,L]2f(u,L) νu
⊥
k (dL)Hd−m−1(du).
Proof. From (3.11) and passing to orthogonal subspaces, we obtain
(
d− k − 1
m
)∫
F⊥(d,k)
f(u,L)S(k)m (P, d(u,L))
=
∑
F∈Fm(P )
∫
G(d,d−k)
Vm(F |U)
∫
U∩n(P,F )
f(u,U⊥)Hd−k−m−1(du) νd−k(dU)
=
∑
F∈Fm(P )
Vm(F )
∫
G(d,d−k)
∫
U∩n(P,F )
[F,U⊥]f(u,U⊥)Hd−k−m−1(du) νd−k(dU).
Next we interchange the order of integration by applying [6, Theorem 1]. Specifically, we re-
place m in [6, Theorem 1] by d−m−1, p by d−k, and choose k there as 1. Moreover, we con-
sider theHd−m−1-rectifiable set n(P,F ) ⊂ Sd−1 and the function h(u,U) = f(u,U⊥)[F,U⊥],
independent of the tangent space Tun(P,F ). The expression J(Tun(P,F ), U) in [6, Theorem
1] is introduced in [6, p. 336, (2)] and defined as the k-volume of the orthogonal projection of a
k-dimensional unit cube in V := (Tun(P,F ) ∩ U)⊥ ∩ Tun(P,F ) to U⊥. Since
V =
(
(L(F )⊕ 〈u〉)⊥ ∩ (U ∩ u⊥)
)⊥ ∩ (L(F )⊕ 〈u〉)⊥,
it follows that
J(Tun(P,F ), U) = [V
⊥, U⊥] = [(L(F )⊕ 〈u〉)⊥ ∩ (U ∩ u⊥) + L(F )⊕ 〈u〉, U⊥]
= [L(F ) ⊕ 〈u〉, U⊥] = [F,U⊥].
Moreover, the constant β(d, p, k), which is defined in [6, p. 336-7], is a ratio of Hausdorff
measures of two sets. This constant simplifies considerably in the case of β(d, d − k, 1), for
which we obtain
β(d, d − k, 1) = Γ
(
1
2
)−k Γ (d2)
Γ
(
d−k
2
) = ωd−k
ωd
.
Finally, recall that 〈u〉 is the linear subspace spanned by u. Then we get
(
d− k − 1
m
)∫
F⊥(d,k)
f(u,L)S(k)m (P, d(u,L))
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=
ωd−k
ωd
∑
F∈Fm(P )
Vm(F )
∫
n(P,F )
∫
G(〈u〉,d−k)
[F,U⊥]2f(u,U⊥) ν
〈u〉
d−k(dU)Hd−m−1(du)
=
ωd−k
ωd
∑
F∈Fm(P )
Vm(F )
∫
n(P,F )
∫
G(u⊥,k)
[F,L]2f(u,L) νu
⊥
k (dL)Hd−m−1(du),
which proves the assertion.
Remark 3.9. In [8] we provide a measure geometric approach to flag support measures, which
leads to a representation of Θ(k)m (K, ·), and therefore also of S(k)m (K, ·), for a general convex
body K . In the case of polytopes, the representation for S(k)m (K, ·) obtained in [8] reduces to
Theorem 3.8.
Remark 3.10. From (3.12) we deduce that
(
d− k − 1
m
)
S(k)m (P, · ×G(d, k))
=
ωd−k
ωd
∑
F∈Fm(P )
Vm(F )
∫
n(P,F )
1{u ∈ ·}
∫
G(u⊥,k)
[F,L]2 νu
⊥
k (dL)Hd−m−1(du).
Since [10, p. 139 and 3.2.13, p. 251] imply that, independently of u ∈ Sd−1 and L(F ) ⊂ u⊥,
∫
G(u⊥,k)
[F,L]2 νu
⊥
k (dL) =
(
β2(d− 1,m)
β2(d− 1− k,m)
)2
=
(
d−1−k
m
)
(d−1
m
) ,
we obtain again (3.10).
Next we consider the special case m = j and k = d − 1− j of Theorem 3.8. In particular,
for a measurable function f : F (d, d − j)→ [0,∞) we get
∫
F⊥(d,d−1−j)
f(u,L⊕ 〈u〉)S(d−1−j)j (P, d(u,L))
=
ωj+1
ωd
∑
F∈Fj(P )
Vj(F )
∫
n(P,F )
∫
G(u⊥,d−1−j)
[F,L]2f(u,L⊕ 〈u〉)
νu
⊥
d−1−j(dL)Hd−j−1(du)
=
ωj+1
ωd
∑
F∈Fj(P )
Vj(F )
∫
n(P,F )
∫
G(〈u〉,d−j)
[F,U ]2f(u,U)
ν
〈u〉
d−j(dU)Hd−j−1(du)
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=
ωj+1
ωd
∫
F (d,d−j)
f(u,U)ψj(P, d(u,U)),
where we used that [F,L] = [F,L⊕ 〈u〉] if L(F ), L ⊂ u⊥.
Since K 7→ S(d−1−j)j (K, ·) is weakly continuous, the following is a direct consequence.
Corollary 3.11. For j = 0, . . . , d − 1, the measure ψj(K, ·), defined by (3.1) for polytopes K ,
has a continuous extension to all convex bodies K .
4 Valuations with continuous extensions
We now show that strongly flag-continuous valuations on polytopes, which are homogeneous of
degree j ∈ {1, . . . , d− 2}, have a continuous extension to all convex bodies.
Theorem 4.1. Let ϕ = ϕj be a j-homogeneous valuation on P, j ∈ {1, . . . , d − 2}, which
is strongly flag-continuous. Then, ϕ has a (unique) extension to K which is continuous in the
Hausdorff metric.
Proof. For a polytope P , we have
ϕ(P ) =
∑
F∈Fj(P )
fj(n(P,F ))Vj(F ).
Since ϕ is strongly flag-continuous,
fj(p) =
∫
p
f˜j(u, 〈p〉)Hd−j−1(du),
if p ∈ ℘d−j−1 has dimension d− 1− j, and
f˜j(u,L) =
∫
G(〈u〉,d−j)
[M,L⊥]2g˜j(u,M) ν
〈u〉
d−j(dM), (u,L) ∈ F (d, d − j),
for some continuous function g˜j on F (d, d − j).
Hence,
ϕ(P ) =
∑
F∈Fj(P )
Vj(F )
∫
n(P,F )
∫
G(〈u〉,d−j)
[F,M ]2g˜j(u,M) ν
〈u〉
d−j(dM)Hd−j−1(du)
=
∫
F (d,d−j)
g˜j(M,u)ψj(P, d(M,u))
by (3.1).
We now define,
ϕ(K) =
∫
F (d,d−j)
g˜j(M,u)ψj(K, d(M,u)),
for K ∈ K, where ψj(K, ·) is the extension ensured by Corollary 3.11. Since K 7→ ψj(K, ·) is
weakly continuous, the functional ϕ is continuous on K (and a translation invariant valuation).
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