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Abstract
Diabetic retinopathy is a disease that affects the vision of a high number of diabetic people. Since
microaneurysms are one of the first signs of this disease, a correct detection of these lesions can
facilitate diabetic retinopathy diagnosis.
In this way, the main goal of this master thesis is to develop new methodologies for the detec-
tion of microaneurysms in color retinal photographs. This includes the development and validation
of new methodologies for the enhancement, detection and classification of these lesions.
Regarding to the methodologies that were already developed for microaneurysm detection,
they can be divided into two main categories: the approaches based on mathematical morphology
and those based on shape analysis that do not use morphological operations.
The methodology developed and herein reported can be included in the second group due to
the use of two filters that enhance round objects: the Laplacian of Gaussian and the Sliding Band
filter. Although both filters present strong responses in the microaneurysms’ location, they also
enhance undesirable structures, such as blood vessels and noisy regions. So, the combination of
the responses of the two filters as well as the removal of candidates lying on the vasculature lead
to the decrease of false positives. A region growing procedure was also applied to obtain the final
candidates. Since the seed points which are part of the vessels or the background give rise to
large objects, many grown objects overlap. In order to avoid the loss of microaneurysms due to
overlapping, for each set of overlapped objects only the one with the smallest area remains.
For reducing the number of false detections, a classification step was also included. In this
stage, 36 different features based on the candidates’ shape, intensity, color and filters’ response
were used. For obtaining the final results, 5 different classifiers were compared: a classification
tree, a linear and a quadratic discriminant analysis classifier, a 9-NN classifier and a support vector
machine classifier. The best result was achieved when the support vector machine classifier was
applied (sensitivity = 64.8% and specificity = 79.7%.).
In the future, it is important to study the effect of feature extraction and selection on the
classifiers’ performance as well as validate the results in other datasets.
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Chapter 1
Introduction
Diabetic retinopathy (DR) is a progressive disease that affects the vision of a high number of
diabetic people. It is characterized by the presence of several retinal lesions, being a leading cause
of blindness. In order to prevent the development of this disease, regular eye examinations need
to be done in the patients. However, in a screening program, there is a large number of retinal
images to be examined manually by ophthalmologists, which is labor intensive, time consuming
and expensive. Therefore, there is a great interest in the development of computer-aided diagnosis
(CAD) systems for DR diagnosis. Using these tools, only the images where lesions were detected
by the system would require the examination by an ophthalmologist.
In sections 1.1 and 1.2, more detailed descriptions of diabetes mellitus (DM) and DR are
presented.
1.1 Diabetes Mellitus
1.1.1 Definition and classification
DM is a group of metabolic disorders that are characterized by high levels of blood glucose (Kasper
et al., 2015). Depending on the processes that lead to the hyperglycaemia, DM can be classified
in three main types:
1. Type 1 DM - Occurs when pancreas’ beta cells are destroyed and insulin - the hormone
responsible for the uptake of glucose by body’s cells - is no longer produced. In this type,
patients need daily insulin administration to survive.
2. Type 2 DM - Although there is insulin production, the amount is not sufficient, the body can
not process it (insulin resistance) and/or the glucose production is very high. In this type
(the most common), daily administration of insulin is not usually required.
3. Gestational diabetes - During pregnancy, women develop glucose intolerance due to metabolic
changes. This situation usually reverts post-partum (IDF Diabetes Atlas, 2013).
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1.1.2 Prevalence
DM is a public health problem that affected, approximately, 415 million people worldwide in 2015
(46.5% of them are undiagnosed). The majority lives in low and middle income countries and 77%
of them are aged between 20 and 64. It is also estimated that the number of diabetic people will
increase to more than 50% in the next 25 years (IDF Diabetes Atlas, 2015).
1.1.3 Complications
The high blood glucose levels affect several organs and systems, such as the eye, brain, kidney,
cardiovascular and peripheral nervous system. In this way, DM is associated with several compli-
cations. Morbidity and mortality are usually related to them.
Those complications can be divided into the following groups and subgroups:
1. Vascular
(a) Microvascular - Involve small vessels, such as capillaries, and they are diabetes-specific
(e.g. retinopathy, neuropathy and nephropathy)
(b) Macrovascular - Involve large vessels, such as arteries and veins, and they are similar
to those in nondiabetics, but occur more frequently in diabetics (e.g. coronary heart
disease, peripheral arterial disease and cerebrovascular disease)
2. Non-vascular - e.g. dermatological changes, uropathy, among others (Kasper et al., 2015)
In this work, only retinopathy will be described in detail.
1.2 Diabetic Retinopathy
1.2.1 Definition and classification
One of the organs that is affected by hyperglycaemia is the eye (Kasper et al., 2015). Approx-
imately 33% of diabetic people suffer from retinopathy (National Eye Institute, 2015). It is a
microvascular complication that affects the portion of the eye that is sensitive to light, the retina,
and it is a leading cause of blindness.
Two distinct stages of diabetic retinopathy can be distinguished:
1. Non-proliferative DR - This stage is characterized by the increase of retinal vascular perme-
ability, alterations in retinal blood flow and abnormal microvasculature, which can lead to
retinal ischemia.
2. Proliferative DR - At this advanced stage, there is an abnormal neovascularization as a result
of retinal hypoxemia.
Non-proliferative DR does not always progress to proliferative DR. However, the more severe
the first stage is, the biggest the probability of evolution to the second one (Kasper et al., 2015).
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1.2.2 Signs
The different stages of DR are characterized by the presence of several lesions.
As illustrated in figure 1.1, the main signs of this disease are:
1. Microaneurysms (MAs) - First clinical sign of DR; MAs result from capillary wall out-
pounching; they are circular, small (their diameter varies from 10 to 100 microns) and ap-
pear as red dots (Jelinex and Cree, 2009);
2. Haemorrhages - They are caused by MA rupture and are sometimes indistinguishable from
them; the haemorrhages’ size can be related to the severity of DR;
3. Hard exudates - They are caused by the breakdown of blood-retina barrier and vary in size;
4. Cotton-wool spots or soft exudates - They appear in more severe stages of DR and are caused
by the swelling of local nerve fiber axons that results from the occlusion of precapillary
arterioles (Bhavsar et al., 2015).
Figure 1.1: Signs of DR: (a) Microaneurysms (marked with an arrow); (b) Haemorrhages; (c)
Hard exudates; (d) Cotton-wool spots (marked with an arrow); (e) Neovascularization (Kauppi
et al.).
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1.3 Objectives
Since it is intended to diagnose diabetic retinopathy at an early stage (through regular examina-
tions) and, at the same time, reduce the number of images to be examined by the ophthalmologists,
the main objective of this master thesis is to develop dedicated algorithms based on automated im-
age analysis for detecting microaneurysms in retinal photographs. This includes the development
and validation of new methodologies for the enhancement, detection and classification of these
lesions. At the end, a comparison between the methodology implemented and the methodologies
already developed should also be done.
1.4 Contributions
The main contributions of the work herein reported are:
1. Implementation of new methodologies for MA enhancement based on the sliding band fil-
ter (SBF) and the Laplacian of Gaussian (LoG). Although both methodologies have been
implemented in other areas (for example, to detect lung nodules or segment cell nuclei and
cytoplasm), they have not been used for this purpose.
2. Study of different features and classifiers for the implementation of MA detection.
1.5 Outline of the dissertation
This dissertation has 6 chapters. This chapter gave a brief overview of diabetes mellitus (including
its complications) and diabetic retinopathy (definition, its signs and prevention). Furthermore, it
focuses on the importance of the development of automated systems for DR screening. Chapter 2 –
"State-of-the-Art: Methodologies for MA detection" – presents some of the approaches described
in the literature for microaneurysm detection. Chapter 3 – "Methodology for MA detection" – de-
scribes the methods implemented and includes images that illustrate the most relevant intermediate
steps. In chapter 4, the results obtained are presented and discussed. Chapter 5 – “Conclusions” –
presents the achievements of this work and chapter 6 some perspectives to improve the results in
the future.
Chapter 2
State-of-the-Art: Methodologies for MA
detection
In this chapter, a detailed description of the methodologies developed for detecting MAs in retinal
photographs is presented.
Those methodologies can be divided into two main groups: mathematical morphology-based
approaches and shape analysis-based approaches which do not use morphological operations (An-
tal and Hajdu, 2013). For each category, a description of relevant methods is included.
2.1 Methodologies based on mathematical morphology
2.1.1 Early approaches
Läy (1983) is considered the author of the first algorithm for MA detection, which was applied to
fluorescein angiography negatives and is based on mathematical morphology. As can be seen in
figure 2.1, in this type of images, MAs appear as dark dots. So, local minima were obtained using
a bottom-hat transformation. Knowing that some minima corresponded to vessels, the vasculature
was extracted with the skeletonization of a further bottom-hat transformation which uses a linear
structuring element at different directions. The result of this operation was then subtracted from
the image with local minima for obtaining only the red lesions.
Later, several authors presented enhanced algorithms based on the method proposed by Läy
(1983). For instance, Baudoin et al. (1984) applied an additional morphological step in order to
reduce false detections. Spencer et al. (1992) also included, in the preprocessing step, a radio-
metric correction for the illumination of the negatives and a shade correction to remove choroidal
fluorescence. A matched filtering was also applied, after the vessel removal, to enhance MAs.
2.1.2 The standard approach
Aware of the limitations of the methodologies cited before, Spencer et al. (1996) proposed a new
method, which will be here described. Since this approach was the basis for a large number of
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Figure 2.1: Example of a fluorescein angiography negative. Microaneurysms appear as dark
dots (Spencer et al., 1996).
other detectors, it is named «standard approach».
As in the scheme of figure 2.2, initially a shade correction is performed by estimating the back-
ground and subtracting it from the original image. The image background can be estimated using
a median or mean filter larger than the blood vessels and MAs’ width. In order to eliminate the
candidates detected on the vessels, the vasculature is extracted applying a top-hat transformation
to the shade corrected image. Afterwards, a matched filter with a 2D Gaussian kernel is applied to
the image without vessels in order to enhance the lesions. An example of the images obtained in
each processing stage is presented in figure 2.3.
The locations of the first candidates are obtained by thresholding the result of matched filtering.
These positions are then used as seed points in a region growing algorithm. In order to reduce the
Figure 2.2: Standard approach proposed by Spencer et al. (1996) for microaneurysm detection (Je-
linex and Cree, 2009).
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Figure 2.3: An example of the images obtained when the processing stages proposed by Spencer
et al. (1996) are applied. (Top-left) Original image (positive version). (Top-right) Shade corrected
image. (Bottom-left) Result of the top-hat transformation using a linear structuring element with
11 pixels. (Bottom-right) Result of matched filtering with a Gaussian kernel of size 11 x 11 pixels
(σ = 1 pixel).
incorrect detections (false positives - FP), a refinement step is also included. Some features that
allow to distinguish between MA and non-MA are extracted from each candidate and introduced
in a classifier to obtain the final result.
Cree et al. (1996) improved the method described above by making the region growing algo-
rithm computationally efficient and redesigning the classifier. Extra features based on the intensi-
ties of the normalized images and the matched filter response were also added.
2.1.3 Limitations and extensions of the standard approach
Although the previous approach was the first to present a performance similar to the clinicians’
analysis detection, it has undergone several extensions and modifications over time. Those changes
were done at several levels: in the type of images that were used for diagnosing diabetic retinopa-
thy, the preprocessing methods and MA extractors applied, as well as the type of features and
classifiers used in the refinement stage. A description of those extensions will be done in this
section.
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• Type of images used for diagnosing DR
All the methods described in the previous sections were applied in fluorescein angiographies.
Although the contrast between MAs and background is higher in this type of images when com-
pared with color photographs, it is an invasive method and may have some risk for the patient.
Furthermore, the conditions necessary to do the exam (such as the injection of fluorescein and
the waiting time until images can be obtained) made its application for large scale screening im-
possible. In this way, Hipwell et al. (2000) extended the method proposed by Cree et al. (1996)
to red-free photographs. Later, some improvements to this method were applied by Fleming
et al. (2006).
Methods that use color photographs commonly use the green channel in the preprocessing and
detection stages, since this is the component that presents a better contrast between MAs and
the background. However, the full color information is used in the final classifier (Niemeijer
et al., 2005).
• Shade correction and contrast enhancement
In order to enhance the contrast and remove the noise of the green channel of the color retinal
photographs, Walter and Klein (2002) applied, in the preprocessing stage, a new local con-
trast enhancement operator followed by a Gaussian filtering step. That operator can be defined
through the following equations:
u = Γ(t) =

1
2(umax−umin)
(µ f − tmin)r · (t− tmin)
r +umin : t ≤ µ f
−12(umax−umin)
(µ f − tmax)r · (t− tmax)
r +umax : t > µ f
(2.1)
where t is the gray level of the original image in the position x, u the corresponding gray level in
the enhanced image, µ f (x) the mean value of the original image in a window centered in x and
r a transition parameter. In figure 2.4, the graph of the corresponding gray level transformation
is shown. For r = 1 it corresponds to a linear contrast stretching. Figure 2.5 also illustrates the
result of the operator application in the green channel of a color retinal photography.
On the other hand, since in the standard approach the shade corrected image is obtained by
subtracting the image background from the original image, Niemeijer et al. (2005) set to zero
the pixels of that image with a value higher than zero in order to prevent the appearance of
bright pathologies as false positives.
Recently, Rasta et al. (2015) published a comparative study of preprocessing techniques that can
be used for illumination correction and contrast enhancement of retinal fundus photographs. In
this work, authors concluded that three techniques, namely the dividing method (which consists
in the division of the original image by an estimation of the illumination pattern obtained using
the median filter), the quotient-based approach and the homomorphic filtering, may be used for
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Figure 2.4: The graph of the gray level transformation for a given µ f (Walter and Klein, 2002).
Figure 2.5: The result of the contrast enhancement operator proposed by Walter and Klein (2002).
(Left) Original grayscale image. (Right) Enhanced image (r = 5).
correcting the illumination. Furthermore, the contrast-limited adaptive histogram equalization
technique showed good potential for enhancing the contrast of this type of images.
• MA detection
Although the vast majority of the morphological-based approaches use the top-hat transforma-
tion to obtain the lesions, this method has several limitations. For instance, the length of the
linear structuring element must be higher than the microaneurysms’ diameter, but not too larger
that does not fit the curved vessels. This aspect makes the choice of the length value a difficult
task. The authors that used this methodology tend to choose the value of this parameter empir-
ically (based on their training set), which leads to a decrease of the algorithm robustness. This
is the main reason that led Niemeijer et al. (2005) to implement an hybrid method for selecting
the MA candidates through a combination of candidates detected using mathematical morphol-
ogy with candidates obtained with supervised pixel classification (the classifier is trained with
foreground pixels - from vasculature and MAs - and background pixels).
Since some false positives also correspond to fragments of tortuous vessels, Walter et al. (2007)
proposed an alternative morphological operation for candidates’ detection, namely a diameter
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closing. This morphological operation allows to remove all dark structures with a diameter
smaller than λ pixels. Mathematically, it corresponds to the minimum of all closings using
structuring elements with diameter greater than or equal to λ pixels. The preprocessed image is
then subtracted from the result of diameter closing, and a threshold is applied in order to obtain
the candidates. The results of these operations are shown in figure 2.6.
Figure 2.6: Detection of microaneurysm candidates. (Left) Preprocessed image. (Middle) Result
of the diameter closing. (Right) Result of the corresponding top-hat transformation, which consists
in the subtraction of the preprocessed image (left) to the result of diameter closing (middle) (Walter
et al., 2007).
Sánchez et al. (2009), despite having used preprocessing techniques similar to those of the
standard approach, selected an unsupervised mixture-model based clustering for the extraction
of MA candidates. This technique determines a suitable threshold that separates the foreground
regions from the background pixels according to its statistical intrinsic structure. Vasculature
was also removed for reducing false detections. Several features based on texture, color and
shape were then extracted and introduced in a trained logistic regression classifier.
• Features and classification
The features, as well as the classifiers, used in the refinement stage are different from one author
to another, and are also dependent on the type of images being processed. While the algorithms
applied to fluorescein angiographies use essentially shape and intensity features, the algorithms
applied to color photographs also include color features. With regard to the classifiers, there
is also some diversity. For instance, Niemeijer et al. (2005) use a k-Nearest Neighbors (k-NN)
classifier and Cree (2008) a Naïve-Bayes classifier.
2.2 Methodologies based on shape analysis with non-morphological
operations
This category focuses on the shape of MAs and does not use morphological operations to distin-
guish MAs from other structures of the retinal images. Furthermore, it presents a larger diversity
in comparison with the morphological-based approaches. While there are methods that use, for
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instance, template-matching to detect MAs (Quellec et al., 2008; Zhang et al., 2010), other ap-
proaches apply operators that allow the extraction of circular objects, such as the double-ring
filter (Mizutani et al., 2009). As in the mathematical-morphology based methodologies, in this
type of approaches, the MA detection stage is also followed by a classification step for reducing
the number of false detections.
In this section, the shape analysis-based methodologies were grouped according to the type of
operator used for detecting MAs.
2.2.1 Gaussian matching
Since MAs can be modeled with 2D Gaussian functions, Quellec et al. (2008) implemented a
method based on template-matching in the wavelet domain. This domain is particularly interest-
ing, since, by removing sub-bands corresponding to high and low frequencies, noise and intensity
variations can be also removed. Models with different standard deviations are used in order to
match MAs with different sizes. After the subtraction of the coefficients of the wavelet transform
of the image to the coefficients of the wavelet transform of the model, a threshold is applied in
order to obtain MA locations. These authors also proposed a vessel segmentation algorithm based
on wavelet analysis to remove candidates that lie on the vasculature.
Knowing that the correlation coefficient can give information about the similarity between two
functions, Zhang et al. (2010) proposed a methodology based on multi-scale correlation filtering.
It corresponds to the application of a sliding filter with Gaussian kernels (with different standard
deviations) to the fundus image and then compute the correlation coefficient between the Gaussian
function and the intensities distribution. Results at different scales are combined and a threshold
is applied to obtain the candidates. The vasculature is removed using adaptive thresholding. Fig-
ure 2.7 shows the results of the several steps just described. In order to remove false detections,
a set of 31 features are also extracted and a discrimination table is constructed with the minimum
and the maximum values of each feature in true lesions. So, candidates with a value for a given
feature that is out of the range are eliminated. More recently, the authors of this approach improved
the classification stage with the incorporation of a dictionary learning with sparse representation
classifier (Zhang et al., 2012).
2.2.2 Other circularity-based operators
Taking into account the round shape of MAs, Mizutani et al. (2009) proposed an approach that
detects MAs using a double-ring filter. In order to remove the candidates corresponding to vessels,
a different double-ring filter is also applied to segment the vasculature. After obtaining the MA
locations, a region growing is performed and 12 features based on shape, color, contrast and
intensity are extracted from each candidate. A final classification is obtained using an artificial
neural network.
In a different way, but also considering the circularity of MAs, Giancardo et al. (2011) pro-
posed a new technique for MA segmentation based on the Radon transform. The Radon based
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features allow the detection of MAs in images with minimal processing (for instance, vessel seg-
mentation is not necessary). The maximum dimension of each feature vector is 37. All feature
vectors are then projected to a hyperplane of dimension equal to 10 through principal component
analysis. The final results are obtained using a support vector machine classifier.
Figure 2.7: Results of the methods proposed by Zhang et al. (2010) for MA detection. (a) Original
image. (b) Result of the multi-scale correlation filtering (σ = 1.1, 1.2, 1.3, 1.4 and 1.5). (c)
Result of the thresholding applied to the image presented in b (threshold = 0.4). (d) Vascular map
obtained using adaptive thresholding. (e) Detected candidates after blood vessel removal. (f) MA
candidates after the application of a region growing algorithm.
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2.3 Other methodologies
There are some methodologies which are novel and very different from the approaches presented
before. These methods are described in this section.
Lazar and Hajdu (2013) proposed an approach that detects MAs through the analysis of direc-
tional cross-section profiles centered on the local maxima of image after preprocessing. For each
profile, the peak is detected and a set of values that describe size, shape and height of the peak
are computed. As illustrated in figure 2.8, different regions of the original image have different
cross-section profiles. The features are then introduced in a naïve-Bayes classifier. At the end, a
score is calculated for each candidate and a threshold is applied to obtain the final result.
On the other hand, Antal and Hajdu (2012) proposed an ensemble-based system for MA de-
tection and DR diagnosis, as illustrated in figure 2.9.
In that system, the ensembles are sets of <preprocessing method, MA extractor> pairs. The
selection of the optimal ensemble requires the evaluation of all pairs using the training images. So,
Figure 2.8: Sample cross-section profiles of three different portions of the image at several ori-
entations: (a) Region with a MA; (b) Region with an elongated non-MA object, such as a blood
vessel; (c) Region with a vessel crossing (Lazar and Hajdu, 2013).
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Figure 2.9: Flowchart of the ensemble-based system proposed by Antal and Hajdu (2012).
the use of a search algorithm in these situations can be useful. After obtaining the best ensemble,
the corresponding pair <preprocessing method, MA extractor> is applied to the test image and
the confidence values associated to each candidate are computed. In order to obtain the final
candidates, a thresholding is applied.
More recently, the same authors proposed two improvements to the previous system: a context-
aware selection and an adaptive weighting. After the categorization of the MAs according to their
visibility and spatial location, each preprocessing method is applied to the training images and the
results obtained (using the same MA extractor) are compared. Based on these results, a selection of
the best performing preprocessing method for each category is done (context-aware selection). In
order to obtain the MA candidates in the test images, the results obtained using the preprocessing
methods previously selected are merged. The adaptive weighting is a technique that combines the
output of different pairs by weighting. The weights associated with each candidate depend on the
<preprocessing method, MA extractor> pair that detected the candidate, its visibility and spacial
location. These weights are then used to compute the confidence value.
Pereira et al. (2014) also proposed an approach that uses a multi-agent system for detecting
MAs in color photographs. In this methodology, different autonomous entities, the agents, are
situated in the environment (preprocessed image) and interact with each other. The segmentation
of the image is commanded by their behaviour. The agents can be classified as explore agents
(EA) or region agents (RA). The first agents explore the image and launch a region agent when a
region of interest is found, the other agents segment and analyse their region. An overview of this
methodology is shown in figure 2.10.
2.4 Concluding remarks
The majority of the methodologies developed for MA detection can be divided into two main
groups: mathematical morphology-based approaches and shape analysis-based approaches which
do not use morphological operations. Recently, ensemble-based systems were also introduced in
this context.
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Figure 2.10: Overview of the multi-agent system proposed by Pereira et al. (2014).
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Chapter 3
Methodology for MA detection
In this chapter, the methodology implemented for detecting microaneurysms in retinal photographs
will be described in detail. Such methodology has as input the original retinal photography (RGB
image) and as output a binary image where the regions classified as MAs are presented in white
(value equal to 1) and the other regions in black (zero value). A scheme with the main steps of the
methodology is presented in figure 3.1. The most relevant stages are:
1. Preprocessing, which includes the mask generation and the homogenization of the image
background (shade correction).
2. Candidate detection, which comprises the enhancement of the potential MA regions and
the removal of candidates lying on the vasculature. The output is a first indication of the
candidates’ location and has usually a high number of false positives (FP).
3. Candidate classification, which includes the measurement of local features at the detected
locations and the classification of candidates as MAs or non-MAs.
3.1 Mask generation
In the color retinal photographs, the field of view (FOV) corresponds to the portion of retina that
is visible through the camera. So, the pixels outside the FOV are black and have no information
about retina (figure 3.2a). However, many of them have non-zero intensities. Since this can cause
some interferences during the processing phase, it is important to detect those pixels and set their
intensity to zero.
In order to obtain the mask of the FOV, a threshold is applied to the red component of the
RGB image, since it presents the highest difference between the intensities of the pixels inside
and outside the FOV (figure 3.2b). Although many authors use fixed thresholds, in this work the
threshold is obtained through the analysis of the histogram of the red component. Similarly to the
method described in Chong and Suniel (2015), the main steps performed for obtaining the optimal
threshold are:
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Figure 3.1: Scheme of the methodology implemented in this work.
1. Extract the red component of the original RGB image and calculate the histogram using just
32 bins;
2. Find the bin immediately before the first regional maximum of the histogram and convert it
to the range [0 , 255];
3. Compute the sum of the values of the histogram (in this case, with 256 bins), considering
a window with a size equal to 7 bins and centered on the bin obtained in the previous step
plus 4 (in order to the first bin of the window be equal to the bin obtained in the previous
step plus 1);
4. Shift the window one pixel to the right and repeat step 3. Stop when the window is cen-
tered on the bin 128, since only the peaks present in the first half of the histogram (lower
intensities) are searched.
5. Find the window where the minimum sum is achieved. If there are several windows where
this occurs, select the window centered on the highest bin. The threshold corresponds to the
bin which is in the middle of that window;
6. Apply the threshold.
The binary image obtained by thresholding can have some holes inside the FOV and a rough
boundary. In order to improve it, the highest object is selected and its holes are filled.
As some images also present a white contour around the FOV (figure 3.2a), which affects the
result of the preprocessing stage, an erosion of the mask with a diamond structuring element with
radius dependent on the contour’s width is also performed.
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The final result is an image in which the pixels outside the FOV and the pixels of white contour
are assigned a zero value and the other pixels are assigned a value equal to 1 (figure 3.2d).
Figure 3.2: Mask generation. (a) Original RGB image. (b) Intensity profile of the middle row for
the different RGB components. (c) Histogram of the red channel. (d) Final mask. (e) Result of the
multiplication of the original RGB image by the mask.
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3.2 Shade correction
Through the observation of the different bands of the original color image, it is possible to verify
that the green channel is the one where the contrast between MAs and background is higher (fig-
ure 3.3d). Therefore, image preprocessing is performed on the green component of the original
RGB image.
By observing the figure 3.3d, it is also possible to verify that there are some intensity variations
on the background of the image. To overcome this problem, the image background is estimated and
subtracted from the green component. For estimating the background, a median filter is applied to
Figure 3.3: (a) Original RGB image. (b) Ground truth. (c-e) Red, green and blue channel of (a),
respectively.
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the green component, considering a n x n neighborhood. The value of n can be derived as follows:
n = ns× diameter of the FOVdm (3.1)
where ns is the ideal size of the neighborhood to obtain the image background of the smaller
images and dm the mean diameter of the FOV of those images.
The quotient between the diameter of the FOV of a given image and dm is applied as scale
factor. So, for images with different sizes, the number of pixels of the neighborhood considered to
compute the median is also different.
Since the microaneurysms are always darker than the background, after the subtraction of
the green component to the image background, all pixels with a non positive value are set to 0.
Then, the intensities are scaled to the full range [0,1], giving rise to the shade corrected image
(figure 3.4).
Figure 3.4: Shade correction. (Left) Image background corresponding to the green channel (fig-
ure 3.3d). (Right) Shade corrected image.
3.3 Microaneurysm enhancement
As microaneurysms (MAs) usually present a round shape, in order to enhance the regions that
are potential candidates two different filters are used: a scale-normalized Laplacian of Gaussian
(LoG) filter and a sliding band filter (SBF). In the following sections, these filters are described in
detail.
3.3.1 Scale-normalized Laplacian of Gaussian filter
As mentioned in Esteves et al. (2012), the LoG filter is widely used as blob detector. Since the
MAs appear as dark blobs in the green component of the original color image, the application of
this filter in this image allows the enhancement of these lesions.
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Mathematically, the filter can be defined as follows (Lindeberg, 1994):
LoG(x,y) =52g normalized =
x2 + y2−2σ2
2piσ4
e−
x2+y2
2σ2 (3.2)
where g is a Gaussian kernel at scale σ2.
Thus, for a given input image, the filter’s response only depends on the scale of the Gaussian
kernel (the single parameter of the filter). The LoG filter has strong positive responses for dark
blobs with a radius equal to
√
2σ and strong negative responses for bright blobs of the same size.
In order to enhance MAs with different radii, the green channel is filtered at several scales.
The range of scales used only depends on the minimum (Rmin) and maximum radius (Rmax) of the
lesions to be detected.
After applying the LoG filter at all scales in the range [Rmin/
√
2 , Rmax/
√
2], all responses
are combined, such that for each position (x,y) the maximum of all responses is considered (fig-
ure 3.5).
Then, in order to obtain the first candidates, only the regional maxima are considered (fig-
ure 3.6).
Figure 3.5: Result of the application of the LoG filter in the green component of the RGB image
(figure 3.3d) at several scales in the range [1/
√
2 , 5/
√
2].
3.3.2 Sliding band filter
In order to compare the result of different filters for MA enhancement, the SBF is also applied to
the green component of the original color image. The choice of this filter to also enhance MAs is
based on the following aspects:
1. As a local convergence filter, it is based on gradient convergence and therefore can handle
noise and low contrast-related problems (characteristic of this type of images);
2. Some of its parameters are intuitive and can be set based only on visual inspection of lesions’
shape (Esteves et al., 2012).
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Figure 3.6: First candidate detection. The combination of the responses of all LoG filters applied
is represented in the green channel and the regional maxima in the red channel. The images
presented in the left and right side correspond to the regions where a microaneurysm is present
(blue arrow).
The SBF combines the concept of two different convergence index filters: the iris filter, which
adapts the radius of the support region in order to maximize the convergence in each direction
independently, and the adaptive ring filter, that uses as support region a ring with a fixed width,
which depends on the radius of maximum convergence (figure 3.7) (Esteves et al., 2012).
Thus, the SBF searches, for each radial direction i, the band of width d that corresponds to the
maximum degree of convergence (ci). This can be formulated as follows:
SBF(x,y) =
1
N
N−1
∑
i=0
cimax (3.3)
cimax = maxRmin≤n≤Rmax
(
1
d
n+d
∑
m=n
cosθi,m
)
(3.4)
Figure 3.7: Convergence index filters with support regions represented in grey. (Left) Iris filter.
(Middle) Adaptive ring filter. (Right) Sliding band filter (Esteves et al., 2012).
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Based on its formulation, four parameters must be chosen for the application of the SBF:
1. minimum radius of the objects to be enhanced (Rmin);
2. maximum radius of the objects to be enhanced (Rmax);
3. number of radial directions for which convergence is evaluated (N);
4. width of the band in which the gradient is analyzed (d).
In addition to these parameters, the image where the filter is applied also affect the filter’s
response.
Similarly to the LoG filter, for obtaining the first candidates, only the regional maxima of the
SBF response should be considered (figures 3.8 and 3.9).
Figure 3.8: Result of the application of the SBF in the green component of the RGB image (fig-
ure 3.3d) (Rmin = 1, Rmax = 5, N = 8 and d = 3).
Figure 3.9: First candidate detection. The response of the SBF (figure 3.8) is represented in the
green channel and the regional maxima in the red channel. The images presented in the left and
right side correspond to the regions where a microaneurysm is present (blue arrow).
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3.4 Vessel removal
A high number of candidates corresponds to pixels that belong to the vasculature. In order to
remove those false positives, retinal vessels are segmented and the candidates lying on the vascu-
lature are rejected.
For vessel segmentation the method described in Mendonça and Campilho (2006) was se-
lected. An example of its application for obtaining the vasculature map is shown in figure 3.10
(left).
Since this method can lead to the segmentation of MAs which are near the vessels, the vascu-
lature map should be post-processed. This post-processing phase includes the following steps:
1. Division of the vasculature map into segments, which includes the detection of the crossing
points and the removal of those points after dilating them with a circular kernel of size equal
to the highest diameter of the vessels;
2. Exclusion of the candidates with a size smaller than the mean size of the segments, since
when a MA is segmented it usually gives rise to small segments.
The result of this step is illustrated in figure 3.10 (right).
After vessel segmentation, in order to obtain only the candidates that do not belong to the
vasculature, the regional maxima of the LoG and SBF responses are multiplied separately by the
negative of the vasculature map.
Figure 3.10: Vessel segmentation. (Left) Vasculature map obtained using the method described
in Mendonça and Campilho (2006). (Right) Vasculature map after the post-processing step.
3.5 Candidate detection
Even after removing the candidates belonging to the vasculature, a high number of candidates
remains in the result of both filters.
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Since until now all regional maxima are being considered independently of the intensity of the
filter response, a way of reducing the number of false detections is to maintain only the regional
maxima where the filter response is higher than a threshold value. This threshold is calculated by
averaging the filter response in the regional maxima locations.
Although there is a reduction of a significant number of candidates by applying the threshold
in the filters’ responses, a high number of false detections remains for both filters.
Taking into account that both filters have strong responses in the microaneurysms’ location and
that in the other regions (for example noisy regions) their responses may differ, the false positives
can be reduced through the combination of the candidates that are detected by the two filters.
A direct intersection of the regional maxima of the LoG and SBF responses can not be per-
formed, because in several lesions the filters give maximum responses in different pixels of the
lesion, although normally very close. So, for maintaining the maximum number of lesions pos-
sible, the candidates of each filter are dilated with a square structuring element with 3 pixels of
width and then intersected. An illustrative example is presented in figure 3.11.
Figure 3.11: Illustrative example of the combination of the candidates obtained using 2 different
filters: LoG and SBF. (Left) Insertion of the candidates of both filters in the same image. The
candidates obtained using the LoG filter are represented in green and the candidates obtained
through SBF application in red. (Middle) Result after dilating all candidates. (Right) Result of the
intersection of the candidates of both filters after dilation. The locations where two candidates of
different filters overlap are represented in yellow.
Since the LoG filter and the SBF only take into account the objects’ shape but not their in-
tensities, the strategy used for obtaining the final candidates is to apply a threshold based on the
candidates’ intensities.
An example of the final candidates obtained is presented in figure 3.12 (right).
3.6 Candidate growth
Since the candidates obtained are smaller than the true lesions, they need to be grown. For that, the
region growing procedure described in Spencer et al. (1996) is applied. This algorithm comprises
the following steps:
1. Reduction of each binary object (candidate) to a single point, which corresponds to the seed
point. This point corresponds to the pixel of the object which presents the highest intensity
in the inverted green channel.
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Figure 3.12: Final candidates. (Left) Candidates obtained after the combination of the candidates
that come from the two different filters. (Right) Final candidates obtained after applying a thresh-
old equal to 1.5 of the mean of all candidates in the image that results of the multiplication of the
SBF response by the shade corrected image. The green channel of the image is represented in
green and the candidates in red.
2. Aggregation of the neighbouring pixels with an intensity in the inverted green channel equal
or higher than a threshold, which is defined as follows:
threshold = ipeak− x · (ipeak− ibgnd) (3.5)
where ipeak corresponds to the intensity of the inverted green channel in the seed point, ibgnd
is the intensity of the inverted image background in the position of the pixel to be attached to
the grown object and x is a fraction between 0 and 1 which controls the maximum acceptable
difference between the intensity of the seed point and the intensities of the neighbouring
pixels (figure 3.13).
3. Repetition of step 2 until the intensity of the neighbouring pixels do not meet the inclusion
criteria or when the area of the object reaches a predefined size (which will be referred as
size limit).
This limitation of the size can reduce significantly the processing time and the overlapping of
grown objects. Taking into account that the lesions’ radius depends on the image resolution, the
size limit applied should also be different for images with different resolutions. For that, the scale
factor mentioned in the previous sections is also used here.
Since the seed points which are part of the background or the vessels give rise to large objects
that overlap other objects with smaller dimensions (figure 3.14 (left)), which can correspond to
real microaneurysms, for each set of overlapped objects only the object with the smallest number
of pixels is maintained.
In this way, the final result of this step only comprises the isolated objects and the smallest
object of each set of overlapped objects. An example is illustrated in figure 3.14 (right).
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Figure 3.13: Typical intensity profile of a microaneurysm (Spencer et al., 1996). The grey area,
which corresponds to the acceptable intensities, depends on the x parameter (equation 3.5).
Figure 3.14: Candidate growth. (Left) All candidates after the region growing procedure. (Right)
Candidates obtained after removing all overlaps. The microaneurysms are identified by the red
arrows.
3.7 Feature measurement
Taking into account that the result of the detection phase presents a high number of false detec-
tions, it is necessary to extract from each candidate some relevant features which will be used for
distinguishing the MAs from the non-MAs.
Since the microaneurysms present round shapes and a lot of false detections correspond to
elongated structures (specially when their growth was guided through the vessels), several shape
features must be computed (1-5 and 20-36). Furthermore, features based on the intensities (6-15),
contrast and color (16-19) should also be computed, since the noisy regions that are also detected
as microaneurysms present a lower contrast when compared with most MAs, as well as different
intensities and colors.
In this work, the following features were used:
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1. Area (a), which corresponds to the number of pixels of the candidate. Since the size limit
defined in section 3.6 is higher than the maximum area of the lesions, the candidates with a
number of pixels very close to the size limit correspond usually to candidates for which the
seed point was set in the background or within a vessel and grew until the object reaches the
size limit.
2. Perimeter (p), which was obtained using the Freeman chain codes (Freeman, 1961) of the
object: p = neven + nodd ×
√
2, where neven and nodd are the number of even and odd chain
codes, respectively.
3. Inverse of the aspect ratio (1/r), which corresponds to the ratio between the major axis length
(λ1) and the minor axis length (λ2) of the ellipse that has the same normalized second central
moments as the region: 1r =
λ2
λ1 . For round shapes, λ1 is approximately equal to λ2 and this
feature presents a value very close to 1; otherwise, for elongated structures, λ1 is much
higher than λ2 and the value of this feature tends to zero. The inverse was used in order to
obtain values in the range ]0 , 1].
4. Inverse of the circularity (1/c), which is dependent on the area and the perimeter of the
object: 1c =
p2
4×pi×a . Since the squared perimeter of the round objects are approximately
equal to 4×pi × area, the value of this feature is approximately 1 in these situations. For
elongated structures, this feature tends to have a value lesser than 1. The inverse was used
in order to obtain values in the range ]0 , 1].
5. Compactness (ν), which is calculated as follows: ν =
√
∑nj=1 |d j−d¯|
n , where dj is the distance
between the jth boundary pixel and the centroid of the object, d¯ the mean of all the distances
from the centroid of the object to all edge points and n the number of edge points. For round
shapes, the compactness is equal to zero, since the distance from the centroid to each edge
pixel is the same and equal to the mean. For non-round shapes, the compactness has a value
higher than zero.
6. Sum of the intensities under the object in the green component of the original RGB im-
age (igreen), since this is the unprocessed image that presents an higher contrast between
microaneurysms and background.
7. As item 6 but using the shade corrected image, which is the processed image that results
from background subtraction.
8. Mean intensity under the object in the green component of the original RGB image (mgreen):
mgreen =
igreen
a .
9. As item 8 but using the shade corrected image.
10. The normalized intensity in the green component of the original RGB image:
NIgreen = 1σ (igreen− x¯), where σ is the standard deviation and x¯ the mean of the intensity of
the image background within the object.
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11. As item 10 but using the shade corrected image.
12. The normalized mean intensity in the green component of the original RGB image:
NMgreen = 1σ (mgreen− x¯), where σ is the standard deviation and x¯ the mean of the intensity
of the image background within the object.
13. As item 12 but using the shade corrected image.
14-15. The intensity of the region growing seed in the LoG and SBF outputs, respectively.
16. Difference between the mean pixel value inside the object and the mean value in a circular
region centered on the object in the red channel of the original RGB image. The outer
diameter of the circular region corresponds to twice the maximum distance between the
centroid of the object and the edge pixels of the corresponding bounding box plus 3.
17. As item 16 but using the green channel of the original RGB image.
18. As item 16 but using the blue channel of the original RGB image.
19. As item 16 but using the hue image taken from the HSI color space. The hue image can be
obtained using the following equations (Gonzalez and Woods, 2007):
f (n) =
2pi−θ if B > Gθ if B≤ G (3.6)
θ = arccos
( 1/2((R−G)+(R−B))√
(R−G)2 +(R−B)(G−B)
)
(3.7)
where R, G and B are the intensities in the red, green and blue components normalized to
the range [0 , 1].
20-27. Mean of the LoG filter outputs under the object for values of σ in the range [1/
√
2 , 8/
√
2],
since it is expected that the radii of the lesions to be detected vary between 1 and 8 pixels.
28-35. Standard deviation of the LoG filter outputs under the object for values of σ in the range
[1/
√
2 , 8/
√
2].
36. The average output of the SBF under the object.
Most of the features here presented are derived from those that were applied in the work
developed by Niemeijer et al. (2005).
3.8 Candidate classification
In order to classify the candidates as MAs or non-MAs, different supervised learning algorithms
were applied: a classification tree, two discriminant analysis classifiers (linear and quadratic), a
k-nearest neighbour classifier (k-NN) and a support vector machine (SVM) classifier.
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While the classification trees and the discriminant analysis classifiers are commonly used re-
garding the ease of interpreting how they classify the data and the prediction speed, their accuracy
tends to be lower than the accuracy of the k-NN and the SVM classifiers. In the following para-
graphs, each classifier will be better described in order to understand the advantages and disad-
vantages of choosing one or another classifier.
The classification trees predict the response associated with an observation by following the
decisions in the tree from the root node down to a leaf node, which contains the final response.
Each step in a prediction involves checking the value of one feature. An example of a classification
tree is shown in figure 3.15.
Figure 3.15: Example of a classification tree. The triangles represent the decision nodes.
The creation of this type of classifiers includes the following steps (Breiman et al., 1984):
1. Inspection of all possible binary splits on every predictor of the training set;
2. Selection of the split with the best optimization criterion: the minimum Gini’s diversity
index, which is a measure of the node impurity (a pure node is a node with just one class
and a Gini’s diversity index equal to zero);
3. Repeat steps 1 and 2 for the two child nodes until the node is pure or any split imposed on
the node leads to a children with too few observations. The minimum number of leaf node
observations should be the one that leads to a lower cross-validation error.
In a different way, the discriminant analysis classifiers assume that each class generates data
based on different Gaussian distributions. While for linear discriminant analysis (LDA) clas-
sifiers the model has the same covariance matrix for each class, varying only the means; for
quadratic discriminant analysis (QDA) classifiers, both the means and the covariances of each
class vary (van der Heijden et al., 2004). In order to predict the class of a new observation, the
trained classifier finds the class with the smallest misclassification cost. The space of the features
is divided into regions considering the features and the labels of the training set. Those regions
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are separated by straight lines for linear discriminant analysis, and by conic sections (ellipses,
hyperbolas, or parabolas) for quadratic discriminant analysis, as can be seen in figure 3.16.
Figure 3.16: Example of a linear (left) and a quadratic (right) discriminant analysis classifier.
The k-NN classifiers are widely used as benchmark learning rules. They categorize query
points based on their distance to points in the training set. For example, given a training set and
a distance function (such as the Euclidean distance), the k-nearest neighbour classifier finds the k
closest points in the training set to a query point and assigns to that point the class more frequent
in those neighbours (Duda et al., 2004). An illustrative example is shown in figure 3.17. The
k parameter of the k-NN classifier should correspond to the one that leads to a minimum cross-
validation error.
Figure 3.17: Example of a 9-NN classifier. The query point is represented by the X and the 9
points of the training set closest to the query point are marked with a circle. Using a rule based on
the majority vote of the 9 nearest neighbours, the query point is classified as non-MA.
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In comparison with the previous classifiers, the SVM classifier has a more complex formu-
lation and it can be difficult to understand how it classifies the data. Furthermore, this type of
classifiers can only be applied to problems with two classes (which is the case of this work).
However, their prediction accuracy is usually higher than the other classifiers as mentioned above.
The SVM classifier classifies the data by finding the best hyperplane that separates all data
points of one class from those of the other class, as illustrated in figure 3.18. The best hyperplane
corresponds to the one with the largest margin between the two classes and the support vectors
correspond to the data points that are closest to that hyperplane (van der Heijden et al., 2004).
Figure 3.18: Illustation of how the SVM classifier classifies the data. + indicates the data points
of type 1 and – the data points of type –1.
In the cases where the data can not be separable by an hyperplane, the SVM classifier can use
a soft margin, that is, an hyperplane that separates most data points but not all.
In order to measure the performance of the different classifiers, several metrics can be used.
In this case, since, in the beginning of the classification step, the number of candidates that
correspond to true microaneurysms is much lower than the number of candidates which are not
microaneurysms, the receiver operating characteristic (ROC) curve is used.
The advantage of using this type of curves in these situations is that they summarize the space
of possible trade-offs between sensitivity and specificity (equations 3.8 and 3.9, respectively).
Sensitivity =
Number of MAs which are correctly detected
Total number of MAs
(3.8)
Speci f icity =
Number of candidates which are correctly identified as non-MAs
Total number of candidates which are not MAs
(3.9)
For constructing these curves, several thresholds must be applied to the scores returned by the
classifiers. For each threshold, the sensitivity and specificity are measured.
The area under the ROC curve (AUC) is commonly used as a measure of the detection system
performance. The higher the AUC, the greater the average probability of the system making a
correct decision.
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3.9 Concluding remarks
The methodology developed and presented in this chapter is divided into blocks very similar to
those of the standard approach developed by Spencer et al. (1996) and presented in figure 2.2.
However, the methods implemented in the candidate detection phase as well as the features
and classifiers used in the classification step are different from the methods already described in
the literature.
The uniqueness of this methodology is mainly related to the filters that were used for MA
enhancement and whose responses were also used as features in the classification step. Although
they were already used for detecting other round objects, they were never applied to this context.
Chapter 4
Results and discussion
This chapter begins with the description of the dataset used in this work. Then, the results obtained
in each phase are presented and discussed, with a reference to the main problems found and the
solutions proposed to overcome them.
4.1 Dataset
Although there are some datasets publicly available with retinal photographs, as well as the anno-
tations of their respective retinal lesions, the Retinopathy Online Challenge dataset is the one that
is most commonly used by the teams that developed methodologies for MA detection. In order to
compare the performance of those methodologies with the method herein presented, this dataset
was also used in this work.
As can be seen in table 4.1, the dataset is relatively heterogeneous, since the images were
obtained with different cameras. Figure 4.1 shows an example of an image of each type.
Table 4.1: Different types of images in the Retinopathy Online Challenge dataset.
The dataset has 100 images that are equally divided into two sets (training and test set). All
images of the dataset were examined by 4 ophthalmologists, in order to obtain the locations of
the lesions in each image (Niemeijer et al., 2010). However, only the annotations of the training
images are publicly available on the website of the challenge (University and the ROC organizers,
2015). These annotations are in a XML file. Using an annotator reader, the annotations that
are contained in the file annotations-consensus-ma-only.xml can also be saved in text files. Each
annotation indicates the coordinates of the center of the lesion and its radius.
Figure 4.2 shows an example of an original image and the corresponding ground truth.
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Figure 4.1: An example of an image of type I, II and III, respectively. Images were scaled for
display.
Figure 4.2: Example of an original image (left) and the corresponding ground truth (right). The
lesions are marked with green squares.
4.2 Retinopathy Online Challenge evaluation algorithm
In order to make the comparison of the results obtained by different approaches possible, the
Retinopathy Online Challenge authors also proposed an evaluation algorithm, described in detail
in Niemeijer et al. (2010), that has a set of pairs (sensitivity, average number of false positives
per image) as output. Those pairs are then used to obtain the free-response receiver operating
characteristic (FROC) curve. This curve is typically plotted with the sensitivity on the vertical
axis and the average number of false positives per image on the horizontal axis. A final score
can be obtained by averaging the sensitivities at specific values of the average number of false
positives per image: (1/8), (1/4), (1/2), 1, 2 4 and 8 (Niemeijer et al., 2010).
4.3 Results
In this section, the results of all intermediate steps are presented and discussed. In order to facilitate
the interpretation of those results, this section is divided as chapter 3.
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4.3.1 Mask generation
Although a high number of authors uses fixed thresholds for obtaining the masks of the field of
view (FOV), in this work a threshold dependent on the histogram of the red component of the
original image was used.
Table 4.2 shows the minimum and maximum values, as well as the mean and standard devia-
tion of the thresholds applied to the red component of the 50 training images. By analysing those
values, it is possible to see that the difference between the minimum and the maximum thresholds
applied is high and that the mean is approximately in the middle of that range. This shows the
importance of using adaptive thresholds instead of fixed thresholds empirically chosen.
Table 4.2: Minimum value, maximum value, mean and standard deviation of two variables in-
volved in the generation of the masks of the FOV of the 50 training images: the threshold applied
to the red component and the radius of the diamond kernel used for removing the white contour
around the FOV.
Since there are images where the "width" of the white contour is larger than others and some
small lesions are located in the peripheries of the FOV, the radius of the diamond kernel used for
removing that contour was also adapted for each image (table 4.2). This was achieved through the
identification of the positions where the variation of the derivative is maximum and minimum in
the blue component of the original image, which is the one where the contour is more highlighted.
The contour’s width corresponds to the distance between these two positions. This approach
avoids the mask to be eroded in excess and some lesions to be lost a posteriori.
Although the methodology here described for mask generation is attractive due to the use of
adaptive parameters, its performance can not be evaluated quantitatively because, for the dataset
used in this work, the masks corresponding to the retinal photographs are not given. However, by
visual inspection of the results (figure 4.3), it is possible to observe that the generated masks are
very similar to the FOV.
4.3.2 Shade correction
Since the retinal photographs often present variations in the background of the FOV which can de-
teriorate the performance of the candidate detection algorithms, a shade correction was performed
by estimating the image background through a median filter.
Figure 4.4 illustrates the effect of using the same median filter to obtain the image background
for images with different resolutions. As can be seen in that figure, the 45× 45 median filter is
sufficient to obtain the background corresponding to the images of smaller dimensions but it is not
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Figure 4.3: Masks of the FOV of three images with different resolutions. b is the mask corre-
sponding to image a (type I image), d the mask corresponding to c (type II image) and f the mask
corresponding to e (type III image).
sufficient to obtain the background for the larger images (since the vessels are not discriminated
from the background).
Table 4.3 shows the scale factors that were used for each type of images and the size of neigh-
borhood to be considered by the median filter after applying those scale factors.
By comparing the figures 4.4 (d) and 4.5 (bottom-right), which correspond to the same original
Table 4.3: Mean diameter of the FOV, scale factor and the size of the neighbourhood where the
median filter is applied for each type of images.
4.3 Results 39
Figure 4.4: Effect of using the same size of neighborhood (45× 45 pixels) to obtain the image
background of different types of images. b is the image background of a (type I image) and d is
the image background of c (type III image).
image, it can be concluded that when different neighbourhoods are used to obtain the background
of images with different resolutions, better estimations of the background are obtained.
Thus, all filters must be scaled before their application, based on the resolution of the image
where they will be applied.
4.3.3 Microaneurysm enhancement
In order to enhance the regions that were potential candidates, two filters were applied to the green
component of the original image: a LoG filter and a SBF.
Regarding to the LoG filter, it was applied at several scales for enhancing MAs with different
radii. The range of scales to be used was chosen based on the minimum (Rmin) and maximum
radius (Rmax) of the lesions to be detected.
Since in the ground truth the lesions presented a radius higher than their real radius, a LoG
operator was also applied at several scales to obtain their real radius.
For that, the green channel was filtered with several LoG filters, whose standard deviations
varied between 1/
√
2 and 10/
√
2 (10 corresponds to the maximum radius of the ground truth).
Then, for each lesion, it was found the standard deviation for which the filter response in the
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Figure 4.5: Estimates of the background obtained using different neighborhoods for images with
different resolutions. For each image in the column of the left side, the corresponding background
is shown in the column of the right side. The first row corresponds to a type I, the second to a type
II and the last one to a type III image.
centroid of that lesion was maximum. Knowing this value, it was possible to obtain the real radius
of that lesion (figure 4.6).
Taking into account that the lesions’ radius depends on the image dimensions and considering
the values presented in the table 4.4, the value of Rmin was set to 1 for all types of images, while
the value of Rmax was adapted to the resolution of the image that was being processed. For that,
the same scale factors that were used for background estimation (table 4.3) were also applied here.
In this case, the value of reference was 5 for the smaller images.
Regarding to the SBF, the values of Rmin and Rmax used in this filter corresponded to those
used in the LoG filter. Besides these two parameters, the number of radial directions for which the
convergence is evaluated (N) and the width of the band in which the gradient is analyzed (d) had
to be chosen.
After applying to the green component several filters resulting from different combinations of
these two parameters, it was verified that the best result was achieved when N = 8 and d = 3.
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Figure 4.6: Determination of the true radius of the lesions. (a) LoG responses in the centroid of
the lesion as a function of the standard deviation of the filter. (b) Ground truth, where the lesion
is represented by a green circle with radius higher than the real radius of the lesion. (c) Ground
truth, where the lesion is represented by a green circle with a radius equal to the real radius of the
lesion (in this case, 3 pixels).
Table 4.4: Minimum, maximum and mean radius of the lesions presented in the ground truth.
Figure 4.7 shows the sensitivity and the average number of false positives per image when all
regional maxima of the LoG and SBF responses were considered.
As shown in figure 4.7, all MAs were detected when all regional maxima of the filters’ re-
sponse were considered (sensitivity = 100%). Comparing the two filters, for the same sensitivity,
the SBF gave rise to, approximately, more 9% false detections per image than the LoG filter (most
of them correspond to blood vessels). Through these results, it is possible to say that these filters
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Figure 4.7: Sensitivity and average number of false positives per image obtained when all regional
maxima of the LoG and SBF responses are considered.
enhance well the microaneurysms but also another structures, such as the blood vessels and noisy
regions.
4.3.4 Vessel removal
In order to eliminate the candidates corresponding to blood vessels, a removal of the vasculature
was also performed.
However, in some cases, the segmentation of the vessels failed and some regions correspond-
ing to microaneurysms were also segmented, as shown in figure 4.8.
Figure 4.8: Example of a microaneurysm which is included in the vasculature map (right). The
red arrow indicates the location of that microaneurysm.
In order to not lose lesions due to errors in the segmentation of the vasculature, a threshold
based on size was applied to all segments of the vasculature map, as explained in the section 3.4.
The results obtained after vessel removal are presented in figure 4.9. Through the analysis of
that figure, it is possible to see that:
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Figure 4.9: FROC curves obtained when the regional maxima which lie on the vessels are removed
using different vasculature maps.
1. The SBF presents more regional maxima inside the vessels than the LoG filter.
2. The best result was achieved when a post-processed vasculature map was used for removing
the regional maxima which lie on the vasculature. That vasculature map comprises the
segments (which result from the dilation of the crossing points with a disk of radius 5) that
have a size higher than the mean size of all segments.
3. Although this step led to a significant reduction of the average number of false positives per
image, this value is still very high.
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4.3.5 Candidate detection
After removing the candidates which lie on the vessels, a threshold based on the filters’ response
was applied to the regional maxima of each filter, such that only the candidates with a filter re-
sponse higher than the mean of all candidates remained. The results obtained with this procedure
are shown in figure 4.10.
As can be seen in figure 4.10, this step led to the loss of a few number of lesions. Most
of the lesions which were lost in this phase are very difficult to observe in the original image
(figure 4.11b). Since those lesions can not be well distinguished from the background, the LoG
and SBF responses also present low values in these regions.
When the candidates of both filters were joined, it was verified that there was a lot of regions
where both filters detected candidates, usually very close, but there were also some regions where
Figure 4.10: Sensitivity and average number of false positives per image obtained when only the
regional maxima with a filter response higher than the mean of all candidates are considered.
Figure 4.11: Example of a region where there is a visible lesion (a) and a subtle lesion (b). In
each column, that region is shown for different images: RGB image, green channel and the shade
corrected image, respectively.
4.3 Results 45
the candidates were detected by just one filter. This may be associated with the sensitivity of the
filter to the image noise.
As shown in figure 4.12, a simple intersection of both candidates could not be performed,
because this would lead to a high reduction in the number of MAs which would be correctly
detected. This happened since for most lesions the SBF and LoG filter gave a maximum response
in different pixels of the lesion, although normally very close.
In this way, the results obtained were much better when a dilation of the candidates was per-
formed before the intersection. Although there was a small decrease in the value of the sensitivity
(that is related to the MAs which were only detected by one of the filters), the average number of
false positives per image was reduced to approximately 50%.
Figure 4.12: Sensitivity and average number of false positives per image obtained when the can-
didates that come from each filter are combined.
In order to study the effect of applying a threshold based on the candidates’ intensities (to
the candidates obtained after intersection) in the value of the sensitivity and the average number
of false positives per image, 8 FROC curves were obtained through the application of several
thresholds in 8 different images (figure 4.13):
1. Shade corrected image;
2. Green component of the RGB image;
3. SBF response multiplied by the shade corrected image;
4. SBF response multiplied by the green component;
5. LoG response multiplied by the shade corrected image;
6. LoG response multiplied by the green component;
7. SBF response multiplied by the LoG response and the shade corrected image;
8. SBF response multiplied by the LoG response and the green component.
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By analysing figure 4.13, it is possible to see that the best result was obtained when a threshold
equal to 1.5×mean of all candidates was applied to the image containing the result of the mul-
tiplication of the SBF response by the shade corrected image. This threshold corresponds to the
point where a better trade-off between the sensitivity and the average number of false positives
was achieved.
Although the number of false detections is still high, approximately 4000 false positives per
image were removed with this thresholding operation.
Figure 4.13: FROC curves obtained when several thresholds are applied to 8 different images in
order to obtain the final candidates. A zoom in the range of sensitivities between 90% and 100%
was done for display.
4.3.6 Candidate growth
Since the candidates obtained in the candidate detection step had a size smaller than the real
microaneurysms, they were grown using the procedure described in section 3.6.
Although in the works developed by Spencer et al. (1996) and Niemeijer et al. (2005) the
parameter x of the region growing algorithm (see section 3.6) was set to 0.5, this value led to an
over-segmentation of the MAs which were located near the vessels (figure 4.14 (middle)), giving
rise to large objects. Thus, in order to obtain a better segmentation of the MAs, the value of that
parameter was set to 0.25 in this work (figure 4.14 (right)).
In order to reduce the number of overlaps, as well as the processing time, a limit to the size of
the grown objects was applied. Since the lesions’ radius varies with the image resolution, different
limits were applied to different images. For that, the scale factor used in the background estimation
step was also used here. As reference, for the smaller images the maximum acceptable area was
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200 pixels, considering that the area of a square with a width equal to 11 (diameter of the largest
lesions in this type of images) is 121 pixels.
The time required for the growth of all candidates of an image was on average 168 seconds,
using the MATLAB R2014b and a computer with an Intel Core i7-4710HQ and 12 GB RAM.
After growing the candidates, it was noticed that the result presented several overlapping can-
didates. This often occurs when a seed point is placed in a normal region of the retina, due to the
noise for example, leading the corresponding object to grow into neighbouring vessels and lesions.
The task of removing all overlaps is very time consuming, since all intersections between objects
are inspected. The results obtained after the removal of all overlaps are presented in figure 4.15.
By analysing this figure, it is possible to conclude that approximately a third of all candidates
were removed in this step due to the fact that they gave rise to large objects that overlapped other
smaller candidates.
This procedure also led to the decrease of the sensitivity. This effect is related to the fact that,
for the MAs which present a low contrast with the background, the region growing grows until the
Figure 4.14: Influence of the x parameter of the region growing in the growth of the candidates
which are located near the vessels. (Left) Region where a microaneurysm is present (green channel
image). (Middle) Result of the region growing procedure for x = 0.5. (Right) Result of the region
growing procedure for x = 0.25. The microaneurysm is marked with the red arrow.
Figure 4.15: Sensitivity and average number of false positives per image obtained before and after
the candidate growth.
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size limit is reached, giving rise to large objects.
However, more than 80% of all microaneurysms were preserved, which is good, taking into
account the low quality of the images and the fact that there are microaneurysms which are marked
in the ground truth but are very subtle.
4.3.7 Feature measurement and candidate classification
In order to distinguish the candidates that correspond to true microaneurysms, 36 features were
extracted from each final candidate.
Since each image has on average 2000 false positives, the feature measurement task is also
time consuming.
In order to study the performance of each classifier in the classification of the candidates as
MAs or non-MAs, rotative training and test sets were used. This was necessary because only the
training images presented ground truth. So, they had to be used as training and test images (not at
the same time).
Thus, the following steps had to be performed:
1. Partition of the 50 training images into 3 folds;
2. Consider the images of one of the folds for test and the others for training;
3. Construct the training set, which includes all candidates of the training images that are real
microaneurysms and some candidates (also from the training images) that are not microa-
neurysms (the number of objects of the two classes was, approximately, equal);
4. Construct the test set, which comprises all candidates of the test images;
5. Train the classifier with the training set and test it with the test set;
6. Repeat steps 3 and 4, rotating the test and training sets.
7. Repeat steps 1 to 5 two more times.
This procedure allowed to train the 5 classifiers with 9 different training sets (3 folds × 3
repetitions) and test each one in an independent test set.
Regarding to the classification tree, figure 4.16 shows how the minimum number of leaf node
observations (which is a parameter of the tree) affected the cross-validation error. As can be
seen, a minimum cross-validation error was obtained when the minimum number of leaf node
observations was 80.
Figure 4.17 presents the 9 ROC curves obtained when a classification tree was trained with
9 different datasets. In this case, all classification trees were constructed considering a minimum
number of leaf node observations equal to 80.
By analysing figure 4.17, it can also be concluded that the performance of the classifier de-
pends on the dataset used to train it, as expected. In this case, the best results were achieved when
the classifier was trained with the dataset 9 (associated to the highest area under the ROC curve).
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Figure 4.16: Cross-validation error as a function of the minimum number of leaf node observations
of the classification tree.
Figure 4.17: ROC curves of 9 different classification trees. Each classifier was trained with a
different dataset.
The ROC curves obtained when a LDA classifier was trained with 9 different datasets are
presented in figure 4.18. Contrarily to what happens for the classification trees, in this case, there
is not a classifier that stands out from the others. This is related to the fact that the best classifiers
present areas under the ROC curves very similar.
Figure 4.19 presents the ROC curves that correspond to the QDA classifiers trained with dif-
ferent datasets. By analysing this figure, it is possible to see that for false positive rates below 0.5,
the best results were also achieved for the classifier trained with the dataset 9.
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Figure 4.18: ROC curves of 9 different LDA classifiers. Each classifier was trained with a different
dataset.
Figure 4.19: ROC curves of 9 different QDA classifiers. Each classifier was trained with a different
dataset.
Regarding to the k-NN classifier, figure 4.20 shows how the number of neighbours consid-
ered for the classification affected the cross-validation error. As can be seen, a minimum cross-
validation error was obtained when the number of neighbours used was 9.
Figure 4.21 presents the 9 ROC curves obtained when the 9-NN classifier is trained with 9
different datasets. By observing this figure, it is possible to say that the worst results were obtained
when the 9-NN classifier was trained with the dataset 1 and the best results were obtained by
training the classifier with the dataset 2.
The ROC curves obtained when the SVM classifier was trained with 9 different datasets are
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Figure 4.20: Cross-validation error as a function of the number of neighbours used by the k-NN
classifier for classifying data.
Figure 4.21: ROC curves of 9 different 9-NN classifiers. Each classifier was trained with a differ-
ent dataset.
presented in figure 4.22. Observing the figure, it is possible to see that the best results were
achieved when the SVM classifier was trained with the dataset 8.
Since the comparison of the performance of different classifiers can be difficult only by in-
spection of the curves, the average areas under the curves (AUC) were computed for all classifiers
individually and are presented in table 4.5.
Based on these values, the SVM classifier is the one that gave better results, while the classi-
fication tree presented the worst.
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Figure 4.22: ROC curves of 9 different SVM classifiers. Each classifier was trained with a different
dataset.
Table 4.5: Average area under the ROC curves for the 5 classifiers used in this work.
The SVM classifier which gave rise to the best results presented a sensitivity of 64.8% and a
specificity equal to 79.7%.
Due to the lack of time, it was not studied the effect of feature extraction and selection on the
performance of each classifier. However, these approaches can lead to better results.
The classification results here presented can not be compared directly with the other method-
ologies that also used the Retinopathy Online Challenge dataset, since the ground truth of the test
images is not available publicly. While the other methodologies were trained with the complete
training set (50 images) and tested in an independent test set (50 images), in this work the 50
training images were used for training and test.
However, the results obtained in the detection phase for the training dataset using the method-
ology herein presented can be compared with the results of the other candidate extractors (ta-
ble 4.6).
By analysing table 4.6, it can be concluded that our method outperforms the methods proposed
by Walter et al. (2007), Zhang et al. (2010) and Abdelazeem (2002) (which are associated to a
4.4 Concluding remarks 53
Table 4.6: Comparison of different candidate extractors on the Retinopathy Online Challenge
training set.
high number of false positives per image). Nevertheless, the method recently published by Dai
et al. (2016) presented the highest sensitivity for all situations, except for 73.94 false positives per
image. In this case, the method proposed by Lazar and Hajdu (2011) was the one that gave rise to
the highest sensitivity.
4.4 Concluding remarks
The dataset used to test the viability of the methodology herein reported is very heterogeneous,
including images with different resolutions. The low quality of these images as well as the low
contrast between the microaneurysms and background make the detection of these lesions a very
difficult task.
Although the LoG and the SBF enhance well the microaneurysms, these filters also present
strong responses in the blood vessels and noisy regions, giving rise to a high number of false
detections.
The thresholding operations can reduce significantly the number of false positives, but they
also lead to the decrease of the sensitivity. So, a trade-off between these two variables has to be
done.
For reducing the number of false detections, the incorporation of a classification stage is cru-
cial. From the main types of supervised classifiers, the SVM classifier is the one that presents best
performances in the classification of the candidates as MAs or non-MAs.
The best result presents a sensitivity of 64.8% and a specificity of 79.7%.
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Chapter 5
Conclusions
Despite the main objective of this master thesis was to detect red lesions in retinal photographs
- microaneurysms and haemorrhages -, the methodology herein proposed only detects microa-
neurysms and dot haemorrhages (which are almost indistinguishable). The large haemorrhages
can not be detected by this method, due to the diversity of their shapes.
By analysing retinal photographs, it was possible to verify that the contrast between the red
lesions and the background is low in these type of images. From all color channels, the green
component is the one where the red lesions are better distinguished from the background.
As in a screening program, the dataset used presents images with different resolutions. For
applying the same method to all types of images, a scale factor must be applied to the filters in
order to achieve better results.
Although the LoG and SBF, used in this work for MA enhancement, presented strong re-
sponses in the MA locations, they also enhanced undesirable structures, such as the blood vessels
and noisy regions. For the maximum sensitivity, the SBF is the one that presented a high number
of false detections. However, through the combination of both responses and the removal of the
candidates lying on the vasculature, the number of false detections was reduced significantly.
In this type of CAD systems, the incorporation of a classification phase is crucial to obtain
the final lesions. Since most of the false positives correspond to elongated structures, features
related to the shape of the candidates should be used. Besides these features, the color as well as
the filters’ response can also be used to distinguish the regions corresponding to microaneurysms
from the others. Considering all supervised classifiers used in this work, the SVM is the one
that better classifies the candidates as MAs or non-MAs, presenting a sensitivity of 64.8% and a
specificity of 79.7%.
The methodology developed in this work for extracting the candidates from the retinal pho-
tographs outperforms the candidate extractors proposed by Walter et al. (2007), Zhang et al. (2010)
and Abdelazeem (2002). However, the best results are achieved using the methodology recently
published by Dai et al. (2016).
Regarding to the results of the classification phase, they could not be compared directly with
the other methodologies, since the ground truth of the test images is not available publicly.
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Chapter 6
Future work
Although many efforts were done to minimize the number of false detections and maximize the
sensitivity of the CAD system, this proved to be a very difficult task, since a trade-off between
the number of lesions correctly detected and the number of false positives has to be done. So,
in the future, it is important to find alternative techniques for reducing the false positives without
compromising the number of lesions detected.
Furthermore, the method used for removing the overlaps after the candidate growth should be
optimized, in order to minimize the computational time associated with this task.
Regarding to the classification step, it should be studied the effect of feature extraction and
selection in the performance of the classifiers.
Since the methodology herein reported only detects microaneurysms and dot haemorrhages, a
methodology for detecting large haemorrhages should be developed in the future.
In order to compare directly the results of the classification phase obtained using this method-
ology with the others already developed, the results obtained for the test images have to be sub-
mitted in the Retinopathy Online Challenge website.
This methodology should also be validated for other datasets, such as the DiaretDB1 2.1
database (Kauppi et al., 2015).
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