Abstract: In this article, we consider the problem of comparing the distribution of observations in a planar region to a pre-specified null distribution. Our motivation is a surveillance setting where we map locations of incident disease, aiming to monitor these data over time, to locate potential areas of high/low incidence so as to direct public health actions.
Introduction
Geography is an inherent component of public health. Whether the activity concerns policy development, prevention, or disease surveillance, the practice of public health usually focuses on a specific region of the world, such as countries, administrative regions within countries, or cities, along with other characteristics of the population of interest.
In this paper, we consider methods that quantify a variable across a region. Examples in public health are measures of disease occurrence (incidence, prevalence, risk), environmental exposure (carbon monoxide concentration), access to care (number of nursing homes per senior inhabitants), and socio-economic characteristics (income, education, ethnic background). Knowing how the quantity varies throughout the region allows us to better hypothesize on reasons for these patterns or any effect they might have, or to use them to develop targeted decisions and interventions. This is of particular importance in disease surveillance [1] or syndromic surveillance [2] , where potential relationships between an individual's location and the acquisition of disease can be used to prevent further spread of disease when cases have already occurred, or to guide (re)allocation of resources to improve access to care. Research in these areas promotes the development of spatial methods for measures of disease occurrence, for which spatial data on cases is a key source of information [3, 4] .
Typically, we wish to determine if observed spatial patterns of disease or some other outcome is not conforming to "expected" patterns. This requires some estimate of what expected behavior would be and thus these problems are typically framed in the context of comparing two distributions [5] . This expected distribution accounts for non-homogenous patterns in demography and geography. Examples of this include the comparison of observed locations of cancer cases to a representative sample of the population at risk [6] [7] [8] . Alternatively, the locations of cases of a given disease can be compared to those of another disease [5] . In an ongoing syndromic surveillance system, traditionally, locations of cases reported during one day/week can be compared to those reported during previous days/weeks [4, [9] [10] [11] . A similar comparison of interest might be between the spatial distribution of cases during a fixed time period and the distribution of cases of the same disease before an intervention or an event, like the installation of an industrial site, the reinforcement of a health care system, a war, or an earthquake.
Two approaches have been devised for this problem. The first is concerned with the determination of whether there is a deviation between observed and expected spatial patterns (see, for example, [12] [13] [14] [15] ). An alternative approach is disease mapping wherein one maps some measure of risk or comparative risk. This latter method potentially provides a richer and more complete picture of the problem at hand by empowering the researcher to observe patterns throughout the entire region of interest, rather than just being alerted to areas of concern. In what follows, we focus our attention on this mapping approach.
When spatial data are available in point form, kernel methods have appeared as a natural approach to estimate risk. Assuming that the data consist of two independent random samples arising from two Poisson processes, the most simple approach is to take a ratio of kernel density estimates [5, [16] [17] [18] . The kernel functions and the two-dimensional bandwidths are traditionally chosen to be the same for both estimates [17] . One can show that up to an additive constant, this risk estimate is the same as odds estimated from binary regression modeling the probability p(x) of being a case conditional on location x [18] . A last approach is a generalized additive model (GAM), a natural extension to the previous model when covariates are available [18] . The method models the probability p(x,z) that an individual at location x with covariates z is a case as log ; where g(x) is a smooth function representing the unexplained spatial variation.
Kernel methods are useful for estimating densities since they can provide consistent and asymptotically normal estimates (see review in [19] ). Applications are seen throughout the environmental and neuroimaging literature [20] [21] [22] [23] . However, in higher dimensions, they are known to suffer from the empty space phenomenon or curse of dimensionality. In this case, the bias-variance trade-off is poor without a large sample size, and large smoothing parameters lead to small variance but high bias, thus masking local variation [24] . Recognizing these limitations, some have considered projection to a lower-dimensional subspace before performing density estimation. For example, a principal component transformation can highlight which dimensions contain most of the characteristics of the density to be estimated [25] . Successive many-to-one projections applied with an optimizing criterion can further sharpen the estimation of complex density patterns [26] .
In this work, we propose a new non-parametric approach to disease risk mapping [4, [27] [28] [29] [30] , based on the concept of dimension reduction, and illustrate its key advantages in the disease mapping context. We show that in the two-dimensional setting, it is comparable in performance to kernel density methods and further illustrate the capacity to extend it to higher dimensions. Thus, this method represents not only an acceptable alternative to kernel density methods but also a more flexible framework for problems that require higher dimensions than kernel density methods allow.
In Section 2, we present the method and its key properties. In Section 3, we provide results from simulations that compare our method with kernel methods in a variety of settings. We propose a metric for comparing these methods. Finally, we discuss the relative merits of this method, examples of where it would be applied to higher dimensional problems, and its utility in public health practice.
Methods
After introducing a notational framework, we present our mapping method for point data and its theoretical properties.
Notation and definitions
Consider a study region R and a bounded subset of the Euclidean space . Since we are mapping a risk of disease on a two-dimensional region, we limit ourselves to the special case k = 2 for now. However, the framework described below is applicable to higher dimensions. Furthermore, we use the Euclidean distance measure, denoted by
We assume the region R is the support for both a case's location and the domain of the mapping function. In practice, the latter is represented by a finite set of grid points {y 1 , . . . ,y r } in R, which are chosen by superimposing a lattice over the study region. Hence, we define the mapping function on .
Definition 2.1. Let be a finite collection of points in the Euclidean space. We call any real-valued function a (disease) mapping function, and we call the range of M, i.e. the set of function values {M(y 1 ) , . . . , M(y r )}, the set of (disease) scores.
The type of observed data further refines the interpretation of M. If we let Ω represent the sample space of the data, then an observed sample will be an element of , defined as the class of finite subsets of Ω. Then, we can give a broad definition for an estimator of M. Definition 2.2. Let be a finite collection of points in the Euclidean space and a mapping function. Let be the set of functions defined from to . Then M is an element of . We call an estimator of M any function . To simplify notation, we denote by the estimated image function rather than the estimator itself.
Hence, given a set of observations sampled from Ω, an estimator of M produces a real-valued function defined on R′.
In the context of mapping a risk of disease, we can define the sample space and the mapping function more precisely. Assume that the spatial data on each case consist of a single location in R, then this location is a random point in R. In practice, since the population from which cases arise is finite, the sample space Ω should be a finite collection of points R. However, to allow for a flexible framework, such as defining probability density functions (PDFs) and possibly extending the framework to incorporate the mobility of individuals over time, we let Ω = R.
Consider now that X is the bivariate random vector representing the location of a case in Ω = R and let be the corresponding bivariate cumulative distribution function (CDF). We frame a disease risk mapping function as a comparison between F and a reference function throughout the region R, where the two functions represent the 'observed' and 'expected' spatial distribution of cases, respectively.
One way to compare F and F 0 is to estimate a risk difference or risk ratio of the corresponding PDFs f and f 0 . For example, the log-risk ratio [16, 17] is defined on R′ as: This expression simplifies to zero for all y when f = f 0 , which corresponds to a flat map.
The method we now describe proposes to estimate a risk-like function, yet it is not a direct comparison of f and f 0 as in eq. [1] , rather one of the transformations of F and F 0 .
Distance-based mapping (DBM)
The general motivation and strategy behind tomographic mapping is the reduction of dimensionality [31] . Many one-dimensional methods are difficult to extend to higher dimensions. Multi-dimensional data can always be reduced in dimension via projection to a hyperspace, but this reduction comes at the price of loss of information, determined by the particular hyperspace chosen. However, several projections can be considered simultaneously, and thus we can describe a dimension reduction strategy schematically as using the following steps.
Step 1: Select a projection of the data to a chosen one-dimensional subspace.
Step 2: Make a one-dimensional comparison.
Step 3: Repeat steps 1 and 2 for a representative sample of subspaces.
Step 4: Aggregate the one-dimensional comparisons for a composite multivariate comparison.
We follow this strategy to compare F and F 0 at each point . As each of the four steps requires prior decisions, such as the choice of a projection in Step 1, we describe them in detail in the following four sections. We assume for now that F 0 is known, but consider dropping this assumption later.
To illustrate the different steps, we provide several pictures in Figure 1 and refer to them when necessary.
Step 1: Select a projection of the data in one dimension To reduce the multi-dimensionality of the data to one dimension, we consider the distribution of distances to a chosen fixed point. More specifically, let
Step 1
Step 2
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Step 4 be one of several chosen fixed points, indexed by i. Then, as one-dimensional counterparts of F and F 0 , consider the CDFs of distances from c i ; where is true, and 0 otherwise. This first step is illustrated in the top left panel of Figure 1 . The study region R is shaped as a disk. The point is where we want to make the local comparison of F and F 0 . The point c i is chosen outside of R. The next step focuses on comparing F i and F 0i at kc i À yk.
Step 2: Make a one-dimensional comparison As a comparison we define the function:
; where the function and is a subset of the real line containing . The function ψ is a comparison measure, for example, a difference or a ratio, while is a neighborhood of on which to make the comparison. To make this common support unique with regards to , we choose it of the form , where the choice of h(t,i) is described in the following step. The top right panel of Figure 1 illustrates this second step. The segment joining c i to y is of length . The annulus delimited by the two dashed lines illustrates the interval . Points whose distance from c i fall in are represented by the shaded intersection of the annulus and R. We call that intersection .
Step 3: Repeat steps 1 and 2 for a representative sample of subspaces The projection described in
Step 1 simplifies the data to one dimension which results in a loss of information. Our onedimensional comparison cannot discern changes in the two distributions for points within the same distance of c i . To compensate we reproduce steps 1 and 2 using different locations for c i . We choose to place these points on a circle surrounding the region R. Let C denote the circle circumscribed around R, centered at with radius . Choose x C as the center of gravity of R under F 0 . We divide the circumference of C into N equal arcs described by the points on the circumference: . To ensure all projections are given equal role, we can either fix the length h(t,i) of or fix the proportion of the reference population it covers. We choose the second option, that is, given a fixed proportion p 0 , we determine the unique h(t,i) that guaranties :
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By keeping the parameter p 0 fixed across all projections, the value h(t, i) will vary with i and t. Each comparison from Step 2 can then be rewritten as :
½3
The parameter p 0 plays the role of a 'bandwidth' parameter defining the area covered by each around . We usually use Finally, we introduce a further notation to simplify expression [3] to ; where denotes the expected value relative to F. We also refer to the points as "circle points". For each of them we can then calculate the corresponding . In the bottom left panel of Figure 1 , four other circle points are placed around R, and their corresponding are delimited by dotted lines.
Step 4: Composite multivariate comparison In the final step, we define the distance-based mapping (DBM) as a real-valued function for any point as the average of the one-dimensional comparisons. To interpret this quantity further, we consider the following property for . :
If ψ is semi-linear, for example, when it is a ratio or a difference, using for all simplifies to: :
½4
From this expression [4] , that is when ψ is semi-linear, we can interpret Γ as a function making a local comparison of transformations of F and F 0 . More precisely, given a function and a point , the transformation is mapping G(y) to . When , the transformation reduces to the single scalar p 0 . A good feature of Γ is that, similarly to the log-risk ratio from eq. [1] , if the two functions to be compared are equal (i.e. ), then is a scalar, equal to 0 or 1 when ψ is defined as a difference or a ratio, respectively.
The bottom right panel of Figure 1 depicts graphically the calculation of the composite score Γ. One hundred observations from which F can be estimated have also been plotted. All the intersections A i (y) overlap around y, the point of interest. Observations falling in that overlapping area will contribute the most to the composite score. This contribution decreases in a discrete fashion as the observations get further away from y. Yet if there are more observations than expected in some of the , the corresponding one-dimensional comparison should be large, leading to a high value for .
Estimation and properties
Our proposed method of disease mapping is defined for any proper CDFs F and F 0 . While any parametric assumption on either function might simplify the form of , we describe here a few of its properties when F and F 0 remain in their most general form. We assume that F 0 remains known and that the function ψ is defined as a difference, that is . A few comments are made when ψ is defined as ratio in Section 2.3.4. The results for the general case when ψ is semi-linear are given in the Appendix (Section 5.1).
First, we consider an estimator of Γ. Let be independent random variables identically distributed according to F. For fixed t, we can estimate with and define an estimator for
:
We now describe some properties of our estimator. The details of the calculations are given in the Appendix (Section 5.1).
Mean and variance
The mean and variance of Γ at a given point are derived as:
; where . A few comments can be made from these expressions. First, both mean and variance vary with the location y through the values of p i (y) and p 12 (y). Secondly, we see that our estimator is unbiased for and that the variance approaches zero as the sample size n approaches infinity. These results guarantee that for a fixed location y, our estimator consistently estimates . Finally, we can obtain a bound for the variance: 
Mean and variance under
As mentioned in Step 4 of Section 2.2, when , which corresponds to a flat map. The function Γ shares this feature with the log-risk ratio. Under the null and , so the mean and variance of our estimator can be simplified to:
Now the mean is independent of the location y, and the variance, using the fact that for all y, can be bounded by a value [7] sharper than the bound in eq. [5] regardless of p 0 and N > 1.
Section 2.3.2 shows that has desirable features under H 0 . Yet, it is also vital that it performs well when F and F 0 differ locally. Here, we investigate a very particular alternative, where a high excess of risk occurs only at a single location in the region. For that, fix a point and consider the Dirac delta function (or impulse symbol, [32] ) defined on such that . Now let f and f 0 be the probability density functions associated with F and F 0 , respectively, and suppose that for some fixed value . Here, q and 1 -q represent the proportions of cases distributed according to f 0 and , respectively. This alternative aims to represent the most simple case of a locally increased risk.
First, we look at the behavior of the log density ratio and our density mapping method under this alternative. The function λ dichotomizes the region into two distinct areas:
Since q is between 0 and 1, we see that the log ratio takes a negative fixed value throughout the region except at a where it jumps to ∞.
Our density mapping function responds to this alternative differently. Under H 1 , we have ; where is the number of intersections A i (y) (defined in Step 2) that include a. In the above expression, the value of simplifies to a comparison between and p 0 , ranging between and . Thus, although the true risk is only at the point a, the value of is related to the proximity between y and a, the highest value being achieved at points y included in all N intersections A i (y), for example . The variance of the estimator Γ is given in the Appendix. One can verify that for q = 1, both mean and variance equal those determined under H 0 . The variance is decomposed into one term similar to the variance in eq. [6] under H 0 , and a second term resulting from the high excess of risk at point a. In particular, one can show that for fixed y,
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:
This bound is sharper than the one given in eq. [5] regardless of the values of q, p 0 , and N.
Comments for when ψ is a ratio
Suppose
, then our score function takes the form :
Consequently, the mean of our corresponding estimator is equal to 1 under the null H 0 . Furthermore, all the variance formulas and bounds given earlier are rescaled by . Finally under H 1 , our mapping function simplifies to ranging between q and . In particular, the maximum is attained at points y included in all N intersections A i (y), for example . If p 0 is chosen small relative to , the resulting large value for y close to a can reflect the high excess of risk at a.
Evaluation
We now investigate the performance of DBM through simulations. We first provide an illustration of the method and of the log ratio of kernel density estimates (log KDR), as presented by Kelsall and Diggle [17] .
Illustration
The function described earlier is defined for any point y in the study region R, but we have restricted it earlier to the discrete set , where r quantifies the resolution of the map. The resulting values can then be displayed on a map using a color scale. Figure 2 illustrates how such a map can be obtained with DBM or log KDR. There the region is the unit disk, with a resolution of r = 7,676 grid points. The spatial distribution of cases F and the reference distribution F 0 are both uniform in the unit disk, that is there is no discrepancy between them. We chose a sample size of n = 100, and implemented DBM and log KDR with and {bandwidth = 0.3, normal kernel}, respectively. For each approach, the color scales are determined empirically, by resampling from the historical data F 0 . More precisely, we determine four color cutoffs by repeating the following 100 times for DBM or log KDR: sample n = 100 points from F 0 , calculate the disease score at each of r grid points and store the minimum and maximum values. The four cutoffs (dark blue, light blue, orange, red) are defined as the 5th percentile and highest of the 100 minima, and the lowest and 95th percentile of the 100 maxima. The color transition for the intermediary values are created using the built-in R function rainbow. Since this example maps a genuine random sample from the historical data, the 'true' map is flat, i.e. it displays no spatial variation.
In Figure 3 , we consider the two mapping approaches keeping the same color scheme, but now the density of cases has been increased in a small squared region around the origin. The excess of cases is identified by both methods, but not with complete accuracy. Some grid points labeled with higher risk fall outside the square while not all grid points within the square are labeled with higher risk.
Simulation study
We simulate spatial data on the unit disk and measure the ability of DBM to locate added clusters of cases. As a comparison procedure, we map the same data using log KDR. The clusters, which we refer to casually as 'hot spots', are created by increasing the risk of disease in a particular area of the region by a fixed value. The following sections describe the details of the simulation scheme depicted in Figure 4 along with the results.
1a. Set parameters
Circumbscribed circle, N, p 0.
3a. Estimate Γ.
1b. Set parameters
Kernel function, bandwidth h.
2b. Estimate denominator of log KDR.
3b. Estimate numerator and resulting log KDR.
Simulated reference data (F 0 ):
Uniform in unit disk (500,000 points).
4.
Calculate sensitivity and specificity values, and corresponding AUC.
Simulated observed data (F):
Uniform in unit disk (90 points) + uniform in cluster region (10 points).
DBM Log KDR Mapping
Legend: Method Simulated data Evaluation Figure 4 Simulations scheme for DBM and log KDR.
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Reference population (F 0 )
We first generate a large collection of points distributed uniformly in the unit circle. This population corresponds to the reference population, distributed according to F 0 . In a surveillance setting, these generated data represent an underlying historical record of past disease (i.e. cases previously recorded by an existing surveillance system).
Simulations of outbreaks (F)
Our simulated clusters are of different shapes ( Figure 5 ). Each simulation consists of 100 'incident' cases, i.e. cases recorded by the surveillance system in the most recent time period. The majority of the incident cases are distributed identically to the cases drawn from the reference population. However, 10 of 100 incident cases are repositioned uniformly in a cluster region. Six of the cluster regions are square-shaped, defined by a center and a diameter, where the diameter refers to the edge length of the square. We choose two positions for the cluster center, at the origin and at the boundary of the disk, (0, 0.9), and three values for the cluster diameter: 0.1, 0.2, and 0.5, referred to as 'small', 'medium' and 'large' respectively. A square is an idealized version of disease clusters that have occurred in the past [33] [34] [35] . The remaining three cluster regions are a rectangle centered at the origin of width 0.2 and height 1.2, a "road" system, and two squares centered at (0, 0) and (0, 0.9) with a diameter value of 0.2.
The geographic extent of the cluster region and the number of incident cases determine the relative risk of disease between samples containing an outbreak and the reference population [36] . More precisely, the relative risk can be expressed as the ratio between the expected values of being in the cluster region under the alternative and the null:
; where is the area of . The relative risks for our simulated clusters are displayed in Table 1 , along with the covered percentage area of the unit disk. Since we are using the uniform distribution for the reference population F 0 , for a fixed diameter, the relative risk of single square clusters remains the same regardless of the location of the cluster center. However, for the larger diameter, the cluster region at the boundary covers the intersection of the square and the unit disk. 
Implementation of log KDR (Figure 4, box 1b)
In this two-dimensional setting, the bandwidth for the kernel approach is two-dimensional, but since we are simulating our data in the unit disk, a single scalar is used for all four values. We consider five parameter settings for log KDR. First, we use a normal kernel function with two bandwidth choices (h = 0.1, 0.2), originally selected from a larger set of bandwidths (see Appendix 5.2). These settings do not control for edge effect, yet it is a common concern with kernel density methods [37, 38] . There exist a built-in function in R (splancs library) that estimates a kernel density ratio with a quartic kernel incorporating an edge-correction described elsewhere [39, 40] . We use this new kernel function with three bandwidths choices (h = 0.2, 0.3, 0.4), also selected from a wider set of values. We designate log KDR mapping with normal and quartic kernels by KDRn and KDRq, respectively.
Implementation of DBM (Figure 4, box 1a)
For the one-dimensional comparison measure, we choose the difference, . The circle points are equally spaced along a circle centered at the origin with radius 2. We consider four parameter settings for the number of circle points and p 0 . With N = 10, we set the parameter p 0 to one of three values (p 0 = 0.05, 0.1, 0.3), also selected from a larger set (see Appendix 5.2) . With N = 20, we set p 0 to 0.1. Given a parameter setting (N, p 0 ), we resample from F 0 (500,000 iterations) to determine the widths of the intervals R 0 , which guarantee eq. [2] (Figure 4 , box 2a).
Metric for evaluation (Figure 4, oval 4)
The simulated outbreaks described in Section 3.2.2 dichotomize the expected relative risk throughout the region. For example, when the diameter is 0.2, the expected relative risk is 8.8 in the cluster region , while it remains at 0.9 outside the cluster region . According to these metrics, a strong performance from DBM should exhibit values b ΓðyÞ that clearly dichotomize according to a threshold . We then partition R′ into four regions: fy 2
: b ΓðyÞ > γ C g; fy 2 : b ΓðyÞ γ g; fy‚ : b ΓðyÞ > γ g, and fy ‚ : b ΓðyÞ γ g. From these, a measure of accuracy for the mapping can be represented by the following pair of metrics: first the proportion of cluster region correctly identified as having higher incidence of disease À ]fy 2 : b ΓðyÞ > γ g=n Á , and second the proportion of the map outside the cluster region correctly identified as having incidence similar to the reference data 
, where ] is the counting measure and is the number of grid points in the cluster region (see Section 3.1). These proportions are analogous to traditional definitions of sensitivity and specificity; hence from now on, we will refer to them using these two terms (Figure 4, oval 4) .
For the 100 points sampled in Figure 3 , Figure 6 shows the grid points that receive a high score under both mapping methods. Both cover all the higher risk squared-region, hence the sensitivities are both one. Some grid points outside the gray region are also given a high score under both mapping approaches, especially the ones along the borders of the square. Hence, both specificities are strictly less than one.
The values of sensitivity and specificity are dependent on the choice of threshold . To circumvent this, we allow threshold values to vary over the range of observed scores, so as to build an relative operating characteristic (ROC) curve and calculate the corresponding area under the curve (AUC). Tables 2 and 3 , where we report the mean, 2.5 and the 97.5 percentiles from the 1000 AUC values calculated for each of the nine cluster regions (rows) and nine mapping approaches (columns). As described in Sections 3. 2). We say that a mapping approach performs well when the mean AUC is high and the 95% confidence interval (CI) is small. However, the two features might not always be observed simultaneously. We use the term "bandwidth" to represent p 0 or h depending on the method.
Results
Results of the simulations are displayed in
We first look at the performance of each mapping approach individually under the different alternatives. For each approach, the cluster regions with smallest area (geographical extent) are most successfully identified, i.e. with highest mean AUC and tightest CI. Additionally, the performance with the 2-square cluster is comparable to the performance with the largest 1-square cluster at the origin (three times its area) when using DBM (N = 20), KDRq (h = 0.3), and KDRn (h = 0.2), while it is comparable to the performance with the largest 1-square cluster at the boundary (twice its area) when using DBM (N = 10, p 0 = 0.05 or 0. not identified as well as any of the two larger 1-square. Finally, although the areas of the rectangle and the larger cluster at the boundary are practically equal, each mapping approach performs better with the square than with the rectangle.
We now consider results for each cluster region separately. For the smallest and medium size 1-square cluster, both at the origin and at the boundary, all nine mapping approaches are mostly undistinguishable and produce AUC distributions equal or close to 1, except for DBM (N = 10, p 0 = 0.3) and KDRn (h = 0.4), which have wider CIs. For the largest 1-square cluster, CIs are wide but the three mapping approaches with highest bandwidths have highest mean. Confidence intervals are also wider for the rectangle and the roads, for which the nine mappings give similar AUC distributions; however, for the roads cluster, the CIs appear wider with DBM mappings than KDR mappings. For the 2-square cluster, CIs are tighter again; both KDRq and KDRn with smallest bandwidth give the best results while DBM (N = 10, p 0 = 0.1) also produces a high mean AUC but with a slightly wider CI.
Finally, we consider the choice of parameters for each method. When using DBM with N = 10, the value p 0 = 0.1 is preferred overall, except for the largest 1-square cluster where p 0 = 0.3 gives better results. Additionally, for the roads cluster, the mean AUC increases with p 0 as the CI widens. In general, using DBM with N = 20, p 0 = 0.1 outperforms any of the other three DBM mappings with N = 10, except for the larger 1-square cluster at the origin and the 2-square cluster. With KDRq, the middle bandwidth value, h = 0.3, is usually preferred. However, the three mappings tend to give very similar results for the rectangle and the roads. Additionally, the largest value gives the highest mean for the largest 1-square cluster both at the origin and the boundary, while the smallest value is best with the 2-square cluster. With KDRn, the smallest bandwidth value gives the best results, except with the larger 1-square cluster where the highest bandwidth Table 3 Distribution of a 1,000 AUC values for nine cluster regions for log KDR (mean and 95% CI). value performs best. For all three methods, there appears to be an optimal bandwidth value, which is not highly dependent on the shape or area of the cluster region, except in the case of a large single square cluster.
Discussion
This paper presents a new approach to disease mapping for point level data, inspired by tomography and distances. It can be described in four main steps: first, reduce the multi-dimensionality of the data into one dimension by considering the distances between the data points and a fixed point placed outside the region; second, make a comparison between the observed and expected distributions of distances; third, repeat the first two steps with other fixed points placed evenly around the region; fourth and last, take the mean of the comparisons over all the projections. This method reformulates the problem of comparing two multidimensional distributions as making N comparisons of two one-dimensional distributions. While this reduction via a single projection would result in a drastic loss of information, we take advantage of the fact that we can project onto a variety of planes to reconstruct much of what was lost. Section 2.3 presents some of the theoretical properties of our estimator by considering the pointwise mean and variance under several scenarios. Aside from showing that the estimator of is consistent for fixed y, we also demonstrate that the variance of can be bounded by a term positively related to the number of circles points N. However, the relative increase flattens out as N increases, which shows increasing the number of circle has limited impact on the variance. Sharper bounds are available when we consider the two particular hypotheses, H 0 and H 1 , and are independent of N.
The second hypothesis H 1 gives further insight on our method. When the two functions differ immensely at a single point only, Γ locally smoothes out the very large change. At a given point, the comparison is governed by , from which two observations can be made when ψ is specifically defined as a difference or a ratio. First the smoothing effect of Γ is controlled slightly by N, but more importantly by p 0 , where a small value results in little smoothing. Second, the range of preferred values for can direct on the choice of ψ: these values are limited to the interval (-1,1) when ψ is a difference, while the ratio allows for any real positive value, which in this specific alternative, permits to reflect the very localized huge increased risk.
Other possible functions can be considered also, for example , where the range would be limited to . In general, ψ should follow a reasonable ordering property, such as for all . We also chose to investigate the properties of our method in through simulations, by measuring its performance to locate an increased relative risk placed in different regions of the unit disk. The simulations show that our method locates accurately where the increase occurs. We also see that in this two-dimensional setting, it performs comparatively to the standard method using the log of a ratio of kernel density estimates.
To measure the performance in identifying a hot spot cluster, we use two metrics reflecting the accuracy of location: "sensitivity" and "specificity". Both measures need to be high to properly assess the location of a high risk of disease and make an efficient use of public health resources. If the former is high while the latter is low, some low risk areas will be flagged for further investigation. On the other hand, high sensitivity and low sensitivity result in missed high risk areas. As an alternative to simply visualizing maps, similar techniques have been proposed to measure this accuracy with cluster detection tests [41, 42] . Here, we have explored varying the underlying threshold and define a wider set of these two metrics, so as to measure performance with the area under the ROC curve. However, our proposed metrics depend upon dichotomizing the risk of disease (hot spot cluster). If the risk at x is inversely related to the distance of x from the focus (clinal cluster), one can determine theoretically how it affects and see whether this relationship is reflected in the values of .
There are several limitations to mention, both relative to the methods used and the work presented here. First the implementation of both methods require parameters to be selected a priori. The kernel smoothing technique requires the choice of a kernel function and a bandwidth. The kernel choice is known to have little impact on the resulting estimate of the density, but the choice of the bandwidth is more crucial even if a single value can be used for both numerator and denominator. Our results confirm that performance varies when we change this parameter. In practice one does not know which value will be most appropriate. A wrong choice can result in a high number of false negatives or false positives, leading, respectively, to missing sources of cases or costly misuse of public health action.
The DBM method requires the choice of where to place the circumscribed circle, the number of circle points and the value of p 0 . In our simulations, we choose to investigate the effect of increasing the number of circle points and varying the parameter p 0 . The results show that increasing N usually improves localizing accurately the cluster region. Intuitively, the influence of the parameter p 0 should depend on the geographical extent of the cluster: a small p 0 would catch small spatial clusters; yet if p 0 is too small, the annuli overlap on a very tiny region and might miss some of the observations, which draws the scores to zero. The simulations suggest to set p 0 to 10% for most scenarios. Finally, for the placement of the circumscribed circle, we recommend centering the circle at the center of gravity of the region under F 0 and choosing a diameter equal to the largest possible distance between two points in the region.
In this study, we have limited our simulations to a uniform distribution in the unit disk. This is highly unlikely in real data, where the region R would have an uneven shape and the intensity of cases would vary across the region. Both methods can easily accommodate heterogeneous populations. The log KDR approach was applied several times to cancer data [16, 17] and neurological disease [43] , while we have previously applied our method to syndromic surveillance data in Cape Cod, Massachusetts [4, 30, 44] and tuberculosis in Lima, Peru [27] . For an uneven region, the kernel method requires choosing a two-dimensional bandwidth, while the distance-based approach does not require more parameter decisions.
Our simulations present the use of our method in , yet we have described it in the most general framework in Section 2.2, with the intent to apply it to more than two dimensions. In three dimensions, the observing points would be placed on a sphere incorporating the 3D region, and the annuli would become slices of toruses. The choice of parameters would remain the same: center and diameter of sphere, number of circle points, and p 0 .
Finally it is worth noting that our method does not necessarily rely on Euclidean distances. One can specify other metrics or measure of dissimilarity. Genetic data again come as a natural example, where one might want to measure a "distance" between two genotypic sequences [45] . This led to a novel distancebased analysis of HIV genotypes, where the goal was to identify patterns of mutations associated with ARV resistance [46] . Although the present work was motivated by problems in spatial disease mapping, the methods extend naturally to more complex spatial or other high-dimensional settings.
Appendix
Properties of Γ
In this section, we give detailed calculations for determining the mean, variance, and variance bounds of our estimator of Γ under the general case and two hypotheses, H 0 and H 1 proposed in Section 2.3. We first consider any semi-linear function ψ, then simplify the expression for the difference and ratio. First the estimator defined in Section 2.3 can be rewritten as ; :
Thus, the mean of our estimate is For a given and are not independent. We decompose the variance in the following manner:
Let
, where is the annulus generated by y and c i . We can simplify the expected value of the product as:
Then the final variance formula is
½9
Case when
Under the null H 0 , we have and . So, the mean and variance of our estimator can be simplified as:
; : Furthermore, we can bound the variance using the fact that :
Under this alternative, the distribution function of distances to c i is determined with the following steps:
Then, we have ;
where . This indicator function takes value 1 if a is within the subset A i (y) defined by c i and y (see Step 2) . Let be the number of A i (y) that include a. Then, the general form of Γ can be determined:
:
For the variance in eq. [9] , we use the following facts: 
For
The general variance formula from eq. [9] can be simplified to To obtain the bound in eq. [5] , we define and and rewrite . We can also use the fact that so that:
:
Using the fact that and , a coarser bound can be obtained as:
Case when
Under H 0 , the variance simplifies to:
:
Case when
Under H 1 , the variance simplifies to:
When and for all i. Then, the second term in the above expression simplifies to . Using the fact that for the first term, the variance of at a can further be bounded by
:
To explore the behavior of this variance when , consider the total number of possible pairs of A i (y) chosen from Let N 0 be the number of such pairs where none of the two include a. Let N 1 be the number of pairs when one of the two exactly contains a. Let N 2 be the number of pairs when both contain a. These three parameters vary with a and y, but we keep the simpler notation. We have . When we include N 1 , N 2 , and N 3 , the variance can be rewritten as:
:
Algorithm to select optimal h and p 0
To narrow down the number of settings for each mapping, we select a smaller set of values for h and p 0 from a larger selection S using the algorithm described below. We set S = {0.05, 0.1, 0.3, 0.5, 0.7, 0.8}, S = {0.025, 0.1, 0.2, 0.3, 0.375}, and S = {0.01, 0.1, 0.2, 0.3, 0.4} for DBM (N = 10), KDRn, and KDRq, respectively. 1. Select one of the nine cluster regions. 2. For each value for h or p 0 from set S, and each simulated set of data (1,000 in total), calculate the sensitivities and specificities for a range of thresholds, and the AUC corresponding to the ROC curve. Take the mean of all 1,000 AUC values. 3. Determine and . 4. Repeat steps 2 and 3 for the other cluster regions. 5. The values from step 3 form the subset of S presented in Sections 3.2.3 and 3.2.4, that is for DBM, for KDRn, and for KDRq.
