The area of integrating simulation and optimization has recently undergone remarkable changes. New advances are making available applications of simulation that previously had been considered infeasible or beyond the scope of current technology to handle. This paper describes recently developed computer software that effectively integrates simulation and optimization.
INTRODUCTION
The ability to guide a series of simulations in the most effective way, instead of blindly itemizing scenarios (with the hope that at least one of those itemized will be one that is most desirable to implement) has been a long standing goal.
The integration of simulation and optimization is putting this goal within practical reach. Now, practical software exists that is capable of interfacing simulation and special search processes, to guide a series of simulations to uncover optimal or near optimal scenarios. Applications include the goals of finding:
+ the best configuration of machines for production scheduling; + the best investment portfolio for financial planning; 6 the best utilization of employees for workforce planning; + the best location of facilities for commercial distribution; + the best operating schedule for electrical power planning; + the best assignment of medical personnel in hospital administration; + the best setting of tolerances in manufacturing design; + the best set of treatment policies in waste management; + and many other practical objectives.
Current advances not only open new doors for simulation,
but also extend the areas to which optimization can be applied. The great advantage of simulation, which has been lacking in traditional optimization, is the ability to handle uncertainties and complex interactions (at a level that can scarcely be formulated in standard optimization models). The marriage of simulation and optimization offers a way to overcome this limitation.
Earlier attempts to create methods for optimizing simulations have largely been based on ad hoc approaches, or have relied on the user to run through a cumbersome "seat of the pants" analysis. Alternatively, they have been based on stochastic approximation designs whose main focus involves the analysis of convergence behavior in an infinite time frame. Not surprisingly, the results of such efforts have left a great deal to be desired from a practical standpoint. As a step in the direction of greater rigor within a finite time horizon, a systematic catalog of all possible alternatives Combining Simulation and Optimization 145 may be examined by complete enumeration algorithms. Although this approach guarantees optimal solutions, it has very limited application.
As an example of an exceedingly simple setting where enumeration may be practicable, suppose that a simulation model depends on only two input factors, as for example, a job shop with parallel machines of 2 types. If a feasible shop design would allow from 1 to 10 machines of each type, then 100 simulation runs are needed to enumerate all possibilities. If each simulation is relatively short (e.g., 3 seconds), then the entire process could be done in 5 minutes of computer time.
However, if instead of 2 machine types we allow a very modest increase to consider 5 types, then enumerating rdl alternatives to find an optimal one would require 105 = 100,000 simulations, or approximately 3.5 days of computer time. Of course, most simulation settings are not really so simple as the one described. It is easily possible for complete enumeration to take weeks or even months to carry out.
Recent developments in the area of optimization have led to the creation of intelligent search procedures capable of finding optimal or near optimal solutions to complex problems with large solution spaces, by exploring only a small fraction of the possible alternatives. In particular, the system we describe in this paper is the result of implementing a search technology known as scatter search, by customizing its operation to the context of optimizing simulations. The system searches for the best possible solution to an optimization problem, defined on a set of input factors to a simulation model.
CLASSICAL
METHODS AND META-
HEURISTICS
To give a background for understanding the rationale underlying our approach, we provide a brief review of classical optimization perspectives and the emerging role of meta-heuristics. Formally, optimization deals with finding the best (optimal) solution to problems that in general can be expressed in the form of an objective function (to be optimized) and a set of constraints (which restrict the values of the decision variables).
The In fact, the solution procedure may be seen as a way of modeling the problem.
Of course, it is preferable to separate the solution procedure from the system we are trying to optimize if such a separation can be achieved successfully.
The disadvantage of this "black box" approach (see Figure   1 ), is that the optimization procedure is generic and does not know anything about what goes on inside of the box. The clear advantage, on the other hand, is that the same optimizer can be used for many systems. Our approach is an implementation of a generic optimizer that successfully embodies the principle of separating the method from the model.
The optimization problem is defined outside the system, which is represented in this case by a simulation model.
Therefore, the simulation model can change and evolve to incorporate additional elements, while the optimization routines remain the same. Hence, there is a complete separation between the model that represents the system and the procedure that is used to solve optimization problems defined within this model.
Input Simulation Model
Figure 2: Coordination between optimization and simulation.
The optimization procedure uses the outputs from the simulation model which evaluate the outcomes of the inputs that were fed into the model. On the basis of this evahtation, and on the basis of the past evaluations which are integrated and analyzed with the present simulation outputs, the optimization procedure decides upon a new set of input values (see Figure 2 ). The optimization procedure is designed to carry out a special "nonmonotonic search," where the successively generated inputs produce varying evaluations, not all of them improving, but which over time provide a highly efficient trajectory to the best solutions.
The process continues until some termination criterion is satisfied (usually given by a limit expressing the user's preference for the amount of time to be devoted to the search).
The underlying components of our method, scatter search and tabu search, are briefly sketched in the next two sections.
SCATTER SEARCH
Two of the best-known meta-heuristics are genetic algorithms and tabu search. Genetic Algorithm (GA) procedures were developed by John Holland in the early 1970s, at the University of Michigan (Holland 1975) . Parallel to the development of GAs, Fred Glover, at the University of Colorado, established the @nciples and operational rules for tabu search (TS) and a related methodology know as scatter search (Glover 1977 Tabu Search (see e.g., Glover and Lagtma 1993) has its roots in the field of artificial intelligence as well as in the field of optimization.
The heart of tabu search lies in its use of adaptive memory, which provides the ability to take advantage of the search history in order to guide the solution process. In its simplest manifestations, adaptive memory is exploited to prohibit the search from reinvestigating solutions that have already been evaluated.
However, the use of memory in our implementation is much more complex and calls upon memory functions that encourage search diversification and intensification. These memory components allow the search to escape from locally optimal solutions and in many cases find a globally optimal solution.
Similarities are immediately evident between scatter search and the original GA proposals. Both are instances of what are sometimes called "population based"
approaches. Both incorporate the idea that a key aspect of producing new elements is to generate some form of combination of existing elements. On the other hand, several contrasts between these methods may be noted. The early GA approaches were predicated on the idea of choosing parents randomly to produce offspring, and further on introducing randomization to determine which components of the parents should be combined. Tabu search in general includes many enhancements to the scheme sketched here, and we refer the interested reader to Glover and Laguna (1993) or Glover (1996) . The details of the short-term and long-term adaptive memories, and a recovery strategy for both intensifying and diversifying the search are discussed in the following section.
AN OVERVIEW OF THE ALGORITHM
We assume that a solution to the optimization problem can be represented by a n-dimensional vector n., where xi may be a real or an integer bounded variable (for i = 1, .... n). In addition, we assume that the objective function value fix)
can be obtained by running a related simulation model that uses x as the value of its input factors. Finally, a set of linear constraints (equality or inequality) may be imposed on x.
The algorithm starts by generating an initial population of reference points.
The initial population may include points suggested by the user, and it always includes the following midpoint Xi= lj + (Ui -li)/2, where ui and 1, are the upper and lower bounds on xi, respectively.
Additional points are generated with the goal of creating a diverse population. A population is considered diverse if its elements are "significantly" different from one another. We use a distance measure to determine how "close" a potential new point is from the points already in the population, in order to decide whether the point is included or discarded.
Every reference point x is subjected to a feasibility test before it is evaluated (i.e., before the :simulation model is run to determine the value of j@)).
The feasibility test consists of checking (one by one) whether the linear constraints imposed by the user are satisfied. An infeasible point x is made feasible by formulating and solving a linear programming (LP) problem. The LP (or mixed-integer program, when x contains integer variables) has the goal of finding a feasible x* that minimizes the absolute deviation between x and x*.
The population size is automatically adjusted by the system considering the time that is required tc~complete one evaluation of j(x) and the time limit the user has allowed the system to search. Once the population is generated, the procedure iterates in search of improved outcomes.
At each iteration two reference points are selected to create four offspring.
Let the parentreference points be xl and X2, then the offspring X3 toã re found as follows:
Glover, Kelly, and Laguna An iteration ends by replacing the worst parent with the best offspring, and giving the surviving parent a tabu-active status for given number of iterations. In subsequent iterations, the use of two tabuactive parents is forbidden.
Restarting Strategy
In the course of searching for a global optimum, the population may contain many reference points with similar characteristics. That is, in the process of generating offspring from a mixture of high-quality reference points and ordinary reference points member of the current population, the diversity of the population may tend to decrease.
A strategy that remedies this situation considers the creation of new population.
Our implementation of a restarting mechanism has the goal of creating a population that is a blend of highquality points found in earlier explorations (we call these the elite points) complemented with points generated in the same way as during the initialization phase. The restarting procedure, therefore, injects diversity through newly generated points and preserves quality through the inclusion of elite points.
Adaptive Memory and the Age Strategy
Some of the points in the initial population may have poor objective function values. Therefore, they may never be chosen to play the role of a parent and would remain in the population until restarting. To additionally diversify the search, we increase the "attractiveness" of these unused points over time. This is done by using a form of long-term memory that is different from the conventional frequency-based implementation.
In particular, we intioduce the notion of "age" and define a measure of "attractiveness" based on the age and the objective function value of a particular point. The idea is to use search history to make reference points not used as parents "attractive," by modifiing their objective function values according to their age.
At the start of the search process, all the reference points x in a population of size p have zero age. At the end of the fust iteration, there will be p-1 reference points from the original population and one new offspring. The ages of the p-1 reference points are made one and that of the new offspring zero. The process then repeats for the subsequent iterations, and the age of every reference point increases by one in each iteration except for the age of the new population member whose age is initialized to zero. (A variant of the above procedure sets the surviving parent's age also to O.) Each reference point in the population has an associated age an objective function value. These two values are used to define a function of attractiveness that makes an old high-quality point the most attractive. Low-quality points become more attractive as their age increases.
Neural Network Accelerator
This strategy is designed to increase the power of the system's search engine. The concept behind embedding a neural network is to "screen out" values x that are likely to result in a very poor value of fix).
The neural network is a prediction model that helps the system accelerate the search by avoiding simulation runs whose results can be predicted as inferior. Engaging the neural network accelerator is an option to the user. When the neural network is used, information is collected about the objective function values obtained by different optimization variable settings. This information is then used to train the neural network during the search. The system automatically determines how much data is needed and how much training should be done, based once again on both the time to perform a simulation and the optimization time limit provided by the user. The neural network is trained on the historical data collected during the search and an error value is calculated during each training round. This error refers to the accuracy of the network as a prediction model. That is, if the network is used to predict fix) for x-values found during the search, then the error indicates how good those predictions are. The error term can be calculated by computing the differences between the known fix) and the predicted~(x) objective function values. The training continues until the error reaches a minimum prespecified value. The neural network accelerator can be used at severrd risk levels. The risk is associated with the probability of discarding x when fix) is better than j(x~e$t), where x~.$, is the best solution found so far. The risk level is defined by the number of standard deviations used to determine how close a predicted value~(x) is of the best value flxb,,~). A risk-averse user would, for instance, would only discard x if }(x) is at least three standard deviations larger than flx~~ft), in a minimization problem.
THE OPTQUEST SYSTEM
A commercial implementation of the system described above has been recently released under the name of OptQuest (1996) . In its current version, OptQuest has been specifically customized to help users to find optimal input parameter settings to simulation models built with The user describes the optimization problem (which may include constraints) in terms of the selected variables and the system variable named objective, which calculates fix) for a given simulation run with input factors x.
OptQuest repeatedly calls Micro Saint to perform simulation runs during the search for the optimal solution.
Micro Saint returns simulation results (i.e., the value of objective) to OptQuest.
Upon exiting OptQuest, the model may be updated with the values found during the search.
The OptQuest design is quite flexible, since with limited programming effort the simulator can be replaced to customize the system for different applications.
A Job Shop Simulation
We illustrate the operation an some of the features of OptQuest with a simulation of a Job Shop. The job shop is simulated as network of queues. The job shop has several different processing centers with one or more identical machines in each center. Several types of jobs have different routings through the job shop. We consider a job shop with five different machine centers (drills, grinders, lathes, punches, and saws). We also consider that three different types of jobs (A, B, and C) arrive to the job shop for processing. The Micro Saint network representation of this model is shown in Figure   3 . The objective function in this problem creates a tradeoff between minimizing the makespan and the cost associated with the number of machines used in each work center. Let the lower and the upper bounds be 1 and 10, respectively, for the number of machines in each work center. Then the solution x = {1, .... 1} minimizes the capital cost of equipment, while the solution x = { 10, .... 10} minimizes the makespan. We consider that x = {drills, grinders, lathes, punches, saws}. The OptQuest screen shown in Figure 4 is used to select the variables for optimization: The column labeled "Suggested Value" allows the user to suggest a reference point x to be included in the initial Figure 5 after a 10-minute run using the "Aggressive Neural Network" option. OptQuest is the flexibility to impose constraints on the variables selected for optimization.
In many situations it is desirable to search for solutions that satis~restrictions that must be met by the system being simulated. OptQuest allows the user to impose any number of constraints, as long as they can be expressed as linear combinations of the optimization variables.
To illustrate the use of constraints, let's turn our attention again to the job shop problem. Suppose that we would like to search for an optimal job shop configuration that meets the following requirements:
1) The ratio of /athes to drills should be at least 2 to 1.
2) The number of dn"lls and punches should not represent more than 40% of the total number of machines in the shop.
3) Given that machine costs (in thousands) are $100 for a drill, $150 for a grinder, $80 for a lathe, $120 for a punch, and $200 for a saw, the total cost of the equipment should not exceed $2,000K.
These restrictions can be represented in terms of linear constraints through simple algebraic transformations. Once they have been transformed, the constraints can be entered using the "Constraint Editor" in OptQuest. The screen in Figure 6 shows the result of adding the linear constraints that represent the requirements imposed on the problem. Instead of seeking a minimum or a maximum value of the objective function in a single run, it may sometimes be desirable to optimize its average value. This can be done by changing the number of runs that the simulator is asked to perform.
One thing that it must remembered is that an increase in the number of runs causes an increase in the simulation time. So, the number of search iterations that can be performed in a fixed amount of time will decrease. Suppose we change the number of runs to be 5 in our example. NOW, OptQuest attempts to find the best values for drills, grinders, lathes, punches, and saws in order to minimize the average objective function value obtained after 5 runs of the simulation.
In other words, the system attempts to find the best x such that~(x) is minimized, where the average value is found by running the simulation a given number of times with the same x value and different seeds for the random number generator.
Detailed information concerning individual runs is displayed by the system on a separate window.
This window is labeled "Run Data" and takes on the form depicted in Figure 7 during the search process in the job shop example. Figure 7 : Run data screen.
The 10-minute limit allows the search in this case to only evaluate 85 solutions. This is due to the longer simulation time needed to perform 5 runs instead of one every time a configuration is tested.
CONCLUSIONS
In this paper we have described recent advances in optimization and simulation technologies that have made possible the development of a system that can effectively perform the task of optimizing simulations. We showed the benefits of adapting the approach known as scatter search in this context, while complementing this methodology with appropriate tabu search elements.
We have also demonstrated the capabilities of a commercial software package that successfully implements the notion of optimizing a complex system (in this case represented by a simulation model). The software package includes a scatter search I tabu search module, a mixed integer programming solver, and a procedure to configure and train neural networks. All these tools are integrated by a user-fi-iendly interface. 
