In many instances one has to deal with parametric models. Such models in vector spaces are connected to a linear map. The reproducing kernel Hilbert space and affine-/ linear-representations in terms of tensor products are directly related to this linear operator. This linear map leads to a generalised correlation operator, in fact it provides a factorisation of the correlation operator and of the reproducing kernel.
Introduction
Parametric models are used in many areas of science, engineering, and economics to describe variations or changes of some system. They can have many different uses such as evaluating the design of some system, or to control its behaviour, or to optimise the performance in some way. Another important case is when some of the parameters may be uncertain and are modelled by random variables (RVs), and one wants to perform uncertainty quantification or identify some of the parameters in a mathematical model. One important consideration is the preservation of structure which one knows to be present in the system. One such structure is the consideration of coupled systems, and it will be shown how this can be dealt with. In fact, the coupling conditions can be one of the possible parameters.
The representations of such parametric models leads directly to reduced order models which are used to lessen the possibly high computational demand in some of the tasks described above. Such reduced models hence become parametrised. The survey [1] and the recent collection [2] , as well as the references therein, provide a good account of parametric reduced order models and some of the areas where they appear. The interested reader may find there further information on parametrised reduced order models and how to generate them.
This present work is a continuation of [14] and [15] , where the theoretical background of such parametrised models was treated in a functional analysis setting. For many of the theoretical details we thus refer to these publications, and especially to [15] for a more thorough account of the theory.
As an example, assume that some physical system is investigated, which is modelled by an evolution equation for its state u(t) ∈ V at time t ∈ [0, T ], where V is assumed to be a Hilbert space for the sake of simplicity:u(t) = A(µ; u(t)) + f (µ; t); u(0) = u 0 , where the superimposed dot signifies the time derivative, A is an operator modelling the physics of the system, and f is some external excitation. The model depends on some quantity µ ∈ M, and we assume that for all µ of interest the system is well-posed.
One is interested in how the system changes when these parameters µ change. These can be something specifying the excitation or the specific operator, and /or the initial condition, etc. [1] . One may be interested in the state of the system u(µ; t), or some functional of it, say Ψ (µ). While evaluating A(µ) or f (µ) for a certain µ may be straightforward, there are situations where evaluating u(µ; t) or Ψ (µ) may be very costly.
In this situation one is interested in representations of u(µ; t) or Ψ (µ) which allow a cheaper evaluation, these are called proxy-or surrogate-models, among others. Any such parametric object can be analysed by linear maps which are associated with such representations. This association of parametric models and linear mappings has probably been known for a long time, see [13] for an exposition in the context of stochastic models.
As will be seen, this also connects with representations in tensor product spaces, allowing numerically to use low-rank tensor approximations [10, 14] . It is furthermore also connected with non-orthogonal decompositions which are easier to compute, like the proper generalised decomposition(PGD) [4] . Here we shall only consider orthogonal bases for the sake of conciseness of exposition.
Whereas the parametric map may be quite complicated, the association with a linear map translates the whole problem into one of linear functional analysis, and into linear algebra upon approximation and actual numerical computation.
Parametric models and reproducing kernel
This is a short recap of the developments in [15] , where the interested reader may find more detail. Let r : M → U be one of the objects alluded to in the introduction, where M is some set, and U is assumed for the sake of simplicity as a separable Hilbert space with inner product ·|· U .
Assume without significant loss of generality that span r(M) = span im r ⊆ U, the subspace of U which is spanned by all the vectors {r(µ) | µ ∈ M}, is dense in U. Then to each such function r one may associate a linear map R : U ∋ u → r(·)|u U ∈ R M . By construction, R restricted to span im r = span r(M) is injective, and has an inverse on its restricted range rangeR := R(span im r) ⊆ R M . This may be used to define an inner product onR as ∀φ, ψ ∈R φ|ψ
and to denote the completion ofR with this inner product by R. One immediately obtains that R −1 is a bijective isometry between span im r andR, hence extends to a unitary map between U and R, as does R.
Given the maps r : M → U and R : U → R, one may define the reproducing kernel [3, 11] given by κ(µ 1 , µ 2 ) := r(µ 1 )|r(µ 2 ) U . It is straightforward to verify that κ(µ, ·) ∈R ⊆ R, and span{κ(µ, ·) | µ ∈ M} =R, as is the reproducing property
On this reproducing kernel Hilbert space (RKHS) R one can build a first representation. As U is separable, so is R, and one may choose a complete orthonormal system (CONS) 
Observe that the relations Eq. (2) exhibit the tensorial nature of the representation mapping. One sees that model reductions may be achieved by choosing only subspaces of R, i.e. a-typically finite-subset of {ϕ m } m . Furthermore, the representation of r(µ) in Eq. (2) is linear in the new 'parameters' ϕ m .
Correlation and kernel space
The RKHS construction R of Section 2 just mirrors or reproduces the inner product structure on the original space U. There is presently no way of telling what is important in the parameter set M. For this one needs additional information. As a way of indicating what is important on the set M, assume that there is another inner product ·|· Q for scalar functions φ ∈ R M , and denote the Hilbert space of functions with that inner product by Q. Abusing the notation a bit, we denote the map R : U → Q, defined as before but with range Q, still by R. Also assume that the subspace dom R = {u ∈ U | Ru Q < ∞} is, if not the whole space U, at least dense in U, and that the densely defined operator R is closed. But to make things even simpler, assume here that R is defined on the whole space and hence continuous, and still injective.
With this, one may define [13, 15] a densely defined map C in U through the bilinear form ∀u, v ∈ U :
The map C, which may also be written as C = R * R, may be called the 'correlation' operator. By construction it is self-adjoint and positive, and if R is continuous so is C. In case the inner product ·|· Q comes from a measure ̟ on M, so that for two functions φ and ψ on M one has
The space Q may then be taken as Q := L 2 (M, ̟). A special case is when ̟ is a probability measure, ̟(M) = 1, this inspired the term 'correlation'. In Section 2 it was the factorisation of C = R * R which allowed the RKHS representation in Eq. (2) . For other representations, one needs other factorisations. Most common is to use the spectral decomposition (e.g. [8] ) of C to achieve such a factorisation.
On infinite dimensional Hilbert spaces self-adjoint operators may have a continuous spectrum, e.g. [8] . To make everything as simple as possible to explain the main underlying idea, we shall from now on assume that C is a non-singular trace class or nuclear operator. This means that it is compact, the spectrum σ(C) is a point spectrum, has a CONS {v m } m consisting of eigenvectors, with each eigenvalue λ m ≥ λ m+1 · · · ≥ 0 positive and counted decreasingly according to their finite multiplicity, and has finite trace tr C = m λ m < ∞. Then a version of the spectral decomposition of C is 
The set ς(R) = {λ
the singular values of R and R * . The last relation is the so-called Karhunen-Loève expansion or proper orthogonal decomposition (POD). The finite trace condition of C translates into the fact that r is in U ⊗ Q. If in that relation the sum is truncated at n ∈ N, i.e.
we obtain the best n-term approximation to r(µ) in the norm of U.
Observe that, similarly to Eq. (2), r is linear in the s m . This means that by choosing the 'co-ordinate transformation' M ∋ µ → (s 1 (µ), . . . , s m (µ), . . . ) ∈ R N one obtains a linear / affine representation where the first co-ordinates are the most important ones.
A formulation of the spectral decomposition different from Eq. (4) does not require C to be nuclear [8] , nor does C or R have to be continuous. The self-adjoint and positive operator C : U → U is unitarily equivalent with a multiplication operator M γ ,
where V : L 2 (T ) → U is unitary between some L 2 (T ) on a measure space T and the Hilbert space U, and M γ is a multiplication operator, multiplying any ψ ∈ L 2 (T ) with a real-valued function γ. In case C is bounded, γ ∈ L ∞ (T ). As C is positive, γ(t) ≥ 0 for t ∈ T , and the essential range of γ is the spectrum of C. As M γ with a real valued nonnegative γ is self-adjoint and positive, one may define its square root M 1/2 γ := M √ γ , from which one obtains the square-root of C via its spectral decomposition
. From this spectral decomposition Eq. (8) follows another singular value decomposition (SVD) of R and R * , which is
where U : L 2 (T ) → Q is a unitary operator, and M √ µ and the unitary V are from the spectral decomposition of C in Eq. Hence in the case of a nuclear C every factorisation leads to a separated representation, and vice versa [15] . The associated 'correlations' C Q = RR * on Q resp. C H = BB * on H have the same spectrum as C, and factorisations of C Q resp. C H induce new factorisations of C.
The abstract equation
in more analytical detail for the special case when the inner product on Q is given by a measure ̟ on P. It becomes then
i.e. C Q is a Fredholm integral operator and its spectral decomposition is nothing but the familiar theorem of Mercer [7] . Factorisations of C Q are then usually factorisations of the kernel κ(µ 1 , µ 2 ). If for example on some measure space (X , ν) it holds that κ(µ 1 , µ 2 ) = X g(µ 1 , x)g(µ 2 , x) ν(dx), then the integral transform with kernel g will play the rôle of a factor as before the mappings R or B. Defining the orthonormal system
induces the following KarhunenLoève representation of r(x) [15] , this time on the parameter set X :
The abstract setting outlined in this section can now be applied to the analysis of a great number of different situations, see [15] for more detail.
Structure preservation and coupled systems
The main feature up to now was the mapping r : M → U and the associated linear map R : U → Q ⊆ R M , and the resulting tensor representation of r ∈ U ⊗ Q. Here we mention some possible refinements and extensions which try to make some known structure in the parametric model explicitly visible.
One frequent situation is that the parameter space is a product space, say M = M 1 × M 2 and a corresponding factorisation of the space Q = Q 1 ⊗ Q 2 , where
Then the functions φ(µ) ∈ Q are linear combinations of products ϕ(µ 1 )ψ(µ 2 ), with ϕ(µ 1 ) ∈ Q 1 and ψ(µ 2 ) ∈ Q 2 . Now such a product may be seen as a parametric mapping
and by setting
the theory of the preceding sections may now be applied to the parametric map ̺ and its tensor product representation in U * ⊗ Q * to get a refined representation of the complete model. This shows how the structure of the parameter set M = M 1 ×M 2 can be reflected and the representation. In some way the full parameter set is a coupled object, on some of this is reflected in the factorisation. But for a real coupled system we will demand a bit more, as will explained later.
Its is now not difficult to see that in case M = j M j with corresponding Q = j Q j , this may be further factorised by different associations depending on the value of ℓ:
Each of the factors can then recursively factorised further, and this leads to hierarchical tensor approximations, e.g. [10, 14] . Of course it is possible to split the tensor product in different ways, and the grouping of indices can be viewed as a tree. The well-known canonical polyadic (CP) decomposition uses the flat tensor product in Eq. (13) . It has also been published as so-called proper generalised decomposition (PGD) as a computational method to solve high-dimensional problems, see the review [5] and the monograph [4] . But recursive splittings of Eq. (13) yield deep or hierarchical tensor approximations. Particular formats are the tensor train (TT) and more generally the hierarchical Tucker (HT) decompositions, see the review [9] and the monograph [10] . These hierarchical low-rank tensor representations are connected with deep neural networks [6, 12] . It is the eigenvalue structure of the correlation C or equivalently the structure of the singular values of the associated linear map R in the particular splitting Eq. (13) which determines how many terms a series representation needs to be a good reduced model with a certain accuracy.
Another frequent case is that the rôle of the Hilbert space Q is taken by a tensor product W = Q ⊗ E, where Q is as before but E is a finite-dimensional inner-product (Hilbert) space [13] . Such a situation arises when the parametric model is in V = U ⊗ E, where U is an unspecified Hilbert space as before, and one wants to see the 'small' space E separately. The parametric map can be defined as follows:
where as before r k (µ) ∈ U and the r k ∈ E. Typically the index k will range over the finite dimension of E, and the {r k } k are a suitable basis. An example of such a situation is a vector field over some manifold. If at each point the vector is in the finite-dimensional space E, e.g. the tangent space of the manifold; we model this by a tensor product U ⊗ E, where U is some Hilbert space of scalar valued functions on the manifold. The 'correlation' can now be given by a bilinear form. The densely defined map
and extended by linearity, where each R k : U → Q is the map associated to r k (µ) as before for just a single map r(µ). It may be called the 'vector correlation'. By construction it is self-adjoint and positive. The corresponding kernel with values in E ⊗ E for the eigenvalue problem on W = Q ⊗ E is
Sometimes the situation just described allows an alternative approach. This happens when the vector space E consist of tensors of even degree, hence E = F ⊗F for some space of tensors F of half the degree. Such a tensor of even degree can always be thought of as a linear map from a space of tensors of half that degree into itself. Being a linear map, it can be represented as a matrix A ∈ R n×n , the case we shall look at here. Often these linear maps / matrices possess some additional properties, like being symmetric positive definite, or orthogonal.
One has to realise that the representation methods which have been investigated here are linear methods, i.e. they work best when the representation is in a linear manifold, essentially free from nonlinear constraints. Two frequent examples may be cited to show possible approaches: First, assume that A is orthogonal. It then satisfies A T A = I = AA T , a nonlinear constraint. But the orthogonal matrices O(n) and its sub-group of special orthogonal matrices SO(n) form compact Lie groups. One then may work in their Lie algebra o(n) = so(n), the skew symmetric matrices, the tangent space at the group identity I. This is a free linear space. A Q ∈ SO(n) can be expressed with the exponential map Q = exp(S) with S ∈ so(n). Using the exponential map from the Lie algebra to its corresponding Lie group, one has to deal only with representations in the Lie algebra.
As a second example, let the matrix A ∈ Sym + (n) be symmetric positive definite (spd). Then it can be factored as A = G T G with invertible G ∈ GL(n). Both of these are nonlinear constraints. The spd matrices Sym + (n) are not a linear space, but geometrically a salient open cone and a Riemannian manifold in the space of all symmetric matrices sym(n). The manifold Sym + (n) can be made into a Lie group in different ways. Here it is important to observe that any A ∈ Sym + (n) can be represented again with the matrix exponential as A = exp(H) with H ∈ sym(n). This is a good strategy even for scalar fields, i.e. n = 1.
Hence, in both cases, one may investigate the representation in some linear sub-space g ⊆ F ⊗ F , in the concrete matrix case here in a sub-space g ⊆ R n×n = gl(n). Such a parametric element may be represented first as H(µ) ∈ Q ⊗ g and then exponentiated:
Hence we now concentrate on representing H(µ). The parametric map would be written analogous to Eq. (14) as
The correlation analogous to Eq. (15) may now be defined via a bilinear form on elementary tensors as a densely defined map C E in W = U ⊗ F = U ⊗ R n -observe, not U ⊗ E = U ⊗ g -and extended by linearity:
The kernel corresponding to Eq. (16) is again matrix valued,
defining an eigenproblem in Q ⊗ F . For coupled systems, the approach has some similarity with the vector case U ⊗ E above. The main characteristic of a coupled system which we want to preserve is that the space state may be written as U = U 1 × U 2 with the the natural inner product
This is for two coupled systems, labelled as '1' and '2'. The parametric map is
The associated linear map is
As before, these R 2 valued functions on M are like two problem-adapted co-ordinate systems on the joint parameter set, one for each sub-system. From this one obtains the 'coupling correlation', again defined through a bilinear form
The kernel is then a 2 × 2 matrix valued function in an integral operator on W = Q × Q:
Often there is a bit more structure one wants to preserve, namely that M = M 1 ×M 2 , and the parameter set M 1 is for the sub-system '1', and the set M 2 is for sub-system '2'. We also assume that not only U = U 1 × U 2 , but also Q = Q 1 × Q 2 , where the scalar functions in Q 1 depend only on M 1 , and similarly for subsystem '2'. The parametric map is hence r : M = M 1 × M 2 → U = U 1 × U 2 ; r((µ 1 , µ 2 )) = (r 1 (µ 1 ), r 2 (µ 2 )),
with the associated linear map R : U → Q = Q 1 × Q 2 ; (R(u))(µ) = ( u 1 |r 1 (µ 1 ) U 1 , u 2 |r 2 (µ 2 ) U 2 ).
The correlation may be defined as before in Eq. (23), and also the kernel on Q = Q 1 × Q 2 is as in Eq. (24), but now the first diagonal entry is a function on M 1 × M 1 only, and analogous for the second diagonal entry.
Conclusion
Parametric mappings r : M → U have been analysed with the in a variety of settings with via the associated linear map R : U → Q ⊆ R M , enabling the linear analysis. The RKHS setting allows a first representation, and essentially reproduces everything in U in the function space R. The choice of another inner product and corresponding Hilbert space Q leads to measures of importance in M, or, more precisely, in R M . It is shown that each separated representation defines an associated linear map, and that conversely under some more restrictive conditions, the normally more general notion of an associated linear map defines a representation.
Several refinements are presented to represent some additional structure in the linear map. One such structure is the information of dealing with a coupled system. This can be reflected in the structure of the associated linear map.
