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ABSTRACT

Online language learning applications provide users multiple ways/games to learn a new
language. Some of the ways include rearranging words in the foreign language sentences, filling
in the blanks, providing flashcards, and many more. Primarily this research focused on
quantifying the effectiveness of these games in learning a new language. Secondarily my goal for
this project was to measure the effectiveness of exercises for transfer learning in machine
translation. Currently, very little research has been done in this field except for the research
conducted by the online platforms to provide assurance to their users [12]. Machine learning has
been used in this research to achieve the goals mentioned earlier. Specifically, deep learning
models with Recurrent Neural Network (RNN) were employed to process the data. Models were
designed on popular exercises from these platforms using sequence-to-sequence learning. Our
research discovered that most of the models had cross-validation accuracy in the range of 70%80%. This result shows that knowledge learned from one model is transferrable to the other.
Index terms: Recurrent Neural Network (RNN), Deep Learning, Sequence-to-sequence
Learning, Machine Translation.
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1 INTRODUCTION
Learning a foreign language is always a challenging task. The spread of the internet not only
connected different parts of the world but also provided some powerful tools. Online language
learning is one such tool people find appealing nowadays. There are many tools available on the
internet which can help a user learn a new language at their own pace. According to Efficacy of
New Language Application by R. Vesselinov and J. Grego, very little research has been done to
study the effectiveness of these platforms [12]. These platforms use a different set of activities
including language puzzles to help its users learn a new language. According to Wing Yee, signs
are always meaningful, and all forms of meaning-making should be taken seriously [5].
Different modes of expressing signs are writing, speech, and images. This multimodal approach
in online language learning platforms imitates different activities. Figure 1 shows sample
exercises from the Duolingo platform. Other online platforms use a similar format of exercises
for users to learn new languages. The goal of this research was to quantify the effectiveness of
these methods using artificial intelligence technology. As these platforms have become popular,
the question this research was trying to answer is the effectiveness of these exercises. The
knowledge a user acquires from different exercises is transferable across them or not was the
focus. Artificial intelligence is used to measure the effectiveness of these platforms. One of the
key techniques for this project was machine learning language models. According to Eugene
Charniak, instruments that want to translate sentences from one language to the other need to
have the capability to differentiate between sentences [2]. A language model is the formalization
of this idea. As mentioned by Saini and Sahula [8], translating a sentence from one language to
the other is easy if the structure of the languages is similar. In a case where structures are
different, and sentences are taken as a sequence, sequence-to-sequence technique can be applied
for the translation. A sequence-to-sequence neural network model takes a sequence of words
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from one language as an input and produces a sequence of words in another language. This term
will be defined further in details in section 2.4. The approach we employed here was to have
different sequence-to-sequence models for different activities shown in figure 1.

Figure 1. Different Duolingo activities to learn Hindi language.
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The aim of a user going through these exercises is to learn a new foreign language. The idea in
this project is going to be aligned to that goal. We will design our neural network models to learn
the Portuguese language with the help of different exercises. Hence the model definition was
decided by the activity type. For example, if the activity is fill-in-the-blanks, the model can map
a set of the sequence where source language sentence is mixed up with translated sentence sans a
word to a target sequence containing the exact translation. Similarly, for making pair and writing
sentence activities model can be made to map a sequence of source sentences along with
translated sentences and some extra random words from the target language to a sequence of
exact translation.

Figure 2. High level design used for the project.
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Figure 2 shows the high-level design for this project. Different models were trained on the same
set of data. The trained models were saved for other models to test. Other models used their test
data to check the accuracy of the data. Dataset was selected such that the data can be modeled
into mimicking different activities. Simple English to Portuguese language translations were
selected from Duolingo as well as the Tatoeba project. These sentences were divided into train
and test sets. Each model had its train and test data converted based on the requirement.

In 2012, Dr. Roumen Vesselinov and Dr. John Grego conducted Duoling's effectiveness research
[12]. Real users with different backgrounds were involved to collect the data and effectiveness
was measured in terms of an exam score taken before and after the online course completion on
Duolingo platform. For the overall research, the average improvement of 91.4 points was noted
before and after course completion. Though the effectiveness of this platform was coupled with
the user’s motivation, there was no mention of different exercises. Also, the focus of transfer
learning between different exercises was largely out of the scope of the study.

The result from our experiment proves that 70%-80% of the knowledge is being transferred
between different activities. This cross-learning experience cannot be compared to the study
results by Dr. Vesselinov and Dr. Grego [12] as the focus of their study was the entire platform
rather than independent activities. The methodology used by their research was dependent on
real users spending time on the platform. They were able to measure 95% confidence interval for
the effectiveness from every 5.6 to 10.7 points gain per one hour of exercises. Our report
produces the result in line with this former finding.
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Quantification of these activities provides the effectiveness measure users normally seek while
trying to learn a new language. Online language learning platforms make these activities fun for
users to quickly adapt and be addicted to. Small exercises and virtual rewards hook users to these
platforms for long hours. This study is trying to answer the question of whether the user is
learning anything by going through these exercises or it is just another online game-like
experience without any gain.

For this report, first, we will go over the background of the technologies used in this project.
Mainly including deep learning introduction and neural networks. The next section will go over
the design aspect of the project. It will include design architecture, dataset processing, and
environment used for this project. As multiple models are being used for conducting the project,
the difference between each of them will be explained in detail. The section after that will
provide information about the practical aspect of the project covering model training and testing
results. Lastly, the conclusion for this project and possible future work is presented.
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2 BACKGROUND
To provide the project context, we will look at the background technologies used in this project.
First, we will review deep learning basics and look at the Neural Networks and RNNs. We will
also review the sequence-to-sequence model for translating between two languages.

2.1 NEURAL NETWORK
The human brain is one of the most complex systems known to mankind [8]. Each human
brain has billions of neurons transmitting and processing information. Each neuron has many
inputs, a cell body, and a single output. Inputs are called dendrites and output is called axon
[2]. Figure 3 shows the biological neuron and its terminology.

Figure 3. Biological Neuron. [8]

In artificial intelligence, perceptrons are the simple computational model of neurons.
Perceptron has many inputs and one output. It is used for binary classification problems. As
shown in figure 4, the inputs signals are modified with attached weights and fed into the
processing unit. The unit sums all the inputs and use the transfer function to produce the
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output. For example, a transfer function works with a threshold and if the input exceeds the
threshold, the output is 1 else it is 0.

Figure 4. Schematic Diagram of a perceptron. [8]

Multiple perceptrons can be combined to solve the multiclass decision problem. This
combination creates a linear unit with multiple perceptrons. Nowadays, the number of linear
units are higher, and the computation happens in terms of layers. One layer is a group of
units which either stores or computes information in parallel and passes it to the next layer.
The word “deep” in deep learning technology refers to the piling of multiple layers [2].

Figure 5 depicts the structure of a typical neural network. Not all layers are connected at each
stage to a single layer and this difference creates two types of the neural network, fully
connected and partially connected. Data is provided at the input layer and response is
produced at the output layer. Other layers in between are hidden layers. The number of inputs
and outputs is decided by the problem set while the hidden layer neurons are decided by the
program design.
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Figure. 5 Neural Network. [8]

The quality of the output can be measured by the loss calculation in the network. The goal of
the neural network design is to minimize the loss. Loss function can be explained by the
equation shown in Table 1 which implies that if we know the parameter impacting the loss,
we should change those parameters to decrease the loss. Table 1 also illustrates the loss
function graph which shows the loss function behavior over time. The threshold is one of the
choices for the perceptrons to use for the transfer function. Systems other than perceptron use
different transfer functions. Table 1 shows the equation for the Stochastic Gradient Descent
function. Instead of working with vector values in the neural network output, a probability
distribution can be used. The probability distribution is a set of numbers that are nonnegative and sums up to 1. Softmax function can be used to convert vector output to the
probability distribution.

Loss Function
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Softmax Function

Derivatives of
Stochastic Gradient
Descent
Table 1. Loss function, softmax function, stochastic gradient descent function [2]

In the multi-layered neural networks, the additional layers can have nonlinear computation
between the layers. This nonlinear function is called the activation function. Rectified linear
unit (relu), sigmoid, and lrelu are some of the activation functions. Table 2 shows relu and
sigmoid activation functions.

relu

Sigmoid

Table 2. Activation functions (relu, sigmoid) [2].

To put everything together, a multi-layered neural network model can be defined as
Pr(A(x)) = s(r(xU + bu) V + bv), where s is a softmax function, r is a relu function, U and
V are weights from first and second layer, and associated b values are their biases. The
processing of inputs to loss calculation is considered a forward pass. This forward pass
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information is passed in the backward pass to adjust weights of input to lower the loss. This
technique is called backpropagation.

2.2 RECURRENT NEURAL NETWORK
There are multiple types of neural networks based on the problem requirement and dataset.
Some of them are Feed-Forward Neural Network (FNN), Convolutional Neural Network
(CNN), and Recurrent Neural Network (RNN). RNN utilizes the relationship between
parameters at time t and parameters at time t-1. These characteristics allow the time
dependencies of sequences [4].

Figure 6 Recurrent Neural Network Illustration.

In the RNN, the output is used to improve the input. As shown in figure 6, the box with Wrbr
consists of linear units with weight Wr and its related bias br with an activation function.
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The word embeddings are used as input to this box and the output is going to the next unit
while a part of output goes back to the same neural network unit. This recurrent input gives
the name of the recurrent neural network.
Here is the mathematical description of RNN cell shown in figure 6.

s0 = 0
st+1 = r((et+1 • st) Wr + br)
o = st+1 Wo + bo
S0 represents the starting state and initialized as a vector of 0s. The next state is achieved by
combining current input with the previous state and passing it through linear unit Wr, br. The
output of RNN is o and is achieved by passing the current state through another linear
unit Wo, bo.
According to Liu, Wu, and Wang [7], RNN does have some drawbacks where information
sequence cannot be analyzed on multiple time scales and gradient disappearance might occur
while back-propagating in time. GRU can prevent gradient vanishing when the neural
network is trained through backpropagation in time. GRU layer can also learn both long-term
and short-term dependencies from sequences. In this way, the users’ historical feedback
sequences can be analyzed on multiple time scales. GRU has two gates: update and reset.
Update gate is denoted as u and reset gate is r.
Here is the mathematical description for GRU from Zhang and Xiao [14].
uj = s(Wux xj + Wuh hj-1 + bu)
rj = s(Wrx xj + Wrh hj-1 + br)
hj = tanh(Whx xj + Whh (rj • hj-1 + bh))
hj = (1 – uj) • hj + uj • hj-1
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Here W and b are the learnable parameters of the system, h is the hidden representation
vector at a given timestamp. X is the input vector at a given timestamp and is initialized with
word embeddings.

2.3 WORD EMBEDDINGS
A language model is a formalization of the idea that one language sentence sounds different
from the other [2]. The probability of words following the other words within a sentence also
provides context for language modeling. The application of deep learning in language
modeling requires us to convert words into an entity that can be manipulated. Word
embeddings are the mathematical representation of the word.

There are two types of word embeddings: one-hot vector and distributed representation. One
hot vector uses the index in the dictionary to represent the word uniquely. One-hot vector
representation only separates word and do not carry the semantic meaning of the word. On
the other hand, Juntian, Tao and Lin [3] mentioned that distributed representation uses a
vector of real numbers and carries the semantic meaning of the word.

2.4 SEQUENCE-TO-SEQUENCE MAPPING

Sequence-to-sequence is a deep learning technique to map a sequence of symbols to the other
when it is difficult to map on the individual basis itself. A typical application for the
sequence-to-sequence program is computer language translation, also known as machine
translation. Translation of the sentence in one language from the other cannot be done word
by word basis in the computer as each language has its own grammar and different sentence
18

structure. The translation has to be left for the machine to decide and that’s when the
sequence-to-sequence paradigm comes into the picture.

Figure 7 shows the basic sequence-to-sequence learning model. The system is divided into
two parts, the lower part is the encoder and the upper is the decoder. The encoder is fed with
the source language sentence and the decoder outputs the target language sentence.

Figure 7. Sequence-to-sequence learning model.

There are two RNN cells, one for the encoder and the other for the decoder. Here the choice
of RNN cell is done based on the problem requirement. Long Short-Term Memory (LSTM)
and Gated Recurrent Unit (GRU) cells are popular choices. Each square box in encoder
represents one single RNN cell through a memory line. The use of STOP at the end of the
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sentence indicates the end of the encoding phase. The encoder cell iterates through the
sentence and produces a summary of the sentence. The RNN cell state is then passed to the
decoding phase. The sentence summary can be also described as sentence embedding, similar
to word embeddings described earlier.

During the training phase, the decoder is provided with the target language sentence. At each
stage in the decoder, the task is to predict the next word. As shown in figure 7, the decoder
starts the process with word STOP and then proceeds to predict the next word. Again, each
box shown in the decoder phase is a single RNN cell sharing a single memory line.
Backpropagation in time is used for both RNN cells. The window size can be described as
the amount of content the program can process at a given point in time. For backpropagation
in time, the window size is a hyperparameter. This means that the user can decide the
window size for the sequence-to-sequence process. Sentences in different languages can be
of different sizes and may carry semantic information at different stages of sentences. For the
same reason, the full sentence is used for both encoding and decoding phases. In-text corpus,
the length of sentences may vary and require some kind of padding to keep the window size
the same.

In figure 8, the encoder passes sentence embedding to the decoder. This embedding carries
the meaning of the sentence. In source sentences, some part of the sentence could be more
important than the other. This is not carried over to the decoder by the previously described
implementation. Figure 6 shows the implementation of the sequence-to-sequence model with
the attention mechanism. Every RNN cell output for the source language is summed up and
passed to all RNN cells to provide the attention. The implementation in the figure shows
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equal attention being given to all parts of the sentence. There is an option to provide attention
to a specific position in the sentence and is called position only attention.

Figure 8. Sequence-to-sequence learning model with attention.

21

3 DESIGN AND IMPLEMENTATION
This section of the report covers the project design and implementation. It also has details about
the dataset and its formatting. There were multiple models trained to generalize the language
learning activities. Each model and its correlation to the learning activity is also explained in this
section.

3.1 ENVIRONMENT
Python is used as a programming language for this project. It has a wide variety of opensource libraries available for machine learning processing. Specifically, this project uses the
TensorFlow library for most of the machine learning work. TensorFlow version 1.15 has
been used along with python 2.7. The data is preprocessed for the sequence-to-sequence
model through the pickle library which helps in serialization and deserialization of python
object. Dictionaries for source word to integer mapping and target word to integer mapping
are stored in serialized format for the training phase. On the other hand, the same serialized
data will be deserialized for the testing phase. Tensorboard is used to visualize the flow of
the model and each component in the sequence-to-sequence model.

Google Collaboratory was also used to run experiments and collect data. It is a platform that
provides online resources to run machine learning programs and store results. Google Colab
also provides GPU to develop deep learning applications for free. It also supports python
deep learning libraries such as TensorFlow, PyTorch, and NumPy for quick adaptation of the
platform. To test the trained model, google translate was used to translate Portuguese
sentences output by the model to English sentences.
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Other python libraries used for this project are NumPy, pickle, and jellyfish. NumPy library
is used to store encoder and decoder data in a file. This format keeps synchronization
between English and Portuguese translation. Vectorized sentences in both languages are
converted to NumPy arrays and stored in a single file as a two different dictionary. Pickle is
the python library that can serialize and deserialize python objects. The data is converted to
byte stream to store in a file and the same library can inverse it to convert byte streams to the
object hierarchy. This function is used to store the English and Portuguese words to integer
mapping which is used to create the vectorized sentences mentioned earlier. Jellyfish is the
library used for phonetic and approximate matching of the two strings. To decide the
efficiency of each model of this project, NumPy and Jellyfish libraries were used. Though
Jellyfish supports different pattern matching algorithms like Levenshtein distance, Damerau
Levenshtein distance, Jaro distance, Jaro-Winkler distance, and hamming distance. This
project uses Levenshtein distance from this collection.

3.2 DATASET
There are two datasets used for this project. The first dataset has about 4000 English
sentences followed by its Portuguese translations. This dataset was collected from the
Duolingo research section [15]. There are multiple translations of a single English sentence
each followed by weight. This attached weight corresponds to user response rates from the
Duolingo platform. The first sentence followed by the English sentence is the most popular
meaning in the Portuguese language. The rest of the sentences from the Portuguese language
were used to collect random words. These random words were used in different quantities
with different experiments.
23

The second dataset was from the Tatoeba project. It consists of approximately 123,644
English sentences and their translations in Portuguese sentences. Sentences in this dataset are
sorted by length. The dataset is tab delimited. It has an English sentence followed by a tab
that is followed by the Portuguese translation. Attribution information follows Portuguese
sentences after a tab. This particular project does not use any information except for English
sentences and their Portuguese translations.

Both datasets are combined to generate the data required for different experiments. Sentences
are generated by combining English and Portuguese sentences in a different pattern for
models.

Figure 9. Dataset statistics

Figure 9 contains the dataset statistics used for this project. The final dataset contains a total
of 24696 unique English words and a total of 36963 unique Portuguese words. The average
sentence length in the dataset for both English and Portuguese sentences is 6 words. 95% of
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the dataset sentences are less than 10 words in both languages. These numbers are useful to
create models efficiently and also, they help with deciding sequence-to-sequence
hyperparameters. This project also makes use of Portuguese random words which are
collected from the datasets mentioned above.

3.3 ACTIVTIES AND DATASET PROCESSING
This project involves six different activities each imitating exercises provided by the
Duolingo platform. The assumption is made that we are trying to learn the Portuguese
language. Each activity has a different combination of English and Portuguese language
sentences. Here are the different activities and their data processing workflows:

•

Write a sentence in a foreign language: This activity provides the user with an English
sentence. The user has to select Portuguese words in a correct order to translate the
sentences. These Portuguese words are shuffled to ensure that the user understands the
sentence structure in the Portuguese language. The same experiment can be used to
generalize match-the-pair activity as well. This activity allows users to match a pair of
words in English and Portuguese language.
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Figure 10. Data processing workflow for write a sentence in a foreign language activity.

As shown in figure 10, the English and Portuguese sentences in the dataset are split by
the space to get all the words. All the unique words from this collection are given an
integer value starting from 0. These mappings are stored in a pickle format so they can
be used at a later time during training as well as the testing phase of the experiment. The
model uses English sentences with shuffled Portuguese translation as an input to the
sequence-to-sequence encoder. The exact Portuguese translation for the English sentence
is fed to the decoder during the training phase. Here the string of words is converted to
the list of integers from the word-to-integer mapping generated earlier.

•

Select the missing word to fill-in-the-blank: This activity provides the user with a
Portuguese sentence with one word missing. The user has to select the correct word to
fill-in-the-blank.
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Figure 11. Data processing workflow for select the missing word in the blank activity.

Data processing for this activity is very similar to previous activity. As shown in Figure
11, the English and Portuguese sentences in the dataset are split to get all unique words
from this dataset. The word to integer mapping is stored in a separate file like earlier
activity to use it in testing as well as the training phase. The difference here is the encoder
input. The English sentence and its shuffled Portuguese translation are combined except
for removing one random word from the shuffle Portuguese translation.

•

Mark the correct meaning: This activity provides the user with an English sentence and
a few options in the Portuguese language to select the correct meaning. Except for the
correct sentences, other Portuguese sentences are constructed with random words. In this
experiment 10 random words have been selected from the Portuguese dataset. Figure 12
shows the workflow for this activity.
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Figure 12. Data processing workflow for mark the correct meaning activity.

To mark the correct meaning activity, the difference is in the encoder input. A similar
word to integer mapping is generated. This map will be stored and used to vectorize
sentences for the testing and training phase. A separate dataset with random Portuguese
words is used as a bag of words to select a specific number of words. The encoder will be
fed with the English sentence along with shuffled Portuguese translation and 10 random
Portuguese words from the word set mentioned previously.

•

Select the character: For this activity, the user is given the English sentence and its
Portuguese translation with a couple of extra words. The user is supposed to identify the
extra words and get the correct Portuguese translation. Figure 16 depicts the workflow for
this activity.
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Figure 13. Data processing workflow for select the character activity.

As seen in figure 13, this activity is similar to all previous activities in terms to generate
words to integer mapping. The main difference between the previous model is the
number of random words. The number of random words used in this activity is limited to
10% of the number of words in Portuguese translation. As seen previously, 95%
sentences in the dataset contain less than 10 words, so most of the sentences will be
padded with only 1 random word.

As a variant for selecting 10% random words, another activity was designed to use 20%
random words. This model focuses on the same aspects but with little more extra words
as the activity does not have a fixed number of words. Figure 14 shows the workflow
used for the same.
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Figure 14. Data processing workflow for select the character training.

•

Sentence translation: This activity was designed to prove the importance of other
activities and their relevance. The ultimate goal for all previous activities is for the user to
learn a foreign language. After going through all exercises on these online platforms, user
expects himself to independently translate the sentence from one language to the other.
This activity will imitate the user’s intent to translate. Data processing is very similar to
all previous activities. The difference here is the encoder input. No Portuguese translation
is fed along with English sentences. Figure 15 shows the workflow for this activity.

30

Figure 15. Model-6 workflow for sentence translation activity.

3.4 MODEL ARCHITECTURE
As mentioned in the previous section, the processed dataset for each activity is stored in two
different files. One file contains the serialized data for an English word to integer and
Portuguese words to integer conversion. The second file which is an input file contains
vectorized sentences. The input file for the model is stored in the 2-dimensional array format
with X-axis containing encoder input and Y-axis containing the decoder input. This
information is fed into the word embedding layer which produces the word embeddings.
Figure 16 shows the generic sequence-to-sequence model used for this project.
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Figure 16. High level model architecture

The word embeddings are generated using the TensorFlow library which takes in the
sequence of symbols and maps them to the word embeddings. The next layer is the multi-cell
RNN which combines multiple single RNN cells, in this project GRU (Gated Recurrent Unit)
cells, into a single entity. The next layer creates a neural network using the multiple RNN
cells and the word embedding from previous layers. The output for the neural network layer
is value and state. For the encoder part, the output values are ignored, and only states are
passed on to the decoder. The decoder layer uses a helper function to read in the training
values and pass it along with encoder states. These values are again fed into the recurrent
neural network. The decoder layer outputs the values which are used for loss and accuracy
calculation.
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Figure 17. Tensorboard Diagram for the generic project model

The output values are also used in the optimizer. For this project, Adam algorithm optimizer
is used. It is an extension of the stochastic gradient descent to improve the weights
iteratively. Stochastic gradient descent maintains a single learning rate while Adam
optimization has a per parameter learning rate. The loss function is a specialized version of
cross-entropy loss used when logits are 3D tensors. It takes output logits, the correct answers,
and weights to indicate some errors count more towards the loss than the others.
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Tensorboard is a built-in tool in the TensorFlow library. It analyzes the logs and data
captured through the training phase and uses these data points to plot a diagram. Figure 17
shows such a diagram for this experiment. As explained earlier, the input strings are fed to
the embedding lookup box. That box sends the word embeddings to the RNN box as well as
to the optimization. The output of the RNN box goes to the decoder which provides
predictions as well as feed into optimization box for improvement of the result.
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4 EXPERIMENTS AND RESULT
The dataset consists of a total of 126,443 unique English sentences and their Portuguese
translations. As mentioned in the model explanation, there is a total of 6 defined models. The
dataset was divided to generate training and testing data. The training dataset contains 85% of
the sentences from the main dataset while the rest 15% is the testing dataset. All models share
the same training dataset and testing dataset except for different sentence formatting for encoder
input. The batch size for the experiment was set to 256 samples. RNN size, a hyperparameter
that initializes the same number of units in the GRU cell is set to 128. A total of two GRU cells
were initialized in the model. The total number of epochs was set to 40 and the learning rate was
set to 0.001. The training for each model took about 24 hours on a personal laptop.

4.1 MODELS
Here we will map each activity defined previously to a sequence-to-sequence model. For
each model, the difference is in the encoder input. The aim of this project was to have neural
network models that can be used to generalize the language learning platform exercises.
Though the scope of this project is not covering all available language learning exercises, it
tries to cover the most generic form of exercises available on the Duolingo platform. The
goal for the language learning platforms is for the users to learn a new language. Though
each exercise expects a different kind of output, for the intention of generalizing the activity,
decoder input was kept the same for all models. The difference is the input from the user for
different exercises. Table 3 mainly describes the input value for the encoder for each
sequence-to-sequence model. The mapping between encoder input and its matching exercise
was already covered in section 3.
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MODEL NUMBER

ENCODER INPUT

MODEL-1

English sentence + Shuffled Portuguese translation

MODEL- 2

English sentence + Shuffled Portuguese translation + 10 Fixed
Portuguese random words

MODEL-3

English sentence + Shuffled Portuguese translation + 10%
Portuguese random words

MODEL-4

English sentence + Shuffled Portuguese translation with 1 word
missing

MODEL-5

English sentence + Shuffled Portuguese translation + 20%
Portuguese random words

MODEL-6

English sentence
Table 3. Model Description for the experiment.

4.2 ACCURACY
Accuracy was calculated in two different ways to get more visibility for the project. The first
way was to use python’s NumPy library to get the original output and the expected output
array in the same shape. Once they are in the same shape, the comparison is done element by
element for each array. If the element is equal in both arrays, the library will return 1 on that
position. An average is taken for each array and for all sentences in a batch. This is used as
an accuracy.

The second approach was to use the Levenshtein distance. It measures the difference between
the two strings. According to Apostolico and Galil, Levenshtein distance in a simple form
between two strings would be the minimum number of character insertion and/or deletion
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required to convert first string to the second [1]. A generalization of the Levenshtein allows
the insertion, deletion, and substitution with their minimized respective costs.

There is a direct relation between Levenshtein distance, shortest edit sequence, and longest
common sequence of the two strings [1]. If D is the Levenshtein distance between two strings
of length l1 and l2, S is the length of the shortest edit sequence and L is the length of the
longest common sequence, then S = D and L = (l1+l2-D)/2. Jellyfish python library is used to
calculate this distance.

4.3 TRAINING
A total of 107,443 English sentences with their Portuguese translations were used to train
these models. As mentioned earlier, epoch value was set to 40 with the learning rate set to
0.001. The loss for each model at the end of the training was plateaued. The total training
time for each model was around 24 hours on a personal laptop. Model-6 has the lowest
accuracy among all experiments and model-3 and model-2 have the highest. The loss was the
highest for model-6 while model-1, model-2 and model-3 had the lowest loss number.
Training Accuracy

Training Loss

MODEL – 1

98%

0.01

MODEL – 2

99%

0.01

MODEL – 3

99%

0.01

MODEL – 4

95%

0.03

MODEL – 5

98%

0.05

MODEL – 6

88%

0.16

Table 4. Training accuracy and loss from the experiment.
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4.4 TESTING
Every trained model is tested with other model’s test data. This is the exercise that will
quantify the generalization of these six activities. Table 5 shows the testing result from each
cross-validation experiment. The row represents the trained model and the column represents
the test model.

TEST MODEL
1

2

3

4

5

6

1

80%

53%

75%

72%

68%

55%

2

70%

75%

71%

66%

73%

56%

TRAINED

3

80%

57%

80%

70%

75%

55%

MODEL

4

72%

41%

63%

77%

56%

57%

5

75%

61%

77%

68%

77%

55%

6

29%

12%

23%

34%

20%

67%

Table 5. Testing results from the experiment.

For the testing part, all 19,000 sentences were kept the same across all models. The format of
input for the encoder is different based on the model requirement. The batch size was kept at
256 so a total of 74 batches were run during the testing phase. The number in the table shows
the average accuracy percentages during each experiment.

To verify the training as well as testing accuracy, each model was tested with a single
sentence input in the expected form by model’s encoder. Below is the testing output for each
model with a single sentence. Figure 18 shows the testing output for model 1 where English
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sentence with shuffle Portuguese translation was fed to the encoder and decoder produced the
Portuguese translation. It can be seen that output is not entirely correct, but it does contain
some of the words expected by the correct translation.

Figure 18. Single sentence testing output for model 1.

Figure 19 shows the testing output for this model where English sentences with shuffled
Portuguese translation along with 5 random words are fed to the encoder. Again, the output
shows that most of the words from the correct translation are missing in the output. This
irregularity can be attributed to the loss we see in the accuracy of model 2.

Figure 19. Single sentence testing output for model 2.

Model 3 includes 10% random words along with shuffled Portuguese translation. Figure 20
shows the input English sentence and Portuguese translation had 4 words each. Because the
sentence contained less than 10 words, a single random word was added. The accuracy seems
to be about 75% because out of four, three correct words can be seen in the output.
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Figure 20. Single sentence testing output for model 3.

Figure 21 shows the testing output for model 4 where English sentence with shuffled
Portuguese translation sans a word was feed into the trained model. Here almost all words
from the correct translation exist in the decoder output. It mimics the fill-in-the-blank
activity.

Figure 21. Single sentence testing output for model 4.
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5 CONCLUSION AND FUTURE WORK
This project explored the quantification of the generalization of language learning activities from
online platforms. The neural network was used to achieve this quantification. The result shows
that these activities can be generalized as most of the testing phases showed an average accuracy
of 75%. The accuracy provides a way for us to know whether the knowledge acquired from one
type of exercise can be utilized for the other. A similar level of accuracy proves that knowledge
is transferable, and they are interconnected from the learning point of view. Also, the online
learning platforms present the exercises in a specific order which was not maintained by this
project. Different levels of expertise are also taken into account by these platforms in presenting
these exercises. This is also omitted from the scope of this project. During the cross-validation
phase, if we conduct testing in a specific order, we may see improvement in overall accuracy as
the transfer of learning may increase between similar exercise concepts.

Lastly, the goal of this project was to understand the transfer of learning between exercise by
generalizing the models. Model 6 was designed to highlight the importance of these exercises.
Language learning is a difficult process. Translating sentences from one language to the other
cannot be done correctly if the user is not aware of language structure and its grammar. All these
exercises become ladder steps for the user to climb and reach the ultimate goal of learning a new
language. Although according to Krashen, online language learning courses are based on
conscious learning [6]. He claims that evidence suggests conscious learning does not produce
language competence which aligns with the results from the last model in the project.

To conclude, though the result could have been improved by the use of attention mechanism
which allows neural networks to provide more weight for a part of a sequence that matters more
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than the other. Also, accuracy and loss for the model training can be improved by having more
epochs on a powerful machine. The current experiments were done on a personal laptop and
consumed a lot of time in each model training. The loss was not plateaued for any models which
provide optimism for the improvement. Popular language learning platforms also have an audio
exercise where users learn about dialects. This project does not cover any model which focuses
on generalizing audio exercise but future work on this should be doable given this base
experiment’s promising results.
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