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a b s t r a c t
In this paper, by using fixed point theorems in a cone and the associated Green’s function,
we study the existence of at least two and three positive solutions to them-point boundary
value problem (BVP) on time scales,
u1∇(t)+ f (t, u(t)) = 0, t ∈ [0, 1] ⊂ T,
βu(0)− γ u1(0) = 0, u(1) =
m−2∑
i=1
αiu(εi), m ≥ 3,
where T is a time scale, f ∈ Cld([0, 1] × [0,∞), [0,∞)), β, γ ∈ [0,∞), αi ∈ [0,∞) for
i = 1, 2, . . . ,m− 2, and εi satisfy 0 < ε1 < ε2 < · · · < εm−2 < ρ(1).
© 2009 Elsevier B.V. All rights reserved.
1. Introduction
The multi-point boundary value problems for ordinary differential equations arise in a variety of different areas of
applied mathematics and physics. The study of multi-point boundary value problems for linear second-order ordinary
differential equations was initiated in [1,2]. Then Gupto [3] studied three-point boundary value problems for nonlinear
ordinary differential equations. Since then, by applying the cone theory techniques, many authors studied more general
nonlinear multi-point boundary value problems — we refer the reader to [4–14] and references therein.
The study of dynamic equations on time scales goes back to its founder, Stefan Hilger [15]. Dynamic equations on time
scales can build bridges between differential and difference equations. Furthermore, the study of dynamic equations on time
scales has led to some important applications [16,17].
The motivation of our study in this paper is shown in [18,19]. Web [18] investigated the three point boundary value
problem
u′′ + g(t)f (u) = 0, (0 < t < 1), (1.1)
u(0) = 0, αu(η) = u(1), 0 < η < 1 and αη < 1. (1.2)
They exhibited a continuous function φ : [0, 1] → R+, a number c ∈ (0, 1] and a subinterval [a, b] ⊂ (0, 1] such that
k(t, s) ≤ φ(s) for all t, s ∈ [0, 1]
and
cφ(s) ≤ k(t, s) for t ∈ [a, b], s ∈ [0, 1],
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where
φ(s) = max {1, α} s(1− s)
1− αη .
Later, Infante and Web [19] studied three point boundary value problem
u′′ + f (t, u(t)) = 0, a.e. on [0, 1], (1.3)
u(1) = αu′(η), u(0) = 0, 0 < η < 1, α < 1− η. (1.4)
Similarly, they found an auxiliary function
φ(s) = max
{
1,
α
η
}
s(1− s)
1− α
and developed upper and lower bounds for k(t, s)with s fixed of the same type.
Motivated by [18,19], in this paper we apply the same method to an m-point boundary value problem on time scales of
the form
u1∇(t)+ f (t, u(t)) = 0, t ∈ [0, 1] ⊂ T, (1.5)
βu(0)− γ u1(0) = 0, u(1) =
m−2∑
i=1
αiu(εi), m ≥ 3. (1.6)
We shall impose growth conditions on f which yield the existence of at least two and three positive solutions for nonlinear
m-point boundary value problem (1.5) and (1.6). Our main results given in Theorems 3.1 and 3.2 extend and improve the
results of [18]. Besides, our main result given in Theorem 3.3 is stronger than that given [10] due to the fact that A ≥ M and
Ψ B ≤ m.
We will assume that the following assumptions are satisfied:
(H1) β, γ ≥ 0, 0 < β + γ ≤ 1, εi ∈ (0, ρ(1)) for i = 1, 2, . . . ,m− 2 with
0 < ε1 < ε2 < · · · < εm−2 < ρ(1).
(H2)
∑m−2
i=1 αi ∈ (0, 1)with αi ∈ (0,∞) for i = 1, 2, . . . ,m− 2 and
d = β
(
1−
m−2∑
i=1
αiεi
)
+ γ
(
1−
m−2∑
i=1
αi
)
> 0.
(H3) f : [0, 1] × [0,∞)→ [0,∞) is ld-continuous.
This paper is organized as follows:
In Section 2, the Green’s function of the linear boundary value problem is constructed, and upper and lower bounds for
the Green’s function are developed. In particular, an auxiliary function θ(s) is constructed such that G(t, s) ≤ θ(s) for all t
and s. Also the existence of a constant Ψ is shown such that for all t in an appropriate interval, Ψ θ(s) ≤ G(t, s) for all s.
In the last Section 3, we define the Banach space, cone and the integral operator to find the solution of the boundary
value problem (1.5) and (1.6). We apply the Krasnosel’skii fixed point theorem in cones [20] and the Leggett–Williams fixed
point theorem [21] to get the existence of at least two and three positive solutions for a nonlinearm-point boundary value
problem (1.5) and (1.6).
Theorem 1.1 (Krasnosel’skii Fixed Point Theorem). Let B be a Banach space and P ⊂ B be a cone in B . Assume that Ω1, Ω2
are open subsets of B with 0 ∈ Ω1 andΩ1 ⊂ Ω2 and let A : P ∩ (Ω2 \Ω1)→ P be a completely continuous operator such
that, either
(i) ‖Au‖ ≤ ‖u‖ for u ∈ P ∩ ∂Ω1 and ‖Au‖ ≥ ‖u‖ for u ∈ P ∩ ∂Ω2;
or
(ii) ‖Au‖ ≥ ‖u‖ for u ∈ P ∩ ∂Ω1 and ‖Au‖ ≤ ‖u‖ for u ∈ P ∩ ∂Ω2.
Then A has at least one fixed point in P ∩ (Ω2 \Ω1).
Theorem 1.2 (Leggett–Williams Fixed Point Theorem). Let B be a Banach space, P ⊂ B a cone of B . Set
Pr = {x ∈ P : ‖x‖ < r} ,
P (ϕ, a, b) = {x ∈ P : a ≤ ϕ(x), ‖x‖ ≤ b} .
Suppose A : P r → P r be a completely continuous operator and ϕ be a nonnegative, continuous, concave functional on P with
ϕ(u) ≤ ‖u‖ for all u ∈ P r . If there exists 0 < p < q < d ≤ r such that the following conditions hold:
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(i) {u ∈ P (ϕ, q, d) : ϕ(u) > q} 6= ∅ and ϕ(Au) > q for all u ∈ P (ϕ, q, d);
(ii) ‖Au‖ < p for all ‖u‖ ≤ p;
(iii) ϕ(Au) > q for u ∈ P (ϕ, q, r) with ‖Au‖ > d.
Then A has at least three positive solutions u1, u2 and u3 in P r satisfying
‖u1‖ < p, ϕ(u2) > q, p < ‖u3‖ with ϕ(u3) < q.
Now we begin by presenting some definitions which can be found in Bohner and Peterson [16,17].
Definition 1.1. A time scale T is any nonempty closed subset of R. The interval in T is defined by
[a, b] := {t ∈ T : a ≤ t ≤ b}.
Other types of intervals are defined similarly.
Definition 1.2. Let T be a time scale. For t ∈ T the forward jump operator, σ : T → T, and the backward jump operator,
ρ : T→ T, respectively, are defined as
σ(t) := inf{s ∈ T : t < s}, ρ(t) := sup{s ∈ T : t > s}.
If σ(t) > t then the point t is said to be right-scattered, while if ρ(t) < t , t is said to be left-scattered. If σ(t) = t then t is
said to be right dense, if ρ(t) = t then t is said to be left dense. The forward graininess is µ(t) := σ(t) − t . Similarly, the
backward graininess is ν(t) := t − ρ(t).
Definition 1.3. Suppose f : T → R be a function and let t ∈ Tk, then we define the delta derivative of f (t), f 1(t), to be a
number (provided it exists) with the property that, given any  > 0, there is a neighborhoodU of t such that
|f (σ (t))− f (s)− f 1(t)[σ(t)− s]| ≤ |σ(t)− s|,
for all s ∈ U. We call f 1(t), the delta derivative of f at t .
Suppose f : T → R be a function and let t ∈ Tk then we define the nabla derivative of f (t), f ∇(t), to be a number
(provided it exists) with the property that, given any  > 0, there is a neighborhoodU of t such that
|f (ρ(t))− f (s)− f ∇(t)[ρ(t)− s]| ≤ |ρ(t)− s|,
for all s ∈ U. We call f ∇(t), the nabla derivative of f at t .
Definition 1.4. A function f : T→ R is left dense continuous or ld-continuous provided it is continuous at left-dense points
in T and its right sided limits exist at right dense points in T. If f is ld-continuous, then there is a function F(t) such that
F∇(t) = f (t). In this case, we define∫ b
a
f (t)∇t = F(b)− F(a).
For the remainder of this article, T is a time scale with 0, 1 ∈ T. Also the set of left-dense continuous functions from
[0, 1] ⊂ T toB ⊂ R is denoted by Cld([0, 1],B), which is a Banach space with the norm ‖u‖ = maxt∈[0,1] |u(t)|.
2. Preliminary lemmas
To prove the main results in this paper, we will employ several lemmas. These lemmas are based on the linear boundary
value problem
u1∇(t)+ h(t) = 0, t ∈ [0, 1] ⊂ T, (2.1)
βu(0)− γ u1(0) = 0, u(1) =
m−2∑
i=1
αiu(εi). (2.2)
Lemma 2.1 (See [22]). Let d = β(1 −∑m−2i=1 αiεi) + γ (1 −∑m−2i=1 αi) 6= 0; then for h ∈ Cld([0, 1],R), the boundary value
problem (2.1) and (2.2) has the unique solution
u(t) = −
∫ t
0
(t − s)h(s)∇s+ βt + γ
d
∫ 1
0
(1− s)h(s)∇s− βt + γ
d
m−2∑
i=1
αi
∫ εi
0
(εi − s)h(s)∇s. (2.3)
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Lemma 2.2. Suppose d = β(1−∑m−2i=1 αiεi)+γ (1−∑m−2i=1 αi) 6= 0; then the Green’s function for the boundary value problem
−u1∇(t) = 0, t ∈ [0, 1] ⊂ T, (2.4)
βu(0)− γ u1(0) = 0, u(1) =
m−2∑
i=1
αiu(εi) (2.5)
is given by
G(t, s) = 1
d

(βs+ γ )
[
(1− t)−
m−2∑
j=1
αj(εj − t)
]
, 0 ≤ t ≤ 1, 0 ≤ s ≤ ε1, s ≤ t;
(βs+ γ )(1− t)− (βs+ γ )
m−2∑
j=i
αj(εj − t)+
i−1∑
j=1
αj(γ + βεj)(t − s),
εr−1 ≤ t ≤ εr , 2 ≤ r ≤ m− 1, εi−1 ≤ s ≤ εi, 2 ≤ i ≤ r, s ≤ t;
(βt + γ )
[
1− s−
m−2∑
j=i
αj(εj − s)
]
,
εr−1 ≤ t ≤ εr , 2 ≤ r ≤ m− 2, εi−1 ≤ s ≤ εi, r ≤ i ≤ m− 2, t ≤ s;
(βt + γ )(1− s), 0 ≤ t ≤ 1, εm−2 ≤ s ≤ 1, t ≤ s.
(2.6)
Here, for the sake of convenience, we write
∑m2
i=m1 h(i) = 0 for m2 < m1.
Proof. For 0 ≤ t ≤ ε1, the unique solution (2.3) can be expressed as
u(t) = −
∫ t
0
(t − s)h(s)∇s+ βt + γ
d
∫ 1
0
(1− s)h(s)∇s− βt + γ
d
m−2∑
j=1
αj
∫ εj
0
(εj − s)h(s)∇s
= −
∫ t
0
(t − s)h(s)∇s+ βt + γ
d
∫ t
0
(1− s)h(s)∇s
− βt + γ
d
m−2∑
j=1
αj
∫ t
0
(εj − s)h(s)∇s+ βt + γd
∫ ε1
t
(1− s)h(s)∇s
− βt + γ
d
m−2∑
j=1
αj
∫ ε1
t
(εj − s)h(s)∇s+ βt + γd
∫ ε2
ε1
(1− s)h(s)∇s
− βt + γ
d
m−2∑
j=2
αj
∫ ε2
ε1
(εj − s)h(s)∇s+ · · · + βt + γd
∫ εm−2
εm−3
(1− s)h(s)∇s
− βt + γ
d
m−2∑
j=m−2
αj
∫ εm−2
εm−3
(εj − s)h(s)∇s+ βt + γd
∫ 1
εm−2
(1− s)h(s)∇s
=
∫ t
0
(βs+ γ )
[
(1− t)−
m−2∑
j=1
αj(εj − t)
]
d
h(s)∇s+
∫ ε1
t
(βt + γ )
[
(1− s)−
m−2∑
j=1
αj(εj − s)
]
d
h(s)∇s
+
m−2∑
i=2
∫ εi
εi−1
(βt + γ )
[
(1− s)−
m−2∑
j=i
αj(εj − s)
]
d
h(s)∇s+
∫ 1
εm−2
(βt + γ )(1− s)
d
h(s)∇s.
If εr−1 ≤ t ≤ εr , 2 ≤ r ≤ m− 2, the unique solution (2.3) can be expressed as
u(t) =
∫ ε1
0
(βs+ γ )
[
(1− t)−
m−2∑
j=1
αj(εj − t)
]
d
h(s)∇s
+
r−1∑
i=2
∫ εi
εi−1
(βs+ γ )
[
(1− t)−
m−2∑
j=i
αj(εj − t)
]
+
i−1∑
j=1
αj(βεj + γ )(t − s)
d
h(s)∇s
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+
∫ t
εr−1
(βs+ γ )
[
(1− t)−
m−2∑
j=r
αj(εj − t)
]
+
r−1∑
j=1
αj(βεj + γ )(t − s)
d
h(s)∇s
+
∫ εr
t
(βt + γ )
[
(1− s)−
m−2∑
j=r
αj(εj − s)
]
d
h(s)∇s
+
m−2∑
i=r+1
∫ εi
εi−1
(βt + γ )
[
1− s−
m−2∑
j=i
αj(εj − s)
]
d
h(s)∇s+
∫ 1
εm−2
(βt + γ )(1− s)
d
h(s)∇s.
If εm−2 ≤ t ≤ 1, the unique solution (2.3) can be expressed as
u(t) =
∫ ε1
0
(βs+ γ )
[
(1− t)−
m−2∑
j=1
αj(εj − t)
]
d
h(s)∇s
+
m−2∑
i=2
∫ εi
εi−1
(βs+ γ )
[
(1− t)−
m−2∑
j=i
αj(εj − t)
]
+
i−1∑
j=1
αj(βεj + γ )(t − s)
d
h(s)∇s
+
∫ t
εm−2
(βs+ γ )(1− t)+
m−2∑
j=1
αj(βεj + γ )(t − s)
d
h(s)∇s+
∫ 1
t
(βt + γ )(1− s)
d
h(s)∇s.
Hence, the unique solution (2.3) is given by u(t) = ∫ 10 G(t, s)h(s)∇s. We complete the proof. 
Lemma 2.3. Assume that conditions (H1)–(H3) are satisfied. Then
(i)
G(t, s) ≥ 0 for t, s ∈ [0, 1]. (2.7)
(ii) There exist a number Ψ ∈ (0, 1) and a continuous function θ : [0, 1] → R+ such that
G(t, s) ≤ θ(s) for t, s ∈ [0, 1] (2.8)
and
G(t, s) ≥ Ψ θ(s) for t ∈ [ε1, 1] and s ∈ [0, 1], (2.9)
where
θ(s) = max
1,
m−2∑
i=1
αi
ε1

(βs+ γ )(1− s)
d
,
Ψ = 1
max
{
1,
m−2∑
i=1
αi
ε1
} min2≤s≤m−2
{
(βε1 + γ )(1− εm−2),
m−2∑
j=1
αj(1− εj),
s−1∑
j=1
αj(βεj + γ )+
m−2∑
j=s
αj(1− εj)
}
. (2.10)
Proof. (i) Since d > 0, then G(t, s) ≥ 0, where G(t, s) given in (2.6) is the Green’s function for the boundary value problem
(2.4) and (2.5). The proof is complete.
(ii) Now we will show that we may take θ(s) = max
{
1,
∑m−2
i=1 αi
ε1
}
(βs+γ )(1−s)
d .
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Upper bounds:
Case 1. Consider 0 ≤ s ≤ ε1, s ≤ t . Then
G(t, s) =
(βs+ γ )
[
1−
m−2∑
i=1
αiεi + t(
m−2∑
i=1
αi − 1)
]
d
.
For
∑m−2
j=1 αj < 1, the maximum occurs when t = s and then
G(t, s) ≤
(βs+ γ )
[
1− s+
m−2∑
i=1
αi(s− εi)
]
d
≤ (βs+ γ )(1− s)
d
,
since (βs+γ )
∑m−2
i=1 αi(s−εi)
d ≤ 0 for s ≤ ε1 and εi ∈ (0, ρ(1))with 0 < ε1 < ε2 < · · · < εm−2 < ρ(1).
We omit the case
∑m−2
j=1 αj ≥ 1 since (H2) holds.
Case 2. For εr−1 ≤ t ≤ εr , 2 ≤ r ≤ m− 1, εi−1 ≤ s ≤ εi, 2 ≤ i ≤ r, s ≤ t , we have
G(t, s) =
(βs+ γ )
[
(1− t)−
m−2∑
j=i
αj(εj − t)
]
+
i−1∑
j=1
αj(γ + βεj)(t − s)
d
=
(βs+ γ )(1− t)+
m−2∑
j=1
αj(γ + βεj)(t − s)+ (βt + γ )
m−2∑
j=i
αj(s− εj)
d
≤
(βs+ γ )(1− t)+
m−2∑
j=1
αj(γ + βεj)(t − s)
d
= s+
βt
(
m−2∑
j=1
αjεj − s
)
+ γ t
(
m−2∑
j=1
αj − 1
)
+ γ (1− s)
d
,
since
(βt+γ )∑m−2j=i αj(s−εj)
d ≤ 0 for εi−1 ≤ s ≤ εi, 2 ≤ i ≤ m− 1.
Let s >
∑m−2
j=1 αjεj and
∑m−2
j=1 αj < 1, then the maximum occurs when t = s so
G(t, s) ≤ (βs+ γ )(1− s)
d
.
If s ≤∑m−2j=1 αjεj and∑m−2j=1 αj < 1, then we have
G(t, s) ≤
sd+ β
(
m−2∑
i=1
αiεi − s
)
+ γ s
(
m−2∑
i=1
αi − 1
)
+ γ (1− s)
d
=
[
β
m−2∑
i=1
αiεi + γ
]
(1− s)
d
≤
m−2∑
i=1
αiεi
ε1
(βs+ γ )(1− s)
d
<
m−2∑
i=1
αi
ε1
(βs+ γ )(1− s)
d
.
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Case 3. For εr−1 ≤ t ≤ εr , 2 ≤ r ≤ m− 2, εi−1 ≤ s ≤ εi, r ≤ i ≤ m− 2, t ≤ s, we obtain
G(t, s) =
(βt + γ )
[
(1− s)−
m−2∑
j=i
αj(εj − s)
]
d
≤ (βt + γ )(1− s)
d
≤ (βs+ γ )(1− s)
d
,
since
(βt+γ )∑m−2j=i αj(εj−s)
d ≥ 0 for εi−1 ≤ s ≤ εi, 2 ≤ i ≤ m− 2.
Case 4. For εm−2 ≤ s ≤ 1, t ≤ s, we clearly have
G(t, s) ≤ (βs+ γ )(1− s)
d
.
Lower bounds:
We show that we may take an arbitrary [ε1, 1] ⊂ (0, 1].
Case 1. For 0 ≤ s ≤ ε1, s ≤ t , we get
G(t, s) =
(βs+ γ )
[
1−
m−2∑
i=1
αiεi + t(
m−2∑
i=1
αi − 1)
]
d
.
For
∑m−2
j=1 αj < 1, the minimum occurs when t = 1 and then
G(t, s) ≥
(βs+ γ )
[
1−
m−2∑
i=1
αiεi +
m−2∑
i=1
αi − 1
]
d
≥
m−2∑
j=1
αj(1− εj). (βs+ γ ).(1− s)d .
Case 2. For εr−1 ≤ t ≤ εr , 2 ≤ r ≤ m− 1, εi−1 ≤ s ≤ εi, 2 ≤ i ≤ r, s ≤ t , we have
G(t, s) = s+
βst
[
m−2∑
j=1
αj − 1
]
+ γ t
[
m−2∑
j=1
αj − 1
]
+
i−1∑
j=1
αjβt[εj − s]
d
+
m−2∑
j=i
αjγ (s− εj)+ γ (1− s)
d
.
For
∑m−2
j=1 αj < 1, the minimum occurs when t = 1 since
∑i−1
j=1 αjβ(εj − s) ≤ 0 for 2 ≤ i ≤ m− 1, εi−1 ≤ s ≤ εi.
≥
i−1∑
j=1
αj(βεj + γ )(1− s)+
m−2∑
j=i
αj(1− εj)(βs+ γ )
d
>
i−1∑
j=1
αj(βεj + γ )(βs+ γ )(1− s)+
m−2∑
j=i
αj(1− εj)(βs+ γ )(1− s)
d
=
[ i−1∑
j=1
αj(βεj + γ )+
m−2∑
j=i
αj(1− εj)
]
(βs+ γ )(1− s)
d
.
Case 3. For εr−1 ≤ t ≤ εr , 2 ≤ r ≤ m− 2, εi−1 ≤ s ≤ εi, r ≤ i ≤ m− 2, t ≤ s,we obtain
G(t, s) =
[
1−
m−2∑
j=i
αjεj +
(
m−2∑
j=i
αj − 1
)
s
]
(βt + γ )
d
=
[
1−
m−2∑
j=i
αjεj +
(
m−2∑
j=1
αj − 1
)
s−
i−1∑
j=1
αjs
]
(βt + γ )
d
.
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Let
∑m−2
j=1 αj < 1, since in this case s ≤ εm−2, we have
1−
m−2∑
j=i
αjεj +
(
m−2∑
j=1
αj − 1
)
s−
i−1∑
j=1
αjs ≥ 1−
m−2∑
j=i
αjεm−2 +
(
m−2∑
j=1
αj − 1
)
εm−2 −
i−1∑
j=1
αjεm−2 = 1− εm−2 > 0.
So G(t, s) is increasing in t and the minimum occurs when t = ε1. Hence
G(t, s) ≥ (βε1 + γ )
d
[1− εm−2]
> (βε1 + γ )[1− εm−2] (βs+ γ )(1− s)d .
Case 4. For ε1 ≤ t ≤ 1, εm−2 ≤ s ≤ 1, t ≤ s,
G(t, s) = (βt + γ )(1− s)
d
≥ (βε1 + γ ) (1− s)d
≥ (βε1 + γ ) (βs+ γ )(1− s)d .
Thus we can take
Ψ = 1
max
{
1,
m−2∑
i=1
αi
ε1
} min2≤s≤m−2
{
(βε1 + γ ), (βε1 + γ )(1− εm−2),
m−2∑
j=1
αj(1− εj),
s−1∑
j=1
αj(βεj + γ )+
m−2∑
j=s
αj(1− εj)
}
= 1
max
{
1,
m−2∑
i=1
αi
ε1
} min2≤s≤m−2
{
(βε1 + γ )(1− εm−2),
m−2∑
j=1
αj(1− εj),
s−1∑
j=1
αj(βεj + γ )+
m−2∑
j=s
αj(1− εj)
}
. 
3. Main results
LetB be the real Banach Space C[0, 1]with the norm ‖u‖ = maxt∈[0,1] |u(t)| and define the cone P ⊂ B by
P =
{
u ∈ B : u(t) ≥ 0 for t ∈ [0, 1] and min
t∈[ε1,1]
u(t) ≥ Ψ ‖u‖
}
, (3.1)
where the number Ψ is defined by (2.10).
Define the operator A on P by
Au(t) =
∫ 1
0
G(t, s)f (s, u(s))∇s for u ∈ P . (3.2)
Obviously, u is the solution of the boundary value problem (1.5) and (1.6) if and only if u is a fixed point of A.
Lemma 3.1. Assume that (H1)–(H3) hold. Then A : P → P is completely continuous and A(P ) ⊂ P .
Proof. Define the operator A : P → P by
Au(t) =
∫ 1
0
G(t, s)f (s, u(s))∇s for u ∈ P .
The condition (H3) implies that A(u(t)) ≥ 0 for all t ∈ [0, 1].
Let u ∈ P . By (2.8), we have for all t ∈ [0, 1]∫ 1
0
G(t, s)f (s, u(s))∇s ≤
∫ 1
0
θ(s)f (s, u(s))∇s.
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Therefore,
‖Au‖ = max
t∈[0,1]
∣∣∣∣∫ 1
0
G(t, s)f (s, u(s))∇s
∣∣∣∣
≤
∫ 1
0
θ(s)f (s, u(s))∇s.
For u ∈ P we have, by (2.9),
min
t∈[ε1,1]
Au(t) = min
t∈[ε1,1]
∫ 1
0
G(t, s)f (s, u(s))∇s
≥ Ψ
∫ 1
0
θ(s)f (s, u(s))∇s ≥ Ψ ‖Au‖,
so A : P → P . The operator A is completely continuous by an application of the Arzela–Ascoli Theorem. The proof is
complete. 
Let us set
A =
∫ 1
0
θ(s)∇s, B =
∫ 1
ε1
θ(s)∇s. (3.3)
It is obvious that 0 < B < A.
Theorem 3.1. The BVP (1.5) and (1.6) has at least two positive solutions u1(t), u2(t) such that
0 < ‖u1‖ ≤ p1 ≤ ‖u2‖
if the following assumptions are satisfied:
(H4) There exist numbers 0 < r < R <∞ such that for all t ∈ [0, 1]:
f (t, u) ≥ 1
Ψ 2B
u for 0 ≤ u ≤ r and R ≤ u <∞.
(H5) There exist numbers 0 < r < p1 < R <∞ such that r < Ψ BA p1 for all t ∈ [0, 1]:
f (t, u) ≤ 1
A
p1 for 0 ≤ u ≤ p1.
Proof. Firstly, since (H4) holds, then there exists r > 0 such that
f (t, u) ≥ 1
Ψ 2B
u for 0 ≤ u ≤ r.
Define the open subset ofB by
Ω1 = {u ∈ B : ‖u‖ < r} ,
and let u ∈ P ∩ ∂Ω1. Then for all t ∈ [ε1, 1]we obtain, by (H4) and (2.9),
Au(t) =
∫ 1
0
G(t, s)f (s, u(s))∇s ≥ Ψ
∫ 1
ε1
θ(s)f (s, u(s))∇s
≥ Ψ 1
Ψ 2B
∫ 1
ε1
θ(s)u(s)∇s
≥ 1
Ψ B
Ψ ‖u‖
∫ 1
ε1
θ(s)∇s = ‖u‖.
Therefore, we have
‖Au‖ ≥ ‖u‖ for all u ∈ P ∩ ∂Ω1. (3.4)
Now choose u ∈ P with ‖u‖ = p1. From condition (H5),
Au(t) ≤
∫ 1
0
θ(s)f (s, u(s))∇s ≤ 1
A
p1
∫ 1
0
θ(s)∇s = p1 = ‖u‖.
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If we letΩ2 = {u ∈ B : ‖u‖ < p1}, then
‖Au‖ ≤ ‖u‖ for u ∈ P ∩ ∂Ω2. (3.5)
Theorem1.1, togetherwith (3.4) and (3.5), implies that there exists a fixedpoint,u1 inP∩(Ω1\Ω2) satisfying r ≤ ‖u1‖ ≤ p1.
Finally, let
R1 = 1
Ψ
R and Ω3 = {u ∈ B : ‖u‖ < R1} .
Then u ∈ P with ‖u‖ = R1 implies that
min
t∈[ε1,1]
u(t) ≥ Ψ ‖u‖ = Ψ R1 = R,
hence u(t) ≥ R for all t ∈ [ε1, 1]. Therefore from condition (H4) again, we have
Au(t) ≥ Ψ
∫ 1
ε1
θ(s)f (s, u(s))∇s ≥ Ψ 1
Ψ 2B
∫ 1
ε1
θ(s)u(s)∇s
≥ 1
Ψ B
Ψ ‖u‖
∫ 1
ε1
θ(s)∇s = ‖u‖.
Thus, we have
‖Au‖ ≥ ‖u‖ for u ∈ P ∩ ∂Ω3. (3.6)
Theorem 1.1, together with (3.5) and (3.6), implies that there exists a fixed point, u2 in P ∩ (Ω3 \ Ω2) satisfying
p1 ≤ ‖u2‖ ≤ R1.
Both u1 and u2 are positive solutions of BVP (1.5), (1.6) and 0 < ‖u1‖ ≤ p1 ≤ ‖u2‖.
This completes the proof. 
Now we define
f0 = lim
u→0+
f (t, u)
u
and f∞ = lim
u→∞
f (t, u)
u
.
Corollary 3.1. The BVP (1.5) and (1.6) has at least two positive solutions u1(t), u2(t) such that
0 < ‖u1‖ ≤ p1 ≤ ‖u2‖
if the following assumptions are satisfied:
(H6) f0 = f∞ = ∞.
(H7) There exist constants p1 > 0 and N ∈ (0, 1A ) such that for all t ∈ [0, 1]:
f (t, u) ≤ Np1, for u ∈ [0, p1].
Example 3.1. Let T = [0, 13 ] ∪ [ 12 , 1]. Consider the boundary value problem
u1∇(t)+ (u 13 + u 53 ) = 0, t ∈ [0, 1] ⊂ T, (3.7)
u(0) = 0, u(1) = 1
8
u
(
1
3
)
+ 1
6
u
(
1
2
)
. (3.8)
Then we have β = 1, γ = 0,m = 4, α1 = 18 , ε1 = 13 , α2 = 16 , ε2 = 12 .
f (t, u) = f (u) = (u 13 + u 53 )
is continuous. Since f0 = f∞ = ∞, then (H6) holds. We obtain d = 78 , A = 109/567, because f (u) is monotone increasing
function for u ≥ 0, taking p1 = 8, N = 174 ∈ (0, 1A ); then when u ∈ [0, p1], we get
f (u) ≤ f (8) = 34 = Np1,
which implies (H7) holds. Thus, by Corollary 3.1, the BVP (3.7) and (3.8) has at least two positive solutions u1 and u2 such
that
0 < ‖u1‖ ≤ 8 ≤ ‖u2‖.
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Theorem 3.2. The BVP (1.5) and (1.6) has at least two positive solutions u1(t), u2(t) such that
0 < ‖u1‖ ≤ p2 ≤ ‖u2‖
if the following assumptions are satisfied:
(H8) There exist numbers 0 < r < R <∞ such that for all t ∈ [0, 1]:
f (t, u) ≤ 1
A
u for 0 ≤ u ≤ r and 0 ≤ u ≤ R.
(H9) There exist constants 0 < r < p2 < R such that p2 < Ψ BA R for all t ∈ [0, 1]:
f (t, u) ≥ 1
Ψ 2B
u for 0 ≤ u ≤ p2.
Proof. Firstly, since (H8) holds, then there exists r > 0 such that
f (t, u) ≤ 1
A
u, for 0 ≤ u ≤ r.
For u ∈ P with ‖u‖ = r (hence 0 ≤ u(t) ≤ r for t ∈ [0, 1]), we obtain by condition (H8),
Au(t) ≤
∫ 1
0
θ(s)f (s, u(s))∇s ≤ 1
A
∫ 1
0
θ(s)u(s)∇s
≤ 1
A
‖u‖
∫ 1
0
θ(s)∇s = ‖u‖.
Therefore, we have
‖Au‖ ≤ ‖u‖ for all u ∈ P ∩ ∂Ω1, (3.9)
whereΩ1 = {u ∈ B : ‖u‖ < r} . Further, let u ∈ P with ‖u‖ = p2. For t ∈ [ε1, 1]we have
Au(t) =
∫ 1
0
G(t, s)f (s, u(s))∇s ≥ Ψ 1
Ψ 2B
∫ 1
ε1
θ(s)u(s)∇s
≥ 1
Ψ B
Ψ ‖u‖
∫ 1
ε1
θ(s)∇s = ‖u‖.
Therefore, we have
‖Au‖ ≥ ‖u‖ for u ∈ P ∩ ∂Ω2, (3.10)
whereΩ2 = {u ∈ B : ‖u‖ < p2} .
Theorem 1.1, together with (3.9) and (3.10), implies that there exists a fixed point, u1 in P ∩ (Ω1 \ Ω2) satisfying
r ≤ ‖u1‖ ≤ p2.
Next set
Ω3 = {u ∈ B : ‖u‖ < R} .
Then for u ∈ P with ‖u‖ = R (hence 0 ≤ u(t) ≤ R for t ∈ [0, 1]), we have by condition (H8) again,
Au(t) ≤
∫ 1
0
θ(s)f (s, u(s))∇s ≤ 1
A
∫ 1
0
θ(s)u(s)∇s
≤ 1
A
‖u‖
∫ 1
0
θ(s)∇s = ‖u‖.
Therefore, we have
‖Au‖ ≤ ‖u‖ for u ∈ P ∩ ∂Ω3. (3.11)
Theorem 1.1, together with (3.10) and (3.11), implies that there exists a fixed point, u2 in P ∩ (Ω3 \ Ω2) satisfying
p2 ≤ ‖u2‖ ≤ R.
Both u1 and u2 are positive solutions of BVP (1.5) and (1.6) and 0 < ‖u1‖ ≤ p2 ≤ ‖u2‖.
The proof is complete. 
Theorem 3.3. Assume that (H1)–(H3) hold. Moreover there exist nonnegative numbers 0 < p < q ≤ min {Ψ , Ψ BA } r = Ψ BA r
such that
N. Aykut Hamal, F. Yoruk / Journal of Computational and Applied Mathematics 231 (2009) 92–105 103
(i) f (t, u) ≤ rA for t ∈ [0, 1] and u ∈ [0, r];
(ii) f (t, u) ≥ q
Ψ B for t ∈ [ε1, 1] and u ∈ [q, qΨ ];
(iii) f (t, u) < pA for t ∈ [0, 1] and u ∈ [0, p],
where Ψ , A and B are as defined respectively in (2.10) and (3.3). Then the BVP (1.5) and (1.6) has at least three positive solutions
u1, u2 and u3 satisfying
‖u1‖ < p, ϕ(u2) > q
and
‖u3‖ > p with ϕ(u3) < q.
Proof. The conditions of Legget–Williams fixed point theorem (Theorem 1.2) will be shown to be satisfied. Define the
nonnegative, continuous, concave functional ϕ : P → [0,∞) by
ϕ(u) = min
t∈[ε1,1]
|u(t)| .
Then we have ϕ(u) ≤ ‖u‖ for all u ∈ P . If u ∈ P r , then ‖u‖ ≤ r and from assumption (i) we have
‖Au‖ = max
∣∣∣∣∫ 1
0
G(t, s)f (s, u(s))∇s
∣∣∣∣
≤ r
A
∫ 1
0
θ(s)∇s
= r.
Therefore, A : P r → P r .
Now we show that the condition (i) of Theorem 1.2 is satisfied. Since q
Ψ
∈ P (ϕ, q, q
Ψ
) and ϕ( q
Ψ
) = q
Ψ
>
q,
{
u ∈ P (ϕ, q, q
Ψ
) : ϕ(u) > q} 6= ∅. If u ∈ P (ϕ, q, q
Ψ
), then q ≤ u(t) ≤ q
Ψ
for t ∈ [ε1, 1]. From assumption (ii), we get
ϕ(Au) = min
t∈[ε1,1]
∣∣∣∣∫ 1
0
G(t, s)f (s, u(s))∇s
∣∣∣∣
≥ min
t∈[ε1,1]
∣∣∣∣∫ 1
ε1
G(t, s)f (s, u(s))∇s
∣∣∣∣
≥ Ψ
∫ 1
ε1
θ(s)f (s, u(s))∇s
≥ Ψ q
Ψ B
∫ 1
ε1
θ(s)∇s
= q.
Therefore, condition (i) of Theorem 1.2 is satisfied.
If ‖u‖ ≤ p, then f (t, u) < pA from assumption (iii). We have
‖Au‖ = max
∣∣∣∣∫ 1
0
G(t, s)f (s, u(s))∇s
∣∣∣∣
<
p
A
∫ 1
0
θ(s)∇s
= p.
Hence, condition (ii) of Theorem 1.2 holds.
Finally, we show that condition (iii) of Theorem 1.2 is also satisfied. If u ∈ P (ϕ, q, r) and ‖Au‖ > q
Ψ
, then
ϕ(Au) = min
t∈[ε1,1]
|Au(t)| ≥ Ψ ‖Au‖ > q.
Therefore, condition (iii) is also satisfied. Since all conditions of Theorem 1.2 are verified, the BVP (1.5) and (1.6) has at least
three positive solutions such that
‖u1‖ < p, q < ϕ(u2) and ‖u3‖ > pwith ϕ(u3) < q. 
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Example 3.2. Let T = {0} ∪ {1/3n : n ∈ N0}. Consider the boundary value problem on T
u1∇(t)+ 2000u
3
u3 + 4000 = 0, t ∈ [0, 1] ⊂ T, (3.12)
u1(0) = 0, u(1) = 1
3
u
(
1
9
)
+ 1
9
u
(
1
3
)
. (3.13)
Whenwe takeβ = 0, γ = 1,m = 4,α1 = 13 , α2 = 19 , ε1 = 19 , ε2 = 13 , we obtain d = 59 , A = 36/20, B = 16/15,Ψ = 5/54.
f (t, u) = f (u) = 2000u
3
u3 + 4000
is continuous and increasing on [0,∞). Now we check that the conditions of Theorem 3.3 are satisfied. When we choose
r = 4000, from limu→∞ f (u) = 2000, we obtain
f (u) ≤ 2000 < r
A
≈ 2222.2, u ∈ [0, r],
hence the condition (i) of Theorem 3.3 is satisfied. As f (5) ≈ 60.606, we get
f (u) ≥ q
Ψ B
= 50.625, u ∈
[
q,
54
5
q
]
.
It means that condition (ii) of Theorem 3.3 is satisfied. Finally, let p = 1, as f (1) ≈ 0.499, we get
f (u) <
p
A
≈ 0.555, u ∈ [0, p],
so that condition (iii) of Theorem 3.3 is satisfied. Therefore, there exist numbers p = 1, q = 5 and r = 4000 satisfying
0 < p < q ≤ Ψ B
A
r
such that all the conditions of Theorem 3.3 hold. So the boundary value problem has at least three positive solutions u1, u2
and u3 satisfying
‖u1‖ < 1, min
t∈[ε1,1]
u2(t) > 5, 1 < ‖u3‖ with min
t∈[ε1,1]
u3(t) < 5.
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