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Abstract— In this paper, we study the hopping code effects
on the time-hopping spread-spectrum (TH-SS) ultra-wideband
(UWB) signals to address the achievability of the desired signal
properties. Specifically, we investigate the code features leading
to the low averaged spectral power level and good receiver
performance. For the former concern, an explicit relation be-
tween the hopping code and the power spectral density (PSD)
is derived. Then two practical propositions about the averaged
spectral power level are developed. For the receiver performance,
we discuss the code features leading to low noise, narrowband
interference (NBI), and multiple-access interference (MAI) by
virtue of the filter interpretation of the RAKE combiner which
is conventionally adopted in a UWB receiver. Notably, our work
suggests to focus on finding/constructing those hopping sub-codes
with proper spectrum properties instead of the entire codes.
I. INTRODUCTION
Recently, the ultra-wideband (UWB) technology has at-
tracted a large amount of attentions because its ultra-wide
bandwidth provides the ultra-fine multipath resolution and
thus helps the reduction of fading effects [1]. Many kinds of
signaling schemes with UWB technology have been proposed
for different applications. One of those, the time-hopping
spread-spectrum (TH-SS) scheme [2], is of great interests and
has been studied in [1]–[4].
Considering TH-SS UWB signals, we find the following
three properties are of much importance: 1) low power spectral
density (PSD), thus less interference to existing systems, 2)
being able to reject certain narrow-band interference (NBI),
and 3) low multiple-access interference (MAI). The spectum
property is essential for the employment of the UWB devices,
and the other two is important for good receiver performance.
The first property was addressed in [4] and [5], and the second
in [6] and [7]. The third property was investigated in [2] and
[8]. But, in the aspect of the hopping code, [4] gave only
conceptual comments for code effects, and [5] did not provide
an explicit relation between the hopping code and the signal
PSD. No hopping codes were taken into consideration in [6],
and [7] studied the NBI problem by designing a novel pulse
function. The analytic works in [2] and [8] gave no ideas about
the relation between the hopping code parameters and the
resulting MAI. Although we believe the hopping code could
play an important role in TH-SS signal properties, few works
in the literature have been done in this aspect.
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In this paper, we study the hopping code effects on the TH-
SS UWB signals to address the achievability of the desired
signal properties. Specifically, we investigate the code features
leading to the low averaged spectral power level and good
receiver performance. In Section II, the considered signal
model and an explicit relation between the hopping code and
the signal PSD are introduced. Then two practical propositions
about the averaged spectral power level are developed in Sec-
tion III. The receiver performance is evaluated by considering
the processed signal to interference ratio (SIR) at the output
of a RAKE combiner which is usually adopted by the UWB
receiver in a multipath environment [1]. And through an filter
interpretation of the RAKE combiner in Section IV, the idea
of designing the hopping code for good receiver performance
is made clear. Finally, Section V concludes this work.
II. SIGNAL MODEL AND SPECTRUM FORMULA
Consider a TH-SS signal given by
s(t) =
∞∑
m=−∞
w(t−mTf − c(m mod Ncp)Tc − dm/NfTw)
=
∞∑
n=−∞
c˜(n mod NcpNc) · w(t− nTc − dn/(NfNc)Tw)
(1)
where Tf , Tc, and Tw denote the frame time, chip time,
and pulse width (or minimal achievable shift), respectively,
which are related by Tf = Nc · Tc and Tc = Nw · Tw. The
pulse function is denoted by w(t) and is assumed to be zero
outside the range [0, Tw]. Moreover, (cm)
Ncp−1
m=0 represents the
hopping code governing N cp pulses and has value ranging in
{0, 1, . . . , Nc−1}, and (c˜n)N
c
pNc−1
n=0 is its on-off (binary) form
at chip level; for example, (c˜n) = (1 0 0 0 0 1) if (cm) = (0 2)
for the case Nc = 3. The data symbol at the lth symbol
duration is denoted by dl, where dl ∈ {0, 1, . . . , Nw−1}, and
Nf denotes the number of pulses transmitted within a symbol
duration. Assume there are Ns data symbols transmitted within
an entire hopping code; we can have N cp = NsNf . Also
assume that there is one pulse in each frame time, so the
period of the TH-SS signal is N cpTf . Let Tp = N cpTf . It is
useful to view the above parameters by the following relations:
Tw
Nw⇁ Tc
Nc⇁ Tf
Ncp︷ ︸︸ ︷
Nf
⇁ Ts
Ns⇁Tp.
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Ps(f) = |W (f)|2 ·
{[
1−
(
sinπfTwNw
Nw sinπfTw
)2]
· 1
Tp
Ns−1∑
i=0
∣∣∣∣∣∣
NfNc−1∑
n=0
c˜iNfNc+n e
−j2πfTcn
∣∣∣∣∣∣
2
︸ ︷︷ ︸
continuous part
+
∞∑
k=−∞
δ(f − k
Tp
) ·
(
sinπfTwNw
Nw sinπfTw
)2
· 1
T 2p
∣∣∣∣∣∣
NcpNc−1∑
n=0
c˜n e
−j2πfTcn
∣∣∣∣∣∣
2
︸ ︷︷ ︸
discrete part
}
(2)
≡ Pw(f) ·
{
P˜m,c(f) · Pc˜,c(f) +
∞∑
k=−∞
δ(f − k
Tp
) · P˜m,d( k
Tp
) · Pc˜,d( k
Tp
)
}
(3)
≡ Ps,c(f) + Ps,d(f). (4)
With the i.i.d. and equally probable assumptions on dl, first
finding the autocorrelation function of (1), and then applying
Fourier transform, we can obtain the PSD given by (2). Note
that W (f) is the Fourier transform of w(t) and some notations
are defined in (3) and (4). One of the advantages of (2) over
the expressions given in [4] and [5] is that (2) gives an explicit
relation between the hopping code and PSD, which makes it
easy to study the code effects on the spectrum properties.
We now demonstrate an application of (2). The pulse
position modulation (PPM) UWB signal without employing
the hopping code is sometimes discussed for ease of analysis.
This type of signal has the following format:
s(t) =
∞∑
m=−∞
w(t−mTs − dmTw)
and can be treated as a special case of our setting with Nc =
Nf = Ns = 1 and (c˜n)
NcpNc−1
n=0 containing only one element
c˜0 = 1. Direct substitution to (2) yields the PSD of such a
signal given by
Ps(f) =
|W (f)|2
Ts
[
1−
(
sinπfTwNw
Nw sinπfTw
)2]
+
1
T 2s
∞∑
k=−∞
∣∣∣W ( k
Tw
)∣∣∣2δ(f − k
Tw
)
which agrees with the derived PSD in [9].
III. AVERAGED SPECTRAL POWER LEVEL
Several observations can be made on the terms of (2).
First, the continuous and discrete code spectra, Pc˜,c(f) and
Pc˜,d(f), have the same period 1/Tc. Moreover, the two code
spectra of any hopping code always reach their maximum
value at k/Tc, where k is an integer. The two mask functions
P˜m,c(f) and P˜m,d(f) in the continuous and discrete part,
respectively, are the consequence of the position modulation
by the data symbols. They have the period of 1/Tw and are
complementary to each other. Fig. 1 shows the mask functions
with Nw = 4 and 8, and it can be seen that a larger Nw
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Fig. 1. Mask functions with Nw = 4 and 8.
leads to a more confined discrete PSD. Moreover, P˜m,c(f)
has the minimal value 0 at f = l/Tc where l is an integer
with Nw | l and the maximal value 1 at f = l′/Tc where l′ is
an integer with Nw  l′, and P˜m,d(f) reaches complementary
values at corresponding frequencies. Since the period of the
mask functions consists of Nw periods of the code spectra,
we can find that the PSD of the TH-SS signal always reaches
peak levels in either the continuous part or the discrete part at
a period of 1/Tc no matter what hopping code is employed.
Since the spectrum regulations consider the averaged spectral
power level of the transmitted signal [10], this phenomenon
in turn poses a limit to the maximal averaged power level of
the TH-SS signal.
We introduce some further notations before making the
above limit precise. First denote the maximal value of |W (f)|2
and the continuous part in (2) by P ∗w and P ∗c˜,c, respectively.
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TABLE I
SYSTEM PARAMETERS OF EXAMPLE 1
Nw Nc Nf data rate γ Ns 1/Tp
4 7 5 20.4 Mbps 10.2 3 3.4 MHz
It can be found that the maximal value of the discrete part is
P ∗c˜,c/Ts and P ∗c˜,c = (1/Tw) · (Nf/NcNw) is independent of
any codeword specification. Secondly, define the quantity
η = P ∗wN
2
f
(2π
3
+
5
NfNc
− 1
N2f
)
+EwTwN2f
( 4π√
3NfNcNw
)
where Ew is the pulse energy. Then η is an upper bound for
| ddf Ps,c(f)| and can be used to bound the averaged value of
Ps,c(f). Specifically, collect the sequence (Il)l≥0 of the lower
bounds of the averaged power level of Ps(f) around f = l/Tc
by letting
Il =
{
Pw( lTc )γP
∗
c˜,c , Nw | l
Pw( lTc )P
∗
c˜,c − ηB2 , Nw  l
where γ ≡ (1/Ts)/B. Note that the averaging is taken over a
measured bandwidth B. Finally, define the maximal averaged
power level of Ps(f) as
max-avgPs(f) ≡ max
f≥B2
1
B
∫ f+B2
f−B2
Ps(µ)dµ.
Then we can arrive at the following proposition.
Proposition 1: If 1/Tp > B, we can have
max
l≥0
Il ≤ max-avgPs(f) ≤ P ∗wγP ∗c˜,c +
ηB
2
. (5)
Note that 1/Tp = 1/Ts · 1/Ns and 1/Ts is usually large
in high rate applications. The receiver complexity is about
proportional to Ns, and thus Ns will not be too large.
Consequently, the required condition by Proposition 1 can be
easily satisfied in practical situations. With Proposition 1, one
is able to compute the range of the resulting maximal averaged
spectral power level once the system configuration is specified.
Conversely, since the three quantities in (5) are proportional
to Ew (note that Pw(f) ∝ Ew), the possible range of the
pulse energy as well as the averaged transmitted power can be
found once the desired maximal averaged spectral power level
is specified. The following example gives a demonstration.
Example 1: Consider the TH-SS signal employing the
Gaussian pulse [9]
w(t) =
√
4Ew
3
√
πσ
[
1−
( t
σ
)2]
e−
t2
2σ2
with energy Ew and pulse width Tw = 7σ = 0.7 ns. And it
can be found P ∗w = 0.3655EwTw. The system parameters are
given in Table I. Note that the measured bandwidth B is set
to be 1 MHz, and it is clear that the condition of Proposition
1 is satisfied. Now, let Ew = 1; then by Proposition 1 we can
obtain
0.509 ≤ max-avgPs(f) ≤ 0.674 (Watt/Hz).
And, for max-avgPs(f) not to exceed −41 dBm/MHz =
7.94× 10−14 Watt/Hz, the pulse energy should be within the
range
7.94× 10−14
0.509
≥ Ew ≥ 7.94× 10
−14
0.674
that is,
1.18× 10−13 ≤ Ew ≤ 1.56× 10−13.
As a result, the average transmitted power, Ew/Tf , must be
within the range from 6.02 µWatt to 7.96 µWatt.
With the possible range of max-avgPs(f) by Proposition 1,
a nature question arises: “how to find those hopping codes with
maximal averaged spectral power level approaching the lower
bound?” A straightforward answer is to do exhaustive search.
But, the code size, NN
c
p
c , is usually very large. For example,
there are 715 = 4.75 × 1012 possible hopping codes in the
above example. To accommodate practical applications, we
develop a sufficient condition to facilitate rapid code search.
Let (c˜i,n)
NfNc−1
n=0 be the ith sub-code of (c˜n)
NcpNc−1
n=0 .
Specifically, let c˜i,n = c˜iNfNc+n for n = 0, . . . , NfNc − 1.
Then define Pc˜i,c[k] = Pc˜i,c( kTp ) with
Pc˜i,c(f) ≡
1
Ts
∣∣∣NfNc−1∑
n=0
c˜i,ne
−j2πfTcn
∣∣∣2
being the sub-code spectrum. Note that Pc˜i,c[k] =
1
Ts
∣∣∣∑NfNc−1n=0 c˜i,ne−j 2πknNcpNc ∣∣∣2 can be obtained by applying
an N cpNc-point DFT to (c˜i,n)
NfNc−1
n=0 . Define the sequence
(Jl)l≥0 by
Jl =
{
min{Pw( lTc )γP ∗c˜,c +
ηB
2 , P
∗
wγP
∗
c˜,c} , Nw | l
min{Pw( lTc )P ∗c˜,c +
ηB
2 , P
∗
wP
∗
c˜,c} , Nw  l
and denote maxl≥0 Jl by τ . Finally, define P ∗w[k] and P ∗m[k]
for k = 1, . . . , N cpNc/2 by
P ∗w[k] = max
{
Pw
( l
Tc
+
k
Tp
)
, Pw
( l + 1
Tc
− k
Tp
)
: l = 0, 1, 2, . . .
}
P ∗m[k] = γ − (γ − 2) ·min
{
P˜m,c
( l
Tc
+
k
Tp
)
,
P˜m,c
( l + 1
Tc
− k
Tp
)
: l = 0, 1, . . . , Nw − 1
}
.
The following proposition suggests a useful condition.
Proposition 2: If γ ≥ 2 and τ ≥ η( 1Tp −B), it is sufficient
to require
Pc˜i,c[k] ≤
τ − ηB2
P ∗w[k]P ∗m[k]
, k = 1, . . . , N
c
pNc
2

for max-avgPs(f) not to exceed τ .
Note that γ = (1/Ts)/B ≥ 2 is not a critical requirement
in high rate applications. Neither is τ ≥ η( 1Tp − B) since
η is usually very small. The values of Pc˜i,c[k] for k =
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Fig. 2. Proposed spectrum bound for Pc˜i,c[k].
	N cpNc/2
, . . . , N cpNc−1 can be determined by the symmetry
property since c˜i,n assumes only real values.
There are two notable points in Proposition 2. First, the
difference between τ and the lower bound of max-avgPs(f)
by Proposition 1 is within a small quantity ηB. Secondly,
Proposition 2 restricts the scope of code search in the shorter
sub-codes, which effectively reduces the search complexity.
For example, the search complexity can be boiled down from
715 (4.75 × 1012) to 75 (16807) in Example 1. It should be
noted the maximal averaged spectral power level of an entire
hopping code concatenated by any Ns of the searched sub-
codes will not exceed τ . The following is a demonstration
continued from Example 1.
Example 2: By the configuration specified in Exmple 1, the
value of γ satisfies the condition of Proposition 2. Moreover,
it can be found that τ = 0.517 and η( 1Tp − B) = 0.036
so the second condition is also valid. The proposed spectrum
bound for Pc˜i,c[k] by Proposition 2 is shown in Fig. 2 with the
horizontal solid line representing the intrinsic upper bound for
the value of Pc˜i,c[k]. Note that those values of the computed
bound larger than the intrinsic bound become useless. It is
interesting to see that the spectrum bound suggests to feed
energy to the center part of the sub-code spectrum due to the
profile of the mask function. Finally, by exhaustive search over
the 16807 possible sub-codes, we find that there are 14831
valid sub-codes and the entire hopping code concatenated
by any 3 of the searched sub-codes has max-avgPs(f) not
exceeding τ . Notably, τ is only slightly larger than the lower
bound in Example 1 by 0.008 (1.57%).
In the above example, 88% of all possible sub-codes pass
the examination by Proposition 2, which indicates that the
lower bound in Proposition 1 is not difficult to approach. Since
the lower bound is contributed by the strongest irreducible
peak in the PSD, one way to reduce it is to design the pulse
function to suppress the strongest peak. Alternatively, increas-
ing the quantity Nw, i.e., employing higher order position
modulations, can also diminish the lower bound.
Pulse-matched 
filter; w(-t)
Code-matched 
filter
Combining 
fiter
( )r t
Correlator part Combining part
Fig. 3. Filter interpretation of the ideal RAKE combiner.
IV. CODE STRUCTURE AND RECEIVER PERFORMANCE
In this section, we discuss the code features leading to good
receiver performance by first investigating the processed SIR
after a RAKE combiner. The RAKE combiner is the usual
choice for UWB devices to gather the signal energy in a
multipath environment. The basic principle is to match the
received signal to achieve the highest SIR. Consequently, the
RAKE combiner consists of the correlator part matching to the
template received signal and the combining part matching to
the channel response (to perform maximal ratio combining).
Considering the ideal RAKE combiner, we may treat it as the
concatenation of matched filters as shown in Fig. 3 with r(t)
representing the received signal. Note that the correlator part
is further divided into the pulse-matched filter and the code-
matched filter. Since each data symbol is carried by one of the
Ns sub-codes, the code-matched filter must match the corre-
sponding sub-code in each symbol combination. Specifically,
assume the code-matched filter matches the ith sub-code and
thus has the response
∑NfNc−1
n=0 c˜i,nδ(t + nTc). Under this
interpretation, it is clear that the receiver performance can be
adjusted by properly designing the pulse function [7], hopping
code, and combiner filter.
Consider the scenario with one NBI signal and one inter-
fering TH-SS UWB user in a noisy environment. Specifically,
let
r(t) = h(t)  s(t) + hMAI(t)  sMAI(t) + hNBI(t)  sNBI(t) + n(t)
where h(t) denotes the experienced channel response with
the subscript specifying the signal source. Let s(t) be the
desired signal. The narrowband interfering signal is denoted
by sNBI(t) and modeled as a wide-sense stationary random
process occupying the frequency bands ±[fN1, fN2] with two-
sided power density N/2. The additive white Gaussian noise
(AWGN) is denoted by n(t) with two-sided power density
N0/2. The interfering UWB signal sMAI(t) is modeled as a
wide-sense stationary random process with the PSD given in
(2). The receiver adopts the RAKE combiner as in Fig. 3
with the response of the combining filter being h(−t). Finally,
denote the support of |W (f)|2 by Γw.
The signal part of the combiner output can be found to be
ξ = Nf ·
∫
Γw
|W (f)|2|H(f)|2df
where H(f) is the Fourier transform of h(t). Divide the
overall 1/SIR into three parts:
1
SIR =
1
SNR +
1
SIRNBI
+
1
SIRMAI
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which are contributed by AWGN, NBI, and MAI, respectively.
Then, by the property of passing a wide-sense stationary
random process though linear time-invariant filters, we can
obtain
1
SNR =
1
ξ2
∫
Γw
N0
2
|W (f)|2|H(f)|2
∣∣∣∑
n
c˜i,ne
j2πfTcn
∣∣∣2df
(∗)
≤ N0/2
ξ2
{∫
Γw
|W (f)|2|H(f)|4df
·
∫
Γw
∣∣∣∣∣W (f) ·
∣∣∣∑
n
c˜i,ne
j2πfTcn
∣∣∣2
∣∣∣∣∣
2
df
} 1
2
=
N0
√
Ew
2 ξ2
{∫
Γw
|W (f)|2|H(f)|4df ·
∑
l
R2c˜i [l]
} 1
2
(6)
where (∗) is by Cauchy-Schwartz inequality. Moreover,
Rc˜i [l] =
∑
n c˜i,nc˜i,n−l is the discrete autocorrelation function
of the ith sub-code. Similarly, we can find
SIRNBI ≤ NTs
ξ2
· max
fN1≤f≤fN2
|W (f)|2
·
∫ fN2
fN1
|HNBI(f)H∗(f)|2Pc˜i,c(f) df (7)
SIRMAI ≤
{∫ Tw
−Tw R
2
w(τ)dτ
} 1
2
Tp ξ2
{[
Ns−1∑
i′=0
∑
l
R2R
c˜MAI
i′ c˜i
[l]
·
∫
Γw
P˜ 2m,c(f)|W (f)|4|HMAI(f)H∗(f)|4df
] 1
2
+
[∫
Γw
P˜ 2m,d(f)|W (f)|4|HMAI(f)H∗(f)|4df
· 1
Tp
NcpNc−1∑
l=0
◦
R
2
◦
Rc˜MAI c˜i
[l]
] 1
2
}
(8)
where Rw(τ) =
∫∞
−∞ w(t)w(t − τ)dt is the autocorrelation
function of the pulse function. The term c˜MAI denotes the
entire hopping code of the interfering UWB user, and the
subscript i′ indicates the i′th sub-code as before. More-
over, RR
c˜MAI
i′ c˜i
[l] is the discrete autocorrelation function of
Rc˜MAI
i′ c˜i
[m] where Rc˜MAI
i′ c˜i
[m] ≡ ∑n c˜MAIi′,nc˜i,n−m. And ◦Rab
[l] ≡ ∑NcpNc−1n=0 a[n]b[(n − l) mod N cpNc] is the discrete
circular correlation function of a[n] and b[n] with size N cpNc
and is abbreviated by
◦
Ra [l] if b[n] = a[n].
Several observations can be made from (6)–(8). First, the
upper bound on 1/SNR implies employing those hopping sub-
codes with smaller values of
∑
l R
2
c˜i
[l] to guarantee a low
noise power at the combiner output. Secondly, by (7), we can
confine the NBI power by shaping the profile of Pc˜i,c(f), and
this requirement can be integrated with Proposition 2. In (8),
it is interesting to note that higher order position modulations
with larger Nw can also help in reducing the interference
power from the discrete PSD of sMAI(t) because of the mask
function P˜m,d(f). Moreover, the main MAI power (from the
continuous PSD of sMAI(t)) can be restricted by adopting a set
of sub-codes with smaller values of
∑NcpNc−1
l=0 R
2
R
c˜MAI
i′ c˜i
[l].
V. CONCLUSION
This work is devoted to studying the hopping code features
for the low averaged spectral power level and good receiver
performance. For the former concern, an explicit relation be-
tween the hopping code and PSD is derived. Then we find the
TH-SS UWB signal suffers irreducible peaks in its PSD due to
the position modulation, and Proposition 1 is a consequence of
such phenomenon. We also develop Proposition 2 to rapidly
search those hopping codes with maximal averaged spectral
power level approaching the lower bound in Proposition 1.
For the receiver performance, we discuss the code features for
low noise, NBI, and MAI by virtue of the filter interpretation
of the RAKE combiner which is conventionally adopted in a
UWB receiver.
The low averaged spectral power level and NBI resistance
are two unique challenges for the UWB technology. It is nat-
ural to tackle these challenges by employing proper hopping
codes. Our investigation further makes this idea practical by
placing requirements on the sub-code spectrum. Notably, it
is sufficient to focus on finding/constructing those valid sub-
codes instead of the entire codes.
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