This study compared retinotopic map identification in primary visual cortex (V1) using: (i) functional magnetic resonance imaging (fMRI) and (ii) visual evoked potentials (VEPs) coupled with dipole source localization (DSL). A multielectrode array was used to record VEPs while subjects viewed a flickering dartboard pattern modulated by a 16-bit m-sequence. The stimulus preferentially activates V1. Using a common time function DSL algorithm, the primary source of each stimulus patch was found independent of the fMRI. The VEP/DSL and fMRI localization data for each subject were aligned by a rigid translation and rotation. The average distance between VEP and corresponding fMRI sources was 10.8 mm Ϯ 3.8 mm. To assess the significance of the results, fMRI and DSL solutions were scrambled so the comparisons were no longer for corresponding patches. The average distance between the noncorresponding data sets was 17.2 mm for 50 million scrambles. The probability of the scrambled data yielding a better fit than the real data was p Ͻ 10 Ϫ7 . The combination of multielectrode recording, multiinput visual stimulation and common time function DSL analysis can provide a detailed retinotopic map of visual cortex that has high correspondence with independent fMRI localization analysis on the same subject.
T he ideal brain-imaging system would provide high spatial and temporal resolution. Currently, no single method succeeds on all points. Functional magnetic resonance imaging (fMRI) is considered to have accurate spatial resolution, as low as 0.9 mm 3 (Goodyear and Menon, 2001 ), but regularly around 4 mm 3 to 30 mm 3 . fMRI has allowed researchers to accurately study the spatial organization of the brain within and across visual areas; however, it has very limited ability to reveal the temporal dynamics of cortical areas. One approach has been to combine the high temporal resolution (millisecond) of evoked potentials (EPs) with fMRI to provide the desired spatiotemporal resolution (Bonmassar et al., 2001; Janz et al., 2001; Kruggel et al., 2001; Martinez et al., 2001 , Thees et al., 2003 .
There are two problems comparing information from fMRI with EPs. First, to compare the spatial localization of EPs and fMRI, one must perform dipole source localization (DSL) on the EP data. The difficulties associated with obtaining sufficiently accurate DSL include the lack of a unique solution to the inverse problem, ambiguities in defining the number of dipoles, and head model inaccuracies. The second problem is the difficulty in localizing the fMRI signal to the neural activity given the effect of draining vessels on signal localization. The signal from draining vessels is 5 to 10 times higher than that of microvasculature at 1.5 T (Gati et al., 1997) .
Despite these difficulties, a few groups have compared DSL and fMRI localization. In epileptic patients, quantitatively compared the locations of DSL and corresponding fMRI sources. They found average localization discrepancies of 22 mm for positive EEG peaks and 35 mm for negative peaks. Other studies (Bonmassar et al., 2001; Martinez et al., 2001 , Thees et al., 2003 performed source localization on EP data. and Martinez et al. (2001) independently calculated the locations of the dipole source, but did not report the distance from the corresponding fMRI source. Bonmassar et al. (2001) performed dipole localization with fMRI source constraints and reported no distance from the corresponding fMRI source. Thees et al. (2003) , using simultaneous EEG and fMRI data acquisition, compared activity localized to the somatosensory system and found EEG/DSL data to be a mean distance of 9.2 Ϯ 6.8 mm for EP and corresponding fMRI sources.
In this article, we compare fMRI and DSL methods of identifying point source representations of cortical activation in V1. An improved DSL algorithm (Slotnick et al., 1999) was used to localize the source for each patch of a dartboard stimulus array. This method takes advantage of improved signal-to-noise by using m-sequence multiinput visual stimulation and a common time function assumption whereby sources responding to stimuli at the same visual eccentricity have very similar temporal responses. This common time function is used to constrain the least squares search and avoid false minima solutions. Both DSL and fMRI methods provide independent estimates of the retinotopic mapping of stimulus patches to primary visual cortex. These independently established maps are compared. Because fMRI is assumed to have better localization, the comparison is principally a verification of the DSL method. Comparison of the independent fMRI and DSL estimates of cortical activation for the array of stimulus patches reveals strong correspondence of source locations.
MATERIALS AND METHODS
The two volunteer subjects for these experiments had normal or corrected-to-normal vision.
Functional MRI Methods Experiment
Magnetic resonance images were acquired at Stanford University using a 1.5-T GE Signa scanner for subject 1 and a 3-T GE Signa scanner for subject 2. A special-purpose semicylindrical surface coil around the back of the head was used. Functional magnetic resonance images were oriented parallel to the calcarine sulcus. Eight functional images were acquired every 3 seconds using a two-shot, two-dimensional spiral gradient-recalled echo sequence; voxel size was 1.9 ϫ 1.9 ϫ 4 mm for subject 1, and 2 ϫ 2 ϫ 3 mm for subject 2. Structural (T1-weighted) images were acquired in the same planes and with the same resolution as the functional images to coregister the functional and anatomical data.
Stimulus
The stimulus for the fMRI experiments consisted of rotating wedges and expanding annuli with a cycle of 72 seconds, resulting in five complete cycles during the 6-minute stimulus presentation. The wedge and ring were comprised of a flickering (reversal rate of 8 Hz) checkerboard (Fig. 1) as discussed in Engel et al. (1997) .
MRI Data Analysis
Analysis tools standard to many vision fMRI groups were used for mapping the visual cortex. The three-dimensional cortex was unfolded onto a two-dimensional flat map to better view the V1 data and boundaries between V1 and V2. White matter segmentation was performed to ensure a continuous gray matter surface for unfolding. The white matter segmentation and unfolding tools were provided by Stanford University (Teo et al., 1997) . The occipital lobe was defined as the region of interest. After white matter segmentation, 4 mm gray matter was grown on top of the outer white matter surface. Figure 2 shows the steps of the unfolding process. A point at the posterior inferior portion of the occipital lobe was chosen as the center of the unfold, represented by the blue circle in Fig 2A. The distance from the center of the unfold is color-coded in Figs. 2A and 2B. Red represents cortex close to the center of the unfold; the color progresses to white, which represents the cortex furthest from the center of the unfold. The gray matter extending up to 5 cm from the center point was unfolded to produce a flat map. During the unfold procedure, the distance between the points on the three-dimensional surface was maintained in the new two-dimensional surface as accurately as possible. Points on the gray matter were sampled at discrete distances from the start point. These points are viewed on the two-dimensional flat map to judge the distortions resulting from the unfold. Figure 2C is an example of such a two-dimensional flat map. If the unfold were perfect, each point on the two-dimensional surface would be the same distance from its neighbors on the two-dimensional surface and the figure would appear to be a series of concentric circles about the unfold start point. Figure  2D shows concentric rings on the flat map, with each ring a fixed distance from the center of the unfold on the surface of the three-dimensional map. The distance color-coding from the three-dimensional map is overlaid on this flat map. After defining the V1/V2 boundaries on the flat map, V1 was projected to the three-dimensional representation of the cortex to verify it was in the calcarine sulcus.
A Fourier transform was performed on the time series of the fMRI data for each stimulus resulting in 1) amplitude of the signal, and 2) a phase value corresponding to the location in the visual field causing the excitation. The optimal hemodynamic delay was determined for each hemisphere for each subject by looking at the phase values of the rotating wedge runs. A hemodynamic delay of 1.5 seconds was chosen, which resulted in the highest number of statistically significant voxels excited by the correlated visual field and the lowest number of statistically significant voxels excited in the noncorrelated visual field. The procedure used for overlaying the fMRI data onto the flat map is outlined in Engel et al. (1997) .
fMRI Analysis With Respect to VEP Stimulus
Up until this point, we have used standard methods for the analysis of the fMRI data. To directly compare the VEP/DSL and fMRI experiments, further spatial localization analysis was necessary. As a result of the continuous nature of the rotating wedge and expanding ring stimuli, the fMRI data lack discrete boundaries for areas within the visual field. Our task was to extend the fMRI analysis to find one point on the flat map for each of the 48 stimulus patches that represents the centroid of the fMRI activity correlated to the corresponding VEP stimulus patch. The centroid operation should actually have been done as a vector average on the three-dimensional rather than the two-dimensional map, but because our patch sizes are small, the difference in the two methods is small. A simple voxel location average would not suffice, because the group of voxels corresponding to the patch often had one or more outliers due to noise. The presence of outliers could cause a shift of millimeters for the average source location.
Voxels included in the retinotopic map were 1) within the boundaries of primary visual cortex, 2) excited above threshold by the rotating wedge as well as expanding ring stimuli, and 3) within the eccentricity boundaries of the VEP stimulus (between 1.2 and 9 degrees). For each patch of the VEP stimulus, the two polar angle boundaries and the inner and outer eccentricity boundaries were determined. Each voxel in the retinotopic map was assigned to a specific angle and eccentricity in the visual field based on the stimulus phase. Voxels were binned into corresponding VEP stimulus patches in the visual field by the assigned eccentricity and angle values.
As a first approximation for each of the 24 patches (four eccentricities and six angles) in a hemifield, the mean location of the excited voxels was calculated. Using the mean location, the number of voxels active and the spatial spread of the activation, the best point representing the cortical activation was determined. For example, if there existed a cluster of points and one outlier, the outlier was discarded and the best point was shifted toward the cluster of points accordingly. Because the fMRI voxels are 3 to 4 mm long, many voxels on the side of a sulcus will straddle gray matter on the other side of the calcarine sulcus corresponding to a completely different stimulus patch. These voxels will be mislocalized outliers and would be discarded.
After determining the 24 best points independently, continuity of the retinotopic map in V1 was taken into account. For example, if angle 2 is located between angles 1 and 3 in the visual field, the cortical activation of angle 2 should loosely lie between angles 1 and 3 on the retinotopic map of the primary visual cortex. The procedure of determining the location of cortical excitation was repeated adding in information of neighboring patches, the strength of the signal of those neighboring patches, and the continuity of angle and eccentricity progression in the retinotopic map. This process was cycled through many times until 24 points were determined which best represented the center of the active voxels within the corresponding patch as well as the retinotopic map continuity in primary visual cortex. The DSL source locations were not viewed during this process.
The two-dimensional flat map point of each fMRI source was converted to the corresponding three-dimensional location on the anatomical MRI provided by the unfolding algorithm. As a result of the fMRI analysis, there were 24 fMRI sources in three-dimensional coordinates correspond- The blue dot is the center of the unfold. As the distance from the blue dot increases (up to 50 mm), the coloring of the gray matter progresses from red to orange to yellow to white; beyond 50 mm is green. The blue arrow points toward calcarine sulcus, the purple arrow toward the parietooccipital sulcus. (B) MRI, three-dimensional view. The distance from the center of the unfold is demonstrated by the progression from red to orange to yellow to white. (C) The unfold. Each circular point is of equal distance to its neighboring point on the three-dimensional cortex. Therefore, in a perfect unfold, groups of circular points would form circles around the center point. The radius of the unfold is 50 mm. (D) Each ring represents a circle of specific diameter on the three-dimensional cortex. The color representation is the same as in panels A and B. In a perfect unfold, the rings would be circles.
ing to the same area of the visual hemifield as the 24 patches of the VEP stimulus.
VEP/DSL Methods

Electrode Cap
A custom-made electrode cap (using 48 electrodes for subject 1 and 43 for subject 2) was used to record the electrical activity at the scalp. Because the visual system was the focus of the study, the electrodes were distributed over the scalp with greater density over the occipital pole.
Stimulus
The stimulus was a flickering multistimulus dartboard array, which elicits a robust response in area V1. The VEP/ DSL stimulus, shown in Fig. 3 , covered 18 degrees of visual field. The dartboard array was composed of 60 patches organized into six rings, each patch filled with a 4 x 4 checkerboard. Ring 1 was composed of four patches, ring 2 was composed of eight patches, and rings 3 through 6 were each composed of 12 patches. The patches within a ring were equally spaced within 360 degrees, defining the angular patch borders. The mean eccentricity values for the four outer rings were 1.75 degrees, 3.02 degrees, 4.84 degrees, and 7.46 degrees. The eccentricity of each ring was defined by the cortical magnification factor with an E2 ϭ 0.75 (Horton and Hoyt, 1991; Levi et al., 1985; Slotnick et al., 2001) , where E2 is the eccentricity at which the foveal acuity thresholds are doubled. A mean luminance uniform field surrounded the dartboard stimulus.
An individual data acquisition segment lasted 54.9 seconds, using a frame rate of 75 Hz, with a mean flicker reversal rate of 37.5 Hz. It has been shown that such a high frequency preferentially activates V1 (Schiefer et al., 1996 (Schiefer et al., , 1998 Skalej et al., 1995) . During an individual run, the reversals were modulated by an orthogonal 16-bit m-sequence. The total run consisted of 2 16 -1 frames, broken up into 16 segments. Each segment had 2 12 ϩ 75 frames. The extra 75 frames provided a one second overlap period for splicing contiguous segments. In addition, each segment was preceded by one second of stimulus presentation for adaptation that was not recorded. The EPs for each subject were the average of four to six runs.
Data Collection
The electrode voltages were amplified (100,000) and bandpass filtered at 0.5 to 100 Hz before digital sampling at 600 Hz. The electrode response to a specific patch was found by cross-correlating the response of that electrode with the m-sequence of the specific patch (Sutter, 1992) . A patch dependent postprocessing time shift was introduced to compensate for the delay of the video raster to get to the patch on each video frame. The result is the averaged electrode response to a reversal of each patch (first cut of second order kernel).
The m-sequence modulation with averaging over 2 15 reversals allows for a greater signal-to-noise (Sutter, 1992) than found in previous studies that did not use m-sequence modulation. Because of the higher signal-to-noise ratio, smaller patches could be used. The small patches allow for an improved common time function by limiting activation to a narrow range of eccentricities, improving the source localization accuracy. This technique allows for a more fine-grained retinotopic mapping of the primary visual cortex than seen in previous VEP/DSL experiments.
Three-Dimensional Digitizing
The location of each electrode in three-dimensional space, individual to each subject, was found using a Polhemus three-dimensional digitizer. A least squares algorithm was used to find the radius and position of a sphere which best fit the locations of the recording electrodes. This sphere served as the head model for the DSL algorithm.
Source Localization
The DSL procedure we use is fairly standard except for our use of a common time function for a set of independent VEPs as described in more detail below. The voltage distribution across the array of electrodes over time in response to a visual stimulus reflects the summed activity of underlying cortical sources. A cortical source is modeled as a point source dipole with a fixed orientation and a magnitude that varies over time. The goal is to find the correct solution to the inverse problem; that is, to identify the dipole source locations and time functions that accurately predict, in a least squares sense, the recorded scalp potentials (VEPs). Our iterative procedure uses the Brody equation (Brody et al., 1973 ) with a four-shell correction (Berg and Scherg, 1994) as the forward model to predict the scalp electrode voltages given a particular dipole position, magnitude, and time function. The scalp voltage as a function of electrode (e), stimulus patch (p) and time (t) is given by:
where r gives the dipole location for patch p, M is the dipole magnitude, W is the forward model, and T is the temporal response for patch p at time t. The bold items (W, M and r) are three-dimensional-vectors. On each iteration the sum of squared error (SSE) is calculated by summing the squared difference between predicted voltages given by Eq. 1 and measured voltages across all electrodes and times. A least squares search algorithm is used to find the dipole location, orientation, magnitude, and time function that minimizes SSE. This standard method suffers from the local minima problem whereby in the presence of noise, the source solution can become trapped at an incorrect SSE minimum. This is a particular problem for stimulus patches with weak VEP responses due to cortical self-cancellation at sulci.
To avoid the local minima problem and thereby achieve more accurate source locations, we use a common time function constraint on the magnitude of the sources within an eccentricity. Baseler and Sutter (1997) empirically showed that stimulus patches at the same eccentricity have similar temporal response characteristics in the visual cortex. The application of a common time function assumption in our search algorithm forces the time course of the dipoles for different stimulus patches at the same eccentricity to be the same so that optimal solutions for patches with weak signals can still be obtained. In terms of Eq. 1, the T(p,t) term is replaced by T(a,t), where a refers to the stimulus ring, which consists of a group of 12 patches at the same stimulus eccentricity with sources having the same time function. Refer to Slotnick et al. (1999) for methodological details and for examples showing how the common time function improves source localizations.
The DSL solutions were not based on fMRI, MRI, or contiguity constraints or prior information. The only constraint used was the common time function for patches of a ring. As a result of the VEP/DSL analysis, 48 dipole sources were identified corresponding to the 48 patches in the outer four stimulus rings in the visual field for both subjects. The inner two stimulus rings were not used. We were less confident in the accuracy of VEP/DSL because of fewer patches per ring for the common time function and because eye movements would affect the smaller patches more severely. Functional MRI dropout in fovea V1 also causes a problem for imaging this area, possibly due to increased dephasing caused by the vasculature (Zheng et al., 1991) .
Fitting VEP/DSL and fMRI
The VEP/DSL and MRI/fMRI axes originally differed; therefore, a common axis needed to be defined. The MRI/ fMRI data are a three-dimensional matrix, the origin is one corner of the cube. The VEP/DSL origin is located in the center of the sphere that was fit to the electrode cap, with the x-axis running left to right (right is positive), the y-axis running back to front (front is positive), and the z-axis running bottom to top (top is positive).
The fMRI and VEP axes were aligned by using a four-parameter fit to obtain the best match, in a least squares sense, of the 48 DSL solutions with the 48 fMRI solutions of each subject. This simple rigid translation plus a small rotation brings the spaces into alignment without distorting the independently derived DSL and fMRI solutions. We were able to use four rather than six parameters because the ear-to-ear axis has the same orientation for both VEP/DSL and MRI/fMRI.
RESULTS
The focus of this article is the comparison of two independent methods of identifying the sites of activation in V1 of the human brain in response to visual stimulation to verify VEP/DSL results. The fMRI data are briefly reviewed followed by the VEP/DSL results and the comparison of the two findings.
Functional MRI Source Identification
Two flat maps are made for each hemisphere. One map represents the polar angle in the visual field (Fig 4A) , and the other represents the eccentricity in the visual field (Fig 4B) . The solid white lines represent the V1/V2 boundaries. The color-coding of the points of activation on each flat map corresponds to the phase shift of the blood oxygenation level-dependent (BOLD) response. The boundaries of primary visual cortex were determined by identifying the reversals of polar angle in the polar maps. From the continuous retinotopic maps, discrete points of activation in the cortex were determined which registered the areas in the visual field corresponding to the VEP stimulus as discussed in Materials and Methods.
The final product of this analysis was 24 single points of fMRI activation representing the same areas of the visual field as the patches of the VEP stimulus for each hemisphere. The standard deviation of the cluster of 24 fMRI sources in three-dimensional space for each hemisphere can be found in Table 1 . Subject 1 has the greatest spread of activity in the z-direction, subject 2 has the greatest spread in the y-direction. Table 1 shows that the same trend is found in the VEP/DSL standard deviations for each subject. The VEP/ DSL data has larger standard deviations, possibly because the fMRI trimming procedure (excluding deviant voxels) causes a downward bias on the standard deviation, or because the VEP/DSL produces noisier source locations than fMRI. Figure 4 shows the continuity of the progressing polar angles and eccentricity were maintained. Also in Fig. 4 , the number of each group of sources from 1 to 4 represents varying eccentricities within a single polar angle, 1 being the innermost eccentricity, 4 being the outermost. The polar angle group furthest to the right on the flat map represents the uppermost polar angle in that visual hemifield. The group on the left represents the lowermost polar angle.
VEP/DSL Source Identification
The two subjects' raw VEP data are the same as that presented in the Slotnick et al. (1999) article; the interested reader is referred to that article for examples of the response waveforms. The common time function method provides source locations that are consistent with expectations based on the locations of the stimulus patches. If different time functions had been used for each patch, as is customarily done, there would have been less coherence in the dipole locations across patches (see Fig. 7 , Slotnick et al., 1999) . The locations of the 48 sources corresponding to the patches of the 4 outer rings are shown in Figs. 5 through 8 with the symbol "x". In most cases, the locations follow a regular progression from ring 1 to ring 4 for a single patch angle. The single dipole solutions accounted for 52% of the VEP variance for subject 2 and 51% for subject 1. Zhang and Hood (2004) reported the V1 component of a multifocal VEP study to account for 61% Ϯ 9% for 31 subjects using three electrodes over or near the inion. Their result accounts for slightly more of the signal due to electrode proximity in the posterior portion of the head. Our result is also similar to the 61% value, averaged across twelve subjects found by James et al. Three-dimensional standard deviation of fMRI and VEP/DSL data for subjects 1 and 2. Standard deviations are reported in the x, y, and z directions (measured in millimeters). FIGURE 5. Subject 1, left hemisphere. This graph shows the fMRI and DSL together after they were aligned with the four-parameter fit (same parameters for both hemispheres). The upper graph shows a view from the back of the head where ϩX points to the right ear and ϩZ points up. The bottom graph shows a view from the right side of the head where ϩY points to the front, again ϩZ points up. The axes are measured in millimeters. The gray lines with circular symbols represent the fMRI sources; the black lines with "x" symbols represent the DSL sources. The numbers by the symbols indicate the eccentricities (1 being most foveal, 4 being most peripheral). The letters inside the gray ovals along the top represent the angular sector (A is the topmost, F is the bottom-most in the visual field). To facilitate viewing there is a displacement between the graphs that is equal to the distance between the letters within the shaded circles.
(2003) in a multifocal VEP study. James et al. reported the first component of a singular value decomposition (SVD) analysis of his data for just the 50-to 120-millisecond period. Our values of 52% and 51% are expected to be smaller than those of James and colleagues for two reasons: 1) their temporal window of 50 to 120 milliseconds was much smaller than our window of 0 to 333 milliseconds; and 2) their SVD analysis used 47 parameters for the fitting the topography, whereas our dipole fit used just five parameters.
Comparing fMRI and VEP Solutions
After the described coordinate alignment, the DSL and fMRI sources are plotted together for subject 1 in Figs. 5 and 6 for the left and right hemispheres and for subject 2 in Figs. 7 and 8 for the left and right hemispheres.
For the xz plane viewed from the back of the head, the positive x-axis runs to the right ear and the positive z-axis runs to the top of the head. The yz-plane is viewed from the side of the head, the positive y-axis runs to the front of the head. The gray circles represent the fMRI sources and the black crosses represent the VEP/DSL sources. Sources are plotted in groups of the same polar angle. Within each polar angle, sources are numbered 1 to 4, representing increasing eccentricity. Within the left and right visual fields, polar angle A refers to the angle at the top-most part of the visual field. The letters progress down to angle F, which is the bottommost part of the visual field. For ease of viewing, in each plot, each polar angle group plot is displaced to the right. The distance of the displacement is represented by the distance between the bold angle numbers A through F along the top of each plot.
For each patch in the visual field, the distance (in millimeters) was found between corresponding fMRI and VEP/DSL source for subject 1 (Fig. 9 ) and subject 2 (Fig.  10) . These are plots of the visual stimulus pattern, split down the center. In each patch we show the distance measured in millimeters from the VEP/DSL source to the fMRI source. Each hemisphere is composed of the six polar angles and four eccentricities. The numbers in the right visual field correspond to the left hemisphere; numbers in the left visual field correspond to the right hemisphere. The bold numbers listed vertically represent the average fMRI-VEP/DSL sources for each eccentricity. The bold letters situated at the outside ring represent the average fMRI-VEP/DSL sources for each polar angle. The root mean squared (rms) distance and standard deviation between dipole and corresponding fMRI sources was 10.4 Ϯ 3.2 mm and 11.6 Ϯ 4.7 mm for subject 1's left and right hemisphere, respectively. For subject 2, the rms distance between DSL and fMRI locations was 10.2 Ϯ 3.8 mm, and 11.2 Ϯ 5.1 mm for left and right hemisphere, respectively. Figure 5 shows good alignment in subject 1's left hemisphere between the fMRI and VEP/DSL sources. Angles D and E show the best alignment (excluding eccentricity 2 of angle D). Angle E demonstrates the ability to localize sources moving through the folds of the brain. Figure 6 , subject 1's right hemisphere, shows poor fitting. The fMRI data are compressed in comparison to the left hemisphere for subject 1. The spatial spread of the VEP/DSL sources is elongated with respect to the fMRI sources in both hemispheres of both subjects. A comparison of the spatial spread can be calculated from summing the variance values in Table 1 for each hemisphere. The VEP/DSL data has a spatial spread that is 1.34, 1.78, 1.35, and 1.22 times the spatial spread of the fMRI data for subject 1's left and right hemispheres and subject 2's left and right hemispheres, respectively. The effects of conductivity inhomogeneities of the head on the VEP signal plus the effect of V2 and other sources may produce the spreading of the DSL sources. Figure 9 shows the distances between the VEP/DSL and fMRI source for each individual patch for subject 1. The topmost angle (angle A for the right and left hemisphere) has the worst average distance. Figure 10 shows the distances between fMRI and DSL sources for subject 2. Neither subject shows any obvious trends in average distance between fMRI and VEP/DSL sources with respect to angle or eccentricity.
Correspondence Test
The average distance between VEP and fMRI sources was smaller than the standard deviation of the VEP sources reported in Table 1 . It is important to calculate the likelihood that the average distance between the VEP and fMRI sources was not that small just by chance. We calculated the likelihood using a Monte Carlo procedure where the correspondence between the fMRI and DSL sources were randomly permuted within each hemisphere. The average rms distance between the uncorrelated patches was calculated for each run after the standard fourparameter translation and rotation fit to align the new "corresponding" DSL and fMRI data sets. This random scrambling of corresponding solutions and calculation of mean distance difference was performed 50 million times. Figure 11 shows the results of the Monte Carlo simulation. A plot for each hemisphere of each subject shows the histogram of the rms distance for each fit from the scrambled data and the mean distance for the unscrambled data alignment. The x-axis is the mean hemisphere distance between the 24 fMRI and VEP/DSL sources. The y-axis is the number of occurrences out of the 50 million scrambles that resulted in the corresponding mean distance. Of the 50 million scrambles for both subjects, only 2 scrambles from subject 1's left hemisphere yielded a better fit. The average distance between the noncorresponding data sets was 17.2 mm (6.4 mm higher than the corresponding source alignment) for 50 million scrambles. We are certain that the good alignment of the real FIGURE 9. Subject 1. The boundaries of the stimulus broken in half represent the patches in visual space. The numbers within each patch is the distance (in millimeters) between the fMRI and DSL source for that patch. The numbers situated vertically in between the right and left visual field stimuli are the average distances between fMRI and DSL sources for the eccentricities to which they point. The numbers around the outside of the stimuli represent the average distances between the fMRI and DSL sources for the angular sectors. data did not happen by chance for two reasons. First, the mean of the real data were significantly lower than the mean of the scrambled data. Second, it is very unlikely (p Ͻ 10 Ϫ7 ) that the low fit of the corresponding data occurred by chance and was not simply the result of fitting two small clusters of data points to each other. The original unscrambled run is an extreme outlier.
DISCUSSION
Comparing VEP and fMRI Methods
When comparing two methods of brain imaging, one needs to critique the strong and weak points of each method. Visual evoked potentials have very good temporal resolution, on the order of milliseconds. However, historically VEP/DSL has had limited spatial localization capabilities. Functional MRI has good spatial resolution, but poor temporal resolution as a result of the sluggish BOLD signal that is the response to neural activity. Our objective was to compare the V1 topography as measured by our improved DSL technique to fMRI, the most accurate measure of V1 topography excluding implanted electrodes. To perform a fair comparison, we used fMRI and VEP stimuli that were optimized for the corresponding method.
For both subjects, evoked potentials and fMRI were recorded and evaluated separately. Despite the recent trend of recording EPs during the fMRI experiment, decreased signalto-noise and suboptimal stimuli for both EP and fMRI retinotopic mapping experiments are a concern. To achieve an accurate retinotopic map of V1, it was not necessary to concurrently record EPs and fMRI. The current state of EP signal distortion within the scanner would make localizing 24 sources in each hemisphere of V1 nearly impossible. To have high enough signal-to-noise for such fine-grained localization, VEPs use stimuli flickering at a rapid rate that is much too fast for the sluggish blood flow changes recorded by fMRI. Using a rotating wedge and expanding ring for retinotopic mapping has become standard practice in fMRI (De Yoe et al., 1996; Engel et al., 1994 Engel et al., , 1997 . Although many groups are striving to record concurrent VEPs and fMRI, for the stimuli being used in this article it was necessary to record each separately. Although using stimuli tuned to the properties of the response system has advantages, it also could impact the final results should the stimulus differences lead to different patterns of retinotopic activation. It is expected such effects would be small, but it is important to keep in mind that they could contribute to errors in comparing the fMRI data with VEP/DSL data.
Of the groups measuring both EEG and fMRI together (Bonmassar et al., 2001; Janz et al., 2001; Kruggel et al., 2001; Martinez et al., 2001 , Thees et al., 2003 , few have made direct comparisons of the fMRI and ERP locations. recorded EPs for source localization separate from the fMRI experiment. They used a boundary element head model and found "one [source] located within and the other near the [fMRI] activation area." In comparing fMRI and DSL localization capabilities of epileptic seizures, found an average distance of 22 to 35 mm (for positive and negative EEG peaks, respectively). As in the other study from Lemieux and colleagues, a boundary element model was used as the head model for the source localization. Deriving the boundary element head model from the MRI to use for the source localization aligns the two coordinate systems by default. No further alignment was performed. Thees et al. (2003) performed an elegant multiple dipole source localization on EP data collected simultaneously with fMRI data during a somatosensory reaction task. Our studies differ in two ways. First, Thees et al. (2003) faced challenges of dealing with a warped EP signal collected on 125 to 175 trials. Although we needed to use a different VEP stimulus from our fMRI experiment to achieve such high signal-to-noise, our VEP signal was a result of 2 15 reversals. Second, as a benefit of improved signal-to-noise, we were able to focus on fine-grained localization of many sources (48 for two subjects), whereas they localized concurrent dispersed sources (five sources for six subjects). Their study found the mean fMRI to VEP source distance to be 9.2 Ϯ 6.8 mm for a total of 30 source comparisons. Although their mean distance is somewhat comparable to our results of FIGURE 11. Statistical significance for each subject and each hemisphere. The fMRI and DSL source location correlations were randomly scrambled in 50 million different runs. The mismatched fMRI and DSL sources were then used in the four-parameter fitting algorithm to compute the distance between the new mismatched sources. The rms distance of the mismatched sources for each hemisphere was calculated after each run. Each plot shows the distribution of the distance between the mismatched fMRI/DSL fits (black line) as well as the rms distance between the matched data (gray line). The upper graphs are for subject 1, lower graphs for subject 2. The graphs on the left are the results from the subjects' left hemispheres, right correspond to the right hemispheres. The x-axis is the mean hemisphere distance between the fMRI and DSL source, the y-axis is the number of occurrences out of 50 million.
10.8 mm for 96 source comparisons (48 dipoles for two subjects), their standard error is much greater than our 3.8 mm. This increase in standard error is most likely due to distortion of EP data from the MRI scanner magnetic field and normalizing fMRI data to MRI space. Main sources of error in dipole source localization are due to solving for a single dipole when multiple dipoles exist and an inaccurate head model (Zhang et al., 1994) . Despite the dominance of a V1 response to a flickering checkerboard, other sources of activity exist, contaminating the V1 dipoles when those extra dipoles are not accounted for. Bonmassar et al. (2001) compared the source localization using a boundary element head model with and without constraining localization to the cortical surface. They only localized V1, as compared with our localizing 48 sources within V1. No studies to date have provided such a finegrained localization comparison of fMRI and VEPs methods in the visual cortex.
Implanted Electrode Studies
The most accurate method of measuring VEP/DSL precision is to use implanted stimulation electrodes in epileptic patients to produce a source of known location. Cohen et al. (1990) found the EEG source localization error to be 10 mm. Cuffin et al. (1991) used implanted dipolar sources in three human subjects to stimulate the brain, recorded the electrical activity on the scalp with 16 electrodes, and performed source localization. The average error was 11 mm, with a maximum error of 25.7 mm. Krings et al. (1999) found an error of 17 mm using 21 electrodes; increasing the number of electrodes to 41 decreased the error to 13 mm. These studies with implanted electrodes show that DSL errors are about the same magnitude as the errors between the DSL versus fMRI discrepancies that we found.
The location difference between our sources and those measured by other groups is comparable. There are strengths and weaknesses to both the VEP/DSL and fMRI method. We will address contamination of the V1 source in the VEP, the head model and common time function in DSL, the BOLD signal, and using two different MRI field strengths.
Due to the fast flicker rate of the VEP stimulus and the small checkerboard patches corresponding to the small receptive field of V1 neurons, we assume the DSL algorithm is primarily fitting V1 sources but acknowledge the possibility of small extrastriate contributions. Despite shunting of current flow caused by the sagittal fissure (Pugh et al., 1999) , the topology of the VEPs is still maintained to the degree that localization in V1 is possible. Moreover, the DSL solutions for the patch source locations are consistent with the cruciform model of the general three-dimensional shape or layout of human area V1 (Slotnick et al., 1999) . Recently Tabuchi et al. (2002) also used the m-sequence technique with a dartboard stimulus configuration to record MEG potentials. They compared the dipole source location solutions with MRI scans and similarly concluded that the sources were in V1 and consistent with the cruciform model. Zhang and Hood (2004) performed principal component analysis on VEPs measured at three locations near the inion. They found the first component showed a polarity shift between the upper and lower hemifield that corresponds to the anatomy of V1. However, even with a high percentage of VEP data accounted for by the single source solution (average of 51.5%), it is likely that there are additional sources (Moradi et al., 2003) producing shifts in the V1 source locations (Zhang et al., 1994) .
Dipole source localization relies on a simplified head model to represent the boundaries among the brain, skull, and scalp. VEP/DSL directly measures the neural activity, but the "path" that the electrical activity travels to reach the scalp (where it is measured) is complicated (Nunez, 1981) due to the inhomogeneity and anisotropy of conductivity in the head. A single sphere model can underestimate the eccentricity by approximately 60%. A three-shell model (brain tissue, skull, scalp) improves on this (Ary et al., 1981; Berg and Sherg, 1994) . Cuffin et al. (1990) used a four-shell model and Koptelov and Gnesditsky (1989) used an eight-shell model, but neither showed substantial improvement over the threeshell model. Our DSL errors are approximately 1 cm when comparing VEP/DSL retinotopy locations to fMRI retinotopy locations. The skewing of the VEP signal caused by the inhomogeneities of the head results in inaccurate source localization. Fitting our 48-patch VEP/DSL data with a fourparameter fit to the fMRI data corrects for some of that skewing, resulting in a decreased distance between VEP/DSL and fMRI sources. Presumably improved head models, such as finite or boundary element models, would further reduce the skewing.
The combination of multiinput analysis and the use of a common time function assumption for DSL has enabled us to examine the mapping of visual space onto cortical area V1 at a finer grain of detail than previously achieved. Multiinput analysis provides a means of gathering responses to numerous small stimulus patches in a reasonably short period of time. A common cortical response time function for equally eccentric stimulus patches offers a way to improve the accuracy of solutions for patches with poorer signal-to-noise ratios.
Many points must be taken into account when comparing VEP/DSL activity with the corresponding fMRI locations. Functional MRI does not directly measure the neural activity, but measures the BOLD contrast which is effected by the cerebral blood volume, cerebral blood flow, and rate of oxygen consumption. Many models have been developed in attempt to explain the disproportionate increase of cerebral blood flow to oxygen metabolism. An initial decrease in BOLD signal, reflecting a decrease in oxygenated to deoxygenated hemoglobin, was first measured using optical imaging (Frostig and Grinvald, 1990; Malonek and Grinvald, 1996) , and later found using fMRI (Ernst and Hennig, 1994; Hu et al., 1997; Menon et al., 1995; Yacoub et al., 2001) . The initial dip is difficult to measure, but is believed to result in improved spatial localization more tightly coupled to the neural activity than the later BOLD response. The later positive BOLD response could include deoxygenated blood in veins and sinuses. The blood flow spreads 3 to 5 mm beyond the specific area of the neural activity (Kim et al., 2000) , thereby diminishing the localization accuracy. Engel et al. (1997) found the spatial localization to be 1.1 mm.
Despite our fMRI voxel size of 14.4 mm 3 for subject 1 and 12 mm 3 for subject 2, fMRI's true localization capability is degraded by signals from draining veins and the diffuse supply of blood to areas of neuronal activation. We minimized localization errors by coupling the simple mean location of the active voxels for a patch with information of the retinotopic organization and strength of signal from surrounding patches.
The retinotopy data for subject 1 were collected on a 1.5-T scanner and for subject 2 on a 3-T scanner. The 1.5-T scanner was all that was available to us when fMRI data were acquired for subject 1. Kruger et al. (2001) published a study comparing visual and motor cortex data between these 1.5-T and 3-T scanners. This study reported a 44% increase in active voxels in the visual cortex at 3T. However, the 3-T scanner suffers from "stronger physiologic noise contributions, more complicated signal features in the proximity of strong susceptibility gradients, and changes in the intrinsic relaxation times [that] may mediate the enhancement." The goal in using additional retinotopic and anatomical information in the patch localization was to decrease the effects of noise.
CONCLUSIONS
The problem of providing a spatiotemporal map of brain function is vexing, but significant progress has been made through comparing and improving existing methodologies. Functional MRI is a recent development and is improving rapidly but its temporal resolution remains very limited. Historically, VEPs offered high temporal resolution but very poor spatial localization. These results that compare the methods demonstrate how new approaches can revive an old technology. Multiinput stimuli and common time function DSL analysis offer stable and improved VEP localization for one source, a step forward in the search for the optimal spatiotemporal brain imaging technology.
