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ABSTRACT 
The impact of Infonnation Technology (ID on organisational structures and decision-
making processes has been of interest to Infonnation Systems (IS) researchers for a long 
time. Less attention has been paid to the subject by IS researchers in the Gulf States 
countries and, in particular, the State of Kuwait. The purpose of this empirical research is 
to take a general approach to the study of the impact of IT on certain aspects of 
organisational structures and decision-making processes in organisations in Kuwait. 
Specifically, this study seeks to explore managers' as well as employees' perceptions on 
the effect of IT usage on certain aspects of their organisational structures and their 
decision-making processes in Kuwaiti organisations in general. It also compares the 
extent of IT impact on certain aspects of organisational structures and decision-making 
processes in Kuwaiti government and private organisations, as well as investigating the 
extent of agreement between managers' and employees' perceptions. Two survey 
instruments were constructed that measured the perceived effects of IT upon the study 
subject from the point of view of managers as well as employees. A total of 531 
responses were collected and analysed. The major findings of the study confirmed that IT 
usage in Kuwaiti organisations in general has no effect on organisational structures, 
whereas an effect was evident on their decision-making processes. Additionally, the 
extent of the impact of IT usage on private and government organisations in Kuwait was 
found to be different. Moreover, the findings of this study were found to confinn that 
employees and managers of private as well as government organisations have few 
differences of opinion with regard to the impact of IT usage on aspects of their decision-
making processes variables. However, there were differences of opinion on most aspects 
of organisational structures variables. The study's findings have a significant implication 
for research and practice. They constitute a contribution to the literature by testing the 
validity of some key assumptions regarding the impact of IT usage in the context of 
Kuwait and, from a practical standpoint, the study findings indicate that IT usage is 
related to some positive organisational characteristics, such as its positive effect on 
organisational structures and decision-making processes and practices of organisations in 
Kuwait. 
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CHAPTER ONE 
INTRODUCTION 
1.1 Background Research Problems 
Introduction 
Infonnation technology plays an important role in the life of business organisations. 
In the 1990s, organisations heavily exploited infonnation technology to their business 
advantages (Galliers et aI., 1994). Infonnation technology has been perceived as a real 
strategic tool (Child, 1987), and a tool in achieving and sustaining a competitive edge 
in today's competitive and fast changing business environment (Ives and Leannonth, 
1984). Organisations use infonnation technology to develop solutions to business 
problems, improve efficiency and effectiveness (Attwell and Rule, 1984), and to help 
enhance productivity and quality (Boynton, 1993). 
Infonnation systems researchers have long been interested in the impact of 
infonnation technology on organisational structures and decision-making processes. 
Over the years, IS literature on IT impact on organisational structures aspects such as 
employment, organisational hierarchy structure, and decision-making authority, and 
its impact on decision-making processes and activities such as communication, 
participation, job complexity, decision routinisation, decision speed, decision 
alternatives, and decision effectiveness has been developed, resulting in a diverse 
array of findings. Most of these researches, however, have been conducted in private 
organisations in western countries (Kraemer and Dedrick, 1997). 
The increasing interest has eluded the Gulf region in general and, in particular, 
Kuwait. As a result, the literature on the impact of IT on an organisation's structure 
and its decision-making processes in Gulf countries is new and has not received 
enough attention. This is particularly so for the state of Kuwait. IT researches in these 
countries mainly focused on computer use in public organisations; type ofIT utilised; 
extent of IT use; and end user satisfaction (aladwani, 2002; al-Sa'ad et aI., 1994; 
Yousef, 1994; Burhan, 1985; Mustafa, 1982; Abo-Esma'el, 1982). Other than the fact 
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that there is very little research on the impacts of IT on organisational structures and 
decision-making processes in the Gulf State Countries, there is also scarcity in 
comparative studies on IT impact on private and government organisations in western 
countries (Heitze and Bretschneider, 2000; Schwartz, 2002; Kraemer and Dedrick; 
1997) as well as in Gulf States Countries. The difference in the environment where 
these two sectors operate, and differences in the flexibility of their organisational 
structure, autonomy, and personnel systems (Heintze & Bretschneider, 2000; Kraemer 
& Dedrick, 1997; Bretschnieder, 1993; Aladwani, 2002; Nutt, 1999; Hickson et aI., 
1986; Schwenk, 1990), all suggest that findings and conclusions regarding the impact 
of IT on organisational structures and decision-making processes in one sector may 
prove to be invalid when tested in the other. The focus has tended to be on specific 
computing systems (Leithesier, 1986; Sage 1982) rather than information technology 
in general (Teng and Calhoun, 1996). Besides, most of these studies are based on 
managerial perspectives in the evaluation of IT impact, without considering the views 
of employees. Seddon et al. (1999) argued that different stakeholders in an 
organisation might validly come to different conclusions regarding the same 
information systems. They argued that the Delone and Maclean paper on IS success 
measurement in 1992 distinguishes between individual impact and organisational 
impact, but does not recognise the possibility that different individuals are likely to 
evaluate the consequences of IT use III different ways. Therefore, although 
perspectives of managers are important in giving the broad implications of IT 
impacts, they should not constitute the sole basis for conclusions regarding IT 
impacts. As Fox (1985) observed, the effect of technologies remain inert without the 
input of individuals. 
These limitations in the existing literature suggest the need for more empirical 
research that takes a general approach to the study of the impact of IT on certain 
aspects of organisational structures and decision-making processes in the Kuwaiti 
context. Such empirical studies must take a general perspective that takes into account 
the views of managers as well as employees, and provide comparisons on the extent 
of IT impact on private and government organisations. Such analyses will help further 
our understanding of the effects of information technology on certain aspects of 
organisational structures and decision-making processes in the context of Kuwait. 
This research is intended to take a more holistic approach to investigate the impact of 
2 
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IT, and in doing so, it hopes to address these limitations and fill the gap in the existing 
literature. 
1.2 Objectives ofthe Study 
The following are the three objectives of this study: 
I. To investigate the overall perception of organisations on the impact of IT on 
certain aspects of organisational structures and decision-making processes m 
Kuwait. 
2. To investigate the differences and/or similarities between government and 
private organisations regarding their respective perceptions on the impact of IT 
on certain aspects of their organisational structures and decision-making 
processes. 
3. To investigate the differences and/or similarities in the perceptions of managers 
and employees of government and private organisations in Kuwait regarding the 
impact of IT on certain aspects of their organisational structures and decision-
making processes. 
The study's conceptual framework and research questions are discussed in Chapter 
Three. 
1.3 Context of the Study 
This study is intended to explore the overall impact of IT use on certain aspects of 
both organisational structures and decision-making processes in organisations in the 
context of Kuwait. Following its objectives, the study also focuses on both private and 
government organisations in Kuwait and the respective perspectives of employees and 
managers on the impact of IT on certain aspects of organisational structures and 
decision-making processes in their organisations. 
3 
Introduction 
The sample for the study was generated from AI-Musbar directory, which is 
considered to be the most accurate and up-to-date listing of private and public 
organisations and institutions in Kuwait. The sample covers 62 government 
organisations and ISO private organisations. Out of these organisations, 42 of the 
government organisations and 83 of private organisations responded to the distributed 
questionnaires. A total of 1300 questionnaires were personally administrated to 
managers and employees in private and government organisations, and a total of 531 
usable questionnaires was collected, a response rate of 40.86%. 
1.4 Significance of the Study 
The study presents a number of significant contributions to IS literature in general and 
in particular, the literature on the impact of IT on organisational structures and 
decision-making processes. As indicated earlier, most of IS literature on the subject 
has been concerned with private organisations in the West with very little attention 
being paid to government organisations. Furthermore, little attempt has been made at 
a comparative study of the impact of IT on organisational structures and decision-
making processes in private and government organisations, which takes account of the 
perspectives of both employees and managers. Such analyses are even less focused on 
the Gulf context and, more precisely, on Kuwait. This study builds upon previous 
research to further our understanding of the relationship between information 
technology and organisational structures and decision-making processes. To the best 
of my knowledge, this study is the first attempt that takes a general evaluation of 
organisations in Kuwait regarding the impact of IT usage on certain aspects of 
organisational structures and decision-making processes. It will also produce base line 
data, which will be helpful for future studies in this area, and help in increasing 
management awareness of the important role that IT can play in their organisations' 
restructuring and the improvement and enhancement of their decision-making 
processes and performance. 
1.5 Organisation of the Study 
Chapter One gives an overview of the thesis, identifies the research problems and the 
significance of the study. Chapter Two reviews the relevant IS literature regarding the 
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impact of IT use on certain aspects of organisational structures and decision-making 
processes. It discusses the increasing importance of IT use and its role in 
organisations. It also includes a review of IS literature regarding the impact of IT on 
certain aspects of organisation structure, which covers IT impact on organisational 
employment, organisational hierarchical structure, and decision-making authority. In 
addition, it will also review previous literature on the impact of IT on certain aspects 
of decision-making processes such as communication, participation, job complexity, 
decision routinisation, decision alternatives, and decision speed and effectiveness. 
Chapter Three covers critiques of relevant IS literature, discusses the objectives, the 
conceptual framework, and research questions of the study. Chapter Four presents the 
research design strategy, sampling design, and selection of research instrument. 
Chapter Five gives an explanation of how variables are operationalised and 
incorporated into the questionnaire. It also presents the pre-testing and pilot study, and 
highlights the main obstacles encountered during fieldwork. Chapter Six gives a 
descriptive profile of the responses. Chapter Seven concerns the hypotheses and their 
testing. Chapter Eight discusses the findings in the light of relevant IS literature and 
the final chapter summarises the main findings of the study and its theoretical as well 
as practical implications. It also highlights some of the key limitations of the study, 
and suggests directions for future research. Figure 1.1 presents a graphical overview 
of the structure of the thesis. 
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Figure 1.1: Overview of the research process and corresponding chapters 
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CHAPTER TWO 
LITERATURE REVIEW 
2.1 Introduction 
Literature Review 
This chapter aims to review the literature relating to the impact of information 
technology on certain aspects of organisational structures and decision-making 
processes in business organisations in order to achieve the objectives of the present 
study of investigating the impact of information technology on certain aspects of 
organisational structures and decision-making processes in organisations in Kuwait. 
Special attention will be given to the impact of computers and the new sciences of 
information technology regarding certain aspects of organisational structures and 
decision-making processes. A number of scholars and researchers in the West, 
including Reif (1972), Markus and Robey (1988), George and King (1991), Currie 
(1995), Galliers et aI., (1999), Gordon and Gordon (1999), Hubcr (1990), Tcng and 
Calhoun (1996), and many others have investigated and discussed the use of 
information technology and its effects on organisational structures and decision-
making processes. 
The world, SInce the 1940s, has witnessed the arrival of the second industrial 
revolution, which according to Berkeley (1962, p. 3), has and is 
"Adding power to the brains and minds of men (and potentially) ... 
represent(s) enormous power to (1) answer questions, (2) influence and make 
decisions, and (3) provide appropriate signals to control processes and 
actions." 
Buckingham (1961, p. 47) also appropriately stated that mechanisation extended 
man's muscle; automation extended his brains. 
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The chapter will review some of the published research and literature regarding the 
impact of information technology on certain aspects of organisational structures and 
decision-making processes of business organisations. The chapter will begin by 
discussing some of the published literature regarding information technology and its 
role in organisations. It then moves to underline selected research, discussing the 
impact of information technology on certain aspects of organisational structures and 
decision-making processes on business organisations. Before attempting to address 
these issues, it is important to know how the relevant literature was selected. 
2.2 Selection of Literature 
This study is aware of the vast amount of existing literature concerned with the 
implication of the use of IT on various aspects of organisational structures and 
decision-making processes. The choice of the literature that forms the basis for this 
study, therefore, has to be dictated by the main objectives and the key research 
questions that needed to be answered in order to meet those objectives. Accordingly, 
the choice of literature is largely limited to those that relate, generally, to perceptions 
on the impact of IT on organisational structures and decision-making processes (for 
example, Pinsonneault and Kraemer, 2002; Huber, 1990; Teng and Calhoun, 1996; 
and Kraemer and Dedrick, 1997). More importantly, the literature review focuses on 
the literature that deals directly with the impact of IT on the specific aspects of 
organisational structures and decision-making making processes, which directly 
concern the current study. 
In that regard, the review centres on literature concerned with the impact of IT on 
employment in general but more specifically its [IT] impact on middle management 
and non-managerial positions (for example, Laeavitt and Whisler, 1958; Kraemer and 
Dedrick, 1997; Pinsonneault and Kraemer, 2002; Beheshti and Bures, 2000; and Bird, 
1980). Still in relation to the impact of IT on employment, the thesis also looks at 
some literature that deals specifically with the impact of IT on workloads and 
consequently, the manpower requirements of the organisation (Budros, 1999; 
Beheshti and Bures, 2000; Kimble and McLoughlin, 1995; Kraemer and Dedrick, 
1997; and Danvenport and Short, 1990). The review also concentrates on the literature 
with relation to the impact of IT on organisational hierarchy structures (for example, 
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Brynjolfsson et aI., 1994; Scott Morton, 1991; Mullins, 2002; and Hoffman, 1994). 
Still on the impact of IT on organisational structures, the thesis also draws on the 
literature concerning the impact of IT on the centralisation/decentralisation of the 
decision-making authority as an aspect that reflects organisational structure (for 
example, Anderson, 200 I; Huber, 1990; Whisler, 1970). 
The study also concerns an investigation of perceptions on the impact of IT on certain 
aspects of organisational decision-making processes. Consequently, the literature 
review also focuses on the literature relating to the impact of IT on decision-making 
communication, participation, routinisation, job complexity, decision alternatives, 
decision-making speed, and effectiveness (Huber, 1984, 1990; Teng and Calhoun, 
1996; Kraemer and Dedrick, 1997; Nath, 1990; Cheney and Dickson, 1982; Molly 
and Schwenk, 1995; Cat-Baril and Huber, 1997; Yoo and Digman, 1984; and Leinder 
and Elam, 1993). 
But the research is not just concerned with the overall perceptions on the impact ofIT 
on these aspects of organisational structure and decision-making processes. It is also 
about the extent to which these perceptions are different or similar in private and 
government organisations, as well as between managers and employees in these two 
types of organisation. In that respect, it represents a comparative analysis at two 
levels. First, it concerns a comparative study of perceptions between private and 
government organisations concerning the impact of IT on these aspects. Secondly, it 
seeks to assess the extent to which perceptions of managers and employees in private 
and government organisations differ and/or are similar. As a result, the study also 
draws on the literature concerned with comparative analysis of the nature and 
characteristics of private and public organisations (for example, Bretschmeider and 
Wittmer, 1993; Heintze and Bretschmeider, 2000; and Aladwani, 2002). With respect 
to a comparison between the perspectives of managers and employees, it also draws 
on some of the literature from industrial sociology (Fox, 1985) and its implications 
regarding perception on the impact of IT on an organisation (Seddon, 1997 and 
Seddon et aI., 1999). Fox (1985), for example, talks about the importance oftaking a 
holistic approach to organisational analysis that takes into account the views of all 
organisational members. Seddon (1997) argues that in relation to views and attitudes 
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regarding IT and its effects on organisations, there may very well be differences 
between the views of managers and employees. 
The literature selected for review mentioned in the previous paragraphs was identified 
through a double process of first using keyword selection with Emerald, ABI and 
Zetoc databases and then, second, selecting from recent papers identified in the first 
process, by checking through the references listed in these papers. The initial searches 
on the databases used keyword phrases such as "IT impact on middle management" 
and "IT impact on decision-making process" and so on. Since such searches produced 
a large number of hits, the abstracts of all articles found were read and only those 
directly relevant were selected for further detailed reading. The subsequent search 
through the reference list of papers identified in the first process again lead to many 
articles which were again selected for detailed review based on their abstracts. 
2.3: Information Technology and its Role in Organisations 
Information, as defined by Gordon and Gordon (1999, p. 7), is "processed data - data 
that have been organized. interpreted, and possibly formatted, filtered. analysed. and 
summarized." They define data as ''fundamental facts, figures, observations, and 
measurement, without context or organization" (p. 6). 
Information can be used by managers to obtain knowledge, that is an understanding, 
or model, about people, objects, or events derived from information about them. 
Knowledge, according to Gordon and Gordon (1999), provides a structure for 
interpreting information, typically by assimilating and explaining variations 
temporally or spatially. The final "buzz word" is wisdom, that is, the ability to use 
knowledge for a purpose. Gordon and Gordon (1999, p. 7) add: 
"Computer systems collect data, produce and present information, and 
sometimes create knowledge. We trust people to apply their wisdom to such 
output to create effective information system." 
Managers can use information as a resource, an asset, or a commodity. With respect 
to information as a resource, Gordon and Gordon (1999) maintain that information, 
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people, raw materials, machinery or time are like money in terms of serving as a 
resource, an input to the production outputs. They also indicate that information can 
be used by managers to replace capital and labour, and at the same, time reduce costs. 
In fact, information technology has traditionally been used to reduce costs in 
organisations, though its role has changed to a more pervasive and proactive one to 
assist organisations in gaining competitive advantage in a quest for greater efficiency 
in business (Sohal and Ng, 1998). Information can also serve as an asset that is the 
property of a person or an organisation, which contributes to a company's output. In 
this manner, information resembles plant, equipment, goodwill, and other corporate 
assets. Gordon and Gordon (1999) refer to managers' need of viewing information as 
an investment they can use strategically to offer the company an advantage over its 
competitors. Porter and Millar (1985) have surveyed a wide range of industries and 
found that information technology is changing the rules of competition in three ways: 
advances in information technology are changing the industry structure; information 
technology is an increasingly important tool that companies can use to create a 
competitive advantage. Companies pursuing competitive advantage through 
information technology also often spread to affect industry structure as competitors 
imitate the leader's strategic innovations; and finally the information revolution is 
generating completely new businesses, often from within a company's existing 
operations. Porter and Millar (\ 985) added that these effects are critical in order to 
understand the impact of information technology on a particular industry and for 
formulating effective strategic responses. Information technology is described by 
Davenport (\ 993) as an enabler for process innovation through which competitive 
advantage can be derived. Attwell and Rule (1984), Markus and Robey (1991), 
Orlikowski and Robey (\991) and Robey and Sahay (1996) maintain that technology 
per se is not a determinant of organisational outcomes, but an enabler, with its 
impacts dependent upon how it is used. However, Sohal and Ng (\ 998) conclude 
that: 
"Organisation can sustain competitive advantage through information 
technology but this requires good information technology management, 
logistics management and senior management support to create a synergy to 
achieve the same goal and to align information technology strategy with the 
business objectives" (p. 207). 
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Their findings indicate that responding organisations gained competitive advantage 
through automated links with either or both customers and suppliers in order to 
initially "lock-in" supply and reduce costs of services. They report that only a small 
minority of respondents indicated that they did not gain competitive advantage 
through information technology. And according to these authors, this small minority 
"had had difficulty in achieving product differentiation due to the lack of research 
and development, lack of understanding of market trends, and low utilisation of 
information technology" (p. 207). 
According to Porter (1979) and Porter and Millar (1985), the structure of an industry 
is exemplified in the five competitive forces which together determine industry 
profitability: the power of buyers, the power of suppliers, the threat of new entrants, 
the threat of substitute products, and the rivalry among existing competitors. Porter 
maintains that the collective strength of these five forces varies from one industry to 
the other, as does average profitability. The strength of these forces can also change, 
either improving or eroding the attractiveness of an industry. The impact of 
information technology on these five competitive forces is that it can alter each one of 
them, and consequently, industry'S attractiveness (Porter and Millar, 1985). 
Technology is unfreezing the structure of many industries, thus creating the need and 
opportunity for change. Organisational change will be addressed in detail later in this 
chapter. 
Information technology also plays an important role in that it allows individuals, 
groups, and organisations to manage information both effectively and efficiently. 
Gordon and Gordon (1999) maintain that significant advances in information 
technology have made it possible to acquire, manage, and use large quantities of 
information at a relatively low cost. Consider the vast quantities of information found 
on the Internet and on companies' and organisations' websites and also the ability of 
companies to track thousands of their products they store and their sales in hundreds 
of retail outlets. 
Information technology includes computer hardware, software, database management 
systems, and data communication technologies. Computer hardware refers to the 
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equipment used in electronic information processmg. Desktop and portable 
computers, currently purchased at affordable prices, can outperform the room-sized, 
million dollar computers of ten to fifteen years ago. There are various types of 
computer hardware, including the following: 
• Input hardware captures raw data and information from interactive uses. 
• Processing hardware converts or transforms data. 
• Storage hardware includes removable and fixed media that allow rapid 
access to information. 
• Output hardware provides copies of data on paper, microfilm, and video 
screens (Gordon and Gordon, 1999, p. 9). 
Computer software provides the instructions, in the form of a computer code and its 
supplementing documentation, for processing data electronically. 
• Systems software directs the functioning of the hardware. 
• Applications software assists in the acquisition, processing, storage, 
retrieval, and communication of information. 
• Software development tools also facilitate modifying software to respond 
better to an organisation's information needs (Gordon and Gordon, 1999, 
p.IO). 
Data management systems offer a vehicle for storing and supporting the processing of 
large quantities of business information, for example, data on employees, products, 
customers, and suppliers. Data management technology allows managers to easily 
access, sort, and analyse databases of information along a variety of dimensions 
(Gordon and Gordon, 1999). 
Data Communication technologies, particularly company networks and the Internet, a 
worldwide network of networks, have dramatically improved the communication of 
information across small and large distances. Managers and other employees can 
easily send data from one plant location to another or data can be accessed halfway 
around the world using dial-in options, computer networks, videoconferencing, and 
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other electronic media. Advances in communication technology take place 
frequently, thus reducing the cost and increasing the accuracy and speed of data 
transmission. Various companies use the Internet for communication and electronic 
commerce (Gordon and Gordon, 1999). 
There are several reasons or motives that prompt organisations to use information 
technology. Enhancing the quality of work life (Blacker and Brown, 1985), 
improving the decision-making (Keen and Scott-Morton, 1978), improving the 
productivity of knowledge workers (Curley And Pyburn, 1982), or enhancing 
organisation overall competitiveness (Ives And Learmoth, 1984) are reasons that 
motivate organisations to invest In information technology (Cooper and 
Bhattacheljee, 2001). Traditionally, information technology was extensively 
employed by a large number of firms to monitor organisations' internal and external 
environment, that is, as a support factor for the other organisational system 
components (Blili and Raymond, 1993). Nonetheless, because of costs, and the fact 
that information technology was generally used to perform simple tasks and activities 
during the early stages, discouraged its utilisation by organisations as a strategic tool 
for the enhancement of their position against competitors, for entry into new markets, 
and for providing managers with better information for effective decision making 
(Ives and Learmonth, 1984; Lee et aI., 1995). However, in the 1990s, technological 
advances in the field have led to significant reductions in the costs of acquiring 
information technology and resulted in enormous investment in IT applications (Bird 
and Lehrman, 1993; Attran, 2004). Moreover, the reductions in the cost of supporting 
and maintaining information technologies and structural changes in economies as a 
result of global competition have changed the role of information technology from 
data processing and record transactions tool, to a competitive weapon that stimulated 
increasingly complex organisational change (Ives and Learmonth, 1984; Brynjolfsson 
et aI., 1994; Attran, 2004). 
In the 1990s, organisations were heavily committed to investments in information and 
communications technologies. This commitment was due to the fact that 
organisations were very aware of the need to use it and exploit it effectively for 
business advantages (Galliers et aI., 1994). These authors indicated that due to the 
rapid pace of technological advances and the impact of information technology on the 
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changing competitive environment, organisations were forced to critically evaluate 
their management of information and technology resources in order to achieve their 
strategic objectives. According to Robey and Azevedo (1994), several studies show 
that a large number of organisations use information technology to achieve a faster 
and more accurate flow of information and to overcome the constraints of time and 
place, to effectively improve the organisation's functions and processes, and to meet 
their businesses strategic objectives. 
As a result of the shift from manufacturing to service industries since the 1990s 
businesses became very different compared to the previous decades. Data published 
by the County Business Patterns (CBP) and Compustat showed that the number of 
employees declined in the manufacturing sector, but there was no strong indication of 
an increasing trend in employment in the service sector. It also showed that although 
firms tended to be smaller in the service sector, employment had grown more rapidly 
in services than manufacturing (Brynjolfsson et aI., 1994). Baskerville and. Smithson 
(1995) argue that in addition to the aggressive competitive environment and changes 
in the global marketplaces, organisations have to be highly flexible and responsive to 
keep pace with the rapid changes in markets and technologies. They also suggested 
that organisations need to implement the most recent innovations in technology in 
order to survive and prosper in a complex, harsh and uncertain business environment. 
Due to drastic reductions in costs and advances in technology that have rendered 
information technology more user-friendly, even small businesses with relatively 
modest resources and professional expertise, have utilised information technology in 
order to meet their business needs and to survive in a very competitive business 
environment (Magal and Lewis, 1995; Naylor and Williams, 1994; Thong and Yap, 
1995). 
For the past two decades, information technology has been perceived as a real 
strategic tool (Child, 1987), a new tool in the competitive race (Ives and Learmonth, 
1984) and as a tool for achieving and sustained a competitive edge. Increasingly, 
organisations have utilised information technology to develop solutions to business 
problems and to improve the efficiency and effectiveness of decision-making process 
(Attwell and Rule, 1984; Molly and Schwenk, 1995), in order to achieve and sustain 
dynamic stability, enhance productivity and quality, and compete for new markets 
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(Boynton, 1993). King (1998) concludes that the application of modem information 
technology has had a significant impact on the profitability and productivity of 
businesses. Cline and Guynes (200 I) have also shown that firms who are the leaders 
in implementing information technology are more profitable and productive than their 
competitors. Information technology may also be used to help organisations produce 
at lower costs, cut down on costs of internal and external co-ordination through 
networking, differentiate themselves from their competitors, identify and concentrate 
on particular market segments, and raise entry barriers (Porter and Millar, 1985; 
Brynjolfsson et ai., 1994). Kraemer and Dedrick (1994) showed that information 
technology, unlike new technologies for specific industry such as steel or chemical 
production, can be applied in almost every economic sector from automobiles to 
insurance to aerospace. They noted that its application can make production 
efficiencies, enhance existing products and create new products and services, as well 
as reduce the cost of business by obtaining and processing information on markets, 
suppliers and competitor, thus . . Improvmg organisational efficiency and 
responsiveness. Furthermore, information technology in itself can be a source of 
economic growth and job creation. 
In the preceding section the literature concerned with definitions of information 
technology and its role in business organisations was reviewed. The next two sections 
will be devoted to discussions on the impact of information technology on certain 
aspects of organisational structures and decision-making processes of business 
organisations. 
2.4 Information Technology and Organisational Structure 
Since the prediction of Leavitt and Whisler (1958) that the use of information 
technology would lead to structural change in organisations by eliminating middle 
management, researchers have speculated about the impacts of information 
technology on organisations. Researchers in the field of information technology and 
management have for several decades investigated the impact of using computers as 
well as other information technology resources on the structure of a business 
organisation. A number of these studies attempted to identify the relationship between 
the utilisation of information technology and organisational structure. The findings of 
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these studies have varied on how information technology affects organisational 
structure. Even though some of the early predictions have not come true; new kinds of 
information technology are currently affecting organisations work in ways that we are 
just beginning to understand (Scott Morton and Allen, 1994). As advancements in 
information technology continue, and as the cost of the underlying technology 
continues to fall, information technology will spread throughout the world, and will 
certainly make structural changes in organisations more possible and inevitable (Scott 
Morton and Allen, 1994; Porter and Miller, 1985). 
In this section, I will discuss some of these studies and their conclusions regarding the 
effects of information technology on certain aspects of organisational structures. The 
first subsection will be a review of studies on the impacts of information technology 
on employment. In the second subsection I will discuss the literature on the impacts of 
information technology on organisational hierarchy structure, and the third and final 
subsection will be dedicated to reviewing studies on the impacts of information 
technology on the decision-making authority in organisations. 
2.4.1 Impact of IT on Employment 
There has long been concern over the impacts of information technology on 
employment (Kraemer and Dedrick, 1997). The implementation of IT in an 
organisation may reduce or expand employment at any particular organisational level, 
thus significantly altering the structure of the organisations (Heintze and 
Bretschneider, 2000). This section will discuss literature on the impact of IT on 
middle management jobs, and non-managerial jobs and IT impact on workload and 
manpower hiring. 
2.4.1.1 IT Impact on Middle Management Jobs 
The need for improved efficiency, effectiveness, productivity, and competitiveness, 
and the demand for more participative styles of management and developments in 
information technology have all contributed to a general movement towards 
downsizing and the creation of flatter organisational structures (Mull ins, 2002). 
According to Mullins (2002): 
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"F1aller structures are likely to be achieved by reducing the number of layers of 
middle managers and supervisors. Remaining managers are forced to assume 
responsibility for a much greater span of control." (p. 546) 
Downsizing middle management is currently an essential strategic Issue in 
organisations. Top management recognises that downsizing in response to changing 
and competitive environmental conditions will reduce operating costs, increase 
flexibility, and improve responsiveness (Pinsonneault and Kraemer, 2002). 
In their seminal work entitled "Management in the 1980s", Leavitt and Whisler 
(1958) predicted the downsizing of middle management. Their article has since 
generated a great deal of speculation and research on how information technology 
affects middle managers and their work. Researchers continue to predict the effects of 
information technology on the composition and size of middle management in 
organisations (Child, 1984; Drucker, 1988; Malone et ai., 1987). These authors 
maintained that in the main, middle managers perform informational roles and since 
IT will be able to perform most of these roles, top managers will not require the 
intervention of middle managers to facilitate top-bottom or bottom-up communication 
within their organisations. Accordingly, fewer will be needed (Pinsonneault and 
Kraemer, 2002; Pinsonneault and Kraemer, 1997b). A number of empirical studies 
provided support for this view (see Brynjolfsson et ai., 1988; Crowston et ai., 1987; 
Pinsonneault and Kraemer, 1997b). Information technology will also enable 
organisations to centralise their decision-making structures. It will move the decision-
making authority further up the organisation, resulting in the vertical centralisation of 
decision-making functions. In addition to that, IT will help organisations to integrate 
their business units, resulting in the horizontal centralisation of the organisations' 
operational activities. As a result of this centralisation, some middle managers would 
be pulled into upper management, others would be pushed down into first line 
supervision, and many would no longer be needed (Pinsonneault and Kraemer, 
1997a). 
Leavitt and Whistler (1958) argue that because of its automation effect, the 
introduction of information technology into organisations would lead to reductions in 
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the number of middle managers. However, reviews of some of the empirical research 
carried out since Leavitt and Whistler's prediction in 1958, indicate that information 
technology can have both increasing and decreasing effects on numbers of middle 
managers in organisations (Pinsonneault and Kraemer, 1993). Studies undertaken by 
Shaul (1964), Uris (1963), Wynne and Otway (1983), and Pinsonneault and Kraemer 
(1997b), for example, speculate that information technology increases the number of 
middle managers. These authors argue that information technology increased the 
complexity of organisations, generating the need for greater co-ordination thus, 
further complicating the jobs of middle managers. For that reason, they suggest that 
IT will have the effect of increasing the number of middle managers in organisations. 
According to Pinsonneault and Kraemer (1 997b ), this is because, contrary to the 
general perception, middle managers perform far more than just informational roles. 
They also perform interpersonal and decisional roles and carry out processes and 
provide information not amenable to computerisation. In addition, the use of 
information technology overloads organisations with data requiring further processing 
by middle management. This excess of data increases the number and range of 
decisions made at the middle management level, and causes the uncovering of 
previously unknown details relevant to management decisions. Pinsonneault and 
Kraemer (l997a) also reported that globalisation has made the organisational 
environment more complex and thus, increasing the pressure on top managers in their 
roles as scanners and analysers of the emerging competitive forces and events 
occurring outside the organisation. Thus, to complement top managers' efforts, more 
middle managers are needed to make more complex decisions, and to provide in depth 
and alternative analyses of emerging phenomena. As a result, eventually, IT IS 
positively associated with increases in the number of middle managers. There is 
empirical evidence to support this view of the impact of IT on middle management 
(Lee, 1964; Shaul, 1964; Millman and Hartwick, 1987). 
Traditional organisation theory argues that growth in organisational sIze IS 
accompanied by an increase in the horizontal and vertical differentiation, and a larger 
increase in administrative staff to cope with the increased requirements for 
coordination and control (Blau, 1970; Blau and Schoenherr, 1971; Pinsonneault and 
Kraemer, 1997b). When downsizing takes place, it is often presumed that these 
structural changes are also reversed. Pinsonneault and Kraemer (1997b) have 
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however, reported that this reverse causation does not hold true in organisational 
evolution. They indicate that the ratio of administrative staff to production staff tends 
to grow or stay the same. Mckinley's (1993) review of longitudinal and empirical 
research on organisational downsizing points to the fact that when downsizing takes 
place elsewhere in an organisation, the overall number of administrative staff tend to 
remain either constant or may actually increase. 
The fact that downsizing does not occur in the face of new technology and other 
change is attributable to the deliberate managerial strategies aimed at 'growing' out of 
organisational decline (Pinsonneault and Kraemer, 1997b). For example, Tsouderos 
(1955) and Ford (1980a, b) point out that declining organisations often attempt to 
reverse the decline in membership or workforce by introducing new services that 
increase the need for co-ordination and help. This tendency explains why the number 
of administrative staff continues to increase even in the face of decline. Automation 
aimed at increasing organisational productivity tends to increase the tasks of middle 
managers because they are also required to coordinate the complexities associated 
with automation (Guthrie, 1974). It has also been shown that sometimes top 
managers 'push down' tasks to middle managers in an attempt to free themselves to 
carry out their other tasks (Klatzky, 1970). Accordingly, depending on management 
strategy, the ratio of administrative staff may increase rather than decrease when 
downsizing takes place (Pinsonneault and Kraemer, 1997b). 
2.4.1.2 IT Impact on Non-Managerial Jobs, and Workload and Manpower 
Hiring 
The ability of computers to perform routine tasks such as bookkeeping led to concern 
that employees would be replaced by computers (Kraemer & Dedrick, 1997). 
Employment jobs such as secretary, bank teller, telephone operator, decreased with 
the increased use of computers, automatic teller machines, and computerised 
switching systems (National Research Council, 1994). Bird (1980) in his survey for 
the Equal Opportunities Commission examined the impact of new office technology 
on female employment in which he found that by 1990 some 17% of typing and 
secretarial jobs were likely to be lost. Beheshti and Bures (2000) argued that using 
information technology enables organisations to downsize. They stated that using 
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information applications such as Email and Electronic Data Interchange has enabled 
companies to reduce employees such as clerical staff while enhancing productivity of 
management. After decades of computerisation of all sectors of economy in the 
United States, it was found that during economic periods full employment has been 
achieved, while in periods of recession cyclical unemployment was experienced 
(Kraemer & Dedrick, 1997). They also reported that the ratio of public sector to 
private sector employment has not changed much either, and it is more likely 
information technology has led to changes in the type of workers needed and salaries 
of different occupations rather than in total employment. 
Some others argued that even if computer use led to the elimination of some workers, 
other jobs would be created particularly for computer professionals and that growth in 
output would increase the overall employment (Kraemer & Dedrick, 1997; Osterman, 
1986). Kraemer and Dedrick (1997) stated that this argument makes sense in the 
private sector, which can expand its overall output as productivity is increased, but is 
more problematic in the public sector. There are other studies of the relationship 
between IT and employment that concluded that rather than having a decreasing effect 
on the numbers of employees, IT may actually increase employment. For instance, 
Osterman (1986) found that computers initially led to a decrease in the number of 
clerks, but this effect was partially offset by a subsequent increase in employment due 
to the need for greater co-ordination as a result of increased computer usage. Some 
other studies found that information technology was on balance a complement, not a 
substitute for labour, especially white-collar labour (Berndt and Morrison, 1991). 
Freeman and Cameron (1993) point out that there are three changes that can be 
undertaken in order to accomplish an organisation's mission with fewer people: 
changes in work organisation, technology, or structure. These three changes operate 
in a nested hierarchy where changes in technology are more radical and require more 
redesign than changes in work organisation. Changes in structure also require more 
redesign than changes in technology. Accordingly, managers exercising an 
incremental approach to downsizing tend to focus first, on changes in work 
organisation, followed by changes in technology, and finally, on changes in structure 
(Pinsonneault and Kraemer, 1997b). On the other hand, managers facing 
reorientation will focus most profoundly on changes in structure followed by changes 
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in technology and work organisation (Freeman and Cameron, 1993; Pinsonneault and 
Kraemer,1997b). Pinsonneault and Kraemer (\997b) maintain that it is important to 
notice that technology is a second alternative in terms of its anticipated impact on 
downsizing. Technological impact tends to be greater when combined with the radical 
redesign of structure than when it simply constitutes part of continuous improvement 
in work. They add: 
"For the most part, the use of IT in organizations over the past forty years has 
sought continuous improvement in the form of automation of existing work, or 
even changes in work rather than radical redesign. Thus, its impact on costs, 
staff and performance has been marginal in the past, whereas it might not be 
in the future." (p. 662). 
2.4.1.3 Summary of the Impact ofIT on Employment 
To sum up, past researches regarding IT impact on employment provide empirical 
evidence that information technology both increases and decreases the number of 
middle managers in organisations. The literature indicates that it is rather possible for 
the ratio of administrative staff and/or the number of middle managers, to increase or 
remain the same during periods of change in organisations. The literature also shows 
that this might take place when top managers, engage in 'survival through growth' 
strategies and pass more work to middle managers or when middle managers try to 
expand or tighten their hold on their existing domains by seeking more responsibility 
from top management (Pinsonneault and Kraemer, I 997b ). There are also several 
explanations as to why information technology might increase or decrease the number 
of middle managers and also as to when and how such change might take place. 
However, most of these explanations lack clarity as empirical research has remained 
exclusively focused on information technology as a factor in organisational change 
(Pinsonneault and Kraemer, 1997b). Also, researches regarding the reduction of 
employees such as clerical and secretarial provide evidence that IT impacted 
employees' numbers in both a negative and positive way. In addition, other researches 
contend that IT has increased employment as a result of workload growth (Osterman, 
1986). These researches indicate that the net effect of information technology on 
employment is still very much a matter of debate (Kraemer & Dedrick, 1997). 
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2.4.2 Information Technology and Organisational Hierarchy Structure 
Since the mid 1970s, many changes in the organisation of work have been attributed 
to the increased capabilities and use of information technology in business. Literature 
in this field has identified the significant impact of information technology on 
organisational forms (Brynjolfsson et aI., 1994; Scott Morton, 1991). Information 
technology has been recognized as a critical enabler of the re-creation (restructuring) 
of organisational new forms (Scott Morton, 1991; Brynjolfsson et aI., 1994), and a 
significant contributor to the shift to smaller size firms (Brynjolfsson et aI., 1994). 
Hierarchies and matrixes are the most common formal organisational designs for 
business organisations (Applegate et ai, 1988). They determine the structure of formal 
authority relationships, the channels of communication, and the delegation of 
decisional responsibilities (Reif, 1972). Old formal structures are designed to reduce 
the complexity and provide stability but now many researchers believe that they tend 
to stifle innovation and are not meeting the quick environmental changes that are 
happening around us (Applegate et al. 1988). Applegate and others (J 988) stated that: 
"The challenge has been to make large companies, with their economies of 
scale and other size advantages. as responsive as small ones .. 
Small organisations tend to have fewer managerial layers and are less bureaucratic 
and, as such, they tend to reduce resistance to change (Applegate et ai, 1988: Leavitt, 
1978). Due to the increased competition and higher customer expectations, work 
processes organised along the principle of division of labour can no longer deliver the 
required performance (Thong et aI., 2000). New organisational forms that rely 
strongly on the use of information technology are emerging, as a result of the failure 
of old organisational forms to cope with the competitive environment and the rapid 
advancements in technology in general, and information technology in particular 
(Hoffman, 1994). Some of these new organisational forms that emerged are the 
network and adhocratic organisations (Applegate et aI., 1988; Scott Morton, 1995; 
Mintzberg, 1988). In the network organisations rigid hierarchies are replaced by 
formal and informal communication networks that connect all parts of a company, 
fewer managerial layers, and a larger span of control (Eccles and Crane, 1987). In the 
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adhocracy organisation, sets of project-oriented work groups replace the hierarchy 
(Mintzberg et aI., 1988, p. 607). Both organisational forms are well known for their 
flexibility (Applegate et aI., 1988). Mintzberg (1983) reports that the Manned Space 
Flight Centre of NASA, an example of an adhocracy organisation, changed its 
organisation structure 17 times in the first 8 years of its existence. Callon (1996) 
maintained that, in order to gain a competitive advantage, organisations such as 
Federal Express, Toyota and Wal-Mart consider information technology as a weapon 
to integrate business units and dissolve departmental barriers. Alshoaibi (1998) 
indicated that managers in the Saudi private sector stated that information technology 
can play a very important role in altering their organisational structures to become 
flatter and smaller ones. 
Modem organisations reduce the size of their workforce to cut costs, increase 
flexibility, and improve responsiveness in order to survive in today's highly 
competitive and turbulent environment (Pinsonneault and Kraemer, 2002; Beheshti 
and Bures, 2000). Managers are required to maintain their functional areas of work at 
the same levels with fewer employees. Beheshti and Bures (2000) stated that 
managers are turning to technology to fill the gap by relying on automation and 
effective information systems. Firms consider downsizing as a way to restructure and 
re-engineer their businesses (Beheshti and Bures, 2000). In addition to cost reduction 
through downsizing as a means of remaining competitive, many organisations have 
found that reduction in employees and management layers will reduce job 
bureaucracy and increase efficiency, which in turn will lower operating expenses and 
increase profits (Beheshti and Bures, 2000). 
Speculation that information technology would lead to downsizing dates back to 
1958, when Leavitt and Whisler (1958) predicted that IT would take over most 
routine decision and communication activities of middle managers and therefore 
reduce their numbers. This would allow top management to bypass middle managers 
in organisational communications and to centralise decision-making above middle 
management. The issue of downsizing middle management has been addressed in the 
previous subsection. While some empirical evidence supports this argument 
(Brynjolfsson et aI., 1994; Beheshti and Bures, 2000), other studies indicate that 
downsizing can be caused by factors such as adverse environmental conditions and 
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managerial actions (Freeman and Cameron, 1993; Pinsonneault and Kraemer, 2002; 
Tushman and Romanelli, 1985). 
Referencing several sources, Brynjolfsson et al. (1994) notes that finn sizes have 
indeed shrunk over the years. Since the 1970s, there has been a tendency whereby the 
average establishment size has decreased, thus reversing an earlier trend towards ever-
larger finns, as indicated by data from County Business Patterns (CBP), cited by 
Piore (1986). Brynjolfsson et al. (1994) cite the data of the Bureau of Labour 
Statistics (BLS) Report regarding finn size in the USA, which shows that between 
1980 and 1986 finns below 100 employees created six million new jobs. In contrast, 
finns of over 1000 employees experienced a net loss of 1.5 million jobs. These data 
also illustrate that employment shifts were inversely proportional to the size of 
intennediate class size. Other major industrial countries have also been experiencing 
this phenomenon, according to Huppes (1987), with finn size growing until about 
1970 and decreasing significantly since then. 
Brynjolfsson et al. (1994) examined data provided by the Compustat and the CBP, 
which revealed that the number of employees per finn has in fact declined in the 
manufacturing sector, but no such trend was visible in the service sector. These 
authors also found that despite the fact that finns tended to be smaller in the service 
sector, employment grew faster in the services sector than in manufacturing. 
Nonetheless, when they examined two other measures of finn size, that is, sales per 
finn and value-added per finn, for manufacturing industries, the authors did not find 
any overall decline in these measures of finn size. 
To sum up, organisational downsizing is a planned elimination of positions or jobs in 
order to improve organisational efficiency and effectiveness, gain competitive 
advantage, and develop solutions to business problems. Infonnation technology as 
discussed earlier can play a central role in organisational downsizing. It is considered 
an enabler or facilitator that alters the way we do business, and at the same time, 
changes the structure of our business organisations. 
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2.4.3 Impact oflT on the Organisational Decision-Making Authority 
The use of infonnation technology in organisations has been growing at a rapid pace. 
Many believe that infonnation technology has introduced fundamental changes in 
organisational work procedures (Gurbaxani and Whang, 1991; Molly and Schwenk, 
1995; Heintze and Bretschneider, 2000). One of these changes is in the area of 
organisational decision-making (Huber, 1990). Decision-making is considered to be 
one of the most important managerial functions and it greatly influences the fonn of 
organisational structure (Reif, 1972). The impact of infonnation technology on the 
decision-making authority structure process will be reviewed in this subsection. 
The effects of infonnation technology on the nature of the decision-making structures 
of organisations are one of the most frequently discussed issues by many authors 
(King, 1983; Gurbaxani et. aI., Huber, 1990; 1991; Attwel et. aI., 1984; Heintzi and 
Bretschneider, 2000; Anderson, 2001). Most of the debate about infonnation 
technology and organisational structure has focused on IT impact on the centralisation 
or decentralisation of decision-making in organisations (Kraemer and Dedrick, 1997). 
Over the years, different views have emerged as to whether IT has a centralising 
and/or decentralising effect on the decision-making structures of organisations 
(George, and King, 1991). Some studies report that infonnation technology use leads 
to the centralisation of the decision-making authority in organisations (Hoos, 1960; 
Reif, 1972; Whisler, 1970). Others studies, such as those carried out by Huber (1990) 
and Klatzky (1970) suggest that using infonnation technology leads to the 
decentralisation of the decision-making authority in organisations. There are still 
some researchers who argue that there is no relationship between IT and decision 
making structures and that decision making authority is detennined by factors other 
than infonnation technology (Myers, 1966; Robey, 1977; Robey, 1983; Body and 
Buchanan, 1984), implying that infonnation technology per se is neither a centralising 
nor decentralising influence (Kraemer, Dedrick, 1997). The context in which 
infonnation technology is used is a much stronger influence on whether organisations 
centralise or decentralise than the technology itself (Kraemer, Dedrick, 1997). There 
is also literature that suggests that infonnation technology can, at the same time, have 
a centralising and decentralising effect on organisational decision-making structures 
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and processes (Child, 1983; Dowson and Mcluaghlin, 1986; Bird and Lehrrnan, 1993; 
George and King, (991). 
Over the past two decades, a series of studies has illustrated that the use of 
information technology has not had any significant effect on the decision-making 
authority within organisations (Schwartz, 2002). Laudon (1974) and Perry and 
Kraemer (1979) argue that instead of changing these structures, information 
technology has helped to maintain existing administrative structures, meaning that 
organisational structure dictates computing systems arrangement (Alien, 1982; King, 
1978, 1980; Robey, 1981;Kraemer and Dedrick, 1997). The suggestion is that IT 
helps to centralise control to enhance existing positions of authority and power 
(Danziger et aI., 1993; Robey, 1981; Markus, 1983; Kraemer and Dedrick, 1997; and 
Zuboff, 1988). Schwarz (2002) in his empirical examination of the nature of 
hierarchical authority in public organisations indicates that: 
"IT is not necessarily associated with flexible, decentralized new forms of 
organizing. Rather, technology change results in the strengthening of 
management-centred and management-determined control. This action is 
driven by system of managerial self-preservation ". (p. (73) 
A number of studies contend that generally information technology supports both 
centralised and decentralised decision structures (Applegate et aI., 1990; George and 
King, 1991; Gurbaxani and Whang, 1991; Zuboff, 1988). Kraemer and Dedrick 
(1997) maintain that in the days of centralised, mainframe-computing functions, it 
was suggested that computing systems would tend to centralise the decision-making 
authority as a result of the consolidation of information needed for decision-making 
under the control of top management, and as result of computer capability of 
executing routine decisions and passing the remainder to top management. They also 
argue that the advancement in information technology tended to decentralise access to 
information and consequently will lead to the decentralisation of decision-making 
authority, as lower level managers will take an advantage of that access. Huber (1990) 
proposed that in highly centralised organisations, the use of information technology 
leads to more decentralisation. Authors argue that the ability to obtain local 
information quickly and accurately by using management information systems 
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reduces ignorance and helps top managers to make decisions that they otherwise may 
have been unwilling to make (Child and Partridge, 1982; Dawson, and McLoughlin, 
1986; Huber, \990). Thus information technology would cause decisions to be made 
at hierarchically higher organisational levels (Huber, 1990). Huber (1990) also 
proposed that in highly decentralised organisations, use of information technology 
leads to more centralisation. He argues here that motivations that lead top managers to 
permit lower level managers to take decisions include their desire to reduce the time 
for an organisational unit to respond to problems, or the desire to provide autonomy 
for subordinates. This downward shift in decision-making would not be possible if 
information technology were not available, as it allows lower level units to access 
available information and to clarify information in a more timely manner which leads 
to quicker and better decisions (Anderson and Segars, 200 I; Huber, 1990). 
Huber (1990) argues that information technology improves the performance effects of 
decentralised decision structures. Andersen and Segars (200 I) developed a project to 
improve empirical and practical insights into the relationships between information 
technology, decision structure and performance. Until then, the nature of this 
relationship has, on the whole, been left undetermined. They conclude that their 
results indicate that performance effects of information technology can accumulate 
from an ability to enhance communication capabilities that make a decentralised 
decision structure more effective. They add that the indirect performance effect of 
information technology emerges from an inducement of high performing 
decentralisation that enables individuals to take effective action. They also found a 
direct performance effect in large organisations and that organisational learning 
perspective may apparently explain the performance effects of information 
technology in a decentralised organisational settings. Andersen and Segars (200 I) 
also maintain that their study provides interesting empirical findings in support of 
information technology'S indirect performance effects. These appear to work by 
enabling decentralised organisational structures, where the communication enhancing 
capacity of information technology is a driving element of the value creation process. 
In summary, it can be concluded here that the debate over the impact of information 
technology on the centralisation / decentralisation of decision-making has been 
around for long time (King, \983). Variations in findings, as illustrated earlier, all 
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suggest that more research is needed to expand the knowledge of the effect of IT on 
the centralisation / decentralisation of decision-making. 
2.5 IT Impact on Decision-Making Processes 
As we move into the twenty-first century, an increasing number of organisations are 
utilising information technology to organise themselves and to connect people 
internally and externally (Fulk and DeSanctis, 1995). Huber (1990) sets forth a theory 
regarding the effects on advanced information technologies on organisational design, 
intelligence, and decision-making. He argues that those technologies will promote 
changes in organisational decision-making processes and the quality of decision-
making. Youngjin (1997) maintains that it is not too soon to ask whether these 
technologies are indeed bringing positive changes in decision-making processes. This 
section will discuss the impact of IT on certain aspects of decision-making processes 
as follows: 
2.5.1 IT Impact on Decision Communication 
Huber (1984, 1990) theorised that advanced information technology will enhance 
communication within organisations which facilitate access to people inside and 
outside the organisation with an ease that previously was not possible. Keen (1981) 
cited that organisational communication was improved as a result of using decision 
support systems (DSS). The impact of IT on communication has now extended to 
peer-to-peer relations, and to supervisor-subordinates relations (Kraemer and Dedrick, 
1997). They argue that information systems crossed departmental boundaries, which 
increased peer-to-peer communications. Such systems allow the sharing of 
information and the coordination of activities, which increased the interdependence 
between individual and work groups (Kling, 1992; Kling and Jewett, 1991). Many 
authors suggested that the communication dimension of IT such as emails played a 
more important role in enhancing organisational communications (Rockart and Short, 
1989; Sanders et aI., 1984; Pelton, 1993; Teng and Calhoun, 1996; Kraemer and 
Dedrick, 1997). The use of e-mail and PC networks has increased communication 
among geographically dispersed peers (Foster and Flynn, 1984; Rockart and Short, 
1989; Snizek, 1987). Sproull and Kiesler (1986) suggested that the impersonal nature 
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of e-mail could lower the barriers to communications caused by different status levels, 
resulting in more communications between supervisors and subordinates. 
2.5.2 IT Impact on Decision-Making Participation 
Huber (1990) proposed that IT use will lead to a larger number and variety of people 
participating as information sources in the making of decisions, as a result of the 
capability ofIT to reduce the effort required by individuals who are separated in time 
or physical proximity to exchange information (Hiltz and Turoff, 1978; Culnan and 
Markus, 1987). It was also suggested by Pelton (1993) that IT would eliminate the 
remoteness in today's far flung corporate enterprises. Geographically separated 
executives can communicate in real time to access data for decision-making, which 
promotes team decisions (Rockart and Short, 1989). In addition, the availability of 
data empowers new participants to call attention to issues and more effectively 
influence the decision-making (Innes, 1988). The spread of networked PCs, e-mail, 
and other decentralising information technologies creates a decentralising force on 
information, providing opportunities for new actors to gain influence on the decision 
making process (ibid). Kraemer and Dedrick (1997) suggested that the process of data 
gathering and organisation could democratise the decision-making process by 
empowering more parties to participate in that process. Teng and Calhoun (1996) 
have argued that it is the communication dimension of information technology, such 
as emails and teleconferencing, that is responsible for more participation than the 
computing dimension of IT. In their study, they found that the communication 
dimension of IT is engendering more participation in the decision-making process 
than the computing dimension ofIT. 
2.5.3 IT Impact on Job Complexity 
Hackman and Oldham (1980, P 78) stated that "numerous researchers have shown 
that people from newborn infants to mature adults, seek out occasions to explore and 
manipulate their environments and to gain a sense of efficacy by testing their skills." 
Based on that, Teng and Colhoun (1996) argued that it would be expected that 
managers who use IT in their work to "explore and manipulate their environment" 
would perceive their work environment as more complex." The debate over whether 
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the use of information technology reduces or expands the skills associated with 
particular work roles has been going on for a long time (Kraemer and Danziger, 
1997). Most empirical research has concluded that information technology has 
expanded the number of tasks expected of workers and the array of skills needed to 
perform these tasks (Kraemer and Dedrick, 1997). Millan and Hartwick (1987), in a 
study of middle managers, found that more than 70% reported that office automation 
had increased the variety of job skills they need. In a study of the impact of Local 
Area Networks (LANs) on users and their work, Nath (1990) found that the use of 
'LANs' made these users' job easier, improved their skill level, and made their job 
challenging. In another study, conducted by Teng and Culhoun (1996), they found 
that IT use in decision-making has upgraded managers' level of skills. They 
concluded that managers improved their skills by using variety and high-level skills to 
do their jobs, which led to more job satisfaction and led them to perceive their work 
environment as more complex. 
2.5.4 IT Impact on Routinisation of Decision-Making 
The contribution of information technology to decision-making stems from two 
factors: the enhancement of the ability to organise, maintain, and retrieve information 
needed to make decisions, and information technology modelling power, which 
allows a large amount of information to be reduced to key indicators that are 
understandable and usable by decision makers (Kraemer, and Dedrick, 1997). Huber 
(1984) predicted that advanced information technology will increase the amount of 
information acquired formally and will induce greater routinisation of decisions. 
Cheney and Dickson (1982) found that the intensity ofIT use in decision-making has 
increased the degree of decision programming across all management levels for eight 
large firms. According to Teng and Colhoun (1990), the intensity of IT use In 
decision-making in today's environment may be related to the routinisation of 
decision-making in organisations. They concluded that well structured operational 
decisions can be routinised more easily than ill structured managerial decisions and, 
as a result, a manager's work life may benefit from such routinisation of decision-
making. 
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2.5.5 IT Impact on Decision-Making Performance 
During the 1980s and early in the 1990s, some authors, including Davis (1984), Huber 
(1984, 1990) and Isenberg (1984), argued that the use of information technology 
would affect decision-making performance. Others, for example, Dearden (1983) and 
Wildavsky (1983), argued otherwise, maintaining that the use of information 
technology would have little, if any, effect on senior management activities; some 
even argued against chief executive officers using information technology (King, 
1985). 
By the mid-I 990s, and due to the massive advancements in the information 
technologies, the picture had changed, whereby people started feeling the effect of the 
use of information technologies on decision-making processes in organisations. For 
instance, Molloy and Schwenk (1995) studied the effects of information technology 
on decision-making and concluded that: 
"The use of information technology does improve both the efficiency and, 
more importantly, the effectiveness of the decision-making process. 
Information technology of a decision aid which, in a real-world settings, 
works" (p. 30 I). 
They found that the effect of information technology on performance was positively 
related to the level of information technology use and that problem decisions had 
higher levels of use and performance than crisis decisions. They also found that using 
information technology for data access improved both the identification activity and 
also the development and selection activities, which increase decision speed. The use 
of information technology for processing data was also reported to have improved the 
accuracy, sophistication and completeness of the analysis performed across all 
decision-making activities, leading to a greater number of alternatives being generated 
and analysed and also to an improvement in the quality of the decision-making 
activities. The following sub-section will discuss literature on the impact of IT on 
decision alternatives, decision speed, and decision-making effectiveness. 
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2.5.5.1 IT Impact on Decision Alternatives 
Huber (1990) contends that: "the development, evaluation, or selection of alternatives 
would benefit from exchanges of information among a moderate to large number of 
experts or partisans n. He suggests that increased participation in the decision-making 
process as information source will generates more decision alternatives. In a study of 
poorly structured problems, Cats-Baril and Huber (1987) found that the number of 
alternatives examined by subjects has been increased as a result of using information 
technology. It was also found in another study conducted by Yoo and Digman (1987) 
that IT decision support enables the generation of multiple solutions. It was also 
reported that IT use in decision-making has generated more decision alternatives 
(Alvi, 1993; Gessner et aI., 1994). Leinder and Elam (1993) found that the use of 
Executive Information Systems (EIS) has resulted in the generation of more decision 
alternatives. Norris (1989) found that users of information technology were able to 
examine more data, conduct more thorough analyses, and construct and evaluate a 
greater number of alternative courses of action. Teng and Calhoun (1997) reported 
that the use of information technology has helped in generating more decision 
alternatives, and that the modelling and data manipulation capabilities of the 
computing dimension of IT were more instrumental in formulating decision 
alternatives than the communication dimension of IT such emails and others 
communications facilities. Contrary to earlier literature findings, Eckel (1983) and 
Sharda et al. (1988) found no significant difference in the number of generated 
decision alternatives by IT users and non-users. 
2.5.5.2 IT Impact on Decision Speed 
As for the impact of information technology on the speed of decision-making, Huber 
(1990) suggested that the use of advanced information technology would increase the 
decision speed. He argued that once the problem has been identified, several types of 
activities are undertaken using advanced information technology. For example, 
management information systems and electronic mail might enable immediate access 
to information when the decision makers decide what to do about problems. It is 
believed that, because of the fast changing environment, decision-making in the future 
will have to be faster in organisations (Huber, 1984; Weizer, 1992; Pelton, 1993). 
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Yoo and Digman (1984) suggested that, as a result of IT use in decision-making, 
decision speed would be faster. It was reported by Hohn (1986) that by using IT in 
planning, decision speed was increased. In addition, Leidner and Elam (1993) in their 
empirical study reported that problem identification speed and the speed of decision-
making were increased as a result of using EIS. Teng and Calhoun (1996) found that 
on average, IT has helped slightly to reduce time in decision-making. They suggested 
that as IT use would increase the number of decision alternatives, it would take more 
time for the decision maker to evaluate them, which would result in slower decisions. 
Earlier studies also reported that IT use would reduce decision speed (Morecroft, 
1984; Benbasat and Dexter, 1982), and further, a number of studies reported no 
significant effect ofIT use on decision speed (Goslar et aI., 1986; Sharda et aI., 1988). 
2.5.5.3 IT Impact on Decision-Making Effectiveness 
Huber also (1984) suggested that the use of IT in decision-making would enable a 
significant increase in both the efficiency and effectiveness of decision-making. In a 
more recent article, Huber (1990) proposed that the use of computer-assisted 
communication and decision-support technologies leads to higher quality decisions. 
He suggested that the quality of decision-making is enhanced as result of IT use, 
which facilitates information sharing and aids in the analysis of information within 
decision units. Alter (1980) proposed that the use of DSS would generate more 
alternatives to be examined, which would increase the decision-making quality. 
Kasper and Cerveny (1984), Sharda et al. (1988), Kendall and Sculdt (1993) all 
reported that the use of IT has resulted in enhancing the decision-making 
performance. In that respect, the empirical work of Sharda et al. (1988) showed that 
users of DSS made more effective decisions than their non-DSS user counterparts. 
Teng and Culhoun (1996) reported full support for their hypothesis that IT usage 
would improve the effectiveness of decision-making. They found that as managers' 
reliance on IT in decision-making intensifies, they become more likely to recognize 
its contribution in improving the effectiveness of decision-making. Molloy and 
Schwenk (1995) also conclude that the improvement in the quality of the performance 
of all decision-making activities, brought about by the use of information technology, 
led to higher quality and more effective decisions. 
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2.5.6 Summary of IT Impact on Decision-Making Processes 
At present, most managers have access to a personal computer (PC) and computer-
aided communication facilities that provide access to people and information, both 
inside and outside the organisation. According to Teng and Calhoun (1996), this 
emerging organisational computing (OC) environment is permeated with non-
application-specific IT, which offers the freedom and creative opportunities with 
which managers can improve decision-making. Teng and Calhoun (1996) present a 
large number of hypotheses to relate managers' perceptions of the emerging 
organisational computing environment as a facilitator of their operational and 
managerial decision-making activities to the intensity of computing and 
communication usage. They indicate that their findings supported a majority of these 
hypotheses and provide strong evidence that: 
"To the extent that IT becomes an integral part of the work environment, 
managers will attribute perceived importance in decision making to IT usage. 
While little or no effects were found with respect to decision speed and 
decision participation, intensity of IT usage in decision making is associated 
with a wide spectrum of perceived improvements in decision making, ranging 
from micro-level information use in decision making to macro-level 
organizational decision process, and from decision efficiency to overall 
effectiveness" (Teng and Calhoun, 1996, p. 704). 
Teng and Calhoun (\ 996) add that their findings have significant implication for both 
practice and research. They maintain that: 
"It has been well established that information sources important to 
managerial decision making, which include spontaneous contacts, verbal 
communications, and meetings, are often not directly related to IT (Mintzberg, 
1973). With the expanding QC environment, these sources of decision 
information will be increasingly funnelled through IT such as e-mail, 
groupware, and electronic meeting systems. "Thus, to the extent that these IT 
are properly managed and made available to managers, decision making in 
the organization can be improved' (p. 705). 
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Teng and Calhoun (1996) have demonstrated that managers recognise the value of 
general, non-application-specific information resources in decision making. They 
noted that this recognition is highly associated with how intensively information 
resources are used. Accordingly, enhancement of information resource quality 
through effective information resources management (IRM) should bring about more 
information technology usage by managers, which in turn would reinforce their 
perception of the significance of information technology for better decision-making 
processes. 
Hence, it can be concluded that information technology has some impact on decision-
making processes and that rapid developments and advancements in, and adoption of 
information technologies will play a bigger and major role in enhancing decision 
making processes in the future. 
2.6 Summary 
This chapter presented a review of literature relating to the impact of information 
technology on certain aspects of organisational structures and decision-making 
processes in business organisations. It discussed some of the literature regarding 
information technology and its role in organisation nowadays. Then it presented some 
of the literature regarding the impact of IT on certain aspects of organisational 
structures, addressing its impact on organisational employment, organisational 
hierarchy structures, and the decision-making authority. It then presented and 
discussed some of the literature regarding the impact of IT on specific aspects of the 
decision-making processes. It discussed the impact of IT on decision-making 
communication, decision participation, job complexity, routinisation of decisions, 
decision alternatives, decision speed, and decision effectiveness. The next chapter will 
present a critique of relevant IS literature, the research framework, and the questions 
and objectives of the research. 
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RESEARCH FRAMEWORK 
3.1 Introduction 
Research Framework 
The previous chapter reviewed relevant literature on the impact of IT use on certain 
aspects of organisational structures and decision-making processes. The current 
chapter presents a critique of relevant IS literature, highlights some of the major gaps 
and shows how this study could help fill some of those gaps. It also identifies research 
objectives and the research questions. A conceptual framework, which describes the 
nature and direction of the relationship between different variables, is also presented. 
Finally it presents examples of the developed hypotheses. 
3.2 Critique of Relevant Literature 
It is clear from the literature review, that the IS literature concerning the impact of 
information technology on the organisational structures and decision-making 
processes of organisations have mainly focused on private organisations in western 
countries (Kraemer & Dedrick, 1997). Comparative studies on the impacts of 
information technology on organisational structures and decision-making processes 
between private and government organisations are, also, very limited. The focus has 
tended to be on specific computing systems rather than information technology as a 
whole. Besides, most of these studies have taken managerial perspectives to evaluate 
the impact of IT on organisational structures and decision-making processes of 
organisations, without any general evaluation of the whole organisation. As a result, 
employees' perceptions are not taken into account. This research, therefore, takes a 
more holistic approach to the study of the impact of IT on certain aspects of 
organisational structures and decision-making processes. In doing so, it hopes to 
address these limitations and fill the gap in the existing literature. 
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Information technology and its effects on organisational structures have long been of 
interest to researchers in the field of information systems. Researchers have argued 
that IT affects organisational structures in different ways. It has been found, for 
example, to be a critical enabler for the restructuring of organisational new forms, by 
replacing the rigid hierarchical forms with flat, network, or adhocracy ones (Hoffman, 
1994; Scott Morton, 1995; Applegate et aI., 1988). IT also contributes to the 
downsizing of large organisations (Brynjolfsson et aI., 1994). In addition, it also 
facilitates the elimination of middle management in hierarchical organisations 
(Pinsonneault and Kraemer, 2002; Child, 1984; Drucker, 1988) and in doing so, 
causes the centralisation of decision authority at top management level. Even where 
there is a middle management segment within the organisation, IT enables senior 
managers to bypass middle management, and thus, facilitate a more direct top-bottom 
and bottom-top communication with lower levels of the organisation. In such 
situations, even if and when middle level managers are required, their numbers will be 
fewer (Pinsonneault and Kraemer, 2002; Pinsonneault and Kraemer, 1997b). 
However, there are other researches that contradict these findings and conclusions. 
Pinsonneault and Kraemer (1993, 1997b) and Wyne and Otway (1983), for example, 
suggested that information technology has the tendency to increase the complexity of 
organisations and the amount of organisational data and information. In that respect, 
they argued that the introduction of information technology would bring about new 
and specific functions that would necessitate the employment of more middle 
managers. Also, researches found that the use of information technology has impacted 
non-managerial jobs such as clerical and secretary in a negative and positive way 
(Pinsonneault and Kraemer, I 997b, Osterman, 1986; Bird, 1980). Osterman (1986) 
suggested that IT has increased employment as a result of workload growth. 
There is also a body of literature concerned with the impact of information technology 
on the decision-making authority in organisations (for example, Huber, 1990). The 
issue, in this regard, concerns whether IT has a centralising and/or decentralising 
effect on the decision-making processes of organisations (Huber, 1990; King, 1983; 
Heintzi and Bretschneider, 2000; Anderson, 2001). In that regard, opinions vary. 
Some authors argue that information technology leads to the centralisation of 
decision-making authority in organisations (Whisler, 1970; Kraemer and Dedrick, 
1997; Schwarz; 2002). Others studies, however, suggest that it has a decentralising 
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effect on the decision making process (Klatzky, 1970; Huber, 1990). There are yet 
other researches that suggest that IT can, at once, have a centralising and 
decentralising effect on the decision-making authority and process on the organisation 
(Bird and Lehrman, 1993; George and King, 1991). 
Literature on the effect of IT on decision-making processes has been the focus of 
many IS researchers. This stream of research can be traced back to Leavitt & Whisler 
(1958) who drew attention to the subject. Over the years, research on IT and decision-
making has developed, resulting in a diverse array of literature and findings (Oavis & 
Kottemann, 1994; Oennis et aI., 1990; Hale & Kasper, 1989; Cheney & Oichson, 
1982; Sanders & Courtney, 1985; Huber, 1990; and Teng & Calhoun, 1996). 
Communication in decision-making was cited by Keen (1981) as a result of the use of 
OSS. Based on the perception of IT as a mechanism for improving organisational 
communication, he suggested that IT could make a significant contribution to 
organisational decision-making. Subsequent studies provided empirical support to 
Keen's finding and argument (Sanders et aI., 1984). Huber (1984,1990) theorised that 
IT use would enhance communication in decision making in organisations. A logical 
consequence of improved communication is an increase in participation in decision-
making. IT will reduce the constraints of time and distance (Fried, 1993: Gessner et 
aI., 1994; Huber. 1984). Rockart and Short (1989) noted that IT will enable 
geographically separated members of an organisation to have access to relevant 
information in time for decision-making thus, facilitating group decision-making. 
Teng and Calhoun (1996) have argued that neither the number of computers nor the 
volume of data processing and/or information reporting, have positive relationships 
with increased participation. Instead, they suggested that the communication aspects 
of IT such as e-mail and teleconferencing engender greater participation in 
organisational decision-making. 
An increase in IT intensity usage is positively associated with increased job 
complexity, further routinisation of decision-making processes and better decision-
making performance (Millman & Hartwick, 1987; Huber, 1984 & 1990; Sanders et 
aI., 1984; Sharda, 1988; & Kendall & Schuldt, 1993). Invoking Hackman and Oldham 
(1980), Teng and Calhoun (1996) suggested "it would be expected that managers who 
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employ IT in their work to 'explore and manipulate their environment' would 
perceive their work environment as more complex" (p. 686). In a survey of75 middle 
managers, Millman and Hartwick (1987) discovered that certain dimensions of IT 
generate perceptions of increased work complexity and job satisfaction. With the use 
of IT, employees are able to use complex and high level skills in their routine as well 
as managerial decision making functions. This in itself is cause for greater job 
complexity and satisfaction (Teng and Calhoun, 1996). There are studies that suggest 
advances in technology and increases in IT usage will lead to increases in the 
formalisation of decision-making (Huber, 1984; and Cheney & Dickson, 1982). Huber 
(1984) predicted that increases in technology would lead to increases in the formal 
acquisition of information. These increases in formal acquisitions of information, 
according to Teng and Calhoun (1996), will in turn mean greater routinisation of 
decision-making processes. Based on a study of eight firms prior to and after the 
introduction of a new IT system, Cheney and Dickson (1982) reported significant 
increases in the programming of decisions across all management levels of the 
organisations. 
Huber (1984) suggested that IT usage in decision-making increases the efficiency and 
effectiveness of organisational decision-making. Yoo and Digrnan (1987), Cats-Baril 
and Huber (1984), and Gessner et aI., (1994) suggested that IT decision use would 
generate more decision alternatives. Other studies, however, found that IT use does 
not generate more decision alternatives (Sherda et aI., 1989; and Eckel 1983). Huber 
(1984), for example, stated that IT would reduce the time for decision-making. Hohn 
(1986) and Leidner and Elam (1993) reported that decision speed has been increased 
with the use oflT. Benbasat and Dexter (1982), on the other hand, found that some 
decision makers who used IT took more time to make their decisions. Huber (1990) 
also suggested that ''use of computer-assisted communication and decision support 
technologies leads to higher quality decisions" (p. 64). Teng and Calhoun (1996) 
suggested that IT use contributes to the improvement of the quality and overall 
effectiveness of decision-making. Kendall and Schuldt (1993), Sanders et al. (1984), 
and Sharda et al. (1988) concluded that IT use enhances decision-making 
performance. 
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Researches on the impact of information technology on organisational structures and 
decision-making process mainly have been concerned with private sector 
organisations (Schwarz, 2002; Kraemer & Dedrick, 1997; Aladwani, 2002; Heintze & 
Bretschneider, 2000). However, there are many and significant differences between 
private and public sector organisations to suggest that findings and conclusions drawn 
from such studies may not be necessarily relevant in a public sector organisational 
environment. Bretschneider and Wittmer (1993) suggested that the penetration of 
information technology is greater in public than in private organisations. In addition to 
differences in the degree of IT penetration, public and private sector organisations 
differ at the environmental, organisational and individual levels (Heintze & 
Bretschneider, 2000). Public organisations are strongly influenced by their political 
environment, whereas private organisations tend to be influenced by their economic 
environment (Heintze & Bretschneider, 2000). While private organisations are 
evaluated in terms of economic efficiency and profitability, evaluations of public 
organisations tend to focus on their political efficiency and the extent to which they 
have achieved their policy mission (Kraemer and Dedrick, 1997). In the public sector, 
mandates and obligations usually limit autonomy and flexibility. The degree of 
autonomy and flexibility in private organisations, however, are only limited by law 
and the need for internal consensus (Nutt, 1999). In terms of structure, public 
organisations tend to have rigid hierarchies and more red tape in their personnel 
systems (Bretschneider, 1993). In Kuwait, for example, responsibility and authority of 
line ministries and central government agencies in the running of public sector 
enterprises are often unclear (Aladwani, 2002). Hickson et al. (1986) and Schwenk 
(1990) reported that private organisations are found to have smoother decision making 
processes in comparison to public organisations which tend to experience more 
turbulence, interruptions, recycles, and conflict. In public organisations, managers are 
less likely to react to performance incentives such as job security, pay, and promotion. 
Managers in private organisations identify more with their organisations and report 
higher levels of satisfaction with their subordinates than do their public sector 
counterparts (Heintze & Bretschneider, 2000). 
These differences suggest that any effects from the introduction of information 
technology on organisational structures and decision-making processes will vary 
between public and private sector organisations. The argument here is that findings 
41 
Research Framework 
and conclusions regarding the impact of IT on certain aspects of organisational 
structures and decision-making processes in one sector may prove to be invalid if and 
when tested in the other. This argument is what motivated objective two of the study: 
to investigate the impact of IT on private and government organisations. 
Computers and related information and communication technologies are what Fox 
(1985) calls 'material' technologies that would inevitably remain inert without the 
input of individuals. Therefore, their utility and overall contribution to organisational 
performance depends very much on the attitudes of ordinary employees towards such 
technologies. DeLone and McLean's (1992) work is considered an important 
contribution to the literature on IS success measurement because it was the first study 
that tried to classify the huge range of IS success measures into six categories. These 
categories are: use, information quality, user satisfaction, organisational impact, and 
individual impact. Seddon et al. (1999) noted that in distinguishing between 
individual impact and organizational impact, Delone and Mclean failed to 
acknowledge that different stakeholders in an organization may validly come to 
different conclusions regarding the success of the same information system. In his re-
specification of the Delone and Maclean model, Seddon (1997) posits that different 
individuals are likely to evaluate the consequences of IT use in different ways. For 
this reason, while management's perspectives in terms of what they perceive as the 
broad implications of IT may be very important, they should not constitute the sole 
basis for conclusions regarding the impact of IT on every aspect of the organisation. 
Therefore, investigating differences and/or similarities in perception between 
employees and managers, with regard to the impact of IT on certain aspects of 
organisational structures and decision-making processes, will help management in 
identifying its effectiveness and its limitations, in developing solutions to problems 
and in making better usage of information technology. This argument motivated the 
third objective of the study: to carry out a general evaluation of organisations in 
Kuwait by investigating the perceptions of employees and managers in private as well 
as government organisations. 
Literature on the impact of information technology on organisational structures and 
decision-making processes in the private and government sectors in the Gulf State 
Countries, and particularly in the State of Kuwait, is new and meagre. Also, the area 
42 
Research Framework 
has not received enough attention from IS researchers in these countries. Studies 
conducted in Gulf countries have mainly focused on computer use in public 
organisations; types of information technology; extent of use; and end-user 
satisfaction (Aladwani, 2002; AI-Saad et aI., 1994; Yousef, 1994; Burhan, 1985; 
Mustafa, 1982; Abo-Esma'el, 1982). There are variations in the findings on the 
impact of information technology on organisational structures and decision-making 
processes. In addition to the fact that most of the researches on the impacts of 
information technology on organisational structures and the decision-making 
processes have focused on private sector organisations in western countries, there is a 
scarcity of research in Gulf countries and in particular in Kuwait. Moreover, other 
than the fact that there is very little research on the impact of IT on organisational 
structures and the decision-making processes of organisations (public as well as 
private) in Gulf Cooperation Country settings, there is also very little research on the 
comparative impacts of IT on public and private organisations. Although 
organisations in Gulf States such as Kuwait have increasingly introduced information 
technologies into their operations (AI-sharg al-Awsat Bite, 1995), their impact on 
organisational structures and the decision-making processes remains unclear. All 
these suggest the need for more empirical research that takes on the general 
perspectives of managers as well as employees to further understanding of the 
relationship between information technology and its effects on certain aspects of 
organisational structures and decision-making processes in this particular economic 
and social setting. Therefore, this study builds upon previous IS researches and 
attempts to fill the gaps, as stated earlier, by exploring the objectives described in the 
next section. 
In that respect, a study that is intended to examine the effects of IT use on certain 
aspects of both organisational structures and decision-making processes in the 
Kuwaiti context, is not only theoretically desirable, but also essential for policy and 
practical purposes. This should help to increase management awareness of the 
important role IT can play in their organisations' restructuring and to improve and 
enhance their organisations' decision-making processes and overall performance. 
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3.3 Research Objectives 
1. Investigate the overall perception of organisations on the impact of IT on certain 
aspects of organisational structures and decision-making processes in Kuwait. 
2. Investigate the differences and/or similarities between government and private 
organisations regarding their respective perceptions on the impact of IT on 
certain aspects of their organisational structures and decision-making processes. 
3. Investigate the differences and/or similarities in the perception of managers and 
employees of government and private organisations in Kuwait regarding the 
impact of IT on certain aspects of their organisational structures and decision-
making processes. 
3.4 Conceptual Framework 
A conceptual framework, as stated by Sekaran (2003; p.97), "elaborates the 
relationships among the variables, explains the theory underlying these relations, and 
describes the nature and direction of the relationship". Accordingly, a conceptual 
framework was developed to show the associations among variables that are of 
interest to this study. 
The following conceptual frameworks (Figures 3.1, 3.2 and 3.3) represent a summary 
of the issues of inquiry as derived from the literature and in relation to the main 
objectives of the study. Figure 3.1 is a conceptual framework that explains the main 
objectives of the study, not only in terms of the units of analysis regarding 
perceptions, but, also the comparative character of those perceptions. In that respect, 
the framework shows the three main objectives of the study. Objective one concerns 
overall perceptions concerning the impact of IT on the specified aspects of the 
organisational structures and decision-making processes of organisations in Kuwait. 
Objectives two and three more directly reflect the comparative character of the study. 
In that respect, the framework represents an explanation of the extent of the 
differences and/or similarities in perceptions on the impact of IT on the relevant 
aspects of the organisational structures and decision-making processes of private and 
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government organisations and, between managers and employees of these two 
categories of organisation. 
Employees 
Private 
organisations 
Objcctivc.3 
Overall perspective 
of all organisations 
._._._. Objective 2 
Managers Employees 
Objective I 
Government 
Objective 3 
Figure 3.1: Objectives Research Model 
Managers 
To satisfY the objectives of the study, two questionnaires were developed. One 
questionnaire was designed to collect data about the managerial perspectives and the 
second questionnaire was designed to collect data about the individual perspectives of 
employees. Based on the data collected by these two questionnaires, four groups of 
private employees, private managers, government employees and government 
managers were established. To satisfY objective one, a collective statistical analysis 
(one sample, one tailed t-test) of all four groups was carried out to investigate the 
overall perceptions of organisations on the impact of IT in Kuwait. In order to satisfY 
objective two of the study, groups of employees and managers fonn private 
organisations were combined; the same thing was done for groups fonn government 
organisations. Then a Chi-square test was carried out to investigate the differences 
andlor similarities in perceptions between private and government organisations on 
the impact of IT. To satisfY objective three, a Chi-square test was carried out to find 
differences andlor similarities in perceptions between private employees and 
managers on the impact of IT on certain aspects of organisational structures and 
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decision-making processes. The same test was carried out to investigate differences 
and/or similarities in perceptions between employees and managers of government 
organisations. In all, four levels of analysis were carried out to satisfy the objectives 
of the study. 
The following conceptual frameworks, presented in Figure 3.2, represent a framework 
that is developed from the literature to show the relationship between IT and the 
aspects of organisational structures and decision-making process that the study seeks 
to investigate. It reflects the focus of the literature review in terms of the specific 
issues that are relevant to the study while the literature review provided the major 
attributes of organisational structures and decision-making processes that the study 
seeks to investigate. Aspects of organisational structures were discussed in the 
literature chapter in Section 2.4 and aspects of decision-making processes were 
discussed in Section 2.5. 
Organisational Structures Asnects: 
-
Employment: 
-
Middle Management 
-
Non-Managerial Jobs 
-
Workload & Manpower Hiring 
-
Organisational Hierarchy Structure 
-
Centralisation & Decentralisation of 
Decision-Making Authority 
Information 
Technology 
Decision-Making Processes Asgects: 
-
Decision Conununication 
-
Decision Participation: 
-
Participation (Using processing & 
Computing Dimension of IT) 
-
Participation (Using 
Communication Dimension of IT) 
-
Job Complexity 
-
Decision Routinisation 
-
Decision Perfonnance: 
-
Decision Alternatives 
-
Decision Speed 
- Decision Effectiveness 
Figure 3.2: IT Impact Research Model 
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Figure 3.3 integrates the two research models in Figures 3.1 and 3.2 into a single 
framework that seeks to highlight the relationship between the literature and the 
research objectives. Accordingly, it shows the relationship between the relevant 
aspects of organisational structures and decision-making processes and IT, as derived 
from the literature. It also reflects the analysis regarding the overall perceptions on the 
impact of IT on these aspects in organisations in Kuwait, as well as the comparative 
analysis of perceptions between the two categories of organisations (private and 
government) and the two categories of respondents (managers and employees). 
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Technology 
The Impact 
Perspective 
Private 
organisations 
Objective I 
Research Framework 
Employees 
Objective 3 
Managers 
Objective 2 I Employees 
Government V O~iective 3 
organisations 
Managers 
Figure 3.3: Study Research Model 
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Aspects: 
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Middle Management 
JIIon-ManagerialJobs 
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Manpower Hiring 
Organisational Hierarchy 
Structure 
Centralisation! 
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Decision-Making 
Decision-Making Processes 
Aspects: 
Decision Communication 
Decision Participation: 
Participation (Using 
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Computing Dimension 
ofIT) 
Participation (Using 
Communication 
Dimension ofIn 
Job Complexity 
Decision Routinisation 
Decision Performance: 
Decision Alternatives 
Decision Speed 
Decision Effectiveness 
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3.5 Key Research Questions 
These objectives suggest that this research concerns an investigation of the overall 
perceptions of the impact of information technology on certain aspects of 
organisational structures and decision-making processes of organisations in Kuwait. It 
also concerns a comparative analysis of the impact of IT on certain aspects of 
organisational structures and decision-making processes of private and government 
organisations in Kuwait. Furthermore, it seeks to investigate any differences and/or 
similarities in the perspectives of managers and employees of private and government 
organisations regarding the impact of IT on certain aspects of organisational structures 
and decision-making processes in their respective organisations. To meet the first 
objective, empirical answers were sought to the following key research questions: 
Research questions on the impact of IT on certain aspects of organisational structures: 
Ql.l To what extent has IT usage impacted on the jobs of middle managers? 
Ql.2 To what extent has the usage ofIT had an impact on non-managerial jobs? 
Ql.3 To what extent has the usage of IT had an impact on workloads and 
consequently manpower requirements? 
Q 1.4 To what extent has IT usage had an impact on organisational hierarchy 
structures? 
Ql.5 To what extent has IT usage impacted on the decision-making authority? 
Research questions on the impact of IT on certain aspects of decision-making 
processes: 
Ql.6 To what extent has the usage of IT had an impact on decision-making 
communication? 
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Q1.7 To what extent has the usage of the computing and processing capabilities ofIT 
had an impact on decision-making participation? 
Q1.8 To what extent have the communication capabilities of IT usage impacted on 
decision-making participation? 
Q1.9 To what extent has the usage ofIT impacted on job complexity? 
QI.10 To what extent has the usage of IT had an impact on the routinisation of 
decision-making? 
Q 1.11 To what extent has the usage ofIT had an impact on the generation of decision 
alternatives? 
Q 1.12 To what extent has the usage ofIT impacted on decision-making speed? 
QI.13 To what extent has the usage of IT had an impact on the effectiveness of 
decision-making? 
To meet objective two, the following questions were intended to access data that 
would measure differences and/or similarities between government and private 
organisations in Kuwait regarding perceptions on the impact of IT on certain aspects 
of their organisational structures and decision-making processes: 
Questions on perceptions on the impact of IT on certain aspects of organisational 
structures: 
Q2.1 To what extent are there differences and/or similarities between government and 
private organisations in Kuwait regarding perceptions on the impact of the use 
ofIT on middle management jobs? 
Q2.2 To what extent are there differences and/or similarities between government and 
private organisations in Kuwait regarding views on the impact of the use of IT 
on non-managerial jobs? 
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Q2.3 To what extent are there differences and/or similarities between government and 
private organisations in Kuwait regarding perceptions on the impact of the use 
of IT on workloads and manpower requirements? 
Q2.4 What is the extent of the differences and/or similarities between government and 
private organisations in Kuwait regarding views on the impact of the use of IT 
on organisational hierarchy structures? 
Q2.5 What is the extent of the differences and/or similarities between government and 
private organisations in Kuwait regarding perceptions on the impact of the use 
ofIT on decision-making authority? 
Questions on perceptions on the impact of IT on certain aspects of decision-making 
processes: 
Q2.6 What is the extent of the differences and/or similarities between government and 
private sector organisations in Kuwait regarding perceptions on the impact of 
the use ofIT on decision-making communication? 
Q2.7 To what extent are there differences and/or similarities between government and 
private organisations in Kuwait on views on the impact of computing and 
processing capabilities of IT on decision-making participation? 
Q2.8 To what extent are there differences and/or similarities between government and 
private organisations in Kuwait regarding perceptions on the impact of the use 
of the communication capabilities ofIT on decision-making participation? 
Q2.9 To what extent are there differences and/or similarities between government and 
private organisations in Kuwait with respect to perceptions on the impact of IT 
on job complexity? 
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Q2.10 What is the extent of the differences and/or similarities between government 
and private organisations in Kuwait on views on the impact of IT on the 
routinisation of decision-making processes? 
Q2.11 What is the extent of the differences and/or similarities between government 
and private organisations in Kuwait regarding views on the impact of IT on the 
generation of decision alternatives? 
Q2.12 To what extent are there differences and/or similarities between government 
and private organisations in Kuwait with respect to perceptions on the impact of 
IT on decision-making speed? 
Q2.13 To what extent are there differences and/or similarities between government 
and private organisations in Kuwait regarding perceptions on the impact of IT 
on the effectiveness of the decision-making process? 
To meet objective three of the study, the following questions were intended to access 
data that would measure differences and/or similarities between the perceptions of 
employees and managers in private and government organisations in Kuwait 
regarding the impact of IT on certain aspects of their organisational structures and 
decision-making processes: 
Questions on perceptions on the impact of IT on certain aspects of organisational 
structures: 
Q3.1 What is the extent of differences and/or similarities in the perceptions of 
managers and employees of government and private organisations in Kuwait 
regarding the impact of IT use on middle management jobs in their 
organisations? 
Q3.2 To what extent are there differences and/or similarities in the views of managers 
and employees of government and private organisations in Kuwait regarding the 
impact of IT use on non-managerial jobs? 
52 
----------------------------------------------------------
Research Framework 
Q3.3 To what extent are there differences and/or similarities in the perceptions of 
managers and employees of government and private organisations in Kuwait on 
the impact of IT use on workloads and manpower requirements? 
Q3.4 What is the extent of differences and/or similarities in the perceptions of 
managers and employees of government and private organisations in Kuwait 
regarding the impact of IT use on their organisational hierarchy structures? 
Q3.5 What is the extent of differences and/or similarities of the views of managers 
and employees of government and private organisations in Kuwait regarding the 
impact of IT use on decision-making authority? 
Questions on perceptions on the impact of IT on certain aspects of decision-making 
processes: 
Q3.6 What is the extent of differences and/or similarities in the perceptions of 
managers and employees of government and private organisations in Kuwait 
regarding the impact of the use ofIT on decision-making communication? 
Q3.7 To what extent are there differences and/or similarities in the views of managers 
and employees of government and private organisations in Kuwait regarding the 
impact of the computing and processing capabilities of IT on decision-making 
participation? 
Q3.8 To what extent are there differences and/or similarities in the perceptions of 
managers and employees of government and private organisations in Kuwait 
regarding the impact of the use of the communication capabilities of IT on 
decision-making participation? 
Q3.9 What is the extent of differences and/or similarities in the perceptions of 
managers and employees of government and private organisations in Kuwait 
regarding the impact of IT on job complexity? 
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Q3.IO What is the extent of differences and/or similarities in the perceptions of 
managers and employees of government and private organisations in Kuwait 
regarding the impact of IT on the routinisation of decision-making processes? 
Q3.11 What is the extent of differences and/or similarities in the perceptions of 
managers and employees of government and private organisations in Kuwait 
regarding the impact ofIT on the generation of decision alternatives? 
Q3.12 What is the extent of differences and/or similarities in the perceptions of 
managers and employees of government and private organisations in Kuwait 
regarding the impact ofIT on decision-making speed? 
Q3.13 What is the extent of differences and/or similarities in the perceptions of 
managers and employees of government and private organisations in Kuwait 
regarding the impact ofIT on the effectiveness of the decision-making process? 
The literature review tried to discern the extent to which the existing literature related 
to the main objectives and provided relevant and sufficient answers to these key 
questions. As the critique of the literature indicates, whilst some of the existing 
literature deals with issues that are relevant to the aims and objectives of the current 
study, on the whole, the existing literature is lacking in terms of the extent to which it 
directly addresses the issues that are central to this study. In that regard, the literature 
has tended to discuss the impact of IT on organisational structures and decision-
making processes in relation to Western private sector organisations. Even in that 
context, the literature relating to Gulf countries in general, and Kuwait in particular, is 
rather meagre. Furthermore, there has been very little attempt to carry out a 
comparative analysis of the impact of IT on the certain aspects of the organisational 
structures and decision-making processes of private and government organisations. In 
terms of focus, most of the research on the impact of IT on organisational phenomena 
has tended to be managerialist in its orientation and emphasis. As a result, very little 
or no attention has been given to the views of other organisational stakeholders (e.g. 
employees). Nevertheless, some of the literature provides the basis for developing 
hypotheses that are tested through the empirical research. In that respect, Seddon 
(1999), for example, provides a good starting point for a comparative analysis of the 
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perspectives of different organisational stake holders on the impact of IT on certain 
aspects of organisational structures and decision-making processes. 
3.6 Research Hypotheses 
Drawing on the research framework, in order to achieve research objectives, fifty-two 
hypotheses were formulated and tested to investigate the impact of IT use on certain 
aspects of organisational structures and decision-making processes in private and 
government organisations in Kuwait. These hypotheses attempted to investigate the 
overall perceptions of organisations on the impact of IT in Kuwait, the extent of 
differences and/or similarities between private and government organisations, and the 
extent of differences and/or similarities between employees and managers of the 
private and government organisations. All these hypotheses are presented in the 
hypotheses testing chapter. The following hypotheses are therefore merely intended 
as examples of what the research hypotheses will look like: 
Impact of IT use on the jobs of middle managers 
HI: There is a significant impact of IT use on the elimination of some middle 
management jobs in organisations in Kuwait. 
Hla: There is a statistically significant difference between private and government 
organisations in Kuwait with regards to the perception that IT use can lead to the 
elimination of some middle management jobs. 
HI b: There is a statistically significant difference between managers and employees 
in private organisations in Kuwait with regards to the perception that IT use can 
lead to the elimination of some middle managers' jobs. 
Hie: There is a statistically significant difference between managers and employees in 
government organisations in Kuwait regarding the perception that IT use can 
lead to the elimination of some middle managers' jobs. 
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3.7 Summary 
This chapter presented a critique of relevant IS literature to identify and highlight gaps 
in the existing literature. It also presented the study's objectives, the conceptual 
framework and research questions, as well as some key research hypotheses. The next 
chapter will present the research design and show how this study was carried out in 
order to achieve the research objectives. 
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CHAPTER FOUR 
RESEARCH DESIGN 
4.1 Introduction 
Research Design 
This chapter is a review of the quantitative and qualitative methods used in the field 
of information systems research. It highlights the advantages and disadvantages of 
each method and provides justifications for the chosen methods and instruments for 
this study. The quantitative method of a personally administered questionnaire was 
chosen as an instrument to collect data. With respect to sampling designs, the chapter 
reviews different sampling designs with explanations as to the advantages and 
disadvantages of each design. Non-probability judgement sampling and quota 
sampling was selected because it was considered to be the most appropriate for the 
collection of the data required for the present study. 
4.2 Research Strategies 
Various research strategies have been identified by Galliers (1992) to be used in 
information systems research. Each of these methods is reviewed to determine its 
applicability to this research study. These strategies are as follows: 
• Case studies 
• Field experiment 
• Action research 
• Laboratory experiment 
• Phenomenological studies 
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• Simulation 
• Forecasting! Future research 
• Survey 
Case Studies emphasise the full contextual analysis of one or more events or 
conditions and their interrelations for a single subject or respondent (Sekaran, 2000; 
Cooper and Schindler, 200 I). The major advantages of case studies are that they can 
enable the researchers to explore or challenge an existing theory and also provide a 
source of new hypotheses (Cooper and Schindler, 2001). However, this approach is 
considered to be inappropriate for this study because its emphasis is restricted to 
one/few events/organisations, and hence it does not meet the minimal design 
requirements for comparison or generalisation (Sekaran, 2000; Cooper and Schindler, 
2001). 
A Field experiment is a study that is done to deduce cause and effect relationships in 
the natural environment in which events normally occur (Sekaran, 2000; Cooper and 
Schindler, 200 I). In this strategy, the researcher attempts to control or manipulate the 
variables in the study that can then be investigated intensively (Cooper and Schindler, 
2001; Galliers 1992). One of the advantages of this strategy is that it provides the 
most powerful support possible for a hypothesis of causation (Sekaran, 2000; Cooper 
and Schindler, 200 I). On the other hand, organisations are reluctant to be 
experimented on. This approach is found to be inappropriate for this study, since we 
have no control over the variables. The objective of this study is to investigate what 
has happened or what is happening without influencing the variables (Sekaran, 2000; 
Cooper and Schindler, 200 I; Saunders et aI., 2000). 
Action research is research in the context of focused efforts to improve the quality of 
an organization and its performance. It is typically designed and conducted by 
practitioners who analyse the data to improve their own practice. Action research can 
be done by individuals or by teams of colleagues (Saunders et aI., Lewis and 
Thornhill, 2000). This strategy's strength is its explicit focusing on action by 
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promoting change within the organization. In addition, the researcher is involved in 
the action for change and subsequently the transfer of knowledge gained from one 
specific context to another (Saunders, Lewis and Thornhill, 2000). One of the 
disadvantages of this method is that it is restricted to one/few events/organisations, 
and hence it does not meet the minimal design requirements for comparison or 
generalisation (Sekaran, 2000; Cooper and Schindler, 2001). Therefore, this strategy 
was considered to be inappropriate for use in this study. 
Laboratory Experiments are experimental designs set up in artificially contrived 
settings to explore cause and effect relationships, where the researcher has a high 
degree of manipulation and control over variables of interest (Sekaran, 2000). Since 
the current research is concerned with collecting data in its natural setting, without the 
interference of the researcher in controlling and manipulating the variables, this 
approach was considered inappropriate for use in this study. 
Phenomenological studies are based on a paradigm of personal knowledge and 
subjectivity, and emphasise the importance of personal perspective and interpretation 
(Moustakas, 1994). As such they are powerful for understanding subjective 
experience, gaining insights into an individual's motivations and actions (Galliers, 
1992; Moustakas, 1994). This approach could be used as the basis for building 
theories that can be tested by formal means (Galliers, 1992). One problem of this 
method is that it generates a large quantity of interview notes, tape recordings, jottings 
or other records, all of which have to be analysed, and analysis could be messy. 
Therefore, a phenomenological approach was considered inappropriate for this study. 
Simulation is a model-building technique to determine the possible effects of changes 
that might be introduced in a system (Sekaran, 2000). This approach is conducted in 
an artificially created environment to resemble the natural environment (Sekaran, 
2000; Cooper and Schindler, 2001). It is considered inappropriate for this research for 
the same reason as a field experiment is and also because an artificially created 
environment for simulation is difficult to construct. 
Forecasting! Future research is an approach where the researcher predicts the 
problems that might happen, and what can increase the chances of avoiding such 
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problems. The researcher's prediction is dependent on the precision of past data and 
the expertise of the scenario builders (Galliers, 1992). One of the disadvantages of 
this approach is that validation criteria do not exist (Galliers, 1992). The approach is 
considered inappropriate for this study because the objective is to investigate existing 
situations in different organisations. 
The Survey is a popular and common strategy in business and management research. 
It is a method of collecting a large amount of data through questioning respondents 
via a collection of questions and instructions by using personal or impersonal means 
(Cooper and Schindler, 2001; Saunders et ai., 2000). Questionnaires, structured 
observations, and structured interviews are the data collection methods that are used 
in surveys. These techniques give the researcher more control over the research 
process (Saunders et ai., 2000). Surveys can be conducted by the following means: 
personal interviews, telephone interviews, personally administered questionnaires, 
mailed questionnaires, electronic questionnaires, or a combination of these (Sekaran, 
2000; Cooper and Schindler, 2001; Saunders et ai, 2000). One of the disadvantages of 
a survey is that the design and piloting of questionnaires involve considerable 
amounts of time (Saunders et ai., 2000). Another drawback is the reliance on others 
for information, which sometimes delays the progress of the research. The approach is 
considered the most appropriate approach for this study because our target is to 
investigate the existing situation in different organisations by questioning employees 
and managers about their perception regarding the impact of information technology 
use on their organisations' structure and decision-making processes. 
In addition to Galliers (1992) eight suggested strategies that are used in the IS field, 
there is also the focus group interview which is an information collection approach 
widely used in exploratory studies (Cooper and Schindler, 2001). Focus groups 
usually comprise 8 to 10 randomly chosen individuals who discuss a product or any 
given topic of interest to the focus group sponsor (Churchill, 1995; Sekaran, 2000). 
The group is usually led by a trained moderator and discussions last for between 90 
minutes to two hours (Cooper and Schindler, 200 I; Sekaran, 2000). The moderator 
uses group dynamics to explore ideas, feelings, and experiences on specific 
predetermined set of topics (Cooper and Schindler, 2001; Morgan, 1998). Participants 
in focus groups are allowed to express their views and opinions freely and do not have 
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to follow any formalised methods or procedures for expressing their views. This gives 
the researcher the chance to observe reactions to herihis own views in an informal 
type of group discussion. It also enables the exploration of surprise information and 
new ideas (Cooper and Schindler, 2001). The results of focus group discussions 
should not, however, be considered as replacements for quantitative analyses, because 
the focus approach has a limited sampling accuracy. Another limitation of the focus 
group is the difficulty of arranging to have the participants meet in a given place and 
time. Therefore it was considered inappropriate for use in this study. 
4.3 Selection of the Research Strategy 
As indicated earlier, each research strategy has its own advantages and 
disadvantages. By comparing the research objectives with the strengths and 
weaknesses of each strategy, it is possible for the researcher to choose the optimal 
method suited for the research. It is the researcher's responsibility to choose the most 
appropriate method for the study. After reviewing the different strategies, I decided to 
use personally administered questionnaires as the instrument for the collection of the 
primary data. A justification of this choice is provided in the next sub-section. 
Questions that are used in the questionnaire can be classified as structured questions. 
They are often called closed-ended questions. In closed-ended questions, respondents 
are offered a set of answers and asked to choose the one that most closely matches 
their views and opinions. Structured questions are easy to ask and quick to answer, 
they require no writing by either the respondent or the interviewer, and their analysis 
is straightforward (Cooper and Schindler, 2001). One of their disadvantages is that 
they may introduce bias, either by forcing the respondent to choose from given 
alternatives or by offering the respondent alternatives that might not have otherwise 
come to mind. To overcome this problem, the survey instrument will make provisions 
for respondents to express views and opinions that are not anticipated in the structured 
questions of the questionnaire. 
The personally administered questionnaire is a personal survey method. It can be 
defined as a pre-formulated written set of questions to which the respondents record 
their answers, usually within rather closely defined alternatives (Sekaran, 1992). It is 
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best suited when data are collected from organisations that are located in close 
proximity to one another. There are many advantages and disadvantages in using this 
method. 
The advantages are as follows: 
• They can establish rapport and motivate the respondent while introducing the 
survey. 
• They provide clarifications sought by the respondents on the spot. 
• The questionnaire is immediately collected after completion, which assures a 
relatively high response rate. 
The disadvantages of the personally administered questionnaire are as follows: 
• The organisation may be reluctant to give up company time for the survey 
with groups of employees assembled for the purpose. 
• It can be expensive if the sample is large and/or geographically dispersed. 
4.3.1 Justification of the Choice of Method and its Reliability 
Questionnaires are one of the most common ways (along with interviews) of 
conducting social research (Common research methods - primary data, 2005). They 
are widely used when a measure of the characteristics or opinions of people is 
required. They are not useful if the researcher is looking for detailed information 
about the reasoning behind respondents' views, especially if the questionnaires ask 
about sensitive issues and people's thinking behind their views (ibid). In these cases, 
in-depth interviews would usually be more appropriate and effective. Also, 
questionnaires are a method used when a large sample of the population is needed to 
be covered in order to be able to say something about the whole population (ibid). 
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Based on the objectives of this study, which seek the perceptions of employees and 
managers in private and government organisations regarding the impact of IT on 
certain aspects of organisational structures and decision-making processes, it was 
decided that the most appropriate method for use in this study was the personally 
administered questionnaire, since the study is seeking the perceptions of respondents. 
In addition, a large sample of the population can be covered in a short time by using 
such instrument. To enhance the reliability of the findings, 400 completed 
questionnaires were targeted in this study; however 531 completed questionnaires 
were obtained which enhanced the reliability of the findings. I decided not to use a 
mail questionnaire because Kuwait's postal services are not reliable. Also, because of 
the size of the country, most of the organisations targeted by this study are located 
within a 35 km. radius from the capital and are easily accessible by car. A personally 
administered questionnaire was chosen to collect the quantitative data as it is 
considered to be a powerful tool with respect to quantifying relationships between 
variables. 
Interviews were not considered in this study because of the possibility that 
interviewees might bias the data by not giving their true opinion, instead providing 
information that they think is what the interviewer expects to hear (Sekaran, 2003). In 
the Arab culture, this is a relatively common thing to happen. Also, only small 
number of these interviews could take place because each one can last for at least two 
hours. In addition, managers' time is valuable and they are always too busy to be 
interviewed. Furthermore, because only a small sample could be covered, the results 
obtained were unlikely to be representative of a particular population (Common 
research methods - primary data, 2005). All these disadvantages led to the conclusion 
that interviews were an inappropriate method to be used in this study. 
Considerable effort and attention was paid to maximise the reliability and validity of 
the study questionnaires. A nine-step procedure for developing the questionnaire that 
was adopted from Arlene Fink (2002) was carefully followed (see Chapter 5). In 
addition, the questions used and adapted in the questionnaires were mostly used and 
tested in previous studies, which gives more reliability to the used instrument (see 
Chapter 5). Moreover, pre-testing and a pilot study of the two questionnaires of the 
study were carried out, which consisted of several phases, to refine the research 
63 
Research Design 
instrument in order to remove any ambiguities and confusion for the respondents. The 
draft questionnaires were pre-tested with academic staff, doctoral students and 
managers and employees of the targeted population. The participants provided 
constructive suggestions and corrections, which were incorporated in the 
questionnaire to enhance its reliability. Moreover, the questionnaires were carefully 
translated into the Arabic language to make it understandable to the Arabic-speaking 
respondents and to reduce the chances of them not understanding the English version. 
The Arabic version was then pilot tested by a number of managers and employees. 
Once the final study began, to reduce any bias that might be encountered in this study 
as a result of the fear and the influence of managers and superiors to the answers of 
respondents, each questionnaire was provided with sealed envelope and respondents 
were asked to return the sealed envelope to their managers or superiors. These 
measures give more credibility and reliability to the study instrument. 
In addition to what has been stated earlier, the demographic characteristics of 
respondents and the profiles of the organisations were checked, as will be shown later 
in Chapter Six. The questionnaires were completed by male and females, the majority 
of these respondents were aged 30 years and above, and the majority held a diploma, 
university degree or higher education degree. In addition, the majority of respondents 
were experienced (5 years to more than 20 years of experience) and they covered all 
levels of management (employees to top managers), working in different industries 
operating in two different sectors (private and government organisations). All this 
suggests that the questionnaires were answered by well educated, experienced and 
reliable people, who worked in different industries in both government and private 
sectors in Kuwait. In all, 531 responses were received. As a result, reliable results 
were obtained to achieve the objectives of this study. 
4.4 Sampling Design 
Researchers must collect data in order to get answers to research questions and 
achieve their objectives. It is impossible to collect and analyse data from every 
possible case or group member available to the researcher, due to the constraints of 
time, money and often access (Saunders et aI., 2000). Sampling is a technique of 
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selecting a sufficient number of elements or cases from all possible elements/cases in 
the available population. By studying the sample, and understanding the properties or 
the characteristics of the sample subjects, it is possible to generalise the properties or 
the characteristics of the population elements or cases (Saunders et aI., 2000; Sekaran, 
2000). 
There are several reasons that motivate researchers to use sampling rather than 
attempt to collect data from the whole population. It would be practically impossible 
for a researcher to collect data, or test and analyse every element in the entire 
population. Also, due to constraints of time, cost, and other human resources, it would 
be impossible to survey the whole population (Saunders et aI., 2000; Sekaran, 2000; 
Cooper et aI., 200 I). According to Sekaran (2000, p. 268), another reason researchers 
use sampling is that: 
"Studying a sample rather than the entire population is also sometimes lead to 
more reliable results, mostly because fatigue is reduced, resulting in fewer 
errors in collecting data, especially when the elements involved are large in 
number. " 
In addition to the advantages already mentioned, sampling techniques help the 
researcher to reduce the time required for data collection and analysis, thus speeding 
up the entire research process (Cooper et aI., 2001; Saunders et aI., 2000). 
4.4.1 The Population 
Population refers to the total collection of elements about which we wish to make 
some inferences (Cooper et aI., 2001). Sekaran (2000) defines it as the group of 
people, events, or things of interest that the researcher wishes to investigate. This 
study's objective is to investigate the impact of information technology on the 
structure and decision-making processes in Kuwait. The perspectives of employees 
and managers in private organisations as well as government organisations of the 
impact of IT use on organisational structures and the decision-making processes were 
sought in this study. As a result, the sample populations comprised employees and 
managers who were expected to possess relevant perspectives on the impact of 
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information technology use on their organisations' structures and decision-making 
processes. 
4.4.2 Sampling Frame 
The population frame is a listing of all elements in the population from which the 
sample is actually drawn (Sekaran, 2000; Cooper et aI., 2001). In other words, it is a 
complete and correct list of population elements only (Cooper et aI., 2001). The 
sampling frame may be based on telephone directories, city directories, or 
membership lists of private and public organisations. In this research, the AI-Musbar 
directory represents the sampling frame for private and government organisations. 
The directory is considered to represent the most accurate and up-to-date listing of 
private and public organisations in Kuwait. 
4.4.3 The Sample 
A sample is a subset of the population. Tt comprises some elements selected from the 
population (Sekaran, 2000). Some of the elements of the population form the sample. 
Cooper and Schindler (200 I, p.722) also defined sampling, as "a group of cases, 
respondents, or records comprised of part of the target population, carefully selected 
to represent that population ". By studying the sample, the researcher is able to draw 
conclusions that are generalised to the targeted population. The researcher faces two 
basic choices of sampling design: probability and non-probability sampling. Those 
sampling designs will be discussed next. 
4.4.3.1 Probability Sampling 
Probability sampling means that the elements in the population have the same known 
chance or probability of being selected in the sample (Sekaran, 2000). Cooper and 
Schindler (2001, p. 769) defined it as "a controlled, randomised procedure that 
assures that each popUlation element is given a known nonzero chance of selection ". 
Probability sampling is used in survey researches because it is more likely to produce 
representative samples and facilitate the accuracy of sample estimates that allow 
inferences to be made to a wider population (BUTton, 2000). One of the advantages of 
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probability sampling is that selection bias will be significantly eliminated, and 
sampling error difference between the sample and the population will be reduced 
(Frankfort-Nachmias and Nachmias, 1996). Probability sampling designs can be 
divided into two types: unrestricted (or simple random) or restricted (or complex 
probability sampling) in nature (Sekaran, 2000; Burton, 2000; Saunders et aI., 2000). 
In unrestricted probability sampling, every single element in the population has a 
known and equal chance of being selected as a subject. Also, it has the least bias and 
offers the most generalisability (Sekaran, 2000). However, this kind of sampling can 
become cumbersome and expensive and an entirely updated listing of the population 
may not always be available. In restricted or complex probability sampling, several 
complex probability sampling designs can be used. In that case, efficiency is 
improved in that more information can be obtained from a given sample size using 
complex probability sampling procedures (Sekaran, 2000). The five most common 
restricted probability sampling designs are systematic sampling, stratified random 
sampling, cluster sampling, area sampling, and double sampling (Burton, 2000; 
Sekaran, 2000). 
4.4.3.1.1 Limitations of Probability Sampling 
There are many limitations to probability sampling. For example, it can become 
highly problematic if the information required to construct a sampling frame does not 
exist (Burton, 2000). This disadvantage could mean that researchers might miss out 
on important areas of research being undertaken. Another limitation is that 
constructing an adequate sampling frame from scratch can be a labour-intensive 
enterprise and judgement needs to be made about whether it is worth the time and 
effort. Problems may also arise if the sampling frame exists but is deficient in some 
way (Burton, 2000). For example, the Electoral Register is not considered to be a 
good sampling frame for the British population, because young people and the 
transient and ethnic minority groups are less likely to be included (Burton, 2000). 
Finally, probability sampling requires more planning and repeated follow-ups to make 
sure that each selected sample is contacted to assure their responses. These practices 
are costly and time consuming and are therefore considered as disadvantages of 
probability sampling. As a result of these various drawbacks, non-probability 
sampling was selected. Since there is no comprehensive and electronic list of Kuwaiti 
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organisations and the time and resources to create such a list were not available, 
formal probability sampling could not be selected. 
4.4.3.2 Non-Probability Sampling 
Non-probability sampling is a non-random and subjective procedure where each 
population element does not have a known nonzero chance of being included, as the 
probability of selecting population elements is unknown (Cooper & Schindler, 200 I). 
This means that the findings from the study of the sample cannot be confidently 
generalised to the population (Sekaran, 2000). However, it is a useful sampling 
technique under some circumstances, and may be the only available one on other 
occasions. In studies where the researcher is specifically interested in respondents 
within the sample as opposed to making wider generalisations or inference, non-
probability sampling is likely to be more appropriate (Burton, 2000). Also, limited 
resources, inability to identifY members of the population and the need to establish the 
existence of a problem are other reasons that justifY the use of non-probability 
sampling (Burton, 2000). Finally, it is a sampling technique that can help researchers 
to obtain some preliminary information in a quick and inexpensive way (Sekaran, 
2000). Convenience sampling and purposive sampling are categories of non-
probability sampling that are discussed in the subsection that follows. 
4.4.3.2.1 Convenience Sampling 
Convenience sampling is a low-cost but less reliable non-probability sampling 
technique where element selection is unrestricted or left to those elements easily 
accessible by the researcher (Cooper & Schindler, 2001). In other words, convenience 
sampling involves collecting information from members of the population who are 
conveniently available to provide it (Sekaran, 2000). It is most often used during the 
exploratory phase of a research project and is perhaps the best way of getting some 
basic information quickly and efficiently (Sekaran, 2000). Since Kuwait is a relatively 
small country and all parts were equally accessible to the researcher, there was no 
convenience in choosing one organisation over another. Hence there was no point in 
selecting convenience sampling. 
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4.4.3.2.2 Purposive Sampling 
Purposive sampling is a non-probability sampling design in which the required 
information is gathered from special or specific targets or groups of people on some 
rational basis (Cooper and Schindler, 2001; Sekaran, 2000). This sampling is confined 
to specific types of people who can provide the desired information, either because 
they are the only ones who possess it or because they conform to some criteria set by 
the researcher (Sekaran, 2000). There are two major types of purposive sampling: 
quota sampling and the judgement sampling. 
4.4.3.2.2.1 Quota Sampling 
Quota sampling is a form of purposive sampling in which a predetermined proportion 
of people from different subgroups is sampled (Sekaran, 2000). It is a widely used 
market research technique. It is often used with considerations of cost and time, and 
the need to adequately represent minority elements in the population (Sekaran, 2000). 
This type of sampling attempts to approximate or represent the population 
characteristics by dividing the sample according to a number of specific 
characteristics such as gender, age and social class (Burton, 2000). Researchers are 
then required to collect data that meets the quota target. In quota sampling, the 
interviewer chooses any case that fits the criteria. Therefore, human judgement enters 
into the selection process (Burton, 2000). 
Quota sampling is usually quicker to implement than other strategies, due to the fact 
that in home quotas no call-backs are necessary because the researcher carries on until 
the requisite number of respondents have been included. In street quotas, there is no 
travelling time between interviews (Burton, 2000). Some other advantages of quota 
sampling are that it does not require a sampling frame because the procedures for 
drawing up samples are very easy. In addition, in terms of cost per interview, quota 
samples are much cheaper than other sampling techniques (Burton, 2000). 
Despite the advantages of quota sampling, there are several disadvantages. One of 
these disadvantages is that bias can be introduced by interviewer behaviour in 
selecting individuals whom they believe will be the easiest to interview. Also, in this 
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type of sampling a high level of non-response is largely hidden, which makes this 
sampling technique susceptible to bias (Burton, 2000). As long as the quotas are 
filled, there is no need to declare the level of non-response as substitutions are 
allowed. Another, disadvantage is that accurate population proportions may not be 
available, which makes quota sampling extremely difficult. Finally, the sample may 
not be representative of the population as a whole or the locality in which the 
sampling was undertaken. For example, if census data are used as a basis for 
constructing quota categories, it could be out of date as census data are collected 
every ten years. As a result of that, these localities may be subject to major social, 
economic and political change (Burton, 2000). Despite these disadvantages, a form of 
quota sampling was selected for this study. 
4.4.3.2.2.2 Judgement Sampling 
Judgement sampling is a type of purposive sampling in which the researcher 
deliberately selects elements to conform to some criterion (Cooper and Schindler, 
200 I). It involves the choice of subjects who are in the best position to provide the 
information required (Sekaran, 2000). It is used when a limited number or category of 
people have the information that is sought. In such cases, the type of probability 
sampling across a cross-section of the entire population is purposeless and useless 
(Sekaran, 2000). 
Sekaran (2000) indicate that judgement sampling may curtail the generalisability of 
the findings because a sample of experts who are conveniently available is used. 
However, she stated that (p. 278, 2000): 
"It is the only viable sampling method for obtaining the type of information that 
is required from very specific pockets of people who alone posses the needed 
facts and can give the information sought. In organisational setting, and 
particularly for market research. opinion leaders who are very knowledgeable 
are included in the sample. Enlightened opinions, views, and knowledge, 
constitute a rich data source. " 
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As stated already, this sampling design calls for special efforts to locate and gain 
access to the individuals who do have the requisite information and it may be the only 
useful sampling design for answering certain types of research questions (Sekaran, 
2000). Because of the need to access organisations with several years experience ofIT 
and several layers of management, a form of judgemental sampling was selected to 
choose the organisations contacted. 
4.5 Selection of Sampling Design 
It was stated earlier in Chapter Three the objective of this research is to investigate the 
impact of information technology on certain aspects of organisational structures and 
decision-making processes in the Kuwaiti context. It also intends to compare the 
perceptions of private and government organisations on the impact of IT on their 
organisations, as well as investigating the differences and/or similarities in the 
perception of employees and managers in private and government organisations. To 
achieve these objectives, it was necessary to access a sufficient number of both 
private and government organisations with several years experience of IT to ensure a 
large sample of employees and managers from each type of organisation. It was 
considered that at least a hundred respondents in each category would be necessary in 
order to perform the planned statistical tests with confidence. 
Since government organisations III Kuwait are typically larger than private 
organisations, it was estimated it would be necessary to gain access to around 150 
private organisations and 62 government organisations. The best available list of 
Kuwait organisations is the AI-Musbar directory (5th edition). The AI-Musbar 
directory was used as a sample frame for this study. This directory is the most up to 
date directory for private and government organisations in Kuwait but does not 
include the whole population of private and government organisations. However, the 
list is split into government and private organisations and so it was possible to choose 
from these lists a selection of organisations with at least 30 employees in different 
industries which were likely to have several years experience of IT systems. 
Judgement sampling was used in selecting this latter criterion and an element of quota 
sampling was used to spread across types of industry and sizes of organisation. To try 
and achieve a representative sample, 150 private organisations and 62 government 
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organisations from the list were approached. Of these, access was gained to 83 private 
organisations and 42 government organisations. The number of respondents of each 
type is outlined in Chapter Six. 
4.6 Summary 
This chapter has reviewed several quantitative and qualitative research strategies used 
in the field of information systems research along with their respective advantages 
and disadvantages. It has also discussed the different sampling designs, highlighting 
their advantages and disadvantages. On the basis of these reviews and discussions, a 
research strategy of a personally administrated questionnaire was considered to be the 
most suitable method for collecting the data required in order to achieve the research 
objectives. With respect to sampling design, judgement sampling and quota sampling 
were used to select the sample popUlation for this study. The following chapter will 
discuss the questionnaire design and data collection. 
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CHAPTER FIVE 
QUESTIONNAIRE DESIGN AND DATA COLLECTION 
5.1 Introduction 
The previous chapter presented the research design for this study. This chapter builds 
on the preceding chapter by reviewing and discussing how research variables were 
operationalised and incorporated into the questionnaire, and what procedures have 
been followed in developing the research questionnaire to ensure its validity and 
reliability. It will also discuss the pre-testing of the questionnaire, the pilot study, the 
implementation of the main survey and the follow-up strategy. In addition, it will 
highlight some of the obstacles experienced during the fieldwork, as well as issues of 
validity and reliability of the study instrument. 
5.2 Questionnaire Design 
A self-administered questionnaire was chosen as the research instrument of this study. 
Considerable effort and attention was paid to the design of the study questionnaire. 
The nine-step process to develop a questionnaire, as presented in Figure 5.1, was used 
in order to maximise its reliability and validity. The researcher used this nine-step 
procedure as a guideline for developing the study questionnaire and the steps are 
briefly described as follows: 
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Step 1: Specify what Information will be Sought 
~ 
Step 2: Determine Type of Questionnaire and 
Method of Administration 
J 
Step 3: Determine Content ofIndividual 
Questions 
~ 
Step 4: Determine Form of Response to Each 
Response Question 
~ 
Step 5: Determine Wording of Each Question 
~ 
Step 6: Determine Sequence of Questions 
~ 
Step 7: Design Physical Characteristics of 
Questionnaire 
~ 
Step 8: Re-examine Steps 1-7 and Revise if 
Necessary 
~ 
Step 9: PRETEST the Survey, Revise Where 
Needed 
Figure 5.1: Procedure for Developing a Questionnaire 
(Adopted from Arlene Fink, How to Design Surveys, 2nd ed., Sage 2002) 
Step 1: SpecifY What Information Will Be Sought 
Deciding what information will be sought was determined in the early stages of the 
research process (Churchill and Iacobucci, 2005). After an extensive and critical 
literature review, the objectives of the study as discussed in Chapter Three were 
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specified and specific hypotheses for investigations were framed. These hypotheses 
guided the research and in turn helped guide the process of formulating the 
questionnaire (Churchill and Iacobucci, 2005). These hypotheses determine what 
information is to be sought and from whom, because they specify what relationships 
will be investigated (ibid). 
Step 2: Type of Questionnaire and Method of Administration 
After specifying what information is to be sought, the researcher needs to specify how 
it will be collected. This stage requires decisions about the structure and design to be 
used in the questionnaire and how it will be administrated (Churchill and Iacobucci, 
2005). The type of data to be gathered will have an important effect on the method of 
data collection (ibid). Because the nature and objectives of this study involved 
targeting the perceptions of employees and managers in private and government 
sectors in Kuwait, it was decided that the questionnaires should include only closed 
ended questions and be personally administered. 
Step 3: Individual Question Content 
The content and purpose of individual questions is largely based on prevIOus 
decisions (i.e. information needed) (Churchill and Iacobucci, 2005). But, in editing 
the survey, the researcher should ask some additional questions to maximise the 
effectiveness of the content and purpose of individual questions in the survey. These 
questions, as suggested by Churchill and Iacobucci (2005), are as follows: 
• Is the question necessary? 
• Are several questions needed instead of one? 
• Do respondents have the necessary information? 
• Will respondents give the information? 
The purpose of each question should be carefully considered so that variables are 
effectively measured and no unnecessary questions are asked. 
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Step 4: Form of Response 
After detennining the content of the question, the researcher needs to decide on the 
fonn of the response and whether the question will be open-ended or have fixed-
alternatives (Churchill and Iacobucci, 2005). Open-ended questions allow respondents 
to reply freely to the question in their own words whereas, in fixed-alternative 
questions, respondents are asked to choose the alternative that most closely 
corresponds to their position on the subject. In this study fixed-alternative questions 
were used. 
Step 5: Decide on Question Wording 
The phrasing of questions is one of the steps of the questionnaire development 
process (Churchill and Iacobucci, 2005). This task is critical because respondents are 
likely to skip poorly phrased questions or answer them incorrectly (ibid). The 
language of the questionnaire should approximate the respondents' level of 
understanding (Sekaran, 2003). Sekaran (2003) and Churchill and Iacobucci (2005) 
suggested several rules of thumb, which are useful for enhancing the wording of the 
questions. Therefore, to ensure the clarity and appropriateness of the wording of the 
current questionnaire, some of these rules were used and they are briefly described as 
follows: 
• Use of simple words: Most researchers are more highly educated than the 
typical respondent, so it is easy to make the mistake of using words that are 
familiar to them but unfamiliar to the respondents (Churchill and Iacobucci, 
2005). Therefore, in this study easy, simple, and understandable words, were 
used and as much as possible; unfamiliar words were avoided. 
• Avoidance of double-barrelled questions: A double-barrelled question is one 
that combines two questions, which expects two responses and therefore 
creates confusion for the respondent. Churchill and Iacobucci (2005) 
suggested that to avoid such questions it is better to split the question into two. 
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As much as possible, in designing the current questionnaire, such questions 
were avoided. 
• Avoidance of leading questions: Leading questions are questions that lead the 
respondents to give responses that the researcher would like or want them to 
give (Sekaran, 2003). Thus, the researcher avoided such questions during the 
design of the current questionnaire. 
• Avoidance of ambiguous questions: Even questions that are not double-
barrelled might be ambiguously worded, and the respondent may not be sure 
what they mean (Sekaran, 2003). An example of such a question is "To what 
extent would you say you are happy?" Respondent might find it difficult to 
decide whether the question refers to their feelings in the workplace, or at 
home, or in general. Different respondents might interpret such a question 
differently (ibid). Thus, the researcher avoided such questions during the 
design of the questionnaire and tried to make the questions as clear and 
straightforward as possible. 
Step 6: Decide on Question Sequence 
The sequence of questions in the questionnaire should be such that the respondent is 
led from general to more specific questions, and from easy questions to more difficult 
ones (Sekaran, 2003; Churchill and Iacobucci, 2005). The questionnaire in the current 
study started with the questions on demographics, which are considered to be the 
easiest questions. These are then followed by questions that might be considered to be 
more difficult. 
Step 7: Determine Physical Characteristics 
The physical appearance of the questionnaire can affect the accuracy of the replies, 
respondents' reactions, and the ease of processing (Churchill and Iacobucci, 2005). A 
well-organised and neat questionnaire with an appropriate cover letter and instructions 
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will make it easier for respondents to answer. Thus, considerable time and effort was 
spent on these issues. 
Another important issue is the length of the questionnaire. Shorter questionnaires are 
generally better than longer ones that appear to be crowded (Churchill and Iacobucci, 
2005). Smaller questionnaires seem easier to complete and are naturally less time 
consuming for respondents. Consequently, they tend to attract higher response rates. 
To the best of the researcher's ability, a considerable time was spent addressing these 
issues. 
Step 8: Re-examination and Revision of the Questionnaire 
Usually the first draft of a questionnaire does not result in a usable research 
instrument. Each question should be reviewed to ensure that it is not ambiguous, 
offensive, leading etc. (Churchill and Iacobucci, 2005). Re-examination and revision 
of the questionnaire at this stage will save the researcher the grief of dealing with 
ambiguous, invalid and unreliable responses during data analysis. 
Step nine, the processing of pre-testing and amending (where necessary) the survey 
instrument, is discussed later in the chapter. 
5.3 Structure of the Questionnaire 
It was stated in Chapter Three that the objectives of the current study are to 
investigate the overall perceptions of organisations on the impact of information 
technology on certain aspects of organisational structures and decision-making 
processes in Kuwait; a comparison of the extent of that impact on private and 
government organisations and an investigation of the level of agreement between 
managers' and employees' perceptions regarding the impact of IT in private and 
government organisations. Based on the study's objectives, the perceptions and 
opinions of groups of employees and managers in both private and government 
organisations were sought in this study. Therefore, two questionnaires (See Appendix 
D) were designed for the respective sample groups. A questionnaire was developed 
solely to seek the individual perceptions of employees on certain aspects of their 
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organisational structures and their decision-making processes and activities. Another 
questionnaire was developed to seek managers' general perspectives on the impact of 
IT on certain aspects of organisational structures and decision-making processes in 
their organisations. In this chapter, the questionnaire on managerial perspectives is 
discussed and explained. 
Most of the questions in the two questionnaires used in this study were used and 
tested in previous studies. They were adapted with appropriate modifications to make 
them relevant to the objectives of this study. Some of the questions were new, 
developed after an extensive review of the literature. Table 5.1 gives a full description 
of which questions had been used and tested in other studies and which questions are 
new. 
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Table 5.1: Questionnaires questions descriptions 
Ouestion Previously Used and Tested Comments 
Personnel Background: 
OBI-OB6 Standard demographic 
.QB7 Teng and Colhoun (1996t Adapted 
QB8 [gbaria et al. (1995) Slightly adapted 
Organisational Background: 
QB9-QBI2 Standard demographic 
QB13 Alshoaibi (1998) Adapted 
Extent of Work Routinisation 
and Decision Making Authority: 
Ql.l-QI.4 Whithey et al. (1983) Adapted 
Q2.I-Q2.4 Dewar et al. (1980) Adapted 
[nfonuation Technology Use 
and Effect: 
Q3.I-Q3.1O Reintze and Bretschneinder (2000) Adapted 
Q4.I-Q4.8 Vlahos and Ferratt (1996) Adapted 
Q5.I-Q5.4 Developed after extensive 
review of the literature of 
Heintze and Bretschneinder 
(2000), Pinsonneault and 
Kraemer (2002), Kraemer and 
Dedrick (i 997) 
Q5.5 Spanos et al. (2000) Adapted 
Q5.6-05.8 Alshoaibi (I 998) Adapted 
06 Alshoaibi (I 998) Adapted 
07 New question 
Q8 Spanos et al. (2000) and Alshoaibi Adapted 
(I 998) 
09.1-09.12 Teng and Calhoun (I 996) Adapted 
010-012 Teng and Calhoun (I 996) Adapted 
The questionnaire consists of four parts (see the questionnaire in Appendix D). Each 
section is briefly described below: 
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First section: Personal Background (Questions Bl-B8) 
This section contained eight closed-ended questions. Questions B I-B7 are standard 
demographic questions which sought information regarding respondents' gender, age, 
nationality, qualifications, department, experience and position. Question B8 was 
slightly adapted from Igbaria et al. (1995) to measure how often respondents use 
information technology in doing their work. 
Second Section: Organisational Background (Questions B 9-B13) 
This section comprised seven closed-ended questions designed to elicit organisational 
background information. The section was not included in the individual perception 
questionnaire to avoid repetition, as managers had to answer similar questions. 
Questions (B9-BI2) are just standard demographic questions which sought: 1) The 
type of organisation (QB9) to determine whether the organisation is a government or 
private one. 2) The type of industry (QB 10), in which respondents were asked to 
describe the sector in which their organisation operates. 3) Organisation size (QB 11): 
respondents were asked to determine the number of employees in their organisations 
and choose from six provided categories (see Appendix D). 4) The age of the 
organisation (QB 12): respondents were asked to determine the age of their 
organisation and choose from five specified categories. 6) The extent of IT usage 
(QB 13): this question was adapted from Alshoaibi (1998). Managers were asked to 
determine the extent of IT use in their department and choose from five provided 
categories. 
Third Section: Extent of Work Routinisation and Decision-making Authority (Q 1-2) 
This section contained two questions. Each question consisted of four Likert-scale 
variable questions to measure the extent of routinisation of work carried out by 
respondents and the extent of decision-making centralisation. The extent of work 
routinisation was measured with four items taken from the widely used and validated 
measure of routinisation of work devised by Whithey et al. (1983). The extent of 
decision-making centralisation was measured with four items from the measures of 
Dewar et al. (1980), which tap the concentration of decisions about tasks. 
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Fourth Section: Information Technology Use and Effect (Questions 3-12) 
This section consisted of ten closed-ended questions designed to elicit information 
regarding the use of information technology and the impact of IT use on certain 
aspects of organisational structures and decision-making processes and activities in 
organisations in Kuwait. Respondents were asked to indicate the extent of usage of 
different types of information technology (Q3) in doing their work. Information 
technologies were organised into ten general categories. This question was previously 
used and tested by Heintze and Bretschneider (2000) and was adapted and included in 
the questionnaire. Respondents were also asked to indicate the extent of usage of 
different types of software packages (Q4) in doing their work. This question was used 
and validated by Vlahos and Ferret (\ 996) and was adapted and incorporated in the 
questionnaire. The software packages were categorised into eight general categories 
(see Appendix D). Six point scales (0 = Not Available, 1= Never, ... , and 6 = Always) 
were used in these two questions. 
Questions (5.1-5.4) were developed after an extensive review of literature to seek 
information about the impact ofIT usage on some of middle managers' jobs and roles 
(Pinsonneault and Kraemer, 2002; Kraemer and Dedrick, 1997; Heintze and 
Bretscheider, 2000). Questions 5.1-5.4 consisted of four questions which sought 
information regarding the impact ofIT on: Q5.1) Exchange of information across the 
functional areas of organisations. Q5.2) Subordinates' access to information. Q5.3) 
Top managers' access to information. Q5.4) Reduction of middle management 
information processing and co-ordination functions and activities. The impact of IT 
on the elimination of middle management jobs (Q5.5) was adapted from Spanos et al. 
(2000). Question 5.6 - 5.8 were adapted from Alshoaibi (\998) to seek information 
regarding the impact of IT on the reduction of non-managerial jobs, workload growth 
and consequent increase of manpower, and reductions in the hierarchical structure of 
organisations. The respondents were asked to rate the extent of IT impact on the 
investigated variables on a five point scale, where I = strongly disagree and 5 = 
strongly agree. 
Questions 6 was adapted from Alshoaibi (1998) to seek information regarding the 
organisation's current decision-making processes (Q6) by asking respondents to select 
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from a four point scale, where I ~ highly decentralised and 4 = highly centralised. 
Question 7 was a new question, which elicits information about the changes that had 
happened in the decision-making authority in the last five years in organisations in 
Kuwait. A five-point scale was used, where I = a lot more decentralised and 5 ~ a lot 
more centralised. Question 8 was adapted from Spanos et al. (2000) and Alshoaibi 
(1998). The respondents were asked to indicate the extent of their agreement on the 
perception that the use of IT in their organisation has led to changes in the 
centralisation! decentralisation of the decision-making authority. A five point scale 
(\ ~ strongly disagree to 5 = strongly agree) was used in this question. 
Questions (9-12) were adapted from Teng and Calhoun (\996) to collect information 
about the extent of the impact of IT usage on decision-making processes and 
activities. Five point scales of 1 ~ strongly disagree and 5 = strongly agree were used 
in all of the questions. Variables relating to decision communication hypotheses 
(Q9.1-9.4) were measured with a four-item measure, where the first two items refer to 
lateral communication and the second two refers to vertical communication. Decision 
participation (Q \0 - Q 11) was measured by a single item measure. The first question 
measured the extent of the impact of IT computing and processing capabilities on 
employees' participation on the decision-making process, whereas the second 
question sought information regarding the extent of the impact of IT communication 
capabilities on employees' participation in the decision-making processes. The impact 
of IT on job complexity (Q9.5-9.6) was measured by using a two-item measure. The 
first measure sought information on whether the usage of IT has encouraged 
employees to use a variety of skills in their decision-making processes, whereas the 
second measure elicited information on whether the usage of IT by employees has 
encouraged them to use high level skills in their decision-making processes. IT impact 
on the routinsation of the decision-making process (Q9.7 - Q9.8 and Q12) was 
measured by a three-item measure. These measures sought information regarding the 
impact of IT on the automation of work and its impact on making work in general, 
and the decision-making process in particular, more routine and repetitive. The effects 
of IT on the generation of more decision alternatives (Q9.9) were measured by a 
single item. In the same manner, a single item measure was used to measure the 
extent of the impact of IT on decision speed (Q9.10). The speed was assessed by 
asking the respondents to indicate the extent of their agreement on the view that the 
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use of infonnation technology in decision-making processes has reduced the time 
required to arrive at a decision. Finally, decision-making effectiveness was measured 
by two item measure (Q9.ll-9.l2). These measures sought infonnation regarding the 
effect of IT usage on the quality and overall effectiveness of employees' decisions. 
5.4 Pre-Testing and Pilot Study 
Questionnaire testing IS essential in order to detect weaknesses and refine the 
research instrument prior to its final distribution (Sekaran, 2003; Saunders et aI., 
2000; Churchill and Iacobucci, 2005). The purpose of the pre-testing and pilot study 
is to refine the questionnaire and to remove any ambiguities and confusion so that 
respondents can easily answer the questions and to minimise problems in recording 
the data (Churchill and Iacobucci, 2005). Churchill and Iacobucci (2005) stated that 
the pre-test is the most inexpensive insurance the researcher can buy to ensure the 
success of the questionnaire and the research project. 
The pre-testing consisted of two phases followed by a pilot study. After each stage, 
comments and suggestions were discussed with the supervisor and the necessary 
changes were made before the next phase. The first phase was conducted within the 
Business School of Loughborough University. This included sending a copy to one 
professor and six of the doctoral students. A few corrections were suggested regarding 
the wording and the scaling of questions. These suggestions were incorporated in the 
questionnaire. For example, in Q5-Q12 in the fourth section of the questionnaire, the 
scale word of 'undecided' was changed to 'unsure'. Also, the wording of Q9.5 and 
Q9.6 were changed from 'made employees to' to 'encourage employees'. In the 
second phase of the pre-testing, which was conducted in Kuwait, a copy of the 
questionnaire was personally administered to four academic staff at Kuwait 
University and Kuwait Authority for Applied Education and Training, in addition to 
three managers and four employees in private and government organisations. The 
results of this phase led to changes in a few questions and the remarks which were 
made were very important for enhancing the language and the wording of some 
questions. For example: Q9.7 in the fourth section of the questionnaire, the question 
wording was changed from 'led to some of the work to be repetitive and routine' to 
'lead to some of the work becoming repetitive or routine'. In the third phase of 
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testing the questionnaire, a translation of the questionnaire into Arabic (See Appendix 
D) was carried out by the researcher and was checked by the Translation Department 
in Kuwait University. A few corrections were suggested and incorporated in the 
questionnaire. Then a pilot test was conducted by administering the translated 
questionnaires to a group of three managers and four employees in government 
organisations, and three managers and four employees in private organisations. These 
participants provided constructive comments and suggestions regarding the Arabic 
wording of some questions. Corrections were made and the questionnaires were ready 
for implementation. 
5.5 Implementing the Main Survey 
The questionnaire was personally administered during the period 1st February 2003 to 
16th April 2003. In line with the comparative nature of this study, namely, seeking the 
perceptions of employees and managers in private and government organisations 
regarding the impact of IT usage on certain aspects of organisational structures and 
decision-making processes, it was decided that the two questionnaires would be 
administered to 62 government organisations, which covers most government 
organisations, and 150 private organisations. Because of the unreliability of the 
Kuwaiti postal services, (see Chapter Four), the researcher personally distributed and 
collected the questionnaire from each of the organisations. 
5.5.1 Main Survey Follow Ups 
Follow up is one of the most important mechanisms in raising the response rate 
(Churchill, 1995; Dillman, 1978). Different methods have been use by researchers as 
follow-up strategies to increase the questionnaire response. Fox et al. (1998) 
compared four strategies: (I) postcard reminders; (2) second mailing list; (3) 
telephone reminders; and (4) Dillman's multiple follow-up strategies, which combines 
all three. As stated earlier in this chapter and previous chapters, it was decided that the 
questionnaire would be personally administered to the relevant organisations. With 
respect to follow ups, telephone reminders and revisiting of organisations were the 
main survey follow-up strategies. Follow-up calls were made after a week of 
distributing the questionnaire to each of the organisations to check if they had 
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completed the questionnaire and if they were ready for collection. Those who had not 
completed were asked and motivated to complete the questionnaire. Revisiting the 
organisations was also conducted to motivate organisations to complete the 
questionnaires. The follow-up strategy helped in increasing the response rate and a 
total of 531 completed questionnaires out 1300 were collected, representing a 40.86% 
response rate. A full description of the overall response rate is presented in the next 
chapter. 
5.5.2 Fieldwork Obstacles 
The sample of this study consisted of private, as well as government, organisations in 
Kuwait. During the distribution of the questionnaires the researcher faced certain 
problems that can be summarised as follows: 
• The distribution of the questionnaire started on the I SI of February 2003. 
During this month there were a couple of holidays such as Eid (Moslem 
holiday) and the National Day of Kuwait. The official holidays amounted to 
almost half of the month, which delayed the distribution of the questionnaire. 
• During the distribution of the questionnaire war in Iraq was very near and lots 
of the organisations were busy preparing emergency and evacuation plans. As 
a result, some managers who were approached were unwilling to participate in 
the study. 
• During the war in Iraq, which started on 19 March 2003, it was difficult to 
distribute or collect questionnaires, as some of the organisations were closed 
or worked with a skeleton staff because of the war conditions. These 
precautions were taken on the instructions of the government and affected the 
pace of the field study. 
• Personally distributing questionnaires in the case organisations proved to be a 
tiring and frustrating experience. 
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5.6: Validity and Reliability 
Validity and reliability concerns are evident in any study (Blanton, Watson, and 
Moody, 1992). It is important to make sure that the instruments, which are developed 
to measure a particular concept, do indeed measure the variables they are supposed to, 
and that they measure them accurately (Sekaran, 2003). Care was taken in the design 
of the study to ensure that validity and reliability were properly addressed. The 
validity and reliability of this study instrument is discussed in the following sub-
sections. 
5.6.1 Validity 
Validity refers to the degree to which a study accurately reflects or assesses the 
specific concept that the researcher is attempting to measure. The ability of the 
research instrument to measure what it is supposed to measure is a necessary 
condition for any successful research undertaking (Bryman, 2001; Sekaran, 2003). 
There are several types of validity tests that can be used by the researcher to test the 
accuracy of the measures. These include content validity, criterion-related validity, 
and construct validity. Content validity ensures that the measures include a sufficient 
and representative set of items that tap the concept (Sekaran, 2003). It is a function of 
how well the dimensions and elements of a concept have been delineated (ibid). The 
criterion-related validity is established when the measure differentiates individuals on 
a criterion it is expected to predict (Bryman, 2001; Sekaran, 2003). It is an assessment 
of the usefulness of the measure as a predictor of some other characteristics of the 
individual (Churchill and Iacobucci, 2005). Criterion-related validity can be 
established by concurrent validity or predictive validity. Concurrent validity entails 
relating measures to a criterion on which cases (e.g. people) are known to differ and 
that is relevant to the concept in question (Bryman, 2001). Predictive validity 
indicates the ability of the measuring instrument to differentiate among individuals 
with reference to a future criterion. Finally, construct validity can be defined as an 
approach to validate a measure by determining what construct, concept, or trait the 
instrument is in fact measuring (Churchill and Iacobucci, 2005). 
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Content validity exists if there is a judgement that a measure appears to gauge the 
characteristics it is supposed to measure (Sekaran, 2003). Variable measures of this 
study have been conceptually evaluated by previous IS researchers or developed from 
published literature. This should provide a sound footing for the content validity of 
this study instrument. The questionnaire items were extensively reviewed in the pre-
testing stage by academic staff, PhD students, and managers and employees of 
different sectors, resulting in refining the questionnaire items through much iteration, 
which further enhanced the content validity of the survey instrument. Since the 
questions and items had been developed from published literature, it was not 
necessary to undertake any further criterion-related or construct validity tests. 
5.6.2 Reliability 
Reliability refers to the consistency and stability with which the instrument measures 
the concept and helps to assess the accuracy of a measure (Sekaran, 2003). In other 
words, Sekaran (2003) stated that "the reliability of a measure indicates that the 
extent to which it is without bias (error free) and hence ensures consistency across 
time and across various items in the instrument". 
A test-retest approach to reliability does not lend itself to survey research (Teng and 
Calhoun, 1996). However, questions in the questionnaire can be tested for internal 
consistency by measuring the coefficient alpha, which involves correlating the 
responses of each question in the questionnaire with those to other questions in the 
questionnaire (Saunders et aI., 2000). The most popular test of inter-item consistency 
reliability is Cronbach's alpha, which is used for multipoint-scaled items 
(Sekaran.2003). This was used to measure how well the items of this study's 
questionnaires were correlated to one other. The closer Cronbach's alpha is to one, the 
better the measuring instrument (Sekaran, 2003). Cronbach's alpha test was applied to 
each set of questions measuring a single construct and all of these resulted in an alpha 
score of over 0.7. The test was also applied to all 52 items in the dependent variables. 
The result shown in Table 5.2 show that Cronbach's alpha is 0.91, which indicates a 
high level of internal consistency of the study measures. 
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Reliability Coefficients 
N of Cases = 531.0 
Alpha= .9101 
5.7 Summary 
Questionnaire Design and Data Collection 
N of Items = 52 
This chapter discussed the nine-step procedure followed in the design of the study 
questionnaire. It has also explained the structure of the questionnaire and its pre-
testing phases. The chapter has covered the implementation of the main empirical 
aspects of the study, including the follow-up strategies that were adopted to enhance 
the response rate, and has highlighted some of the difficulties that were encountered 
during the fieldwork. Issues of the validity and reliability of the survey instrument 
were also discussed. The next chapter presents the descriptive profile of the responses. 
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CHAPTER SIX 
A DESCRIPTIVE PROFILE OF THE RESPONSES 
6.1 Introduction 
This chapter presents a range of descriptive statistics including frequencies and cross 
tabulation. These descriptive statistics will enable us to understand the nature and the 
characteristics of employees and managers in the private and government sectors 
regarding their perceptions on the impact of information technology on certain aspects 
of the organisational structures and decision-making processes in their organisations. 
The descriptive statistics of four groups are presented throughout this chapter. The 
first group is the private employees in private organisations (identified as 'PE'). The 
second group comprise private managers in private organisations ('PM'). The third 
group is government employees in government organisations ('GE') and the fourth 
group comprises government managers in government organisations ('GM'). These 
four abbreviations will be used to refer to the four group types. The tables only show 
the frequency of the respondents' answers. Therefore, a full and more detailed 
descriptive list of statistics for all the questions in the questionnaire is presented in 
Appendix 'A', which shows the frequency, as well as the percentages, of the 
respondents' answers, which will be used throughout this chapter of descriptive 
statistics. 
6.2 The Response Rate 
The response rate can be defined as the percentage of respondents in the sample that 
are returned completed. A total of 1300 questionnaire were personally administered to 
managers and employees in Kuwaiti private and government organisations. A total of 
531 completed questionnaires were collected, representing a 40.86% response rate. 
200 of the managerial perspective and 450 of the individual perspective 
questionnaires were distributed to the private managers and employees respectively. 
The questionnaires were distributed to 150 private organisations and only 83 
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organisations responded representing 55.33% of the total of private organisations. The 
same number of questionnaires was distributed to government managers and 
employees. 62 government organisations were targeted and only 42 organisations 
responded representing 67.74% of the total of government organisations. As stated in 
Chapter Three, a general evaluation of managers' and employees' perceptions of the 
effects of IT on Kuwaiti private and government organisations was investigated to 
achieve the research objectives. Therefore, different work units of private and 
government organisations were targeted in this study. Table 6.1 shows that 102 out of 
200 of the managerial perception questionnaires and 158 out of 450 of the individual 
perception questionnaires distributed to private organisations were answered 
comprising 51% and 35.11% respectively. Also, 106 out 200 of the managerial 
perception questionnaires and 165 out of 450 of the individual perception 
questionnaires distributed to government organisations were answered compnsmg 
53% and 36.67% respectively. 
Table 6.1: Types of groups in private and government organisations 
Grouo 
Private Private Government Government 
Organisation Organisation Organisation Organisation 
Emolovees Managers Employees Managers Total 
Organisation Private 158 102 260 
Type Government 165 106 271 
Total 158 102 165 106 531 
6.3 Profile of Respondents 
This section presents the characteristics of the respondents and background 
infonnation about the organisations' profiles. The section is divided into two sub-
sections as follows: 
6.3.1 Respondents' Characteristics 
This sub-section presents descriptive statistics of the respondents' personal, 
educational and professional backgrounds. 
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6.3.1.1 Gender 
Table 6.2 shows the gender distribution by group and, with the exception of GE, there 
is a high percentage of participation among males. 
Table 6.2: Gender distributions (q I) 
Group 
Private Private Government Government 
Organisation Organisation Organisation Organisation 
Emplovees Managers Emplovees Managers Total 
Gender Male 123 85 79 77 364 
Female 35 17 86 29 167 
Total 158 102 165 106 531 
6.3.1.2 Age 
Tables 6.3 below and A.2 in Appendix A show the largest group of both PE and GE 
who participated in the study are within the age range 30-39. The respondents (PE and 
GE) within this age range are 39.2% and 44.8% respectively. On the other hand, 
respondents in the management groups of private and government organisations with 
an age range of 40 to 49 scored the highest frequency, representing 51.0% and 47.2% 
respectively. 
Table 6.3: Age distributions (q2) 
Group 
Private Private Government Government 
Organisation Organisation Organisation Organisation 
Employees Managers Employees Managers Total 
Age Less than 30 59 5 56 4 124 
30-39 62 38 74 43 217 
40-49 30 52 32 50 16 4 
50 & Over 7 7 3 9 2 6 
Total 158 102 165 106 531 
6.3.1.3 Nationality 
Table 6.4 shows the distribution of the respondents according to their group type and 
nationality. According to Table 6.4 and Table A.3 in Appendix A, Kuwaiti nationals 
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have a much higher frequency than the non-Kuwaiti nationals in the government 
organisations. However, non-Kuwaiti nationals had a higher frequency among PE 
representing 63.3% of their group type. Kuwaiti nationals in the PM group had a 
frequency of 54 comprising 52.9% of their group type. 
Table 6.4: Nationality distributions (q3) 
Group 
Private Private Government Government 
Organisation Organisation Organisation Organisation 
Employees Managers Employees Managers Total 
Nationality Kuwaiti 58 54 142 100 354 
Non~Kuwaiti 100 48 23 6 177 
Total 158 102 165 106 531 
6.3.1.4 Academic Qualifications 
As shown in Table 6.5, respondents' academic qualifications vary. Respondents with 
a Bachelors degree have the highest frequency in all four groups. Respondents with a 
diploma and lower qualifications have the second highest frequency among 
respondents in the four groups. Respondents with a higher education degree scored 
the lowest frequency in all of the four groups. 
Table 6.5: Academic qualifications (q4) 
Group 
Private Private Government Government 
Organisation Organisation Organisation Organisation 
Employees Managers Employees Managers Total 
Education High school & 6 3 11 4 24 Level less 
Diploma 41 10 37 16 104 
Bachelor 93 69 105 74 341 
Master 17 17 11 9 54 
Ph.D.· I 3 I 3 8 
Total 158 102 165 106 531 
6.3.1.5 Work Experience 
Table 6.6 and Table A.5 in Appendix A represent respondents' work experience that 
varies in all of the groups. Respondents in both PM and GM with more than twenty 
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years experience scored the highest frequency comprising 36.3% and 32.1 % of their 
group type respectively. On the other hand, respondents in the PE and GE groups with 
the same experience range scored the lowest frequency, representing 10.1 % and 
10.3% of their group type respectively. 
Table 6.6: Work experience in years (q6) 
Group 
Private Private Government Government 
Organisation Organisation Organisation Organisation 
Employees Managers Employees Managers Total 
Experience Less than 5 34 38 72 
5-10 56 11 55 18 140 
11-15 35 30 29 24 118 
16-20 17 24 26 30 97 
More than 20 16 37 17 34 104 
Total 158 102 165 106 531 
6.3.1.6 Management Level 
It was stated earlier in this chapter that two levels of analysis, 'management' and 
individual', were envisaged. In that respect, when I refer to the perspectives of 
'managers', I am talking about the collective perspectives (as opposed to individual 
perspectives) of a particular category of employees, who are so categorised by virtue 
of some specific criteria, including decision-making authority. However, because 
people in this category are also, by general definition, employees, some of them are 
included in the 'individual' level of analysis. Perspectives of ordinary employees, 
however, are exclusively limited to the 'individual' level of analysis. This is because 
this group of employees do not fit the requisite criteria of 'manager'. Also, because 
organisational structures and positional nomenclatures tend to differ from one 
organisation to another, the term 'manager' may have different meanings in different 
organisations. Thus, respondents with different management levels did participate in 
PE and GE groups, whereas only supervisors and upper management levels 
participated in PM and GM groups. 
Table 6.7 shows descriptive statistics of the management level expenence of 
respondents. With respect to Table 6.7 and Table A.6 in Appendix A, respondents in 
the PE and GE groups who hold an employee level position scored the highest 
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frequency, representing 38.0% and 46.1 % of their group type respectively. In the PM 
group, forty-five managers were top managers in their organisations representing 
44.1 % of their group type. On the other hand, GM respondents who held middle 
management level positions had the highest frequency among their type comprising 
60.4% of the group type. 
Table 6.7: Managerial level (q7) 
Group 
Private Private Government Government 
Organisation Organisation Organisation Organisation 
Employees Managers Employees Managers Total 
Managerial Employee 60 76 136 
Level Supervisor 45 15 40 18 118 
Middle 39 42 43 64 188 Management 
Top 14 45 6 24 89 Management 
Total 158 102 165 106 531 
6.3.1.7 Respondents' Departments 
With respect to Table 6.8 and Table A.7 in Appendix A, respondents in all the four 
groups work in different departments. It is clear that respondents in the PE, PM and 
GM groups who work in the IT Service departments scored the highest frequency of 
18.4%, 18.6%, and 28.3% of their respective group types. GE respondents who 
indicated that they work in 'Other' departments scored the highest frequency 
comprising 22.4% of their group type. 
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Table 6.8: Respondents' departments (q5) 
Group 
Private Private Government Government 
Organisation Organisation Organisation Organisation 
Employees Managers Employees Managers Total 
Departments Personnel 19 12 13 9 53 
Accounting 16 3 13 9 41 
Engineering 20 13 20 9 62 
Finance 10 6 15 8 39 
Operational 8 6 2 1 17 
Marketing 7 7 2 2 18 
Purchasing 9 6 5 2 22 
Sales 12 6 18 
Planning 6 4 5 4 19 
IT Services 29 19 30 30 J08 
Maintenance 2 2 
Legal 2 1 6 1 10 
Training 4 1 17 7 29 
Other 16 16 37 24 93 
Total 158 102 165 106 531 
6.3.1.8: Respondents' IT Use 
The following table presents descriptive statistics of the respondents' personal use of 
IT. Cross-tabulation was used to show how often respondents use information 
technology in their work. As presented in Table 6.9 and Table A.8 in Appendix A, the 
PE and PM category are very high on IT use in doing their work. They use it more 
than 3 hours a day, which represents 64.6% and 55.9% of their respective group types. 
On the other hand, only 47.9% and 28.3% of the GE and GM groups use IT for more 
than 3 hours a day in their work. This indicates that employees and managers in 
private organisations are more likely to use information technology in their daily work 
than their counterparts in government organisations. 
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Table 6.9: Respondents' IT usage (q8) 
Group 
Private Private Government Government 
Organisation Organisation Organisation Organisation 
Employees Managers Employees Managers Total 
Respondent Almost Never 2 7 2 II 
IT Usage Less than 30 5 4 16 5 30 MinlDay 
30-60 7 10 23 17 57 MinlDay 
1-2 HourfDay 13 16 17 31 77 
2-3 HourfDay 29 15 23 21 88 
More than 3 \02 57 79 30 268 HourfDay 
Total 158 102 165 106 531 
6.3.2 Organisations' Profiles 
This sub-section presents descriptive statistics about the organisations' characteristics, 
such as the number of employees, the age and sector of the organisation, and the 
extent ofIT use in respondents' organisations based on the feedback of 102 PM in 83 
private organisations and 106 GM in 42 government organisations. In order to keep 
the questionnaire for employees' groups as short as possible, questions relating to 
organisations' profiles were not included. 
6.3.2.1 Organisation Size 
The total number of employees has been used in previous work in the field of IS as a 
measure of organisation size (Raymond, 1990; Doherty and King, 1998). Table 6.10 
shows the responses of 102 PM in 83 private organisations and 106 GM in 42 
government organisations regarding the size of their organisation based on its 
employee numbers. It is obvious from Table 6.10 and Table A.9 in Appendix A that 
managers in private organisations who stated that their organisations have more than 
2000 employees have scored the lowest frequency representing 4.9% of their group 
type. On the other hand, managers form government organisations who stated that 
their organisations have more than 2000 employees have scored the highest frequency 
comprising 31.1 % of GM group. The findings confirm that the sample covers a wide 
range of private and government organisations of varying size. 
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Table 6.10: Organisation size (qll) 
Group 
Private Government 
Organisation Organisation 
Managers Managers Total 
Number of Less than 50 14 2 16 
Employees 50-200 24 12 36 
201-500 16 15 31 
501-1000 21 22 43 
1001-2000 22 22 44 
More than 2000 5 33 38 
Total 102 106 208 
6.3.2.2 Organisation Age 
Table 6.11 and Table A.I 0 in Appendix A show descriptive statistics of 102 PM and 
106 GM on how long their organisations have been in business. PM and GM who 
stated that their organisations have been in business for more than 30 years scored the 
highest frequency comprising 33.3% and 60.4% of their group type respectively. 
Also, managers of private organisations who stated that their organisation has been in 
business for less than 5 years scored the lowest frequency constituting 6.9% of their 
group type. The results presented in Table 6.10 indicate that participating managers 
work in organisations that vary in terms of how long they have been in operation. 
Table 6.11: Organisation age (qI2) 
Group 
Private Government 
Organisation Organisation 
Mana~ers Mana~ers Total 
Organisation Age Less than 5 7 3 10 
5-10 20 I 21 
11-20 13 12 25 
21-30 28 26 54 
More than 30 34 64 98 
Total 102 106 208 
6.3.2.3 Types of Industry 
Table 6.12 and Table A.I! in Appendix A outline the responses of PM and GM 
concerning in what types of industry their organisation operates. The sample covers a 
wide range of industries. Managers of private organisations who stated that their 
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organisations operated in the banking sector scored the highest frequency comprising 
22.5% of their group type, whereas managers of government organisations who stated 
that their organisation operated under 'Other' sectors scored the highest frequency 
comprising 25.5% of their group type. 
Table 6.12: Types of industry (qlO) 
Group 
Private Government 
Organisation Organisation 
Managers Managers Total 
Type ofIndustry Banking & 23 16 39 Finance 
Business Services 3 1 4 
Oil Industry 9 8 17 
Manufacturing 16 2 18 
Leisure I 1 
Transportation 2 7 9 
Communication 7 3 10 
Education I 10 11 
Public Services I 21 22 
Wholesale & 8 8 Retail 
Construction 2 5 7 
Contracting 6 1 7 
Diversified 22 4 26 
Other 2 27 29 
Total 102 106 208 
6.3.2.4 Organisations' Extent of IT Use 
Descriptive statistics of the perceptions of private and government managers with 
regards to the extent of IT use in their department or section are presented in Table 
6.13 and also in Table A.12 in Appendix A. Results indicate that the majority (more 
than 70%) of both private and government managers are high to very high on IT use 
in their department or section. On the other hand, only small percentages of 3.0% and 
4.7% of PM and GM respectively indicated that IT has a limited to very limited use in 
their department or section. Despite these fmdings, it was found that PM scored a 
mean of3.17, which is slightly higher than the GM mean of3.08, which indicates that 
IT is used somewhat more in private organisations than government organisations. 
99 
A Descriptive Profile oJ the responses 
Table 6.13: Extent oflT use in PM and GM departments/sections (qI3) 
Group 
Private Government 
Organisation Organisation 
Managers Managers Total 
Department IT Very Limited I I 2 
Usage Limited 2 4 6 
Moderate 23 21 44 
High 30 40 70 
Very High 46 40 86 
Total 102 106 208 
6.4 Extent of Work Routinisation and Decision-Making Authority 
This section presents descriptive statistics about the nature of the work of respondents 
and decision-making authority in their organisations. The section is divided into the 
following two sub-sections: 
6.4.1 Extent of Work Routinisation 
To measure the extent of routinisation of work carried out by respondents, the 
responses to the four Likert-scale variables of question one in the questionnaire were 
averaged for every respondent and then recorded accordingly (1 to 1.5 = not at all, 
1.51 to 2.5 = to a small extent, ... , 4.51 to 5 = nearly all). The results of these four 
questions are presented in Tables A.13-A 16 in Appendix A. They measure the degree 
of routinisation involved in the work of individuals as well as their work units. Table 
6.14 and Table A.l7 in Appendix A present the extent of work routinisation, which 
shows that PE and PM groups are more in agreement that their individual daily tasks 
and the daily operations carried out in their work units are less routinised than their 
counterparts in the GE and GM groups. 
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Table 6.14: Extent of work routinisation (average of q l.l - q1.4) 
Group 
Private Private Government Government 
Organisation Organisation Organisation Organisation 
Employees Managers EmQi<>yees Managers Total 
Extent of Not at All 3 4 6 1 14 
Work Small Extent 63 30 42 32 167 
Routinisation Some Extent 60 52 56 44 212 
Great Extent 31 13 53 25 122 
Nearly All 1 3 8 4 16 
Total 158 102 165 \06 531 
6.4.2 Decision-Making Authority 
In this section descriptive statistics of respondents' organisations decision-making 
authority are presented. Four statements, as shown in Tables A.18 to A.21 in 
Appendix A, were used to tap the concentration of decisions regarding tasks as a 
measure of the extent of decision-making centralisation. The responses for the four 
Likert-scale variables of question two in the questionnaire were averaged and then 
recorded accordingly (I to I.S = definitely false, I.S1 to 2.S = false, ... , 4.S1 to S = 
definitely true) to measure the extent of centralisation or decentralisation of decision-
making authority. A response of 'definitely false' indicates that decision-making 
authority is highly decentralised, whereas a response of 'definitely true' indicates that 
decision-making is highly centralised. Table 6.IS and Table A.22 in Appendix A 
show that PE and PM responses of 'true' to 'definitely true' that decision-making 
authority is centralised in their organisations scored a lower frequency than their 
counterparts in the GE and GM groups, comprising only 12.1 % and 11.8% of PE and 
PM groups respectively, in comparison to 2S.4% for both GE and GM groups. 
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Table 6.15: Extent of decision· making centralisation (Average ofq2.l-2.4) 
Group 
Private Private Government Government 
Organisation Organisation Organisation Organisation 
Employees Managers Employees Managers Total 
Decision-making Definitely 21 15 13 6 55 
centralisation False 
False 73 47 52 45 217 
Unsure 45 28 58 28 159 
True 17 11 38 24 90 
Definitely 2 1 4 3 10 True 
Total 158 102 165 106 531 
6.5 Intensity of Information Technology Usage 
This section shows the intensity of information technology usage in private and 
government organisations. Two tables are presented and explained here. First, Table 
6.16 presents the mean of the different groups' use of different types of information 
technology such as computers, telecommunication technologies, and information 
systems and decision aiding technologies. Second, Table 6.16 presents the mean of 
the four groups' use of different software packages in doing their work. 
In addition to Table 6.16, Table A.23 in Appendix A present more descriptive 
statistics on the extent of information technologies use by the four groups in doing 
their work. Over 80% of respondents in the four groups 'very often' to 'always' use 
simple telecommunication technologies such as telephones, fax, telex, etc ... in doing 
their work. However, with respect to advanced telecommunication use such as 
teleconfercncing, voice mail, etc., a mean of 2.23 and 2.59 of the PE and PM groups 
respectively indicate that the private organisations use these technologies in doing 
their work more than their counterpart GE and GM groups. The latter scored a mean 
of 1.83 and 1.75 respectively. A mean of 4.31 and 4.00 for PE and GE respectively 
indicates that PE are more in use of personal computers in doing their work than their 
GE counterparts. The same is true for the PM and GM, who scored a mean of 4.56 
and 4.42 respectively. With respect to the use of internal PC networks, such as 
Intranets, internal electronic mail, etc., only 67.1% and 55.2% of the PE and GE 
respectively 'very often' or 'always' use such facilities. Their mean scores of3.89 and 
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3.32 respectively indicate that PE use internal networks more than GE. The same is 
true for the PM and GM, who scored a mean of 4.33 and 3.87 respectively. With 
respect to external networks (WAN, Internet, external electronic mail), Table 6.16 
shows that private organisation groups use these technologies more than their 
government sector counterparts. With respect to the use of information systems, 
decision aiding systems, data storages technologies, and computer-aided 
design/manufacturing, Table 6.16 indicates that PE and PM use these technologies in 
doing their work more than GE and GM. There is an exception to the pattern in the 
case of the use of Document Management Technologies where data show that the GM 
group has a slightly higher mean score than the PM group in using such technologies. 
In summary, it is obvious that private organisation groups are using different 
information technologies in doing their work more than their counterparts in the 
government organisations groups, which confirm earlier findings in Section 6.3.1.8 
that employees and managers in private organisations are more likely to use IT in 
their daily work than their counterparts in government organisations. It also confirms 
the findings of Section 6.3.2.4 that IT is more in use in private organisations than in 
the government organisations. 
Table 6.16: Average of organisations' IT use by category (q3) 
Group 
Private Private Government Government 
Organisation Organisation Organisation Organisation 
Employees Managers Employees Managers 
Simple Telecommunications 4.33 4.54 4.2 4.25 
Advanced Telecommunications 2.23 2.59 1.83 1.75 
Personnel Computers 4.31 4.56 4.00 4.42 
Internal PC Network 3.89 4.33 3.32 3.87 
External Network 3.63 4.00 2.97 3.33 
Infonnation Systems 3.04 3.69 2.37 3.37 
Decision Aiding 1.96 2.42 1.70 2.01 
Data Storage 3.06 3.84 2.75 3.51 
Document Management 1.84 2.23 1.7 2.38 
Computer Aided Design! 1.85 2.45 1.7 1.99 Manufacturing 
As indicated earlier, Table 6.17 shows the means of all four groups' usage of some 
software packages in doing their organisational activities. Results presented in Table 
6.17 and Table A.24 in Appendix A indicates that more than 70% of respondents in 
each group indicate that they use word processing software in their work. 
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Respondents in all groups also use all other software packages such as graphic & 
presentations, spreadsheets, databases, application packages, statistical analysis, 
managerial & decision support, and messaging & collaborations. However, private 
organisation groups' use these software packages more than their counterparts in 
government organisation groups, which confonn to earlier findings in Sections 6.3.1.8 
and 6.3.2.4 that private groups use IT more in their work than government groups. 
Table 6.17: Use of software packages (q4) 
Group 
Private Private Government Government 
Organisation Organisation Organisation Organisation 
Employees Managers Employees Managers 
Word Processing 4.11 4.53 3.94 4.36 
Graphic & Presentations 3.08 3.80 2.77 3.38 
Spreadsheet 3.78 4.34 3.07 3.67 
Databases 2.92 3.83 2.65 3.43 
Application Packages 2.78 3.74 2.15 2.83 
Statistical Analysis 2.43 3.04 2.05 2.78 
Managerial & Decision Support 2.18 2.98 1.88 2.40 
Messaging & Collaborations 3.03 3.57 2.24 2.54 
6.6 Organisational Structure 
Respondents were asked four questions (Q5 - Q8) regarding the impact of 
infonnation technology on certain aspects of their organisational structures. These 
questions examined the extent of IT impact on employment, organisation hierarchy 
structure, and finally centralisation! decentralisation of decision-making authority. A 
descriptive analysis is given below for all four questions. 
6.6.1 IT Impact on Employment 
This section presents descriptive statistics on the impact of IT use on employment in 
Kuwaiti private and government organisations. The section is divided into three 
subsections. The first subsection gives descriptive statistics on the impact of IT on 
middle managers and their infonnation accessing, processing and co-ordination 
functions (q5.l - q5.5). The second subsection presents descriptive statistics on the 
effects of IT on non-managerial jobs (q5.6). The last subsection shows the impact of 
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infonnation technology on workload growth and hiring in private and government 
organisations in Kuwait (qS.7). 
6.6.1.1 IT Impact on Middle Managers' Jobs 
Table 6.18 presents the mean of IT impact on middle managers' functions such as 
infonnation accessing, processing and co-ordination, and infonnation exchange across 
functional areas. Full descriptive statistics are provided in Tables A.2S to A.28 in 
Appendix A. It is obvious from Table 6.18 that private organisation groups scored 
higher means than government organisation groups on infonnation exchange across 
different departments which is facilitated by the use of IT. Although private 
organisation groups have scored a higher mean than the government organisation 
groups, the results also show that both private and government organisation groups 
indicated that the use of infonnation technology made it easier for subordinates, as 
well as top managers, to access infonnation directly that related to the process of their 
decision-making. Finally, results in Table 6.18 indicate that the use of infonnation 
technology has reduced middle management functions with respect to infonnation 
processing and co-ordination, more in private organisation groups than government 
groups. It is clear that PE are more positive than GE that IT reduces middle 
management functions, as the respective mean scores of 3.64 and 3.18 indicate. The 
same is true for PM and GM, as mean scores of 3.92 and 3.72 of the groups point out. 
Moreover, it is evident that, if the average means of private groups, as well as the 
government groups, are taken separately, private organisations will score higher 
means than the government organisations in all four variables presented in Table 6.18. 
Table 6.18: IT impact on communication & processing functions of middle managers 
(qS.l-S.4) 
Group 
Private Private Government Government 
Organisation Organisation Organisation Organisation 
Employees Managers Employees Managers 
Exchange of Infonnation 4.22 4.37 3.70 3.99 
Subordinates Infonnation Access 4.09 4.24 3.68 4.09 
Top Managers Infonnation Access 4.09 4.22 3.56 4.10 
M.M. Processing & Co-ordination· 3.64 3.92 3.18 3.72 
*M.M. IS the abbrevlatlOn for middle management 
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Table 6.19, as well as Table A.29 in Appendix A, outlines the results of all four 
groups' responses on the impact of IT on middle management jobs in their 
organisations. Results show that PE and PM are more in agreement than GE and GM 
that IT use leads to the elimination of some middle management jobs in their 
organisations. PE and PM who 'agree to strongly agree' that IT use has led to the 
reduction of some middle management jobs, such as supervisors, constitute 33.5% 
and 54.9% respectively. On the other hand, only 6.1 % and 10.3% of GE and GM 
respondents 'agree to strongly agree' that IT use has impacted on the number of 
middle management jobs. 
Table 6.19: IT impact on middle management jobs (q5.5) 
Group 
Private Private Government Government 
Organisation Organisation Organisation Organisation 
Employees Managers Employees Managers Total 
Middle Strongly 3 2 22 14 41 Management Disagree 
Jobs Disagree 41 21 73 60 195 
Elimination Unsure 61 23 60 21 165 
Agree 43 46 9 8 106 
Strongly 10 10 I 3 24 Agree 
Total 158 102 165 106 531 
6.6.1.2 IT Impact on Non-Managerial Jobs 
The results in Table 6.20 and Table A.30 in Appendix A show the responses of all 
four groups regarding the impact of IT on the elimination of non·managerial jobs, 
such as clerical and secretarial staff. It is evident that GE and GM groups are more in 
disagreement than their counterparts in private organisations that information 
technology use in their organisations has led to the elimination of some of the non-
managerial jobs. Their comparative percentage scores are 51.6% and 50.0% for GE 
and GE and 26.6% and 27.4% of PE and PM. 
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Table 6.20: IT impact on non-managerial jobs (q5.6) 
GrouP 
Private Private Government Government 
Organisation Organisation Organisation Organisation 
Employees Managers Employees Managers Total 
Non- Managerial Strongly 6 4 26 11 47 Job Elimination Disagree 
Disagree 36 24 59 42 161 
Unsure 46 15 33 18 112 
Agree 55 48 37 27 167 
Strongly 15 11 10 8 44 Agree 
Total 158 \02 165 106 531 
6.6.1.3 IT Impact on Workload and Manpower Hiring 
Results shown in Table 6.21 and Table A.31 in Appendix A show that PE, PM, and 
GM groups who disagree to strongly disagree that the use of IT in their organisation 
has increased the workload and consequently created more jobs requiring the hiring of 
more employees to handle the increased workload scored the highest frequency 
among their group type. On the other hand, GE respondents who are unsure of the 
impact of IT on workload and demand for manpower constitute 39.4% of that group 
of respondents. The number of GE respondents who claim to be 'unsure' is the same 
as the percentage of respondents' who disagree to strongly disagree to the perception 
that IT use will increase workload and consequently lead to the hiring of more 
manpower. 
Table 6.21: IT impact on workload and manpower hiring (q5.7) 
Group 
Private Private Government Government 
Organisation Organisation Organisation Organisation 
Employees Managers Employees Managers Total 
Workload Strongly 12 7 18 3 40 Growth Disagree 
& Manpower Disagree 57 41 47 53 198 
Hiring Unsure 46 25 65 20 156 
Agree 29 18 29 18 94 
Strongly 14 11 6 12 43 Agree 
Total 158 102 165 106 531 
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6.6.2 IT Impact on Organisational Hierarchy Structure 
Table 6.22 shows the results of the four groups on the impact of IT on organisational 
hierarchy structure. As shown in Table 6.22 below and Table A.32 in Appendix A, PE 
and PM respondents are more positive than GE and GM respondents regarding the 
impact of information technology on their organisational structures. 41.2% and 65.7% 
of PE and PM respondents respectively indicated that they agree to strongly agree that 
IT use has led to smaller and flatter organisational structures, whereas only 7.9% and 
10.4% of GE and GM respectively stated the same. The results also indicate that PE 
and GE respondents who are unsure of IT impact on their organisation's structure 
scored a high percentage of 43.0% and 39.4% of their group type. 
Table 6.22: IT impact on organisational hierarchy structure (q5.8) 
GrouP 
Private Private Government Government 
Organisation Organisation Organisation Organisation 
Employees Managers Employees Managers Total 
Organisational Strongly 4 3 30 11 48 Hierarchy Disagree 
Structure Disagree 21 13 57 62 153 
Unsure 68 19 65 22 174 
Agree 51 51 10 6 118 
Strongly 14 16 3 5 38 Agree 
Total 158 102 165 106 531 
6.6.3 IT Impact on Decision-Making Authority 
Three tables are presented in this section, which show descriptive statistics of all four 
group responses with regards to their organisations' current decision-making authority 
(question 6 in the questionnaire), changes in the decision-making authority over the 
last five years (question 7 in the questionnaire), and the impact of IT on the 
centralisation/decentralisation of decision-making authority (question 8 III the 
questionnaire). 
Table 6.23 below and Table A.33 in Appendix A present the responses of the four 
groups on the current decision-making authority in their organisations. Almost 50% 
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and 56.0% of PE and PM indicated that the current decision-making authority is 
decentralised to highly decentralised. To the contrary, about 66.0% and 61.0% 
respectively of GE and GM groups feel that the current decision-making in their 
organisations is centralised to highly centralised. 
Table 6.23 Organisation current decision-making authority (q6) 
GrouP 
Private Private Government Government 
Organisation Organisation Organisation Organisation 
Employees Managers Employees Managers Total 
Current Highly 11 9 7 7 34 Decision- Decentralised 
Making Decentralised 67 48 48 34 197 
Centralised 66 40 86 56 248 
Highly 14 5 24 9 52 Centralised 
Total 158 102 165 106 531 
Table 6.24 shows the frequency of respondents in private and government 
organisation groups on the changes in the decision-making authority in their 
organisations in the last five years. With reference to Table A.34 in Appendix A for 
more descriptive statistics, it is clear that private organisation groups are more in 
agreement than government organisation groups that there has been a change toward 
decentralisation in the decision-making authority in the last five years. More than 
40.0% and 50.0% of PE and PM respondents respectively indicated that the decision-
making authority has become little to more decentralised in the last five years in their 
organisations. In contrast, 47.9% and 44.3 of GE and GM respondents believe there 
was no change in the pattern of decision-making authority in their organisations in the 
last five years. 32.2% and 36.8% of GE and GM respectively indicated instead that 
the decision-making authority became little to more centralised in the last five years. 
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Table 6.24: Change of decision-making authority in the last five years (q7) 
Group 
Private Private Government Government 
Organisation Organisation Organisation Organisation 
Emoloyees Manaeers Emoloyees Manaeers Total 
Change More 18 19 11 8 56 
of Decentralised 
Decision- Little 46 33 22 16 117 Making Decentralised 
Unchanged 42 26 79 47 194 
Little Centralised 26 15 28 19 88 
More Centralised 26 9 25 16 76 
Total 158 102 165 106 531 
Table 6.25 and Table A.35 in Appendix A show that, in comparison to GE and GM 
groups, PE and PM group respondents are almost twice as strong in their agreement 
that the use of IT has led to changes in centralisation/decentralisation of decision-
making authority in their organisations. PE and PM group respondents who agreed to 
strongly agreed that IT use changed the decision-making authority in their 
organisations scored the highest frequency, comprising 64.5% and 71.6% of their 
respective groups, whereas only 32.2% and 36.8% of GE and GM groups respectively 
indicated the same. 
Table 6.25: IT impact on centralisation/decentralisation of decision-making (q8) 
Groun 
Private Private Government Government 
Organisation Organisation Organisation Organisation 
Emoloyees ManaQers Emoloyees Mana2ers Total 
IT Use Led to Strongly 4 4 13 11 32 Changes in Disagree 
Centralisation! Disagree 20 13 41 22 96 
Decentralisation Unsure 32 12 58 34 136 
of Decision Agree 80 63 44 34 221 
Making Strongly 
Aeree 22 10 9 5 46 
Total 158 102 165 106 531 
6.7 Decision-making Processes 
In this section full descriptive statistics of Q9 to QI2 are presented. These variable 
descriptive statistics examine the impact of IT use on certain aspects on decision-
making communication (questions 9.1 - 9.4), participation (questions 10 - 11), job 
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complexity (questions 9.5 - 9.6), routinisation (questions 9.7 - 9.8 & 12), and 
performance (questions 9.9 - 9.12). This section is divided into the following five 
subsections: 
6.7.1 IT Impact on Decision-making Communication 
In Table 6.26, IT impact on decision-making communication between employees and 
their co-workers is presented. With reference to Table A.36 in Appendix A for more 
detailed descriptive statistics, results show that PE and PM respondents are more in 
agreement than their counterpart GE and GM participants that IT has positively 
impacted on their decision-making communication with co-workers. 83.5% and 
86.3% of PE and PM respectively, agreed to strongly agreed that IT has made it easier 
to communicate with co-workers regarding the decision-making process. On the other 
hand, only a very small percentage of 7% and 3.9% of PE and PM indicated their 
disagreement to strong disagreement that IT eased co-workers' decision-making 
communication. GE and GM who agreed to strongly agreed that IT use made it easier 
for employees and their co-workers to communicate in their decision-making 
processes, constitute 64.3% and 70.7% of their group type respectively. 
Table 6.26: IT impact on employees' and their co-workers' decision communication 
(q9.1) 
Group 
Private Private Government Government 
Organisation Organisation Organisation Organisation 
Employees Managers Employees Managers Total 
Co·Worker Strongly 2 13 5 20 Communication Disagree 
Disagree 9 4 23 15 51 
Unsure 15 10 23 11 59 
Agree 83 53 76 44 256 
Strongly 49 35 30 31 145 Agree 
Total 158 102 165 106 531 
In Table 6.27 and Table A.37 in Appendix A descriptive statistics on IT impact on 
decision-making communication between employees across different departments or 
other functional areas are presented. Results show that more than 85% of PE as well 
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as PM indicated their agreement and strong agreement that IT made it easier for 
employees to communicate in decision-making with colleagues in different 
departments or other functional areas. GE and GM who stated their agreement to 
strong agreement represent 58.25% and 60.3% of their respective group types. 
Table 6.27: IT impact on decision-making communication across departments (q9.2) 
Group 
Private Private Government Government 
Organisation Organisation Organisation Organisation 
Employees Managers Employees Managers Total 
Across Strongly 2 12 7 21 Departments Disagree 
Communication Disagree 9 4 31 17 61 
Unsure 12 7 26 18 63 
Agree 94 59 70 38 261 
Strongly 41 32 26 26 125 Agree 
Total 158 \02 165 \06 531 
In the following table (6.28) and in Table A.38 in Appendix A, the results of IT 
impact on superior to subordinates decision-making communication is presented. It is 
clear that PE and PM are more in agreement to strong agreement than GE and GM 
that IT positively made it easier for top management to communicate with 
subordinates in the decision-making process, scoring a percentage of 81.0% and 
85.3% of the PE and PM respectively, against 50.3% and 64.2% of GE and GM 
respectively. It is also evident that GM are more strongly in agreement than GE that 
IT has impacted on the top-down decision-making communication scoring 21.7% of 
their group type, against only 10.9% of the PE group. 
Table 6.28: IT impact on top-down decision-making communication (q9.3) 
Group 
Private Private Government Government 
Organisation Organisation Organisation Organisation 
Employees Managers Employees Managers Total 
Top-Down Strongly 2 11 4 17 Communication Disagree 
Disagree 8 3 31 16 58 
Unsure 20 12 40 18 90 
Agree 88 55 65 45 253 
Strongly 40 32 18 23 113 Agree 
Total 158 \02 165 106 531 
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Finally, Table 6.29 and Table A.39 in Appendix A presents the statistical analysis 
results of the impact of IT on down-top decision-making communication. It is clear 
that private organisation groups are more in agreement to strong agreement than their 
counterparts in government organisations that IT has made it easier for subordinates 
to communicate with their superiors in the decision-making process. It is also clear 
that only very few respondents in PE and PM groups are in disagreement that IT has 
made down-top communication in decision-making easier. 
Table 6.29: IT impact on down-top decision-making communication (q9.4) 
Group 
Private Private Government Government 
Organisation Organisation Organisation Organisation 
Employees Managers Emplovees Managers Total 
Down-Top Strongly 2 13 5 20 Communication Disagree 
Disagree 9 4 35 18 66 
Unsure 21 10 37 17 85 
Agree 86 60 60 46 252 
Strongly 40 28 20 20 108 Agree 
Total 158 102 165 106 531 
6.7.2 IT Impact on Decision-Making Participation 
In this section two tables are presented as statistical descriptions of the impact of 
using information computing and processing technologies, and information 
communication technologies on decision-making participation. Table 6.30 and Table 
A.40 in Appendix A show that PE and PM groups are more in agreement or strongly 
agreed than the GE and GM categories that using information computing and 
processing technology has enhanced employees' participation in decision-making 
process. As the table indicates, the former categories scored 64.4% and 70.6 against 
only 45.5% and 53.8% of the latter. 
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Table 6.30: IT (Computing) impact on decision-making participation (qlO) 
Group 
Private Private Government Government 
Organisation Organisation Organisation Organisation 
Employees Managers Employees Managers Total 
Decision Strongly 3 2 12 7 24 Participation Disagree 
by Using Disagree 15 13 34 20 82 
Information Unsure 38 15 44 22 119 
Computing Agree 84 57 60 52 253 
and Processing Strongly Technologies Agree 18 15 15 5 53 
Total 158 102 165 106 531 
Table 6.31 and Table AA1 in Appendix A indicate that PE and PM are more In 
agreement to strong agreement than GE and GM that using infonnation 
communication technology has increased employees' participation in the decision 
making process in their organisations. They scored a percentage of 74.7% and 81.3% 
in contrast to 40.6% and 50.9% for the GE and GM groups respectively. 
Table 6.31: IT (Communication) impact on decision-making participation (qll) 
Group 
Private Private Government Government 
Organisation Organisation Organisation Organisation 
Employees Managers Employees Managers Total 
Decision Strongly 4 16 9 29 Participation by Disagree 
Using Disagree 7 8 33 19 67 
Information Unsure 29 11 49 24 113 
Communication Agree 86 54 56 44 240 
Technologies Strongly 
Agree 32 29 11 10 82 
Total 158 102 165 106 531 
6.7.3 IT Impact on Job Complexity 
Two tables are presented and discussed to give descriptive statistics on the impact of 
IT on job complexity. Table 6.32 and Table A.42 in Appendix A show 8004% and 
81.4% of PE and PM respectively agreed to strongly agreed that IT use has 
encouraged employees to use a variety of skills in their decision-making processes, 
whereas only 58.2% and 47.9% ofGE and GM responded similarly. 
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Table 6.32: Variety of skills (q9.5) 
Group 
Private Private Government Government 
Organisation Organisation Organisation Organisation 
Employees Managers Employees Managers Total 
Variety of Skills Strongly 3 9 3 15 Disagree 
Disagree 5 3 25 8 41 
Unsure 23 16 35 23 97 
Agree 90 57 66 46 259 
Strongly 37 26 30 26 119 Agree 
Total 158 102 165 \06 531 
Table 6.33, and with reference to Table A.43, also shows that PE and PE scored high 
on the proposition that IT use has led to and encouraged people to use high level skills 
in the process of decision-making. Analysis indicates that 73.4% and 82.4% of these 
group types agreed or strongly agreed as opposed to only 54.6% and 65.1% of the GE 
and GM respondents. 
Table 6.33: High level skills (q9.6) 
Group 
Private Private Government Government 
Organisation Organisation Organisation Organisation 
Employees Managers Employees Managers Total 
High Level Strongly 2 10 4 16 Skills Disagree 
Disagree 8 4 24 II 47 
Unsure 32 14 41 22 109 
Agree 77 58 62 47 244 
Strongly 39 26 28 22 115 Agree 
Total 158 102 165 \06 531 
6.7.4 IT Impact on the Routinisation of Decision-making 
As mentioned earlier in Chapter Five, a three-item scale was used to measure IT 
impact on decision routinisation. Therefore, three frequency tables are presented to 
show the impact ofIT on these three-item scale measures. 
Table 6.34, as well as Table A.44 in Appendix A, indicates that more than 77 .0% of 
PE, PM, and GM groups agreed to strongly agreed that IT use has led to the 
automation of previous work, whereas only 60.6% ofGE group feel the same. 
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Table 6.34: IT impact on work automation (q9.7) 
Group 
Private Private Government Government 
Organisation Organisation Organisation Organisation 
Employees Managers Employees Managers Total 
Automation of Strongly I 9 2 12 Work Disagree 
Disagree 7 5 24 6 42 
Unsure 26 14 32 16 88 
Agree 93 62 76 53 284 
Strongly 31 21 24 29 105 Agree 
Total 158 102 165 106 531 
Table 6.35 and Table A.45 in Appendix A show that only 45.5% of PE and 52.2% of 
PM respondents agreed to strongly agreed that IT use led to some of the work 
becoming repetitive and routine. On the other hand, only 32.7% and 40.6% of GE and 
GM respondents agreed to strongly agreed that some of the work became repetitive 
and routine as a result of the introduction of information technology. 
Table 6.35: IT impact on work repetitiveness (q9.8) 
Group 
Private Private Government Government 
Organisation Organisation Organisation Organisation 
Employees Managers Employees Managers Total 
Routinisation of Strongly 8 6 10 8 32 Work Disagree 
Disagree 48 21 54 33 156 
Unsure 30 21 47 22 120 
Agree 59 45 48 37 189 
Strongly 13 9 6 6 34 Agree 
Total 158 102 165 106 531 
Finally Table 6.36 and Table A.46 in Appendix A present the result of IT impact on 
decision-making routinisation. It is clear that PM respondents are more in agreement 
than PE, GE, and GM respondents that IT use has made some of the decision-making 
functions more repetitiYe and routine. They scored 42.2% of their group type, whereas 
the PE, GE, GM scored 30.4%, 22.4%, and 34.0% of their group type respectively. 
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Table 6.36: IT impact on decision·making routinisation (qI2) 
Grouo 
Private Private Government Government 
Organisation Organisation Organisation Organisation 
Employees Mana~ers Employees Mana~ers Total 
Decision-making Strongly 7 7 21 12 47 Routinisation Disagree 
Disagree 63 30 49 36 178 
Unsure 35 16 55 21 127 
Agree 48 43 37 36 164 
Strongly 5 6 3 1 15 Aeree 
Total 158 102 165 106 531 
6.7.5 IT Impact on Decision.making Performance 
In this section, four tables are presented to measure the effect of IT on decision 
alternatiYes, decision·making speed, decision·making quality, and overall 
effectiveness of decision·making. Table 6.37 and Table AA7 in Appendix A present 
IT impact on decision alternatives. It is clear that PE and PM respondents are more in 
agreement than their GE and GM counterparts that IT use has helped employees to 
look at alternative sources of information to solve decision problems. They scored 
53.2%,63.7%,35.2%, and 42.5% of their group respectively. 
Table 6.37: IT impact on decision alternatives (q9.9) 
Group 
Private Private Government Government 
Organisation Organisation Organisation Organisation 
Emplovees Manallers Emolovees Manae.ers Total 
Decision Strongly 2 6 3 11 Alternatives Disagree 
Disagree 9 5 37 15 66 
Unsure 28 9 45 24 106 
Agree 84 65 58 45 252 
Strongly 37 21 19 19 96 A~ree 
Total 158 102 165 106 531 
Results in Table 6.38 and Table AA8 in Appendix A show that PE and PM are 
positively less in disagreement than GE and GM that IT usage has increased the speed 
of decision·making. They scored 5.7%, 2.9%, 21.2%, and 11.3% of their group type 
respectively. The results also indicate that GM do strongly agree that IT usage has 
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increased the speed of decision-making more than GE, as they scored 27.4% of their 
group type against 13.3% of the GE group. 
Table 6.38: IT impact on decision-making speed (q9.10) 
Group 
Private Private Government Government 
Organisation Organisation Organisation Organisation 
Employees Managers Employees Managers Total 
Decision Speed Strongly I 8 2 11 Disagree 
Disagree 8 3 27 10 48 
Unsure 23 12 28 15 78 
Agree 89 60 80 50 279 
Strongly 37 27 22 29 115 Agree 
Total 158 102 165 106 531 
Results in Table 6.39 and Table A.49 in Appendix A show that PE and PM are less in 
disagreement than GE and GM that IT use improved the quality of employees' 
decision-making, as each group's percentage scores of 4.4%, 1.0%, 17.0, 10.4% 
respectively indicate. 
Table 6.39: IT impact on decision-making quality (q9.11) 
Group 
Private Private Government Government 
Organisation Organisation Organisation Organisation 
Employees Managers Employees Managers Total 
Decision Strongly 6 3 9 Quality Disagree 
Disagree 7 1 28 11 47 
Unsure 32 12 37 15 96 
Agree 79 60 70 53 262 
Strongly 40 29 24 24 117 Agree 
Total 158 102 165 106 531 
The final table presents descriptive statistics of data about the impact of IT on the 
overall effectiveness of employees' decision-making. Table 6.40 and Table A.50 in 
Appendix A show that PE and PM who disagree and strongly disagree that IT use has 
improved the overall effectiveness of employees' decision-making are less than those 
in the GE and GM groups. They score a percentage of 5.1 %,2.0%,21.2%, and 13.2% 
of their respective group types. 
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Table 6.40: IT impact on overall effectiveness of decision-making (9.12) 
Group 
Private Private Government Government 
Organisation Organisation Organisation Organisation 
Employees Managers Employees Managers Total 
Overall Strongly 8 3 11 Effectiveness Disagree 
Disagree 8 2 27 11 48 
Unsure 25 10 35 17 87 
Agree 83 63 69 49 264 
Strongly 42 27 26 26 121 Agree 
Total 158 102 165 \06 531 
6.8 Summary 
This chapter has presented descriptive statistics of all the variables presented in the 
questionnaire. It has provided an understanding of the characteristics of respondents 
as well as the organisations' profiles. It has also provided an understanding of the 
nature and characteristics of employees and managers in the private and government 
organisations of Kuwait regarding their perceptions of the impact of information 
technology on certain aspects of organisational structures and decision-making 
processes in their organisations. The data indicate that, in nearly all the variables 
tested, IT use has had greater impact on private organisations than government 
organisations in Kuwait. The next chapter will present the testing of the hypotheses 
set earlier in Chapter Three for the purpose of this study. 
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HYPOTHESES TESTING 
7.1 Introduction 
Hypotheses Testing 
Based on the literature review carried out at early stages of the study and the research 
objectives, hypotheses were developed to test and investigate the overall perception 
on the effect of IT use on certain aspects of organisational structures and decision-
making processes in organisations in Kuwait. In addition, these hypotheses were 
tested to find if there is a significant difference in perception between private and 
government organisations on the impact of information technology on certain aspects 
of their organisational structures and decision-making processes. Also, the same 
hypotheses were tested to investigate the differences and/or similarities in the 
perceptions of employees and managers on the impact of information technology on 
certain aspects of organisational structures and decision-making processes of private 
and government organisations in Kuwait. The results of the hypotheses testing will 
offer insight into how information technology has affected organisations in Kuwait, 
and the extent of its impact on private and government organisation. This chapter 
focuses on the result of the statistical testing for those hypotheses. SPSS one-sample 
one-tailed Hest, Chi-square, and cross tabulation were used to analyse the data and to 
test the significance of these hypotheses. The one-sample one-tailed Hest was carried 
out at a test value mean of 3, whereas the Chi-square test was carried out at a 
significant level of 5%. Some of the variables were recoded to put together several 
categories which otherwise would have very few cases to satisfy the Chi-square test 
requirement of meeting the minimum expected cell count of 5. Some other variables 
categories were put together for the simplicity of interpretation. All the statistical test 
results of the hypotheses are discussed in the following sections. 
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7.2 IT Impact on Organisational Structure 
This section presents the testing of the impact of IT use on certain aspects of 
organisational structures which was based on the objectives mentioned earlier. 
Twenty hypotheses were developed to answer five of the research questions and to 
achieve the research objectives. The first twelve hypotheses were developed to 
investigate the impact of IT on employment in order to explore its impact on middle 
managers' jobs, non-managerial jobs, and growth in workload and consequent 
manpower requirements. Hypotheses 4, 4a, 4b, and 4c were developed to investigate 
the impact of IT on organisational hierarchy structure and the final hypotheses of 5, 
5a, 5b, and 5c were developed to explore the impact of IT on the centralisation! 
decentralisation of decision-making authority. Based on these hypotheses and the 
study objectives mentioned earlier, this section is divided into three subsections as 
follows. 
7.2.1 IT Impact on Employment 
This section presents the hypotheses regarding the impact of the testing of IT use on 
employment. The impact of IT on middle managers' jobs, non-managerial jobs, and 
growth in workload and consequent manpower requirements is investigated; therefore 
this section is divided into three subsections as follows: 
7.2.1.1 IT Impact on Middle Management Jobs 
One-sample one-tailed Hest and three Chi-square tests, as presented in Tables 7.1 and 
7.2, were carried out to test the impact of IT use on middle management jobs for the 
following hypotheses: 
HI: There is a significant impact of IT use on the elimination of some middle 
management jobs in organisations in Kuwait. 
Hla: There is a statistically significant difference between private and government 
organisations in Kuwait with regard to the perception that IT use can lead to the 
elimination of some of middle management jobs. 
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HI b: There is a statistically significant difference between managers and employees 
in private organisations in Kuwait with regard to the perception that IT use can 
lead to the elimination of some middle management jobs. 
HIe: There is a statisticaIly significant difference between managers and employees 
in government organisations in Kuwait with regard to the perception that IT use 
can lead to the elimination of some middle management jobs. 
In order to test these hypotheses, one sample one-tailed t-test and three Chi-square 
tests were carried out. Each of these tests was based on Table 6.18, which is shown in 
more details in Table A.29 in Appendix A. The SPSS one sample one tailed t-test was 
carried out at a test value of less than or equal 3 (the nuIl hypothesis Ho ::; 3, 
alternative hypothesis: H, > 3) to test the overall effect of IT use on the structure and 
decision-making processes in organisations in Kuwait. The 'total' columns of Table 
B.l in Appendix B present the overall effect of the impact of IT use. With respect to 
the other three Chi-square tests, pairs of columns (or combination of columns) were 
produced to perform each of these tests. For instance, Table B.I in Appendix B shows 
two combined columns and the Chi-square test was performed on the data in this 
table. The following Table 7.1 presents the one sample t-test of the overall effect, 
whereas Table 7.2 shows the level of significance of the Chi-square tests for the 
difference between private and government organisations, and the difference between 
employees and managers of each organisation type on the perception of whether IT 
has a direct impact on the elimination some of middle managers' jobs. 
To investigate the overaIl effect of IT use on the elimination of some middle 
management jobs in organisations in Kuwait, the 'total' column of Table B.I in 
Appendix B was analysed. Data show that 44.4% of the respondents indicated their 
disagreement with the perception that IT use has led to the elimination of some 
middle managements jobs, whereas only 24.5% of the respondents agreed to the same 
perception (scaling strongly disagree as I, and strongly agree as 5). The one-sample 
one sided t-test results shown in Table 7.1 indicate that respondents significantly 
disagree with the perception that IT has eliminated some middle management jobs in 
organisations in Kuwait. Thus, based on the test findings (M = 2.77, t = -5.32, andp = 
.000), the null hypothesis that the use IT has not significantly impacted on the number 
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of middle managers in Kuwaiti organisations is held to be valid and cannot be 
rejected. Therefore, H I is rejected. However, it is of importance to indicate here that 
despite the fact that respondents significantly disagree with the investigated 
perception, almost a quarter of respondents indicated that IT use in their organisations 
had led the elimination of some of middle managers' jobs. 
Table 7.1: One-sample t-test for the overall effect of IT impact on middle 
management jobs (q5.5) 
Mean Std. Deviation T Sig. (P value) 
Middle 
Management Job 2.77 1.00 -5.32 .000 
Elimination 
Contrary to the overall effect of IT on the elimination of some middle management 
jobs, the results shown in Table B.l in Appendix B indicates that 41.9 % of 
respondents from private organisations as against 7.8% of respondents from 
government organisations agree or strongly agree that IT use in their organisations has 
led to the elimination of some middle management jobs. Table 7.2's Chi-square test 
results indicate that there is a very significant difference (p= .000) between the 
perspective of private and government organisation respondents that the use of IT can 
lead to the elimination of some management jobs in their organisations. Table 7.3 
shows that private organisation respondents scored a mean of 3.22 and their 
counterparts in the government organisations scored a mean 2.34 which indicates that 
private organisations are more in agreement than their counterparts in the government 
organisations on the investigated perceptions. Based on the above results, H I a is 
accepted. It is important to note that by excluding the unsure responses, the large 
majority of respondents in the private organisations agreed that middle management 
jobs have been eliminated, whereas a large majority of government organisations 
respondents disagreed. 
Also, the results presented in Table 7.2 indicate that at a significance level of 5% 
there is a difference (p= .006) between the perception of private organisation 
employees and managers that the use of IT in their organisations has led to the 
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elimination of some management jobs. On the same basis as before, Table 7.3 shows 
that PM scored a higher mean than PE. As is shown in Table A.29 in Appendix A, 
PM are more in agreement than PE that IT use led to the elimination of some middle 
management jobs; 54.9.9% against 33.5% agreed with this statement. Based on the 
above findings, 'Hlb' is accepted. But it seems likely that in most private 
organisations some middle management jobs were eliminated as indicated by 
employees as well as managers. 
Finally, Table 7.2 results indicate that there is a significant difference at a level of 5% 
(p= .024) between government organisation employees' and managers' perceptions 
that IT use in their organisations has led to the elimination of some middle 
management jobs. As shown in Table A.29 in Appendix A, a large percentage of GE 
and GM comprising 57.5% and 69.8% of their group type respectively, stated their 
disagreement that IT use has a direct impact on the reduction of some of their middle 
management jobs. Also, it was found that there is a difference between GE and GM 
respondents in their 'unsure' response to the same statement, scoring 36.4% against 
19.8% for their group type respectively. It is important to indicate that, despite the 
significant difference between GE and GM respondents' perception on IT use 
affecting the number of middle management jobs in their organisations, the majority 
of both managers and employees do agree that IT use has not led to the elimination of 
middle management jobs, which is supported by the results in Table 7.2 for the two 
groups which scored means of 2.36 and 2.3. Based on the above findings, Hie is 
found to be correct. 
Table 7.2: Chi-square test ofIT impact on middle management jobs (q5.5) 
Private & Government Private Employees and Government Employees 
Organisation (Hla) Managers (HI b) and Managers (H le) 
Middle Management 
.000 .006 .024 
Job Elimination 
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Table 7.3: Mean oflT impact on middle management jobs (q5.5) 
Private & Government Private Organisations Government 
Organisation (H la) (RIb) Organisations (H le) 
Private Government Employees Managers Employees Managers 
Middle Management 
3.22 2.34 3.10 3.40 2.36 2.30 
Jobs Elimination 
In addition to the direct impact of IT on the number of middle managers, several 
variables (q5.1 - q5.4) were tested in order to investigate if there was indirect impact 
of IT use on some of the jobs and roles of middle managers. These variables, as 
explained earlier in Chapter Five as well as in Chapter Six, relate to information 
access by subordinates and top managers by-passing middle managers, lateral 
networking that facilitates an exchange of information between individuals from 
different parts of the organisation, and finally information processing and co-
ordination functions of middle managers. On the same basis as before, a one-sample 
one tailed Hest to test the overall effect oflT use, and three Chi-square tests to test if 
there was a significant difference between private and government organisation 
respondents, PE and PM, and GE and GM perceptions on the impact of IT on these 
variables, were carried out. 
Findings shown in Table 7.4 indicate that IT use in Kuwait organisations has 
significantly impacted on some middle management jobs and roles. The total columns 
in Tables B.2 to B.5 in Appendix B show that the majority of respondents do 
significantly agree that IT use has increased the exchange of information between 
individuals in different departments, made it easier for subordinates as well top 
managers to access information relating to their decision-making processes by by-
passing middle managers, and reduced middle managers' information processing and 
co-ordination functions. This also can be seen by looking at the mean of the four 
tested variables shown in Table 7.4. 
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Table 7.4: One-sample t-test for the overall effect of IT impact on some middle 
management jobs & roles 
Mean Std. Deviation T Sig. (P value) 
Exchange ofInfonnation 4.04 .99 24.04 .000 
Subordinates Information Access 3.99 .90 25.33 .000 
Top Managers Information Access 3.95 .91 23.88 .000 
Middle Management Processing & 
3.54 .97 13.31 .000 
Co-ordination 
Table 7.5 clearly shows that there is a difference at a 5% significance level between 
the respondents' perceptions in private and government organisations with regards to 
the tested variables. Tables B.2 to B.5 in Appendix B indicate that private 
organisations are more in agreement than government organisations that IT use has 
facilitated more exchange of information between individuals in different 
departments, made it easier for subordinates as well as top managers to access 
information relating to their decision-making processes by-passing middle managers, 
and reduced middle managers' information processing and co-ordination functions. It 
is important to note that the majority of both private and government organisations 
respondents do agree that IT use has indirectly impacted on the four investigated jobs 
and roles of middle managers; however, private organisation respondents scored a 
higher frequency than their government counterparts. 
On the same theme, there was no significant difference with respect to the first three 
variables as shown in Table 7.5 between PE and PM respondents' perceptions. They 
both scored a high frequency as shown in Tables A.25 to A.27 in Appendix A 
indicating their agreement on the impact of IT on all these three variables. It was 
found that there is a difference at a significance level of 5% between PE and PM on 
the perception that IT use led to the reduction of middle managers' information 
processing and co-ordination functions. As shown in Table A.28 in Appendix A, more 
than 51.0% of PE and PM indicated their agreement that IT use led to the reduction of 
middle managers' information processing and co-ordination roles. However, PM, who 
stated their strong agreement that IT use reduced middle managers' information 
126 
Hypotheses Testing 
processing and co-ordination functions, constitute 24.5% of their group type, whereas 
only 12.0% of PE stated the same. 
Table 7.5 also shows that there was no significant difference between the perceptions 
of GE and GM with regard to IT impact as a facilitator for more information 
exchange between individuals across different functional areas. It also shows that at 
the 5% significance level, there are differences found between GE and GM 
respondents' opinion with regards to subordinates' and top managers' information 
access, and the reduction of middle managers' information processing and co-
ordination functions. It is clear, as shown in Tables A.26 to A.28 in Appendix A, that 
the majority opinion in both groups show their agreement on all four variables. 
However, where significant differences do exist, GE respondents who were unsure of 
IT impact on these variables scored a much higher percentage than GM respondents 
who answered the same. 
Table 7.5: Chi-square test ofIT impact on some of middle management jobs & roles 
Private & Private Employees Government 
Government and Managers Employees and 
Organisation Managers 
Exchange of Infonnation .000 .258 .106 
Subordinates Infonnation Access .000 .134 .002 
Top Managers Information Access .000 .255 .000 
Middle Management Processing & 
.000 .039 .000 
Co-ordination 
7.2.1.2 IT Impact on Non-Managerial Jobs 
On the same basis as the previous section, one-sample one-tailed t-test, and three Chi-
square tests, as presented in Tables 7.6 and 7.7, were carried out to test the following 
hypotheses: 
H2: There is a significant impact of IT use on the elimination of some non-
managerial jobs in organisations in Kuwait. 
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H2a: There is a statistically significant difference between Kuwaiti private and 
government organisations in the perception that their use of IT can lead to the 
elimination of some of non-managerial jobs. 
H2b: There is a statistically significant difference in the perception of managers and 
employees in Kuwaiti private organisations that IT use can lead to the 
elimination of some non-managerial jobs. 
H2c: There is a statistically significant difference in the perspectives of managers and 
employees in Kuwaiti government organisations that IT use can lead to the 
elimination of non-managerial jobs. 
On the same basis as earlier, the one-sample one tailed Hest on the overall impact of 
the effect of IT use on non-managerial jobs, as presented in Table 7.6, shows that the 
null hypothesis that there is no significant impact of IT use on the elimination of non-
managerial jobs in organisations in Kuwait is correct and cannot be rejected (M = 
3.00, t = .000, and p = .5). Therefore, H2 is rejected. However, it is important to note 
here that respondents who indicated their agreement to the statement and respondents 
who indicated their disagreement to the same statement scored almost the same 
frequency. 
Table 7.6: One-sample t-test for the overall effect of IT impact on the elimination of 
non-managerial jobs (q5.6) 
Mean Std. Deviation T Sig. (P value) 
Non-Managerial 
3.00 1.14 .000 .50 
Job Elimination 
By comparing private organisations to government organisations, it was found that 
private organisation respondents, as presented in Table B.6 in Appendix B, show 
more agreement than their counterparts, the government organisations respondents, 
that the use of IT has led to the elimination of some of non-managerial jobs as they 
scored a percentage of 49.6% against 30.2% of their organisation group type 
respectively. Also, Table 7.8 shows that private organisation respondents scored a 
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mean of 3.29, which is much higher than the government organisation respondents' 
scored mean of 2.72, which also confirms that private organisations are more in 
agreement than government organisations with respect to the elimination of non-
managerial jobs as a result of IT use. Finally, Table 7.7 shows that, at a significance 
level of 5%, there is a difference (p= .000) between private and government 
organisation respondents' perceptions that IT use has impacted on the number of non-
managerial jobs in their organisations. Therefore H2a is accepted. But it is necessary 
to indicate that private organisation respondents are more in agreement, whereas their 
government counterparts are more in disagreement that IT use has led to the 
elimination of non-managerial jobs such as clerical and secretarial staff. 
Table 7.7 indicates that, at a significance level of 5%, there is a difference (p= .047) 
between the perceptions of PE and PM that the use of IT in their organisations has led 
to the elimination of some non-managerial jobs such as clerical and secretarial staff. 
PE and PM scored a mean of 3.23 and 3.37 respectively, which is an indication of 
more agreement rather non-agreement on the elimination of non-managerial jobs. An 
examination of Table A.30 in Appendix A shows that PE respondents who were 
unsure of their response constitute 29.1% of their group type, whereas PM with the 
same response constituted only 14.7% of their group type. It also indicates that both 
PE and PM who stated their agreement on the same statement scored a high frequency 
comprising 44.3% and 57.9% respectively. Therefore, based on the above findings, 
H2b is accepted. Despite this difference in opinion, it can be concluded that a high 
percentage of both groups indicated their agreement to the investigated perception 
though managers showed more agreement than employees. 
Finally, the Chi-square test of Table 7.7 shows that, at a significant level of5%, there 
is no difference (p= .661) found between the perception ofGE and GM that the use of 
IT in their organisations has led to the elimination of non-managerial jobs. Therefore 
H2c is rejected. Statistical results in Table A.30 in Appendix A show that both GE 
and GM respondents have shown more disagreement on the perception that IT use 
has led to the elimination of some of non-managerial jobs, scoring 51.6% and 50.0% 
respectively. 
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Table 7.7: Chi-square test ofIT impact on non-managerial job elimination (qS.6) 
Private & Government Private Employees and Government Employees 
Organisation (H2a) Managers (H2b) and Managers (H2c) 
Non-Managerial Job 
.000 .047 .661 
Elimination 
Table 7.8: Mean ofIT impact on non-managerial job elimination (qS.6) 
Private & Government Private Organisations Government 
Organisation (H2a) (H2b) Organisations (H2c) 
Private Government Employees Managers Employees Managers 
Non-Managerial Job 
3.29 2.72 3.23 3.37 2.67 2.80 
Elimination 
7.2.1.3 IT Impact on Workload and Manpower Hiring 
In the same way as previous sections, a one-sample t-test and three Chi-square tests, 
as shown in Tables 7.9 and 7.10, were carried out to test the following four 
hypotheses: 
H3: There is a significant impact of IT use on workload growth, and consequently 
manpower hiring in organisations in Kuwait. 
H3a: There is a statistically significant difference between Kuwait's private and 
government organisations in the perception that their use of IT can lead to 
growth in workload, and therefore more manpower hiring to handle it. 
H3b: There is a statistically significant difference in the perception of managers and 
employees in Kuwait's private organisations that IT use can lead to growth in 
workload, and therefore more manpower hiring to handle it. 
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H3c: There is a statistically significant difference on the perspectives of managers and 
employees in Kuwait's government organisations that IT use can lead to growth 
in workload, and therefore more manpower hiring to handle it. 
By examining Table 7.9, it can be found that the mean is 2.82, which indicates that 
respondents in Kuwaiti organisations are more in agreement that IT use has not led to 
growth in workload and consequently more manpower hiring, scoring 44.8% of their 
'total' as presented in Table B.7 in Appendix B. It also can be seen that respondents 
who felt that IT has increased the workload and consequently required manpower to 
handle such an increase constituted 25.8%. The one sample one tailed t-test findings 
(M = 2.82, t = -3.98, and p = .000) suggest that the null hypothesis that IT use has no 
significant impact on the growth of workload and consequently required manpower 
hiring is correct and cannot be rejected. It also indicates that respondents are 
significantly in disagreement with the tested perception. Thus, H3 can be held to be 
invalid and therefore is rejected. 
Table 7.9: One-sample t-test for the overall effect of IT impact on workload and 
manpower hiring (q5.7) 
Mean Std. Deviation T Sig. (P value) 
Workload Growth & 
2.82 1.07 -3.98 .000 
Manpower Hiring 
Table B.7 in Appendix B shows that 45% and 44.6% of respondents in private and 
government organisations respectively indicated their disagreement that IT use has led 
to the growth in workload and consequently more manpower hiring to handle it. Also, 
these two groups' means of 2.85 and 2.78, shown in Table 7.11, indicate that more 
respondents are in disagreement than agreement on the same statement. Table 7.10's 
Chi-square test results indicate that at a significant level of 5% there is no difference 
(p= .683) between respondents from private and government organisations with 
regard to the investigated perception. Therefore, based on the observed significance 
level of the Chi-square test, H3a is held to be invalid and thus rejected. It is essential 
to note that the respondents' opinions of private and government organisations do not 
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vary much as a high percentage stated their disagreement to the investigated statement 
and about a quarter of each group indicated their agreement to the same statement. 
With respect to the perceptions of PE and PM on workload growth as a result of IT 
use and more manpower hiring to handle it, the Chi-square test results shown in Table 
7.10 confirm that there is no significant difference (p= .900) between PE and PM 
responses. As indicated earlier in Chapter Six and as shown in Table A.31 in 
Appendix A, PE and PM are more in disagreement to strong disagreement with the 
perception that the use of IT in their organisations has increased the workload and 
consequently created more jobs requiring more employees being hired to handle the 
increased work, scoring 43.6% and 47.1% oftheir group type respectively. Therefore, 
H3b is rejected. It can be concluded here that a majority opinion (excluding the 
unsure responses) of both groups do agree that IT use has not led to growth in 
workload and consequently required manpower. 
On the same basis, the findings in Table 7.10 indicate that there is a difference at a 
5% significance level (p= .000) between GE and GM with regard to the perception 
that IT use has led to a growth in workload and therefore more manpower needed to 
handle it. Responses of GE and GM, as presented in Table A.31 in Appendix A, show 
that GM are more in disagreement than GE on the tested statement, scoring 50.0% 
against 28.5%. Also, it was found that GE respondents who were unsure oflT impact 
scored a higher frequency than GM respondents, comprising 39.4% against 18.9% of 
their group type respectively. These variations in the responses of GE and GM led to 
the result that the Chi-square test is significant, even though their scored means of 
2.75 and 2.84, as presented in Table 7.1, are very close. Based on the Chi-square test 
p-value, H3c is accepted. 
Table 7.10: Chi-square test ofIT impact on workload and manpower hiring (q5.7) 
Private & Government Private Employees and Government Employees 
Organisation (H3a) Managers (H3b) and Managers (H3c) 
Workload Growth & 
.683 .900 .000 
Manpower Hiring 
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Table 7.11: Mean ofIT impact on workload and manpower hiring (q5.7) 
Private & Government Private Organisations Government 
Organisation (H3a) (H3b) Organisations (H3c) 
Private Government Employees Managers Employees Managers 
Workload Growth & 
2.85 2.78 2.85 2.85 2.75 2.84 
Manpower Hiring 
7.2.1.4 Summary of Findings on Employment 
This section presents a summary of the findings of previously tested hypotheses, 
which are tabulated in four tables as follows: 
Table 7.12: Summary of the findings of the overall perception ofIT impact 
Dependent Variable Overall Perception of IT Impact 
Mean Significance 
Middle Management Job Elimination 2.77 No significant impact 
Non-Managerial Job Elimination 3.00 No significant impact 
Workload Growth & Manpower Hiring 2.82 No significant impact 
Table 7.13: Summary of the findings of the difference between private and 
government organisations 
Dependent Variable Difference in perception between private and government organisations 
Private (M) Government (M) Sig. (P) Comments (ifsignificantl 
Middle Management Private organisation saw 
Job Elimination 3.22 2.34 .000 more impact on job 
elimination 
Non-Managerial Job Private organisation saw 
Elimination 3.29 2.72 .000 more impact on job 
elimination 
Workload Growth & 2.85 2.78 .683 Manpower Hiring 
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Table 7.14: Summary of the findings of the difference between the perceptions of 
employees and managers in private organisations 
Dependent Variable Difference in perception between private employees and managers 
Employees (M) Managers (M) Sig. (P) Comments (if significant) 
Middle Management Managers show mOTe 
Job Elimination 3.10 3.40 .006 agreement on IT impact on 
iob elimination 
Non-Managerial Job Managers show mOTe 
Elimination 3.23 3.37 .047 agreement on IT impact on 
job elimination 
Workload Growth & 2.85 2.85 .900 Manpower Hiring 
Table 7.15: Summary of the findings of the difference between the perceptions of 
employees and managers in government organisations 
Dependent Variable Difference in erception between government emplovees and managers 
Emplovees (M) Managers (M) Sig. (P) Comments (if significant) 
Middle Management Managers show more 
Job Elimination 2.36 2.30 .024 disagreement to IT impact 
on job elimination 
Non-Managerial Jobs 2.67 2.80 .661 Elimination 
Workload Growth & 2.75 2.84 .000 Managers show mOTe Manpower Hiring disagreement on IT impact 
7.2.2 IT Impact on Organisational Hierarchy Structure 
This section presents the hypotheses testing the impact of IT use on organisational 
hierarchy structures. On the same bases as before, a one-sample one-sided t-test, and 
three Chi-square tests were carried out to test the following hypotheses: 
H4: There is a significant impact of IT use on reducing the hierarchical structure of 
organisations in Kuwait. 
H4a: There is a statistically significant difference between Kuwait's private and 
government organisations in the perception that their use of IT can lead to a 
reduction of their organisation's hierarchical structure. 
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H4b: There is a statistically significant difference in the perception of managers and 
employees in Kuwait's private organisations that IT use can lead to a reduction 
of their organisation's hierarchical structure. 
H4c: There is a statistically significant difference in the perspectives of managers and 
employees in Kuwait's government organisations that IT use can lead to a 
reduction of their organisation's hierarchical structure. 
The overall effect of the impact of IT use on an organisation's hierarchical structure in 
Kuwait, as presented in Table 8.8 in Appendix B, shows that by examining the total 
column that respondents are more in disagreement than agreement that the use of IT 
in their organisations has not led to changes causing the structure to become smaller 
and flatter. Respondents who stated their disagreement with the investigated statement 
constituted 37.8%, whereas only 29.4% indicated their agreement with the same 
statement. In general, it is possible to say here that despite respondents' significant 
disagreement on the impact of IT use on organisational hierarchy structures in 
Kuwait, IT has impacted on some organisations' structures causing them to become 
smaller and flatter. Thus, based on the t-test findings in Table 7.16 CM = 2.90, t = -
2.22, and p = .013), the null hypothesis that IT use has no significant impact on the 
reduction of the hierarchical structure of organisations in Kuwait cannot be rejected. 
Therefore, H4 is held to be wrong. 
Table 7.16: One-sample Hest for the overall effect of IT impact on organisational 
hierarchy structure (q5.8) 
Mean Std. Deviation T Sig. (P value) 
Non-Managerial 
2.90 1.07 -2.22 .013 
Job Elimination 
By comparing private and government organisations, the analysis results of Table 8.8 
in Appendix B, indicate that private organisations' respondents are positively more in 
agreement than their counterparts in government organisations that IT use has led to 
changes in their organisations' structure causing them become smaller and flatter. 
They scored 50.7% against 8.9% of their group type respectively. It is also important 
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to note that 59.0% of government respondents stated that IT use has led to no 
reduction in their organisations' hierarchy structures. In addition, almost one third of 
respondents from private and government organisations were unsure if IT use had 
affected their organisations' hierarchy structures. The means presented in Table 7.14 
complement earlier stated findings. Table 7.17's Chi-square test findings indicate that, 
at a significant level of 5%, there is a difference (p= .000) between private and 
government organisation respondents' perceptions that IT use has led to reductions in 
their organisations' hierarchy structures. Thus, based on these results, H4a is 
accepted. It is important to conclude here that a high percentage of private 
organisation respondents indicated their agreement to the tested perception, whereas a 
high percentage of their counterparts in government organisations indicated the 
opposite. 
Table A.32 in Appendix A shows that PM are more in agreement than PE that its use 
has led to changes in their organisational structure causing it to become smaller and 
flatter; 65.7% against 41.2% agreed with the statement. However, PE respondents 
who were unsure of IT impact on their organisations' structure scored a high 
frequency, comprising 43.0% against only 18.6% of PM respondents who stated the 
same response. Therefore, at a significance level of 5%, the Chi-square test results of 
Table 7.17 indicate that there is a significant difference (p= .000) between the 
perceptions of PE and PM that IT use has led to a reduction in their organisations' 
hierarchy structures. Thus H4b is accepted. However, it is important, after ignoring 
the unsure responses of PE, to indicate that the majority of both managers and 
employees in private organisations agreed that IT use has led to changes in their 
organisations' hierarchical structures, making them become smaller and flatter. 
Contrary to PE and PM, GE and GM responses, as shown in Table A.32 in Appendix 
A, show more disagreement that the use of IT has led to changes in their 
organisations' structure, as 52.7% and 68.9% disagreed with the statement that IT use 
led their organisations' structure to become smaller and flatter. It is also obvious that 
GM respondents are more in disagreement than GE respondents on the same 
statement. However, GE respondents who were unsure of IT impact on the reduction 
of their organisational hierarchical structure scored a higher frequency than GM who 
stated the same response, scoring 39.4% against 20.8% of their group type 
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respectively. At a 5% significance level, Table 7.l7's Chi-square test result (p= .000) 
indicates that there is a significant difference between the perception of GE and GM 
on the investigated perception. Thus H4c is accepted. Despite the differences in 
opinion, the majority of opinions of both GE and GM disagree with the perception 
that IT use has led to changes in their organisations' structure causing it to become 
smaller and flatter. 
Table 7.17: Chi-square test ofIT impact on organisational hierarchy structure (q5.8) 
Private & Government Private Employees and Government Employees 
Organisation (H4a) Managers (H4b) and Managers (H4c) 
Organisational 
.000 .000 .000 
Hierarchy Structure 
Table 7.18: Mean ofIT impact on organisational hierarchy structure (q5.8) 
Private & Government Private Organisations Government 
Organisation (H4a) (H4b) Organisations (H4c) 
Private Government Employees Managers Employees Managers 
Organisational 
3.44 2.38 3.32 3.63 2.39 2.36 
Hierarchy Structure 
7.2.3 IT Impact on the Decision-Making Authority 
This section focuses on the analysis of the impact of IT use on the decision-making 
authority. On the same basis as before, a one-sample one-sided t-test and three Chi-
square tests, as shown in Tables 7.19 and 7.20, were carried out to test the following 
hypotheses: 
H5: There is a significant impact ofIT use on the centralisation/decentralisation of 
decision-making authority in organisations in Kuwait. 
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H5a: There is a statistically significant difference between Kuwait's private and 
government organisations in the perception that their use of IT can lead to 
changes in the centralisation/decentralisation of decision-making authority. 
H5b: There is a statistically significant difference in the perception of managers and 
employees in Kuwait's private organisations that IT use can lead to changes in 
the centralisation decentralisation of decision-making authority. 
H5c: There is a statistically significant difference in the perspectives of managers and 
employees in Kuwait's government organisations that IT use can lead to 
changes in the centralisation/decentralisation of decision-making authority. 
The one-sample t-test presented in Table 7.19 shows that respondents significantly 
agree with the perception that the use of IT has impacted on the centralisation/ 
decentralisation of decision-making authority in Kuwaiti organisations. By examining 
Table B.9 in Appendix B, it can be seen that the majority of respondents (excluding 
the unsure) agreed to the perception that IT use has led to changes in the 
centralisation/decentralisation of decision-making authority in Kuwaiti organisations 
scoring 50.3% of the respondents' total. On the other hand, only 24.1% of 
respondents indicated their disagreement with the same perception stating that IT has 
not impacted on the decision-making authority in their organisations. Based on the 
findings (M = 3.29, t = 6.32, and p = .000) the null hypothesis that IT use has no 
impact on the centralisation/decentralisation of decision-making in Kuwait was found 
to be wrong and cannot be accepted. Therefore H5 is accepted. 
Table 7.19: One-sample t-test for the overall effect of IT impact on centralisation/ 
decentralisation of decision-making (q8) 
Mean Std. Deviation T Sig. (P value) 
IT Use Led to Changes in 
CentralisationIDecentralisation of 3.29 1.05 6.32 .000 
Decision-Making 
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Results in Table B.9 in Appendix B show that private organisation respondents are 
positively more in agreement than government organisation respondents that the use 
of information technology in their organisations has led to changes in centralisation! 
decentralisation of decision-making authority as 67.3% against 34% agreed with the 
statement. These findings are confirmed, as shown in Table 7.17, by the mean of 
private organisation respondents of 3.61 whereas their counterparts in government 
organisations scored a mean of 2.98. The Chi-square test in Table 7.20 indicates that 
there is a difference (p= .000) at a significance level of 5% between the perceptions of 
private and government organisation respondents with respect to the impact of IT use 
on changing their organisational decision-making authority. Therefore, H5a is 
accepted. However, it important to indicate that the responses of government 
organisation respondents were almost divided equally between stating their 
disagreement, unsure and agreement on the impact of IT use on their organisations' 
decision-making authority, whereas the majority of private organisation respondents 
indicated their agreement with the same statement. 
Private organisation groups of employees and managers gave responses, as shown in 
Table A.35 in Appendix A, indicating that 64.5% and 71.6% of both groups 
respectively were positively in agreement that IT use in their organisations has led to 
changes in the decision-making authority. They both scored the same mean of 3.61 as 
presented in Table 7.21. This is clearly due to the fact that PE respondents who were 
unsure scored a higher frequency than PM, whereas PM scored a higher frequency 
than PE, stating their agreement on the same statement. The Chi-square test results in 
Table 7.20 indicate that, at a significant level of 5%, there is no difference (p= .174) 
in the perception of PE and PM on the impact of IT use on the centralisation! 
decentralisation of decision-making in their organisations. Therefore, H5b cannot be 
held to be valid. It is clear that a large percentage of PE and PM opinion agrees that 
IT use has impacted on their organisation's decision-making authority. 
Contrary to the findings of private organisation groups, GE and GM responses, as 
presented in Table A.35 in Appendix A, show that GM are slightly more in agreement 
than GE that IT use has led to changes in the centralisation!decentralisation of 
decision-making in their organisations, scoring 36.8% against 32.2% of their group 
type. However, it important to indicate that GE and GM responses of disagreement, 
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unsure, or agreement in general scored close percentages which show no significant 
difference in their perception with respect to the tested statement. This is confirmed 
by the Chi-square test results of Table 7.20, which indicate that at a significance level 
of 5%, there is no difference (p=. 768) between GE and GM with regards to the 
perception that IT use impacts on their organisation's decision-making authority. 
Thus H5b cannot be accepted. It can be concluded here that even though both GE and 
GM respondents' opinions are divided between disagreement, unsure, and agreement, 
IT has somewhat impacted on the decision-making authority in government 
organisations. 
Table 7.20: Chi-square test of IT impact on centralisation/decentralisation of 
decision-making (q8) 
Private & Government Private Employees and Government Employees 
Organisation (H5a) Managers (H5b) and Managers (H5c) 
IT Use Led to 
Changes in 
Centralisation! .000 .174 .768 
Decentralisation of 
Decision-Making 
Table 7_21: Mean of IT impact on centralisation/decentralisation of decision-making 
(q8) 
Private & Government Private Organisations Government 
Organisation (H5a) (HSb) Organisations (HSc) 
Private Government Employees Managers Employees Managers 
IT Use Led to Changes 
in Centralisation! 3.61 2.98 3.61 3.61 2.97 3.00 Decentralisation of 
Decision-Making 
It was stated in Chapter Six that question 7 relates to changes of structure in the 
decision-making authority that happened in the last five years in Kuwaiti private and 
government organisations. To find out the relationship between respondents' 
responses with regards to question 7 and question 8, which relates to the impact ofIT 
use on decision-making authority structures, a cross-tabulation of both questions was 
carried out. For simplicity of interpretation, a recoding of question 8 was carried out 
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(1-2 = I = disagree, 3 = 2 = unsure, and 4 - 5 = 3 = agree). Private organisations' 
results are presented in Figure 7.1 and Table B.II in Appendix B for more descriptive 
statistics. It obvious that private organisation respondents who stated that there has 
been a change toward decentralisation (a little to a lot more decentralisation) in their 
organisation decision-making authority in the last five years and, at the same time 
stated that IT use led to changes in centralisation/decentralisation of their organisation 
decision-making authority, scored a frequency of 90 comprising 34.6% of the 
respondents (total N = 260) and 51.5% out of the 175 respondents who agreed with 
question 8. With respect to respondents who stated that there has been a change 
toward centralisation (a little to a lot more centralisation) and at the same time stated 
their agreement to question 8 scored a frequency of 52 which counts as 20% of the 
respondents' total and 29.7% out of 175 respondents who stated their agreement to 
question eight. Respondents who stated their agreement with question 8 and, at the 
same time, stated that there has been no change in the decision-making authority in 
their organisation in the last five years scored a frequency of33, comprising 12.7% of 
private organisation respondents' total and 18.9% out of the 175 respondents who 
agreed to question 8. Those respondents are an anomalous group, but it may be that 
they thought there was no change in the last five years whereas there was change 
longer ago and that was caused by IT. In summary, it is clear that respondents who 
agreed with question 8 and, at the same time, stated that their organisation decision-
making authority in the last five years has changed to become more decentralised 
scored a higher frequency than those who indicated that the decision-making authority 
changed to become more centralised. 
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Figure 7.1: Relationship ofQ7 and Q8 of Private Organisations 
70~------------------------------------, 
60 
50 
40 
30 Question 8 
20 
_Disagree 
10 I_I Unsure 
o • All'" 
More Decentralised No change More Centralised 
Little Decentralised Little Centralised 
Change of Decision_Making in the Last Five Years (Q7) 
On the same bases as before, Figure 7.2 shows that 38 of the government organisation 
respondents who agreed with question 8 and at the same time indicated that there has 
been a change toward decentralisation (a little to a lot more decentralised) in their 
organisations decision-making authority constituted 14% out the total number of 
respondents (N = 271) and 41.3% out of the 92 respondents who agreed to question 8. 
With respect to respondents who indicated that there has been no change in the last 
five years in their organisation's decision-making authority and at the same time their 
responses to question 8 were unsure and disagree scored the highest frequency among 
other responses comprising 18.8% and 19.9% of respondents' total respectively. 
Respondents who agreed that IT use impacted on the decision-making authority and at 
the same time indicated that there has been a change toward centralisation (a little to 
more centralised) in their organisation's decision-making authority in the last five 
years comprise 12.2% of respondents' total and 35.9% out the 92 respondents who 
agreed to question eight. In the same manner as in the private organisation group, the 
same justification is correct for those respondents who agreed with Q8 but who 
reported no change in Q7. It is important to note that there is no big difference 
between respondents' opinions who agreed to the impact of IT use on their 
organisation decision-making authority structure and at the same time indicated the 
that decision-making authority has changed in the last five years toward 
decentralisation (14.0% of the 271 respondents), and those who indicated that this 
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change has been directed toward centralisation (12.3% of the 271) of their 
organisations' decision-making authority. 
Figure 7.2: Relationship ofQ7 and Q8 of Government Organisations 
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By considering all respondents from organisations ID Kuwait for the overall 
relationship of Q7 and Q8, Figure 7.3 shows that respondents who agreed with Q8 
and at the same time stated that there was a change toward decentralisation (a little to 
a lot more decentralised) in the last five years constituted 24.1 % of sample total and 
48.0% of the 267 respondents who indicated their agreement with Q8. Respondents 
who agreed with Q8 and stated that there was a change toward centralisation in the 
last five years constituted 16.0% of the sample total and 31.8% of the 267 respondents 
who agreed with Q8. The same justification as earlier is correct for those respondents 
who agreed with Q8 and at the same time answered no change happened for Q7. It 
can be summarised here that about 40.0% of respondents agreed that IT use has led to 
changes in the centralisation/decentralisation of the decision-making authority and at 
the same time agreed that there has been a change toward centralisation (16.0%) or 
decentralisation (24.1 %). 
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Figure 7.3: Relationship of Q7 & Q8 for the Overall Effect 
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7.2.4 Summary of Findings on the Impact of IT on Organisational Hierarchy 
Structure and Decision-Making Authority 
This section presents a summary of the findings of the previously tested hypotheses 
on the impact of IT on organisational hierarchy structure and decision-making 
authority. This is tabulated in four tables as follows: 
Table 7.22: Summary of the findings of the overall perception ofIT impact 
Dependent Variable Overall Perception oflT Impact 
Mean Significance 
Organisational Hierarchy Structure 2.99 No significant impact 
Centralisation & Decentralisation of Decision- 3.29 Significant impact Making Authority 
Table 7.23: Summary of the findings of the difference between private and 
government organisations 
Dependent Variable Difference in perception between private and government organisations 
Private (M) Government (M) Sig. (P) Comments (if significant) 
Organisational Private organisation saw 
Hierarchy Structure 3.44 2.38 .000 more irnpact than 
government 
Centralisation & Private organisation saw 
Decentralisation of 3.61 2.98 .000 more irnpact than Decision-Making government 
Authority 
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Table 7.24: Summary of the findings of the difference between the perception of 
employees and managers in private organisations 
Dependent Variable Difference in erception between private em loyees and managers 
Employees (M) Managers (M) Sig. (P) Comments (if significant) 
Organisational Managers show more 
Hierarchy Structure 3.32 3.63 .000 agreement than 
emolovees on IT imoact 
Centralisation & 
Decentralisation of 3.61 3.61 .174 Decision·Making 
Authority 
Table 7.25: Summary of the findings of the difference between the perception of 
employees and managers in government organisations 
Dependent Variable Difference in Defeeotion between government employees and managers 
Emolovees (M) Managers (M) Sig. (P) Comments (if significant) 
Organisational Managers show more 
Hierarchy Structure 2.39 2.36 .000 disagreement than 
emolovees on IT imoact 
Centralisation & 
Decentralisation of 2.97 3.00 .768 Decision-Making 
Authority 
7.3 IT Impact on Decision-making Processes 
On the same basis as earlier in the testing of IT impact on certain aspects of 
organisational structures, thirty two hypotheses, based on the objective of the study, 
were tested to investigate the overall effect of IT use in organisations in Kuwait; the 
significant difference between the respondents' perceptions of private and 
government organisations; and the significant difference between managers' and 
employees' perceptions in private as well as government organisations. These 
hypotheses investigate the impact of IT use on certain aspects of decision-making 
processes and activities such as decision communications, decision participation, job 
complexity, routinisation of decisions, decision alternatives, decision speed, and 
decision effectiveness. 
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7.3.1 IT Impact on Decision Communications 
Four statements, as shown in Tables A.36 to A.39 in Appendix A, were used to 
measure the extent of the impact of IT usage on organisational decision-making 
communications. These four statements measure communication for co-workers, 
across departments, top-down and down-top decisions. A correlation test was carried 
out to measure the association between the four variables. As shown in Table 7.26, 
the four variables are very highly correlated with each other with a Pearson 
correlation value of. 74 and above. The responses of the four Likert-scale variables of 
q9.l to q9.4 were averaged and then recorded accordingly (I to 1.5 = strongly 
disagree, 1.51 to 2.5 = disagree ... 4.51 to 5 = strongly agree). Then a one-sample one-
tailed t-test and three Chi-square tests, as presented in Table 7.27 and Table 7.28, 
were carried out to test the impact of IT use on organisational communications in 
decision-making for the following hypotheses: 
H6: There is a significant impact of IT use on organisational communication in 
decision-making in organisations in Kuwait. 
H6a: There is a statistically significant difference between Kuwait's private and 
government organisations in the perception that IT usage increases their 
organisational communications in decision-making. 
H6b: There is a statistically significant difference in the perception of managers and 
employees in Kuwait's private organisations that IT usage increases their 
organisational communications in decision making. 
H6c: There is a statistically significant difference in the perspectives of managers and 
employees in Kuwait's government organisations that IT usage increases their 
organisational communications in decision making. 
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Table 7.26: Correlation matrix for the four communication variables 
Co-Worker Across Departments Top-Down Down-Top 
Communication Communication Communication Communication 
Co-Worker 1 Communication 
Across Departments 
.84' 1 Communication 
Top-Down 
.79' .78' 1 Communication 
Down-Top 
.74' .76' .84' 1 Communication 
• Indicates correlations sIgmficant at the 0.01 level. 
It can be found by inspecting tbe total column of Table B.12 in Appendix B that tbe 
majority of respondents do agree that IT use has increased tbeir organisational 
communication in decision-making scoring 57.8% against 12.8% of respondents who 
stated their disagreement. Results presented in Table 7.27 (M = 3.70, t = 16.5, and p = 
.000) indicate that respondents significantly agree witb the perception that IT use has 
increased organisational communication in decision-making, and therefore tbe null 
hypothesis can be rejected. Thus, H6 held to be valid as the overall effect of IT use 
was significantly found to increase the decision-making communication in 
organisations in Kuwait. 
Table 7.27: One-sample t-test for the overall impact of IT use on decision-making 
communication 
Mean Std. Deviation T Sig. (P value) 
Decision-making 
3.70 .98 16.50 .000 
Communications 
The results of tbe analysis, as shown in Table B.12 in Appendix B, indicate tbat 
private organisation respondents are positively more in agreement than their 
counterparts in government organisations that IT usage has increased the decision 
communication in their organisations scoring 82.3% against 53.9% of their group type 
respectively. The mean of 4.02 against 3.39 as presented in Table 7.29 complement 
earlier stated findings. It is clear from the Chi-square test findings of Table 7.28 tbat 
at a significant difference of 5% there is a difference (p= .000) between the 
respondents' perceptions of private and government organisations as there is more 
147 
Hypotheses Testing 
agreement in private organisations than government organisations that IT use has 
increased the decision communications in their organisation. Therefore H6 is correct. 
With respect to private organisation groups, Table 8.13 in Appendix 8 indicates that 
the majority of both PE and PM are in agreement that IT use in their organisations has 
increased decision communication, scoring a percentage of 79.7% against 86.3% of 
their group type respectively. The Chi-square test of Table 7.28 indicates that at 5% 
significance difference level there is no difference (p= .395) in perception between 
PE and PM respondents that IT use increases decision communication in their 
organisations. Thus, H6a cannot be held to be valid. 
On the same basis, by excluding the unsure responses, GE and GM respondents, as 
shown in Table 8.14 in Appendix 8 show more agreement than disagreement that IT 
use has increased decision communications in their organisations. It was f9und that 
respondents who indicated their agreement constituted 49.1 % and 61.3% of GE and 
GM groups respectively. It is important to note that GM respondents are more in 
agreement than GE respondents due to the fact that GE respondents who were unsure 
of the impact of IT use on decision communications scored a higher frequency than 
GM respondents who indicated the same response, scoring 27.9% against 19.8%. 
However, the Chi-square test results of Table 7.28 show that at a significance level of 
5% there is no significant difference in perception between GE and GM that IT usage 
increases organisational decision communication, bearing in mind that high 
percentages for both groups indicated their agreement. Therefore, H6b is rejected. 
Table 7.28: Chi-square test ofIT impact on decision-making communication 
Private & Government Private Employees and Government Employees 
Organisation (H6a) Managers (H6c) and Managers (H6c) 
Decision-making 
Communications .000 .395 .217 
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Table 7.29: Mean ofIT impact on decision-making communication 
Private & Government Private Organisations Government 
Organisation (H6a) (H6b) Organisations (H6c) 
Private Government Employees Managers Employees Managers 
Decision-making 4.02 3.39 3.97 4.10 3.29 3.55 Communications 
7.3.2 IT Impact on Decision-Making Participation 
This section presents the analyses of the impact of information computing and 
processing technologies, and information communication technologies on decision-
making participation. On the same basis as before, four hypotheses were tested for 
each type of technology using a one-sample one-sided Hest and three Chi-square 
tests. 
The following hypotheses were tested to investigate the impact of IT computing and 
processing capabilities on decision-making participation: 
H7: There is a significant impact of IT computing and processing capabilities on 
employees' participation in the decision-making processes in organisations in 
Kuwait. 
H7a: There is a statistically significant difference between Kuwaiti private and 
government organisations in the perception that IT computing and processing 
capabilities usage increases employees' participation in the decision-making 
process. 
H7b: There is a statistically significant difference in the perception of managers and 
employees in Kuwaiti private organisations that IT computing and processing 
capabilities usage increases employees' participation in the decision-making 
process. 
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H7c: There is a statistically significant difference in the perspectives of managers and 
employees in Kuwaiti government organisations that IT computing and processing 
capabilities usage increases employees' participation in the decision-making process. 
The total column of Table B.15 in Appendix B presents the overall effect of IT 
computing and processing capabilities on employees' participation in the decision-
making process in organisations in Kuwait. It was found that 57.6% of respondents 
did agree that IT computing and processing capabilities has increased employees' 
participation in the decision-making process. On the other hand, only 19.9% of the 
respondents indicated their disagreement to the same statement. The one-sample one-
sided Hest results presented in Table 7.30 indicate that respondents in Kuwaiti 
organisations significantly agree CM = 3.43, t = 9.80, and p = .000) that the use of 
computing and processing capabilities of IT has increased employees' participation in 
the decision-making process. Thus, H7 is held to be valid and is therefore accepted. 
Table 7.30: One sample t-test for the overall impact of IT computing and processing 
capabilities on decision-making participation (q 10) 
Mean Std. Deviation T Sig. (P value) 
IT computing and processing 
capabilities impact on decision- 3.43 1.01 9.80 .000 
making participation 
Table B.15 in Appendix B shows that respondents in private and government 
organisations who indicated their agreement that IT computing and processing 
capabilities use had increased employees' participation in the decision-making 
process scored higher frequency than those who disagreed. However, private 
organisation respondents were more in agreement than their counterparts in 
government organisations that the use of computing and processing capabilities of IT 
had increased employees' participation in decision-making, scoring 66.9% against 
48.7%. Table 7.31 shows that at a 5% significance difference level there is a 
difference (p= .000) in perception between private and government organisations with 
regards to IT computing and processing capabilities impacting on employees' 
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decision-making participation, which confirms earlier findings. Therefore, H7a IS 
accepted. 
It was stated earlier in Chapter Six that the majority of PE and PM respondents 
indicated their agreement that the use of information computing and processing 
technology had increased employees' decision-making participation, scoring 64.4% 
and 70.6% respectively. Also the Chi-square test results of Table 7.31 show that at a 
significance level of 5% there was no difference (p= .282) in perception between PE 
and PM respondents with regards to information computing and processing 
technology impact on decision-making participation. Therefore, H7b cannot be held 
to be valid. 
With respect to government organisation groups, it was found that, by excluding the 
unsure responses, GE and GM respondents, as shown in Table A.40 in Appendix A 
who stated their agreement that computing and processing technology use has 
increased employees' participation in the decision-making process constituted 45.5% 
and 53.8%, whereas respondents who stated their disagreement constituted 27.9% and 
25.5% ofGE and GM groups respectively. Results of the Chi-square test presented in 
Table 7.31 show that at 5% significant difference there was no difference (p= . J 54) 
between GE and GM responses with regards to the investigated perception. Thus, H7c 
is rejected. 
Table 7.31: Chi-square test of IT computing and processing capabilities impact on 
decision-making participation (q 10) 
Private & Government Private Employees and Government Employees 
Organisation (H7a) Managers (H7b) and Managers (H7c) 
IT computing and 
processing 
capabilities impact .000 .282 .154 
on decision-making 
participation 
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Table 7.32: Mean of IT computing and processing capabilities impact on decision-
making participation (q 10) 
Private & Government Private Organisations Government 
Organisation (H7a) (H7b) Organisations CH7c) 
Private Government Employees Managers Employees Managers 
IT computing and 
processing capabilities 3.65 3.22 3.63 3.69 3.19 3.26 impact on decision-
making participation 
To investigate the impact of IT communication capabilities on employees' 
participation in the decision-making process, the following hypotheses were tested 
and analysed on the same basis as before: 
H8: There is a significant impact of IT communication capabilities on employees' 
participation in the decision-making process in organisations in Kuwait. 
H8a: There is a statistically significant difference between Kuwait's private and 
government organisations in the perception that IT communication capabilities 
usage increases employees' participation in the decision-making process. 
H8b: There is a statistically significant difference in the perception of managers and 
employees in Kuwait private organisations that IT communication capabilities 
usage increases employees' participation in the decision-making process. 
H8c: There is a statistically significant difference in the perspectives of managers and 
employees in Kuwait's government organisations that IT communication 
capabilities usage increases employees' participation in the decision-making 
process. 
On the same basis as before, the total column of Table B.16 in Appendix B shows the 
overall effect ofIT communication capabilities on decision-making participation. It is 
clear that the majority, which constituted 66.6% of all respondents, did agree that the 
use of communication capabilities of IT such as emails has increased the participation 
of employees in the decision-making process. On the other hand, respondents who 
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indicated their disagreement with the same statement only constituted 18.1 % of 
respondents' total. The one-sample one-sided Hest results, presented in Table 7.33, 
indicates that respondents significantly agree CM = 3.53, t = 11.33, and p = .000) with 
the perception that IT communication capabilities have increased employees' 
participation in the decision-making process in organisations in Kuwait. Therefore the 
null hypothesis that there is no impact of IT communication capabilities on the 
participation of employees can be rejected. Thus, H8 is held to be valid and correct. 
Table 7.33: One-sample t-test for the overall impact ofIT communication capabilities 
on decision-making participation C q 11) 
Mean Std. Deviation T Sig. (P value) 
IT communication capabilities impact 
3.53 1.06 11.33 .000 
on decision-making participation 
Results in Table B.16 in Appendix B show that private organisation respondents are 
positively more in agreement than their counterparts in government organisations that 
the use of IT communication capabilities in their organisations has increased 
employees' participation in the decision-making process, scoring 77.3% against 
44.4%. It also shows that the majority of private group respondents indicated their 
agreement, whereas less than half of the government organisation respondents 
indicated their agreement to the same statement. Means of3.92 and 3.15 of the private 
and government organisations respectively, as shown in Table 7.27, confirm earlier 
stated findings of more agreement in private organisations than government 
organisations. In addition, Table 7.34 shows that the results of the Chi-square test 
indicate that at 5% significance level there is a difference (p= .000) in perception 
between private and government organisation respondents with regards to IT 
communication capabilities on employees' decision-making participation. Based on 
the observed significance level of the Chi-square test, R8a can be accepted. 
With respect to groups of employees and managers from private organisations, results 
of Table A.41 in Appendix A show that a majority of both groups do agree that IT 
.communication capabilities use has increased employees' participation in the 
decision-making process scoring 74.7% and 81.3% of their group type respectively. 
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Also, results of the Chi-square test presented in Table 7.34 show that at a 5% 
significance level there was no difference (p= .244) in perception between employees 
and managers regarding the impact of information communication technology use on 
employees' participation in the decision-making process in their organisations. Thus, 
H8b is wrong and cannot be accepted. 
In government organisations, managers, as presented in Table AAl in Appendix A, 
show more agreement than employees that IT communication capabilities use has 
increased employees' participation in the decision-making process scoring 50.9% 
against 40.6%. The Chi-square test results of Table 7.34 show that there is no 
difference (p= .545) at a 5% significance difference level between the opinions of 
government organisation employees and managers regarding the investigated 
perception. Therefore, H8c is rejected. 
Table 7_34: Chi-square test of IT communication capabilities' impact on decision-
making participation (qll) 
Private & Government Private Employees and Government Employees 
Organisation (HSa) Managers (HSb) and Managers (HSc) 
IT communication 
capabilities impact 
on decision- .000 .244 .545 
making 
participation 
Table 7.35: Mean of IT communication capabilities' impact on decision~making 
participation (q 11) 
Private & Government Private Organisations Government 
Organisation (HSa) (HSb) Organisations (HSc) 
Private Government Employees Managers Employees Managers 
IT communication 
capabilities impact 3.92 3.15 3.S5 4.02 3.08 3.25 
on decision-making 
participation 
To compare the mean of the impact of using computing and processing technologies 
and IT communication technologies on employees' decision-making participation in 
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private and government organisations, the Paired-Sample T test was used to compute 
the difference between values of the two variables for each group. The results of the 
test show that there is a significant difference at (p= .000) at a 5% significance 
difference level between the impact of computing and processing capabilities and 
communication capabilities of information technology on decision-making 
participation in private organisations as they scored a mean of 3.65 for the first 
variable against a mean of 3.95 for the second. This indicates that in private 
organisations IT communication capabilities increased employees' participation in the 
decision-making process more than computing and processing capabilities did. 
Contrary to private organisations, the paired-sample T test results of government 
organisations show no significant difference (p= .174) between the impact of IT 
computing and processing capabilities and IT communication capabilities on 
employees' participation in the decision-making process, as they scored very close 
means of 3.22 for the first variable against 3.15 for the second. This indicates that in 
government organisations the use of IT communication capabilities or computing and 
processing capabilities have the same effect on employees' participation in the 
decision-making process. 
To compare the mean of the impact of using computing and processing technologies 
and IT communication technologies on employees' decision-making participation in 
organisations in Kuwait, a paired-sample t-test was carried out for the whole sample. 
It was found that there is a significant difference (p= .024) at a 5% significance level 
between the impact of computing and processing capabilities and communication 
capabilities of information technology on decision-making as the first variable mean 
is 3.43, against a mean of 3.53 for the second variable. In general, it can be said that 
in organisations in Kuwait, the communication capabilities of IT have increased the 
participation of employees in the decision-making process more than the computing 
capabilities ofIT. 
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7.3.3: Summary of Findings of the Impact of IT on Decision-Making 
Communication and Participation 
This section presents a summary of the findings of the previously tested hypotheses 
on decision-making communication and participation. This is tabulated in four tables 
as follows: 
Table 7.36: Summary of the findings of the overall perception ofIT impact 
Dependent Variable Overall Perception of IT Impact 
Mean Significance 
Decision-Making Communication 3.70 Significant impact 
IT Computing and Processing Capabilities 3.43 Significant impact Impact on Decision-Making Participation 
IT Communication Capabilities Impact on 3.53 Significant impact Decision-Making Participation 
Table 7.37: Summary of the findings of the difference between private and 
government organisations 
Dependent Variable Difference in perception between rivate and ovemment oTJ:!:anisations 
Private (M) Government (M) Sig. (P) Comments (if significant) 
Decision-Making Private organisation saw 
Communication 4.02 3.39 .000 more impact on decision 
communication 
IT Computing and Private organisation saw 
Processing Capabilities 3.65 3.22 .000 more impact on decision Impact on Decision- participation 
Making Participation 
IT Communication Private organisation saw 
Capabilities Impact on 3.92 3.15 .000 more impact on decision Decision-Making participation 
Participation 
Table 7.38: Summary of the findings of the difference between the perception of 
employees and managers in private organisations 
Dependent Variable Difference in perception between private employees and managers 
Employees (M) Managers (M) Sig. (P) Comments (if sig.) 
Decision-Making 3.97 4.10 .395 Communication 
IT Computing and Processing 
Capabilities Impact on 3.63 3.69 .282 
Decision·Making Participation 
IT Communication Capabilities 
Impact on Decision·Making 3.85 4.02 .244 
Participation 
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Table 7.39: Summary of the findings of the difference between the perception of 
employees and managers in government organisations 
Dependent Variable Difference in perception between government employees and 
manae;ers 
Employees (M) Mana~ers CM) Si~. (?) Comments (if sigl 
Decision-Making 3.29 3.55 .217 Communication 
IT Computing and Processing 
Capabilities Impact on 3.19 3.26 .154 
Decision-Makin~ Participation 
IT Communication Capabilities 
Impact on Decision-Making 3.08 3.25 .545 
Participation 
7.3.4 IT Impact on Job Complexity 
Two statements, as presented in Tables A.42 and A.43 in Appendix A, and as 
discussed in Section 6.7.3, were used to measure the impact on job complexity ofIT 
use for decision-making. These two statements measure the extent ofIT usage impact 
on employees' use of variety and high-level skills in their decision-making process. A 
correlation test was carried out to measure the association between the two variables. 
As shown in Table 7.40, the two variables are very highly correlated with each other 
with a .83 Pearson correlation value. The responses of the two Likert-scale variables 
of q9.5 to q9.6 were averaged and then recorded accordingly (I to 1.5 ~ strongly 
disagree, 1.51 to 2.5 ~ disagree, ... ,4.51 to 5 = strongly agree). A one-sample t-test 
and three Chi-square tests, as presented in Table 7.41 and Table 7.42, were carried out 
to test the impact of IT use for decision-making on job complexity for the following 
hypotheses: 
H9: There is a significant impact of IT usage for decision-making on job complexity 
in organisations in Kuwait. 
H9a: There is a statistically significant difference between Kuwaiti private and 
government organisations in the perception that IT usage for decision-making 
increases job complexity. 
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H9b: There is a statistically significant difference in the perception of managers and 
employees in Kuwaiti private organisations that IT usage for decision-making 
increases job complexity. 
H9c: There is a statistically significant difference in the perspectives of managers and 
employees in Kuwaiti government organisations that IT usage for decision-
making increases job complexity. 
Table 7.40: Correlation matrix for the job complexity variables 
Variety of Skills High Level Skills 
Variety of Skills 1 
High Level Skills .83* 1 
• IndIcates correlatIOns SIgnIficant at the O.Olleve!. 
The result of the one-sample one-tailed t-test of the overall effect of IT usage for 
decision-making on job complexity in organisations in Kuwait is presented in Table 
7.4I.lt is evident that IT usage has significantly increased (M = 3.86, t = 16.25, andp 
= .000) employees' job complexity by using high, and a variety of, skills in the 
decision-making process. Therefore the null hypothesis that there is no impact of IT 
on job complexity can be rejected. By examining Table B.17 in Appendix B, it can be 
seen that the majority of respondents in Kuwaiti organisations have agreed that IT 
usage in the decision-making process has increased their job complexity scoring 
64.0% of respondents' total, whereas only 12.7% of respondents have indicated the 
opposite. Based on the test findings, H9 can be held valid and therefore is accepted. 
Table 7.41: One sample Hest for the overall impact of IT usage for decision-making 
on job complexity 
Mean Std. Deviation T Sig. (P value) 
Job complexity 
3.68 .97 16.25 .000 
The analysis results presented in Table B.17 in Appendix B show that private 
organisation respondents are positively more in agreement than their counterparts in 
the government organisations that the use of IT for decision-making has increased the 
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complexity of their jobs by using high and a variety of skills in the process. They 
scored 72.4% against 56.1 % of their group type respectively. The Chi-square test 
results presented in Table 7.42 show that at a significant level of 5% there is a 
difference (p= .000) in opinion between private and government organisation 
respondents with respect to the impact of IT use for decision-making on job 
complexity. Despite these differences in opinion, the majority of both groups 
(excluding the unsure responses in government organisations) show their agreement. 
However, the private group shows more agreement than the government group. 
Therefore, H9a is held to be correct. 
With respect to the testing of H9b, analysis results of table B.l8 in Appendix 'B' 
show that the majority opinion of both employees and managers in private 
organisation is that the use of IT for decision-making has increased their job 
complexity, scoring a percentage of 70.4% against 74.5% of their group type 
respectively. Results of the chi-square test of table 7.42 indicate that at a 5% 
significance level there is no difference (p= .791) in opinion between private groups 
with regards to the investigated statement. Therefore, H9b can be rejected. 
With regards to the impact of IT use for decision-making on job complexity in 
government organisations, results presented in Table B.19 in Appendix B show that a 
high percentage of employees and managers, constituting 51.6% and 63.2%, do agree 
with the investigated perception. It is clear that managers showed more agreement 
than employees, which is also complemented by Table 7.43 with a scored mean of 
3.66 for managers and 3.39 for employees. However, the results in the Table 7.42 
Chi-square test indicate that at a 5% significance level there was no difference (p= 
.150) in government employees' and managers' opinions with regards to tested 
perception. Based on the test result, H9c is rejected. 
Table 7.42: Chi-square test of the impact of IT use for decision-making on job 
complexity 
Private & Government Private Employees and Government Employees 
Organisation (H9a) Managers (H9b) and Managers (H9c) 
Job Complexity 
.000 .791 .150 
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Table 7.43: Mean of the impact ofIT use for decision-making onjob complexity 
Private & Government Private Organisations Government 
Organisation (H9a) (H9b) Organisations (H9c) 
Private Government Employees Managers Employees Managers 
Job Complexity 3.87 3.50 3.84 3.93 3.39 3.66 
7.3.5 The Impact ofIT Use on the Routinisation of Decision-Making 
It was mentioned earlier in Section 6.7.4 that a three-item scale was used to measure 
IT impact on decision routinisation. These three statements measure the impact of IT 
on work automation (q9.7), work repetitiveness (q9.8), and decision-making 
routinisation (q 12). A correlation test was carried out to measure the association 
between the three variables. The results shown in Table 7.44 indicate that the 
correlation is found to be low among the three variables, therefore it was decided to 
use only q 12 to measure the impact of IT use on decision-making routinisation. On 
the same basis as before, a one-sample one-sided Hest and three Chi-square tests, as 
presented in Table 7.45 and Table 7.46, were carried out to test the impact of IT use 
on the routinisation of decision-making for the following hypotheses: 
HIO: There is a significant impact of IT usage for decision-making on the 
routinisation of decision-making in organisations in Kuwait. 
H lOa: There is a statistically significant difference between Kuwaiti private and 
government organisations in the perception that IT use will facilitate the 
routinisation of decision-making. 
HlOb: There is a statistically significant difference in the perception of managers and 
employees in Kuwaiti private organisations that IT use will facilitate the 
routinisation of decision-making. 
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HIOc: There is a statistically significant difference in the perspectives of managers 
and employees in Kuwaiti government organisations that IT use will facilitate 
the routinisation of decision-making. 
Table 7.44: Correlation matrix for the routinisation of decision-making variables 
Automation of Routinisation of Decision-making 
Work Work Routinisation 
Automation of Work 1 
Routinisation of Work .23* 1 
Decision-making 
.20* .53* 1 Routinisation 
* IndIcates correlations sIgmficant at the 0.01 leveL 
The findings of the one-sample one-sided t-test presented in Table 7.45 indicate that 
the null hypothesis that IT use has not facilitated the routinisation of decision-making 
in organisations in Kuwait cannot be rejected (M = 2.85, t = -3.23, and p = .000). 
Therefore HIO is rejected, as the overall effect of IT use impact was found to be 
insignificant with respect to the routinisations of decision-making. By inspecting the 
total column of Table B.20 in Appendix B, it can be seen that 42.2% of respondents 
total disagreed with the investigated perception, whereas 33.7% of respondents 
indicated that IT use has impacted on the routinisation of decision-making in their 
organisation. With respect to the overall effect, it can be concluded that, despite the 
fact that a high percentage of respondents indicated their disagreement to the 
investigated perception, about one third of respondents stated that IT use in their 
organisations has facilitated the routinisation of decision-making. 
Table 7.45: One-sample t-test for the impact of IT use on the routinisation of 
decision-making 
Mean Std. Deviation T Sig. (P value) 
Routinisation of Decision-making 2.85 1.045 -3.24 .000 
Analysis results presented in Table B.20 in Appendix B show that private 
organisation respondents are more in agreement than those of government 
organisations that IT use has facilitated the routinisation of decision-making in their 
organisations, scoring 39.2% against 28.4% for their group type respectively. It was 
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also found that respondents who stated their disagreement scored high percentages 
comprising 41.2% and 43.6% for their group type respectively. The results of the Chi-
square test in Table 7.46, taken at a significance level of 5%, indicate that there is a 
difference (p= .002) in opinion between private and government organisations with 
regards to the impact ofIT use on the routinisation of decision-making. Thus, HlOa is 
accepted. It is important to conclude here that, despite the high frequency of the 
disagreement responses in both groups, respondents in private organisations showed 
more agreement than their counterparts in government organisations to the 
investigated perception. 
In testing and analysing HlOb, the statistical results in Table A.46 in Appendix A 
show that in private organisations managers tend to show more agreement than 
employees on the perception that IT use will facilitate the routinisation of decision-
making, scoring 48.0% against 33.5% of their group type respectively. It was found 
that among the employees' group, respondents scored a higher percentage stating their 
disagreement, whereas it was exactly the opposite among the managers' group as a 
higher percentage of them stated their agreement. The Chi-square test results of Table 
7.46 show that at a 5% significance level, there is no significant difference (p= .065) 
between employees' and managers' opinions with regard to the perception that the use 
of IT will facilitate the routinisation of decision-making, therefore HI Ob is rejected. 
With regard to government groups, scored means of 2.71 and 2.79 of employees and 
managers respectively, as presented in Table 7.47, indicate that both employees and 
managers scored low frequencies in their agreement with the perception that IT use 
led to decision-making routinisation. Statistical results in Table B.22 in Appendix B 
show that unsure responses were 33.3% among employees, which is higher than the 
19.8% scored by managers. On the other hand, the agreement responses were 24.2% 
and 34.9% for employees' and managers' groups respectively. Despite the fact that 
both groups showed more disagreement than agreement, it was found that managers 
showed slightly more disagreement than employees scoring 45.1 % against 42.4%. At 
a 5% significance level, the Chi-square test of Table 7.46 indicates that there is no 
significant difference (p= .064) between government employees' and managers' 
perceptions that IT usage has facilitated the routinisation of decision-making in their 
organisations. Thus, HlOc is rejected. Despite these findings, it is essential to indicate 
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that IT use has somewhat impacted the routinisation of decision-making, and that 
managers show more agreement than employees. 
Table 7.46: Chi-square test of the impact of IT use on the routinisation of decision-
making 
Private & Government Private Employees and Government Employees 
Organisation (lOa) Managers (H I Ob) and Managers (H I Oc) 
Routinisation of 
Decision-making .001 .065 .064 
Table 7.47: Mean of the impact ofIT use on the routinisation of decision-making 
Private & Government Private Organisations Government 
Organisation (HIOa) (HI Ob) Organisations (H lOc) 
Private Government Employees Managers Employees Managers 
Routinisation of 2.97 2.74 2.88 3.11 2.71 2.79 
Decision-making 
7.3.6: Summary of Findings of IT Impact on Job Complexity and the 
Routinisation of Decision-Making 
This section presents a summary of the findings of previously tested hypotheses on 
job complexity and the routinisation of decision-making. These results are tabulated 
in four tables as follows: 
Table 7.48: Summary of the findings of the overall perception ofIT impact 
Dependent Variable Overall Perception ofIT Impact 
Mean Significance 
Job Complexity 3.68 Significant impact 
Routinisation of Decision-Making 2.85 No significant impact 
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Table 7.49: Summary of the findings of the difference between private and 
government organisations 
Dependent Variable Difference in perception between rivate and overnment organisations 
Private (M) Government (M) Sig. (P) Comments (ifsig.) 
Job Complexity Private organisation saw 
3.87 3.50 .000 more impact on job 
complexity 
Routinisation of Government 
Decision-Making 2.97 2.74 .001 organisations impacted less than private 
organisations 
Table 7.50: Summary of the findings of the difference between the perception of 
employees and managers in private organisations 
Dependent Variable Difference in perception between private employees and managers 
Employees (M) Managers (M) Sig. (P) Comments (ifsig.) 
Job Complexity 3.84 3.93 .791 
Routinisation of Decision- 2.88 3.11 .065 Making 
Table 7.51: Summary of the findings of the difference between the perception of 
employees and managers in government organisations 
Dependent Variable Difference in perception between government employees and 
managers 
Emplovees (M) Mana~ers (M) Si~. (P) Comments (if si~.) 
Job Complexity 3.39 3.66 .150 
Routinisation of Decision- 2.71 2.79 .064 Making 
7.3.7 IT Impact on Decision-Making Performance 
This section presents the testing and analyses of the impact of IT use on decision 
alternatives, decision-making speed, and the effectiveness of decisions. Four 
hypotheses for each of these statements were tested using a one-sample one-sided t-
test and three Chi-square tests. This section is divided into three sub-sections as 
follows: 
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7.3.7.1 IT Impact on Decision Alternatives 
To the investigate the extent of the impact of IT use on the generation of more 
decision alternatives, the following hypotheses were tested and analysed on the same 
basis as before: 
HII: There is a significant impact of IT usage for decision-making on the generation 
of more decision alternatives in organisations in Kuwait. 
Hila: There is a statistically significant difference between Kuwaiti private and 
government organisations in the perception that IT use will facilitate the 
generation of more decision alternatives. 
HII b: There is a statistically significant difference in the perception of managers and 
employees in Kuwaiti private organisations that IT use will facilitate the 
generation of more decision alternatives. 
Hllc: There is a statistically significant difference in the perspectives of managers 
and employees in Kuwaiti government organisations that IT use will facilitate 
the generation of more decision alternatives. 
The findings of Table 7.52 show that IT use in organisations in Kuwait has 
significantly impacted (M = 3.67, t = 15.79, and p = .000) the decision-making 
process by facilitating the generation of more decision alternatives as the majority of 
the respondents significantly agreed with that. Therefore the null hypothesis that IT 
use will not facilitate the generation of more decision alternatives can be rejected. 
Thus, H II is accepted. It was found, as presented in Table B.23 in Appendix B, that 
65.6% of respondents agreed to the tested perception, whereas, by comparison, only 
the small percentage of 14.5% of respondents indicated their objection to the same 
perception. It can be said that IT use for decision-making has led to the generation of 
more decision alternatives in the majority of organisations in Kuwait. 
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Table 7.52: One-sample t-test for the overall impact of IT use on the generation of 
decision alternatives 
Mean Std. Deviation T Sig. (P value) 
Decision Alternatives 
3.67 0.97 15.79 .000 
Results of the cross-tabulation in Table B.23 in Appendix B show that private 
organisation respondents are more in agreement than their counterparts in government 
organisations that IT use has facilitated the generation of more decision alternatives 
scoring 79.6% against 52.0%. This conclusion is also confirmed by Table 7.54 with 
means of 3.95 and 3.4 for their groups respectively. The Chi-square test results 
presented in Table 7.53 indicate that at a significance level of 5% there is a difference 
(p= .000) between private organisation respondents and government organisation 
respondents in the perception that IT use will facilitate more generation of decision 
alternatives. Based on the Chi-square result, HII a is held to be valid and correct. It is 
important to indicate that, despite the difference in opinion between the two groups, 
IT use has impacted on the generation of more decision alternatives, but on one group 
more than the other. 
With respect to private organisation groups, results presented in Table A.47 in 
Appendix A indicate that the majority of both PE and PM respondents stated their 
agreement that IT use has facilitated the generation of more decision alternatives, 
scoring 79.7% and 85.3% of their group type respectively. Though managers show 
more agreement than employees, the Chi-square test results presented in Table 7.53 
show no significant difference (p= .171) at a 5% level between the perception of 
employees and managers with regard to the impact of IT use as a facilitator of 
generation of more decision alternatives. Thus, H II b cannot be accepted and is 
therefore rejected. 
On the other hand, 46.7% and 60.4% of government organisation employees and 
managers respectively stated their agreement that IT use has facilitated the generation 
of more decision alternatives. Even though managers show more agreement than 
employees, the Chi-square test results presented in Table 7.53 show no significant 
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difference (p= .127) at a 5% level between the opinion of managers and employees on 
the impact of IT use as a facilitator to the generation of more decision alternatives. 
Therefore, H II c is rejected and held to be invalid. By excluding the unsure responses, 
it can be said that the majority of employees and managers are in agreement with the 
investigated perception. 
Table 7.53: Chi-square test of the impact ofIT use on decision alternatives 
Private & Government Private Employees and Government Employees 
Organisation (I la) Managers (HI I b) and Managers (H 11 c) 
Decision 
Alternatives .000 .171 .127 
Table 7.54: Mean of the impact ofIT use on decision alternatives 
Private & Government Private Organisations Government 
Organisation (H II a) (Hllb) Organisations (H 11 c) 
Private Government Employees Managers Employees Managers 
Decision 3.95 3.40 3.94 3.96 3.28 3.58 Alternatives 
7.3.7.2 IT Impact on Decision Speed 
This section presents the testing and the analysis of the impact of IT use on the speed 
of decision-making for the following hypotheses: 
H12: There is a significant impact of IT usage for decision-making on the speed of 
decision-making in organisations in Kuwait. 
H12a: There is a statistically significant difference between Kuwaiti private and 
government organisations in the perception that IT use will increase the speed of 
decision-making. 
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H12b: There is a statistically significant difference in the perception of managers and 
employees in Kuwaiti private organisations that IT use will increase the speed of 
decision-making. 
H12c: There is a statistically significant difference in the perspectives of managers 
and employees in Kuwaiti government organisations that IT use will increase 
the speed of decision-making. 
The overall effect of IT use for decision-making on the decision speed in Kuwaiti 
organisations as presented in Table 7.55 was found to be significant (M = 3.83, t = 
20.27, and p = .000) as a majority of respondents significantly agreed. Therefore, the 
null hypothesis that IT use has no impact on the speed of decision-making is rejected. 
The scored mean of 3.83 complements the findings of Table B.24 in Appendix B that 
a majority, which comprise 74.2% of respondents in total, have indicated their 
agreement that IT use has increased decision speed in their organisation. Based on the 
one-sample one-sided Hest results, Hl2 is accepted. 
Table 7.55: One-sample Hest for the overall impact of IT use on the speed of 
decision-making 
Mean Std. Deviation T Sig. (P value) 
Decision Speed 3.83 0.94 20.27 .000 
The results in Table B.24 in Appendix B show that private organisation respondents 
are more in agreement than their counterparts in government organisations that the 
use of IT in their organisations has increased the speed of decision making, scoring 
81.9% against 66.8% of their group type. It also shows that only a very small 
percentage (4.8%) of the private group indicated their disagreement to the 
investigated perception, whereas this disagreement percentage is higher in the 
government group as it reaches 17.4% of their group total. The Chi-square test results 
presented in Table 7.56 show that there is a significant difference (p= .000) at a 5% 
significance level between the private and government respondents with regards to 
their perception of the impact of IT use on the speed of decision-making. Therefore, 
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HI2 is correct and can be held to be valid. However, despite this difference in 
opinion, it important to indicate that the majority of both groups agreed with the 
perception that IT use has increased the speed of decision-making in their 
organisations, but one group is larger than the other. 
The analysis results of Table A.48 in Appendix A indicate that the majority of both 
employees and managers in private organisations agree with the perception that IT use 
has increased the speed of decision-making, scoring 79.7% and 85.3% of their group 
type respectively. The Chi-square test results presented in Table 7.56 indicate that 
there is no difference (p= .507) between PE and PM groups on the perception that IT 
usage will increase the speed of decision-making. Based on that, HI2a cannot be held 
valid and is thus rejected. 
The statistical results presented in Table A.48 in Appendix A indicate that a high 
percentage of employees and a majority of managers in government organisations 
agreed that IT use has increased the speed of decision-making, scoring 61.8% and 
74.6% of their group type respectively. It is also evident that managers scored higher 
than employees; 27.4% against 13.3% stated their strong agreement to the tested 
statement, which explains the higher scored mean of 3.89 from managers against the 
lower scored mean of 3.49 from employees, as presented in Table 7.57. The Chi-
square test results presented in Table 7.56 show that at a 5% significance level there is 
a difference (p= .013) between GE and GM groups on the perception that IT use will 
increase the speed of decision-making which is mainly because, as stated earlier, 
managers stated their strong agreement to the investigated statement more than 
employees did. Based on the results of the Chi-square test, HI2b held is to be correct. 
Table 7.56: Chi-square test of the impact ofIT use on the speed of decision-making 
Private & Government Private Employees and Government Employees 
Organisation (\ 2a) Managers (HI2b) and Managers (H12c) 
Decision Speed 
.000 .507 .013 
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Table 7.57: Mean of the impact ofIT use on the speed of decision-making 
Private & Government Private Organisations Government 
Organisation (H l2a) (H12b) Organisations (Hl2c) 
Private Government Employees Managers Employees Ma~agers 
Decision Speed 4.02 3.65 3.97 4.09 3.49 3.89 
7.3.7.3 IT Impact on Decision-Making Effectiveness 
To test and analyse the impact of IT use on decision-making effectiveness, two item 
scales were used. These two statements measure the impact of IT use on the quality of 
decision-making (q9.11), and the overall effectiveness of decision-making (q9.12). A 
correlation test was carried out to measure the association between the two variables. 
Results shown in Table 7.58 indicate that the quality of decision-making and the 
overall effectiveness are significantly highly correlated with each other (r = .97, df = 
529, P = .000). Statistical descriptions of the two statements are presented in Table 
A.50 in Appendix A. On the same basis as before, the responses of the two Likert-
scale variables were averaged and then recorded accordingly (I to 1.5 = strongly 
disagree, 1.51 to 2.5 = disagree ... 4.51 to 5 = strongly agree). Then a one-sample one-
sided Hest and three Chi-square tests were carried out to test the impact ofIT use on 
the effectiveness of decision-making for the following hypotheses: 
H 13: There is a significant impact of IT usage for decision-making on the 
effectiveness of decision-making in organisations. 
H13a: There is a statistically significant difference between Kuwaiti private and 
government organisations in the perception that IT use will enhance the 
effectiveness of decision-making. 
H13b: There is a statistically significant difference in the perception of managers and 
employees in Kuwaiti private organisations that IT use will enhance the 
effectiveness of decision-making. 
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H13c: There is a statistically significant difference in the perspectives of managers 
and employees in Kuwaiti government organisations that IT use will enhance 
the effectiveness of decision-making. 
Table 7.58: Correlation matrix for the effectiveness of decision-making variables 
Decision Quality Overall Effectiveness 
Decision Quality 1 
Overall Effectiveness .97* 1 
* IndIcates correlatIOns sIgnIficant at the O.Olleve!. 
The overall effect of IT use on the effectiveness of decision-making in organisations 
in Kuwait was found, as presented in Table 7.59, to be significant (M = 3.77, t = 
18.79, and p = .000) as a majority of respondents indicated their agreement. By 
examining Table 8.26 in Appendix B, it was found that only 11.1 % of respondents 
indicated their disagreement, whereas a majority of respondents, comprising 69.9% of 
the total, agreed that the use of IT in their organisation has increased the effectiveness 
of their decision-making. Based on the findings, H13 can be held to be valid and 
therefore is accepted. 
Table 7.59: One-sample Hest for the overall impact ofIT use on the effectiveness of 
decision-making 
Mean Std. Deviation T Sig. (P value) 
Decision-Making Effectiveness 3.77 0.94 18.79 .000 
The cross-tabulation results presented in Table B.25 in Appendix B and the means 
presented in Table 7.61 show that private organisation respondents are positively 
more in agreement than their counterparts in government organisations that IT has 
enhanced the effectiveness of decision-making, scoring 79.6% and a mean of 4.00 
against 60.5% and a mean of 3.54 of their group types respectively. The Chi-square 
test results presented in Table 7.60 indicate that at a 5% significance level there is a 
difference in perception (p= .000) between private organisation respondents and 
government organisation respondents on the extent of the impact of IT use on the 
enhancement of decision-making effectiveness. Based on that, H 13 is accepted. It is 
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of importance to note that IT use has enhanced the decision-making effectiveness in 
both group types. However, its impact has been detected more in private groups than 
in government groups. 
The results of Table B.26 in Appendix B show that PM respondents are more 10 
agreement than PE respondents that IT use has enhanced the effectiveness of 
decision-making in their organisations, scoring 84.3% against 74.7% of their group 
type. In addition to that, the Chi-square test results presented in Table 7.60 indicate 
that at a 5% significance level there is a difference (p= .040) between PE and PM 
respondents' perceptions of the impact of IT use on the effectiveness of decision-
making. This was due to the fact that to satisfy the Chi-square test requirement of 
meeting the minimum expected cell count of 5, the categories of the 'disagree' and 
'unsure' responses were put together which led to this difference. Despite this 
difference, it was found that the majority of both groups' respondents show their 
agreement, whereas only a small percentage, which comprises 5.1 % of employees and 
2.0% of managers, indicated their disagreement to the investigated perception. Based 
on the Chi-square finding, H13a is accepted. 
In the same manner as in groups from private organisations, Table B.27 in Appendix 
B shows that government managers are more in agreement than employees that the 
use of IT in their organisation has enhanced the effectiveness of decision-making, 
scoring 69.9% against 54.5%, which also can be seen in Table 7.61 with a mean of 
3.75 against 3.41. The Chi-square test findings presented in Table 7.60, which is 
tested at a 5% significance level, show no difference (p= .062) in opinion between GE 
and GM respondents on the impact of IT use on the enhancement of the effectiveness 
of decision-making. Based on test results, H13b is rejected. It is important to indicate 
that respondents who stated their agreement with the investigated statement 
constituted a high percentage in each of the groups. 
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Table 7.60: Chi-square test of the impact of IT use on the effectiveness of decision-
making 
Private & Government Private Employees and Government Employees 
Organisation (13a) Managers (HI3b) and Managers (H13c) 
Decision-Making 
Effectiveness .000 .040 .062 
Table 7.61: Mean of the impact of IT use on the effectiveness of decision-making 
Private & Government Private Organisations Government 
Organisation (H13a) (H13b) Organisations (H 13 c) 
Private Government Employees Managers Employees Managers 
Decision-Making 4.00 3.54 3.93 4.09 3.41 3.75 Effectiveness 
7.3.8: Summary of Findings on the Impact of IT on Decision-Making 
Performance 
This section presents a summary of the findings of the previously tested hypotheses 
on decision alternatives, decision speed, and decision-making effectiveness, which are 
tabulated in four tables as follows: 
Table 7.62: Summary of the findings of the overall perception ofIT impact 
Dependent Variable Overall PerceOtion of IT Imoact 
Mean Si~nificance 
Decision-Alternatives 3.67 SiQnificant impact 
Decision Soeed 3.83 Si~nificant impact 
Decision-Makiru! Effectiveness 3.77 Si~nificant imoact 
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Table 7.63: Summary of the findings of the difference between private and 
government organisations 
Dependent Variable Difference in perception between rivate and ovemment organisations 
Private (M) Government (M) Sig. (P) Comments (ifsig.) 
Decision-Alternatives Private organisation saw 
3.95 3.40 .000 more impact on decision 
alternatives 
Decision Speed Private organisation saw 
4.02 3.65 .000 more impact on decision 
speed 
Decision-Making Private organisation saw 
Effectiveness 4.00 3.54 .000 more impact DO decision-
making effectiveness 
Table 7.64: Summary of the findings of the difference between the perception of 
employees and managers in private organisations 
Dependent Variable Difference in perception between rivate emplo ees and managers 
Employees (M) Managers (M) Sig. (P) Comments (ifsig.) 
Decision-Alternatives 3.94 3.96 .171 
Decision Speed 3.97 4.09 .507 
Decision-Making Manager are more in 
Effectiveness 3.93 4.09 .040 agreement than 
employees 
Table 7.65: Summary of the findings of the difference between the perception of 
employees and managers in government organisations 
Dependent Variable Difference in perception between government employees and managers 
Employees (M) Managers (M) Sig. (P) Comments (if sig.) 
Decision-Alternatives 3.28 3.58 .127 
Decision Speed Manager are more in 
3.49 3.89 .013 agreement than 
emoloyees 
Decision-Making 3.41 3.75 .062 Effectiveness 
7.4 Summary 
This chapter has presented the statistical testing of this study's hypotheses that were 
developed to test the impact of IT use on certain aspects of organisational structures 
and the decision-making processes in organisations in Kuwait. Using different 
statistical techniques, the three objectives of the research discussed in Chapter Three 
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have been fulfilled. The major findings that can be concluded from this chapter can be 
summarised in the following points: 
• With respect to the overall perceptions of the impact ofIT usage, it was found that 
the effect on the elimination of middle management jobs, the elimination of non-
managerial jobs, the growth of workload and the consequent required manpower, 
reduction in the hierarchy structures of organisations, and the routinisation of 
decision-making were not significant. The overall perceptions of the impact of IT 
on all the investigated variables are summarised in Table 7.66 as follows: 
Table 7.66: Summary of the findings of the overall perceptions on the impact ofIT 
Dependent Variable Overall Perception ofIT Impact 
Mean Significance 
Middle Management Job Elimination 2.77 No significant impact 
Non-Managerial Job Elimination 3.00 No significant impact 
Workload Growth & Manpower Hiring 2.82 No significant impact 
Organisational Hierarchv Structure 2.99 No significant impact 
Centralisation & Decentralisation of 3.29 Significant impact Decision-Making Authority 
Decision-Making Communication 3.70 Significant impact 
IT Computing and Processing Capabilities 3.43 Significant impact Impact on Decision-Making Participation 
IT Communication Capabilities Impact on 3.53 Significant impact Decision-Making Participation 
Job Complexity 3.68 Significant impact 
Routinisation of Decision-Making 2.85 No significant impact 
Decision-Alternatives 3.67 Significant impact 
Decision Speed 3.83 Significant impact 
Decision-Making Effectiveness 3.77 Significant impact 
• The findings of the comparative analysis of private and government organisations 
presented in Table 7.67 can be summarised by saying that there was a significant 
difference between private and government organisations on the extent of the 
impact of IT use on certain aspects of organisational structures and decision-
making processes, with private organisations being affected more than 
government organisations. However, there was no significant difference found 
with respect to the growth of workload and consequently the required manpower. 
Both groups stated their disagreement with the perception that IT use increased 
the workload and consequently manpower. 
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Table 7.67: Summary of the findings of the difference between private and 
government organisations 
Dependent Variable Difference in perception between rivate and overnment organisations 
Private (M) Government (M) Sig. (P) Comments (ifsig.) 
Middle Management Job Private organisation saw 
Elimination 3.22 2.34 .000 more impact on job 
elimination 
Non-Managerial Job Private organisation saw 
Elimination 3.29 2.72 .000 more impact on job 
elimination 
Workload Growth & 2.85 2.78 .683 Manpower Hiring 
Organisational Private organisation saw 
Hierarchy Structure 3.44 2.38 .000 more impact than 
government 
Centralisation & Private organisation saw 
Decentralisation of 3.61 2.98 .000 more impact than Decision-Making government 
Authority 
Decision-Making Private organisation saw 
Communication 4.02 3.39 .000 more impact on decision 
communication 
IT Computing and Private organisation saw 
Processing Capabilities 3.65 3.22 .000 more impact on decision Impact on Decision- participation 
Making Participation 
IT Communication Private organisation saw 
Capabilities Impact on 3.92 3.15 .000 more impact on decision Decision-Making participation 
Participation 
Job Complexity Private organisation saw 
3.87 3.50 .000 more impact on job 
complexity 
Routinisation of Government 
Decision-Making 2.97 2.74 .001 organisations impacted less than private 
organisations 
Decision-Alternatives Private organisation saw 
3.95 3.40 .000 more impact on decision 
alternatives 
Decision Speed Private organisation saw 
4.02 3.65 .000 more impact on decision 
speed 
Decision-Making Private organisation saw 
Effectiveness 4.00 3.54 .000 more impact on decision-
making effectiveness 
• As shown in Table 7.68, there was no significant difference in perception between 
employees and managers of private organisations on all the tested hypotheses, 
except for the hypotheses that investigated the impact of IT on middle 
management job elimination, non-managerial job elimination, organisational 
hierarchy structure reduction, and decision-making effectiveness. This significant 
176 
Hypotheses Testing 
difference was mainly due to the fact that employees gave more unsure responses 
than managers did on these hypotheses. 
Table 7.68: Summary of the findings of the difference between the perception of 
employees and managers in private organisations 
Dependent Variable Difference in perception between rivate empia ees and mana~ers 
Employees (M) Managers (M) Sig. (P) Comments (ifsig.) 
Middle Management Managers show 
Job Elimination 3.10 3.40 .006 more agreement on IT impact on job 
elimination 
Non-Managerial Job Managers show 
Elimination 3.23 3.37 .047 more agreement on IT impact on job 
elimination 
Workload Growth & 2.85 2.85 .900 Manl'ower Hiring 
Organisational Managers show 
Hierarchy Structure 3.32 3.63 .000 mOTe agreement than 
employees on IT 
impact 
Centralisation & 
Decentralisation of 3.61 3.61 .174 Decision-Making 
Authority 
Decision-Making 3.97 4.10 .395 Communication 
IT Computing and 
Processing Capabilities 3.63 3.69 .282 Impact on Decision-
Making Participation 
IT Communication 
Capabilities Impact on 3.85 4.02 .244 Decision-Making 
Participation 
Job Complexity 3.84 3.93 .791 
Routinisation of 2.88 3.11 .065 Decision-Making 
Decision-Alternatives 3.94 3.96 .171 
Decision Speed 3.97 4.09 .507 
Decision-Making Manager are more in 
Effectiveness 3.93 4.09 .040 agreement than 
employees 
• It was found that in most of the tested hypotheses, as shown in Table 7.69, there 
was no significant difference in perception between employees and managers in 
government organisations, except for middle management job elimination, growth 
of workload and consequently required manpower, hierarchy structure reduction, 
and decision speed. This difference was mainly due to more unsure responses by 
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GE for the first three mentioned hypotheses, and for the strong agreement 
responses on the last mentioned hypothesis, which was more on the part of GM 
than GE respondents. 
Table 7.69: Summary of the findings of the difference between the perception of 
employees and managers in government organisations 
Dependent Variable Difference in perception between government employees and managers 
Employees (M) Managers CM) Sig. (Pl Comments (ifsig.) 
Middle Management Managers show 
Job Elimination 2.36 2.30 .024 more disagreement to IT impact on job 
elimination 
Non-Managerial Job 2.67 2.80 .661 Elimination 
Workload Growth & Managers show 
Manpower Hiring 2.75 2.84 .000 more disagreement 
on IT impact on job 
elimination 
Organisational Managers show 
Hierarchy SbUcture 2.39 2.36 .000 more disagreement than employees on 
IT impact 
Centralisation & 
Decentralisation of 2.97 3.00 .768 Decision-Making 
Authoritv 
Decision-Making 3.29 3.55 .217 Communication 
IT Computing and 
Processing Capabilities 3.19 3.26 .154 Impact on Decision-
Makin. Particination 
IT Communication 
Capabilities Impact on 3.08 3.25 .545 Decision-Making 
Particination 
Job ComolexiiV 3.39 3.66 .150 
Routinisation of 2.71 2.79 .064 Decision-Makin. 
Decision-Alternatives 3.28 3.58 .127 
Decision Speed Manager are more in 
3.49 3.89 .013 agreement than 
employees 
Decision-Making 3.41 3.75 .062 Effectiveness 
The next chapter will present the discussion of these findings and show how they 
relate to relevant literature. 
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CHAPTER EIGHT 
DISCUSSION 
8.1 Introduction 
Discussion 
Based on the objectives of the study, four levels of analysis were carried out in the 
previous chapter to satisfY the study's three objectives. The results of the statistical 
analysis of the overall effect of IT use outlined in Chapter Seven suggest that there is 
a relationship between most of the research's dependent variables and the use ofIT in 
Kuwaiti organisations. It also indicates that there is a significant difference in the 
impact of IT usage on certain aspects of organisational structures and decision-
making processes between private and government organisations. Statistical analysis 
also indicates that in most of the tested hypotheses there were no significant 
differences in the perceptions of managers and employees in both private and 
government organisations regarding the extent of the impact of IT use on certain 
aspects of organisational structures and decision-making processes. The data analysis 
provided useful infonnation on the overall perceptions of organisations on the impact 
of IT on certain aspects of organisational structures and decision-making processes in 
Kuwait, the extent of differences and/or similarities in perceptions of this impact 
between private and government organisations, and the extent of differences and/or 
similarities in perceptions between employees and managers on the extent of the 
impact of IT on the aspects investigated. 
This chapter discusses the results of the statistical analysis in Chapter Seven in the 
light of the relevant literature. The chapter is divided into three main sections. The 
first section discusses the impact of IT use on certain aspects of organisational 
structures of organisations in Kuwait, based on findings from the self-administered 
questionnaires as well as the relevant literature. The second section concerns the 
impact of IT use on certain aspects of decision-making processes in organisations in 
Kuwait using the findings from the statistical results and relevant literature. The final 
section focuses on the differences between private and government organisations and 
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the differences in the perceptions of employees and managers in both private and 
government organisations regarding the impact of IT use on certain aspects of their 
organisational structures and decision-making processes. 
8.2 IT Impact on Organisational Structure 
In response to fast changing and competitive business environments, organisations are 
turning to business process re-engineering (BPR) and down sizing, involving 
significant investment in information technology (Thong et aI., 2000). Studies show 
that organisations turn to BPR and downsizing as a solution in times of economic 
difficulties, in order to: lower costs, remain competitive, increase flexibility, and 
improve responsiveness (Beheshti and Bures, 2000; Pinsonneault and Kraemer, 
2002). The findings of many studies have varied on how information technology 
affects the structure of organisations. In this study, the impact of IT use on three 
characteristics of organisational structure were studied and analysed. This section 
discusses the impact of IT use on employment, organisational hierarchical structure, 
and decision-making authority. 
8.2.1 IT Impact on Employment 
The impact of IT use on employment was examined in this research by investigating 
the impact of IT on middle management jobs, non-managerial jobs, and its effect on 
the growth of workload and consequent required manpower. The following three 
subsections discuss the impact of IT use on each of these aspects based on an analysis 
of the findings and the relevant literature. 
8.2.1.1 IT Impact on Middle Management Jobs 
Since the prediction of Laeavitt and Whisler (1958) that the introduction of 
information technology into organisations would lead to reductions in the number of 
middle managers, a great deal of speculation and research into how information 
technology would affect middle management jobs has been generated. The statistical 
results presented in Section 7.2.1.1 concerning the overall impact of information 
technology on the elimination of some middle management jobs in organisations in 
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Kuwait were not significant. They suggest that even though some organisations have 
experienced the elimination of some of their middle management jobs as a result of IT 
utilisation, in general, information technology has not led to a significant elimination 
of middle manager jobs in organisations in Kuwait. This is a surprising result, but to 
explore it further, it is necessary to consider the sub-groups in the sample. 
As the sample is differentiated into private and government organisations, the 
statistical results indicate that the two types of organisation do differ significantly on 
the extent of IT impact on middle management jobs. Compared to private 
organisations where IT significantly impacted on middle managers by eliminating 
some of their jobs, such elimination was not found to be significant in government 
organisations. It was also found that managers of each group type do differ 
significantly from their employees on their perceptions regarding the extent of IT 
impact on the elimination of middle management jobs as more employees show that 
they are unaware of any changes in their organisations. Despite this fact, IT use in 
private organisations has had a significant impact in eliminating some middle 
manager jobs as indicated by their employees and managers. The opposite is the case 
for their counterparts in government organisations. 
In addition to the earlier findings, the statistical results of variables that test the 
indirect impact of IT on some of the jobs and roles of middle managers were found to 
be significant. It was found that IT use in organisations in Kuwait has increased the 
exchange of information across the functional areas of organisations. It was also 
found that IT use has helped top management, as well as subordinates, to by-pass 
middle managers and access information directly. Finally, IT use has also contributed 
to a reduction in the information processing and co-ordination functions of middle 
managers. However, the statistical results show that, with respect to these four 
variables, private organisations have been impacted upon more than government 
organisations. Despite this significant difference, data suggest that with IT, the 
majority of organisations in both groups have experienced an increased exchange of 
information with other departments without the intervention of middle managers, 
increased direct access to information by subordinates, as well as top-managers, 
without the intervention of middle managers, and reductions in the information 
processing and co-ordination functions of middle managers. Moreover, the statistical 
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results show that there is no significant difference between employees and managers 
of private organisations on the examined variables concerning the impact of IT use, 
except on the variable which tests the impact of IT use on the reduction of 
information processing and co-ordination functions of middle managers. On the 
contrary, there is a significant difference between government employees and 
managers regarding their perception of the impact of IT on subordinates' and top 
managers' access to information, and the reduction in the information processing and 
co-ordination functions of middle managers. In that respect, managers have shown 
more agreement than employees. No significant difference was found between 
managers and employees in government organisations concerning their respective 
perceptions on the impact of IT use on information exchange between different 
departments. Despite these differences in opinion between employees and managers, 
the majority of managers and employees in private as well as government 
organisations have indicated that IT has impacted on these four variables. 
It is of importance to indicate here that an analysis of data from the private sector 
suggests that IT has had some reductive impact on middle management positions. 
However, when those data are put together with data from government organisations, 
analysis suggests that the overall effect of IT use has had no significant reductive 
impact on the numbers of middle managers in organisations in Kuwait. This is 
consistent with the findings of several studies, which suggest that IT does not bring 
about structural changes; rather it facilitates the maintenance of existing 
administrative structures (Kraemer and King, 1979; Laudon.l974; Perry and Kraemer, 
1979; Schwartz, 2002). In the case of Kuwait, a more direct explanation for this lack 
of significant impact is the fact that the public sector, which has more of a social 
agenda, remains by far, the more dominant. In that respect, the need for job creation 
and maintenance militates against any reductive effects on jobs that may be inherent 
in the introduction of IT. However, in considering statistical findings in private 
organisations, it can be concluded that these findings are consistent with many studies 
that support Leavitt and Whisler's (1958) prediction that information technology 
would reduce the number of middle managers in organisations (Brynjolfsson et aI., 
1988; Crowston et aI., 1987; Leavitt and Whisler, 1958; Pinsonneault and Kraemer, 
1997b; 2002). These authors and many others argue that middle managers have 
mainly informational roles and, as IT aids top managers in both downward and 
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upward communication activities, in addition to facilitating extra-departmental and 
lateral communications, as well as reducing the information processing activities of 
middle managers, it will bring about the elimination of some of middle management 
layers and thus fewer will be required (Child, 1984; Drucker, 1988; Malone et aI., 
1987; Hind and Kiesler, 1995; Hoos, 1960; Whisler, 1970). Such arguments 
complement the findings of this study with respect to the impact of IT use on some 
middle management jobs and roles in private organisations as stated earlier. In 
Kuwait, there is also intense competition among private sector organisations. 
Although this competition is predominantly focused on the internal Kuwaiti market, 
there is also, to a limited extent, an international dimension to it. In any case, as a 
result of this competition, private sector organisations have tended to use IT to 
enhance their competitive advantage, not merely through communication and 
processing efficiencies, but also as a mechanism for reducing labour costs. Moreover, 
because middle managers tend mainly to carry out informational roles that are more 
likely to be affected by the introduction of IT, downsizing programmes in private 
sector organisations tend to focus on the elimination of middle management positions. 
Unlike private organisations, the use of IT has not brought about any significant 
decrease in the numbers of middle managers in government organisations even 
though some of their jobs and roles have been significantly impacted on as a result of 
IT usage. These findings tend to contradict the conclusions of earlier studies regarding 
the elimination of some middle management jobs. At the same time, however, they 
also complement the findings of studies that conclude that IT is capable offacilitating 
upward and downward, as well as lateral communication, within and across functional 
areas, bypassing middle managers and reducing their information processing 
activities. The fact that there was no significant impact of IT use on the reduction of 
middle management positions in government organisations is consistent with the 
findings of other studies, which suggest that information technology tends to reinforce 
existing tendencies and is not likely to affect organisational structure in significant 
ways (George and King, 1991; Kraemer et aI., 1981). Some ofthese studies argue that 
a growth of middle management is a part of normal bureaucratic processes; a decline 
in their number usually requires a dramatic external stimulus such as a large loss of 
revenues, markets or monopoly power (Kraemer and Dedrick, 1997). The findings 
also support the argument that public organisations are influenced by their political 
environment whereas private organisations are influenced by their economic 
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environment (Heintze and Bretschneider, 2000) and that public organisations tend to 
have rigid hierarchies and more red tape in their personnel systems than private 
organisations (Bretschneider, 1993). These differences, as suggested by these authors, 
help to explain why there is a difference between private and government 
organisations regarding the extent of the impact of IT on organisations. In the 
particular context of Kuwait, the monopoly position enjoyed by government 
enterprises and their dominant social agendas, provide some explanation as to why, 
despite the effect of IT on some of the jobs of middle managers, the overall reductive 
impact of IT on middle management positions in these organisations is rather 
insignificant. 
8.2.1.2 IT Impact on Non-Managerial Jobs 
There has always been concern that information technology will impact on 
employment. The capability of IT in performing routine tasks such as book-keeping 
has led to concerns that IT will bring about the elimination of some non-managerial 
jobs. The statistical results presented in Section 7.2.1.2 show that there was no 
significant impact of IT use on the elimination of non-managerial jobs In 
organisations in Kuwait. As stated in Chapter Seven, all private and government 
organisations considered and examined in the investigation of the overall effect of 
information technology on the elimination of non-management jobs, and the findings 
relating to the insignificant overall effect of IT use on non-managerial jobs in Kuwaiti 
organisations were expected as a result of the negative responses of government 
organisations. The statistical results comparing private and government organisations 
show that there is a difference in the extent of IT impact on the elimination of non-
managerial jobs between the two groups. In contrast, for private organisations, IT has 
no significant impact on the elimination of non-managerial jobs and the number of 
clerical staff in government organisations (see Appendix C). The statistical results 
also suggest that, despite the significant difference in opinion between employees and 
managers of private organisations, a high percentage of each group agree that the 
utilisation of information technology in their organisation has helped in the 
elimination of non-managerial jobs such as clerical jobs. It also suggests that there 
was no significant difference between government employees and managers regarding 
their opinions on the impact of IT on the reduction in non-managerial positions. More 
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than half of each group type indicated disagreement with the proposition that IT use 
facilitates the elimination of some non-managerial jobs in their organisations. 
The ability of computers to perform more rapidly than humans and routinise tasks 
such as book-keeping, for example, has led to concerns that people would be replaced 
by computers (Kraemer and Dedrick, 1997). The effect of information technology on 
employment is still a matter of debate. Jobs such as those of secretaries, telephone 
operators, or bank tellers have definitely decreased as a result of the use of 
information technology (National Research Council, 1994). The net effect of IT use 
on organisations in Kuwait, in general, was found to contradict the findings and the 
conclusions of research suggest that the use of information technology, such as office 
automation, email, and electronic data interchange (EDI), would lead to the 
elimination of some non-managerial jobs (Beheshti and Bures, 2000; Kraemer & 
Dedrick, 1997; and Bird, 1980). This kind of finding, as stated earlier, is expected as a 
result of combining private and government organisations, in which government 
organisations have not experienced significant elimination of their non-managerial 
jobs. The finding regarding the significant impact of IT on the elimination of non-
managerial jobs in private organisations is found to be consistent with such 
conclusions. 
8.2.1.3 IT Impact on Workload and Manpower Hiring 
The impact of IT use on the growth of workload and consequently manpower hiring 
to handle it was found to be not significant with respect to its overall effect on 
Kuwaiti organisations. The statistical results in Section 7.2.1.3 show that information 
technology has not increased the workload and consequent manpower in organisations 
in Kuwait. It also suggests that there was no significant difference found between 
private and government organisations as a high percentage of each group type agreed 
that IT has not led to growth in workload and the manpower consequently required. In 
addition, managers and employees in private organisations have shown no difference 
in their opinion, whereas a significant difference was found between employees and 
managers in government organisations with regards to their perception of the impact 
of IT use on workload growth and manpower hiring as managers stated more than 
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employees that IT has not led to a growth In workload and consequently more 
manpower. 
The empirical research in IS indicates that information technology can facilitate 
changes in work environment by increasing individual efficiency and allowing fewer 
individuals to do the same amount of work (Beheshti and Bures, 2000; Budros, 1999; 
Brynjolfsson et. aI., 1994; Orlikowski, 1996; Danvenport and Short, 1990; Kimble 
and Mc1oughlin, 1995). This is because IT has the capability to take over most routine 
tasks through the automation process (Brynjolfsson et aI., 1994; Kraemer and 
Dedrick, 1997). The statistical data from earlier studies is consistent with the findings 
of the current study. It suggests that respondents in most of the participating 
organisations (both private and government organisations) believe that IT use has not 
increased workload or manpower requirements. It is assumed here that IT has not 
increased employees' workload, however, it did enable the reductions of workload 
through its capabilities such as task automation and information processing which 
should lead to fewer employees' handling information. 
8.2.1.4 Summary of the Findings and their Relation to Previous Studies 
A summary of the findings on the impact of IT on employment and their relation to 
previous studies are tabulated in Table 8.1 as follows: 
Table 8.1: Summary of findings on employment and their relation to previous studies 
Variable Relation to Previous Studies Observation 
Middle Management Job Partially support and contradict Government organisations have 
Elimination the studies of Leavitt and not eliminated jobs, whereas 
Whisler (1958). Brynjolfsson et private ones have. 
al. (1988), Crowston et al. 
(1987, and Pinsonneault and 
Kraemer (2002) 
Non-Managerial Job Partially support and contradict Government organisations have 
Elimination the studies ofBures (2000). not eliminated jobs, whereas 
Kraemer & Dedrick (1997), and private ones have 
Bird (1980) 
Workload Growth & Manpower Consistent with other studies of There was no workload growth 
Hiring Beheshti and Bures (2000), and no more manpower 
Budros (1999), Brynjolfsson et. requirement 
al. (1994), and Orlikowski 
(1996) 
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8.2.2 IT Impact on Organisational Hierarchy Structure 
Nowadays, in this fast growing economic environment, organisations are turning to 
BPR and downsizing to remain competitive, lower their costs, and enhance the 
flexibility and the responsiveness of their businesses (Beheshti and Bures, 2000; 
Pinsonneault and Kraemer, 2002). Many researchers believe that old formal 
organisational structures are not meeting the demands of the fast changing economic 
and business environment (Applegate et aI., 1988). Information technology has been 
found to have a significant impact on organisational forms (Brynjolfsson et aI., 1994; 
Scott Morton, 1991). The statistical results in Section 7.2.2 indicate that IT has no 
significant reductive impact on the hierarchical structure of organisations in Kuwait. It 
was found that, in considering the overall effect of IT use on Kuwait private and 
government organisations, more than a third of the respondents felt that IT use in their 
organisation has not played any role in making their organisations become smaller in 
size and flatter in structure. This, as was said earlier in the chapter, reflects the 
situation when all types of organisation are considered. On the other hand, it was 
found that IT has significantly impacted on the structure of private organisations 
making them smaller and flatter. Such impact was found to be not significant in 
government organisations (see Appendix C). There was a significant difference in 
perception between private and government organisations with regards to the impact 
of IT on the reduction of their hierarchical structure. Unlike private sector 
respondents, most respondents in government organisations indicated that IT has not 
led their organisations to become smaller and flatter. In addition, it was found that, 
despite the fact that a high percentage of employees and managers in private 
organisations agreed that IT use has led to their organisations becoming smaller and 
flatter, a significant difference exists in their opinions. In that respect, the views of 
managers are more supportive of this hypothesis than those of ordinary employees. 
Moreover, a significant difference was found between government employees and 
managers with regards to the perception that IT use has led their organisations to 
become smaller and flatter. However, in the case of government organisations, even 
though a high percentage of both employees and managers indicated their 
disagreement with the examined proposition, managers showed more disagreement 
than employees did. 
187 
Discussion 
The statistical results for private organisations were found to be consistent with some 
of the existing literature. Mullins (2002) stated that organisations are moving towards 
downsizing and the creation of flatter organisational structures as a result of the 
advancement in information technology and the need for improved efficiency, 
effectiveness, productivity and competitiveness. Hoffman (1994) stated that, as a 
result of the failure of old organisational forms to cope with the fast changing 
competitive environment and the fast advancement in technology, and information 
technology in particular, new organisational forms, which rely strongly on the use of 
information technology are emerging (Applegate et ai, 1988; Hoffman, 1994). The 
inclusion of data from government organisations has made the statistical results of the 
overall effect of IT on organisations in Kuwait somewhat inconsistent with earlier 
literature. Bretschneider (1993) argued that public sector organisations have a rigid 
hierarchy, which is reflected in the statistical data from this study. It is assumed here, 
that even though information technology has been widely utilised in Kuwaiti 
government organisations, it is used to enforce old forms of authority and 
organisational structure. This assumption is even more credible when one takes into 
account the fact that an analysis of the aggregate data (for both private and 
government organisations), suggests no significant impact of IT on the reduction of 
middle management positions. One can extrapolate, therefore, that an analysis of 
related data from the same sources on the effect of IT on organisational hierarchy 
structures would also suggest no significant impact ofIT on organisational structures. 
8.2.3 IT Impact on Decision-Making Authority 
Over the years, many authors have discussed whether IT has a centralising and/or 
decentralising effect on decision-making (Anderson, 200 I; Heintzi and Bretschneider, 
2000; Huber, 1990; King, 1983; Whisler, 1970; Kraemer and Dedrick, 1997). The 
conclusions of the literature have tended to vary. Some studies argue that IT use leads 
to the centralisation of decision-making, but others believe that IT use has a 
decentralising effect on decision-making. Still others suggest that IT can have both a 
centralising and decentralising effect on the decision-making processes of 
organisations (Bird and Lehrman, 1993; Huber, 1990; George and King, 1991; 
Klatzky, 1970; Reif, 1972; Whisler, 1970). 
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The data analysis in Section 7.2.3 regarding the impact of IT on centralisation! 
decentralisation of decision-making has been found to be significant with respect to 
the overall effect on Kuwaiti organisations. Half of the respondents indicated that IT 
use has affected the decision-making authority in their organisation. Out of these 
respondents, participants who stated that there was a change toward decentralisation 
in their organisation's decision-making authority in the last five years were found to 
be more numerous than those who stated that there was a change toward 
centralisation. The statistical results also show that there is a significant difference 
between private and government organisations regarding the impact of IT on 
decision-making authority. IT has significantly affected the decision-making authority 
in private organisations whereas no significant impact was found in government 
organisations (see Appendix C). Also, out of the majority of respondents from private 
organisations who agreed that IT impacted on the decision-making in their 
organisations, those who indicated that there was a change toward decentralisation 
were more numerous than those who stated that the change had been toward 
centralisation in the last five years. Government organisation respondents who agreed 
with the examined proposition constituted about one third of the total number of 
respondents. No big difference was found between respondents who indicated that the 
decision-making authority had been changed towards decentralisation in the last five 
years and those who indicated the change had been towards centralisation. Moreover, 
there was no difference found in employees' and managers' opinions in private 
organisations with regards to the investigated hypothesis, as the majority of both 
groups agreed that IT had affected the decision-authority in their organisations. As 
with respondents from government organisations, there was no difference in opinion 
between employees and managers with regards to the effects of IT on the decision-
making authority. Opinion among respondents was evenly divided between 
disagreement, unsure and agreement with the investigated hypothesis. 
The statistical findings of IT impact on decision-making authority in private 
organisations were found to be consistent with many studies. Kraemer and Dedrick 
(1997) suggested that IT per se is neither a centralising nor decentralising influence, 
but it is the context in which IT is used that determines its influence. It was mentioned 
earlier that IT had a decentralising effect on the decision-making authority in private 
organisations. This proposition is consistent with the arguments of researchers who 
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suggested that advancements in infonnation technology would lead to the 
decentralisation of the decision-making authority (Huber. 1990; Kraemer et aI., 1997). 
The trend toward decentralisation can be explained by the desire of top managers to 
pennit decisions to be taken at lower levels to reduce the time it takes for 
organisational units to respond to problems and/or, as a strategy to give autonomy to 
subordinates (Huber, 1990). Infonnation technology allowed lower level units to 
access infonnation and to clarify infonnation in a timely manner leading to quicker 
and better decisions (Anderson and Segars, 2001; Huber, 1990). 
Statistical analysis of the data suggested that IT use had no significant impact on the 
decision-making in government organisations. These findings support some of the 
literature that argues that IT use has not brought about significant change to decision-
making authority, as infonnation technology has been used in ways that maintain the 
existing administrative structure (Kraemer and King, 1997; Laudon, 1974; Perry and 
Kraemer, 1979), centralise control (Danziger et aI., 1993; Robey, 1981), and enhance 
power for those in positions of authority (Markus, 1983; Kraemer and Dedrick, 1997; 
Zuboff, 1988). Kraemer (1991) illustrates that infonnation technology use reinforces 
the existing structure of authority, and centralises communication and power in 
organisations. 
Clearly, these findings are consistent with Kraemer and Dedrick's (1997) notion that 
context represents a more detennining factor as to whether IT would have a 
centralising or decentralising effect on decision-making authority. The fact that 
perceptions suggested that IT has had a decentralising effect in the private sector, 
indicates the commercial character of organisations in that sector and the flexibility 
that IT can offer to enhance those objectives. This is in contrast to government 
organisations, which are not under such competitive pressures and therefore have very 
little need for flexibility. In the case of the latter, as elsewhere, one can assume that in 
Kuwait, IT is used to reinforce existing rigid hierarchical authority structures. 
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8.2.4 Summary of the Findings and their Relation to Previous Studies 
A summary of the findings on the impact of IT on organisational hierarchy structure 
and decision-making authority and their relation to previous studies are tabulated in 
Table 8.2 as follows: 
Table 8.2: Summary of findings on organisational hierarchy and decision-making 
authority and their relation to previous studies 
Variable Relation to Previous Studies Observation 
Organisational Hierarchy Partially support and contradict IT impacted on private organisations 
Structure the studies of Mull ins (2002), to become smaller flatter ones, 
Hoffman (1994), and Applegate whereas no such impact was seen in 
et al. (1988) government organisations 
Centralisation & Partially support and contradict The centralisation / decentralisation 
Decentralisation of the studies of Bird and Lehrman of decision-making authority has not 
Decision-Making Authority (1993), Huber (1990), George changed in government 
and King (1991), and Kraemer organisations, whereas private 
and Dedrick (1997) organisations are significantly 
impacted. 
8.3 IT Impact on Decision-making Processes 
The impact of information technology on decision-making processes and activities 
has long captivated IS researchers (Teng and Calhoun, 1996). Scholarly attention can 
be traced back to Leavitt and Whisler (1958) who predicted that the use of computers 
would impact on the decision-making authority and processes of organisations. Since 
then, research on IT and decision-making has developed over the years, resulting in a 
diverse array of literature (Davis and Kottemann, 1994; Dennis et aI., 1990; Cheney 
and Dickson, 1982; Sanders et aI., 1984; Sharda, 1988; Huber, 1984, 1990, Teng and 
Calhoun, 1996). These studies range from controlled laboratory studies and field 
investigations to conceptual analysis. In this study, the impact of IT on some of the 
decision-making processes and activities were studied and analysed. This section will 
discuss the impact of IT use on decision communications, participation, job 
complexity, decision routinisation, decision alternatives, decision speed, and decision-
making effectiveness in the light of relevant literature. 
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8.3.1 IT Impact on Decision Communications 
Huber (1984) suggested that advanced information technology would enhance 
organisations' communications, which facilitate communication between people 
inside and outside the organisation. The statistical findings presented in 6.7.1 indicate 
that the majority of private and government organisations that use information 
technology have increased co-worker communications within and across departments 
between management and subordinates, as well as between subordinates and 
management. It was found that the private organisation group showed more 
agreement than their counterparts in the government organisation group. As 
mentioned in Chapter Five, four statements were used to measure the extent of IT 
impact on organisational decision-making communications. The analysis presented in 
Section 7.3.1 suggests that the overall effect of IT use on organisations in Kuwait in 
general, has significantly enhanced organisational decision-making communications. 
It was also found that there is a significant difference on the extent of IT impact on 
decision communication between private and government groups. Even though IT has 
significantly enhanced organisation decision communication in both organisation 
group types (see Appendix C), the extent of such impact was found to be more in 
private organisations than government organisations. In addition to that, the statistical 
analysis suggests that there is agreement in perceptions between private employees 
and managers, as well as employees and managers in government organisations, on 
the impact ofIT on decision communications in their organisations. 
All the statistical findings on the extent of IT impact on decision-making 
communication bear out some previous works. Keen (1981) suggests that the use of 
DSS has improved organisational communication. Some other authors suggested that 
the use ofIT will extend peer-to-peer communication as a result ofIT's capability to 
cross-departmental boundaries and its capability to connect geographically dispersed 
peers (Huber, 1984; Flynn, 1984; Kraemer and Dedrick, 1997; Peiton, 1993; Rockart 
and Short, 1989; Teng and Calhoun, 1996; Sanders et aI., 1984; Snizek, 1987). 
Sproull and Kiesler (1986) argued that the use of e-mail would lower communication 
barriers between different status levels, increasing supervisors' and subordinates' 
communications and vice versa. The findings of the study on the impact of IT on 
decision communication reinforce the findings of all these previous studies. It can be 
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concluded that the use of IT in Kuwaiti organisations, whether private or government, 
has increased organisational decision communication and facilitated more 
communication between co-workers, both across departments and in more vertical 
communications. 
While the reason for this phenomenon can be obvious in the case of private 
organisations, where competition dictates that decisions are promptly communicated, 
an entirely different explanation may be the case for government organisations. In the 
case of government organisations, where competitive pressures are less relevant, the 
increase in decision communication could be attributed to the fact that those in 
positions of authority use the communication capabilities ofIT as a means to entrench 
and reinforce their position of authority. They could do this by ensuring that the 
decisions they make are communicated as widely and promptly as possible and, at the 
same time, ensure that the decisions of their subordinates are communicated to them 
as quickly as possible. That way, they are able to overturn decisions that they deem 
unsound or inappropriate before they are implemented. 
8.3.2 IT Impact on Decision-Making Participation 
Huber (1990) theorised that advanced information technology use will lead to greater 
participation in the decision-making process. Teng and Calhoun (1996) contend that 
the communication dimension of IT will engender more participation than the 
computing and processing dimension of IT. The statistical results presented in Section 
7.3.2 show that the use of IT computing and processing capabilities in Kuwaiti 
organisations has significantly increased the participation of employees in the 
decision-making process. It was also found that employees' participation in both 
private and government organisations is significantly affected by the use of IT 
computing and processing capabilities, and there is a significant difference between 
the two sectors with regards to the extent of the impact of IT computing and 
processing dimensions. No difference was found between employees and managers in 
each of the groups with regards to employees' participation. These findings are 
consistent with previous literature that suggests that the use of IT will empower new 
participants to access available data, to pay attention to issues and more effectively 
influence decision-making, which will promote team decision-making (Innes, 1988; 
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Rockart and Short, 1989). With respect to the impact of the communication dimension 
of IT on employees' participation in the decision-making process, the statistical 
findings indicate that, in general, the communication dimension of IT has increased 
employee participation in the decision-making process in organisations in Kuwait. It 
also indicates that there is a difference in perception on the extent of the impact of the 
IT communication dimension on employee participation between private and 
government organisations. Findings also suggest that the communication dimension 
of IT has increased employee participation more than the computing and processing 
dimension of IT in private organisations. Such an effect was not applicable in the case 
of government organisations, where no significant difference was found between the 
impact of IT computing and processing capabilities and the communication dimension 
of IT on employees' participation. Also the results suggest that private organisations 
are utilising the communication dimension of IT, which increased their employees' 
participation in the decision-making process more than government organisations did. 
The findings concerning Kuwaiti private organisations adds credibility to Teng and 
Calhoun's (1996) contention that use of the communications dimension of IT will 
engender more participation in the decision-making process than the computing and 
processing dimension ofIT. In addition to the explanation given elsewhere (see 8.4), I 
would suggest that the relative inability of IT to enhance greater decision-making 
participation has to do with the rigid administrative systems of government 
organisations. 
8.3.3 Summary ofthe Findings and their Relation to Previous Studies 
A summary of the findings of the impact of IT on decision communication and 
decision-making participation and their relation to previous studies are tabulated in 
Table 8.3 as follows: 
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Table 8.3: Summary of findings on decision communication and decision-making 
participation and their relation to previous studies 
Variable Relation to Previous Studies Observation 
Decision-Making Consistent with previous studies Private organisations impacted 
Communication of Huber (1984), Keen (1981), more than government 
Kraemer and Dedrick (1997), organisations 
Teng and Calhoun (1996) 
IT Computing and Processing Consistent with previous studies Private organisations 
Capabilities Impact on Decision- ofInnes (1988, Rockart and experienced participation more 
Making Participation Short (1989), Teng and Calhoun 
(1996), and Huber (1990) 
than government organisations 
IT Communication Capabilities Consistent with previous study Private organisations 
Impact on Decision-Making ofTeng and Calhoun (1996) experienced participation more 
Participation than government organisations 
8.3.4 IT Impact on Job Complexity 
The debate over whether IT use reduces or increases the skills associated with a 
particular work role has been going for a long time (Kraemer and Dedrick, 1997). 
Teng and Calhoun (1996) stated that managers who use IT in doing their work to 
explore and manipulate their environment would perceive their work environment as 
more complex. The statistical findings presented in Section 7.3.3 suggest that the 
overall effect of IT use for decision-making on job complexity was significant in 
organisations in Kuwait. It was found that employees and managers in Kuwaiti 
organisations, who are using IT in doing their work, are using high and varied skills in 
doing these jobs. It was also found that IT use has significantly affected the job 
complexity in private and government organisations in Kuwait. The impact was found 
to be greater in private organisations than government organisations. Moreover, the 
results of the statistical analysis show that there is an agreement in opinion regarding 
the effects of IT use on job complexity between employees and managers of private 
organisations as well as government organisations. It can be concluded that private 
organisation respondents perceive their work environment to be more complex as a 
result of IT use than their counterparts in government organisations. I would suggest 
that one of the main reasons for this is the need for job security. In that respect, 
private organisation employees associate job security and upward mobility with 
enhanced IT skills. The statistical data support Millan and Hartwick' s (1987) study in 
which they found that more than 70% of middle managers reported that office 
automation has increased the variety of job skills they need in their work. Nath (1990) 
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stated that LANs made their users' jobs much easier and improved their skilllevesl. It 
also supports Teng and Calhoun (1996) who found that the use of IT for decision-
making had upgraded and improved managers' skills by using variety and different 
levels of skills in doing their jobs, which led to more job satisfaction. 
8.3.5 IT Impact on the Routinisation of Decision-Making 
Huber (1984) suggested that the use of IT would induce greater routinisation of 
decision-making through the programming of decisions. The hypotheses testing in 
Section 7.3.4 shows that IT use in organisations in Kuwait in general has no 
significant impact on the routinisation of decision-making. The findings also suggest 
that, despite the high frequency in respondents' disagreement to the proposition that 
IT impacts on the routinisationof decision-making, private organisation respondents 
show more agreement than government organisation respondents. In addition to that, 
the findings show that there were no significant differences in opinion with regards to 
the effects of IT on decision routinisation between employees and managers in private 
organisations as well as government organisations. The study findings do not support 
Huber's (1984) contention that the use of IT will induce more decision routinisation. 
It is also inconsistent with Teng & Calhoun's (1996) conclusion that IT use has 
induced great routinisation in operational decision-making. The fact that respondents 
do not agree that the use of IT has led to a routinisation of decision-making, suggests 
that the extent to which IT will impact on decision-making routinisation depends on 
management's willingness to routinise decision-making. In the case of organisations 
in Kuwait, it would seem that while management is willing to use IT to enhance 
aspects of the decision-making processes, they are far more reluctant to allow IT to 
impinge on their authority to make those decisions. 
Despite the findings of the hypotheses testing, the statistical findings presented in 
Section 6.7.4 show that the majority of respondents in private and government 
organisations agree that IT use has led to the automation of some of their previous 
work. There is, however, greater agreement among respondents in private 
organisations than in government organisations. It also shows that IT use has led some 
of the work of these organisations to become repetitive and routine. This tendency is, 
however, stronger among private organisation respondents than those in government 
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organisations. These findings support Kraemer and Dedrick (1997) that IT modelling 
capability will reduce large amounts of information to key indicators, which can be 
used by decision makers. It also confirms previous work by Cheney & Dickson 
(J 982) and Teng and Calhoun (1996), who found that IT use in decision-making has 
increased the decision programming and helps in making previous work become more 
repetitive. 
8.3.6 Summary of the Findings and their Relation to Previous Studies 
A summary of the findings of the impact ofIT on job complexity and the routinisation 
of decision-making and their relation to previous studies are tabulated in Table 8.4 as 
follows: 
Table 8.4: Summary of findings on job complexity and the routinisation of decision-
making and their relation to previous studies 
Variable Relation to Previous Studies Observation 
Job Complexity Consistent with previous studies Private organisations impacted 
ofTeng and Calhoun (1996), more than government 
Kraemer and Dedrick (1997), organisations 
Millan and Hartwick (1987), 
and Nath (I 990) 
Routinisation of Decision- Contradict previous studies of No significant impact, however 
Making Huber (1984), Teng and private organisation experienced 
Calhoun (1996) more decision-making 
routinisation than government 
ones. 
8.3.7 IT Impact on Decision-Making Performance 
Many authors speculated that the use of information technology would affect 
decision-making performance (Davis, 1984; Huber, 1984, 1990; Isenberg, 1984; 
Kasper and Cerveny, 1984, Sharda et aI., 1988; Kendall and Sculdt, 1993). Molly and 
Schwenk (1995) concluded that the use of IT does improve the efficiency and more 
importantly, the effectiveness of decision-making. They found that the use of 
information technology for processing data improved accuracy, sophistication, and 
completeness of analysis. These, in turn lead to the generation of more decision 
alternatives, increased decision speed, and improvement in the quality and 
effectiveness of decisions. On the same basis as before, this section discusses the 
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impact of IT use on decision alternatives, decision speed, and decision-making 
effectiveness using the findings of the statistical analysis and relevant literature. 
8.3.7.1 IT Impact on Decision Alternatives 
The effect of IT use on decision making by generating more decision alternatives has 
been discussed by many authors. Huber (1990) argued that increased participation in 
the decision-making process as a result of IT use would generate more decision 
alternatives. An earlier study by Cats-Baril and Huber (1987) found that, as a result of 
using information technology, the number of alternatives examined by subjects has 
been increased. The statistical analysis of data from the current study shows that, in 
general, IT use in organisations in Kuwait has significantly led to the generation of 
more decision alternatives. It was also evident from the hypotheses testing that there 
was a significant difference in the extent of the impact ofIT use on the generation of 
more decision alternatives between private and government organisations. The 
statistical results presented in Appendix C show that IT use has significantly impacted 
on private organisations more than government organisations. No differences were 
found between the perceptions of employees and managers of both private and 
government organisations with regards to the extent of the impact of IT on facilitating 
the generation of more decision alternatives. 
The statistical analysis supports the conclusions of most IS literature. As suggested by 
many IS researchers, using IT for decision-making will generate more decision 
alternatives (Huber, 1990; Cats-Baril and Huber 1987; Teng and Calhoun, 1996; Yoo 
and Digman, 1987; Alvi, 1993; Gessner et aI., 1994; Leinder and Elam, 1993). It can 
be concluded that IT use in decision-making has significantly impacted on the 
decision solution alternative capabilities of Kuwaiti organisations (both private and 
government). This effect is, however, found to be greater in private organisations than 
government organisations. The relative significance of the impact on private sector 
organisations suggests that perhaps private organisations in Kuwait also allow greater 
employee participation in the decision-making processes than government 
organisations, whose rather rigid decision-making structures and processes are less 
amenable to greater participation (Huber, 1990). 
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8.3.7.2 IT Impact on Decision Speed 
The impact of IT use on decision-making speed was investigated in this study. IS 
literature suggests that the use of IT in the decision-making process will increase the 
speed of decision-making. The hypotheses testing presented in Section 7.3.5.3, 
suggests that the utilisation of IT in the decision-making process in organisations in 
Kuwait has significantly increased the decision speed. It also found that there is a 
significant difference between private and government organisations in the extent of 
IT impact on the decision speed in their respective organisations. Despite the 
significant impact of IT use on decision speed in both private and government 
organisations (see Appendix C), the statistical results show that private organisations 
are more in agreement than their counterparts in government organisations. It was 
also found that there is an agreement in opinions between employees and managers in 
private organisations on the extent ofIT's impact on increasing the decision speed in 
their organisations. Differences in opinion were found in government organisations, 
as managers showed more agreement than employees with the proposition that IT has 
increased the speed of decision-making. 
The findings of the current study are consistent with the findings and conclusions of 
several IS researchers. It was argued that IT use will enable immediate access to 
information needed by decision makers and this will enhance their decision-making 
speed (Huber, 1984, 1990; Yoo and Digman, 1984; Hohn, 1986; Leinder and Elam, 
1993). It can be said that the use of information technology in organisations in Kuwait 
in general, has increased the decision speed in private organisations more than it has 
in government organisations. 
8.3.7.3 IT Impact on Decision-Making Effectiveness 
The impact of IT use on the effectiveness of decision-making has been discussed by 
many IS researchers. Molly and Schwenk (1995) concluded that an improvement in 
the quality of the performance of all decision-making activities, brought about as a 
result of information technology use, would lead to higher quality and more effective 
decisions. The analysis presented in Section 7.3.5.3 shows that the effectiveness of 
decision-making has been improved as a result of IT utilisation in organisations in 
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Kuwait. However, it has been found that there is a significant difference between 
private and government organisations on the extent of IT impact on the effectiveness 
of decision-making. Despite the significant improvement in the effectiveness of 
decision-making in private as well as government organisations (see Appendix C), 
private organisations were found to be more in agreement than government 
organisations that IT has improved the effectiveness of decision-making. Also the 
analysis suggests that employees and managers in private organisations have shown 
some differences in their opinions regarding the extent of the impact of IT on the 
effectiveness of decision-making, even though a majority of employees and managers 
indicated their agreement that IT use has improved the effectiveness of their 
organisation's decision-making. No differences in opinion were found between 
government employees and managers on the extent of IT impact, as a high frequency 
of both groups indicated their agreement that IT use has led to an improvement in the 
effectiveness of decision-making in their organisations. 
In that respect, the findings were found to support some key IS literature. Huber 
(1984) contended that IT usage in decision-making increases the effectiveness of 
organisational decision-making. They also support Teng and Calhoun (\996) who 
reported that IT use will improve the effectiveness of decision-making. They stated 
that, as managers rely on IT in their decision-making, they become aware of its 
contribution in enhancing the effectiveness of decision-making. The analysis 
presented earlier, as well as the findings highlighted in Section 6.7.5, show that a 
majority of private organisation respondents and a high frequency of government 
organisation respondents agree with the view that IT use has enhanced the decision 
quality and the overall effectiveness of decision-making. These findings were found 
to be consistent with previous IS literature. Huber (1990) proposed that IT use would 
lead to higher quality decisions. Others, such as Molly and Schwenk (1995) and Teng 
and Calhoun (\ 996) found that IT use has contributed to the improvement of the 
quality and the effectiveness of decision-making. It can be concluded that IT use in 
Kuwait organisations in general has contributed to the improvement of organisational 
decision making, and this effect was found to be greater in private organisations than 
government organisations. 
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The significant difference between perceptions on the impact of IT on the decision-
making effectiveness between private and government organisations could be 
attributed to the bureaucratic systems within government organisations. In that case, 
despite the relative impact ofIT, the effectiveness of decision-making is hindered by a 
bureaucratic system characterised by extreme rigidity, turbulence, interruptions and 
conflicts (Schwenk, 1990). 
8.3.7.4 Summary of the Findings and their Relation to Previous Studies 
A summary of the findings of the impact of IT on decision alternatives, decision 
speed, and decision-making effectiveness and their relation to previous studies are 
tabulated in Table 8.5 as follows: 
Table 8.5: Summary of findings on decision alternatives, decision speed, and 
decision-making effectiveness and their relation to previous studies 
Variable Relation to Previous Studies Observation 
Decision-Alternatives Consistent with previous studies More decision alternatives in 
of Huber (1990), Cats-Bari! and private organisations than 
Huber (1987), Teng and government ones 
Calhoun (1996), Gessner et al. 
(1994) 
Decision Speed Consistent with previous studies Decision speed increased more 
of Huber (1990), Yoo and in private than government 
Digman (1984), Hohn (1986), 
and Leinder and Elam (1993) 
organisations 
Decision-Making Effectiveness Consistent with previous studies Decision-making effectiveness 
of Huber (1990), Molly and increased more in private 
Schwenk (1995), Teng and organisations than government 
Calhoun (1996) organisations 
8.4 Differences and Similarities 
It was stated in Chapter Three that IS researches have been mainly focused on private 
sector organisations with regards to the impact of IT on organisational structures and 
decision-making processes (Schwarz, 2002; Kraemer & Dedrick, 1997; Heintzi & 
Bretschneider, 2000). Kraemer and Dedrick (1997) stated: "while research that 
compares computing in the public and private sectors is scarce, it is clear that the two 
sectors operate in different environments and face different managerial demands". 
Many differences exist between private and government organisations in terms of 
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incentives, operations, structures, personnel management systems, and technology 
assimilation (Aladwani, 2002). Comparative studies between private and government 
organisations usually suggest that private organisations are deemed to be more 
effective than government organisations (Pahizgari and Gilbert, 2004). These 
differences suggest that findings and conclusions drawn from such studies on private 
sector organisations may not be necessarily relevant in public sector organisations. 
Thus, as presented in Table 8.6, the extent of the impact of information technology on 
certain aspects of organisational structures and decision-making processes may vary 
between government and private organisations. 
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Table 8.6: Summary of findings on all tested variables 
Variable Relation to Previous Studies Observation 
Middle Management Job Partially support and contradict the Government organisations have 
Elimination studies of Leavitt and Whisler not eliminated jobs, whereas 
(1958). Brynjolfsson et al. (1988), private ones have. 
Crowston et al. (1987, and 
Pinsonneault and Kraemer (2002) 
Non-Managerial Job Partially support and contradict the Government organisations have 
Elimination studies ofBures (2000), Kraemer & not eliminated jobs, whereas 
Dedrick (1997), and Bird (1980) private ones have 
Workload Growth & Consistent with other studies of There was no workload growth 
Manpower Hiring Beheshti and Bures (2000), Budros and no more manpower 
(1999), Brynjolfsson et. al. (1994), requirement 
and Orlikowski (I 996) 
Organisational Hierarchy Partially support and contradict the IT impacted private organisations 
Structure studies of Mull ins (2002), Hoffman to become smaller flatter ones, 
(1994), and Applegate et al. (1988) whereas no such impact was seen 
in government organisations 
Centralisation & Partially support and contradict the The centralisation / 
Decentralisation of studies of Bird and Lehrman (1993), decentralisation of decision-
Decision-Making Huber (1990), George and King making authority has not changed 
Authority (1991), and Kmemer and Dedrick in government organisations, 
(1997) whereas private organisations are 
significantly impacted. 
Decision-Making Consistent with previous studies of Private organisations impacted 
Communication Huber (1984), Keen (1981), Kmemer more than government 
and Dedrick (1997), Teng and organisations 
Calhoun (1996) 
IT Computing and Consistent with previous studies uf Private organisations experienced 
Processing Capabilities Innes (1988, Rockart and Short participation more than 
Impact on Decision- (1989), Teng and Calhoun (1996), government organisations 
Making Participation and Huber (1990) 
IT Communication Consistent with previous study of Private organisations experienced 
Capabilities Impact on Teng and Calhoun (1996) participation more than 
Decision-Making government organisations 
Participation 
Job Complexity Consistent with previous studies of Private organisations impacted 
Teng and Calhoun (1996), Kraemer more than government 
and Dedrick (1997), MiIlan and organisations 
Hartwick (1987), and Nath (1990) 
Routinisation of Contradict previous studies of Hub er No significant impact, however 
Decision-Making (1984), Teng and Calhoun (1996) private organisations experienced 
more decision-making 
routinisations than government 
ones. 
Decision-Alternatives Consistent with previous studies of More decision alternatives in 
Huber (1990), Cats-Baril and Huber private organisations than 
(1987), Teng and Calhoun (1996), government ones 
Gessner et al. (1994) 
Decision Speed Consistent with previous studies of Decision speed increased more in 
Huber (1990), Yoo and Digman private than government 
(1984), Hohn (1986), and Leinder organisations 
and Elam (I993) 
Decision-Making Consistent with previous studies of Decision-making effectiveness 
Effectiveness Huber (1990), Molly and Schwenk increased more in private 
(1995), Teng and Calhoun (1996) organisations than government 
organisations 
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The statistical analysis presented earlier in the chapter discussed the impact of IT use 
on certain aspects of organisational structures and decision-making processes in 
private and government organisations in Kuwait. With respect to IT impact on aspects 
of organisational structures of these organisations, findings show that there is a 
significant difference between private and government organisations regarding the 
extent of IT impact on the elimination of middle management jobs, non-managerial 
positions, reductions III organisational hierarchies, and the centralisation! 
decentralisation effects on decision-making authority. No significant difference was 
found regarding growth in workload and consequently manpower requirements as 
both groups stated their agreement that the use of IT in their organisations has not 
increased workload and therefore there has been no increase in manpower 
requirements. It was also found that IT use has significantly impacted on middle 
management jobs, non-managerial jobs, organisations' hierarchical reduction, and 
decision-making authority in private organisations, whereas no significant impacts 
were found in government organisations (see Appendix C). With respect to IT impact 
on workload growth and consequently increase in manpower requirements, there was 
significant impact in both private and government organisations, as both groups stated 
that IT use has not increased manpower hiring because there was no significant 
increase in workloads (see Appendix C). Such significant differences were found to 
be consistent with the literature which compares private and public organisations. 
Heintzi and Bretschneider (2000) stated that public and private sector organisations 
differ at environmental, organisational and individual levels. They argued that private 
organisations tend to be influenced by their economic environment, whereas 
government organisations are strongly influenced by their political environment. 
Bretschneider (1993) contends that, in terms of structure, public organisations tend to 
have rigid hierarchies and more red tape in their personnel systems, which is 
consistent with the findings of the study on the impact of IT on certain aspects of 
organisational structures of government organisations. Mandates and obligations limit 
autonomy and flexibility in government organisations, whereas law and the need for 
internal consensus limit the degree of autonomy and flexibility in private 
organisations (Nut!, 1999). This suggests that private organisations are more flexible 
than government organisations to structural changes, which explains the significant 
impact of IT on the investigated variables in organisational structures. 
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On the other hand, the findings discussed in Section 8.3 all suggest that there is a 
significant difference between private and government organisations regarding the 
extent of IT impact on certain aspects of decision-making processes. IT has 
significantly impacted all the investigated decision-making processes in private and 
government organisations. The extent of IT impact was found to be greater in private 
organisations than in government organisations. Such differences in the extent of IT 
impact on decision-making processes can be explained, as stated earlier, by the 
argument that autonomy and flexibility in private organisations are limited by law and 
the need for internal consensus whereas, in government organisations, mandates and 
obligations play a big role in limiting autonomy and flexibility. It also can be justified 
by differences in the environment where they operate. As Hickson et al. (\986) and 
Schwenk (1990) reported, private organisations tend to have smoother decision-
making processes in comparison with government organisations, which tend to 
experience more turbulence, interruptions, recycles and conflict. 
Moreover, it was stated earlier in Chapter Three, that one of the objectives of this 
study is to measure the differences and/or similarities between managers and 
employees regarding their perceptions of the impact of information technology on 
certain aspects of organisational structures and decision-making processes in private 
and government organisations in Kuwait. Fox (\985) suggested that technological 
effects remain inert without the input of individuals. Seddon et al. (\999), in their 
criticism of Delone and Mclean's work (\992), suggested that different stakeholders 
in organisations might validly come to different conclusions regarding the success of 
the same information system. Therefore, a more general evaluation of IT impact on 
certain aspects of organisational structures and decision-making processes was taken 
in this study. In that respect, it took into account the perception of both managers and 
employees. The statistical analysis of research data presented in Chapter Seven, and 
the findings discussed in this chapter with respect to private organisations, all suggest 
that there was no significant difference in perceptions between employees and 
managers on all tested hypotheses, except that which investigated the impact of IT on 
propositions regarding the impact of IT on middle management and non-managerial 
jobs, reductions in organisational hierarchies and decision-making effectiveness. Such 
differences can be referred back to the fact that employees in private organisations 
scored more unsure responses than managers on the relevant variables. The agreement 
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on all other hypotheses suggests that all stakeholders have acknowledged the impact 
of IT in private organisations and there is no difference in opinion with regards to its 
impact. With respect to government organisations, a significant difference in opinion 
between employees and managers was found on IT impact on middle management 
jobs elimination, growth of workload and consequently manpower requirements, 
organisational hierarchy structure reduction, and decision speed. These differences 
can be attributed to the fact that employees in government organisations have a higher 
frequency in their unsure responses than managers which, in away, suggests that 
managers in these cases are more aware of changes in their organisation than 
employees. With respect to the other hypotheses tested in this study, findings show 
that there is no significant difference between the perception of employees and 
managers m government organisations regarding the impact of IT on their 
organisations. 
8.5 Summary 
The chapter discussed in detail the results of the statistical analysis carried out in 
Chapter Seven in the light of relevant literature. Based on the study's objectives, the 
chapter presented a discussion on the perceptions of the impact of IT use on certain 
aspects of organisational structures of organisations in Kuwait (private and 
government). In addition, bearing in mind the relevant literature, it also discussed the 
implications of the statistical analysis for the hypotheses concerned with perceptions 
of the impact of IT on certain aspects of decision-making processes in Kuwaiti 
organisations (private and government). The final section discussed the differences 
and/or similarities of perceptions between private and government organisations on 
the extent of IT impact on certain aspects of their organisational structures and 
decision-making processes, and carried out a comparative analysis of employees' and 
managers' perceptions on IT impact in private as well government organisations. The 
next chapter will discuss the implication of the research, its main findings, its 
limitations, and will advance suggestions for the direction of future research. 
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CHAPTER NINE 
CONCLUSIONS 
9.1 Introductiou 
Conclusions 
The previous chapter discussed the major findings of this study by interpreting the 
results of the statistical analysis in the light of relevant IS literature. This chapter 
builds upon the previous chapter by giving a summary of the study's findings and 
then exploring the theoretical and the practical implication of the research. It also 
highlights some of the potential limitations of the study and makes suggestions 
regarding the directions of future research. 
9.2 Main Findings of the Study 
Several important findings of relevance to IS literature can be drawn from this study. 
This section will firstly report the findings related to the impact of IT use on certain 
aspects of structures of organisations in Kuwait. Secondly, a summary of the study 
findings regarding IT impact on certain aspects of decision· making processes will be 
presented. 
9.2.1 Summary of Findings of the Impact of IT on Certain Aspects of 
Organisational Structures 
• The empirical evidence from this study suggests that the utilisation of information 
technology has significantly contributed to the elimination of some middle 
management jobs in private organisations in Kuwait, whereas no such significant 
impact was found in government organisations. 
• Empirical data also suggest that the use of information technology has caused the 
elimination of non-managerial jobs such as clerical staff, more in private 
organisations than it has in government organisations. Unlike the impact on 
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private organisations, IT utilisation in government organisations has not 
significantly affected the number of non-managerial jobs. 
• Also, the empirical findings of the study suggest that private, as well government, 
organisations believe that the use of information technology has not increased the 
workload in their organisations and consequently, no manpower hiring was 
required. 
• The results indicate that the utilisation of information technology has helped many 
private organisations in Kuwait to change their organisational structure from 
hierarchical forms to smaller, flatter ones. No such effect was evident in 
government organisations. 
• The current study's findings support the perception that IT use can lead to more 
centralisation or decentralisation in business organisations. The study's findings 
suggest that IT use in private organisations in Kuwait has significantly impacted 
on the decision-making authority, leading to more decentralisation than 
centralisation of the decision-making authority in most of the organisations that 
participated in the study. With respect to government organisations, the results 
suggest that IT use has not significantly affected the centralisation! 
decentralisation of the decision-making authority. Among those government 
organisations that indicated that IT use has impacted on the decision-making 
authority in their organisations, there was a very similar number of those who 
claimed that it had a decentralising effect and those who claimed it had a 
centralising effect. 
9.2.2 Summary of Findings of the Impact of IT on Certain Aspects of Decision-
Making Processes 
• The findings of the study suggest that the use of information technology has 
increased organisational decision-making communication in organisations III 
Kuwait. The impact was found to be greater in private organisations than III 
government organisations. As a result of IT use in Kuwaiti private and 
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government organisations, workers' communication within and across 
departments has increased. This is in addition to the increased communication 
between management and subordinates. 
• The study's findings provide evidence to support the hypothesis that the 
computing and processing dimensions of information technology have increased 
employee participation in the decision-making process in organisations in Kuwait. 
The impact on employee participation, however, is greater in private organisations 
than in government organisations. It also gives support to the hypothesis that the 
communication dimensions of IT engender more employee participation than its 
computing and processing dimensions. This was found to be true in private 
organisations whereas the data indicate that there was no difference regarding its 
impact on government organisations. 
• The analysis suggests that the use of IT in Kuwaiti organisations has increased 
employees' job complexity through the introduction of high and varied skills in 
the decision-making process. It also suggests that this effect has been found to be 
more prevalent in private organisations than in government organisations. 
• The statistical analysis indicates that the usage of IT in Kuwaiti organisations has 
not had a significant impact on the routinisation of decision-making. This is true 
for private as well as for government organisations. However, the impact of IT 
usage on the routinisation of decision-making was found to be greater in private 
organisations than government organisations. 
• The findings support the hypothesis that IT usage for decision-making has 
facilitated the generation of more decision alternatives in organisations in Kuwait. 
Such impact was found to be significantly greater in private organisations than 
government organisations. 
• The statistical analysis provides evidence that the usage of IT for decision-making 
has increased the speed of the decision-making process in organisations in 
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Kuwait The effect was found to be greater in private organisations than 
government organisations. 
• The empirical findings also suggest that decision-making effectiveness has been 
enhanced in organisations in Kuwait as a result of IT usage. Such an impact was 
found to be greater in private organisations than government ones. 
9.3 Implications and Contributions 
The findings of this study have implications for research and practice. For research, 
the findings constitute a contribution to the literature by testing the validity or 
otherwise of some key assumptions regarding the impact of IT usage for the Gulf 
Countries, and indeed Kuwait, bearing in mind their peculiar social and economic 
contexts. In that regard, the findings support many of the key hypotheses that the 
study sought to investigate. However, they also indicate that the impact of IT is 
mediated by the social and economic context Consequently, while the impact of IT 
on key variables tended to be similar between private and government organisations, 
the extent of such impact tends to be greater on private organisations than government 
organisations. This is attributed to the fact that, compared to private organisations, 
government enterprises tend to have a more obvious social agenda and are influenced 
more by their political than their economic environment. As a result, for example, the 
relative impact of IT on organisational structure is found to be insignificant in 
government organisations. This is because government organisations also serve as 
sources of job creation. This latter objective is incompatible with job reduction or 
organisational reengineering tendency of IT. The study's findings support previous IS 
researches that suggest that, because of the nature of the environment in which private 
and government organisations operate, the impact of IT will vary between both 
sectors (Kraemer and Dedrick, 1997; Bretschneider, 1990; Bretschneider and 
Wittmer, 1993; Nutt, 1999). 
In addition, the findings were found to contribute to the literature by testing the 
validity of Seddon's (1997) and Seddon et al.'s (1999) arguments that different 
stakeholders in an organisation may validly come to different conclusions regarding 
the success of the same information system. In that respect, as stated earlier in 
Chapter Three, while managements' perspectives in terms of what they perceive as 
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the broad implications of IT may be very important, they should not constitute the 
sole basis for conclusions regarding the impact of IT on every aspect of the 
organisation. It was found that while the impact of IT usage on most of the 
investigated variables tended to be similar and no significant differences were found 
between managers and employees of private and government organisations, managers 
tended to be more in agreement than employees with respect to the impact ofIT usage 
on those variables. A significant difference in opinion between managers and 
employees was found on those particular variables, which investigated the impact of 
IT on organisational structure and the variables that test its impact on decision speed 
and decision effectiveness. This is because management are more aware than 
employees of organisational changes. In addition, different categories of employee 
tend to have different views and perspectives. Hence the study's findings provide 
limited support for Seddon's (1997) and Seddon et aJ.'s (1999) arguments that 
different individuals are likely to evaluate the consequences of IT use in different 
ways. 
The findings and conclusions of the study also have some practical implications. For 
instance, the study has uncovered ways in which private organisations in Kuwait are 
using IT to enhance their effectiveness and efficiency more than their counterparts in 
government organisations. In that regard, it has revealed ways in which government 
organisations could maximise their use of such technological innovations, not only to 
meet their business objectives, but also to improve their effectiveness and efficiency 
in meeting their social obligations. In that respect, management in government 
organisations should take more general periodic evaluation of their information 
technologies by taking on the perspectives of different groups and individual users. In 
this way they could more effectively measure its impact on their administrative work, 
identify its limitations, develop viable solutions to problems and make better use of 
information technology in their work environment. The objective would be to create a 
suitable organisational environment to develop the type of organisational structure 
that would facilitate better communication and ensure more effective and efficient 
organisational decision-making processes and decision outcomes. 
Also, from a practical standpoint, one can state that IT use is related to some positive 
organisational characteristics, such as the elimination of unnecessary middle 
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management and non-managerial positions, creating flatter organisational structures, 
altering organisational decision-making authority, enhancing decision-making 
communication, increasing the participation and involvement of employees in 
organisational decision-making processes, enhancing employees' skills, generating 
more decision alternatives, speeding-up the decision-making processes, and 
enhancing the decision-making effectiveness in organisations in Kuwait. 
On the basis of the above discussion, the theoretical and practical contributions of this 
study can be summarised as follows: 
1. The study was consistent at an overall level with previous work on the impact 
of IT on aspects of decision-making processes but was only partially 
consistent with previous studies on the impact of IT on aspects of 
organisational structures, which indicates these aspects must be studied more 
fully and carefully. 
2. It constitutes a contribution to the general literature on the impact of IT on 
organisational phenomena. The study tested hypotheses from some major 
studies regarding the impact ofIT on organisations (for example, Huber, 1990; 
Seddon et aI., 1999; and Bretschneider, 1990). In that respect: 
• The study's findings indicate that the impact of IT on private 
organisations in Kuwait, on most investigated aspects, are consistent 
with previous studies. Such impact, however, was not evident on some 
of the tested aspects of the organisational structures of government 
organisations and, in that respect, the findings are not consistent with 
the conclusions of previous studies. These findings show that the 
impact of IT on government organisations in Kuwait is different from 
its effect on private sector organisations in Kuwait (Bretschneider, 
1990), as well as those in Western countries. The findings suggest, 
therefore, government organisations in the Gulf States must be looked 
at differently because of their different, and to some extent, peculiar 
political and social context. 
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• The study confmned differences in perception between employees and 
managers on some of the investigated aspects, especially on aspects of 
organisational structures. Such a finding gives partial support to 
Seddon et aI.' s argument (1999) that different individuals are likely to 
evaluate the consequences of IT use in different ways. This indicates 
that seeking the perception of different stakeholders (employees and 
managers) on IT impact on organisational structures is important to 
achieve a full understanding. 
3. Specifically, the study contributes to the literature on the impact of IT on 
aspects of organisational structures and decision-making processes In 
organisations in Kuwait in particular, and the Gulf region in general. 
4. The study also generated hypotheses that could be a subject of future empirical 
study. In that respect, future studies in a similar context may seek to test the 
proposition that IT has a relatively lesser impact on organisational structures 
and decision-making processes of government organisations in Kuwait 
because these organisations are influenced more by a peculiar social and 
political context than their economic environment. 
5. In practical terms, the study has uncovered perceptions that indicate that 
private organisations have adopted policies and practices relating to the use of 
IT, which could be applied to government organisations with potentially 
useful outcomes. 
6. Bearing in mind the peculiar social and political context, the study has also 
uncovered perceptions that suggest that government organisations that utilise 
relevant IT capabilities can rationalise cost and enhance the efficiency and 
effectiveness of their organisations. 
7. In terms of future research, as Section 9.5 below indicates, the study suggests 
ideas for future work the findings and conclusions of which could have both 
theoretical and practical relevance for the use of IT in Gulf countries in 
general. 
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9.4 Limitations 
The findings of this study must be considered in the light of its limitations. First, it is 
important to note that this study is cross-sectional in nature in that it is conducted only 
once and reveals a snapshot of one point in time (Cooper and Schindler, 2000). The 
questionnaire was a snapshot instead of a longitudinal study in which data are 
gathered at several points in time to answer a research question and to validate, refine 
and extend the finding of the study. Another limitation of this study was its use of a 
questionnaire as the only instrument to collect data without the triangulation with 
another instrument such as focus groups to enrich and support the questionnaire's 
findings. In addition, different methods, such as the case study, could have been used 
to allow the researcher to perceive the actual impact of IT and obtain more detailed 
information to a wider and greater extent. 
Another limitation concerns the use of one-item scales to measure some of the 
variables. Future studies may attempt to refine the measures for various variables in 
the model and use more multi-item scales. However, the choice of a single-item 
measure, if done under appropriate circumstances, is not necessarily unreliable 
(Cheney and Scarpello, 1985) 
This study takes a technology imperative perspective of different stakeholders in 
private and government organisations, which emphasizes the role ofIT in determining 
organisational performance. This perspective implies a causal relationship between 
the use of IT and organisational consequences (Yoo, 1997). As such, the study's 
hypotheses imply a causal relationship between IT usage and specific aspects of 
organisational structures and decision-making processes. Since the measures of the 
constructs were gathered at one point in time, causality cannot be inferred. Therefore 
one should not attempt to establish a causal relationship between IT usage and 
organisational consequences based on solely on empirical data, especially cross-
sectional data (Yoo, 1997). Future research may consider a longitudinal study, carried 
out over an extended period of time, to produce a probable causal effect in the 
relationships between variables. 
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9.S Directions for Further Research 
A large number of issues were discussed in this study, which require further attention. 
Recognising the novelty and the importance of the subject in the literature of Arab 
Gulf Countries, the researcher recommends further research in the field of information 
technology and its impact, particularly on the Kuwaiti business environment. Such 
researches will help organisations to evaluate their information technologies and 
utilise such technological innovations and capabilities to the maximum in order to 
increase efficiency and effectiveness. Possible future researches might 
include the following: 
• A study to investigate the impact of IT usage on small organisations in the 
Kuwaiti private sector to evaluate their ways of usage, challenges and need 
of such innovations. 
• A study should be carried out to evaluate the impact of utilising information 
technology on the decision-making processes and activities of Kuwaiti non-
profit organisations and to compare such findings with private and 
government organisations to identifY the challenges and problems and come 
up with solutions for better use of information technology in Kuwaiti 
organisations. 
• A longitudinal study, that includes qualitative approaches such as 
interviews and focus group methods, is needed to investigate the impact of 
information technology on organisations in Kuwait. Such researches will 
identifY the challenges and problems that information technology is facing 
in Kuwaiti organisations and will help in identifYing the causal effect in the 
relationships between the studied variables. 
• Research that investigates the impact of executive information systems on 
senior management is essentially required to evaluate its effectiveness in 
Kuwaiti organisations. 
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• Research is required that investigates the failure of information systems 
projects in some Kuwaiti business organisations to address the issues that 
lead to the unsuccessful implementation of such projects. 
9.6 Concluding Remarks 
The development of information technology will continue to evolve, and will continue 
to affect how organisations will operate to survive in the fast growing competitive 
economies. The utilisation of information technology in organisations will enable 
them to achieve their objectives and to be more effective. Many researches have 
discussed the impact of information technology on business organisations. However, 
there is still need for more research on the subject as the technologies are rapidly 
changing. In addition to that, there is a scarcity of researches on the impact of IT on 
business organisations in the Gulf Countries and, in particular, Kuwait. The findings 
of this thesis, though a small step in that direction, indicate the potential as well as 
limitations of IT in a particular social context. That context, however, has also 
significantly highlighted the dichotomy between private and public institutions in 
terms of attitudes to IT and the manner of its usage. 
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Table A.I: Gender 
group 
Private Private Government Government 
organisation Organisation Organisation Organisation 
employees Managers Emplovees Managers Total 
Gender Male Count 123 85 79 77 364 
% within group 77.8% 83.3% 47.9% 72.6% 68.5% 
% of Total 23.2% 16.0% 14.9% 14.5% 68.5% 
Female Count 35 17 86 29 167 
% within group 22.2% 16.7% 52.1% 27.4% 31.5% 
% of Total 6.6% 3.2% 16.2% 5.5% 31.5% 
Total Count 158 102 165 106 531 
% within group 100.0% 100.0% 100.0% 100.0% 100.0% 
% of Total 29.8% 19.2% 31.1% 20.0% 100.0% 
Table A.2: Age 
group 
Private Private Government Government 
organisation Organisation Organisation Organisation 
employees Managers Emplovees Managers Total 
Age Less Count 59 5 56 4 124 
Than % within group 37.3% 4.9% 33.9% 3.8% 23.4% 
30 % of Total 11.1% .9% 10.5% .8% 23.4% 
30-39 Count 62 38 74 43 217 
% within group 39.2% 37.3% 44.8% 40.6% 40.9% 
% of Total 11.7% 7.2% 13.9% 8.1% 40.9% 
40-49 Count 30 52 32 50 164 
% within group 19.0% 51.0% 19.4% 47.2% 30.9% 
% of Total 5.6% 9.8% 6.0% 9.4% 30.9% 
50 Count 7 7 3 9 26 
& % within group 4.4% 6.9% 1.8% 8.5% 4.9% 
Over % of Total 1.3% 1.3% .6% 1.7% 4.9% 
Total Count 158 102 165 106 531 
% within group 100.0% 100.0% 100.0% 100.0% 100.0% 
% of Total 29.8% 19.2% 31.1% 20.0% 100.0% 
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Table A.3: Nationality 
!!TOllD 
Private Private Government Government 
organisation Organisation Organisation Organisation 
emnlovees ManaQ"ers Emnlovees Maoagers Total 
Nationality Kuwaiti Count 58 54 142 100 354 
% within group 36.7% 52.9% 86.1% 94.3% 66.7% 
% of Tatal 10.9% 10.2% 26.7% 18.8% 66.7% 
Non Count 100 48 23 6 177 
Kuwaiti % within group 63.3% 47.1% 13.9% 5.7% 33.3% 
% of Total 18.8% 9.0% 4.3% 1.1% 33.3% 
Total Count 158 102 165 106 531 
% within group 100.0% 100.0% 100.0% 100.0% 100.0% 
% of Total 29.8% 19.2% 31.1% 20.0% 100.0% 
Table AA: Education Level 
uroun 
Private Private Government Government 
organisation Organisation Organisation Organisation 
emDlovees Manal!ers EmDlovees Manae:ers Total 
Education High School Count 6 3 11 4 24 
Level or % within group 3.8% 2.9% 6.7% 3.8% 4.5% 
Less % efTotal 1.1% .6% 2.1% .8% 4.5% 
Diploma Count 41 10 37 16 104 
% within group 25.9% 9.8% 22.4% 15.1% 19.6% 
% of Tata} 7.7% 1.9% 7.0% 3.0% 19.6% 
Bachlor Count 93 69 105 74 341 
% within group 58.9% 67.6% 63.6% 69.8% 64.2% 
% of Tatal 17.5% 13.0% 19.8% 13.9% 64.2% 
Master Count 17 17 11 9 54 
% within group 10.8% 16.7% 6.7% 8.5% 10.2% 
% of Total 3.2% 3.2% 2.1% 1.7% 10.2% 
Ph.D. Count I 3 I 3 8 
% within group .6% 2.9% .6% 2.8% 1.5% 
% of Total .2% .6% .2% .6% 1.5% 
Total Count 158 102 165 106 531 
% within group 100.0% 100.0% 100.0% 100.0% 100.0% 
% of Total 29.8% 19.2% 31.1% 20.0% 100.0% 
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Table A.S: Experience 
","oun 
Private Private Government Government 
organisation Organisation Organisation Organisation 
emolovees Manal!ers Emnlovees Mansf!ers Total 
Experience Less Count 34 2 38 3 77 
than 5 % within group 21.5% 2.0% 23.0% 2.8% 14.5% 
% of Total 6.4% .4% 7.2% .6% 14.5% 
5-10 Count 56 9 55 15 135 
% within group 35.4% 8.8% 33.3% 14.2% 25.4% 
% ofTetal 10.5% 1.7% 10.4% 2.8% 25.4% 
11-15 Count 35 30 29 24 118 
% within group 22.2% 29.4% 17.6% 22.6% 22.2% 
% of Total 6.6% 5.6% 5.5% 4.5% 22.2% 
16-20 Count 17 24 26 30 97 
% within group 10.8% 23.5% 15.8% 28.3% 18.3% 
% of Total 3.2% 4.5% 4.9% 5.6% 18.3% 
More Count 16 37 17 34 104 
than % within group 10.1% 36.3% 10.3% 32.1% 19.6% 
20 % of Total 3.0% 7.0% 3.2% 6.4% 19.6% 
Total Count 158 102 165 106 531 
% within group 100.0% 100.0% 100.0% 100.0% 100.0% 
% of Total 29.8% 19.2% 31.1% 20.0% 100.0% 
Table A6: Management Level 
","oun 
Private Private Government Government 
organisation Organisation Organisation Organisation 
emnlovees Mana2ers Emnlovees Managers Total 
Managerial Employee Count 60 76 I 137 
Leve! % within group 38.0% 46.1% .9% 25.8% 
% of Tot a! 11.3% 14.3% .2% 25.8% 
Supervisor Count 45 15 40 17 117 
% within group 28.5% 14.7% 24.2% 16.0% 22.0% 
% ofTota! 8.5% 2.8% 7.5% 3.2% 22.0% 
Middle Count 39 42 43 64 188 
Manager % within group 24.7% 41.2% 26.1% 60.4% 35.4% 
% of Tota! 
7.3% 7.9% 8.1% 12.1% 35.4% 
Top Count 14 45 6 24 89 
Manager % within group 8.9% 44.1% 3.6% 22.6% 16.8% 
% of Total 2.6% 8.5% 1.1% 4.5% 16.8% 
Total Count 158 102 165 106 531 
% within group 100.0% 100.0% 100.0% 100.0% 100.0% 
% ofTota! 29.8% 19.2% 31.1% 20.0% 100.0% 
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Table A.7: Departments 
groll!L 
Private Private Government Government 
organisation Organisation Organisation Organisation 
emDloyees Managers EmDloyees ManalZers Total 
Departments Personnel Count 19 12 13 9 53 
% within group 12.0% 11.8% 7.9% 8.5% 10.0% 
% of Total 3.6% 2.3% 2.4% 1.7% 10.0% 
Accounting Count 16 3 13 9 41 
% within group 10.1% 2.9% 7.9% 8.5% 7.7% 
% of Total 3.0% .6% 2.4% 1.7% 7.7% 
Engineering Count 20 13 20 9 62 
% within group 12.7% 12.7% 12.1% 8.5% 11.7% 
% of Total 3.8% 2.4% 3.8% 1.7% 11.7% 
Finance Count 10 6 15 8 39 
% within group 6.3% 5.9% 9.1% 7.5% 7.3% 
% of Total 1.9% 1.1% 2.8% 1.5% 7.3% 
Operational Count 8 6 2 I 17 
% within group 5.1% 5.9% 1.2% .9% 3.2% 
% of Total 1.5% 1.1% .4% .2% 3.2% 
Marketing Count 7 7 2 2 18 
% within group 4.4% 6.9% 1.2% 1.9% 3.4% 
% of Total 1.3% 1.3% .4% .4% 3.4% 
Purchasing Count 9 6 5 2 22 
% within group 5.7% 5.9% 3.0% 1.9% 4.1% 
% of Total 1.7% 1.1% .9% .4% 4.1% 
Sales Count 12 6 18 
% within group 7.6% 5.9% 3.4% 
% of Total 2.3% 1.1% 3.4% 
Planning Count 6 4 5 4 19 
% within group 3.8% 3.9% 3.0% 3.8% 3.6% 
% of Total 1.1% .8% .9% .8% 3.6% 
IT Services Count 29 19 30 30 108 
% within group 18.4% 18.6% 18.2% 28.3% 20.3% 
% of Total 5.5% 3.6% 5.6% 5.6% 20.3% 
Maintenance Count 2 2 
% within group 2.0% .4% 
% of Total .4% .4% 
Legal Count 2 I 6 I 10 
% within group 1.3% 1.0% 3.6% .9% 1.9% 
% of Total .4% .2% 1.1% .2% 1.9% 
Training Count 4 I 17 7 29 
% within group 2.5% 1.0% 10.3% 6.6% 5.5% 
% of Total .8% .2% 3.2% 1.3% 5.5% 
Other Count 16 16 37 24 93 
% within group 10.1% 15.7% 22.4% 22.6% 17.5% 
% of Total 3.0% 3.0% 7.0% 4.5% 17.5% 
Total Count 158 102 165 106 531 
% within group 100.0% 100.0% 100.0% 100.0% 100% 
% of Total 29.8% 19.2% 31.1% 20.0% 100% 
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Table A.8: Respondents IT Use 
IlI0UD 
Private Private Government Government 
organisation Organisation Organisation Organisation 
employees Managers Employees Managers Total 
Respondents Almost Count 2 7 2 11 
IT Usage Never % within group 1.3% 4.2% 1.9% 2.1% 
% efTotal .4% 1.3% .4% 2.1% 
Less Than Count 5 4 16 5 30 
30 MinlDay % within group 3.2% 3.9% 9.7% 4.7% 5.6% 
% efTatal .9% .8% 3.0% .9% 5.6% 
30-60 Count 7 10 23 17 57 
MinlDay % within group 4.4% 9.8% 13.9% 16.0% 10.7% 
% of Tatal 
1.3% 1.9% 4.3% 3.2% 10.7% 
1-2 Count 13 16 17 31 77 
Hour/Day % within group 8.2% 15.7% 10.3% 29.2% 14.5% 
% of Tatal 2.4% 3.0% 3.2% 5.8% 14.5% 
2-3 Count 29 15 23 21 88 
HourlDay % within group 18.4% 14.7% 13.9% 19.8% 16.6% 
% of Total 5.5% 2.8% 4.3% 4.0% 16.6% 
More than Count 102 57 79 30 268 
3 HourlDay % within group 64.6% 55.9% 47.9% 28.3% 50.5% 
% of Tatal 19.2% 10.7% 14.9% 5.6% 50.5% 
Total Count 158 102 165 106 531 
% within group 100.0% 100.0% 100.0% 100.0% 100.0% 
% efTatal 29.8% 19.2% 31.1% 20.0% 100.0% 
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Table A.9: Organisation Size 
group 
Private Government 
Organisation Organisation 
Managers Managers Total 
Number of Less than 50 Count 14 2 16 
Employees % within group 13.7% 1.9% 7.7% 
% of Total 6,7% 1.0% 7.7% 
50-200 Count 24 12 36 
% within group 23.5% 11.3% 17.3% 
% of Total 11.5% 5.8% 17.3% 
201-500 Count 16 15 31 
% within group 15.7% 14.2% 14.9% 
% of Total 7.7% 7.2% 14.9% 
501-1000 Count 21 22 43 
% within group 20.6% 20.8% 20.7% 
% of Total 10.1% 10.6% 20.7% 
1001-2000 Count 22 22 44 
% within group 21.6% 20.8% 21.2% 
% of Total 10.6% 10.6% 21.2% 
More than 2000 Count 5 33 38 
% within group 4.9% 31.1% 18.3% 
% of Total 2.4% 15.9% 18.3% 
Total Count 102 106 208 
% within group 100.0% 100.0% 100.0% 
% of Total 49.0% 51.0% 100.0% 
Table A.I 0: Organisations Age 
grOUP 
Private Government 
Organisation Organisation 
Managers Managers Total 
Age of Less than 5 Count 7 3 10 
Organisation % within group 6.9% 2.8% 4.8% 
% of Total 3.4% 1.4% 4.8% 
5-10 Count 20 I 21 
% within group 19.6% .9% 10.1% 
% of Total 9.6% .5% 10.1% 
11-20 Count 13 12 25 
% within group 12.7% 11.3% 12.0% 
% of Total 6.3% 5.8% 12.0% 
21-30 Count 28 26 54 
% within group 27.5% 24.5% 26.0% 
% of Total 13.5% 12.5% 26.0% 
More than 30 Count 34 64 98 
% within group 33.3% 60.4% 47.1% 
% of Total 16.3% 30.8% 47.1% 
Total Count 102 106 208 
% within group 100.0% 100.0% 100.0% 
% of Total 49.0% 51.0% 100.0% 
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Table A.It: Type of Industries 
groun 
Private Government 
Organisation Organisation 
Mana.e:ers Managers Total 
Type of Baking & Finance Count 23 16 39 
Industry % within group 22.5% 15.1% 18.8% 
% efTata1 Il.l% 7.7% 18.8% 
Business Services Count 3 1 4 
% within group 2.9% .9% 1.9% 
% efTatal 1.4% .5% 1.9% 
Oil Industry Count 9 8 17 
% within group 8.8% 7.5% 8.2% 
% of Total 4.3% 3.8% 8.2% 
Manufacturing Count 16 2 18 
% within group 15.7% 1.9% 8.7% 
% of Total 7.7% 1.0% 8.7% 
Leisure Count I 1 
% within group .9% .5% 
% of Total .5% .5% 
Transportation Count 2 7 9 
% within group 2.0% 6.6% 4.3% 
% of Total 1.0% 3.4% 4.3% 
Communication Count 7 3 10 
% within group 6.9% 2.8% 4.8% 
% of Total 3.4% 1.4% 4.8% 
Education Count 1 10 II 
% within group 1.0% 9.4% 5.3% 
% of Total .5% 4.8% 5.3% 
Public Services Count 1 21 22 
% within group 1.0% 19.8% 10.6% 
% of Total 
.5% 10.1% 10.6% 
Wholesale & retail Count 8 8 
% within group 7.8% 3.8% 
% oftotaI 3.8% 3.8% 
Construction Count 2 5 7 
% within group 2.0% 4.7% 3.4% 
% of Total 1.0% 2.4% 3.4% 
Contracting Count 6 I 7 
% within group 5.9% .9% 3.4% 
% of Total 2.9% .5% 3.4% 
Diversified Count 22 4 26 
% within group 21.6% 3.8% 12.5% 
% of Total 10.6% 1.9% 12.5% 
Other Count 2 27 29 
% within group 2.0% 25.5% 1l.9% 
% of Total 1.0% 13.0% 13.9% 
Total Count [02 106 208 
% within group 100.0% 100.0% [00.0% 
% of Total 49.0% 51.0% [00.0% 
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Table A.12: Organisation Extent of IT Use 
oroun 
Private Government 
Organisation Organisation 
Managers Managers Total 
Department Very Limited Count I I 2 
IT Usage % within group 1.0% .9% 1.0% 
% of Total .5% .5% 1.0% 
Limited Count 2 4 6 
% within group 2.0% 3.8% 2.9% 
% of Total 1.0% 1.9% 2.9% 
Moderate Count 23 21 44 
% within group 22.5% 19.8% 21.2% 
% ofTota} 11.1% 10.1% 21.2% 
High Count 30 40 70 
% within group 29.4% 37.7% 33.7% 
% of Total 14.4% 19.2% 33.7% 
Very High Count 46 40 86 
% within group 45.1% 37.7% 41.3% 
% of Tata1 22,1% 19.2% 41.3% 
Total Count 102 106 208 
% within group 100.0% 100.0% 100.0% 
% of Total 49.0% 51.0% 100.0% 
Table A.13: Work Nature (task) 
!!lOUD 
Private Private Government Government 
organisation Organisation Organisation Organisation 
emDloyees Managers EmDloyees Managers Total 
Work Not Count 6 4 7 3 20 
Nature at All % within group 3.8% 3.9% 4.2% 2.8% 3.8% 
(task) % of Total 1.1% .8% 1.3% .6% 3.8% 
Small Count 32 14 20 15 81 
Extent % within group 20.3% 13.7% 12.1% 14.2% 15.3% 
% of Total 6.0% 2.6% 3.8% 2.8% 15.3% 
Some Count 68 56 69 48 241 
Extent % within group 43.0% 54.9% 41.8% 45.3% 45.4% 
% of Total 
12.8% 10.5% 13.0% 9.0% 45.4% 
Great Count 42 23 49 28 142 
Extent % within group 26.6% 22.5% 29.7% 26.4% 26.7% 
% of Total 7.9% 4.3% 9.2% 5.3% 26.7% 
Nearly Count 10 5 20 12 47 
All % within group 6.3% 4.9% 12.1% 11.3% 8.9% 
% of Total 1.9% .9% 3.8% 2.3% 8.9% 
Total Count 158 102 165 106 531 
% within group 100.0% 100.0% 100.0% 100.0% 100.0% 
% of Total 29.8% 19.2% 31.1% 20.0% 100.0% 
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Table A.14: Work Nature (Routine Work) 
Ilrou 
Private Private Government Government 
organisation Organisation Organisation Organisation 
employees Mana~ers Employees Managers Total 
Work Not Count 14 14 20 4 52 
Nature at All % within group 8.9% 13.7% 12.1% 3.8% 9.8% (Routine % of Total 2.6% 2.6% 3.8% .8% 9.8% Work) 
Small Count 48 24 37 32 141 
Extent % within group 30.4% 23.5% 22.4% 30.2% 26.6% 
% of Total 9.0% 4.5% 7.0% 6.0% 26.6% 
Some Count 60 47 49 41 197 
Extent % within group 38.0% 46.1% 29.7% 38.7% 37.1% 
% afTotal 
11.3% 8.9% 9.2% 7.7% 37.1% 
Great Count 31 14 38 23 106 
Extent % within group 19.6% 13.7% 23.0% 21.7% 20.0% 
% of Total 5.8% 2.6% 7.2% 4.3% 20.0% 
Nearly Count 5 3 21 6 35 
All % within group 3.2% 2.9% 12.7% 5.7% 6.6% 
% of Tatal .9% .6% 4.0% 1.1% 6.6% 
Total Count 158 102 165 106 531 
% within group 100.0% 100.0% 100.0% 100.0% 100.0% 
% efTotal 29.8% 19.2% 31.1% 20.0% 100.0% 
Table A.15: Work Nature (Same Way All the Time) 
grOUP 
Private Private Government Government 
organisation Organisation Organisation Organisation 
emDlovees Manallers Emnlovees Manal!ers Total 
Work Not Count 4 6 5 3 18 
Nature at All % within group 2.5% 5.9% 3.0% 2.8% 3.4% 
(Same % of Total .8% 1.1% .9% .6% 3.4% 
Way 
Small Count 50 29 37 24 140 All the 
Time) Extent % within group 31.6% 28.4% 22.4% 22.6% 26.4% 
% of Total 9.4% 5.5% 7.0% 4.5% 26.4% 
Some Count 63 41 52 43 199 
Extent % within group 39.9% 40.2% 31.5% 40.6% 37.5% 
% of Total 
11.9% 7.7% 9.8% 8.1% 37.5% 
Great Count 36 24 54 28 142 
Extent % within group 22.8% 23.5% 32.7% 26.4% 26.7% 
% of Total 6.8% 4.5% 10.2% 5.3% 26.7% 
Nearly Count 5 2 17 8 32 
All % within group 3.2% 2.0% 10.3% 7.5% 6.0% 
% of Total .9% .4% 3.2% 1.5% 6.0% 
Total Count 158 102 165 106 531 
% within group 100.0% 100.0% 100.0% 100.0% 100.0% 
% of Total 29.8% 19.2% 31.1% 20.0% 100.0% 
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Table A.16: Work Nature (Repetitious Duties) 
.roUD 
Private Private Government Government 
organisation Organisation Organisation Organisation 
employees Managers Employees Managers Total 
Work Not at All Count 10 10 IS 6 41 
Nature % within group 6.3% 9.8% 9.1% 5.7% 7.7% (Repetitious % of Total 1.9% 1.9% 2.8% 1.1% 7.7% Duties) Sma]) Extent Count 57 29 30 26 142 
% within group 36.1% 28.4% 18,2% 24.5% 26.7% 
% of Total 10.7% 5.5% 5.6% 4.9% 26.7% 
Some Extent Count 50 40 55 39 184 
% within group 31.6% 39.2% 33.3% 36.8% 34.7% 
% of10tal 9.4% 7.5% 10.4% 7.3% 34.7% 
Great Extent Count 36 18 50 29 133 
% within group 22.8% 17.6% 30.3% 27.4% 25.0% 
% of Total 6.8% 3.4% 9.4% 5.5% 25.0% 
Nearly All Count 5 5 IS 6 31 
% within group 3.2% 4.9% 9.1% 5.7% 5.8% 
% of Total .9% .9% 2.8% 1.1% 5.8% 
Total Count 158 102 165 106 531 
% within group 100.0% 100.0% 100.0% 100.0% 100% 
% of Total 29.8% 19.2% 31.1% 20.0% 100% 
Table A.I?: Extent of Work Routinisation 
.roUD 
Private Private Government Government 
organisation Organisation Organisation Organisation 
employees Managers Employees Managers Total 
Extent of Not at Count 3 4 6 I 14 
Work All % within group 1.9% 3.9% 3.6% .9% 2.6% 
Routinisation % of Total .6% .8% 1.1% .2% 2.6% 
Small Count 63 30 42 32 167 
Extent % within group 39.9% 29.4% 25.5% 30.2% 31.5% 
% of Total 11.9% 5.6% 7.9% 6.0% 31.5% 
Some Count 60 52 56 44 212 
Extent % within group 38.0% 51.0% 33.9% 41.5% 39.9% 
% of Total 
11.3% 9.8% 10.5% 8.3% 39.9% 
Great Count 31 13 53 25 122 
Extent % within group 19.6% 12.7% 32.1% 23.6% 23.0% 
% of Total 5.8% 2.4% 10.0% 4.7% 23.0% 
Nearly Count I 3 8 4 16 
All % within group .6% 2.9% 4.8% 3.8% 3.0% 
% of Total .2% .6% 1.5% .8% 3.0% 
Total Count 158 102 165 106 531 
% within group 100.0% 100.0% 100.0% 100.0% 100.0% 
% of Total 29.8% 19.2% 31.1% 20.0% 100.0% 
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Table A.18: Authority (Discouragement) 
"'oun 
Private Private Government Government 
organisation Organisation Organisation Organisation 
emolovees Manal!ers EmDlovees Manal!ers Total 
Authority Definitely Count 48 30 34 18 130 
(Discouragement) False % within group 30.4% 29.4% 20.6% 17.0% 24.5% 
% of Total 9.0% 5.6% 6.4% 3.4% 24.5% 
False Count 72 50 63 53 238 
% within group 45.6% 49.0% 38.2% 50.0% 44.8% 
% of Tatal 13.6% 9.4% 11.9% 10.0% 44.8% 
Unsure Count 21 10 38 18 87 
% within group 13.3% 9.8% 23.0% 17.0% 16.4% 
% of Total 4.0% 1.9% 7.2% 3.4% 16.4% 
True Count 15 12 26 13 66 
% within group 9.5% 11.8% 15.8% 12.3% 12.4% 
% of Total 2.8% 2.3% 4.9% 2.4% 12.4% 
Definitely Count 2 4 4 10 
True % within group 1.3% 2.4% 3.8% 1.9% 
% of Tetal .4% .8% .8% 1.9% 
Total Count 158 102 165 106 531 
% within group 100.0% 100.0% 100.0% 100.0% 100% 
% efTatal 29.8% 19.2% 31.1% 20.0% 100% 
Table A.19: Authority (Final Decision) 
IITOUD 
Private Private Government Government 
organisation Organisation Organisation Organisation 
employees Mana~ers Employees ManaRers Total 
Authority Definitely Count 39 24 39 20 122 
(Final False % within group 24.7% 23.5% 23.6% 18.9% 23.0% 
Decision) % of Total 7.3% 4.5% 7.3% 3.8% 23.0% 
False Count 72 47 47 43 209 
% within group 45.6% 46.1% 28.5% 40.6% 39.4% 
% of Total 13.6% 8.9% 8.9% 8.1% 39.4% 
Unsure Count 15 8 26 8 57 
% within group 9.5% 7.8% 15.8% 7.5% 10.7% 
% of Total 2.8% 1.5% 4.9% 1.5% 10.7% 
True Count 22 20 39 26 107 
% within group 13.9% 19.6% 23.6% 24.5% 20.2% 
% of Total 4.1% 3.8% 7.3% 4.9% 20.2% 
Definitely Count 10 3 14 9 36 
True % within group 6.3% 2.9% 8.5% 8.5% 6.8% 
% of Total 1.9% .6% 2.6% 1.7% 6.8% 
Total Count 158 102 165 106 531 
% within group 100.0% 100.0% 100.0% 100.0% 100% 
% of Total 29.8% 19.2% 31.1% 20.0% 100% 
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Table A.20: Authority (Superiors Pennission) 
group 
Private Private Government Government 
organisation Organisation Organisation Organisation 
employees Managers Employees Managers Total 
Authority Definitely Count 21 18 23 8 70 
(Superiors False % within group 13.3% 17.6% 13.9% 7.5% 13.2% 
Pennission) % of Total 4.0% 3.4% 4.3% 1.5% 13.2% 
False Count 69 37 49 37 192 
% within group 43.7% 36.3% 29.7% 34.9% 36.2% 
% of Total 13.0% 7.0% 9.2% 7.0% 36.2% 
Unsure Count 13 12 21 14 60 
% within group 8.2% 11.8% 12.7% 13.2% 11.3% 
% of Total 2.4% 2.3% 4.0% 2.6% 11.3% 
True Count 49 31 52 42 174 
% within group 31.0% 30.4% 31.5% 39.6% 32.8% 
% of Total 9.2% 5.8% 9.8% 7.9% 32.8% 
Definitely Count 6 4 20 5 35 
True % within group 3.8% 3.9% 12.1% 4.7% 6.6% 
% of Total 1.1% .8% 3.8% .9% 6.6% 
Total Count 158 102 165 106 531 
% within group 100.0% 100.0% 100.0% 100.0% 100.0% 
% of Total 29.8% 19.2% 31.1% 20.0% 100.0% 
Table A.21: Authority (Superiors Approval) 
group 
Private Private Government Government 
organisation Organisation Organisation Organisation 
emolovees Managers Employees ManaJl;ers Total 
Authority Definitely Count 12 11 14 3 40 
(Superiors False % within group 7.6% 10.8% 8.5% 2.8% 7.5% 
Approval) % of Total 2.3% 2.1% 2.6% .6% 7.5% 
False Count 53 28 22 30 133 
% within group 33.5% 27.5% 13.3% 28.3% 25.0% 
% of Total 10.0% 5.3% 4.1% 5.6% 25.0% 
Unsure Count 18 12 20 9 59 
% within group 11.4% 11.8% 12.1% 8.5% 11.1% 
% of Total 3.4% 2.3% 3.8% 1.7% 11.1% 
True Count 61 48 75 46 230 
% within group 38.6% 47.1% 45.5% 43.4% 43.3% 
% of Total 11.5% 9.0% 14.1% 8.7% 43.3% 
Definitely Count 14 3 34 18 69 
True % within group 8.9% 2.9% 20.6% 17.0% 13.0% 
% of Total 2.6% .6% 6.4% 3.4% 13.0% 
Total Count 158 102 165 106 531 
% within group 100.0% 100.0% 100.0% 100.0% 100.0% 
% of Total 29.8% 19.2% 31.1% 20.0% 100.0% 
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Table A.22 : Extent of decision-making centralisation 
.roup 
Private Private Government Government 
organisation Organisation Organisation Organisation 
employees Managel1l Employees Managers Total 
Decision-making Definitely Count 21 15 13 6 55 
centralisation False % within group 13.3% 14.7% 7.9% 5.7% 10.4% 
% of Total 4.0% 2.8% 2.4% 1.1% 10.4% 
False Count 73 47 52 45 217 
% within group 46.2% 46.1% 31.5% 42.5% 40.9% 
% of Tatal 13.7% 8,9% 9.8% 8.5% 40.9% 
Unsure Count 45 28 58 28 159 
% within group 28.5% 27.5% 35.2% 26.4% 29.9% 
% of Total 8.5% 5.3% 10.9% 5.3% 29.9% 
True Count 17 11 38 24 90 
% within group 10.8% 10.8% 23.0% 22.6% 16.9% 
% of Total 3.2% 2.1% 7.2% 4.5% 16.9% 
Definitely Count 2 I 4 3 IQ 
True % within group 1.3% 1.0% 2.4% 2.8% 1.9% 
% of Total .4% .2% .8% .6% 1.9% 
Total Count 158 102 165 106 531 
% within group 100.0% 100.0% 100.0% 100.0% 100.0% 
% of Total 29.8% 19.2% 31.1% 20.0% 100.0% 
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I Ave'"ge Use by Group (Mean) 
Advanced 
Telecommunications 
Avemge Use by Group (Mean) 
Internal PC Network 
Avem,e Use by Group (Mean) 
External Network 
Ave .. ,e Use by Group (Mean) 
Never 
Rarely 
SomeTime. 
Very Often 
AIW8)'S 
Nem 
Rarely 
Never 
Rarely 
SomeTime. 
Vc..., Often 
Never 
Rarely 
SomeTime. 
Ve..., Often 
Never 
Rarelv 
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Table A.23: Type oflT used 
I 
5 
16 ( 
55 (34. 
81 (51.3%) 
4.33 
62 '39.2%) 
35 12.2%) 
33 :20.9%) 
18 i.4%) 
10 (6.3%) 
:.23 
3 1.9%) 
1.4%) 
[10.8%) 
89 (56.3%) 
4.31 
16110.1%) 
61 1.8%) 
30 d9.0%) 
33 (20.9%) 
73 (46.2%) 
3.89 
19(12.0%) 
12 (7.6%) 
34, 1.5%) 
36 (22.8%) 
57, 1%) 
Group 
PM GM 
I 0%) . %) 1.9%) 
2 0%) 8 . %) 3 !.8% 
6 9%) 20 (I 1.1%) 17 16~ ~ 
2l .5%) 64 (38.8%) 32 ,)02' ~-
68 (66.7%) 72 (43.6%) 53 (50.0%L 
4.54 4.2 4.25 
33(32~~ __ r-~i~03(~6;'2~! .. 4~' __ r-~7~0)(~66i .. 10~%)--i 
19 (18.6%) 12.7~ 8 (7.5%) 
20{19.6%' 19 11.5~ 16(15.1%) 
7(16~~+-_~IC~~~~·t==~=j9~(81~·.5%~)t=~ \3 (12.7%) ,,~_ 3 (2.8%) 
:.59 1.83 .75 
10(6.1%) 1(0.9%) 
I I.O~ 7 .2% [.9%) 
5 ".9~ 30 18.2~ \3 .3% 
3, '0) 44 (26.7\ 29 17.4% 
64 162. '0) 74 (44.8\ 62 58.5% 
4.56 4.00_ 4.42 
31 !.9%) 3' :22.4%) 11 (IO.4%J 
21 ~ (7.9%) 5 (4.7%) 10(9.8~O/~--~~227.41741..~:5%)~~-7.17~«~16 .. '0~%)~ 
30 (29.4%) 43(26.1% 21 ,25.5%) 
57 (55.9%) 48 (29.1%) 46 (43.4%) 
4.33 3.32 3.87 
,.9% 49 (29.7%) 23 .7% 
1.0% 6 :.7%) 
18117.6%) 32(19.4%) 2513.6% 
35 (34.3%) J3 (20.0%) (16.0%) 
41 (40.2%) 7 (22.4%) 35 (33.0%) 
4.00 2.91 3.33 
Never 40 3%) 11.8%) 69(41.8%) 16.0' 
Rarelv 16 dO. 8, 1.8% 23 13.9%) 11 10.4' 
Some~~ __ -t __ ~31~19~.6'~-t __ ~li~IOI .. 8~'Vo~)-t __ ~33~20~ .. 0~%) __ t-~1~81~77 ..~O''---l 
Vcry OftC;; - 40 40 39.2%) 23 13.9%) 36 (34.0' 
Alwm 31 31 4%) .3%) 24 1.6\< 
Average Use by Group (Mean) 17 
Dcei,ion Aiding --;~2,.""cv7.er, .. __ --t_;;:812;~'7;il%0'7-)-+---,4~1;27.;';'2~%)_t---;1~061'C'.ft'f2\_I---;'77 531T;)~'0%)'---l 
~,<" 27 '.1%) 11 (10.8%) 20( .1%) 14(13.2%) 
, ( rAided De.ign/ 
Manufacturing 
Ave .... Use by GrouP (Mean) 
Some~~ __ -t __ ~28~.7~%) __ t-_7213:~I'''~5~~ __ t-~~16~ .. 4~% __ t-~2~12~5: .. ~5~'o)'---l 
Very Often - 15 (9.5%) 16 (I ,.2%) 9, .5% 
AlwaY' 6 (3.8%) 5 0%) 3, !.8% 
Never 
Rarely 
Very Often 
Alway, 
Never 
Rarely 
SomeTime> 
Vc..., Often 
Never 
Rarely 
Some' 
Very Oftcn 
Alway, 
i.96 .01 
35 (22.2%) 4, . %) 52 ~7-+----,1.;;-;;4'7.2~%)--i 
22,13.9%) 10 ',8%) 22 1.3%) ,.6%) 
34(21.5%) 18, '.6%) 19.4%) 21 19.8%) 
32 (202!!L 3635.3%) 33 20.0%) 39136.8%) 
35 (22.2%) 34 .3%) 25 6%) 
3.06 ,.75 
89 (56.3% 49 .Qlli.7--t--'f.III"" 1'iS(6·'.3~%) __ t--;4;:;;7,4~5%:;+-)-t 
28 (I .7% I: .8%) 18 (10.9%) 18, 0%) 
24(15.2% 20 19.6%) 21 (12.7%) LUI7J)·/.) 
7.0%' 14 13.7%) 5 (3.0%) 12,11.3%) 
6 (3.8%) 8 7.8%) 10 (6.1%) 14013.2%) 
i.84 .23 .7 !.38 
95(60.1% 49 48,0%) 1(69.1~ 6;58. '.) 
19(12.0% 5(4.9%) (6. %: t: 12. V.) 
24 15.2% 14(13.7%1 113.1%1. I: 12. Vo) 
121 '.6%' 21 (20.6%) 1(6. %' ,6 }~:7;--
8 1%) \3 (l2~7%1 (4. Vo) .... ,;?~ 
1.85 2.45 1.99 
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Table A.24 Software Packages Use 
Grou Tvoe 
PE PM GE GM 
Word Never 5 (3.2%) 15 (9.1%) 2 (1.9%) 
Processing Rarely 5 (3.2%) I (1.0%) 5 (3.0%) 4 (3.8%) 
SomeTimes 30 (19.0%) 10 (9.8%) 25 (15.2%) 6 (5.7%) 
Very Often 46 (29.1%) 25 (24.5%) 50 (30.3%Y 36-(34.0%) 
Always 72 (45.6%) 66(64.7%) 70(42.4%) 58 (54.7%) 
Average Use by Group (Mean) 4.11 4.53 3.94 4.36 
Graphic & Never 25 15.8% 3 2.9%) 48 ( 29.1% 14 13.2%) 
Presentations Rarelv 28 17.7% 7 6.9%) 16 9.7% 10 9.4% 
SomeTimes 43 27.2% 26 25.5%) 48 ( 29.1%) 31( 29.2% 
Very Often 34 (21.5%) 37 (36.3%) 32 (19.4%) 24 22.6%) 
Always 28 (17.7%) 29 (28.4%) 21 (12.7%) 27 25.5%) 
Average Use by Group (Mean) 3.08 3.80 2.77 3.38 
Spreadsheet Never 11 (7.0% 2 (2.0%) 39 (23.6%) 7 (6.6%) 
Rarely 11 (7.0%) 2 (2.0%) 19 11.5%) 12 (11.3%) 
Some Times 36 (22.8%) 8 (7.8%) 36 21.8%) 25 (23.6%) 
Very Often 43 (27.2%) 37 (36.3%) 33 (20.0%) 27 (25.5%) 
Alwavs 57 (36.1%) 53 (52.0%) 38 (23.0%) 35 (33.0%) 
Average Use bv Group (Mean) 3.78 4.34 3.07 3.67 
Databases Never 52 32.9%) 4 (3.9%) 59 (35.8%) 14 (13.2%) 
Rarelv 15 9.5% 10 9.8% 22 (13.3%) 11 (10.4%) 
Some Times 23 14.6% 15 14.7% 28 17.0% 26 24.5% 
Very Often 29 18.4% 43 42.2% 29 17.6% 25 23.6% 
Always 39 24.7% 30 29.4% 27 16.4% 30 28.3% 
Average Use by Group (Mean) 2.92 3.83 2.65 3.43 
Application Never 55 34.8% 16 (15.7%) 92 (55.8%) 36 (34.0%) 
Packages Rarelv 17 10.8% 7( 6.9%) 14 8.5% 10 9.4% 
SomeTimes 31 19.6% 10 9.8% 17 10.3% 19 17.9% 
Very Often 17 10.8% 24 23.5% 27 16.4% 18 17.0% 
Always 38 (24.1%) 45 44.1% 15 (9.1%) 23 21.7% 
Average Use by Group (Mean) 2.78 3.74 2.15 2.83 
Statistical Never 57 (36.1%) 24 (23.5%) 84 (50.9%) 33 (31.1%) 
Analysis Rarely 27 (17.1%) 9 8.8%) 23 (13.9%) 12 (1 1.3%) 
Some Times 38 (24.1 %) 28 (27.5%) 35 (21.2% 27 (25.5%) 
Very Often 21 (13.3%) 21 (20.6%) 11 (6.7%) 13 (12.3%) 
Alwavs 15 (9.5%) 20 (19.6%) 12 (7.3%) 21 (19.8%) 
Average Use bv Group (Mean) 2.43 3.04 2.05 2.78 
Managerial & Never 72 (45.6%) 20 (19.6%) 92 (55.8% 44 (41.5%) 
Decision Rarely 26 (16.5%) 15 (14.7%) 27 (16.4% 13 (12.3%) 
Support SomeTimes 31(19.6% 29 28.4% 28 (17.0%) 23 (21.7%) 
Very Often 17 (10.8%) 23 22.5% 10(6.1%) 15 (14.2%) 
Always 12(7.6% 15 14.7% 8 (4.8%) 1[(10.40/;) 
Average Use by Group (Mean) 2.18 2.98 1.88 2.40 
Messaging & Never 41 (25.9%) 11 (10.8%) 81 (49.1%) 41 (38.7%) 
Collaborations Rarely 12 7.6% 13 (12.7%) 26 (15.8%) 13 (12.3%) 
Some Times 40 25.3% 22 (21.6%) 19 (11.5%) 21 (19.8%) 
Very Often 31 19.6% 19 (18.6%) 16 (9.7%) 16 (15.1%) 
Always 34 (21.5%) 37 (36.3%) 23 (13.9%) 15 (14.2%) 
Average Use by Group (Mean) 3.03 3.57 2.24 2.54 
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Table A.25: Exchange of lnfonnation 
oroun 
Private Private Government Government 
organisation Organisation Organisation Organisation 
emDlovees Manae:ers EmDlovees Manal!ers Total 
Exchange of Strongly Count 11 2 13 
Information Disagree % within group 6.7% 1.9% 2.4% 
% of Total 2.1% .4% 2.4% 
Disagree Count 5 I 18 12 36 
% within group 3.2% 1.0% 10.9% 11.3% 6.8% 
% of Total .9% .2% 3.4% 2.3% 6.8% 
Unsure Count 16 9 31 11 67 
% within group 10.1% 8.8% 18.8% 10.4% 12.6% 
% of Tota! 3.0% 1.7% 5.8% 2.1% 12.6% 
Agree Count 77 43 55 41 216 
% within group 48.7% 42.2% 33.3% 38.7% 40.7% 
% of Total 14.5% 8.1% 10.4% 7.7% 40.7% 
Strongly. Count 60 49 50 40 199 
Agree % within group 38.0% 48.0% 30.3% 37.7% 37.5% 
% of Total 11.3% 9.2% 9.4% 7.5% 37.5% 
Total Count 158 102 165 106 531 
% within group 100.0% 100.0% 100.0% 100.0% 100.0% 
% of Total 29.8% 19.2% 31.1% 20.0% 100.0% 
Table A.26: Subordinates Infonnation Access 
oroun 
Private Private Government Government 
organisation Organisation Organisation Organisation 
emolovees Managers Emoloyees Managers Total 
Subordinates Strongly Count I 6 2 9 
Information Disagree % within group .6% 3.6% 1.9% 1.7% 
Access % of Total .2% 1.1% .4% 1.7% 
Disagree Count 4 2 15 6 27 
% within group 2.5% 2.0% 9.1% 5.7% 5.1% 
% of Total .8% .4% 2.8% 1.1% 5.1% 
Unsure Count 25 8 40 10 83 
% within group 15.8% 7.8% 24.2% 9.4% 15.6% 
% of Total 4.7% 1.5% 7.5% 1.9% 15.6% 
Agree Count 78 56 68 50 252 
% within group 49.4% 54.9% 41.2% 47.2% 47.5% 
% of Total 14.7% 10.5% 12.8% 9.4% 47.5% 
Strongly Count 50 36 36 38 160 
Agree % within group 31.6% 35.3% 21.8% 35.8% 30.1% 
% of Total 9.4% 6.8% 6.8% 7.2% 30.1% 
Total Count 158 102 165 106 531 
% within group 100.0% 100.0% 100.0% 100.0% 100.0% 
% of Total 29.8% 19.2% 31.1% 20.0% 100.0% 
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Table A.27: Top Managers Information Access 
","oup 
Private Private Government Government 
organisation Organisation Organisation Organisation 
employees Managers Employees Managers Total 
Top Managers Strongly Count I 6 I 8 
Information Disagree % within group .6% 3.6% .9% 1.5% 
Access % of Total .2% 1.1% .2% 1.5% 
Disagree Count 4 2 22 7 35 
% within group 2.5% 2.0% 13.3% 6.6% 6.6% 
% of Total .8% .4% 4.1% 1.3% 6.6% 
Unsure Count 24 9 39 12 84 
% within group 15.2% 8.8% 23.6% 11.3% 15.8% 
% of Total 4.5% 1.7% 7.3% 2.3% 15.8% 
Agree Count 79 56 70 46 251 
% within group 50.0% 54.9% 42.4% 43.4% 47.3% 
% of Total 14.9% 10.5% 13.2% 8.7% 47.3% 
Strongly Count 50 35 28 40 153 
Agree % within group 31.6% 34.3% 17.0% 37.7% 28.8% 
% of Total 9.4% 6.6% 5.3% 7.5% 28.8% 
Total Count 158 102 165 106 531 
% within group 100.0% 100.0% 100.0% 100.0% 100.0% 
% of Total 29.8% 19.2% 31.1% 20.0% 100.0% 
Table A.28: Middle Managers Processing & Co-ordination Functions 
group 
Private Private Government Government 
organisation Organisation Organisation Organisation 
employees Managers Employees Managers Total 
Middle Strongly Count 2 I 11 2 16 
Managers Disagree % within group 1.3% 1.0% 6.7% 1.9% 3.0% 
Processing & % of Total .4% .2% 2.1% .4% 3.0% 
Co-ordination 
Disagree Count 6 28 13 62 Functions 15 
% within group 9.5% 5.9% 17.0% 12.3% 11.7% 
% of Total 2.8% 1.1% 5.3% 2.4% 11.7% 
Unsure Count 40 18 59 20 137 
% within group 25.3% 17.6% 35.8% 18.9% 25.8% 
% of Total 7.5% 3.4% 11.1% 3.8% 25.8% 
Agree Count 82 52 55 49 238 
% within group 51.9% 51.0% 33.3% 46.2% 44.8% 
% of Total 15.4% 9.8% 10.4% 9.2% 44.8% 
Strongly Count 19 25 12 22 78 
Agree % within group 12.0% 24.5% 7.3% 20.8% 14.7% 
% of Total 3.6% 4.7% 2.3% 4.1% 14.7% 
Total Count 158 102 165 106 531 
% within group 100.0% 100.0% 100.0% 100.0% 100.0% 
% of Total 29.8% 19.2% 31.1% 20.0% 100.0% 
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Table A.29: Middle Management Jobs Elimination 
erouD 
Private Private Government Government 
organisation Organisation Organisation Organisation 
employees Manage" Employees Managers Total 
Middle Strongly Count 3 2 22 14 41 
Management Disagree % within group 1.9% 2.0% 13.3% 13.2% 7.7% 
Jobs Elimination % of Tata! .6% .4% 4.1% 2.6% 7.7% 
Disagree Count 41 21 73 60 195 
% within group 25.9% 20.6% 44.2% 56.6% 36.7% 
% of Total 7.7% 4.0% 13.7% 11.3% 36.7% 
Unsure Count 61 23 60 21 165 
% within group 38.6% 22.5% 36.4% 19.8% 31.1% 
% of Total 11.5% 4.3% 11.3% 4.0% 31.1% 
Agree Count 43 46 9 8 106 
% within group 27.2% 45.1% 5.5% 7.5% 20.0% 
% orTata1 8.1% 8.7% 1.7% 1.5% 20.0% 
Strongly Count 10 10 I 3 24 
Agree % within group 6.3% 9.8% .6% 2.8% 4.5% 
% of Total 1.9% 1.9% .2% .6% 4.5% 
Total Count 158 102 165 106 531 
% within group 100.0% 100.0% 100.0% 100.0% 100% 
% efTatal 29.8% 19.2% 31.1% 20.0% 100% 
Table A.30: Non-Managerial Jobs Elimination 
groUD 
Private Private Government Government 
organisation Organisation Organisation Organisation 
employees Managers Employees Managers Total 
Non-Managerial Strongly Count 6 4 26 11 47 
Jobs Elimination Disagree % within group 3.8% 3.9% 15.8% 10.4% 8.9% 
% of Total 1.1% .8% 4.9% 2.1% 8.9% 
Disagree Count 36 24 59 42 161 
% within group 22.8% 23.5% 35.8% 39.6% 30.3% 
% of Total 6.8% 4.5% Il.l% 7.9% 30.3% 
Unsure Count 46 15 33 18 112 
% within group 29.1% 14.7% 20.0% 17.0% 2l.l% 
% of Total 8.7% 2.8% 6.2% 3.4% 2l.l% 
Agree Count 55 48 37 27 167 
% within group 34.8% 47.1% 22.4% 25.5% 31.5% 
% of Total 10.4% 9.0% 7.0% 5.1% 31.5% 
Strongly Count 15 11 10 8 44 
Agree % within group 9.5% 10.8% 6.1% 7.5% 8.3% 
% of Total 2.8% 2.1% 1.9% 1.5% 8.3% 
Total Count 158 102 165 106 531 
% within group 100.0% 100.0% 100.0% 100.0% 100% 
% of Total 29.8% 19.2% 3l.l% 20.0% 100% 
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Table A.31: Workload & Manpower Hiring 
grouo 
Private Private Government Government 
organisation Organisation Organisation Organisation 
emolovees Managers Emolovees Manal!ers Total 
Workload & Strongly Count 12 7 18 3 40 
Manpower Disagree % within group 7.6% 6.9% 10.9% 2.8% 7.5% 
Hiring % of Total 2.3% 1.3% 3.4% .6% 7.5% 
Disagree Count 57 41 47 53 198 
% within group 36.1% 40.2% 28.5% 50.0% 37.3% 
% of Total 10.7% 7.7% 8.9% 10.0% 37.3% 
Unsure Count 46 25 65 20 156 
% within group 29.1% 24.5% 39.4% 18.9% 29.4% 
% of Total 8.7% 4.7% 12.2% 3.8% 29.4% 
Agree Count 29 18 29 18 94 
% within group 18.4% 17.6% 17.6% 17.0% 17.7% 
% of Total 5.5% 3.4% 5.5% 3.4% 17.7% 
Strongly Count 14 11 6 12 43 
Agree % within group 8.9% 10.8% 3.6% 11.3% 8.1% 
% of Total 2.6% 2.1% 1.1% 2.3% 8.1% 
Total Count 158 102 165 106 531 
% within group 100.0% 100.0% 100.0% 100.0% 100% 
% of Tetal 29.8% 19.2% 31.1% 20.0% 100% 
Table A.32: Organistion Hierarchy Structure 
• oun 
Private Private Government Government 
organisation Organisation Organisation Organisation 
emnlovees Manal!ers Emolovees Manae:ers Total 
Organistion Strongly Count 4 3 30 11 48 
Hierarchy Disagree % within group 2.5% 2.9% 18.2% 10.4% 9.0% Structure 
% of Total 
.8% .6% 5.6% 2.1% 9.0% 
Disagree Count 21 13 57 62 153 
% within group 13.3% 12.7% 34.5% 58.5% 28.8% 
% of Total 4.0% 2.4% 10.7% 11.7% 28.8% 
Unsure Count 68 19 65 22 174 
% within group 43.0% 18.6% 39.4% 20.8% 32.8% 
% of Total 12.8% 3.6% 12.2% 4.1% 32.8% 
Agree Count 51 51 10 6 118 
% within group 32.3% 50.0% 6.1% 5.7% 22.2% 
% of Total 9.6% 9.6% 1.9% 1.1% 22.2% 
Strongly Count 14 16 3 5 38 
Agree % within group 8.9% 15.7% 1.8% 4.7% 7.2% 
% of Total 2.6% 3.0% .6% .9% 7.2% 
Total Count 158 102 165 106 531 
% within group 100.0% 100.0% 100.0% 100.0% 100% 
% of Total 29.8% 19.2% 31.1% 20.0% 100% 
254 
Appendix A 
Table A.33: Current Decision-Making 
.roun 
Private Private Government Government 
organisation Organisation Organisation Organisation 
emoloyees Manaeers Emoloyees Manaeers Total 
Current Highly Count 11 9 7 7 34 
Decision- Decentralised % within group 7.0% 8.8% 4.2% 6.6% 6.4% 
Making % afTotal 2.1% 1.7% 1.3% 1.3% 6.4% 
Decentralised Count 67 48 48 34 197 
% within group 42.4% 47.1% 29.1% 32.1% 37.1% 
% of Total 12.6% 9.0% 9.0% 6.4% 37.1% 
Centralised Count 66 40 86 56 248 
% within group 41.8% 39.2% 52.1% 52.8% 46.7% 
% efTotal 12.4% 7.5% 16.2% 10.5% 46.7% 
Highly Count 14 5 24 9 52 
Centralised % within group 8.9% 4.9% 14.5% 8.5% 9.8% 
% of Tatal 2.6% .9% 4.5% 1.7% 9.8% 
Total Count 158 102 165 106 531 
% within group 100.0% 100.0% 100.0% 100.0% 100% 
% efTotal 29.8% 19.2% 31.1% 20.0% 100% 
Table A.34: Change of Decision-Making 
",oun 
Private Private Government Government 
organisation Organisation Organisation Organisation 
emoloyees Managers Emoloyees Managers Total 
Change of A lot More Count 18 19 11 8 56 
Decision- Decentralised % within group 11.4% 18.6% 6.7% 7.5% 10.5% 
~aking % of Total 3.4% 3.6% 2.1% 1.5% 10.5% 
A little More Count 46 33 22 16 117 
Decentralised % within group 29.1% 32.4% 13.3% 15.1% 22.0% 
% of Total 8.7% 6.2% 4.1% 3.0% 22.0% 
No Choage Count 42 26 79 47 194 
% within group 26.6% 25.5% 47.9% 44.3% 36.5% 
% of Total 7,9% 4,9% 14.9% 8,9% 36.5% 
A little More Count 26 15 28 19 88 
Centralised % within group 16.5% 14.7% 17,0% 17.9% 16.6% 
% of Total 4,9% 2.8% 5.3% 3.6% 16.6% 
A lot More Count 26 9 25 16 76 
Centralised % within group 16.5% 8.8% 15.2% 15.1% 14.3% 
% of Total 4.9% 1.7% 4.7% 3.0% 14.3% 
Total Count 158 102 165 106 531 
% within group 100.0% 100.0% 100.0% 100.0% 100.0% 
% of Total 29.8% 19.2% 31.1% 20.0% 100.0% 
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Table A.35: IT use led to changes in centralisation! decentralisation of decision making 
PTouo 
Private Private Government Government 
organisation Organisation Organisation Organisation 
emolovees Mana2:ers Emolovees Mana2:ers Total 
IT use led to Strongly Count 4 4 13 II 32 
changes in Disagree % within group 2.5% 3.9% 7.9% 10.4% 6.0% 
centralisation! % of Total .8% .8% 2.4% 2.1% 6.0% decentralisation Disagree Count 20 13 41 22 96 
of 
decision- making % within group 12.7% 12.7% 24.8% 20.8% 18.1% 
% of Total 3.8% 2.4% 7.7% 4.1% 18.1% 
Unsure Count 32 12 58 34 136 
% within group 20.3% 11.8% 35.2% 32.1% 25.6% 
% of Total 6.0% 2.3% 10.9% 6.4% 25.6% 
Agree Count 80 63 44 34 221 
% within group 50.6% 61.8% 26.7% 32.1% 41.6% 
% of Total 15.1% 11.9% 8.3% 6.4% 41.6% 
Strongly Count 22 10 9 5 46 
Agree % within group 13.9% 9.8% 5.5% 4.7% 8.7% 
% or Total 4.1% 1.9% 1.7% .9% 8.7% 
Total Count 158 102 165 106 531 
% within group 100.0% 100.0% 100.0% 100.0% 100.0% 
% of Total 29.8% 19.2% 31.1% 20.0% 100.0% 
Table A.36: Co-Worker Communication 
"'oun 
Private Private Government Government 
organisation Organisation Organisation Organisation 
emnlovees Manal!ers Emolovees Manae:ers Total 
Co-Worker Strongly Count 2 13 5 20 
Communication Disagree % within group 1.3% 7.9% 4.7% 3.8% 
% of Total .4% 2.4% .9% 3.8% 
Disagree Count 9 4 23 15 51 
% within group 5.7% 3.9% 13.9% 14.2% 9.6% 
% of Total 1.7% .8% 4.3% 2.8% 9.6% 
Unsure Count 15 10 23 11 59 
% within group 9.5% 9.8% 13.9% 10.4% 11.1% 
% of Total 2.8% 1.9% 4.3% 2.1% 11.1% 
Agree Count 83 53 76 44 256 
% within group 52.5% 52.0% 46.1% 41.5% 48.2% 
% of Total 15.6% 10.0% 14.3% 8.3% 48.2% 
Strongly Count 49 35 30 31 145 
Agree % within group 31.0% 34.3% 18.2% 29.2% 27.3% 
% of Total 9.2% 6.6% 5.6% 5.8% 27.3% 
Total Count 158 102 165 106 531 
% within group 100.0% 100.0% 100.0% 100.0% 100.0% 
% of Total 29.8% 19.2% 31.1% 20.0% 100.0% 
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Table A.37: Across Departments Communication 
~roup 
Private Private Government Government 
organisation Organisatio Organisation Organisation 
employees n Managers Employees Managers Total 
Across Strongly Count 2 12 7 21 
Departments Disagree % within group 1.3% 7.3% 6.6% 4.0% 
Communication % er Total .4% 2.3% 1.3% 4.0% 
Disagree Count 9 4 31 17 61 
% within group 5.7% 3.9% 18.8% 16.0% 11.5% 
% of Total 1.7% .8% 5.8% 3.2% 11.5% 
Unsure Count 12 7 26 18 63 
% within group 7.6% 6.9% 15.8% 17.0% 11.9% 
% afTotal 2.3% 1.3% 4.9% 3.4% 11.9% 
Agree Count 94 59 70 38 261 
% within group 59.5% 57.8% 42.4% 35.8% 49.2% 
% efTota! 17.7% 11.1% 13.2% 7.2% 49.2% 
Strongly Count 41 32 26 26 125 
Agree % within group 25.9% 31.4% 15.8% 24.5% 23.5% 
% afTotal 7.7% 6.0% 4.9% 4.9% 23.5% 
Total Count 158 102 165 106 531 
% within group 100.0% 100.0% 100.0% 100.0% 100.0% 
% efTotal 29.8% 19.2% 31.1% 20.0% 100.0% 
Table A.38: Top-Down Communication 
group 
Private Private Government Government 
organisation Organisation Organisation Organisation 
employees ManaJ2;ers Employees ManaJ2;ers Total 
Top-Down Strongly Count 2 11 4 17 
Communication Disagree % within group 1.3% 6.7% 3.8% 3,2% 
% of Total .4% 2.1% .8% 3.2% 
Disagree Count 8 3 31 16 58 
% within group 5.1% 2,9% 18.8% 15.1% 10.9% 
% of Total 1.5% .6% 5.8% 3,0% 10.9% 
Unsure Count 20 12 40 18 90 
% within group 12.7% 11.8% 24,2% 17.0% 16.9% 
% of Total 3.8% 2.3% 7.5% 3.4% 16.9% 
Agree Count 88 55 65 45 253 
% within group 55.7% 53.9% 39.4% 42.5% 47,6% 
% of Total 16.6% 10.4% 12.2% 8,5% 47.6% 
Strongly Count 40 32 18 23 113 
Agree % within group 25.3% 31.4% 10.9% 21,7% 21.3% 
% of Total 7.5% 6,0% 3.4% 4.3% 21.3% 
Total Count 158 102 165 106 531 
% within group 100.0% 100.0% 100.0% 100.0% 100.0% 
% of Total 29.8% 19,2% 3l.l% 20.0% 100.0% 
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Table A.39: Down_Top Communication 
l!fOUP 
Private Private Government Government 
organisation Organisation Organisation Organisation 
employees Managers Employees Managers Total 
Down_Top Strongly Count 2 13 5 20 
Communication Disagree % within group 1.3% 7.9% 4.7% 3.8% 
% of Total .4% 2.4% .9% 3.8% 
Disagree Count 9 4 35 18 66 
% within group 5.7% 3.9% 21.2% 17.0% 12.4% 
% of Tatal 1.7% .8% 6.6% 3.4% 12.4% 
Unsure Count 21 10 37 17 85 
% within group 13.3% 9.8% 22.4% 16.0% 16.0% 
% orTatal 4.0% 1.9% 7.0% 3.2% 16.0% 
Agree Count 86 60 60 46 252 
% within group 54.4% 58.8% 36.4% 43.4% 47.5% 
% of Tatal 16.2% 11.3% 11.3% 8.7% 47.5% 
Strongly Count 40 28 20 20 108 
Agree % within group 25.3% 27.5% 12.1% 18.9% 20.3% 
% of Total 7.5% 5.3% 3.8% 3.8% 20.3% 
Total Count 158 102 165 106 531 
% within group 100.0% 100.0% 100.0% 100.0% 100.0% 
% of Total 29.8% 19.2% 31.1% 20.0% 100.0% 
Table A.40: Decision Participation (computing) 
grou 
Private Private Government Government 
organisation Organisation Organisation Organisation 
employees Managers Emplovees Managers Total 
Decision Strnngly Count 3 2 12 7 24 
Participation Disagree % within group 1.9% 2.0% 7.3% 6.6% 4.5% 
by Using % of Total .6% .4% 2.3% 1.3% 4.5% 
information 
Disagree Count 82 Computing 15 13 34 20 
and Processing % within group 9.5% 12.7% 20.6% 18.9% 15.4% 
Technologies % of Total 2.8% 2.4% 6.4% 3.8% 15.4% 
Unsure Count 38 15 44 22 119 
% within group 24.1% 14.7% 26.7% 20.8% 22.4% 
% of Total 7.2% 2.8% 8.3% 4.1% 22.4% 
Agree Count 84 57 60 52 253 
% within group 53.2% 55.9% 36.4% 49.1% 47.6% 
% of Total 15.8% 10.7% 11.3% 9.8% 47.6% 
Strongly Count 18 15 15 5 53 
Agree % within group 11.4% 14.7% 9.1% 4.7% 10.0% 
% of Total 3.4% 2.8% 2.8% .9% 10.0% 
Total Count 158 102 165 106 531 
% within group 100.0% 100.0% 100.0% 100.0% 100.0% 
% of Total 29.8% 19.2% 31.1% 20.0% 100.0% 
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Table A.41: Decision Participation (Communication) 
grOUD 
Private Private Government Government 
organisation Organisation Organisation Organisation 
employees Managers Employees Managers Total 
Decision Strongly Count 4 16 9 29 
Participation Disagree % within group 2.5% 9.7% 8.5% 5.5% 
by Using % of Tata1 .8% 3.0% 1.7% 5.5% 
Infonnation Disagree Count 7 8 33 19 67 
corrunu-
nication % within group 4.4% 7.8% 20.0% 17.9% 12.6% 
Technologies % of Total 1.3% }.5% 6.2% 3.6% 12.6% 
Unsure Count 29 II 49 24 113 
% within group 18.4% 10.8% 29.7% 22.6% 21.3% 
% of Total 5.5% 2.1% 9.2% 4.5% 21.3% 
Agree Count 86 54 56 44 240 
% within group 54.4% 52.9% 33.9% 41.5% 45.2% 
% efTotal 16.2% 10.2% 10.5% 8.3% 45.2% 
Strongly Count 32 29 II 10 82 
Agree % within group 20.3% 28.4% 6.7% 9.4% 15.4% 
% of Total 6.0% 5.5% 2.1% 1.9% 15.4% 
Total Count 158 102 165 106 531 
% within group 100.0% 100.0% 100.0% 100.0% 100.0% 
% of Total 29.8% 19.2% 3J.l% 20.0% 100.0% 
Table A.42: Variety of Skills 
roUD 
Private Private Government Government 
organisation Organisation Organisation Organisation 
employees Managers Employees Managers Total 
Variety Strongly Count 3 9 3 15 
of Skills Disagree % within group 1.9% 5.5% 2.8% 2.8% 
% of Total .6% 1.7% .6% 2.8% 
Disagree Count 5 3 25 8 41 
% within group 3.2% 2.9% 15.2% 7.5% 7.7% 
% of Total .9% .6% 4.7% 1.5% 7.7% 
Unsure Count 23 16 35 23 97 
% within group 14.6% 15.7% 21.2% 21.7% 18.3% 
% of Total 4.3% 3.0% 6.6% 4.3% 18.3% 
Agree Count 90 57 66 46 259 
% within group 57.0% 55.9% 40.0% 43.4% 48.8% 
% of Total 16.9% 10.7% 12.4% 8.7% 48.8% 
Strongly Count 37 26 30 26 119 
Agree % within group 23.4% 25.5% 18.2% 24.5% 22.4% 
% of Total 7.0% 4.9% 5.6% 4.9% 22.4% 
Total Count 158 102 165 106 531 
% within group 100.0% 100.0% 100.0% 100.0% 100.0% 
% of Total 29.8% 19.2% 31.1% 20.0% 100.0% 
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Table A.43: High Level Skills 
grOUD 
Private Private Government Government 
organisation Organisation Organisation Organisation 
emolovees Manallers Emnloyees Managers Total 
High Strongly Count 2 10 4 16 
Level Disagree % within group 1.3% 6.1% 3.8% 3.0% 
Skills % of Total .4% 1.9% .8% 3.0% 
Disagree Count 8 4 24 11 47 
% within group 5.1% 3.9% 14.5% 10.4% 8.9% 
% of Total 1.5% .8% 4.5% 2.1% 8.9% 
Unsure Count 32 14 41 22 109 
% within group 20.3% 13.7% 24.8% 20.8% 20.5% 
% of Total 6.0% 2.6% 7.7% 4.1% 20.5% 
Agree Count 77 58 62 47 244 
% within group 48.7% 56.9% 37.6% 44.3% 46.0% 
% of Total 14.5% 10.9% 11.7% 8.9% 46.0% 
Strongly Count 39 26 28 22 115 
Agree % within group 24.7% 25.5% 17.0% 20.8% 21.7% 
% of Total 7.3% 4.9% 5.3% 4.1% 21.7% 
Total Count 158 102 165 106 531 
% within group 100.0% 100.0% 100.0% 100.0% 100.0% 
% of Total 29.8% 19.2% 31.1% 20.0% 100.0% 
Table A.44: Automation of Work 
PToun 
Private Private Government Government 
organisation Organisation Organisation Organisation 
emnlovees Manallers Emnlovees Manaeers Total 
Automation Strongly Count I 9 2 12 
of Work Disagree % within group .6% 5.5% 1.9% 2.3% 
% of Total .2% 1,7% .4% 2.3% 
Disagree Count 7 5 24 6 42 
% within group 4.4% 4.9% 14,5% 5.7% 7.9% 
% of Total 1.3% .9% 4.5% 1.1% 7.9% 
Unsure Count 26 14 32 16 88 
% within group 16.5% 13.7% 19.4% 15,1% 16.6% 
% of Total 4.9% 2.6% 6.0% 3,0% 16.6% 
Agree Count 93 62 76 53 284 
% within group 58.9% 60.8% 46,1% 50.0% 53.5% 
% of Total 17.5% 11.7% 14.3% 10.0% 53.5% 
Strongly Count 31 21 24 29 105 
Agree % within group 19.6% 20.6% 14,5% 27.4% 19.8% 
% of Total 5.8% 4.0% 4.5% 5.5% 19.8% 
Total Count 158 102 165 106 531 
% within group 100.0% 100.0% 100.0% 100.0% 100.0% 
% of Total 29.8% 19.2% 31.1% 20.0% 100.0% 
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Table A.45: Routinisation of Work 
!!TOU 
Private Private Government Government 
organisation Organisation Organisation Organisation 
employees Managers Employees Managers Total 
Routinisation Strongly Count 8 6 10 8 32 
of Work Disagree % within group 5.1% 5.9% 6.1% 7.5% 6.0% 
% of Ta tal 1.5% 1.1% 1.9% 1.5% 6.0% 
Disagree Count 48 21 54 33 156 
% within group 30.4% 20.6% 32.7% 31.1% 29.4% 
% of Total 9.0% 4.0% 10.2% 6.2% 29.4% 
Unsure Count 30 21 47 22 120 
% within group 19.0% 20.6% 28.5% 20.8% 22.6% 
% of Total 5.6% 4.0% 8.9% 4.1% 22.6% 
Agree Count 59 45 48 37 189 
% within group 37.3% 44.1% 29.1% 34.9% 35.6% 
% of Total 11.1% 8.5% 9.0% 7.0% 35.6% 
Strongly Count 13 9 6 6 34 
Agree % within group 8.2% 8.8% 3.6% 5.7% 6.4% 
% of Total 2.4% 1.7% 1.1% 1.1% 6.4% 
Total Count 158 102 165 106 531 
% within group 100.0% 100.0% 100.0% 100.0% 100.0% 
% of Total 29.8% 19.2% 31.1% 20.0% 100.0% 
Table A.46: Decision-Making Routinisation 
grou 
Private Private Government Government 
organisation Organisation Organisation Organisation 
employees Managers Employees Managers Total 
Decision-Making Strongly Count 7 7 21 12 47 
Routinisation Disagree % within group 4.4% 6.9% 12.7% 11.3% 8.9% 
% of Total 1.3% 1.3% 4.0% 2.3% 8.9% 
Disagree Count 63 30 49 36 178 
% within group 39.9% 29.4% 29.7% 34.0% 33.5% 
% of Total 11.9% 5.6% 9.2% 6.8% 33.5% 
Unsure Count 35 16 55 21 127 
% within group 22.2% 15.7% 33.3% 19.8% 23.9% 
% of Total 6.6% 3.0% 10.4% 4.0% 23.9% 
Agree Count 48 43 37 36 164 
% within group 30.4% 42.2% 22.4% 34.0% 30.9% 
% of Total 9.0% 8.1% 7.0% 6.8% 30.9% 
Strongly Count 5 6 ) I 15 
Agree % within group 3.2% 5.9% 1.8% .9% 2.8% 
% of Total .9% 1.1% .6% .2% 2.8% 
Total Count 158 102 165 106 531 
% within group 100.0% 100.0% 100.0% 100.0% 100% 
% of Total 29.8% 19.2% 31.1% 20.0% 100% 
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Table AA?: Decision Alternatives 
group 
Private Private Government Government 
organisation Organisation Organisation Organisation 
employees Managers Employees Managers Total 
Decision Strongly Count 2 6 3 11 
Alternatives Disagree % within group 2.0% 3.6% 2.8% 2.1% 
% orTatal .4% 1.1% .6% 2.1% 
Disagree Count 9 5 37 15 66 
% within group 5.7% 4.9% 22.4% 14.2% 12.4% 
% of Ta tal 1.7% .9% 7.0% 2.8% 12.4% 
Unsure Count 28 9 45 24 106 
% within group 17.7% 8.8% 27.3% 22.6% 20.0% 
% of Ta tal 5.3% 1.7% 8.5% 4.5% 20.0% 
Agree Count 84 65 58 45 252 
% within group 53.2% 63.7% 35.2% 42.5% 47.5% 
% of Total 15.8% 12.2% 10.9% 8.5% 47.5% 
Strongly Count 37 21 19 19 96 
Agree % within group 23.4% 20.6% 11.5% 17.9% 18.1% 
% or Total 7.0% 4.0% 3.6% 3.6% 18.1% 
Total Count 158 102 165 106 531 
% within group 100.0% 100.0% 100.0% 100.0% 100.0% 
% of Total 29.8% 19.2% 31.1% 20.0% 100.0% 
Table A.48: Decision Speed 
group 
Private Private Government Government 
organisation Organisation Organisation Organisation 
employees Managers Employees Manag<:rs Total 
Decision Strongly Count I 8 2 11 
Speed Disagree % within group .6% 4.8% 1.9% 2.1% 
% of Total .2% 1.5% .4% 2.1% 
Disagree Count 8 3 27 10 48 
% within group 5.1% 2.9% 16.4% 9.4% 9.0% 
% of Tota1 1.5% .6% 5.1% 1.9% 9.0% 
Unsure Count 23 I2 28 15 78 
% within group 14.6% 11.8% 17.0% 14.2% 14.7% 
% of Total 4.3% 2.3% 5.3% 2.8% 14.7% 
Agree Count 89 60 80 50 279 
% within group 56.3% 58.8% 48.5% 47.2% 52.5% 
% of Total 16.8% 11.3% 15.1% 9.4% 52.5% 
Strongly Count 37 27 22 29 115 
Agree % within group 23.4% 26.5% 13.3% 27.4% 21.7% 
% of Total 7.0% 5.1% 4.1% 5.5% 21.7% 
Total Count 158 102 165 106 531 
% within group 100.0% 100.0% 100.0% 100.0% 100.0% 
% of Total 29.8% 19.2% 31.1% 20.0% 100.0% 
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Table A.49: Decision Quality 
roun 
Private Private Government Government 
organisation Organisation Organisation Organisation 
emnlovees Manag:ers Emolovees Manal!ers Total 
Decision Strongly Count 6 3 9 
Quality Disagree % within group 3.6% 2.8% 1.7% 
% of Total 1.1% .6% 1.7% 
Disagree Count 7 I 28 11 47 
% within group 4.4% 1.0% 17.0% 10.4% 8.9% 
% of Total 1.3% .2% 5.3% 2.1% 8.9% 
Unsure Count 32 12 37 15 96 
% within group 20.3% 11.8% 22.4% 14.2% 18.1% 
% of Total 6.0% 2.3% 7.0% 2.8% 18.1% 
Agree Count 79 60 70 53 262 
% within group 50.0% 58.8% 42.4% 50.0% 49.3% 
% of Total 14.9% 11.3% 13.2% 10.0% 49.3% 
Strongly Count 40 29 24 24 117 
Agree % within group 25.3% 28.4% 14.5% 22.6% 22.0% 
% of Ta tal 7.5% 5.5% 4.5% 4.5% 22.0% 
Total Count 158 102 165 106 531 
% within group 100.0% 100.0% 100.0% 100.0% 100.0% 
% of Total 29.8% 19.2% 31.1% 20.0% 100.0% 
Table A.50: Overall Effictiveness 
.rouo 
Private Private Government Government 
organisation Organisation Organisation Organisation 
emnlovees Manag:ers Emolovees Manaaers Total 
Overall Strongly Count 8 3 11 
Effictiveness Disagree % within group 4.8% 2.8% 2.1% 
% of Total 1.5% .6% 2.1% 
Disagree Count 8 2 27 11 48 
% within group 5.1% 2.0% 16.4% 10.4% 9.0% 
% of Total 1.5% .4% 5.1% 2.1% 9.0% 
Unsure Count 25 10 35 17 87 
% within group 15.8% 9.8% 21.2% 16.0% 16.4% 
% of Total 4.7% 1.9% 6.6% 3.2% 16.4% 
Agree Count 83 63 69 49 264 
% within group 52.5% 61.8% 41.8% 46.2% 49.7% 
% of Total 15.6% 11.9% 13.0% 9.2% 49.7% 
Strongly Count 42 27 26 26 121 
Agree % within group 26.6% 26.5% 15.8% 24.5% 22.8% 
% or Total 7.9% 5.1% 4.9% 4.9% 22.8% 
Total Count 158 102 165 106 531 
% within group 100.0% 100.0% 100.0% 100.0% 100.0% 
% of Total 29.8% 19.2% 31.1% 20.0% 100.0% 
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Table B.l: Middle Management Jobs Elimination 
Or!1anisation 
Private Government Tolal 
Middle Slrongly Counl 5 36 41 
Managemenl Disagree % within Organisation 1.9% 13.3% 7.7% 
Jobs % oITolal .9% 6.8% 7.7% 
Elimination Disagree Count 62 133 195 
% within Organisation 23.8% 49.1% 36.7% 
% of Tatal 11.7% 25.0% 36.7% 
Unsure Count 84 81 165 
% within Organisation 32.3% 29.9% 31.1% 
% of Tatal 15.8% 15.3% 31.1% 
Agree Count 89 17 106 
% within Organisation 34.2% 6.3% 20.0% 
% of Total 16.8% 3.2% 20.0% 
Strongly Count 20 4 24 
Agree % within Organisation 7.7% 1.5% 4.5% 
% of Total 3.8% .8% 4.5% 
Total Count 260 271 531 
% within Organisation 100.0% 100.0% 100.0% 
% of Total 49.0% 51.0% 100.0% 
Table 6.2: Exchange of Infomnation 
Organisation 
Private Government Total 
Exchange of Strongly Count 13 13 
Information Disagree % within Organisation 4.8% 2.4% 
% oITotal 2.4% 2.4% 
Disagree Count 6 30 36 
% within Organisation 2.3% 11.1% 6.8% 
% of Total 1.1% 5.6% 6.8% 
Unsure Count 25 42 67 
% within Organisation 9.6% 15.5% 12.6% 
% of Total 4.7% 7.9% 12.6% 
Agree Count 120 96 216 
% within Organisation 46.2% 35.4% 40.7% 
% of Total 22.6% 18.1% 40.7% 
Strongly Count 109 90 199 
Agree % within Organisation 41.9% 33.2% 37.5% 
% of Total 20.5% 16.9% 37.5% 
Total Count 260 271 531 
% within Organisation 100.0% 100.0% 100.0% 
% of Total 49.0% 51.0% 100.0% 
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Table B.3: Subordinates Information Access 
Oraanisation 
Private Govemment Total 
Subordinates Disagree Count 7 29 36 
Information % within Organisation 2.7% 10.7% 6.8% 
Access % oITotal 1.3% 5.5% 6.8% 
Unsure Count 33 50 83 
% within Organisation 12.7% 18.5% 15.6% 
% oITotal 6.2% 9.4% 15.6% 
Agree Count 134 118 252 
% within Organisation 51.5% 43.5% 47.5% 
% 01 Total 25.2% 22.2% 47.5% 
Strongly Count 86 74 160 
Agree % within Organisation 33.1% 27.3% 30.1% 
% oITotal 16.2% 13.9% 30.1% 
Total Count 260 271 531 
% within Organisation 100.0% 100.0% 100.0% 
% 01 Total 49.0% 51.0% 100.0% 
Table B.4: Top Managers Information Access 
Oraanisation 
Private Government Total 
Top Managers Disagree Count 7 36 43 
Information % within Organisation 2.7% 13.3% 8.1% 
Access % 01 Total 1.3% 6.8% 8.1% 
Unsure Count 33 51 84 
% within Organisation 12.7% 18.8% 15.8% 
% of Total 6.2% 9.6% 15.8% 
Agree Count 135 116 251 
% within Organisation 51.9% 42.8% 47.3% 
% oITotal 25.4% 21.8% 47.3% 
Strongly Count 85 68 153 
Agree % within Organisation 32.7% 25.1% 28.8% 
% oITotal 16.0% 12.8% 28.8% 
Total Count 260 271 531 
% within Organisation 100.0% 100.0% 100.0% 
% of Total 49.0% 51.0% 100.0% 
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Table B.5: Middle Managers Processing & Co-ordination Functions 
Omanisation 
Private Government Total 
Middle Managers Strongly Count 3 13 16 
Processing & Disagree % within Organisation 1.2% 4.8% 3.0% 
Co-ordination % oITotal .6% 2.4% 3.0% Functions Disagree Count 21 41 62 
% within Organisation 8.1% 15.1% 11.7% 
% oITotal 4.0% 7.7% 11.7% 
Unsure Count 58 79 137 
% within Organisation 22.3% 29.2% 25.8% 
% oITotal 10.9% 14.9% 25.8% 
Agree Count 134 104 238 
% within Organisation 51.5% 38.4% 44.8% 
% oITotal 25.2% 19.6% 44.8% 
Strongly Count 44 34 78 
Agree % within Organisation 16.9% 12.5% 14.7% 
% 01 Total 8.3% 6.4% 14.7% 
Total Count 260 271 531 
% within Organisation 100.0% 100.0% 100.0% 
% 01 Total 49.0% 51.0% 100.0% 
Table B.6: Non.Managerlal Jobs Elimination 
Orcanisation 
Private Government Total 
Non· Strongly Count 10 37 47 
Managerial Disagree % within Organisation 3.8% 13.7% 8.9% 
Jobs % 01 Total 1.9% 7.0% 8.9% Elimination Disagree Count 60 101 161 
% within Organisation 23.1% 37.3% 30.3% 
% 01 Total 11.3% 19.0% 30.3% 
Unsure Count 61 51 112 
% within Organisation 23.5% 18.8% 21.1% 
% oITotal 11.5% 9.6% 21.1% 
Agree Count 103 64 167 
% within Organisation 39.6% 23.6% 31.5% 
% 01 Total 19.4% 12.1% 31.5% 
Strongly Count 26 18 44 
Agree % within Organisation 10.0% 6.6% 8.3% 
% oITotal 4.9% 3.4% 8.3% 
Total Count 260 271 531 
% within Organisation 100.0% 100.0% 100.0% 
% oITotal 49.0% 51.0% 100.0% 
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Table B.7: Workload & Manpower Hiring 
Organisation 
Private Government Total 
Worklaod & Strongly Count 19 21 40 
Manpoer Disagree % within Organisation 7.3% 7.7% 7.5% 
Hiring % oITotal 3.6% 4.0% 7.5% 
Disagree Count 98 100 198 
% within Organisation 37.7% 36.9% 37.3% 
% oITotal 18.5% 18.8% 37.3% 
Unsure Count 71 85 156 
% within Organisation 27.3% 31.4% 29.4% 
% oITotal 13.4% 16.0% 29.4% 
Agree Count 47 47 94 
% within Organisation 18.1% 17.3% 17.7% 
% 01 Total 8.9% 8.9% 17.7% 
Strongly Count 25 18 43 
Agree % within Organisation 9.6% 6.6% 8.1% 
% oITotal 4.7% 3.4% 8.1% 
Total Count 260 271 531 
% within Organisation 100.0% 100.0% 100.0% 
% oITotal 49.0% 51.0% 100.0% 
Table B.8: Organisation Hierarchy Structure 
Organisation 
Private Government Total 
Organisation Strongly Count 7 41 48 
Hierarchy Disagree % within Organisation 2.7% 15.1% 9.0% 
Structure % oITotal 1.3% 7.7% 9.0% 
Disagree Count 34 119 153 
% within Organisation 13.1% 43.9% 28.8% 
% oITotal 6.4% 22.4% 28.8% 
Unsure Count 87 87 174 
% within Organisation 33.5% 32.1% 32.8% 
% 01 Total 16.4% 16.4% 32.8% 
Agree Count 102 16 118 
% within Organisation 39.2% 5.9% 22.2% 
% 01 Total 19.2% 3.0% 22.2% 
Strongly Count 30 8 38 
Agree % within Organisation 11.5% 3.0% 7.2% 
% 01 Total 5.6% 1.5% 7.2% 
Total Count 260 271 531 
% within Organisation 100.0% 100.0% 100.0% 
% oITotal 49.0% 51.0% 100.0% 
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Table B.9: Centralisationl Decentralisation of Decision-Making Authority 
Organisation 
Private Government Total 
IT Use Led to Strongly Count 8 24 32 
Changes in Disagree % within Organisation 3.1% 8.9% 6.0% 
Centralisationl % oITotal 1.5% 4.5% 6.0% 
Decentralisation of Disagree Count 33 63 96 Decision-Making 
% within Organisation 12.7% 23.2% 18.1% 
% of Total 6.2% 11.9% 18.1% 
Unsure Count 44 92 136 
% within Organisation 16.9% 33.9% 25.6% 
% 01 Total 8.3% 17.3% 25.6% 
Agree Counl 143 78 221 
% within Organisation 55.0% 28.8% 41.6% 
% oITotal 26.9% 14.7% 41.6% 
Strongly Count 32 14 46 
Agree % within Organisation 12.3% 5.2% 8.7% 
% 01 Total 6.0% 2.6% 8.7% 
Total Count 260 271 531 
% within Organisation 100.0% 100.0% 100.0% 
% 01 Total 49.0% 51.0% 100.0% 
Table B.l0: Change of Decision-Making in the Last Five years 
Orqanisation 
Private Government Total 
Change of More Count 37 19 56 
Decision-Making Decentralised % within Organisation 14.2% 7.0% 10.5% 
% of Total 7.0% 3.6% 10.5% 
Little Count 79 38 117 
Decentralised % within Organisation 30.4% 14.0% 22.0% 
% 01 Total 14.9% 7.2% 22.0% 
Unchanged Count 68 126 194 
% within Organisation 26.2% 46.5% 36.5% 
% 01 Total 12.8% 23.7% 36.5% 
Little Count 41 47 88 
Centralised % within Organisation 15.8% 17.3% 16.6% 
% 01 Total 7.7% 8.9% 16.6% 
More Count 35 41 76 
Centralised % within Organisation 13.5% 15.1% 14.3% 
% 01 Total 6.6% 7.7% 14.3% 
Total Count 260 271 531 
% within Organisation 100.0% 100.0% 100.0% 
%oITotal 49.0% 51.0% 100.0% 
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Table B.ll: Question 7 • Question 8 Crosstabulation 
Queslion 8 
Disaaree Unsure Aaree Tolal 
Private Question 7 More Count 5 3 29 37 
Organisation Decentralised % within Q8 12.2% 6.8% 16.6% 14.2% 
Respondents % 01 Total 1.9% 1.2% 11.2% 14.2% 
Little Count 12 6 61 79 
Decentralised % within 08 29.3% 13.6% 34.9% 30.4% 
% oITotal 4.6% 2.3% 23.5% 30.4% 
No change Count 17 18 33 68 
% within 08 41.5% 40.9% 18.9% 26.2% 
% oITotal 6.5% 6.9% 12.7% 26.2% 
little Count 4 9 28 41 
Centralised % within Q8 9.8% 20.5% 16.0% 15.8% 
% of Total 1.5% 3.5% 10.8% 15.8% 
More Count 3 8 24 35 
Centralised % within Q8 7.3% 18.2% 13.7% 13.5% 
% oITotal 1.2% 3.1% 9.2% 13.5% 
Total Count 41 44 175 260 
% within Q8 100.0% 100.0% 100.0% 100.0% 
% oITotal 15.8% 16.9% 67.3% 100.0% 
Government Question 7 More Count 1 3 15 19 
Organisation Decentralised % within Q8 1.1% 3.3% 16.3% 7.0% 
Respondents % oITotal .4% 1.1% 5.5% 7.0% 
little Count 6 9 23 38 
Decentralised % within Q8 6.9% 9.8% 25.0% 14.0% 
% oITotal 2.2% 3.3% 8.5% 14.0% 
No change Count 54 51 21 126 
% within Q8 62.1% 55.4% 22.8% 46.5% 
% oITotal 19.9% 18.8% 7.7% 46.5% 
little Count 12 13 22 47 
Centralised % within Q8 13.8% 14.1% 23.9% 17.3% 
% oITotal 4.4% 4.8% 8.1% 17.3% 
More Count 14 16 11 41 
Centralised % within 08 16.1% 17.4% 12.0% 15.1% 
% 01 Total 5.2% 5.9% 4.1% 15.1% 
Total Count 87 92 92 271 
% within 08 100.0% 100.0% 100.0% 100.0% 
% oITotal 32.1% 33.9% 33.9% 100.0% 
270 
Appendix B 
Table 6.12: Decision-making Communications of Private and Goverment Organisations 
Group 
Private Goverment Total 
Decision-making Strongly Count 1 16 17 
Communications Disagree % within Group .4% 5.9% 3.2% 
% oITotal .2% 3.0% 3.2% 
Disagree Count 9 42 51 
% within Group 3.5% 15.5% 9.6% 
% oITotal 1.7% 7.9% 9.6% 
Unsure Count 36 67 103 
% within Group 13.8% 24.7% 19.4% 
% of Total 6.8% 12.6% 19.4% 
Agree Count 150 111 261 
% within Group 57.7% 41.0% 49.2% 
% of Total 28.2% 20.9% 49.2% 
Strongly Count . 64 35 99 
Agree % within Group 24.6% 12.9% 18.6% 
% of Total 12.1% 6.6% 18.6% 
Total Count 260 271 531 
% within Group 100.0% 100.0% tOO.O% 
% oITotal 49.0% 51.0% 100.0% 
Table 6.13: Declslon-maklng Communications of Private Organisation Groups 
group 
Private Private 
organisation Organisation 
employees Managers Total 
Decision-making Strongly Count 1 1 
Communications Disagree % within group .6% .4% 
% oITotal .4% .4% 
Disagree Count 7 2 9 
% within group 4.4% 2.0% 3.5% 
% of Total 2.7% .8% 3.5% 
Unsure Count 24 12 36 
% within group 15.2% 11.8% 13.8% 
% of Total 9.2% 4.6% 13.8% 
Agree Count 89 61 150 
% within group 56.3% 59.8% 57.7% 
% of Total 34.2% 23.5% 57.7% 
Strongly Count 37 27 64 
Agree % within group 23.4% 26.5% 24.6% 
% of Total 14.2% 10.4% 24.6% 
Total Count 158 102 260 
% within group 100.0% 100.0% 100.0% 
% of Total 60.8% 39.2% 100.0% 
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Table B.14: Declslon-maklng Communications of Goverment Organisation Groups' 
arouD 
Government Government 
Organisation Organisation 
Employees Manacers Total 
Decision-making Strongly Count 12 4 16 
Communications Disagree % within group 7.3% 3.8% 5.9% 
% ofTotal 4.4% 1.5% 5.9% 
Disagree Count 26 16 42 
% within group 15.8% 15.1% 15.5% 
% ofTotal 9.6% 5.9% 15.5% 
Unsure Count 46 21 67 
% within group 27.9% 19.8% 24.7% 
%ofTotal 17.0% 7.7% 24.7% 
Agree Count 64 47 111 
% within group 38.8% 44.3% 41.0% 
% of Total 23.6% 17.3% 41.0% 
Strongly Count 17 18 35 
Agree % within group 10.3% 17.0% 12.9% 
% ofTotal 6.3% 6.6% 12.9% 
Total Count 165 106 271 
% within group 100.0% 100.0% 100.0% 
% of Total 60.9% 39.1% 100.0% 
B.15: IT Computing and processing Capabilities Impact on Decision-Making Participation 
of Private & Government Organisations 
Group 
Private Goverment Total 
IT Computing & Strongly Count 5 19 24 
processing Disagree % within Group 1.9% 7.0% 4.5% 
Capabilities Impact % ofTotal .9% 3.6% 4.5% 
on Decision-Making Disagree Count 28 54 82 Participation 
% within Group 10.8% 19.9% 15.4% 
% ofTotal 5.3% 10.2% 15.4% 
Unsure Count 53 66 119 
% within Group 20.4% 24.4% 22.4% 
% ofTotal 10.0% 12.4% 22.4% 
Agree Count 141 112 253 
% within Group 54.2% 41.3% 47.6% 
% ofTotal 26.6% 21.1% 47.6% 
Strongly Count 33 20 53 
Agree % within Group 12.7% 7.4% 10.0% 
% of Total 6.2% 3.8% 10.0% 
Total Count 260 271 531 
% within Group 100.0% 100.0% 100.0% 
% of Total 49.0% 51.0% 100.0% 
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B.16: IT Communication Capabilities Impact on Decision-Making Participation of Private & 
Government Organisations 
GrouD 
Private Goverment Total 
IT Communication Strongly Count 4 25 29 
Capabilities Impact Disagree % within Group 1.5% 9.2% 5.5% 
on Decision-Making % oITotal .8% 4.7% 5.5% Participation Disagree Count 15 52 67 
% within Group 5.8% 19.2% 12.6% 
% 01 Total 2.8% 9.8% 12.6% 
Unsure Count 40 73 113 
% within Group 15.4% 26.9% 21.3% 
% oITotal 7.5% 13.7% 21.3% 
Agree Count 140 100 240 
% within Group 53.8% 36.9% 45.2% 
% oITotal 26.4% 18.8% 45.2% 
Strongly Count 61 21 82 
Agree % within Group 23.5% 7.7% 15.4% 
% oITotal 11.5% 4.0% 15.4% 
Total Count 260 271 531 
% within Group 100.0% 100.0% 100.0% 
% oITotal 49.0% 51.0% 100.0% 
B.17: the impact of IT Use for Decision-Making on Job Complexity of private and 
goverment organisations 
GroUD 
Private Goverment Total 
Job Strongly Count 3 12 15 
Complexity Disagree % within Group 1.2% 4.4% 2.8% 
% oITotal .6% 2.3% 2.8% 
Disagree Count 9 38 47 
% within Group 3.5% 14.0% 8.9% 
% 01 Total 1.7% 7.2% 8.9% 
Unsure Count 60 69 129 
% within Group 23.1% 25.5% 24.3% 
% 01 Total 11.3% 13.0% 24.3% 
Agree Count 133 106 239 
% within Group 51.2% 39.1% 45.0% 
% of Total 25.0% 20.0% 45.0% 
Strongly Count 55 46 101 
Agree % within Group 21.2% 17.0% 19.0% 
% 01 Total 10.4% 8.7% 19.0% 
Total Count 260 271 531 
% within Group 100.0% 100.0% 100.0% 
% 01 Total 49.0% 51.0% 100.0% 
273 
Appendix B 
B.18: liT Use for Decision-Making Impact on Job Complexity of private organisations 
Groups 
Job 
Complexity 
Total 
Job 
Complexity 
Total 
oroUD 
Private Private 
organisation Organisation 
employ!'es ManaJjers 
Strongly Count 3 
Disagree % within group 1.9% 
% of Tatal 1.2% 
Disagree Count 5 4 
% within group 3.2% 3.9% 
% at Total 1.9% 1.5% 
Unsure Count 38 22 
% within group 24.1% 21.6% 
% of Total 14.6% 8.5% 
Agree Count 80 53 
% within group 50.6% 52.0% 
% of Tatal 30.8% 20.4% 
Strongly Count 32 23 
Agree % within group 20.3% 22.5% 
% of Total 12.3% 8.8% 
Count 158 102 
% within group 100.0% 100.0% 
% of Total 60.8% 39.2% 
8.19: IT Use for Decision-Making Impact on Job Complexity of Goverment 
organisations Groups 
orOUD 
Government Government 
Organisation Organisation 
EmDlovees ManaQers 
Strongly Count 8 4 
Disagree % within group 4.8% 3.8% 
% o(Total 3.0% 1.5% 
Disagree Count 29 9 
% within group 17.6% 8.5% 
% of Total 10.7% 3.3% 
Unsure Count 43 26 
% within group 26.1% 24.5% 
% of Total 15.9% 9.6% 
Agree Count 60 46 
% within group 36.4% 43.4% 
% of Total 22.1% 17.0% 
Strongly Count 25 21 
Agree % within group 15.2% 19.8% 
% ofTotal 9.2% 7.7% 
Count 165 106 
% within group 100.0% 100.0% 
% of Total 60.9% 39.1% 
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Total 
3 
1.2% 
1.2% 
9 
3.5% 
3.5% 
60 
23.1% 
23.1% 
133 
51.2% 
51.2% 
55 
21.2% 
21.2% 
260 
100.0% 
100.0% 
Total 
12 
4.4% 
4.4% 
38 
14.0% 
14.0% 
69 
25.5% 
25.5% 
106 
39.1% 
39.1% 
46 
17.0% 
17.0% 
271 
100.0% 
100.0% 
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B.20: Routinisation of Decision-Making of Prlvate and Government Organisations 
Group 
Private Goverment Total 
Decision-Making Strongly Count 14 33 47 
Routinisation Disagree % within Group 5.4% 12.2% 8.9% 
% of Total 2.6% 6.2% 8.9% 
Disagree Count 93 85 178 
% within Group 35.8% 31.4% 33.5% 
% ofTotal 17.5% 16.0% 33.5% 
Unsure Count 51 76 127 
% within Group 19.6% 28.0% 23.9% 
% of Total 9.6% 14.3% 23.9% 
Agree Count 91 73 164 
% within Group 35.0% 26.9% 30.9% 
% ofTotal 17.1% 13.7% 30.9% 
Strongly Count 11 4 15 
Agree % within Group 4.2% 1.5% 2.8% 
% ofTotal 2.1% .8% 2.8% 
Total Count 260 271 531 
% within Group 100.0% 100.0% 100.0% 
% of Total 49.0% 51.0% 100.0% 
B.21: Routinlsatlon of Decislon-Maklng of Private Organisations Groups 
arouo 
Private Private 
Organisation Organisation 
Emolovees Manaoers Total 
Decision-Making Strongly Count 7 7 14 
Routinisation Disagree % within group 4.4% 6.9% 5.4% 
% ofTotal 2.7% 2.7% 5.4% 
Disagree Count 63 30 93 
% within group 39.9% 29.4% 35.8% 
% of Total 24.2% 11.5% 35.8% 
Unsure Count 35 16 51 
% within group 22.2% 15.7% 19.6% 
% ofTotal 13.5% 6.2% 19.6% 
Agree Count 53 49 102 
% within group 33.5% 48.0% 39.2% 
% of Total 20.4% 18.8% 39.2% 
Total Count 158 102 260 
% within group 100.0% 100.0% 100.0% 
% ofTotal 60.8% 39.2% 100.0% 
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8.22: Routinlsatlon of Decision-Making of Government Organisations Groups 
croue 
Government Government 
Organisation Organisation 
Emelovees Manacers 
Decision-Making Strongly Count 21 12 
Routinisation Disagree % within group 12.7% 11.3% 
% ofTotal 7.7% 4.4% 
Disagree Count 49 36 
% within group 29.7% 34.0% 
% ofTotal 18.1% 13.3% 
Unsure Count 55 21 
% within group 33.3% 19.8% 
% ofTotal 20.3% 7.7% 
Agree Count 40 37 
% within group 24.2% 34.9% 
% of Total 14.8% 13.7% 
Total Count 165 106 
% within group 100.0% 100.0% 
% of Total 60.9% 39.1% 
8.23: IT Use Impact on Decision Alternatives of Private and Govemement 
Organisations 
Groue 
Private Goverment 
Decision Strongly Count 2 9 
Alternatives Disagree % within Group .8% 3.3% 
% ofTotal .4% 1.7% 
Disagree Count 14 52 
% within Group 5.4% 19.2% 
% of Total 2.6% 9.8% 
Unsure Count 37 69 
% within Group 14.2% 25.5% 
% ofTotal 7.0% 13.0% 
Agree Count 149 103 
% within Group 57.3% 38.0% 
% ofTotal 28.1% 19.4% 
Strongly Count 58 38 
Agree % within Group 22.3% 14.0% 
% ofTotal 10.9% 7.2% 
Total Count 260 271 
% within Group 100.0% 100.0% 
% of Total 49.0% 51.0% 
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Total 
33 
12.2% 
12.2% 
85 
31.4% 
31.4% 
76 
28.0% 
28.0% 
77 
28.4% 
28.4% 
271 
100.0% 
100.0% 
Total 
11 
2.1% 
2.1% 
66 
12.4% 
12.4% 
106 
20.0% 
20.0% 
252 
47.5% 
47.5% 
96 
18.1% 
18.1% 
531 
100.0% 
100.0% 
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B.24: IT Use Impact on Decision Speed of Private and Government Organisations 
Group 
Private Goverment Total 
Decision Strongly Count 1 10 11 
Speed Disagree % within Group .4% 3.7% 2.1% 
% 01 Total .2% 1.9% 2.1% 
Disagree Count 11 37 48 
% within Group 4.2% 13.7% 9.0% 
% oITotal 2.1% 7.0% 9.0% 
Unsure Count 35 43 78 
% within Group 13.5% 15.9% 14.7% 
% oITotal 6.6% 8.1% 14.7% 
Agree Count 149 130 279 
% within Group 57.3% 48.0% 52.5% 
% oITotal 28.1% 24.5% 52.5% 
Strongly Count 64 51 115 
Agree % within Group 24.6% 18.8% 21.7% 
% oITotal 12.1% 9.6% 21.7% 
Total Count 260 271 531 
% within Group 100.0% 100.0% 100.0% 
% oITotal 49.0% 51.0% 100.0% 
B.25: IT Use Impact on Decision-Making Effectiveness of Private and Government 
Organisations 
GrouP 
Private Goverment Total 
Decision-Making Strongly Count 11 11 
Effectiveness Disagree % within Group 4.1% 2.1% 
% oITotal 2.1% 2.1% 
Disagree Count 10 38 48 
% within Group 3.8% 14.0% 9.0% 
% oITotal 1.9% 7.2% 9.0% 
Unsure Count 43 58 101 
% within Group 16.5% 21.4% 19.0% 
% oITotal 8.1% 10.9% 19.0% 
Agree Count 144 120 264 
% within Group 55.4% 44.3% 49.7% 
% 01 Total 27.1% 22.6% 49.7% 
Strongly Count 63 44 107 
Agree % within Group 24.2% 16.2% 20.2% 
% 01 Total 11.9% 8.3% 20.2% 
Total Count 260 271 531 
% within Group 100.0% 100.0% 100.0% 
% oITotal 49.0% 51.0% 100.0% 
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8.26: IT Use Impact on Decision-Making Effectiveness of Private Organisations Groups 
group 
Private Private 
organisation Organisation 
employees Managers Total 
Decision-Making Disagree Count 8 2 10 
Effectiveness % within group 5.1% 2.0% 3.8% 
% oITotal 3.1% .8% 3.8% 
Unsure Count 32 11 43 
% within group 20.3% 10.8% 16.5% 
% 01 Total 12.3% 4.2% 16.5% 
Agree Count 80 64 144 
% within group 50.6% 62.7% 55.4% 
% oITotal 30.8% 24.6% 55.4% 
Strongly Count 38 25 63 
Agree % within group 24.1% 24.5% 24.2% 
% 01 Total 14.6% 9.6% 24.2% 
Total Count 158 102 260 
% within group 100.0% 100.0% 100.0% 
% oITotal 60.8% 39.2% 100.0% 
8.27: IT Use Impact on Decision-Making Effectiveness of Government Organisations Group 
qroup 
Government Government 
Organisation Organisation 
Employees Managers Total 
Decision-Making Strongly Count 8 3 11 
Effectiveness Disagree % within group 4.8% 2.8% 4.1% 
% 01 Total 3.0% 1.1% 4.1% 
Disagree Count 28 10 38 
% within group 17.0% 9.4% 14.0% 
% oITotal 10.3% 3.7% 14.0% 
Unsure Count 39 19 58 
% within group 23.6% 17.9% 21.4% 
% 01 Total 14.4% 7.0% 21.4% 
Agree Count 68 52 120 
% within group 41.2% 49.1% 44.3% 
% 01 Total 25.1% 19.2% 44.3% 
Strongly Count 22 22 44 
Agree % within group 13.3% 20.8% 16.2% 
% oITotal 8.1% 8.1% 16.2% 
Total Count 165 106 271 
% within group 100.0% 100.0% 100.0% 
% oITotal 60.9% 39.1% 100.0% 
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Private and Government 
Organisations 
One Sample One Tailed T -test 
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Appendix C 
Private Organisations T -Test 
One-5ample Statistics 
Std. Error 
N Mean Std. Deviation Mean 
Middle Management 260 3.22 .960 .060 Jobs Elimination 
Non-Managerial Jobs 260 3.29 1.050 .065 Elimination 
Workload & Manpower 260 2.85 1.103 .068 Hiring 
Organistion Hierarchy 260 3.44 .951 .059 Structure 
IT Impact on 
Centralisationl 260 3.61 .963 .060 Decentralisation of 
Decision-Making 
Decision-making 260 4.0269 .74774 .04637 Communications 
Decision Participation 260 3.65 .903 .056 (computing) 
Decision Participation 260 3.92 .868 .054 (Communication) 
Job Complexity 260 3.8769 .81979 .05084 
Decision-Making 260 2.97 1.047 .065 Routinisation 
Decision Alternatives 260 3.95 .806 .050 
Decision Speed 260 4.02 .766 .048 
Decision Effectiveness 260 4.0000 .75080 .04656 
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One-Sample Test 
Test Value = 3 
95% Confidence 
Interval 01 the 
Mean Difference 
t dl Sio. (2-tailed) Difference Lower UODer 
Middle Management 
3.684 259 .000 .22 .10 .34 Jobs Elimination 
Non-Managerial Jobs 
4.431 259 .000 .29 .16 .42 Elimination 
Workload & Manpowe 
-2.193 259 .029 -.15 -.28 -.02 Hiring 
Organistion Hierarchy 
7.438 259 .000 .44 .32 .55 Structure 
IT Impact on 
Centralisationl 
10.180 259 Decentralisation of .000 .61 .49 .73 
Decision-Making 
Decision-making 
22.145 259 .000 1.0269 .9356 1.1182 Communications 
Decision Participation 
11.608 259 .000 .65 .54 .76 (ccmputing) 
Decision Participation 
17.069 259 .000 .92 .81 1.03 (Communication) 
Job Complexity 17.248 259 .000 .8769 .7768 .9770 
Decision-Making 
-.474 259 .636 -.03 -.16 .10 Routinisation 
Decision Alternatives 19.000 259 .000 .95 .85 1.05 
Decision Speed 21.376 259 .000 1.02 .92 1.11 
Decision Eftectivenes, 21.476 259 .000 1.0000 .9083 1.0917 
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Government Organisations T-Test 
One-5ample Statistics 
Std. Error 
N Mean Std. Deviation Mean 
Middle Management 
271 2.34 .840 .051 Jobs Elimination 
Non-Managerial Jobs 
271 2.72 1.161 .071 Elimination 
Workload & Manpower 
271 2.78 1.037 .063 Hiring 
Organistion Hierarchy 
271 2.38 .914 .056 Structure 
IT Impact on 
Centralisationl 271 2.98 1.042 .063 Decentralisation of 
Decision-Making 
Decision-making 271 3.3948 1.07970 .06559 Communications 
Decision Participation 271 3.22 1.069 .065 (computing) 
Decision Participation 271 3.15 1.106 .067 (Communication) 
Job Complexity 271 3.5018 1.06762 .06485 
Decision-Making 
271 2.74 1.033 .063 Routinisation 
Decision Alternatives 271 3.40 1.053 .064 
Decision Speed 271 3.65 1.051 .064 
Decision Effectiveness 271 3.5461 1.04912 .06373 
282 
Appendix C 
One-Sample Test 
Test Value - 3 
95% Confidence 
Interval 01 the 
Mean Difference 
t dl . SiQ. C2-tailed) Difference Lower UDDer 
Middle Management 
-13.019 270 .000 -.66 -.76 -.56 Jobs Elimination 
Non-Managerial Jobs 
-3.922 270 .000 -.28 -.42 -.14 Elimination 
Workload & Manpowe 
-3.457 270 .001 -.22 -.34 -.09 Hiring 
Organistion Hierarchy 
-11.231 270 .000 -.62 -.73 -.51 Structure 
IT Impact on 
Centralisation! 
-.292 270 .771 -.02 -.14 .11 Decentralisation of 
Decision-Making 
Decision-making 6.020 270 .000 .3948 .2657 .5240 Communications 
Decision Participation 3.409 270 .001 .22 .09 .35 (computing) 
Decision Participation 2.198 270 .029 .15 .02 .28 (Communication) 
Job Complexity 7.738 270 .000 .5018 .3742 .6295 
Decision-Making 
-4.118 270 .000 -.26 -.38 -.13 Routinisation 
Decision Alternatives 6.290 270 .000 .40 .28 .53 
Decision Speed 10.119 270 .000 .65 .52 .77 
Decision Effectivene .. 8.569 270 .000 .5461 .4207 .6716 
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Saleh Alenzi 
P.O. Box 1463 
Sura, 45715 
Kuwait 
Phone: 606-1196 
Email: S.Alenzi@lboro.ac.uk 
Dear Sir or Madam: 
I am currently conducting a research on the affects of information technology on the 
structure and decision-making process in Kuwait private and public organisations. It 
is very important to know your views regarding this subject. Findings from this study 
will yield important information to researchers in this fields and organisations such as 
your own. 
I would be grateful if you can spare some of your time to complete this questionnaire. 
I will assure you that all information and data provided by you will be treated with 
strict confidentiality and they will be used only for the purpose of this study. 
Thanks you for your co-operation. 
Yours Sincerely, 
Saleh Alenzi 
Managerial Perspective: Managers 
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To assist your completion of this questionnaire, I have restated the definitions of the 
key concepts used in this study. 
For the purpose of this study, read the following definitions: 
1. Information technology includes computer hardware, software, database 
management systems, and data communication technologies, which are used 
for storage, processing, and communication of information. 
2. DeciSion-making: this study refers to the operational decisions which are 
defined as "Routine, repetitive, day-to-day decisions such as those decisions 
made to handle daily transactions, customer complaint, keep a project on 
schedule, and maintain the efficiency of work group". 
3. Middle management is defined as the middle management who its lower 
boundary is set above the first level supervisors since managers from this level 
down directly supervise operations, and are responsible for executing policies 
and procedures. The upper boundary is set below the department head given 
that mangers from this level up are responsible for designing poliCies and 
procedures, and for introducing changes in the organisation. 
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Personal, Educational, and Professional Background 
Please read the question carefully and tick 0 the appropriate answer: 
I. Sex: 
ID Male ,D Female 
2. Age: 
I D Under 30 years ,D 30 - 39 ,D 40 - 49 ,D 50 & Over 
3. Nationality: 
ID Kuwaiti ,D Non-Kuwaiti 
4. Your highest education degree: 
ID High school or less ,D Diploma ,D Bachelor ,D Master ,0 PhD 
5. Which of the following group best describe your workgroup or department? 
I D Personnel ,D Accounting ,D Engineering 4DFinance 
,D Operational .0 Marketing 7 D Purchasing .D Sales 
,D Planning IOD IT services 110 Maintenance "D Legal 
\3 1:1 Training 14D Other" 
"Other (please specify): ................................................... " .............. " " .... ". 
6. Work experience: 
I D Less than 5 years 
,D 16 - 20 years 
,D 5 - 10 years ,0 II - 15 years 
,0 More than 20 years 
7. What is your position managerial level? 
I D Employee (Non managers) 
3D Middle Management 
,D Supervisory (L~wer Management) 
,D Top management 
8. How often do you use computer and other information technology facilities on 
doing your work? 
I D Almost never 
,D I - 2 hours a day 
,0 less than Y, hour a day 
,D 2 - 3 hours a day 
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,D y, hour to I hour a day 
.D More than 3 hours a day 
Organisational background 
Please read the question carefully and tick Ii:l the appropriate answer: 
9. Type of your organisation: 
,0 Private ,0 Government 
10. In which oftbe following sectors does your organisation primarily operate? 
,0 Banking & Finance 
40 Manufacturing 
,0 Transportation 
100 Public Services 
13 0 Contracting 
20 Business Services 
,0 Healthcare 
sO Communication 
,,0 Wholesale & Retail 
140 Diversified 
,0 Oil Industry 
60 Leisure 
,0 Education 
,,0 Construction 
,,0 Other" 
"Otber (please specify): ................................................................ . 
11. Approximately how many employees are tbere in your organisation (e.g. 
Ministry. Company)? 
,0 Less tban 50 employees 
,0 201 - 500 employees 
,0 1001 - 2000 employees 
12. How old is your organisation? 
,0 Less tban five years 
4021 - 30 years 
,0 50 - 200 employees 
40 501 - 1000 employees 
,0 More than 2000 employees 
,0 5 - 10 years ,0 11 - 20 years 
,0 More tban 30 years 
13. To what extent computers and otbers infonnation technologies are used in your 
section or department? 
,0 Very limited use 
40 High use 
,0 Limited use 
,0 Very higb use 
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,0 Moderate use 
Nature of Work and Decision-Making Authority Hierarchy Index 
Please read the question carefully and tick 51:1 or circle the appropriate answer: 
Nature of Work: 
I. The following questions pertain to the normal, usual day-to-day pattern of work 
carried out by the people in your work unit: 
Not At All To Small 
Extent 
To some extent To great extent 
2 3 4 
I. How much of the work employees do is the same tasks from day-
to-day? 
2. To what extent would you say work is routine? 
3. To what extent do employees in your department! or section do 
the same job in the same way all the time? 
4. To what extent would you describe your department! or section 
activities and duties as repetitious? 
Authority: 
2. To what Extent the following statements are true? 
Definitely false False Unsure True 
2 3 4 
1. A person who wants to make hislher own decisions would be 
quickly discouraged here. 
2. Even small matters have to be referred to someone higher up for 
final decision. 
3. Employees must ask their superiors before most things can be 
done. 
4. All decisions made by an employee must be approved by his 
supervisor. 
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Nearly all 
5 
I 2 3 4 5 
I 2 3 4 5 
I 2 3 4 5 
I 2 3 4 5 
Defmitely True 
5 
I 2 3 4 5 
I 2 3 4 5 
I 2 3 4 5 
I 2 3 4 5 
Information Technology Use and Affects 
Please read the question carefully and tick 0 or circle the appropriate answer: 
3. To what extent do the following information technologies (if available) are used 
in your section! or department to do work? 
Not Available Never Rarely Sometimes Very often Always 
o 2 3 4 5 
Type oflT By Category Example Answer 
l. Simple Phones, fax, pagers, Telex 0 I 2 3 4 5 
Telecommunication 
Technologies 
2. Advanced Teleconferencing, voice mail, etc ... 0 I 2 3 4 5 
Telecommunication 
technologies 
3. Stand alone PCs PCs, Laptop PCs, Notebook PCs 0 I 2 3 4 5 
4. Internal PC network LAN, Intranet, Internal electronic 0 I 2 3 4 5 
mail 
5. External Network WAN, Internet, External electronic 0 I 2 3 4 5 
mail 
6. Information Systems Distributed processing, departmental 0 I 2 3 4 5 
systems, electronic data interchange, 
co-operative processing, etc ... 
7. Decision Aiding Expert system, DSS, executive 0 I 2 3 4 5 
Technologies information systems 
8. Large Scale Data CD-ROM, Videodisc, Optical Disk 0 I 2 3 4 5 
Storage Technologies 
9. Document Image Processing 0 I 2 3 4 5 
Management 
Technologies 
10. Computer aided CAD,CAM 0 I 2 3 4 5 
design! 
Manufacturing 
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4. To what extent do the following software packages (If available) are used in your 
section! or department to do work? 
Not Available Never Rarely Sometimes Very often Always 
o I 2 3 4 5 
l. Word processing (e.g. word) 0 I 2 3 4 5 
2. Graphics and Presentations (e.g. Power Point, etc ... ) 0 I 2 3 4 5 
3. Spreadsheet (e.g. Excel, Lotus 123, etc ... ) 0 I 2 3 4 5 
4. Databases (e.g. Access, Oracle) 0 I 2 3 4 5 
5. Application packages (e.g. Accounting, payroll packages, 0 I 2 3 4 5 
etc ... ) 
6. Statistical Analysis 0 1 2 3 4 5 
7. Managerial and decision support (e.g. Microsoft project, 0 1 2 3 4 5 
etc ... ) 
8. Messaging & collaboration (e.g. outlook, NetMeeting, 0 1 2 3 4 5 
Exchange, etc ... ) 
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5. To what extent do you agree with the perception that the use of infonnation 
technology in your organisation have led to the following: 
Strongly Disagree Unsure Agree Strongly Agree 
Disagree 
I 2 3 4 5 
1. Facilitated more exchange of information across organisation's I 2 3 4 5 
functional areas. 
2. Made it easier for subordinates to access information relating to I 2 3 4 5 
decision-making process. 
3. Made it easier for top managers to directly access information I 2 3 4 5 
relating to their decision-making process. 
4. Reduced the information processing and co-ordination functions I 2 3 4 5 
of middle management. 
5. Led to the elimination of some middle management jobs such as I 2 3 4 5 
supervisors. 
6. Led to an overall reduction in manpower and the elimination of I 2 3 4 5 
so·me of non-managerial jobs (e.g. clerical and secretarial staff). 
7. Led to the growth in workload, therefore more manpower is I 2 3 4 5 
needed to handle the work. 
8. Led to smaller and flatter structure organisations. I 2 3 4 5 
6. How would you describe the current decision-making process in your 
organisation? 
10 Highly decentralised 
30 Centralised 
,0 Decentralised 
40 Highly centralised 
7. How has decision-making process changed over the last 5 years? 
lOA lot more decentralised 
30 No change 
,0 A lot more centralised 
292 
,0 A little more decentralised 
,0 A little more centralised 
8. To what extent do you agree with the perception that IT use has led to the 
changes in centralisation or decentralisation in decision-making process in your 
organisation? 
ID Strongly disagree 
,0 Agree 
,0 Disagree ,0 Unsure 
,0 Strongly agree 
9. To what extent do you agree with perception that over the last five years the use of 
information technology in your organisation have led to the following: 
Strongly Disagree Unsure Agree Strongly Agree 
Disagree 
I 2 3 4 5 
I. Made it easier for employees to communicate with their co- 1 2 3 4 5 
worker in decision-making process. 
2. Made it easier for employees to communicate with others in I 2 3 4 5 
different departments or other functional areas III decision-
making process. 
3. Made it easier for superiors to communicate with their I 2 3 4 5 
subordinates in decision-making process. 
4. Made it easier for subordinates to communicate with their I 2 3 4 5 
superiors in decision-making process. 
5. Encourage employees to use a variety of skills in their decision- I 2 3 4 5 
making process. 
6. Encourage employees to use a number of high level skills in their I 2 3 4 5 
decision-making process. 
7. Led to some of the previous work becoming programmed or I 2 3 4 5 
automated. 
8. Led to some of the work becoming repetitive or routine. I 2 3 4 5 
9. Helped employees in looking at alternative sources of information I 2 3 4 5 
to solve decision problems. 
10. Reduced the time required by employees to arrive to their I 2 3 4 5 
decision 
11. Improved the quality of employees' decision-making. I 2 3 4 5 
12. Improved the overall effectiveness of employees' decision- I 2 3 4 5 
making. 
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10. To what extent do you agree with the perception that the use of information 
technology (Excluding communication technologies, e.g. email, voice mail, and 
teleconferencing, etc ... ) in your organisation has increased the number of 
employees participating as information sources in the decision-making process? 
ID Strongly disagree 
.0 Agree 
,0 Disagree ,0 Unsure 
,0 Strongly agree 
11. To what extent do you agree with the perception that the use of information 
technology communication capabilities (e.g. email, voice mail, and 
teleconferencing, etc ... ) in your organisation has increased employees 
participation as information sources in decision-making process? 
ID Strongly disagree 
.0 Agree 
,0 Disagree ,0 Unsure 
,0 Strongly agree 
12. To what extent do you agree with the perception that the use of information 
technology in your organisation has made some of the decision-making functions 
more repetitive and routine? 
ID Strongly disagree 
.0 Agree 
,0 Disagree ,0 Unsure 
,0 Strongly agree 
294 
If you have any questions or remarks or if you have any comments to add, please do 
not hesitate to add it here: 
Would like you to receive a summary report of the findings of this study? 
DYes 
If yes, please write your name and contact address and phone. 
Thank you for your time in filling this questionnaire 
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Saleh Alenzi 
P.O. Box 1463 
Sura, 45715 
Kuwait 
Phone: 606-1196 
Email: S.Alenzi@lboro.ac.uk 
Dear Sir or Madam: 
I am currently conducting a research on the affects of information technology on the 
structure and decision-making process in Kuwait private and public organisations. It 
is very important to know your views regarding this subject. Findings from this study 
will yield important information to researchers in this fields and organisations such as 
your own. 
I would be grateful if you can spare some of your time to complete this questionnaire. 
I will assure you that all information and data provided by you will be treated with 
strict confidentiality and they will be used only for the purpose of this study. 
Thanks you for your co-operation. 
Yours Sincerely, 
Saleh Alenzi 
Individual Perspective 
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To assist your completion of this questionnaire, I have restated the definitions of the 
key concepts used in this study. 
For the purpose of this study, read the following definitions: 
1. Information technology includes computer hardware, software, database 
management systems, and data communication technologies, which are used 
for storage, processing, and communication of infonnation. 
2. Decision-making: this study refers to the operational decisions which are 
defined as "Routine, repetitive, day-to-day decisions such as those decisions 
made to handle daily transactions, customer complaint, keep a project on 
schedule, and maintain the efficiency of work group". 
3. Middle management is defined as the middle management who its lower 
boundary is set above the first level supervisors since managers from this level 
down directly supervise operations, and are responsible for executing policies 
and procedures. The upper boundary is set below the department head given 
that mangers from this level up are responsible for designing policies and 
procedures, and for introducing changes in the organisation. 
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Personal, Educational, and Professional Background 
Please read the question carefully and tick 0 the appropriate answer: 
I. Sex: 
,0 Male ,D Female 
2. Age: 
,0 Under 30 years ,030-39,040-49 ,DSO&Over 
3. Nationality: 
,0 Kuwaiti ,0 Non-Kuwaiti 
4. Your highest education degree: 
,0 High school orless ,D Diploma ,0 Bachelor ,0 Master ,0 PhD 
S. Which of the following groups best describe your workgroup or department? 
,0 Personnel 
,0 Operational 
,0 Planning 
,,0 Training 
,0 Accounting 
,0 Marketing 
IOD IT services 
,,0 Other" 
,0 Engineering 
70 Purchasing 
11 0 Maintenance 
4DFinance 
,0 Sales 
"D Legal 
Other (please specify): ................................................................................ . 
6. Work experience: 
,0 Less than S years 
40 16 - 20 years 
,0 S - 10 years ,D I1 -IS years 
,0 More than 20 years 
7. What is your position managerial level? 
,0 Employee (Non managers) 
,0 Middle Management 
,0 Supervisory (Lower Management) 
,0 Top management 
8. How often do you use computer and other information technology facilities in 
doing your work? 
,0 Almost never 
,0 Y, hour to I hour a day 
,0 2 - 3 hours a day 
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,0 less than Y, hour a day 
,0 I - 2 hours a day 
,0 More than 3 hours a day 
Nature of Work and Decision-Making Authority Hierarchy Index 
Please read the question carefully and tick 0 or circle the appropriate answer: 
Nature of Work: 
I. The following questions pertain to the normal, usual day-ta-day pattern of work 
carried out by your self. 
Not At All To Small 
Extent 
To some extent To great extent 
2 3 4 
I. How much of the work you do is the same tasks from day-ta-day? 
2. To what extent would you say your work is routine? 
3. To what extent do you do the same job in the same way all the time? 
4. To what extent would you describe your activities and duties as 
repetitious? 
Authority: 
2. To what Extent the following statements are true? 
Nearly all 
5 
I 2 3 4 5 
I 2 3 4 5 
I 2 3 4 5 
I 2 3 4 5 
Definitely false False Unsure True Definitely True 
2 3 4 5 
I. I would be quickly discouraged here, if I want to make my own I 2 3 4 5 
decision. 
2. Even small matters have to be referred to someone higher up for I 2 3 4 5 
final decision. 
3. I have to ask my superiors before most things can be done. I 2 3 4 5 
4. All decisions I make must be approved by my supervisor. I 2 3 4 5 
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Information Technology Use And Affects 
Please read the question carefully and tick 0' or circle the appropriate answer: 
3. To what extent do you use the following infonnation technologies (if available) 
to do your work? 
Not Available Never Rarely Sometimes Very often Always 
o 2 3 4 5 
Type of IT By Category Example Answer 
I. Simple Phones, fax, pagers, Telex 0 I 2 3 4 5 
Telecommunication 
Technologies 
2. Advanced Teleconferencing, voice mail, etc ... 0 I 2 3 4 5 
Telecommunication 
technologies 
3. Stand alone PCs PCs, Laptop PCs, Notebook PCs 0 I 2 3 4 5 
4. Internal PC network LAN, Intranet, Internal electronic mail 0 I 2 3 4 5 
5. External Network WAN, Internet, External electronic mail 0 I 2 3 4 5 
6. Infonnation Systems Distributed processing, departmental 0 I 2 3 4 5 
systems, electronic data interchange, co-
operative processing, etc ... 
7. Decision Aiding Expert system, DSS, executive 0 I 2 3 4 5 
Technologies infonnation systems 
8. Large Scale Data CD-ROM, Videodisc, Optical storage 0 I 2 3 4 5 
Storage Technologies 
9. Document Image Processing 0 I 2 3 4 5 
Management 
Technologies 
10. Computer aided CAD,CAM 0 I 2 3 4 5 
design! 
Manufacturing 
300 
4. To what extent do you use the following software packages to do your work (If 
available at your organisation)? 
Not Available Never Rarely Sometimes Very often Always 
o 2 3 4 5 
I. Word processing (e.g. word) 0 I 2 3 4 5 
2. Graphics and Presentations (e.g. Power Point, etc ... ) 0 I 2 3 4 5 
3. Spreadsheet (e.g. Excel, Lotus 123, etc ... ) 0 I 2 3 4 5 
4. Databases (e.g. Access, Oracle) 0 I 2 3 4 5 
5. Application packages (e.g. Accounting, payroll packages, etc ... ) 0 I 2 3 4 5 
6. Statistical Analysis 0 I 2 3 4 5 
7. Managerial and decision support (e.g. Microsoft project, etc ... ) 0 I 2 3 4 5 
8. Messaging & collaboration (e.g. outlook, NetMeeting, Exchange, 0 I 2 3 4 5 
etc ... ) 
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5. To what extent do you agree with the perception that the use of information 
technology in your organisation have led to the following: 
Strongly Disagree Unsure Agree Strongly Agree 
Disagree 
1 2 3 4 5 
l. Facilitated more exchange of information across organisation's 1 2 3 4 5 
functional areas. 
2. Made it easier for subordinates to access information relating to 1 2 3 4 5 
decision-making process. 
3. Made it easier for top managers to directly access information 1 2 3 4 5 
relating to their decision-making process. 
4. Reduced the information processing and co-ordination functions of 1 2 3 4 5 
middle management. 
5. Led to the elimination of some middle management jobs such as 1 2 3 4 5 
supervisors. 
6. Led to an overall reduction in manpower and the elimination of 1 2 3 4 5 
some of non-managerial jobs (e.g. clerical and secretarial staft). 
7. Led to the growth in workload, therefore more manpower is needed 1 2 3 4 5 
to handle the work. 
8. Led to smaller and flatter structure organisations. 1 2 3 4 5 
6. How would you describe the current decision-making process m your 
organisation? 
ID Highly decentralised 
,0 Centralised 
,0 Decentralised 
.0 Highly centralised 
7. How has decision-making process changed over the last 5 years? 
lOA lot more decentralised 
,0 No change 
,0 A lot more centralised 
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,0 A little more decentralised 
.0 A little more centralised 
8. To what extent do you agree with the perception that IT use has led to the 
changes in centralisation or decentralisation in decision-making process in your 
organisation? 
10 Strongly disagree 
,0 Agree 
,0 Disagree ,0 Unsure 
,0 Strongly agree 
9. To what extent do you agree with perception that over the last five years the use 
of information technology in your organisation have led to the following: 
Strongly Disagree Unsure Agree Strongly Agree 
Disagree 
I 2 3 4 5 
I. Made it easier for me to communicate with my co-worker in I 2 3 4 5 
decision making process. 
2. Made it easier for me to communicate with others in different I 2 3 4 5 
departments or other functional areas in decision-making process. 
3. Made it easier for me to communicate with my subordinates in I 2 3 4 5 
decision-making process. 
4. Made it easier for me to communicate with my superiors In I 2 3 4 5 
decision-making process. 
5. Encourage me to use a variety of skills in my decision-making I 2 3 4 5 
process. 
6. Encourage me to use a number of high level skills in my decision- I 2 3 4 5 
making process. 
7. Led to some of my previous work becoming programmed or I 2 3 4 5 
automated. 
8. Led to some of my work becoming repetitive or routine. I 2 3 4 5 
9. Helped me in looking at alternative sources of information to solve I 2 3 4 5 
decision problems. 
10. Reduced the time required to arrive to my decision. I 2 3 4 5 
11. Improved the quality of my decision-making. I 2 3 4 5 
12. Improved the overall effectiveness of my decision-making. I 2 3 4 5 
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10. To what extent do you agree with the perception that the use of information 
technology (Excluding communication technologies, e.g. email, voice mail, and 
teleconferencing, etc ... ) in your organisation has increased your participation as 
information sources in the decision-making process? 
10 Strongly disagree 
.0 Agree 
,0 Disagree ,0 Unsure 
,0 Strongly agree 
I!. To what extent do you agree with the perception that the use of information 
technology communication capabilities (e.g. email, voice mail, and 
teleconferencing, etc ... ) in your organisation has increased your participation as 
information sources in decision-making process? 
10 Strongly disagree 
.0 Agree 
,0 Disagree ,0 Unsure 
,0 Strongly agree 
12. To what extent do you agree with the perception that the use of information 
technology in your organisation has made some of your decision-making 
functions more repetitive and routine? 
10 Strongly disagree 
,0 Agree 
,0 Disagree ,0 Unsure 
,0 Strongly agree 
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If you have any questions or remarks or if you have any comments to add, please do 
not hesitate to add it here: 
Thank you for your time in filling this 
questionnaire 
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