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Abstract
For each Drinfeld-Sokolov integrable hierarchy associated to affine Kac-Moody
algebra, we obtain a uniform construction of tau function by using tau-symmetric
Hamiltonian densities, moreover, we represent its Virasoro symmetries as linear/nonlinear
actions on the tau function. The relations between the tau function constructed in
this paper and those defined for particular cases of Drinfeld-Sokolov hierarchies in the
literature are clarified. We also show that, whenever the affine Kac-Moody algebra is
simply-laced or twisted, the tau functions of the Drinfeld-Sokolov hierarchy coincide
with the solutions of the corresponding Kac-Wakimoto hierarchy constructed from
the principal vertex operator realization of the affine algebra.
Key words: Drinfeld-Sokolov hierarchy; tau function; Virasoro symmetry; Kac-
Moody algebra
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1 Introduction
For every affine Kac-Moody algebra g with an arbitrary vertex of its Dynkin diagram
marked, Drinfeld and Sokolov [7] constructed a hierarchy of integrable systems that gener-
alize the celebrated Korteweg-de Vries (KdV) equation. These integrable hierarchies have
very important applications in various areas of mathematical physics like 2D topological
field theory and Gromov-Witten invariants [6, 8, 10, 12, 13, 14, 31, 44]. For instance, the
partition function of a topological minimal model of ADE type is given by the logarithm
of tau function of the Drinfeld-Sokolov hierarchy associated to the corresponding simply-
laced affine Kac-Moody algebra. Such a tau function is selected by the string equation,
or equivalently, it must have trivial evolution along the flow generated by the Virasoro
symmetry of level −1. In this paper we study tau functions of Drinfeld-Sokolov hierarchies
and their Virasoro symmetries.
In the literature there are several methods to define tau functions for Drinfeld-Sokolov
hierarchies (or their generalizations [23]). One of them is based on certain integrable highest
weight representation of the affine Kac-Moody algebra g, see [24, 26, 36]. In this way,
Drinfeld-Sokolov hierarchies are closely related to the systems of Hirota bilinear equations
constructed by Date, Jimbo, Kashiwara and Miwa [5, 27], and by Kac and Wakimoto
[28, 29], meanwhile the tau functions are identified with elements of the orbit space of the
highest weight vector acted by the affine Lie group. A shortcoming of this method is that,
it relies on the representation theory of g, and usually involves some dressing operators,
given implicitly in a sense, of the hierarchies written in zero-curvature form.
The second method is to define tau function via a family of appropriate densities of
Hamiltonians that are called to be tau-symmetric in [10]. Such Hamiltonian densities
correspond to some special two-point correlation functions whenever the logarithm of the
tau function gives a partition function in topological field theory. This method, which
does not depend on the representation theory of Lie algebras, works well for the Drinfeld-
Sokolov hierarchies associated to affine algebras A
(1)
n . For example, the A
(1)
1 -type hierarchy
is equivalent to the KdV hierarchy:
∂L
∂tj
= [(Lj/2)+, L], j ∈ Zodd+ , (1.1)
2
where L = D2 + u with D = d/dx and u being a function of the spatial variable x and
time variables tj . The hierarchy (1.1) has the following Hamiltonian representation
∂u
∂tj
= {u(x), Hj}, (1.2)
in which the Poisson bracket reads
{u(x), u(y)} = 2u(x)δ′(x− y) + u′(x)δ(x− y) + 1
2
δ′′′(x− y)
and the Hamiltonian functionals are
Hj =
∫
hj(u; ∂xu, ∂
2
xu, . . . )dx, hj =
2
j
resLj/2.
The densities hj satisfy the tau-symmetry condition
i
2
∂hi
∂tj
=
j
2
∂hj
∂ti
, i, j ∈ Zodd+ , (1.3)
hence they define locally a tau function τ by
∂2 log τ
∂x ∂tj
=
j
2
hj , j ∈ Zodd+ . (1.4)
In a similar way, we pushed forward the construction of tau function to all D
(1)
n -hierarchies,
see [35] or Example 5.3 below.
For an arbitrary Drinfeld-Sokolov hierarchy, however, it was unknown how to choose
such tau-symmetric Hamiltonian densities. The original motivation of this paper is to
resolve this problem universally, rather than in a case-by-case way. Our first main result
is a uniform construction of tau function for each Drinfeld-Sokolov hierarchy by
∂2 log τ
∂x ∂tj
= − j(Λj | H)
(Λj | Λ−j) , j ∈ E+. (1.5)
Here H is certain generating function of Hamiltonian densities of the hierarchy, tj are the
time variables corresponding to the generators Λj of the principal Heisenberg algebra of
g, for which E+ is the set of positive exponents and ( · | ·) is a nondegenerate invariant
symmetric bilinear form (see Section 3 for details). In particular, the tau function given
in (1.5) is consistent with that defined in the literature via Hamiltonian densities for each
hierarchy of type A
(1)
n or D
(1)
n .
Besides the above two methods, the third important approach to defined tau func-
tions is to use certain line bundle on infinite-dimensional Grassmannians. This approach
dates back to Sato and Segal-Wilson, who introduced tau functions for the A
(1)
n case, see
[39] and references therein. Based on Ben-Zvi and Frenkel’s geometric description [2] of
(generalized) Drinfeld-Sokolov hierarchies with smooth projective curves and Lie groups,
recently Safronov [37] defined tau functions of these hierarchies on a section of line bundle
to the so-called Drinfeld-Sokolov Grassmannians. He also pointed out that his tau function
coincides with τ in (1.5) for the original Drinfeld-Sokolov hierarchies. Following closely
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the approach in [39], we introduced in [4] tau functions of (generalized) Drinfeld-Sokolov
hierarchies starting from a reformulation of the hierarchies with dressing operators, and
showed that these tau functions are equivalent to those given in (1.5). Here we will not
get into details of [37, 4], for they do not concern the present paper.
We continue to consider symmetries for Drinfeld-Sokolov hierarchies. As the most sim-
ple case, the KdV hierarchy is known to possess a family of so-called additional symmetries.
These symmetries commute with each flow in the hierarchy (1.1), but do not commute
among themselves. Instead, they obey a Virasoro commutation relation; that is why such
additional symmetries are also called Virasoro symmetries. More precisely, the Virasoro
symmetries for the KdV hierarchy are generated by the infinitesimal transformations (see,
for example, [41]) of tau function as
τ 7→ τ˜ = τ + ǫLkτ, k ≥ −1, (1.6)
where ǫ is a small parameter, and the generators Lk reads
L−1 =
1
2
∑
j∈Zodd
+
(j + 2)tj+2
∂
∂tj
+
1
4
t21, (1.7)
L0 =
1
2
∑
j∈Zodd
+
j tj
∂
∂tj
+
1
16
, (1.8)
Lk =
1
4
k∑
i=1
∂2
∂t2i−1∂t2k−2i+1
+
1
2
∑
j∈Zodd
+
j tj
∂
∂tj+2k
, k ≥ 1. (1.9)
These operators satisfy
[Lk, Ll] = (k − l)Lk+l, k, l ≥ −1.
In particular, the first two generators L−1 and L0 correspond to the Galilean and the
scaling transformations respectively. The string equation of the tau function is
∂τ
∂t1
= L−1τ ; (1.10)
it induces a series of constraints to τ that plays an important role in topological field
theory and matrix models [1]. Virasoro symmetries for Drinfeld-Sokolov hierarchy of type
A
(1)
n or D
(1)
n can be constructed by using pseudo-differential operator skills, and they are
written as linear actions on tau function like (1.6), see [46] for the cases D
(1)
n . When the
affine Kac-Moody algebra g is simply-laced, similar description of Virasoro symmetries
for Drinfeld-Sokolov hierarchies was given by Hollowood, Miramontes and and Sa´nchez
Guille´n [25], who used the method of representation theory of g.
So far as we know, there are no analogous characterizations of Virasoro symmetries via
tau function for arbitrary Drinfeld-Sokolov hierarchies. The reason is probably the lack of
an appropriate definition of tau function of them before. As the tau function is defined in
(1.5), we will obtain another main result of this paper.
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Theorem 1.1 Given an arbitrary affine Kac-Moody algebra g, the associated Drinfeld-
Sokolov hierarchy possesses Virasoro symmetries generated by the following infinitesimal
transformations of tau function:
τ 7→ τ˜ = τ + ǫ(Vkτ + τ Ok), k ≥ −1, (1.11)
where Vk are Virasoro operators independent of τ , and Ok are differential polynomials in
second-order derivatives of log τ with respect to the time variables. Moreover, Ok = 0 for
all k ≥ −1 if g is simply-laced or twisted, while O−1 = O0 = 0 if g is of type B, C, F or G.
This theorem provides a unified description of Virasoro symmetries for all Drinfeld-
Sokolov hierarchies. Firstly, if the affine Kac-Moody algebra g is simply-laced, the trivi-
ality of Ok shows the linearization of Virasoro symmetries. This agrees with the previous
results in [41, 25, 10, 46]; for example, Vk = Lk whenever g is of type A
(1)
1 . As an appli-
cation of the definition of tau functions and the linearization of Virasoro symmetries, Liu,
Ruan and Zhang [33] proposed a complete proof of the equivalence between the Drinfeld-
Sokolov hierarchies of simply-laced type and Dubrovin and Zhang’s topological hierarchies
associated to semisimple Frobenius manifolds for ADE-type simple singularities [10] (see
also [9, 35, 46]).
Secondly, in case g is of non-ADE type, we conjecture that the functions Ok with k ≥ 1
may not vanish; namely, the Virasoro symmetries for Drinfeld-Sokolov hierarchies of non-
ADE type are not linearizable. This conjecture is partially verified (see Example 5.5 and
[4] for the C
(1)
n -hierarchies), but is still open in general.
Although the Drinfeld-Sokolov hierarchies associated to twisted affine Kac-Moody alge-
bras contain important examples such like the Sawada-Kotera equation [38] (belonging to
the A
(2)
2 -hierarchy), they seem not have attracted much attention in a sense. In fact, when
the affine Kac-Moody algebra g is twisted, the Drinfeld-Sokolov hierarchy is Hamiltonian
[7], and probably has only one (local) Hamiltonian structure [34, 38] such that it is not
involved in the framework of topological hierarchies in [10]. What is surprising, we now
show that this hierarchy has a tau function defined by Hamiltonian densities, as well as
linearized Virasoro symmetries acting on the tau function. For such kind of hierarchies, it
is unknown whether there is any illustration in topology that is analogous with the case
of hierarchies of simply-laced type.
Our proof of linearization of Virasoro symmetries is based on the representation theory
of simply-laced or twisted affine Kac-Moody algebras. This naturally leads us to study the
relation between Drinfeld-Sokolov hierarchies and Kac-Wakimoto hierarchies of bilinear
equations. Recall that Drinfeld-Sokolov hierarchies for simply-laced affine algebras were
shown related to the corresponding Kac-Wakimoto hierarchies by Hollowood and Mira-
montes [24], see their formula (4.53) below. Inspired by their work, we obtain a byproduct
of the present paper, that is, if g is a simply-laced or twisted affine Kac-Moody algebra,
then tau functions given in (1.5) of the Drinfeld-Sokolov hierarchy coincide with solutions
of the Kac-Wakimoto hierarchy constructed from the principal vertex operator realization
of g (see Theorem 4.12 below).
To achieve the above results, we organize the contents of this paper as follows.
In the forthcoming section, we will recall Drinfeld and Sokolov’s original construction of
integrable hierarchy on a “loop algebra”, that is, the affine Kac-Moody algebra g modulo
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the subspace spanned by the central and the scaling elements c and d. The hierarchy is
composed of Hamiltonian equations, with Hamiltonian densities being determined up to
addition of total derivatives with respect to the spacial variable.
In Section 3, we reformulate the definition of Drinfeld-Sokolov hierarchies on the derived
algebra g′ of g. The nontrivial central part helps us to fix the freedom of Hamiltonian
densities to fulfill the tau-symmetry condition, hence a tau function can be defined by
(1.5).
In Section 4, we will review the Kac-Moody-Virasoro algebra consisting of g and a
family of derivations on it. The construction of Virasoro symmetries in [25] will be revised
and extended to all Drinfeld-Sokolov hierarchies. Moreover, the Virasoro symmetries will
be represented via tau function in a unified form (1.11), and they are shown to be linearized
in case g is simply-laced or twisted, which proves Theorem 1.1.
Section 5 is a collection of examples. The first three examples show the consistence
between the tau function in (1.5) and those defined in the literature for Drinfeld-Sokolov
hierarchies of types A
(1)
n and D
(1)
n . The other examples illustrate how to compute Ok
in (1.11) that give obstacles when linearizing the Virasoro symmetries. The Virasoro
constraints to tau function will also be derived.
The last section is devoted to the conclusion and some discussions. We try to divide
Drinfeld-Sokolov hierarchies into three classes according to their Hamiltonian structures
and Virasoro symmetries, and discuss possible applications.
In order to make this paper more complete, in the appendix we will consider tau
functions of integrable hierarchies of modified KdV type from Drinfeld and Sokolov’s con-
struction [7]. To avoid lengthy expressions, we call such hierarchies the modified Drinfeld-
Sokolov hierarchies, which are related to the Drinfeld-Sokolov hierarchies (of KdV type) by
certain gauge transformations. Note that for untwisted affine Lie algebras, such modified
hierarchies were also constructed by Kupershmidt and Wilson [32, 43]. Another equivalent
version of these hierarchies was given by Feigin and Frenkel [17]; accordingly Enriquez and
Frenkel [11] introduced tau functions of them with the help of tau-symmetric Hamiltonian
densities.
It will be seen that the right hand side of (1.5) is invariant with respect to gauge trans-
formations, hence τ also serves as a tau function of the corresponding modified Drinfeld-
Sokolov hierarchy. This tau function will be shown different from the one defined by
Enriquez and Frenkel. As a matter of fact, in the modified case, these two tau functions
coincide with two special cases of the tau function obtained by Miramontes [36] based on
the representation theory of g, see Proposition A.2 below.
2 Definition of Drinfeld-Sokolov hierarchies
Given an affine Kac-Moody algebra, Drinfeld and Sokolov’s hierarchies associated to dif-
ferent marked vertices of the Dynkin diagram are related by Miura-type transformations.
For convenience, in this paper we only consider the case that the vertex is chosen to be the
zeroth one, which is the special vertex added to the Dynkin diagram of the corresponding
simple Lie algebra.
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2.1 Properties of affine Kac-Moody algebras
Let A = (aij)0≤i,j≤n be a generalized Cartan matrix of affine type, and g(A) be the corre-
sponding Kac-Moody algebra. Recall that g(A) is generated by a set of Weyl generators
{ei, fi, α∨i | i = 0, 1, 2, . . . , n}
and a scaling element d. One has the decomposition g(A) = g′(A)⊕Cd, with g′(A) being
the derived algebra. The center of g(A) (or of g′(A)) is spanned by the canonical central
element, say, c, which satisfies
c =
n∑
i=0
k∨i α
∨
i . (2.1)
Here k∨i are the dual Kac labels of g(A), i.e., the lowest positive integers that solve the linear
equation
∑n
i=0 k
∨
i aij = 0. For the sake of simplifying notations, we will write g = g(A)
and g′ = g′(A) below.
An arbitrary integer vector s = (s0, s1, . . . , sn) ∈ Zn+1, with si ≥ 0 but not all equal to
0, induces a gradation on g′ by setting
deg ei = si, deg fi = −si, deg α∨i = 0. (2.2)
The following two gradations are of particular importance [7, 28]:
(i) the homogeneous/standard gradation
g′ =
⊕
j∈Z
g′j induced by s
0 = (1, 0, . . . , 0); (2.3)
(ii) the principal/canonical gradation
g′ =
⊕
j∈Z
g′j induced by s1 = (1, 1, . . . , 1). (2.4)
Conventions like g′≥0 =
∑
i≥0 g
′
i and g
′<0 =
∑
i<0 g
′i will be used below.
Let E be the set of exponents of g′. In g′ there is a so-called principal Heisenberg
subalgebra s, which has a basis {c,Λj ∈ g′j | j ∈ E} such that
[Λi,Λj] = δi,−j i · c. (2.5)
In particular, 1 is always an exponent, and Λ1 = νΛ for some nonzero constant ν, where
Λ =
∑n
i=0 ei. The element Λ induces the following decomposition of subspaces:
g′ = s+ ImadΛ, s ∩ Im adΛ = C c. (2.6)
This property is crucial in the construction of Drinfeld-Sokolov hierarchies.
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2.2 Drinfeld-Sokolov hierarchies
Drinfeld and Sokolov’s original construction works on the centerless affine Lie algebra
g¯ = g′/C c. This algebra is graded in the same way as for g′. Similarly, the homogeneous
and principal gradations are written respectively as
g¯ =
⊕
j∈Z
g¯j , g¯ =
⊕
j∈Z
g¯j .
Clearly g¯0 = g˚, which denotes the simple Lie algebra for the Cartan matrix A˚ = (aij)1≤i,j≤n
of finite type.
According to the decomposition (2.6), the centralizer of Λ =
∑n
i=0 ei in g¯ is the principal
Heisenberg subalgebra s¯ = s/C c of trivial center. This subalgebra contains a basis {Λj ∈
g¯j | j ∈ E} chosen as before.
We use C∞(R,W ) to denote the set of smooth functions from R to some linear space
W (the space R is not essential; it can be replaced by other 1-dimensional spaces such like
the unit circle S1). Consider operators of the form
L = D + Λ + q, q ∈ C∞(R, g˚ ∩ g¯≤0), (2.7)
where D = d/dx with x being the coordinate of R. Observe that q is a smooth function
taking value in the Borel subalgebra of the simple Lie algebra g˚ generated by α∨i and fi
with i = 1, . . . , n. For operators of the form (2.7), there are gauge transformations defined
by
L 7→ eadNL , N ∈ C∞(R, g˚ ∩ g¯<0). (2.8)
In other words, this is an action of the Lie group of the nilpotent subalgebra of g˚, which
has an n-dimensional orbit space.
The following proposition plays a fundamental role in the construction of Drinfeld-
Sokolov hierarchies.
Proposition 2.1 ([7]) There exists a function U ∈ C∞(R, g¯<0) such that the operator
L¯ = e−adUL has the form
L¯ = D + Λ +H, H ∈ C∞(R, s¯ ∩ g¯<0). (2.9)
Suppose U˜ also satisfies the above condition, then e−adU˜ eadU = eadS with some S ∈
C∞(R, s¯ ∩ g¯<0). Moreover, for different choices of U , the function H differs by adding
the total derivative of a differential polynomial in (components of) q.
According to the above proposition, one can choose a function U and introduce a map
ϕ : C∞(R, g¯)→ C∞(R, g¯),
X 7→ eadUX. (2.10)
Definition 2.2 ([7]) The Drinfeld-Sokolov hierarchy associated to g¯ and the zeroth vertex
of its Dynkin diagram is the following family of partial differential equations
∂L
∂tj
= [−ϕ(Λj)≥0,L ], j ∈ E+ (2.11)
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restricted to some equivalence class of L with respect to the gauge transformations (2.8).
Here the subscript “≥ 0” means the projection to g¯≥0, and E+ is the set of positive
exponents.
Drinfeld-Sokolov hierarchies restricted to different gauge slices of L are equivalent up
to a gauge transformation of the form (2.8). In particular, if the gauge slice is given by q
taking value in the Cartan subalgebra of g˚, then we call the corresponding hierarchy the
modified Drinfeld-Sokolov hierarchy. This name is from the fact that in the modified case
the first nontrivial equation in the hierarchy for A
(1)
1 is the modified KdV equation, which
is related to the KdV equation by the Miura transformation, see Example A.1 below. One
can refer to [32, 43, 17, 11] for equivalent versions of such modified hierarchies associated
to untwisted affine Kac-Moody algebras.
Consider formal functionals of the form
F =
∫
f
(
q; ∂xq, ∂
2
xq, . . .
)
dx
that are invariant under the gauge transformations (2.8). Note that such a functional is not
really an integral but formally defined up to addition of total derivatives to the density f .
The gradient of a functional F with respect to q is defined to be gradqF ∈ C∞(R, g˚∩ g¯≥0)
such that
d
dǫ
∣∣∣∣
ǫ=0
F (q + ǫ q˜) =
∫
(gradqF | q˜)dx
for arbitrary q˜ ∈ C∞(R, g˚ ∩ g¯≤0), where ( · | ·) is a nondegenerate invariant symmetric
bilinear form on g¯.
There is a Poisson bracket between the gauge invariant functionals:
{F ,G }(q) =
∫ (
gradqF |
[
gradqG , D +
n∑
i=1
ei + q
])
dx. (2.12)
Theorem 2.3 ([7]) The Drinfeld-Sokolov hierarchy (2.11) can be written in a Hamilto-
nian form as
∂F
∂tj
= {F ,Hj}, j ∈ E+, (2.13)
where the Hamiltonians are
Hj =
∫
(−Λj | H) dx (2.14)
with H given in Proposition 2.1.
Remark 2.4 When the affine Lie algebra g¯ is untwisted, the Drinfeld-Sokolov hierarchy
possesses another Hamiltonian structure that is compatible with (2.13). In other words,
it is a hierarchy of bi-Hamiltonian systems. The bi-Hamiltonian structure was shown
to be characterized by a semisimple Frobenius manifold [8] on the orbit space of the
corresponding Weyl group together with a class of constant central invariants [9]. 
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In [7], Drinfeld and Sokolov did not considered tau functions of their hierarchies. In-
stead, they proposed a scheme to represent their hierarchies into Lax equations of scalar
pseudo-differential operators. For example, the hierarchy (2.11) for the affine Kac-Moody
algebra of type A
(1)
1 can be written equivalently to the KdV hierarchy (1.1). In summary,
Drinfeld and Sokolov obtained the Lax representations for the hierarchies (2.11) associated
to the affine Kac-Moody algebras of types A
(1)
n , B
(1)
n , C
(1)
n , A
(2)
2n , A
(2)
2n−1 and D
(2)
n+1; for the
hierarchy of type D
(1)
n , a Lax representation was partially given in [7], and completed by us
in [35] with the help of certain extended pseudo-differential operators. Generally speaking,
based on the Lax representations, tau function of such hierarchies can be introduced via
Hamiltonian densities chosen similarly as for the KdV hierarchy, see, for example, [35, 4]
and Examples 5.2–5.3 below. However, this is a case-by-case method and may fail to work
in general. In the next section we will propose a way to construct tau functions for all
Drinfeld-Sokolov hierarchies.
3 Tau function of Drinfeld-Sokolov hierarchies
Given an operator L in (2.7), the Hamiltonian densities in (2.14) are defined up to addition
of the total derivative of differential polynomials in q, which depend on the function U in
Proposition 2.1. Our idea is to fix the function U appropriately such that the Hamiltonian
densities are tau-symmetric, hence a tau function can be defined. To this end, we will
first reformulate the Drinfeld-Sokolov construction on the derived algebra g′ = g¯⊕ C c, as
inspired by [24].
3.1 Reformulation of Drinfeld-Sokolov hierarchies
Recall that the operator in (2.7) is just
L = D + Λ + q, q ∈ C∞(R, g˚ ∩ g′≤0). (3.1)
In comparison with Proposition 2.1, we have the following
Proposition 3.1 Given an operator L as (3.1), there is a unique function U ∈ C∞(R, g′<0)
satisfying the following two conditions
(i) The operator L¯ = e−adUL has the form
L¯ = D + Λ +H, H ∈ C∞(R, s ∩ g′<0); (3.2)
(ii) For every positive exponent j ∈ E+, the central part of eadUΛj vanishes, namely(
eadUΛj
)
c
= 0. (3.3)
Here the subscript “c” means to take the coefficient of the center c with respect to the
decomposition Cα∨1 ⊕ · · · ⊕ Cα∨n ⊕ C c of the Cartan subalgebra of g′.
Moreover, both U and H are differential polynomials in q.
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Proof One writes eadU L¯ = L to
e
ad∑
k≤−1
Uk
(
D + Λ+
∑
k≤−1
Hk
)
= D + Λ +
∑
k≤0
qk, (3.4)
where qk, Uk, Hk take value in g
′k. By comparing the homogeneous terms we have
[U−1,Λ] = q0, (3.5)
Hk+1 + [Uk,Λ] = ∗, k = −2,−3,−4, . . . . (3.6)
Here for every k the right hand side of (3.6) depends on qk, Hi (i > k + 1) and Ui (i > k).
First of all, equation 3.5 has a unique solution U−1, for which equally (3.3) with j = 1
is valid automatically. When k < −1, by virtue of the decomposition (2.6), the functions
Hk+1 and Uk can be solved recursively from (3.6). In more details, suppose Hi (i > k + 1)
and Ui (i > k) are given, then Hk+1 is determined uniquely due to the decomposition (2.6).
In finding Uk there are two cases: first, the function Uk is unique whenever k 6∈ E; second,
if k ∈ E, then Uk is determined up to addition of a multiple of Λk. But the freedom in the
latter case is fixed precisely by the condition (3.3) with j = −k. Therefore the proposition
is proved. 
one can refer to Example 5.1 below for an illustration of the role played by the condition
(3.3) in calculating the functions U and H .
Remark 3.2 In [24] Hollowood and Miramontes fix the function U in a different way.
They let U take value in s⊥ ∩ g′<0, where s⊥ is the orthogonal complement of s with
respect to the standard bilinear form on g′, see Proposition 2.1 in [24]. For such a U , the
corresponding Hamiltonian densities in (2.14) are not what we look for. 
Lemma 3.3 The function H in Proposition 3.1 is invariant with respect to the gauge
transformations (2.8).
Proof Assuming L to be of the form (3.1), we have U and H determined by Proposi-
tion 3.1. For any L˜ = eadNL with N ∈ C∞(R, g˚ ∩ g′<0), one has
L˜ = eadU˜ (D + Λ+H), eadU˜ = eadN eadU ,
where U˜ ∈ C∞(R, g′<0). We need to show that U˜ also satisfies the condition (3.3). In fact,
note [N,X ]c = 0 for any X ∈ g′, hence(
eadU˜Λj
)
c
= eadN
(
eadUΛj
)
c
= 0, j ∈ E+.
The lemma is proved. 
Given an operator L in (3.1), henceforth we fix the functions U and H as in Proposi-
tion 3.1. Similar to (2.10) we now have
ϕ : C∞(R, g′)→ C∞(R, g′),
X 7→ eadUX. (3.7)
By virtue of the condition (3.3), the evolutionary equations (2.11) are still well defined
with g¯ replaced by g′ and simultaneously the subscript “≥ 0” becomes the projection
g′ → g′≥0. These equations compose the Drinfeld-Sokolov hierarchy when restricted to the
gauge equivalence class of L with respect to the transformations (2.8).
11
3.2 Definition of tau function
In order to define tau function of the Drinfeld-Sokolov hierarchy (2.11), we introduce a
nonlocal function
Ω = −
∫ x
H(q; ∂xq, ∂
2
xq, . . . ) dx. (3.8)
Namely, Ω satisfies
∂Ω
∂x
= −H, (3.9)
and takes the form
Ω =
∑
j∈E+
ωj
j
Λ−j, (3.10)
where ωj are scalar functions determined up to addition of constants.
Lemma 3.4 For the scalar functions ωj given above, all derivatives ∂ωj/∂ti are differential
polynomials in q, and they satisfy
∂ωj
∂ti
=
∂ωi
∂tj
, i, j ∈ E+. (3.11)
Proof Recalling L = eadU (D+Λ+H), the following identity can be verified straightfor-
wardly (see, for example, Lemma A.1 in [40]):
∂L
∂tj
= eadU
∂H
∂tj
+
[∇tj ,UU,L ] (3.12)
where
∇tj ,UU =
∑
m≥0
1
(m+ 1)!
(adU)
m∂U
∂tj
.
This together with (2.11) leads to
eadU
∂H
∂tj
+ [∇tj ,UU − ϕ(Λj)<0,L ] = [−ϕ(Λj),L ],
namely,
∂H
∂tj
+ [e−adU
(∇tj ,UU − ϕ(Λj)<0) , D + Λ +H ] = ∂ωj∂x · c. (3.13)
Here on the right hand side we have used the condition (3.3).
According to the decomposition (2.6), we write
e−adU
(∇tj ,UU − ϕ(Λj)<0) = G+ G˜
with G and G˜ taking value in s ∩ g′<0 and in Im adΛ ∩ g′<0 respectively. Equation (3.13)
splits into three parts:
∂H
∂tj
− ∂G
∂x
= 0, (3.14)
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[G,Λ]c =
∂ωj
∂x
, (3.15)
− ∂G˜
∂x
+ [G˜,Λ +H ] = 0. (3.16)
Firstly, equation (3.14) together with (3.9) implies
∂Ω
∂tj
= G, j ∈ E+. (3.17)
Hence
∂ωi
∂tj
=
[
Λi,
∂Ω
∂tj
]
c
= [Λi, G]c (3.18)
are differential polynomials in q.
In particular, taking i = 1 in (3.18), from Λ1 = νΛ and (3.15) it follows that
∂ω1
∂tj
= ν
∂ωj
∂x
, j ∈ E+. (3.19)
Hence for i, j ∈ E+, we obtain
∂2ωj
∂ti∂x
=
∂2ωi
∂tj∂x
.
Both sides of the equality are total derivatives of differential polynomials in q with respect
to x, hence it leads to (3.11) by integration. The lemma is proved. 
Given a solution of the hierarchy (2.11), there locally exists a smooth function τ of
t = (tj)j∈E+ such that
ωj =
∂ log τ
∂tj
, j ∈ E+. (3.20)
It follows from Lemma 3.3 that log τ is independent of the choice of gauge equivalence slice
of L .
Definition 3.5 The function τ satisfying (3.20) is called tau function of the Drinfeld-
Sokolov hierarchy (2.11).
Let us consider how the tau function is related to the densities of Hamiltonians in
Theorem 2.3. The Hamiltonian densities are
hj = (−Λj | H), j ∈ E+ (3.21)
with H given in Proposition 3.1, and they are invariant with respect to gauge transforma-
tions. Recall the definition of ωj in (3.10), one has
1
j
∂ωj
∂x
=
(Λj | −H)
(Λj | Λ−j) =
hj
(Λj | Λ−j) . (3.22)
This together with (3.11) leads to
j
(Λj | Λ−j)
∂hj
∂ti
=
i
(Λi | Λ−i)
∂hi
∂tj
, i, j ∈ E+. (3.23)
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It means that a family of tau-symmetric Hamiltonian densities of the Drinfeld-Sokolov
hierarchy is found.
Equation (3.22) can be written as
∂2 log τ
∂x ∂tj
=
j
(Λj | Λ−j)hj , j ∈ E+, (3.24)
which is just (1.5). Hence the tau function of the Drinfeld-Sokolov hierarchy can be defined
equivalently by
∂2 log τ
∂ti ∂tj
=
j
(Λj | Λ−j)∂
−1
x
(
−Λj | ∂H
∂ti
)
, i, j ∈ E+. (3.25)
The right hand side is independent of the choice of nondegenerate invariant symmetric
bilinear form, in which ∂H/∂ti is a total derivative (see (3.14)), and the integral constant
is assumed to be zero. Thus log τ is determined up to the addition of a linear function of
the time variables.
It is natural to ask what is the relation between the above tau function and those tau
functions given in the literature. This question will be dealt with below in Section 5 and
the appendix, for the reason that more notations are needed there.
3.3 Zero-curvature representation for Drinfeld-Sokolov hierar-
chies
We want to represent the Drinfeld-Sokolov hierarchies in a zero-curvature form, which will
be applied in the next section.
Given an operator L as (3.1), the functions U in Proposition 3.1 and Ω in (3.10) take
value in g′<0, then the following element of the Lie group of g′ is well defined
Θ = eUeΩ. (3.26)
This can be considered as a formal series that converges with respect to a topology in-
duced by the principal gradation on g′. Note that generally the function Θ may not be a
differential polynomial in q.
Recalling Λ1 = νΛ with constant ν, we have
L = eadUeadΩ
(
D + Λ +
ω1
ν
c
)
= Θ
(
D + Λ +
ω1
ν
c
)
Θ−1. (3.27)
Note that Θ is determined by L up to multiplication to the right by exp
(∑
j∈E+
cjΛ−j
)
with constants cj . The gauge transformation (2.8) of L induces a transformation of the
dressing operator as Θ 7→ eNΘ. Hence there is a gauge slice of L such that the dressing
operator takes the form (see [24])
Θ = eV , V ∈ C∞(R, g′<0). (3.28)
In the sequel we will fix such a gauge slice.
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Note ∂/∂t1 = ν ∂/∂x. We let
L1 = Θ
(
∂
∂t1
+ Λ1
)
Θ−1, (3.29)
namely, L1 = νL − ω1 c.
Lemma 3.6 The evolutionary equations in (2.11) are equivalent to
∂L1
∂tj
= [−(ΘΛjΘ−1)≥0,L1], j ∈ E+. (3.30)
Proof Since ΘΛjΘ
−1 = ϕ(Λj) − ωj c, then the off-center part of (3.30) coincides with
(2.11), while the center part is just (3.19) that can be derived from (2.11). Thus the
lemma is proved. 
The result of the following lemma have existed in [25, 36].
Lemma 3.7 The dressing operator Θ in (3.28) satisfies
∂Θ
∂tj
= (ΘΛjΘ
−1)<0Θ, j ∈ E+. (3.31)
Proof Equations (3.30) can be written as
∂L1
∂tj
= [(ΘΛjΘ
−1)<0,L1], j ∈ E+. (3.32)
Substitute into it with (3.29), then one has[
∂Θ
∂tj
Θ−1 − (ΘΛjΘ−1)<0,L1
]
= 0, j ∈ E+.
For j ∈ E+, denote
∆(j) = Θ−1
∂Θ
∂tj
−Θ−1(ΘΛjΘ−1)<0Θ, (3.33)
then ∆(j) ∈ C∞(R, g′<0) and [
∆(j),
∂
∂t1
+ Λ1
]
= 0. (3.34)
According to the decomposition (2.6), we derive
∆(j) =
∑
i∈E+
ci Λ−i
with some constants ci. But equation (3.34) is independent of q, hence by letting q = 0
(which implies U = 0 and Ω = 0) one obtains ∆(j) = 0. Thus we arrive at (3.31) and
conclude the lemma. 
Conversely, starting from (3.31) it is easy to derive equations (3.30), which yields the
Drinfeld-Sokolov hierarchy (2.11).
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With the operator Θ in (3.28), let us introduce
Lj = Θ
(
∂
∂tj
+ Λj
)
Θ−1, j ∈ E+. (3.35)
By using Lemma 3.7, one can write these operators as
Lj =
∂
∂tj
+ Λj + q(j), j ∈ E+, (3.36)
where q(j) = (ΘΛjΘ
−1)≥0 − Λj. Thanks to (3.26) and (3.3), one sees
q(j)c = −ωj, j ∈ E+. (3.37)
Clearly, the operators (3.12) satisfy
[Li,Lj] = 0, i, j ∈ E+. (3.38)
This gives the zero-curvature representation for the Drinfeld-Sokolov hierarchy (3.30). In
fact, it also confirms the commutativity between the flows in (3.30).
4 Virasoro symmetries
It was shown [25] that the (generalized) Drinfeld-Sokolov hierarchy associated to an un-
twisted affine Kac-Moody algebra possesses certain additional symmetries that obey a
Virasoro commutation relation. Now we want to revise the construction in [25] and de-
rive such Virasoro symmetries for Drinfeld-Sokolov hierarchy associated to an arbitrary
affine Kac-Moody algebra. Our aim is to represent these Virasoro symmetries via the tau
function defined in the previous section.
4.1 Kac-Moody-Virasoro algebras and their representations
Based on [28, 42], we review the extension of the affine algebra g(A) to a Kac-Moody-
Virasoro algebra, as well as some properties of their representations. Suppose the Cartan
matrix A = (aij)0≤i,j≤n is of affine type X
(r)
N ; the lowest positive integers ki satisfying∑n
j=0 aijkj = 0 are called the Kac labels of g(A). The set of gradations on g(A) is
Γ = {(s0, s1, . . . , sn) ∈ Zn+1 | si ≥ 0, s0 + s1 + · · ·+ sn > 0}. (4.1)
For every s = (s0, s1, . . . , sn) ∈ Γ, denote
Ns =
n∑
i=0
kisi. (4.2)
In particular, recalling the homogeneous and the principal gradations (2.3)–(2.4), we have
Ns0 = k0, and Ns1 = h being the Coxeter number of g(A).
Let G be the simple Lie algebra of type XN , on which there is a diagram automorphism
of order r. Given an integer vector s = (s0, s1, . . . , sn) ∈ Γ, it induces a Z/rNsZ-gradation
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G = ⊕rNs−1k=0 Gk (see § 8.6 of [28] for details). The Kac-Moody algebra g(A) graded by s
can be realized as
g(A; s) =
⊕
k∈Z
(
λk ⊗ Gk mod rNs
)⊕ C c⊕ Cd(s)0 , (4.3)
in which c is the canonical central element, and the Lie bracket between X(k), Y (k) ∈
λk ⊗ Gk mod rNs and d(s)0 is defined by
[X(k), Y (l)] = [X, Y ](k + l) + δk,−l
k
rNs
(X | Y )0 c, (4.4)
[d
(s)
0 , X(k)] = kX(k). (4.5)
Here ( · | · )0 is the standard invariant symmetric bilinear form on G. An element X(k) will
be written more precisely as X(k; s) whenever it is necessary to distinguish the gradation
s from others.
On the derived algebra g′(A; s) of g(A; s) one introduces a family of derivations d
(s)
l (l ∈
Z) such that
[d
(s)
l , X(k)] = kX(k + rNsl), [d
(s)
l , c] = 0, (4.6)
[d
(s)
k , d
(s)
l ] = rNs(l − k)d(s)k+l. (4.7)
These derivations generate an infinite-dimensional Lie algebra, say, d(s), of Virasoro type.
Thus a Kac-Moody-Virasoro algebra d(s) ⋉ g′(A; s) is constructed.
Following the notations in § 8.3 of [28], the simple Lie algebra G contains certain ele-
ments written as Ei, Fi and Hi with i = 0, 1, . . . , n. These elements give a set of Weyl
generators of g′(A; s) as follows: for i = 0, 1, . . . , n,
e
(s)
i = Ei(si), f
(s)
i = Fi(−si), α∨(s)i = Hi(0) +
kisi
k∨i Ns
c, (4.8)
with ki and k
∨
i being the Kac labels and the dual Kac labels respectively. Hence d
(s)
k can
be considered as derivations on g′(A).
For two arbitrary gradations s, s′ ∈ Γ, there is a natural isomorphism between g′(A; s)
and g′(A; s′) induced by
e
(s)
i 7→ e(s
′)
i , f
(s)
i 7→ f (s
′)
i , i = 0, 1, . . . , n.
Up to such an isomorphism, one has the following lemma.
Lemma 4.1 ([42]) Given two gradations s, s′ ∈ Γ, the corresponding derivations on g′(A)
satisfy
d
(s+s′)
k = d
(s)
k + d
(s′)
k , (4.9)
[d
(s)
k , d
(s′)
l ] = rNsld
(s′)
k+l − rNs′kd(s)k+l (4.10)
for all integers k and l.
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In the Cartan subalgebra of g′(A; s), one introduces the following elements
hs = (α
∨(s)
1 , . . . , α
∨(s)
n )
(
A˚T
)−1
(s1, . . . , sn)
T , (4.11)
Hs = (H1(0), . . . , Hn(0))
(
A˚T
)−1
(s1, . . . , sn)
T , (4.12)
where A˚ = (aij)1≤i,j≤n, and the superscript “T” means the transpose of matrices.
Lemma 4.2 (Lemma 2.4 in [42]) Let s0 = (1, 0, . . . , 0) ∈ Γ be the homogeneous grada-
tion. For any s ∈ Γ it holds that
d
(s)
k =


Ns
k0
d
(s0)
0 + hs, k = 0;
Ns
k0
d
(s0)
k +Hs(rk0k; s
0), k 6= 0.
(4.13)
Consider highest weight representations of affine Kac-Moody algebras. Denote x =
(xj)j∈E+, then on the Fock space C[[x]] one defines an action of the principal Heisenberg
subalgebra s of g′(A) by
c 7→ 1; Λj 7→ − ∂
∂xj
, Λ−j 7→ −j xj , j ∈ E+. (4.14)
This action generates a highest weight representation of s.
Theorem 4.3 (Theorem 14.6 in [28]) Suppose the Dynkin diagram of the affine Lie
algebra g′(A) is simply-laced or twisted, then the action of the Heisenberg subalgebra s on
the Fock space C[[x]] given by (4.14) can be lifted to a basic representation L(Λ0) of g
′(A)
on C[[x]], and, the highest weight vector is 1.
Recall the principal gradation s1 = (1, 1, . . . , 1) ∈ Γ, and realize g(A) as g(A; s1). The
following result is implied by Theorems 3.2 and 5.1 in [42].
Theorem 4.4 Under the same assumption as in Theorem 4.3, the action of g′(A) on
C[[x]] given there can be uniquely extended to a d
(s1)
k ⋉ g
′(A; s1)-action by setting
d
(s1)
k 7→ −Lk(∂/∂x;x), k ∈ Z, (4.15)
where
Lk(∂/∂x;x) =
1
2
∑
j∈E+
(prhk−jpj + p−jprhk+j) (4.16)
with h = Ns1 being the Coxeter number, and
pj =
∂
∂xj
, p−j = j xj , j ∈ E+.
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4.2 Virasoro symmetries represented via tau function
We proceed to construct Virasoro symmetries for the Drinfeld-Sokolov hierarchy, and con-
sider their action on the tau function defined in the previous section.
Let g be an arbitrary affine Kac-Moody algebra. For the homogeneous and the principal
gradations s0 and s1, recalling Ns0 = k0 and Ns1 = h, we normalize the derivations on g
′
as:
dk = − 1
rNs0
d
(s0)
k = −
1
rk0
d
(s0)
k , (4.17)
d′k = −
1
rNs1
d
(s1)
k = −
1
rh
d
(s1)
k . (4.18)
Thanks to (4.7), these normalized derivations satisfy
[dk, dl] = (k − l)dk+l, [d′k, d′l] = (k − l)d′k+l, k, l ∈ Z. (4.19)
From Lemma 4.2 it follows that
dk − d′k =
1
rh
(
d
(s1)
k −
h
k0
d
(s0)
k
)
=


1
rh
hs1 , k = 0;
1
rh
Hs1(rk0k; s
0), k 6= 0.
(4.20)
Clearly dk − d′k ∈ g′rk0k in the notations for the homogeneous gradation (2.3).
We fix the generators Λj ∈ g′j with j ∈ E of the principle Heisenberg algebra s such
that
[Λi,Λj] = δi,−j i · c, [d′k,Λj] = −
j
rh
Λj+rhk for all k ∈ Z. (4.21)
Given any integer k, introduce
B˜k = d
′
k −
∑
i∈E+
iti
rh
Λi+rhk +
1
2rh
∑
i, j ∈ E+
i+ j = −rhk
ijtitj · c, (4.22)
where the third term on the right hand side exists only if k < 0. It is straightforward to
check [
B˜k,
∂
∂tj
+ Λj
]
= 0, j ∈ E+, k ∈ Z. (4.23)
Recalling the dressing operator Θ in (3.28), we let
Bk = ΘB˜kΘ
−1 − dk, k ∈ Z. (4.24)
Note Bk ∈ g′ for all k, and that (4.23) leads to
[Bk + dk,Lj] = 0, j ∈ E+, k ∈ Z. (4.25)
For k ≥ −1, we define a class of evolutionary equations as follows
∂L1
∂βk
= [−(Bk)<0,L1] . (4.26)
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The right hand side can also be rewritten as [(Bk)≥0 + dk,L1], hence the equations (4.26)
are well defined by comparing the degrees with respect to the homogeneous and the prin-
cipal gradations, as well as by an analysis like in the proof of Lemma 3.6 for the central
part. The flows (4.26) are assumed to commute with ∂/∂t1 = ν ∂/∂x.
With the same method as to prove Lemma 3.7, we have the following useful formulae
∂Θ
∂βk
= −(Bk)<0Θ, k ≥ −1. (4.27)
This formulae lead immediately to
∂Lj
∂βk
= [−(Bk)<0,Lj] = [(Bk)≥0 + dk,Lj ] , k ≥ −1, j ∈ E+. (4.28)
Proposition 4.5 The following assertions are true (cf. Propositions 3.3 and 3.4 in [25]):
(i) The flows (4.26) commute with those in (3.30), or equivalently,[
∂
∂βk
,
∂
∂tj
]
Θ = 0, k ≥ −1, j ∈ E+. (4.29)
(ii) For k, l ≥ −1, [
∂
∂βk
,
∂
∂βl
]
Θ = (l − k) ∂Θ
∂βk+l
. (4.30)
Proof The first assertion follows from a straightforward calculation by using (4.27) and
(3.31). Let us check the second assertion, which is more nontrivial.
Using (4.19) and (4.21), one can verify
[B˜k, B˜l] = (k − l)B˜k+l.
Since
∂
∂βk
∂
∂βl
Θ =− ∂
∂βk
(Bl)<0Θ
=(Bl)<0(Bk)<0Θ+ [(Bk)<0,ΘB˜lΘ
−1]<0Θ
=(Bl)<0(Bk)<0Θ+ [(Bk)<0, Bl + dl]<0Θ,
then [
∂
∂βk
,
∂
∂βl
]
Θ ·Θ−1
= [(Bl)<0, (Bk)<0] + [(Bk)<0, Bl + dl]<0 − [(Bl)<0, Bk + dk]<0
=[Bk, Bl]<0 + [(Bk)<0, dl]<0 + [dk, (Bl)<0]<0
= ([Bk + dk, Bl + dl]− [dk, dl])<0
= ((k − l)(Bk+l + dk+l)− (k − l)dk+l)<0
=(k − l)(Bk+l)<0
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=(l − k) ∂Θ
∂βk+l
Θ−1. (4.31)
Note that in the third equality we have used [dk, B≥0]<0 = 0 for any element B ∈ g′ and
integer k ≥ −1. The proposition is proved. 
The commutativity (4.29) of flows means that equations (4.23) define symmetries for
the Drinfeld-Sokolov hierarchy (2.11). Such symmetries are called the Virasoro symmetries
due to the commutation relation (4.30).
Now we arrive at the main result of the present section.
Theorem 4.6 For k ≥ −1, the tau function in (3.20) of the Drinfeld-Sokolov hierarchy
satisfies
∂ log τ
∂βk
=
1k≥1
rh
O′k +
1
2rh
∑
i+j=rhk
∂ log τ
∂ti
∂ log τ
∂tj
+
1
rh
∑
i>−rhk
iti
∂ log τ
∂ti+rhk
+
1
2rh
∑
i+j=−rhk
ijtitj + δk,0CA. (4.32)
Here 1k≥1 equals 1 whenever k ≥ 1 and vanishes otherwise,
O′k = rh
(
eadUdk − dk
)
c
− (eadUHs1(rk0k; s0))c (4.33)
with U given in Proposition 3.1 and Hs1(rk0k; s
0) introduced from (4.12), CA is a constant
depending on the Cartan matrix A, and all indices i, j ∈ E+. Note that O′k are independent
of the gauge transformations (2.8).
Proof Recall (3.36). The equations in (4.28) yield
∂q(j)c
∂βk
= −∂(Bk)c
∂tj
, k ≥ −1, j ∈ E+. (4.34)
The left hand side is
− ∂ωj
∂βk
= −∂
2 log τ
∂βk∂tj
; (4.35)
let us compute (Bk)c on the right hand side of (4.34).
Recalling (3.10) and (4.21), it is straightforward to calculate
eadΩB˜k =e
adΩ

d′k − ∑
i∈E+
iti
rh
Λi+rhk +
1
2rh
∑
i+j=−rhk
ijtitj · c


=d′k −
1
rh
∑
i∈E+
ωiΛ−i+rhk +
1
2rh
∑
i+j=rhk
ωiωj · c
−
∑
i∈E+
iti
rh
Λi+rhk −
∑
i>−rhk
iti
rh
ωi+rhk
i+ rhk
(−i− rhk) · c
+
1
2rh
∑
i+j=−rhk
ijtitj · c
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=d′k −
1
rh
∑
i∈E+
(ωiΛ−i+rhk + itiΛi+rhk) +
1
2rh
∑
i+j=rhk
ωiωj · c
+
1
rh
∑
i>−rhk
i ti ωi+rhk · c+ 1
2rh
∑
i+j=−rhk
ijtitj · c. (4.36)
By virtue of the property of U given in Proposition 3.1, we arrive at
(Bk)c =
(
eadUeadΩB˜k − dk
)
c
=
(
eadUd′k − dk
)
c
+
1
2rh
∑
i+j=rhk
ωiωj
+
1
rh
∑
i>−rhk
i ti ωi+rhk +
1
2rh
∑
i+j=−rhk
ijtitj . (4.37)
Here we have used the fact that (Bk)c is independent of the gauge transformations (2.8),
for the same reason as in the proof of Lemma 3.3.
Denote O′k = rh
(
eadUd′k − dk
)
c
. Clearly,
O′−1 = 0, O
′
0 = rh(d
′
0 − d0)c = − (hs1)c = 0. (4.38)
When k ≥ 1, by using (4.20) we have
O′k =rh
(
eadU
(
dk − 1
rh
Hs1(rk0k; s
0)
)
− dk
)
c
=rh
(
eadUdk − dk
)
c
− (eadUHs1(rk0k; s0))c . (4.39)
We substitute (4.35), (4.37)–(4.39) into (4.34), then obtain (4.32) by integration with
respect to tj . The constant CA is chosen such that ∂/∂βk acting on τ obey the Virasoro
commutation relation. The theorem is proved. 
In general, we only know thatO′k are differential polynomials in second-order derivatives
of log τ with respect to the time variables tj . The reason is that in Proposition 3.1 the
function U is a differential polynomial in q, which can be chosen canonically as a differential
polynomial in the first n Hamiltonian densities hj = (−Λj | H) with exponents j such that
0 < j < rh. How to compute O′k will be illustrated by examples in next section.
We continue to write (4.32) into a more concise form. Observe that the Sugawara
construction of Lk in (4.16) can be extended to an arbitrary affine Kac-moody algebra g.
Let
Vk =
1
rh
Lk(∂/∂t; t) + δk,0 · CA, (4.40)
and they satisfy
[Vk, Vl] = (k − l)Vk+l, k, l ≥ −1.
Theorem 4.6 leads us to
Corollary 4.7 The Virasoro symmetries (4.26) for the Drinfeld-Sokolov hierarchies can
be represented via tau function as
∂τ
∂βk
= Vkτ + τ Ok, k ≥ −1, (4.41)
22
where
Ok =


0, k = −1, 0;
1
rh
(
O′k −
1
2
∑
i+j=rhk
∂2 log τ
∂ti ∂tj
)
, k ≥ 1.
(4.42)
In particular, the symmetries generated by ∂/∂β−1 and ∂/∂β0 are linearized when
acting on the tau function. In the next subsection we will show that, when the Drinfeld-
Sokolo hierarchies are associated to ADE-type affine Kac-Moody algebras, the symmetries
generated by ∂/∂βk with all k ≥ −1 are linearized. However, such kind of linearization of
Virasoro symmetries is not valid for all Drinfeld-Sokolov hierarchies due to the functions
Ok may not vanish.
Definition 4.8 The functions Ok in (4.41) are called obstacles in linearizing Virasoro
symmetries.
4.3 Linearization of Virasoro symmetries for ADE-type hierar-
chies
In this subsection we only consider the Drinfeld-Sokolov hierarchies associated to simply-
laced or twisted affine Kac-Moody algebras, for which the Virasoro symmetries acting on
the tau function will be seen linearized.
Lemma 4.9 Let g′ be a simply-laced or twisted affine Lie algebra. The basic representation
given in Theorem 4.3 induces an action of the Lie group on the Fock space C[[x]], then the
operator Θ introduced in (3.28) satisfies
Θ−1 · 1 = τ(t+ x)
τ(t)
, (4.43)
where τ is the tau function of the corresponding Drinfeld-Sokolov hierarchy.
Proof In the basic representation C[[x]] of g′, every element X ∈ g′≥0 satisfies X · 1 = Xc.
For each positive exponent j ∈ E+,(
∂
∂tj
+ Λj
)
Θ−1 · 1 = Θ−1Lj · 1
= Θ−1
(
∂
∂tj
+ q(j) + Λj
)
· 1
= Θ−1q(j)c c · 1
= −ωj Θ−1 · 1. (4.44)
Denote Θ−1 · 1 = f(t,x), then the above equation is just(
∂
∂tj
− ∂
∂xj
)
f(t,x) = −∂ log τ(t)
∂tj
f(t,x). (4.45)
This equation together with the “boundary” condition f(t, 0) =
(
Θ−1 · 1)|x=0 = 1 implies
f(t,x) = τ(t+ x)/τ(t). The lemma is proved. 
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Proposition 4.10 Suppose the affine Lie algebra g′ is simply-laced or twisted, then the
Virasoro symmetries (4.26) for the Drinfeld-Sokolov hierarchy act linearly on the tau func-
tion. More precisely,
∂τ
∂βk
= Vkτ, k ≥ −1, (4.46)
where the operators Vk are given in (4.40).
Proof We only need to show the cases k ≥ 1. The proof is almost the same as that of
Proposition 4.2 in [25] for simply-laced affine Lie algebras.
Consider the basic representation C[[x]] of g′ as in Theorem 4.3. It follows from the
formula (4.43) that
∂
∂βk
Θ−1 · 1 = ∂
∂βk
τ(t+ x)
τ(t)
=
1
τ(t)
∂τ(t + x)
∂βk
− τ(t+ x)
τ(t)2
∂τ(t)
∂βk
. (4.47)
On the other hand, let us extend the basic representation C[[x]] to a module of the Kac-
Moody-Virasoro algebra as in Theorem 4.4. Recall pi given in (4.14), and set
Λj 7→ −pj , j ∈ E; d′k 7→
1
rh
Lk(∂/∂x;x), k ∈ Z.
When k ≥ 1, by using (4.27) and (4.34) we have
∂
∂βk
Θ−1 · 1
=−Θ−1 ∂Θ
∂βk
Θ−1 · 1 = Θ−1(Bk)<0 · 1
=Θ−1Bk · 1−Θ−1(Bk)≥0 · 1
=B˜kΘ
−1 · 1−Θ−1dk · 1− (Bk)cΘ−1 · 1
=

 1
rh
Lk(∂/∂x;x) +
1
rh
∑
j∈E+
jtjpj+rhk

 τ(t+ x)
τ(t)
− 0
− ∂ log τ(t)
∂βk
τ(t+ x)
τ(t)
=
1
τ(t)
1
rh
Lk(∂/∂x; t + x)τ(t+ x)− τ(t+ x)
τ(t)2
∂τ(t)
∂βk
. (4.48)
Taking (4.47) and (4.48) together, we obtain
∂τ(t + x)
∂βk
=
1
rh
Lk(∂/∂x; t + x)τ(t+ x), k ≥ 1,
which is recast to (4.46) by a translation of variables: t+x 7→ t. The proposition is proved.

Comparing equations (4.32) and (4.46), we have immediately
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Corollary 4.11 For any simply-laced or twisted affine Lie algebra, the obstacles Ok vanish
for all k ≥ −1. In other words, the functions O′k defined in (4.33) can be written as
O′k =
1
2
∑
i+j=rhk
∂2 log τ
∂ti ∂tj
, k ≥ 1. (4.49)
Proof of Theorem 1.1 The theorem follows from Corollary 4.7 and Proposition 4.10. 
At the end this section, we digress to consider another important application of Lemma 4.9.
Recall that Kac and Wakimoto [29] constructed a hierarchy of Hirota bilinear equations
based on the principal vertex operator realization of the basic representation of g′. Every
solution of these equations is a point of the orbit space of the highest weight vector acted
by the Lie group. More exactly, let L(Λ0) = C[[x]] be the basic representation of g
′ given
in Theorem 4.3, and G be the Lie group of g′, then τ ∈ L(Λ0) lies in the orbit G · 1 if and
only if it satisfies a hierarchy of Hirota bilinear equations of the form
Rσ τ · τ = 0, σ ∈ SA, (4.50)
where Rσ are certain constant-coefficient even polynomials in {Dj | j ∈ E+} with Hirota
differential operators Dj given by
Djf · g = ∂
∂y
∣∣∣∣
y=0
f(xj + y)g(xj − y).
See [28, 29] for more details.
According to [7, 27, 29], it is known that the Kac-Wakimoto hierarchies of bilinear
equations for g′ of type A
(1)
n is equivalent with the corresponding Drinfeld-Sokolov hierar-
chies. Such an equivalence was proved by us in [35] for the case of type D
(1)
n , see also [45].
In general, we have the following
Theorem 4.12 For any simply-laced or twisted affine Lie algebra g′, the tau functions
defined in (3.20) of the Drinfeld-Sokolov hierarchy coincide with the solutions of the corre-
sponding Kac-Wakimoto hierarchy. The variables of these two hierarchies are related via
a basis of the principal subalgebra s according to the relations (2.11) and (4.14).
Proof Given a tau function τ(t) of the Drinfeld-Sokolov hierarchy, the formula (4.43)
implies that τ(t+x)/τ(t) is a solution of the Kac-Wakimoto hierarchy of Hirota equations
with variable x. By setting t→ 0 one sees that τ(x) also solves the Hirota equations due
to their bilinearity and translation invariance with respect to x.
Conversely, suppose τ(x) is a solution of the Kac-Wakimoto hierarchy. The substi-
tution of τ into the right hand side of (4.43) determines an element Θ = eV (t) with
V (t) being a smooth function that takes value in g′<0. For every j ∈ E+, introduce
Lj = Θ (∂/∂tj + Λj)Θ
−1. They act on the highest weight vector as
Lj · 1 =Θ
(
∂
∂tj
− ∂
∂xj
)
τ(t+ x)
τ(t)
· 1
=− ∂ log τ(t)
∂tj
τ(t+ x)
τ(t)
Θ · 1
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=− ∂ log τ(t)
∂tj
, (4.51)
which is independent of x. It implies that Lj = ∂/∂tj + Λj + q(j), where q(j) lies in g
′
≥0
and
q(j)c = −∂ log τ(t)
∂tj
.
The following zero-curvature equations
[Li,Lj] = 0, i, j ∈ E+ (4.52)
are well defined. These equations recovers the Drinfeld-Sokolov hierarchy, of which the tau
function defined by (3.20) is just τ(t). The theorem is proved. 
Remark 4.13 The results in the present subsection rely on the property of the basic
representation of the affine Lie algebra g′; they may not be valid for Drinfeld-Sokolov
hierarchies associated to other than the zeroth vertex of the Dynkin diagram of g′. For
example, the Virasoro symmetries for the A
(2)
2 -hierarchy associated to the vertex labeled
1 of the Dynkin diagram are not linearized; note that the first non-trivial equation in this
hierarchy is also known as the Kaup-Kupershmidt equation [30]. 
Finally, we shall emphasize our inspiration from [24, 25]. In fact, for each simply-laced
affine Kac-Moody algebra g′, Hollowood and Miramontes proved the following equality
(see equation (5.1) in [24]):
Θ−1 · vs = τs(t+ x)
τ
(0)
s (t)
, (4.53)
with a method of “big cell” factorization of the Lie group of g′. Here Θ is a dressing
operator lying in the Lie subgroup U−(s), vs is the highest weight vector in an integrable
highest weight representation L(s), and τs is the tau function of Hirota equations from
Kac and Wakimoto’s construction [29]. The formula (4.53) provides a map from solutions
of a Kac-Wakimoto hierarchy to those of the zero-curvature hierarchy (4.52) of Drinfeld-
Sokolov type. This formula was further employed in [25] to obtain the linearized Virasoro
symmetries for generalized Drinfeld-Sokolov hierarchies associated to simply-laced affine
Lie algebras, whose tau function is considered to be τs.
Inspired by Hollowood, Miramontes and Sa´nchez Guille´n [24, 25], we now obtain, in a
more straightforward way, the formula (4.43) of the form (4.53) (note the different defini-
tions of tau functions) whenever the affine algebra g′ is simply-laced or twisted. For such
cases, moreover, we clarify in Theorem 4.12 the equivalence between the Drinfeld-Sokolov
and the Kac-Wakimoto hierarchies.
4.4 Virasoro constraints to tau function
Generally speaking, the tau function that gives partition function in topological field theory
is selected by the string equation. Based on the Lax representation in pseudo-differential
operators for Drinfeld-Sokolov hierarchies of type A
(1)
n or D
(1)
n , it was shown that the string
equation induces a series of Virasoro constraints to the tau function [1, 46]. Such kind of
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constraints to the tau function τs in (4.53) of any Drinfeld-Sokolov hierarchy associated to
simply-laced affine Kac-Moody algebra g were derived in [25]. It is not hard to generalize
the deduction in [25] to all Drinfeld-Sokolov hierarchies and derive Virasoro constraints to
the tau function τ in (3.24).
For the Drinfeld-Sokolov hierarchy associated to an arbitrary affine Kac-Moody algebra
g, we assume its tau function τ satisfies the following string equation
∂τ
∂t1
= V−1τ. (4.54)
This equation is just ∂τ/∂t1 = ∂τ/∂β−1, hence it follows from (3.31) and (4.27) that(
ΘΛ1Θ
−1
)
<0
= −(B−1)<0. (4.55)
Denote
Pk = ΘΛ1+rh(k+1)Θ
−1 +Bk, k ≥ −1. (4.56)
First of all, one has (P−1)<0 = 0.
Consider the realization of g′ graded by the homogeneous gradation s0, which is acted
by a series of derivations d
(s0)
k = λ
1+rk0k · d/dλ. Note that the generators of the principal
Heisenberg subalgebra s satisfy
Λj+rh(k+1) = λ
rk0Λj+rhk,
then recalling (4.22) and (4.24) we have Pk+1 = λ
rk0Pk modulo the central part. Hence we
obtain
(Pk)<0 = (λ
(k+1)k0P−1)<0 = λ
(k+1)k0(P−1)<−(k+1)k0 = 0, k ≥ −1. (4.57)
Therefore ∂τ/∂t1+rh(k+1) = ∂τ/∂βk, namely,
∂τ
∂t1+rh(k+1)
= Vkτ + τOk, k ≥ −1. (4.58)
They are the Virasoro constraints to the tau function of the Drinfeld-Sokolov hierarchy.
We plan to study solutions to these constraints elsewhere.
Remark 4.14 In the recent paper [37], Safronov proposed a set of linear Virasoro con-
straints to his tau function on Drinfeld-Sokolov Grassmannians for the case of simply-laced
semisimple Lie groups. His Virasoro operators are also from the Sugawara construction
(4.16) for Heisenberg subalgebras, and the string solutions are described geometrically by
principal bundles possessing connections compatible with the Higgs field near infinity. 
5 Examples
Let us present some examples to illustrate our construction of tau function of Drinfeld-
Sokolov hierarchies and the obstacles in linearizing their Virasoro symmetries.
In the examples below we will use a matrix realization of g of affine type X
(r)
N corre-
sponding to the homogeneous gradation s0 as in (4.3)–(4.5) (see [28] or the appendix of
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[7]). In (4.4) the standard invariant symmetric bilinear form ( · | ·)0 on G is the Killing
form for special linear algebras, and is half the Killing form for special orthogonal algebras.
It induces the standard invariant symmetric bilinear form on the derived algebra g′ as
(
X ⊗ λk + α c | Y ⊗ λl + β c) = δk,−l1
r
(X | Y )0 , X, Y ∈ G. (5.1)
On g′ the derivations dk reads
dk = − 1
rk0
λ1+rk0k
d
dλ
, k ∈ Z, (5.2)
where k0 = 2 whenever g is of type A
(2)
2n and k0 = 1 otherwise.
5.1 Tau functions of hierarchies of types A
(1)
n and D
(1)
n
Example 5.1 We realize the affine Kac-Moody algebra g′ of type A
(1)
1 by taking a set of
Weyl generators as
e0 =
(
0 λ
0 0
)
, f0 =
(
0 0
1/λ 0
)
, α∨0 =
(
1 0
0 −1
)
+ c, (5.3)
e1 =
(
0 0
1 0
)
, f1 =
(
0 0
1 0
)
, α∨1 =
(
−1 0
0 1
)
. (5.4)
Let Λ = e0+e1. The set of exponents is E = Z
odd, and the principal Heisenberg subalgebra
s has a basis
{c,Λj = Λj ∈ g′j | j ∈ Zodd}.
The operator L in (2.7) is gauge equivalent to the following canonical form
L
can = D + Λ + qcan = D +
(
0 λ
1 0
)
+
(
0 −u
0 0
)
, (5.5)
let us compute the functions U and H determined as in Proposition 3.1 by
D + Λ + qcan = eadU (D + Λ +H), (5.6)(
eadUΛj
)
c
= 0, j = 1, 3, 5, . . . . (5.7)
First of all, we decompose U and H according to the principal gradation g′ =
⊕
k∈Z g
′k as
U =U−1 + U−2 + U−3 + U−4 + · · ·
=
(
0 a1
b1/λ 0
)
+
(
−a2/λ 0
0 a2/λ
)
+
(
0 a3/λ
b3/λ
2 0
)
+
(
−a4/λ2 0
0 a4/λ
2
)
+ · · · , (5.8)
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H =− h1
2
Λ−1 − h3
2
Λ−3 − · · · , (5.9)
where ai, bi and hi are scalar functions. Now substitute them into (5.6) and compare terms
with equal principal degrees. Clearly, the case of degree 1 is trivial. The first nontrivial
equation is
degree 0 : 0 = [U−1,Λ] = (a1 − b1) diag(1,−1)− b1 · c. (5.10)
Hence a1 = b1 = 0, i.e., U−1 = 0. Note that the equality (5.7) with j = 1 holds automati-
cally. Secondly, we have
degree − 1 :
(
0 −u
0 0
)
=[U−2,Λ]− h1
2
Λ−1
=
(
0 −2a2
2a2/λ 0
)
− h1
2
(
0 1
1/λ 0
)
, (5.11)
which implies
a2 =
u
4
, h1 = u.
Then it comes
degree − 2 : 0 =[U−3,Λ]− ∂xU−2
=(a3 − b3) diag (1/λ,−1/λ)− ux
4
diag (−1/λ, 1/λ) . (5.12)
Here and below the subscript “x” stands for the partial derivative with respective to it,
for instance, ux = ∂xu and uxx = ∂
2
xu. The condition (5.7) with j = 3 reads
0 = [U−3,Λ3]c = −a3 − 2 b3. (5.13)
Equations (5.12) and (5.13) determine a3 and b3 uniquely:
a3 = −ux
6
, b3 =
ux
12
.
Subsequently,
degree − 3 : 0 =[U−4,Λ] + 1
2
[U−2, [U−2,Λ]]− ∂xU−3 + [U−2,−h1
2
Λ−1]− h3
2
Λ−3 (5.14)
implies
a4 =
u2
8
+
uxx
16
, h3 =
u2
4
+
uxx
12
.
Lemma 3.3 shows that the Hamiltonian densities hj are independent of the choice of
gauge slice of L . By using (3.24), the tau function τ of the Drinfeld-Sokolov hierarchy
satisfies (note ∂t1 = ∂x)
∂2 log τ
∂x2
=
1
2
h1 =
1
2
u, (5.15)
∂2 log τ
∂x∂t3
=
3
2
h3 =
3
8
u2 +
1
8
uxx. (5.16)
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They imply the KdV equation:
∂u
∂t3
=
3
2
u ux +
1
4
uxxx (5.17)
One can also fix the gauge slice of L such that the dressing operator Θ takes the form
(3.28). In fact,
Θ0 = e
UeΩ = eX0+λ
−1X1+λ−2X2+..., (5.18)
where λ−kXk lies in g
′
−k and particularly
X0 =
(
0 ω1
0 0
)
.
We let N = −X0, then Θ = eNΘ0 has the form (3.28). Noting u = 2 ∂xω1, it is straight-
forward to calculate the corresponding gauge slice:
L = e−adX0L can = D + Λ +
(
−ω −ω2 − ωx
0 ω
)
, (5.19)
in which we write ω = ω1 to simply notations.
Example 5.2 Let g′ be an affine Lie algebra of type A
(1)
n . It can be realized by choosing
Weyl generators as follows [7, 28]:
e0 = λ e1,n+1, ei = ei+1,i (1 ≤ i ≤ n), (5.20)
f0 =
1
λ
en+1,1, fi = ei,i+1 (1 ≤ i ≤ n), (5.21)
α∨i = [ei, fi] (0 ≤ i ≤ n), (5.22)
where ei,j is the (n+ 1)× (n+ 1) matrix with its (i, j)-component being 1 and the others
being zero. One has Λ = e0+ e1+ · · ·+ en. A basis of the principal Heisenberg subalgebra
s is {c,Λj = Λj ∈ g′j | j ∈ E} with E = Z \ (n+ 1)Z being the set of of exponents of g′.
Take the operator L in (3.1) as the following canonical form
L
can = D + Λ + qcan, qcan =


0 · · · 0 0 −un
. . .
...
...
...
0 0 −u2
0 −u1
0


. (5.23)
According to [7], the equations in (2.11) can be represented equivalently as
∂L
∂tj
= [(Lj/(n+1))+, L], j ∈ E+, (5.24)
where
L = Dn+1 + u1D
n−1 + · · ·+ un−1D + un, (5.25)
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L1/(n+1) = D + v1D
−1 + v2D
−2 + · · · ,
(Lj/(n+1))+ means the differential part of the operator L
j/(n+1), and the multiplication of
two pseudo-differential operators is defined by
uDk · vDl =
∑
m≥0
uDm(v)Dk+l−m.
Clearly ∂/∂t1 = ∂/∂x. The hierarchy (5.24) is just the Gelfand-Dickey hierarchy [20], or
the nth KdV hierarchy.
It is known that the Gelfand-Dickey hierarchy (5.24) carries two compatible Hamil-
tonian structures, with (2.12) usually being called the second one. The densities of the
Hamiltonian functionals are
hˆj =
n+ 1
j
resLj/(n+1), j ∈ E+. (5.26)
Note that the residue of a pseudo-differential operator is defined by res
∑
i∈Z aiD
i = a−1.
It is easy to check
j
n+ 1
∂hˆj
∂ti
=
i
n+ 1
∂hˆi
∂tj
, i, j ∈ E+. (5.27)
Given any solution of the hierarchy (5.24), there locally exits a tau function τˆ such that
∂2 log τˆ
∂ti ∂tj
=
j
n + 1
∂−1x
∂hˆj
∂ti
, i, j ∈ E+. (5.28)
When n = 1, this is just the case of the KdV hierarchy reviewed in Section 1.
Proposition 5.1 For the Drinfeld-Sokolov hierarchy of type A
(1)
n , the tau function τˆ in
(5.28) coincides 1 with τ defined in (3.24).
Proof It is sufficient to identify the second-order derivatives of log τˆ and log τ with respect
to the time variables.
On the one hand,
∂2 log τˆ
∂x2
=
1
n+ 1
hˆ1 = resL
1/(n+1) =
u1
n + 1
. (5.29)
On the other hand, for L = L can we do the calculation as in the proof of Proposition 3.1.
Equation (3.5) now reads
[U−1,Λ] = q
can
0 = 0,
which implies U−1 = 0. The first equation in (3.6) is
H−1 + [U−2,Λ] = q
can
−1 = −u1 en,n+1,
1In the present paper we say that two tau functions are the same if their logarithms differ by addition
of a linear function of the time variables.
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hence
∂2 log τ
∂x2
=
(−Λ1 | H)
(Λ1 | Λ−1)
=
1
(Λ1 | Λ−1)(−Λ1 | [Λ, U−2] + q
can
−1 )
=
1
(Λ1 | Λ−1)(−Λ1 | −u1 en,n+1)
=
u1
n + 1
. (5.30)
It follows from (5.29) and (5.30) that
∂
∂x
(
∂2 log τ
∂x ∂tj
− ∂
2 log τˆ
∂x ∂tj
)
= 0, j ∈ E+.
The difference between the parentheses is a differential polynomial in u1, · · · , un without
free term, thus it vanishes indeed. In the same way, we derive
∂2 log τ
∂ti ∂tj
− ∂
2 log τˆ
∂ti ∂tj
= 0, i, j ∈ E+.
The proposition is proved. 
Example 5.3 Assume the affine Lie algebra g′ is of type D
(1)
n , and it is realized as in [35],
see also [7, 45]. We choose a set of generators of the principal Heisenberg algebra s as
Λk =
√
2Λk, Λ−k =
√
2Λ−k, (5.31)
Λk(n−1)′ = −
√
2n− 2Γk, Λ−k(n−1)′ = −
√
2n− 2Γ−k (5.32)
for k ∈ Zodd+ , where Λ and Γ are two certain 2n× 2n matrices given in § 4.2 of [35]. Note
that the constant ν =
√
2, and that k(n − 1) are double exponents of g′ whenever n is
even.
Introduce a pseudo-differential operator
L = D2n−2 +
1
2
n−1∑
i=1
D−1
(
uiD
2i−1 +D2i−1ui
)
+D−1ρD−1ρ, (5.33)
There are uniquely two operators
P = D + v1D
−1 + v2D
−2 + · · · , Q = D−1ρ+ vˆ1D + vˆ2D2 + · · ·
such that P 2n−2 = L = Q2. The following integrable hierarchy are well defined [7, 35]:
∂L
∂tk
=
[√
2 (P k)+, L
]
,
∂L
∂tk(n−1)′
=
[−√2n− 2 (Qk)−, L] , k ∈ Zodd+ , (5.34)
which is equivalent to the Drinfeld-Sokolov hierarchy (2.11) of type D
(1)
n with qcan chosen
in [35].
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The hierarchy (5.34) carries a bi-Hamiltonian structure, with Hamiltonian densities
being tau symmetric. Hence a tau function τˆ is defined by
d (2 ∂x log τˆ ) =
∑
k∈Zodd
+
(√
2 resP k dtk +
√
2n− 2 resQk dtk(n−1)′
)
. (5.35)
With the same method as for Proposition 5.1, we obtain the following
Proposition 5.2 For the Drinfeld-Sokolov hierarchy of type D
(1)
n , the tau functions τˆ in
(5.35) and τ in (3.24) coincide.
Based on this proposition, it is easy to see that the Virasoro symmetries (4.46) are consis-
tent with those derived in [46] with skills of pseudo-differential operators.
Remark 5.3 In not so straightforward a way, Propositions 5.1 and 5.2 can be considered
as corollaries of Theorem 4.12 by using relevant results in [29, 35] that both τ and τˆ are
solutions of the corresponding Kac-Wakimoto hierarchies. 
5.2 Obstacles in linearizing Virasoro symmetries
Example 5.4 We realize the affine Kac-Moody algebra g′ of type A
(1)
1 as in Example 5.1.
The simple Lie algebra g˚ = sl2 contains the following elements of 2× 2 matrices:
E0 = e1,2, F0 = e2,1, H0 = e1,1 − e2,2,
E1 = e2,1, F1 = e1,2, H1 = −e1,1 + e2,2,
which correspond to the Weyl generators (5.3)–(5.4). The the derivations on g′ are given
by (5.2) with r = k0 = 1, i.e.,
dk = −λk+1 d
dλ
, k ∈ Z.
According to (4.12), one has Hs1 =
1
2
H1, and then
Hs1(k; s
0) =
λk
2
H1. (5.36)
Now we use the data in Example 5.1 to compute the obstacles of Virasoro symmetries
for the Drinfeld-Sokolov hierarchy associated to g′. After a straightforward calculation, we
have
O′1 =2
(
eadUd1 − d1
)
c
− (eadUHs1(1; s0))c = 0 + 14h1 = 12 ∂
2 log τ
∂t21
, (5.37)
O′2 =2
(
eadUd2 − d2
)
c
− (eadUHs1(2; s0))c = 32h3 = ∂
2 log τ
∂t1∂t3
. (5.38)
Hence O1 = O2 = 0; furthermore, by using the Virasoro commutation relation we obtain
Ok = 0 for all k ≥ 3. This fact agrees with Corollary 4.11, which confirms directly the
linearization of Virasoro symmetries for the KdV hierarchy.
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Example 5.5 Let g be the Kac-Moody algebra of type B
(1)
2 (isomorphic to C
(1)
2 ), whose
Cartan matrix is
A =

 2 0 −10 2 −1
−2 −2 2

 .
The elements Ei, Fi and Hi in subsection 4.1 can be realized by 5× 5 matrices as
E0 =
1
2
(e1,4 + e2,5), E1 = e2,1 + e5,4, E2 = e3,2 + e4,3, (5.39)
F0 = 2(e4,1 + e5,2), F1 = e1,2 + e4,5, F2 = 2(e2,3 + e3,4), (5.40)
Hi = [Ei, Fi] (i = 0, 1, 2). (5.41)
These elements give a set of Weyl generators according to (4.8) for the homogeneous
gradation s0, hence g(A; s0) is realized. The derivations in (5.2) are
dk = −λk+1 d
dλ
, k ∈ Z.
Note Λ = E1+E2+λE0, and h = 4 is the Coxeter number. The set of exponents of g is
E = Zodd, and the generators normalized by (4.21) of the principal Heisenberg subalgebra
s are
Λk =
√
2Λk, Λ−k =
√
2 (λ−1Λ3)k, k ∈ Zodd+ . (5.42)
The operator L (2.7) is gauge equivalent to the canonical form
L
can = D + Λ + qcan, qcan = −u (e1,2 + e4,5)− v (e1,4 + e2,5). (5.43)
In the same way as before, we compute the functions U = U−1 + U−2 + . . . and H given
by Proposition 3.1. As a result,
U−1 = 0, (5.44)
U−2 =
3u
4
(−e1,3 + e3,5) + u
2λ
(−e3,1 + e5,3), (5.45)
U−3 = −5ux
6
(e1,4 + e2,5) +
ux
3λ
(e2,1 + e5,4)− ux
6λ
(e3,2 + e4,3), (5.46)
U−4 =
u2 + 4 (v + uxx)
4λ
(−e1,1 + e5,5) + 2v + uxx
4λ
(−e2,2 + e4,4); (5.47)
H = − u
2
√
2
Λ−1 − 3u
2 + 12v + 10uxx
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√
2
Λ−3 + . . . . (5.48)
Note ∂/∂t1 =
√
2 ∂/∂x, hence
∂2 log τ
∂t21
=
√
2
(−Λ1 | H)
(Λ1 | Λ−1) =
u
2
, (5.49)
∂2 log τ
∂t1∂t3
=
√
2
3(−Λ3 | H)
(Λ3 | Λ−3) =
1
8
(
3u2 + 12v + 10uxx
)
. (5.50)
Clearly,
Hs1 = (H1, H2)
(
A˚T
)−1
(1, 1)T = 2H1 +
3
2
H2, (5.51)
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Hs1(k; s
0) = λkHs1, k ∈ Z. (5.52)
A straightforward calculation leads to
O′1 =4(e
adUd1 − d1)c −
(
eadUHs1(1; s
0)
)
c
=
7u2
8
+
5v
2
+
9uxx
4
=
5
3
∂2 log τ
∂t1 ∂t3
+
1
6
∂4 log τ
∂ t41
+
(
∂2 log τ
∂ t21
)2
. (5.53)
It implies O1 6= 0 in (4.41), namely, the symmetry ∂/∂β1 acting on the tau function cannot
be linearized.
Example 5.6 Based on the matrix realization of the simple Lie algebra A2 in Example 5.2,
one chooses Weyl generators of the twisted affine Lie algebra g′ of type A
(2)
2 as the following
3× 3 matrices:
e0 = λ(e2,1 + e3,2), e1 = e1,3,
f0 =
2
λ
(e1,2 + e2,3), f1 = e3,1,
α∨0 = H0 + c = −2 e1,1 + 2 e3,3 + c,
α∨1 = H1 = e1,1 − e3,3.
The derivations (5.2) corresponding to the homogeneous realization are
dk = −1
4
λ4k+1
d
dλ
, k ∈ Z.
Let Λ = e0 + e1. The Coxeter number is 3, and the principal Heisenberg subalgebra s
contains a set of generators
Λj =
√
2Λj, j ≡ ±1 mod 6, (5.54)
which satisfy the normalization condition (4.21).
Take the canonical form of the operator L as
L
can = D + Λ + qcan, qcan = −u e3,1.
We compute the matrix-value functions U and H according to Proposition 3.1, and have
U =U−2 + U−3 + U−4 + U−5 + U−6 + . . .
=
u
3λ
(e2,1 − e3,2) + ux
9λ2
(−e1,1 + 2e2,2 − e3,3) + u
2 + 2uxx
18λ3
(−e1,2 + e2,3)
+
(
−5uux + 3uxxx
45λ4
e1,3 +
5uux + 4uxxx
90λ3
(e2,1 + e3,2)
)
+
5u3 + 18u2x + 30uuxx + 12uxxxx
324λ4
(−e1,1 + e3,3) + . . . , (5.55)
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H =− h1
3
Λ−1 − h5
3
Λ−5 + . . .
= − u
3
√
2
Λ−1 +
5u3 + 15uuxx + 3uxxxx
405
√
2
Λ−5 + . . . . (5.56)
Hence by using ∂/∂t1 =
√
2 ∂/∂x we obtain
∂2 log τ
∂t21
=
u
3
,
∂2 log τ
∂t1∂t5
= − 1
81
(
5u3 + 15uuxx + 3uxxxx
)
. (5.57)
On the other hand, one has
Hs1(4k; s
0) =
λ4k
2
H1, k ∈ Z, (5.58)
then
O′1 = 6(e
adUd1 − d1)c − (eadUHs1(4; s0))c = 5
√
2
3
h5 =
∂2 log τ
∂t1∂t5
. (5.59)
Thus we obtain O1 = 0, which agrees with Corollary 4.11.
Remark 5.4 As an application of (5.57), one has the first nontrivial equation of the
A
(2)
2 -hierarchy:
∂u
∂t5
= − 1
108
∂
∂t1
(
20u3 + 30u
∂2u
∂t21
+ 3
∂4u
∂t41
)
, (5.60)
which is also known as the Sawada-Kotera equation [38]. This equation carries a generalized
bi-Hamiltonian structure consisting of a local and a nonlocal operators, as was shown by
Fuchssteiner and Oevel [19]. In fact, by using a perturbation approach we proved that
equation (5.60) possesses exactly one local Hamiltonian structure [34] that coincides with
the first Hamiltonian structure in [19]. 
6 Conclusion and remark
We have obtained a unified characterization of tau function and Virasoro symmetries for
Drinfeld-Sokolov hierarchy associated to any affine Kac-Moody algebra and the zeroth
vertex of its Dynkin diagram. This together with the results in [7, 9] suggests us, although
a complete proof is still missing, to divide these Drinfeld-Sokolov hierarchies into three
classes as in Table 1.
The hierarchies in Class I are bi-Hamiltonian and have linearized Virasoro symme-
tries acting on the tau function. They coincide, up to a rescaling of the time variables,
with the topological hierarchies constructed by Dubrovin and Zhang [10, 33] associated to
semisimple Frobenius manifolds for ADE-type Weyl groups. Their tau functions defined
in (3.24) that admit the Virasoro constraints give partition functions of 2D topological
minimal models, as well as Givental’s total descendant potentials for simple singularities,
see [6, 21, 22, 18, 45] and references therein.
Each hierarchy in Class II also carries a bi-Hamiltonian structure whose leading term
is associated to a semisimple Frobenius manifold. However, its Virasoro symmetries are
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Table 1:
Class Affine algebra X
(r)
N Hamiltonian structure Virasoro symmetries
I A
(1)
n , D
(1)
n , E
(1)
6,7,8 bi-Hamiltonian linearizable
II B
(1)
n , C
(1)
n , F
(1)
4 , G
(1)
2 bi-Hamiltonian non-linearizable
III
A
(2)
2n , A
(2)
2n−1, D
(2)
n+1,
E
(2)
6 , D
(3)
4
Hamiltonian linearizable
expected to be non-linearizable. In fact, the non-linearizability of Virasoro symmetries for
the C
(1)
n -hierarchies has been verified by us [4] based on a generating function for Ok; for
the B
(1)
n -hierarchies it can be implied by the failure in reducing the additional symmetries
of the BKP hierarchy to symmetries of B
(1)
n -hierarchies with the method of [46], which
and the exceptional cases will be considered elsewhere. The meaning of the obstacles in
linearizing Virasoro symmetries is still far from being well understood, which probably
illustrates the observation of the absence of a consistent higher-genus expansion beyond
genus one in topological minimal models associated to Lie algebras other than ADE type
[12].
From the viewpoint of tau functions and Virasoro symmetries, the hierarchies in Class III
look very similar with those in Class I. The main difference between them is that, every
hierarchy in Class III, such like the A
(2)
2 -hierarchy, may not possess more than one (lo-
cal) Hamiltonian structure. It is an interesting question whether there is some topological
meaning or axiomatic construction for them such like in [10].
As a byproduct, we have shown that the tau function of a hierarchy in Class I or III
is a solution of the corresponding Kac-Wakimoto hierarchy of bilinear equations. This
is consistent with the corresponding results for the case of types A
(1)
n and D
(1)
n in the
literature.
Finally, note that we have concentrated ourselves to the original Drinfeld-Sokolov hi-
erarchies, which is widely applied in some other research areas. Since there are varies of
generalizations of the Drinfeld-Sokolov hierarchies, see, for example, [15, 16, 23], for them
it is natural to ask whether there is an analogous characterization of tau function and
Virasoro symmetries. By now a positive answer can be seen for the so-called generalized
hierarchies of type I in [23], in which the principle Heisenberg subalgebra is replaced by
an arbitrary Heisenberg subalgebra (see also [3]). However, it is still unclear for the other
cases. We will study it on other occasions.
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was partially done when the author was a Marie Curie fellow of the Istituto Nazionale di
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Appendix
A Tau functions of modified Drinfeld-Sokolov hierar-
chies
Let us consider the modified Drinfeld-Sokolov hierarchy associated to an affine Lie algebra
g′ = g¯⊕ C c, which is defined by (2.11) with L given by a function q taking value in the
Cartan subalgebra of g˚ ⊂ g¯. This particular gauge slice of L is related to the others by
gauge transformations (2.8) that do not change the definition of τ in (3.24), hence τ also
serves as a tau function of the modified Drinfeld-Sokolov hierarchy. We are to compare this
τ with those tau functions introduced by Enriquez and Frenkel [11] and by Miramontes
[36].
A.1 Enriquez and Frenkel’s tau function
For the modified Drinfeld-Sokolov hierarchy associated to an untwisted affine Lie algebra
g¯, Enriquez and Frenkel [11] found the following Hamiltonian densities:
h˜j = (Λ1 | eadUΛj), j ∈ E+, (A.1)
where U is given in Proposition 2.1. These densities satisfy
∂h˜j
∂ti
=
∂h˜i
∂tj
=
∂Hi,j
∂x
with Hi,j being differential polynomials in q; in other words, they are tau-symmetric. There
locally exists a tau function τ˜ such that
1
(Λ1 | Λ−1) h˜j =
∂2 log τ˜
∂t1 ∂tj
, j ∈ E+. (A.2)
In comparison with those equations in § 5.5 of [11], here on the left hand side of (A.2)
we assign a coefficient 1/(Λ1 | Λ−1) to make τ˜ independent of the choice of the invariant
symmetric bilinear form.
According to Proposition 2.1, the freedom of the function U does not change the densi-
ties h˜j. Without lose of generality, let us consider the derived algebra g
′ = g¯⊕C c instead
of g¯, and fix U as in Proposition 3.1.
Proposition A.1 For the modified Drinfeld-Sokolov hierarchy associated to any affine Lie
algebra g′, the tau functions defined by (A.2) and by (3.24) satisfy
log τ˜ − log τ = 1
(Λ1 | Λ−1)
(
∂
∂t1
)−1 (
Λ1 | U−1
)
, (A.3)
where U−1 ∈ C∞(R, g′−1) is uniquely determined by [U−1,Λ] = q. Note that (Λ1 | U−1) is
a nontrivial linear combination of components of q.
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Proof According to the principal gradation (2.4) on g′, we write U = U−1 + U−2 + · · ·
with Uk ∈ g′k. Since q takes value in the Cartan subalgebra, then [U−1,Λ] = q.
Recall
L1 = e
adU

 ∂
∂t1
+ Λ1 −
∑
j∈E+
1
j
∂ωj
∂t1
Λ−j − ω1 · c

 .
In particular, the projection of L1 − ∂/∂t1 onto g′−1 vanishes, namely,
−∂U−1
∂t1
+
(
eadUΛ1
)
−1
− ∂ω1
∂t1
Λ−1 = 0.
Since ω1 = ∂ log τ/∂t1, then
(Λ1 | eadUΛ1) = ∂
∂t1
(Λ1 | U−1) + (Λ1 | Λ−1)∂
2 log τ
∂t21
. (A.4)
Substitute (A.1) and (A.2) into the left hand side of (A.4), then the equality (A.3) follows
from integrations. The proposition is proved. 
Example A.1 Let g′ be the affine Lie algebra of type A
(1)
1 . We realize g
′ as in Example 5.1,
and take
L = D + Λ + q, q = diag(−v, v). (A.5)
It is straightforward to compute the functions U and H in Proposition 3.1. Then it follows
from (A.2) and (3.24) that
∂2 log τ˜
∂x2
=
1
2
h˜1 = −1
2
v2, (A.6)
∂2 log τ
∂x2
=
1
2
h1 = −1
2
(v2 − vx), (A.7)
where we have used ∂/∂t1 = ∂/∂x. These two tau functions satisfy
v = 2 ∂x log
τ
τ˜
, (A.8)
which is an equivalent version of (A.3).
In fact, by solving the equation of gauge transformation(
1 g
0 1
)(
D +
(
0 λ
1 0
)
+
(
−v 0
0 v
))(
1 −g
0 1
)
(A.9)
=D +
(
0 λ
1 0
)
+
(
0 −u
0 0
)
, (A.10)
one has g = v and
u = −v2 + vx. (A.11)
This is the well-known Miura transformation that relates the KdV and the modified KdV
equations. From (A.7) we derive again u = 2∂2x log τ , see (5.15).
Enriquez and Frenkel’s construction of tau function τ˜ can be formally extended to the
modified Drinfeld-Sokolov hierarchies associated to twisted affine algebras by (A.3). In
fact, the different tau functions τ and τ˜ can be interpreted by a general result in [36], see
Proposition A.2 below.
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A.2 Miramontes’ tau function
Tau functions of the (generalized) modified Drinfeld-Sokolov hierarchy were also con-
structed by Miramontes [36]. His method is based on a highest weight representation of
the Kac-Moody group, and the resulting tau function is related to a family of conservation
laws for the hierarchy.
Let us recall some statements in [36], following closely the original notations used there.
Given a gradation s′ = (s′0, s
′
1, . . . , s
′
n) ∈ Γ on the affine Lie algebra g′ (recall (2.2)):
g′ =
⊕
j∈Z
g′j [s′]. (A.12)
Similarly as before, we use notations like g′
≤k [s′] =
∑
j≤k g
′
j [s′], and let the subscript “≤
k [s′]” stand for the projection g′ → g′
≤k [s′]. Assume that an element Λ ∈ g′k [s′] (k > 0) is
fixed, and it induces the following decomposition of subspaces:
g′ = Ker adΛ + ImadΛ, Ker adΛ ∩ Im adΛ = C c. (A.13)
Here Ker adΛ is a subalgebra consisting of elements that commute with Λ modulo C c; this
subalgebra is generated by Λj ∈ g′j [s′] ( j ∈ EΛ ⊂ Z ) such that [Λj,Λ−j] ∈ C c.
Choose another gradation s = (s0, s1, . . . , sn)  s′ of g′, namely, si ≤ s′i for i =
0, 1, . . . , n. With the principal and homogeneous gradations on g′ replaced by the grada-
tions s′ and s respectively, de Groot, Hollowood and Miramontes [23] defined the generalized
Drinfeld-Sokolov hierarchies similarly as in Definition 2.2.
In more details, let
L = D + Λ + q + w · c, q ∈ C∞ (R, g′0 [s] ∩ g′≤0 [s′]) , (A.14)
where the central part of q is zero, and w is an arbitrary smooth function. Similar to
Proposition 2.1, there exists a function Y ∈ C∞
(
R, g′<0 [s′]
)
such that
L = eadY (D + Λ+ hΦ) = Φ(D + Λ + hΦ)Φ−1 (A.15)
with Φ = eY and hΦ ∈ C∞
(
R,Ker adΛ ∩ g′≤0 [s′]
)
. Moreover, the functions Y and hΦ are
supposed to be specified by the constraints (see (2.25) in [36]):
Y ∈ g′<0 [s], (hΦ)≥0 [s] ∈ C c. (A.16)
Introduce operators
Lj = ∂
∂tj
+ Aj, Aj = (ΦΛjΦ
−1)≥0 [s] + wj · c, j ∈ EΛ+, (A.17)
where wj are some priori functions. The flows of the generalized Drinfeld-Sokolov hierarchy
are defined by the following zero-curvature equations
[L,Lj] = 0, j ∈ (EΛ)≥0. (A.18)
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These equations imply
Φ−1LjΦ = ∂
∂tj
+ Λj + h(j) + wj · c, (A.19)
where
h(j) = Φ−1
∂Φ
∂tj
− Φ−1(ΦΛjΦ−1)<0 [s]Φ ∈ C∞
(
R,Ker adΛ ∩ g′<0 [s′]
)
.
In [36] the hierarchy (A.18) is restricted by t1 = νx and L1 = νL with some normalization
constant ν. Hence one has ν hΦ = h(1) + w1 · c.
For every auxiliary gradation m = (m0, m1, . . . , mn)  s, there exists a derivation
d
(m)
0 in the Kac-Moody algebra g whose derived algebra is g
′. For the sake of simplifying
notations, we redenote d
(m)
0 as dm; it satisfies (see Section 4)
[dm, ei] = mi ei, [dm, fi] = −mi fi, [dm, α∨i ] = 0 (A.20)
for i = 0, 1, . . . , n. The standard bilinear form on g′ is extended to g by
(dm | dm) = 0, (dm | α∨i ) =
ki
k∨i
mi for i = 0, 1, . . . , n. (A.21)
Note that (dm | c) = Nm with Nm =
∑n
i=0 kimi.
One can define the following conserved densities of the hierarchy (A.18) (see equa-
tion (3.8) in [36]):
Jj,k[m] =
Ns′
kNm
(
dm | [ΦΛkΦ−1, Aj ]
)
, j, k ∈ (EΛ)≥0. (A.22)
These conserved densities are related to a tau function τm¯ as (cf. equation (4.13) in [36])
Jj,k[m] = −Ns
′
k
∂2 log τm¯
∂tj ∂tk
, j, k ∈ (EΛ)≥0. (A.23)
Here m¯ = (m0k0/k
∨
0 , . . . , mnkn/k
∨
n), it induces an integrable highest weight representation
L(m¯) of g with highest weight vector |vm¯〉, and τm¯ is defined by an element of the orbit of
|vm¯〉 acted by the Kac-Moody group, see § 4.1 and the appendix in [36] for details.
Now let us compare the tau function in (A.23) with those in (A.3) for the modified
Drinfeld-Sokolov hierarchies. Henceforth we fix both s and s′ to be the principal gradation
s1. In this case EΛ = E is the set of exponents of g
′, and Ker adΛ is the principal Heisenberg
subalgebra s. Choose generators Λj normalized by (4.21), with Λ1 = νΛ = ν
∑n
i=0 ei. Let
Lj = Lj for j ∈ E+, Y = U, h(1) = νH
with U and H determined as in Proposition 3.1. Observe that both Y and hΦ admit the
constraint (A.16).
Proposition A.2 For the modified Drinfeld-Sokolov hierarchy associated to affine Lie al-
gebra g′ with s = s′ = s1 being the principal gradation, the two tau functions in (A.3) can
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be considered as particular cases of tau functions in (A.23). More precisely, the following
equalities hold true
log τm¯ =


log τ, m = (1, 0, . . . , 0);
log τ˜ , m = (1, 1, . . . , 1).
(A.24)
Proof Since Ns1 is equal to the Coxeter number h, one recasts (A.22) to
Jj,k[m] =
h
k Nm
(
dm |
[
ΦΛkΦ
−1,Lj − ∂
∂tj
])
=
h
k Nm
(
dm | Φ
[
Λk,
∂
∂tj
+ Λj + h(j) + wj · c
]
Φ−1
)
+
h
k Nm
(
dm | ∂
∂tj
(ΦΛkΦ
−1)
)
=
h
k
[Λk, h(j)]c +
h
kNm
∂
∂tj
(
dm | ΦΛkΦ−1
)
. (A.25)
If the auxiliary gradation m = (1, 0, . . . , 0) is the homogeneous one, then Nm = k0. By
virtue of
(dm | α∨i ) = δi0
ki
k∨i
, (ΦΛkΦ
−1)c = (e
adUΛk)c = 0,
the second term in (A.25) vanishes. Hence we have
k
h
J1,k[m] = [Λk, h(1)]c =
k
(Λk | Λ−k)(Λk | νH), (A.26)
that is, thanks to (A.23) and (3.22),
− ∂
2 log τm¯
∂t1 ∂tk
= −∂
2 log τ
∂t1 ∂tk
. (A.27)
If m = (1, 1, . . . , 1) is the principal gradation, then Nm = h. By using (A.25) and
(Λj | Λk) = δj,−k h one has
1
h
J1,1[m] =[Λ1, h(1)]c +
1
h
∂
∂t1
(dm | ΦΛ1Φ−1)
=
(Λ1 | νH)
(Λ1 | Λ−1) +
1
h
∂
∂t1
(dm | [U−1,Λ1])
=− ∂
2 log τ
∂t21
− 1
h
∂
∂t1
([dm,Λ1] | U−1)
=− ∂
2 log τ
∂t21
− 1
(Λ1 | Λ−1)
∂
∂t1
(Λ1 | U−1). (A.28)
This together with (A.23) and (A.3) leads to
∂2 log τm¯
∂t21
=
∂2 log τ˜
∂t21
. (A.29)
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Therefore, the proposition follows from (A.27) and (A.29) by integration in the same
way as to show Proposition 5.1. 
The proof of this theorem also implies that, whenever s is the principal gradation, one
can choose n + 1 linearly independent auxiliary gradations m  s, which correspond to
n + 1 distinct tau functions τm¯ of the modified Drinfeld-Sokolov hierarchy. In particular,
suppose g′ is of type A
(1)
1 , then such two tau functions of the modified KdV hierarchy are
given in Example A.1.
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