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Many features have been proposed for speech-based emotion recognition, and a majority of them are frame based or
statistics estimated from frame-based features. Temporal information is typically modelled on a per utterance basis, with
either functionals of frame-based features or a suitable back-end. This paper investigates an approach that combines
both, with the use of temporal contours of parameters extracted from a three-component model of speech production
as features in an automatic emotion recognition system using a hidden Markov model (HMM)-based back-end.
Consequently, the proposed system models information on a segment-by-segment scale is larger than a frame-based
scale but smaller than utterance level modelling. Specifically, linear approximations to temporal contours of formant
frequencies, glottal parameters and pitch are used to model short-term temporal information over individual segments
of voiced speech. This is followed by the use of HMMs to model longer-term temporal information contained in
sequences of voiced segments. Listening tests were conducted to validate the use of linear approximations in this
context. Automatic emotion classification experiments were carried out on the Linguistic Data Consortium emotional
prosody speech and transcripts corpus and the FAU Aibo corpus to validate the proposed approach.
Keywords: Emotion recognition; Paralinguistic information; Pitch contours; Formant contours; Glottal spectrum;
Temporal information; LDC emotional prosody speech corpus1. Introduction
Human speech is an acoustic waveform generated by the
vocal apparatus, whose parameters are modulated by the
speaker to convey information. The physical characteris-
tics and the mental state of the speaker also determine
how these parameters are affected and, consequently,
how speech conveys the intended, and on occasion unin-
tended, information. Even though knowledge about how
these parameters characterise the information is not ex-
plicitly available, the human brain is able to decipher this
information from the resulting speech signal, including
the emotional state of the speaker.
Information about emotional state is expressed via
speech through numerous cues, ranging from low-level
acoustic ones to high-level linguistic content; several ap-
proaches to speech-based automatic emotion recognition,
each taking advantage of a few of these cues, have been
explored [1-9]. It would be impossible to list all of them;
however, approaches that use linguistic cues [10,11] are* Correspondence: v.sethu@unsw.edu.au
The School of Electrical Engineering and Telecommunications, The University
of New South Wales, Sydney, New South Wales 2052, Australia
© 2013 Sethu et al.; licensee Springer. This is an
Attribution License (http://creativecommons.or
in any medium, provided the original work is pnot as common as those that make use of low-level acous-
tic and prosodic cues. The most commonly used acoustic
and prosodic features tend to be those based on cepstral
coefficients, pitch, intensity and speech rate.
The standard speech production model (source-filter
model) [12], widely used in speech processing literature, is
the model that underpins most low-level feature extrac-
tion algorithms. However, almost universally, a simplifying
assumption is made about the shape of the glottal pulses.
Specifically, the glottal model is assumed to be a two-pole
low-pass system (typically with both poles at unity) whose
effects are ‘removed’ at the pre-emphasis stage of feature
extraction. Section 2 explores the estimation of glottal pa-
rameters without making such an assumption.
The standard speech production model is also a short-
term spectral model, and almost all low-level features tend
to be short-term frame-based features incapable of captur-
ing long-term temporal information. This shortcoming is
widely recognised, and a range of approaches have been de-
veloped to overcome it, including the use of delta features
(and its variants) to capture frame-to-frame temporal varia-
tions, the use of hidden Markov models to model temporalOpen Access article distributed under the terms of the Creative Commons
g/licenses/by/2.0), which permits unrestricted use, distribution, and reproduction
roperly cited.
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use of functionals of sequence of frame-based parameters
estimated over long segments (turns) as features. Auto-
matic emotion recognition systems commonly address this
issue in one of two ways: either by using a suitable back-
end to model temporal variations of short-term features
[13,14], or by capturing this information with the front-
end with techniques such as contour models or using
functionals of sequences of short-term features extracted
from speech segments/turns [7,9,15-20]. In this paper we
explore a combination of both approaches. Specifically,
temporal contour patterns of pitch, the first three formant
frequencies and the gains of the vocal tract at these fre-
quencies, along with those of the glottal parameters
outlined in Section 2, are used to model temporal infor-
mation roughly spanning durations of voice segment,
followed by a back-end based on hidden Markov models
(HMMs) to model the sequences of these temporal pat-
terns. Short-term temporal information is captured by the
front-end, and longer-term temporal information is mod-
elled by the back-end. Section 5.2 reports the results of a
listening test carried out to validate the use of linear
approximations of glottal parameter contours, conducted
in a similar manner to a previous listening test carried out
to validate the use of linear approximations to pitch
contours [21]. Finally, the proposed approach has the
inherent advantage that the segmentation of the speech
into turns is not required since the system carries out an
implicit segment-by-segment modelling of voiced speech
segments.
2. The glottal source parameters
2.1. Glottal flow models
In the well-established and commonly used speech pro-
duction model [12], the glottal flow that serves as the in-
put to the vocal tract is modelled as the response of a
filter. The shape of this response (glottal pulse shape)
has been associated with certain characteristics of speech
that are subsumed under the cover term voice quality
[22]. The importance of appropriate glottal models in
the synthesis of natural sounding speech has been well
established [22,23], and the modification of glottal voice
quality factors has been shown to be significant for the
synthesis of emotional (expressive) speech [24].
Approximating the glottal filter model by G(z) = 1/(1 −
az− 1)2, as is commonly done and is equivalent to making
the assumption that the shape of the glottal pulse is al-
ways the same, may not be the best approach to take in
emotion recognition systems. The incorporation of a
more detailed glottal source model may be desirable and
while not common, glottal parameters have been used in
an emotion classification framework and were shown to
be useful in distinguishing between emotional category
pairs that had statistically similar pitch values [25-27].The most popular glottal models [28-31] are time do-
main models that vary in the specific parameters they in-
corporate but share a common framework, and the
spectra of the glottal flow derivatives described by all of
them can be stylised by three asymptotic lines with +6
dB/oct, −6 dB/oct and −12 dB/oct slopes [32] as shown
in Figure 1. Such a stylised representation allows for a
very compact characterisation of the glottal flow deriva-
tive magnitude spectrum since it can be uniquely identi-
fied based on three values, specifically two corner
frequencies (Fg and Fc) and the magnitude at the first
corner frequency (Ag). The compact representation also
lends itself to use as a feature in a classification system.
2.2. Estimation of glottal spectral parameters
While it is obvious that the use of a glottal flow (or glot-
tal flow derivative) model results in a more accurate
modelling of the speech production system when com-
pared with the fixed two-pole approximation that is
commonly utilised, the estimation of the glottal flow sig-
nal from the speech signal is not a well-defined problem
and lacks an analytical solution. However, numerous
techniques have been proposed over the years that are
based on the properties of the glottal flow signal [33-38].
The iterative adaptive inverse filtering (IAIF) method
[33] was used to estimate the glottal flow derivative in
the work reported in this paper. The IAIF method can
be used pitch synchronously (with variable window
lengths based on pitch) or asynchronously (with fixed
windows). For pitch synchronous IAIF, the DYPSA algo-
rithm [39] has been used to detect glottal closure in-
stants and hence identify window boundaries.
Given an estimate of the glottal flow derivative, it is pro-
posed that the best stylised fit to its magnitude spectral
envelope (Figure 1), in terms of minimum mean squared
error, can be estimated via brute force search of the three-
dimensional parameter space. The choice of a brute force
search was made purely due to the simplicity of the search
algorithm even though it is not efficient. This approach
was considered acceptable since the glottal parameters
themselves are the focus of the work reported in this
paper and not their estimation algorithms. For any given
parameter set {Fg, Ag, Fc}, the stylised glottal flow deriva-
tive magnitude spectrum, ~G ⋅ð Þ; was constructed and the
mean squared error between the stylised and the esti-
mated spectra, Ĝ(⋅), was calculated as
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Figure 1 Stylised glottal flow derivative magnitude spectrum, after the work of Doval et al. [32].
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this paper, all computations were carried out on discrete
values of f, corresponding to the discrete Fourier trans-
form coefficients computed from each frame of speech.
This mean squared error was computed for all possible
combinations of Fg, Ag and Fc with the search space
spanning all possible values of the three parameters with
a resolution of 30 values for each parameter. The param-
eter set, F^g; A^g; F^c
 
, that gave the lowest mean squared
error was then selected as the best fit:
F^g; A^g; F^c
  ¼ arg min
Fg;Ag;Fc
G^ ζð Þ‐ ~GFg; Ag; Fc ζð Þ 2k

ð2Þ
where ‖⋅‖2 denotes the l2 norm.
An overview of the glottal spectral parameter estima-
tion method is given in Figure 2.
Visual inspection of the glottal flow spectra for a few
consecutive frames and their corresponding stylised
spectra indicated that even though the glottal flow spec-
tra for the frames were not identical and had estimation
errors at different points in different frames, the stylised
spectra were all similar (particularly with regards to the
glottal formant). This indicates that the spectrum fitting
process is robust, to a certain extent, to errors in the glot-
tal flow derivative estimation process that result from in-
complete removal of the formant structure, particularly in
terms of identifying the glottal formant. However, the esti-
mation of the corner frequency, Fc, is affected to a muchlarger degree by the errors and the estimated values were
not very reliable. Therefore, Fc was ignored and only the
glottal formant frequency and magnitudes, Fg and Ag,
were used in the automatic classification results reported
in this paper. These frequency domain parameters are re-
lated to the more commonly utilised time domain param-
eters such as the open quotient and speed quotient [32].
However, the frequency domain parameters can be
obtained by fitting the linearly stylised spectrum as
outlined, which is conceptually simpler than the time do-
main curve fitting methods required to estimate the time
domain parameters.3. Parameter contours
As previously mentioned, the study aims to capture
short-term temporal information in the front-end prior
to modelling longer-term information with the back-end
. In this regard, the speech model parameter contours
are estimated in the front-end. Parameter contours are
representative of these variations over an entire utter-
ance and are characterised by a much longer duration
when compared with descriptions provided by deltas
and shifted deltas. The most common and probably best
studied is the pitch (F0) contour, which is essentially
pitch as a function of time, and its use in an automatic
emotion recognition (AER) framework was the focus of
a previous study [21]. Linear stylisation of F0 contours
[40,41] is commonly carried out, for a range of applica-
tions from speech coding to modelling dialogue acts and
Figure 2 Overview of glottal spectral parameter estimation procedure.
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and also has the additional advantage of making their
representation more compact than that of the original
contour. The idea of such stylisation can be extended to
the other parameters, such as the glottal formant and
magnitude and formant frequencies and magnitude as
well. Here we propose approximating the parameter
contours in each voiced segment by a straight line that
enables the representation of that contour using three
parameters, namely, the slope of the line (s), the initial
offset (b) and the length of the segment (τ), as shown in
Figure 3. This is different from typical F0 contour styl-
isation [40] since contours in each voiced segment are
represented by single line segments rather than piece-
wise linear approximations. This is done to ensure that
a single three-dimensional vector can describe an entire
contour for each voiced segment. This is the simplest
form of contour parameterisation, and if an AER sys-
tem that makes use of such a representation outper-
forms a system that models the distribution of theparameter values (without taking into account any tem-
poral information), then it is reasonable to suppose that
the shape of the parameter contours contain emotion-
specific information.
A small variation to the representation of the linear
approximation to the contours involves the use of the
value of the midpoint (m) of the contour instead of the
initial values. This serves two purposes, namely: (1) In
case of errors in the estimation of parameter values, par-
ticularly near the beginning of the voiced segment, the
magnitude of the error in the value of the midpoint will
be smaller than the error in the initial value; (2) If there
are multiple errors in parameter estimation, the value of
the slope can be dropped and only the value of the mid-
point (which will be an estimate of the mean parameter
value) can be used for a more robust but less detailed
representation of the contour.
In general, any parameter that varies with time within
an utterance can be linearly stylised for compact repre-
sentation and ease of analysis. This paper focuses on the
Figure 3 Approximating parameter contours. (a) Estimated F0 contour. (b) Linear approximation of F0 contour. (c) Linear model parameters -
τ, s and b (or m).
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consequently the contours considered are those of the
parameters of this model. Specifically, the vocal tract is
parameterised by the contours of the first three formant
frequencies (F1, F2 and F3 contours) and the contours of
the magnitudes of the all-pole vocal tract spectrum at
these frequencies (A1, A2 and A3 contours), the glottal
flow derivative (considering glottal flow and lip radiation
together) by the glottal formant contours (Fg and Ag
contours) and the source excitation rate using F0 con-
tours. Hence, an utterance can be compactly represented
as a sequence of vectors, V:V ¼ ν 1ð Þ; ν 2ð Þ;…; ν Nð Þ
n o
ð3Þ
where N is the number of voiced segments in the utter-

























































































































Figure 4 Parameter contour examples for the phrase ‘two thousand one’. Elements of the source-filter model-based speech characterisation
including glottal parameters.
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(i) and
bP
(i) are the slope and initial offset (as previously men-
tioned, the midpoint, mP
(i), may be used in place of bP
(i)in
ν(i)) that describe the contour of parameter P in the ith
voiced segment; and P is one or more of the source-
filter model parameters, i.e.,
P∈ F1;F2;F3;A1;A2;A3;Fg ;Ag ;F0
  ð5Þ
Note that the lengths of the contours are identical for
all model parameters within each voiced segment.
Hence, only one element, τ(i), in each vector is required
to represent the contour length. Thus, ν(i) is a 2 K + 1
dimensional vector, where K is the number of parame-
ters chosen (from P) to represent each voiced segment,
when slope and initial offset (or midpoint) are both used
to represent a contour. If the slope values of some or allparameters are dropped, the vector has a lower dimen-
sion. Figure 4 depicts all the parameter contours consid-
ered in this work.
4. Emotional speech corpora
The experiments reported in this paper were performed
using one of two databases, namely, the Emotional Pros-
ody Speech and Transcripts corpus (herein referred to
as the LDC corpus) [42] and the German FAU Aibo cor-
pus [43]. The two databases have significant differences,
with the LDC corpus containing ‘acted’ emotional
speech collected from seven professional actors with the
speech comprising preselected, semantically neutral
phrases. The Aibo corpus on the other hand contains
‘elicited’ emotional speech from 51 children with no re-
strictions on what is being said. Moreover, the emotional
categories present in both corpora are different, with the
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emotions and the Aibo corpus focussing on low-
intensity ‘non-prototypical’ emotions. In addition, the
LDC corpus contains English speech while the Aibo cor-
pus contains German speech. A primary motivation in
the choice of corpora was the significant differences be-
tween the two corpora which suggest that trends com-
mon to the experimental results obtained from both
corpora are much more likely to be independent of the
test data and hence more likely to be applicable to any
other emotional data as well.
4.1. LDC emotional speech and transcripts corpus
The Emotional Prosody Speech and Transcripts corpus
contain audio recordings, recorded at a sampling rate of
22,050 Hz, and the corresponding transcripts (word level
transcripts that lack time stamps). The recordings were
made by professional actors reading a series of semantic-
ally neutral utterances consisting of dates and numbers,
spanning 14 distinct emotion categories, selected based
on a German study [44], and a ‘neutral’ category that
does not involve any emotional state. Of these fifteen
categories, five were chosen to conduct the five-class
emotion classification experiments reported in this
paper. These five emotional classes are neutral, anger,
happiness, sadness and boredom.
Four female and three male actors participated in the
creation of this database and were provided with de-
scriptions of each emotional context, including situ-
ational examples adapted from those used in the
German study. Flashcards were used to display series of
four syllable dates and numbers to be uttered in the ap-
propriate emotional category. During the recording, the
actors repeated each phrase as many times as necessary
until they were satisfied that the emotion was expressed
and then moved onto the next phrase. Only the last in-
stance of each phrase was included in all the experi-
ments reported herein. This provided about 8 to 12
utterances per speaker for each of the five emotional cat-
egories. While the phrases recorded for all emotions
were not identical, they were very similar to each other
and contained numerous words that were common (e.g.
‘two thousand and one’ and ‘two thousand and twelve’
or ‘December second’ and ‘December twenty-first’).
4.2. FAU Aibo emotion corpus
The German FAU Aibo Emotion Corpus [43] consists of
spontaneous emotionally coloured children’s speech with
recordings of 51 German children (30 females and 21
males) aged between 10 and 13 from two different
schools. The speech signals were recorded at a sampling
rate of 48 kHz with 16-bit quantisation and then down-
sampled to a rate of 16 kHz. The children were given
different tasks where they had to direct Sony’s dog-likerobot Aibo to certain objects and along given ‘parcours’.
They were told that they should talk to Aibo like a real
dog and in particular reprimand it or praise it as appro-
priate. However, Aibo was remote-controlled from be-
hind the scenes and at certain positions it was made to
disobey or act in some manner not instructed by the
child ‘controlling’ it in order to elicit an emotionally
coloured response from the child. It is important to note
that the real purpose of the data collection experiment,
the elicitation of the emotions, was not known to the
children, and none of them realised that Aibo was
remote-controlled.
The recorded speech data was then annotated inde-
pendently at the word level by five listeners using 11
emotional categories. The chosen units of analyses were,
however, not single words but short phrases referred to
as ‘chunks’ which were semantically and syntactically
meaningful. The emotional categories assigned to each
word in the chunk by all five listeners were combined
heuristically to generate a single emotion label for the
chunk. All classification experiments reported in this
paper based on this database were setup (with regards to
the training and test data sets and the performance
measure) along the lines of the five-class problem set
out in the INTERSPEECH 2009 Emotion Challenge [45]
that made use of this database.5. Validating linear approximations - listening test
Listening tests were conducted to determine whether lin-
ear approximations to pitch contour segments and glottal
parameter contour segments retained sufficient informa-
tion about the emotions being expressed. Specifically, in
addition to previous results for pitch contours (F0) which
suggested that a significant amount of information was
retained [21], a further listening test was conducted to de-
termine whether linear approximations to glottal model
parameter contours (Fg, Ag and Fc) were able to sufficient
to retain emotion-specific information. Even though Fc
contours were not used as features in the automatic
classification systems used in the work reported in this
paper, they cannot be ignored for speech re-synthesis
since the absence of the −12 dB/oct slope would be
equivalent to high-pass filtering the speech signal. With
regards to linear approximations of formant contours
(F1−3 and A1−3) while they capture broad trends that
may be useful in a classification scenario, if they were
used in speech synthesis, the approximation errors will
give rise to significant distortion and the synthesised
speech would not be useful for listening tests. More
complex models of formant contours will result in less
error and consequently less distortion at the cost of a
larger number of parameters. The use of more complex
models may be investigated in the future.
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In the work reported herein, the purpose of the speech
re-synthesis procedure is to determine temporal con-
tours of the speech production model parameters and
then to re-synthesise speech from these parameter con-
tours or their linear approximations. A synthesis method
based on a non-stationary AM-FM type representation
of speech, which is very close to the sinusoidal represen-
tation [46], was used. This method was chosen since all
the estimated parameter contours, particularly the pitch
contour, can be directly incorporated without any fur-
ther processing:
s tð Þ ¼ ∑N
k¼1






where f(t) is the F0 contour, N is the number of har-
monics, V(f, t) and G(f, t) are estimates of the contribu-
tions of the vocal tract and the glottal source,
respectively, towards the speech spectral magnitude (i.e.
the vocal tract and glottal spectra) as a function of fre-
quency and time.
The pitch contours were estimated using the RAPT al-
gorithm [47], and the vocal tract and glottal spectra were
estimated using the pitch synchronous IAIF algorithm
[33]. The three glottal parameter contours (Fg, Ag and
Fc) were estimated from the glottal spectrum as outlined
in Section 2.2, and their linear approximations were
obtained as described in Section 3. Based on these linear
approximations, the glottal contribution to the ampli-
tudes of the pitch harmonics, G(f, t), was computed as
per the stylised glottal flow derivative spectrum (Figure 1)
used to estimate the glottal parameters. Thus, the pa-
rameters of the re-synthesised speech samples were
identical to those of the original samples except for
the glottal parameters, allowing for a subjective evalu-
ation of the linear approximation to these parameter
contours. While this speech synthesis procedure is by
no means state-of-the-art, it has sufficiently high qual-
ity, as indicated by comparisons between synthesised
speech (synthesised without using any linear approxi-
mations) and the original speech, which suggested that
the listeners could not distinguish between the two
versions [21].
It should be noted that the representation of speech as
a sum of harmonic sinusoids used in this re-synthesis
method holds only for voiced speech and was only ap-
plied to segments where pitch estimates were available.
The unvoiced segments of the original speech samples
were retained during re-synthesis. This was deemed ac-
ceptable, since the automatic emotion recognition sys-
tem utilised only voiced segments, as is common with
most other emotion recognition systems.5.2. Subjective evaluation
A listening test was conducted to determine whether lin-
ear approximations to glottal parameter contours are
able to retain emotion-specific information. Fourteen
untrained listeners were involved in this test. For each
listener, 30 speech utterances were drawn at random
from the LDC corpus such that there were 6 utterances
from each of the five emotions (neutral, anger, sadness,
happiness and boredom). The re-synthesis method
outlined in Section 5.1 was used to generate an alterna-
tive version of each of the 30 utterances using linear ap-
proximations to the glottal parameter contours. All 60
utterances were then presented to the listener in random
order and for each he/she was asked to pick one out of
the five emotional categories that they could associate
with the utterance. Their decisions were then analysed
to determine for how many of the 30 possible pairs the
listener selected the same emotion for both utterances.
The decisions of all 14 listeners were then combined to
compute the percentage of speech samples for which lis-
teners associated the same emotion with both the ori-
ginal and re-synthesised version. It should be noted that
the measure of primary interest was how often listeners
picked the same emotions for both versions of an utter-
ance (one synthesised with linear approximations to par-
ameter contours and one synthesised with actual
contours) and not the actual accuracy of subjective clas-
sification since the aim of the listening tests was to val-
idate the use of linear approximations.
The number of pairs where the listener assigned the
same emotion to both versions, out of a maximum pos-
sible of 30, is given (as percentages) in Figure 5. Taken
together across all 14 speakers, the same emotion was
associated with both versions (re-synthesized using (6)
with actual glottal parameter contours Fg, Ag and Fc and
re-synthesized with linear approximations to glottal par-
ameter contours) in 65.5% of the cases, and no individual
result was poorer than 56.7%. These results suggest that
the linear approximations to the glottal parameter con-
tours are able to preserve emotion-specific information
to a reasonable extent. This is in agreement with the
results of a previous listening test that suggested linear
approximations to pitch parameter contours preserve a
significant amount of emotion-specific information
[21].
In order to verify that the results reported in Figure 5 are
not due to the listeners picking the same emotional label
for all utterances, the distribution of how many utterances
were assigned to each label was determined, and the
results indicated that the distribution is not skewed se-
verely in favour of any particular emotion. The fractions of
utterances assigned to each of the five labels were 36.2%
(neutral), 20% (anger), 15.7% (sadness), 10.2% (happiness)


























Figure 5 Percentage of pairs for which both versions were assigned the same emotion by the listener. Each listener was given 30 pairs,
one version using actual contours of and one using linear approximations to Fg, Ag and Fc.
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of samples from each of the five emotional categories.6. Automatic classification system
6.1. The front-end
In addition to subjective evaluations, the usefulness of
linear approximations to speech parameter contours to
automatic classification systems was evaluated. The
front-end of these systems represents the linear approxi-
mation to each parameter (P) contour in a voiced seg-
ment (i) by its slope (sP
(i)) and initial value (bP
(i)), as
explained in Section 3. Apart from these, the length of
each segment is given by a single value (τ(i)) and thus
each voiced segment is represented by a 2 K + 1 dimen-
sional vector, ν(1), (where K is the number of parameters
considered). Each utterance is then represented as a se-
quence of N such vectors, V ¼ ν 1ð Þ; ν 2ð Þ;…; ν Nð Þ , (where
N is the number of voiced segments in the utterance) by
the front-end.6.2. The back-end
The choice of back-end is dictated by the requirement
that it should be capable of modelling utterances repre-
sented by a sequence of vectors to capture longer-term
temporal information, and hence hidden Markov models
(HMMs) were chosen. While this in itself is not novel,
in most cases when HMMs are used in an AER system,
they are utilised to directly model the temporal evolu-
tion of selected features (e.g. model pitch contours
and contours of cepstral coefficients), i.e. they modelsequences of feature vectors, each one extracted from a
frame of speech, spanning an utterance. There is less
agreement, however, on the optimal number of states for
these HMMs, with some studies suggesting four states
[48,49] and others suggesting thirty-two or more [13,14].
However, in the system described in this paper, the pa-
rameters of the linear approximations to these contours
describe the temporal evolution within each voiced seg-
ment, and the states of the HMM only describe the
change across different segments. In a sense, the HMMs
in the described system only model a second higher level
of temporal variation instead of all the dynamic informa-
tion. The number of states in each HMM determines
how much of the variations in the contours between
voiced segments in an utterance are modelled, which, in
turn, depend on how many voiced segments are present
in each utterance. A three-state HMM has sufficiently
many states to model the variation in the initial, central
and terminal segments of the utterance without over-
fitting and losing the ability to generalise. Preliminary
experiments on the LDC corpus supported this choice.
Each state utilised a 4-mixture Gaussian mixture model.
For experiments performed on the FAU Aibo corpus,
the number of states and mixtures were picked based on
a preliminary search and the results are discussed in
Section 7.2. All HMMs utilised in the systems proposed
in this paper had linear left-right topology.
Previously, a modified feature warping technique was
proposed as a means of speaker normalisation [50] and
was applied to all features in experiments reported in
this paper unless otherwise stated.
Table 2 Confusion matrix for HMM-based system using









Neutral (%) Anger (%) Sad (%) Happy (%) Bored (%)
Neutral 53.2 0 14.9 6.4 25.5
Anger 1.4 80.3 0 18.3 0
Sad 16.4 3.3 31.2 6.6 42.6
Happy 9.6 19.2 6.9 50.7 13.7
Bored 13.0 1.3 31.2 9.1 45.5
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In order to facilitate comparisons to help determine the
significance of temporal information contained in par-
ameter contours as opposed to the statistical distribu-
tions of parameter values, another classification system
based on Gaussian mixture models (GMMs) was set up.
The features used by this system are the frame-based
values of the source-filter model parameters (F0, Ag, Fg,
A1–3, F1–3) obtained prior to approximating their con-
tours with straight lines. The back-end of this system is
a 128-mixture GMM-based classifier that models the
probability distributions of the feature values (without
taking into consideration any temporal dependence).
7. Experimental results
7.1. LDC corpus
The automatic classification systems setup for a five-
emotion (neutral, anger, sadness, happiness and bore-
dom) classification problem on the LDC corpus was
implemented in a speaker-independent configuration.
All experiments were repeated seven times in a ‘leave-
one-out’ manner, using data from one of the seven
speakers as the test set in turn, and data from the other
six speakers as the training set. The accuracies reported
are the means of the seven trials.
Classification experiments were performed using the
HMM-based system using features based on pitch con-
tour, glottal parameter contours and formant contours
individually. In all three cases, two descriptions of the
contours were used: one was the two-dimensional repre-
sentation of each segment of the contour using the slope
and initial value, [sP
(i), bP
(i)], (abbreviated as S-I hence-
forth) and the other a one-dimensional representation
using only the value of the midpoint, [mP
(i)], (abbreviated
as MP henceforth), where P can represent any parameter
as given by Equation 5. In both descriptions the length
of each voiced segment was appended as outlined in
Section 6.1. The confusion matrices corresponding to
these six experiments are given in Tables 1,2,3,4,5 and 6.
Emotion classification experiments were also performed
using a GMM-based system with pitch, glottal parameter
and formant parameter values as features in order toTable 1 Confusion matrix for the HMM-based system






Neutral (%) Anger (%) Sad (%) Happy (%) Bored (%)
Neutral 59.6 0 19.2 6.4 14.9
Anger 0 78.9 2.8 16.9 1.4
Sad 13.1 1.6 49.2 14.8 21.3
Happy 1.4 32.9 16.4 43.8 5.5
Bored 6.5 0 28.6 10.4 54.6compare systems that model temporal information
contained in linear contour approximations to those that
modelled only the statistical distributions of the parameter
values. A summary of the overall accuracies obtained from
these experiments is given in Table 7.
These results indicate that the contour modelling ap-
proach is better than the static distribution modelling ap-
proach for pitch and glottal parameters. Also the pitch,
glottal and vocal tract parameters describe independent
(based on the source-filter model) and distinct compo-
nents in the speech production mechanism and are hence
independent of each other. Consequently, their contours
can be expected to be complementary (unless the back-
end models identical information from the different par-
ameter contours in each voiced segment). This suggests
that a system, such as the HMM-based one, can be used
to model all the contours by simply concatenating the
contour descriptors (either slope, initial value or midpoint
value or some combination of them) to form the feature
vector. It should be noted that while a static modelling ap-
proach was better than the contour modelling one for
vocal tract parameters, the vocal tract parameters would
still contribute towards a combined system if they are
complementary to pitch and glottal parameters. Such a
system was constructed and its performance was evaluated
on the LDC corpus. The classification accuracies obtained
are reported in Table 8. This system uses the S-I descrip-
tion for pitch contours and the midpoint value (MP) de-
scription for glottal and vocal parameter contours, i.e. the
feature vector corresponding to the ith voiced segment isTable 3 Confusion matrix for HMM-based system using














; b ið ÞA1 ; s
ið Þ
A2
; b ið ÞA2 ; s
ið Þ
A3
; b ið ÞA3  (overall accuracy 41.6%)
Neutral (%) Anger (%) Sad (%) Happy (%) Bored (%)
Neutral 55.3 2.1 14.9 17.0 10.6
Anger 4.2 46.5 0 26.8 9.9
Sad 6.6 8.2 32.8 24.6 27.9
Happy 1.4 21.9 15.1 37.0 24.7
Bored 2.6 9.1 20.8 27.3 40.3
Table 4 Confusion matrix for the HMM-based system




Neutral (%) Anger (%) Sad (%) Happy (%) Bored (%)
Neutral 63.8 0 14.9 4.3 17.0
Anger 0 77.5 2.8 18.3 1.4
Sad 13.1 0 39.3 26.2 21.3
Happy 4.1 27.4 16.4 49.3 2.7
Bored 10.4 1.3 28.6 7.8 52.0
Table 6 Confusion matrix for HMM-based system using






m ið ÞA1 ;m
ið Þ
A2
;m ið ÞA3  (overall accuracy 45.0%)
Neutral (%) Anger (%) Sad (%) Happy (%) Bored (%)
Neutral 42.6 4.3 25.5 14.9 12.8
Anger 0 66.2 8.5 16.9 8.5
Sad 6.6 8.2 37.7 11.5 36.1
Happy 8.2 19.2 19.2 37.0 16.4
Bored 3.9 7.8 29.9 18.2 40.3
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Previously, a listening test was conducted on the LDC
corpus and the results were reported in [21]. The overall
accuracy obtained by 11 human listeners was 63.6%. A
comparison of this accuracy to the different automatic
emotion classification systems mentioned above is
summarised in Table 9. In addition to determine the ef-
fect of longer-term temporal modelling afforded by the
hidden Markov models, a one-state HMM system, iden-
tical in all other ways to the proposed system, was
implemented and its performance is also included in
Table 9. Finally, a GMM (128-mixtures)-based system,
trained on mel frequency cepstral coefficients (MFCCs)
and ΔMFCCs, was also implemented for comparison.
The classification accuracies obtained by the system
making use of all the model parameter contours is
higher than the accuracies obtained by any of the indi-
vidual systems, as expected. It should also be noted that
the emotion-specific classification accuracies (diagonal
elements of the confusion matrix) are all higher than
55%, indicating that the system does not suffer from any
inherent bias against one or more of the emotions.
Moreover, the performance of the combined system
compares very well with the human classification per-
formance. Also, the automatic (GMM-based) system that
did not make use of any temporal information had an
overall classification accuracy of 59.0%. This systemTable 5 Confusion matrix for HMM-based system using






Neutral (%) Anger (%) Sad (%) Happy (%) Bored (%)
Neutral 72.3 0 14.9 0 12.8
Anger 0 83.1 0 15.5 1.4
Sad 6.6 1.6 36.1 9.8 45.9
Happy 1.4 23.3 2.7 54.8 17.8
Bored 16.9 0 33.8 15.6 33.8modelled the distribution of all three component (pitch,
glottal and vocal tract) parameters.7.2. FAU Aibo corpus
Similar to the experiments performed on the LDC cor-
pus, those performed on the FAU Aibo corpus were
constructed as a five-class emotion classification prob-
lem. The emotions involved, however, were different
(Anger, Emphatic, Neutral, Positive and Rest) as outlined
in Section 4.2. The training and test sets for these classi-
fication experiments were taken as given in the guide-
lines to the INTERSPEECH 2009 Emotion Challenge
[45]. Also in accordance with these guidelines, the
metric used to quantify performance was the unweighted
average recall (UAR) which should take into account
relative imbalances in the number of occurrences of the
different emotional states. However, the speaker normal-
isation technique employed in the experiments reported
in this paper requires a priori knowledge of the distribu-
tion of speech features for each speaker (no knowledge
of emotional class is required), and hence this normal-
isation technique could not have been applicable in the
INTERSPEECH 2009 Emotion Challenge. The use of the
normalisation technique was deemed acceptable since
the aim of the paper is to investigate use of speech par-
ameter contours for emotion recognition and not AER
system optimisation and to make the results directly
comparable to those obtained in a previous study [21]
which is a precursor to the one reported in this paper.
Due to the significant differences between the two da-
tabases as outlined in Section 4, the parameters of the
back-end, such as the number of states and the numberTable 7 Summary of overall accuracies for systems
evaluated on LDC corpus
Parameter Overall accuracy
HMM (S-I) (%) HMM (MP) (%) GMM (%)
Pitch (F0) 57.1 56.2 46.6
Glottal (Fg, Ag) 52.6 55.0 46.6
Vocal tract (F1−3, A1−3) 41.6 45.0 48.2
Table 8 Confusion matrix for the HMM-based system












;m ið ÞF2 ;m
ið Þ
A2
;m ið ÞF3 ;m
ið Þ
A3
 (overall accuracy 62.6%)
Neutral (%) Anger (%) Sad (%) Happy (%) Bored (%)
Neutral 55.3 0 23.4 4.3 17.0
Anger 0 81.7 0 16.9 1.4
Sad 3.3 0 57.4 14.8 24.6
Happy 0 23.3 5.5 60.3 11.0
Bored 3.9 0 32.5 7.8 55.8
Table 10 Summary of overall accuracies for systems
evaluated on FAU Aibo corpus
Parameter Overall accuracy
HMM (S-I) (%) HMM (MP) (%) GMM (%)
Pitch (F0) 32.5 33.3 28.4
Glottal (Fg, Ag) 33.7 37.4 31.4
Vocal tract (F1−3, A1−3) 31.6 29.9 33.1
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http://asmp.eurasipjournals.com/content/2013/1/19of Gaussian mixtures in each state, used in the experi-
ments performed on the LDC corpus may not be suit-
able for the Aibo corpus. A preliminary search was
initially performed by comparing the accuracies of the
systems constructed with a different number of states
(ranging from 2 to 5) and a varying number of Gaussian
mixtures in each state (ranging from 2 to 10). The fea-
tures used in these systems were identical to those used
in the experiment used to obtain the results in Table 8,













;m ið ÞF2 ;m
ið Þ
A2
;m ið ÞF3 ;
m ið ÞA3 . Consistently, the best UARs were obtained by sys-
tems using two-state HMMs. The optimal number of
mixtures in each state is likely to be more dependent on
feature dimensionality, but for the above-mentioned fea-
tures, the highest UARs were obtained when five or six
mixtures were used.
Using this back-end configuration, a series of experi-
ments were carried out to compare the performances of
systems that modelled temporal contours of pitch and
glottal parameters and vocal tract parameters with the
performances of systems that modelled only static distri-
butions. GMM-based systems were used to modelTable 9 Comparison of overall accuracies obtained on
LDC corpus
Classification test Accuracy (%)
Human listeners (using 11 listeners) [21] 63.6
Automatic - using pitch contours (slope-bias) 57.1
Automatic - using glottal parameter contours
(midpoint)
55.0
Automatic - using vocal tract parameter contours
(midpoint)
45.0
Automatic - HMM (three-state)-based system using
all model parameters
62.6
Automatic - HMM (one-state)-based system using
all model parameters
59.3
Automatic - GMM-based system using all parameters
(frame-based)
59.0
Automatic - GMM-based system using MFCC +
ΔMFCC (frame-based)
51.1distributions without taking into account temporal con-
tours. These experiments also compared the S-I repre-
sentation to the MP representation for all three
parameters and the results are summarised in Table 10.
This comparison is identical to the one carried out on
the LDC corpus and reported in Table 7.
It can be seen that the trends observed in the LDC
corpus match the ones in these results. Similar to the
results in Table 7, systems that make use of temporal
information (HMM-based) outperform the static sys-
tem (GMM) when pitch and glottal parameters are
considered, but not when vocal tract parameters are
considered.
Following this comparison, another experiment was
performed to determine the best feature set. This
would, in turn, reveal the best performance possible
given the system setup and indicate what information
is utilised. The back-end was fixed as a two-state HMM
with a 6-mixture GMM modelling each state and vari-
ous combinations of descriptors (slope, initial and
midpoint values) of the different source-filter model
parameter contours (Figure 4) used as features and the
UAR determined for each setup. The five highest UARs
obtained and the corresponding feature sets are
reported in Table 11. Table 11 also includes the UAR
obtained when the standard parameter contour feature
set was used by the system. In comparison, the UARTable 11 Top 5 UARs obtained on the Aibo corpus and
the corresponding feature set utilised
Feature set ν ið Þ UAR (%)
ν ið Þ¼ s ið ÞF0 ;b
ið Þ
F0
;m ið ÞF0 ;m
ið Þ
Fg
;m ið ÞAg ;s
ið Þ
F1

































ν ið Þ¼ s ið ÞF0 ;m
ið Þ
F0
;m ið ÞAg ;m
ið Þ
F1



































Sethu et al. EURASIP Journal on Audio, Speech, and Music Processing 2013, 2013:19 Page 13 of 14
http://asmp.eurasipjournals.com/content/2013/1/19achieved by a GMM-based system jointly modelled the
static distributions of pitch, glottal parameters and
vocal tract parameters was 35.8% and the baseline
UARs of the INTERSPEECH 2009 emotion challenge
were 35.9% with dynamic modelling and 38.2% with
static modelling (without any speaker normalisation).
The trends in the feature sets corresponding to the
five setups reported in Table 11 are potentially more
interesting than the UARs themselves. In particular,
the use of one-dimensional midpoint values (MP) is
better than the use of two-dimensional S-I descriptions
for glottal parameter contours (Fg and Ag), and
two-dimensional representations are better than one-
dimensional ones for pitch contours. This is in agree-
ment with the systems evaluated on the LDC corpus
(Tables 1,2,4 and 5).
Also of interest is that these results suggest that infor-
mation about the first formant is significantly more im-
portant than information about the second and third
formants. However, classification tests indicated that this
does not hold for the LDC corpus where dropping infor-
mation about the second and third formants caused the
classification accuracy to reduce from 62.6% to 57.5%.
The reason for this difference in experimental results
obtained from the two databases is not clear, but it could
be due to the subtlety of the emotional states in the Aibo
corpus or the fact that the languages spoken in both da-
tabases are different.
8. Conclusion
Commonly automatic emotion recognition systems capture
spectral information with frame-based information and
temporal information by either computing a range of func-
tionals over all the frame-level features in an utterance or
by using a suitable back-end to model temporal variations
of these frame-level features. In this paper we explore a
combined approach, extracting ‘short-term’ temporal infor-
mation in the front-end and modelling ‘longer-term’ tem-
poral information with the back-end. In particular, this
paper extends the idea of modelling F0 contours using lin-
ear approximations in each voiced segment, the focus of
earlier work, to other parameters of the source-filter model
to parameterise short-term temporal variations prior to
segment-by-segment modelling of sequences of these par-
ameter vectors with a back-end. The work also has the ad-
vantage of not requiring explicit separation of speech into
utterances.
As part of the parameterisation process, this paper
has taken a second look at the traditional source-filter
model widely used in speech processing tasks and, in
particular, the assumption about the vocal excitation
that is inherent in common feature extraction proce-
dures. By estimating glottal spectral parameter con-
tours, the system is not constrained by the assumptionthat the glottal spectrum can be modelled as the re-
sponse of a system with a fixed transfer function. Earl-
ier work had indicated that linear approximations to
pitch contours were acceptable for the purpose of emo-
tion classification, and another listening test conducted
as part of the work reported in this paper revealed that
similar approximations to glottal parameter contours
were acceptable as well.
Furthermore, extending a previously developed AER
system, which made use of linear approximations to
pitch contours as features, to take into account linear
approximations to contours of other parameters of the
source-filter model as well, led to a relative increase in
classification accuracy of 9.6% on the Emotional Prosody
Speech and Transcripts corpus. Comparisons based on
experiments using the LDC corpus revealed that an
automatic emotion classification system that modelled
contours outperformed one that modelled statistical dis-
tributions by 6.1% (relative) with regards to classification
accuracy, and the classification accuracy of this contour-
based system was comparable with human classification
accuracy. The paper also includes the classification ac-
curacies obtained when tested on the German FAU Aibo
Emotion Corpus on the five-class emotion classification
problem originally outlined in the INTERSPEECH 2009
Emotion Challenge. Work is currently underway on
collecting an Australian speech corpus with emotional
speech, and the use of the proposed contour-based fea-
tures will be validated on those data in the future. Fur-
ther, the choice of using linear approximations to model
temporal information within voiced speech segments,
while the simplest, may not be optimal and is an avenue
for future work.
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