We consider a piecewise analytic expanding map f : [0, 1] → [0, 1] of degree d which preserves orientation, and an analytic positive potential g : [0, 1] → R.
INTRODUCTION
We consider a piecewise analytic expanding map f : [0, 1] → [0, 1] of degree d which preserves orientation and an analytic positive potential g : [0, 1] → R. Here analytic means to have a complex analytic extension to a neighborhood of [0, 1] in the complex plane.
We denote m(log g) = max ν an invariant probability for f log g(x) dν(x), and µ ∞ any probability which attains the maximum value. Any one of these probabilities µ ∞ is called a maximizing probability for log g.
In general these probabilities are not positive in open sets [7] . We refer the reader to [17] [8] [16] [25] [12] [19] [5] and [7] for general references and definitions on Ergodic Optimization.
We show the existence of W (w, x), an analytic involution kernel for log g(x) and a relation with the dual potential (log g) * (w) defined in the Bernoulli space {1, ..., d} N . In this case W : {1, ..., d} N ×[0, 1] → R and by analytic we mean: for each w ∈ {1, ..., d} N fixed, the function W (w, .) has a complex analytic extension to a neighborhood of [0, 1]. We refer the reader to [1] [21] for definitions and properties related to the involution kernel.
An interesting case where the theory can be applied is when log g(x) = − log f (x). In this case we relate the involution kernel to the so called scaling function [15] [23] .
By definition, a calibrated subaction for log g is a function V such that sup y such that f (y) = x { V (y) + log g(y) − m(log g) } = V (x).
If the maximizing probability is unique the calibrated subaction is unique, up to an additive constant [7] .
The subaction corresponds, in the limit as β → ∞ and in the log scale, to the eigenfunction of the Ruelle operator
Using the above results we show that under some conditions, when µ ∞ is unique, has support in a periodic orbit and log g is twist, then there exists a piecewise analytic calibrated sub-action (denoted by V : [0, 1] → R) for the potential log g. We will also show that the above conditions are generic on the analytic potential g. Explicit examples of piecewise analytic subactions (which are not analytic) for analytic potentials are presented in [3] and [21] .
The ergodic optimization setting has a main difference to the twist maps theory [11] or to the Lagrangian Aubry-Mather problem [24] [6] [10] [22] : the dynamics of the shift (or the transformation f ) is not defined (via a critical path problem) from the potential A to be maximized. Sometimes the analogous statements in each theory have to be proved under different techniques. A basic tool in Aubry-Mather theory is the assumption: the Lagrangian is convex on the velocity v. Without this hypothesis the Mather graph theorem (see [6] ) is not true, and so on.... In Ergodic Optimization a natural assumption, which in some sense play the role of convexity, is the twist condition on the involution kernel (it is a condition that depends just on A). Here we will assume this hypothesis which was first considered in this context in [20] and [21] . Examples of potentials A such that the corresponding involution kernel satisfies the twist condition appear there. The twist condition is an open property in the variation of the analytic potential A = log g defined in a fixed open complex neighborhood of the interval [0, 1] . We assume f preserves orientation in order it can exist potentials A = log g which satisfy the twist condition (see [21] ). We point out that we do not need this hypothesis for the results of all sections from 2 to 5. In the case f reverse orientation, a similar reasoning can be applied, but we have to consider another dynamics (not the shift) on the dual space Σ. The proof requires a lot of different technicalities and we avoid to consider this case (we address the question to [21] ).
In section 1 we present basic definitions and in section 2 we show the existence of a certain function h w (x) = h(w, x) which defines by means of log(h(w, x)) an involution kernel for log g. In section 3 we present some basic results in Ergodic Optimization and we describe the main strategy for getting the piecewise analytic sub-action V . Section 4 shows the relation of the scaling function (see [27] [15] ) with the involution kernel and the potential log g = − log f . In fact, we consider in this section a more general setting considering any given potential log g. In section 5 (and also 3) we consider Gibbs states for the potential β log g, where β is a real parameter. In section 6 we show, under a natural, but technical condition, the existence of the piecewise complex analytic calibrated sub-action, when µ ∞ is unique, has support in a periodic orbit and A = log g satisfies a twist condition. We also show that our technical condition is true for a generic g. In appendix 7 and 8 a more general setting for generic properties of potentials is considered. The results about a generic g, which were used before, are obtained as a particular application. Finally, in appendix 9 we present a result of independent interest for the case where the maximizing probability is not a periodic orbit: we consider properties of the involution kernel for a generic x.
After this paper was written we discovered that some of the ideas described in section 2 appeared in some form in [26] [15] .
We would like to thanks R. Leplaideur for a nice example which is described in section 6.
Markov analytic expanding maps
Denote I = [0, 1]. We say that f : I → I is a Markov map if there exists a finite partition of I by closed intervals (1) {I i } i∈{1,2,..,d} , with pairwise disjoint interiors, such that -For each i we have that f (I i ) = I, -f i is monotone on each I i .
We say that f is expanding if f is C 1 on each I i and there existsλ > 1 such that
Denote by ψ i : I → I i the inverse branch of f satisfying ψ i • f (x) = x for each x ∈ I i .
We will say that a Markov expanding map is analytic, if there exists an open set V ⊂ C of I, such that, each ψ i has a univalent extension
Given a infinite word ω = (i 1 , i 2 , . . . , i k , . . . ) ∈ {1, 2, .., d} N consider the finite words ω k = (i 1 , i 2 , . . . , i k ). Define the univalent maps
Analytic potentials, spectral projections and invariant densities
Some of the results presented in this section extend some of the ones in [23] . Suppose that g i : ψ i (V ) → C are complex analytic functions such that -The functions g i have a continuous extension to ψ i (V ).
-There exists θ < 1 such that
Define the Perron-Frobenious operator
It is well known that there exists a probabilityμ, with no atoms and whose support is I, a Holdercontinuous and positive function v and α > 0 such that (2) P n log g v = α n v,μ(v) = 1, andμ (P n log g q) = α nμ (q) for every q ∈ C(I). In particular the measure vμ is f -invariant. We can choose v in such way that vμ is a probability.
Note thatμ
where ω n+k − ω k is the word (i k+1 , i k+2 , . . . , i k+n ). Define
in other words,
.
Consider the Banach space B(V ) of all complex analytic functions
h : V → C that have a continuous extension on V , endowed with the sup norm. We claim that h ω k is a Cauchy sequence in B(V ). Indeed since
Since g i is analytic and
for every x, y ∈ ψ ω k (V ). In particular
In particular there exists K > 0 such that
for every x ∈ V . We use the notation 
converges for each x ∈ V . This convergence is uniform on compact subsets of V . Indeed
where v is the complex analytic extension of the function v defined in (2) . Furthermore, there exists a probability µ in the space of infinite words such that
Proof. Firstly note that by Eq (4) we have
for every x ∈ V , so in particular the functions
are uniformly bounded in V , and so {ρ k } k is an equicontinuous family of complex analytic functions (on the variable x) on each compact subset of V . So to show the convergence
It is a well know fact that
for x ∈ I. Since every convergent subsequence of ρ k (x) converges to complex analytic function on V , that concludes the proof.
For any given z we have ρ z (x) = v(x) z dμ is an eigenfunction of the Ruelle operator. In this way we have a natural spectral projection in the space of eigenfunctions. Now we will prove the second statement. Consider the unique probability µ defined on the space of infinite words such that on the cylinders C ω k it satisfies
Note that µ extends to a measure on the space of infinite words because vμ is f -invariant and it has no atoms. Then by the Dominated Convergence Theorem
Note that if we assume that v dμ = 1, then v(x) = h ω (x) dµ(ω).
The two results described above are in some sense similar to the ones in [1] and [23] . We explain this claim in a more precise way in the next section.
Maximizing probabilities, subactions and the involution kernel
In this section we review some definitions and properties of Ergodic Optimization (see [17] 
We compare the setting and notation of [1] with the one described here.
We consider here f an expanding real analytic transformation of degree d on the interval [0, 1] with an analytic extension to a small neighborhood B of [0, 1].
By definition, the Bernoulli space is the set {1, 2, ..., d} N = Σ. A general element w in Σ is denoted by w = (w 0 , w 1 , .., w n , ..).
We denoteΣ the set Σ × [0, 1] and ψ i indicates the i-th inverse branch of f . We also denote by σ * the shift on Σ. Finally,σ −1 is the backward shift onΣ given byσ −1 (w,
A calibrated sub-action is a particular case of sub-action. If we assume the maximizing probability for A is unique, then there is just one calibrated sub-action up to an additive constant (see [7] [1]).
Similar results can be stated for a given Holder potential A : {1, 2, ..., d} N = Σ, where σ : Σ → Σ is the usual shift, and getting A * : {1, 2, ..., d} N = Σ. In this caseσ is the usual shift onΣ = {1, 2, ..., d} Z (see [7] ).
From [3] it is known that for a certain analytic functions f and A = log g, there is no analytic subaction. 
We say that A * is a dual potential of A, or, that A and A * are in involution.
In [1] it was used the terminology W -kernel instead of involution kernel. We point out that A * and W 1 are not unique. It is also known (proposition 2 in [1] ) that two involution kernels for A differ by a function ϕ(w). It always true that
Remark: We point out that in section 5 we are going to consider two specific involution kernels for which we will reserve the notation H ∞ and W .
The definition of involution kernel is basically the same as in [1] where it's considered the Bernoulli space {1, 2, ..., d} Z . Here the infinite choice of the inverse branches is described by w. More precisely, the y in Proposition 3 in [1] is the w here. Moreover, our x is in [0, 1] and not in {1, 2, ..., d} N as in [1] .
The results described here in last section correspond in [23] to the potential log g = A = − log f .
In this way e W1(w,x) coincides with the function |Dψ w (x)| on the variables (x, w) of [23] . Note that in this case for a fixed w the function W w (x) = W 1 (w, x) is analytic on x, if f is considered analytic in [23] . We fix from now on a certain W 1 as the involution kernel for A = log g.
Remark:
We point out that in the present moment we are consider fixed W 1 and A * just for the purpose of explaining the general theory for maximizing probabilities and large deviations. We will consider an specific involution kernel W (and a A * ) later, and these ones are obtained in a unique way from the procedure described here.
Given β one can consider βA and the associated Ruelle operator P βA . We will be interested here in Thermodynamic Formalism properties for the potential βA, when β → ∞ (the zero temperature case).
The point of view of [1] is the following: it is easy to see that if W 1 is a involution kernel for A (we consider W 1 fixed as we just said) then βW 1 is a involution kernel for βA. Remark: In the notation of last section log(h w (x)) = log h(w, x) = W 1 (w, x). This will be shown in the next section. Note that in last section the function h depends on A = log g in a natural way. In this way, for a given β we get in a natural and unique way from log(h β (w, x)), which is not necessarily equal to βW 1 , where W 1 = h is fixed and associated to an initial A = log g (that is, β = 1). This is main difference from the reasoning in our section 5 to the procedures in [1] .
We describe briefly the main results in [1] . As we said, given β, one can take the associated involution kernel (to βA) the function
where φ βA is the normalized eigen-function associated to the Ruelle operator P βA and to the maximal eigenvalue λ(β), and finally ν βA and ν βA * are the associated eigen-probabilities for the dual of the Ruelle operators P * βA and P * βA * (acting on probabilities) corresponding respectively to βA and βA * (see proposition 3 in [1] ). We denote by µ βA = φ βA dν βA and we note that, φ βA dν βA = 1. In analogous way µ βA * = φ βA * dν βA * . Here, P βA * (φ βA * ) = λ(β) φ βA * .
Remember from the corollary of last section that given A = β log g, we have P β log g (ρ v ) = α ρ v . Therefore, the expression
obtained in Theorem 1 is similar but slightly different from
because µ is an invariant probability for the shift and ν (β log g) * is an eigen-probability (not necessarily invariant for the shift) for P * β log g * . This point will be important in the last section.
Remark: Note that (using the above notation) log h ω (x) is not necessarily equal to
It is known that in the analytic setting we consider before, given an analytic potential A = log g, the eigenfunction φ βA for P βA is analytic in a neighborhood C β of [0, 1]. This can be also derived from the expression above if we know that W 1 (w, x) = W w (x) is analytic on x for any w fixed. A natural question is: what happen with the domains C β of φ βA when β → ∞? The question that makes sense is to ask: is there an analytic limit for lim β→∞ log φ βA β ?
Our purpose in this paper is to show that if the maximizing probability is unique and has support in a periodic orbit, then certain subsequences β n → ∞ of above limit will define a piecewise analytic function V . The idea is to consider a fixed neighborhood C of [0, 1] on C and to show that we can select a sequence of bounded complex analytic functions log φ β n A β n . Any of these limits will define a calibrated sub-action (see [7] page 1404)
We assume that the maximizing probability µ ∞ for A is unique, and so, the maximizing probability for µ * ∞ for A * is also unique (this follows from the cohomological equation forσ). In this case lim β→∞ µ β A * = µ * ∞ (see [7] [1])
In [1] is shown that for any cylinder
Adapting the proof of the Varadhan's Theorem (theorem 4.3.1 in [9] ) one can show that for a continuous function G : Ω → R,
Note that I * have the value infinity for some points w. Anyway, in [21] a direct proof os this property is presented.
Moreover, for any x is true
where µ βA * is the invariant probability which maximizes the pressure P (βA * ) and c(β) is the corresponding normalizing constant to such βW 1 . It is known that there exists γ, such that c(β) β → γ, as β → ∞. All these results are described in [1] .
Remark: We point out that we will not follow the above strategy here because we have a procedure that defines an involution kernel W β in a unique way (and it is not equal to βW 1 ).
Scaling functions and dual potentials
The scaling function of the potential g is defined as
This definition is the natural generalization of the one in [27] and [15] . When log g = − log f we get the usual one. In this section we show the existence of a natural involution kernel which provides a co-homology between the scaling function [ log(α s) ](w) and log g(x) = − log f (x). The constant α is the eigenvalue defined before in section 1.
To verify that the above limit indeed exists, note that by Eq. (3) and since g is a Holder-continuous function we have that
so the the scaling function s is the Jacobian of the measure µ.
The dual potential g is defined as g (ω) := αs(ω).
This shows that log h w (x) = log h(w, x) is well defined and is a involution kernel for log g. Note that for w fixed, the function log h(w, .) is complex analytic in a neighborhood of [0, 1] according to last section.
The dual of A = log g is naturally associated to the scaling function s. We will need an special involution kernel H ∞ later, not this one log h w (x).
5.
When β → ∞ we get an involution kernel which is analytic on x for w fixed Remember the notation h w (x) = h(w, x). For a given fixed analytic g and for each real value β, we consider β log g, and the corresponding h = h β , as in section 2. In this way for each β we get g * β = α β s β . Note that we are going to consider g fixed, and for a variable β the potential g β . We point out that, in principle, the corresponding g * β does not satisfy necessarily g * β = (g * ) β , where g * correspond to g by the procedure of last section.
Note also that if g * is the one associated to g, then
Therefore, given a real value β we have
Therefore, β W 1 is a involution kernel for β log g. This point was very important in [1] . We consider here a procedure that gives in a unique way (for each value β) an involution kernel W β = log h β for β log g.
The main point we would like to stress is that from [1] we first consider a fixed W 1 , and then we get
and by the procedure described here we will get (for each value β another away different from [7] )
for a W β which depends of the variable β.
First we want to show that there exists
). This will be useful to apply Varadhan's Theorem later.
Remember that for a given w ∈ Σ, we have h ω = lim k h ω k .
There exists C such that the following holds:
A. For every β ≥ 1 and x ∈ K, ω ∈ Σ, we have
For every β ≥ 1, x ∈ K, ω and k we have
holomorphic on x and which do not depend on K, such that for every x ∈ V and β ≥ 1 we have
Proof of Claim A. Recall that for i ∈ {1, . . . , d}
for every x, y ∈ K and i. Sinceμ β (I) = 1, it is now easy to obtain Eq. (5) .
for every x, y ∈ K and i. Note that every such compact is contained in a larger compact setK ⊂ V such that ψ i (K) ⊂K for every i, so we can assume that K has this property. Let x ∈ K. By Eq. (3)
=μ
In particular
Proof of Claim C. Since g i • ψ i : V → C do not vanishes and V is a simply connected domain, there exists a (unique) function
. and q ω k+1 by induction as
It follows from Eq. (13) that q ω k+1 satisfies Eq. (7) . Furthermore
Moreover for β > 0 we have
For every x ∈ V define
In particular, if x ∈ I we have that h β (ω k , x) is a nonnegative real number by our choice of the branches r i , so
for x ∈ I. It follows from Proposition 5.1 that for every compact K ⊂ V there exist a C such that
for x ∈ K, and every k and ω. So there exists some constant C such that
This implies that the family of functions
is a normal family on V , that is, every sequence of functions in this family admits a subsequence that converges uniformly on every compact subset of V . In Section 2 we showed that for every x ∈ I we have
for x ∈ I. It follows from the normality of the family F that the limit
exists for every x ∈ V and that this limit is uniform on every compact subset of V . Moreover
is also a normal family on V .Consider the usual metric on {1, . . . , d} N given by
for every x, y ∈ K.
Proof. Since the family F 2 is uniformly bounded on each compact set K ⊂ V , we have that the family of functions
has the same property, so it is easy to see that for every compact K ⊂ V there exists C such that
Note also that Eq. (17) implies
Corollary 5.2. There exists a sequence β n > 0 satisfying β n → ∞ when n → ∞ such that the limit
and the limit in Eq. (19) is uniform with respect to (ω, x) on
Proof. By Corollary 5.1, the family of functions H β is equicontinous on each set of the form (21), where K is a compact subset of V . So given any sequence of positive numbers diverging to infinity there is a subsequence β n such that the limit
exists and it is uniform on each set of the form (21) . Eq. (20) follows directely from Eq. (18).
This shows the main result in this section, namely, that for any w fixed,
Note that for each fixed x we are using Varadhan's Integral Lemma. We will not use directly this. We need a small extra effort. From last proposition (the convergence is uniform lim β→+∞ 1 β log H β = H ∞ ) and the fact that
we get that for any x ∈ [0, 1]
Remember that for every
Proof. Consider g fixed. For any β we have
Taking 1 β log in both sides and taking limits we get that
depends only in the variable w. Therefore, H ∞ (w, x) is a involution kernel.
Given the analytic involution kernel H ∞ (w, x) and a fixed calibrated V * (unique up to additive constant) define W (w, x) = H ∞ (w, x)−V * (w). We point out that W is also analytic on the variable x ∈ (0, 1) for each w fixed).
The reason for the introduction of such W (and not H ∞ ) is that, in next section, instead of
it is more convenient the expression
6. The subaction is piecewise analytic when the potential A = log g is twist and g is generic
We sometimes denote σ * by σ.
We suppose in this section that the maximizing probability for A * is unique (see [7] ) in order we can define the deviation function I * . This property will follow from the uniqueness of the maximizing probability for A = log g (which implies the same for A * ).
Adapting Varadhan's Theorem one can show that that
See also [21] for a direct proof of this result.
For each x we get one (or, more) w x such attains the supremum above. Therefore,
The main strategy in the present section is to find suitable hypothesis in such way that w x is unique and locally constant on x. Remember that for a fixed w, we have that W (w, x) is analytic on x. It seems difficult to us to imagine how one could be able to show that V (x) is locally analytic using a different procedure. But, we may be wrong.
One can consider on Σ = {0, 1} N the lexicographic order. We will consider, by technical reasons, the case where f : (0, 1) → (0, 1) has positive derivative.
Following [21] we define: 
Definition 6.2. We say a continuous A : [0, 1] → R satisfies the twist condition, if some (all) of its involution kernels satisfies the twist condition.
Note that W satisfies the twist condition, if, and only if, W − V * (or, W (w, x) − V * (w) − I * (w)) satisfies the twist condition.
We will assume later that A = log g satisfies the twist condition. We point out that in order to check that W is twist we just have to check properties of the potential A (see [21] ). The property of been twist is stable by perturbations. Examples of twist potentials A are presented in [21] .
We point out that in the case f reverse orientation (like ,−2x (mod 1)), then there is no potential A = log g which is twist for the dynamics on Σ × [0, 1]. A careful analysis (for different types of Baker maps) of when it is possible for A to be twist for a given dynamics f is presented in [21] . We will not consider this case here.
Proposition 5 in [1] claims that ifμ max is the natural extension of the maximizing probability µ ∞ , then for all (p, p * ) in the support ofμ max we have
From this follows that if (p, p * ) in the support ofμ max (then, p ∈ [0, 1] is in the support of µ ∞ and p * ∈ Σ is in the support of µ * ∞ ), then
If the potential log g is twist, then for any given p in the support of µ ∞ , there is only one p * , such that (p, p * ) is in the support ofμ max (see [21] ).
In principle could exist anotherw ∈ Σ such that for such p we have
The calibrated subaction will be analytic, if there existsw such that for all x
This will not be always the case. Let's consider for a moment the general case (A not necessarily twist) .
We denote by M the support of µ * ∞ . As I * is lower semicontinuous and W − V * is continuous, then for each fixed x, the supremum of H ∞ (w, x) − I(w) in the variable w is achieved, and we denote (one of such w) it by w x . In this case we say w x is optimal for x. One can ask if this w x is independent of x, and equal to a fixedw. This would imply that V is analytic. If for all x in a certain open interval (a, b), the w x is the same, then V is analytic in this interval. We will show under some restrictions that given any x we can find a neighborhood (a, b) of x where this is the case. Given x, this maximum at w x can not be realized where I(w) is infinity. Moreover, as W − V * is bounded, there exists a constant K, such that, we know a priory that w x is such that I(w x ) < K.
Consider for any x
Then, K = sup K(x).
Remark: We just have to consider w such that I(w) < K.
In order to simplify the notation we assume that m(A * ) = 0.
, then we know that R * ≥ 0. Consider the compact set of points P = {w ∈ Σ, such that σ * (w) ∈ M , and w is not on M }. Assumption: We say that R * is good for A * , if for each w ∈ P , we have that R * (w) > 0. We point out that there are examples of potentials A * (with a unique maximizing probability) where the corresponding R * is not good (see example 2 in the end of the present section) .
We will show later that generically on the analytic function g we have that the corresponding R * satisfies the assumption. Example 1. We point out that in the example described in [21] , for the potential A = −(1 − x) 2 , and the transformation T (x) = −2x (mod 1), we have that the maximizing probability µ ∞ for A has support on
Therefore, the R corresponding to such A (not A * ) satisfies the property of been good for A. This potential A is not twist when we consider the question in Σ × [0, 1]. If we consider instead a different kind of Baker mapF , like the one that can be naturally definedF :
, then the potential is twist (see [21] for the appropriate definition). All results we present in this section also applied to this last situation.
Remember that ,
We denote the Bernoulli space by Σ = {0, 1} N . In [20] section 5 it is shown that if I * (w) is finite, then
Our main assumption says that R * is positive in the compact set P . We consider in Σ the metric d, such that d(w 1 , w 2 ) = 1 2 n , where n is the first symbol in which w 1 and w 2 disagree.
There exist a fixed 0 < δ < 2 −(p+1) , (in the case M is a periodic orbit, the p can be taken the period) for some p > 0, such that, if
Consider a small neighborhood A δ of the set M such that σ * (Ω δ ) = A δ . We can assume the above δ is such that any point in A δ has a distance smaller that 2 −p to a point of M , where p is the period.
Note that in order that the orbit of point w by σ * enter (a new time) the set A δ , it has to pass before by Ω δ .
As µ * ∞ (M ) > 0, then considering the continuous function
Therefore, (σ * ) j (w) visits A δ for infinite values of j. Given w, suppose there exist a N > 0, such that for all j > 0, we have that (σ * ) j (w) ∈ A δ . In this case, there exist a k such that (σ * ) k (w) ∈ M. Now, we consider the other case. Denote by m 1 the total amount of time the orbit (σ * ) k (w) remains in A δ for the first time, then the trajectory goes out of A δ , and m 2 is the total amount of time the orbit (σ * ) k (w) remains in A δ for the second time it returns to A δ , and so on... We have two possibilities: a) The times m n , n ∈ N, of visits to A δ , satisfies 2 −m n < δ, for infinite values of n. In this case, the orbit visits Ω δ an infinite number of times, and I(w) = ∞, and we reach a contradiction.
b) The times m n , n ∈ N, are bounded by a constant N . We can consider now a new set A δ , which is a smaller neighborhood of M , in such way that any point in A δ has a distance smaller that 2 −N , to a point of M .
As,
we reach a contradiction. Therefore, if w is such that I * (w) < ∞, then, there exists a k such that (σ * ) k =w ∈ M. We suppose from now on that the maximizing probability for A * has support in a unique periodic orbit of period p denoted by M = {w 1 ,w 2 , ..,w p } ⊂ Σ.
From [1] [21] it follows that the support of the maximizing probability for A is a periodic orbit
We are going to show in this case that if R * is good for A * and the twist condition for A * is also true, then the subaction V is piecewise analytic.
Remark: The function I * is lower semi-continuous, that is, if w n → w, then lim inf I(w n ) ≥ I(w). From this follows that given K > 0, if I(w n ) < K, and w n → w, then I(w) ≤ K.
We claim that if R * is good for A * , then given K > 0 there exist just a finite number of points w with I(w) < K. This is so, because the times to arrival in the set M are bounded. Indeed, if there was an infinite number of such w n they would accumulate in a point w, such that I(w) < K, but this point cannot reach the set M by forward iteration in a finite number of steps.
In this way, the above claim, applied to the situation we consider here, says that the set of all possible w x is a finite set (all points in in the pre-orbit of the periodic maximizing probability), when we consider all the possible x ∈ [0, 1].
Remark: We point out that if A * depends on a finite number of coordinates and the maximizing probability is unique, then R * is good for A * .
For each w such that is in the pre-orbit of a point of M , denote by k(w), the smaller non-negative integer such that (σ * ) k(w) (w) ∈ M. Denote by o(w), this point in M , such that (σ * ) k(w) (w) = o(w). As we said before, the possible k(w) are uniformly bounded by a uniform constant N .
Remark: We point out that the above property is not necessarily true if we do not assume that R * is good for A * .
The conclusion is that if R * is good for A * , then
For such kind of w we have
). In this way, for w satisfying σ k (w) = o(w) ∈ M (where k is the smallest possible) we have that
The above expression is the main reason for considering W − V * instead of H ∞ . The k above could be eventually equal to zero when w ∈ M . In this particulary case H ∞ (w, x)− I(w) = W (w, x) − V * (w).
We assume from now on that A = log g satisfies the twist condition. It is known (see [2] [20] ) that x → w x is monotonous decreasing.
Indeed, as
for any w, and we also have that
Substituting w x in the first one, and w x in the second one we get
Theorem 6.1. Consider the transformation T (x) = 2x. Suppose A satisfies the twist condition, R * is good for A * , and the maximizing probability for A has support in a periodic orbit, then the subaction V for A is piecewise analytic.
Proof. Consider a point x 0 ∈ [0, 1] and a variable x in a small interval (x 0 − , x 0 ) on the left of x 0 . Note that x → w x is monotonous decreasing and can reach just a finite number of values.
Remember that from a previous remark the possible values of optimal w x are in a finite set. This shows that w x is constant for a certain interval (x 0 − , x 0 ), with > 0. Moreover, the above argument shows that there exist t > 0 and a certain finite number of points z j , such that 0
It is easy to see from the above that if A is monotonous increasing on x, then the maximizing probability is in the fixed point 1 and V (x) is analytic.
Similar results are true for a general f (as considered before) with positive derivative (if there exists d branches for f , then one have to consider the space Σ = {0, 1, 2, ..., d − 1} N , the lexicographic order and a similar definition for the twist condition). Theorem 6.2. For a fixed f and for a generic analytic g (which satisfies the twist condition and with a unique maximizing periodic probability) the corresponding R * is good for A * , where A * is the dual potential of A = log g
The proof of this result will be done in Theorem 8.1.
The final conclusion is that for a generic A = log g satisfying the twist condition, if the maximizing probability is supported in a unique periodic orbit, then the corresponding subaction for A is piecewise analytic.
In the next sections we will show the proof of some results we used before. Now we will provide a counterexample.
Example 2. The following example is due to R. Leplaideur. We will show an example on the shift where the maximizing probability for a certain Lipchitz potential A * : {0, 1} N → R is a unique periodic orbit γ of period two, denoted by p 0 = (01010101...), p 1 = (10101010...), but for a certain point, namely, w 0 = (110101010..), which satisfies σ(w 0 ) = p 1 , we have that R * (w 0 ) = 0.
The potential A * is given by A * (w) = −d(w, γ ∪ Γ), where d is the usual distance in the Bernoulli space. The set Γ is described later.
We will drop the * in A * (and in R * ) from now on, and we denote the potential by A, etc...
For each integer n, we define a 2n + 3-periodic orbit z n , σ(z n ), . . . , σ 2n+2 (z n ) as follows: we first set b n = (01010101 . . . 01 The main idea here is to get a sequence of periodic points which spin around the periodic orbit {p 0 , p 1 } during the time 2 n, and then pass close by w 0 (note that d(σ 2 n (z n ), w 0 ) = 2 −2(n+1) ).
Denote γ n the periodic orbit γ n = {z n , σ(z n ), σ 2 (z n ), ..., σ 2n+2 (z n ) }.
Consider the sequence of Lipchitz potentials A n (w) = −d(w, γ n ∪ γ). The support of the maximizing probability for A n is γ n ∪ γ. Moreover
Denote by V n a Lipchitz calibrated subaction for A n such that V n (w 0 ) = 0. In this way, for all w
and for w ∈ γ n ∪ γ we have that R n (w) = 0.
We know that R n is zero on the orbit γ n , because γ n is included in the Masur set. Note that we not necessarily have R n (w 0 ) = 0. By construction, the Lipchitz constant for A n is 1. This is also true for V n . Hence the family of subactions (V n ) is a family of equicontinuous functions. Let us denote by V any accumulation point for (V n ) for the C 0 -topology. Note that V is also 1-Lipschitz continuous. For simplicity we set
We denote by Γ the set which is the limit of the sets γ n (using the Hausdorff distance). γ ∪ Γ is a compact set. Note that Γ is not a compact set, but the set of accumulation points for Γ is the set γ. We now consider A(w) = −d(w, γ ∪ Γ).
As any accumulation point of Γ is in γ, any maximizing probability for the potential A has support in γ. On the contrary, the unique σ-invariant measure with support in γ is maximizing for A.
Remember that for any n we have V n (w 0 ) = 0.We also claim that we have A n k (w 0 ) → 0 and V n k (σ(w 0 )) → 0, as k → ∞.
For each fixed w we set
The right hand side terms converge (for the C 0 -topology) as k goes to +∞. Then R n k converge, and we denote by R its limit. Then for every w we have:
This shows that V is a subaction for A. Note that R(w 0 ) = 0. From the uniqueness of the maximizing probability for A we know that there exists a unique calibrated subaction for A (up to an additive constant).
Consider a fixed w and its two preimages w a and w b . For any given n, one of the two possibilities occur R n (w a ) = 0 or R n (w b ) = 0, because V n is calibrated for A n .
Therefore, for an infinite number of values k either R n k (w a ) = 0 or R n k (w b ) = 0. In this way the limit of V n k is unique (independent of the convergent subsequence) and equal to V , the calibrated subaction for A (such that V (w 0 ) = 0). Therefore,
and V is a calibrated subaction for A(w) = d(w, γ ∪ Γ).
7.
Appendix -Generic continuity of the Aubry set.
In this appendix we will present the proof of the generic properties we mention before. We will present our main results in great generality. We refer the reader to [22] [7] [1] [13] [14] for related results in (eventually) different settings.
First we will present the main definitions we will consider here. We denote by K a compact metric space and T : K → K expandig map such that sup x∈K T −1 {x} < ∞.
F ⊂ C 0 (K, R) denotes a complete metric space with a (topology finer than) metric larger than d C 0 (f, g) = f − g 0 := sup x∈K |f (x) − g(x)|; (for instance, Hölder functions, Lispchitz functions or C k (K, R)) AND such that
Property (23) does not hold for real analytic functions on [0, 1] unless K is a finite set, like a periodic orbit.
When the Aubry set (see definiton bellow) is one periodic orbit, the arguments below should apply for F = C ω ([0, 1], R) (real analytic functions) with the C 0 topology. This will be enough for the purpose of our main result on piecewise analytic subactions which was stated before.
Given A ∈ F, a calibrated sub-action for A is F : K → R continuous such that
The Mañé action potential is:
The set of maximizing measures is
If F ∈ C α (K, R) is a Hölder function define 
where the union is among all the α-Hölder callibrated sub-actions F for A and
I F (x) is the deviation function we considered before. For A ∈ F define the Mather set as
The Peierls barrier is
Lemma 7.1.
(1) If µ is a minimizing measure then
(3) For any z ∈ K the function F (y) = h A (z, y) is Hölder continuous.
Item (1) follows from Mañé's lemma which says that if µ is ergodic for µ-almost every x and every ε > 0, the set
is infinite (see [22] , [6] , [7] or [13] for the proof). We will show bellow just the items which are not proved in the mentioned references.
The problem with the discontinuity of F (y) = S A (w, y) is when the maximum is obtained at a finite orbit segment (i.e. when S A (w, y) = h A (w, y)), the hypothesis in item 5
Proof.
By adding a constant we can assume that m A = 0.
(2). Let F be a continuous sub-action for A. Then
Given x 0 ∈ K, let x k ∈ K and n k ∈ N be such that T n k (x k ) = x 0 , lim k x k = x 0 and
A(T j (x k )).
We have
Then
. Let σ k be the branch of the inverse of T n k such that σ k (T n k (x 0 )) = x 0 . Let b k = σ k (b) for k sufficiently large. Then
Let σ be the branch of the inverse of T m such that σ (b) = b . Let x := σ (T n k (x 0 )). Then
And hence lim inf k S(x 0 , T n k (x 0 )) ≥ S(x 0 , b).
Proposition 7.1. The Aubry set is
where the intersection is among all the α-Hölder callibrated sub-actions for A.
By adding a constant we can assume that m A = 0. We first prove that A(A) ⊂ F ∈S(A) I −1 F {0}. Let F ∈ S(A) be a Hölder sub-action and x 0 ∈ A(A). Since S A (x 0 , x 0 ) = 0 then there is x k → x 0 and n k ↑ ∞ such that lim k T n k (x k ) = x 0 and lim k
When k → ∞ the right hand side of (24) converges to F (T m+1 (x 0 )), and hence all those inequalities are equalities. Therefore R F (T m (x 0 )) = 0 for all m and hence I F (x 0 ) = 0.
. Let G be a Hölder callibrated sub-action. For m ≥ n we have
Then they are all equalities and hence for any m ≥ n
µ is a minimizing measure. By lemma 7.1.
Then F is a Hölder callibrated sub-action. By hypothesis I F (x 0 ) = 0 and then
By lemma 7.1.(4) and Lemma 7.1.(6), taking the limit on k we have that
We want to show the following result which will require several preliminary results.
Theorem 7.1. The set (25) R
The proof of the bellow lemma be appears in [22] and [6] . (X, B, ν) be a probability space, f an ergodic measure preserving map and F : X → R an integrable function. Given A ∈ B with ν(A) > 0 denote byÂ the set of points p ∈ A such that for all ε > 0 there exists an integer N > 0 such that f N (p) ∈ A and
Then ν(Â) = ν(A). 
(1). Let a, b ∈ A(A) = supp(µ). Since µ is ergodic, by Corollary 7.3 there are sequences α k ∈ K,
We have that
(2). We first prove that if for some x 0 ∈ K and a ∈ A(A) we have (26) F (x 0 ) = F (a) + S A (a, x 0 ), then equation (26) holds for every a ∈ A(A). If b ∈ A(A), using item 1 we have that
It is enough to prove that given any x 0 ∈ K there is a ∈ A(A) such that the equality (26) holds. since F is callibrated there are x k ∈ K and n k ∈ N such that T n k (x k ) = x 0 , ∃ lim k x k = a and for every k ∈ N,
Therefore equality (26) holds.
It remains to prove that a ∈ A(A), i.e. that S A (a, a) = 0. We can assume that the sequence n k is increasing. Let m k = n k+1 − n k . Then T m k (x k+1 ) = x k . Let σ k be the branch of the inverse of T m k such that σ k (x k ) = x k+1 and a k+1 := σ k (a). We have that 
Proof.
(1). By lemma 7.4.(2) modulo adding a constant there is only one Hölder callibrated sub-action F in S(A). Then by proposition 7.1, A(A) = [I F = 0]. Since I F ≥ 0, this proves item 1.
(2). Since T (x) ∈ A(A) 
Hence R F (x) > 0.
Lemma 7.6.
(1) A → m A has Lipschitz constant 1.
(2) Fix x 0 ∈ K. The set S(A) of α-Hölder calibrated sub-actions F for A with F (x 0 ) = 0 is an equicontinuous family. In fact sup
(3) The set S(A) of α-Hölder continuous callibrated sub-actions is closed under the C 0 topology. (4) If #M(A) = 1, A n n → A uniformly, sup n A n α < ∞ and F n ∈ S(A), then lim n F n = F uniformly. If X, Y are two metric spaces and F :
(1). We have that A ≤ B + A − B 0 , then be Hölder constants for F and A. Given x, y ∈ K with d(x, y) < ε let τ i , i = 1, . . . , m(x) ≤ M be the inverse branches for T about x and let x i = τ i (x), y i = τ i (y). We have that
This imlplies the equicontinuity of S(A).
(3). It is easy to see that uniform limit of callibrated sub-actions is a sub-action, and it is callibrated because the number of inverse brancehs of T is finite, i.e. sup y∈K #T −1 {y} < ∞. By (2) all C α callibrated sub-actions have a common Hölder constant, the uniform limits of them have the same Hölder constant.
(4). The family {F n } satisfies F n (x 0 ) = 0 and by inequality (27) 
Hence {F n } is equicontinuous. By Arzelá-Ascoli theorem it is enough to prove that there is a unique F (x) = S A (x 0 , x) which is the limit of any convergent subsequence of {F n }. Since sup A n α < ∞, by inequality (27), any such limit is α-Hölder. Since by lemma 7.4.
it is enough to prove that any limit of a subsequence of {F n } is a calibrated sub-action. But this follows form the continuity of A → m A , the equality 
. Let x n ∈ B n → A be such that x n → x 0 . Let F n ∈ S(A) be such that I F n (x n ) = 0. Adding a constant we can assume that F n (x 0 ) = 0 for all n. By (2), taking a subsequence we can assume that ∃F = lim n F n in the C 0 topology. Then F is a C α callibrated sub-action for A. Also R Fn → R F uniformly and there is a common Hölder constant C for all the R Fn . We have that
Since for all n, k, R F n (T k (x n )) = 0, we have that R F (T k (x 0 )) = 0 for any k. Hence I F (x 0 ) = 0 and then x 0 ∈ N(A). It is enough to prove that for any x 0 ∈ A(A) and B n → A, there is x n ∈ A(B n ) such that lim n x n = x 0 . Let µ n ∈ M(B n ). Then lim n µ n = µ in the weak* topology. Given x 0 ∈ A(A) = supp(µ) we have that ∀ε > 0 ∃N = N (ε) > 0 ∀n ≥ N : µ n (B(x 0 , ε)) > 0.
We can assume that for all m ∈ N,
. Then x n ∈ A(B n ) and lim n x n = x 0 . . Proof of Theorem 7.1.
). We first prove that D ⊂ R, and hence that R is dense.
Given A ∈ D with M(A) = {µ} and ε > 0, let ψ ∈ F be such that ψ 0 + ψ α < ε ψ ≤ 0, [ψ = 0] = supp(µ). It is easy to see that M(A + ψ) = {µ} = M(A). Let x 0 / ∈ supp(µ). Given δ > 0, write and items (7) and (9) 8. Appendix -Duality.
We will consider now the specific example described before. We point out that the results presented bellow should hold in general for natural extensions.
We will assume that T and σ are topologically mixing. So we take, K = [0, 1], T (x) = 2x mod 1, Σ = Π n∈N {0, 1 }, σ : Σ ← the shift map σ(x) n = x n+1 and T : K × Σ → K × Σ, T(x, ω) = (T (x), τ x (ω)) , (1) If A is C α then A * is C α .
(2) The linear map L : C α (K, R) → C α (Σ, R) given by L(A) = A * is continuous. 1 Theorem 1.28 of R. Bowen [4] asks for T to be topologically mixing.
(1) and (2) . We have that A * (ω) = n≥0 A(T −n (x, ω)) − A(T −n (x, σ ω))
Since d(T −n (τ ω x, σ ω), T −n (x, σ ω)) ≤ λ n d(τ ω x, x) ≤ λ n and A α = A • π 1 α = A α , we have that
. (4). Item (4) follors form items (2) and (3). (5) . We only prove that for any A ∈ F, L * (L(A)) ∈ A + B. Write
Since A, L * (L(A)) ∈ F = C α (K, R), then B ∈ C α (K, R).
Following Bowen, given any µ ∈ M(T ) we construct an associated measure ν ∈ M(T). Given z ∈ C 0 (K × Σ, R) define z ∈ C 0 (K, R) as z (x) := z(x, ω). We have that
Therefore µ((z • T n ) ) is a Cauchy sequence in R and hence the limit In particular 
