Abstract
We would like to note that two-stage MCMC algorithms have been used previously (e.g., 96 [3, 19, 26, 17] ) in different situations.
97
Numerical results for permeability fields generated using two-point geostatistics are pre-98 sented in the paper. Using the Karhunen-Loève expansion, we can represent the high dimen-99 sional permeability field by a number of parameters. Furthermore, static data (the values of 100 permeability field at some sparse locations) can be easily incorporated into the Karhunen-
101
Loève expansion to further reduce the dimension of the parameter space. Numerical results
102
are presented for black oil model (three phase flow and transport) with 8 production wells 103 and 1 injection well. In all the simulations, we observe nearly two times increase in the 104 acceptance rate. In other words, the preconditioned MCMC method can accept the same 105 number of samples with much less fine-scale runs.
106
The paper is organized in the following way. In the next section, we briefly describe In this section we briefly introduce the fine-and coarse-scale models used in the simulations.
111
We consider black oil model in a subsurface formation (denoted by Ω) under the assumption 112 that the displacement is dominated by viscous effects. We neglect the effects of gravity and 113 capillary pressure, although our proposed approach is independent of the choice of physical 114 mechanisms. Porosity will be considered to be constant. The phases will be referred to as 115 water, oil and gas, designated by subscripts w, o, and g, respectively. Simultaneous flow of 116 three phases is governed by the following three equations (e.g., [5] )
∂ ∂t
where B j (j = w, o) is the formation volume factor of phase j, k(x) is heterogeneous absolute 118 permeability field, q s is the source terms, p j is the pressure of the phase j, k rj is the relative 119 permeabilities, S j is the saturation of the phase j and R so is the solubility of gas in oil.
120
Next, we will briefly describe single-phase flow upscaling procedure. These types of 121 approaches for upscaling are discussed by many authors; see e.g., [9] . The main idea of this 122 approach is to upscale the absolute permeability field k(x) on the coarse-grid (see Figure 1 ),
123
then solve the original system on the coarse-grid with upscaled permeability field. Below, we 124 discuss briefly the upscaling of absolute permeability and ensemble level upscaling methods 125 used in our simulations.
126
Consider the fine-scale permeability that is defined in the domain with underlying fine 127 grid as shown in Figure 1 . 
with some coarse-scale boundary conditions. Here k(x) denotes the fine-scale permeability
133
field. We will use the boundary conditions which are given by φ j = 1 and φ j = 0 on the 134 opposite sides along the direction e j and no flow boundary conditions on all other sides. For 135 these boundary conditions, the coarse-scale permeability tensor is given by
where φ j is the solution of (3) with prescribed boundary conditions. Various boundary condition can have some influence on the accuracy of the calculations, including periodic,
138
Dirichlet and etc. These issues have been discussed in e.g., [30] . two-point correlation functions on a fine grid and ω will be taken to be finite dimensional.
149
Ensemble level upscaling attempts to approximate k(x, ω) for any value of ω using k * (x, ω 1 ),
150
..., k * (x, ω N ). First work in this direction ( [2] ) uses statistical approach for this approxima-151 tion. In this paper, we employ deterministic interpolation theory to approximate k * (x, ω)
152
given k * (x, ω 1 ), ..., k * (x, ω N ). In our simulations, we will be using linear relations for log of 153 permeabilities and sparse interpolation techniques in high dimensional space (e.g., [31] ) to
where L i (ω) are interpolation weights which are readily available for interpolations considered 156 here.
gas/oil ratio (commonly abbreviated GOR). When oil is brought to surface conditions it is 159 usual for some gas to come out of solution. GOR is the ratio of the gas that comes out of the 
The normalizing constant in this expression is not important, because we use iterative updat- solution of black oil model. We will be using Metropolis-Hasting MCMC (see [27] ) to sample field, k, is proposed using instrumental distribution q(k|k n ) (where k n is previously accepted 174 permeability field), and then forward problem is solved to determine the acceptance proba-
i.e. k n+1 = k with probability P r(k n , k), and k n+1 = k n with probability 1 − P r(k n , k).
177
Since each proposal requires the fine-scale computation, direct (full) MCMC is expensive.
178
Typically, direct MCMC requires many iterations for the convergence to a steady state, where 179 each iteration involves the computation of the fine-scale solution over a large time interval.
One way to achieve efficiency is to propose an algorithm that increases the acceptance rate of
181
MCMC. This minimizes rejection of proposals after detailed flow and transport calculations.
182
In this paper, we use coarse-scale solutions based on single-phase upscaling to increase the 183 acceptance rate. The main idea of this algorithm is to compare GOR that correspond to the 184 coarse-scale models to determine whether or not to run fine-scale simulations.
185
To formulate the algorithm, we introduce several notations. For our numerical results,
186
we will sample the likelihood
where F ref is GOR, F k is GOR that is obtained from the simulations with permeability k,
188
and Σ = σ f I is covariance matrix representing the measurement errors. Here
is the fine-scale error between the simulated and the observed data.
190
We note that GOR is a function of time at producing wells. In our simulations, we start 
where G is a nonlinear function which is estimated based on a limited number of realizations 195 of the permeability field. G can be assumed to be random as it is done in our simulations.
196
In our simulations, we use piece-wise Gaussian processes to fit the relation
In this case, the surrogate probability distribution used in the simulations is
where G 0 and σ k * are the mean and the variance of the piece-wise Gaussian for a given k * 199 (see Figure 7) . The subscript k * is used in σ to indicate that the variance of piece-wise and
206
• Offline: Compute k * (x, ω i ) for some realizations ω i .
207
• Step 1. At k n generate k from q(k|k n ).
208
• Step 2. Accept k for the fine-scale run with probability
i.e. k n+1 = k (conditionally) with probability h(k n , k), and k n+1 = k n (conditionally) 210 with probability 1 − g(k n , k). If rejected go to step 1.
211
• Step 3. Accept k with probability
213
The proposal function Q(k|k n ) satisfies
The expression for Q can be simplified (e.g., [11] )
One can also add new data to improve the estimates; however, this can introduce bias and 216 will be avoided in our simulations.
217
In [11] , it was shown that the detailed balance condition holds and MCMC converges to 218 the correct distribution. This proof applies here. We would like to note that from (11) one 219 obtains (see [10, 11] ) that
It is clear from this expression that if the error in
small for a generic k, the acceptance probability is close to 1. 
, where the random element ω is included to remind us that k is a random field.
We assume that E[Y (x, ω)] = 0. Suppose Y (x, ω) is a second order stochastic process with
where E is the expectation operator. Given an orthonormal basis
We are interested in the special L 2 basis {φ k } which makes the random variables Y k un- 
Since {φ k } is a complete basis in L 2 (Ω), it follows that φ k (x) are eigenfunctions of R(x, y):
where
Denote
where φ k and λ k satisfy (12) . We assume that the eigenvalues λ k are ordered as λ 1 ≥ λ 2 ≥ . . ..
238
The expansion (14) is called the Karhunen-Loève expansion. In the KLE (14), the L 2 basis 239 functions φ k (x) are deterministic and resolve the spatial dependence of the permeability field.
240
The randomness is represented by the scalar random variables η k .
241
After we discretize the domain Ω by a rectangular mesh, the continuous KLE (14) is reduced to a finite number of terms. In our paper, we work with finite dimensional covariance matrices defined over the square domain with 50 × 50 resolution. As a consequence, the covariance matrix is 2500 × 2500. Note that we only need to keep the leading order terms (quantified by the magnitude of λ k ) and still capture most of the energy of the stochastic
√ λ k η k φ k , define the energy ratio of the approximation as
If λ k , k = 1, 2, . . . , decay very fast, then the truncated KLE would be a good approximation 242 of the stochastic process in the L 2 sense.
243
It is common to use variogram instead of covariance functions for stochastic permeability 244 fields. The relation between them can be easily written as γ(x, y) = C − R(x, y), where
2 ) is constant for stationary processes and γ(x, y) denotes the variogram.
246
Typical variograms used in the modeling of subsurface processes are exponential, normal, and spherical [6] . In this paper, we will use spherical variogram and denote correlation 248 lengths by l 1 , l 2 and the variance of log(k) by σ log(k) . We first solve the eigenvalue problem 
252
In all numerical simulations, we will assume that the reservoir is filled with oil and water 253 is injected to displace the oil. We consider 9 spot pattern of water flooding. There is one 254 water injector, and 8 producers (see Figure 2) . The domain is taken to be square with which provides 2d + 1 nodes in d-dimensional space. We refer to [31] for the description of
258
Smolyak interpolation and to [7] the results on upscaling using Smolyak interpolation. As interpolation formula and interpolation weights can be easily derived (see [31] ).
263
Solution gas/oil ratio and gas formation volume factor are shown in Figure 3 psia. Relative permeability of water, oil, and gas are shown in Figure 4 (left) and in Figure   266 4 (right). Modified Stones II second three-phase relative permeability model was used to 267 compute oil relative permeability [1] . We note that if reservoir pressure is above the bubble 268 point pressure, the flow is two-phase (water and oil); if the pressure drops below the bubble 269 point pressure, then the gas evolves into a liquid phase and a gas phase. The flow is three-270 phases: water, oil and gas. There are maximum of three components, water, oil and gas.
271
In the black oil model, it is assumed that no mass transfer occurs between the water phase 272 and other two phases. Moreover, the mass fractions of the oil and gas components in the oil phase can be determined by gas solubility.
274
In the first example, we use a reference permeability field with the correlation lengths 275 l x = 30, l y = 2, and the variance of log(k) is 2. A realization of this permeability field is 276 used to generate a reference permeability field. In the sampling procedure, we choose the 277 permeability fields with different correlation lengths (still on 50 × 50 fine grid resolution).
278
In particular, we choose l x = 18, l y = 3 and keep only 50 eigenvalues/eigenvectors in KLE.
279
In Figure 5 , GOR misfit vs. iterations are plotted. We compare the use of two coarse scale diagnostics has nothing to do with the rate of convergence, which depends on the second 297 largest eigenvalue of the transition matrix of the Markov chain. Figure 6 shows the GOR 298 matches of the producers. As we see that the sampled realizations match GOR very well.
In these figures, reference GOR is designated by green color, and initial GOR is designated 300 by blue, and the sampled GORs are designated by red color. The data which is used to 301 model the error is presented in Figure 7 . We plot both mean as well as mean plus/minus and l z = 4 and 40 eigenvalues/eigenvectors are kept in KLE. In Figure 9 , GOR misfit vs. upscaling is 20 %. Figure 10 shows the GOR matches of the producers. As we see that 319 the sampled realizations match GOR very well. As before, reference GOR is designated by 320 green color, and initial GOR is designated by blue, and the sampled GORs are designated 321 by red color. The data which is used to model the error is presented in Figure 11 . In our 
