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Abstract
A measurement of the W boson pair production cross section in proton-proton col-
lisions at
√
s = 8 TeV is presented. The data collected with the CMS detector at the
LHC correspond to an integrated luminosity of 19.4 fb−1. The W+W− candidates are
selected from events with two charged leptons, electrons or muons, and large missing
transverse energy. The measured W+W− cross section is 60.1± 0.9 (stat)± 3.2 (exp)±
3.1 (theo)± 1.6 (lumi) pb = 60.1± 4.8 pb, consistent with the standard model predic-
tion. The W+W− cross sections are also measured in two different fiducial phase
space regions. The normalized differential cross section is measured as a function of
kinematic variables of the final-state charged leptons and compared with several per-
turbative QCD predictions. Limits on anomalous gauge couplings associated with
dimension-six operators are also given in the framework of an effective field theory.
The corresponding 95% confidence level intervals are −5.7 < cWWW/Λ2 < 5.9 TeV−2,
−11.4 < cW/Λ2 < 5.4 TeV−2, −29.2 < cB/Λ2 < 23.9 TeV−2, in the HISZ basis.
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11 Introduction
The standard model (SM) description of electroweak and strong interactions can be tested
through precision measurements of the W+W− production cross section at hadron colliders.
Among the massive vector boson pair production processes, W+W− has the largest cross sec-
tion.
At the CERN LHC, the SM vector boson pair production is dominated by the s-channel and
t-channel quark-antiquark (qq) annihilation diagrams, while the gluon-gluon (gg) diagrams
contribute only 3% to the total production cross section [1]. Previous cross section results on
W+W− production in pp collisions at a center-of-mass energy of
√
s = 7 TeV are reported
to be 52.4± 2.0 (stat)± 4.5 (syst)± 1.62 (lumi) pb by CMS [2] and 54.4± 4.0 (stat)± 3.9 (syst)±
2.0 (lumi) pb by ATLAS [3]. Results at
√
s = 8 TeV are reported by CMS using 3.5 fb−1 of data [4]
with a measured value of 69.9± 2.8 (stat)± 5.6 (syst)± 3.1 (lumi) pb. Also, a cross section mea-
surement of W+W− production in pp collisions at
√
s = 1.96 TeV has been recently reported by
CDF to be 14.0± 0.6 (stat)+1.2−1.0 (syst)± 0.8 (lumi) pb [5]. Next-to-next-to-leading-order (NNLO)
calculations for the W+W− production in pp collisions at
√
s = 8 TeV predict a cross section
of σNNLO(pp → W+W−) = 59.8+1.3−1.1 pb [6]. In this W+W− production calculation, processes
involving the SM Higgs boson are not considered; it is estimated they would increase the total
cross section by about 8% for the Higgs boson mass of 125 GeV [7].
We measure the W+W− production cross section in the fully leptonic decay channel by select-
ing events with two high transverse momentum (pT) electrons or muons (e+e−, µ+µ−, e±µ∓),
large missing transverse energy (EmissT ), and zero or one jet with high pT. We provide a more
precise measurement than previous results [4] by using an improved analysis strategy and
a larger data sample. The pT of the W+W− system receives large higher-order corrections be-
cause of the restriction on the number of jets. The dominant qq component of the signal produc-
tion is modeled by resumming the large higher-order corrections to the W+W− pT distribution,
thus improving the signal efficiency determination [8, 9]. The expected contribution, based on
simulation, from Higgs-boson-mediated processes to the observed signal yield is subtracted.
The data correspond to a total accumulated luminosity of 19.4 fb−1 at
√
s = 8 TeV.
Any deviation from the SM expectations in measured production rates or any possible change
in certain kinematic distributions could provide evidence for effects from physics beyond
the SM. New physics processes at high mass scales that alter the W+W− production can be
described by operators with mass dimensions larger than four in an effective field theory
(EFT) framework. The higher-dimensional operators of the lowest order from purely elec-
troweak processes have dimension six, and can generate anomalous trilinear gauge couplings
(ATGC) [10]. Thus the measurement of the coupling constants provides an indirect search for
new physics at mass scales not directly accessible by the LHC. Aside from the tests of the SM,
W+W− production represents an important background source in searches for new particles,
and its precise measurement is therefore important in searches for new physics.
This paper is organized as follows. After a brief description of the CMS detector in Section 2
and of the data and simulated samples in Section 3, the event reconstruction and selection is
detailed in Section 4. The background estimation is described in Section 5, followed by an es-
timate of the uncertainties in Section 6. Finally the results for the inclusive W+W− production
cross section and those in a given fiducial phase space are presented in Section 7. The nor-
malized differential cross sections are shown in Section 8 and limits on ATGCs in Section 9. A
summary is given in Section 10.
2 3 Data and simulated samples
2 The CMS detector
The CMS detector, described in detail in Ref. [11], is a multipurpose apparatus designed to
study high pT physics processes in proton-proton and heavy-ion collisions. A superconducting
solenoid occupies the central region of the CMS detector, providing a magnetic field of 3.8 T
parallel to the beam direction. Charged-particle trajectories are measured by the silicon pixel
and strip trackers, which cover a pseudorapidity region of |η| < 2.5. The crystal electromag-
netic calorimeter (ECAL), and the brass/scintillator hadron calorimeter surround the tracking
volume and cover |η| < 3. The steel/quartz-fiber Cherenkov hadron forward (HF) calorimeter
extends the coverage to |η| < 5. The muon system consists of gas-ionization detectors em-
bedded in the steel flux-return yoke outside the solenoid, and covers |η| < 2.4. The first level
of the CMS trigger system (level 1), composed of custom hardware processors, is designed to
select the most interesting events in less than 4 µs, using information from the calorimeters and
muon detectors. The level 1 output rate is up to 100 kHz. The high-level trigger processor farm
further reduces the event rate to a few hundred Hz before data storage.
3 Data and simulated samples
The data samples used correspond to an integrated luminosity of 19.4 fb−1 at
√
s = 8 TeV. The
luminosity is measured using data from the HF system and the pixel detector [12].
Events are selected with a combination of triggers that require one or two high-pT electrons or
muons with relatively tight lepton identification, some of them including also isolation. The
single-electron trigger pT threshold is 27 GeV whereas that for single muons is 24 GeV. For
the dilepton triggers, the pT thresholds of the leading and trailing leptons are 17 and 8 GeV,
respectively. The trigger efficiency is measured in data using Z → `+`− events recorded with
a dedicated unbiased trigger [13]. The overall trigger efficiency is over 98% for signal events
from qq → W+W− and gg → W+W− processes within our kinematic and selection region.
The trigger efficiency is measured as a function of the lepton pT and η. In addition, prescaled
single-lepton triggers with pT thresholds of 8 and 17 GeV are used for some of the data-driven
background estimations.
Several Monte Carlo (MC) event generators are used to simulate the signal and background
processes. The MC samples are used to optimize the event selection, evaluate efficiencies and
acceptances, and to estimate yields. For all MC samples, the response of the CMS detector is
simulated using a detailed description of the detector based on the GEANT4 package [14]. The
simulated events are corrected for the trigger efficiency to match the data.
The qq → W+W− component of the signal is generated with POWHEG 2.0 [15–19]. For com-
parison we also use qq→W+W− signal samples generated with the MADGRAPH 5.1 [20] and
MC@NLO 4.0 [21] event generators. The gg → W+W− signal component is generated using
GG2WW 3.1 [22]. The sum of the qq→W+W− and gg→W+W− components is normalized to
the inclusive pp→W+W− cross section at NNLO [6] accuracy.
Background processes with top quarks, tt and tW, are generated with POWHEG. Higgs boson
processes are considered part of the background. They represent about 8% of the W+W− cross
section at
√
s = 8 TeV [6], but have a smaller signal efficiency and represent only about 3% of
the expected signal yield. The gluon fusion and vector boson fusion modes are generated with
POWHEG for a Higgs boson mass of 125 GeV and normalized to the SM cross section [23]. The
simulation of associated Higgs production uses the PYTHIA 6.4 generator [24]. The interference
between the Higgs boson production process and the W+W− continuum process is found to
3be approximately 0.1%; the interference is significant only with the gg→W+W− process. The
WZ, ZZ, VVV (V = W/Z), Z/γ∗ → `+`−, Wγ∗, and W+jets processes are generated using
MADGRAPH. All other background processes are generated using PYTHIA 6.4.
The set of parton distribution functions (PDF) used is CTEQ6L [25] for leading order (LO)
generators and CT10 [26] for next-to-leading-order (NLO) generators. All the event generators
are interfaced to PYTHIA 6.4 for the showering and hadronization of partons, except MC@NLO,
which is interfaced to HERWIG 6 [27]. The TAUOLA 2.7 package [28] is used in the simulation of
τ decays to account for polarization effects.
In order to suppress the top quark background processes, the pp → W+W− cross section
is measured with events that have no more than one high-pT jet. The veto on high-pT jets
enhances the importance of logarithms of the jet pT, spoiling the convergence of fixed-order
calculations and requiring the use of dedicated resummation techniques for an accurate pre-
diction of differential distributions [8, 9]. The pT of the jets produced in association with the
W+W− system is strongly correlated with the transverse momentum of the W+W− system,
pWWT , especially in the case where only one jet is produced. Thus, a precise modeling of the
pWWT distribution is necessary for the estimation of the jet veto efficiency. In Ref. [8], the log-
arithmic terms that contribute to the pWWT distribution from qq → W+W− are resummed to
next-to-next-to-leading-logarithm precision using the technique of pT resummation [29]. The
simulated qq → W+W− signal events are reweighted according to the ratio of the pWWT dis-
tribution from the pT-resummed calculation and from POWHEG and PYTHIA. An equivalent
reweighting procedure is applied to MC@NLO and MADGRAPH MC generators. The weights
have different effects for each MC generator; the change in the jet veto efficiency estimated
with POWHEG is about 3% whereas it is 1% for MC@NLO and 4% for MADGRAPH. We find
good agreement between the jet veto efficiency estimated with POWHEG, MC@NLO, and MAD-
GRAPH after the equivalent reweighting procedure is applied to these MC generators.
Additional simulated proton-proton interactions overlapping with the event of interest, de-
noted as pileup events, are added to the simulated samples to reproduce the vertex multiplic-
ity distribution measured in data. The average value of pileup events per bunch crossing is
approximately 21.
4 Event reconstruction and selection
A particle-flow algorithm [30, 31] is used to reconstruct the observable particles in the event by
an optimized combination of information from different subdetectors: clusters of energy de-
posits measured by the calorimeters and charged-particle tracks identified in the central track-
ing system and the muon detectors.
This analysis uses leptonic decays W → `ν (` = e, µ), so the signal candidates consist of three
final states: e+e−, µ+µ−, and e±µ∓. The signal candidates contain a small contribution from
W → τντ processes with leptonic τ decays, even though the analysis is not optimized for this
final state. The contribution of these leptonic τ decays to the final signal candidates is about
10%.
For each signal event, two oppositely charged lepton candidates are required, both with pT >
20 GeV and with |η| < 2.5(2.4) for electrons (muons). Among the vertices identified in the
event, the vertex with the largest ∑ p2T, where the sum runs over all charged tracks associated
with the vertex, is chosen as the primary one. The lepton candidates are required to be com-
patible with originating from this primary vertex.
4 4 Event reconstruction and selection
Electron candidates are defined by a reconstructed particle track in the tracking detector point-
ing to a cluster of energy deposits in the ECAL. A multivariate approach to identify electrons is
employed [32] combining several measured quantities describing the track quality, the ECAL
cluster shape, and the compatibility of the measurements from the two subdetectors. The elec-
tron energy is measured primarily from the ECAL cluster energy deposit [33]. Muon candi-
dates are identified by signals of particle tracks in the muon system that match a track recon-
structed in the central tracking system. Minimum requirements on the number of hits and on
the goodness-of-fit of the full track are imposed on the muon curvature measurement [34].
The signal electrons and muons are required to be isolated to distinguish them from the semilep-
tonic decays of heavy quarks or the in-flight decays of hadrons. The ∆R =
√
(∆η)2 + (∆φ)2
variable is used to measure the separation between reconstructed objects in the detector, where
φ is the azimuthal angle (in radians) of the trajectory of the object in the plane transverse to
the direction of the proton beams, and therefore ∆φ is the φ separation between objects; ∆η
is the η separation between objects. Isolation criteria are set based on the distribution of low-
momentum particles in the (η, φ) region around the leptons. To remove the contribution from
the overlapping pileup interactions in this isolation region, the charged particles included in
the computation of the isolation variable are required to originate from the primary vertex.
This track assignment to the primary vertex is fairly loose, and includes most of the tracks
from b-quark or c-quark decays. The neutral component in the isolation ∆R cone is corrected
by the average energy density deposited by those neutral particles that originated from addi-
tional interactions [35]. The correction is measured in a region of the detector away from the
known hard scattering in a control sample.
Electron isolation is characterized by the ratio of the total pT of the particles reconstructed in a
∆R = 0.3 cone around the electron, excluding the electron itself, to the pT of the electron. Iso-
lated electrons are selected by requiring this ratio to be below 10%. For each muon candidate,
the scalar sum of the pT of all particles originating from the primary vertex is reconstructed
in ∆R cones of several radii around the muon direction, excluding the contribution from the
muon itself. This information is combined using a multivariate algorithm that exploits the dif-
ferential energy deposition in the isolation region to discriminate between the signal of prompt
muons and muons from hadron decays inside a jet. The exact threshold value depends on the
muon η and pT [36].
Jets are reconstructed using the anti-kT clustering algorithm [37] with a distance parameter
of 0.5, as implemented in the FASTJET package [38, 39]. The properties of the jets are modified
by particles from pileup interactions. A combinatorial background arises from low-pT jets from
pileup interactions, which are clustered together with high-pT jets from the primary interaction.
A multivariate jet identifier is applied to separate jets from the primary interaction and those
reconstructed from energy deposits associated with pileup interactions [40]. The discrimination
is based on the differences in the jet shapes, on the relative multiplicity of charged and neutral
components, and on the different pT fractions carried by the hardest components. Tracks that
come from pileup vertices are removed from the jet clustering. After jet identification, we apply
a correction similar to the one applied for lepton isolation that accounts for the contributions
from pileup. Jet energy corrections are applied as a function of the jet pT and η [41]. Studies of
the jet multiplicity as a function of the number of vertices have been performed using Z+jets
events, and no significant dependence was found. Since the jet energy resolution in data is
somewhat worse than in simulation, the pT values of simulated jets need to be spread randomly
5% in order to describe data. After corrections the jets considered for the event categorization
are required to have pT > 30 GeV and |η| < 4.7.
5To reduce the background from top quark decays, events with two or more jets surviving the
jet selection criteria are rejected. To further suppress the top quark background, two tagging
techniques based on soft-muon and b-quark jet tagging are applied [42]. The first method
vetoes events containing a soft muon from the semileptonic decay of the b quark. Soft-muon
candidates are defined without isolation requirements and are required to have pT > 3 GeV.
The second method uses b-jet tagging criteria based on the impact parameter of the constituent
tracks. In particular, a track counting high-efficiency algorithm is used to veto those events with
a jet tagged as b quark (t-tagged events). The combined reduction of the top quark background
is about 50% in the zero-jet category and above 80% for events with one jet with pT > 30 GeV.
The ~EmissT variable is defined as the negative vector sum of the pT of all reconstructed particles
(charged or neutral) in the event. A projected EmissT variable [36] is defined as the component
of ~EmissT transverse to the nearest lepton if the lepton is situated within an azimuthal angular
window of ±pi/2 from the ~EmissT direction, otherwise the |~EmissT | is used. This variable is partic-
ularly effective in rejecting (1) Z/γ∗ → τ+τ− events where ~EmissT is preferentially aligned with
leptons, and (2) Z/γ∗ → `+`− events with poorly measured ~EmissT . Since the ~EmissT resolution
is degraded in a high pileup environment, two projected EmissT variables are defined: one con-
structed from all identified particles (proj. EmissT ), and another constructed from the charged
particles attached to the primary vertex only (proj. track EmissT ). The minimum of the two is
required to be above 20 GeV.
Events with dilepton masses below 12 GeV are also rejected to remove contributions from low-
mass resonances. The same requirement is applied to the e±µ∓ final state to reject multijet and
Wγ background processes. Finally, the transverse momentum of the dilepton system p``T is
required to be above 45 GeV in the e+e− and µ+µ− final states, and above 30 GeV in the e±µ∓
final state to reduce both the Drell–Yan background and events containing jets misidentified as
leptons.
The Drell–Yan (DY) Z/γ∗ process is the largest source of same-flavor lepton pair production
background because of its large production cross section and the finite resolution of the ~EmissT
measurement. In order to suppress this background, a few additional selection requirements
are applied to the same-flavor final states. The component of the Drell–Yan production close
to the Z boson peak is rejected by requiring the dilepton invariant mass m`` to be more than
15 GeV away from the Z boson mass. To suppress the remaining off-peak contribution, a dedi-
cated multivariate selection is used, combining EmissT variables, kinematic variables of the dilep-
ton system, the transverse mass, the leading jet pT, and differences in azimuthal angle between
the dilepton system and the leading jet and the ~EmissT [36]. These selection requirements effec-
tively reduce the Drell–Yan background by three orders of magnitude, while retaining more
than 50% of the signal.
To reduce the background from other diboson processes, such as WZ and ZZ production, any
event that has an additional third lepton passing the identification and isolation requirements
and having pT > 10 GeV is rejected. Any Wγ production where the photon converts is sup-
pressed by rejecting electrons consistent with a photon conversion [33].
A summary of the selection requirements for different- and same-flavor final states is shown in
Table 1.
6 5 Estimation of backgrounds
Table 1: Summary of the event selection for the different-flavor and same-flavor final states.
Variable Different-flavor Same-flavor
Opposite-sign charge requirement Applied Applied
p`T [GeV] >20 >20
min(proj. EmissT , proj. track E
miss
T )[GeV] >20 >20
DY MVA —
>0.88 in zero-jet
(>0.84 in one-jet)
|m`` −mZ| [GeV] — >15
p``T [GeV] >30 >45
m`` [GeV] >12 >12
Additional leptons (p`T > 10 GeV) veto veto
Top-quark veto applied applied
Number of reconstructed jets <2 <2
5 Estimation of backgrounds
A summary of the data, signal, and background yields for the different event categories is
shown in Table 2. The distributions of the leading lepton pT (p`T, max), the pT of the dilepton
system (p``T ), the dilepton invariant mass (m``) and the azimuthal angle between the two leptons
(∆φ``) are shown in Figs. 1 and 2 for the zero-jet and one-jet categories.
Table 2: Data, signal, and background yields for the four different event categories used for the
pp → W+W− cross section measurement. The reported uncertainties include both statistical
and systematic components as described in Section 6.
Process zero-jet category one-jet categoryDifferent-flavor Same-flavor Different-flavor Same-flavor
qq→W+W− 3516± 271 1390± 109 1113± 137 386± 49
gg→W+W− 162± 50 91± 28 62± 19 27± 9
W+W− 3678± 276 1481± 113 1174± 139 413± 50
ZZ+WZ 84± 10 89± 11 86± 4 42± 2
VVV 33± 17 17± 9 28± 14 14± 7
top quark (Bt-tag) 522± 83 248± 26 1398± 156 562± 128
Z/γ∗ → `+`− 38± 4 141± 63 136± 14 65± 33
Wγ∗ 54± 22 12± 5 18± 8 3± 2
Wγ 54± 20 20± 8 36± 14 9± 6
W+ jets(e) 189± 68 46± 17 114± 41 16± 6
W+ jets(µ) 81± 40 19± 9 63± 30 17± 8
Higgs boson 125± 25 53± 11 75± 22 22± 7
Total bkg. 1179± 123 643± 73 1954± 168 749± 133
W+W− + total bkg. 4857± 302 2124± 134 3128± 217 1162± 142
Data 4847 2233 3114 1198
A combination of techniques is used to determine the contributions from backgrounds that
remain after the W+W− selection. A detailed description of these techniques can be found in
Ref. [36]. The main background comes from top quark production, which is estimated from
data. Instrumental backgrounds arising from misidentified (“nonprompt”) leptons in W+jets
production and mismeasurement of ~EmissT in Z/γ
∗+jets events are also estimated from data.
Other contributions from Wγ, Wγ∗, and other subdominant diboson (WZ and ZZ) and triboson
(VVV) production processes are estimated partly from simulated samples.
A common scale factor is estimated for the tt and tW simulated samples. The top-quark back-
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Figure 1: The data and MC distributions for the zero-jet category of the leading lepton pT
(p`T, max), the pT of the dilepton system (p
``
T ), the dilepton invariant mass (m``) and the azimuthal
angle between the two leptons (∆φ``). The hatched areas represent the total systematic uncer-
tainty in each bin. The error bars in the ratio plots are calculated considering the statistical
uncertainty from the data sample and the systematic uncertainties in the background estima-
tion and signal efficiencies. The last bin includes the overflow.
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Figure 2: The data and MC distributions for the one-jet category of the leading lepton pT
(p`T, max), the pT of the dilepton system (p
``
T ), the dilepton invariant mass (m``) and the azimuthal
angle between the two leptons (∆φ``). The hatched areas represent the total systematic uncer-
tainty in each bin. The error bars in the ratio plots are calculated considering the statistical
uncertainty from the data sample and the systematic uncertainties in the background estima-
tion and signal efficiency. The last bin includes the overflow.
9ground is suppressed using a top-tagging veto that eliminates visible top-quark decays. After
the full event selection described in Table 1 but before the top-quark veto, the remaining top-
quark background contribution (Bt-tag) is estimated as: Bt-tag = Nt-tag (1− et-tag)/et-tag, where
Nt-tag is the number of t-tagged events before the top-quark veto, and et-tag is the corresponding
t-tagged efficiency. The number of t-tagged events (Nt-tag) is determined in the signal data sam-
ple by counting the number of events passing the t-tagging requirements described in Section 4
and subtracting any remaining background on the basis of simulations or data, as described in
the present section. The t-tagged efficiency (et-tag) is obtained from a measurement of the effi-
ciency to tag a b-quark jet or soft muon in a top-enriched sample that consists of events with one
(two) jet and exactly one b-tagged jet with pT > 30 GeV, which isolates one b quark in a sample
that is primarily tt or tW events. Any remaining background is subtracted from the measured
data in the top-enriched control sample. After excluding this b-tagged jet, the t-tagging effi-
ciency is determined by counting the number of events that have an additional b-tagged jet or
a soft muon. The measured efficiency is defined per b-quark decay and the value measured in
the top-enriched sample is converted to a top-tagging efficiency in the signal region by taking
into account the relative difference in the number of b-quark jets between the two samples after
excluding the high-pT b-tagged jet used to select events in the control sample. The conversion
factor is calculated using the ratio of expected single-top tW events to top-quark pair tt events
in each region, and is done separately for the 0-jet and 1-jet categories as described in detail in
Appendix D of Ref. [36]. We obtain efficiency values of 50–70% in the signal samples. The main
uncertainty comes from the statistical uncertainty in the control sample and from the system-
atic uncertainties related to the measurement of et-tag. The total uncertainty in Bt-tag amounts to
about 13% in the zero-jet category and 3% in the one-jet category. The top background estima-
tion method gives the estimate for the count of events in each of the 4 channels. This estimate
is used to normalize the integral of the simulated distributions of tt and tW backgrounds used
in this paper.
The nonprompt lepton background occurs in W+jets and dijets production and originates from
leptonic decays of heavy quarks, hadrons misidentified as leptons, and electrons from photon
conversion. Most of it is suppressed by the identification and isolation requirements on elec-
trons and muons described in Section 4. The remaining contribution is estimated directly from
data from a sample enriched in nonprompt leptons. This sample is selected by choosing events
with one lepton candidate that passes the standard lepton selection criteria, and another lepton
candidate that fails the criteria, but passes a looser selection on impact parameter and isolation
resulting in a sample of “pass-fail” lepton pairs. The yield in this sample is extrapolated to
the signal region using the efficiencies for such loosely identified leptons to pass the standard
lepton selection criteria.
The efficiency, epass, for a jet that satisfies the loose lepton requirements to pass the standard
lepton selection is determined using an independent dijet sample. This independent dijet sam-
ple consists of events with one lepton candidate passing loose selection criteria and a recoiling
jet, where contributions from W+jets and Z+jets events are suppressed by rejecting events with
significant EmissT or with additional leptons. In order to study the composition of the nonprompt
background, different dijet samples are defined by requiring different jet-pT thresholds for the
jet recoiling against the misidentified lepton. To ensure the measured efficiency is applicable
to the signal region we compare the pT spectrum of the jets in the dijet sample, and in the
pass-fail sample from which the extrapolation is performed. The efficiency, parametrized as
a function of pT and η of the lepton, is used to weight the events in the pass-fail sample by
epass/(1− epass) to obtain the estimated contribution from the nonprompt lepton background
in the signal region. The systematic uncertainties from the determination of epass dominate the
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overall uncertainty of this method. The systematic uncertainty is estimated by modifying the
jet pT threshold in the dijets sample, which modifies the jet sample composition, and from a
closure test, where epass is derived from simulated dijet events and applied to simulated back-
ground samples to predict the number of background events. The total uncertainty in epass is
of the order of 40%, which includes the statistical uncertainty arising from the control sample
size.
The Z/γ∗ → ee/µµ contribution, including Z/γ∗ → ττ leptonic decays, in the same-flavor
final states outside of the Z boson mass window is obtained by normalizing the simulation.
The normalization factor is defined by the ratio of the simulated to the observed number of
events inside the Z boson mass window in data. The contribution of WZ and ZZ inside the
Z boson mass window in data with neither lepton arising from a Z boson is subtracted before
performing the normalization. This is done by counting the number of e±µ∓ events in the Z
mass window, accounting for combinatorial effects and the relative detection efficiencies for
electrons and muons. The contribution of WZ and ZZ processes in the Z mass window with
leptons arising from different bosons, is also subtracted as estimated from simulation. The
largest uncertainty in the estimate arises from the dependence of the extrapolation factor on
EmissT and the multivariate Drell–Yan discriminant. The total uncertainty in the Z/γ
∗ → `+`−
normalization is about 30%, including both statistical and systematic components. The contri-
bution of this background is also evaluated with an alternative method using γ + jets events,
which provides results consistent with the primary method. The Z/γ∗ → τ+τ− background
in the e±µ∓ channel is obtained from Z/γ∗ → µ+µ− events selected in data, where the muons
are replaced with simulated τ decays. The Drell–Yan event yield is rescaled to the observed
yield using the inclusive sample of Z/γ∗ → `+`− [43].
A data sample with three reconstructed leptons is selected in order to normalize the simulation
used to estimate the Wγ∗ background contribution coming from asymmetric γ∗ decays where
one lepton escapes detection [44]. The systematic uncertainty is estimated by comparing the
normalization factor estimated in simulation in different regions. The uncertainty in the Wγ∗
background estimate is of the order of 40%.
Other backgrounds are estimated from simulation. The Wγ background simulation is validated
in data using the events passing all the selection requirements, except that the two leptons
must have the same charge; this sample is dominated by W+jets and Wγ events. Differences
in the overall normalization are counted as a systematic uncertainty. The uncertainty in the
Wγ background estimate is about 30%. Other minor backgrounds are WZ and ZZ diboson
production where the two selected leptons come from different bosons.
6 Signal efficiency and systematic uncertainties
The signal efficiency, which includes both detector geometrical acceptance and signal recon-
struction and selection efficiency, is estimated using the qq → W+W− and nonresonant (not
through a Higgs resonance) gg → W+W− signal simulations described in Section 3. Signal
events from W→ τντ decays with τ leptons decaying into lower-energy electrons or muons are
included in the signal efficiency. Residual discrepancies in the lepton reconstruction and identi-
fication efficiencies between data and simulation are corrected by applying data-to-simulation
scale factors measured using Z/γ∗ → `+`− events in the Z peak region [13] that are recorded
with unbiased triggers. These factors depend on the lepton pT and η and are within 2% (4%)
for electrons (muons). The uncertainty in the determination of the trigger efficiency leads to
an uncertainty of about 1% in the expected signal yield. Any residual differences between the
analysis lepton requirements with respect to the trigger selections are covered by the uncer-
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tainty in the trigger efficiency.
The experimental uncertainties in the lepton reconstruction and identification efficiency, mo-
mentum scale and resolution, EmissT modeling, and jet energy scale are applied to the recon-
structed objects in simulated events by randomly spreading and scaling the relevant observ-
ables and propagating the effects to the kinematic variables used in the analysis. The distribu-
tions with varied detector response and resolution are used to estimate the change in the signal
efficiency, whose value is taken as the associated systematic uncertainty. Uncertainties in lep-
ton momentum scale and resolution are 0.5–4% per lepton depending on the kinematics, and
the effect on the yields at the analysis selection level is approximately 1%. The uncertainties
in the jet energy scale and resolution result in a 2–3% uncertainty in the yields. The uncer-
tainty in the resolution of the EmissT measurement is approximately 10%, which is estimated
from Z/γ∗ → `+`− events with the same lepton selection as in the analysis. Randomly smear-
ing the measured EmissT by one standard deviation of the resolution gives rise to 2% variation
in the estimation of signal yields after the full selection. A 2.6% uncertainty is assigned to the
integrated luminosity measurement [12].
The relative uncertainty in the signal acceptance from variations of the PDFs and the value
of αs in the simulated samples is estimated to be 1.3% (0.8%) for qq (gg) production, follow-
ing the PDF4LHC prescription [23, 26, 45–48]. The effect of higher-order corrections in the
qq → W+W− signal acceptance is studied using the pWWT reweighting procedure described
in Section 3. Uncertainties are estimated by performing the reweighting while varying the re-
summation scale between half and twice the nominal value used in Ref. [8]. The reweighting
functions with varied scales are then applied to simulated POWHEG events and used to calcu-
late the variation in the signal acceptance. Uncertainties in the qq→W+W− signal acceptance
sensitive to the renormalization (µR) and factorization (µF) scales are estimated by varying both
scales in the range (µ0/2, 2µ0), with µ0 equal to the mass of the W boson, and setting µR = µF.
The resummation scale uncertainty is found to be 2.8% (6.9%) for the zero-jet (one-jet) selec-
tion. The renormalization and factorization scales uncertainty is found to be 2.5% (6.3%) for
the zero-jet (one-jet) selection. The systematic uncertainty associated with higher-order correc-
tions to the gg→W+W− component of the signal is estimated by varying the renormalization
and factorization scales and is found to be about 30%.
The systematic uncertainties due to the underlying event and parton shower model are esti-
mated by comparing samples with different MC event generators. In particular, the POWHEG
MC generator interfaced with PYTHIA for the parton shower and hadronization is compared
to the MC@NLO generator interfaced with HERWIG for the parton shower and hadronization
model. The systematic uncertainty is found to be 3.5%.
The uncertainties in the background predictions are described in Section 5. The total uncer-
tainty in the prediction of the top quark background is about 13% (3%) in the zero-jet (one-jet)
categories, and about 36% in the W + jets background prediction. The total uncertainty in the
Z/γ∗ → `+`− normalization is about 30%, including both statistical and systematic contribu-
tions. The uncertainties in the yields of the Z/γ∗ → τ+τ−, Wγ, and Wγ∗ background processes
are 10%, 30%, and 40%, respectively.
The theoretical uncertainties in the diboson cross sections are calculated by varying the renor-
malization and factorization scales using the MCFM 6.4 program [1]. The effects of variations
in the PDFs and of the value of αs on the predicted cross section are derived by following the
same prescription as for the signal acceptance. Including the experimental uncertainties gives
a systematic uncertainty of around 10% for WZ and ZZ processes. In the case of Wγ(∗) back-
grounds, the variation in PDFs gives a systematic uncertainty of 4%. A summary of the relative
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uncertainties in the W+W− cross section measurement is given in Table 3, where the jet count-
ing model uncertainty includes the renormalization and factorization scales, and underlying
event uncertainties.
Table 3: Relative uncertainties in the W+W− cross section measurement.
Source Uncertainty (%)
Statistical uncertainty 1.5
Lepton efficiency 3.8
Lepton momentum scale 0.5
Jet energy scale 1.7
EmissT resolution 0.7
tt+tW normalization 2.2
W+jets normalization 1.3
Z/γ∗ → `+`− normalization 0.6
Z/γ∗ → τ+τ− normalization 0.2
Wγ normalization 0.3
Wγ∗ normalization 0.4
VV normalization 3.0
H→W+W− normalization 0.8
Jet counting theory model 4.3
PDFs 1.2
MC statistical uncertainty 0.9
Integrated luminosity 2.6
Total uncertainty 7.9
7 The W+W− cross section measurement
The inclusive cross section is determined as
σW+W− =
Ndata − Nbkg
L e (3B(W→ `ν))2 , (1)
where Ndata and Nbkg are the total number of data and background events, e is the signal
efficiency, L is the integrated luminosity, and B(W → `ν) is the branching fraction for a W
boson decaying to each lepton family B(W→ `ν) = (10.80± 0.09)% [49].
The signal efficiency e is evaluated as the fraction of the sum of qq → W+W− and gg →
W+W− generated events, with W → `ν (` = e, µ, τ), accepted by the analysis selection. The
efficiency estimated for each category is listed in Table 4. The reported statistical uncertainty in
the efficiency originates from the limited size of the MC samples.
The W+W− production cross section in pp collision data at
√
s = 8 TeV is measured separately
in events with same- and different-flavor leptons and in events with exclusively zero or one
reconstructed and identified jet, as shown in Table 5. The number of events in each category,
as shown in Table 2, is modeled as a Poisson random variable, whose mean value is the sum
of the contributions from the processes under consideration. Systematic uncertainties are rep-
resented by individual nuisance parameters with log-normal distributions. The experimental
and theoretical uncertainties in the event selection as well as the uncertainty on the integrated
luminosity are reported separately. The theoretical component includes contributions from the
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Table 4: Signal efficiency for the four event categories used in the pp → W+W− cross section
measurement. The values reported are a product of the detector geometrical acceptance and
the object reconstruction and event identification efficiency. The statistical uncertainty is from
the limited size of the MC samples.
Event category Signal efficiency (%)
zero-jet category
Different-flavor 3.02± 0.02 (stat)± 0.22 (syst)
Same-flavor 1.21± 0.01 (stat)± 0.09 (syst)
one-jet category
Different-flavor 0.96± 0.01 (stat)± 0.11 (syst)
Same-flavor 0.34± 0.01 (stat)± 0.04 (syst)
jet counting theory model and PDFs as in Table 3. The measurement in the different flavor final
state is consistent with that in the same flavor final state at the level of 1.5σ after taking into
account the statistical uncertainty and the uncorrelated systematic uncertainties.
Table 5: The W+W− production cross section in each of the four event categories.
Event category W+W− production cross section (pb)
zero-jet category
Different-flavor 59.7± 1.1 (stat)± 3.3 (exp)± 3.5 (theo)± 1.6 (lumi)
Same-flavor 64.3± 2.1 (stat)± 4.6 (exp)± 4.3 (theo)± 1.7 (lumi)
one-jet category
Different-flavor 59.1± 2.8 (stat)± 6.0 (exp)± 6.2 (theo)± 1.6 (lumi)
Same-flavor 65.1± 5.5 (stat)± 8.3 (exp)± 8.0 (theo)± 1.7 (lumi)
The four event categories are combined by performing a profile likelihood fit to the data fol-
lowing the statistical methodology described in Refs. [50–52]. The combined result is:
σW+W− = 60.1± 0.9 (stat)± 3.2 (exp)± 3.1 (theo)± 1.6 (lumi) pb = 60.1± 4.8 pb. (2)
The combined result shows good agreement with the NNLO theoretical prediction of 59.8+1.3−1.1 pb [6].
The measurement precision is dominated by the result in the different-flavor zero-jet event
category. The main source of systematic uncertainty comes from the modeling of the signal
efficiency, especially the requirement on the number of reconstructed and identified jets.
We report the W+W− production cross section in a fiducial region defined by a jet veto require-
ment in order to be less sensitive to theoretical uncertainties related to the modelling of the
signal efficiency, especially those related to the requirement on the number of reconstructed
and identified jets. When specifying the fiducial regions at generation level, jets are defined at
particle level, before the detector effects, and clustered using the same anti-kT algorithm with
distance parameter of 0.5 as is used for collider data reconstruction. We measure the cross sec-
tions in a fiducial region defined by requiring no jets with |ηjet| < 4.7 and jet pT above a series
of thresholds. The results are summarized in Table 6 and compared with the predicted cross
sections estimated with POWHEG. These results are consistent with the SM expectations.
Table 6: The W+W− production cross section in fiducial regions defined by requiring no jets at
particle level with jet pT thresholds as listed.
pjetT (GeV) σzero-jet measured (pb) σzero-jet predicted (pb)
>20 36.2± 0.6 (stat)± 2.1 (exp)± 1.1 (theo)± 0.9 (lumi) 36.7± 0.1 (stat)
>25 40.8± 0.7 (stat)± 2.3 (exp)± 1.3 (theo)± 1.1 (lumi) 40.9± 0.1 (stat)
>30 44.0± 0.7 (stat)± 2.5 (exp)± 1.4 (theo)± 1.1 (lumi) 43.9± 0.1 (stat)
The W+W− cross section is also measured in the different-flavor zero-jet category, which is the
most precise channel. The fiducial region is defined at generation level by requiring no jets
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with |ηjet| < 4.7 and a given maximum jet pT for events with prompt leptons with pT > 20 GeV
and |η| < 2.5 before final-state radiation. In this case leptonic τ decays are not considered as
part of the signal. The signal efficiency for this selection at generator level excluding τ lepton
decays is 31.8% for a jet pT threshold of 30 GeV. The measured cross sections are summarized
in Table 7 and compared with the predicted cross sections estimated with POWHEG.
Table 7: The W+W− production cross section in fiducial regions defined by requiring zero jets
at particle level with varying jet pT thresholds and requiring prompt leptons with pT > 20 GeV
and |η| < 2.5, before final-state radiation.
pjetT (GeV) σzero-jet,W→`ν measured (fb) σzero−jet,W→`ν predicted (fb)
>20 223± 4 (stat)± 13 (exp)± 7 (theo)± 6 (lumi) 228± 1 (stat)
>25 253± 5 (stat)± 14 (exp)± 8 (theo)± 7 (lumi) 254± 1 (stat)
>30 273± 5 (stat)± 15 (exp)± 9 (theo)± 7 (lumi) 274± 1 (stat)
Since both fiducial cross section measurements are restricted to the zero-jet category, most sys-
tematic uncertainties are calculated in the same way as in the inclusive analysis, except the un-
derlying event, PDFs, and renormalization and factorization scales effects related to the W+W−
signal. In these cases the uncertainty is estimated as the largest difference among the three sig-
nal MC generators, POWHEG, MADGRAPH, and MC@NLO, for the fraction of reconstructed
events outside the fiducial region and passing the full analysis selection. Fractionally, the the-
oretical uncertainty changes from 5% to 3%.
8 Normalized differential W+W− cross section measurement
The normalized differential W+W− cross section(1/σ)dσ/dX is determined as a function of
different X variables: the leading lepton p`T, max, the transverse momentum of the dilepton sys-
tem p``T , the invariant mass m``, and the angular separation in the transverse plane between the
two leptons ∆φ``. The measurements are performed using unfolded distributions from events
with zero jets and the e±µ∓ final state only. Leptonic τ decays are not considered as part of the
signal.
The fiducial cross section is determined by the event yield in each bin after subtracting back-
grounds. Each distribution is then corrected for event selection efficiencies and for detector
resolution effects in order to be compared with predictions from event generators. The detec-
tor resolution corrections vary between 5% and 15% depending on the variable and the bin.
The correction procedure is based on unfolding techniques, as implemented in the RooUn-
fold toolkit [53], which provides both singular value decomposition (SVD) [54] and the iter-
ative Bayesian [55] methods. Both algorithms use a response matrix that correlates the ob-
servable with and without detector effects. Regularization parameters are tuned to obtain re-
sults that are robust against numerical instabilities and statistical fluctuations. The unfolding
is performed with the SVD method, and we cross-check the results with the iterative Bayesian
method. We found a good agreement within uncertainties between both methods. The dif-
ferential cross section is derived by dividing the corrected number of events by the integrated
luminosity and by the bin width.
For each measured distribution, a response matrix is evaluated using qq → W+W− events
(generated with POWHEG) and gg → W+W−, after full detector simulation. In order to min-
imize the model uncertainties due to unnecessary extrapolations of the measurement outside
the experimentally well-described phase space region, the normalized differential cross section
is determined in a phase space defined at the particle level by considering prompt leptons be-
15
fore final-state radiation, with pT > 20 GeV and |η| < 2.5. Events with one or more jets with
pT > 30 GeV and |η| < 4.7 are rejected.
The systematic uncertainties in each bin are assessed from the variations of the nominal cross
section by repeating the full analysis for every systematic variation. The difference with re-
spect to the nominal value is taken as the final systematic uncertainty for each bin and each
measured observable. By using this method, the possible correlations of the systematic uncer-
tainties between bins are taken into account. Those systematic uncertainties that are correlated
across all bins of the measurement, and therefore mainly affect the normalization, cancel out
at least partially in the normalized cross section. The uncertainty also includes the statistical
error propagation through the unfolding method using the covariance matrix and the differ-
ence in the response matrix from MADGRAPH, POWHEG, and MC@NLO, the latter being almost
negligible.
Various differential cross sections in interesting kinematic variables are presented in Fig. 3. The
measurements, including gg → W+W−, are compared to the predictions from MADGRAPH,
POWHEG, and MC@NLO, normalized to the recent QCD calculations up to approximate NNLO
precision [6]. The predictions from MADGRAPH are shown with statistical uncertainties only.
No single generator performs best for all the kinematic variables, although POWHEG does better
than the others. Data and theory show a good agreement for the m`` and the p``T distributions,
within uncertainties, except for the MC@NLO generator which predicts a softer p``T spectrum
than observed. In case of the p`T, max distribution, the MADGRAPH prediction shows an excess
of events in the tail of the distribution compared to data, while POWHEG shows a reasonable
agreement and MC@NLO shows a good agreement. We observe more significant differences
in the shape of the ∆φ`` for all the three generators as compared to the data. Depending on
the choice of MC generator, some of the differential cross sections show discrepancies up to
20%, in extreme cases even up to 50%, when comparing with a LO generator. These deviations
are covered by the typical background uncertainties of Run 1 searches for physics beyond the
SM. A better modelling of the WW background will be required to reduce the corresponding
systematic uncertainties for Run 2, however.
9 Limits on anomalous gauge couplings
Beyond-standard-model (BSM) physics effects in pp→W+W− can be described by a series of
operators with mass dimensions larger than four in addition to the dimension-four operators
in the SM Lagrangian. In the electroweak sector of the SM, in an EFT interpretation [10], the
first higher-dimension operators made solely from electroweak vector fields and the Higgs
doublet have mass dimension six. There are six different dimension-six operators that generate
ATGCs. Three of them are C- and P-conserving while the others are not. In this analysis, we
only consider models with C- and P-conserving operators. In the HISZ basis [56], these three
operators are written as:
cWWW
Λ2
OWWW = cWWWΛ2 Tr[WµνW
νρW µρ ],
cW
Λ2
OW = cWΛ2 (D
µΦ)†Wµν(DνΦ),
cB
Λ2
OB = cBΛ2 (D
µΦ)†Bµν(DνΦ).
(3)
The parameter Λ is the mass scale that characterizes the coefficients of the higher-dimension
operators, which can be regarded as the scale of new physics. The three operators in Eq. (3)
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Figure 3: Normalized differential W+W− cross section as a function of the leading lepton
pT (p`T, max) (top left), the transverse momentum of the dilepton system (p
``
T ) (top right), the
invariant mass (m``) (bottom left) and the angular separation between leptons (∆φ``) (bottom
right). Both statistical and systematic uncertainties are included. The hatched area in the ratio
plots corresponds to the relative error of the data in each bin. The measurement, including
gg→W+W− is compared to predictions from MADGRAPH, POWHEG, and MC@NLO.
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generate both ATGC and Higgs boson anomalous couplings at tree level and modify the pp→
W+W− cross section. In the absence of momentum-dependent form factors, the traditional
LEP parametrization of ATGCs can be related to the values of the coupling constants of the
dimension-six electroweak operators [10] as summarized in Eq. 4:
δ(cWWW/Λ2) =
2
3g2MW2
δλγ,
δ(cW/Λ2) =
2
MZ2
δgZ1 ,
δ(cB/Λ2) = 2
√(
δκγ
MW2
)2
+
(
δgZ1
MZ2
)2
.
(4)
The dataset selected for the W+W− cross section measurement is used to bound cWWW/Λ2,
cW/Λ2, and cB/Λ2. For this measurement, we require the events to have zero reconstructed
and identified jets with pT > 30 GeV and |η| < 4.7. We use the m`` distribution because it is
robust against mismodeling of the transverse boost of the W+W− system and is sensitive to the
value of the coupling constants associated with the dimension-six operators. A binned Poisson
log-likelihood comparing the data and simulated m`` distributions is computed. The template
histograms representing various values of the ATGCs are prepared using W+W− simulated
events generated with MADGRAPH using a Lagrangian that contains the SM interaction terms
and the three operators above. Thus, the simulation includes the pure SM contribution, the
ATGC contribution, the Higgs boson anomalous coupling contribution, and the interference
between the SM and ATGC contributions. The hard-scattering simulation includes up to one
hard parton in the final state [57]. The detector response to the events is obtained using the
detailed CMS detector simulation. The various background yields described in Section 5 are
added to the m`` distribution from the simulated signal events. As an example of the templates,
Fig. 4 shows the m`` distribution for one set of values of cWWW/Λ2, cW/Λ2, and cB/Λ2.
Templates of the m`` distribution are prepared for different hypothetical values of the coupling
constants cWWW/Λ2, cW/Λ2, and cB/Λ2. We consider both the cases in which only one of the
coupling constants has a nonzero value, and the cases in which two of them are varied simul-
taneously. The correlations between the measured coupling constants are not strong, so we do
not consider the case in which the three coupling constants are allowed to vary simultaneously.
Thus, the results presented here assume that the symmetries of the BSM theory would only al-
low either one or two of the dimension-six electroweak operators to contribute appreciably.
The expected number of events in each bin of the template histograms is interpolated us-
ing polynomial functions as a function of the coupling constants to create a continuous
parametrization of the model. A profile likelihood fit to the data for each coupling-constant
hypothesis is performed using the method described in Section 7.
Figure 5 shows the 2D likelihood profiles at 68% and 95% confidence levels (CL) for the three
cases in which two coupling constants are allowed to vary. Using the templates prepared with
a single non-zero coupling constant, we measure the values of cWWW/Λ2, cW/Λ2, and cB/Λ2
individually. The result of the 1D likelihood fit at 95% CL intervals are given in Table 8.
In general, EFT predictions are valid if they maintain a separation between the scale of the
momentum transfer in the process and the scale of new physics and if they preserve unitar-
ity [58]. The first condition implies an upper bound on |(c/Λ2)sˆ| of (4pi)2 ≈ 158, although a
specific new physics model may be more restrictive. The second condition requires an anal-
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Figure 4: The m`` distribution with all SM backgrounds and cW/Λ2 = 20 TeV−2, cWWW/Λ2 =
20 TeV−2, and cB/Λ2 = 55 TeV−2. The events are selected requiring no reconstructed jets with
pT > 30 GeV and |η| < 4.7. The last bin includes all events with m`` > 575 GeV. The hatched
area around the SM distribution is the total systematic uncertainty in each bin. The signal
component is simulated with MADGRAPH and contains the qq → W+W−, the nonresonant
gg→W+W−, and the gg→ H→W+W− components.
Table 8: Measured cWWW/Λ2, cW/Λ2, and cB/Λ2 coupling constants and their corresponding
95% CL intervals. Results are compared to the world average values, as explained in the text.
Coupling constant This result Its 95% CL interval World average
(TeV−2) (TeV−2) (TeV−2)
cWWW/Λ2 0.1+3.2−3.2 [−5.7, 5.9] −5.5± 4.8 (from λγ)
cW/Λ2 −3.6+5.0−4.5 [−11.4, 5.4] −3.9+3.9−4.8 (from gZ1 )
cB/Λ2 −3.2+15.0−14.5 [−29.2, 23.9] −1.7+13.6−13.9 (from κγ and gZ1 )
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Figure 5: Two-dimensional observed (thick lines) and expected (thin lines) 68% and 95% CL
contours. The contours are obtained from profile log-likelihood comparisons to data assuming
two nonzero coupling constants: cWWW/Λ2× cW/Λ2, cWWW/Λ2× cB/Λ2, and cW/Λ2× cB/Λ2.
The cross markers indicate the best-fit values, and the diamond markers indicate the SM ones.
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ysis of each operator, and sets the limits [59]: |(cWWW/Λ2)sˆ| < 85, |(cW/Λ2)sˆ| < 205, and
|(cB/Λ2)sˆ| < 640. For the experimental limits on the operatorOWWW given on Table 8, the most
stringent constraint comes from the second condition and implies validity for
√
sˆ < 3.8 TeV.
The operators OW and OB are constrained by the first condition to be valid for
√
sˆ < 3.7 TeV
and
√
sˆ < 2.3 TeV, respectively. In all three cases we expect all the data to have
√
sˆ within the
EFT range of validity. At the extreme hypothesis, for which the bounds are derived, only 3% of
the selected W+W− events are expected to have
√
sˆ > 2.3 TeV. Within the limits of this inter-
pretation, no evidence for anomalous WWZ and WWγ triple gauge-boson couplings is found.
Our results are compared to the world average values expressed in terms of λγ, gZ1 and κγ cou-
plings. These world average values are driven by the LEP results [49, 60]. The conversion of
the world average values from λγ, gZ1 and κγ couplings to the EFT formalism is done using the
results from Ref. [10] and ignoring correlations as summarized in Eq. 4. These results represent
an improvement in the measurement of cWWW/Λ2.
10 Summary
This paper reports a measurement of the W+W− cross section in pp collisions at a center of
mass energy of 8 TeV, using an integrated luminosity of L = 19.4± 0.5 fb−1. The measured
W+W− cross section is 60.1± 0.9 (stat)± 3.2 (exp)± 3.1 (theo)± 1.6 (lumi) pb = 60.1± 4.8 pb,
consistent with the NNLO theoretical prediction σNNLO(pp→ W+W−) = 59.8+1.3−1.1 pb. We also
report results on the normalized differential cross section measured as a function of kinematic
variables of the final-state charged leptons and compared with several predictions from per-
turbative QCD calculations. Data and theory show a good agreement for the m`` and the p``T
distributions within uncertainties, but the MC@NLO generator predicts a softer p``T spectrum
compared with the data events. In case of the p`T, max distribution, the MADGRAPH predic-
tion shows an excess of events in the tail of the distribution compared to data, while POWHEG
shows a reasonable agreement and MC@NLO shows a good agreement. We also observed dif-
ferences in the shape of the ∆φ`` for the three generators compared to the data. No evidence for
anomalous WWZ and WWγ triple gauge-boson couplings is found, and limits on their magni-
tudes are set. These new limits are comparable to the current world average, and represent an
improvement in the measurement of the coupling constant cWWW/Λ2.
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