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PICARD-FUCHS EQUATIONS, INTEGRABLE
SYSTEMS AND HIGHER ALGEBRAIC K-THEORY
PEDRO LUIS DEL ANGEL AND STEFAN MU¨LLER-STACH
Abstract. This paper continues the work done in [9] and is an
attempt to establish a conceptual framework which generalizes the
work of Manin [21] on the relation between non-linear second or-
der ODE of type Painleve´ VI and integrable systems. The prin-
ciple behind everything is a strong interaction between K-theory
and Picard-Fuchs type differential equations via Abel-Jacobi maps.
Our main result is an extension of a theorem of Donagi and Mark-
man [12].
Dedicated to Andrei Tyurin
Introduction
In [21], building up on his work on the functional Mordell conjecture,
Y.I.Manin has found a framework in which the relation between Picard-
Fuchs differential equations for the Legendre family of elliptic curves
and the non-linear equations of type Painleve´ VI due to Richard Fuchs
can be connected to mathematical physics and the theory of integrable
systems. One consequence of this is an approach for the understanding
of mirror symmetry in the case of Fano manifolds.
Inspired by his work and the related work of Griffiths [16] about dif-
ferential equations satisfied by normal functions associated to classical
cycles, we have imitated the relation between periods and non-linear
equations in the case of K3 surfaces in [9]. It turned out that there
the role of classical algebraic cycles, e.g. sums of points, has to be
replaced by elements in higher algebraic K-groups [26], resp. motivic
cohomology groups [2].
In this paper we attempt to push these ideas further in the case of fam-
ilies of Calabi-Yau manifolds f : X → B of relative dimension d. We
study the differential equations obtained from algebraic cycles in higher
Chow groups CHp(X, n) which have good intersection with each fiber
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of f when 2p − n − 1 = d. These can be looked at as generalizations
of non-linear ODE of order less than or equal to the rank of the local
system associated to Rdf∗C. We describe the connection to the theory
of analytically completely integrable Hamiltonian systems (with non-
complete fibers) and give several examples where the computations are
partially worked out. This part builds up on work of Donagi and Mark-
man [12]. The upshot is that algebraic K-theory brings a new flavour
to the theory of Hamiltonian systems and conversely we get new insight
into differential integrable systems via generalized Abel-Jacobi maps.
There is a general understanding that mirror symmetry also plays a
role in such investigations, but we are still far from understanding the
connection to mathematical physics.
We want to emphasize that these notes have a certain survey char-
acter required by the publisher. However all new results come with
a self–contained proof, except some announcements made in the last
section.
1. Symbol map and Picard-Fuchs operators
Let f : X → B a smooth family of projective manifolds of dimension
d over C, where we assume that B is a smooth curve. Recall that the
short exact sequence
0→ TX/B → TX → f
∗TB → 0
induces the Kodaira-Spencer map:
TB = f∗f
∗TB → R
1f∗TX/B
whose iterated d-fold cup product (a standard method in IVHS) pro-
duces a map
SdTB → S
dR1f∗TX/B → Hom(f∗Ω
d
X/B, R
df∗O) ∼= (L
∨)2
since (Rdf∗O)
∨ = f∗Ω
d
X/B =: L, a vector bundle over B, which is a line
bundle in the case where all fibers have trivial canonical bundle, e.g.
in the case of Calabi-Yau manifolds. Summarizing, we obtain a symbol
map
SdTB → (L
∨)2,
or, what amounts to the same, a section of SdΩ1B ⊗ (L
∨)2. It is also
possible to write a version of this with logarithmic poles along the
boundary divisor of a smooth compactification of B as follows:
SdTB(− log Σ)→ (L¯
∨)2,
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where one has the following commutative diagram
∆ ⊂ X¯ ← X
↓ ↓ f¯ ↓ f
Σ ⊂ B¯ ← B
and L¯ := f¯∗Ω
d
X/B(log∆). Here Σ = B¯ \ B and ∆ = f¯
−1(Σ) are re-
duced normal crossing divisors. This situation can be obtained after
semistable reduction.
For a smooth family as before f : X → B, one has a canonical class of
local systems on B, given by the vanishing of the Gauß-Manin connec-
tion ∇ on the higher direct images of C,
∇ : Rkf∗C⊗OB → R
kf∗C⊗ Ω
1
B.
Let D be the sheaf of algebraic differential operators on B. Remember
that D admits a filtration by the order of the operator, in particular
one has a short exact sequence
0→ D≤m−1 → D≤m → SmTB → 0
A homogenous element in the image of D≤m under the last map will
be called an m-symbol. Differential operators act via the Lie derivative
on relative holomorphic k–forms:
D ⊗ f∗Ω
k
X/B → R
kf∗C⊗OB, σ ⊗ ω 7→ Lσ(ω),
see [20]. If the rank of the (irreducible) local system Rkf∗C is m,
to any m-symbol σ one can associate a unique differential operator
Dσ, called the Picard-Fuchs operator of the symbol σ, which annihi-
lates all sections of Rkf∗C ([4], Corollary III.2.3.2). The associated
homogeneous differential equation Dσϕ = 0 is called the Picard-Fuchs
equation. In particular every such Dσ is contained in the left kernel of
D ⊗ f∗Ω
k
X/B → R
kf∗C⊗ OB. The collection of all Dσ defines an ideal
in the sheaf D of algebraic differential operators. In other words, for
every holomorphic relative k–form ω and every m-symbol σ there is a
(k − 1)-form β such that
Dσω = drelβ,
which we call the inhomogenous Picard-Fuchs equation. More gener-
ally, if Rkf∗C is not an irreducible representation of the monodromy
group, let r be the rank of a maximal irreducible representation M
contained in it. Then to any r-symbol σ there corresponds a unique
differential operator Dσ annihilating all sections of M . Sometimes, if
we do not want to specify σ we will write DPF instead of Dσ. But the
reader should be warned that these differential ideals are not always
principal ideals. After integration over non-closed topological chains,
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the equation Dσω = drelβ is mainly responsible for the appearance of
new differential equations. We will use this construction in the case
where k = d and f : X → B is a family of Calabi-Yau manifolds.
2. Cycle class maps from motivic cohomology into
Deligne cohomology
Recall the following definition:
Definition 2.1. A Calabi-Yau variety X is a projective complex man-
ifold of dimension d with the property that the canonical bundle KX =
ΩdX = OX is trivial and h
0(ΩiX) = 0 for 1 ≤ i ≤ d− 1.
Why are Calabi-Yau manifolds interesting for our purpose? The
point is that the motive hd(X) is interesting, as shown first by Griffiths
[15] and later generalized by Voisin [29] in the case where d = 3. In
fact, what we do in the following is equally interesting in the more
general case where KX is trivial, e.g. in the case of abelian varieties.
There are cycle class maps defined by Bloch (see [3]) which can be
realized by explicit Abel-Jacobi type integrals. There are formulas in
[13] for real Deligne cohomology, general formulas have recently been
given in [17] which we describe now. The maps
cp,n : CH
p(X, n) −→ H2p−nD (X,Z(p))
were defined first by Bloch in [3] using Deligne cohomology with sup-
ports for classical cycles and a spectral sequence construction. The
abelian groups H2p−nD (X,Z(p)) sit in exact sequences
0→ Jp,n(X)→ H2p−nD (X,Z(p))→ F
pH2p−n(X,Z(p))→ 0,
where
Jp,n =
H2p−n−1(X,C)
F p +H2p−n−1(X,Z(p))
are generalized intermediate Jacobians. Note that, if n = 0 we get the
Griffiths intermediate Jacobians and for p = 1, n−1 (resp.) the classical
Jacobian, resp. Albanese tori, which are Abelian varieties. Griffiths
intermediate Jacobians are not abelian varieties in general but they are
non-degenerate compact tori. The generalized intermediate Jacobians
are no longer compact, but they are still complex manifolds and vary
holomorphically in families. If we restrict to cycles homologous to zero,
we obtain Abel-Jacobi type maps [3, 18, 17]
cp,n : CH
p(X, n)hom −→ J
p,n(X).
For those we have explicit formulas found be M. Kerr [18] (real versions
can be found in [13]): consider an irreducible subvariety W ⊂ X ×
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
n, of codimension p, (using the cubical complex description), with
coordinates (z1, . . . , zn), together with projections π1 : X × 
n → X
and π2 : X × 
n → n. Let α ∈ F d−p+1H2d−2p+n+1(X,C). One
considers the current associated to W :
α 7→
1
(2πi)d−p+n
[∫
W\(W∩pi−1
2
([0,∞]×n−1)
π∗2
(
log z1d log z2 ∧ . . . ∧ d log zn
)
∧ π∗1α
−(2πi)
∫
{W∩pi−1
2
([0,∞]×n−1)}\{W∩pi−1
2
([0,∞]2×n−2)}
π∗2
(
log z2d log z3 ∧ . . . ∧ d log zn
)
∧ π∗1α
+ · · ·+ (−1)n−1(2πi)n−1
∫
W∩pi−1
2
([0,∞]n−1×1)
π∗2(log zn) ∧ π
∗
1α+ (−1)
n(2πi)n
∫
Γ
π∗1α
]
,
where ∂Γ = W ∩ π−12 ([0,∞]
n) (the existence of Γ follows from W
being homologous to zero, since the homology class of W is given by
W ∩π−12 ([0,∞]
n)). If 2p−n− 1 = d (i.e., n = 2p− d− 1), then we can
truncate these maps and get
cp,n : CH
p(X, n)hom −→
H0(X,ΩdX)
∗
Hd(X,Z)
.
The group on the right hand side is no longer a manifold since we divide
by a subgroup of rank bigger than the real dimension of H0(X,ΩdX),
which is 2 in our case. If we assume furthermore that p ≤ d, then,
given a cycle W ∈ CHp(X, 2p− d− 1), we have the formula
cp,n(W ) = (−1)
n 1
(2πi)d−p
·
∫
Γ
ωX ,
since the holomorphic d-form α vanishes onW , as dim(W ) = p−1 < d.
Γ is as above and satisfies
∂Γ =
∑
j
(f
(j)
1 , ..., f
(j)
n )
−1([0,∞]n) =
∑
j
n⋂
ℓ=1
(f
(j)
ℓ )
−1([0,∞]).
Note that dimR(Γ) = 2 dim(W )−n = d in this situation. If p > d then
the truncated Abel-Jacobi map involves more integrals. An interesting
example is CH2hom(X, 2) for d = 1, i.e., where X is an elliptic curve.
More generally such examples are given by the groups CHd+1(X, d+1)
for arbitrary d.
3. Higher Chow groups of algebraic surfaces
Let X be a complex projective surface and Z ⊆ X a normal cross-
ing divisor with complement U = X \ |Z|. Then we have an exact
localization sequence
. . .→ CHr+1(U, r + 1)
∂
→CHr(Z, r)→ CHr+1(X, r)→ . . .
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We are interested in the groups CHr+1(X, r) and, in view of this
sequence, we are looking to have control over the group CHr(Z, r)
which is of Milnor-type and hence combinatorially easy to describe.
We also would like to give criteria when classes in CHr(Z, r) come
from CHr+1(U, r + 1) via the coboundary map ∂. There is a spectral
sequence
Ea,b1 = CH
a+n(Z [−a], 1− b) =⇒ CHn−1(Z,−a− b)
computing higher Chow groups of Z from its smooth components Zi.
Let Z [1] :=
∐
i Zi and Z
[2] :=
∐
i<j Zi ∩ Zj. In particular for r = 1, 2,
we have
CHr(Z [1], r)→ CHr(Z, r)→ CHr(Z, r)ind → 0,
and
CHr(Z, r)ind = Ker
(
CHr−1(Z [2], r − 1)→ CHr(Z [1], r − 1)
)
.
Hence
CH1(Z, 1)ind = Ker
(
Z[Z [2]]→ Pic(Z [1])
)
,
and
CH2(Z, 2)ind = Ker
(
CH1(Z [2], 1)→ CH2(Z [1], 1)
)
.
For r = 1, this observation had been the motivation to find complex
projective surfaces with large motivic cohomology groups CH2(X, 1)
in [23]:
Theorem 3.1. [23] Let X ⊆ P3 be a very general quartic hypersurface
containing a line. Then CH2(X, 1)ind is not a torsion group, i.e., it
contains elements with no integer multiple which is decomposable.
In [8], Collino has independently found indecomposable cycles in
CH2(X, 1) on Jacobian surfaces. Related examples were found by Gor-
don and Lewis [14], the authors [9], Morihiko Saito [28], Voisin and
Oliva (both unpublished). In [24] this method was further exploited in
the case r = 2 using some new techniques of Asakura and Saito:
Theorem 3.2. [23, 24] Let X ⊆ P3 be a very general hypersurface of
degree d and let Z = ∪Zi be a NCD with Zi very general hypersurface
sections of degrees ei. Then
(1) If d ≥ 5, CH2(U, 2)→ CH1(Z, 1)ind is surjective.
(2) Assume d ≥ 6 and that all triples (ei, ej , ek) 6= (1, 1, 2). Then
CH3(U, 3)→ CH2(Z, 2)ind is surjective as well.
Using the same methods one can also detect cycles in CH2(X, 1) and
CH3(X, 2). Here is a typical application:
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Example 3.3. Let K be a general cubic polynomial in C[x0, ..., x3].
On the family Xu,v = {Fu,v = x
5
0 + x1x
4
2 + x2x
4
1 + x
5
3 + ux
2
1x
3
2 +
vx0x3K = 0}, u, v ∈ C, of quintic surfaces, there exist elements
Zu,v in CH
3(Xu,v, 2) such that, for u, v ∈ C very general, every integer
multiple of these elements is not contained in the image of Pic(Xu,v)⊗
K2(C).
Note that the parameter v is redundant since it is already contained
in the coefficients of the cubic form K. However in the proof we fix
K = x20x1 + x0x1x2 + x0x
2
2 + x
3
2 + x0x1x3 and vary u and v in a 2-
dimensional local parameter space to compute the infinitesimal data.
In an appendix to [24], Collino has constructed the following very in-
teresting examples on K3 surfaces:
Theorem 3.4. [24] On every (very) general quartic K3-surface S,
there exists a 1–dimensional family of elements Zt in CH
3(S, 2) such
that, for t very general, every integer multiple of these elements is not
contained in the image of Pic(S)⊗K2(C).
All these cycles originate from the existence of smooth bielliptic hy-
perplane sections C of genus 3 on S, which means that there exists a
double cover C → E onto a smooth elliptic curve E. Their existence
is guaranteed by the following fact: on every general quartic surface S
there exists a 1-dimensional family of bielliptic curves Ct such that the
underlying family Et of elliptic curves has varying j-invariant.
We refer to section 5 for the construction of indecomposable elements
in CH2(X, 1) of other K3-surfaces which can be detected using differ-
ential equations as in [9].
4. Poisson structures on generalized intermediate
Jacobians
Here we define the structure of a completely integrable Hamiltonian
system with in general non-compact leaves on the generalized inter-
mediate Jacobians from section 2. The normal functions associated to
cycles in higher Chow groups are shown to be isotropic subvarieties of
the corresponding Poisson (i.e., degenerate symplectic) structure. In
the case of classical intermediate Jacobians this is a theorem of Donagi
and Markman [12]. See also Voisin’s book [30, page 12-14] and compare
with [21] in the case of elliptic curves. Many famous classical examples
of integrable systems can be found in [19].
Definition 4.1. (cf. [12]) A holomorphic symplectic structure on a
complex manifoldM is given by a holomorphic (2,0)–form σ ∈ H0(X,Ω2X)
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such that the contraction operator
⌋σ : TM → Ω
1
M
induces an isomorphism.
In particular, the complex dimension of M is even. Under this iso-
morphism, the differential df of every function f corresponds to a vector
field Xf . The flow of Xf determines a dynamical system and one wants
to know when it is integrable.
Definition 4.2. A complex Poisson manifold is a complex manifold
with a bracket {−,−} on C∞-functions which is a derivation in each
argument and satisfies a Jacobi identity (Lie algebra structure). Every
symplectic structure induces a Poisson structure on M via {f, g} :=
σ(Xf , Xg). On the other hand, any Poisson manifold determines a
global tensor Ψ ∈ H0(M,Λ2TM ) with the property Ψ(df, dg) = {f, g},
which in the symplectic case is just (⌋σ)−1. The rank of a Poisson man-
ifold M is given by the rank of Ψ. An analytically completely integrable
Hamiltonian system is a set of pairwise Poisson commuting analytic
functions F1, . . . , Fm such that the analytic map F = (F1, . . . , Fm) :
M → B ⊂ Cm is submersive with rank equal to dimM − 1
2
rankΨ at
every point.
Each of the functions Fi is called a Hamiltonian function and the
corresponding vector fields are called Hamiltonian vector fields. In this
case Liouville’s theorem guarantees that the fibers of F have a natural
affine structure and the flow of the Hamiltonian fields XFi is linear.
Hence they are generalized tori and compact if and only if F is proper.
A generalized torus here is a quotient of Cn by a discrete subgroup Zg
where 2g ≤ n. We say that the Hamiltonian system is algebraically
completely integrable, if F : M → B is a surjective algebraic morphism,
where degenerate algebraic fibers are allowed. This property implies
that such systems are integrable via generalized Theta–functions. Here
is one more important definition:
Definition 4.3. A subvariety Z of a symplectic manifold (M,σ) is
Lagrangian, if the tangent space TZ,z to each generic point z ∈ Z is
isotropic and co-isotropic, i.e., maximally isotropic. If (M,Ψ) is only
Poisson, then we replace the tangent bundle TM by the image T of the
induced map ⌋Ψ : Ω1M → TM in the definition of Lagrangian subspace,
see [12, Def. 2.5.].
Note that the rank of Ψ can vary, but there always exists a strat-
ification of M into Poisson strata of constant rank r of Ψ, which are
themselves foliated into symplectic leaves, i.e., on which there is an
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induced symplectic structure of rank r.
Let f : X → B a smooth and locally universal family of d-dimensional
Calabi-Yau manifolds with smooth base B and Hd be the flat vector
bundle on B associated to the d-th cohomology of the fibers. We also
denote by Hd
Z
⊂ Hd the local system of integral cohomology classes.
The set of Hodge bundles is given by holomorphic subbundles
Fd ⊆ . . . ⊆ F1 ⊆ F0 = Hd.
The bundle Fd is the same as the relative dualizing sheaf f∗ωX/B and is
a line bundle since the fibers are Calabi-Yau manifolds. These vector
bundles are equipped with the Hodge metric. In particular we have
metric isomorphisms for all i,
Hd/F i ∼= (Fd−i+1)∨,
induced by the duality pairing
〈−,−〉 : Hd ⊗Hd → OB.
The Gauss-Manin connection on Hd is given as
∇ : Hd →Hd ⊗ Ω1B.
Using base change, we now pass to B˜ which is the total space of the line
bundle f∗ωX/B with the zero-section removed. All vector bundles on B
can be pulled back to B˜ along the natural projection map p : B˜ → B
and they are denoted by H˜d, H˜d
Z
and F˜ i respectively. Assume now that
2p− n − 1 = d, not necessarily with p ≤ d. The family of generalized
intermediate Jacobians J p,n → B pulls back to J˜ p,n → B˜. Note that
F˜d has a tautological section η, which in each point of B˜ picks up the
holomorphic d-form defined by this point. The Gauß-Manin connection
pulled back to B˜ and applied to η induces an isomorphism
∇•η : TB˜
∼=
−→F˜d−1
and hence, dually, an isomorphism between Ω1
B˜
and H˜d/F˜2, see [12,
thm. 7.7]. The proof of this fact is easy and consists of identifying the
exact sequences
0→ TB˜/B → TB˜ → p
∗TB → 0,
and
0→ F˜d → F˜d−1 → F˜d−1/F˜d → 0,
via the map ∇•η and the identification of TB,b = H
1(Xb, TXb) with
H1(Xb,Ω
d−1
Xb
), using the natural isomorphism TXb
∼= Ωd−1Xb .
Since the cotangent bundle on any complex manifold carries a natural
holomorphic symplectic structure, we conclude that H˜d/F˜2 carries a
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natural holomorphic symplectic structure, given by a 2-form dθ, where
θ is the tautological 1-form on Ω1
B˜
. We need the following description
of θ from [30]: at a point (τ, b) of H˜d/F˜2 over b ∈ B˜, we have that
θ(τ,b) = π
∗〈τ,∇η〉,
where π : H˜d/F˜2 → B˜ is the projection map. This fact follows im-
mediately from the definition of the contact form on any cotangent
bundle together with the isomorphism induced by ∇•η. The result-
ing 2-form dθ is a closed and non-degenerate holomorphic 2–form on
H˜d/F˜2 and defines therefore a symplectic holomorphic structure such
that the fibers of π are easily seen to be Lagrangian as in [30, 12].
Now the universal covering space of J˜ p,n is given by H˜d/F˜p, which
maps surjectively onto H˜d/F˜2 if p ≥ 2. Therefore we can pull back
dθ to H˜d/F˜p to get a Poisson structure. Note that the rank does not
change under pullback, so that we cannot expect to get a symplectic
structure anymore if p > 2. However the fibers of the map to B˜ are
still maximally isotropic subspaces since they come from pullbacks of
maximally isotropic subspaces.
Lemma 4.4. dθ descends to a closed 2-form σ on J˜ p,n. Furthermore
all fibers of π : J˜ p,n → B˜ are maximally isotropic.
Proof. As we remarked above, θ is given by the inner product 〈−,∇η〉
induced by the Hodge pairing on Hd and where η is as above. Now,
if two sections τ, τ ′ of H˜d/F˜p differ by a flat section λ ∈ H˜d
Z
, then θ
differs by π∗〈λ,∇η〉. But since λ is flat,
d〈λ,∇η〉 = 〈∇λ,∇η〉 = 0
and dθ is therefore invariant. Let σ be the induced form. The interme-
diate Jacobian fibers are Lagrangian by construction, since they have
this property for p = 2. 
With slightly more work one can even show that σ remains an exact
form, see [12]. For p = 2, this structure will descend to an honest
symplectic structure on the total space J˜ 2,n → B˜ if d ≤ 3 where
n = 3− d. In this case the fibers are generalized Lagrangian tori. The
reader may wonder about the Hamiltonian functions: they only come
up when we choose a level structure, i.e., a basis (ai) for the homology
group Hd(Xb,Z), respecting the polarized structure, e.g. a symplectic
basis for d odd. Then the fiber integrals
F (b) =
∫
ai
η(b)
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for i = 0, . . . , bd/2 (assuming d odd here) define pairwise commuting
Hamiltonian functions, called the canonical coordinates in mathemat-
ical physics, see [5].
On the other hand, if p = 1, then by our assumption 2p − n − 1 = d
we only get the possibility d = 1 and n = 0, which leads essentially to
the consideration of CH1(X) for an elliptic curve X .
So far we have proved the first part of the theorem of Donagi and
Markman. Their second result says that (for d = 2p− 1 and n = 0) all
quasi-horizontal normal functions (e.g., arising from cycles in higher
Chow groups which are defined over B and hence over B˜) have La-
grangian subspaces as images under the Abel-Jacobi map.
A similar result holds for generalized intermediate Jacobians, but note
that if p ≥ 3, then we only have a surjection H˜d/F˜p → H˜d/F˜2 and
therefore we can only expect the image of the normal functions to be
isotropic. We also refine the result to the case where the normal func-
tion is defined on an algebraic sublocus B′ ⊂ B:
Theorem 4.5. Assume that p ≤ d = 2p − n − 1 and p ≥ 2. Let ν :
B′ → J p,n any quasi-horizontal normal function defined on a (locally)
closed subset of B, i.e., one that satisfies ∇ν ∈ Fp−1 ⊗ Ω1B. Then the
image of ν˜ in J˜ p,n is an isotropic subvariety.
Proof. The essential point is that ν˜ is isotropic if and only if ν˜∗θ is a
closed form, because then dθ will be zero along the image of ν˜. To
prove this, we express again θ using 〈−,∇η〉 and we get
d(ν˜∗θ) = d〈ν˜,∇η〉 = d〈∇ν˜, η〉 = 0,
since, by quasi-horizonality, we have ∇ν˜ ∈ F˜p−1 ⊗ Ω1B and the pairing
〈F˜p−1, η〉 already gives zero by type reasons, since η ∈ F˜d and p−1 ≥ 1,
i.e., η pairs to zero with F˜p−1. 
Note that a normal function may be multivalued. The theorem shows
that such normal functions defined on the whole of B give rise to La-
grangian (maximally isotropic) subvarieties. We would also like to say
that the projection of ν˜ in J˜ p,n/F˜1 is an isotropic subvariety, but this
is not in general a manifold anymore.
Question 4.6. Do exotic symplectic structures like J p,n/F1 have a
rigorous mathematical meaning in another context?
5. More examples
As we remarked in section 4, the most natural and interesting time–
independent Hamiltonian systems occur in dimensions d ≤ 3 when
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p = 2. The case d = 1 was treated in the paper of Manin [21]: for the
family of elliptic curves given by the equation y2 = x(x−1)(x− t), one
has the inhomogeneous equation[
t(1− t)
∂2
∂t2
+ (1− 2t)
∂
∂t
−
1
4
]
dx
y
=
1
2
dE/P1
y
(x− t)2
,
where the derivatives are understood in the covariant sense, i.e., ∂x
∂t
= 0
since x is a flat coordinate and dE/P1t = 0 by definition of the relative
differential. In uniformized coordinates the non-linear equations take
the equivalent form
d2
dτ 2
z(τ) =
1
(2πi)2
∑
2e=0
αepz(z + e, τ),
where e runs through all 2-torsion points and pz is the derivative of
the Weierstrass p-function. The Hamiltonian function governing the
dynamical flow of the time-dependent Hamiltonian system in [21] is
given by
H =
y2
2
−
1
(2πi)2
∑
2e=0
αep(z + e, τ)
in (y, z, τ)-space. It is very interesting to compare this to our approach
and formulate a time-dependent version, see [10].
In dimension 3 we have the work of Griffiths [16]. This case is only
partly understood and we just mention that there is a possibility that
families of cycles in CH2hom(X) on Calabi-Yau 3-folds (e.g. differences
of pairs of lines on quintic 3-folds) can be characterized by their in-
homogenous Picard-Fuchs differential equations. The family of quintic
3-folds is discussed in [6, 7] in connection with arithmetic questions.
It remains to treat the case d = 2: here we have started to give some
examples related to Kummer surfaces in [9]. Their equations were given
by
Xb = {(x : y : z : w) ∈ P
3 | xyz(x+ y + z + bw) + w4 = 0}.
This is a one-dimensional family of K3 surfaces (quartic) with generic
Picard number 19 (see [25] for this and other properties). Its mirror
family is the family of all quartic K3 surfaces
f =
4∑
i=1
x4i − t
4∏
i=1
xi = 0.
let us work out the inhomogenous Picard-Fuchs equation in this exam-
ple: the algorithm of [22] produces the inhomogeneous equation
((t4−256)(t
∂
∂t
)3w+2t4(t
∂
∂t
)2+
7
6
t4(t
∂
∂t
)−
1
6
t4)ω =
1
3
dF [3]+
1
6
dF [2]+
1
6
dF [1],
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where
F [3] = 1
f3
((−16x1t
5x2x
4
3x
4
4 + 64x
4
2t
4x33x
3
4)dx3dx4
+(−x31t
7x22x
3
3x
2
4 + 64x
4
3t
4x32x
3
4)dx2dx4
+(−4x21t
6x2x
5
3x
2
4 + 64x
4
4t
4x32x
3
3)dx2dx3
+(−x32t
7x21x
3
3x
2
4 + 16x
5
3t
5x2x
4
4)dx1dx4
+(−4x22t
6x1x
5
3x
2
4 + 16x
5
4t
5x2x
4
3)dx1dx3
+(−4x63t
6x1x2x
2
4 + x
3
4t
7x21x
2
2x
3
3)dx1dx2),
F [2] = 1
f2
(−x2(8t
5x1x
4
3 − 2t
6x21x2x3x4)dx3dx4
+(x1(−4t
5x3x
4
4 − 8t
5x41x3)− x3(8t
5x1x
4
3 − 2t
6x21x2x3x4))dx2dx4
+(−x21t
6x2x3x
2
4 − x4(8t
5x1x
4
3 − 2t
6x21x2x3x4))dx2dx3
+x2(−4t
5x3x
4
4 − 8t
5x41x3)dx1dx4 − x
2
2x1t
6x3x
2
4dx1dx3
+(−x23x1t
6x2x
2
4 − x4(−4t
5x3x
4
4 − 8t
5x41x3))dx1dx2),
and
F [1] = 1
f
(−2x2t
5x1dx3dx4 − 4x1t
5x3dx2dx4
−x1t
5x4dx2dx3 − 2x2t
5x3dx1dx4
+x2t
5x4dx1dx3 + 3x3t
5x4dx1dx2).
6. Outlook
In this section we want to give an outlook for the reader and present
some ideas which came up after the conference in Toronto. Assume
again that 2p− n− 1 = d and p ≤ d. For every family f : X → B and
every cycle Z ∈ CHp(X, n) which is defined after restriction to every
fiber, we get a complex function ν,
ν(b) = c¯p,n(Z|Xb) =
∫
Γb
ωXb,
induced by the truncated Abel-Jacobi map c¯p,n from section 2 on each
member of the family. The function ν(b) is holomorphic on B but has
singularities along the boundary B¯ \B of a compactification B¯. Using
the notations from section 1, we have:
Theorem 6.1. [10] For all symbols σ, Dσν(b) has at most poles in the
points in B¯\B, i.e., becomes a rational function on the compactification
B¯.
Proof. See [10]. 
The proof is a clarification and generalization of the result in [9] for
the case of K3 surfaces. It uses Clemens’ extension theory of normal
functions together with the results of [27]. This result can be used
to prove several consequences. Assume that f : X → B is as above
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with B and the cycle Z being defined over Q¯. Such a situation can
for example be achieved by spreading out a cycle on a generic fiber Xη
over the field obtained by the compositum of its field of definition and
the function field of η. In other words all transcendental elements in
the equations of Xη and Z occur in the coordinates of B. Then there
is a unique choice of relative canonical d-form by spreading out also ω
from Xη.
Theorem 6.2. In this situation, the rational function g has coefficients
in Q¯.
Proof. See [10]. 
Such questions can be used to reprove the countability result [23,
Cor. 3.3].
In the paper of Manin [21], the general formalism of µ–equations in
the context of families of algebraic curves was established. This was
used by him already in the solution of the functional Mordell conjec-
ture. Let us explain how to generalize this and assume that we can
solve DσωX = dβ for some (d− 1)-form β, where Dσ is one of the gen-
erators of the differential ideal of Picard-Fuchs equations, see section
1. If we have a fibration Γ→ B where Γ is a relative singular chain of
real dimension d, then we are looking at the equation
Dσ
∫
Γ
ω =
∫
γ
i∗β + T,
for some relative (d − 1)-form β and where i : γ →֒ X is the inclusion
of γ = ∂Γ in the total space X . The term T arises from differenti-
ating the boundary of Γ. This formalism is a direct generalization of
[21, formula (1.5)]. The connection between non-linear equations and
inhomogenous Picard-Fuchs equations is a direct consequence of these
µ-equations. In [10] we give more examples of non-linear equations
arising from higher dimensional examples.
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