



Detekcija razpok v steklu z
metodami strojnega vida
Magistrsko delo
Mentor: doc. dr. Janez Perš
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6 Zaključek 93
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Seznam slik ix
4.2 Predlagan pristop za razvoj razvrščevalnika vial s pomočjo kon-
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konvencionalnih metod. . . . . . . . . . . . . . . . . . . . . . . . . 86
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globokih konvolucijskih mrež. . . . . . . . . . . . . . . . . . . . . 89
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Povzetek
Raziskava se osredotoča na razvoj algoritmov strojne inteligence z uporabo
konvencionalnih metod ter z uporabo nevronskih mrež. Izziv, s katerim smo se
pri razvoju metod ukvarjali, se nanaša na iskanje poškodb na steklu vial. Osnova
za razvoj algoritmov je zbirka slik poškodovanih in nepoškodovanih vial, ki smo
jo ustvarili sami s primerno izbrano opremo in ustreznimi postopki.
Prvi predlagani pristop iskanja poškodb zajema klasične metode strojnega učenja.
Za luščenje značilk smo uporabili banko Gaborjevih filtrov, za razvrščevanje
vzorcev pa je bila uporabljena metoda podpornih vektorjev.
Drugi predlagani pristop zajema metode globokega učenja. V tem primeru
smo kot osnovni model za konvolucijo vzorcev s filtri vzeli arhitekturo mreže
VGG16, ki ji je bil odstranjen zgornji del. Namesto tega smo implementirali nove
plasti s prilagojenim številom parametrov in previdno izbranimi aktivacijskimi
funkcijami.
V obeh primerih smo za evaluacijo algoritmov uporabili ROC krivulje, pri čemer
smo dosegli 100% razpoznavnost poškodb. Zaradi optimizacije časa izvajanja teh
algoritmov smo na koncu izvedli še ablacijsko študijo, pri kateri smo opazovali,
kako zmanǰsevanje podatkov o eni viali vpliva na končni izzid razvrščanja.





Focus of this thesis is on development of artificial intelligence algorithms in
two ways, first by using standard machine vision methods and then by using
neural networks. The main problem we were solving was detection of glass cracks
on vials. For this purpose, with carefully chosen procedures and equipment we
created a dataset of damaged and undamaged vials.
First proposed algorithm includes classic machine vision methods. Extraction of
image features was done with the help of a bank of Gabor filters while sorting of
vials was done using trained support vector machines.
Second proposed algorithm is actually a deep learning method. It consists of
the convolutional neural network VGG16, without its fully connected layers on
the top. Instead of them, some fully connected layers with adapted quantity of
parameters were added.
Both algorithms were evaluated using ROC curves and they both gained 100%
accuracy in recognizing damaged as well as undamaged vials. To optimize both
algorithms in term of time needed for processing data, we also did an ablation
study where we were systematically removing features from the model to see how




Farmacevtska industrija je ena izmed najbolj reguliranih dejavnosti, katere
izdelki direktno vplivajo na človeško zdravje. Od tukaj izhaja potreba po
strogih pravilih, ki se nanašajo na celoten proizvodni proces: izbira surovin,
oprema za delo, proizvodni postopki, okoljski pogoji na proizvodnih linijah,
človeški menedžment, administrativno delo, pakiranje, transport in hranjenje
izdelkov pod ustreznimi pogoji. Za ta cilj je bil ustvarjen tako imenovani GMP
sistem (ang. Good Manufacturing Practice), katerega vloga je zagotavljanje
kakovosti farmacevtskih izdelkov [5]. Smernice tega sistema slonijo na številnih
regulativnih in obstoječih standardih na farmacevtskem področju, ki se nanašajo
na procese proizvajanja, testiranje in zagotavljanje kakovosti izdelkov. Cilj GMP
sistema je, da preko implementacije predpisanih pravil vzpostavi proizvodne
sisteme, pri katerih so proizvodne napake eliminirane, izdelki pa so v skladu z
zakonodajo in varni za uživanje.
GMP obsega tako posplošene smernice, ki se nanašajo na vse tipe farma-
cevtskih procesov, kot tudi specifične smernice, ki se nanašajo na procese za
proizvodnjo točno določene oblike zdravil. Farmacija namreč loči med različnimi
oblikami zdravil, kot so: dermalni praški, farmacevtske oblike pod tlakom, far-
macevtske oblike za inhaliranje, za ispiranje, za nos, za oko, za uho, kapsule,
oralne farmacevtske oblike, palčke, parenteralne farmacevtske oblike, peroralni
praški, poltrde dermalne farmacevtske oblike, rektalne, tablete, tekoče dermalne
farmacevtske oblike, tekoče peroralne farmacevtske oblike, transdermalni obliži,
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vaginalne farmacevtske oblike, zdravilne pene in zrnca. Med vsemi omenjenimi
oblikami farmacevtskih produktov je najbolj strogo regulirana proizvodnja paran-
teralnih izdelkov. To so različni sterilni produkti, ki se injicirajo intravenozno,
intramuskularno, intratekalno ali subkutano. Zaradi direktnega vnosa teh zdra-
vil v kardiovaskularni sistem je stroga kontrola proizvajanja sterilnih produktov
neizogibna. Proizvodni postopki zato potekajo v strogo kontroliranih pogojih,
kjer imajo tako čistoča prostorov, kot tudi ostali okoljski pogoji, zelo pomembno
vlogo. Ravno tako je zelo pomembno, da se v proizvodnji uporabljajo le primerni
materiali (tako za samo zdravilo, kot tudi za embalažo zdravila).
1.1 Viale in njihova uporaba v farmaciji
Embalaža sterilnih zdravil je eden izmed najbolj pomembnih faktorjev pri pro-
izvodnem procesu. Ta mora biti primerno izbrana, tako da zagotavlja zaščito
vsebine pred naslednjimi nevarnostmi [6]:
• vremenski pojavi
• mikrobiološke nevarnosti (bakterije, plesen, glivice) in biološki dejavniki
(žuželke, glodalci, človeške bolezni...)
• mehanske poškodbe pri skladǐsčenju ali transportu
• kemične reakcije, ki so posledica interakcije med embalažo in njeno vsebino
• neprimerna uporaba ali zloraba zdravila
Za paranteralne produkte uporabljamo izključno stekleno embalažo. Stekleno
embalažo neredko uporabljamo tudi pri ostalih zdravilih, ki niso nujno sterilna.
Najpogosteǰsa tipa steklenih embalaž v farmaciji sta ampule in viale. V naši
raziskavi se bomo osredotočili na viale.
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Največja prednost steklene embalaže je njena odpornost na različne kemika-
lije, ponuja pa tudi zaščito vsebine proti oksidaciji in vlagi, v kolikor je steklenička
ustrezno zaprta. Evropska farmakopeja določa tri tipe stekla, primerne za paki-
ranje zdravil [7]:
• tip 1 - borosilikatno steklo, ki je zaradi dodanih borovih spojin zelo od-
porno proti kemikalijam in spremembam temperature (ima zelo majhen
razteznostni koeficient). Zaradi tega izpolnjuje tudi najbolj stroge stan-
darde. Negativna stran tega tipa je njegova visoka temperatura taljenja
(1750◦C), kar poveča proizvodne stroške.
• tip 2 - soda apno steklo. To je kremenčevo steklo, kateremu je zaradi po-
enostavitve proizvodnega procesa dodan natrijev karbonat (soda), ki zniža
temperaturo steklastega prehoda. Posledica dodajanje sode je povečana
vodotopnost stekla, kar se odpravi z dodajanjem apnenca. Hkrati se s tem
poveča tudi kemijska obstojnost stekla. Notranja površina stekleničk tipa
2 je dodatno obdelana z dodajanjem žveplovega dioksida, ki preko kemijske
reakcije odstrani odvečno količino alkalij.
• tip 3 - soda apno steklo, ki za razliko od tipa 2 ni obdelano z žveplenim
dioksidom.
V praksi je tip 1 nabolj kakovosten tip stekla, ki je obenem tudi najdražji.
Najceneǰsi je tip 3, ki pa zelo pogosto ne izpolnjuje zahtev za pakiranje pa-
ranteralnih produktov. Ponavadi se uporablja za izdelavo vial, ki vsebujejo
tablete ali kapsule. Za viale, ki vsebujejo paranteralne (sterilne) produkte pa
najbolj pogosto uporabljamo steklo tipa 1 ali steklo tipa 2, odvisno od strukture
zdravila. Tako na primer insulin hranimo v obliki tekočine in zanj uporabimo
viale iz stekla tipa 1, medtem ko penicilin hranimo v praškasti obliki (pridobljena
s procesom liofilizacije) in si zaradi odsotnosti vode lahko dopustimo uporabo
stekla tipa 2.
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Pravila za izdelavo vial določa standard ISO 8362, kjer so predpisane oblike,
mere in prostornine steklenih vial pripravkov za injiciranje. Standard določa
tudi materiale, iz katerih so viale lahko narejene. Predpisana so tudi pravila o
označevanju stekleničk.
1.2 Proces pakiranja substanc v viale
Kot smo že omenili, proizvodnja sterilnih zdravil poteka v posebnih prostorih,
kjer so okoljski pogoji kot so čistoča, temperatura prostora, vlaga v zraku in
kroženje zraka strogo kontrolirani. Za sterilna zdravila so zahteve še bolj ostre
kot zahteve, ki veljajo za nesterilne postopke. Ureja jih Aneks 1 iz evropskega
GMP pravilnika, ki je namenjem prav sterilni proizvodnji. Po tem pravilniku so
vsi prostori, kjer se proizvodni procesi odvijajo, razdeljeni v štiri razrede glede
na čistost (v razred A spadajo najbolj čisti prostori, medtem ko so najmanj čisti
prostori v razredu D).
V prostorih razreda A se izvajajo kritične operacije polnjenja vial, pri katerih
je možnost izgube sterilnosti zdravila največja. V takšnih primerih so viale
odprte in zato koncentracija delcev v zraku, ki so večji ali enaki 0, 5µm ne sme
preseči gostote 3520 delcev na m3. Pomemben je tudi pretok zraka v prostoru,
ki naj bi bil homogen, laminaren, s konstantno hitrostjo v intervalu med 0, 36
in 0, 54m
s
. Zrak vedno prehaja iz bolj čistih prostorov v manj čiste, torej iz
prostorov razreda A v prostore razredov B, C ali D. Razlika zračnega tlaka med
zaporednimi razredi je 10 − 15Pa. Pri razredih B, C in D imamo tudi večjo
toleranco gostote delcev v zraku. Prostori razreda B se tako kot prostori razreda
A uporabljajo za izvajanje kritičnih operacij, edina razlika je v tem, da so te
operacije aseptične. To nam omogoča večje tolerance pri vzdrževanju okoljskih
pogojev. V prostorih razreda C in D se izvajajo vse operacije, nekritične za
sterilnost zdravila. Takšne so na primer pranje nesterilnih vial in operacije, ki se
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izvajajo po zapiranju substanc v vialah.












Slika 1.1: Shematski prikaz procesa pakiranja sterilnih zdravil v viale.
Proces se začne v prostoru razreda D, kjer se viale najprej operejo. Namen
te faze je odstranjevanje delcev, prisotnih kemikalij in bakterij. Za pranje
se uporablja prečǐsčena voda za injiciranje (ang. Water For Injection), ki je
ponavadi segreta na temperaturo med 80-90◦C in s katero se viale špricajo pod
določenim tlakom.
Temu procesu sledi proces sterilizacije, ki uniči vse oblike mikrobiotskega
življenja na in v viali. Bakterije so namreč sposobne preživeti temperature do
70◦C. Za njihovo uničevanje potrebujemo vǐsjo temperaturo, kar lahko dosežemo
s paro, s suhim vročim zrakom, ali pa z ionizirajočim sevanjem. Obstajajo tudi
fizikalno – kemične metode sterilizacije, kot so: sterilizacija s formaldehidom, z
etilen oksidom ali sterilizacija s plazmo, vendar se v farmaciji za viale ponavadi
uporablja suh vroči zrak. Večja kot je temperatura sterilizacije, manj časa
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traja uničevanje bakterij. Sterilizacija se ponavadi izvaja v večconskih komorah.
V prvi coni je temperatura okrog 150◦C. V tem delu se viale adaptirajo na
vǐsjo temperaturo, nakar se pošljejo v nasljednjo cono, kjer se izvaja proces
sterilizacije. V tej coni je temperatura precej vǐsja (ponavadi okrog 320◦C). Tu
viale postanejo sterilne. V naslednji coni jih moramo adaptivno, brez prevelikih
temperaturnih razlik ponovno ohladiti na sobno temperaturo 25◦C.
Po sterilizaciji viale transportiramo v prostor razreda A ali B, odvisno od
tehnologije in tipa zdravila. V tem prostoru viale najprej napolnimo z vnaprej
pripravljenim zdravilom, nato pa vsaki viali vstavimo gumijasti zamašek. V
praksi obstajajo različne oblike gumijastih zamaškov, ki se na splošno delijo
v dve skupini - zamaški za liofilizirana zdravila in zamaški za zdravila, ki se
hranijo v tekočem stanju. Posebnost prvega tipa zamaškov je njihova oblika, ki
v fazi liofilizacije zdravila omogoča izhlapevanje vode. V nasljednjem koraku
se tako pripravljene viale po potrebi liofilizirajo. Liofilizacija ali sušenje z
zamrzovanjem je postopek, s katerim odstranimo vodo iz bioloških in organskih
snovi, ki bi jih s segrevanjem poškodovali, hkrati pa ohranimo njihovo strukturo
in sestavo. Liofilizacija temelji na zamrznitvi vode, čemur sledi zmanǰsevanje
tlaka in dodajanje dovolj velike količine toplote, da zamrznjena voda v materialu
sublimira neposredno iz trdnega v plinasto agregatno stanje.
Zadnja faza v procesu polnjenja vial je vizualna kontrola končnih izdelkov
(podrobno opisana v naslednjem poglavju 1.3) ter njihovo označevanje. V tej fazi
se vsaka viala podrobno pregleda z namenom ugotavljanja proizvodnih napak.
Izdelke z napakami ločimo od dobrih izdelkov, ki pa gredo naprej na enoto za
paletiranje.
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1.3 Vizualna kontrola kakovosti
Medtem ko preverjanje kakovosti procesov znotraj tovarne pripomore k opti-
mizaciji le teh in k zaznavi možnih procesnih napak, pa preverjanje kakovosti
končnega izdelka zagotavlja, da je izdelek narejen v skladu s predpisanimi
standardi in hkrati izpolnjuje vse pogoje za njegovo plasiranje na trg. Za
ročno preverjanje kakovosti izdelkov ponavadi skrbijo strokovnjaki, ki so posebej
usposobljeni za prepoznavanje napak na končnem produktu. V primeru steklenih
vial opazijo tudi najmanǰse poškodbe, ki jih navaden človek ne opazi, so pa
dovolj resne, da bi se odrazile na kakovost zdravila in posledično tudi na zdravje
pacienta. Takšne so na primer razpoke ali praske na steklu, manǰse kot 1mm, ali
tujki v zdravilu, ki se nahajajo v rangu 100um. Preverjanje kakovosti poteka po
vnaprej predpisanih testnih postopkih, ki so del dokumenta QC (ang. Quality
Control) [8]. Vsaka vrsta izdelka ima svoj QC dokument, ki opisuje postopke
pregledovanja tega izdelka in s katerim lahko ocenimo, ali je vzorec, ki ga
testiramo, primeren.
V farmaciji srečujemo različne sisteme testiranja končnih produktov. Pri
določenih produktih je možnost napake pri končnem izdelku zelo majhna, ali
nima dolgoročnih posledic na pacientovo zdravje. V takih primerih se QC test
izvaja samo na določenih naključno izbranih vzorcih. V kolikor ti vzorci uspešno
opravijo test ustreznosti predpostavimo, da so tudi ostali produkti iste šarže
ustrezne kakovosti. Pri drugih produktih si takega sistema ne moramo privoščiti,
saj so pri njih tudi najmanǰse napake pokazatelj neustreznosti produkta, ki v
tem primeru ne izpolnjuje standardov za plasiranje na trg. Zato mora biti vsak
produkt posebej pregledan in odobren, preden vstopi na trg. Takšen je primer s
paranteralnimi zdravili, ki se hranijo v vialah in katerih postopek pakiranja smo
opisali v poglavju 1.2.
Ročno QC testiranje zdravil v vialah ponavadi poteka tako, da oseba od-
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govorna za testiranje pozorno pregleda vsako vialo in poǐsče napake, ki lahko
nastanejo med proizvodnim procesom. Možne napake na vialah so (Slika 1.2):
• napaka na plastičnem pokrovčku, kadar pokrovček manjka, je odtrgan, ali
nima prave barve (barva plastičnega pokrovčka da informacije o jakosti
zdravila v viali),
• napaka na gumijastem zamašku, kadar zamašek manjka, je poškodovan, ali
ni ustrezno nameščen,
• napaka na kovinski zaporki, kadar ta ni ustrezno ukrivljena (je preveč ali
premalo ukrivljena),
• poškodba na steklu (manjkajoč del, razpoka, praska),
• napaka vsebine, kadar je substanca v neustrezni količini (v večji ali manǰsi
količini od predpisane), njena barva ni ustrezna, ali je v substanci tujek,









Slika 1.2: Viala z označenimi deli.
Proces ročnega pregledovanja vial je precej počasen. En delavec v enem delov-
nem dnevu v povprečju pregleda največ 500 izdelkov pod pogojem, da so zdravila
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liofilizirana. Pri tekočih zdravilih, kjer ǐsčemo tudi tujke v tekočini, je ta proces
še počasneǰsi in se v istem časovnem obdobju pregleda okoli 150 izdelkov.
1.4 Vzroki poškodb stekla pri vialah
Med vsemi napakami, ki lahko nastanejo pri delu z vialami, najtežje opazimo
poškodbe na steklu, saj so te pogosto neopazne zaradi majhnih dimenzij. Še težje
ocenimo kako resna je določena poškodba in ali vpliva na vsebino stekleničke. V
kolikor je poškodba dovolj velika, lahko povzroči steklene drobce v substanci.
Posledično pri pacientu, ki prejme takšno zdravilo obstaja velika možnost, da
pride do arterijske embolije ali tromboze. Tovrstne poškodbe lahko nastanejo [9]:
• med procesom proizvajanja vial (predvsem zaradi visokih temperatur izde-
lave stekla),
• kot posledica interakcije med steklom in vsebino viale,
• v procesu sterilizacije vial, neodvisno od tega ali je sterilizacija namenjena
samo viali, ali celotnemu produktu skupaj z aktivno substanco
• kadar je notranjost vial premazana z žveplom, za katerega vemo, da poveča
možnost steklene delaminacije
• če so okoljski pogoji v katerih se zdravilo hrani neprimerni (možnost da
pride do steklene delaminacije je večja, kadar zdravilo hranimo na sobni
temperaturi in ne v hladilniku s priporočeno temperaturo)
Zaradi resnosti steklenih poškodb na vialah so te najbolj pogost vzrok za
preklic zdravil. Študija [10] te poškodbe označuje kot poškodbe, ki povzročijo
največjo finančno škodo. Zato je zelo pomembno, da med proizvodnim procesom
zdravil v vialah čimprej odkrijemo morebitne poškodbe in pravočasno odstranimo
kose, ki ne izpolnjujejo kriterijev za plasiranje na trg. Za uspešno zaznavanje
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takšnih kosov moramo poznati vzroke teh poškodb in seveda kritične točke v
proizvodnem procesu, kjer te poškodbe najpogosteje nastanejo.
Empirična raziskava v [10] kaže, da med vsemi poškodbami kot najbolj
kritične izstopajo praske na steklu, ki najpogosteje nastanejo kot posledica
mehanskih sil med proizvodnim procesom. Statistike kažejo, da so mehanske sile
najpogosteǰsi vzrok poškodb na vialah. Študija [11] identificira različne vrste sil,
ki lahko poškodujejo viale med proizvodnim procesom in sicer: kontakna sila
ob dotikanju stekleničk med transportom na proizvodnji liniji, dinamična sila,
ki nastaja med pranjem, polnjenjem vial, med zapiranjem vial itd. ter statična
sila. V tej študiji so avtorji izvajali eksperimente, ki vključujejo tako neobdelane
viale, kot tudi takšne, ki so šle čez proces pranja, sušenja in sterilizacije. Pri
tem so empirično dokazali, da so obdelane viale zaradi temperaturnih sprememb,
katerim so bile izpostavljene, po obdelavi manj trpežne. Raziskava je bila
izvedena z najbolj pogosto uporabljenim tipom vial - tip 1. Rezultati kažejo,
da že pri kontaknih silah 5N nastanejo poškodbe, ki diskvalificirajo viale. Pri
ostalih vrstah sil so vrednosti nekoliko vǐsje in znašajo v povprečju okrog 1058N
za statične sile ter 84N za dinamične sile.
Trpežnost stekla ni odvisna samo od lastnosti uporabljenega materiala.
Okoljski pogoji, še posebej vlažnost zraka, zelo močno vplivajo na trdnost
stekla. Ob prisotnosti vode pride namreč do degradacijskega procesa hidrolitske
reakcije, pri čemer steklo slabi in se možnost za pojav razpok poveča. Pri
primerjavi trdnosti stekla istega tipa pri različnih okoljskih pogojih so v študiji
[12] ugotovili, da je v okolici z vlažnim zrakom možnost poškodbe stekla večja
kot v okolici s suhim zrakom. Steklo je bilo najmanj občutljivo na mehanske
poškodbe kadar se je nahajalo v okolici s pantenolovo paro, njegova občutljivost
pa se je povečala v okolici z zrakom z relativno vlažnostjo 40%. Največjo
občutljivost stekla so zabeležili v okolici z zrakom z relativno vlažnostjo 90%.
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Poškodbe se neredko pojavijo tudi kot posledica temperaturnih razlik,
katerim je steklo vial izpostavljeno med proizvodnim procesom opisanem v
poglavju 1.2. Poleg tega lahko temperaturne razlike vplivajo tudi na pritisk
na steklo, ki ga plini ali tekoče zdravilo v zaprti steklenički ustvarijo. Ta
pojav je najbolj izražen med procesom liofilizacije, ko se zdravilo ohladi iz
sobne temperature na temperaturo, ki navadno znaša do -40◦C, nato pa se
ponovno segreje na sobno temperaturo. Splošno znano je, da se voda med za-
mrzovanjem volumetrično razširi in s tem ustvari pritisk, ki lahko poškoduje vialo.
Omenjeni pojavi so še posebej izraženi pri zdravilih, ki vsebujejo substanco
manitol. Manitol se v zdravilih ponavadi uporablja kot dodatek k aktivni
substanci, ki stabilizira zdravilo in podalǰsa njegov rok uporabe. Skupina
raziskovalcev je v študiji [13] dokazala, da verjetnost poškodbe vial, ki vsebujejo
vsaj 5% manitola, po liofilizaciji znaša 75%.
Med normalnim obratovanjem proizvodnje zdravil je ponavadi okoli 1%
vseh izdelkov izločen zaradi opisanih napak. Med vsemi napakami, ki se lahko
pojavijo, so poškodbe na steklu zastopane z 10%. Na slikah 1.3, 1.4 in 1.5 so
predstavljene različne poškodbe na steklu, ki se najbolj pogosto pojavijo med
proizvodnim procesom opisanim v poglavju 1.2.
Poškodbe predstavljene na sliki 1.3 prepoznamo po odkrušenem kosu stekla.
Te poškodbe se ponavadi pojavijo na zunanjem delu dna in na zunanjem, ali
notranjem delu ramen, ali usen vial. Tovrstne poškodbe so navadno posledica
mehanskih sil, ki nastanejo v primeru trčenja kovinskih delov strojev v viale.
Na sliki (1.4) vidimo različne primere razpok na steklu. Velike razpoke kažejo
na neustreznost proizvodnih postopkov, ali neustrezno kakovost stekla. Proizva-
jalec vial mora namreč izdati certifikat o materialu, iz katerega so viale izdelane.




napake na produktih in tako ločeval dobre od slabih izdelkov. Čeprav smo
ljudje v določenih primerih bolǰsi kot stroji, je dejstvo, da smo počasneǰsi, manj
precizni, naša učinkovitost pa s časom pade. Eksperti, ki se ukvarjajo z zazna-
vanjem poškodb na stekleničkah, ki vsebujejo zdravila, rabijo veliko treninga in
izkušenj, preden se naučijo zaznavati tudi najmanǰse poškodbe na steklu, ki lahko
povzročijo resne posledice za zdravje človeka. Pogovarjamo se o poškodbah, ki
so včasih tako majhne (reda velikosti 1mm), da jih neusposobljen človek ne opazi.
Digitalno obdelovanje slik se je prvič pojavilo v 1950tih. Na začetku se je
tehnologija uporabljala zgolj za izbolǰsevanje kakovosti fotografij. Kasneje, ko
so računalniki postali dovolj zmogljivi in cenovno dostopni, so se pojavili prvi
sistemi za preverjanje kakovosti izdelkov v industriji. Danes so tovrstni sistemi
skoraj neizogiben del vsake sodobne tovarne. Ponujajo predvsem natančnost in
ponovljivost pri delu, so hitri in cenovno upravičeni. Takšen sistem tvorijo: indu-
strijska kamera, ki objekte posname, ustrezna osvetlitev, računalnik na katerem
se obdelava slik izvaja in programirljivi logični krmilnik (ang. Programmable
Logic Control), ki od računalnika sprejme ukaze za ukrep. Koncept algoritmov
za kontrolo kakovosti izdelkov je simbolno prikazan na Sliki 1.6.
Po zajemu slike se ta najprej pred procesira, pri čemer poskrbimo predvsem
za izločitev šuma. V naslednjem koraku ponavadi lociramo področje interesa
(ang. Area Of Interest), s čimer zanemarimo odvečne informacije na sliki in
posledično pospešimo proces iskanja napak. Iz tega območja izluščimo značilke,
na osnovi katerih se v zadnjem koraku odločimo, ali je objekt ustrezne kakovosti.
V nadaljevanju predstavimo nekaj različnih sistemov, ki v industrijskih procesih
zaznavajo poškodbe na steklu.











Slika 1.6: Tipična arhitektura industrijskih sistemov za strojni vid.
1.5.1 Sistemi za preverjanje poškodb v farmacevtski industriji
Xiaoyu Liang, Liangyan Dong in Youyu Wu v [1] s pomočjo strojnega vida ǐsčejo
tri različne poškodbe na steklenicah in sicer: zračni mehurček v steklu, manjkajoč
stekleni del in razpoke na steklu (Slika 1.7). Za iskanje napak uporabljajo refe-
renčno sliko nepoškodovane viale, ki jo primerjajo z vsakim novozajetim vzorcem.
Vsaka viala, ki je predmet vizualne kontrole, je z ustrezno osvetlitvijo
fotografirana na belem ozadju. Slike, ki jih avtorji na takšen način pridobijo,
najprej obdelajo tako, da jih pretvorijo v sivinske slike, nato pa s filtriranjem
izločijo šum. Zaradi izločitve šuma v razumno dolgem času filtriranja vzamejo
filter velikosti 5 × 5. Ta metoda poveča kontrast slik, zaradi česar so poškodbe
na steklu bolj izrazite. Robove vial, razpoke, zračni mehurčki in vrzeli na
steklu prepoznamo po izrazito temneǰsi barvi od barve okolice. V nadaljevanju
avtorji pretvorijo sliko v binarno (črno-belo) s pomočjo metode upragovljanja.




Poleg prekinjenosti in pravilnosti oblike zaznanih robov, sistem opisan v
[2] preverja še njihove dimenzije, ki morajo biti znotraj predpisanega, eksperi-
mentalno določenega intervala. V kolikor so robovi odprtine na določeni sliki
viale predstavljeni z dvema koncentričnima krožnicama, sistem preveri radij
vsake krožnice, ter njun obseg. Poleg tega sistem preveri še ploščino kolobarja s
štetjem slikovnih točk ujetih v kolobarju.
Sistem v [2] je bil validiran na 147 majhnih 20ml vialah, pri čemer so dosegli
99,3% razpoznavnost nepoškodovanih vial, ter 100% razpoznavnost poškodovanih
vial. V primeru 50ml vial so dosegli 97,8% razpoznavnost nepoškodovanih vial,
ter 92,9% razpoznavnost poškodovanih vial.
V [2], enako kot v študiji [1], je bila za razvoj algoritma uporabljena
odprtokodna knjižnica OpenCV.
Tudi študija [3] predstavi sistem za vizualno kontrolo poškodb na odprtini
viale, ki za razliko od [2] uporablja nekoliko bolj zapleten pristop za odkrivanje
napak. Po drugi strani pa je ta pristop robusten in univerzalen. Algoritem
deluje enako dobro za različne vrste (oblike in velikosti) vial. Enako kot v [1] se
viale posnamejo od zgoraj, pod pravim kotom tako, da gleda kamera naravnost
v odprtino viale. Za razvoj algoritma sta avtorja ZongFang Yang in JianYu Bai
uporabila programsko orodje HALCON skupaj s knjižnicami, ki jih to orodje
ponuja.
Slike vial, ki jih v tej študiji uporabljajo za razvoj algoritma, so zajete na
proizvodnji liniji zdravil v realnem okolju farmacevtske tovarne. V takšnem oko-
lju na kakovost slike vplivajo različni faktorji, kot so elektromagnetno valovanje v
okolici, termalni šum kamere in mehanske sile, ki v določenem trenutku vplivajo
na sistem za zajem slik. Zato je korak predprocesiranja slike še bolj pomemben
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kot pri sistemih, kjer imamo statične pogoje okolice. Zajete slike morajo biti
ustrezno zglajene, s čimer se pomembne informacije dodatno poudarijo, odvečne
pa se izločijo (predvsem šum). Po eksperimentiranju z različnimi filtri (filter
povprečevanja, Gaussov filter, median filter), sta se avtorja odločila za uporabo
median filtra, ki je v praksi dajal najbolǰse rezultate. Zaradi krožne oblike vial
je bil uporabljen krožni filter z radijem 3 slikovne točke.
V naslednjem koraku so slike segmentirane z uporabo metode globalnega
upragovljanja. Prag je izbran s pomočjo histograma sivinskih nivojev, ki
nastopajo na sliki. Slabost takšnega pristopa je napačna razvrstitev določenih
slikovnih točk, za katere sodeč po njihovi barvi algoritem misli, da pripadajo
viali, v resnici pa pripadajo ozadju in obratno. Do tega pride zato, ker viala na
sliki nima samo enega odtenka sive barve, ozadje pa ravno tako ni homogeno,
zaradi česar se zgodi, da imajo določene slikovne točke iz ozadja enak odtenek
barve kot določene slikovne točke viale. Za odstranitev manǰsih skupin slikovnih
točk, ki so uvrščene kot del viale, v resnici pa so del ozadja, avtorja uporabita
morfološko operacijo odpiranja slik. Nato z uporabo Canny-jevega operatorja
ǐsčeta robove na sliki, ki imajo zaradi napak pri upragovljanju nepravilno obliko
krožnice. Za odpravo tega problema algoritem oceni velikost radija odprtine viale
in njeno sredǐsče in ustrezno popravi oznake robov tako, da imajo te pravilno
obliko krožnic. Z dvema krožnicama, eno, ki predstavlja zunanji rob odprtine in
drugo, ki predstavlja notranji rob, se na sliki locira področje, znotraj katerega
algoritem ǐsče poškodbe stekla.
Algoritem v nadaljevanju na izvorni, neupragovljeni sliki izvede transforma-
cijo najdenega področja v obliki kolobarja tako, da ga pretvori v pravokotno
področje. Nato se še enkrat izračuna histogram sivinskih nivojev in se izvede
upragovljanje slike. Viala, ki nima poškodb, bi imela v tem primeru normalno
porazdeljene sivinske nivoje, pravokotni izsek pa bi bil zglajen. Pri poškodovani
viali močno odstopa tudi sivinski nivo poškodbe, ki je navadno temneǰse barve.
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Pri upragovljanju pravokotnega izseka se poškodbe stekla segmentirajo od
ostanka viale. Na izvirni sliki te poškodbe lociramo s transformacijo njiho-
vih segmentiranih področij v polarne koordinate. Primer slike poškodovane
viale pred procesiranjem, ter rezultati lociranja poškodbe so prikazani na sliki 1.9.
Slika 1.9: Primer napake, ki jo sistem v [3] zazna (levo), njeno lociranje v
transformiranem podprostoru (v sredini) in na originalni sliki (desno)
Za validacijo razvitega sistema sta avtorja uporabila 600 10ml vial med
katerimi je bilo 300 poškodovanih in 300 nepoškodovanih. V 7% vial je sistem
napačno zaznal poškodbo, v 1,7% pa dejanske poškodbe ni zaznal. Do takšnih
napak je največkrat prǐslo zaradi vpliva okolice na sliko, predvsem zaradi prahu
ali zaradi spremembe osvetlitvenih pogojev na lokaciji fotografiranja. Zgrešene
poškodbe največkrat ostanejo neopažene če so dimenzijsko premajhne ali imajo
obliko majhnih mehurčkov in jih sistem zazna kot šum.
V farmacevtski industriji so še bolj kritične poškodbe na ampulah. Ampule
so namenjene zravilom za enkratno uporabo, zaradi česar so majhnih dimenzij.
Njihov trup je ponavadi narejen iz tanǰsega stekla, zapirajo pa se s taljenjem
stekla na vrhu odprtine. Iz teh razlogov je možnost poškodb pri ampulah še
večja kot pri vialah. Algoritmi iskanja poškodb na steklu so pri ampulah zelo
podobni tistim, ki so razviti za pregled vial.
Kuang Tai se v [14] fokusira na razpoke na ampulah. Vsako sliko v predpro-
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cesiranju obdela s filtrom povprečenja (vrednost vsake slikovne točke se zamenja
s povprečno vrednostjo okoljskih točk), nato pa trikrat filtrira sliko z median
filtrom. S tem doseže izločitev šuma, morebitne poškodbe na steklu pa so bolj
jasno izražene in se na sliki prepoznajo po nasičeni barvi. V naslednjem koraku
algoritem izvede segmentacijo slik z metodo upragovljanja, pri čemer segmentira
potencialne poškodbe od ostanka slike. Potencialne poškodbe predstavljajo
območja z belo barvo, ozadje pa je črno. Na vsaki sliki algoritem nato analizira
območja potencialnih poškodb tako, da izmeri njihov obseg, ploščino in oceni
njihovo obliko. Glede na to, da so razpoke podolgovate, se vsako označeno
območje, ki je dovolj ozko in ima zadostno dolžino obsega, označi kot poškodba.
Vrednost zadostne dolžine obsega je bila določena z eksperimentiranjem.
Sistem predstavljen v [14] še ni bil vgrajen v proizvodnjo linijo, kjer bi te-
stiral kakovost ampul, vendar je laboratorijsko preizkušanje razvitega algoritma
pokazalo, da je takšen sistem zelo uspešen pri zaznavanju poškodb. Med 300
ampulami je samo 1 ampulo ocenil napačno. Sistem je bil razvit s pomočjo
programskega orodja Visual Studio in je sposoben pregledovati ampule s hitrostjo
25 ampul na sekundo (za eno ampulo rabi okrog 40ms).
V Sloveniji kot najbolj relevantno podobno delo izstopa študija [15], v kateri
avtorja T.Kodek in F. Pernuš predstavita sistem za zaznavanje razpok na vialah,
v katerih se nahaja liofilizirano zdravilo. Sestavljen je iz dveh podsklopov:
iskanje razpok na dnu viale in iskanje razpok na stenah. Za ta namen se enkrat
zajamejo slike plašča, drugič pa slike dna viale, pri čemer je viala obrnjena z
dnom proti kameri.
Koncept zajetja slik v tej študiji deluje tako, da se viala zavrti za 360◦,
pri čemer kamera naredi P slik iz zornih kotov razmaknjenih za 360/P kotnih
stopinj. V primeru iskanja napak na dnu viale se dno na teh slikah vidi kot elipsa.
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Za lažje iskanje poškodb se elipse transformirajo v kroge, ki se nato locirajo z
uporabo Houghove transformacije za krožnico. Krožnice predstavljajo robove
dna viale, znotraj teh robov pa se nahaja področje v katerem avtorja ǐsčeta
poškodbe. Ker se poškodbe prepoznajo po temneǰsi barvi, algoritem na vseh
slikah iste viale ǐsče minimalno sivinsko vrednost istoležečih slikovnih elementov
in to vrednost dodeli slikovni točki z istimi koodinatami na tako imenovani sliki
minimumov. Z namenom izločitve šuma in poudarjanja potencialnih poškodb
se slika minimumov nato obdela z morfološko operacijo zapiranja, nakar se ta
rezultat odšteje iz slike minimumov. Tako pridobljena slika kot posledica metode
zajemanja slik je razdeljena na P enako velikih izsekov, med katerimi algoritem
poǐsče takšne, na katerih je potencialna poškodba najbolj vidna. Ti izseki se nato
superponirajo v en izsek, ki ima najbolǰse razmerje med signalom in šumom.
Algoritem nato tvori dva histograma, enega iz originalne slike, drugega pa iz
superponiranega izseka. V primeru odsotnosti poškodb sta si ta dva histograma
podobna. Kadar je prisotna poškodba na dnu viale se na histogramu izseka
vidi špica sivinske vrednosti. V primeru iskanja napak na trupu viale je bil
uporabljen podoben postopek zajemanja in obdelave slik, pri čemer tokrat ni
bilo potrebe po transformaciji, ker ima plašč viale pravilno, pravokotno projekcijo.
Sistem predstavljen v [15] je bil validiran na testni množici stekleničk, ki jo
je sestavljalo 81 vial. Med vialami so bile tako nepoškodovane viale, kot tudi
viale, ki so imele razpoke na trupu ali na dnu. V primeru iskanja napak na
dnu vial je sistem v 88,8% primerov pravilno razvrstil viale. Algoritem je bil še
bolj uspešen pri iskanju razpok na trupu, z doseženo 98,9% točnostjo razvrščanja.
1.5.2 Sistemi za preverjanje poškodb z nevronskimi mrežami
V zadnjih letih se znanstveniki, ki delajo na področju strojnega vida, pogo-
sto odločajo za razpoznavanje različnih vzorcev s pomočjo nevronskih mrež.
1.5 Podobna dela 27
Nevronska mreža je struktura za obdelavo informacij, sestavljena iz skupin
medsebojno povezanih nevronov, katerih povezave so definirane z vnaprej
določenimi matematičnimi operacijami. Po povezavah nevroni drug drugemu
pošiljajo električne dražljaje, ki v kolikor so dovolj močni, aktivirajo nevron
v katerega vstopijo, pri čemer se na njegovem izhodu pojavi signal. Največja
prednost nevronskih mrež je adaptivno učenje (sposobnost učenja kako opraviti
določeno nalogo glede na dane vstopne vrednosti). Operacije, ki jih nevronske
mreže izvajajo so realno časovne, saj se lahko izvajajo vzporedno. Slabost
nevronskih mrež pa je dejstvo, da so lahko njihove operacije nepredvidljive. Za
učenje mreže torej rabimo veliko število vhodnih podatkov, iz katerih se mreža
nauči ločevati in razpoznavati različne vzorce.
V nadaljevanju bomo predstavili študijo [16], v kateri za odkrivanje poškodb
na steklu avtorji uporabijo nevronsko mrežo. Uporabljena nevronska mreža je
bila zgrajena z algoritmom vzvratnega popravljanja (ang. backpropagation).
Ta algoritem je najpogosteǰsa metoda za določanje uteži v mreži. Učenje je
nenadzorovano, algoritem pa je zasnovan na minimiziranju napake v mreži z
uporabo parcialnih odvodov funkcije napak. Najprej se uteži mreže določijo
naključno, dobljen izhod mreže pa se primerja z želenim izhodom. S pomočjo
izračunane napake, se nato vrednosti uteži prilagodijo. Ta postopek se ponavlja,
dokler ne dosežemo optimalne vrednosti uteži v mreži.
Preden se nevronska mreža začne učiti, se zajete slike stekleničk, ki jih v
[16] pregledujejo, ustrezno obdelajo. V fazi predobdelave se poravnajo svetlosni
nivoji, izloči se šum na slikah, slike se izostrijo ter filtrirajo z median filtrom.
Ker se sistem osredotoča na iskanje napak na usnah stekleničk, se iz slike izreže
samo to območje interesa. Nadaljne morfološke in ostale operacije predobdelave
slik z namenom segmentacije se izvajajo le na tem območju. Iz tega območja
interesa se nato za vsako potencialno poškodbo izluščijo štiri značilke: povprečna
vrednost sivinskih nivojev ozadja slike, velikost površe potencialne poškodbe,
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najvǐsja vrednost sivinskih nivojev te površine in najkraǰsa razdalja slikovnih točk
površine do ozadja. Te štiri značilke oblikujejo vektor, ki se da na vhod nevronske
mreže. Arhitektura uporabljene nevronske mreže je trinivojska, sestavljajo jo
vhodna plast, skrita plast ter izhodna plast. S takim sistemom so avtorji v [16]
dosegli 100% prepoznavnost poškodb.
2 Zajem in predobdelava slik vial
2.1 Teorija vidljivosti steklenih poškodb
Pri tej magistrski nalogi je glavnji cilj razvoj algoritma, ki bo znal razpoznati
poškodbe na vialah in bo tako ločeval slabe od dobrih vial. Zelo pomembno
je, da se zavedamo, da uspešnost takšnega algoritma temelji predvsem na
kakovostnem zajemu slik, ki poudari vse za nas pomembne lastnosti objekta,
ki ga opazujemo. Pri izgradnji sistema za vizualno kontrolo kakovosti različnih
izdelkov je najbolj pomembno izbrati ustrezen umeten svetlobni vir in tehniko
osvetlitve. Različni svetlobni viri imajo namreč različno naravo [17] zaradi česar
isti objekt predstavijo na različne načine. V primerih, kjer s strojnim učenjem
želimo analizirati površino objektov, se navadno odločamo med tehniko svetlega
polja in tehniko temnega polja. Obe tehniki ustvarita slike z zelo izraženim
kontrastom, način prikazovanja objektov na slikah pa je povsem drugačen.
Svetlo polje se uporablja za osvetlitev objektov, ki ne razpršijo svetlobe,
temveč jo reflektirajo nazaj v objektiv kamere (Slika 2.1). Svetlobni vir je
postavljen tako, da se svetloba širi v isto smer, v katero kamera gleda. S kamero
opazujemo le svetlobo, ki se odbije nazaj v objektiv kamere, ne zaznamo pa
svetlobe, ki se odbije in gre mimo objektiva, je absorbirana ali prepuščena. Pri
sijočih in odsevnih površinah, (na primer steklenih), do odboja svetlobe nazaj
v objektiv ne pride le kadar je površina poškodovana. Takrat žarki prehajajo
iz enega medija v drugi medij, pri čemer pride do loma svetlobe. Razlog za
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lom svetlobe na meji dveh medijev je v tem, da ima svetloba v različnih snoveh
različno hitrost. Medtem ko je hitrost svetlobe v zraku enaka 300000km
s
, se v
medijih z manǰso optično gostoto ta občutljivo zmanǰsa. Pri vialah govorimo o
prehodu žarkov iz zraka v steklo in obratno. V steklu je hitrost svetlobe le 2
3
hitrosti svetlobe v zraku. Kadar svetloba prehaja iz optično redkeǰse snovi v
optično gosteǰso snov, je kot, pod katerim se svetloba lomi, manǰsi od vpadnega
kota svetlobe. Pri nepoškodovanih steklenih površinah ta pojav ne povzroča
senc, saj so žarki, ki iz stekla prehajajo nazaj v zrak vzporedni. V območjih,
kjer je steklo poškodovano, pa pride do večkratnega loma žarkov. Kot posledica
interakcije žarkov pri njihovem prehajanju iz stekla v zrak in obratno, se na sliki
pojavijo ostre sence z globokim kontrastom. Poškodbe stekla iztopajo po svoji
temni barvi, medtem ko so nepoškodovana območja stekla svetle barve.
Temno polje je nasprotje tehnike svetlega polja. Objekt osvetlimo od strani
tako, da se direktni žarki odbijejo mimo objektiva kamere (Slika 2.1). S kamero
zaznamo le razpršeno svetlobo, ki gre po odbitju od nepravilnih površin v
objektiv kamere. Iz tega razloga je tehnika temnega polja najbolj pogosto
uporabljena tehnika za analizo tekstur na objektih. Ta poudari relief objekta in
njegove robove. Tudi v primeru iskanja poškodb na steklu se navadno uporablja
izrazito usmerjena (nedifuzna) svetloba v temnem polju. Za steklene objekte
vemo, da približno 90% svetlobe prepustijo, 10% pa odbijejo. Kadar so steklene
površine nepoškodovane, se 10% odbite svetlobe odbije zrcalno in zato steklene
objekte v temnem polju na slikah vidimo kot temneǰso površino, ki se zliva z
okolico. V kolikor pa je del steklene površine poškodovan, pride namesto do
zrcalnega do difuznega odboja žarkov v območjih s poškodbo. Difuzni odboj je
znan po tem, da omogoča, da vidimo telesa, ki niso svetila. Takšen primer je
luna, ki čeprav ne oddaja svetlobe, se zaradi difuznega odbijanja sončne svetlobe
iz njene reliefne površine vidi kot lepo osvetljeno telo. Iz istih razlogov se tudi
poškodbe na steklu v primeru usmerjenega svetlobnega vira v temnem polju na
slikah prepoznajo po izredno svetli barvi. Zaradi poškodb na površini stekla se
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Slika 2.1: Primerjava med tehniko temnega polja (A) in tehniko svetlega polja
(B).
Pri zajemu slik za naš sistem razpoznavanja razpok na vialah smo se odločili
za tehniko temnega polja. Odločitev je bila sprejeta po temeljiti analizi fizičnih
lastnosti materiala (stekla) iz katerega so viale ponavadi narejene. Zelo podrobno
smo analizirali tudi poškodbe, ki se v industriji navadno pojavijo, predvsem nji-
hovo obliko, velikost in mesta kjer najbolj pogosto nastanejo.
2.2 Sistem za zajem slik vial
Za izgradnjo sistema za zajem slik vial smo kot svetlobni vir uporabili dva
svetlobna panela, vsakega z 2048 LED lučkami, urejenimi v 32 vrsticah in 64
stolpcih. LED lučke oddajajo belo svetlobo, pri čemer ima vsaka lučka svetilnost
2000 mcd. Matriki sta postavljeni ob straneh, ena nasproti druge. V sredini
sistema je postavljena viala, tako da je ravnina v kateri leži njeno dno pravokotna
na ravnini obeh LED panelov. Dno viale je pritrjeno na platformo, ki je pritrjena
na servo motor. Motor obrača to platformo za kot med 0◦ (začetna pozicija) in
180◦ (končna pozicija). Os rotacije je vzporedna z ravninama LED panelov.
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Za zajem slik sta bili uporabljeni dve enaki kameri Raspberry Pi Camera
Module v2. Izbrani sta bili predvsem zaradi dobre resolucije slik, ki jo ponujajo
(3280× 2464 slikovnih elementov) in zadostno majhne velikosti enega slikovnega
elementa (1.12µm × 1.12µm), ki je ključna za zaznavanje poškodb majhnih
razsežnosti. Prva kamera je bila postavljena nad vialo, druga pa pod vialo, po
principu tehnike temnega polja. LED panela sta na levi in desni strani vsake
kamere, svetloba, ki jo oddajata pa je vzporedna z ravninama, v katerih ležita
kameri. Oddaljenost viale od prve oziroma od druge kamere se ne spreminja
skozi čas oziroma ni neodvisna od kota rotacije viale. Gorǐsčna razdalja obeh
kamer ja bila prilagojena tako, da je omogočila zajem slike izostrene viale na
meglenem ozadju. S tem smo rešili tudi problem vidljivosti druge kamere na
slikah, ki jih prva kamera zajame. Zaradi premǐsljeno določene gorǐsčne razdalje
se kamera zlije z okolico in se je na zajetih slikah ne vidi, čeprav je viala prozorna.
Zgrajen sistem za zajem slik je bil prekrit z zaveso iz materiala, ki ne prepušča
svetlobe. S tem preprečimo interferenco zunanje svetlobe z umetnim virom sve-
tlobe, ki ga pri zajemu slik uporabljamo. Tako smo zadovoljili vse potrebne
pogoje, ki jih tehnika temnega polja zahteva. Celoten sistem je prikazan na sliki
2.2.
Postopek zajema slik ene viale je rezultat usklajenega delovanja več kr-
milnǐskih enot. Ustvarili smo štiri algoritme, pri čemer se je vsak algoritem
izvajal na enem računalniku Raspberry Pi, ki je z ostalimi tremi komuniciral
preko TCP povezave (ang. Transmission Control Protocol). Takšna modularnost
arhitekture izhaja predvsem iz fizične omejenosti računalnikov Raspberry PI,
ki ne podpirajo priklopa dveh LED panelov ali dveh kamer. LED panela
smo priklopili na ločena računalnika, nato pa smo porabili še dva računalnika,
na katerih sta bili priklopljeni kameri. Eden od njiju je bil uporabljen še
za krmiljenje servo motorja. Pri TCP komunikaciji ima ta računalnik vlogo
gospodarja, medtem ko so vsi ostali računalniki sužnji.







Slika 2.2: Skica sistema, uporabljen za zajem slik vial.
Računalnik s priklopljenim motorjem poskrbi za obračanje viale, ki je pritr-
jena na platformo motorja. Obračanje od začetne (0◦) do končne pozicije (180◦)
poteka po korakih, pri čemer se v enem koraku viala obrne za 15◦. Po vsakem
koraku obračanja gospodar izvede kodo za zajem slik viale v trenutni poziciji z
32 različnimi osvetlitvami. Ko gospodar prvič pošlje signal za osvetlitev enemu
od sužnjev, suženj prižge prvo skupino lučk in povratno da signal, da je ustre-
zna osvetlitev vklopljena. Po povratnemu signalu gospodar spet pošlje signal,
tokrat sužnju, ki krmili drugo kamero in zahteva zajem slike. Po zajemu slik,
tudi gospodar sam zajame sliko s svojo kamero in pošlje signal za prižig nasle-
dnje skupine lučk. Ta sekvenca se izvaja, dokler ne zajamemo vseh 832 slik,
416 z vsako kamero, pri 32 različnih osvetlitvah, v 13 različnih legah viale. Z
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različnimi orientacijami poskrbimo za zajem slik celotnega plašča in celotnega
obsega grla viale. Z različnimi osvetlitvami pa posvetimo na vialo iz različnih
zornih kotov, s čimer zagotovimo, da bo prǐslo do loma svetlobnih žarkov, vko-
likor je steklo poškodovano. Poškodbe stekla imajo namreč različne velikosti in
usmeritve. V primerih, ko svetloba potuje v isto smer kot je smer širjenja raz-
poke, do loma pri prehajanju svetlobe iz enega v drug medij (iz zraka v steklo)
ne bo prǐslo. Posledično bo razpoka nevidna. S spreminjanjem kota osvetlitve
se bo vidnost razpoke povečevala do maksimalne vidnosti pri optimalnem kotu
osvetlitve. Iz tega razloga smo pri naši metodi uporabili 32 različnih kotov osve-
tlitve, ki jih dosežemo tako, da pri prvi osvetlitvi prižgemo prve štiri stolpce
LED lučk, pri vsaki nasljednji osvetlitvi pa ugasnemo preǰsnjo skupino lučk in
prižgemo nasljednje štiri stolpce na panelu. Ko pridemo do konca prvega LED
panela, nadaljujemo z isto metodo prižiganja lučk še pri drugem LED panelu.
2.3 Obdelava surovih slik
Napake, ki jih na vialah ǐsčemo, so včasih reda velikosti nekaj deset mikrometrov,
zato je zelo pomembno, da se zajete slike ne kompresirajo. Slike smo shranjevali
z največjo možno kvaliteto, ki jo uporabljeni kameri ponujata. Občutljivost
kamere na svetlobo (ang. ISO sensitivity) smo nastavili na 800, saj smo ugoto-
vili, da ta vrednost nima prevelikega vpliva na šum slik. Po drugi strani s tem
izbolǰsamo hitrost sistema, kar je ključno za njegovo integracijo v industriji, kjer
je hitrost odziva posameznih sistemov na okolje precej pomemben za uspešno
sinhronizacijo z ostalimi sistemi.
Zaradi narave problema, ki ga z algoritmi rešujemo (iskanje razpok na
vialah), smo se že na začetku odločili za pretvorbo zajetih slik v sivinske, saj
je pomembna le svetlost slikovnih točk. Prednost pretvorbe je tudi hitreǰsa
obdelava informacij, saj delamo z eno matriko vrednosti namesto s tremi kot je
slučaj z barvnimi RGB (ang. Red Green Blue) slikami. Da bi poudarili robove,
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ki so vidni na slikah, smo poskrbeli za maksimalno ostrino slik. Bolj kot je slika
izostrena, večja je sprememba svetlosti slikovnih elementov. Nenadno in veliko
spremembo vrednosti svetlosti, kjer je ne pričakujemo, pa je znak za morebitno
poškodbo.
Za dodatno pohitritev algoritmov smo slike obrezali tako, da je na sliki
prikazana samo viala, ki je naše polje interesa. Lokalizacija vial ni bila potrebna,
saj smo z izgradnjo sistema za zajem slik zagotovili, da se vse viale nahajajo
v isti poziciji v koordinatnem sistemu kamere. Tako smo iz vseh prvotnih slik
velikosti 3280 × 2464 slikovnih elementov pridobili slike s poljem interesa z
velikostjo 340× 900 slikovnih elementov.
2.4 Analiza zbirke slik vial
Zbirka slik je bila ustvarjena s fotografiranjem 64 vial. V farmacevski industriji
se ta vrsta vial uporabljaja za hranjenje sterilnih liofiliziranih ali neliofiliziranih
zdravil, njihova prostornina pa je 20ml. Na razpolago smo imeli 32 poškodovanih
in 32 nepoškodovanih stekleničk. Med poškodovanimi jih je bilo 17 s poškodbami
na trupu, 12 s poškodbami na grlu in 3 s poškodbami na obeh mestih. Slike vseh
vial, ki so del zbirke so podane v Dodatku A.
Med ustvarjanjem zbirke pri vseh vialah, nepoškodovanih in poškodovanih,
smo opazili precej drugačno interakcijo svetlobe s steklom na trupu kot s
steklom na grlu, predvsem zaradi oblike stekleničk. Na grlu nepoškodovanih
vial, kjer je steklo reliefno oblikovano, robove na slikah vidimo kot svetle linije,
ki sledijo obliki grla. Na trupu tega pojava ni, pride pa do bleščanja, kadar
svetlobni vir posveti neposredno nad vialo. Tako osvetljena območja na grlu ali
na trupu viale povzročajo podobno spremembo svetlostnih nivojev na slikah,
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kot ga povzročajo dejanske poškodbe. Ločujemo jih lahko po lokacijah, kjer se
pojavijo, saj se zmeraj nahajajo na istih pozicijah glede na koordinatni sistem
slike. Ravno tako lahko opazimo, da so svetleča območja pod enakimi osvetli-
tvenimi pogoji ponovljiva po svoji obliki in velikosti. Za razliko od bleščečih
območij se svetla območja, ki ponazarjajo dejanske poškodbe, pojavljajo na
različnih pozicijah, v različnih velikostih in imajo nepravilno obliko, ki se lahko
spreminja v odvisnosti od kota pod katerim svetloba pade. V glavnem so to
tanke svetle linije, ki se razvejijo v več smeri, njihova debelina pa ne presega 1mm.
Na slikah vial pogosto opazimo izolirane svetleǰse pikice, ki iztopajo iz
temnega ozadja. Te so posledica prašnih delcev, ki kot nezaželena motnja
pridejo na površino stekleničk. Način zajema slik nam ni dovoljeval popolne
zaščite stekleničk pred zunanjimi vplivi med njihovim fotografiranjem in je s tem
onemogočil iskanje mikro poškodb. Prah namreč povzroča enake spremembe
svetlosnih nivojev, kot jih povzročajo mikro poškodbe in majhni stekleni
mehurčki. Za njihovo zaznavo bi najprej morali zagotoviti brezprašno okolje v
katerem bi se slike zajemale.
Iz opazovanja usvarjene zbirke lahko zaključimo, da se poškodovane viale
lahko ločijo od nepoškodovanih po večjem številu sprememb svetlosnih nivojev.
Jakost svetlostnega gradienta pri spremembah svetlostnih nivojev pa je predvsem
odvisna od jakosti svetlobe svetlobnega vira. Pri večji jakosti svetlobe je tudi
kontrast svetlostnih nivojev ob robovih večji in obratno.
2.5 Zlati standard - referenčne oznake poškodb
Za namen učenja in evaluacije naučenih modelov nujno potrebujemo tako imeno-
vani zlati standard (ang. ground truth). Ta je nujno potreben pri nadzorovanem
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učenju, saj nam da informacije o pričakovanih rezultatih obdelave vsakega vzorca
ter nam s tem pomaga pri validaciji zgrajenih modelov. Evaluacija naučenih
modelov poteka s primerjavo pridobljenih rezultatov z zlatim standardom. Zlati
standard sestavljajo označbe vzorcev, ki so lahko v obliki teksta, številk, slik,
ene ali več koordinatnih točk itd.
V našem primeru smo zbirko slik označevali na dva načina. Najprej smo vsa-
kemu vzorcu pripisali pripadnost določenemu razredu v odvisnosti od prisotnosti
poškodb na njem. Nato smo poškodbe poškodovanih vzorcev označili z mnogoko-
tnikom, ki obrǐse poškodbo tako, da se ta nahaja v notranjem delu mnogokotnika.
2.5.1 Označevanje prisotnosti poškodb
Zaradi opazke o precej drugačni interakciji svetlobe s grlom kot s trupom viale
(poglavje 2.4) smo se odločili, da vsaki sliki iz zbirke vial dodelimo dve oznaki.
Prva oznaka nam pove o prisotnosti poškodb na grlu viale, druga oznaka pa govori
o prisotnosti poškodb na trupu viale. Z “0” smo označevali vzorce kjer vidljivih
poškodb ni, z “1” pa vzorce, kjer je določen del viale vidno poškodovan. Med
označevanjem vzorcev, je bilo zaradi izogibanja napačnih oznak, ki izhajajo iz
vidljivosti poškodb (poglavje 2.1) pregledanih in ustrezno označenih vseh 53.248
slik. V spodnji tabeli (Tabela 2.1) podajamo informacije o poškodovanosti vial,
pri čemer © pomeni, da je prisotna poškodba, × pa pomeni, da ni poškodb.
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Oznaka Grlo Trup Oznaka Grlo Trup Oznaka Grlo Trup
Viala 01 © © Viala 23 © © Viala 44 × ×
Viala 02 × © Viala 24 © × Viala 45 × ×
Viala 03 × © Viala 25 © © Viala 46 × ×
Viala 04 × © Viala 26 © × Viala 47 × ×
Viala 05 × © Viala 27 © × Viala 48 × ×
Viala 06 × © Viala 28 © © Viala 49 × ×
Viala 07 × © Viala 29 © × Viala 50 × ×
Viala 08 × © Viala 30 © × Viala 51 × ×
Viala 09 × © Viala 31 © × Viala 52 × ×
Viala 10 × © Viala 32 © × Viala 53 × ×
Viala 11 × © Viala 33 × × Viala 54 × ×
Viala 12 × © Viala 34 × × Viala 55 × ×
Viala 13 × © Viala 35 × × Viala 56 × ×
Viala 14 × © Viala 36 × × Viala 57 × ×
Viala 15 × © Viala 37 × × Viala 58 × ×
Viala 16 × © Viala 38 × × Viala 59 × ×
Viala 17 × © Viala 39 × × Viala 60 × ×
Viala 18 © × Viala 40 × × Viala 61 × ×
Viala 19 © × Viala 41 × × Viala 62 × ×
Viala 20 © × Viala 42 × × Viala 63 × ×
Viala 21 © × Viala 43 × × Viala 64 × ×
Viala 22 © ×
Tabela 2.1: Predstavitev poškodb vial: © - prisotna poškodba, × - ni poškodb.
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2.5.2 Označevanje lokacije poškodb
Lokacija poškodb je na vsaki sliki iz zbirke označena z mnogokotnikom, ki
obrisuje poškodbe. Pravilo o obliki in številu točk vsakega mnogokotnika ni
obstajalo. Mnogokotniki so bili določeni tako, da zajemajo celotno površino
kjer so poškodbe prisotne in se istočasno čimbolj prilegajo obliki teh poškodb.
Zaradi prevelikega števila slik, bi bilo ročno označevanje lokacije poškodb na
vsaki sliki preveč časovno potratna naloga. Iz tega razloga je bila uporabljena
polavtomatska metoda za določevanje oznak. Za vsako poškodovano vialo iz
zbirke je bila izbrana ena najbolj reprezentativna slika te viale (kjer so poškodbe
najbolj vidne). Na osnovi te slike je bil ustvarjen mnogokotnik. S pomočjo
matematičnih formul za prostorsko transformacijo točk in izračun njihovih
projekcij so bile samodejno določene tudi točke ostalih mnogokotnikov. Tako
smo uspeli zmanǰsati število ročnih označevanj na le 32 (en mnogokotnik za vsako
od prvih 32 vial iz zbirke), vse ostale označbe pa smo pridobili z omenjenim
algoritmom.
Predpostavimo, da os rotiranja viale na sliki sovpada z osjo y in, da je
T (x0, y0, z0) točka na površini viale kot je to prikazano na Sliki 2.3.
Z rotiranjem viale se vrednost koordinate y ne spreminja, spreminjata se edino
vrednosti koordinate x in koordinate z. Ker so naše slike v dvodimenzijskem
prostoru, na slikah opazimo samo spremembo vrednosti po osi x in je to v resnici
edina sprememba na razdalji, ki nas zanima. S pomočjo Slike 2.3 pridemo do
nasljednjih formul za izračun nove vrednosti koordinate x ob predpostavki, da








)− φ)r, za negativne vrednosti x0
(2.1)
kjer je r radij viale. Ker viala nima povsod enakega radija, smo tudi
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Slika 2.3: Označevanje lokacije poškodb: levo - ročna oznaka mnogokotnika, desno
- matematičen izračun transformiranega mnogokotnika.
v formuli 2.1 upoštevali različne radije v odvisnosti od lokacije točke, ki jo
želimo transformirati. Tako smo za radij trupa vzeli r = 170 slikovnih točk, za
radij grla r = 110 slikovnih točk in za radij odprtine r = 135 slikovnih točk.
Seveda, smo zaradi nesovpadanja tako postavljenega koordinatnega sistema s
koordinatnim sistemom slik, ki ima koordinatno izhodǐsče v levem zgornjem
kotu, pri transformacijah upoštevali tudi transformacijo koordinat iz drugega v
prvi koordinatni sistem in obratno. Tako smo dobili dejansko transformirano
vrednost koordinate x v koordinatnem sistemu slike.
Primera ročne oznake mnogokotnika za stekleničko z oznako “Viala 01” in
pripadajočega transformiranega mnogokotnika po rotaciji iste viale za 45◦ sta
prikazana na Sliki 2.4.
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Slika 2.4: Transformacija označb poškodb: levo - ročna oznaka poškodbe, desno
- matematično izračunan transformiran mnogokotnik.
Samodejno ustvarjene oznake mnogokotnikov, so bile dodatno preverjene in
tam kjer smo opazili prevelike deviacije označb, smo te ustrezno popravili.
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3 Metode
Znanstvena predvidevanja o delovanju človeških možganov, so v preǰsnjem
stoletju spodbudile razvoj umetnih nevronskih mrež. To so modeli za obdelavo
informacij, ki domnevno posnemajo delovanje biološkega živčnega sistema.
Kljub temu, da obstajajo debate o tem ali so nevronske mreže res verodostojen
model naših možganov je dejstvo, da te mreže še danes prepoznavamo kot zelo
učinkovito metodo strojnega učenja. Z razvojem tehnologije in povečanjem
procesorske moči so tudi nevronske mreže doživele svojo renesanso. Danes
mnogi znanstveniki promovirajo nevronske mreže kot ’state of the art’ metodo,
saj dajejo nepričakovano dobre rezultate pri različnih nalogah zaznavanja,
razpoznavanja in lociranja objektov s strojno inteligenco.
Poleg vseh izredno dobrih rezultatov pa ne smemo pozabiti tudi na številne
neuspešne poskuse implementacij nevronskih mrež pri razvoju različnih al-
goritmov. Glavna težava je v tem, da si ljudje ne znamo razlagati zakaj
nevronske mreže sprejemajo napačne odločitve, saj so njihove značilke izpeljane
s pomočjo matematičnih formul, vendar brez konkretnega fizikalnega pomena.
Po drugi strani so nam konvencionalne metode domače in si relativno eno-
stavno predstavljamo njihov način delovanja in razumemo znanstvene zakone,
na katerih so osnovane. Še napomembneje je, da so konvencionalne metode
predvidljive, robustne, njihovi rezultati pa so ponovljivi. Iz teh razlogov se
industrija najpogosteje nagiba k standardnim metodam. Rezultati teh metod
so zadovoljivi, saj so podatki, ki se uporabljajo za razvoj rešitev ustvarjeni
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v kontroliranih pogojih, kjer sami definiramo okolje in način zajetja teh podatkov.
V strojnem vidu ne obstaja idealna metoda, ki se pri različnih nalogah
obnese enako dobro in vedno da najbolǰse možne rezultate. Zato je najbolj
pomembno, da se vsakega novega izziva lotimo s pomislekom na cilj, ki ga želimo
doseči in z dobro analizo podatkov, ki jih imamo na voljo. Še vedno pa ostane
vprašanje, ali je bolje uporabiti eno izmed številnih konvencionalnih metod, ali
pa so dobro zastavljene nevronske mreže res tako zanesljive in nepremagljive
pri obdelavi različnih podatkov. Pri tej tezi smo se odločili rešiti zastavljen
problem razpoznavanja razpok na vialah na oba načina - najprej z uporabo
konvencionalnih metod, nato pa še z uporabo globokih nevronskih mrež. Naš
namen je primerjati rezultate obeh pristopov in poudariti njune prednosti ter
pomankljivosti.
3.1 Ocenjevanje delovanja metod
Glavni izziv, s katerim smo se pri izdelavi magistrske naloge srečali, je razpoznava-
nje poškodb na slikah vial. Za segmentacijo slik poznamo številne konvencionalne
metode, ki ločujejo področja na slikah na osnovi njihove barve, jakosti svetlobe,
teksture itd. Segmentacijske metode lahko razvrstimo v štiri skupine:
• metode, ki segmentirajo na podlagi upragovljanja,
• metode, ki segmentirajo na podlagi robov na slikah,
• metode, ki primerjajo lastnosti različnih področij in jih na osnovi njihovih
podobnosti združujejo ali ločujejo,
• hibridne metode.
V našem primeru se nismo mogli omejiti na posamezno metodo iz prvih treh
skupin, saj smo vsakič, ko smo implemetirali določeno metodo naleteli na težavo,
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ki je onemogočila pravilno zaznavo razpok. Metode upragovljanja na primer niso
izločile bleščanja na slikah, temveč so dejansko izolirale svetleča področja kot
poškodbe na steklu. Podobne težave smo imeli pri metodah združevanja podob-
nih področij. Tudi segmentacija na podlagi robov ni dala želenih rezultatov, saj
so standardni filtri, ki se za to uporabljajo (Canny, Sobel, Prewitt) zelo občitljivi
na prekinitve robov. Te se v naši zbirki slik zelo pogosto pojavijo zaradi kota,
pod katerim svetloba pade (razpoke so le delno vidne). Fizikalno ozadje tega
pojava je bilo razloženo v poglavju 2.1. Na podlagi izvedenih eksperimentov
smo se odločili za kombinacijo različnih metod. Za začetek smo uporabili banko
Gaborjevih filtrov, nato pa smo na rezultatih izvajali operacije seštevanja,
odštevanja in upragovljanja. Na koncu smo uporabili še metodo podpornih
vektorjev za klasifikacijo vzorcev v skupino poškodovanih ali nepoškodovanih
vial.
V primeru nevronskih mrež smo se odločili za konvolucijske nevronske mreže.
Glavni razlog za to odločitev je bila konvolucija s filtri, ki so za razliko od
filtrov konvencionalnih metod adaptibilni. Pri standardnih metodah je izbira
filtrov in njihovih lastnosti delo usvarjalca algoritma. V primeru konvolucijskih
nevronskih mrež pa se ti filtri sami prilagajajo vzorcem učne množice med
procesom nadzorovanega učenja. Zaradi prilagodljive narave teh filtrov so
ti sposobni izluščiti najbolj dominantne značilke dane učne množice, ki se
v nadaljevanju lahko razvrščajo s klasično mrežo nevronov, ali pa s kakšno
drugo metodo ločevanja vzorcev, predstavljenih z vektorji značilk. Čeprav pri
nevronskih mrežah ni potrebe po razmisleku o matematičnih funkcijah, ki jih
filtri predstavljajo, pa je potrebno definirati njihovo velikost, število filtrov in
njihovo organizacijo v plasteh (arhitektura nevronske mreže). Pri tej nalogi,
smo izbrali najmanǰse možne konvolucijske filtre, ki lahko opisujejo različne
orientacije in sicer filtre velikosti 3x3. Zaradi čim večjega števila značilk, ki jih
želimo izluščiti, smo se odločili za implementacijo globoke nevronske mreže. Ta




Kot smo že ugotovili v poglavju 2.4 je interakcija svetlobe s steklom na trupu
viale precej drugačna kot interakcija s steklom na grlu viale. Zato se tekstura na
grlu viale razlikuje od teksture na trupu viale, kar povzroča bistveno drugačne
odzive na filtre, s katerimi obdelujemo slike. Iz tega razloga smo se odločili
razdeliti sliko na dva dela, pri čemer vsakega od teh delov slike obravnavamo
kot poseben vzorec. Prvi del slike zajema samo grlo viale in je velik 340 × 150
slikovnih točk. Drugi del slike pa zajema samo trup viale in je velik 340 × 707
slikovnih točk. Tako smo dobili dve vrsti vzorcev. Pri pregledu vseh vzorcev
smo ugotovili, da so slike zajete s spodnjo kamero odvečne, zato smo jih izločili
iz postopka razvoja algoritmov. Na koncu smo dobili skupaj 53.248 vzorcev, pri
čemer smo en del vzorcev uporabili za razvoj algoritma za iskanje poškodb na
grlu vial, drug del pa smo izkoristili za razvoj algoritma za iskanje poškodb na
trupu vial.
3.1.2 Delitev vzorcev v skupine
Z namenom učenja, validacije in testiranja modelov za prepoznavanje poškodb
na steklu vial so bili vsi vzorci, ki smo jih imeli na razpolago, razdeljeni v učno
in testno množico. Pri tem sta nastali dve učni in dve testni množici (ena učna
in ena testna množica za vsak tip vzorcev). Pri ustvarjanju učnih množic smo
bili še posebej pozorni, da je število vzorcev nepoškodovanih vial enako številu
vzorcev poškodovanih vial. Ko smo določevali učne vzorce poškodovanih vial,
pa smo izbirali poškodbe, ki so si čimbolj različne med sabo zato, da zajamemo
različne vrste poškodb in s tem tudi različne vrste tekstur, ki se pojavijo kot
posledica poškodb. Za testiranje razvitega algoritma razpoznavanja poškodb
smo kasneje uporabili vse preostale vzorce, ki so bili del testnih množic. V
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spodnji tabeli (Tabela 3.1) so predstavljene viale, katerih slike sestavljajo učne
oziroma testne množice.
Učna množica za grlo vial Učna množica za trup vial
• Viala 18 • Viala 19 • Viala 20 • Viala 05 • Viala 06 • Viala 07
• Viala 21 • Viala 22 • Viala 28 • Viala 08 • Viala 09 • Viala 10
• Viala 31 • Viala 32 • Viala 33 • Viala 11 • Viala 12 • Viala 13
• Viala 34 • Viala 35 • Viala 36 • Viala 14 • Viala 33 • Viala 34
• Viala 37 • Viala 38 • Viala 39 • Viala 35 • Viala 36 • Viala 37
• Viala 40 • Viala 38 • Viala 39 • Viala 40
• Viala 41 • Viala 42
Testna množica za grlo vial Testna množica za trup vial
• Viala 01 • Viala 23 • Viala 24 • Viala 01 • Viala 02 • Viala 03
• Viala 25 • Viala 26 • Viala 27 • Viala 04 • Viala 15 • Viala 16
• Viala 30 • Viala 41 • Viala 42 • Viala 17 • Viala 24 • Viala 26
• Viala 43 • Viala 44 • Viala 45 • Viala 29 • Viala 43 • Viala 44
• Viala 46 • Viala 47 • Viala 48 • Viala 45 • Viala 46 • Viala 47
• Viala 49 • Viala 50 • Viala 51 • Viala 48 • Viala 49 • Viala 50
• Viala 52 • Viala 53 • Viala 54 • Viala 51 • Viala 52 • Viala 53
• Viala 55 • Viala 56 • Viala 57 • Viala 54 • Viala 55 • Viala 56
• Viala 58 • Viala 59 • Viala 60 • Viala 57 • Viala 58 • Viala 59
• Viala 61 • Viala 62 • Viala 63 • Viala 60 • Viala 61 • Viala 62
• Viala 64 • Viala 63 • Viala 64




3.2.1 Banka Gaborjevih filtrov
Leta 1946 je Dennis Gabor objavil načelo nedoločenosti [18], s katerim je doka-
zal, da je nemogoče istočasno s poljubno točnostjo poznati časovno in frekvenčno
obnašanje signalov. V Fourierjevem prostoru, kjer abcisa predstavlja časovno os,
ordinata pa frekvenčno os, z manǰsanjem časovnega intervala opazovanja signala
∆t povečamo natačnost meritev v frekvenčni domeni. Velja tudi obratno - z
manǰsanjem frekvenčnega intervala opazovanja signala ∆f povečamo natačnost
meritev v časovni domeni. Najbolj optimalno razmerje točnosti dosežemo, ka-
dar velja ∆t∆f = 1. Zato je Gabor v Fourierjevem prostoru definiral kvadrat
∆t∆f = 1, kot kvantum informacije, ki ga je poimenoval logon. Idealni komu-
nikacijski kanal v času M s frekvenčno pasovno širino N prenese največ MN
logonov informacije. Gabor je ravno tako dokazal, da se logon v Fourierjevem








kjer je njena vrednost na časovni osi določena z j∆t, na frekvenčni osi s k∆f ,
α pa je pričakovana vrednost porazdelitve. Funkcija 3.1 je znana kot osnovna













Potem enačbo 3.1 lahko zapǐsemo kot vsoto enačb 3.2 in 3.3. Gabor je doka-
zal, da se vsak signal, ki je časovno in frekvenčno omejen, lahko predstavi kot
superpozicija Gaussovih sinusoidov:












ajkCjk + bjkSjk (3.4)
Funkcija ψ(t) (enačba 3.4) je bila prvič izpeljana v odvisnosti od časa, vendar
načelo nedoločenosti velja tudi za funkcije, kjer je ψ odvisna od prostora. ψ(x, y)
v tem primeru predstavlja prostorsko porazdelitev frekvence in je v resnici dvo-
dimenzionalna Gaborjeva funkcija:










To analogijo je prvi dokazal Daugman leta 1980 v svojem članku [19], kasneje
pa je tudi predlagal uporabo dvodimenzionalne Gaborjeve funkcije za modeliranje
vidne skorje (čutilni predel možganov, odgovoren za sprejem informacij iz oči).
Čeprav so številni znanstveniki argumentirano nasprotovali tako zastavljenemu
modelu vidne skorje, se zapis informacij z Gaborjevimi valovnimi funkcijami še
danes uporablja kot primeren način opisa slik.
Tako kot ostale osnovne funkcije, ki se uporabljajo za zapis bolj kompleksnih
funkcij, so tudi Gaborjeve osnovne valovne funkcije nastale s translacijo, rotacijo
in dilatacijo bazične funkcije (enačba 3.5). Gaborjevi filtri niso nič drugega kot
pasovni filtri, ki analizirajo ali so na določenem mestu na sliki prisotne določene
frekvence z določeno orientacijo θ. Njihov matematični zapis je naslednji:










kjer sta x, y prostorski koordinati, f je frekvenca, ki jo ǐsčemo, θ pa je orien-
tacija filtra. Tako kot do sedaj sta p in q koordinati centra Gaussove krivulje, α
in β pa sta pričakovani vrednosti porazdelitve.
Rezultat konvolucije slike z Gaborjevim filtrom nam da informacije o ome-
jenem številu frekvenc s točno določeno orientacijo. Razpoke, ki so inte-
res naše naloge, se pojavijo v različnih orientacijah, z različno velikostjo.
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Zato smo se odločili za konvolucijo [20] naše zbirke slik z banko Gaborje-
vih filtrov, ki imajo valovne dolžine 3, 6 ali 9 slikovnih točk in orientacije
0◦, 15◦, 30◦, 45◦, 60◦, 75◦, 90◦, 105◦, 120◦, 135◦, 150◦ ali 165◦. Na sliki 3.1 so pri-
kazane vse uporabljene valovne dolžine in orientacije banke Gaborjevih filtrov.




Slika 3.1: Prikaz valovnih dolžin in orientacij banke Gaborjevih filtrov. Valovna
dolžina posameznega filtra je 3, 6, 9 slikovnih točk, orientacije pa se povečujejo
od 0◦ do 165◦ v korakih po 15◦
3.2.2 Metoda podpornih vektorjev
Metoda podpornih vektorjev (ang. Support Vector Machines) je zelo popularna
metoda za reševanje klasifikacijskih in regresijskih problemov in je ena izmed
najbolj razširjenih metod v industrijskih aplikacijah. Namenjena je iskanju meje
dveh razredov, z njeno večkratno implementacijo pa vzorce lahko razvrščamo
tudi v več kot dva razreda. To dosežemo tako, da za vsako mejo, ki ločuje
en razred od ostalih, uporabimo metodo podpornih vektorjev, da pridobimo
vrednosti njenih optimalnih parametrov. Na ta način, za n razredov dobimo n
odločitvenih mej.
Glavna ideja metode podpornih vektorjev je, da s pomočjo določenih učnih
vzorcev iz dveh razredov, najdemo optimalno linearno ločitveno mejo, ki jo lahko
kasneje uporabimo pri razvrščanju novih vzorcev [21]. Pri linearno ločljivih
skupinah vzorcev, je veliko razdelitvenih mej. Zelo pomembno je, da izberemo
tisto mejo, ki ponuja maksimalno razmejitev med razredoma. Zato so bili
uvedeni podporni vektorji - skupina vzorcev, ki so del učne množice, vendar so
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za razliko od ostalih učnih vzorcev ključni za učenje optimalne odločitvene meje


















Slika 3.2: A. Različne možne odločitvene meje. B. Odločitvena meja z ozko
razmejitvijo. C. Odločitvena meja z maksimalno široko razmejitvijo.
Za skupino označenih vzorcev (y1,x1), ..., (yl,xl), kjer so xi vzorci, yi ∈
{−1, 1} pa oznake razredov katerim pripadejo pravimo, da je linearno ločljiva,
če obstaja vektor w in skalar b, za katera velja [22]:
w · xi + b ≥ 1, kadar yi = 1,
w · xi + b ≤ −1, kadar yi = −1,
(3.7)
Neenačbi 3.7 lahko zapǐsemo z enim izrazom:
yi(w · xi + b) ≥ 1, i = 1, ..., l. (3.8)
V tem primeru je optimalna hiperravnina definirana z enačbo:






pa je razdalja med hiperravninama
H1(w · x+ b = 1) in H2(w · x+ b = −1) (Slika 3.2). Minimalna vrednost |w| nas
torej pripelje do maksimalno široke razmejitve optimalne hiperravnine, s tem pa
tudi do bolǰsih rezultatov razvrščanja. Razmejitev ρ(w, b) z maksimalno širino
določa enačba:
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Lahko zaključimo, da je optimalna hiperravnina tista, za katero je vrednost
skalarnega produkta w · w minimalna in je pogoj 3.8 izpolnjen. Vektorji xi za
katere velja yi(w · xi + b) = 1 so tako imenovani podporni vektorji. Vektor w0,









kjer je α0i ≥ 0.
Iskanje maksimalne širine razmejitev se prevede v optimizacijski problem,
odvisen od w, saj je naš cilj minimizacija vrednosti 1
2
|w|2 ob pogojih yi(w ·














Z upoštevanjem vrednosti odvoda funkcije LP , ki je v njenem minimumu enak
0, (∂LP
∂w
= 0 in ∂LP
∂b





i=1 yiαi = 0. Po preoblikovanju ǐsčemo maksimum











yiyjαiαj(xi · xj) (3.13)
Zdaj optimizacijski problem rešujemo z izračunom notranjih produktov xi ·xj.
Notranji produkt vsebuje informacijo o podobnosti dveh vektorjev. Najmanj
podobni so si ortogonalni vektorji, katerih produkti ima vrednost 0. Zato
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ortogonalni vektorji ne prispevajo k učenju ločitvene meje (Slika 3.3). Najbolj
podobni pa so si vzporedni vektorji, katerih produkti ima vrednost 1. Par takih
vektorjev lahko sestavljata vektorja, ki pripadata istim rezredom ali pa različnim
razredom. Nas predvsem zanimajo kritični vektorji, ki so si precej podobni,
pripadajo pa različnim razredom. Vektorja, ki pripadeta istemu razredu, sta
odvečen par. Iz 3.13 lahko vidimo, da v primeru, ko sta dva vektorja istega
razreda, ima njun produkt yiyj vrednost 1, kar zmanǰsa vrednost funkcije LD.
Kadar sta si dva vektorja precej podobna in pripadata različnima razredoma je
njun produkt yiyj = −1, s čimer povečamo vrednost funkcije LD. S tem smo








Slika 3.3: Prikaz različnih primerov podobnosti učnih vektorjev namenjenih
učenju ločitvene meje. A. Ortogonalna vektorja nimata vpliva na določitev meje.
B. Par podobnih vektorjev istga razreda je odvečen. C. Par podobnih vektorjev
različnih razredov, ki k učenju največ prispeva.
V praksi so skupine vzorcev, ki pripadajo različnim razredom zelo redko
linearno ločljive. Problem rešimo tako, da z nelinearno funkcijo preslikamo
vzorce v prostor z večjim številom dimenzij, kjer so vzorci linearno ločljivi. V
novem prostoru nato s pomočjo metode podpornih vektorjev poǐsčemo linearno
ločitveno mejo (Slika 3.4).
Za nelinearno transformacijo učnih vzorcev uporabimo trik z jedri, pri čemer









Slika 3.4: Transformacija vzorcev v večdimenzijski prostor in iskanje linearne
odločitvene meje.
voljo imamo različna nelinearna jedra K, med katerimi so najbolj znana:
• Polinomsko jedro: K(xi,xj) = (xi · xj)
d
• Sigmoidno jedro: K(xi,xj) = tanh (β0xi · xj + β1)







Kot najbolj učinkovito in največkrat uporabljeno jedro lahko izdvojimo RBF
jedro (Slika 3.5). Zaradi nelinearnosti jedro ustvari ukrivljene hiperravnine, pri
čemer parameter γ določa stopnjo prileganja krivulje učni množici vzorcev. Večja
kot je vrednost γ, bolje se ločitvena meja prilega vzorcem in obratno, vendar
neustrezno velika vrednost privede do prevelike občutljivosti razvrščevalnika na
šum in do njegove slabe generalizacije.
Kljub vsem nelinearnim transformacijam in optimizacijam, ki jih metoda pod-
pornih vektorjev predvideva, v realnosti zelo poredko srečamo primere učnih
množic vzorcev, ki so po njihovi transformaciji v večdimenzijske prostore line-
arno ločljivi brez napak. Naš cilj je zato, da najdemo optimalno odločitveno
mejo, ki ima najmanǰso možno napako razvrščanja med učenjem meje. Za ta
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Slika 3.5: Primerjava določitve odločitvene meje z linearnim jedrom (levo) in z
nelinearnim jedrom RBF (desno).
namen so bile vpeljane kazenske konstante εi s katerimi lahko določimo, koliko
bo algoritem toleranten do odstopanja:
yi(w · xi + b) ≥ 1− εi, εi ≥ 0, ∀i = 1, ..., l (3.14)
Večja vrednost ε pomeni večjo toleranco odstopanja in posledično tudi manǰso
občutljivost na šum.
Metoda podpornih vektorjev ima številne prednosti, med drugim: odpornost
na nadprileganje, učinkovitost v večdimenzijskih prostorih, učinkovitost pri
izrabi pomnilnika in hitro prilagodljivost glede uporabe funkcijskih jeder za
preslikavo v večdimenzijske prostore.
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3.3 Globoke konvolucijske nevronske mreže
3.3.1 Arhitektura nevronskih mrež
S tehnološkim razvojem in izbolǰsanjem strojne opreme ter hitrosti procesiranja
podatkov, so nevronske mreže postale vse bolj pogosta izbira v strojnem učenju.
Navdihnjeni s razumevanjem delovanja človeških možganov so znanstveniki
začeli ustvarjati umetne arhitekture med seboj povezanih nevronov, ki se na
osnovi učne množice naučijo predvideti izhodne rezultate pri točno določenih
vhodnih podatkih [23].








Slika 3.6: Primer osnovnega gradnika nevronskih mrež - nevrona.
Osnoven gradnik nevronskih mrež je nevron (Slika 3.6). Nevron na vhod
lahko dobi vektor z vrednostmi ali pa podatke od enega ali več drugih nevronov.
Nevron je v svojem bistvu funkcija, ki vsako vhodno vrednost pomnoži z določeno
utežjo, nato pa vse produkte sešteje. Vsoto pogosto korigira z neko vrednostjo b
in jo posreduje določeni aktivacijski funkciji, ni pa to vedno pravilo, saj obstajajo
nevronske mreže brez aktivacijskih funkcij. Če predpostavimo, da je x vhodni
vektor, n velikost tega vektorja, w vektor uteži in b vrednost korekcije, potem
izhod iz nevrona izračunamo po naslednji formuli:
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φ(xi · wi) + b (3.15)
kjer je φ aktivacijska funkcija.
Aktivacijska funkcija preslika izračunano vrednost nevrona v želeno območje
izhodnih vrednosti, zato se je zelo pomembno se odločiti za pravo aktivacijsko
funkcijo glede na položaj nevrona v nevronski mreži in učinek, ki ga v določeni
plasti želimo doseči. Med najbolj pogostimi aktivacijskami funkcijami so:
• linearna funkcija - najbolj osnovna aktivacijska funkcija, znana še kot iden-
titeta. Učinek funkcije je poenostavitev v eno linearno plast in se zato
ponavadi uporablja v zunanjih plasteh:
φ(x) = x (3.16)
• stopničasta funkcija - je preprosta aktivacijska funkcija, ki da izhod 1, kadar
je vhodna vrednost večja ali enaka nekemu pragu a. V vseh drugih primerih






1, x ≥ a
(3.17)
• rampa - pod nekim pragom a1 ima funkcija vrednost 0, nad nekim pragom
a2 ima funkcija vrednost 1, v vmesnem področju pa je izhod definiran z









0, x ≤ a1
bx, a1 < x < a2
1, x ≥ a2
(3.18)





manjkljivost te funkcije so majhne vrednosti, ki jih njen odvod lahko za-
vzame, kar upočasni učenje in je zato neprimerna za notranje plasti. Iz tega
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razloga se sigmoidna funkcija zelo pogosto uporablja v zunanjih plasteh, še





• hiperbolični tangens - funkcija je po obliki podobna sigmoidni s tem, da




. Za razliko od
sigmoidne funkcije lahko odvod hiperboličnega tangensa zavzame vrednosti
na večjem intervalu:




• usmerjena linearna enota (ReLU) - je najbolj uporabljana aktivacijska funk-
cija za notranje plasti mreže. Največji prednosti te funkcije sta njena
linearnost in neomejenost maksimalne izhodne vrednosti (nima področja
nasičenja). Uporaba ReLU funkcij bistveno pospeši učenje nevronskih mrež:
φ(x) = max(0, x) (3.21)
• softmax - tako kot linearna aktivacijska funkcija se ponavadi uporablja v
izhodni plasti nevronske mreže za večrazredno razvrščanje. Vsak nevron
v izhodni plasti predstavlja en razred. Pri razvrščanju vzorcev se posame-







Nevronske mreže so organizirane v plasteh, kjer je vsaka plast zgrajena iz
določenega števila nevronov (osnovnih gradnikov). Vsak nevron (razen nevroni
v prvi vhodni plasti) od preǰsne plasti prejme aktivacijo preǰsnjih nevronov,
uteženo s konstantami povezav. Vsaka nevronska mreža ima eno vhodno plast in
eno izhodno plast. Med temi dvemi plastmi je lahko ena ali več notranjih plasti
(Slika 3.7). Vsaka plast ima lahko različno aktivacijsko funkcijo v odvisnosti od
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njenega namena in od podatkov, ki jih obdeluje. Nevronska mreža, ki ima več










Slika 3.7: Primer preproste nevronske mreže z eno notranjo plastjo.
Konvolucijska nevronska mreža, kot že samo ime namiguje, je arhitektura
nevronske mreže, ki je zgrajena s konvolucijskimi plastmi, poleg teh pa ima
tudi eno ali več drugih vrst plasti, kot so združevalne plasti, aktivacijske ali
polno povezane plasti. Prednost konvolucijskih mrež je predvsem invarianca
na translacijo objektov na slikah. Dodatna pomembna prednost konvolucijskih
mrež je optimizirano število uteži, ki se jih mreža uči. Pri nadavnih plasteh ima
mreža za vsak vhodni podatek (v vhodni plasti je to ena slikovna točka) svojo
utež. To pomeni, da ima mreža že v prvi plasti trikrat večje število uteži kot
število slikovnih točk slike, ki jo obdeluje, če je ta trikanalna. Pri konvolucijskih
plasteh pa se uporabljajo filtri, ki se med učenjem prilagajajo učni zbirki vzorcev,
vendar veljajo za celotno področje vhodne matrike podatkov in tako zagotavljajo
prostorsko neodvisnost.
Konvolucijska plast torej izvaja konvolucijo [20] nad vhodno matriko podat-
kov. Ena konvolucijska plast ima ponavadi več filtrov. Število filtrov definira
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globino konvolucijske plasti. Velikost vhodne konvolucijske plasti je definirana z
velikostjo vzorcev iz učne množice. Izhod vsake konvolucijske plasti je vsaj ena
matrika značilk z velikostjo (Mx,My), kjer sta Mx in My določena z velikostjo
jeder filtrov (Kx, Ky) in velikostjo koraka jeder filtrov ob njihovem premiku pri
izvajanju konvolucije (Sx, Sy) (število vrednosti v matriki za kateri se jedro pre-





xl − 1)−K lx
Slx + 1
+ 1; M ly =
M
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yl − 1)−K ly
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+ 1 (3.23)






















Slika 3.8: Primer konvolucije z enim filtrom velikosti 3× 3.
Število izhodnih matrik ene plasti je odvisno od števila uporabljenih filtrov v
tej plasti. Plast, kjer je bilo uporabljenih k filtrov, ima k izhodnih matrik velikosti
(Mx,My), kar pomeni, da ima ta plast Mx×My × k nevronov. Ob predpostavki,
da ima vhodni podatek globino C (tudi filter ima enako globino (Kx, Ky, C) ) je
izhodna vrednost enega nevrona:










wm,n,c ·M(i+m),(j+n),c + bk (3.24)
kjer so wmnc ustrezne uteži filtra, bk pa korekcija uporabljenega filtra.
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Združevalna plast ponavadi sledi konvolucijski plasti. Namen te plasti je re-
dukcija dimenzij izhodne matrike, s čimer pospešimo čas učenja mreže in pre-
prečimo nadprileganje. Plast nima nobenih uteži, ima pa definirane dimenzije
delčkov, ki se združujejo in definirano velikost koraka drsečega okna, ki izvaja
združevanje. Združevalna plast lahko izvaja združevanje z iskanjem maksimuma,
minimuma ali s povprečenjem vrednosti znotraj drsečega okna. Primer maksi-
malnega združevanja z drsečim oknom velikosti 2× 2 in korakom premikanja 2 je


















Slika 3.9: Primer maksimalnega združevanja v združevalni plasti. Uporabljeno je
drseče okno velikosti 2× 2 s korakom premikanja 2.
Združevalna plast ne reducira globine podatkov. Število izhodnih matrik iz
konvolucijske plasti se torej ne bo zmanǰsalo, zmanǰsala se bo le njihova velikost.
S primerno izbranim načinom združevanja v tej plasti poudarimo pomembne,
prevladujoče značilke.
Rezultati mreže po vseh konvolucijskih in združevalnih plasteh so izluščene
značilke podatkov. Iz teh značilk se mora mreža naučiti razvrščati vzorce v
dveh ali večih razredih. S tem namenom v mrežah vključimo polno povezane
plasti. Vsak nevron polno povezane plasti je povezan z vsakim nevronom iz
preǰsnje plasti, njegova naloga pa je računanje ocene, da določen vzorec, z
danim vektorjem značilk, pripada določenemu razredu. Polno povezane plasti so
enodimenzionalne, za njimi pa ni konvolucijskih plasti.
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V praksi zelo pogosto srečujemo primere, kjer linearno ločevanje podatkov
ni možno. Problem ponavadi rešimo z dodajanjem nelinearne plasti. Nelinearna
plast mora nujno biti odvedljiva, saj se mreže učijo s postopkom vzvratnega
razširjanja (ang. backpropagation) [24], ki računa gradiente napak. V stareǰsih
arhitekturah mrež sta bili za nelinearnost ponavadi uporabljeni hiperbolični
tangens ali sigmoidna aktivacijska funkcija. Zaradi kompleksnosti njunega
računanja se v noveǰsih arhitekturah skoraj povsod uporablja usmerjena linearna
enota (ReLU plast [25]). Za izbolǰsanje rezultatov nevronske mreže neredko
srečamo arhitekture, kjer je ReLU plast postavljena tudi med polno povezanimi
plastmi.
3.3.2 Učenje nevronskih mrež
Kadar imamo pripravljeno arhitekturo nevronske mreže, zgrajeno iz prej opisanih
gradnikov, moramo določiti način učenja mreže. Kot smo že na začetku omenili,
nadzorovano učenje mrež poteka z dano učno množico označenih vzorcev. Za
oceno rezultatov, ki jih da mreža v zadnji plasti, moramo določiti funkcijo napake.
V praksi obstajajo različne funkcije napak, ki jih lahko uporabimo: funkcija
srednje absolutne napake, funkcija srednje kvadratne napake, Huberjeva funkcija
napake, ki se ponavadi uporablja za regresije, funkcija napake navkrižne entropije
itd. Med naštetimi funkcijami napak, je funkcija srednje kvadratne napake (ang.
mean squared error) najpogosteje uporabljena mera napak. Če predpostavimo,










kjer je yp predikcija mreže, tp pa pričakovana vrednost (zlati standard učne
množice). Učenje mreže poteka s prilagajanjem uteži vseh plasti tako, da je
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napaka čim manǰsa oziroma tako, da je vrednost yp čim bližje prave vrednosti
tp. Za prilagajanje uteži se uporablja gradientni spust, ki se računa s postopkom
vzvratnega širjenja.
Gradientni spust je iterativna optimizacijska metoda prvega reda, s katero
ǐsčemo minimum neke funkcije F (x). Začnemo z neko začetno inicializirano vho-
dno vrednostjo funkcije x0 in pri vsakem koraku gradientnega spusta izračunamo
gradient v trenutni točki, njegovo proporcionalno vrednost pa nato odštejemo iz
vrednosti preǰsnje točke:
xn+1 = xn − γ∇F (xn), n ≥ 0 (3.26)
Faktor γ označuje hitrost konvergiranja, v primeru nevronskih mrež pa je
to hitrost učenja mreže. Ta parameter mora biti dovolj majhen, da se ne bi xn
začel oddaljevati od minimuma in dovolj velik, da bi se izognili prepočasnemu
konvergiranju proti minimumu. Na Sliki 3.10 sta grafično prikazana dva
primera gradientnega spusta - prvi s primerno izbrano vrednostjo γ, drugi pa
z neprimerno izbrano vrednostjo γ. Ta faktor ni nujno konstanten in se lahko
spreminja s koraki gradientnega spusta.
V primeru učenja nevronskih mrež nas zanima gradientni spust funkcije na-
pake E. Na napake predikcij mreže vplivamo s spreminjanjem uteži, zato med
gradientnim spustom računamo vse parcialne odvode ∂E
∂wlm,n
, kjer je l indeks pla-
sti, m in n pa sta indeksa uteži, za katera velja 1 ≥ m ≤ k1 in 1 ≥ n ≤ k2




terpretiramo kot prispevek uteži wlm,n h končni napaki E. Ker se z vzvratnim


















































Slika 3.10: Prikaz gradientnega spusta s primerno izbrano hitrostjo računanja γ
(levo) in primer z neprimerno izbranim faktorjem γ (desno).




i,j) njene izhodne vrednosti, f





























si jih lahko interpretiramo kot prispevek vseh spremenjenih vhodnih vrednosti xli,j
v plasti l h končni napaki E. Z matematičnimi izpeljavami funkcij, ki povezujejo














Zdaj vemo, kako optimizacijski algoritem računa gradientne spuste z vzvra-
tnim razširjenjem in s tem skuša najti optimalne vrednosti uteži za čim manǰso
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napako predikcij.
3.3.3 VGG16
Za uspešno učenje nevronskih mrež potrebujemo zelo veliko število učnih podat-
kov z oznakami. Najbolj znana takšna zbirka je ImageNet s preko 14 milijonov
vzorcev. Ravno ta zbirka je pripomogla k pospešenemu razvoju novih nevronskih
’state of the art’ mrež. Leta 2010 so ustvarjalci zbirke ImageNet začeli organizi-
rati letno tekmovanje ILSVRC (ang. ImageNet Large Scale Visual Recognition
Challenge) za razvoj algoritmov za razpoznavanje objektov iz omenjene zbirke.
Prva nevronska mreža, ki je leta 2012 dosegla impresivno dobre rezultate je
globoka konvolucijska mreža AlexNet [26]. Ti rezultati so presegli vse do tedaj
dosežene. Danes se AlexNet smatra za začetek revolucije na področju globokega
učenja. Mreža je zgrajena iz 5 konvolucijskih plasti. Prva plast ima velikost
filtrov 11× 11, druga ima filtre velikosti 5× 5, v tretji, četrti in peti plasti pa so
filtri velikosti 3×3 z ustreznimi globinami. Poleg konvolucijskih plasti ima mreža
tudi plasti za maksimalno združevanje za prvo, drugo in peto plast. Velikost upo-
rabljenih drsečih oken je 3×3, koraki pomika pa so 2. Po konvolucijah se podatki
obdelujejo s tremi polno povezanimi plastmi. Uporabljene so ReLU aktiva-
cijske funkcije, v zadnji plasti pa je implementirana softmax aktivacijska funkcija.
V okviru tekmovanja ILSVRC je eno izmed meril za uspešnost algoritma top
5 napaka, ki predstavlja odstotek testnih vzorcev katerih razredi ne pripadajo
skupini petih najbolj verjetnih razredov, ki jih je mreža predvidela. Alexnet
je dosegel 17, 0% top 5 napake, medtem ko je bil najbolǰsi do tedaj objavljen
rezultat 25, 7% [27], ki je bil dosežen s konvencionalnimi metodami.
Po javni objavi mreže AlexNet so številni poskušali izbolǰsati njeno arhi-
tekturo. Nenazadnje je to leta 2014 uspelo skupini znanstvenikov iz Oxfordske
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manǰsi od do tedaj uporabljenjih filtrov, se to na končne rezultate ne odraža, saj
imata dve zaporedni konvolucijski plasti z velikostjo filtrov 3 × 3 enak učinek
filtriranja kot plast z velikostjo filtrov 5 × 5. Tri zaporedne plasti z velikostjo
filtrov 3 × 3 pa imajo enak učinek kot plast z velikostjo filtrov 7 × 7. Poleg
manǰsega števila parametrov, ki se jih mreža v primeru manǰsih filtrov uči je
dodana vrednost še bolj pogosta uporaba neliearne aktivacijske funkcije ReLU,
ki poveča diskriminativnost odločitvene funkcije.
3.4 Evaluacijske metode
3.4.1 ROC krivulja
ROC (ang. Receiver Operating Curve) krivulje so zelo priljubljeno sredstvo za
vizualizacijo uspešnosti razvrščevalnikov [29]. Začeli so jih uporabljati v medicini
kot orodje za postavljanje diagnoze. Konec osemdesetih let preǰsnjega stoletja
so se ROC krivulje razširile še na področje strojnega vida. Znane so še kot
klasifikacione funkcije.
Naloga vsakega razvrščevalnika je preslikati vhodni vzorec v nek vnaprej
definiran razred. Pri tem nekateri modeli na izhod dajejo samo napoved o
razredu vzorca, večina modelov pa ima zvezen izhod, ki nam govori o prepričanju
modela, da je testiran vzorec pozitiven ali negativen. Ni pa nujno, da napovedan
razred določenega vzorca sovpade z dejanskim razredom vzorca. Obstajajo
štirije možni izzidi: pozitiven vzorec je razvrščen kot pozitiven (ang. true
positive), pozitiven vzorec je razvrščen kot negativen (ang. false negative),
negativen vzorec je razvrščen kot pozitiven (ang. false positive) ali negativen
vzorec je razvrščen kot negativen (ang. true negative). V idealnem primeru
si želimo, da bi bili vsi pozitivni vzorci razvrščeni v razred pozitivnih vzorcev
in da so vsi negativni vzorci razvrščeni v razred negativnih vzorcev. V praksi
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temu ponavadi ni tako, je pa možno najti optimalno razmerje med pravilno
razvrščenimi pozitivnimi vzorci in pravilno razvrščenimi negativnimi vzorci
vkolikor je izhod razvrščevalnika zvezen. Ravno v takih primerih nam ROC
krivulja lahko pomaga pri ugotavljanju najbolj optimalnega razmerja.
Kadar da binarni razvščevalnik na svoj izhod zvezno vrednost prepričanja,
je končno dodeljevanje vzorca določenemu razredu predvsem odvisno od meje
minimalne vrednosti prepričanja, potrebnega, da se vzorec dodeli enemu od
dveh razredov. S spreminjanjem te meje se tudi število pravilno oz. nepra-
vilno razvrščenih vzorcev spreminja. ROC je krivulja, ki jo sestavljajo točke
z določeno občutljivostjo in specifičnostjo za izbrano mejo. Občutljivost pri iz-
brani odločitveni meji predstavlja razmerje med pravilno razvrščenimi pozitivnimi
vzorci in skupnim številom pozitivnih vzorcev:
občutljivost =
pravilno razvrščeni pozitivni vzorci
število pozitivnih vzorcev
(3.31)
Specifičnost pa je razmerje med nepravilno razvrščenimi negativnimi vzorci
in skupnim številom negativnih vzorcev:
specifičnost =
pravilno razvrščeni negativni vzorci
število negativnih vzorcev
(3.32)
ROC krivulje rǐsemo na dvodimenzionalnem grafu, kjer os y predsta-
vlja občutljivost razvrščevalnika, os x pa predstavlja razmerje med napačno
razvrščenimi negativnimi vzorci in skupnim številom vseh negativnih vzorcev (ali
1-specifičnost) (Slika 3.12). Dober razvrščevalnik ima visoko vrednost na osi y in
nizko vrednost na osi x. Idealni razvrščevalnik je tisti, ki ima občutljivost enako 1
in specifičnost prav tako 1. Točka optimalnega razmerja takšnega razvrščevalnika
se nahaja v levem zgornjem kotu. Po drugi strani je najslabši razvrščevalnik ti-
sti, ki ima pri različnih mejah vrednost občutljivosti enako vrednosti specifičnosti.
Takšnemu razvrščevalniku pravimo še naključni razvrščevalnik.
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delež napačno razvrščenih negativnih vzorcev
(1- specifičnost)
Slika 3.12: Primer ROC krivulje.
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4 Rezultati
4.1 Rezultati zaznavanja razpok s standardnimi meto-
dami strojnega vida
Že med ustvarjanjem zbirke slik vial smo ugotovili, da sta največja izziva naše
naloge (iskanje poškodb na steklu vial) pravzaprav prepoznavanje bleščanja na
slikah in izločevanje njegovega vpliva. Ker je moč bleščanja predvsem odvisna
od osvetlitve se tudi njen vpliv spreminja z oddaljenostjo svetlobnega vira od
viale. Pri osvetlitvah kjer je svetlobni vir neposredno nad vialo je ta vpliv
najmočneǰsi, pri osvetlitvah kjer je svetlobni vir najbolj oddaljen pa se ta učinek
pozna bistveno manj, ali ga ni.
Zato, da bi lahko ta učinek izločili, smo določili povprečen odziv
nepoškodovanih vial na izbrano Gaborjevo banko filtrov (opisana v po-
glavju 3.1). Na nepoškodovanih vzorcih je bleščanje edini vzrok za pojav
teksture, kar pomeni da je odziv nepoškodovanih vial na banko filtrov v resnici
odziv bleščanja pri določeni osvetlitvi. Ker se bleščanje znatno razlikuje med
različnimi osvetlitvami, smo pri vsaki od uporabljenih 32 načinov osvetlitve
(opisanih v poglavju 2.2) izračunali povprečen odziv na izbrano banko filtrov. V
ta namen smo izkoristili vse slike nepoškodovane polovice vial (Viala 33, Viala
34, ...Viala 64). Primer izračunanega povprečnega odziva nepoškodovanih vial




Slika 4.1: Povprećen odziv nepoškodovanih vial na banko Gaborjevih filtrov pri
minimalnem bleščanju (levo) in maksimalnem bleščanju (desno).
Večja vrednost slikovnih elementov (na sliki 4.1 so to rdeči slikovni elementi),
predstavlja močneǰsi odziv na filtre. Manǰsa vrednost slikovnih elementov
(modri slikovni elementi) pa predstavlja šibkeǰsi odziv ali odsotnost odziva na
predlagane Gaborjeve filtre. Iz izračunanega povprečenega odziva vidimo, da je
odziv bleščanja nezanemarljiv.
V nadaljevanju smo vsako sliko iz zbirke filtrirali z Gaborjevo banko filtrov.
Pri tem smo, podobno kot v poglavju 2.4 (Analiza zbirke slik), ponovno ugotovili,
da je odziv grla viale popolnoma drugačen kot odziv trupa viale. Predlagali smo
razvoj dveh algoritmov - po enega za vsak del viale, ki sta iz teoretičnega aspekta
popolnoma enaka, razlikujeta se le v nastavitvah njunih parametrov. Slika 4.2
nam da popoln pregled nad uporabljeno sekvenco metod, ki so del algoritmov.
Predpripravljene vzorce (poglavja 2.3 in 3.1.1) smo torej najprej obdelali z























Slika 4.2: Predlagan pristop za razvoj razvrščevalnika vial s pomočjo konvencio-
nalnih metod.
izbrano Gaborjevo banko filtrov opisano v poglavju 3.1. Nato smo odziv vsakega





Iz vsakega vzorca je bil nato odštet normiran povprečni odziv nepoškodovanih
vial. Po tem koraku je bil na vzorcih dominanten samo odziv dejanskih poškodb,
vkolikor so bile te prisotne.
Da bi še dodatno zmanǰsali vpliv bleščanja in poudarili odziv poškodb na
filtre, smo začeli združevati informacije ki smo jih imeli na osnovi različnih
slik iste viale pri isti osvetlitvi, vendar pri različnih orientacijah. Ko imamo
poškodbo na steklu, pri rotaciji stekleničke poškodba rotira skupaj z vialo in
tako spreminja svojo lokacijo na sliki. Po drugi strani fizična rotacija viale
nima vpliva na bleščanje, saj ima viala pravilno obliko. Posledično se bleščanje
pojavlja vedno na isti poziciji. Pri poškodovanih vialah smo površino poškodb
uspeli povečati, tako da smo vse slike ene viale pri isti osvetlitvi in različnih
orientacijah združili v eno sliko, kjer vrednost vsakega slikovnega elementa
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združene slike predstavlja maksimum med vsemi vrednostmi istoležečih slikovnih
elementov nezdruženih slik (P (i, j) = max(P1(i1, j1), P2(i2, j2)..., P32(i32, j32))).
Primera obdelanih vzorcev ene poškodovane in ene nepoškodovane viale po
omenjenem principu sta na sliki 4.3.
Slika 4.3: Primer obdelave vzorcev ene nepoškodovane viale (zgoraj) in ene
poškodovane viale (spodaj) do faze upragovljanja (Slika 4.2).
Da bi ugotovili razlike med vzorci poškodovanih vial in nepoškodovanih vial,
smo najprej ustvarili histograme vsakega vzorca iz učne množice. Histogrami so
imeli na osi x vrednosti 0-255. Na osi y pa je bilo prikazano število slikovnih točk,
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s posamezno vrednostjo iz osi x. Pri tem je bilo opazno, da med nepoškodovanimi
in poškodovanimi vzorci obstaja očitna razlika v številu slikovnih točk z manǰsimi
vrednostmi, ki prevladujejo pri nepoškodovanih vzorcih in v številu slikovnih
točk z večjimi vrednostmi, ki prevladujejo pri poškodovanih vzorcih. Čeprav je
bila ta razlika vizualno očitna, se algoritem, ki bi znal na osnovi histogramov
ločiti vse vzorce v dva razreda, ni izkazal in je zelo slabo generaliziral na novih
vzorcih. Iz tega razloga smo vse vzorce v nadaljevanju binarizirali, za kar je bilo
potrebno določiti ustrezen prag upragovljanja. V ta namen smo uporabili ROC
(poglavje 3.4.1) krivulje, ki so bile zgrajene na osnovi učnih vzorcev. Krivulje so
za vsako osvetlitev določile optimalni prag upragovljanja (Tabela 4.1), s čimer
smo pridobili segmentirane slike z dvemi področji - področje nepoškodovanega
stekla in področje poškodb.
Za dokončno razvrstitev vseh vial v skupini poškodovanih ali nepoškodovanih,
smo združili informacije o isti viali pri različnih osvetlitvah. Po tej fazi smo
še vedno imeli 32 slik za vsako vialo, ki so bile rezultat preǰsnjega zgoraj
opisanega postopka obdelave vzorcev. Zato smo z uporabo metode podpornih
vektorjev (poglavje 3.2.2) zgradili razvrščevalnik. Model podpornih vektorjev
je vključeval nelinearne transformacije vzorcev v večdimenzijski prostor z RBF
jedrom. Po upragovljanju vsake od 32 slik ene viale smo izračunali število
slikovnih elementov, ki predstavljajo področja potencialnih poškodb ter vse te
vsote sestavili v 32 dimenzijski vektor. Vektor skupaj z vektorji ostalih iz učne
množice smo nato izkoristili za učenje modela podpornih vektorjev.
V končni fazi, smo z uporabo vrednosti pragov iz tabele 4.1 binarizirali tudi
testno množico vzorcev. Na podoben način smo sestavili testne vektorje, ki smo
jih dali na vhod SVM modela. Pri iskanju poškodbe na trupu vial smo dobili
naslednje rezultate:
Pri iskanju poškodb na grlu vial smo dobili naslednje rezultate:
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Oznaka osvetlitve Vrednost praga Oznaka osvetlitve Vrednost praga
Osvetlitev 1 10 Osvetlitev 17 10
Osvetlitev 2 10 Osvetlitev 18 10
Osvetlitev 3 10 Osvetlitev 19 10
Osvetlitev 4 10 Osvetlitev 20 10
Osvetlitev 5 10 Osvetlitev 21 10
Osvetlitev 6 10 Osvetlitev 22 40
Osvetlitev 7 20 Osvetlitev 23 40
Osvetlitev 8 10 Osvetlitev 24 40
Osvetlitev 9 20 Osvetlitev 25 30
Osvetlitev 10 10 Osvetlitev 26 40
Osvetlitev 11 20 Osvetlitev 27 10
Osvetlitev 12 10 Osvetlitev 28 10
Osvetlitev 13 10 Osvetlitev 29 10
Osvetlitev 14 10 Osvetlitev 30 10
Osvetlitev 15 10 Osvetlitev 31 10
Osvetlitev 16 10 Osvetlitev 32 10
Tabela 4.1: Tabela z najbolj optmalno vrednostjo praga upragovljanja za vsako
osvetlitev (1-32). Vrednosti pragov so rezultati ROC krivulj.
Najdena poškodba Ni najdenih poškodb
Prisotna poškodba 100% 0%
Ni poškodb 0% 100%
Tabela 4.2: Tabela prikazuje rezultate razvrščanja vial pri iskanju poškodb na
njihovem trupu.
Iz rezultatov vidimo, da tako razviti algoritem nima težav z razpoznavanjem
poškodovanih in nepoškodovanih vial.
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Najdena poškodba Ni najdenih poškodb
Prisotna poškodba 100% 0%
Ni poškodb 0% 100%
Tabela 4.3: Tabela prikazuje rezultate razvrščanja vial pri iskanju poškodb na
njihovem grlu.
4.2 Rezultati zaznavanja razpok z globokimi nevronskimi
mrežami
Pri razvoju algoritma z globokim učenjem smo kot osnovni model za luščenje
značilk vzeli konvolucijsko mrežo VGG16. Iz modela opisanega v poglavju 3.3.3
smo polno povezane plasti na vrhu mreže zamenjali z združevalnimi plastmi
globalnega povprečenja velikosti 512, katerim sledita dve polno povezani plasti.
Prva polno povezana plast ima velikost 128 in aktivacjsko funkcijo ReLU. Druga
polno povezana plast, ki je obenem tudi izhodna plast nevronske mreže, ima
velikost 1 in sigmoidno aktivacijsko funkcijo (Slika 4.4).
Ustvarjeno arhitekturo nevronske mreže smo uporabili dvakrat, prvič za
učenje razvrščevalnika poškodb na grlu vial, drugič pa za učenje razvrščevalnika
poškodb na njihovem trupu. V obeh primerih smo za učenje uporabili iste
vzorce, kot so bili uporabljeni pri konvencionalnih metodah, opisanih v poglavjih
3.1.1 in 3.1.2. Predlagan pristop za razvoj razvrščevalnika vial s pomočjo globoke
konvolucijske mreže je prikazan na Sliki 4.5.
Algoritem globokega učenja je bil implementiran v programskem jeziku
Python [30] z uporabo knjižnice Keras [31]. Kot funkcija napake je bila upo-
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Slika 4.4: Vizualni prikaz prilagojene arhitekture globoke konvolucijske mreže
VGG16.





tp log(f(yp)) = −t1 log(f(y1)) + (1− t1) log(1− f(y1)) (4.1)
kjer je tp pričakovan izhod (zlati standard učne množice), yp predikcija mreže,
f pa sigmoidna aktivacijska funkcija (f(yp) =
1
1+eyp
). Za optimizacijsko metodo
smo vzeli tako imenovani algoritem Adam [33]. Medtem, ko ima klasičen sto-
hastičen gradientni spust konstantno vrednost hitrosti učenja, Adam izračunava
različne adaptivne hitrosti učenja za vse parametre. Poleg tega, avtorji tega
algoritma navajajo, da je računsko učinkovit, zasede relativno majhen spominski
prostor, je invarianten na diagonalno skaliranje gradienta in zelo primeren za
delo z velikimi podatki oziroma mrežo z velikim številom parametrov. V študiji
[34] lahko najdemo primerjavo različnih popularnih optimizacijskih algoritmov,
kjer je jasno poudarjena učinkovitost Adama, ki v relativno kratkem času v
primerjavi z drugimi algoritmi doseže precej bolǰse rezultate.











Slika 4.5: Predlagan pristop za razvoj razvrščevalnika vial s pomočjo konvolucij-
skih nevronskih mrež.
Model nevronske mreže je bil naučen v 50 epohah, vsaka epoha pa je imela
1024 korakov. Zaradi velikosti učne množice smo vhodne podatke generirali po
delih. Uporabljen je bil generator podatkov, ki je ustvarjal skupine 128 naključno
izbranih učnih vzorcev. Po vsaki končani epohi smo naučene uteži validirali z
naključno izbranimi vzorci iz testne množice.
Na Sliki 4.6 lahko vidimo ROC krivulji naučenih razvrščevalnikov poškodb.
V primeru iskanja poškodb na grlu vial je bil naučen razvrščevalnik izredno
uspešen z 96, 67% pravilno razpoznanih poškodb. Razvrščevalnik za iskanje
poškodb na trupu je imel dosti manǰso točnost razvrščanja, ki je znašala 79, 94%.
Ti rezultati so bili torej doseženi z razvrščanjem slik vial pri eni osvetlitvi in eni
rotaciji.
Glede na to, da je vsaka viala predstavljena s 416 vzorci, lahko tako kot pri
konvecionalnih metodah, tudi v tem primeru združujemo ocene večih vzorcev, s
čimer izbolǰsamo rezultate razvrščanja. Zato, da bi omogočili pravično primer-
javo obeh metod, konvencionalne in metode globokega učenja, smo v končni fazi
združili predikcije vseh 416 vzorcev posamezne viale tako da smo poiskali pov-
prečje predikcij, pri čemer je vsaka predikcija prispevala enakopravno z ostalimi
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predikcijami. Na takšen način smo dobili 100% razpoznavnost poškodovanih in
nepoškodovanih vial:
Najdena poškodba Ni najdenih poškodb
Prisotna poškodba 100% 0%
Ni poškodb 0% 100%
Tabela 4.4: Tabela prikazuje rezultate razvrščanja vial po združitvi vseh predikcij
konvolucijske mreže o posamezni viali v primeru iskanja poškodb na grlu.
Najdena poškodba Ni najdenih poškodb
Prisotna poškodba 100% 0%
Ni poškodb 0% 100%
Tabela 4.5: Tabela prikazuje rezultate razvrščanja vial po združitvi vseh predikcij
konvolucijske mreže o posamezni viali v primeru iskanja poškodb na trupu.
4.2 Rezultati zaznavanja razpok z globokimi nevronskimi mrežami 81


















































Slika 4.6: ROC krivulji nevronskih razvrščevalnikov v primeru iskanja poškodb
na grlu vial (zgoraj) in v primeru iskanja poškodb na trupu vial (spodaj).
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5 Ablacijska študija
Zbrika slik, ki je bila uporabljena pri razvoju algoritmov za razpoznavanje
razpok, vsebuje 416 slik ene viale (poglavje 2.2). Zajem tako velikega števila
slik posamezne viale je bilo neizogibno, saj nismo vedeli kako bodo posamezne
osvetlitve in število rotacij vial vplivale na zaznavanje poškodb. Poleg tega smo se
srečali še s problemom zadostno velike učne množice za učenje nevronskih mrež.
Posledično smo se tako pri konvencionalnih metodah, kot tudi pri nevronskih
mrežah za končno odločitev o prisotnosti poškodbe na posamezni viali odločali
na osnovi vseh 416 vzorcev. Ker se zavedamo, da je čas v industriji ključnega
pomena in, da se od algoritmov pričakuje tako natančnost, kot tudi maksimalna
možna hitrost procesiranja vzorcev, bomo v tem poglavju predstavili ablacijsko
študijo, narejeno za obe metodi iskanja razpok na steklu vial.
Ablacijska študija (ang. ablation study) je proces sistematičnega izločevanja
značilk z namenom ugotavljanja, kako odstranjene značilke vplivajo na končni
rezultat uporabljene metode. V našem primeru je skrajni cilj optimizacija
postopka iskanja razpok s čimer bi neposredno pohitrili kontrolo kakovosti
vial. Ablacijska študija je bila na enak način izvedena za obe metodi: iskanje
razpok s standarnimi metodami in iskanje razpok z globokimi konvolucijskimi
nevronskimi mrežami.
V primeru uporabe standardne metode smo s predloženim pristopom 4.1,
v prvi fazi združili informacije, ki jih o viali dobimo na osnovi vzorcev pri isti
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osvetlitvi, z različnimi orientacijami. Nato smo z uporabo SVM-ja združevali
informacije pri različnih osvetlitvah (vsaka osvetlitev predstavlja eno značilko
v vektorja vzorca). Tudi v primeru nevronskih mrež smo v zadnji fazi združili
vse informacije o eni viali, predvsem zaradi enakovredne primerjave standardnih
metod s konvolucijskimi mrežami. Čeprav smo pri nevronskih mrežah za njihovo
učenje kot vhod v mrežo uporabili vzorce, kjer vsak vzorec predstavlja eno
specifično orientacijo viale pri točno določeni osvetlitvi 4.2, smo na koncu sešteli
izhodne rezultate vseh slik ene viale in se tako odločili o prisotnosti poškodb.
V ablacijski študiji smo raziskovali kako zmanǰsevanje števila osvetlitev in
števila orientacij uporabljenih pri zajemu slik vpliva na točnost postopka razpo-
znavanja poškodb. Najprej smo začeli z izločevanjem vzorcev zajetih pri določenih
osvetlitvah tako, da smo na začetku izločili vsako drugo osvetlitev, nato smo
izločili vsako tretjo osvetlitev itd. Po končanih iteracijah smo primerjali rezul-
tate razpoznavanja razpok pri 32, 16, 10, 8, 7, 6, 5, 4, 3, 2 in 1 osvetlitvi. V tej
fazi smo primerjali rezultate pri združevanju informacij vseh 13 orientacij vzor-
cev. V drugi fazi ablacijske študije pa smo ob istočasnem zmanǰsevanju števila
osvetlitev, kot smo ga opisali, začeli zmanǰsevati tudi število orientacij vial. Na
koncu smo primerjali rezultate razpoznavanja pri 13, 7, 5, 4 in 3 orientacijah.
Rezultati ablacijske študije so prikazani v tabelah 5.1, 5.2, 5.3, 5.4, 5.5, 5.6, 5.7,
5.8.
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Odstotek pravilno zaznanih poškodb na grlu vial
v primeru uporabe konvencionalnih metod
3 orientacije 4 orientacije 5 orientacij 7 orientacij 13 orientacij
1 osvetlitev 85,71 85,71 100,00 100,00 100,00
2 osvetlitvi 85,71 85,71 100,00 100,00 100,00
3 osvetlitve 100,00 100,00 100,00 100,00 100,00
4 osvetlitve 100,00 100,00 100,00 100,00 100,00
5 osvetlitev 100,00 100,00 100,00 100,00 100,00
6 osvetlitev 100,00 100,00 100,00 100,00 100,00
7 osvetlitev 100,00 100,00 100,00 100,00 100,00
8 osvetlitev 100,00 100,00 100,00 100,00 100,00
10 osvetlitev 100,00 100,00 100,00 100,00 100,00
16 osvetlitev 100,00 100,00 100,00 100,00 100,00
32 osvetlitev 100,00 100,00 100,00 100,00 100,00
Tabela 5.1: Rezultati ablacijske študije iskanja poškodb na grlu vial s pomočjo
konvencionalnih metod.
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Odstotek pravilno zaznane odstotnosti poškodb na grlu vial
v primeru uporabe konvencionalnih metod
3 orientacije 4 orientacije 5 orientacij 7 orientacij 13 orientacij
1 osvetlitev 79,17 79,17 95,83 95,83 100,00
2 osvetlitvi 79,17 91,67 95,83 95,83 100,00
3 osvetlitve 91,67 91,67 95,83 100,00 100,00
4 osvetlitve 91,67 100,00 100,00 100,00 100,00
5 osvetlitev 100,00 100,00 100,00 100,00 100,00
6 osvetlitev 100,00 100,00 100,00 100,00 100,00
7 osvetlitev 100,00 100,00 100,00 100,00 100,00
8 osvetlitev 100,00 100,00 100,00 100,00 100,00
10 osvetlitev 100,00 100,00 100,00 100,00 100,00
16 osvetlitev 100,00 100,00 100,00 100,00 100,00
32 osvetlitev 100,00 100,00 100,00 100,00 100,00
Tabela 5.2: Rezultati ablacijske študije iskanja poškodb na grlu vial s pomočjo
konvencionalnih metod.
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Odstotek pravilno zaznanih poškodb na trupu vial
v primeru uporabe konvencionalnih metod
3 orientacije 4 orientacije 5 orientacij 7 orientacij 13 orientacij
1 osvetlitev 90,00 90,00 90,00 100,00 100,00
2 osvetlitvi 90,00 90,00 100,00 100,00 100,00
3 osvetlitve 100,00 100,00 100,00 100,00 100,00
4 osvetlitve 100,00 100,00 100,00 100,00 100,00
5 osvetlitev 100,00 100,00 100,00 100,00 100,00
6 osvetlitev 100,00 100,00 100,00 100,00 100,00
7 osvetlitev 100,00 100,00 100,00 100,00 100,00
8 osvetlitev 100,00 100,00 100,00 100,00 100,00
10 osvetlitev 100,00 100,00 100,00 100,00 100,00
16 osvetlitev 100,00 100,00 100,00 100,00 100,00
32 osvetlitev 100,00 100,00 100,00 100,00 100,00
Tabela 5.3: Rezultati ablacijske študije iskanja poškodb na trupu vial s pomočjo
konvencionalnih metod.
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Odstotek pravilno zaznane odstotnosti poškodb na trupu vial
v primeru uporabe konvencionalnih metod
3 orientacije 4 orientacije 5 orientacij 7 orientacij 13 orientacij
1 osvetlitev 80,00 80,00 90,00 90,00 100,00
2 osvetlitvi 90,00 90,00 90,00 90,00 100,00
3 osvetlitve 90,00 90,00 100,00 100,00 100,00
4 osvetlitve 100,00 100,00 100,00 100,00 100,00
5 osvetlitev 100,00 100,00 100,00 100,00 100,00
6 osvetlitev 100,00 100,00 100,00 100,00 100,00
7 osvetlitev 100,00 100,00 100,00 100,00 100,00
8 osvetlitev 100,00 100,00 100,00 100,00 100,00
10 osvetlitev 100,00 100,00 100,00 100,00 100,00
16 osvetlitev 100,00 100,00 100,00 100,00 100,00
32 osvetlitev 100,00 100,00 100,00 100,00 100,00
Tabela 5.4: Rezultati ablacijske študije iskanja poškodb na trupu vial s pomočjo
konvencionalnih metod.
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Odstotek pravilno zaznanih poškodb na grlu vial
v primeru uporabe globokih konvolucijskih mrež
3 orientacije 4 orientacije 5 orientacij 7 orientacij 13 orientacij
1 osvetlitev 85,71 85,71 100,00 100,00 100,00
2 osvetlitvi 85,71 85,71 100,00 100,00 100,00
3 osvetlitve 100,00 100,00 100,00 100,00 100,00
4 osvetlitve 100,00 100,00 100,00 100,00 100,00
5 osvetlitev 100,00 100,00 100,00 100,00 100,00
6 osvetlitev 100,00 100,00 100,00 100,00 100,00
7 osvetlitev 100,00 100,00 100,00 100,00 100,00
8 osvetlitev 100,00 100,00 100,00 100,00 100,00
10 osvetlitev 100,00 100,00 100,00 100,00 100,00
16 osvetlitev 100,00 100,00 100,00 100,00 100,00
32 osvetlitev 100,00 100,00 100,00 100,00 100,00
Tabela 5.5: Rezultati ablacijske študije iskanja poškodb na grlu vial s pomočjo
globokih konvolucijskih mrež.
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Odstotek pravilno zaznane odstotnosti poškodb na grlu vial
v primeru uporabe globokih konvolucijskih mrež
3 orientacije 4 orientacije 5 orientacij 7 orientacij 13 orientacij
1 osvetlitev 100,00 100,00 100,00 100,00 100,00
2 osvetlitvi 100,00 100,00 100,00 100,00 100,00
3 osvetlitve 100,00 100,00 100,00 100,00 100,00
4 osvetlitve 100,00 100,00 100,00 100,00 100,00
5 osvetlitev 100,00 100,00 100,00 100,00 100,00
6 osvetlitev 100,00 100,00 100,00 100,00 100,00
7 osvetlitev 100,00 100,00 100,00 100,00 100,00
8 osvetlitev 100,00 100,00 100,00 100,00 100,00
10 osvetlitev 100,00 100,00 100,00 100,00 100,00
16 osvetlitev 100,00 100,00 100,00 100,00 100,00
32 osvetlitev 100,00 100,00 100,00 100,00 100,00
Tabela 5.6: Rezultati ablacijske študije iskanja poškodb na grlu vial s pomočjo
globokih konvolucijskih mrež.
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Odstotek pravilno zaznanih poškodb na trupu vial
v primeru uporabe globokih konvolucijskih mrež
3 orientacije 4 orientacije 5 orientacij 7 orientacij 13 orientacij
1 osvetlitev 100,00 100,00 100,00 100,00 100,00
2 osvetlitvi 100,00 100,00 100,00 100,00 100,00
3 osvetlitve 100,00 100,00 100,00 100,00 100,00
4 osvetlitve 100,00 100,00 100,00 100,00 100,00
5 osvetlitev 100,00 100,00 100,00 100,00 100,00
6 osvetlitev 100,00 100,00 100,00 100,00 100,00
7 osvetlitev 100,00 100,00 100,00 100,00 100,00
8 osvetlitev 100,00 100,00 100,00 100,00 100,00
10 osvetlitev 100,00 100,00 100,00 100,00 100,00
16 osvetlitev 100,00 100,00 100,00 100,00 100,00
32 osvetlitev 100,00 100,00 100,00 100,00 100,00
Tabela 5.7: Rezultati ablacijske študije iskanja poškodb na trupu vial s pomočjo
globokih konvolucijskih mrež.
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Odstotek pravilno zaznane odstotnosti poškodb na trupu vial
v primeru uporabe globokih konvolucijskih mrež
3 orientacije 4 orientacije 5 orientacij 7 orientacij 13 orientacij
1 osvetlitev 100,00 100,00 100,00 100,00 100,00
2 osvetlitvi 100,00 100,00 100,00 100,00 100,00
3 osvetlitve 100,00 100,00 100,00 100,00 100,00
4 osvetlitve 100,00 100,00 100,00 100,00 100,00
5 osvetlitev 100,00 100,00 100,00 100,00 100,00
6 osvetlitev 100,00 100,00 100,00 100,00 100,00
7 osvetlitev 100,00 100,00 100,00 100,00 100,00
8 osvetlitev 100,00 100,00 100,00 100,00 100,00
10 osvetlitev 100,00 100,00 100,00 100,00 100,00
16 osvetlitev 100,00 100,00 100,00 100,00 100,00
32 osvetlitev 100,00 100,00 100,00 100,00 100,00
Tabela 5.8: Rezultati ablacijske študije iskanja poškodb na trupu vial s pomočjo
globokih konvolucijskih mrež.
6 Zaključek
Iz priloženih rezultatov v poglavjih 4.2 in 4.2 lahko zaključimo, da sta obe metodi
precej učinkoviti pri iskanju poškodb na steklu, saj sta dosegli 100% razpoznav-
nost poškodovanih in nepoškodovanih vial. Z ablacijsko študijo v poglavju 5 smo
pokazali, da se kljub zmanǰsevanju podatkov o eni viali rezultati ne spreminjajo
do nekega kritičnega števila podatkov, kjer točnost razvrščanja začne upadati.
Ta upada hitreje pri konvencionalnih metodah kot pri uporabi nevronske mreže.
Pri tem lahko opazimo, da imajo konvencionalne metode večji problem z razpo-
znavanjem nepoškodovanih vial kot z razpoznavanjem poškodovanih vial, zaradi
česar se količina izmeta nepotrebno poveča.
Razliko med rezultati konvencionalnih metod in rezultati konvolucijske
nevronske mreže v primeru manǰsega števila podatkov si lahko razlagamo z
analizo filtrov obeh metod. Predlagana konvencionalna metoda ima preproste
filtre, ki se izrazito odzivajo na določene oblike linij z določenimi smermi,
vendar ti niso sposobni ločevati kompleksneǰsih tekstur. Poleg tega filtri niso
adaptibilni, njihovo število je omejeno, za dober opis učnih vzorcev pa je
potrebno premǐsljeno izbrati banko namenjeno luščenju značilk. V primeru
globokih mrež imamo bistveno večje število filtrov, ki pa so adaptibilni. V
začetnih plasteh uporabljene konvolucijske mreže lahko opazujemo enostavneǰse
filtre, ki se odzivajo na različno usmerjene linije na slikah, ločujejo pa tudi barve
slikovnih točk (v našem primeru odtenke sive). V vǐsjih plasteh se značilke
kombinirajo, zato so filtri bolj kompleksni in se v najvǐsjih plasteh naučijo
odzivati na teksture, ki so specifične za objekte v učni zbirki.
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Predloženi metodi sta bili razviti s skromno zbirko 64 vial, kjer smo imeli
za učenje algoritmov na razpolago samo 8 vial poškodovanih na njihovem grlu
in 10 vial s poškodbo na njihovem trupu. Za izbolǰsanje zgrajenih modelov bi
bilo potrebno to zbirko ustrezno razširiti, s čimer bi poleg povečanja števila
poškodovanih vzorcev zagotovili tudi raznolikost zajetih poškodb. Zajem zbirke
lahko optimiziramo z zajemom minimalnega potrebnega števila slik ene viale.
Ker je ablacijska študija pokazala, da so rezultati razvrščanja bistveno bolj
občutljivi na osvetlitev kot na število orientacij vial, se lahko obdrži le toliko
orientacij, kolikor jih je potrebno, da s kamero zajamemo celoten plašč vial brez
prekrivanja. Fizično rotiranje vial lahko nadomestimo tudi z večjim številom
kamer, ki slike zajemajo iz različnih kotov. Tudi število osvetlitev se lahko
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