We investigate the [O II] emission-line as a star formation rate (SFR) indicator using integrated spectra of 97 galaxies from the Nearby Field Galaxies Survey (NFGS calibration with metallicity correction to two samples: high-redshift 0.8 < z < 1.6 galaxies from the NICMOS Hα survey, and 0.5 < z < 1.1 galaxies from the Canada-France Redshift Survey. The SFR ([O II]) and SFR(Hα) for these samples agree to within the scatter observed for the NFGS sample, indicating that our SFR([O II]) relation can be applied to both local and high-z galaxies. Finally, we apply our SFR ([O II]) to estimates of the cosmic star formation history. After reddening and metallicity corrections, the star formation rate densities derived from [O II] and Hα agree to within ∼ 30%.
Observing the star formation rate since the earliest times in the Universe is crucial to our understanding of the formation and evolution of galaxies. The star formation rate indicators developed four decades ago provided a first quantitative measure of the global star formation in galaxies (Tinsley 1968 (Tinsley , 1972 Searle, Sargent, & Bagnuolo 1973) . These indicators were based on stellar population synthesis models of galaxy colors. More recent and precise star formation rate indicators rely on optical emission-lines, UV continuum, radio, and infrared fluxes (e.g., Kennicutt & Kent 1983; Donas & Deharveng 1984; Rieke & Lebofsky 1978) . These indicators, applied to nearby samples, provide insight into the properties of galaxies along the Hubble sequence (see Kennicutt 1998 , for a review).
The advent of large spectroscopic surveys enabled significant progress in our understanding of global galaxy evolution as a function of redshift. Lilly et al. (1995) studied the cosmic evolution of the field galaxy population to a redshift of z ∼ 1 using the Canada-France Redshift Survey (CFRS). They showed that the field galaxy population evolves and that this evolution is strongly related to galaxy color. Ellis et al. (1996) confirmed this observation using Autofib redshift survey data over a similar redshift range. Ellis et al. concluded that the steepening of the luminosity function with look-back time is a direct consequence of the increasing space density of blue star forming galaxies at moderate redshift.
Deep surveys like the Hubble Deep Fields allowed the study of star formation history of galaxies over an even wider redshift range. Madau et al. (1996) estimated the star formation history of galaxies between z = 0 and z = 4. Using the Hubble Deep Fields and UV surveys from Lilly et al. (1996) , Madau et al. argued that the peak star formation rate occurs at redshifts from z = 1.3 − 2.7. Many large, deep spectroscopic surveys carried out recently have sparked an explosion of research into the star formation history of the universe (for example, Hammer et al. 1997; Rowan-Robinson 2001; Cole et al. 2001; Baldry et al. 2002; Lanzetta et al. 2002; Rosa-Gonzàlez, Terlevich, & Terlevich 2002; Tresse et al. 2002; Hippelein et al. 2003) .
Cosmic star formation history studies over a large redshift range require the use of different star formation rate indicators. Unfortunately, there are significant discrepancies among SFR estimates made using different indicators. To obtain a more reliable view of the cosmic star formation history, it is essential to gain a detailed understanding of and to reach agreement galaxy. We have calibrated the integrated fluxes to absolute fluxes by careful comparison with B-band surface photometry (described in hereafter Paper I) . The Hα and Hβ emission-line fluxes were carefully corrected for underlying stellar absorption as described in Paper I.
A total of 116 galaxies in the NFGS have spectra with The NFGS emission-line fluxes have been corrected for Galactic extinction by two methods: (1) using the HI maps of Burnstein & Heiles (1984) , listed in the Third Reference Catalogue of Bright Galaxies (de Vaucouleurs et al. 1991) , and (2) using the COBE and IRAS maps (plus the Leiden-Dwingeloo maps of HI emission) of Schlegel, Finkbeiner & Davis (1998) . The average Galactic extinction is E(B − V )=0.014 ± 0.003 (method 1) or E(B − V )=0.016 ± 0.003 (method 2).
We corrected the emission line fluxes for reddening using the Balmer decrement and the Cardelli, Clayton, &Mathis (1989) (CCM) reddening curve. We assumed an R V = Av/E(B − V) = 3.1 and an intrinsic Hα/Hβ ratio of 2.85 (the Balmer decrement for case B recombination at T= 10 4 K and n e ∼ 10 2 − 10 4 cm −3 ; Osterbrock 1989). After underlying Balmer absorption was removed, ten galaxies have Balmer decrements less than 2.85. A Balmer decrement less than 2.85 results from a combination of: (1) intrinsically low reddening, (2) errors in the stellar absorption correction, and (3) errors in the line flux calibration and measurement. Errors in the stellar absorption correction and flux calibration are discussed in detail in Paper I, and are ∼12-17% on average, with a maximum error of ∼ 30%. For the S/N of our data, the lowest E(B-V) measurable is 0.02. We therefore assign these ten galaxies an upper limit of E(B-V)< 0.02. The difference between applying a reddening correction with an E(B-V) of 0.02 and 0.00 is minimal: an E(B-V) of 0.02 corresponds to an attenuation factor of 1.04 at Hα and 1.09 at [O II] using the CCM curve.
To rule out the presence of AGN in the NFGS sample, we used the theoretical optical classification scheme developed by Kewley et al. (2001a) . The optical diagnostic diagrams indicate that the global spectra of 97/116 NFGS galaxies are dominated by star formation. These 97 galaxies (Table 1) constitute the sample we analyse here. The spectra of the remaining 19 galaxies are either dominated by AGN (5/19) or are "ambiguous" galaxies (14/19). Ambiguous galaxies have line ratios that indicate the presence of an AGN in one or two out of the three optical diagnostic diagrams. Because these galaxies are likely to contain both starburst and AGN activity (see e.g., Kewley et al. 2001a; Hill et al. 1999 ), we do not include them in the following analysis.
the k98 [oii] and Hα sfr indicators
The development of SFR calibrations has been an intense topic of research for more than three decades (see Kennicutt 1998 , for a review) (hereafter K98). We start with the K98 SFR relations for [O II] and Hα because these relations are applied in many current SFR studies.
The K98 Hα SFR calibration is derived from evolutionary synthesis models that assume solar metallicity and no dust. K98 assumed that the total integrated stellar luminosity shortward of the Lyman limit is re-emitted in the nebular emission lines. The K98 relation between Hα luminosity and SFR is: SFR(M ⊙ yr −1 ) = 7.9 × 10 −42 L(Hα) (ergs s
where L(Hα) denotes the intrinsic Hα 6563Å luminosity. Paper I shows that, once the SFR(Hα) is corrected for underlying Balmer absorption and reddening, the mean SFR derived from Hα agrees with the mean SFR derived from the far-infrared luminosity to within 10% . 
K98 derived this calibration from the K98 SFR(Hα) relation (equation 1) and two previous [O II] calibrations by Gallagher et al. (1989, ; hereafter G89) and Kennicutt (1992, ; hereafter K92) . The error estimate in equation (2) [N II] are blended for many galaxies in the K92 sample. Recent higher resolution spectroscopy and theoretical photoionization models show that the average [N II]/Hα ratio is around 0.5 ± 0.2 for most optical and infrared selected samples with metallicities exceeding 0.5×solar. For metallicities below 0.5×solar, the [N II]/Hα ratio may be as low as 0.01 (Kewley et al. 2001b ). The mean [N II]/Hα ratio for any particular sample depends on the sample selection criteria and on the diagnostic used to remove galaxies containing AGN from the sample. For the NFGS, the [N II]/Hα ratio ranges between 0.03 and 0.50 (Jansen et al. 2000b ) with a mean value of 0.27 ± 0.01, significantly different from the K92 value of 0.5.
2. The K92 calibration is derived by starting with an Hα SFR calibration from population synthesis models assuming no dust. K92 uses the average [ [O II] because the Hα SFR calibrations are calculated from stellar population synthesis models assuming no dust.)
The problem with applying the K92 or G89 [O II] indicators to individual galaxies or to samples of galaxies is that the reddening between [O II] and Hα may not be the same as the average reddening for either of the K92 or G89 samples. Indeed, Aragón-Salamanca et al. (2003) showed that prior to reddening correction, there is a significant difference between the average [O II]/Hα ratio for the NFGS sample and for galaxies in the Hα selected Universidad Complutense de Madrid (UCM) Survey.
In Figure (1a 
However, Jansen, Franx, & Fabricant (2001) find that there is a correlation between [O II]/Hα and the oxygen-abundance sensitive line ratio R 23 . Charlot et al. (2002) observe a similar dependence.
In summary, the SFR([O II]) estimated using K98 for any individual galaxy may not provide the true SFR because of differences in the reddening, Balmer absorption, the [N II]/Hα ratio, ionization properties and metallicity of the galaxy compared to the average of the K92 sample. For an entire sample, the combination of these effects could result in an increase in the error (scatter) in the SFR([O II]) relation, and possibly systematic shifts, depending on the sample selection criteria.
In Figure ( 2), we compare the SFR(Hα) with the SFR([O II]) derived using the K98 calibrations. We corrected the [O II] flux for reddening at Hα as required by K98. We fit a straight line to the logarithm of the SFRs using linear least-squares minimization that includes error estimates for both variables. We assumed errors of ∼30% as in . The resulting fit (dotted line in Figure 2 ) has the form: Figure 2 shows that the K98 SFR(Hα) calibration predicts a lower SFR than the K98 SFR([O II]) calibration for SFRs below 1 M ⊙ /yr, but a larger SFR estimate for SFRs above 1 M ⊙ /yr. The rms dispersion around the line of best-fit in Figure 2 is 0.11 in the log. We will investigate the difference in slope and the relatively large scatter in Section 4.
Other SFR ([O II]) calibrations have been derived in a manner similar to K98. Hippelein et al. (2003) panels, the solid line shows where the data would lie if both SFR indicators agreed (y=x) and the dotted line shows the least squares fit to the data. We assume errors of ∼ 30% for SFR(Hα) and SFR([O II]), as in .
SFR based on extinction-corrected [O II]/Hα measurements but did not correct for Balmer absorption. Rosa-Gonzàlez, Terlevich, & Terlevich (2002) , however, did correct for reddening and underlying Balmer absorption. Gallagher et al. (1989) and Cowie et al. (1997) 
derivation of the new sfr([O II]) indicator
As mentioned earlier, in the NFGS spectra, (1) the [N II] and Hα lines are cleanly separated, (2) reddening can be estimated from the Balmer decrement, and (3) the stellar absorption under Hα can be measured from the Hβ emission-line profile. Furthermore, theoretical strong-line abundance diagnostics now enable the reliable determination of abundances from a wide variety of available emission-lines (eg., McGaugh 1991; Zaritsky, Kennicutt & Huchra 1994; Charlot et al. 2002; . These diagnostics allow us to derive a new SFR([O II]) calibration which includes an explicit correction for abundance.
Reddening Correction
In Figure (3a 
Clearly the difference in reddening between [O II] and Hα for the NFGS compared to the K92 sample is responsible for the departure of the slope from unity in Figure 2 . There is some concern (eg K98) that the SFR ([O II]) calibration is less precise than the SFR(Hα) calibration because [O II] is sensitive to the excitation state of the gas. For example, the excitation of [O II] is particularly high in the diffuse gas in starburst galaxies (e.g., Martin 1997) . The ionization parameter is a measure of the excitation of the gas, and is defined as
where S H 0 is the ionizing photon flux per unit area, and n is the local number density of hydrogen atoms. The ionization parameter q, can be physically interpreted as the maximum velocity of an ionization front driven by the local radiation field. Dividing by the speed of light gives the more commonly used dimensionless ionization parameter; U ≡ q/c. Note that the NFGS is representative of galaxies in the local universe. Samples which have not been objectively selected, and perhaps those at high redshifts could exhibit different ionization properties from those observed in the NFGS. In particular, active starburst galaxies and blue compact galaxies may contain radiation fields characterized by larger ionization parameters than observed for the NFGS (e.g., Martin 1997 galaxy. An appropriate correction factor accounts for the unseen stages of ionization. The electron temperature can be determined from the ratio of the auroral line [O III] λ4363 to a lower excitation line such as [O III] λ5007. In practice, however, [O III] λ4363 is very weak in metal-poor galaxies, and is not observed in higher metallicity galaxies. In addition, [O III] λ4363 may be subject to systematic errors when using global spectra: Kobulnicky, Kennicutt & Pizagno (1999) found that for low metallicity galaxies, the [ Pagel et al. (1979) .
The logic for the use of this ratio is that it provides an estimate of the total cooling due to oxygen. Because oxygen is one of the principle nebular coolants, the R 23 ratio should be sensitive to the oxygen abundance. One of the caveats, however, with using R 23 is that it is double valued: at low abundance, the intensity of the oxygen lines scales roughly with the chemical abundance; at high abundance the nebular cooling becomes dominated by the infrared fine structure lines and the electron temperature (and therefore R 23 ) decreases. Detailed theoretical model fits to H II regions have been used to develop a number of calibrations of R 23 with abundance (see e.g., , for a review). Calibrations of R 23 produce oxygen abundances which are generally comparable in accuracy to direct methods relying on the measurement of nebular temperature, at least in the cases where these direct methods are available for comparison (McGaugh 1991) .
Because different abundance diagnostics can have systematic problems, we applied four independent abundance diagnostics; (1) the The M91 calibration of R 23 makes use of detailed H II region models based on the photoionization code CLOUDY (Ferland & Truran 1981) . The M91 diagnostic includes the effects of dust and variations in the ionization parameter. We have used the analytic expressions for the M91 models given in Kobulnicky, Kennicutt & Pizagno (1999) . An initial guess is required to determine which branch of the M91 R 23 curve to use. We use the [N II]/[O II] diagnostic to provide this initial abundance estimate.
The Z94 calibration of R 23 is an average of the three independent calibrations given by Edmunds & Pagel (1984) ; Dopita & Evans (1986); McCall, Rybski & Shields (1985) , with the uncertainty reflecting the difference among the three determinations. A solution for the ionization parameter is not explicitly included in the Z94 calibration. The Z94 diagnostic was calibrated against H II regions spanning the metallicity range log(O/H) + 12 8.4. As a result, the Z94 calibration does not reflect the fact that R 23 is double-valued with abundance: the use of the Z94 diagnostic assumes that all objects have log(O/H) + 12 8.4. We use the [N II]/[O II] ratio to provide an initial guess of the abundance to ensure that the Z94 calibration is not applied to the objects with log(O/H) + 12< 8.4.
C01 gives a number of calibrations depending on the availability of observations of particular spectral lines. Their calibrations are based on a combination of stellar population synthesis and photoionization codes with a simple dust prescription, and include ratios to account for the ionization parameter. We use the C01 "case F" diagnostic which is based on the Kennicutt & Garnett (1996) , , and (Dopita et al. 2000) . The C01 "case F" diagnostic is potentially problematic for our sample because the [O III]/Hβ ratio is relatively insensitive to metallicity (e.g. Dopita et al. 2000) . Nevertheless, we include the C01 "case F" diagnostic because the various C01 diagnostics are becoming widely used.
Figures ( at these abundances. Errors in the emission-line fluxes are ∼ 12%, as described in . The error in the abundance estimates is dominated by the inaccuracies of the models used to derive the abundance diagnostics. These errors are 0.1 dex for the Z94, C01, and KD02 diagnostics, and ∼ 0.15 dex for the M91 method. The actual error varies depending on the abundance range and the method used, as discussed in .
least-squares line of best fit to the relationship between [O II]/Hα and abundance (dotted line in Figure 6 ). This line has the form:
where a is the slope and b is the y-intercept. Table 2 gives the slope, y-intercept, and rms for each of the four abundance diagnostics. Ideally, all diagnostics should produce the same estimate for the oxygen abundance for each galaxy. Unfortunately, abundance diagnostics are subject to systematic errors resulting from either the modeling, or the data used to calibrate the diagnostic (see 
Substituting equation (7) into equation (8) with
The SFR([O II]) spans four orders of magnitude and is therefore particularly sensitive to the values of a, b and log(O/H) + 12. Care should be taken to use a, b, and log(O/H)+12 derived from the same abundance diagnostic (Table 2 ). This process assumes (1) Figure 7 shows the relationship between the K98 Hα SFR and the SFR([O II]) derived from our new calibration (equation 9) for each of the abundance diagnostics. In each plot, a dotted line indicates the best fit to the data. Table 3 gives the slope, y-intercept, and rms for each fit. For comparison, Table 3 also lists the slope, y-intercept, and rms for the K98 SFR ([O II]) and SFR(Hα) plot in Figure 2 . After correction for oxygen abundance, in all four cases the line of best fit to the data has a slope of ∼ 1 and a y-intercept of ∼ 0 within the errors, indicating that the abundance correction does not introduce a systematic offset. For the KD02, M91 and Z94 diagnostics, the rms scatter decreases significantly after correction for oxygen abundance (0.03-0.05 versus 0.08-0.11). Cardiel et al. (2003) also observed a decreased scatter after metallicity correction in a small sample of 7 galaxies with redshifts of z ∼ 0.4 and z ∼ 0. relative to Hα and, therefore, should not be sensitive to redshift. In practice, however, the situation is more complicated. The abundance diagnostics are based on theoretical models calibrated against nearby H II regions or galaxies. It is unclear whether the model assumptions apply at high-z. Model assumptions which may differ at high-z include (but are not limited to) the gas geometry, dust geometry, density, and the initial mass function. The large scatter (Figure 7d) line ratio to resolve this problem. In local galaxies, the luminosity-metallicity (L-Z) correlation may help to break the degeneracy. For example, objects more luminous than M B ≃ −18 generally have metallicities greater than log(O/H) + 12∼ 8.4 (e.g., Z94) and therefore probably lie on the upper R 23 branch. For abundances estimated using KD02, all eight galaxies with log(O/H) + 12< 8.4 have M B < −18. For abundances calculated using M91, 13/15 (87%) of the galaxies with log(O/H) + 12< 8.4 have M B < −18. For M B < −18, therefore, M B is a useful discriminator between the two R 23 branches in nearby galaxies and provides a crude estimate of the abundance in the absence of alternative methods. The error in the abundance is likely to be ±0.2 in units of log(O/H)+12. At lower luminosities (M B > −18), the M B -metallicity relation provides, at most, an upper limit.
It is not clear whether the same M B -metallicity relationship applies for galaxies at higher redshifts. The few studies of the luminosity-metallicity (L-Z) relation at larger redshifts appear to produce conflicting results. Carollo & Lilly (2001) analysed a sample of 13 star forming galaxies between 0.5 < z < 1 and find no significant evolution in the L-Z relation out to z = 1. Lin et al. (1999) examined >2000 late-type CNOC2 (Canadian Network for Observational Cosmology Field Galaxy Redshift Survey) galaxies and found no significant luminosity evolution between 0.12 < z < 0.55. However, results from the DEEP Groth Strip Survey suggest that the L-Z relation does evolve from the local relation between z = 0 to z = 1 (Kobulnicky et al. 2003) . At larger redshifts z > 2, the L-Z relation appears to be significantly different from the local relation (Kobulnicky & Koo 2000; Pettini et al. 2001) . Therefore, although potentially useful, the local M B -metallicity relationship should not be applied blindly to non-local samples.
To conclude, the Z94 abundance estimates agree well with those obtained using the
ratio is very sensitive to metallicity and is almost independent of ionization parameter (KD02). Therefore, if an initial guess of the abundance gives log(O/H) + 12 8.4, and the ionization parameter is likely to cover a small range (similar to the NFGS or local H II regions), we recommend using the Z94 R 23 diagnostic. Using the slope and y-intercept appropriate for Z94 (Table 2) gives: from galaxy to galaxy in the NFGS is abundance. If the mean abundance of a sample is not the same as for the NFGS (using the same abundance diagnostic), then equation (10) can be used to calculate a new SFR([O II]) calibration based on the mean or assumed abundance for the new sample. This approach could be useful in cases where individual galaxy abundances are not available, but an estimate of the sample mean abundance can be made. Such estimates could be based on known abundances for similar galaxies, or could be calculated using a subsample of galaxies for which abundance measurements are available (e.g., Lilly, Carollo, & Stockton 2003) . A similar process can be utilized for deriving a mean sample extinction estimate.
If no abundance estimate can be made, we recommend using equation (4) derived in Section 4.1. This SFR indicator is most useful for large samples because, provided the mean abundance is similar to that observed in the NFGS, the mean SFR ([O II]) should approximate the mean SFR(Hα), thus reducing the scatter. Note that our equations (4) and (10) 
a theoretical calibration of sfr([O II]) and abundance
In this section, we utilize theoretical models to further investigate the relationship between the [O II]/Hα ratio, abundance, and the ionization state of the gas. We use the stellar population synthesis models Pegase (Fioc & RoccaVolmerange 1997) and Starburst99 (Leitherer et al. 1999) to provide the ionizing stellar radiation field for the photoionization code, Mappings III (eg., Sutherland & Dopita 1993; Groves et al. 2003) . Mappings III self-consistently calculates radiative transfer through gas in the presence of dust. Our models, described in Kewley et al. (2001b) ; Dopita et al. (2000) , have been successfully applied to H II regions Dopita et al. 2000) and nearby starburst galaxies (Kewley et al. 2001b; Calzetti et al. 2003) . We use the instantaneous burst models with an ionization parameter range of q = 5 × 10 6 − 8 × 10 7 cm/s. The models cover metallicities of 0.05, 0.1, 0.2, 0.5, 1.0, 1.5, 2.0, and 3.0×solar, where solar metallicity is defined in Anders & Grevesse (1989) . The corresponding metallicities in log(O/H) + 12 are 7. 6, 7.9, 8.2, 8.6, 8.9, 9.1, 9.2, 9.4 . Note that for the currently favored value of solar abundance (log(O/H) + 12 ∼ 8.69; Allende Prieto, Lambert, & Asplund 2001) , the model metallicities become 0.09, 0.2, 0.4, 0.9, 1.7, 2.6, 3.5, 5.2×solar. The metallicities correspond to specific stellar tracks used in the population synthesis models and to the nebular abundance of the photoionization models. Typical metallicities for H II regions range between 8.2 < log(O/H) + 12 < 9.2 (e.g., . (Jansen et al. 2000a) . The error in the abundance estimates is 0.1 dex for the Z94, C01, and KD02 diagnostics, and ∼ 0.15 dex for the M91 method. The actual error varies depending on the abundance range and the method used, as discussed in .
is a weak function of log(O/H) + 12 and [O II]/Hα is more strongly affected by the ionization parameter. Only samples with a normal range of ionization parameters (q = 1 × 10 7 − 8 × 10 7 cm/s; Dopita et al. 2000) and covering a large range of metallicities exceeding log(O/H) + 12∼ 8.5 will exhibit a correlation between [O II]/Hα and metallicity.
Note that our models do not require a specific method for calculating metallicities from the data. If the metallicities are calculated using some reliable abundance diagnostic, our models predict that galaxies with typical ionization parameters and metallicities lie along the curves in Figure 9 . The curve for each ionization parameter can be characterized by a third order polynomial:
where x =log(O/H) + 12 and the coefficients a, b, c, d are displayed in Table 4 . In Figure (10) , we compare the theoretical models with the abundances derived using the different diagnostics. In Figure (10a (Figure 10c ) shows a systematic offset compared to the Z94 and KD02 methods and to the models. This offset has been observed previously and is probably a result of the different stellar atmospheres and stellar models used to derive the ionizing radiation fields. The difference in abundances estimated for the M91 and KD02 method is ∼ 0.1 − 0.2 in log(O/H) + 12. This variation is within the errors associated with the diagnostics (0.15 dex for M91 and 0.1 for KD02). We note that the R 23 diagnostics may be minimizing the scatter by making a hidden assumption about the ionization parameter. The R 23 ratio is sensitive to the ionization parameter and the ionization parameter The C01 "case F" diagnostic produces some [O II]/Hα-abundance combinations which can not be produced using our stellar population synthesis+photoionization models, even with the 0.1 dex error estimates. As we discussed earlier, The model oxygen abundance is defined by the metallicity of the stellar tracks in the stellar population synthesis models, and is the same metallicity used for the surrounding nebular gas. The NFGS abundances were calculated using: (a) the KD02) [ the C01 "Case F" diagnostic is based on [O III]/Hβ for the majority of galaxies in our sample. Figure 11 shows 
where the constants a, b, c, d are given in Table 4 This curve provides a useful theoretical description of the behavior of [O II]/Hα with metallicity for the NFGS sample. We emphasize that the metallicities of the models correspond to the metallicities in the stellar tracks and the modeled nebulae, and are independent of the method used to derive log(O/H) + 12. Therefore, any method can be used to derive log(O/H) + 12, as long as the method is reliable over the expected abundance range of the sample. The Z94 R 23 diagnostic can easily be used if the abundances exceed log(O/H) + 12> 8.4.
In Figure 12, to constrain the cosmic star formation history for redshifts 0.4 < z < 1.6 (e.g., Hammer et al. 1997; Hogg et al. 1998; Rosa-Gonzàlez, Terlevich, & Terlevich 2002; Hippelein et al. 2003) . At these redshifts, Hα is usually unavailable and correction for reddening using the methods outlined above is thus impossible. Without the Balmer decrement, many investigators apply an "average" or "recommended" mean attenuation of A V ∼ 1 mag prior to the calculation of either SFR([O II]) or abundance. Assuming R V = A V /E(B − V ) = 3.1, A V = 1 corresponds to E(B − V ) ∼ 0.3. Figure 13 shows the distribution of reddening traced by E(B-V) for our sample. The mean E(B-V) for the galaxies in our sample (after correction for Galactic extinction) is 0.26 ± 0.02, consistent with the common choice of E(B − V ) ∼ 0.3.
If we apply an E(B − V ) = 0.3 to R 23 and L([O II]) and use equations (10)- (11) or equation (15) to derive the SFR, the slope is a ∼ 0.77 ± 0.03 (Figure 14a,b) . Thus, with a single E(B − V ) the SFR([O II]) is a systematic underestimate at high SFRs and a systematic overestimate at low SFRs. This effect would be observed if the galaxies at the highest SFRs are more highly extincted than galaxies with lower SFRs. Wang & Heckman (1996) showed that the reddening (measured using the Hα/Hβ ratio) correlates with FIR luminosity for a sample of nearby disk galaxies. A similar effect appears in a sample of nuclear starburst and blue compact galaxies by Calzetti et al. (1995) . We also know from 
Figure 15 shows a strong correlation of L([O II]) with E(B-V) for our sample with a large scatter (rms=0.13 dex). We corrected L([O II])
for reddening using the Balmer decrement. The Spearman Rank coefficient is 0.73; the probability of obtaining this coefficient by chance is 8 × 10 −16 . We made two fits to the data to estimate the impact of the upper limits: one with the upper limits on E(B-V) set at their maximum value of 0.02 (dashed line in Figure 15 ), and the second line with the upper limits set at zero (dot-dashed line). The fits are almost identical: the slope and y-intercepts agree to within 1%, well within the errors. The best fit (including E(B-V) upper limits as either 0.02 or 0.00) is: and provides an independent measure of the relationship between the emission-line luminosity and reddening for the NFGS sample. This relationship can be understood physically: the galaxies with the highest rates of star formation are likely to also produce larger quantities of dust. Most of the dust in galaxies is probably produced by carbon or oxygen-rich stars on the asymptotic giant branch (see Mathis 1990 , for a review). Supernovae may also be important because they insert heavy elements into the surrounding interstellar medium. If we assume that the initial mass function is similar for the galaxies in our sample, then higher star formation rates enable more carbon and oxygen-rich stars to reach the asymptotic giant branch, producing larger quantities of dust. This scenario implies that most of the NFGS galaxies must have been forming stars at least 1.5-2 Gyr ago because it takes approximately this long for the low-and intermediate-mass stars in a typical stellar population to evolve to the asymptotic giant branch (e.g., Mouhcine & Lancon 2002) .
The scatter around the fit in Figure 15 is large (0.13 dex). The amount of dust obscuring the observed optical emission from the nebular gas varies from galaxy to galaxy. In addition, because we use global spectra, we observe the sum of the emission from the brightest H II regions in each galaxy. Geometry, dust composition, and stellar properties are all likely to have an impact on the observed optical emission from the brightest H II regions.
Because the reddening is correlated with the intrinsic [O II] luminosity, equation (16) provides a very crude estimate of the reddening for the NFGS. The relationship between E(B-V) and the [O II] luminosity could be different for other samples and tests are required to determine whether equation (16) may be applied to non-NFGS galaxies. In addition, for galaxies at high redshift E(B-V) may not be a reliable indicator of the reddening if the dust does not conform to a foreground screen geometry (Witt & Gordon 2000) . However, there is some evidence that a reddening-luminosity relationship exists at high redshifts, at least for rapidly star-forming galaxies. Adelberger & Steidel (2000) found that the sum of the bolometric dust luminosity and the 1600Å luminosity (L bol,dust + L 1600 ) is correlated with the ratio of these two quantities (L bol,dust /L 1600 ) for high-z and low-z galaxies alike. The sum L bol,dust + L 1600 provides a crude estimate of the star formation rate; the ratio L bol,dust /L 1600 is a rough tracer of the dust obscuration. If such a reddening-luminosity relationship holds for non-NFGS samples, then it might be feasible to use equation (16) 
where k [OII] = 4.771 using the CCM reddening law. If we substitute equation (16) into equation (17) for E(B-V), we obtain:
where the intrinsic and observed luminosities are in units of ergs/s. The estimated intrinsic luminosity from equation (18) can now be used in equation (10) 
We estimate E(B-V) from the intrinsic L([OII])
i luminosity with equation (16). 3. We use the E(B-V) estimate to correct the R 23 ratio for reddening.
4. We use the reddening-corrected R 23 ratio in the Z94 diagnostic (equation 11) to derive the abundance. (10) Note that we correct the comparison star formation rate SFR(Hα) for reddening using the true E(B-V) obtained from the Balmer decrement. The best-fit lines in Figure 16 have a slope a = 1.07 ± 0.03 and a y-intercept close to zero (b = −0.06 ± 0.03). Clearly, if the best-fit slope is not close to 1 (as is the case when an average A(v)=1 is assumed), the difference between the mean estimated SFR and the true SFR increases with increasing star formation rate. Thus the bias introduced can easily appear as a function of redshift because we observe intrinsically more luminous galaxies at larger z. The scatter in Figure 16 is 0.21 dex but this scatter is less important than the slope for studies of the star formation history. is effectively corrected for reddening but only partially for oxygen abundance through the correlation of E(B-V) with luminosity. We calculated the intrinsic L([OII]) i luminosity using equation (18), and derived the SFR([O II]) using equation (4). The scatter is larger than if we apply an abundance correction (∼ 0.26 dex vs. 0.21 dex), but again, with large samples this increased scatter should not be a problem.
We use the abundance and intrinsic L([OII]) i luminosity in equation
As we have stressed, our equations 4 and 10 were derived from an unbiased local sample. The excitation and abundance properties of galaxies in other samples and of galaxies at higher redshifts may not be the same as those observed in the local galaxy population. It may be possible to correct L([OII]) o for reddening using a reddening-luminosity relation such as equation 18, but the application of equation 18 (or other such relation) awaits further testing. The lack of samples with both integrated spectra and Balmer decrement measurements (or other reddening indicator) make testing equation 18 difficult at present. We will test the reddening-luminosity relation for a large, objectively selected sample of galaxy pairs in a future paper (Kewley et al. in prep) , once aperture effects have been analysed. For the reasons outlined above, we do not apply equation 18 to high-z galaxies. Instead, we test whether our SFR([OII]) relations can be applied to galaxies at higher redshifts with the standard assumption of A V = 1. Evidence for a mean A V ∼ 1 for galaxies with redshifts z < 0.3 is found by Tresse et al. (2002) , Sullivan et al. (2000) , Liang et al. (2003) using the Balmer decrement. However Flores et al. (1999) concludes that the global opacity of the (z < 1) universe is between A V = 0.5 − 0.85 using radio, IR, UV, and optical photometry.
6.2. Testing SFR([OII]) for galaxies 0.5 < z < 1.6
To test our SFR([OII]) relations on galaxies at larger-z, we use two samples: the sample of Hicks et al. (2002) (hereafter H02) and the sample of Tresse et al. (2002) (hereafter T02). H02 obtained rest-frame blue spectra for 14 emission-line galaxies representative of the population at 0.8 < z < 1.6 in the 1999 NICMOS parallel grism Hα survey. We use the seven objects in H02 with measured [O II] and Hα luminosities. T02 obtained Hα measurements for 30 galaxies in the CanadaFrance Redshift Survey with redshifts 0.5 < z < 1. (Figure 18a ). This discrepancy may result from one or a combination of (1) (5) reddening may not be a simple forground screen for the H02 and T02 galaxies, (6) the H02 and T02 samples may have a different mean oxygen abundance than the NFGS. We discuss these possibilities individually below.
Poor S/N
Poor S/N at [O II] may affect the H02 sample: only two H02 galaxies have > 5σ [O II] detections. However, the majority (28/30) of the T02 sample have > 5σ detections, ruling out poor S/N as a reason for the SFR discrepancy for the majority of galaxies in Figure (18a ).
Sky Contamination
Sky contamination at [O II] affects the majority (5/7 galaxies) of the H02 sample, but the T02 sample was specifically selected to avoid sky contamination in the optical and near-IR. Inspection of the T02 spectra reveals no evidence for sky contamination. . If the mean ionization of the H02 and T02 sample is similar to that observed by LCS, then the ionization parameter cannot account for the SFR discrepancy in Figure (18a) .
Reddening
If the SFR discrepancy is a result of reddening, then the average extinction required to bring the SFRs into agreement is A V ∼ 1.6. The variation in optical extinction as a function of redshift is unknown, however the multiwavelength study by Flores et al. (1999) suggests a mean extinction in 0 < z < 1 galaxies of A V = 0.5 − 0.85, significantly lower than A V ∼ 1.6.
Foreground Screen Assumption
An alternative explanation for the difference between the [O II] and Hα SFRs in Figure (18a) is that the dust geometry may not be a simple screen. Witt & Gordon (2000) show that E(B − V ) saturates at around 0.2-0.3 mag for geometries where the dust is mixed with the gas. In this scenario, the true reddening may be much larger than predicted by E(B −V ). We will investigate this possibility in a future study of an unbiased sample of galaxy pairs and N-tuples (Barton, Geller, & Kenyon 2000) .
Metallicity
To investigate the effect of metallicity, we begin with the mean intrinsic [O II]/Hα ratios: 0.34 ± 0.09 and 0.94 ± 0.11 for the H02 and T02 samples, respectively (assuming an average A V ∼ 1 mag). Using our theoretical grids (equation 12) and assuming that the average ionization parameter is q = 3 × 10 7 cm/s, the H02 and T02 [O II]/Hα ratios correspond to metallicities of log(O/H) + 12 ∼ 9.18 and 9.06 using our theoretical models, or log(O/H) + 12 ∼ 8.95 and 8.75 using the M91 diagnostic and equation 7. These values are consistent with the recent result by LCS that > 75% of 65 CFRS galaxies between 0.5 < z < 1.0 have an oxygen abundance log(O/H) + 12 ∼ 8.9 using the M91 method. The SFR([O II]) calibration used in Figure 18a assumes that the mean abundance is the same as that measured for the NFGS. The absolute value of the abundance is diagnostic dependent (compare the x-axes in Figures 6a -6d) . Because LCS use the M91 method, we also use this method to derive the mean NFGS abundance for comparison: log(O/H) + 12 ∼ 8.63. The difference between the NFGS, T02 and H02 metallicities is likely to result from the different luminosity ranges covered by each sample. Most high-z samples consist of more intrinsically luminous galaxies than in local samples. Indeed, when LCS compare the mean abundances for the CFRS sample with the NFGS selected over the same luminosity range, they find that the mean abundances are similar.
Hydrodynamic cosmological models yield different predictions about the stellar metallicity distribution as a function of redshift. Models by Edvardsson et al. (1993) and Nagamine et al. (2001) predict that the average stellar metallicity is constant up to z ∼ 2; the models by Rocha-Pinto et al. (2000) predict that earlier stars are more metal-poor. Either way, it is likely that most samples observed at high-z contain more intrinsically luminous (and thus higher metallicity) galaxies than local samples.
To check whether the high metallicities result from a luminosity selection effect, we compare the mean M B and metallicity with the metallicity-luminosity relations presented in Kobulnicky et al. (2003) . The mean M B (∼ −21) and metallicity (log(O/H) + 12 ∼ 8.75) for the T02 sample are consistent with the metallicity-luminosity relation for the DGSS 0.6 < Z < 0.8 galaxies in Kobulnicky et al. On the other hand, the H02 mean M B (∼ −21 and metallicity (log(O/H) + 12 ∼ 8.95) are more similar to the upper end of the luminosity-metallicity relation in local samples. This result may be caused by the H02 Hα sample selection. Such a selection could potentially bias the sample towards galaxies with intrinsically strong Hα fluxes, small [O II]/Hα ratios and high metallicities.
We obtain a metallicity-corrected SFR([O II]) with either the mean [O II]/Hα ratios and equation (1), or equivalently, we use the mean metallicities derived above and equation (15) (Figure 14) .
sfr([O II]) and the cosmic star formation history
Analysis of the star formation history of the Universe depends on use of the [O II] emission-line as a SFR diagnostic in the z ∼ 0.4 − 1.6 range (e.g., Hammer et al. 1997; Hogg et al. 1998; Sullivan et al. 2000; Gallego et al. 2002; Hippelein et al. 2003; Teplitz et al. 2003) . There are many approaches to calculating the star formation history based on the [O II] luminosity. One approach (Hogg et al. 1998 ) is to calculate the [O II] luminosity density as a function of redshift and then to convert this estimate directly into a star formation rate based on one of the SFR([O II]) conversions. Hogg et al. use the K92 calibration, and conclude that it (the K92 conversion) may not be directly applicable to galaxies at high-z.
Hippelein et al. (2003) Table 6 ). Some of the SFR densities from Figure (19a) have been corrected or partially corrected for reddening; others are uncorrected. Gallego et al. (2002) emphasize the importance of using the same assumptions for star formation rate conversion and reddening for all data points in SFR density comparisons. For example, Figure (5) in Teplitz et al. (2003) and Figure (19a) show that the Hα SFR density point of Pascual et al. (2001) significantly exceeds that of Tresse & Maddox (1998) . The source of this apparent difference is in the assumed reddening. Pascual et al. (2001) use an A Hα ∼ 1 which corresponds to an E(B-V)∼ 0.6 and an attenuation factor of 10 0.4k(Hα)E(B−V ) ∼ 3.7; Tresse et al assume an average A V ∼ 1 which corresponds to an E(B-V)∼ 0.3, corresponding to an average attenuation of ∼ 2.0. If we assume the same reddening of A V ∼ 1 for both samples, the two Hα SFR density estimates agree to within 10% (see Figure 19b) . densities. The use of this equation assumes that the average abundance for the samples at high-z is log(O/H) + 12∼ 8.6 (M91 diagnostic) as observed in the NFGS. The LCS sample, and most other high-z samples, contain many intrinsically more luminous galaxies than in the NFGS. Galaxies with luminosities representative of the local luminosity function are often too faint to be included in high redshift samples. As we have discussed, the star formation rate density for any particular redshift is estimated using the ratio for high-z samples will be typical of the high luminosity (high-metallicity) galaxies observable, despite the fact that the mean metallicity for high redshift galaxies must actually be lower than is observed locally. Evidence for an [O II]/Hα ratio typical of high luminosity galaxies is easily observed in the Hippelein et al. and Teplitz et al. Tresse et al. 2002; Pascual et al. 2001 (Figure 19c ). An alternative explanation for the difference between the [O II] and Hα SFR densities in Figure 19b is that the dust geometry may not be a simple screen. Witt & Gordon (2000) show that E(B − V ) saturates at around 0.2-0.3 mag for geometries where the dust is mixed with the gas. In this scenario, the true reddening may be much larger than predicted by E(B − V ).
We conclude that the major differences between Hα and [O II]-based estimates of the star formation rate density as a function of redshift probably result from inconsistent assumptions about reddening and abundance, and/or from failure to correct for the biases they introduce. Careful correction for both the reddening and abundance brings the star formation rate density estimates into agreement to within ∼ 30%.
conclusions
We investigate the use of the [O II] emission-line as a star formation indicator for a sample of 97 nearby field galaxies. Our high S/N integrated (global) spectra allow correction of the Balmer lines for underlying stellar absorption and correction of the emission-line fluxes for abundance. We find:
• There is a systematic difference between the SFR(Hα) and SFR([O II]) using the Kennicutt (1998) We estimate the abundances for our sample using four independent abundance diagnostics: Zaritsky, Kennicutt & Huchra (1994) a E(B-V) is the observed reddening calculated using the Balmer Decrement as described in Section 2. E(B-V) includes Galactic extinction which is ∼ 0.015 on average for the NFGS b E(B-V) is calculated using the uncorrected (observed) [OII] luminosity from equations (16) and (18), described in Section 6.
c The Hα luminosity is corrected for underlying stellar absorption and for reddening using the E(B-V) derived from the Balmer decrement. Units are in the logarithmic scale in term of L⊙ (4). This equation assumes a metallicity of log(O/H) + 12 = 8.6 (the mean metallicity of our NFGS sample using the M91 method).
b SFR([OII]) is calculated using equation (9) Table 6 Star formation rate densities in Figure 19 . et al. 1997 (H97) [OII] 0.005 0.007 0.01 0.60 Tresse et al. 2002 (T02) Hα 0.07 0.07 0.07 0.63 Hammer et al. 1997 (H97) [OII] 0.02 0.03 0.04 0.72 Teplitz et al. 2003 (T03) [OII] 0.03 0.04 0.06 0.80 Tresse et al. 2002 (T02) Hα 0.10 0.10 0.10 0.88 Hammer et al. 1997 (H97) [OII] 0.05 0.07 0.11 0.94 Teplitz et al. 2003 (T03) [OII] 0.04 0.06 0.09 1.14 Teplitz et al. 2003 (T03) [OII] 0.07 0.09 0.14 1.30 Yan et al. 1999 (Y99) Hα 0.12 0.24 0.24 a SFR densities are calculated according to Teplitz et al. (2003) 
