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where for time t, X t denotes the observed value of the series, T t is the trend, S t , the seasonal component, C t the cyclical term and e t is the random or irregular component of the series. Model (1) is regarded as adequate when the irregular component is purely random. For a short period of time, the cyclical component is 173 superimposed into the trend (Chatfield, 2004) . In practice many multiplicative time series data do not meet the assumptions of a parametric statistical analysis; they are not normally distributed, the variances are not homogenous or both. In analyzing such data, there are two choices:
i.
Adjusting the data to fit the assumptions by making a transformation, or ii.
Developing new methods of analysis with assumptions which fit the data in its "original" form.
If a satisfactory transformation can be found, it will almost always be easier and simpler to use it rather than developing new methods of analysis (Turkey, 1957) . Hence the need for this work which aims at finding conditions for satisfactory inverse square root transformation with respect to the error component of the multiplicative time series model from a study of its distribution. A transformation is considered satisfactory or successful, if the basic assumptions of the model are not violated after transformation. (Iwueze et al., 2008) The basic assumptions of a multiplicative time series model placed on the error component are: (i) unit mean (ii) constant variance (iii) Normality. According to Roberts (2008) , transforming data made it much easier to work with -It was like sharpening a knife. For more information on choice of appropriate transformations see Osborne (2002) , Osborne (2010) and Watthanacheewakul (2012) .
Data Classification
For a time series data to be classified appropriate for inverse square root transformation, i. the data must be amenable to the multiplicative time series model. The appropriateness of the multiplicative model is accessed by (a) displaying the data in the Buy's-Ballot ii. the variance must be unstable. The stability of the variance of the time series is ascertained by observing both the row and column means and standard deviations. If the variance is not stable the appropriate transformation is determined using Bartlett (1947) as was applied by Akpanta and Iwueze (2009) 
The linear relationship between the natural log of periodic standard deviations (log e σ i ) and natural log of the periodic means (log e μ i ) is given as log log
The value of slope β according to Bartlett (1947) should be approximately 1.5 for the inverse square root transformation (see Table 1 ). Since Iwueze (2007) investigated the effect of the logarithmic transformation on the error component, (e t ~ N (1, σ 2 )) of the multiplicative time series model, a number of studies investigating the effects of data transformation on the various components of the multiplicative time series model have been carried out. (See Iwueze et al., 2008; Iwu et al., 2009; Otuonye et al., 2011; Nwosu et al., 2013; . The overall aim of such studies is to determine the conditions for successful transformation. That is, to establish the conditions where:
a.
the required basic assumptions of the model are not violated after transformation, with respect to (i) the error term (ii) the seasonal component. b.
with respect to the trend component, there is no alteration in the form of the trend curve. In other words the form of the trend curve in the original series is maintained in the transformed series.
Iwueze (2007) N in the interval 0 < σ ≤ 0.027. Hence, 0 < σ ≤ 0.027is the condition for successful square transformation. Observe that a time series data is classified fit for square transformation when β ≈ -1. Note that the overall aim of these works is to establish conditions for successful transformation, hence provide better choice of right transformation. According to Roberts (2008) , choosing a good transformation improved his analyses in three ways: (i) increase in visual clarity as graphs were made more informative (ii). Reduction or elimination of outliers (iii). Increase in statistical clarity; his statistical test became more sensitive, F and t values increased making it more likely to detect differences when they exist.
Justification for this Study
The value of the slope, categorized time series data into mutually exclusive groups, in the sense that any time series data belongs exclusively to one and only one group hence can only be appropriately transformed by only one of the six transformations listed in Table 1 . Thus despite the fact that Iwueze (2007) , Otuonye et al., (2011 ), Nwosu et al. (2013 , and Ohakwe et al. (2013) carried out similar studies with respect to the logarithmic, square root, inverse and square transformations respectively, this work on inverse square root transformation is still very necessary since results established for the above listed four transformations cannot be applied in the analysis of time series data requiring inverse square root transformation. 
Inverse Square Root Transformation

Aim and Objectives
The aim of this work is to obtain the distribution of the inverse square root transformed error component of the multiplicative time series model and the objectives are:
to examine the nature of the distribution. ii.
to verify the satisfaction of the assumption on the mean of the error terms; μ = 1.
iii. to determine the relationship between 
2.
Plot the curves of the two pdfs, g(y) and f LTN (x) for various values of .
3.
Obtain the region where g(i) satisfies the following normality conditions (Bell-shaped conditions).
Mode 1  Mean.
ii.
Median  Mean  1. 
Normality Region for g(y)
From 

Thus g(y) is symmetrical about 1 with Mode ≈ 1 ≈ Mean correct to two decimal places when 0 < σ < 0.045 and correct to one decimal place when 0 < σ < 0.045. Tables 3 to 6 . For each configuration of (n = 100, 0.05 ≤ σ ≤ 0.15), 1000 replications were performed for values of σ in steps of 0.01. For want of space the results of the first 25 replications are shown for the configurations, (n = 100, σ = 0.06), (n = 100, σ = 0.1), (n = 100, σ = 0.15), and (n = 100, σ = 0.2).
Functional expressions for the mean and variance of g(y)
By definition, the mean of Y, E(Y) is given by: Using the binomial expansion ,
e dz e dz e dz Table 7 , column 3) 3.
Conditions (1) and (2)     ≈ 1 correct to 2 decimal places (dp) when σ ≤ 0.11 correct to 1 dp when σ ≤ 0.22 vii. correct to 2 dp when σ ≤ 0.04 correct to 1 dp when σ ≤ 0.14 From the probability density curves, the results obtained from simulated data and the functional expressions for the mean and variance, σ ≤ 0.14 (intersecting region) is the recommended condition for successful inverse square root transformation. The results of this investigation together with findings from similar investigations with respect to the error term Iwueze (2007) and Nwosu et al. (2013) .
