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Abstract
Face recognition aims at utilizing the facial appearance for the identification or verifica-
tion of human individuals, and has been one of the fundamental research areas in com-
puter vision. Over the past a few decades, face recognition has drawn significant atten-
tion due to its potential use in biometric authentication, surveillance, security, robotics
and so on. Many existing face recognition methods are evaluated with faces collected
in labs, and does not generalize well in reality. Compared with faces captured in labs,
faces in thewild are inherentlymulti-modal distributed. Themulti-modality issue leads
to significant intra-class variations, and usually requires a large amount of labeled sam-
ples to cover the wide range of modalities. These difficulties make unconstrained face
recognition even more challenging, and pose a considerable gap between laboratorial
research and industrial practice. To bridge the gap, we set focus on multi-modal face
recognition in the unconstrained environment in this thesis.
This thesis introduces several approaches to address the aforementioned specific
challenges. Accordingly, the approaches included can be generally categorized into two
research directions. The first direction explores a series of deep learning basedmethods
in handling the large intra-class variations in multi-modal face recognition. The combi-
nation of modalities in the wild is unpredictable, and thus is difficult to explicitly define
in advance. It is desirable to design a framework adaptive to the modality-driven vari-
ations in the specific scenarios. To this end, Deep Neural Network (DNN) is adopted
as the basis, as DNN learns the feature representation and the classifier with reference
to the specific target objective directly. To begin with, we aims to learn a part-based fa-
cial representation with deep neural networks to address face verification in the wild.
In particular, the proposed framework consists of two deliberate components: a Deep
i
Mixture Model (DMM) to find accurate patch correspondence and a Convolutional Fu-
sion Network (CFN) to learn the fusion of multiple patch-specific facial features. This
framework is specifically designed to handle local distortions caused bymodalities such
as pose and illumination. The nextwork introduces the conditional partition of the sam-
ple space into deep learning to tackle face recognition with regard to modalities in a
general sense. Without any prior knowledge of modality, the proposed network learns
the hidden modalities of faces, based on which the initial sample space is partitioned
so that modality-specific feature representation can be learnt accordingly. The other
direction is Semi-Supervised Learning with videos to tackle the deficiency of labeled
training samples. In particular, a novel Semi-Supervised Learning strategy is proposed
for the problem of celebrity identification by harvesting the “confident” unlabeled sam-
ples from the vast video sources. The video context information is adopted to iteratively
enrich the diversity of the initial labeled set so that the performance of learnt classifier
can be gradually improved. In this thesis, all these works are evaluated with extensive
experiments in the corresponding sections. The connection and difference among the
three approaches are further discussed in the conclusion section.
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1Chapter
Introduction
With thewide adoption and development of digital photographic and recording devices
in recent years, face recognition has been one of the most promising biometric options
to identify human individuals. Compared with traditional physical or virtual tools for
authentication such as token and PIN, biometric traits are less likely to be misplaced,
forgotten, stolen or forged. Many biometric traits have high requirements on the equip-
ments, e.g., specific high-precision sensors for iris and fingerprint, multiple distributed
cameras for body texture in person identification. Face recognition, in contrast, sets tar-
get on face captured with low-cost single camera. Face recognition addresses the prob-
lem of associating the appearance of faces with the corresponding identities. In general,
the application scenarios of face recognition can be categorized into face identification
and face verification. Face identification aims at predicting the identity of a given face
image. Face verification, on the other hand, takes a pair of face images1 as input and
determines whether they share the same identity. Due to the increasing demand for
1A more general definition of face verification also takes into account the matching problem of single
face to set, set to single as well as set to set.
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Figure 1.1: Typical pipeline of face recognition. The block diagram includes the four
major components – face detection, face alignment, feature extraction and classification.
The corresponding arrows indicate the common sequential order of execution.
security and great potential of application, face recognition has been an active field of
research for decades. The development of related methods stimulates wide adoption
in many areas including biometric authentication, surveillance, robotics, health care,
human-computer interaction, multimedia analysis, etc.
Face recognition system can be typically decomposed into four key components –
face detection, face alignment, feature representation and classification as shown in Fig-
ure 1.1. Many researchers do consider the integration of several components in previous
works. For examples, Chen et al. [Chen et al., 2014] and Zhu and Ramanan [Zhu and
Ramanan, 2012] address face detection and face alignment jointly; deep learning based
methods [Sun et al., 2013b,Sun et al., 2014b,Taigman et al., 2014] integrates feature and
classifier in a unified framework. However, these works still remain the concept of the
aforementioned components in the frameworks. Therefore, the basics of these compo-
nents are described separately as follows without loss of generality.
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• Face Detection. Given an input image, a face detector is responsible for the lo-
calization of faces. The problem of detection is usually formulated as binary clas-
sification of facial and non-facial regions. The final output is the key facial re-
gion cropped from the original image such that the interference of the complex
background texture is alleviated to the minimum. Common methods for face de-
tection include boosting [Viola and Jones, 2001], CNN [Farfade et al., 2015] and
Deformable Part Model [Yan et al., 2014]. Many face detectors are designed for
only frontal or near-frontal faces of good quality, thus are sensitive to pose. Ac-
cordingly, several approaches are proposed for view-based detectors [Huang et al.,
2007a,Li et al., 2002] to address this issue.
• Face Alignment. This step applies a landmark detector on the cropped face to
determine the locations of key landmarks, such as eyes, noses and mouth. Based
on the landmarks, the face image is transformed to the canonical view to suppress
the impact of variations in terms of pose to a certain degree. Cascaded regression
based methods [Zhou et al., 2013, Yan et al., 2013] are widely adopted for facial
landmark detection, and achieve the state-of-the-art performance in the 300-W
challenge [Sagonas et al., 2013]. Similar to face detectors, the variations in the
unconstrained environment pose great challenges for most landmark detectors.
Variation specific approaches have been proposed to deal with certain variations
directly – Yang et al. [Yang et al., 2015] utilized head pose to regularize the detec-
tion of landmarks; Ghiasi and Fowlkes [Ghiasi and Fowlkes, 2014] proposed a face
landmark detector that models occlusions of parts explicitly.
• Feature Extraction. The face images represented in raw-pixel format are usually
not discriminative enough for later classification step. Therefore, further process-
ing is usually required to extract the salient information which is sensitive to vari-
ations across different identities, while robust to geometric and photometric vari-
ations at the same time. Ideal features should be discriminative to distinguish
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different persons with low dimensions. Local Binary Pattern (LBP) [Ojala et al.,
1996] and Scale-Invariant Feature Transform (SIFT) [Lowe and G, 1999] are two
examples of manual features typically used for feature extraction in face recogni-
tion.
• Classification. In the step of classification, a cognitive model, termed as classifier,
is learnt tomake decisions based on the similarity between a testing image and the
given set of training images. The output of such a classifier is the identity of the
testing image for face identification and a “yes” or “no” answer for face verifica-
tion. Many typical classifiers in machine learning have been successfully applied
in the problem of face recognition, including Support Vector Machine (SVM) [Li
et al., 2013], random forest [Kouzani et al., 2007], bayesian classifier [Chen et al.,
2012], etc.
When referring to face recognition in general, the design of feature representation and
recognition classifier are usually the primary focus of research. Correspondingly, this
thesis tackles the problem of face recognition from these two perspectives.
Early research attempts [Turk and Pentland, 1991, Belhumeur et al., 1997] on face
recognition are mainly examined on faces under the controlled laboratory settings. Un-
der such settings, only a few chosen modalities are taken into consideration when con-
structing the databases. Accordingly, the proposed methods are only robust to the pre-
defined modalities in the given datasets, thus may not generalize well in the real-world
environment. The term “modalities” usually refers to different sensory input channels,
such as photo, infra-red, sketch, text, sound, etc. Different modalities depict an object
from different independent perspectives. Similar to [Sharma and Jacobs, 2011,Mignon
and Jurie, 2012,Kim and Kittler, 2005], this thesis extends the meaning of modality fur-
ther to the independent photographic factors such as pose, illumination, resolution, etc.
In general, we define the term “modalities” as all possible factors that may cause con-
4
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Figure 1.2: Spare distribution of same-ID faces in terms of modalities.
siderable within-class differences such that faces of the same identities are sparsely dis-
tributed in the resulting feature space. In other words, faces of the same modality may
be lying close to each other regardless of the identity as shown in Figure 1.2. With the
growing demand for real-world applications, face recognition in thewild becomesmore
andmore crucial, and drawsmuch attention from both academic and industrial aspects.
In the uncontrolled environment, the photographic conditions are complex and unpre-
dictable, and it is common to observe the co-existence of various modalities. In most
cases, the recognition of faces in the wild is a multi-modal classification problem, which
raises much more challenges and requirements for face recognition systems. Thanks to
the persistent research efforts, the area of multi-modal face recognition has made great
progress in the past a fewdecades. However, the problem still remains quite challenging
for most existing methods due to multiple difficulties.
In this thesis, we propose several approaches to further address these difficulties for
unconstrained face recognition with multi-modalities. The rest of this chapter is orga-
nized as follows. Section 1.1 briefly introduces the major challenges caused by multi-
modalities. Section 1.2 afterwards gives an overview and summarizes the main contri-
butions of this thesis in handling these challenges.
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1.1 Challenges
In reality, the issue of multi-modalities is usually inevitable for face recognition in
the wild. Consequently, most unconstrained face recognition problems are inherently
multi-modal distributed. Typical examples of modalities include illumination, pose,
facial expression, age and occlusion as shown in Figure 1.3. The essence of inherent
multi-modalities can cause difficulties from the following two perspectives.
1.1.1 Significant Intra-class Variations
In the ideal case, faces of the same identity should be lying close to each other in the fea-
ture space. However, the existence of multi-modalities renders this assumption invalid
in the uncontrolled environment. Face images in the wild are usually captured with
a wide range of modalities, and the combination of modalities in a specific problem is
complex and thus hard to predict. Multi-modality results in large intra-class variations
for faces of the same identity, and raises great challenges to most existing methods.
To counteract the impact of modalities, many features are manually designed in the
early works of face recognition. Typical hand-crafted features include Local Binary Pat-
tern (LBP) [Ojala et al., 2002b], Scale-Invariant Feature Transform (SIFT) [Lowe and G,
1999], Gabor feature [Daugman, 1985], etc. These hand-crafted features are designed
for the generic purposes of handling certain kinds of variations. However, since the
modalities involved vary case by case, such pre-defined hand-crafted features may not
generalize well to a specific problem. Moreover, the process of quantization is usually
included in the extraction of hand-crafted features to reduce the resulting dimension.
Some crucial information may be eliminated during quantization, and cannot be recov-
ered in the following classification procedure. Ideally, the feature representation should
be robust to the specific modality-oriented variations in the given scenario. Moreover,
6
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Figure 1.3: Facial variations with regard to modalities. Images in the same row share
the same identity. For each ID, five kinds of variations are illustrated to demonstrate the
significant appearance differences in terms of modalities. The categories of modality
are listed below the corresponding column.
the designs of feature and classifier are usually studied separately. Different combi-
nations of feature and classifier may result in different performance, which makes the
problem even more complex and difficult to handle in practice.
The breakthrough of deep learning brings about a possible solution of learning the
feature representation and classifier in a joint manner. The advantage of deep learning
is that the feature and classifier are learnt with the direct guidance of the target objec-
tive. Thus, the learnt feature and classifier are optimal for the given problem. Recent
efforts on deep learning have achieved great successes in various fields of computer vi-
sion [Krizhevsky et al., 2012, Farabet et al., 2013,Huang et al., 2012b,Nair and Hinton,
2010,Sun et al., 2013a]. DeepNeuralNetwork (DNN), especially the ConvolutionalNeu-
ral Network (CNN), has also been proven effective for the problem of unconstrained face
recognition. In particular, the state-of-the-art performance on the benchmark database
for face verification LFW has been improved by a series of deep learning based meth-
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ods [Hu et al., 2013,Taigman et al., 2014, Sun et al., 2014b] over and over again just in a
few years. Accordingly, we propose a series of methods built on deep learning to deal
with multi-modalities from two perspectives in Chapter 3 and Chapter 4.
1.1.2 Scarcity of Labeled Samples
Many existing approaches for face recognition are supervised, i.e., they rely on a set of
labeled samples to make inference on the unseen data. The bottleneck of such super-
vised methods usually lies in the scale of the labeled training set. To deal with the wild
range of modalities in reality, an ideal solution is to collect as many labeled samples as
possible to cover all possible modalities. With such a dataset, it would be much easier
to design a generic framework that generalizes well to most real-world tasks. However,
supervised data or labeled data are difficult and expensive to acquire, because it usu-
ally needs significant manual efforts of the annotators. In spite of the difficulty, many
researchers have attempted to constructing such large databases of labeled faces. Typi-
cal examples of such databases include Labeled Faces in the Wild (LFW) [Huang et al.,
2007b], Youtube Faces (YTF) [Wolf et al., 2011], Pubfig [Kumar et al., 2009], etc. However,
the number of labeled samples is still far from enough to cover all kinds of variations in
reality.
Compared with labeled face samples, unlabeled samples are easier to access and
usually arrive in a large volume. The existence of commercial search engines and video
sharing websites lowers down the amount of manual labor for unlabeled data collection
to a large extent. It is reasonable to assume that vast unlabeled samples reveal the un-
derlying distribution in the sample space which provides crucial clues for transferring
knowledge from the labeled to the unlabeled. Many works built on such an assump-
tion is categorized as Semi-Supervised Learning (SSL). SSL attempts to take the labeled
data points as seeds and utilize readily available unlabeled data points to improve the
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recognition accuracy of the classifier. Due to its practical significance, SSL has been suc-
cessfully applied in many previous works [Belkin et al., 2006,Zhu et al., 2003a,Cherni-
avsky et al., 2010]. Inspired by the idea of SSL, this thesis introduces a semi-supervised
framework in addressing the deficiency of labeled samples in Chapter 5.
1.2 Contributions and Outline
In this thesis, we introduce several approaches for the problem of unconstrained face
recognition, which takes into account both aforementioned challenges caused by multi-
modalities. Accordingly, these approaches can be categorized into two general direc-
tions corresponding to those challenges.
To begin with, we propose two frameworks built on the basis of CNN to address
the variations with regard to multi-modalities. The two approaches study the cross-
modality face recognition problem from two different perspectives. The first approach
gets the inspiration from the success of patch-based methods with hand-crafted fea-
tures. In this work, we propose a Convolutional Fusion Network (CFN) integrating the
merits of DNN into the construction of part-based facial representation. The proposed
framework sets focus mainly on the local distortions caused by modalities such as pose
and illumination. The second work, on the other hand, presents a conditional Convo-
lutional Neural Network (c-CNN) in addressing the multi-modal problem in a more
general sense. In contrast with conventional approaches for cross-modality problems,
the modalities are unknown but learnt as crucial clues to partition the data for better
generalization performance.
Secondly, a Semi-Supervised Learning based approach is introduced in tackling the
issue of insufficient labeled samples for celebrity identification in videos. In particular,
the video context is incorporated into the self-training theme such that the proposed
9
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method gradually improves the diversity of the training set. As a result, the learnt clas-
sifier is capable of evolving with an initial labeled set with only a limited number of
samples.
It is also worthy mentioning that the two research directions are not mutually exclu-
sive. The semi-supervised learning theme can be easily extended via utilizing DNN as
a classifier trained directly on the raw-pixel inputs. Furthermore, the two deep learning
methods are correlated as well. To be more specific, c-CNN can be adopted to replace
CNN in CFN to generate a part-based representation. The rest of the thesis is organized
as follows.
Background (Chapter 2)
This chapter gives a brief overview of the algorithms related. We firstly introduce some
typical methods used for generic face recognition. Corresponding to the two directions
of research, the basics of semi-supervised learning and deep learning are also included.
Part-based Deep Facial Representation (chapter 3)
In this chapter, we propose to learn a part-based feature representation under the su-
pervision of face identities through a deep model, which ensures the generated repre-
sentations are more robust and suitable for face verification. The proposed framework
consists of the following two deliberate components: a Deep Mixture Model (DMM)
to find accurate patch correspondence and a Convolutional Fusion Network (CFN) to
extract the part based facial features. Specifically, DMM robustly depicts the spatial-
appearance distribution of patch features over the faces via several Gaussian mixtures,
which provide more accurate patch correspondence even in the presence of local distor-
tions. Then, DMM feeds only the patches which preserve the identity information to the
10
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following CFN. The proposed CFN is a two-layer cascade of Convolutional Neural Net-
works (CNN): 1) a local layer built on face patches to deal with local variations and 2) a
fusion layer integrating the responses from the local layer. CFN jointly learns and fuses
multiple local responses to optimize the verification performance. The composite rep-
resentation obtained possesses certain robustness to pose and illumination variations
and shows comparable performance with the state of the arts on two benchmark data
sets.
• C. Xiong, L. Liu, X. Zhao, S. Yan and T-K. Kim,Convolutional FusionNetwork for Face
Verification in the Wild, Accepted to appear in IEEE Trans. on Circuits and Systems
for Video Technology, 2015
Generic Cross-Modality Face Recognition (Chapter 4)
This chapter proposes a conditional Convolutional Neural Network, named as c-CNN,
to handle the generic problem of multi-modal face recognition. Different from tradi-
tional CNN that adopts fixed convolution kernels, samples in c-CNNare processedwith
sets of kernels dynamically activated. In particular, convolution kernels within each
layer are only sparsely activated when a sample is passed through the network. For a
given sample, the activations of convolution kernels in a certain layer are conditioned on
its present intermediate representation and the activation status in the lower layers. The
activated kernels across layers define the sample-specific routes that reveal the distribu-
tion of underlying modalities. Consequently, the proposed framework does not rely on
any prior knowledge of modalities in contrast with most existing methods. To substan-
tiate the generic framework, we introduce a special case of c-CNN via incorporating
the conditional routing of the decision tree, which is evaluated with two problems of
multi-modality – multi-view face identification and occluded face verification. Exten-
11
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sive experiments demonstrate consistent improvements over the counterparts unaware
of modalities.
• C. Xiong, X. Zhao, D. Tang, K. Jayashree, S. Yan and T-K. Kim. Conditional Convo-
lutional Neural Network for Modal-aware Face Analysis. Proc. of IEEE Int. Conf. on
Computer Vision (ICCV), Santiago, Chile, 2015
Semi-Supervised Learning with Video Context (Chapter 5)
In this chapter, a novel semi-supervised learning strategy is proposed to address the
problem of celebrity identification. The video context information is explored to facil-
itate the learning process based on the assumption that faces in the same video track
share the same identity. Once a frame within a track is recognized confidently, the label
can be propagated through the whole track, referred to as the confident track. More
specifically, given a few static images and vast face videos, an initial weak classifier is
trained and gradually evolves by iteratively promoting the confident tracks into the “la-
beled” set. The iterative selection process enriches the diversity of the “labeled” set
such that the performance of the classifier is gradually improved. This learning theme
may suffer from semantic drifting caused by errors in selecting the confident tracks. To
address this issue, we propose to treat the selected frames as related samples – an in-
termediate state between labeled and unlabeled instead of labeled as in the traditional
approach. To evaluate the performance, a new dataset is constructed with 3000 static
images and 2700 face tracks of 30 celebrities. Comprehensive evaluations on this dataset
and a public video dataset indicate significant improvement over established baseline
methods.
• C.Xiong, G.Gao, S. Yan, Z. Zha, H.Ma andT-K.Kim,Adaptive Learning for Celebrity
IdentificationwithVideo Context, IEEETrans. onMultimedia, Vol.16, No.5, Aug 2014
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Conclusions and Future Works (Chapter 6)
This chapter summarizes the conclusions drawn from the previous chapters and further
discusses the correlation across different methods included. Finally, a discussion on
potential directions of research is given for future works.
13
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Background
In this chapter, a brief literature review is given on research areas related to themethods
in this thesis. To begin with, basics of the standard face recognition system are intro-
duced. However, such standard systems are not capable of handling the difficulties
in the problem of multi-modal face recognition. To solve the issues, we propose sev-
eral algorithms falling into two broad directions of research – deep learning and Semi-
Supervised Learning. Accordingly, Section 2.2 reviews some crucial key-points for Deep
Neural Network, and Section 2.3 introduces some of the standard algorithms for Semi-
Supervised Learning. This chapter introduces the corresponding research fields only
to give a brief understanding of the target problem, and the comparisons with specific
works are further explained in the corresponding main chapters with more details.
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2.1 Generic Face Recognition
Asmentioned in Chapter 1, a standard face recognition system includes four fundamen-
tal components, i.e., face detection, face alignment, feature extraction and classification.
For the topic of face recognition, feature representation and recognition classifier play a
crucial role, and thus draw much attention.
2.1.1 Feature Extraction
In many applications, the raw pixel representation is adopted for faces images, i.e., face
images are represented as a 3-D matrix composed of the intensity values of pixels. The
raw pixel representation contains much redundancy and is sensitive to variations in
terms of modalities such as pose, lighting, occlusion, etc. Therefore, the raw face im-
ages are usually pre-processed by various feature extraction methods. An ideal feature
representation should be robust to both holistic and local variations while retaining the
identity-preserving information with minimal physical memory. In general, existing
features can be categorized as holistic representation and local representation.
Holistic representation aims at projecting the full face images into a target subspace
so as to eliminate noisy components irrelevant to identity. Eigenface [Turk and Pent-
land, 1991] is one of the earlist approaches for holistic feature representation. The major
component of Eigenface is Principal Component Analysis (PCA) [Person, 1901], which
learns the eigen vectors, termed as eigenfaces, of the covariance matrix computed from
the training face set. Each face image is reconstructed as a linear combination of eigen-
faces. The reconstruction coefficients are then used as the representation of the cor-
responding faces. The similar idea of subspace representation is also adopted in the
work of Fisherfaces [Belhumeur et al., 1997]. More recently, sparse representation, also
known as sparse coding, is also utilized for the problem of face recognition [Yang et al.,
16
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2007, Yang et al., 2011]. In these methods, the testing face is represented as a linear
combination of dictionary entries. Different from PCA, a sparse constraint is posed on
the combination coefficients via `1 norm regularization. However, holistic representa-
tion is usually expensive in computation of features, thus is not scalable for large-scale
problems.
Local feature extracts the characteristics from partial face regions, and demonstrates
great robustness to local variations. Two examples of local representation are listed as
follows.
• Local Binary Pattern (LBP). LBP [Ojala et al., 2002b] is a representative approach
for local feature extraction. Due to its effectiveness and low computation cost, LBP
has beenwidely used inmany face recognition problems [Chen et al., 2013,Li et al.,
2013,Zhu et al., 2015]. The purpose of LBP is to encode the local contrast informa-
tion into a histogram of texture patterns. In particular, LBP compares the central
pixel of every local patch with its adjacent or surrounding pixels, and assigns a
binary label for each comparison. The binary sequence for each pixel is then trans-
formed to a decimal digit which is then used as a bin of the final histogram. The
corresponding procedure of LBP extraction is illustrated in Figure 2.1.
Due to the success of LBP, many variants have been proposed for further im-
provement. Typical examples include Dynamic Texture [Zhao and Pietikainen,
2007], Multi-scale Block LBP [Liao et al., 2007], Locally Assembled Binary Haar
feature [Yan et al., 2008], Local gabor binary pattern [Zhang et al., 2005] and so on.
• Shift-Invariant Feature Transform (SIFT). SIFT [Lowe and G, 1999] is also a
widely used local features for face recognition [Li et al., 2013, Simonyan et al.,
2013,Chen et al., 2013]. The advantage of SIFT lies in its invariance to scaling, ro-
tation and translation of images. SIFT also considers the contrast between a pixel
and its surrounding ones as the key factor in representing a face image. Differ-
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Figure 2.1: Illustration on the feature extraction procedure of LBP. The face image on the
left is firstly divided into multiple sub-blocks. Each sub-block is scanned through pixel
by pixel. The texture description, illustrated as the 3x3 block, is then computed by com-
paring the central pixel with its surroundings. After all the sub-blocks are processed, a
histogram is calculated to be the final feature.
ent from LBP, standard SIFT firstly localizes the key points, i.e., the high-contrast
corner points, by detecting the extrema across scale and space. The descriptor for
each key point is then extracted by computing the orientation and magnitude of
gradients in its 16x16 neighboring region. The neighboring region is further di-
vided into 16 sub-blocks of size 4x4, in each of which a 8 bin orientation histogram
is computed. Accordingly, the dimension of the final histogram is 128. There are
also variants that directly apply the SIFT descriptor to represent the face images
as Dense SIFT in [Hu et al., 2013,Simonyan et al., 2013].
In the application of local descriptors, it is inevitable to consider the compromise be-
tween informativeness and efficiency. Once certain information is lost in local quantiza-
tion, it cannot be recovered in the following process. Besides, the design of such features
usually requires enormous manual efforts and expertise in research, thus they are not
adaptive or optimal for specific problems.
18
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2.1.2 Classification for Face Recognition
Classification aims at learning a model to make predictions on the unseen data based
on previous observations. Many classifiers are learnt in a supervised manner, i.e., the
previous observations or samples come with ground-truth labels. The generalization
performance of the supervised classifier, therefore, largely relies on the sufficiency of
labeled training samples. Some of the typical supervised classifiers are introduced in
the following.
• Nearest Neighbor Classifier(NN). 1-N-N classifier is probably one of the simplest
classifier in machine learning. In 1-N-N classification, the label of an unseen sam-
ple point is predicted the same as its nearest neighboring sample. K-N-N classifier
is a popular variant of 1-N-N,whichmakes the prediction bymajority voting based
on the label distribution of the k nearest neighboring points instead. The concept
of “NEAR” is usually defined with regard to the distance measurement in the fea-
ture space. Therefore, the performance of nearest neighbor classifier relies on the
effectiveness of feature representation to a large extent.
• Naive Bayesian Classifier. Naive Bayesian classifier [Domingos and Pazzani,
1997] falls into the general category of probabilistic classifier based on the Bayes’
theory. Bayesian classifier relies on a simple assumption that dimensions of the
feature vector are independent of each other. Following the Bayes’ theorem, the
posterior probability of the classification problem can be formulated as follows.
P(yk|xi) ∝ P(yk) ·
n
∏
j=1
P(x(j)i |yk), (2.1)
where P(·) represents probability and yk is the label of class k. Accordingly, the
prediction is made by choosing the label of class which gives the highest posterior
probability.
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• Classification Forest. Classification forest is a specific case of random for-
est [Breiman, 2001] applied on the problem of classification. Random forest in-
volves with the concept of ensemble learning via training a large number of deci-
sion trees, each of which acts as a weak classifier. The application of bagging leads
to a certain level of independence among the trees, which brings a significant im-
provement after fusing the results of all the trees. During the testing process, an
unseen sample is examined against a series of simple split rules of tree nodes along
the path, and finally falls into a leaf node. The class distribution in the correspond-
ing leaf node is taken to compute the posterior probability. Finally, the prediction
is made via averaging the results of each tree. The label of class with the highest
probability is then assigned to the unseen sample. Classification forest is highly
scalable to the classification problem of large scale, and has beenwidely applied to
various fields of research [Gall and Lempitsky, 2013,Fette et al., 2007,Bosch et al.,
2007].
• Support Vector Machine (SVM). SVM is firstly introduced by Boser et al. [Boser
et al., 1992] as a non-probabilistic classifier for binary classification. The extension
of SVM tomulti-class classification is proposed later in [Vapnik and Vapnik, 1998].
The motivation of SVM is to learn a decision surface that separates the training
samples via maximizing the decision margin. The kernel trick enables SVM to be
generally applied to the non-linear classification problems as well. The good gen-
eralization performance makes SVM one of the most popular classifiers. The con-
cept of maximal margin is also extended to the realm of Semi-Supervised Learn-
ing. Typical examples include Laplacian Support Vector Machine (LapSVM) and
Transductive Support Vector Machine (TSVM), which are two basis algorithms
used in Chapter 5.
In many previous works, the choices of features and classifiers are determined empiri-
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cally or by extensive experiments. The complex combination of these two crucial compo-
nents remains a difficult issue when deploying face recognition in the specific scenarios.
To address this issue, researchers have been attempting to learn the feature and classifier
in a joint manner. Deep learning, or Deep Neural Network, is one of the representative
methods following this idea.
2.2 Deep Neural Network
The rapid development of Internet-oriented applications, such as video sharing web-
sites, search engines and social networks, results in the explosion of data in quantities.
The vast sources of data brings the human society to the era of big data. Big data brings
both challenges and opportunities for the academic fields of computer vision and ma-
chine learning. Simulated by this trend, deep learning, also known as the Deep Neural
Network (DNN), emerges as a new research of interest in the past few years, and draws
much attention from both academia and industry. The work of Hinton and Salakhut-
dinov [Hinton and Salakhutdinov, 2006] has inspired a large number of researches and
simulated applications inmany fields [Krizhevsky et al., 2012,Farabet et al., 2013,Huang
et al., 2012b,Nair and Hinton, 2010,Sun et al., 2013a].
Compared with the pipeline of standard face recognition systems, deep learning
integrates the learning of feature representation and classifier in a joint manner. The
learning process is directly conducted with regard to the objective of the given prob-
lem, thus the learnt feature is optimal for the target. Moreover, DNN adopts a cascaded
structure of multiple feature extraction layers – the intermediate representation of the
lower layer is forwarded to the upper layer as inputs. In most cases, a non-linear ac-
tivation function is applied on the outputs of each layer for better generalization. In
contrast to metric learning [Cui et al., 2013, Davis et al., 2007, Guillaumin et al., 2009]
with shallow structure of linear transformations, the deep cascade of non-linear pro-
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jections provides DNN with higher level of discriminative capability and abstraction,
which has been proven effective in many recent works.
DNN introduces a generic solution to the problem of classification. It does not re-
quire problem-specific pre-processing or feature extraction of data. In most cases, re-
searchers utilize the raw data as the input of the network. The learning of the network is
achieved by alternating between the forward propagation and back propagation repeat-
edly until convergence. In the forward propagation, the inputs are passed through the
network layer by layer, and a cost function or objective is computed based on the out-
puts of the final layer in current iteration. The gradients of the cost are then computed
with regard to the weights and the intermediate inputs of each layer, and further prop-
agated to the former layer according to the chain rule. For the back-propagation steps,
Stochastic Gradient Descent (SGD) is a common option for updating the parameters.
Various architectures have been proposed for deep learning in recent years. In this
section, we give a brief introduction of twowidely-used structures which are directly re-
lated to Chapter 3 and Chapter 4 – Stacked Auto-encoder (SAe) for unsupervised learn-
ing and Convolutional Neural Network (CNN) for supervised learning.
2.2.1 Stacked Auto-encoder
Stacked Auto-encoder (SAe), in general, is an unsupervised deep neural network, and
is usually used in the phase of pre-training. Pre-training is a common pre-processing
step in training DNN. The purpose is to locate the parameters to a good initial position
in the parameter space for later supervised fine-tuning process.
The basic building block of SAe is Auto-encoder (Ae). An Ae consists of an encoder
layer and an decoder layer – the encoder layer defines a linear mapping to the feature
space; the decoder layer defines a linear mapping to the original space. The input vector
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is forwarded to the encoder to extract low-dimensional feature. The decoder is stacked
after encoder to map the feature back to the original space with reconstruction. The
network is then optimized to minimize the error between the original input and the
reconstructed version. The motivation is to learn an effective low-dimensional repre-
sentation so that the encoding reserves most of the crucial information that is needed to
reconstruct the original sample.
In particular, the forward function of the encoder layer can be formulated as
a = σ(Wxi + b), (2.2)
where a is the representation of xi, W and b refer to the weight and bias that need to
be learnt, and σ(·) is a non-linear activation function. Typical activation functions in-
clude Rectified Linear Unit [Nair andHinton, 2010] σ(x) = max(x, 0), logistic activation
σ(x) = 11+e−x and tanh activation σ(x) =
ex−e−x
ex+e−x .
As for the decoder layer, the forward function is
x˜i = σ(W′xi + b′). (2.3)
In many auto-encoder networks, the strategy of tied weights is adopted, i.e.,W′ = WT.
The objective, accordingly, is defined as the Euclidean distance between x˜i and xi as
follows,
J = ||x˜i − xi||2 (2.4)
SAe is constructed via stacking encoding and decoding layers of auto-encoder re-
spectively. Specifically speaking, the input of a SAe is encoded by a cascade of the en-
coder layers. Accordingly, the decoder of SAe is formed by placing the corresponding
decoder layers in the reverse order. An illustration is given in Figure 2.2 as an example.
During the training of SAe, each encoder-decoder pair is trained separately in order
(from Ae1 to Ae2). The input of each encoder-decoder pair is the intermediate feature z
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Figure 2.2: Structure of SAe. SAe is built by stacking multiple auto-encoders together.
The encoder and decoder layer of each auto-encoder is placed in pairs, the correspond-
ing neutrons are illustrated with the same color. In this graph, the weights of encoder
and decoder are tiled, i.e., the weight matrix of the decoder is the transpose of that of
the corresponding encoder.
produced by the previous Ae, except for the first Ae which is trained with the original
raw input.
After the training of SAe, the encoder part is usually taken as a feature extractor
which gives an proper initialization. Therefore, the encoder layers are inherited into the
fine-tune networkwith a supervised classification layer attached to the end as in [Hinton
and Salakhutdinov, 2006].
2.2.2 Convolutional Neural Network
Fully-connected layer is one of the most common layers used in deep neural network.
The name comes from the fact that each neutron, the basic component of a layer, in one
layer is fully connectedwith each neuron in the next layer. Namely, there is a connection
with weight for every neuron pair in two adjacent layers. Such fully-connected layer is
designed for generic usage.
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Figure 2.3: Typical structure of CNN. CNN is composed of several convolution layers
and fully connected layers. In addition, it is common to include a spatial pooling layer
right after the convolution layer. Thewhole network is learnt via back-propagation from
the layer in the back, i.e., the loss layer, to the front layers.
Convolutional Neural Network (CNN) is designed primarily for the analysis of im-
ages, including object recognition, scene parsing, face detection, face recognition and
so on. The basic module of CNN is the convolution layer which includes a large num-
ber of convolution kernels. Different from fully-connected network such as SAe and
Multi-Layer Perceptron (MLP), a Convolutional Neural Network stacks multiple convo-
lution layers for feature extraction. Convolution layer take the advantage of 2D images
via exploring only the correlations among the locally adjacent pixels. Such approach is
inspired by the mechanism of receptive fields in human eyes. Spatial pooling is a non-
linear down-sampling process, which usually takes the non-overlapping regions from
each feature map and output the mean or maximal value. In this way, pooling largely
reduces the size of output feature maps and the corresponding convolution or linear
operations in the following layers. Moreover, spatial pooling following the convolution
layer introduces certain level of robustness to geometric translation, and thus is widely
used in the design of CNNs. Figure 2.3 gives an example of typical CNN structure.
The convolution kernel in CNN conducts the convolution operation on the 3D im-
age input (height×width×channels). The convolution kernel can be viewed as a locally-
connected linear mapping as shown in Figure 2.4. The local connection brings signif-
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Figure 2.4: Comparison between full connection and local connection. The operation of
full connection is illustrated in figure (a), and the operation of local connection is illus-
trated in figure (b). For full connection, each neutron pair between two adjacent layers
i− 1 and i has a connection with corresponding weight to learn. For local connection,
the value of a neutron in layer i is determined only by its near-by neutrons. The kernel
in this graph is of size 1× 3, and the connections are illustrated as arrows with different
colors. Clearly, the weight parameters 1× 3 need to be learnt in local connection are
much fewer than those in full connection n×m.
icant advantages since it reduces the number of parameters to a large extent such that
the network is easier to train and faster to converge.
In the forward process of a convolution layer, one 3-D convolution kernel is applied
on all the feature maps – channels of the 3-D outputs of previous layer, and is used to
compute one output featuremap of the current layer. Similar to SAe, CNN also includes
non-linear activations on the output of most layers. Accordingly, the forward function
of convolution layer i can be formulated as
X(i+1)n,k = σ(W
(i)
k ∗ X(i)n + b(i)), (2.5)
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where X(i)n,k is the k-th feature map of the n-th sample of layer i, and the symbol ∗ refers
to the convolution operation. W(i)k and b
(i) represent the kernel weight and bias of layer
i respectively. The operator ∗ refers to the convolution computation. The optimization
of CNN is also achieved via back-propagation based on the chain rule.
2.3 Semi-Supervised Learning
Labeled samples are difficult and expensive to acquire as the labeling process demands
for enormous human efforts. In contrast with the labeled samples, unlabeled samples
are easier to obtain and usually arrive in large amount. SSL [Zhu, 2005], short for Semi-
Supervised Learning, aims to utilize the vast source of unlabeled sampleswith the guid-
ance of labeled samples during the learning process. In general, SSL falls between su-
pervised learning and unsupervised learning. The basic reasoning behind SSL lies in
the assumption that unlabeled samples reveals the underlying distribution of the sam-
ple space. With years of research efforts, many approaches [Yarowsky, 1995,Mitchell,
1999, Zhu et al., 2003a] have been proposed to address the classification problem in a
semi-supervised manner. Generic SSL methods assume the presence of a labeled set
L = {x1, x2, ..., xl} and a unlabeled set U = {xl+1, xl+2, ..., xl+u}, where u  l. Each la-
beled sample xi is providedwith a ground-truth label yi. In this section, we only include
several representative SSL methods that are closely related to Chapter 5.
2.3.1 Self Training
Self-training [Yarowsky, 1995] can be viewed as a variant of supervised learning. In the
standard self-training theme, a classifier is firstly trained on an initial labeled set, and
then makes prediction on the unlabeled set. The most confidently recognized samples
are then chosen from the unlabeled set, and assigned with the prediction labels. In the
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following training iterations, the already chosen samples are treated the same as the la-
beled set to re-train or update the classifier. In a sense, self-training relies on prediction
of its own classifier to gradually improve the performance. The success of self-training is
largely dependent on the accuracy of chosen unlabeled samples in each iteration. How-
ever, the errors in the selection process are inevitable, and will gradually accumulate
over iterations. Such errors in early iterations are fatal and will deteriorate the classifier
especially when the initial labeled set is of small size. In particular, it is possible that
the learnt classifier will gradually drift far away from the original meaning of the la-
beled instances due to the errors in selection. In literature , such phenomenon is called
“Semantic Drifting”. Chapter 5 proposes a Semi-Supervised Learning method similar
to self-training. The problem of semantic drifting is specifically addressed via adaptive
re-weighting of the selected samples.
2.3.2 Co-training
Co-training [Mitchell, 1999] also adopts the iterative selection of confident unlabeled
samples during training. Different from self-training relying on only one classifier, co-
training involves two classifiers trained on two-views of data. In each iteration, the two
classifiers are trainedwith their corresponding view or feature representation of labeled
data, and make predictions on the unlabeled samples. Based on the confidence scores,
each classifier provides recommendations on which sample should be promoted as la-
beled sample for the other classifier. The main drawback of co-training lies in the harsh
requirements on the data – data should be represented in two views; the two views
should be conditional independent; the data of each view should be sufficient to train
an accurate classifier. Similar to self-training, errors will also accumulate during the
selection of confident samples.
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2.3.3 Transductive Support Vector Machine
Transductive Support Vector Machine (TSVM) aims at integrating the discriminative
decision boundary and the underlying data distribution in a unified cost. The general
idea is to locate the decision boundary in the low-density zone of the sample space, i.e.,
the partition of data should avoid passing through the high-density area. TSVMmakes
modification to the standard SVM by imposing an extra constraint on the unlabeled
samples. A common objective function of TSVM is formulated as
J =
l
∑
i=1
max((1− yi f (xi)), 0) + γA|| f ||2A + γI
l+u
∑
i=l+1
max((1− | f (xi)|), 0), (2.6)
where the first term is the traditional hinge loss on the labeled samples, the second term
refers to the regularization constraint to avoid over-fitting. The Third term, named as
the hat loss, is introduced on the unlabeled set. The comparison of the loss functions on
labeled and unlabeled samples are illustrated in Figure 2.5. As observed from the figure,
a huge penalty is imposed on the unlabeled samples lying between the ±1 margins so
as to move the decision boundary towards the low-density regions.
The objective of TSVM is difficult to optimize as the hat loss is non-convex. Re-
searchers have proposed many approaches for the optimization. A typical approach,
proposed byCollobert et al. [Collobert et al., 2006], decomposes the hat loss as a summa-
tion of a convex and a concave function. Using the Concave-Convex Procedure (CCCP),
the objective can be optimized with ease.
2.3.4 Laplacian Support Vector Machine
LapSVM [Melacci and Belkin, 2011], short for Laplacian Support Vector Machine, falls
into the general category of Graph-based SSL [Zhu et al., 2003a], which represents the
samples as nodes on a conceptual graph. Graph-based SSL usually relies on the smooth-
ness assumption that nodes lying closely in the sample space are likely to share the same
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Figure 2.5: Comparison of losses on labeled and unlabeled samples. The left figure
shows the hinge loss imposed on labeled samples. The right figure shows the hat loss
imposed on unlabeled samples. Clearly, the hinge loss is convex, while the hat loss is
non-convex.
label. This assumption yields the similar preference to TSVM, and usually leads to a
decision boundary through low-density regions. A typical formulation of LapSVM is
defined as
J =
l
∑
i=1
max(1− yi f (xi), 0) + γA|| f ||2A + γI∑
i,j
sij( f (xi)− f (xj))2, (2.7)
where sij refers to the similarity between sample xi and xj, and is usually formulated as
sij = exp(−||xi − xj||2/2σ2). (2.8)
In Eqn. (2.8), σ is the hyper-parameter for distance measurement. Similar to Eqn. (2.6),
the second term refers to the regularization constraint. The last term corresponds to the
smoothness assumption penalizing on the difference of the predictions between samples
with small distance. By optimizing Eqn. (2.7), the labeled samples gradually propagate
their labels to corresponding near-by nodes in the graph.
Both TSVM and LapSVM are taken as the basic components of the proposed Adap-
tive Learning framework in Chapter 5. More details can be found in the corresponding
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sections.
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Multi-modality usually leads to significant intra-class variations. The complex combina-
tion of such variations is highly dependent on the photographic conditions in a specific
scenario, and thus is hard to predict in advance. Moreover, the interaction among differ-
ent modalities poses great challenges to feature learning methods with shallow struc-
ture. To solve these issues, the following two chapters aim to tackle the multi-modal
challenge as described in Chapter 1 with deep learning based approaches. In this chap-
ter, we propose to learn a part-based deep representation in addressing face verification
in thewild. The task of face verification is to distinguishwhether two face images belong
to the same individual. It has long been an active research problem of computer vision.
In particular, face verification under unconstrained settings has attractedmuch research
attention in recent years. The release of several public data sets, e.g., Youtube Faces
dataset (YTF) [Wolf et al., 2011] and Labeled Faces in the Wild dataset (LFW) [Huang
et al., 2007b], has greatly boosted the development of face verification techniques.
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Unconstrained photographic conditions bring about various challenges to face ver-
ification in the wild. Among them, one prominent challenge is the severe local dis-
tortions, such as pose variations, illumination changes and different facial expressions.
To solve this issue, many state-of-the-art approaches for face verification [Simonyan
et al., 2013,Cui et al., 2013,Li et al., 2013] are built on part-based face representation to
take advantages of local representation robustness to local distortions. However, most
part-based approaches are built on hand-crafted features, such as Local Binary Pattern
(LBP) [Ojala et al., 1996], Scale-Invariant Feature Transform (SIFT) [Lowe, 2004], and
Gabor features [Liu and Wechsler, 2002]. Those generic features are not specifically de-
signed for the face verification tasks, and thus suffer from following issues. Firstly of
all, some characteristic visual information may be lost in the extraction (especially their
quantization) stage, which unfortunately cannot be recovered in later stages. Such infor-
mation lost may severely damage the face verification performance. Moreover, another
weakness of those hand-crafted features is the high requirement on the accuracy of facial
alignment. Face alignment alone is considered to be quite challenging for face images
captured in the wild. These issues become even more complicated if various combina-
tions of different features, alignment methods and learning algorithms are considered
for choice.
Recently, the well developed deep learning methods propose to solve the above is-
sues by learning the feature representation and classifiers jointly for a specific task, and
see great success for various computer vision tasks [Krizhevsky et al., 2012,Farabet et al.,
2013, Huang et al., 2012b, Sun et al., 2013a, Nair and Hinton, 2010]. Within a general
deep neural network, the bottom layers usually extract elementary visual features, e.g.,
edges or corners, and feed forward the output to the higher layers which then extract
higher-level features, such as object parts. The features extracted by the network are op-
timized in a supervised manner to fit a specified task and bring significant performance
boosting. Inspired by the impressive performances, we also propose a deep learning
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Figure 3.1: Flowchart of the proposed framework. A deep mixture model (DMM) is
firstly trained with unlabeld local patches to capture the spatial and appearance dis-
tribution over faces. For each image pair, a pair of local patches is acquired for each
mixture component in DMMwith regard to the corresponding responses. The selected
patch pairs are then pre-processed with several illumination correction methods and
fed into multiple sub-CNNs for supervised pre-training. The pre-trained sub-CNNs
are finally fused together with a holistic fusion layer.
method to solve face verification problem in this work. Although for face verification
the part-based approaches have been proven effective with hand-crafted features [Li
et al., 2013, Simonyan et al., 2013], the power of part based model may be weakened by
the improper hand-crafted features as aforementioned. Therefore, how to learn a suit-
able local feature representation is a critical problem for face verification, which however
has not been exploredmuch yet. Most of the existing deep learning networks [Sun et al.,
2014b, Sun et al., 2014a, Taigman et al., 2014] aim to learn global features from the full
face images, instead of robust local ones as advocated in this chapter. Moreover, most
aforementioned works are built on well-aligned faces, while approaches for verifying
faces with natural mis-alignment are still rare.
In this work, we introduce a novel two-stage deep model to automatically learn ro-
bust local face representations for face verification in the wild. In contrast to previous
works, our proposed model does not require the faces to be well aligned, and deals
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with the more realistic wild setting where there exists considerable mis-alignment of
faces. This makes our proposed model more appealing for practical applications. The
proposed deep model automatically matches the local face patches via a novel Deep
Mixture Model (DMM), and then adopts Convolutional Fusion Network (CFN) to learn
a part-based face representation as shown in Figure 3.1. Benefited from these two stages,
the output face representations are more robust to local variations in terms of pose, il-
lumination, etc.
More concretely, the first layer of CFN (local layer) is pre-trained on local patches
of different scales, geometric positions and illuminations. The following layer (holistic
layer) learns a fully-connected classifier built on the local responses forwarded from the
local layer. Conventional CNN assumes that the feature distribution is uniform over
the face, thus extracts features with the same convolutional kernels for different face
regions. This assumption usually does not hold in practice. In contrast, our network
models the non-stationary feature distribution explicitly. Each sub-CNN in the local
layer captures features that are specific for patches in the given face regions with the
given illumination. Such composite structure leads to representation with tolerance to
local distortions, and meanwhile captures the holistic information with the global fu-
sion.
The problem of large pose variations is further addressed via exploring the semantic
patch correspondence. Recent works [Li et al., 2013,Wright andHua, 2009] indicate that
semantically normalized patches usually improve the performance for face matching
problems with various poses. In this chapter, a mixture model of deep representation
is proposed to acquire the patch correspondence. Different from previous approaches
relying onmanually designed features, both the representation and themixture compo-
nent parameters are optimized together by maximizing the posterior probability of the
model. With the deep mixture model, patches of highest responses to the same com-
ponent are taken as matched for each pair of images. The matched pairs are further
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ranked in terms of their discriminative scores, and those top ranked patches are chosen
as the inputs for CFN. The screening process results in higher efficiency of the proposed
network while retaining the verification performance.
In general, our contributions of this chapter can be summarized as follows.
1. We propose a novel way of learning a part-based face representation with Convo-
lutional FusionNetwork built onmultiple CNNmodels. Different representations
are learnt for different facial regions to adapt to the geometrically non-stationary
distribution. The independence leads to better generalization performance with
the holistic fusion.
2. We propose a Deep Mixture Model to obtain the semantic correspondence of
patches to handle pose variation. Within the DMM network, the mixture compo-
nents and the representation are jointly optimized, which is proven to be effective
by extensive experiments.
3. We propose a new patch selection procedure to maintain only the discriminative
patches for face verification. Such selection largely reduces the number of patches
needed in CFN and leads to considerate improvement of accuracy over manually
selected approach.
The proposed network is evaluated on two benchmark databases for face verification –
YTF and LFW, and achieves competitive results with the state-of-the-arts.
3.1 Related Work
Among a large number of topics related, we list two aspects of research that are most
relevant to our methods in this chapter.
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3.1.1 Part-based Representation for Face Images
Face related tasks have attracted considerable attention due to their application poten-
tial. Seeking for a good representation of face images has long been an interesting topic
for researchers.
Manymethods on face representation [Tan andTriggs, 2010,Ahonen et al., 2006,Hus-
sain et al., 2012] have been proposed during the past few decades. These methods can
be roughly categorized into holistic and local approaches. Classic works on holistic
features, such as Principal Component Analysis [Turk and Pentland, 1991], are mainly
subspace-based approaches that try to represent face images with the subspace ba-
sis. Compared with holistic features, local features are more robust and stable to local
changes and have been widely used recently. Gabor [Liu and Wechsler, 2002], Local
Binary Pattern (LBP) [Ojala et al., 1996] and Bag of Words (BoW) [Sikka et al., 2012] fea-
tures are classic representations capturing the local information. Gabor feature captures
the spatial-frequency information and is found to be robust to the illumination varia-
tion. LBP captures contrast information for each pixel by referring to its neighboring
points. BoW represents the image as an orderless collection of local features extracted
in densely sampled patches.
Part-based face representation [Kim et al., 2003, Kim et al., 2005] is a popular way
of capturing the local information and has been successfully applied to facial expres-
sion recognition [Sikka et al., 2012,Zhao et al., 2013], face parsing [Luo et al., 2012], face
identification [Zhu et al., 2012] and face verification [Simonyan et al., 2013]. Karan et
al. [Sikka et al., 2012] proposed a BoW representation of face images for facial expression
recognition. They extracted SIFT descriptors on densely sampled patches of multi-scale
and then built the codebook. Luo et al. [Luo et al., 2012] introduced a hierarchical face
parser. The parser combines the results of part detectors and component detectors to
transform the face image into a label map. Zhu et al. [Zhu et al., 2012] targeted at face
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recognition problems with a small number of training samples. They conducted collab-
orative representation based classification on the face patches and combined the results
of all the multi-scale patches.
There have also been some recent works with part-based representation on face ver-
ification, which refreshed the state-of-the-art performance, especially for unconstrained
face verification in the wild. To name a few, Li et al. [Li et al., 2013] built a Gaussian
Mixture Model (GMM) in terms of both appearance and spatial information to discover
the correspondence between the patches in pair. The model is trained with LBP and
SIFT features extracted from densely sampled patches. Their approach improved the
state-of-the-art performance by around 4% on LFW with the most strict setting. In [Si-
monyan et al., 2013], Fisher Vector (FV), a typical descriptor for object recognition, was
applied on LFW, and improved the performance further. FV in their work is built on
SIFT feature extracted from the patches scanned densely through the images.
The aforementioned methods extract the same features from the different facial
parts. However, we consider the feature distribution is not stationary over the whole
face in this chapter, i.e., the learnt filters are different for different face regions. Without
the hand-crafted features as in mentioned works, the proposed fusion network learns
the feature representation automatically with direct guidance of the facial identities.
3.1.2 Deep Learning
The breakthrough byHinton and Salakhutdinov [Hinton and Salakhutdinov, 2006] trig-
gered the enthusiasm for deep learning in both academia and industry. By stackingmul-
tiple non-linear layers, deep neural networks are able to extract more abstract features
automatically than the hand-crafted features.
Over the past few years, such a deep structure has been successfully applied in
many computer vision fields [Krizhevsky et al., 2012, Farabet et al., 2013,Huang et al.,
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2012b, Nair and Hinton, 2010, Sun et al., 2013a]. To name just a few, Krizhevsky et
al. [Krizhevsky et al., 2012] won the ImageNet contest in 2012 by training deep CNNs
fine-tuned with multiple GPUs. Sun et al. [Sun et al., 2013a] proposed a three-level
cascade of convolutional networks for facial keypoints detection and outperformed the
state-of-the-art methods in both detection accuracy and reliability. Ouyang and Wang
[Ouyang and Wang, 2013] proposed joint deep learning framework to address pedes-
trian detection. Feature extraction, deformation handling and occlusion handling are
incorporated in a unified framework and achieves the best performance on the Caltech
dataset.
Several recent works also apply deep learning to face verification task. Huang et
al. [Huang et al., 2012b] developed a convolutional Restricted BoltzmanMachine (RBM)
and evaluated it on the LFW-a database (with face alignment). The proposed method
achieves comparable result to those with hand-crafted features. Chopra et al. [Chopra
et al., 2005] defined a mapping from input space to the target space to approximate the
semantic distance in the original space. The mapping is learned with two symmetric
neural networks that share the same weights to tackle face verification problem. Liao et
al. [Liao et al., 2013] proposed a three-layered hierarchy without explicit detection and
alignment stages in testing. However, these networks are trained with full face images
only and do not specifically handle local variations. Different from the aforementioned
papers, our network learns a composite representation from both the holistic faces and
local patches by integrating the responses of discriminative local sub-nets.
A gradual increase in the amount of data significantly improves the verification ac-
curacy of deep models. Sun et al. [Sun et al., 2014b] learnt a set of high-level features
through a multi-class identification task. The network is trained on pre-defined face
patches based on the landmark positions. The performance is further improved by Sun
et al. [Sun et al., 2014a], in which the network is trained by jointly optimizing the iden-
tification and verification objectives. Taigman et al. [Taigman et al., 2014] introduced
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the largest facial dataset to-date, which is used to learn an effective representation. The
learnt presentation is directly applied on LFW and achieves close accuracy to that of
human beings. The above deep networks are trained with an assumption that face im-
ages are well aligned. In contrast, the proposed framework is learnt with the existence
of mis-alignment. To handle such mis-alignment, a deep mixture model network is
proposed to capture the spatial-appearance distribution over faces. The DMM network
automatically retrieves the patch correspondence, which is proven to be effective for
unconstrained face verification.
3.2 Convolutional Fusion Network
Most state-of-the-art approaches evaluated on benchmark datasets for face verification
are built on hand-crafted features [Li et al., 2013, Simonyan et al., 2013,Hu et al., 2013].
Instead, we address the problem by learning a part-based face representation auto-
matically with Convolutional Neural Network (CNN). Conventional CNN is built by
stacking multiple convolutional layers and pooling layers. The cascade of convolution-
pooling structure provides certain robustness to shifting and rotation variations. How-
ever, the final features capture the facial patterns in a holisticmanner, i.e., standardCNN
learns a holistic stationary distribution of features. In contrast, local representations are
more robust to local facial distortions which are common in face images in the wild.
Thus, we aim at designing a network capturing both holistic and local facial properties.
Introducing local information to CNN enables the network to learn a more diverse and
complex presentation and leads to potential improvement.
Accordingly, the proposed Convolutional Fusion Network, illustrated in Figure 3.1,
has a structure of two layers – the local layer and the fusion layer. The local layer is com-
posed of several parallel sub-CNNs corresponding to the local face patches (the full-face
images are resized and treated the same as local patches) , and thus captures features
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with regard to the local variations. The fusion layer contains a fully-connected layer
followed by a softmax classifier. It integrates the local responses to acquire a holistic
view of the original image. Sub-CNNs are pre-trained separately to guarantee a certain
level of independence. Such independence leads to a mutual complementary interac-
tion among sub-CNNs, resulting in a considerate improvement with fusion layer.
Illumination is also a significant factor degrading the performance of unconstrained
face verification. Hua and Akbarzadeh [Hua and Akbarzadeh, 2009] included the illu-
mination pre-processing step and reported a considerate performance improvement. In
this chapter, the face images are pre-processed with several standard illumination cor-
rection methods, including Local Ternary pattern [Tan and Triggs, 2010], Self-Quotient
Image [Wang et al., 2004] andHistogramEqualization [Gonzalez andWoods, 2002]. The
local patch are then cropped from lighting-corrected images, and passed to correspond-
ing sub-CNNs.
For the classification task, the final fusion layer is a fully-connected layer. We denote
the output of sub-CNN i as h(i)(·), and the forward propagation of the final fusion layer
can be represented as
y′ =
N
∑
i=1
W(i)f · h(i)(·) + b f , (3.1)
where W(i)f and b f are the corresponding weights and bias in the fusion layer, and N
is the number of sub-CNNs. As we are tackling the problem of face verification, the
output y′ is a 2x1 vector, in which the i-th entry represents the possibility that the given
sample should be classified as the i-th class.
3.2.1 Siamese Architecture
Each sub-CNN in CFN has a composite structure of two identical sub-networks as illus-
trated in Figure 3.2. Such a structure is termed as Siamese Architecture in [Chopra et al.,
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Figure 3.2: Siamese architecture. Each sub-CNN corresponding to a local support patch
is composed of two identical CNNs that share the same weights. Such identical CNNs
define a mapping from the input space to a space for a better similarity measurement.
2005,Nair and Hinton, 2010]. The two networks share the same weights, and define a
mapping from the input feature space to a low-dimensional space where faces are close
in terms of `1 distance if they are of the same identity.
Each sub-network in the composite structure is a Convolutional Neural Network
(CNN), for which we follow the standard configuration in [Krizhevsky et al., 2012].
Each CNN contains two convolution layers C1 and C2, each of which is followed by
a max-pooling layer. The output of convolutional layer is passed through a non-linear
activation function before being forwarded to the pooling layer. In our networks, we
use Rectified Linear unit (ReLu). Accordingly, the forward function can be represented
as
h(xi) = max(0,WTc xi + bc), (3.2)
whereWc and bc represent theweight and bias of the corresponding convolutional layer.
The last layer before softmax is a mapping layer L consisting of two fully-connected
linear layers. The output of this linear layer is the final representation for each face pair
and can be computed as
L(x(1)i , x
(2)
i ) = ||g(x(1)i )− g(x(2)i )||1, (3.3)
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Figure 3.3: DMM network structure. The proposed network is of an encoder-decoder
structure similar to Autoencoder and is trained with unlabeled patches extracted from
input images or videos. The encoded features are augmented with the corresponding
location vectors and applied to train the mixture model. The mixture component and
the encoding function are jointly learnt within the unified framework.
where g(·) represents the mapping from the input space to the final feature space, and
x(1)i and x
(2)
i are the two faces in a pair. By taking the `1 norm, L(x
(1)
i , x
(2)
i ) becomes a
scalar variable.
The output of L(xi) is finally forwarded to a softmax layer. As a binary classifica-
tion problem, the learnable weight is a two column vector Ws = {W(1)s ,W(2)s }. Also,
the softmax layer can be seen as a fully-connected layer with a weight matrix W. The
posterior probability of xi labeled as yi is
P(y = yi|Ws,bs, x(1)i , x(2)i ) =
exp(W(yi)s · L(x(1)i , x(2)i ) + bs)
∑2j=1 exp(W
(j)
s · L(x(1)i , x(2)i ) + bs)
.
(3.4)
For the verification task, yi ∈ {0, 1}. Accordingly, the cost function is formulated as
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follows
J CFN = −
n
∑
i=1
log P(y = yi|Ws, bs, x(1)i , x(2)i ). (3.5)
3.3 Pose-invariant Patch Selection
To acquire the local information, sub-CNNs of CFN are pre-trained on the discrimina-
tive facial parts, and thus the selection of patches will largely affect the performance. A
typical part-based approach is built on patches that are densely sampledwith overlap as
in [Li et al., 2013, Simonyan et al., 2013]. Intuitively, we can generate patches following
the same strategy. However, there are mainly two reasons prohibiting us from doing
so. First, such an approach will generate a huge network with an unaffordable number
of sub-CNNs since each local patch requires one sub-network in Figure 3.2. The un-
affordable computation cost makes it infeasible to adopt this approach. Second, large
networks are difficult to train even if we ignore the computation cost. With too many
parameters to learn, it is hard for the network to converge. Moreover, the optimization
of the deep network is non-convex, and thus sensitive to the initialization of parameters.
It easily falls into the “basin” of poor local minimum without a proper initialization.
Another way to utilize local information is to extract patches with regard to the key
facial landmarks, such as eyes, nose, mouth, etc. This kind of approaches largely re-
lies on the precision of landmark detectors. However, the unconstrained photography
conditions still remain challenging for most existing landmark detectors. Moreover, ac-
curate landmark detectors usually demand a large set of outside training samples, which
are not always available. Thus, this strategy is prohibited for some datasets in the wild,
e.g., LFW under the most restricted condition.
Our approach is built on the assumption that the face images are captured in thewild
and no accurate landmarks are available, and thus the faces are only roughly aligned.
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The pose variation has proven to be an important factor impacting the face recognition
accuracy. We propose to learn a Deep Mixture Model (DMM) to capture the spatial-
appearance distribution over faces. By learning the mixture components, the corre-
spondences of local patches are acquired to address the mis-matching brought by pose
difference. Different from APEM [Li et al., 2013], our deep network learns both the rep-
resentation for appearance and themixture components jointly without reference to any
manually designed features.
3.3.1 Deep Mixture Model
Given a set of unlabeled images, we divide each image into multiple overlapped grids.
The image set then can be represented as a collection of local patches {p1,p2, ...,pN}.
Each local patch pi is represented as a spatial and appearance pair [xTpi , l
T
pi ]
T, where xpi
is the raw-pixel representation and lpi (each element within ranges from 0 to 1) is the
normalized location vector .
Different frommost existing works for learning amixture model, our approach does
not rely on hand-crafted features. Instead, the representation is learnt together with the
mixture components. Similar to Auto-encoder, the DMM network contains an encoder
and a decoder as shown in Figure 3.3. The encoder maps the high-dimension data to a
low-dimension code, and the decoder recovers the original input from the compressed
code. In this work, the encoder is of a two layered structure: 800 hidden units for the
first layer and 200 hidden units for the second layer. The decoder has a symmetric struc-
ture to the encoder. Also, the encoder and decoder have “tied” weights, i.e. the weight
matrix for the decoder layer is the transpose of that for the corresponding decoder layer.
The “encoded” feature is forward into the third layer, i.e. the mixture layer. The mix-
ture layer is composed of multiple branches, each of which corresponds to a mixture
component. The output of each component sub-net is the probability of certain patch
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committed to the corresponding component.
Assume the encoding function defined by the deep network is F (· ;We,be), where
We and be stand for the encoding weight and bias. By augmenting the compressed
code and the location vector, the combined spatial-appearance feature is represented as
Xpi = [F (xpi ;We,be)T, lTpi ]T, which is then forwarded to the following mixture layer.
We formulate the deep mixture model in terms of Gaussian components as follows,
P(Xpi |θ) =
C
∑
j=1
ωj · N (Xpi |µj, σj), (3.6)
where θ = {µi, σi|i = 1, 2, ...,C}, and µi and σi are themean and variance of the i-th com-
ponent. N (·) represents a normal distribution for the component with corresponding
mixture weight wi.
The DMM network is optimized by minimizing the following cost function
J DMM(W,b, θ) = −
N
∑
i=1
ln P(Xpi |θ)
−
N
∑
i=1
ln
maxjN (Xpi |µj, σj)
∑Cj=1N (Xpi |µj, σj)
+
N
∑
i=1
α||xpi − x′pi ||2, (3.7)
where α is a parameter controlling the contribution scale of the third term, and x′pi is the
reconstruction of xpi and is computed as
x′pi = F ′(F (xpi ; We,be) ; W′e,b′e), (3.8)
where F ′(· ; W′e,b′e) is the decoding function with the corresponding decoder weight
W′e and bias b′e.
The cost in Eqn. 3.7 is defined based on considerations on the following three as-
pects. Same as the standard Gaussian Mixture Model, the first term is defined as the
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log likelihood function. For the second term, the proposed DMM aims to regularize
that the spatial-appearance components correspond to different semantic facial parts,
such as eyes, nose, etc. In other words, the learnt mixture components are expected to
follow a spatially scattering distribution. Therefore, we introduce the second term to
constrain that each sample is only committed to one component and its contribution to
other components are neglectable. It is also important to note that, in DMM, the encod-
ing of patches is jointly optimized with the component parameters. Direct optimization
with regard to the first and second terms will result in an undesired global minimum
where both We and be are all zero for the encoder. Therefore, the third term is intro-
duced to penalize the construction error such that the representations of face patches
are not mapped into the undesirable all-zero space.
The mixture parameters are only present in the mixture layer, and thus are inde-
pendent of the reconstruction error. Accordingly, µk and σk can be updated directly as
follows.
∂J DMM
∂µk
= (− wk
P(Xpi |θ)
+
1
∑Cj=1N (Xpi |µj, σj)
− 1j=k
maxjN (Xpi |µj, σj)
) · ∂N (Xpi |µk, σk)
∂µk
, (3.9)
∂J DMM
∂σk
= (− wk
P(Xpi |θ)
+
1
∑Cj=1N (Xpi |µj, σj)
− 1j=k
maxjN (Xpi |µj, σj)
) · ∂N (Xpi |µk, σk)
∂σk
. (3.10)
The optimization of W and b can be conducted with the standard back-propagation
algorithm.
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3.3.2 Local Patch Matching
The acquired DMM reflects the distribution of spatial and appearance feature over the
faces. By assigned each face patch to its “Nearest” mixture component, we are able to
cluster the patches in terms of the encoded similarity. Within each face pair, face patches
with themaximal responses to the samemixture component are considered asmatched.
Therefore, the number of components determines the number of sub-nets that need
to be pre-trained. Large number of chosen patches will result in a huge computation
cost. Instead, we assume that not all the patches will contribute to the final verification
problem. Therefore, it is desirable to retain only those discriminative patches without
impacting the generalized performance.
This task can be interpreted as a feature selection problem [Weston et al., 2000,Zhai
et al., 2012], which selects a subset of features while preserving or even improving the
discriminative ability of the classifier. Supposewe are given n training samples {(F1, y1),
..., (Fn, yn)}, where Fi ∈ Dd and yi ∈ {−1,+1} is the label of Fi. For face verification,
the training samples are given in pairs. The task is to tell whether or not the paired
samples (probe and gallery) are of the same identity. We denote x(1)i and x
(2)
i as the first
and second face in the i-th pair as in Eqn. (3.3). The input vector for the feature selection
process is computed by Fi = |x(1)i − x(2)i |, where | · | computes the element-wise absolute
value.
In both [Zhai et al., 2012] and [Weston et al., 2000], an indicator vector δ =
{δ1, ..., δd} ∈ {0, 1}d is introduced to define whether a certain feature dimension is se-
lected, i.e. δj = 1 indicates the j-th dimension is a “support feature”. Instead of finding
the pixel-wise discriminative features as in [Weston et al., 2000,Zhai et al., 2012], we aim
to select the discriminative patches. With the learnt C-component DMM, each face pair
Fi is represented as a concatenated vector Ai = {p(1)i ,p(2)i , ...,p(C)i }. Note that p(j)i here
represents the matched patch to component j in the difference vector Fi. The specific
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definition is given as follows,
p(j)i = arg maxpk N (Xpk |µj, σj) ∀pk ∈ x
(·)
i . (3.11)
A standard SVM classifier is applied directly on Ai. The weight vector of SVM can be
then decomposed asW = {W(1), ...,W(C)}T with regard toAi. In this work, we simplify
the problem by approximating the indicator vector in [Weston et al., 2000, Zhai et al.,
2012] as the weight vector. Correspondingly, the problem is transformed into a classic
SVM issue. The classifier is
f (Ai) = WT Ai + b, (3.12)
where b is the bias.
Note that a pixel in the original image may be included in multiple patches. By
minimizing the `2 term ||W||2 in the cost function, the corresponding duplicate pixels
are assigned with the same weight if no individual normalization within each patch.
Therefore, the discriminative scores of the duplicates in different patches are consistent.
We define the discriminative score as the overall contribution of pixels within the patch
to the decision boundary. The discriminative score Sr(i) of patch p(i) is computed as
Sr(i) = ||W(i)||1. (3.13)
Patches are then sorted in terms of the corresponding discriminative scores, and the top
K patches are chosen as support patches.
Support patches tend to be those containing key facial components closely related to
face identification, such as eyes and forehead. While, least informative patches include
little information on either the outline of faces or key facial landmarks.
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3.4 Training the Networks
The whole framework can be largely divided into two parts: 1) Deep Mixture Model
to find the patch correspondence and 2) Convolutional Fusion Network for face ver-
ification. Both networks are large and hard to train directly without getting stuck at
undesired local minimum. Erhan et al. [Erhan et al., 2010] mentioned that pre-training
provides a prior knowledge that can help reduce the strong dependencies between pa-
rameters across layers and locates the network in a region within the parameter space,
such that a better optimum is found for the training criterion. We include some details
on the training strategies for both networks as follows.
DMM. An initial representation is essential to avoid undesired clustering perfor-
mance for appearance-wise DMM. In this chapter, we follow the standard unsupervised
pre-training method used for Auto-encoder. The network is pre-trained layer-by-layer
with regard to the squared reconstruction error, i.e. the third term in Eqn. (3.7). For
training the DMM network, we also need proper initialization for the location vectors.
The location related part in µi is initialized randomly with regard to a uniform distri-
bution over [0, 1]. Moreover, for the starting 5 iterations, the encoder parameters (We
and be in the 1st and 2nd layer) are not updated. In such a way, we acquire a proper
geometric initialization for the mixture components.
CFN. Convolutional Fusion Network is initialized with the supervised pre-training.
Selecting local patches can be viewed as a way of obtaining a good prior for the later
fine-tuning stage. The pair of local patches shares the same label as the full-face pair,
i.e. patches generated from the “matched” face pairs are also labeled as “matched”.
Therefore, each sub-CNN in the local layer can be pre-trained with the label informa-
tion. After the supervised pre-training, the outputs of all the sub-CNNs are concate-
nated as a super-vector for each face instance, which is then fed forward to the fusion
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layer. A universal fine-tuning is then applied with back propagation through the whole
network. Experiments show that the final fusion stage results in a considerate perfor-
mance improvement.
3.5 Experiments
The proposed network is aimed at face verification under the unconstrained conditions
with variations on pose and illumination. Extensive experiments are conducted on two
benchmark datasets for face verification in the wild – Youtube Faces dataset (YTF) and
Labeled Faces in the Wild dataset (LFW). Examples of YTF and LFW is shown in Fig-
ure 3.4. The results are compared with several state-of-the-art approaches.
3.5.1 YouTube Faces Database
YTF is a dataset designed for studying the problem of unconstrained face verification
in videos. It contains 3, 425 unconstrained videos of 1, 595 celebrities. In the standard
protocol, the evaluation set is composed of 5, 000 pre-defined video pairs and is divided
into 10mutually exclusive folds. The average verification accuracy over the ten folds is
reported for comparison.
3.5.1.1 Experiment Settings
We address the problem of verification of two face videos as the matching problem of
two sets of frames. Specifically speaking, 20 frames are drawn randomly from each
video within the pair to generate 20 frame pairs. The average matching score of the
20 frame pairs is taken as the matching score of the corresponding video pair. In the
following experiments, wedirectly take the roughly aligned faces provided. Within each
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YTF LFW
Matched Mis-matched
Figure 3.4: Examples from YTF (left) and LFW (right). Both datasets include variations
on pose, illumination and facial expressions that has large influence on the matching
performance. Moreover, occlusion, frame blur and scene transition, which are common
in videos, make YTF even more challenging.
frame, the face is cropped from the center down-scaled by 2.2 and is of size 144× 144.
The face images are then processed with two common illumination correction methods
– Histogram Equalization (HE) and Local Ternary Pattern (LTP) [Tan and Triggs, 2010].
For LTP, the gamma parameter is set as 0.2, and the sigma values for inner and outer
Gaussian filter are set as 0.2 and 1, respectively. Together with RGB images, three copies
of each images are adopted as inputs.
Pre-processed face images are scanned by sliding windows of size 40× 40 and 60×
60. The corresponding sliding strides are 20 and 30 pixels, respectively. Thus, we extract
44 local patches in each face image. These patches are resized to 32× 32, and used as
inputs of the DMM network.
CFN Structure. The whole network contains 18 sub-nets of Siamese Architecture in
the local layer and a linear layer followed by a softmax layer in the fusion layer. Each sub-
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Full Face Patch 1
Patch 3
Patch 2
Patch 5Patch 4
Figure 3.5: Convolutional kernels computed. Each block corresponds to a selected patch
with its learnt convolutional kernels in the first layer. Clearly, the learnt kernels are
different for different facial patches.
network i has a four-layer structure consisting of two convolutional layers C(i)1 and C
(i)
2 ,
one linear layer L(i) and one softmax layer S(i). C(i)1 contains 40 convolutional kernels
with size 7 × 7, and C(i)2 has 40 kernels of size 5 × 5, and L(i) has 100 neurons. Both
convolutional layers are followed by max-pooling of shape 2 × 2 with pooling stride
2× 2.
Examples of learnt convolution kernels are shown in Figure 3.5. The convolutional
kernels are learnt to reflect the discriminative information for the given local regions.
For patches with complex facial structure (Full Face and patch 2), there are more high
frequency kernels. While, for less complex patches (Patch 3, 4 and 5), the learnt kernels
are mostly edge-like filters.
To further reduce over-fitting, drop-out [Hinton et al., 2012] is applied on each layer
of sub-CNNs, except for the softmax layer. The drop-out rate is 0.2 for convolutional
layers C(i)1 , C
(i)
2 and the linear layers L(i). We also include random noises in the input
images, and the corruption probability of a single pixel is 0.1.
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Manual DMM
Figure 3.6: Illustration on manual patches (Left) and DMM patches (Right). Since faces
are aligned roughly, we extract patches around eyes, nose andmouth corners with fixed
locations. For DMM, the locations are learnt automatically w.r.t the spatial-appearance
distribution. Compared with manual approach, DMM demonstrates a better tolerance
to pose changes.
3.5.1.2 Comparison with the State-of-the-arts
The proposed approach, i.e. DMM+CFN(3), is compared with several existing works
reported on YTF in Table 3.1. Moreover, we include four variants of our method for self
comparison.
CNN_Single shows the result of single CNN trained only with the full face images.
CFN_Manual includes the local information by fusing local CNNs trained with manu-
ally selected patches. The patches are chosen intuitively around eyes, nose and mouth
corners as shown in Figure 3.6. Comparison between CNN_Single and CFN_Manual
indicates that the local information can bring considerate improvements (1.3% in our
experiments) over holistic only approach. DMM+CNN_Average simply averages over
pre-trained local CNNs. Different from CFN_Manual, local CNNs in this methods are
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Methods Acc. ± Err.(%)
MBGS L2 mean, LBP [Wolf et al., 2011] 76.4 ± 1.8
MBGS+SVM [Wolf and Levy, 2013] 78.9 ± 1.9
APEM-FUSION [Li et al., 2013] 79.1 ± 1.5
STFRD+PMML [Cui et al., 2013] 79.5 ± 2.5
VSOF+OSS [Mendez-Vazquez et al., 2013] 79.7 ± 1.8
DDML (LBP) [Hu et al., 2013] 81.3 ± 1.6
DDML (combined) [Hu et al., 2013] 82.3 ± 1.5
CNN_Single 78.3 ± 1.4
CFN_Manual 79.6 ± 1.2
DMM+CNN_Average 79.5 ± 1.2
DMM+CFN (1) 80.9 ± 0.9
DMM+CFN (3) 82.8 ± 0.9
Table 3.1: Comparison of mean accuracy and standard variance on YouTube Faces
Database. The best performance is illustrated in bold.
learnt from patches acquired with the deep mixture model. As shown in the table, such
simple approach can achieve almost the same performance as CFN_Manual. The per-
formance is further improved by including the fusion stage into the learning process.
DMM+CFN(1) is conducted on the images with only histogram equalization and im-
proves DMM+CNN_Average by 1.4%. Fusion of more models is shown to be effective.
The images used in DMM+CFN(3) are pre-processed with HE and LTP, respectively.
Together with the original RGB images, the fusion model improves over single illumi-
nation based method DMM+CFN(1) by 1.9%.
Comparing with the state-of-the-art method on YTF – DDML (combined), our ap-
proach improves the performance by 0.5%. DDML (combined) is also based on deep
learning, but the networks learn a Mahalanobis distance metric from the hand-crafted
features (LBP, DSIFT and SSIFT). However, our fusion network is directly learnt on the
raw-pixel images.
The ROC curve is illustrated in Figure 3.7. Consistent with the comparisons in Ta-
ble 3.1, our approach outperforms the existing methods reported on YTF.
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Figure 3.7: Comparison of ROC curves with the state-of-the-arts on YouTube Faces
Database.
Here we also list some of the latest results published after the submission of our
publication [Xiong et al., 2015a]. Li et al. [Li et al., 2015] proposed the Eigen-PEP model
for video face recognition, and achieved 85.04± 1.49 on YTF and 88.97± 1.32 on LFW.
In [Li et al., 2015], the performance is largely improved by including flipped frames and
corrected labels, which are not used in our method. The accuracy without flipping is
82.40± 1.7, which is close to our results. Hu et al. [Hu et al., 2015] learnt the distance
metrics form multiple features and achieved 81.28 ± 1.17 on YTF. Lu et al. [Lu et al.,
2015] applied a reconstruction criterion to metric learning and achieved 81.86± 1.55.
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3.5.2 Labeled Face in the Wild
LFW is a standard database collected to evaluate benchmark algorithms for face verifi-
cation. It contains 13, 000 images of 5, 749 individuals downloaded from the Internet.
LFW has the similar evaluation protocols as YTF: 6, 000 pre-defined image pairs are di-
vided into ten mutually exclusive folds and the average precision is reported.
3.5.2.1 Experiment Settings
In this paper, the experiments are conducted in the image-restricted scenario, i.e. only
the given 6, 000 pairs are allowed for training. We follow the most strict setting, i.e. no
outside training data are used, even for landmark detection. The face images are only
roughly aligned with an unsupervised method – deep funnel [Huang et al., 2012a]. We
crop the central 144× 144 region from the full-face image. DMM follows the same patch
extraction strategy as that used for YTF.
Three general approaches of illumination correction are applied – Self-Quotient Im-
age (SQI) [32], Local Ternary Pattern (LTP) [13] and Histogram Equalization (HE) . In
SQI, the images are filtered with 7x7 Gaussian filter with bandwidth set as 2 and then
normalized. The parameters for LTP are the same as those in YTF.
CFN Structure. The local networks are also of four layered structure – 20 convolu-
tional kernels in C(i)1 , 40 kernels in C
(i)
2 , 100 hidden units in L(i) and a Softmax layer S(i).
For LFW, we select the top-6 patches, and thus the final CFN is composed of 21 CNNs
in the local layer.
3.5.2.2 Comparison with the State of the Arts
In this subsection, our approach is comparedwith some existingmethodswith the same
setting, i.e. the image-restricted setting without outside training data. The only excep-
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tion is NReLu [Nair and Hinton, 2010], in which face images are well-aligned and out-
side data are used for unsupervised pre-training. This approach built a DBN of siamese
architecture, and thus is closely related to our method.
Table 3.2 shows the results of five different settings related to the proposed network.
The number after each setting indicates the number of illumination correction methods
included – for the 2-correction case images are pre-processed with only SQI and LTP.
CNN_Single(2) reports the result of training CNNs only on the full-face images. Un-
der this scenario, the fusion network only has two sub-CNNs on the full-face images
after SQI and LTP respectively. The accuracy outperforms that of NReLuwithout unsu-
pervised pre-training, and is comparable to their best performance with unsupervised
pre-training based on outside unlabeled data. DMM+CNN_Average(2) simply averages
over the confidence scores returned by pre-trained sub-CNNs. Performance with such
a setting is even comparable with APEM (fusion) – only 0.1% difference. Further im-
provement is achieved by holistic back-propagation over the whole network, as shown
by DMM+CFN(2). The increase on mean accuracy is 1.55%, and can be up to 2.6% for
some folds. The best results are achieved by fusionwith all three illumination correction
methods as shown for DMM+CFN(3).
APEM [Li et al., 2013] is also based on selection of patches, and our method sur-
passes APEM with a single feature, either SIFT or LBP, by around 3.6%. The advance
over APEMwith feature fusion is 1.52%. There is a gap of 1.9% between fisher vector [Si-
monyan et al., 2013] and our method alone. However, by simply averaging with the
results of APEM – CFN+APEM, we achieve the accuracy of Fisher Vector. The improve-
ment by simply averaging with APEM demonstrates the features learnt in our fusion
network is different from the hand-crafted features. Note that both APEM and Fisher
Vector are built on images of large size (100× 100 in APEM and 160× 125 in FV), while
our fusion network is only trained on images of small size 32× 32.
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Methods Acc. ± Err.(%)
NReLu [Nair and Hinton, 2010] 80.73 ± 1.34
NReLu without Outside Data [Nair and Hinton, 2010] 79.25 ± 1.73
Hybrid descriptor-based [Wolf et al., 2008] 78.47 ± 0.51
V1/MKL [Pinto et al., 2009] 79.35 ± 0.51
APEM(LBP) [Li et al., 2013] 81.97 ± 1.90
APEM(SIFT) [Li et al., 2013] 81.88 ± 0.94
APEM(fusion) [Li et al., 2013] 84.08 ± 1.2
Fisher Vector [Simonyan et al., 2013] 87.47 ± 1.49
CNN_Single(2) 80.59 ± 1.54
CFN_Manual(2) 82.05 ± 1.6
DMM+CNN_Average(2) 83.93 ± 1.75
DMM+CFN (2) 85.48 ± 1.64
DMM+CFN (3) 85.60 ± 1.67
CFN+APEM 87.50 ± 1.57
Table 3.2: Comparison of mean accuracy and standard variance on Labeled Face in the
Wild. The best performance is illustrated in bold.
Patch Full-face Included Without Full-face
# SQI LTP Combined SQI LTP Combined
0 80.11 ± 1.73 81.07 ± 1.01 82.45 ± 1.40 - - -
1 81.67 ± 1.24 83.14 ± 1.61 84.48 ± 1.42 78.18 ± 1.54 77.92 ± 2.48 80.10 ± 2.10
2 83.25 ± 1.75 83.55 ± 1.49 85.18 ± 1.90 82.37 ± 2.27 81.95 ± 2011 84.35 ± 2.26
3 83.24 ± 1.72 83.67 ± 1.65 84.92 ± 1.72 82.33 ± 1.67 82.20 ± 2.02 83.98 ± 1.73
4 83.09 ± 1.94 83.7 ± 1.76 85.15 ± 1.46 82.27 ± 1.92 82.60 ± 2.33 84.18 ± 2.68
5 83.34 ± 1.89 83.74 ± 1.76 85.24 ± 1.46 82.38 ± 1.93 83.10 ± 2.35 84.50 ± 2.40
6 83.21 ± 1.95 83.74 ± 1.69 85.48 ± 1.64 82.10 ± 2.30 82.43 ± 2.43 84.20 ± 2.12
Table 3.3: Fusion Results. In each experiment set, results are reported by varying the
number of local patches included. 0means only the full-face images are used for train-
ing.
The ROC curve in Figure 3.8 illustrates the average performance over 10 folds. It
is clear that our method outperforms APEM significantly and achieves a comparable
performance with Fisher Vector.
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Figure 3.8: Comparison of ROC curves with the state-of-the-arts on the most strict set-
ting of Labeled Face in the Wild.
3.5.2.3 Fusion Result Analysis
We conduct two sets of experiments to analyze the effect of several factors on fusion.
The first set fuses the local patches with the full-face images. The second set studies the
fusion among only the local patches. For each experiment set, we include three groups
tested on the images after SQI, images after LTP and images after both SQI and LTP
(Combined in Table 3.3), respectively. We also examine the influence of local patches
in fusion by varying the number of patches included. These patches are added in the
descending order with regard to their confidence scores defined by Eqn. 3.13.
Referring to the results in Table 3.3, sub-CNNs trained with full-face images have a
considerate influence in fusion. Fusion with full-face images outperforms fusion with
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only local patches by approximately 1.1%. Note that the local patches also demonstrate
great influence. Generally, more local patches lead to higher accuracy in both experi-
ment sets. As more patches are included, the performance gradually saturates. Fusing
different pre-processing methods also contributes to the final fusion performance, and
the increase on accuracy is around 1%.
3.5.3 Computation Analysis
The proposed framework can be divided into twoparts –DMMandCFN. Both networks
are implemented based on Theano1 and Pylearn22. All experiments are conducted on a
single-core computer with GeForce GTX TITAN Black GPU. For both data sets, we ex-
tract 44 local patches from each face image, and random sample 60,000 patches for YTF
and 45,000 patches for LFW as the inputs for DMM, respectively. In YTF, the training set
of CFN includes 4,500 video pairs. Within each video pair, 20 frame pairs are randomly
chosen. Accordingly, DMM takes 45s per iteration in training and CFN takes 33s per
iteration for each sub-net. In LFW, the training set includes 5,400 image pairs for CFN.
We also include random shifting, scaling and rotation to increase the diversity and scale
of the training samples. As a result, the network is trained with 21,600 image pairs in
total. Accordingly, DMM takes 36s per iteration in training and CFN takes 9s per itera-
tion for each sub-nets. For faster computation, we can fix the convolution layers in the
sub-nets of CFN, and only fine-tune the later fully-connected layers as many previous
papers did. The corresponding results are only slightly degraded. The reported results
are derived by setting the maximal training iteration number as 160 for DMM and 120
for CFN, respectively.
1http://deeplearning.net/software/theano/
2http://deeplearning.net/software/pylearn2/
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3.6 Conclusions
In this Chapter, we propose a part-based learning scheme for face verification in thewild
by introducingConvolutional FusionNetwork. We fusemultiple sub-CNNs pre-trained
on the local patches to take into account both local and holistic information. A deep
mixture model is also proposed to further address the mis-alignment brought by pose
variation. DMM captures the spatial-appearance distribution over faces to acquire the
correspondences of the local patches. Without relying on the hand-crafted features, the
proposed framework automatically learns an effective representation of face images to
build an end-to-end system. We achieve the state-of-the-art performancewith automatic
feature learning in the two benchmark datasets in the wild. The proposed part-based
framework is composed of two separate parts which are optimized with regard to two
different objectives. It would be more intriguing if the two networks can be combined
in a unified framework such that joint optimization is possible. More research works
are expected on this perspective in the future.
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4Chapter
Generic Cross-Modality Face
Recognition
The DMM-CFN framework in Chapter 3 addresses face verification in the wild with
specific focus on local variations in terms of pose and illumination. In this chapter, the
multi-modal face recognition problem is studied in a more general way. The proposed
conditional Convolutional Neural Network (c-CNN) explores the hidden modalities of
data directly, and is applicable for both face identification and verification problems.
The basic assumption is that data may appear in different views or styles in computer
vision. For example, objects of the same class may have different types in object recogni-
tion, e.g., cars may be of various types and brands; or in human pose estimation, people
with the same posemay have different identities. Similarly, many face related tasks deal
with images with variations in terms of pose, occlusion and lighting, and thus are in-
herently multi-modal. Such multi-modality issue leads to a large intra-class variation,
which poses a great challenge to most existing approaches for face identification or ver-
ification.
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Ageneral approach to handlemulti-modal problems is to find a shared feature space
where data of different modalities are directly comparable. Conventional methods,
such as Canonical Correlation Analysis (CCA) [Hardoon et al., 2004] and Partial Least
Squares (PLS) [Geladi and Kowalski, 1986], aim at learning modality-specific projection
matrices that lead tomaximal covariance among instances of the same class in the shared
latent space. Many works are specifically designed to deal with two-view data. In par-
ticular, data of one view are carefully projected into the subspace of the other modality.
This idea has witnessed popular applications in synthesis based approaches for various
problems, such as sketch-photo verification [Wang and Tang, 2009], low resolution vs.
high resolution face matching [Liu et al., 2007], etc. Despite excellent work has been
done on synthesis, this may in principle be an ill-posed problem that is more difficult
than discriminatively comparing images of two different modalities.
Most of the aforementioned approaches are built on hand-crafted features. However,
it is difficult to manually design features insensitive to the variations across modalities,
since instances of different modalities usually span different feature spaces. In addi-
tion, the generic features, such as SIFT [Lowe and G, 1999], HOG [Dalal and Triggs,
2005] and LBP [Ojala et al., 2002a], are designed to solve certain problems, and thus
may not be optimal for specific variations in the given problems. Moreover, some char-
acteristic visual information may be lost in the extraction (especially the quantization)
stage, which usually cannot be recovered in later stages. Recent deep learning meth-
ods [Sun et al., 2014b,Girshick et al., 2014, Lin et al., 2013], on the other hand, are able
to learn an effective representation from raw-pixel inputs by directly optimizing with
regard to the given objective. Deep learning also witnessed several attempts in han-
dling cross-modality variations [Zhu et al., 2013, Zhu et al., 2014, Kan et al., 2014]. In
most aforementioned approaches, the training or even testing instances come alongwith
pre-defined modality information. For example, many approaches for multi-pose face
recognition assume that the head pose is known during training. However, the ground-
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Figure 4.1: Illustration of c-CNN. Each line type stands for one modality. Each image
is passed along with a modality-specific route indicated by the corresponding colored
arrows. Only the kernels along the route are activated and utilized to extract features.
The passing route defines the splitting with regard to inherent modalities in a coarse-
to-fine manner: similar modalities, e.g., modality of red dashed line and blue solid line,
may share certain kernels at the beginning layers.
truth modality information is not usually available in practice. Moreover, it is also pos-
sible that the modalities of data are vague and difficult to define explicitly when, e.g.,
faces appear with multiple variations in poses, illumination, expression, occlusion, etc.
In this chapter, we introduce a generic deep learning framework, termed as condi-
tional Convolutional Neural Network (c-CNN), to address multi-modal classification
problems with no prior knowledge on data modality. The proposed network automat-
ically learns the inherent modality distribution and the feature representation with re-
gard to an unified objective. In standard CNN, the convolution kernels for each sample
are immutable during training, and all the input samples are processed with the same
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kernels if nomodality information is provided. In contrast, we include conditional com-
putation of the “routes” for samples to propagate through the network. In particular, for
each sample in one training epoch, the convolution kernels are sparsely activatedwithin
each layer, and the activated kernels across layers define a “route” for the given sample
as shown in Figure 4.1. The activations of kernels in different layers are dependent and
jointly optimized in a learnt manner. To be more specific, the activation probability of a
kernel for a certain sample is conditioned on the corresponding intermediate represen-
tation and the routing status in the lower layers.
Conditional routing brings benefits in two folds: 1) the large intra-class variations
across modalities make it very difficult to model the complex problem with an unified
representation. The conditional routing gradually projects data of different modalities
into several subspaces where the intra-class variations are much easier to be handled;
2) conditional routing activates only a limited number of convolution kernels in a learnt
and optimized way. As a result, the computation cost is largely reduced, which makes
the network more scalable. Decision tree inherently embeds the concept of conditional
computation via hierarchical partitions, and thus is incorporated into CNN to substan-
tiate the proposed framework. In particular, each tree node learns the intermediate rep-
resentation and finds an optimal way to split samples at the same time. The proposed
method is evaluated in two recognition problems of multi-modal faces, and proved to
be effective with various comparisons.
4.1 Related Work
Multi-modality spans a wide range of research, and has been explored in a large num-
ber of prior works. Common approaches handle the variations across modalities via
mapping samples into a shared latent space. Kim and Josef [Kim and Kittler, 2005] in-
troduced a set of locally linear transformations to address multi-view face recognition.
68
4.1. Related Work
The proposed method maximizes the separability of classes locally while promoting
consistency between the multiple local representations of single class objects. Abhishek
et al. [Sharma and Jacobs, 2011] used Partial Least Squares (PLS) to linearly map im-
ages of different modalities to a common linear subspace in which they are highly cor-
related. The proposed method is evaluated in cross-view, cross-resolution and sketch
vs. photos face matching problems, and demonstrates considerable improvements over
conventional methods. Abhishek et al. [Sharma et al., 2012] proposed the Discriminant
Multiple Coupled Latent Subspace framework to handle cross-view face recognition. It
learns a set of pose-specific projection directions such that the projected images of the
same subject are maximally correlated in the target latent space. Kan et al. [Kan et al.,
2012] followed a similar approach to handle multi-view object recognition. They jointly
learn multiple view-specific linear transformation in a non-pairwise manner. In these
papers, the global non-linear data structures are assumed to be linearly separable in the
transformed local spaces. Motivated by the recent success of deep features [Krizhevsky
et al., 2012,Lin et al., 2013], we propose to learn the required non-linearmappingswithin
the latent local spaces with Deep Neural Network (DNN).
Many previous studies have also explored the approaches to synthesize faces of a
certain modality in a statistic manner. Liu et al. [Liu et al., 2007] synthesized high-
resolution face images from low-resolution images via integrating a global paramet-
ric model and a local non-parametric model. Wang and Tang [Wang and Tang, 2009]
proposed a face photo retrieval system, which transforms a face image into a sketch.
The proposed system conducts transformation on shape and texture of face images re-
spectively. Zhang et al. [Zhang et al., 2006] targeted at face recognition with variations
of illumination and pose. They proposed a texture synthesis method by employing a
generic 3D face shape. Similarly, Li et al. [Li et al., 2012] transformed faces of multiple
poses to their frontal view via 3D face registration. However, the cross-modality trans-
formation is complex and difficult to learn since it usually requires the corresponding
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samples in the target modalities to be available for each image, which is not always the
case in practice. Therefore, the cross-modality synthesis could be an harder problem
than the direct discriminative matching of multi-modal subjects.
Recent research on deep learning [Sun et al., 2014b,Girshick et al., 2014, Lin et al.,
2013] stimulates many applications of deepmodels in recognition problems with multi-
modality. Zhu et al. [Zhu et al., 2013] transformed faces under any pose and illumination
to their canonical view. The proposed network learns the feature extraction layers and
the reconstruction layer jointly. Kan et al. [Kan et al., 2014] also addressed the cross-pose
problem with a reconstruction-based deep model. The model transforms faces of large
view gradually to its frontal view layer by layer. Zhu et al. [Zhu et al., 2014] proposed a
multi-task learningmethod to optimize the pose estimation and recognition objective in
a joint manner. The results indicate that the pose information provides important clues
in matching faces across views. In most aforementioned works (with either manual
features or deep learning), the feature extraction or subspace transformation are defined
or learnt specifically for each modality. Under such a framework, the modalities of data
have to be pre-defined explicitly, or in otherwords, themodalitywhich the data instance
belongs to has to be known. In contrast, our framework defines a generic method in
handling multi-modality problems without any prior knowledge on modality. Instead,
the modality is learnt together with the feature representation in a deep model with
conditional computation.
The cascade of sample splitting in decision tree embeds the idea of conditional com-
putation, and is well explored by many tree-structured classifiers [Tu, 2005, Wu and
Nevatia, 2007,Zhao et al., 2013,Jordan and Jacobs, 1994]. The fusion of decision tree (for-
est) and feature learning is alsomentioned in a few recentworks. Bulo andKontschieder
[Bulo and Kontschieder, 2014] aimed at finding the optimal split function at each node
of the tree with MLP. However, the optimal splitting of samples is learnt in the tradi-
tional layer-by-layer manner. In other words, the optimization of the split network in a
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node is isolated from the learning of both its parent node and the existing nodes in other
branches. Fanello et al. [Fanello et al., 2014] attempted to learn the optimal filtering ker-
nels and apply them to each data point. However, the filters are adopted as the PCA
components learnt from noisy patches of multi-scale. The optimal filters are actually
“chosen” from a random pool to minimize the energy functions of the nodes. Similar
to [Bulo and Kontschieder, 2014], the split function is learnt separately for each node.
Moreover, there is no joint learning of features and splitting nodes in either approach. In
contrast, we jointly optimize the splitting nodes of the tree and the convolution kernels
of the neural network with regard to an unified objective function. After our publica-
tion [Xiong et al., 2015b] corresponding to this chapter, Kontschieder et al. [Kontschieder
et al., 2015] proposed a deep network which integrates decision forest as the final deci-
sion layer. Their framework proposed a stochastic and differentiable decision forest such
that the layer-by-layer back propagation can be conducted. Different from their method,
the leaf node and neural layers are tightly coupled in each layer of the proposedmethod.
Moreover, our motivation is to use the conditional routing to explore the hiddenmodal-
ity so as to decompose the original problem into simple sub-problems. The conditional
routing in this chapter should not be constrained to decision tree or forest.
4.2 Conditional Convolutional Neural Network
In this chapter, we assume that the given problem is potentially multi-modal, and the
modality information is not known for either training or testing. This is a more general
assumption in practice.
The inherent modality is explored via finding the optimal set of convolution ker-
nels to be activated. For a given sample, only the corresponding activated convolution
kernels are utilized to extract features. The activated kernels within each layer define
a passing route for a given sample. Intuitively, training samples of the same modality
71
Chapter 4. Generic Cross-Modality Face Recognition
should follow the same route through the network. Traditional CNN activates all the
kernels for all the training samples. For c-CNN, the activation of kernels in the layer
i is jointly determined by the present input representation X(i)n to the layer i and the
passing route in the preceding layers {θ(i)n , j = 0, ..., i − 1}. In our implementation of
tree-structured CNN, θ(k)n ∈ {0, 1}k, where 0 indicates the sample goes to the left node
and 1 stands for the route to the right node.
We donote n as the index of input samples, and the corresponding forward function
can be formulated as follows
X(i+1)n,k = g
(i)
n,k · σ(W˜
(i)
k ∗ X(i)n + b(i)), (4.1)
where X(i+1)n,k is the k-th kernel map of the n-th sample in layer i+ 1, and g
(i)
n,k denotes the
activation indicator of the k-th convolution kernel W˜(i)k . g
(i)
n,k follows a Bernoulli distri-
bution, i.e., g(i)n,k ∼ B{1, p(i)n,k}, where
p(i)n,k = P(θ
(i)
n,k|X(i)n , θ(i−1)n , ..., θ(0)n ), (4.2)
and θ(i)n,k is the k-th element in θ
(i)
n . It should be noted that c-CNN aims at exploring the
underlying modality distribution of data and the corresponding feature representation
for each modality in an unified framework. In particular, the feature extraction param-
eters W˜(i)k and b(i) and the kernel activation parameter θ
(i)
n are learnt with regard to an
unified objective function in a joint manner.
The conditional activation of convolution kernels can be defined in various ways.
Decision tree embeds the concept of conditional computation in the hierarchy of simple
decisions across layers and has seen plentiful applications in various fields. The leaf
nodes in one layer are mutually exclusive, and each sample can be passed only to one
leaf node. The choice of leaf nodes for certain input is conditioned on the split func-
tion of its parent nodes and the existing route in the above layers. The aforementioned
characteristicsmake the decision tree a good option to realize c-CNN. In this chapter, the
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...
...
...
Figure 4.2: A specific example of c-CNN with Modality-aware Projection Tree (MPT).
Each tree node computes the intermediate representation with CNN and the partition
of samples in the projected latent space. With the help of MPT, samples of different
modalities are gradually separated layer by layer and finally passed into the different
leaf nodes. Both the features and the split functions are jointly optimized w.r.t. one
unified loss function L.
conditional computation of decision tree is incorporated into CNN as a specific instance
of c-CNN. In particular, the tree nodes split the convolution kernels in each layer into
several mutually exclusive kernel sets. However, there is no such a hard segmentation
constraint for generic c-CNN. The assignments of convolution kernels are more flexible
for a given input sample in generic c-CNN. Therefore, this decision tree based approach
can be regarded as a simplified case. The proposed network includes two components
– Modality-aware Projection Tree (MPT) and Convolutional Neural Branch (CNB). De-
tailed explanations are included for both components in the following subsections.
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4.2.1 Modality-aware Projection Tree
Modality-aware Projection Tree (MPT) aims at defining a hard partition in the sample
space such that samples of the samemodality fall into the same leaf node. Themodality
is explored via learning of the split function for each node of the tree. To be more spe-
cific, we intend to learn the splitting of samples in an unsupervised manner such that
the sample space is segmented with regard to the inherent modalities as illustrated in
Figure 4.2.
Let’s denote X and Y as the input and output space for a given classification prob-
lem. To begin with, we define a fully-grown decision tree of depth D. The node of the
tree is denoted as V(i,j), where i is the index of the layer in the tree and j is the index of
the leaf node in the i-th layer. Correspondingly, X(i,j)n is the intermediate representation
of the sample xn ∈ X .
Within the nodeV(i,j), the passing route of a sample is determined by a split function
h : S → {SL,SR}, if we denote the whole input set for this node as S , and the subsets
of two child nodes as SL and SR respectively. The split function can be formulated as
x ∈

SL, ϕ(x) ≥ 0
SR, ϕ(x) < 0
. (4.3)
In this section, MPT is constructed in a similar way as Random Projection Tree [Das-
gupta and Freund, 2008]. The feature test function ϕ is defined with a projection vector
P(i,j) and a bias τ(i,j) as follows,
ϕ(x) = xT · P(i,j) + τ(i,j). (4.4)
An unsupervised constraint is imposed for each node such that the distance between
the centroids of two sub-clusters is maximized. The corresponding node-wise loss is
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formulated as
J t =
1
N ∑
x∈S
ϕ(x)2
( 1NL ∑
x∈SL
ϕ(x)− 1NR ∑
x∈SR
ϕ(x))2
, (4.5)
where NL and NR are the numbers of samples falling into the left and the right child
node respectively, and N = NL + NR.
4.2.2 Convolutional Neural Branch
Apart from the splitting of the input samples, each tree node also learns an intermediate
representation with regard to the given objective directly. In particular, a tree nodeV(i,j)
contains a standard convolutional layer C(i,j) with max-pooling.
When a sample is given at the root node of the tree, it is passed forward along a
specific path. Along that path, the given sample is processed through a complete Con-
volutional Neural Network, named as Convolutional Neural Branch (CNB), at the same
time. MPT is prone to constrain samples with the same inherent modality to follow the
same path such that each CNB learns a modality-specific mapping to the shared latent
feature space. Different from conventional approaches for learning modality-specific
mapping, CNBs of different modalities can share certain intermediate nodes as in Fig-
ure 4.2. Our motivation is that samples of similar modalities should be processed more
similarly than those of dissimilar modalities.
We denoteW(i,j) and b(i,j) to be the weight and bias of the convolutional layer for the
node V(i,j). The corresponding forward function is defined as
X˜
(i,j)
n = σ(W
(i,j) ∗ X(i,j)n + b(i,j)), (4.6)
where ∗ represents the convolution operator.
The hierarchical splitting of decision tree inherently takes into account the routing
status in the previous layers. Accordingly, the conditional forward function in Eqn.(4.1)
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is transformed as follows,

X(i+1,2j)n = 1(ϕ(X˜
(i,j)
n ) ≥ 0) · X˜
(i,j)
n
X(i+1,2j+1)n = 1(ϕ(X˜
(i,j)
n ) < 0) · X˜
(i,j)
n
, (4.7)
where X(i+1,2j)n and X
(i+1,2j+1)
n are the input representations for the two child nodes of
V(i,j) respectively, and 1(·) represents an indicator function.
Network Configuration.
Throughout the whole chapter, we adopt the same network structure as shown in Fig-
ure 4.2. The depth of the decision tree is set as 3. Correspondingly, each CNB is a three-
layered neural network – 20 convolution kernels in the first layer, 20 in the second and
40 in the third. The kernel size is set as 5×5 for the 1st and 2nd layer, and 3×3 for the
last layer, respectively. The non-linearity function σ(·) in Eqn.(4.6) is defined as ReLu
for all the convolution layers. Each convolutional layer is followed by a max-pooling
operator with pooling size 2×2 and pooling stride 2×2. To regulate over-fitting, we
adopt momentum, `-2 norm regularization and dropout in the learning process. The
momentum is set as 0.5, and linearly increased to 0.9 within 50 iterations. Dropout is
adopted at each layer, and the dropout rate is 0.5 for multi-PIE and 0.2 for Occluded
LFW respectively. We adopt a smaller drop rate for Occluded LFW since the number of
training samples ismuch larger than that ofmulti-PIE, and the network suffers less from
over-fitting. All the parameters (including those for the tree partitioning) are initialized
by uniform sampling within the range [-0.1, 0.1]. The output feature maps of each neu-
ral branch are forwarded to a shared fully-connected layer L with 50 hidden units. The
output of this layer is the final representation of input faces. An n-class softmax layer is
then appended on the top for the given classification problem.
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Computation Analysis.
As the depth of our decision tree is fixed as 3, we have 4 leaf nodes in the final layer.
Compared with the conventional CNN of the same structure as one CNB in Figure 4.2,
the proposed network appears to contain more parameters. However, each input sam-
ple is only passed through one possible CNB in each iteration. To be more specific, in
each iteration the route for each sample is firstly computed based on the current state
of the network, i.e., each sample is passed down to one leaf node first. Afterward, the
parameters of each CNB are updated according to the samples that following the route
in that CNB. Both the partition weights and the feature learning weights are updated
in one iteration, thus the passing route of each sample can be different from the current
route in the next iteration. As the route changes for samples are frequent in the early
iterations, the loss shows an obvious turbulence. The turbulence finally disappears as
the network gradually converges. Namely, the computation complexity for each input
sample is the same as the conventional single-model CNN. For fair comparisons, we
increase the width of the single-model CNN so that it can have the same number of pa-
rameters as ours – the baseline CNN has 20 filters in the 1st layer, 40 in the 2nd and 160
in the 3rd. The runtime complexity of the i-th layer in c-CNN is N(i−1)2i−2 · N
(i)
2i−1 ·O(conv.),
and the complexity of the CNN baseline is N(i−1) ·N(i) ·O(conv.), whereO(conv.) is the
complexity of the convolution operation of one kernel over one feature map, and N(i) is
the number of kernels in layer i.
4.2.3 Joint Learning of MPT and CNB
Different from prior works that learn features node-by-node in a decision tree [Fanello
et al., 2014,Bulo and Kontschieder, 2014], the feature representation and the split func-
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tion of all nodes are jointly learnt with regard to an unified objective as
J =∑
n
J `(xn, yn) + β∑
i
∑
j
J (i,j)t , (4.8)
where the first term represents the softmax loss for the n-class classification problem,
and the second term is the node-wise loss defined in Eqn.(4.5), and β is a scaling factor.
The network is optimized via back propagation with Stochastic Gradient Descent
method. For a node V(i,j), the network needs to update 4 parameters – P(i,j), τ(i,j),W(i,j)
and b(i,j). The gradient w.r.t. each parameter is given in details in the following. It
is noted that the optimization is conducted in a batch-wise manner. In particular, we
use the partition parameters P(i,j) and τ(i,j) learnt with the previous data batch to split
samples in the present batch. In this way, the dynamic routing of samples is determined
before updating the parameters in the present batch iteration. To compute the gradient
w.r.t. W(i,j) and b(i,j), we need to derive the gradient w.r.t. X˜(i,j)n first,
∂J
∂X˜
(i,j)
n
=
∂J `
∂X˜
(i+1,2j)
n
· 1(ϕ(X˜(i,j)n ) ≥ 0)+
∂J `
∂X˜
(i+1,2j+1)
n
· 1(ϕ(X˜(i,j)n ) < 0) + β
∂J (i,j)t
∂X˜
(i,j)
n
.
(4.9)
Based on Eqn. (4.9), ∂J
∂X(i,j)n
, ∂J
∂W(i,j)n
and ∂J
∂b(i,j)n
can be easily derived similarly as standard
CNN with the chain rule. The splitting parameters can be updated as follows,
∂J
∂P(i,j)
=
∂J `
∂X(i+1,·)n
· ∂X
(i+1,·)
n
∂P(i,j)
+ β
∂J (i,j)t
∂P(i,j)
, (4.10)
∂J
∂τ(i,j)
=
∂J `
∂X(i+1,·)n
· ∂X
(i+1,·)
n
∂τ(i,j)
+ β
∂J (i,j)t
∂τ(i,j)
. (4.11)
Since ∂X
(i+1,·)
n
∂P(i,j)
and ∂X
(i+1,·)
n
∂τ(i,j)
are all zeros, the gradients are actually determined by the tree
node loss J (i,j)t , i.e.,
∂J
∂P(i,j)
= β
∂J (i,j)t
∂P(i,j)
, (4.12)
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∂J
∂τ(i,j)
= β
∂J (i,j)t
∂τ(i,j)
. (4.13)
To simplify the problem, τ can be set as the mean value of samples after projections, i.e.,
ϕ(x) = xT · P(i,j), such that there are only three parameters to optimize.
4.3 Relationships with Other Works
This section further discusses about the relationships between c-CNNand two following
concepts briefly.
Connection with Ensemble Learning
Ensemble learning relies on the complementary effects of multiple weak classifiers. The
fusion of such weak classifiers usually leads to a better generalization performance.
Many popular methods, such as random forest [Breiman, 2001] and boosting [Freund
and Schapire, 1999], fall into the broad category of ensemble learning. Within the struc-
ture of c-CNN, there exists multiple CNBs each of which corresponds to a certain kind
of hidden modality. When passing through a CNB, a sample is examined against a sim-
ple partition test at each node, which can be viewed as a weak classifier. Moreover, each
CNB defines amodality-specific mapping, and thus can also be viewed as a weak classi-
fier. Similar to bagging, different CNB is learnt with different sub-set sampled from the
original dataset. In such a sense, c-CNN can be regarded as a special variant of ensemble
learning that integrates weak classifiers of two kinds.
Connection with Dropout
Dropout is a common strategy to suppressing over-fitting for DNN. In standard
dropout, each dimension of the output feature maps is randomly set as zero accord-
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ing to a pre-defined probability. In other words, the random activations are applied in
terms of the feature dimension for dropout. In contrast, c-CNN is different fromdropout
on the following two aspects. To begin with, the activations are defined at the level of
convolution kernels instead of feature dimension. Secondly, c-CNN learns the partition
of data from the intermediate feature so as to determine the dropout of convolution
kernels instead of random dropout.
4.4 Experiments
Our method is evaluated with two problems: 1) multiview face identification on Multi-
PIE dataset [Gross et al., 2010] and 2) occluded face verification on Labeled Faces in the
Wild dataset (LFW) [Huang et al., 2007b] with synthetic occlusions. The proposed c-
CNN is built on a basic assumption that the modality information is unknown for both
training and testing. Therefore, we do not include the comparison with some existing
methods using the specific modality information of each sample. Experimental results
are analyzed in details in the following subsections.
4.4.1 Experiment Settings
On both datasets, we use the same network configuration as shown in section 4.2.2.
The implementation of c-CNN is based on Theano1 and Pylearn22. The supervised cost
J `(·) in both experiments is the negative likelihood of an n-class softmax function, and
thus n is set as 150 and 2 for multi-PIE and occluded LFW respectively. With more
classes, the initial cost is much larger in scale. To balance the relative effect of the super-
vised cost and tree node cost, β is set to 5 and 1 accordingly. As most CNNs are opti-
mized with batch-based SGD, the tree node loss in Eqn.(4.5) is only defined in batches.
1http://deeplearning.net/software/theano/
2http://deeplearning.net/software/pylearn2/
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Thus, larger batch size can lead to better results. In this chapter, all the experiments are
conducted with GTX TiTan GPU with 3GB memory. Due to the memory limit, we set
the batch size as 1,000 in the following experiments.
4.4.2 Multi-View Face Identification
We evaluate the performance of c-CNN inmulti-view face identification onMulti-PIE. It
contains images of 337 identities with 20 illumination levels and 15 poses ranging from
−90◦ to +90◦. The database is arranged in four sessions, and we evaluate our method
on Session 1 only, which includes faces of 250 subjects. Previous experiments reported
onMulti-PIE are usually conducted on faces with small poses (−45◦ to+45◦). However,
our method is testified on faces under all poses. We follow a similar evaluation protocol
as in [Zhu et al., 2013]. For training, we utilize all the images (15 poses, 20 illumination
levels) of the first 150 identities. For testing, we choose one frontal image with neutral
illumination marked as ID 07 as the gallery image for each of the remaining 100 sub-
jects. The remaining images are used as probes. The average precision is reported for
comparison with regard to pose in Table 4.1.
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Avg. ±90◦ ±75◦ ±60◦ ±45◦ ±30◦ ±15◦ pose
Fisher Vector [Simonyan et al., 2013] 66.60 24.53 45.51 68.71 80.33 87.21 93.30 ×
FIP_20 [Zhu et al., 2013] 67.87 34.13 47.32 61.64 78.89 89.23 95.88
√
FIP_40 [Zhu et al., 2013] 70.90 31.37 49.10 69.75 85.54 92.98 96.30
√
CNN_40 70.81 32.08 47.79 69.48 85.99 93.04 96.60 ×
Cluster_CNN 69.87 36.80 47.36 68.20 82.43 90.67 93.75 ×
Tree_CNN 71.16 39.90 50.29 67.21 83.63 91.31 94.66 ×
c-CNN 73.54 41.71 55.64 70.49 85.09 92.66 95.64 ×
c-CNN Forest 76.89 47.26 60.66 74.38 89.02 94.05 96.97 ×
Table 4.1: Comparisons of precision (%) with some priormethods onmulti-PIE for different poses. The last column indicates
the dependency on head pose information.
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Four methods are included for comparison in this subsection. Fisher Vector [Si-
monyan et al., 2013] is built on hand-crafted features, i.e., SIFT and LBP in this exper-
iment. Both FIP [Zhu et al., 2013] and CNN_40 are deep learning based methods. We
include the results of FIP with two network configurations. FIP_20 has exactly the same
number of convolution kernels as one CNB in c-CNN. FIP_40 is included to show the
improvements of c-CNNover the networkwith the same total number of parameters. In
particular, FIP_40 has 20 kernels in layer 1, 40 in layer 2 and 160 in layer 3. FIP is a recon-
struction based approach, and thus requires the frontal view and neural illumination for
each image during training. In this experiment, we apply PCA on features of the last
convolution layer such that the final dimension is the same as c-CNN. CNN_40 is a sin-
gle CNN network with the same configuration of convolutional layers as FIP_40. Note
that although our network has approximately the same number of parameters, the com-
putation cost is much lower as analyzed in Section 4.2.2. Clearly, c-CNN achieves the
best performance, especially for large poses, such as±90◦ and±90◦. The improvements
can be up to nearly 10%. Different from FIP which requires frontal images for each sub-
ject, wedonot utilize anypose information and ourmethod still reaches higher accuracy.
Moreover, c-CNN outperforms both CNN_40 and FIP_40 while maintaining a much
lower computation cost. Moreover, we include two extra baselines – Cluster_CNN and
Tree_CNN. Cluster_CNN firstly clusters the samples based on LBP features and trains
a separate CNN for each cluster. Tree_CNN follows the c-CNN structure, but optimizes
the branching parameters w.r.t. the node-wise loss first, and then learns the parameters
of CNN while fixing the branching parameters. The improvement brought by c-CNN
demonstrates the effectiveness of joint optimization over filters and tree branching.
In this subsection, we also explore the possibility of extending tree to forest as shown
by c-CNN Forest. For this approach, we include 3 trees with β = 5, 7 and 10 respectively.
In c-CNN Forest, we take the average of the cosine distance matrices of the derived cor-
responding feature vectors. As can be observed in the table, the performance is further
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Figure 4.3: Partitioned samples of multi-PIE in leaf nodes. The blue boxes represent the
tree nodes in the second layer, and the red ones stand for those in the third layer. The
node notations are given inside the corresponding boxes. Clearly, samples of similar
modalities (poses) are prone to be passed into the same nodes.
improved by more than 3%. Further randomization on parameters and bagging in the
forest are expected to produce better results.
In addition, we illustrate some of the samples in each leaf node in Figure 4.3. With-
out any human intervention, the proposedmethod automatically discovers the inherent
modality of the data (pose in this experiment) and clusters samples with similar poses
into corresponding leaf nodes. Since the intermediate representation and splitting pro-
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jections are jointly optimized w.r.t. Eqn.(4.5), the acquired clusters rarely contain noisy
samples.
4.4.3 Face Verification with Various Occlusions
We evaluate c-CNN with occluded face verification on a synthesized dataset from La-
beled Faces in the Wild dataset (LFW) [Huang et al., 2007b] – occluded LFW. LFW is
a standard database collected to evaluate benchmark algorithms for face verification.
It contains 13,000 images of 5,749 individuals downloaded from the Internet. We fol-
low the image-restricted protocol of LFW. All the algorithms are evaluated with 6,000
pre-defined image pairs. The data are divided into 10 mutually excluded folds. In each
experiment, data of only one fold are used for testing, and the remaining 9 folds are
used for training.
In occluded LFW, each face image of LFW is synthesized with 6 kinds of occlusions,
including hair, hand, mask, mustache, painting and glass. Each category includes 16
images occluded by the corresponding object. We crop the occlusion objects from a
large collection of images from the Internet. Afterward the occlusions of objects are
appended on the face images with reference to the detected landmarks. Some examples
of the occluded faces are illustrated in Figure 4.4. Due to the large size of the dataset,
we use a subset to evaluate the proposed network. In particular, for each image within
a pair in standard protocol, we randomly sample 8 occluded images. The resulting two
groups of images are then randomly combined to form 8 occluded pairs. This procedure
is conducted for each fold.
Five baselines are included for comparison in this set of experiments. The results are
reported on each fold in terms of the average precision in Table 4.2. HDLBP [Chen et al.,
2013], Fisher Vector [Simonyan et al., 2013] and PEM [Li et al., 2013] are implemented
with hand-crafted features. The aforementionedmethods follow the same training pro-
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Figure 4.4: Examples in Occluded LFW. Six categories of occlusions are synthesized for
each image, including hair, hand, mask, mustache, painting and glass.
tocols (with no outside data) for fair comparison. We also include the single CNN based
methodswith the same network structure as one neural branch, i.e., CNN_20. As shown
in the table, c-CNNdemonstrates consistent improvements over CNN_20 and CNN_40,
up to 3.5%. The significant improvements over CNN_20 can better demonstrate the
superiority of the proposed method, since the two methods are of comparable com-
putation cost. The improvements brought by c-CNN are further analyzed by showing
some of the examples of corrected image pairs in Figure 4.6. Compared with modality-
unaware CNN, c-CNN is more capable of modeling the intra-class similarities across
different modalities. The synthesized data are very challenging due to the large occlu-
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Figure 4.5: Partitioned samples of occluded LFW in leaf nodes. The blue boxes represent
the tree nodes in the second layer, and the red ones stand for those in the third layer.
Clearly, samples of similar modalities (occlusion categories and positions) are prone to
be passed into the same nodes.
sion area on the faces, thus most manually designed features result in low precision. By
including deep feature learning, c-CNN outperforms HDLBP, Fisher Vector and PEM
on all the folds. As for the extension to the forest structure, we include 3 trees with β =
0.7, 1.0 and 1.2 respectively. The final score for each sample is computed as the maxi-
mum among the scores of each tree. The resulting performance is further improved by
around 0.7%.
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1 2 3 4 5 6 7 8 9 10 Avg.
HDLBP
[Chen et al., 2013] 69.77 68.79 66.39 69.09 67.45 66.89 67.70 67.26 66.71 69.85 67.99
Fisher Vector
[Simonyan et al., 2013] 70.83 72.90 73.21 72.83 71.80 73.44 73.33 72.29 72.96 73.29 72.68
PEM
[Li et al., 2013] 62.87 65.08 65.44 63.17 62.70 65.50 63.08 61.58 64.46 63.81 63.76
CNN_20 74.40 73.12 71.69 72.94 71.38 74.65 72.63 74.63 71.27 72.40 72.91
CNN_40 75.40 73.83 74.12 73.30 72.74 76.20 72.36 76.20 71.43 73.50 73.90
c-CNN 77.63 75.09 75.00 75.03 73.69 76.55 76.16 76.85 74.80 74.43 75.52
c-CNN Forest 77.65 75.16 75.00 76.17 73.71 77.67 77.27 77.81 76.10 75.83 76.24
Table 4.2: Comparisons of precision (%) with some prior methods on occluded LFW for ten folds.
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Figure 4.6: Exemplars of the corrected image pairs by c-CNN.
Some of the examples in each leaf node are illustrated in Figure 4.5. With the exactly
same setting as in multi-view face identification experiment, c-CNN discovers the in-
herent modality of input samples accordingly. It shows that the modality information
is learnt as the occlusion type and position in this experiment. We also illustrate in Fig-
ure 4.6 some pairs corrected by applying the modality-specific partition of c-CNN. As
observed from the figure, the improvement of accuracy is mainly caused by separating
samples of distinct modalities, which is consistent with our initial motivation.
4.5 Conclusions
This chapter introduces a conditional Convolutional Neural Network to address cross-
modality face recognition. By introducing conditional routing, c-CNN simultaneously
explores the hidden modalities of samples and learns the modality-specific features
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while maintaining a low computation cost. Both the conditional routing and the feature
extraction are learnt optimally with the direct guidance of an unified loss. We evaluate
c-CNN with decision tree in two cross-modality classification problems. In both ex-
periments, c-CNN demonstrates consistent improvements. As a generic framework in
handling cross-modalities, c-CNN can be easily applied in various research fields and
we are expecting similar results as those in this chapter. Moreover, the decision tree
based approach is a simplified case of c-CNN, which divides the convolutional kernels
into mutually exclusive sets. In the future, we shall pursue a more generic c-CNN that
enables flexible (soft) assignments of convolution kernels in each layer.
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Semi-Supervised Learning with Video
Context
In Chapter 3 and 4, the proposed networks set major focus on addressing the variations
in terms of modalities with limited data in a specific scenario. From another point of
view, it will bemuch easier to train a classifier robust to various variations if we are given
enough labeled data covering as many modalities as possible. Accordingly, this chapter
tackles the problem of multi-modal face recognition from the perspective of scarcity of
labeled samples. This idea is realized and evaluated in the problem of automatic charac-
ter identification, which emerges with the explosive development of social network and
video sharingwebsites. The purpose of automatic character identification is to associate
character faces in photo albums or movies with names. Among many applications of
character identification, celebrity-related tasks draw the most attention due to the pub-
lic interest in celebrities. The faces of celebrities on the Internet are usually captured in
the natural environment, thus are suitable subjects for the study of unconstrained face
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Video Clips
Face Tracks
Vague Concept from Still 
Images
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Faces In Reality
Confident Track
Related Set
Figure 5.1: Illustration of the proposed adaptive learning framework. The initial classi-
fier is trained on a small set of static images (image seeds), and then used to label the
frames within each video track. If a certain frame is assigned with a confident label, all
the frames within the same track are promoted into the related set and utilized to update
the classifier in the next iteration such that the classifier gradually evolves.
recognition problem. Furthermore, celebrity identification has been considered as a cru-
cial step for image/video semantic analysis [Ballan et al., 2010,Bertini et al., 2006,Satoh
et al., 1999] in multi-media technologies.
Up to now, researchers have proposed many methods for celebrity identification
[Berg et al., 2004, Zhao et al., 2008, Zhang et al., 2012]. Nevertheless, as mentioned
in [Arandjelovic and Zisserman, 2005] the problem still remains tremendously challeng-
ing due to: 1) lack of precisely labelled training data; 2) significant visual variations in
terms of human pose, light, facial expression, etc.; 3) low resolution, occlusion, nonrigid
deformation, large motion blur and complex background in the realistic photographic
conditions.
An intuitive way to deal with these challenges is to collect a large-scale face database
with sufficient data diversity and reliable ground-truth labels. However, the enormous
amount of manual work required in data labeling hinders constructing such a dataset.
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On the other hand, the rapid development of the Internet provides easy access to a
large collection of unlabeled face data. Commercial search engines, such as Google, can
return a large pool of images corresponding to a certain celebrity within just several
milliseconds. YouTube, a popular video sharing platform, receives around 100 hours of
videos uploaded everyminute. Themassive datawith easy accessibility havemotivated
researchers to investigate how to improve the performance of traditional learning based
multimedia analysismethods utilizing such large volume of unlabeled data. As a result,
Semi-Supervised Learning (SSL) [Zhu et al., 2003b,Zhou et al., 2003,Belkin et al., 2006]
has drawn plenty of research interest during the past a few decades.
In this chapter, we propose to utilize video context to improve the accuracy for
celebrity identificationwith only limited labeled images. Comparedwith faces returned
by search engines, faces in videos involve higher diversity of variation, and thus are
more similar to the realities. Although noisy, videos are usually accompanied by cer-
tain context information that can be used for de-noising. Accordingly, we extract face
tracks from the downloaded videos and build the celebrity identification framework
with a simple but effective assumption, i.e., faces from the same face track belong to the
same celebrity. In particular, the proposed system firstly learns a weak classifier from a
few labeled static images. The classifier is then applied on each face track to predict the
labels and confidence scores of all the frames. The frames are ranked with regard to the
confidence scores and the track possessing the frame with highest confidence score is
chosen as a confident track. The video constraint enables the propagation of predication
labels across the frames of the confident track, which is then promoted into the related
set, as illustrated in Figure 5.1. The update of the classifier is realized under the supervi-
sion of related samples in the related set. This select-update process is iterated for multiple
times such that the classifier evolves with improved discriminative capacity gradually.
The proposed learning theme has certain analogy to some recent biological studies of
the cognitive process of human brains. According to the Adaptive Resonance Theory
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(ART) [Grossberg, 2013], human brains form the resonant states depicting the links be-
tween visual inputs and semantics in the initial learning stage, and then search for the
good enough matches to enhance the understanding of objects or people gradually.
The proposed method shares certain similarity to self-training [Yarowsky, 1995,Mc-
Closky et al., 2006] since both of them adopt a mechanism of iteratively selecting sam-
ples from the unlabeled set to improve the performance. The difference lies in that our
approach introduces the video context constraint into the selection process, such that
the positive samples that cannot be recognized confidently may still be promoted. Self-
training often suffers from the well-known semantic drifting issue [Shrivastava et al.,
2012]. It occurs when the size of the labeled set is too small to constrain the learning
process. More specifically, the errors in selecting the best samples may accumulate, thus
the selected examples tend to stray away from the original concept. Existing solutions
to semantic drifting mainly focus on improving the accuracy in the selecting process.
Typical approaches following this theme includes co-training, active learning, etc. This
chapter, on the contrary, explores from a different perspective. Instead of struggling to
select the correct samples, we aim to design a classifier robust to the selection errors by
treating the selected samples as related rather than “labeled”. For this purpose, we de-
crease the influence of the selected samples, termed as related samples, to guarantee that
their influence is weaker than labeled samples. Furthermore, the influence of a specific
related sample is re-weighted based on the corresponding confidence score, so that dis-
criminative samples are emphasized while noisy and non-discriminative samples are
suppressed at the same time.
5.1 Related Work
Celebrity identification is a specific application of face recognition. Previous works on
celebrity identification can be generally categorized into two groups: a) face recogni-
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tion considering correspondence between face and text information; b) face recognition
utilizing a large manually labeled image or video training set.
In the first group, the textual information is used to provide extra constraint in the
learning process. An early work of Satoh et al. [Satoh et al., 1999] introduced a system
to associate names located in the sound track with faces. Berg et al. [Berg et al., 2004]
built up a large dataset by crawling news images and corresponding captions from Ya-
hoo! News. Everingham et al. [Everingham et al., 2006] explored textual information
in scripts and subtitles and matched it with faces detected in TV episodes. However,
the main disadvantage in the studies of the first group is the heavy dependence on as-
sociated textual information. In most cases, nevertheless, the assumption that textual
information is available does not hold, and errors may occur in the given text descrip-
tion.
The other group aims at learning a discriminative model based on a manually la-
beled dataset. For example, Tapaswi et al. [Tapaswi et al., 2012] presented a proba-
bilistic method for identifying characters in TV series or movies. They trained a face
model and a speaker model on several TV episodes with manual labels. In the work
of Liu et al. [Liu and Wang, 2007], a multi-cue approach combining facial features and
speaker voicemodels was proposed formajor cast detection. However, the performance
of supervised learning methods mentioned above was usually constrained by the in-
sufficiency of labeled training samples. Thus, many researchers are more interested in
scenarios where only a limited number of labeled training samples are available, which
are much more common in reality.
Correspondingly, Semi-Supervised Learning (SSL) based methods are proposed in
many studies [Zhu et al., 2003b, Zhou et al., 2003, Belkin et al., 2006]. These methods
usually assumed that unlabeled data contain the information of underlying distribu-
tion and thus can facilitate the learning process. The video sharing websites, such as
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YouTube, provides easy access to such a large unconstrained and unlabeled training
set. Many studies have been conducted using video data in multiple active fields of
computer vision, including object detection [Yang et al., 2013, Prest et al., 2012], object
classification [Yan et al., 2006], person identification [Bauml et al., 2013], action recogni-
tion [Chen and Grauman, 2013], and attribute learning [Choi et al., 2013].
Among various SSL methods, one of the classic is the bootstrapping based method,
also known as self-training. For instance, Cherniavsky et al. [Cherniavsky et al., 2010]
trained a classifier on a set of static images and then applied it to classify attributes in
videos. Chen et al. [Chen and Grauman, 2013] addressed the action recognition task by
learning generic body motion from unconstrained videos. In their example-based strat-
egy, the most confident pose is located in a nearest-neighbor manner and then added
into the training set. Kuettel et al. [Kuettel et al., 2012] proposed a segmentation frame-
work on the ImageNet dataset by recursively exploiting images segmented so far to
guide the segmentation of new images. Choi et al. [Choi et al., 2013] learnt from confi-
dent attributes from unlabeled samples to expand the visual coverage of training sets.
It also claimed that even though some attributes were selected from relevant categories,
they could lead to improvement for category recognition.
A typical issue of the self-training methods is caused by the error in labeling confi-
dent samples in each iteration. To be more specific, early errors will accumulate by in-
cluding more and more false positive samples, causing semantic drifting as mentioned
in [Shrivastava et al., 2012]. Most researchers attempt to increase the labeling accuracy
in selection to address semantic drifting. Standard approaches include active learn-
ing [Fathi et al., 2011] and co-training [Blum and Mitchell, 1998]. Active learning itera-
tively queries the supervision of the users on the least certain samples. Li and Guo [Li
and Guo, 2013] proposed an adaptive active learning method by introducing a com-
bined uncertainty measurement. They selected the most uncertain samples to query
users’ supervision. These selected samples are added into the training set and used to
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re-train the classifier. Co-training or multi-view learning, on the other hand, learns a
classifier on several independent feature sets or views of data [Blum andMitchell, 1998]
or learns several different classifiers from the same dataset [Goldman and Zhou, 2000].
Saffari et al. [Saffari et al., 2010] proposed a multi-class multi-view learning algorithm,
which utilized the posterior estimation of one view as a prior for classification in other
views. In [Minh et al., 2013], Minh et al. introduced RKHS of vector-valued functions
into manifold regularization and multi-view learning, and achieved the state-of-the-art
performance.
Incremental learning or online learning [Grabner and Bischof, 2006,Grabner et al.,
2008] also includes a mechanism of iteratively updating the classifier. A common as-
sumption is that the training samples with labels are given in a streaming manner, i.e.,
not all the training samples are presented at the same time. Incremental learning can-
not select the confident unlabeled data as in self-training and its performance is quite
sensitive to the label noises. In this chapter, we focus on learning a robust classifier with
noisy selected samples. Thus, incremental learning is out of scope in this chapter.
We propose an adaptive learning approach for celebrity identification by incorporat-
ing the video context information. Moreover, we introduce the concept of related sample
to address the problem of semantic drifting. Instead of struggling to prevent the error
in labeling the unknown samples, we aim to obtain a classifier that is robust to selection
errors such that the performance can be improved steadily.
5.2 Overview of Adaptive Learning
Adaptive Resonance Theory (ART) [Grossberg, 2013] is a cognitive and neural theory to
describe how the brain learns to categorize in an adaptive manner. According to ART,
human brain initializes the resonant states, which links the visual inputs to semantics,
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via “supervised learning” and then tries to find “good enough”matches for the concepts
in everyday life. These matches are then used for updating the resonant states in the
learning process.
According to ART, a baby may learn in a two-stage manner – initial learning and
adaptive learning.
• Initial Learning. A new born baby has not much knowledge, i.e., resonant states,
of recognizing a certain object or person. Parents, acting as supervisors, show the
baby the links between words (labels) and visual information, i.e., provide some
initial labeled samples.
• Adaptive Learning. The baby observes the world by himself/herself. When a
certain status of an object/person matches with the initial pictures in the brain
(good match), it connects all the visual information of this object/person with the
existing knowledge to update.
Sharing a similar idea, our framework includes a two-stage learning mechanism
on a training dataset consisting of: a) labeled images for initial learning and b) unla-
beled noisy data from the Internet for adaptive learning. The images are retrieved from
Google image using the name of each celebrity as the query word and then manually
labeled. For collecting the noisy data, we download video clips from YouTube with tags
relevant to each celebrity. Faces in the static images online are usually taken under sim-
ilar conditions, e.g., similar pose, facial expression and illumination. However, faces in
the videos present more variations and thus provide more diverse training samples for
the phase of adaptive learning. Note that the collected videos are noisy due to 1) the
videos may not be relevant to the celebrity and wrongly selected due to the tagging er-
rors of the users and 2) each video may contain several individuals. Thus such videos
are treated as unlabeled data and fed into the classifier without using the ground-truth
identities during training.
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In this chapter, we extract multiple face tracks from the collected videos and exploit
the video context information within the face tracks. We introduce the video constraint
into the adaptive learning process – faces from the same track belong to the same iden-
tity. The video constraint has a natural connection with the “baby learning” process, as
mentioned in the above section. The visual perception of the baby is continuous and
the baby is able to tell the correspondence between the consecutive frames, i.e., whether
these frames share the same identity. Namely, the baby organizes the visual perceptions
in the real world as tracks of consecutive frames that belong to the same identity. The
proposed video constraint utilizes the similar concept in a sense.
Before introducing the details of our methods, some notations are defined firstly for
formal description. Suppose we are given in total n training samples of N individuals,
which include l labeled samples and u unlabeled samples arranged in video tracks, i.e.,
n = l + u. The initial labeled image set is denoted as Lo = { (x1, y1), . . . , (xl , yl) },
where yi represents the label for the sample xi. The unlabeled video set consists of K
face tracks {T i | i ∈ {1, 2, . . . ,K}}with K ≤ u, and is denoted as U = {(xl+1, . . . , xl+u)}.
Here {xi, i = l + 1, . . . , n} are the extracted frames from face tracks.
The most straightforward way to use the unlabeled samples is to treat the most con-
fident unlabeled track T i as labeled based on the corresponding confidence score. Here
the confidence score can be computed based on the classifier learned from a few labeled
samples. These tracks are termed as confident tracks, which correspond to the “good
enough matches” in baby learning process [Grossberg, 2013]. All the frames within are
then assigned with the same label as the most confident frame and promoted into the
related set denoted as Lr (more details in Section 5.3). Afterwards, the classifier is re-
trained with the current “labeled set”, the union of initial labeled set and discovered
related set, L = Lo ∪ Lr. The updated classifier then predicts the labels of all the re-
maining frames in the video set. To identify multiple celebrities, the classifier is trained
in a one-vs-all manner. More specifically, we train N binary classifiers, each of which
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is learned by taking one class of samples as positive and the remaining N − 1 classes
of samples as negative. The most confident tracks are then selected per class in each
iteration. Compared with selection for only one class, the per-class selection is aimed
to avoid the dominance of a certain class in the track selection and balance the response
magnitude of all the classifiers. The confidence score of each frame belonging to class j
is computed via a soft-max function gj(·) on the response of each classifier:
gj(xi) =
exp{ f j(xi)/η}
∑
k
exp{ fk(xi)/η} , (5.1)
where f j(·) denotes the binary classifier for the class j and η is a trade-off parameter for
approximating the max function. Large η renders almost the same scores for different
inputs, while small η enlarges the gaps among the output confidence scores.
We compute the confidence scores of all the frameswithin each face track. Themaxi-
mumof these confidence scoreswithin each track is denoted asMaxF, and theminimum
is denoted as MinF. Different face tracks are ranked in terms of their MaxF scores and
only the top Nt tracks are selected as candidates for the following selection. The candi-
date tracks are then ranked in terms of their MinF scores, and the track with the largest
MinF score is selected as the confident track. This selection process is graphically illus-
trated in Figure 5.2. With this mechanism, we aim to choose the track in which a certain
frame is recognized as the “best match”, and the rest frames are considered to be “good
enough” matches. For a better understanding of this proposed mechanism, let’s con-
sider an extreme case where there are a large number of candidate tracks. For this case,
we actually selects the most confident tracks by the averaged confidence scores of all
the tracks. However, the selection results for this setting are possibly the tracks with
minor between-frame variation. This may limit the generalization performance of the
learned classifier. On the other hand, if Nt is too small, for example Nt = 1, it is quite
likely to include false tracks especially when the initial classifier is trained on a small
labeled set. Considering the total number of video tracks (around 2700) in our experi-
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Algorithm 1 Framework of Adaptive Learning.
Input:
Initial Labeled Set Lo, Related Set Lr = ∅, Unlabeled Set U , number of classes N,
maximal iteration number Niter, and Nt for TOP-Nt setting.
Output: Final Classifier F = { f1 . . . , fN}
for i = 1 : Niter do
L ← Lo ∪ Lr
Train classifier F(i) = { f (i)1 , ..., f (i)N } on L ∪ U
Compute gk(xj), ∀xj ∈ U , k = {1, . . . ,N}
for k = 1 : N do
Compute MaxF for each track.
Choose top Nt tracks as candidates according to MaxF.
Select track T p with the largest MinF from Nt candidates
Set labels for xj ∈ T p as k
Lr ← Lr ∪
{
xj ∈ T p
}
U ← U \ {xj ∈ T p}
end for
end for
ments, Nt is empirically set as 5 in the experiments. This small value of Nt may achieve
a good trade-off between the diversity of the chosen tracks and the selection accuracy.
The framework of adaptive learning based on such a selection strategy is described in
Algorithm 1.
In general, Adaptive Learning (AL) is more robust to various changes in terms of
pose, facial expression and so forth. Unlike traditional Semi-Supervised Learning, con-
fident samples in Adaptive Learning obtain much higher influence than the remaining
unlabeled samples in the next iteration of training. With the introduced video con-
straint, the labels are propagated from confident frames to those frames that are diffi-
cult to label based on information from the limited initial image seeds. The promoted
diffident frames usually contain faces with more variations compared with the initial
labeled samples. As a result, the classifier is trained with enriched “labeled data” with
high diversity, and thus gains improvement on its generalization performance.
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Figure 5.2: Illustration of confident tracks selection mechanism. Each large block rep-
resents a face track. The small red block refers to the most confident track and the
blue block refers to the least confident track. Their corresponding confidence scores
are shown inside. The first selection step (left) is based on MaxF and the second step
(right) is based on MinF.
5.3 Adaptive Learning with Related Samples
The aforementioned straightforward adaptive approach simply treats related samples ex-
actly the same as labeled samples in Lo. Such an approach only works in the ideal case
where no errors occur in selecting the confident tracks. However, selection errors are
generally inevitable for the following two reasons: 1) poor discriminative capability of
the learned classifier in the initial learning stage where the classifier is trained only with
a small number of labeled images; 2) high similarity between different persons in cer-
tain frames. The errors in the selection process will cause semantic drifting [Shrivastava
et al., 2012] and degrade the performance of the classifier. To address this problem, we
introduce the concept of related samples, which is a comprise between labeled and unla-
beled samples. Selected related samples are given higher weights than the remaining
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unlabeled samples but lower weights than initial labeled samples in training the classi-
fier. As a result, the initial accurately labeled data still contribute most to the learning
process such that the undesired semantic drifting effect brought by promoting related
samples is alleviated in a controlled manner. In the following subsections, we firstly
review the Laplacian Support Vector Machine (LapSVM), and then introduce the pro-
posed related LapSVM, which integrates the concept of adaptive learning and related
samples in a unified framework.
5.3.1 Review of LapSVM
The aforementioned idea is formulated under the generalized manifold learning frame-
work. In particular, we adopt Laplacian SVM (LapSVM), introduced by Belkin et
al. [Belkin et al., 2006], as a concrete classifier learning method in this chapter.
LapSVM is a graph-based semi-supervised learning method. A sample affinity
graph is denoted as G = {V, E}, where V represents the set of nodes (data samples)
and E refers to edges whose weights specify pair-wise similarity defined as follows
sij = exp(−‖xi − xj‖2/2 σ2), (5.2)
where σ is a parameter controlling the similarity based on sample Euclidean distance
and is determined via cross-validation in this work.
In LapSVM, classifier f is learned by minimizing the following objective function:
J ( f ) =
l
∑
i=1
max(1− yi f (xi), 0) + γA ‖ f ‖2A + γI ‖ f ‖2I , (5.3)
where ‖ f ‖2A represents the regularization in corresponding Reproducing Kernel Hilbert
Space (RKHS) to avoid over-fitting. ‖ f ‖2I embodies the smoothness assumption on the
underlyingmanifold, i.e., samples with high similarity have similar classifier responses.
Here, we adopt a graph-based manifold regularizer as ‖ f ‖2I = ∑
i,j
( f (xi)− f (xj))2 sij.
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By defining the classifier in the RKHS according to the representer theo-
rem [Scholkopf et al., 2001], we have the following classifier representation:
f (·) =
l+u
∑
i=1
αik(xi, ·), (5.4)
where k(·, ·) is a kernel function in RKHS. In this work, we adopt linear kernel trading-
off the performance and computational complexity, i.e., k(xi, xj) = xTi xj.
By substituting Eqn. (5.4) back into Eqn. (5.3), the objective function is equivalently
rewritten as
J (α) =
l
∑
i=1
max(1− yi f (xi), 0) + γAαTKα+ γIαTKLKα (5.5)
where α = {α1, α2, ..., αn}T, and K is the n by n gram matrix over labeled and unlabeled
sample points. L = D− S is the laplacian matrix on the adjacency graph G, where D is
diagonal matrix with dii = ∑
j
sij and S is the weight matrix defined in Eqn.(5.2).
LapSVM can be directly applied in our adaptive learning framework. However, as
pointed out before, the cumulative error in labeling the unlabeled data may cause the
problem of semantic drifting. In the following subsection, we introduce the proposed
related LapSVM to solve the problem.
5.3.2 Related LapSVM
Intuitively, to solve the problem of incorrect sample selection, the influence of selected
samples should be more significant than the remaining unlabeled samples, but not
greater than initial original labeled samples. Referring to LapSVM [Belkin et al., 2006],
labeled data are prone to be the support vectors, or in other words, lying on the ±1
margin, while there is no such constraint on unlabeled data. Selected frames, however,
should lie between the decision boundary (uncertain unlabeled data) and the margin
(labeled data). By considering the hard constraint in the video, frames from the same
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track should be put on the same half-space with regard to the classifier decision bound-
ary, as shown in Figure 5.3. These selected samples are treated as related samples, lying
between the labeled and unlabeled samples.
We propose Related LapSVM to incorporate the concept of related sample into
LapSVM. Formally, via introducing a weight ρ for the related samples in deciding the
classifier boundary, the objective function of LapSVM in Eqn. (5.5) is changed into:
J (ε, α) =∑li=1 ε i + γAαTKα+ γIαTKLKα
s.t. yi(∑l+uj=1 αjk(xj, xi) + b) > 1− ε i, ∀xi ∈ Lo
yiT (∑
l+u
j=1 αjk(xj, xi) + b) > (ρ · C iT )− ε i, ∀xi ∈ Lr
ε i > 0, ∀xi ∈ L, 0 ≤ ρ ≤ 1, (5.6)
where ε i is the slack variable for xi. There are also a few works [Tzelepis et al.,
2013, Tzelepis et al., 2015] that realize the idea of related samples. In these papers, the
contributions of related samples are achieved via re-weighting the slack variables ε. The
main motivation is to offer higher tolerance for the classification errors with regard to
related samples during training. This chapter, in contrast, aims to lower the influence
of related samples such that the original labeled samples are always dominant during
training. Accordingly, we re-weight the margins instead of slack variables to suppress
the effect of semantic drifting. Actually, the re-weighting for slack variables andmargins
are not contradictory, and thus can be incorporated into the LapSVM objective simul-
taneously. This chapter focuses more on solving the semantic drifting issue, and thus
does not consider from the perspective of slack variables in order to avoid ambiguous
interpretation of the experimental results.
The predicted label yiT and confidence score C iT for themost confident frame in track
T i are defined as follows:
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C iT = g(xj),
yiT = sgn( f (xj)),
(5.7)
where j = argmax
k
g(xk), ∀xk ∈ Ti. In the two equations above, g(·) is the softmax
function for calculating the confidence score. With Eqn. (5.7), each face track is tagged
with the same label as the most confident sample within.
As shown in Eqn. (5.6), each related sample xi ∈ Lr is placed on a hyperplane with
a distance ρ · C iT to the decision boundary. The further the hyperplane lies away from
the decision boundary, the greater influence the related samples lying on it will have in
determining the decision boundary. The underlying assumption is that the track with
the sample of a higher confidence score has a higher probability to be the correct track,
and thus should contribute more to constraining the learning process. The constraint
in Eqn. (5.6) guarantees that the influence of a certain related sample is proportional to
the corresponding confidence score. Also, a slack variable is imposed for each related
sample, similar to the soft-margin concept in traditional SVM. ρ is a parameter in the
range [0, 1] to control the upper bound of the margin for related samples. A larger ρ
indicates a stronger constraint on related samples. When ρ is set to 0, we only require all
the frames within the same track to lie on the same half-space of the decision boundary.
Following the similar optimization method in [Belkin et al., 2006], the problem in
Eqn. (5.6) can be written in the following Lagrange form,
J g(α, ε, b, β,λ) =
l
∑
i=1
ε i + γAα
TKα+ γIαTKLKα
− ∑
∀i,xi∈Lo
βi(yi(
l+u
∑
j=1
αjk(xj, xi) + b)− 1+ ε i)−
l
∑
i=1
λiε i
− ∑
∀i,xi∈Lr
βi(yiT (
l+u
∑
j=1
αjk(xj, xi) + b)− ρ · CiT + ε i)
.
(5.8)
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According to the KKT conditions, we set the derivatives of Lg in terms of b and ε i as
zeros, which yields
∂J g
∂b
= 0⇒ ∑
i,xi∈Lo
βiyi + ∑
i,xi∈Lr
βiyiT = 0,
∂J g
∂ε i
= 0⇒ 1− βi − λi = 0⇒ 0 6 βi 6 1.
(5.9)
By substituting Eqn. (5.9) into Eqn. (5.8) and canceling b,λ, ε, the lagrangian function
becomes
J g(α, β) = γAαTKα+ γIαTKLKα
− αTKJTLYβ+ ∑
∀i,xi∈Lo
βi + ∑
∀i,xi∈Lr
(ρ · CiT )βi
s.t. 0 ≤ βi ≤ 1, ∀xi ∈ Lo ∪ Lr.
(5.10)
HereY is a diagonal labeledmatrix, whose non-zero entries are set as label yi for samples
in Lo or predicted label yiT for samples in Lr ; we also define JL = [I 0] where I is an
identity matrix with a size equal to the cardinality of set ||L||.
Applying the KKT conditions again, we represent α by β:
∂J g
∂α
= 0→ α = (2γAI+ 2γILK)−1JTLYβ, (5.11)
and K is invertible since it is positive semi-definite.
Finally, the corresponding dual form of Eqn. (5.6) can be rewritten as follows
max
β
∑
∀i,xi∈Lo
βi + ∑
∀i,xi∈Lr
(ρ · CiT )βi −
1
2
βTQβ,
s.t. ∑
∀i,xi∈Lo
βiyi + ∑
∀i,xi∈Lr
βiyiT = 0,
0 6 βi 6 1,
(5.12)
where
Q = YJLK(2γAI+ 2γILK)−1JTLY. (5.13)
Eqn. (5.12) is a standard QP problem. The optimal solution can be derived utilizing
traditional off-the-shelf SVM QP solvers, and we use SPM:QPC solver1 in this chapter.
1http://sigpromu.org/quadprog/
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5.3.3 Classification Error Bound of Related LapSVM
This section provides a theoretical classification error bound for the proposed related
LapSVM, via comparing with the established error bound of standard LapSVM. The
quantitative evaluation of related LapSVM is given in details in the experiment section.
Given a data distributionD and classifier function class F , the classification error of
LapSVM is bounded by the summation of the empirical error, function complexity and
data complexity, as formally stated in the following lemma [Sun, 2011].
Lemma 1 ( [Sun, 2011]). Fix δ ∈ (0, 1) and letF be a class of functionsmapping from an input
space X to [0, 1]. Let {xi}li=1 be drawn independently according to a probability distributionD.
Then with probability at leat 1− δ over random draws of samples of size l, every f ∈ F satisfies
ED [ f (x)] ≤ Eˆ[ f (x)] + Rl(F ) +
√
ln(2/δ)
2l
, (5.14)
where Eˆ[ f (x)] is the empirical error averaged on the l examples and Rl(F ) denotes the
Rademacher complexity of the function class F .
By utilizing the error bound of SVM [Cristianini and Shawe-Taylor, 2000], Eˆ[ f (z)] ≤
O
(
‖ξ‖22 log2 l
)
, we can further bound the error of LapSVM in terms of the slack variable
ε i as follows,
ED[ f (x)] ≤ O
(
∑
i
ε2i log
2 l
)
+ Rl(F ) +
√
ln(2/δ)
2l
,
where ε i is the slack variable for sample xi in the labeled or related sample set. The pro-
posed related LapSVM reduces the classification error bound over LapSVM via prop-
erly re-weighting the slack variable for the unconfident/noisy samples. Specifically,
consider the case where a sample xj is selected as a confident sample but labeled in-
correctly. For xj , training the classifier actually minimizes an incorrect slack variable
ε j, and maximizes the correct slack variable εˆ j = 1− ε j, due to its opposite label. εˆ j is
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maximized within the range of [0, 2]. Thus, the error bound is increased to
ED[ f (z)] ≤ O
(
(∑i 6=j ε2i + εˆ2j ) log
2 l
)
+ Rl(F ) +
√
ln(2/δ)
2l
.
In contrast, related LapSVM reduces the feasible range of εˆ j to [0, 2− ρ · C jT ]. Conse-
quently, the value of εˆ j is decreased, and related LapSVM has lower error bound than
standard LapSVM, i.e.,
ED[ fre-LapSVM(x)] ≤ ED[ fLapSVM(x)]. (5.15)
The above analysis can be generalized to the case where more unlabeled samples are
labeled incorrectly. Thuswe can conclude that the related LapSVM reduces error bound
via handling the incorrectly labeled samples better.
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a
b
Figure 5.3: Illustration on naive Adaptive Learning and Related LapSVM. Blue and red
dots represent labeled samples for positive and negative class, respectively. Green stars
represent face frames in a face track (gray curve). A certain frame (star in blue circle)
is recognized as the most confident sample with a positive predicted label. Block (a)
shows the change of margin (blue and red line) and decision boundary (black dashed
line), as indicated by the colored arrows, for naive Adaptive Learning. Block (b) shows
the change after including the concept of related sample. For naive adaptive learning, the
margin is completely determined by selected samples, i.e., the initial labeled images are
unable to constrain the learning process. However, for Related LapSVM, the influence
of related samples do not overtake the original labeled set and the margin is retained as
desired.
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5.4 Experiments
We conduct extensive experiments to evaluate the effectiveness of the proposed adap-
tive learning method for celebrity identification. This section is organized as follows.
Subsection 5.4.1 introduces the details of construction of the used database. We demon-
strate the experimental settings in details in subsection 5.4.2. Subsection 5.4.3 shows a
naive approach of including the video constraint in building the sample affinity graph
and demonstrates that video context can improve the performance with a limited de-
gree. Subsection 5.4.4 and 5.4.5 show the effectiveness of related samples in both super-
vised and semi-supervised learning scenarios. The average precision is reported on both
image and video testing set. Subsection 5.4.6 illustrates the performance curve of the
proposed method along with learning iterations. We also include in the last subsection
experiments of related samples on a public database - YouTube Celebrities Database.
5.4.1 Database Construction
Since there are rare databaseswith sufficient image and video samples for celebrity iden-
tification, in this chapter, we construct a database for benchmarking different methods
for this task. The collection of image and video data is described as follows.
Image Data
We select 30 celebrities who are well-known within their fields so that sufficient corre-
sponding video data can be crawled. For each individual, we retrieve about 100 clear
images from Google Image using the names of celebrities as queries. We manually la-
bel all the images and mark the locations of eyes. All faces are then normalized via a
standard affine transformation. There is not any strict constraint in photography con-
ditions – different poses, facial expressions and illumination conditions are all allowed.
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15 images are randomly sampled to form the training image set, while the remaining
are used as the testing set. We report the average precision (AP) on 5 different random
training-testing splits. The list of celebrities chosen in the database is given in Table 5.1.
Video Data
Querying with the celebrity names, a video corpus consisting of about 300 video clips
is downloaded from video sharing websites, e.g., YouTube. Note that for the following
experiments, we assume that the videos are unlabeled for the following reasons: a) the
keyword searching results are not reliable, and videos are not necessarily related with
the celebrities; b) theremay also be other individuals other than the celebrities of interest
in the returned videos.
Only the detected face tracks are considered in the iterative adaptive learning pro-
cess. Thus based on the video constraint, the label is transfered from confident frames
to uncertain frames within the same track. Besides, by only considering the detected
tracks, the volume of frames that need to be processed can be largely reduced to accel-
erate the learning process. To obtain reliable face tracks, a robust foreground correspon-
dence tracker [Wang et al., 2011] is applied for each shot.
Here video shot segmentations are automatically detectedwith the accelerating shot
boundary detection method [Gao and Ma, 2011]. More specifically, the Focus Region
(FR) in each frame is defined, and using a skip interval of 40 frames, the method not
only speeds up the detection process, but also finds more subtle transitions.
After segmenting the video into shots, the tracking process takes the results of
OKAO face detection1 as input, and generates several face tracks using the tracking al-
gorithm in [Wang et al., 2011]. The face tracks are then further pruned via fine analysis
of faces as follows:
1http://www.omron.com/r_d/coretech/vision/okao.html
112
5.4. Experiments
Occupation Name Gender Video Source
Politician
Barack Obama M Speech
News ReportYingjiu Ma MAl Sharpton M
Western
Actor
Adam Sandler M
Movies
Interviews
Alexander Skargard M
Alan Alda M
Anthony Hopkins M
Alan Rickman M
Alan Tricke M
Amy Poehler F
Alicia Silverstone F
Asian
Actor
Chao Deng M
Movies
Interviews
Baoqiang Wang M
Zidan Zhen M
Benshan Zhao M
Bingbing Fan F
Wei Tang F
Yuanyuan Gao F
Singer
Dehua Liu M
Music Albums
Concerts
Katty Perry F
Wenwei Mo F
Xiaochun Chen M
Yanzi Sun F
Hoster
&Anchor
Anderson Cooper M News Report
Talk Show
TV Programs
Fujian Bi M
Lan Yang F
Jing Chai F
CEO
Yun Ma M Commercial News
Product Launch VideoBill Gates MSteve Jobs M
Table 5.1: Celebrities included. We choose people with different occupations as listed
above. For different occupations, video data are collected from different video sources
correspondingly.
• Duration. Short tracks with less than 30 frames are discarded, since these tracks
are often introduced by false positive detections.
• Clusters. K-means clustering is applied on each track, and only those frames clos-
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est to clustering centers are chosen as corresponding representative faces.
Finallywe acquire around 2,700 video tracks in totalwith nearly 90 tracks per individual.
Feature for Face Recognition
We adopt the following three popular hand-crafted features in face recognition – Gabor,
LBP and SIFT feature. Details of the feature extraction are listed below:
• Gabor Feature. Gabor filter [Daugman, 1985] has been widely used for facial fea-
ture extraction due to its capability of capturing salient visual properties, such as
spatial localization, orientation selectivity as well as spatial frequency character-
istics. In this section, we adopt a common setting for extracting gabor feature:
wavelet filter bank with 5 scales and 8 orientations, central frequency is set as
√
2,
and filter window width is set as 2pi.
• Local Binary Patter Feature. LBP captures the contrast information of the central
pixel and its neighbors. The advantage of LBP lies in its robustness to illumination
and pose variations. We use a variant of LBP -multi-block LBP [Ojala et al., 2002b].
In the feature selection, the image is firstly segmented into several blocks to keep
a certain amount of geometric information. Each face image is divided into 5×
4 sub-regions and then for each sub-region uniform patterns are extracted and
concatenated as bins for a histogram representation.
• SIFT Feature. A nine-point SIFT feature is used in the experiments. Referring
to the work of Everingham et al. [Everingham et al., 2006], a generative model is
adopted to locate the nine facial key-points in the detected face region, including
the left and right corners of each eye, the two nostrils and the tip of the nose and
the left and right corners of the mouth followed by 128-dim SIFT feature [Lowe
and G, 1999] extraction process.
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The vectors of the above three features are normalized individually by `2-norm and
concatenated into a single super-vector for each image/frame.
5.4.2 Experiment Settings
In the following experiments, the initial training image set is constructed by randomly
sampling 15 images per person from the labeled imagedata, and the rest images are used
for testing. We run this sampling process for 5 times in each experiment and report the
mean precision in this section.
We consider two scenarios for experiments – 10-person and 30-person scenario. In
the 10-person scenario, 10 celebrities are selected randomly from the name list in Table
5.1 and corresponding training samples are chosen as above. We perform such random
selection processes for 3 times and then reported the average precision (AP). In the 30-
person scenario, we use the training samples of all celebrities.
For AL, we follow the procedures in Algorithm 1 with the value of parameter Nt set
as 5. The maximal iteration number is set as Niter = 15, and the results for AL based
approaches are reported as the accuracy of the final learning iteration. The parameter
η in Eqn. (5.1) is set as 0.7. In Related LapSVM defined in Eqn. (5.6), γI and γA are set
as 10−2 and 1 respectively, and ρ is empirically set as 0.3.
5.4.3 Video Constraint in Graph
LapSVM [Melacci and Belkin, 2011] is a graph-based classifier and we take a simple
extension to incorporate the video context information into LapSVM framework as a
baseline.
The general idea is to include the video constraint when constructing the affinityma-
trix, which is composed of the similarities among training instances. A naive approach
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is to set the similarity of frames from the same track to be 1. Nevertheless, experiments
show that this setting usually results in a degradation in performance. A possible reason
could be that the weight among consecutive frames becomesmuch larger than other en-
tries within the weight matrix, which makes the classifier dominated by the constraints
on corresponding samples other than labeled instances. Therefore, to ensure the bal-
ance of sample weights, the weight is defined as the summation of graphic similarity
and video constraint. In detail, the edge between consecutive frames is defined as,
sij = λ · exp{−(xi − xj)2/2σ2}
+ (1− λ) · min{ζ · µW , 1},
(5.16)
where µW is the mean of matrix S.
In Eqn. (5.16), we confine λ ∈ [0, 1] and ζ ∈ [1, 10] empirically. We tune the values for
λ with a step of 0.1 and ζ with a step of 1 within their corresponding ranges via cross-
validation. Experiments show a small improvement over LapSVM of 1% on average.
This approach is named as Lap+V, and is taken as the baseline algorithm in the following
experiments.
5.4.4 Related Sample in Supervised Learning
In this subsection, we evalute the effect of related sample on SVM. γI in Eqn. (5.6) is set as
0 and the classifier is defined only in terms of labeled samples, i.e., f (·) = ∑li=1 αiK(xi, ·).
We compare the following methods – SVM, ST-SVM (self-training with SVM), AL-SVM
(adaptive learning with video constraint), and Re-SVM (related SVM). All these meth-
ods are evaluated on both image and video data in 10-person and 30-person scenarios
respectively. Average precision is reported in Table 5.2 and 5.3 with varying numbers
of labeled training images.
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3 5 7 10 12 15
Im
ag
e
Lap+V 50.83 60 68.33 76.67 82.5 84.17
SVM 39.17 48.75 58.75 75 75.83 78.75
ST-SVM 41.67 51.25 61.25 75.42 76.25 80.83
AL-SVM 43.34 51.25 58.75 77.92 80.84 82.09
Re-SVM 50.42 54.17 65.42 82.5 82.92 84.59
V
id
eo
Lap+V 53.09 48.38 49.97 56.62 70.32 73.41
SVM 30.4 33.09 45.44 62.23 66.76 70.68
ST-SVM 29.11 34.17 44.21 64.12 66.88 72.93
AL-SVM 46.32 50.3 45.84 55.73 63.37 75.42
Re-SVM 49.55 50.45 50.57 76.26 79.26 78.18
Table 5.2: Comparison on the average precision (%) of different SVM based methods in
the 10-person scenario.
3 5 7 10 12 15
Im
ag
e
Lap+V 48.87 62.83 72 82 84.5 86.5
SVM 39.33 51.17 61.67 75 79.5 82.17
ST-SVM 39.33 50.33 60.5 75.33 79 81.67
AL-SVM 38.34 48.17 57.34 72.17 79 84.5
Re-SVM 41.5 52.84 63 76.34 82.5 84.34
V
id
eo
Lap+V 42.13 46.48 45.93 56.61 62.39 60.82
SVM 31.97 38.79 41.41 50.88 60.48 64.95
ST-SVM 32.26 38.08 40.74 51.55 59.67 63.61
AL-SVM 36.06 38.35 48.95 64.01 69.55 74.02
Re-SVM 49.28 46.67 49.09 67.03 71.47 75.42
Table 5.3: Comparison on the average precision (%) of different SVM based methods in
the 30-person scenario.
For traditional self-training, only those frameswith high similarity to the initial train-
ing samples are selected to enlarge the training set. Thus, the variations in the selection
samples are limited. Limited number of labeled samples may decrease AP due to the
high error rate during selection, while, more labeled samples usually result in improve-
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ment for ST-SVM. However, the difference for either degradation and improvement is
very small: less than 1%. Straight-forward adaptive learning (AL+SVM) demonstrates
similar performance, but the range for both degradation and improvement are largely
increased to around 4%.
Related SVMadjusts themargin for each sample in accordancewith their confidence
scores, such that we can amplify the positive influence of more confident samples while
suppressing the negative influence of less confident samples. Generally, by regarding
selected samples as related samples, the classifier is much more robust to selection er-
rors. As shown in Table 5.2 and 5.3, the improvement of Re-SVM over SVM is around
5% on image data and 12% on video data. In most cases where the number of labeled
samples is small (e.g. the number is 3 or 5), the initial classifier is unreliable. Normally,
around half of the selected tracks are not correctly labeled by the classifier. Related
SVM can significantly degrade the impact of error tracks and provide considerable AP
improvement. With sufficient labeled training samples (e.g. 12 or 15), the generalization
performance of the classifier is significantly improved. The error rate in selecting tracks
is low, and thus correct samples play a dominant role in training. In such a case, the
improvement brought by related samples becomes less significant.
Note that there is still an considerable performance gap between Related SVM and
LapSVMwith video constraint (Lap+V) on the image testing dataset: 3% and 6% in 10-
person and 30-person cases. A possible reason lies in the fact that both training and
testing samples are static images downloaded from Google. The correlation between
video data and image data is low. As a consequence, the right tracks selected in AL
will result in minor improvement for testing on images, while, the incorrect tracks will
degrade the performance to a certain extent. The impact of error tracks is relatively sig-
nificant compared with the influence of the right tracks. However, on the video dataset,
Related SVM outperforms LapSVMwith a margin of 5% and 7% in both 10-person and
30-person cases. Especially, when sufficient labeled samples are fed into the training
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3 5 7 10 12 15
Im
ag
e
Lap+V 50.83 60 68.33 76.67 82.5 84.17
ST-LapSVM 48.75 56.67 66.25 77.5 78.75 82.08
AL-LapSVM 50.84 46.67 73.34 81.25 82.92 87.92
Re-LapSVM 49.17 61.67 75.84 83.34 85.42 88.34
V
id
eo
Lap+V 53.09 48.38 49.97 56.62 70.32 73.41
ST-LapSVM 34.83 42.39 48.62 66.34 71.19 75.72
AL-LapSVM 48.21 16.67 39.27 64.06 63.76 79.83
Re-LapSVM 53.46 55.28 77.01 83.13 83.28 84.36
Table 5.4: Comparison on the average precision (%) of different LapSVMbasedmethods
in the 10-person scenario.
3 5 7 10 12 15
Im
ag
e
Lap+V 48.87 62.83 72 82 84.5 86.5
ST-LapSVM 45.33 60 72.17 82.33 84.67 86.67
AL-LapSVM 40.17 52.34 64.17 76.67 78.34 84
Re-LapSVM 49 64.67 72.84 83.84 84.67 87.5
V
id
eo
Lap+V 42.13 46.48 45.93 56.61 62.39 60.82
ST-LapSVM 38.22 49.5 59.18 64.76 70.38 69.71
AL-LapSVM 26.41 41.52 39.75 57.32 62.68 61.75
Re-LapSVM 42.29 50.66 57.16 63.33 71.52 72.9
Table 5.5: Comparison on the average precision (%) of different LapSVMbasedmethods
in the 30-person scenario.
process - 10 or more, the improvement can be up to 20%.
5.4.5 Related Samples in Semi-Supervised Learning
In this subsection, we examine the effect of related samples in Semi-Supervised Learn-
ing and take LapSVM and Transductive Support Vector Machine (TSVM) as the base
classifiers for AL.
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3 5 7 10 12 15
Im
ag
e TSVM 41.67 51.67 60.42 75.83 77.08 79.58
AL-TSVM 39.58 48.75 59.17 74.58 79.17 85
Re-TSVM 42.5 52.08 62.5 80 78.75 85
V
id
eo
TSVM 32.01 38.82 46.91 61.87 68.11 71.94
AL-TSVM 39.24 40.05 43.05 61 73.56 78.66
Re-TSVM 36.06 42.66 47.39 75.03 75.99 81.92
Table 5.6: Comparison on the average precision (%) of different TSVM based methods
in the 10-person scenario.
When building up the affinity graph in LapSVM, video constraint in Eqn. (5.16) is not
included. Related LapSVM (Re-LapSVM) is considered as another way of incorporating
video constraint into the learning process other than Lap+V in Section 5.4.3. The video
context information is utilized in the process of promoting tracks into the related set.
We investigate whether further improvement of LapSVM can be brought by Re-
LapSVM over Lap+V. The results are given in Table 5.4 and 5.5. We observe similar
results in the comparisons among self-training with LapSVM (ST-LapSVM), straight-
forward Adaptive Learning (AL-LapSVM) and Adaptive Learning with related sam-
ples (Re-LapSVM). Re-LapSVM outperforms both ST-LapSVM and AL-LapSVM. Re-
LapSVM demonstrates a better tolerance to selection errors than the AL-LapSVM, es-
pecially for cases with 3, 5 and 7 labeled samples. More importantly, the comparison
between Lap+V and Re-LapSVMprovides more insightful results. Re-LapSVMdemon-
strates a significant advantage over Lap+V. In particular, the enhancement on AP is
around 4% for 10-person image case, 1.5% for 30-person image case, 16% for 10-person
video case, and 8% for 30-person video case, respectively.
In the implementation of TSVM, we optimize TSVM following Collober et al. [Col-
lobert et al., 2006] with Concave-Convex Procedure (CCCP). The objective function of
TSVM is non-convex, and CCCP optimizes the problem by solving multiple quadratic
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programming subproblems. For each QP subproblem, we follow the similar way of in-
corporating related samples as in Eqn. (5.6) in Sec. 5.3.2. Since the optimization of TSVM
is slow, we only conduct experiments in 10-person scenario. The results are demon-
strated in Table 5.6.
Clearly, the performance of TSVM is worse than that of LapSVM, especially when
labeled samples are limited. However, the comparison between TSVM and LapSVM is
out of the scope of this work. Here, our focus is on whether related samples improve
the performance of TSVM as well. As shown in Table 5.6, Re-TSVM outperforms both
TSVM and AL-TSVM with an improvement of around 3%.
5.4.6 Learning Curves of Adaptive Learning
In this subsection, we investigate the behaviors of different approaches by investigat-
ing the average precision with respect to the iteration number. In this experiment, the
labeled set for testing and training is fixed for a fair comparison. The maximal itera-
tion count is set as 15, and accuracy on testing data is reported for each iteration. Since
the learning curve is similar for most simulation runs, Figure 5.4 illustrates one run for
LapSVM-based Adaptive Learning.
It is easy to observe that straightforward Adaptive Learning (Naive AL) shows a
noisy curve since it is quite sensitive to the selection errors. If the correct track is chosen,
accuracywill demonstrate an obvious increase, and the performancewill drop suddenly
if errors occur in the process of selection. Re-LapSVM with ρ = 0 shows a smooth
learning curve and converges. Re-LapSVM with ρ > 0 shares the similar behaviors
of the two approaches to some extent: the trend of AP is increasing but with minor
turbulence. The parameter ρ in Eqn. (5.6) is an important factor controlling the relative
influence compared with the labeled image samples in the learning process. Larger ρ
will render the learning curve closer to straightforward AL, while smaller ρ pushes the
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Figure 5.4: Learning Curves of three approaches: Naive AL, Related AL (ρ = 0) and
Related AL (ρ > 0).
learning curve towards related AL with ρ = 0. An exemplar illustration of simulation
results is also presented in Figure 5.5. In general, the observed results are consistent
with our expectation.
5.4.7 YouTube Celebrity Dataset
We also evaluate the proposed algorithm on a public dataset – the YouTube Celebrity
Dataset [Kim et al., 2008], which contains 1,910 sequences of 47 subjects. All the se-
quences are extracted from video clips downloaded from YouTube by evicting frames
that do not contain celebrites of interest. Most of the videos are of low resolution
and recorded at high compression rates. The size of frames ranges from 180× 240 to
240× 320 pixels.
Following the similar methods described in Section 5.4.1, face tracks are extracted
within each video sequence. Only celebrities with more than 30 tracks are included
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… … …… … … …… … … ……
Initial 
Classifier Iteration 1
Iteration 2
0.12 0.3 0.09 0.2 0.6 0.4 0.61 0.74 0.92
… …
Figure 5.5: Examples of iterative improvement. The upper left static images are used
for training the initial classifier, and the gray image matrix represents the pool of video
tracks with each column standing for a track. In Iteration 1, tracks in blue bounding box
are chosen, while in Iteration 2, tracks in orange bounding box are selected. The lower-
most row are examples of testing images with corresponding confidence scores shown
below. Red frame indicates wrong decision and green frame indicates right decision.
With more tracks selected into the training pool, the confidence score on the testing
dataset is rising.
in this experiment and the final number of identities is 32. Since there is no separate
image set for the initial training stage as in our approach, we randomly sample 5 tracks
for each celebrity. All the frames within are then treated as initial labeled samples. This
sampling process is repeated for 5 times and the corresponding averaged results are
shown in Table 5.7. The results are similar to those observed on our own dataset and
the improvement of Re-LapSVM over Lap+V is around 4% on average.
Comparedwith the results on our owndataset, the improvement of Related LapSVM
is less significant over the baseline algorithms. The reason is that the proposed method
targets at solving a common problem in real applications, namely it is difficult to col-
lect many training images to train reliable initial classifiers. When the number of la-
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3 5 7 10 12 15
SVM 45.73 47.3 55.05 57.66 62.25 41.33
ST-SVM 43.35 47.47 55.07 57.39 63.36 63.5
Lap+V 49.97 50.93 60.37 63.83 67.81 68.25
ST-LapSVM 51.3 52.3 61.55 63.92 68.05 68.29
AL-LapSVM 55.93 55.72 62.02 65.33 68.59 68.8
Re-LapSVM 58 58.09 65.61 65.81 69.81 68.87
Table 5.7: Comparison on the average precision (%) of different LapSVMbasedmethods
in Youtube Celebrities Database.
beled training images is small, the classifiers are not reliable, and errors in selecting the
confident video tracks by such weak initial classifiers are inevitable. In this case, the
performance of classifiers may degrade severely due to incorporating more and more
noisy or incorrect samples. Thus, the improvement brought by related LapSVM is more
significant with more noisy tracks selected.
Compared with the proposed dataset, the error rate in selecting confident tracks on
Youtube dataset is much lower. Thus the performance gain of Re-LapSVM is smaller on
the Youtube dataset compared with on our own dataset. The reasons of lower track se-
lection error on the Youtube dataset are two-fold: 1) The Youtube dataset only contains
videos, so we train the initial classifier using the video data. Such video-domain classi-
fiers performmore accurately in selecting the confident remaining video tracks than the
initial classifiers trained from image-domain in our own dataset; 2) The face sequences
(tracks) for each individual in Youtube faces dataset are usually extracted from only 2-3
videos, and the correlation/similarity among different sequences from the same video
is quite high. However, the dataset built in this work contains tracks from about 10
different videos for each celebrity. Thus, our video dataset is much more diverse and
difficult for track selection than the Youtube face dataset. Due to the above two rea-
sons, the performance improvement on Youtube dataset achieved by Re-LapSVM is less
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significant than that on our dataset.
5.5 Conclusions
In this chapter, a novel adaptive learning frameworkwas proposed for the celebrity iden-
tification problem inspired by the concept of “Baby learning”. The classifier is initially
trained on labeled static images, and gradually improves by augmenting confident face
tracks into the knowledge base. We also proposed an effective approach that improves
the robustness of classifiers to selection errors by assigning weak adaptive margin for
those selected samples. Extensive experiments are conducted in both supervised and
semi-supervised learning settings for the problem of celebrity identification. Experi-
ment results on two databases show that the improvement on accuracy is significant
and inspiring. Although in this chapter we only consider the task of celebrity identi-
fication, the proposed method is a general approach and can also be easily extended
to other problems in computer vision, such as object detection, object recognition and
action recognition.
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6Chapter
Conclusions and Future Work
This thesis targets at the challenging problem of multi-modal face recognition in the
wild. The problem suffers from challenges such as large intra-class variations and
scarcity of labeled samples. In this thesis, we propose two deep learning basedmethods
and a semi-supervised framework to handle these challenges respectively. Eachmethod
is compared with the state-of-the-art approaches in extensive experiments, which show
promising results on several benchmark databases. The specific content and achieve-
ments of each chapter can be summarized as follows.
Chapter 3 introduces a deep framework to handle the common local variations for
face verification. The proposed framework consists of two major components. The first
component is a Deep Mixture Model that aims at exploring the patch-wise correspon-
dences. The second part is a composite framework that fuses multiple sub-nets trained
on patches with different geometric positions and lighting conditions. The combina-
tion of these two networks leads to an effective patch-based feature representation for
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face verification in the wild. Without relying on the hand-crafted features, the proposed
method achieves an encouraging performance on two benchmark datasets.
In Chapter 4, we propose a conditional Convolutional Neural Network (c-CNN) to
tackle the multi-modal face recognition in a more general way. In c-CNN, no prior
knowledge is required on the modality distribution of either the whole dataset or indi-
vidual sample. Instead, c-CNN learns the partition with regard to the inherent modali-
ties and the corresponding modality-specific feature representation in a unified frame-
work. Extensive experiments are conducted on multi-view and multi-occlusion face
recognition problems respectively. Without modifications on the network structure, the
proposed c-CNN method is able to automatically learn the modality-specific represen-
tation, and shows considerable improvements in both evaluation scenarios.
Chapter 5 incorporates the video context constraint into the Semi-Supervised Learn-
ing frameworks to tackle the problem of celebrity identification. The introduction of
the video context helps to select the confident continuous inputs in order to gradually
improve the recognition capability, which shares certain similarity with the learning
process of human beings. Furthermore, the idea of adaptive margin for related sam-
ple is also proposed to address the common issue of semantic drifting. Experiments
demonstrate that the video context information brings significant improvements over
the standard self-training scheme but is sensitive to early errors in selection. Adaptive
margin, on the other hand, results in a significant suppressing effect on the selection
errors.
6.1 Relationships between Chapters
Each chapter introduces an individual work that seems to be separate from each other.
However, the ideas in these chapters are not exclusive but connected from certain as-
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pects.
To begin with, the methods presented in this thesis follows two lines of research cor-
responding to the two challenges mentioned in Section 1.1. There are two general ways
to solve the deficiency of labeled samples. One option is to explore the crucial informa-
tion from vast unlabeled samples to regularize the propagation of labels. This direction
is studied in the branch of Semi-Supervised Learning, which is also the basis of Chap-
ter 5. The other option is to collect and label a large number of face images manually. In
recent years, manual efforts have been spend on creating such large database of labeled
samples. The increasing amount of labeled training images is one of the major reasons
for the rapid development of deep learning based methods. Therefore, the high dis-
criminative capability of deep learning on representing the multi-modal face data can
not be achieved without efforts in addressing the data-scarcity issue either.
Secondly, the method introduced in Chapter 5 does not have a specific requirement
on the classifier. In fact, the adaptive learning method has already been evaluated with
both supervised and semi-supervised classifiers in Section 5.4. For SSL based adap-
tive learning, the adaptation with different classifiers, including LapSVM and TSVM,
is well examined in extensive experiments. Deep learning based approaches combine
the feature learning and classifier learning in a joint manner, thus can be applied in the
adaptive learning framework as classifiers naturally. Some drawbacks do exist for such
direct integration. DNN may not perform well with a small number of training sam-
ples, but the introduction of video context has also shown encouraging results with a
relatively large set of labeled samples. As for the adaptive margin, the cost defined in
Eqn. (5.6) is differentiable, thus can be optimized by the standard back-propagation.
Finally, the patch-based representation can be integrated with the idea of c-CNN.
The contributions of Chapter 3 are in two folds – part-based deep representation and
Deep Mixture Model for facial patch correspondence. The part-based method takes
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advantage of the complementary effects among different geometric parts to improve
the diversity of learnt representation. The idea of c-CNN is to explore the diversity in
terms of different modalities to partition the data. Therefore, the two methods are not
contradictory conceptually. The proposed c-CNN can be adopted as a basic sub-net in
Convolutional Fusion Network.
Moreover, both CFN and c-CNN are applied in face recognition with pose. C-CNN
emphasizesmore on the improvements for faces with a large pose span, e.g.,−90 to+90
degree. CFN, on the other hand, sets focus on faces with relatively small poses, i.e., the
near frontal faces. The difference with regard to modality is not severe enough, thus the
modality-specific features of c-CNNmay not be so distinct for different poses to further
improve the performance.
6.2 Future Work
This thesis discusses both challenges for unconstrained face recognition, and proposes
corresponding approaches to address these issues. However, there are still some limi-
tations.
• The part-based facial representation is achieved with a two-stage deep framework
in Chapter 3. DMMandCFN are optimizedwith regard to two different objectives
– DMM aims to maximize the posterior possibility of the mixture model; CFN
targets at reducing the verification errors of the training pairs directly. Moreover,
the learning processes of the two components are separate, which means that the
learnt representation may not be optimal for the given problem.
• C-CNN is realized via integration of decision tree and CNN in Chapter 4. In cur-
rent approach, the convolution kernels in each layer are allocated to all the tree
130
6.2. Future Work
nodes equally with hard partition. For a given sample, the convolution operations
at different nodes of the same layer can not be activated at the same time. There-
fore, the number ofmodalities equals to the number of the leaf nodes, which has to
be determined in advance. However, the combination of modality-specific varia-
tions is unpredictable andmuchmore complex in reality, and the tree-based CNN
is not robust enough to resolve such a challenging issue.
• Adaptive Learning introduced in Chapter 5 requires the re-training of the classi-
fier each time a confident track is selected. This scheme of update is applicable for
face recognition problem of a small scale. However, the objective of the proposed
method is to mimic the learning behavior of human, i.e., long-term never-ending
learning. With the current approach, the computation and storage requirement
will increase exponentially as more and more samples or tracks are selected itera-
tion by iteration. Therefore, a more efficient learning scheme will be interesting.
Accordingly, further exploration of research directions on the following perspectives
will be interesting and promising.
• Joint Learning of DMM and CFN. DMM is designed to find the patch correspon-
dences, while CFN aims at learning the part-based facial features. Chapter 3 op-
timizes the two networks separately. A more proper approach could be a unified
network which locates the key patches at the front and extracts the patch-specific
representation in the following layers. By optimizing the unified network, both
the patch selection and feature learning are learnt with regard to the given prob-
lem directly. Besides, it would also be interesting to substitute the standard CNN
of CFN with c-CNN proposed in Chapter 4.
• Conditional CNN with Dynamic Partition. Theoretically, the routing of sam-
ple through c-CNN could be more flexible and dynamic than tree-based c-CNN.
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In particular, the number of activated kernels in each layer should be dynamic
for each sample, and the activations of convolutional kernels do not have to be
achieved by group. Dynamic partition of activated kernels will render more com-
plex and diverse routes. As each route represents one channel of feature extraction
corresponding to one modality, the number of modalities that c-CNN can include
is largely improved, so is the generalization performance of the network.
• Online Adaptive Learning. Online learning, aims at sequentially updating the
classifier, becomes essential when the dataset is too large to be processed in a sin-
gle run. The online classifier are expected to update incrementally without ex-
ponentially growing memory and computational cost such that a life-long learn-
ing system is possible. The “sequential” or “incremental” property makes online
learning a good option for applications in real world scenario. The integration of
online learningwith adaptive learningwill bring the proposedmethodmore close
to human behaviors.
• Deep Semi-Supervised Learning. Most of deep neural networks are learnt in a
supervised manner. The unlabeled data are usually utilized in the pre-training of
auto-encoder and deep belief network, which aims at providing a good initializa-
tion for the later supervised fine-tuning step. Moreover, the unlabeled data used
in pre-training are usually not directly related to the given problem. The idea of
semi-supervised deep learning has not been well explored yet. C-CNN does have
a supervised cost and a unsupervised cost at each tree node, but the unsupervised
cost is defined in batches, and thus is only a simple approximation of the global
semi-supervised constraint. Many research works have proven that utilizing the
unlabeled in the learning of classifier usually brings considerable improvements.
Therefore, the combination of DNN and SSL will be a promising direction. More-
over, deep semi-supervised learning can be applied more easily in the adaptive
learning framework so as to improve the performance further.
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