ABSTRACT With the development of the ability to crack encrypted images, conventional image encryption techniques are no longer safe enough. Disguising a to-be-encrypted image into another visually-different image that is similar to the prepared target image is a solution that can be used to transmit an image securely. Inspired by the existing reversible image transformation technique, in this paper, we propose an improved method for camouflaging images that further decrease the distortion between the final camouflaged image and the target image. First, the G channel of the secret image is transformed and further refined to create a tentative camouflaged G channel with the reference of the G channel of the target image. Then, the color difference channels of the secret image are transformed with the reference of subtraction of the R channel (or B channel) and the tentatively camouflaged G channel. After shifting the color difference channels back to the R channel (or B channel), the sub-blocks are refined by a 16-candidate-pattern optimization strategy to generate the tentative camouflaged R channel (or B channel). After the combination of the RGB channels to generate the tentative camouflaged image, the final camouflaged version is generated by embedding all of the auxiliary information, which is collected for lossless recovery of the secret image, into the tentative image in a reversible manner. The experimental results demonstrated the efficacy of the proposed method, and our average gain in the color image peak signal-to-noise ratio (CPSNR) was more than 0.35 dB, whereas the state-of-the-art method is around 32.28 dB.
I. INTRODUCTION
With the development of Internet technology, the sharing and dissemination of multimedia information has quite easy to do. Due to the wide range in the types of information and the surge in the volume of data, the risk of information leakage and the risk of malicious alteration of content have been increased significantly. Thus, if inadequate attention is paid to protecting information, personal privacy, business developments, and even national security will be seriously threatened. Clearly, the importance of the security of information is increasing with the development of information storage and transmission. Now, we turn to the issue of transmitting secret images. Due to their vivid and intuitive features, digital images are used extensively every day. In many circumstances, it is important to encrypt the digital images to ensure their confidentiality. For instance, both the private photos that are uploaded to the cloud and confidential military images require reliable encryption techniques to prevent potential attackers from gaining access to important personal or military information. Numerous conventional encryption techniques can be used to encrypt images, such as the RSA cryptosystem [1] , the AES cryptosystem [2] , and the homomorphic Paillier encryption algorithm [3] . However, the large volume of image data and the strong correlation of neighboring pixels limit the efficiency of traditional encryption techniques. In recent years, many encryption algorithms have been proposed specifically for the encryption of images, such as chaotic system-based methods [4] - [6] , the wave perturbations-based method [7] , the fractional Fourier transform-based method [8] , the discrete wavelet transformbased method [9] , the DNA encoding-based method [10] , and the compressive sensing-based method [11] . Note that all of the image encryption methods mentioned above essentially are based on specific mathematical transformation rules, and the aim of image encryption is to transform the original, meaningful plaintext images into out-of-order, meaningless images. Without knowing the key and transformation rules, it is difficult for person who receives the meaningless image to discern the content of the original image. However, there is a fatal flaw associated with image encryption, i.e., encrypted, garbled images obviously indicate that the original image probably contained some important information, thereby attracting the attention of attackers. Thus, the conventional image encryption no longer provides adequate protection, and the image camouflage technique was developed to overcome this shortcoming. Different from image encryption, image camouflage transforms the original plaintext image into another meaningful plaintext image by a specific rule, which reduces the attackers' suspicion and ensures the security of the original image. Fig. 1 shows a schematic diagram of image camouflage in which some transformation rules or frequency substitution rules have been used to camouflage the secret image so that is looks like the target image. To date, various image camouflage algorithms have been proposed [12] - [19] . According to the quality of the recovered secret image and the size requirements of the secret image and the target image, the existing methods can be grouped roughly into the three categories shown in Table 1 . Specifically, for the first category (i.e., watermarklike frequency domain methods), motivated by the data hiding technique [20] , Bao and Zhou [12] proposed an algorithm to directly encrypt an original image into a visuallymeaningful encrypted image based on the discrete wavelet transform (DWT) and a substitution strategy in the DWT sub-bands. In order to minimize the distortion of the camouflage image, Kanso and Ghebleh [13] improved [12] by embedding the secret image into the sub-bands of the host image that were decomposed via the two-dimensional lifting wavelet transform. However, since the target image is four times the size of the secret image, this approach is not feasible in many applications.
For the second category (i.e., nearly reversible image transformation methods), Lama et al. [14] proposed an image transformation method based on the color-transfer concept [21] . The basis of their method was to decompose the covariance of the color space of the secret image and the target image using the singular value decomposition (SVD) algorithm and then to disguise the secret image as a stego image by geometrical transformation. Inspired by another color-transfer method [22] , Lee and Tsai [15] created a camouflage image by dividing the secret image into fragments and transforming their color characteristics to be the color characteristics of the matching tiles of the target image. However, this did not provide an authentic lossless recovery for this category of methods, and, in some circumstances, e.g., medical images and military images, the reversibility of the secret image is a critical requirement. Thus, the reversible image transformation technique was developed to overcome this issue.
For the last category (i.e., reversible image transformation methods), Lai and Tsai [16] proposed a method to create secret-fragment-visible mosaic images as camouflage images. In [16] , the secret image was divided into tiny blocks before a target image with a similar, one-dimensional color scale feature was selected from a database. Each tile of the secret image, which was analogous to the tile of target image, was then assembled into a camouflage image.
Zhang et al. [17] proposed a novel framework to achieve reversible data hiding in encrypted images (RDH-EI); in their framework, the visually-meaningful stego image is used as the encrypted image of RDH-EI. During the reversible image transformation method presented in [17] , the original image and the target image are classified into fixed quantiles according to the standard deviation of the image blocks, and, then, the blocks of the original image are paired with the blocks of the target image, which makes lossless recovery of the secret image possible and reduces the amount of auxiliary information required for restoration. Recently, in [18] , the K-means clustering algorithm was used to improve the classification of image blocks that was used in [17] in order to achieve adaptive classification of different original images and improve the visual quality of the camouflage images. More details of the content of reference [18] will be interpreted in Section II of previous arts. In [19] , Hou et al. improved the visual quality of camouflage image by exploring the correlations among color channels and reducing the amount of the accessorial information for secret image recovery.
In this paper, we focused on improving the reversible image camouflage method [18] by using color difference channel transformation and the optimal prediction-error expansion (PEE) parameter selection strategy. First, The G channel of the secret image is transformed and further refined to a tentative camouflage G channel with the reference of the G channel of the target image. Next, the color difference channels (i.e., (R − G) or (B − G) channels) of the secret image are transformed with the reference of the difference between the R channel (or B channel) and the tentative camouflage G channel. After shifting the color difference channels back to the R channel (or B channel), the sub-blocks are refined by a 16-candidate pattern optimization to generate a tentative camouflage R channel (or B channel). Then, the RGB channels are combined as a tentative camouflage image, and the final camouflage version is generated by embedding the entire auxiliary information, which is for the recovery of the secret image, into the tentative image in a reversible manner.
The innovations of this paper are specified below: 1) Apply the algorithm on the G, (R − G), and (B − G) channels of a color image to replace the separation of the RGB channels. In this way, the concentrations of the standard deviation distribution of the sub-blocks in both the secret and target images are improved, and the correlation of the RGB color space is used effectively in our method. Although there are many existing color space transformation methods to convert RGB channels to opponent-color channels, such as YUV and YCbCr, the decimal fractions are inevitable during the space transformation. In this paper, to overcome this issue, we exploit an effective image transformation method based on the new-designed color difference channels. 2) For each channel, after the image transformation, the transformed sub-blocks are converted to 16 candidate patterns, and the optimal pattern is sought by applying a minimum error criterion. It has good effect on reducing the abrupt block effect to bring in more candidate patterns. 3) During the last phase, the auxiliary information is embedded into the tentative camouflage image with an improved RDH manner, i.e., the target image is involved in the redesigned strategy for selecting parameters. The new proposed optimal parameters selection strategy is not merely limited to some specific PEE based reversible data hiding (RDH) methods. The rest of the paper is organized as follows. Section II briefly reviews the previous arts. Section III presents the potential improvements to the existing reversible image camouflage methods. Section IV provides a detailed description of the improved algorithms. Section V presents and discusses the experimental results for the proposed method. Section VI discusses the concern why do not apply the classical opponent-color space to the proposed method. Section VII concludes the paper.
II. PREVIOUS ARTS
As introduced in the previous section, in the conventional image camouflage methods [14] , [15] , the secret image restored from the camouflage image is nearly reversible whereas previous methods actually do not have the advantage of reversibility. Recently, the authors of references [17] and [18] proposed a completely reversible image transformation technique, i.e., a technique that transforms a secret image to a target image that has the same size and losslessly restores the original secret image without any external information during the recovery phase. Note that the method presented in [18] was designed for image camouflage, while the work in [17] was for the application of reversible data hiding in the encrypted domain in which reversible transformation of the image is a significant intermediate phase. Since the application in our paper is for image camouflage, as was the case in [18] , and, according to our simulation the method in [18] performs better for image camouflage than the method in [17] , we mainly regard [18] as a representative of the state-of-the-art approach in this section. An entire framework for reversible image transformation roughly includes the following three steps, i.e., 1) transforming the image, 2) refining the sub-blocks, and 3) embedding the auxiliary information. In this section, we briefly review the image camouflage method [18] , and since the image transformation proposed in [18] was conducted independently on RGB color channels, we use a single channel as an example. Fig. 2 shows the flow diagram of image camouflage in a single channel as presented in [18] .
A. IMAGE TRANSFORMATION
Assume that I and J are the secret image and target image, respectively, and that they are the same size, i.e., H ×V . First, both I and J are divided separately into non-overlapping subblocks with the size of S×S, so the total number of sub-blocks in I and J is T = (H × V ) / (S × S). Then, the mean value VOLUME 6, 2018 and standard deviation (SD) of each sub-block in I and J can be computed, respectively, as:
where µ i and σ i are the mean value and SD of the i th sub-block of I , respectively, and I i k is the k th pixel in the i th sub-block of I . The terms µ * j and σ * j are the mean value and SD of the j th sub-block of J , and J j k is the k th pixel in the j th sub-block of J .
After the image is partitioned, the next step is to rearrange the sub-blocks in I according to a sub-block matching strategy. First, all sub-blocks in I are grouped into K classes according to their corresponding SDs using the K-means clustering method and the number of pixels in each class is recorded. Then, all of the sub-blocks of J are separated into K classes according to their corresponding SDs, but note that the number of pixels in each class of J is mandatorily in accord with that of I , which was recorded in advance. Thus, each of the sub-blocks from I and J can be one-to-one matched following a fixed raster-scanning order (i.e., from left to right and from top to bottom). By this block matching operation, the sub-blocks in I can be rearranged to the new positions in accordance with the corresponding matched sub-blocks in J . To restore the order of the secret sub-blocks, the index table of each sub-block of I is recorded and regarded as the first part of the auxiliary information. Fig. 3 shows a simplified example of sub-block classification and matching, where both S and K are equal to 3.
Note that the directly rearranged sub-blocks of I are visually different from the corresponding matched sub-blocks of J . To achieve the aim of image camouflage, all pixels in each secret sub-block are modified by subtracting the difference between the mean value of the current sub-block and that of its corresponding matched target sub-block. If we assume that the i th sub-block in I is matched with the j th subblock in J , each pixel, I i k , is modified to:
where I i k is the modified value of I i k , µ = µ i − µ * j , and function Q λ (•) indicates the quantization operation with the quantization step λ to reduce the amount of information that must be recorded in order to recover the secret image. The quantization coefficients are recorded as the second part of the auxiliary information.
It is worth noticing that for better visual quality, it is better to save the un-quantized mean difference µ between the secret sub-block and its corresponding target sub-block. However, it takes a lot of storage space to save the decimal µ. Hence, to make a trade-off between visual quality and auxiliary information amount, we use (2) to transform the original pixel I i k to the camouflage pixel which is visually similar to its corresponding matched target pixel. As its reverse process, the recovery process can be conducted as
Since the quantized mean value has been transmitted as the second part of the auxiliary information, the value of Q λ ( µ) can be losslessly recovered by the RDH extraction method proposed in Section III.C. In a word, the quantization process in (2) merely decrease the visual similarity to the target image, and do not change the one-to-one mapping between each pair of secret and target sub-blocks. Therefore, for the proposed method, it has no effect on the lossless recovery of original secret image.
Of course, the overflow/underflow issue is inevitable, so the overflow/underflow residuals are recorded as the third part of the auxiliary information.
B. SUB-BLOCK REFINEMENT
To further narrow the gap between the camouflage image and the target image, most existing image camouflage methods [15] , [17] , [18] used a sub-block isometric conversion strategy. When the elements of each sub-block have been modified according to (2) , the sub-blocks are rotated at angles of 0, 90, 180, and 270 degrees, respectively, to generate four candidate isometric sub-blocks. Then, the optimal isometric sub-block is selected with the criterion that the minimum distortion between the camouflage sub-block and the target sub-block corresponds to the optimal rotation angle; also the optimal rotation angle for each sub-block is recoded as the fourth part of auxiliary information. To this point, the tentative camouflage image and auxiliary information for restoring the secret image have been generated.
C. EMBEDDING THE AUXILIARY INFORMATION
The last procedure for reversible image camouflage is embedding the auxiliary information by using the existing RDH technique. It has been suggested that the PEE method proposed by Sachnev et al. [23] be used to implement this embedding. In this step, note that the embedding strategy is not tied to a particular RDH method, and, actually, any high capacity RDH method can be used, such as [24] - [26] . Also, some color image RDH methods (e.g., [27] , [28] ) also can be used to decrease the distortion further during the phase of embedding the auxiliary information. In this paper, to facilitate the description, we take [23] as an example. Auxiliary information (AI) and tentative camouflage are regarded as the message and the cover image, respectively, and the image that is eventually marked in the PEE framework corresponds to the final camouflage image in the entire reversible image camouflage phase.
III. IMPROVEMENTS TO THE EXISTING METHODS
In this section, we elaborate on our improvements to the stateof-the-art reversible image transformation method [18] from the following three aspects. 
A. COLOR DIFFERENCE CHANNEL TRANSFORMATION
For image transformation, in principle, to perceive an optimal visual quality, all sub-blocks should be one-to-one exactly matched according to a SD value sorting with an ascending order. However, in doing so, if the sorting had been executed, the mapping indices would be saved as extra auxiliary information to recover the original secret image. To make a tradeoff, the proposed method use K-means clustering strategy to separate all sub-blocks into different classifications such VOLUME 6, 2018 FIGURE 5. Flow chart of image camouflage conducted on independent channels proposed by Hou et al. [18] .
that each classification has the similar SD properties.For the sub-blocks belonging to each classification, we no longer distinguish the size of these values, i.e., the sub-blocks are roughly matched by a raster-scanning order. In this way, the accuracy of K-means classification is crucial to the final matching result. As indicated in [18] , the image transformation is conducted independently on the RGB channels, and the efficacy of transformation is based on the circumstance that the SD values of most sub-blocks concentrate in a small range close to zero, and the frequency decreases quickly as the value of SD increases. In other words, the concentrations of the SD values of the sub-blocks are critical for the transformation. To further improve this type of concentration, we analyzed the distribution of SDs of 4 × 4 sub-blocks on 1000 collected images, all of which were downloaded from the Boss-Base image database [29] on independent color channels and color difference channels, respectively. Fig. 4 shows the results of the comparison, i.e., for the analysis of the color differences of the channels, the G channel components are subtracted from the R channel and the B channel, respectively, and they are denoted as the (R − G) channel and the (B − G) channel, respectively. For the independent color channel, the R channel and B channel are selected. As shown in Figure 4 . The SD distributions of (R − G) and (B − G) channels are more concentrated and steeper than those of independent R and B channels. This discrepancy was probably caused by the strong correlation between color channels. According to the characteristics of K-means classification, the more concentrated the distribution of variable features, the better the effect of adaptive clustering, which makes the matching between secret sub-blocks and target sub-blocks more accurately.
In general, human eyes are more sensitive to green than red and blue. In this paper, on the premise of ensuring the reversibility, the algorithm addresses the G channel, the (R − G) channel, and the (B − G) channel instead of using the RGB channel independently for image transformation, so we are able to take advantage of the correlation of the RGB components of the color image. During the phase in which the secret image is recovered, the G channel image is recovered first, and then the (R − G) (or the (B − G)) channel is recovered. For ease of comprehension, Figs. 5 and 6 show the flow charts of the previous image camouflage strategy of using the independent color channel and the proposed strategy of image camouflage using the color difference channel, respectively, where I , J , and M are supposed to be the secret image, the target image, and the final camouflage image, respectively, and their RGB channels are denoted as {I R , I G , I B }, {J R , J G , J B }, and {M R , M G , M B }, respectively. In addition, Figs. 5 and 6, the RGB channels of auxiliary information are denoted as A R , A G , and A B , respectively, and the tentative camouflage image and its corresponding RGB components are denoted as M and M R , M G , M B , respectively. Fig. 6 shows that, by using the color difference channel transformation, the G channel is transformed first, and, then, the (R − G) (or the (B − G)) channel is transformed by means of the tentative camouflage G channel component that was generated. There are two important points we should mark here, i.e., 1) the process of image transformation can be treated as a function with double-ended inputs, as shown in Fig. 7 , and the output depends only on the corresponding inputs without other parameters being involved. In other words, the detailed processes for image transformation are exactly the same except the inputs are different. 2) Due to the absence of a target image in the secret image recovery phase, we cannot directly use (J R − J G ) (or (J B − J G )) as the target image; instead, we use (J R − M G ) (or (J B − M G )) as a substitute. Table 2 lists the three different input combinations in the previous strategy and in our designed strategy. Next, we investigated the detailed operation in the function of image transformation. As shown in Fig. 3 and discussed in Section II.A, the sub-blocks in I G (or (I R − I G ), (I B -I G )) can be rearranged according to an SD-value based clustering. Then, all the pixel values in each sub-block of I G (or (I R -I G ), (I B -I G )) are shifted by (2) . Note that there is some probability that some shifted pixel values could result in some issues of overflow/underflow, i.e., I i k > 255 or I i k < 0 in the case of the G channel, and I i k > 255 or I i k < −255 in the case of the (R -G) (or (B − G)) channel. Thus, following [18] , a modification on Eq. (2) was processed as
where,
where max(·) and min(·) indicate the operation to seek the maximum and minimum values from the inputs, respectively, and H and L stand for the permitted upper bound and lower bound, respectively, to avoid overflow/underflow; specifically, H = 255 and L = 0 for the R channel, and H = 255 and L = −255 for the (R -G) (or (B -G)) channel.
In addition, to further reduce the quantization coefficients, a specially designed quantization can be conducted, i.e.,:
where the functions round(·) and floor(·) represent an ordinary rounding operation and a rounding operation towards minus infinity, respectively, and λ is suggested to be set at 8 in both [18] and the proposed method. Therefore, we only need to record the value of 2 µ /λ as the quantized mean difference coefficients for losslessly restoring µ in the secret image recovery phase. Although the overflow/underflow issue was considered in (4), the possibility still exists that I i k will be beyond the allowable range due to the process of quantization, thus, the shifted value of I i k is then modified to H or L if overflow or underflow occurs. In order to restore the unmodified I i k , the residual r for each overflow/underflow pixel is recorded as:
For the entire channel, we collected all of the overflow/underflow residuals as a part of AI. By this point, we have introduced the process of image transformation.
During the transformation of the (R -G) (or (B -G)) channel, since the subsequent step after image transformation is the summing by the G channel, and this step also bring the issue of overflow/underflow. Therefore, in our practical execution, we changed the order of two steps of overflow/underflow modification and summing by M G , and, VOLUME 6, 2018 FIGURE 8. Practical order of the steps in the proposed method during the process of (R -G) (or (B -G)) channel transformation and summing.
due to this change, we only need to record residuals once. Fig. 8 shows the detailed procedures that were used during the process of (R -G) (or (B -G)) channel transformation and summing.
B. FURTHER REFINEMENT OF BLOCK CONVERSION OPERATION
As indicated in most image transformation methods [15] , [17] , [18] , during the sub-block refinement process, each sub-block is rotated by 0, 90, 180, and 270 degrees, and, then, an optimal rotation angle is selected according to the criterion that the conversed sub-block and its corresponding target block have the minimum MSE, i.e., the selected rotated sub-block is most similar to the target block. Based on the four different degree conversions, a 2-bit AI is needed to preserve the information related to the selected degree. Based on our experiments on many images, there are more potential ways to improve the similarity between the converted subblocks and their corresponding target sub-blocks. Note that more possible conversions inevitably require that more bits be added in AI, so we must make a trade-off between the number of possible conversions and the amount of auxiliary information. According to our experiments, 16 different possible conversion patterns can be designed, as shown in Fig. 9 . Specifically, Patterns #1 -4 correspond to the clockwise rotation of the original sub-block at 0, 90, 180, and 270 degrees, respectively. Patterns #5 -8 are the horizontal flip versions of Patterns #1 -4, respectively, and Patterns #9 -12 and Patterns #13 -16 are the vertical and horizontal cyclic shift versions of Patterns #1 -4, respectively. Due to the 16 patterns, we arranged four bits to represent the selection patterns. The demonstration of the advantage of the proposed sub-block refinement strategy, i.e., the use of 16 patterns to substitute for the original four patterns, is presented in Section V.
C. NEW OPTIMIZATION TARGET FOR PEE BASED RDH METHOD
The conventional PEE-based RDH method was used in [18] to embed AI into the tentative camouflage image, M G , in a reversible manner. Considering the circumstance in our application, the cover image is the tentative camouflage image, and the to-be-embedded message is auxiliary information, so the goal of the conventional RDH method is to minimize the distortion between the cover image and the marked image, i.e., the final camouflage image. However, note that the goal of our application is to minimize the distortion between the original target image and the marked image, so it certainly results in a new optimization problem. Fig. 10 compares the conventional RDH target and the new target in our application. Although the target image J will not appear in the secret image recovery phase, we can seek the optimal parameters in the data hiding phase. The proposed optimization for the PEE-based RDH method is presented below.
The RDH algorithm can be conducted on the RGB channels independently, and, here, we take the G channel as an example, and the R and B channels can be processed in the same manner. First, all pixels in M G are allocated into two types, i.e., dotted pixels and crossed pixels, as shown in Fig. 11 . To increase the embedding capacity, a two-round embedding strategy was conducted during our practical execution, and, during the embedding phase, A G was first embedded into crossed pixels, and then it was embedded into dotted pixels. In the extraction phase, the auxiliary information was extracted in reverse order.
Taking the embedding of the crossed pixel M G (p, q) as an example, first, predict M G (p, q) by averaging its nearest − 1) , and M G (p, q + 1)) before rounding it towards minus infinity, and denote the rounded prediction value aŝ M G (p, q). Then, calculate the prediction error by e (p, , q) . Next, the prediction error histogram (PEH), , is generated by counting the frequencies of prediction errors, and the auxiliary information is embedded through PEH expansion. Specifically, the prediction error e (p, q) is shifted and expanded as:
where T p and T n are integer upper and lower bound parameters, respectively, to make a trade-off between capacity and distortion, and ω G is the to-be-embedded auxiliary information bit. Note that T p is set to be greater than or equal to zero, and T n is less than zero. Here, different from conventional methods, as shown in Fig. 10 , the optimal embedding parameters, i.e., T p , T n , are sought by a new minimization problem as:
where (ψ) corresponds to the cardinal number of prediction error ψ during the generation of PEH, and AG stands for the length of the first round to-be-embedded, A G . Through PEH expansion, the message is embedded into the bins of
In the recovery phase, the auxiliary information bit, ω G , and the tentative camouflage pixel, M G (p, q), can be restored as:
and
IV. ALGORITHMS OF THE PROPOSED METHOD
Based on the discussion in Section III, a scheme to produce an improved image camouflage has been presented. To provide a clearer understanding the detailed steps involved, Algorithm 1 lists the detailed procedures of the proposed image camouflage method. Of course, the recovery of the original secret image can be done be reversing the steps in the image camouflage procedures. Fig. 12 shows the flow diagram of the recovery phase for the secret image, and, similarly, Algorithm 2 presents the procedures required to recover the secret image.
V. EXPERIMENTAL RESULTS
In this section, we conduct the proposed method on many secret and target images, and the common quality metrics of root mean square error (RMSE) and color image peak signal to noise ratio (CPSNR) are both used to demonstrate the comparability of the target image and the camouflage image, where the values of RMSE and CPSNR are computed as where all pixels in each channel of both M and J are arranged in a one-dimensional sequence with the lengh of H × V , and M C (x) and J C (x) are the x th pixel value in the C channel of M and J , respectively. In addition, we also compared the results with the state-of-the art method to demonstrate the superiority of the proposed method. All test images were downloaded from the Boss-Base image database [29] , and all images were resized to the size of 1024×1024. First, we determined the parameters in our algorithm, including the K-means classification number K , the quantification step λ, and sub-block size, S. As indicated in [18] , K and λ were suggested to be set at 6 -10 and 8, respectively. Thus, we set K = 6 and λ = 8 in our experiments. Fig. 13 shows an example of the visual comparison results of the final camouflage images by setting different S values, i.e., 4, 8, 16 , and 32 in (c), (d), (e), and (f), respectively. Fig. 13 shows that, with the increase of S, its corresponding blocking artifacts are more noticeable. Moreover, Table 3 lists the CPSNR and amount of AI of Figs. 13 (c) -(f) , where Fig. 13 (c) (i.e., S = 4) presents the best quality image. Therefore, from Fig. 13 and Table 3 , to achieve a satisfactory visual quality, we set S = 4 in our experiments.
Next, we demonstrate the advantage of the 16 candidate conversion patterns that were used in our sub-block refinement strategy. Fig. 14 shows three examples of the proposed method, and Table 4 lists their corresponding CPSNR and AI values. For comparison, we continued to conduct the experiments in Fig. 14 by using the same proposed method except for different sub-block refinement strategies, as shown in Table 4 . Table 4 indicates that, although AI was larger and more patterns had to be considered during the sub-block refinement stage, the final camouflage images still had better image quality.
To evaluate the efficacy of improved RDH method, Table 5 lists their corresponding RMSE and CPSNR values using conventional RDH method and our proposed RDH method. Note that the other settings and strategies in
Algorithm 1 Camouflage Image Generation
Input: secret color image I , target color image J , secret key ρ Output: camouflage image M Stage 1: Tentative camouflage of the G channel image 1) Select G channel of I and J , i.e., I G and J G , and divide them into non-overlapping S × S sized sub-blocks. 2) Calculate the standard deviation of each of the subblocks and define them as secret sub-block SDs and target sub-block SDs. 3) Cluster the secret sub-blocks into K classes according to the secret sub-block SDs alone. Then, cluster the target sub-blocks into the same K classes according to a comprehensive combination of the target subblock SDs, the number of each clustering class of I , and the raster-scanning order. Match the corresponding sub-blocks of I and J in each class, as shown in Fig.3 , and record the index table of the secret image. 4) Calculate the difference between the mean values of each of the matched sub-blocks and modify the difference to overcome the overflow/underflow problem according to (4) . Quantify the modified mean difference using a preset quantization step, and shift each value of the secret sub-blocks by subtracting the quantized mean difference according to (5) . Then, record the quantization parameters. 5) Thoroughly eliminate the overflow/underflow and record the overflow/underflow residuals according to (6). 6) Rearrange the secret sub-blocks according to the index table. 7) Refine the image transformation result using 16-pattern conversion strategy as described in Section III.B, and record the optimal pattern numbers. Generate the tentatively-transformed G channel image, M G . clustering index tables, sub-block refinement pattern numbers, and overflow/underflow residuals as auxiliary information and then compress and encrypt it using entropy coding and key ρ, respectively. 14) Process the embedding in each channel independently, and take J as the reference image to determine the optimal prediction error histogram shifting parameters T n and T p . 15) Embed auxiliary information into the tentative camouflage image using the high-capacity PEE method as described in III.C and generate the final camouflage image M. the table are the same except for the different RDH methods. Table 6 indicates that the distortion of some camouflage image, i.e., Fig. 14 (c) has been significantly decreased by using the proposed RDH method to embed the auxiliary information. Then, we compared the proposed method with Hou et al.'s method [18] . We also take Fig. 14 as an example, and Table 6 lists the comparison results with respect to CPSNR and amount of AI. For our simulation, the classification parameter K in [18] was set at 6. In addition, to be fair, the same PEE-based RDH scheme [23] was used to embed the AI. Table 6 indicates that the proposed method presented better image quality than [18] . To compare the visual effect of the proposed method further, Fig. 15 shows an example of the comparison of the visual quality of the proposed method and those of [18] . As shown in Fig. 15 , our method had the best visual quality, i.e., the lightest saw-toothed block effect, and the possible reasons for this promotion include subblock transformation on color difference channel, more precise candidate pattern conversion in the sub-block refinement phase, and the redesigned parametric optimization during AI embedding phase.
To demonstrate the universality of the proposed method, we also compared our method and [18] using 100 pairs of images that were chosen randomly from the selected database [29] . Fig. 16 shows the comparison of the CPSNR values between the proposed method and [18] . In addition, the average results of the proposed method and [18] are listed in Table 7 . From Fig. 16 and Table 7 , the experimental results once again verified the improvement provided by the proposed method; compared with [18] , our average gain in CPSNR was 0.3546 dB.
VI. DISCUSSION
The concept of opponent-color channels have been widely developed in many fields such as YUV, YCbCr, and CIE L * a * b * systems, however, the color channels converted by the existing opponent-color transforms inevitably have fractional parts, thereby generating round-off error after converting the opponent-color channel back to original RGB channels. The aim of the proposed method is to transform the secret image to another same-sized target image, with the capability of lossless recovery of original secret image. Therefore, we are insistent on using the color difference channels (i.e., G, (R -G), and (B -G) channels) to avoid this issue. To clarify the reason why do not directly adopt the existing opponent-color channels more clearly, following we take YCbCr transform as an example.
The process of RGB to YCbCr transformation for a pixel I i k can be expressed as 
where ε R , ε G , and ε B denote the round-off and truncated errors in RGB components, respectively, and they are all decimals. Since ε R , ε G , and ε B are not saved in the proposed method, the secret image cannot be losslessly recovered. Actually it is not realistic to save ε R , ε G , and ε B owing to the limited auxiliary information space, therefore, we have demonstrated that the existing opponent-color transform cannot applied in the scope of reversible image camouflage.
VII. CONCLUSION
In this paper, we proposed an improved image camouflage algorithm to transform a secret image to another image that is visually similar to the selected target image. The secret image can be restored losslessly in the recovery phase. We improved Hou et al.'s work [18] in following three aspects: 1) Giving up the RGB independent transformation strategy, the color difference channels, i.e., the (R -G) and (B -G) channels, were used to transform the secret sub-blocks to their corresponding matched target sub-blocks; 2) After image transformation, 16 candidate patterns were used to replace the previous 4-pattern strategy to further improve the similarity between the tentative camouflage sub-blocks and their corresponding target sub-blocks; 3) Revisited the framework of AI embedding, which actually has a different objective relative to the conventional RDH methods. Based on the above improvements, the experimental results have demonstrated the efficacy and superiority of the proposed method. Fig. 15 shows that, although our method performs better than the existing reversible image transformation method in [18] , obvious block artifacts still can be easily perceived once one applies an enlarged view of some local part of the camouflage image. Thus, our future research direction will be to determine how to suppress the abrupt boundaries between each of the neighboring sub-blocks rather than merely decreasing the distortion between the camouflage image and the target image. 
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