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ABSTRACT 
Video-on-demand services are becoming increasingly popular in recent years. 
However, traditional client-server architecture is not scalable to serve ten of thousands 
of concurrent users. This thesis tackles this challenge by developing new system 
architectures for multicast-enabled and unicast-only networks. We propose a 
decentralized periodic broadcasting scheme where only end-user hosts are used to 
build the periodic broadcasting system, thereby eliminating the need for a central 
server or even a service provider. However, due to the lack of widespread deployment 
of native network multicast in current Internet, a number of application-layer 
multicast (ALM) protocols have been proposed as a promising alternative to 
deploying multicast services in the unicast-only Internet. Current ALM protocols 
work very well for low data-rate applications but can suffer from link-level load 
imbalance, and consequently link congestions, when applied to high data-rate 
applications. This study addresses this problem by extending the well-known NICE 
protocol to use multiple parallel overlays in the same ALM session to spread the data 









(decentralized periodic broadcasting system)�這系統全由用戶端電腦所組成，因 
而可消除建立中央伺服器的需要。另外，因爲現今的網際網絡尙未廣泛地建構 
支 援 群 組 廣 播 技 術 的 基 建 ， 不 少 學 者 提 出 以 應 用 層 群 組 廣 播 技 術 
(application-layer multicast, ALM)來提供群組廣播服務予只支援單點廣播技術 
的網絡。已發表的應用層群組廣播技術於低資料速率時大都有好表現，但當應 
用在高資料速率時卻會導致連結層負載不均衡（link-layer load imbalance)，弓1 
致連結擠塞（link congestion)�爲解決這問題，我們爲一個知名的應用層群組廣 
播技術（NICE)作出延申，在同一應用層群組廣播會議（ALM session)內以多 
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Provisioning video streaming services to a large user population has long been a 
challenge to researchers in multimedia and networking research. The traditional 
client-server, point-to-point streaming architecture, while matured and 
well-understood, is not scalable to serve tens of thousands of concurrent users. For 
systems built on top of multicast-enabled networks, researchers have developed 
sophisticated periodic broadcasting (PB) schemes [1-3] to vastly improve scalability 
and bandwidth efficiency through the use of intelligent multicast streaming algorithms. 
On the other hand, for unicast-only network, a number of application-layer multicast 
(ALM) protocols [4-13] are developed to emulate multicast functionalities and to 
provide a multicast overlay to other applications. 
Unlike traditional unicast video streaming, the video streams in a PB system are 
being multicasted according to a fixed schedule that is predetermined and is 
independent of the user arrival pattern. A new user will undergo a startup delay (e.g., in 
seconds to minutes depending on the broadcasting scheme) to cache some of the video 
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data before playback begins, and continue to receive multicast video data from one or 
more multicast streams to sustain continuous video playback. Interested readers are 
referred to the study by Hu [14] for a review and comparison of various PB schemes. 
These existing PB schemes all share one property, i.e., they are all based on the 
client-server model where a central video server (or a few servers working as a cluster) 
schedules and transmits the video streams over multiple multicast channels. In this 
thesis we investigate a radically different architecture for building a PB system - one 
without any dedicated server at all. 
This server-less architecture is motivated by the rapid developments in 
computing and networking which made today's commodity computing hardware 
comparable to yesteryear's server hardware, with an increasing amount of storage, 
computation, and bandwidth capacities to spare. By exploiting these often available 
and idle resources in end-user computers, many peer-to-peer streaming systems have 
been proposed [13,15]. In SplitStream [13], multiple multicast overlays are built on a 
unicast infrastructure. The source splits the data into a number of stripes and 
distributes them through different overlays to the receivers. PROMISE [15] focused 
on multi-sources media streaming which dynamically select a good sender set. Unlike 
these previous work which focused on conventional streaming, this work investigates 
a new server-less periodic broadcasting architecture that takes advantage of 
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multicast-enabled network to lower the network bandwidth utilization. Moreover, 
through the use of redundancies, the system can even sustain frequent peer failures 
[16]. 
As PB algorithms are well-studied, our goal in this work is not to develop new 
broadcasting algorithms. Instead, we develop a server-less architecture where existing 
PB algorithms can be deployed and illustrate the procedures to adapt existing 
broadcasting algorithms for use in this decentralized architecture. 
In particular, our work reveals one unique problem in decentralizing any PB 
algorithms - transmission synchronization. Specifically, end-user machines, or called 
peers are generally not clock synchronized and so their video data multicast may not 
be time-aligned. Our simulation studies showed that such mis-aligned multicast can 
lead to significant network congestion and consequently packet loss (e.g., from 9% to 
90% depends on the synchronization level of peers). Note that this problem does not 
exist in the client-server architecture as the same central server is responsible for 
scheduling all the multicast video streams based on its own internal clock. Moreover, it 
cannot be solved by using a large buffer at the receiver as the packet losses occur at the 
bottleneck routers rather than at the receiver. 
In this work we tackle this peer synchronization problem by adapting an existing 
clock-synchronization protocol for use in the server-less architecture. Our results show 
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that with synchronization the congestion-induced packet loss rate can be reduced to 
less than 3%. Moreover, to remove the single point of failure of existing 
synchronization algorithms, we develop a new completely decentralized peer 
synchronization algorithm that does not require any dedicated peer to serve as clock 
reference, and yet can still achieve excellent synchronization accuracy. 
In mass-media content distribution, the same content is to be distributed to and 
received by a large number of receivers. This is precisely the type of network 
applications that can benefit from network multicast, such as IP multicast [14]. 
However, except for regional, semi-private broadband networks operated by a single 
service provider, the Internet at large unfortunately does not support native network 
multicast. 
In response to this challenge, researchers have resorted to overlay networks to 
implement multicast at the application layer - application-layer multicast (ALM). The 
principle of ALM is to route and forward multicast data using software running in 
hosts. The multicast data are tunneled through the underlying Internet using unicast 
transmissions, and the participating hosts will replicate and forward these multicast 
data to other hosts in the overlay network until the messages reach the destined 
receivers. 
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Over the years, numerous ALM protocols have been proposed and deployed 
[4-13]. These protocols typically construct the overlay network based on some 
knowledge of the underlying network (e.g., delay or distance of the hosts from one 
another) [9-13]. Some also monitor the overlay network continuously to dynamically 
reconfigure the overlay network when network conditions change. 
One such successful ALM protocols is the NICE protocol proposed by Banerjee 
et al. [11]. NICE is a tree-based ALM where peers are arranged hierarchically such that 
every peer receives data from its parent or siblings and forwards the data to its children 
and siblings. This protocol has been shown to work well in many applications and 
networks due to its proximity-aware feature and its capability to dynamically adapt the 
overlay network topology to the changing network conditions. 
Our work is motivated by the application of the NICE protocol on high data-rate 
applications, such as video content distribution. Specifically, our simulations show 
that although the NICE protocol works well for low to medium data-rate applications, 
it may run into performance bottlenecks when the data-rate approaches the capacity of 
some of the links in the underlying network. In this case the congested link will 
experience significantly increased delay and packet loss. 
In theory, the protocol will be able to detect the link quality degradation and 
trigger a new round of overlay topology rearrangement to adapt to the detected 
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congestion. However, in practice this may not always be able to resolve the problem as 
the topology rearrangement simply select another link for data transport and the new 
link may then become the new point of congestion. This will trigger another topology 
rearrangement and so forth and the overlay network will then become unstable. 
This work tackles this problem by developing a parallelized version of the NICE 
protocol - P-NICE. The principle is to separate the data stream into multiple 
sub-streams, and then send each sub-stream over an independent multicast overlay. 
The sub-streams are then resequenced at the receiver before delivering to the 
application. As the sub-stream data-rate is much lower, the aforementioned 
link-congestion problem is significantly reduced. Moreover, different overlays can 
route data over disjoint links to more fully utilize the available network capacity in 
addition to spreading the load over more links. 
Our extensive simulations show that P-NICE can increase the useable data-rate 
by over 300% (with 5 overlays) when compared to the original NICE. More 
surprisingly, the need to resequence the sub-stream data at the receiving peer does not 
increase the end-to-end data delivery delay - the delay is in fact reduced by more than 
50% when compared to NICE. 
One tradeoff to the improved useable data-rate is the control overheads in 
managing the multiple overlays. To tackle this problem, we develop a new algorithm 
10 
based on exponential weighted moving average to reduce the number and frequency of 




In the past decade researchers have proposed many successful ALM protocols. They 
can be classified into tree-based and mesh-based protocols in terms of the topology 
of the overlay network. 
For example, Chu et al. proposed the Narada protocol [12] which exploits the 
topological proximity of peers to reduce the network resources consumed in 
multicast data delivery. Initially, peers are connected randomly to form a mesh-based 
overlay. The distances between peers are then estimated from round-trip-time (RTT) 
measures through periodic probing. Peers which are close together topologically are 
then connected and made topologically closer in the overlay network. During 
operation, it progressively adds good paths to and removes bad paths from the mesh. 
However, the control overheads of Narada is in the order of 0(N^) [12] and so it is 
only suitable for overlays with small number of peers. 
Banerjee et al. addressed this problem by developing the NICE protocol [11] 
that builds tree-based rather than mesh-based overlay networks. NICE also employs 
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RTT to measure the topological proximity of peers but arranges peers in a 
hierarchical topology in order to localize the control messages. 
Both Narada and NICE are initially designed for relatively low data-rate network 
applications. Therefore the network traffic generated by the ALM protocols is 
assumed to be insignificant when compared to the network link capacities. This 
assumption will not hold for high data-rate applications, even when the application 
data-rate reaches only 20% of the stub-to-stub link bandwidth (see chapter 7.1). 
As discussed in chapter 1，this phenomenon is primarily due to the way 
multicast data are delivered over the overlay network. In particular, these ALM 
protocols do not utilize all available network links in the overlay network. 
Consequently, when the application data-rate approaches that of the link capacity, 
congestion will occur, leading to increased delay and loss. Even though the ALM 
protocols can detect and adapt to link quality degradations, such adaptation is 
designed primarily for recovering from peer and link failures rather than self-induced 
congestions. Thus the relocation of the congested overlay path to another network 
link will merely relocate the point of congestion. 
One solution to this problem is to match the data-rate to the link capacities 
available. Wang and Chan [9] proposed a centralized architecture to build a high 
bandwidth overlay. Multiple trees are built on top of the peers and the trees reach 
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different subset of peers. Construction of the trees starts with the topology discovery 
process. Peers use traceroute to discover the physical paths among peers and then 
initialize a series of short TCP file transfers to estimate the available bandwidth. The 
information is then reported back to the central server which then constructs the 
distribution trees one by one. In each round, a tree is built so that it uses up all the 
residual bandwidth of at least one peer. The peers without any residual bandwidth are 
left out in the subsequent rounds. As a result, trees built in later rounds would reach 
progressively fewer peers and special data coding methods, like erasure coding and 
Multiple Descriptions Code (MDC) [17], must be used to enable the peers to decode 
the received data correctly. 
In another study, Zhu et al. proposed the oEvolve protocol [10] that employed a 
decentralized approach to build the multiple layers of trees in a distributed manner. 
Again as not all peers are reached in every tree, different peers will receive data at a 
different rate. Both studies [9-10] provide effective solutions to maximize the 
data-rate for individual peers as long as the data being distributed are partially 
decodable (e.g., video encoded in MDC [17] or FGS [18]). 
For applications not delivering partially-decodable data, Castro et al. proposed a 
SplitStream protocol [13] that also builds overlay network from multiple trees, with 
all trees reaching all receiving peers. The design goal of SplitStream is to balance the 
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peers' forwarding load, i.e., the amount of data forwarded. It achieves this by 
building interior-node-disjoint trees to spread the forwarding load across multiple 
peers. 
In comparison, the P-NICE protocol investigated in this work also employs the 
use of multiple trees in the same overlay network. However, the design goal of 
P-NICE is to spread the data traffic, which includes both receiving and forwarding 
traffic, over more network links. Moreover, P-NICE operates the individual trees 
independently so that each tree adapts itself according to its own measurements. Our 
results show that this works surprisingly well and can achieve balanced load across 
all trees even without any coordination between the trees. 
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Chapter 3 
DECENTRALIZATION OF PERIODIC 
BROADCASTING 
In this chapter we present the procedures to decentralize a PB scheme. In peer-to-peer 
system, each peer can potentially be the sender or receiver of data, so we use the words: 
peer, sender and receiver interchangeably. In particular we use a modified Staggered 
Broadcasting (SB) scheme as an example to illustrate the design issues in the 
decentralization process. The same procedure can be applied to other PB schemes. 
3.1 Staggered Broadcasting 
One of the simplest periodic broadcasting schemes is the Staggered Broadcasting (SB). 
Fig. 1 shows the multicasting schedules of SB. The video content of duration L is 
repeatedly broadcasted in N different multicast channels where the start time of the 
channels are staggered by L/N. The bitrate of the 产 channel is Bj, J = 0, 1, ...,N-1, and 
all of them are of the same bitrate as the video, i.e. Bj = bforallj = 0, I, ...,N-1. When 
an audience arrives at the system, it contacts the central admission server to find out 
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Figure 1. Architecture of Staggered Broadcasting with TV multicast channels, 
which channel has the nearest restart time and joins that channel to receive the content. 
As a result, the maximum startup latency would be L/N and the system can virtually 
support unlimited number of audiences. The total network bandwidth required, B = Nb. 
It is obvious that the larger the N, the shorter the startup latency and the higher the 
network bandwidth requirement. 
However, without the use of centralized admission server, the audiences cannot 
know the next restart time of the video content and thus which multicast channel to 
join, unless it contacts all other peers, which pose a scalability issue. 
3.2 Modified Staggered Broadcasting 
The modified SB scheme is depicted in Fig. 2. A video title of bitrate b and of duration 
L seconds is divided into N fixed-size segments and the segments are further divided 
into a number of fixed-size data blocks, which will be distributed to multiple peers in a 
round-robin manner. For a system with M peers, each peer is then responsible for 
streaming of data of each segment in "different multicast channels repeatedly. 
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Figure 2. Modified SB which divides the video into N segments. 
To begin a new video streaming session, the client simply join the first multicast 
channel and cache for UN seconds, then the peer starts playback while at the same 
time joins the next multicast channel for caching the next video segment. More 
importantly, as the multicast transmission schedules are fixed irrespective of the 
number of receivers in the system, this modified SB scheme can virtually support an 
unlimited number of receivers. Note that there are many far more sophisticated PB 
schemes that can achieve significantly shorter start-up latency, lower bandwidth 
consumption, or both [14] but the procedures to decentralize them are similar. 
Under the modified SB scheme, the upstream bandwidth requirement of each 
peer is then equal to Nb/M. The peer packetizes the video segment j into packets with 
size Pk and periodically broadcast them in an interval of 
华 ， y = (1) b 
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Figure 3. Packet transmission schedule of peers 
to achieve an average bitrate of b/M per channel. As a result, each segment is divided 
into [Lb)/[NP^) packets and all peers would have the same transmission schedule 
as shown in Fig. 3，which is very much alike the original centralized one. 
However, a previous work by Chan and Lee [19] the many peers could congest 
the network routers and/or the receivers, leading to significant packet loss (e.g., from 
9% to 90% depending on the alignment of packet transmissions from different peers). 
This is because data are always transmitted in a number of discrete packets and this 
makes the transmission inherently bursty under small time scales. If the transmission 
schedules of peers are the same, as shown in Fig. 3，the arrival pattern of those data 
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Figure 4. Staggered packet transmission explicitly space out 
the transmission time of packets from different peers. 
packets at the receiver side router would be highly concentrated, results in router's 
buffer overflow and cause a significant amount of packet loss. 
To address this problem we can explicitly space out the packet transmissions 
from the peers to achieve a smoother aggregate traffic, as shown in Fig. 4. Specifically, 
the schedules of packets of segment j in peer i are shifted by 
Sij=Uj 丄 (2) 
J M 
where / = 0，1, ... ’ M - 1 andy. = 0，1，…，A -^ 1. 
This transmission schedule can reduce the congestion-induced packet loss to as 
low as 0.1% if the peers are clock-synchronized. However, synchronizing peers in a 




There are two problems inherent in peer synchronization. First, the clock of the peers 
are initially unsynchronized or only loosely synchronized. Second, even after 
synchronization the hardware clock of the peers will still slowly drift away [20]. The 
more general problem of clock synchronization has been studied extensively in the 
literature. One such synchronization algorithm called PCS proposed by Arvind [21] 
estimates the remote clock by asking the remote machine to send a series of m 
messages back to the estimator. The estimator then obtains an estimate, T ,^，of remote 
machine's clock from 
(3) 
where d is an estimate of expected message delay and 
� — ) = 丄 I t and = 丄 ( 4 ) 
where T) is the transmission timestamp of the 产 message as recorded by the remote 
machine while Ri is the reception timestamp 
of the 产 message as recorded by the 
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estimator. This synchronization procedure is repeated periodically to refresh the 
estimates of the remote clocks' values. 
4.1 Integrating PCS with Periodic 
Broadcasting 
While we can run the PCS algorithm independently from and concurrently with the PB 
algorithm, we note that a peer in a decentralized PB system is continually injecting 
data into the network through the multicast channels. Thus we can exploit this property 
to piggyback the broadcasting position (i.e., the time with respect to the broadcasting 
schedule) on the video packets and thus eliminate the message overheads associated 
with the PCS. In this modified PCS (MFCS), the number of synchronization messages 
increases with the video bitrate, and peers refresh remote clock estimates from every 
received packet. 
Similar to the original PCS algorithm, MFCS selects one of the peers as the 
reference peer and sends out the synchronization messages (through piggybacking) for 
all other peers to estimate the reference peer's broadcasting position, which then adjust 
their positions accordingly to maintain synchronized broadcasting schedules. 
However, as the reference peer is just an ordinary end-user host, it may fail or 
shut down from time to time. This creates a serious problem as the MFCS algorithm 
cannot operate without the reference peer. Given that end-user hosts are likely to have 
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significantly lower reliability than dedicated central servers, this reliance on a 
reference peer is clearly undesirable. 
4.2 Distributed PCS 
To tackle the single-point-of-failure problem, we present in this chapter a new 
distributed PCS (DPCS), listed in Fig. 5, that does not require any peer to be 
designated as a reference peer. Instead, peers under the proposed DPCS algorithm 
progressively converge and so the effect of individual peer failure will not disrupt the 
synchronization process. 
All peers under the DPCS algorithm piggyback their synchronization messages in 
the video packets they sent. As the synchronization message size is much smaller than 
the video packet (e.g., 16 bytes versus 8192 bytes) the additional bandwidth consumed 
is insignificant. Thus every peer in the system can estimate the broadcasting positions 
of all other peers by extracting the synchronization messages from the received video 
packets. After receiving the estimated broadcasting positions of other peers (� ’�碎)， 
peer j then resynchronizes its broadcasting position according to 
1 M-\ 
Tj’c厂话 T�’es,i (5) 
By setting the broadcasting position to the average of the estimates, we can 
reduce the variance of the peers' broadcasting positions. However, (5) assumes that all 
the estimates are taken simultaneously - clearly impossible as synchronization 
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1. m is the synchronization message count 
2. M is the number of peers 
3. d is the expected network delay 
4. Si is the synchronization message from peer i 
5 . Ttimeout is the timeout value for resynchronization 
6. and are the k^^ RX/TX time stamp of peer i 
7. Toffest is the offset field of the synchronization message 
8. Tcurrent i s the Current time measured by the rece iver 
9. LOOP { 
10. Ni,ready • all falss and Ni <- all 0 
11. Set a timeout event after Ttimeout seconds 
12. Wait for synchronization message or a timeout event 
13. IF (Si arrives) { 
15. R.^ and N, <- N, + 1 
16. IF (Ni == m) {Ni,ready • true} 
17. } 
18. IF (all Ni,ready == true) OR (timeout) { 
19. FOR a <r 0 TO M - 1) { 
20. IF (Ni,ready == true) { 
N,-�T — 
21. f , + y i — ~ - + d 
'’"'-�t： N丨 
22. 穴 
23. } ELSE { 
25. } 
26. } 
27. Ncount • count of i such that (Ni, ready == true) 
1 A/-1 




Figure 5. Pseudo-code of DPCS, subscript j is dropped for simplicity. 
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messages arrive at different time instants. To address this problem, we allow peer j to 
collect more than m synchronization messages before obtaining an estimate 叫 of 
peer i. After it collected at least m synchronization messages from each peer, then peer 
j resynchronizes itself using (5) and 
Tj’esti = Tj，csti + {^j,resync — ^ j,ijast ) (6) 
for / = 0，1，...，M— 1，where Tj^ resync and Rjjjast are the timestamps at resynchronization 
and the last received synchronization message from peer i respectively. From (6) we 
readjust the estimated T丄如 before using it to calculate T�,叫 to compensate for the 
time lag between the resynchronization time and the time of taking the estimated r丄叫. 
However, as the compensation is calculated locally, this will reduce the accuracy of 
r ,叫 as the drift rate of the local clock may differ from the remote clocks. 
Furthermore, as the peers resynchronize independently and asynchronously, the 
accuracy of other peers' estimates may be affected as well. For example, assume peer 0 
is in the process of collecting synchronization messages from peer 1 when peer 1 
resynchronizes itself. This will renders the messages previously received by peer 0 
inaccurate as peer 1，s broadcasting position has already been adjusted to a new value. 
To address this issue we add an offset field, 历，in the synchronization message to 
specify the difference of broadcasting positions before and after resynchronization. 
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With this additional field the other peers can then adjust the previous estimates of that 
peer without significant loss of accuracy. 
If a peer fails, it will cause a timeout in the estimation procedure which only 
affects the accuracy of r,如 but will not disrupt the synchronization process. Given 
that there are many peers in the system, the failure will be effectively masked by the 
averaging step in computing 如. 
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Chapter 5 
PERFORMANCE EVALUATIONS OF 
DECENTRALIZED PERIODIC 
BROADCASTING ARCHITECTURE 
In this chapter, we present simulation results to evaluate the proposed server-less PB 
architecture under different synchronization algorithms. We apply the extended BA 
model proposed in [22] to generate network topologies with 500 routers for use in the 
simulations. The peers are randomly attached to one of the edge routers in the network. 
The core network has abundant bandwidth and introduces random delay which 
simulates the effect of cross traffic. Edge routers have separate buffers for each 
outgoing link and packets are dropped if their corresponding outgoing link buffer is 
full. Each set of results is obtained from the average of six randomly-generated 
network topologies and peer placements. Table 1 summarizes the other default 
parameters used in the simulations. 
27 
Table 1. Default Simulation Parameters. 
Parameter Value Parameter Value 
Avg. Network Delay 0.05 s Peer Uplink BW 4 Mbps 
Edge Router Buffer 32 kB Peers Count, M 100 
Avg. Clock Skew Var. 1 s^  Video Length, L 3600 s 
Avg. Clock Drift 1 s/s Video Bitrate, b 4 Mbps 
Avg. Clock Drift Var. s /^s^ Startup Latency 600 s 
Sync. Msg. Count, m 10 Sys. Utilization 95% 
Avg. Sync. Msg. Delay 0.05 s Packet Size, Pk 8 kB 
Peer Downlink BW 4.4 Mbps Simulation Time 10 hours 
We employ a simple multicast routing algorithm which constructs a source-based 
shortest-path tree for every peer. This resembles many of the existing multicast routing 
protocols such as DVMRP, MOSPF and PIM-SM. The clock skew of each peer, 
defined as the different between peers' clocks, is modeled as a normally-distributed 
random variable with zero mean; and the clock drift rate of each peer is modeled as a 
normally-distributed random variable with a mean of one. Note that a clock with drift 
rate one represents a correct real-time clock. 
5.1 Sensitivity to Clock Drift 
We first investigate the packet loss rate of the server-less PB system under different 
synchronization algorithms. Fig. 6 plots the packet loss rate versus the variance of the 
peers' clock drifts. A larger variance represents that the peers' clocks drift away more 
rapidly from one another, thus leading to asynchrony in the broadcasting positions. 
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Figure 6. Packet loss rate under different synchronization algorithms. 
8%, which is clearly unacceptable. The high packet loss rate remains even if we 
randomize (within the multicast period of length L/N seconds) the transmission time of 
packet because the burstiness of the aggregate traffic is due to the large number of 
peers sending data simultaneously. 
By contrast, when the peers are synchronized using MFCS and DPCS the loss 
rate drops to 2.8% and 5% respectively. Note that in general MFCS outperforms DPCS 
at the expense of requiring a particular peer to be designated as the reference peer for 
the synchronization process to work. By contrast, DPCS is completely decentralized 
and does not suffer from single point of failure. We are currently investigating the 
effect of peer failures on the MFCS algorithm to develop efficient recovery protocols 
to improve its robustness. 
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Another observation in Fig. 6 is that the packet loss rates are all generally 
insensitive to the variance of clock drifts. This is because inter-transmission time of 
synchronization messages is relatively short (e.g., 1.5 seconds), thus the asynchrony 
caused by the clock drift is corrected quickly. 
5.2 System Dynamic Behavior 
In Fig. 7-8 we turn our attention to the dynamic behavior of the system. In particular, 
we study the maximum skew among peers' broadcasting positions and the skew 
variance against time under 55% and 95% system utilization respectively. Without 
synchronization the maximum skew (not plotted) will increase with time as the peers' 
broadcasting positions continue to drift away from each other (e.g., reaching 6s after a 
simulation time of 6,000s). 
By contrast, the maximum skew under MFCS and DPCS quickly converge to 
0.16 seconds (after 4,500 seconds) and 0.5 seconds (after 7,300 seconds) respectively 
at 95% system utilization. MFCS converges faster than DPCS and achieves a lower 
maximum skew because peers under DPCS calculate the new broadcasting position by 
averaging the estimates of all other peers' positions. As each peer synchronizes 
asynchronously, there are cases where a peer synchronizes to a new position when 
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other peers are still using old estimates. This results in the slower convergence rate and 
the higher skew ofDPCS. 
Another observation is that the system utilization has a substantial effect on the 
synchronization performance. This is a direct consequence of piggybacking 
synchronization messages within the video packets, where only the active peers 
streaming and playing back video participate in the synchronization process. To 
address this problem we can either let the idle peers receive video data periodically to 





The rapid deployment of broadband residential networks around the world has opened 
up a new channel for mass-media content distribution. Many of the traditional TV 
contents and many new video contents are now being regularly distributed and 
streamed over IP networks. 
The mass-media content delivery is inherently multicast in nature. However, due 
to the lack of widespread deployment of multicast infrastructures, providing multicast 
services in metropolitan or even larger scale would involves a substantial investment 
and becomes unfavorable. To solve this problem, researchers proposed using 
application-layer multicast (ALM) scheme to build multicast-enabled overlays on top 
of the existing unicast-only network, so that other applications, like mass-media 
delivery, can make use of the overlays to reach the end users. 
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6.1 The Original NICE Protocol 
NICE [11] is ALM protocol designed to achieve low control overhead and to exploit 
peers' proximity in building the hierarchical overlay network. Peers in NICE obtain 
proximity information through measuring the RTT with other peers. Peers that are 
close together are then arranged into a number of clusters, with each cluster consisting 
of between k and 3>k- 1，where k is an adjustable parameter. In addition to the clusters, 
peers are also arranged hierarchically with all peers belonging to layer 0. For each 
cluster at layer Z, where 1 > 0 , the graph theoretic center of the cluster is selected as the 
cluster leader to join layer Z + 1，thus forming a cluster with other peers at layer L + 1. 
The process continues until there is only one peer at the uppermost layer. 
Cluster leaders are responsible for forwarding and receiving data to and from 
their clusters respectively. On receiving data packets from its layer cluster member, 
the leader forwards them to all members of the clusters it belongs to, except the 
members in its L"�layer cluster. As the leader is the topological center of its cluster and 
data is routed from leaders to leaders, NICE can achieve data delivery paths with low 
stretch (i.e., the averaged number of hops to deliver a data from source to 
destination). 
There is a bootstrap host called the Rendezvous Point (RP) that all peers know 
before joining NICE. The RP maintains a list (not necessarily complete) of peers 
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participating in NICE. When a new peer ^  joins NICE, it first contacts the RP to obtain 
a list of peers that are present in the highest layer, say l}^ layer. Peer than determines 
which peer, say peer B, in the list is closest, by RTT measurement, to itself and ask peer 
B to obtain a list of peer 万，s (L-lf^ layer cluster members. The process continues until 
peer A find a peer in layer cluster, and peer j completes the process by joining that 
cluster. Peer A periodically makes RTT measurements between itself and its highest 
layer, say L^ layer cluster leader's siblings. If a closer peer C, other than the cluster 
leader, is found, peer A would leave the current highest layer cluster and join the L^ 
layer cluster of which peer C is leader. This allows NICE to improve its topology in the 
event of changing network conditions 
6.2 Parallel Overlay Architecture 
It is easy to see that data delivery from a source to a destination will go through a 
single path in the network. To take advantages of path diversity and to spread the 
traffic across more network links, we propose to build not one, but multiple overlay 
networks for data distribution. 
Fig. 9 depicts the architecture of the proposed P-NICE protocol. In each ALM 
session, k overlays are built independently using the same NICE protocol. Each peer 
is then sub-divided into k virtual peers (VP), with each virtual peer joining a different 
NICE overlay. To transmit data, the sending peer first packetizes data into packets of 
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Figure 9. Architecture of P-NICE, showing the k virtual peers, 
size Pk bytes and then distributes them to the virtual peers in a round-robin manner. 
The virtual peers in turn send them over the k NICE overlays independently. To 
receive data, the virtual peers of the receiving peer first receives the packets from the 
overlays, and then resequences them in the proper order before passing them to the 
application. 
Compared to the single-overlay NICE protocol, this parallel-overlay P-NICE 
protocol allows data packets of the same ALM session to travel through different 
paths in the network. Although the k overlays may start out using similar network 
paths, the increased delay and loss due to the self-induced congestion will force some 
of the overlays to adapt and select alternative paths to deliver their sub-stream of data, 
thus relieving the link congestion. In time these k overlays will each settle on a 
different set of delivery paths so as to equalize the load across the network links. 
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6.3 Control Overheads 
The main drawback of constructing k overlays for the same ALM session is the 
increased control overheads. In the original NICE protocol, peers continue to probe 
each other periodically to monitor any changes in network conditions. When the 
measured RTT changes, it will trigger a rearrangement of the overlay topology in an 
attempt to improve performance. Worst, when one of the k overlays in P-NICE 
rearranges its overlay topology, the other overlays sharing the same links will also 
experience changes in their RTT measurements. This will trigger even more overlays 
to start rearranging their topologies, thus forming a positive feedback loop. 
To tackle this problem, we need to reduce the sensitivity of the triggering 
mechanism to short-term RTT variations while at the same time maintain its ability 
to adapt to longer-term changes in the network. We propose to smooth out the RTT 
estimates using an exponentially weighted moving average (EWMA) algorithm 
similar to the one adopted in TCP [23] for this purpose. 
Specifically, the current estimated RTT is computed from 
RTT丨={\-a)'RTTj + a- RTT. (7) 
ARTT. ={\-fi)-ARTT.+j3-i^RTT丨-WTpj (8) 
where RTTj is the measured RTT of peer j, with a and p equal to 0.125 and 0.25 
respectively [23]. The system will then use RTT. instead of RTTj in the triggering 
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mechanism. To further filter out transient variations in the RTT, the system will not 
trigger as long as the new RTT is within 
WTj - 4'ARTT丨�RTT] < RTTj + 4 • ARTTj (9) 
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Chapter 7 
PERFORMANCE EVALUATIONS OF 
P-NICE 
In this chapter, we present simulation results to evaluate the proposed P-NICE 
protocol and compare it with the original NICE protocol. A 10,000-nodes network is 
generated using GT-ITM [24]. The transit-to-transit, transit-to-stub and stub-to-stub 
link bandwidth is assigned as 100Mbps, 8Mbps and 4Mbps respectively. The 
bandwidth constraint is simulated by implementing queues in all nodes. In each node, 
separate queues are built for each link and each queue has 64KB buffer. The data 
stream is packetized into packet of 1KB each. On top of the physical network, 128 
peers are randomly attached to the nodes. The peers join the ALM session randomly 
during the first 300 seconds and the data stream is started at about 1300 seconds. Table 
2 summarizes the default system parameters used. 
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Table 2. Default System Parameters. 
Parameter Value 
Physical Node Count 10000 
Router Buffer (per link) 64 kB 
Transit-to-Transit Bandwidth 100 Mbps 
Transit-to-Stub Bandwidth 8 Mbps 
Stub-to-Stub Bandwidth 4 Mbps 
Data Packet Size, Pk 1 kB 
Peers Count 128 
Data Stream Bitrate 800 kbps 
Overlays in an ALM session, k 5 
Simulation Time 4000 s 
Simulation Trials 5 
7.1 End-to-End Packet Delivery 
Ratio 
Fig. 10 shows the end-to-end packet delivery ratio versus different data rates. Delivery 
ratio is defined as the ratio between total number of data packets received by all peers 
and the number of data packet expected to be received by all peers if all deliveries are 
successful. From the simulation result, it is clear that with only a single overlay the 
NICE protocol can achieve a data rate at only 400kbps with approximately 80% 
delivery rate. However, by using P-NICE with 5 overlays, the achievable throughput 
increases significantly to 1,200kbps with 90% delivery rate, which is three times 
higher than NICE. This result clearly shows that it is difficult to fully utilize the 
available network resources using only a single overlay network to deliver multicast 
data. 
40 
0.6 - \ 
I 0.5 -
0.4 -
0.3 士 NICE，EWMA ^^ ^^ ^^ ^^ ：^：：；：^ ""^  
0 2 - 士 NICE，Original ^ ^ ^ ^ 
0 1 P-NICE, EWMA 
‘ 一 P-NICE, Original 
Q 1 I I I I I 
0 300 600 900 1200 1500 1800 
Data Stream Bitrate (kbps) 
Figure 10. End-to-end packet delivery ratio versus data stream bitrate. 
A second observation is that the control overhead reduction algorithm in chapter 
6.3 does not result in any significant performance degradation. In fact the delivery 
ratio is slightly higher at high data rates compared to using the simple RTT-based 
algorithm in NICE. This is because topology rearrangement itself also causes data 
loss - during the time when the paths are being rearranged. Thus by reducing the 
number of frequency of topology rearrangements, which is more significant when the 
delivery ratio is low, the delivery ratio can be improved. 
7.2 Utilization of Network Links 
To pinpoint the source of the improvements in chapter 7.1，we need to study the 
utilization of the network at the link layer. Fig. 11 plots the link-layer packet loss 
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Figure 11. Link-layer packet drops rate versus data stream bitrate. 
rate versus data stream bitrate. We observe that NICE experiences significant packet 
loss when the data-rate exceeds 500kbps. With P-NICE the loss rate is less than 1% 
even at a much higher data-rate of 1,200kbps. This suggests that P-NICE can 
effectively spread the data traffic across more network links to avoid congesting a 
few links. 
This is evident in Fig. 12a, which shows the distribution of maximum utilization 
of each link throughput the simulation. It is easy to see that under NICE there is a 
substantial proportion of links operating in near full capacity (e.g., about 3% are 
running at 100% utilization). Obviously these links are congested, leading to 
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significant packet loss. By contrast, under P-NICE most of the links are operated at 
much lower utilization, with only a few (0.4%) reaching full utilization. 
Note that results in Fig. 12a merely show how many of the links, but not how 
often the links are being operated at full utilization. To investigate the latter we plot 
in Fig. 12b the distribution of maximum link utilization across time. The results show 
that in NICE over 16% of the time one or more links are being operated at full 
capacity. By contrast, in P-NICE only 0.05% of the time there exist at least one 
fully-utilized links. This shows that link utilization under P-NICE is far more 
balanced than NICE, thus resulting in the much improved delivery ratio at higher 
data-rates. 
13 Convergence Time of 
End-to-End Packet Delivery Ratio 
It would be worthwhile to investigate the convergence time of P-NICE, such that 
stable delivery paths can be established among peers. Fig. 13 shows the end-to-end 
delivery ratio versus simulation time. In this setup, we start the data stream at 300 s, 
immediately after the peers joining phase. We can observe that the end-to-end packet 
delivery ratio under P-NICE takes only about 180 s to converge to a stable value 0.98， 
proving that the overlays in P-NICE are able to evolve to a link-level load balanced 
state quickly. 
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Figure 13. End-to-end packet delivery ratio versus time. 
7.4 Effect of Number of Overlays 
The previous results for P-NICE are simulated using 5 overlays. To investigate the 
effect of the number of overlays, we repeated the same simulation for number of 
overlays ranging from 1 to 10. 
Fig. 14 and 15 plot respectively the average packet delivery ratio and the packet 
loss rate versus the number of overlays employed. We also plotted two sets of curves 
for 1 and 5 sources sending out multicast data in the ALM session. We can observe 
that the number of sources have negligible impact on the performance while 
increasing the number of overlays improves both the delivery ratio and packet loss 
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Figure 15. Link-layer packet drops rate for different k. 
rate as expected. In this particular setup we only need 5 overlays to bring the delivery 
ratio to nearly 100%. 
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7.5 End-to-End Data Delivery Delay 
With multiple overlays for data delivery, one would expect the receiver to experience 
longer data delivery delay due to the need for resequencing the data received from 
different overlays. We investigate this issue in Fig. 16 by plotting the distribution of 
end-to-end data delivery delay. Surprisingly, P-NICE in fact achieves significantly 
lower data delivery delay than NICE. In comparison, distribution of the data delivery 
delay under NICE appears to be bi-modal. This is because some links are heavily 
utilized, thus leading to higher queueing delay. Receiving peers that are up-stream of 
the congested links (represented by the first peak in Fig. 16) are not affected by the 
queueing delay and they experience much shorter data delivery delay than peers 
down-stream of the congested links (represented by the second peak in Fig. 16). 
7.6 Load Balance of Overlays 
It is worth noting that in P-NICE the overlays are all operated independently of each 
other. Nevertheless the overlays in time automatically spread themselves across the 
physical network to balance out the link utilizations. Comparing the individual 
performance of each overlays in Fig. 17，we can see that both delivery ratio and data 
delivery delay are very similar for all overlays. This suggests that the simple 
round-robin data distribution algorithm described in chapter 6.2 is sufficient to 
achieve good performance. 
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7.7 Peers Reception Quality 
Fig. 18a shows the reception quality for different peers within the same ALM session. 
For P-NICE, peers experienced data delivery delay from 0.01 s to 0.025 s while peers 
in NICE experienced a wider variation from 0.03 s to 0.08 s. This shows that the delay 
performance for different peers is more consistent when using P-NICE. The same is 
observed in delivery ratio in Fig. 18b, with peers in NICE experiencing delivery ratio 
between 40% and 60% while peers in P-NICE all achieves more than 98% delivery 
ratio. Overall, P-NICE with multiple overlays can achieve far more consistent 
performance across all receiving peers. 
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7.8 Control Overheads 
Lastly, we investigate the control overheads generated by the ALM protocols. Fig. 
19a plots the normalized overhead for 1 to 5 overlays. Normalized overhead is 
defined as the ratio between the size of all control messages and the size of all received 
data packets. The overhead for a peer is about 4kbps to 6kbps. This is quite small 
(-0.7%) when compared to the data-rate of 800kbps. Even for 5 overlays the 
normalized overheads can still be kept within 1% with the use of the control 
overhead reduction algorithm in chapter 6.3. This is further illustrated in Fig. 19b, 
which shows that the algorithm can achieve substantial savings in control overheads 
when there are multiple overlays. 
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With the growing popularity of peer-to-peer systems and applications, it is only a 
matter of time for many existing applications to migrate to decentralized architectures. 
In this study, we investigated the problems in distributing multimedia data, under 
decentralized architectures, in multicast-enabled and unicast-only networks. We first 
tackled the transmission scheduling and synchronization challenges in decentralizing 
periodic broadcasting schemes for large-scale video streaming applications in 
multicast-enabled networks. The early results are very encouraging and more work is 
needed to further investigate (a) the decentralization of more sophisticated periodic 
broadcasting algorithms; and (b) applications other than streaming (e.g., software 
update, data distribution). 
Next, we extended an ALM protocol, NICE, to use parallel overlays to achieve 
better utilization of the network links. This enables the delivery of higher data-rate 
multicast data through the unicast-only network without causing congestion. To 
compensate for the increased control overheads, a new algorithm to smooth out the 
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measured RTT and to filter short-term random variations is introduced to reduce the 
number and frequency of triggering topology rearrangements. The future work is to 
equip the protocol with more intelligence so that it can automatically determine and 
adapt the optimal number of overlays to use for a certain application/network. 
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