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Abstract
This paper surveys how the maximum adjacency (MA) ordering of the vertices in a graph can
be used to solve various graph problems. We 4rst explain that the minimum cut problem can
be solved e5ciently by utilizing the MA ordering. The idea is then extended to a fundamental
operation of a graph, edge splitting. Based on this, the edge-connectivity augmentation problem
for a given k (and also for the entire range of k) can be solved e5ciently by making use of
the MA ordering, where it is asked to add the smallest number of new edges to a given graph
so that its edge-connectivity is increased to k. Other related topics are also surveyed. ? 2002
Elsevier Science B.V. All rights reserved.
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1. Introduction
This paper surveys how the maximum adjacency (MA) ordering of vertices of a
graph can be used to solve various graph problems. Let an undirected multigraph (i.e.,
an undirected graph with integer edge weights) be given, which has n vertices. An or-
dering v1; v2; : : : ; vn of vertices is called an MA ordering if an arbitrary vertex is chosen
as v1, and after choosing the 4rst i vertices v1; : : : ; vi, the (i+1)th vertex vi+1 is chosen
from the vertices u that have the largest number of edges between {v1; : : : ; vi} and u.
The ordering was proposed in [20,69] to compute a sparse k-edge (resp., k-vertex)
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connected spanning subgraph in a given k-edge (resp., k-vertex) connected graph. It
was called a legal ordering in [20], and the name “MA ordering” was coined by Matula
[67]. The MA ordering is identical with the maximum cardinality ordering which was
discovered by Tarjan and Yannakakis [87] to test the chordality of graphs. But in an
MA ordering, we also label the edges in order to decompose the graph into spanning
forests (see Section 2.2).
An important property of an MA ordering is that it identi4es a minimum cut between
some two vertices, which are speci4ed by the ordering. Based on this, we can solve
the minimum cut problem of a graph in O(mn + n2 log n) time [70,76], where n and
m are the numbers of vertices and edges, respectively. This is an improvement over
the conventional minimum cut algorithms which execute the computation of maximum
Jows n times [1,37]. The idea is then extended to a fundamental operation of a graph,
edge splitting [71,78]. Based on the new edge splitting algorithm, the edge-connectivity
augmentation problem can also be solved e5ciently. The edge-connectivity augmenta-
tion problem asks to add to a given graph the smallest number of new edges so that
the edge-connectivity of the resulting graph is increased to a target k. This problem has
important applications such as the network construction problem [84], the rigidity prob-
lem in grid frameworks [3,27], the data security problem [29,56] and the rectangular
dual graph problem in Joor-planning [88].
The edge-connectivity and vertex-connectivity augmentation problems were 4rst stud-
ied in 1976 by Eswaran and Tarjan [15] and Plesnil [82], and both problems were
shown to be polynomially solvable for k = 2. For general k, Watanabe and Nakamura
[89] established in 1987 a min–max theorem for the edge-connectivity augmentation
problem, based on which they gave an O(k2(kn + m)n4) time algorithm. Afterwards,
Frank [17] gave a uni4ed approach to various edge-connectivity augmentation problems
by making use of the edge-splitting theorems of LovNasz [62,63] and Mader [64,65].
Then Nagamochi and Ibaraki [75] proposed an O((nm+ n2 log n) log n) time algorithm
for the edge-connectivity augmentation problem for a given target k, by combining
their minimum cut algorithm and the approach of Frank. If the graph under consider-
ation is weighted by real numbers, this algorithm can be further simpli4ed and can be
extended to solve the edge-connectivity augmentation problem for the entire range of
targets k in O(nm+ n2 log n) time [75].
This paper 4rst de4nes the MA ordering and reviews its properties in Section 2. Then
Section 3 describes the new minimum cut algorithm and its application to edge splitting.
In Sections 4 and 5, we show how to extend the minimum cut algorithm to solve the
edge-connectivity augmentation problem for integer weighted and real-weighted graphs,




Let G = (V; E) be an undirected graph with a vertex set V and an edge set E.
The vertex set and the edge set of a graph G may be denoted by V [G] and E[G],
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Fig. 1. An integer-weighted graph G = (V; E).
respectively. A singleton set {x} is sometimes written as x. The notation ⊆ (resp., ⊂)
denotes the set inclusion (resp., proper set inclusion). For two nonempty and disjoint
subsets X; Y ⊆ V; let EG(X; Y ) denote the set of edges between X and Y , and dG(X; Y )
denote its cardinality |EG(X; Y )|. In particular, they are also written as EG(X ) and
dG(X ), respectively, if Y = V − X . If a= (u; v) is an edge of G, then u (resp., v) is a
neighbor of v (resp., u) and u; v are said to be the end vertices of a. Edges with the
same pair of end vertices are called multiple edges. A graph is called a multigraph if
it is allowed to have multiple edges; simple otherwise. We denote
n= |V |; e = |E|; m= |{(x; y) |dG(x; y)¿ 1}|:
The input size of a multigraph G=(V; E) can be measured by n and e. However, it can
also be represented by an edge-weighted graph having integer multiplicity dG(u; v) as
the weight of edge (u; v). In this case, the input size if O(n+m) (under the assumption
that the logarithm of the maximum weight is constant), and this measure will be used in
the rest of this paper. For example, Fig. 1 shows an integer weighted graph, which can
be viewed as a multigraph having the multiplicity equal to its edge weight. Throughout
this paper, we understand that a graph is a multigraph, unless otherwise speci4ed, except
that, in Section 5, we deal with a graph whose edges are weighted by real numbers.
Such a graph will be called a real weighted graph to distinguish it from an integer
weighted graph.
We call EG(X ) (or X ), satisfying ∅ =X ⊂ V; a cut, and de4ne its value by dG(X ).
A cut X separates vertices u and v if u∈X and v ∈ X (or u ∈ X and v∈X ). It is
known that the cut function dG always satis4es the following submodular inequality:
dG(X ) + dG(Y )¿dG(X ∩ Y ) + dG(X ∪ Y ); (1)
where dG(∅)=0 is assumed for convenience. A graph is called k-edge-connected if the
value of any cut is at least k. The minimum value among all the cuts that separate two
vertices u and v is called the local edge-connectivity between u and v, and is denoted
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by G(u; v). By the well-known theorem of Menger, G(u; v) is equal to the maximum
number of edge disjoint paths between u and v in G (e.g., [1,37]). The minimum value
among all the cuts in G is called its edge-connectivity. Finally, for a subset X ⊆ V;
de4ne the inner edge-connectivity of X by
G(X ) = min{dG(X ′) | ∅ =X ′ ⊂ X }:
In particular, G(V ) is equivalent to the edge-connectivity of G.
For a connected graph G=(V; E), a subset S ⊂ V is called a vertex-cut if G−S has
at least two connected components, and G is called k-vertex-connected if |V |¿ k + 1
and there is no vertex-cut S with size k − 1. The maximum number of vertex-disjoint
paths from u to v is called the local vertex-connectivity between u and v, and is denoted
by G(u; v) (if u and v are not adjacent, then G(u; v) is equal to the minimum size
of vertex-cuts separating u and v).
2.2. MA ordering
For any pair of vertices u; v∈V in a graph G, we can compute the local edge-
connectivity G(u; v) by using the conventional maximum Jow algorithm (e.g.,
[1,37,84]). However, the local edge-connectivity G(u; v) for some pair u; v∈V (which
are speci4ed by the algorithm) can be computed by a signi4cantly simpler method. An
ordering v1; v2; : : : ; vn of vertices in G is called an MA ordering if it satis4es
dG({v1; v2; : : : ; vi}; vi+1)¿dG({v1; v2; : : : ; vi}; vj); 16 i¡ j6 n:
Such an ordering can be found by choosing an arbitrary vertex v1, and choosing a vertex
u∈V − {v1; : : : ; vi} that has the largest number of edges between {v1; : : : ; vi} and u as
the (i+1)th vertex vi+1 after choosing the 4rst i vertices v1; : : : ; vi. For example, an MA
ordering of the graph G in Fig. 1 is obtained as v1 = u1; v2 = u2; v3 = u5; v4 = u6; v5 = u4
and v6 = u3 (see Fig. 2).
By using the data structure of Fibonacci heap [23], an MA ordering starting from
an arbitrarily chosen vertex v1 can be obtained in O(n+ e) or in O(m+ n log n) time
[70]. The following property of an MA ordering is the starting point of the rest of
development.
Fig. 2. An MA ordering for the graph G in Fig. 1.
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Theorem 2.1 (Nagamochi and Ibaraki [70]). For a graph G=˙(V; E); let x = vn−1 and
vn be the last two vertices in an MA ordering. Then (i) G(x; vn) = dG(vn).
(ii) G(x; vn) = dG(vn) if G is simple and unweighted.
(The above results are originally proved for the case where x is the vertex vp with
the largest index p which is adjacent to vn. However, this case implies the theorem
because adding an edge between vn−1 and vn preserves the MA ordering.)
Theorem 2.1(i) says that X = {vn} is a minimum cut that separates vn−1 and vn.
We 4rst outline below a proof of this theorem when G is a multigraph before giving
a short proof for G with edges weighted by real numbers.
It is trivial from the de4nition to see G(vn−1; vn)6dG(vn).
To show the converse, G(vn−1; vn)¿dG(vn); we consider the following decompo-
sition of the edge set E of G. First choose an arbitrary maximal forest F1 ⊆ E in
G; then choose a maximal spanning forest F2 ⊆ E − F1 in G − F1, where G − F1
is a brief notation of the graph (V; E − F1). Similarly, let Fi be a maximal spanning
forest in G − (F1 ∪ · · · ∪ Fi−1) for i = 3; 4; : : : : An MA ordering actually provides
such a decomposition. For each i = 2; : : : ; n; consider the set EG({v1; : : : ; vi−1}; vi) of
edges between {v1; : : : ; vi−1} and vi, and let ei;k ∈EG({v1; : : : ; vi−1}; vi) be the edge that
appears as the kth edge when the edges in EG({v1; : : : ; vi−1}; vi) are arranged in the
order ei;1=(vj1 ; vi); ei;2=(vj2; vi); : : : ; ei;p=(vjp ; vi), where 16 j16 j26 · · ·6 jp holds.
By letting
Fk = {e2; k ; e3; k ; : : : ; en;k}; k = 1; 2; : : : ; |E| (2)
(some of ei;k may be void), we have a partition (F1; : : : ; F|E|) of E. Then it is not
di5cult to see from the de4nition of an MA ordering that (V; Fi) is a maximal spanning
forest in G − (F1 ∪ F2 ∪ · · · ∪ Fi−1). Notice that exactly one edge en;k from each
Fk; k = 1; : : : ; dG(vn) is incident to the last vertex vn. Now suppose that there is an
edge between vn−1; vn (otherwise we can add such an edge without destroying the MA
ordering). Then vn−1 and vn are connected in FdG(vn) by edge en;dG(vn) = (vn−1; vn).
Thus, by the maximality of the forests (as edge sets), vn−1 and vn are connected (by a
path) in each Fk with k ¡dG(vn). Hence, there are at least dG(vn) edge-disjoint paths
between vn−1 and vn; implying G(vn−1; vn)¿dG(vn).
For example, we have such spanning forests F1; : : : ; F10 in the MA ordering in
Fig. 2, where
F1 = {(u2; u1); (u5; u1); (u6; u1); (u4; u1); (u3; u2)};
F2 = {(u2; u1); (u5; u1); (u6; u5); (u4; u1); (u3; u2)};
F3 = {(u2; u1); (u5; u2); (u6; u5); (u4; u1); (u3; u6)};
F4 = {(u2; u1); (u5; u2); (u6; u5); (u4; u5); (u3; u4)};
F5 = {(u6; u5); (u3; u4)};
F6 = {(u6; u5); (u3; u4)};
F7 = {(u6; u5); (u3; u4)};
F8 = {(u6; u5); (u3; u4)};
F9 = {(u6; u5); (u3; u4)};
F10 = {(u3; u4)}:
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An MA ordering has the following hierarchical structure. For the above forests
F1; F2; : : : ; consider the spanning subgraph Gk = (V; F1 ∪ F2 ∪ · · · ∪ Fk); k = 1; 2; : : : :
We easily see that the MA ordering v1; : : : ; vn for G remains to be an MA ordering for
all Gk . Therefore, it holds Gk (vn−1; vn) = dGk (vn) = k for 16 k6dG(vN ).
Although the above proof works when G is a multigraph or edge weighted by
integral (or rational) numbers, it is shown [70] that Theorem 2.1(i) remains valid even
for real edge weights using some technical argument by approximating real numbers
with rational numbers. The correctness of this theorem has been proved by several
researchers [19,24,70,76,77,86]. To complete the proof of Theorem 2.1(i), we describe
a simple proof for the case of real weights, which is due to Frank [19] (the proof
is also found in [12]). We proceed by an induction on the numbers of vertices. The
theorem is true for |V | = 2. Let n = |V | for a given graph G = (V; E), and assume
that the theorem holds for all graphs which have n′(¡n) vertices. Consider an MA
ordering v1; v2; : : : ; vn−2; vn−1; vn in G. As observed in the above, we can assume that
the last two vertices are not adjacent, and dG({v1; : : : ; vn−2}; vn−1) = dG(vn−1) and
dG({v1; : : : ; vn−2}; vn) = dG(vn) holds. Notice that the ordering v1; v2; : : : ; vn−2; vn−1 is
an MA ordering in the graph G − vn obtained from G by deleting vn; and hence by
inductive hypothesis G−vn(vn−2; vn−1) = dG−vn(vn−1)(=dG(vn−1)). Similarly, we have
G−vn−1 (vn−2; vn)=dG−vn−1 (vn)(=dG(vn)) since v1; v2; : : : ; vn−2; vn is an MA ordering in
G−vn−1. Therefore, we obtain G(vn−1; vn)¿min{G−vn(vn−2; vn−1); G−vn−1 (vn−2; vn)}
= min{dG(vn−1); dG(vn)} = dG(vn) (by the choice of vn−1 in the MA ordering). This
proves Theorem 2.1(i).
In fact, we can actually compute the maximum Jow with Jow value dG(vn) between
vn−1 and vn in time complexity O(m log n) by using the hierarchical structure of MA
orderings [77]. Based on the fact that all minimum cuts separating vn−1 and vn can
be obtained in linear time from the maximum Jow between them [81], all minimum
cuts with value (G) and the corresponding cactus structure (introduced by Dinits et
al. [13]), which is a compact representation of all minimum cuts in G, can be com-
puted in O(nm log n) time without relying on the conventional maximum Jow algorithm
[79].
An MA ordering is also used to 4nd a sparse spanning subgraph of a given graph
while preserving the vertex and edge-connectivities of the original graph G [20,69].
Theorem 2.2. For an unweighted multigraph G=(V; E); let a set of forests F1; F2; : : : ;
F|E| be the partition of E obtained from an MA ordering by (2); where Fi=Fi+1=· · ·=
F|E|=∅ possibly holds for some i. Let Gk =(V; F1∪F2∪ · · ·∪Fk); for k=1; 2; : : : ; |E|.
Then each Gk has at most k(|V | − 1) edges and satis6es
(i) Gk (u; v)¿min{G(u; v); k} for all u; v∈V ;
(ii) Gk (u; v)¿min{G(u; v); k} for all u; v∈V if G is simple.
Since the above decomposition of G into forests F1; : : : ; F|E| can be found in O(m+
n log n) time, such Gk is widely used as a fast preprocessing for sparsifying a given
graph G, in order to reduce the time complexity of many graph connectivity algorithms
(see [25,28,31,58,66] for its applications). A graph search for 4nding such partition of
E in Theorem 2.2 is studied by Cheriyan et al. [10].
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3. Computing a minimum cut and an edge splitting
3.1. A minimum cut algorithm
Based on Theorem 2.1(i), we can compute a minimum cut of a given graph G=(V; E)
as follows [70]:
Algorithm MIN-CUT
Input: A graph G = (V; E).
Output: A minimum cut X in G.
Step 1: Let G1:=G and i:=1.
Step 2: while i¡n do
Compute the local edge-connectivity Gi(ui; vi)=dG(vi) for the last two
vertices ui; vi ∈Gi, in an MA ordering of Gi (where vi is assumed to be
the last vertex), and contract vertices ui, vi into a single vertex, denoting
the resulting graph by Gi+1. Let i:=i + 1.
end =* while *=
Step 3: Find i = i∗ that minimizes Gi(ui; vi) among all i = 1; 2; : : : ; n− 1. Then
output the set of vertices X contracted to vi∗ before obtaining Gi∗ .
It is not di5cult to see that
(G) = min{Gi(ui; vi) | i = 1; 2; : : : ; n− 1} (3)
holds, because, for each i, either a minimum cut separating ui and vi in Gi is also a
minimum cut of Gi, or a minimum cut of Gi is given as a minimum cut of Gi+1. If the
i = i∗ that attains the minimum of (3) is identi4ed, then a minimum cut X ⊂ V of G
is obtained as the set of all the vertices contracted into the vertex vi∗ (i.e., dGi∗ (vi∗)=
dG(X ) holds). The running time of this minimum cut algorithm is O(n(m+ n log n)).
Theorem 3.1. For a given graph G=(V; E); algorithm MIN-CUT outputs a minimum
cut of G in O(nm+ n2 log n) time.
In this decade, there has been a signi4cant progress in the study of how to compute
a minimum cut of a graph, from both practical and theoretical view points. Beside the
above MIN-CUT, the following new algorithms may be worth mentioning.
(a) For a digraph with root s, we can consider a minimum cut that has a minimum
number of arcs from X to V − X over all X with s∈X ⊂ V . Such a minimum
cut X can be found in O(m log(n2=m)) time due to Gabow’s matroidal approach
[25], where  is the value of a minimum cut. This algorithm can also be used to
compute a minimum cut in an undirected graph.
(b) For a real weighted digraph with root s, a minimum cut can be computed in
O(mn log(n2=m)) time, due to Hao and Orlin’s maximum Jow algorithm [30].
Similarly to (a), this algorithm can also be used as an O(mn log(n2=m)) time
minimum cut algorithm for an undirected graph.
(c) For a weighted undirected graph, all minimum cuts can be computed in O˜(n2)
time by a randomized algorithm by Karger and Stein [60,61]. The running time
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was reduced to almost linear by Karger [57]. Also an NC algorithm was found for
this problem [59].
Practical performance of these algorithms (including the above MIN-CUT) has been
extensively and systematically studied in [8]. According to this report, a heuristic pro-
posed by Padberg and Rinaldi [80] for reducing a given graph is eVective in practice.
The algorithm by Hao and Orlin, followed by MIN-CUT, is practically most e5cient
for many benchmark graphs.
Recently, extensions of algorithm MIN-CUT to the minimization of the class of sym-
metric submodular functions (and a slightly wider class of functions, called posi-modular
and sub-modular functions) were discussed in [72,73,83,85].
Now suppose that, given a graph G′=(V ′; E′), a designated vertex s∈V ′ and k¿ 0,
we want to test whether the inner edge-connectivity satis4es G′(V ′ − s)¿ k or not.
This can be done by slightly modifying MIN-CUT. The key point here is to compute
an MA ordering starting from v1 = s.
Algorithm CONTRACT
Input: A graph G′ = (V ′; E′), a designated vertex s∈V ′ and a real k¿ 0.
Output: Yes if G′(V ′ − s)¿ k holds; otherwise No.
Step 1: If there is a vertex v∈V ′ − s with dG′(v)¡k, then halt after outputting No.
Step 2: H :=G′;
while |V [H ]|¿ 4 do
Find a pair of vertices v; w∈V [H ]− s such that H (v; w)¿ k (by
applying an MA ordering). Then contract them into a single vertex x∗,
and denote the resulting graph also by H . Let X ∗ ⊂ V ′ denote the set of
all vertices contracted into x∗ so far. If dH (x∗)¡k, then halt after
outputting No (since dH (x∗) = dG′(X ∗)¡k is detected).
end =* while *=
Step 3: =* H has at most three vertices *= Halt after outputting Yes.
The correctness of Step 1 is immediate. In Step 2, before starting the while loop in
each iteration, we see by induction that graph H satis4es dH (u)¿ k for all u∈V [H ]−s.
Hence a pair of v; w∈V [H ]−s with H (v; w)¿ k can be found as the last two vertices
in an MA ordering with v1 = s (we start from v1 = s to avoid the case in which vertex
s is used as one of the contracted vertices). By theorem 2.1(i), it holds H (v; w) =
dH (w)¿ k. Since this tells that no cut with value less than k separates v and w, all
the cuts with values less than k (if such cuts exist) remain in H after contracting v
and w. By induction, this shows that CONTRACT runs correctly. Its running time is
O(nm+ n2 log n).
3.2. Edge-splitting theorem
The operation of an edge splitting in a graph G′ = (V ′; E′) at s∈V ′ is to replace
two edges (u; s) and (s; w) incident to a vertex s with a single edge (u; w). For a
real weighted graph G′ = (V ′; E′), the de4nition is extended as follows. For two ver-
tices u; v∈V ′− s (possibly u= v) and a nonnegative real 6min{dG′(s; u); dG′(s; v)},
we decrease weights dG′(s; u) and dG′(s; v), respectively, by , and increase weight
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dG′(u; v) by  (after introducing a new edge (u; v) of zero weight if there was no
edge (u; v)). After splitting by , the value of a cut in G′ either remains unchanged or
decreases by 2. Clearly the original edge-splitting for an integer weighted graph can
be regarded as an extended edge-splitting with = 1.
Let the given graph G′ = (V ′; E′) satisfy G′(V ′ − s)¿ k. Then splitting edges
(s; u) and (s; v) by  is called (k; s)-feasible if the resulting graph G′′ also satis4es
G′′(V ′ − s)¿ k. The next theorem is due to LovNasz (see also [17] for a diVerent
proof).
Theorem 3.2 (LovNasz [62,63]). (a) Let G′=(V ′; E′) be a graph; s∈V ′ be a designated
vertex with even dG′(s); and k be an integer with 26 k6 G′(V ′ − s). Then for any
neighbor u of s; there are a neighbor v of s and an integer ¿ 1 such that splitting
(s; u) and (s; v) by  is (k; s)-feasible.
(b) Let G′=(V ′; E′) be a real weighted graph, s∈V ′ be a designated vertex, and k
be a real number with 06 k6 G′(V ′− s). Then for any neighbor u of s, there are a
neighbor v of s and a ¿ 0 such that splitting (s; u) and (s; v) by  is (k; s)-feasible,
and, after this splitting, the pair (s; u) and (s; v) is no longer splittable.
A sequence of splitting of edges incident to a designated vertex s is called a complete
splitting if no edge is incident to s after the splittings. By repeatedly applying Theorem
3.2(a), we can obtain a complete (k; s)-feasible splitting at a vertex s with even dG′(s).
It is shown in [71,78] that such a complete (k; s)-feasible splitting can be obtained in
O((nm + n2 log n) log n) time by applying a modi4cation of algorithm CONTRACT
(which will be called AUGMENT, and will be described in Section 4.2) O(log n)
times. The description of these edge-splitting algorithms will be given in Section 4.2.
There is the corresponding edge-splitting theorem in a digraph [65], where splitting
two directed edges (u; s) and (s; v), one has head s and the other has tail s, means
replacing them with a single directed edge (u; v) which tail u and head v. Other exten-
sions of these edge splitting theorems have been studied in [2–4,14,27,40,46,52,64,68].
4. Edge-connectivity augmentation problem for a target k
In this section, we 4rst describe the approach by Frank for solving the edge-
connectivity augmentation problem, and then explain in the second subsection how
to implement his algorithm to make it run e5ciently. This is based on the e5cient
edge splitting algorithm to be described in the last subsection.
4.1. Edge-connectivity augmentation
Given a graph G and an integer k¿ 2, called a target, we consider the problem of
4nding the smallest number of edges to be added to G to obtain a k-edge-connected
graph, where we allow multiple edges in the resulting graph. A family X of mutually
disjoint subsets of V is called a subpartition of V . The next min–max result, which was
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a cornerstone in the study of connectivity augmentation problems, is due to Watanabe
and Nakamura [89].
Theorem 4.1 (Watanabe and Nakamura [89]). For a graph G= (V; E) and an integer




(k − dG(X )); (4)
where the maximum is taken over all nonempty subpartitions X of V . Then the
minimum number of edges to be added to make G k-edge-connected is equal to
!k(G)=2.
Now we prove this theorem by following the argument of Frank [17], which
also provides an e5cient algorithm for the edge-connectivity augmentation problem.
First, let a subpartition X realize the maximum of (4) (here k − dG(X )¿ 0 can be
assumed for all X ∈X, since any cut X with k−dG(X )6 0 can be discarded from X).
Then !k(G)=2 edges are necessary to made G k-edge-connected, because each
k −dG(X ) in the summation (4) shows the de4ciency for the cut X with respect to k,
and adding one edge can reduce the de4ciency of at most two distinct cuts in X by 1,
respectively.
Thus, the crucial part is to prove that !k(G)=2 edges are su5cient to make G
k-edge-connected. For this, we follow the algorithmic proof by Frank [17], which is
based on LovNasz’s edge-splitting theorem (Theorem 3.1).
Algorithm INCREASE
Input: A graph G = (V; E) and an integer k¿max{G(V ) + 1; 2}.
Output: A k-edge connected graph G∗k optimally augmented from G.
Step 1: Add to G = (V; E) a new vertex s together with edges of integer
weights between s and some vertices in V so that the resulting graph
G′k = (V
′ = V ∪ {s}; E′) satis4es the next conditions (i) and (ii):
Optimality conditions:
(i) G′k (V
′ − s)¿ k (i.e., G′k (x; y)¿ k for all x; y∈V ).
(ii) The weight dG′k (s; v) of each edge (s; v) incident to s is minimal in
the sense that decreasing weight dG′k (s; v) by any amount "¿ 0
violates (i).
If the degree dG′k (s) is odd, then choose an arbitrary vertex v1 ∈V and
increase the weight of edge (s; v1) by 1.
Step 2: Let G′k be the graph obtained in Step 1. Now dG′k (s) is even, and it
holds 26 k6 G′k (V
′ − s). By LovNasz’s theorem, there is a complete (k; s)-
feasible edge-splitting at s in G′k . Then output the graph G
∗
k obtained by the
complete splitting, ignoring the isolated vertex s.
We 4rst note that it is easy to 4nd a set of weighted edges incident to s that satis4es
the above optimality conditions. For example, after adding an edge of weight k between
s and each vertex in V , decrease each of their as long as (i) holds. However, we shall
present in the next subsection a more systematic e5cient method.
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To execute Step 2, recall that LovNasz’s theorem says that the output graph G∗k is
k-edge connected, and we can view the split edges as the edges added to the original
graph G. We now show that the output graph G∗k is in fact optimally augment from
G.
The sum of the weights of added edges in G∗k is the half of the original degree
of vertex s in G′ (or the degree plus one if it is odd) after Step 1; i.e.,  12dG′k (s).
Thus, to prove the optimality of G∗k , it su5ces to show that dG′k (s)6 !k(G). For this,
we introduce some terminology. In a graph G′ = (V ∪ {s}; E′), a cut X ⊂ V is called
(k; s)-semi-critical if
dG′(s; X )¿ 0; k6dG′(X )6 k + 1 and G′(X )¿ k:
A (k; s)-semi-critical cut X ⊂ V is called (k; s)-critical if dG′(X ) = k. A family X =
{X1; X2; : : : ; Xp} of mutually disjoint subsets Xi ⊂ V is called a subpartition (possibly
X=∅). If every neighbor of s belongs to a subset Xi ∈X (i.e.,
∑p
i=1 dG(s; Xi)=dG(s)),
then X is called a covering subpartition. A subpartition X is called (k; s)-critical (resp.,
(k; s)-semi-critical) if every Xi ∈X is (k; s)-critical (resp., (k; s)-semi-critical) or X=∅.
Consider the graph G′k after Step 1 of INCREASE, in which any neighbor v of s is
contained in some cut X ⊂ V with dG′k (X )= k by optimality condition (ii). Such a cut
X is (k; s)-critical, since G′k satis4es G′k (X )¿ k by optimality condition (i). Thus, any
neighbor v of s is contained in a (k; s)-critical cut Xv ⊂ V . We then choose a minimal
family X′ ⊆ {Xv | v is a neighbor of s in G′k} under the constraint that X′={X1; : : : ; Xp}
is covering. If Xi ∩Xj = ∅ holds for some Xi; Xj ∈X′, then we modify X′ by replacing
Xi and Xj with Xi − Xj and Xj − Xi. We see that, after this modi4cation, X′ remains
covering since properties dG′k (Xi − Xj) = dG′k (Xj − Xi) = k and dG′k (s; Xi ∩ Xj) = 0
follow from the optimality condition (i) and the submodularity (1) of cut function
dG′k (note that dG′k (Xi) = dG′k (Xj) = k by assumption, dG′k (Xi − Xj); dG′k (Xj − Xi)¿ k
by optimality condition (i), and dG′k (Xi) + dG′k (Xj)¿dG′k (Xi − Xj) + dG′k (Xj − Xi) +
2dG′k (Xi ∩ Xj; V ′ − (Xi ∪ Xj)) by (1).) By repeatedly modifying X′ until it contains
only mutually disjoint cuts, we obtain a (k; s)-critical covering subpartition X′ until it
contains only mutually disjoint cuts, we obtain a (k; s)-critical covering subpartition X′
in G′k . Denote the resulting X
′ by X. Now, optimality condition (ii) is rewritten as
the following condition:
Optimality condition
(ii′) G′k has a (k; s)-critical covering subpartition X.
For each cut X ∈X in (ii′), dG′k (s; X ) represents the de4ciency for cut X with respect




dG′k (s; X ) =
∑
X∈X
(k − dG(X ))6 !k(G):
This proves the optimality of G∗k and hence the correctness of Theorem 4.1.
4.2. E;cient implementation of INCREASE
Now we consider how to execute INCREASE e5ciently. For this, we 4rst show
that Step 1 of INCREASE can be implemented by using a modi4cation of algorithm
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CONTRACT. Let G′ = (V ∪ {s}; E) be the graph obtained from G by adding a vertex
s, and apply CONTRACT to G′ with parameter k. CONTRACT halts whenever it
4nds a cut X with value less than k. In this case, we modify CONTRACT so that it
continues the execution after increasing the value of the detected cut X up to k by
adding weighted edges between s and X . More precisely, in Step 1 of CONTRACT,
we add to G′ an edge (s; v) with weight dG′(s; v) = k − dG′(v) if dG′(v)¡k holds. In
Step 2, if dH (x∗)¡k holds, then we choose an arbitrary vertex x′ ∈X ∗ and increase
the weight of edge (s; x′) (resp., (s; x∗)) by k − dH (x∗) in G′ (resp., in H).
Let us call the modi4ed algorithm AUGMENT, which is described as follows:
Algorithm AUGMENT
Input: A graph G′ = (V; E) and a real k¿ 0.
Output: A graph G′k which satis4es the optimality conditions (i) and (ii
′), and
a (k; s)-critical covering subpartition X of G′k .
Step 1: Let U = {u1; u2; : : : ; up} be the set of vertices ui ∈V such that dG(ui)¡k;
V ′ = V ∪ {s}; E′:=E ∪ {(s; u1); : : : ; (s; up)};
for each ui ∈U do
dG′(s; ui):=k − dG(ui)
end; =∗ for ∗=
Let G′ = (V ′; E′) be the resulting edge-weighted graph;
X:={{u1}; {u2}; : : : ; {up}}; =∗ possibly X = ∅∗=
Step 2: H :=G′;
while |V [H ]|¿ 4 do =∗dH (u)¿ k holds for all vertices u∈V [H ]− s∗=
Find two vertices v; w∈V [H ]− s such that H (v; w)¿ k;
=∗ Such v; w can be obtained by applying an MA ordering ∗=
Contract v and w in H into a single vertex x∗, and let H be the resulting
graph; if dH (x∗)¡k then
Let X ∗(⊆ V ′ − s) denote the set of vertices that have been contracted
into x∗ so far;
Choose an arbitrary vertex u∈X ∗, and let dG′(s; u):=dG′(s; u) + k−
dH (x∗) (after letting E′:=E′ ∪ {(s; u)} and dG′(s; u):=0, if
(s; u) ∈ E[G′]); Let G′ be the resulting graph;
Let H denote the graph obtained from H by setting dH (s; x∗):=
dH (s; x∗) + k − dH (x∗) (after creating edge (s; x∗) in H and letting
cH (s; x∗):=0, if (s; x∗) ∈ E[H ]);
X:=X ∪ {X ∗}, after discarding all X ′ with X ′ ⊂ X ∗ from X
end; =∗ if ∗=
end =∗ while ∗=
Step 3: Output G′k :=G
′ and X.
Let G′k be the graph output by AUGMENT. Then G
′
k satis4es G′(V
′−s)=G′k (V )¿ k
(i.e., optimality condition (i)). It is not di5cult to see that if a cut X ∗ with value less
than k is found and its value is increased up to k during Step 2 of AUGMENT,
then the cut X ∗ becomes (k; s)-critical in G′. Thus, each neighbor of s is always
contained in some (k; s)-critical cut in G′ during AUGMENT. This implies that opti-
mality condition (ii′) holds in the output graph G′k . AUGMENT runs in the same time
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Fig. 3. The graph G′k obtained from G of Fig. 1 by applying AUGMENT for k = 13, where subsets of
vertices circled by broken lines form a (k; s)-critical covering subpartition X.
complexity O(nm + n2 log n) as that of CONTRACT. As an example, Fig. 3 shows
the graph G′k obtained from the graph G in Fig. 1 by applying AUGMENT for target
k=13. A (k; s)-critical covering subpartition in G′k is given by X={{u1}; {u2}; {u3; u4};
{u5; u6}}.
Now we turn to Step 2 of INCREASE. This step can be executed in O((nm +
n2 log n) log n) time by using an algorithm [71,78] for 4nding a complete (k; s)-feasible
splitting at s. A description of this edge splitting algorithm will be given in the next
subsection (as it uses algorithm AUGMENT of this subsection).
It is also interesting to note that, after Step 1 of INCREASE, we already know the
optimal value (i.e., the minimum sum of weights of edges to be added to G′) to obtain
a k-edge-connected graph.
4.3. Edge-splitting algorithm
In this subsection, we sketch the edge-splitting algorithms proposed in [71,78]. Let
G′ = (V ′ = V ∪ {s}; E′) and k satisfy Theorem 3.2 (i.e., G′(V ′ − s)¿ k). Then we
split arbitrarily all edges incident to s to obtain a complete splitting (which is not
necessarily (k; s)-feasible). Let GI denote the resulting graph and let B be the set of
edges created by the complete splitting.
Suppose that Step 2 of algorithm AUGMENT is applied to the resulting graph
G′:=GI and the k (where X is set to be empty) to test whether the above complete
splitting at s is (k; s)-feasible or not (i.e., GI (V ′ − s)¿ k holds or not). If GI (V ′ −
s)¿ k, then Step 2 of AUGMENT outputs X= ∅ without 4nding any cut X ⊂ V ′ − s
with its value less than k. In this case, we conclude that the complete splitting is
(k; s)-feasible.
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On the other hand, if GI (V ′ − s)¡k, then a cut X ∗ ⊂ V ′ − s with dGI (X ∗)¡k
is detected in the while-loop of Step 2. For this cut X ∗, the subgraph GI [X ∗] induced
from GI by X ∗ must contain at least  12 (k − dGI (X ∗)) edges in B. This is because
the original assumption G′(V ′ − s)¿ k implies that splitting  pairs of edges (s; u)
and (s; v) in G′ decreases cut value dG′(X ∗)¿ k by 2 only when {u; v} ⊆ X ∗ holds.
We now say that an edge (u; v) in a graph is hooked up at a vertex s if we replace
the edge (u; v) with two new edges (s; u) and (s; v). We then increase the cut value
of X ∗ at least to k by hooking up  12 (k − dGI (X ∗)) edges in B ∩ E(GI [X ∗]) (instead
of increasing dG′(s; u) up to k for some u∈X ∗, as in the original AUGMENT). This
modi4ed iteration of the while-loop is repeated while |V [H ]|¿ 4 holds.
Let GII be the graph obtained from GI by hooking up all the chosen edges for
all the cuts X ∗ with dGI (X ∗)¡k found in the above process. As a byproduct of
this computation, a (k; s)-semi-critical covering subpartition Y in GII can be found by
retaining all the detected cuts X ∗ and choosing all the maximal ones among them. The
detail is described as follows:
Algorithm HOOK-UP
Input: A graph GI = (V ′ = V ∪ {s}; EI ), a designated vertex s∈V with dGI (s) = 0,
and a set B ⊆ EI .
Output: A graph GII obtained from GI by hooking up some edges in B, where GII
satis4es GII (V ′ − s)¿ k, and a (k; s)-semi-critical covering subpartition Y in GII .
Step 1: H :=GI ;Y:=∅; B′:=∅; =∗B′ denotes the set of edges to be hooked up. ∗=
Step 2: while |V [H ]|¿ 4 do
Find vertices v; w∈V [H ]− s with H (v; w) = dH (w)¿ k;
=∗ Such v; w can be found by an MA ordering. ∗=
Contract v and w into a single vertex x∗ and let H be the resulting graph;
if dH (x∗)¡k then
Let X ∗ ⊆ V ′ − s be the set of all vertices contracted so far into x∗;
Choose a set WB ⊆ B of arbitrary  12 (k − dGI (X ∗)) edges in B ∩ E[GI [X ∗]];
B:=B−WB; B′:=B′ ∪WB;
Let GI denote the graph obtained by hooking up these edges in WB at s
in GI ;
Let H denote the graph obtained by adding new 2 12 (k − dGI (X ∗) edges
between s and x∗ in H ;
Y:=Y ∪ {X ∗}, after discarding from Y all X ′ ∈Y such that X ′ ⊂ X ∗;
end; =∗ if ∗=
end =∗ while ∗=
Step 3: Output GII :=GI and Y.
For simplicity, we assume for a moment that k is an even integer. We consider
how to 4nd a complete (k; s)-feasible splitting in the output graph GII based on the
information of the output (k; s)-semi-critical covering subpartition Y. Clearly, splitting
two edges (s; u) and (s; v) is not (k; s)-feasible if u and v belong to the same subset
X ∈Y since dGII (X )6 k+1. We call splitting edges (s; u) and (s; v) Y-astride if u∈X
and v∈X ′ hold for distinct X; X ′ ∈Y. It is not di5cult to see that GII always admits
a complete Y-astride edge-splitting and such splitting can be easily found.
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Let Y1:=Y and GII1 :=G
II initially. Then we split all edges incident to s in GII1 by
a complete Y1-astride edge-splitting, and apply algorithm HOOK-UP to test whether
this complete edge-splitting is (k; s)-feasible or not in the resulting graph GII2 :=G
II .
HOOK-UP obtains a new (k; s)-semi-critical covering subpartition Y2 if the edge-
splitting is not (k; s)-feasible. We repeat this process until, for some i¿ 1, the complete
Yi-astride edge-splitting becomes (k; s)-feasible in GIIi . In this iteration, we can prove
that |Yi+16 12 |Yi| and |Yi| =1 hold for all i¿ 1 [78]. Therefore, Yi becomes empty
after O(log n) iterations, and a complete (k; s)-feasible edge-splitting of the original
graph G′ = (V ′ = V ∪ {s}; E′) can be obtained. The entire running time is O((nm +
n2 log n) log n).
For an odd integer k, we have to be more careful to 4nd a complete Yi-astride
edge-splitting in GIIi , which satis4es a certain condition to guarantee the property
|Yi+1|6 !|Yi| for some constant !¡ 1 [71]. Another article [78] handles the case
of odd k in a slightly diVerent way. In the given graph G′ = (V ′ = V ∪ {s}; E′), it
4rst 4nds a maximal set Ek ⊂ E′ of edges incident to s such that G′ − Ek satis4es
G′−Ek (V
′ − s)¿ k − 1 and dG′−Ek (s) is even. (Such Ek can be computed by AUG-
MENT for integer k − 1 after removing all edges incident to s). Then by applying the
above algorithm for the even integer k − 1, we can 4nd a complete (k − 1; s)-feasible
edge-splitting. Now the problem is to increase the edge-connectivity k−1 of the result-
ing graph G∗ to k by adding some edges which can be created by splitting appropriate
edges in Ek . This problem can be solved in linear time after constructing the cactus
structure of G∗, which provides us the system of all cuts with value k − 1.
Theorem 4.2. For a given graph G′=(V ∪ s; E′) and an integer k satisfying 26 k6
G′(V ′ − s); a complete (k; s)-feasible edge splitting can be obtained in O((nm +
n2 log n) log n) time.
Therefore, by the argument in Section 4.2, we have the next result.
Theorem 4.3. For a given graph G = (V; E) and an integer k¿max{G(V ) + 1; 2};
algorithm INCREASE optimally augments G into G∗k so that the output G
∗
k is
k-edge-connected. INCREASE runs in O((nm+ n2 log n) log n) time.
5. Edge-connectivity augmentation for the entire range of targets
In this section, we consider a real weighted graph G = (V; E), where edges are
weighted by nonnegative reals. As we allow edges of zero weights, G can be assumed
to be a complete graph. All the de4nitions used so far are also generalized to consider
this model; e.g., the cut value dG(X ) is de4ned to be the weight sum of the edges
between X and V −X , and the edge-connectivity is the minimum value of the cuts in
G. For such a real weighted graph G, we are permitted to increase an edge weight by
an arbitrary nonnegative real, and the goal is to minimize the sum of weights to be
increased in order to make G k-edge-connected, where the target k is a given nonneg-
ative real number. We call this problem the fractional version of the edge-connectivity
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augmentation problem. It is not di5cult to see that the problem can be formulated as
a linear program, and hence can be solved in polynomial time. However, we present
in the sequel of a graph theoretic algorithm, which is more e5cient.
For a given target k¿ 0, let us denote by (G(k) the optimal value of the problem
(i.e., the sum of added weights), and by G∗(k) an optimally augmented graph. (G(k)
is called the edge-connectivity augmentation function. We shall show that not only
(G(k) for all k¿ 0 but also G∗(k) for all k¿ 0 can be computed in O(nm+n2 log n)
time by using a compact representation of optimally augmented graphs.
First note that, based on the fractional version of LovNasz’s theorem (i.e Theorem
3.2(b)), it can be shown that, for a real weighted graph G′ = (V ′ = V ∪ s; E′) and a
real k6 G′(V ′ − s), there exists a complete (k; s)-feasible edge-splitting at s, where
size ¿ 0 in each edge-splitting is not necessarily integer. Based on this, the fractional
version can also be solved by algorithm INCREASE (where we need not round up
an odd degree of s to an even degree at the end of Step 1). As remarked at the
end of Section 4.2, the optimal value for a given target k is obtained after Step 1 of




5.1. Edge-connectivity augmentation function
From the fact that the fractional version of the edge-connectivity augmentation prob-
lem is formulated as a linear program, it is clear that edge-connectivity augmentation
function (G(k) is piecewise linear, convex and increasing over k ∈ [0;+∞).
For example, the graph in Fig. 1 has the edge-connectivity augmentation function
of Fig. 4. In what follows, we show that the function (G can be identi4ed in O(mn+
n2 log n) time. We already know that, for a 4xed target k, (G(k) can be computed in
Fig. 4. The edge-connectivity augmentation function of graph G in Fig. 1.
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O(mn+n2 log n) time by AUGMENT (i.e., Step 1 of INCREASE). To compute (G(k)
over the entire range k¿ 0, we try to execute AUGMENT simultaneously for all k.
To realize this computation in 4nite time and space, we introduce the ranged graph.
For two reals a and b with a¡b, the interval [a; b] is called a range, and its size
*([a; b]) is de4ned as b − a. Let R = {[a1; b1]; [a2; b2]; : : : ; [at ; bt]} be a set of ranges.
The size of R, denoted by *(R), is de4ned as the sum of all range sizes in R:
*(R) = (b1 − a1) + (b2 − a2) + · · ·+ (bt − at);
where *(∅) is de4ned to be 0. For a given real h, the upper h-truncation of a range
[a; b] is de4ned by
[a; b]|h =
{
[a;min{b; h}] if a¡h;
∅ otherwise:
Based on this, the upper h-truncation of a set R of ranges is de4ned by
R|h = {[ai; bi]h = ∅ | [ai; bi]∈R}:
For example, we have {[1; 3]; [2; 5]; [4; 7]}|3 = {[1; 3]; [2; 3]}.
Now we modify algorithm AUGMENT for a given target k (described in Section
4.2) in order to deal with all targets k. Let us de4ne the ranged graph R(G) = (V ∪
{s}; E∪Es; R) for a given weighted graph G=(V; E) as follows. Let Es={(s; v) | v∈V}
be the set of edges between s and all vertices in V . In R(G), let each edge in E have
the same weight as in G, but let each edge (s; v)∈Es have a set Rv of ranges (i.e.,
R={Rv | v∈V}). This Rv is initially set to be Rv={[dG(v);+∞]} and will be changed
during execution of AUGMENT. Given a real h¿ 0, we de4ne the weight of each
edge (s; v)∈Es by *(Rv|h) (i.e., the sum of sizes of the upper h-truncated ranges in Rv).
The resulting real weighted graph is denoted by R(G)|h. In other words, the ranged
graph R(G) represents the real weighted graphs R(G)|h for all reals h¿ 0.
To execute Step 1 of AUGMENT for all targets k, we construct the ranged graph
R(G) having a set Rv = {[dG(v);+∞]} of ranges for each v∈V . By de4nition, graph
R(G)|k is the same as the weighted graph G′ obtained after Step 1 of the original
AUGMENT for a target k. In Step 2 of AUGMENT for all targets, it is important to
choose a pair of vertices v and w for contraction so that this pair v and w is commonly
used for all targets k; otherwise, we cannot maintain the process of contractions for
all targets in a single ranged graph. Fortunately, the existence of such a pair is guar-
anteed by the hierarchical structure of MA orderings described in Section 2.2. After
the contraction of v and w, there is a way of updating the range sets Rv; v∈V so that
R(G)|k for any k¿ 0 is always equivalent to the graph G′k computed by AUGMENT
for a single target k. However we omit the details (see [75]). The 4nal ranged graph
R(G) is totally optimal in the following sense:
Total optimality condition: Let R(G) be the ranged graph for a weighted graph
G. If the weighted graph G′k = R(G)|k satis4es the optimality condition (i) and
(ii’) for all nonnegative reals k, then R(G) is called a totally optimal ranged
graph.
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Fig. 5. A totally optimal ranged graph R(G) for the graph G in Fig. 1: (a) A set of ranges satisfying the
total optimality condition. (b) A rearranged set of ranges.
We can also prove that, for the 4nal ranged graph R(G) computed by AUGMENT
for all targets k, the total number of ranges
∑
v∈V |Rv| is bounded by 10n log2 n, where
|Rv| denotes the number of ranges in Rv. Given a totally optimal ranged graph R(G),
we can obtain the optimal value (G(k) for a target k by




For example, Fig. 5(a) shows the range sets Rui of vertices ui in a totally optimal
ranged graph R(G) obtained for the graph G in Fig. 1. Fig. 5(b) then shows the
range sets obtained from those in Fig. 5(a) by moving some part of ranges to other
ranges while keeping the property (5). The edge-connectivity function in Fig. 4 is then
immediately obtained from Fig. 5(b). In general, the range sets of a totally optimal
ranged graph can be transformed in this way into n ranges [75]. From this, we see that
the number of break points in the edge-connectivity augmentation function is at most
n.
Theorem 5.1. For a real weighted graph G=(V; E); its edge-connectivity augmentation
function (G(k) for all targets k¿ 0 can be computed in O(nm+ n2 log n) time.
5.2. Optimal solutions for all targets
We turn to the problem of computing optimally augmented graphs G∗(k) for all
k¿ 0. Again, we do not have to execute Step 2 of INCREASE for all targets k
separately (actually it already seems di5cult to execute Step 2 directly on the ranged
graphs). We show that G∗(k) can be obtained from the totally optimal ranged graph
R(G) computed by AUGMENT of Section 5.1. First let R= {Rv | v∈V} be the range
sets of R(G), and let i; i=0; 1; : : : ; q be the set of all the distinct end points appearing
in ranges Rv; v∈V , where 0¡1¡ · · ·¡q (= + ∞) is assumed. For example,
Fig. 5(a) gives
0 = 7; 1 = 8; 2 = 10; 3 = 14; 4 = 16 and 5 = +∞:
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Fig. 6. A representation of optimal solutions G∗(k) for all targets k ∈ [0;+∞).
Next consider q ranges [0; 1]; [1; 2]; : : : ; [q−1; q], and let Xi be the set of ver-
tices v such that one of the ranges in Rv contains [i−1; i]. Construct an arbitrary
cycle Ci which visits all vertices in Xi. For Fig. 5(a), such cycles are chosen as
C1 = (u4; u5); C2 = (u2; u4; u5); C3 = (u1; u2; u3; u6); C4 = (u1; u2; u3; u4; u6); C5 =
(u1; u2; u3; u4; u5; u6). See Fig. 6.
We are now ready to construct an optimally augmented graph G∗(k) for any target
k¿ 0. Let ik be the maximum index such that ik ¡ k. We increase the edge weights
by (i− i−1)=2 along each cycle Ci for i=1; 2; : : : ; ik , and by (k− ik)=2 along Cik+1.
Obviously, the sum of the increased weights is equal to (G(k). It is not trivial to see
that the resulting graph is in fact k-edge-connected; but can be shown from the total
optimality condition [75]. From an analysis of the algorithm, we can also observe that
the least number q of such cycles C1; : : : ; Cq is at most 6n+ 4n log2 n [75].
Theorem 5.2 (Nagamochi and Ibaraki [75]). For a real weighted graph G=(V; E); the
above 0¡1¡ · · ·¡q and C1; C2; : : : ; Cq (which can provide optimally augmented
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graphs G∗(k) for all targets k¿ 0) can be obtained in O(nm+ n2 log n) time; where
q6 6n+ 4n log2 n holds.
Notice that optimally augmented graphs G∗(k) constructed in this way have the
monotone structure such that, for k ¡k ′; G∗(k ′) is obtained in increasing the weights
of some edges in G∗(k). Such monotone structures of optimal solutions are also ob-
served in some other edge-connectivity augmentation problems [9].
6. Other augmentation problems
In this section, we summarize the results on augmentation problems of other types,
including problems of increasing vertex-connectivity.
The problems of increasing the edge- or vertex-connectivity by adding the minimum
number of edges are extensively surveyed by Frank [18], and here we give only a
brief summary, where we 4rst describe some results covered by the survey with the
following four categories and then show some recent results:
Edge-connectivity augmentation of undirected graphs: After the edge-connectivity
augmentation algorithm for an undirected graph proposed by Watanabe and Nakamura
[89], the edge-splitting theorem was 4rst used to solve the same problem by Cai and
Sun [7]. Frank [17] then re4ned it by using the theorem of LovNasz [63]. Moreover he
showed that a more general augmentation problem can be solved polynomially in an
undirected graph [17]. The local edge-connectivity augmentation problem asks to 4nd a
minimum set F of new edges to be added to a given undirected graph G such that, for
each pair of vertices u and v, the resulting local edge-connectivity G+F(u; v) becomes
larger than or equal to the target value r(u; v) prescribed for each pair of u; v∈V . He
proved that the problem can be solved in O(n3m log(n2=m)) time by applying Mader’s
edge-splitting theorem [64], a generalization of LovNasz’s theorem, which preserves the
local edge-connectivity in an undirected graph.
Edge-connectivity augmentation of digraphs: A digraph is called k-edge-connected
if it remains strongly connected by removal of any (k−1) edges. The edge-connectivity
augmentation problem in digraphs asks to 4nd a minimum set of new directed edges to
be added to a given digraph such that the augmented digraph becomes k-edge-connected
for a prescribed target k¿ 1. Frank [17] pointed out that the edge-connectivity aug-
mentation problem in a digraph can be solved in O(n3m log(n2=m)) time by Mader’s
edge-splitting theorem [65] in digraphs, which preserves the edge-connectivity in a
digraph. In [17], the edge-connectivity augmentation problem in digraphs (undirected
graphs) is still polynomially solvable even if lower and upper bounds are imposed on
degree of each vertex.
One may introduce the local edge-connectivity augmentation problem in digraphs,
whose undirected graph version is successfully solved by an edge-splitting theorem.
However, there does not exist the corresponding edge-splitting theorem that preserves
the local edge-connectivity in a digraph. In fact, the problem of increasing the local
edge-connectivity (or the local vertex-connectivity) in a directed graph is NP-hard even
if the target values satisfy r(u; v)∈{0; 1} for all pairs u; v∈V [17].
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Given a digraph G = (V; E) with two speci4ed subsets S; T ⊂ V (which are not
necessarily disjoint), Frank and JordXan [21] 4rst studied the problem of 4nding a
minimum number of new edges directed from S to T to make G k-edge-connected
from S to T (a digraph is called k-edge-connected from S to T if it has k edge disjoint
directed paths from every vertex s∈ S to every vertex t ∈T ). They gave a min–max
formula for the problem, based on which a polynomial time algorithm is obtained
(where the algorithm is not combinatorial but rely on the ellipsoid method).
Vertex-connectivity augmentation of undirected graphs: The vertex-connectivity aug-
mentation problem in undirected graphs is to increase the vertex-connectivity of a given
undirected graph G to a target k by adding a minimum number of new edges. The prob-
lem is polynomially solvable for k = 2; 3 and 4, due to [15,35,36,82,90], and [32,33],
respectively. For a general k¿ 5, it is not known whether the vertex-connectivity aug-
mentation problem is NP-hard or not, even if a given graph is (k−1)-vertex-connected.
As an approximation solution, JordXan [49] proved that a solution with its absolute er-
ror from the optimal value being at most k − 3 can be found in O(n5) time. The
problem of increasing the local-vertex-connectivity to prescribed target values r(u; v)
by a minimum number of edges is shown to be NP-hard in general. JordXan [48]
proved the NP-hardness of the problem in the case where a given graph G= (V; E) is
(n=2)-vertex-connected and there is a subset S ⊂ V such that r(u; v) = (n+ 2) + 1 for
all u; v∈ S and r(u; v) = 0 otherwise. However, the complexity of the problem is not
known if target values r(u; v); u; v∈V are independent of n (e.g., the case of r(u; v)∈
{0; 2}).
Vertex-connectivity augmentation of digraphs: A digraph is called k-vertex-
connected if it has at least (k+1) vertices and remains strongly connected by removal
of any (k − 1) vertices. The vertex-connectivity augmentation problem in digraphs is
shown to be polynomially solvable by Frank and JordXan [21]. This result is based on
a min–max formula for the problem. They found that the minimum number of new
directed edges to make a given digraph G= (V; E) k-vertex-connected is given by the
maximum of
∑
i (k − |V − (Ai ∪Bi)|) over all families {(A1; B1); : : : ; (Ap; Bp)} of pairs
of disjoint subsets Ai; Bi ⊆ V such that G has no directed edge from Ai to Bi for each i
and Ai ∩Aj=∅ or Bi ∩Bj=∅ for each i¡ j. The algorithm obtained from this theorem
again relies on the ellipsoid method. Afterwards, Frank and JordXan [22] observed that
the vertex-connectivity augmentation problem can be directly reduced to the problem
of increasing edge-connectivity from S to T in digraphs. However, it remains open to
design combinatorial polynomial time algorithms for solving these two problems.
Let us summarize some recent results obtained after the survey by Frank [18] was
done.
As already observed in Theorem 4.3, the time complexity for solving the edge-
connectivity augmentation problem in undirected graphs is reduced to O((mn+n log n)
log n) [71,78]. For this problem, e5cient randomized algorithms are also proposed
[5,6], among which the algorithm by BenczNur and Karger [6] runs in O(n2) time. By
characterizing all graphs G′k satisfying the optimality conditions (i)–(ii) in Section
4.1, Nagamochi and Ibaraki [74] showed that an optimal solution F that minimizes the
number of vertices incident to F over all optimal solutions can be found in O((mn+
n log n) log) time.
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Gabow [26] improved both the running times of the local edge-connectivity augmen-
tation algorithm of undirected graphs and the edge-connectivity augmentation algorithm
of digraphs in [17] to O(n2m log(n2=m)).
As to the vertex-connectivity augmentation problem, JordXan reduced the absolute
error of his algorithm to (k − 1)=2 [50]. By investigating structure of shredders
(which are de4ned as vertex-cuts removal of which creates more than two components),
Cheriyan and Thurimella [11] improves the time complexity of JordXan’s algorithm
[49] to O(min{k;√n}k2n2 + kn2 log n) time. Very recently, Ishii and Nagamochi [39]
obtained an approximation algorithm for the problem without assuming that a given
graph is (k − 1)-vertex-connected for a target k. Given an ‘-vertex-connected graph,
they proved that a solution with absolute error (k− ‘)(k− 1)+max{0; (k− ‘− 1)(‘−
3)− 1}(=O((k − ‘)k)) can be found in O((k − ‘)(k2n2 + k3n3=2)) time (see also [47]
for a slightly better error bound).
The problem of increasing both edge- and vertex-connectivities in a given graph has
been studied in [34,40–44]. Hsu and Kao [34] 4rst treated the problem of augment-
ing the edge- and vertex-connectivities simultaneously, and presented a linear time
algorithm for the problem of augmenting an undirected graph G = (V; E) with two
speci4ed vertex sets X; Y ⊆ V by adding a minimum number of edges such that the
local vertex-connectivity (resp., local edge-connectivity) between every two vertices in
X (resp., in Y ) becomes at least 2. Afterwards, Ishii et al. considered the problem of
augmenting a multigraph G = (V; E) with two integers ‘ and k by adding a minimum
number of edges such that G becomes ‘-edge-connected and k-vertex-connected. They
showed polynomial time algorithms for k = 2 [40,45] and for a 4xed ‘ and k = 3
[42] (when a given graph is 2-vertex-connected) and [44] (for an arbitrary graph).
For general ‘ and k, they also gave a polynomial time approximation algorithm which
produces a solution whose size is at most max{‘ + 1; 2k − 4} over the optimum if a
given graph is (k − 1)-vertex-connected [43] (see [38] for the series of results by Ishii
et al.).
For the edge-connectivity augmentation problem in an undirected graph, several types
of restrictions on how to add edges have been studied (other than lower and upper
bounds on degrees of vertices [17]). JordNan [51] proved that, if the given graph is
simple and edges must be added without creating multiple edges, then the problem can
be solved in polynomial time for a 4xed target k, although the problem is shown to be
NP-hard for general k. Bang-Jensen et al. [4] showed that if a partition {V1; : : : ; Vp}
of V is given as a constraint such that only edges connecting distinct subsets Vi and
Vj can be added to G, then the problem can be solved in polynomial time. The prob-
lem of augmenting a connected planar graph to a 2-vertex-connected planar graph
is shown to be NP-hard [53,55], and a 5=3-approximation algorithm is proposed by
Fialko and Mutzel [16]. If a given graph G is restricted to be outerplanar, then the fol-
lowing problems are polynomially solvable: Augment G to a 2-edge-connected (resp.,
2-vertex-connected) planar graph (Kant [53,54]), and for an even k or k =3, augment
G to a k-edge-connected planar graph (Nagamochi and Eades [68]).
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7. Concluding remarks
In this article, we started with the de4nition of an MA ordering of vertices in a graph,
and then surveyed some of the new algorithms for solving the minimum cut problem
and the edge-connectivity augmentation problem, as applications of MA orderings.
Triggered by the work of Frank [17] that uni4ed various approaches from the view point
of edge-splitting, connectivity augmentation problems have been intensively studied in
this decade. Additional constraints such as simplicitly or planarity of a graph have
also been taken into account. In these developments, min–max type theorems played
an important role in solving the corresponding connectivity augmentation problems
exactly. Even if the min–max type theorem holds only approximately in the sense that
there remains a small gap between the minimum and maximum objective functions,
the problems are sometimes solvable by characterizing the graph structure that yields
such a gap (see [4,3,27]). These results may lead to new frameworks for solving other
types of combinatorial optimization problems related to connectivity and edge-splitting.
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