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Introduction
La the´orie des sche´mas fut de´veloppe´e par Grothendieck et son e´cole dans
les anne´es cinquante et soixante. Elle est expose´e dans un gigantesque corpus
de textes, re´partis en deux familles :
• les E´le´ments de ge´ome´trie alge´brique (EGA), qui ont e´te´ publie´s sous forme
de volumes entiers des Publications mathe´matiques de l’IHES – mentionnons que
EGA I a donne´ lieu ulte´rieurement a` un livre ;
• les notes du Se´minaire de ge´ome´trie alge´brique du Bois-Marie (SGA),
publie´es dans la collection Lecture Notes in Mathematics, et dont la SMF
proce`de aujourd’hui a` la re´e´dition (saisie des manuscrits en LaTeX, corrections,
commentaires, etc.).
La premie`re motivation de ce travail d’ampleur exceptionnelle e´tait la mise
au point d’outils permettant de de´montrer la conjecture de Weil, ce qui advint
effectivement, la pierre finale a` l’e´difice ayant e´te´ apporte´e par Pierre Deligne
en 1973. A` titre purement culturel 1, indiquons en quelques mot (une partie de)
ce que dit cette conjecture, ou plutoˆt ce the´ore`me.
La conjecture de Weil
Donnons-nous un syste`me fini X d’e´quations polynomiales homoge`nes
en n variables, a` coefficients dans Z. Pour tout nombre premier p, il de´finit
par re´duction modulo p un syste`me d’e´quations polynomiales homoge`nes a`
coefficients dans Fp ; si k est une extension finie de Fp, on noteraX(k) l’ensemble
des solutions de ce syste`me dans kn \ {(0, . . . , 0)} modulo la multiplication par
un scalaire non nul (comme les e´quations sont homoge`nes, si un n-uplet est
solution, il en va de meˆme de tous ses multiples par un meˆme scalaire).
De fac¸on analogue, on note X(C) l’ensemble des e´le´ments de Cn\{(0, . . . , 0)}
solution de X , modulo la multiplication par un scalaire non nul ; il he´rite
d’une topologie naturelle, de´duite de celle de C et pour laquelle il est compact.
On peut associer pour tout i a` l’espace topologique X(C) un Q-espace
vectoriel de cohomologie 2 Hi(X(C),Q) qui contient des informations sur la
≪forme≫ de X(C), et dont on de´montre qu’il est de dimension finie.
On peut de´finir la dimension alge´brique d de X ; la dimension topologique
de X(C) est alors e´gale a` 2d (car C est de dimension re´elle e´gale a` 2 : la droite
1. Ce cours ne permettra pas malheureusement pas d’aborder ni meˆme d’effleurer ces
questions
2. Il y a plusieurs de´finitions possibles, toutes e´quivalentes (via les cochaˆınes singulie`res, via
les complexes de Cˇech, ou encore via la the´orie des foncteurs de´rive´s), que nous n’expliciterons
pas ici ; nous renvoyons le lecteur inte´resse´ a` un cours ou un ouvrage de topologie alge´brique.
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affine complexe est un plan re´el, une courbe alge´brique complexe donne lieu
a` une surface de Riemann, une surface alge´brique complexe a` un espace de
dimension re´elle 4, etc.).
On fait enfin une hypothe`se technique sur X , qui en pratique s’ave`re
raisonnable : on suppose qu’il est lisse. Nous ne donnerons pas la de´finition
pre´cise ici ; indiquons simplement que s’il consiste en une e´quation f , cela signifie
que les de´rive´es partielles de f ne s’annulent pas simultane´ment sur le lieu
des ze´ros de f dans Cn \ {(0, . . . , 0)} ; en ge´ne´ral, cela implique que X(C) a
une structure naturelle de varie´te´ diffe´rentielle, et meˆme de varie´te´ analytique
complexe.
Fixons un nombre premier p. Pour tout n > 1, il existe a` isomorphisme
(non canonique) pre`s une unique extension Fpn de Fp de degre´ n ; notons xp,n
le cardinal de l’ensemble fini X(Fpn), et posons
Zp = exp
∑
n>1
xp,nT
n
n
 ∈ Q((T )).
On de´montre alors (Weil, Dwork, Grothendieck, Deligne) les assertions
suivantes :
1) Pour tout p, la se´rie Zp est une fraction rationnelle.
2) Pour tout p suffisamment grand, on peut plus pre´cise´ment e´crire
Zp =
∏
06i62d, i impair
Ri,p∏
06i62d, i pair
Ri,p
ou` Ri,p est pour tout i un polynoˆme unitaire a` coefficients dans Z de
degre´ dimQ H
i(X(C),Q) dont toutes les racines complexes ont pour module pi/2.
On voit en particulier qu’il existe un lien profond, lorsque p est assez grand,
entre le nombre de solutions de X dans les Fpn (pour n variable) et la topologie
de X(C).
L’inte´reˆt des sche´mas
Au-dela` de ce succe`s majeur qu’a repre´sente´ la preuve de la conjecture
de Weil, la the´orie des sche´mas s’est impose´e comme un outil a` peu pre`s
indispensable pour qui souhaite faire de la ge´ome´trie alge´brique sur un corps,
et plus encore sur un anneau, quelconques.
Elle a l’inconve´nient, comme nous le verrons, d’eˆtre d’un acce`s ardu : la mise
en place des de´finitions et la de´monstration des proprie´te´s de base sont longues
et parfois de´licates.
Mais une fois franchis ces premiers obstacles un peu aˆpres, elle s’ave`re d’une
extreˆme souplesse. Et elle a un immense avantage : elle apporte de l’intuition
ge´ome´trique dans des situations qui pouvaient a priori sembler purement
alge´briques, essentiellement parce qu’elle permet de penser a` n’importe quel
anneau comme a` un anneau de ≪fonctions≫ sur un objet ge´ome´trique.
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Par exemple, reprenons le syste`me d’e´quations X a` coefficients dans Z
conside´re´ au paragraphe pre´ce´dent. La the´orie des sche´mas lui associe une sorte
de fibration dont les diffe´rentes fibres sont, grosso modo, les varie´te´s alge´briques
obtenues a` partir de X d’une part en le re´duisant modulo p pour chacun des
nombres premiers p, d’autre part en le voyant comme un syste`me d’e´quations
a` coefficients dans Q. Cette fibration fournit ainsi un certain liant entre les
diffe´rentes caracte´ristiques, qui s’ave`re tre`s utile pour comprendre dans quelle
mesure ce qui se passe modulo p peut avoir un rapport avec ce qui se passe
en caracte´ristique nulle – et rend moins myste´rieuse la relation entre cardinal
de X(Fpn) et topologie de X(C).
Les outils indispensables
La the´orie des sche´mas repose de manie`re cruciale sur un certain nombre
d’outils et notions, auxquels nous consacrons une premie`re partie, elle-meˆme
divise´e en trois chapitres distincts.
• La premier porte sur les cate´gories. Comme vous le verrez, on ne vous y
pre´sente pas ve´ritablement une the´orie 3, mais plutoˆt un langage tre`s commode.
Il permet, en de´gageant un certain nombre de proprie´te´s formelles qui leur sont
communes, de donner une description unifie´e de situations rencontre´es dans
des domaines extreˆmement divers. On peut en principe l’utiliser dans a` peu
pre`s n’importe quelle branche des mathe´matiques ; en pratique, les ge´ome`tres
alge´bristes a` la Grothendieck en sont particulie`rement friands.
• Le seconde est le plus difficile sur le plan technique. Il est consacre´ a`
l’alge`bre commutative, c’est-a`-dire a` l’e´tude des anneaux commutatifs, et des
ide´aux de et modules sur ces derniers. L’alge`bre commutative joue en ge´ome´trie
alge´brique un roˆle absolument crucial, analogue a` celui de l’analyse re´elle en
ge´ome´trie diffe´rentielle : elle constitue en quelque sorte la partie locale de la
the´orie.
Nous commenc¸ons par pre´senter des notions et re´sultats tre`s ge´ne´raux :
localisation, anneaux locaux et lemme de Nakayama, produit tensoriel, modules
projectifs, alge`bres finies et entie`res, dimension de Krull, lemme de going-up.
Puis nous en venons a` des the´ore`mes plus spe´cifiques et nettement plus de´licats,
qui concernent les alge`bres de type fini sur un corps : normalisation de Noether,
Nullstellensatz, et calcul de la dimension de Krull d’une telle alge`bre.
• Le dernier pre´sente les de´finitions et proprie´te´s de base des faisceaux sur
un espace topologique. Ceux-ci ont e´te´ initialement introduits par Leray en
topologie alge´brique et c’est Serre qui, dans son article fondateur Faisceaux
alge´briques cohe´rents, a le premier mis en e´vidence les services qu’ils pouvaient
rendre en ge´ome´trie alge´brique ; Grothendieck les a ensuite place´s au cœur de
toute sa the´orie.
Celle-ci repose ainsi de fac¸on essentielle sur la notion d’espace localement
annele´ 4 (c’est un espace topologique muni d’un faisceau d’un certain type),
3. On n’y e´tablit pour ainsi dire qu’un seul e´nonce´, le lemme de Yoneda, dont la preuve
est essentiellement triviale, meˆme si elle peut eˆtre tre`s de´routante a` la premie`re lecture.
4. Les sche´mas sont ainsi de´finis comme des espaces localement annele´s satisfaisant une
condition supple´mentaire ; signalons par ailleurs que les objets ge´ome´triques plus classiques
(varie´te´s diffe´rentielles, varie´te´s analytiques complexes ou re´elles...) sont aussi de manie`re
naturelle des espaces localement annele´s.
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qui est au cœur de notre chapitre faisceautique 5, lequel se conclut par l’e´tude
de certaines proprie´te´s de faisceaux de modules particuliers sur un espace
localement annele´, et notamment de ceux qui sont localement libres de rang 1
et jouent un roˆle absolument central en ge´ome´trie alge´brique.
5. Le lecteur trouvera sans doute avec raison que l’adjectif ≪faisceautique≫ est tre`s laid ;
d’un point de vue strictement linguistique, le bon terme aurait probablement e´te´ ≪fasciste≫,
mais il n’est e´videmment plus utilisable.
Chapitre 0
Pre´requis et rappels
0.1 Anneaux
(0.1.1) Convention. Dans tout ce qui suit, et sauf mention expresse du
contraire, ≪anneau≫ signifiera ≪anneau commutatif unitaire≫, ≪alge`bre≫ signi-
fiera ≪alge`bre commutative unitaire≫, et un morphisme d’anneaux ou d’alge`bres
sera toujours suppose´ envoyer l’unite´ de la source sur celle du but.
(0.1.2) Le lecteur sera suppose´ familier avec les de´finitions d’anneau, d’ide´al
et d’anneau quotient.... ainsi qu’avec les proprie´te´s e´le´mentaires de ces objets,
que nous ne rappellerons pas ici pour la plupart. Nous allons toutefois insister
sur quelques points sans doute connus, mais qui sont importants et au sujet
desquels on peut commettre facilement quelques erreurs.
(0.1.2.1) Dans la de´finition d’un anneau A, on n’impose pas a` 1 d’eˆtre diffe´rent
de 0. En fait, l’e´galite´ 1 = 0 se produit dans un et seul cas, celui ou` A est l’anneau
nul {0}.
(0.1.2.2) Si A est un anneau, on notera A× l’ensemble des e´le´ments inversibles
de A ; il est stable par multiplication et (A×,×) est un groupe
(0.1.3) Un anneau A est dit inte`gre s’il est non nul et si l’on a pour tout
couple (a, b) d’e´le´ments de A l’implication
(ab = 0)⇒ (a = 0 ou b = 0).
(0.1.3.1) On prendra garde de ne jamais oublier de ve´rifier la premie`re de ces
deux conditions : un anneau inte`gre est par de´finition non nul (l’expe´rience
a montre´ qu’on avait tout inte´reˆt a` imposer cette restriction pour e´viter
une profusion de cas particuliers a` distinguer dans les de´finitions, e´nonce´s et
de´monstrations ulte´rieurs).
(0.1.3.2) Le lecteur amateur de face´ties bourbakistes appre´ciera certainement
la de´finition alternative suivante : un anneau A est inte`gre si et seulement si
tout produit fini d’e´le´ments non nuls de A est non nul. Elle contient en effet
la non-nullite´ de A, puisqu’elle implique que l’unite´ 1, qui n’est autre que le
produit vide d’e´le´ments de A, est non nulle.
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(0.1.4) On dit qu’un anneau A est un corps s’il est non nul et si tout
e´le´ment non nul de A est inversible ; il revient au meˆme de demander que A
ait exactement deux ide´aux, a` savoir {0} et A. Si A est un corps, il est inte`gre
et A× = A \ {0}.
(0.1.5) Soit f un morphisme d’un corpsK vers un anneau non nul A. Comme A
est non nul, 1 /∈ Ker f ; puisque les seuls ide´aux de K sont {0} et K, il
vient Ker f = {0} et f est injectif.
En particulier, tout morphisme de corps est injectif.
(0.1.6) Soit A un anneau. Une A-alge`bre est un anneau B muni d’un
morphisme f : A→ B. Bien que f fasse partie des donne´es, il sera tre`s souvent
omis (on dira simplement ≪soit B une A-alge`bre≫). Il arrivera meˆme que l’on
e´crive abusivement a au lieu de f(a) pour a ∈ A ; mais cette entorse a` la rigueur
peut eˆtre dangereuse, surtout lorsque f n’est pas injective : si on la commet, il
faut en avoir conscience et y mettre fin lorsque la situation l’exige.
(0.1.7) Soir A un anneau. Un e´le´ment a de A est dit nilpotent s’il existe n > 0
tel que an = 0. L’ensemble des e´le´ments nilpotents de A est un ide´al de A (nous
vous laissons la preuve en exercice, appele´ le nilradical de A. On dit que A
est re´duit si son nilradical est nul, c’est-a`-dire encore si A n’a pas d’e´le´ment
idempotent non trivial.
0.2 Modules
(0.2.1) Soit A un anneau. Nous ne rappellerons pas ici les de´finitions des objets
de base de la the´orie des A-modules, a` savoir les A-modules eux-meˆmes, les
sous-modules, les applications A-line´aires, les familles libres et ge´ne´ratrices, les
bases, les supple´mentaires.... Ce sont mutatis mutandis les meˆmes qu’en alge`bre
line´aire.
(0.2.2) Il arrivera souvent dans la suite qu’on manipule des expressions de
la forme
∑
i∈I mi, ou` les mi sont des e´le´ments d’un A-module M fixe´. Il sera
toujours implicitement suppose´, dans une telle e´criture, que presque tous les mi
sont nuls. Elle n’aurait sinon aucun sens : en alge`bre, on ne sait faire que des
sommes finies ; pour donner un sens a` des sommes infinies, il est ne´cessaire
d’introduire des structures de nature topologique.
(0.2.3) Attention ! On prendra garde que certains e´nonce´s usuels portant sur
les espaces vectoriels deviennent faux en ge´ne´ral pour les modules sur un anneau
quelconque (ce qui empeˆche leurs preuves de s’e´tendre a` ce nouveau contexte
est le plus souvent qu’elles font appel a` un moment ou un autre a` l’inversion
d’un scalaire non nul). Donnons quelques exemples.
(0.2.3.1) Il est faux en ge´ne´ral qu’un module posse`de une base. Par exemple,
le Z-module Z/2Z n’en posse`de pas. En effet, s’il en admettait une elle serait
non vide (puisqu’il est non nul), et comprendrait donc au moins un e´le´ment qui
serait annule´ par 2, contredisant ainsi sa liberte´.
(0.2.3.2) Soit A un anneau. On dit qu’un A-module M est libre s’il posse`de
une base. On vient de voir que ce n’est pas automatique ; mais lorsque c’est le
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cas et lorsque A est non nul on de´montre que, comme en alge`bre line´aire, toutes
les bases de M ont meˆme cardinal, appele´ rang de M .
Il faut faire attention au cas de l’anneau nul {0}. Le seul module sur celui-ci
est le module trivial {0}, et toute famille (ei)i∈I d’e´le´ments de ce module (qui
ve´rifie ne´cessairement ei = 0 pour tout i) en est une base, inde´pendamment
du cardinal de I (il peut eˆtre vide, fini, infini de´nombrable ou non, etc.). Nous
laissons au lecteur qu’amusent les manipulations logiques dans les cas un peu
extreˆmes le soin de prouver cette assertion.
Notez par contre que sur un anneau non nul, un e´le´ment e d’une famille libre
n’est jamais nul (sinon, il satisferait la relation non triviale 1 · e = 0).
Pour e´viter de fastidieuses distinctions de cas, on se permet d’appeler module
libre de rang n (ou` n est un entier, ou meˆme un cardinal) tout module libre ayant
une base de cardinal n : cela permet d’inclure le module nul sur l’anneau nul,
qui est ainsi libre de tout rang.
(0.2.3.3) Soit A un anneau et soit M un A-module libre de rang fini. Il est
faux en ge´ne´ral qu’un endomorphisme injectif deM lui-meˆme soit bijectif 1. Par
exemple, Z est un Z-module libre de rang 1 sur lui-meˆme, et la multiplication
par 2 en est un endomorphisme injectif non surjectif.
(0.2.3.4) Soit A un anneau. Il est faux en ge´ne´ral que tout sous-module d’un A-
module M admette un supple´mentaire dans M , meˆme si M est libre. Par
exemple, le lecteur pourra de´montrer a` titre d’exercice que le sous-module 2Z
de Z n’a pas de supple´mentaire dans Z.
(0.2.4) Soit A un anneau. Un A-module M est dit de type fini s’il posse`de
une famille ge´ne´ratrice finie, c’est-a`-dire encore s’il existe un entier n et une
surjection line´aire An →M .
Il est dit de pre´sentation finie s’il existe une telle surjection posse´dant un
noyau de type fini.
(0.2.4.1) Tout A-module de type fini est de pre´sentation finie. La re´ciproque
est vraie si A est noethe´rien, car on de´montre que dans ce cas tout sous-module
d’un A-module de type fini est de type fini ; elle est fausse en ge´ne´ral (pour un
contre-exemple, cf. 2.6.9.2 infra).
(0.2.4.2) Si M est un A-module libre et de type fini, il est de rang fini. Pour
le voir, on choisit une base (ei)i∈I de M . Comme M est de type fini, il est
engendre´ par une famille finie de vecteurs, et chacun d’eux est combinaison
line´aire d’un nombre fini de ei. Il existe donc un ensemble fini d’indices J ⊂ I
tel que (ei)i∈J soit ge´ne´ratrice, et donc soit une base de M (si A 6= {0} on a
alors ne´cessairement I = J , car un e´le´ment ei avec i /∈ J est force´ment non nul
et ne peut donc eˆtre combinaison line´aire des ei avec i ∈ J ; mais si A = {0}
notez que I peut contenir strictement J , cf. 0.2.3.2).
(0.2.5) Sommes directes externes et internes. Soit A un anneau.
(0.2.5.1) La somme directe interne. Soit M un A-module et soit (Mi) une
famille de sous-modules de M . La somme des Mi est le sous-module de M
1. Nous verrons par contre un peu plus loin qu’un endomorphisme surjectif d’un tel M est
toujours bijectif.
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constitue´ des e´le´ments de la forme
∑
mi ou` mi ∈ Mi pour tout i ; on le
note
∑
Mi.
On dit que la somme des Mi est directe, et l’on e´crit
∑
Mi =
⊕
Mi, si pour
tout e´le´ment m de
∑
Mi l’e´criture m =
∑
mi est unique. Il suffit de le ve´rifier
pour m = 0, c’est-a`-dire de s’assurer que (
∑
mi = 0)⇒ (∀i mi = 0).
(0.2.5.2) La somme directe externe. Soit (Mi)i∈I une famille de A-modules,
qui ne sont pas a priori plonge´s dans un meˆme A-module. Soit N le sous-module
de
∏
Mi forme´ des familles (mi) telles que mi = 0 pour presque tout i. Pour
tout i ∈ I, on dispose d’une injection naturelle hi : Mi →֒ N qui envoie un
e´le´ment m sur la famille (mj) avec mj = 0 si j 6= i et mi = m. Il est imme´diat
que N =
⊕
hi(Mi). On a ainsi construit un module qui contient une copie de
chacun des Mi, et est e´gal a` la somme directe desdites copies. On dit que N est
la somme directe externe des Mi, et on le note encore
⊕
Mi.
(0.2.5.3) Liens entre les sommes directes interne et externe. Soit M un A-
module et soit (Mi) une famille de sous-modules de M . On dispose pour tout i
de l’inclusion ui :Mi →֒M . La famille des ui de´finit une application line´aire
u : (mi) 7→
∑
i
ui(mi)
de la somme directe externe
⊕
Mi vers M . On ve´rifie aussitoˆt que les Mi sont
en somme directe dans M au sens de 0.2.5.1 si et seulement si u est injective,
et que M =
⊕
Mi au sens de 0.2.5.1 si et seulement si u est bijectif.
Premie`re partie
Les outils de la ge´ome´trie
alge´brique
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Chapitre 1
Le langage des cate´gories
1.1 De´finitions et premiers exemples
(1.1.1) De´finition. Une cate´gorie C consiste en les donne´es suivantes.
• Une classe d’objets Ob C.
• Pour tout couple (x, y) d’objets de C, un ensemble HomC(x, y) dont les
e´le´ments sont appele´s les morphismes de source x et de but y, ou encore les
morphismes de x vers y.
• Pour tout x ∈ Ob C, un e´le´ment Idx de HomC(x, x).
• Pour tout triplet (x, y, z) d’objets de C, une application
HomC(x, y)×HomC(y, z)→ HomC(x, z), (f, g) 7→ g ◦ f .
Ces donne´es sont sujettes aux deux axiomes suivants.
⋄ Associativite´ : on a (f ◦ g) ◦ h = f ◦ (g ◦ h) pour tout triplet (f, g, h) de
morphismes tels que ces compositions aient un sens.
⋄ Neutralite´ des identite´s : pour tout couple (x, y) d’objets de C et tout
morphisme f de x vers y, on a f ◦ Idx = Idy ◦ f = f .
(1.1.2) Commentaires. La de´finition ci-dessus est un peu vague : nous
n’avons pas pre´cise´ ce que signifie ≪classe≫ – ce n’est pas une notion usuelle
de the´orie des ensembles. Cette impre´cision est volontaire : dans le cadre de ce
cours, il ne nous a pas paru souhaitable d’entrer dans le de´tail des proble`mes
de fondements de la the´orie des cate´gories. Mais il est possible de de´velopper
celle-ci rigoureusement, de plusieurs fac¸ons diffe´rentes :
- on peut travailler avec une variante de la the´orie des ensembles dans laquelle
la notion de classe a un sens (une classe pouvant tre`s bien ne pas eˆtre un
ensemble) ;
- on peut imposer a` Ob C d’eˆtre un ensemble.
Comme on le verra, c’est plutoˆt la premie`re approche que nous suivrons
implicitement : dans les exemples que nous donnons ci-dessous, Ob C n’est en
ge´ne´ral pas un ensemble.
Pour suivre la deuxie`me, il faudrait modifier la de´finition de toutes nos
cate´gories en ne gardant que les objets qui appartiennent a` un certain ensemble
fixe´ au pre´alable, et absolument gigantesque : il doit eˆtre assez gros pour qu’on
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puisse y re´aliser toutes les constructions du cours. C’est ce que Grothendieck et
son e´cole ont fait dans SGA IV (parce que certaines questions aborde´es dans cet
ouvrage requie`rent de manie`re impe´rative de rester dans le cadre ensembliste
traditionnel) ; ils qualifient ce type d’ensembles gigantesques d’univers.
(1.1.3) Exemples de cate´gories.
(1.1.3.1) Commenc¸ons par des exemples classiques, qui mettent en jeu de
≪vrais≫ objets et de ≪vrais≫morphismes.
• La cate´gorie Ens : ses objets sont les ensembles, et ses morphismes les
applications.
• La cate´gorie Gp : ses objets sont les groupes, et ses morphismes les
morphismes de groupes.
• La cate´gorie Ab : ses objets sont les groupes abe´liens, et ses morphismes
les morphismes de groupes.
• La cate´gorie Ann : ses objets sont les anneaux, et ses morphismes les
morphismes d’anneaux.
• La cate´gorie A-Mod, ou` A est un anneau : ses objets sont les A-modules,
et ses morphismes les applications A-line´aires.
• La cate´gorie Top : ses objets sont les espaces topologiques, et ses
morphismes sont les applications continues.
(1.1.3.2) Partant d’une cate´gorie, on peut en de´finir d’autres par un certain
nombre de proce´de´s standard.
• Commenc¸ons par un exemple abstrait. Soit C une cate´gorie et soit S un
objet de C. On note C/S la cate´gorie de´finie comme suit.
⋄ Ses objets sont les couples (X, f) ou` X est un objet de C est ou` f : X →
S est un morphisme.
⋄ Un morphisme de (X, f) vers (Y, g) est un morphisme ϕ : X → Y te
que le diagramme
X
ϕ //
f ❅
❅❅
❅❅
❅❅
❅ Y
g
⑧⑧
⑧⑧
⑧⑧
⑧⑧
S
commute.
• La construction duale existe : on peut de´finir S\C comme la cate´gorie dont
les objets sont les couples (X, f) ou` X est un objet de C est ou` f : S → X
est un morphisme, et dont les fle`ches sont de´finies comme le lecteur imagine
(ou devrait imaginer).
• Donnons deux exemples explicites de cate´gories de la forme S\C.
⋄ Si C = Ann et si A ∈ Ob C alors A\C n’est autre que la cate´gorie A-Alg
des A-alge`bres.
⋄ Si C = Top et si S = {∗} la cate´gorie S\C est appele´e cate´gorie des
espaces topologiques pointe´s et sera note´e TopPt. Comme se donner une
application continue de {∗} dans un espace topologique X revient a`
choisir un point de X , la cate´gorie TopPt peut se de´crire comme suit :
- ses objets sont les couples (X,x) ou` X est un espace topologique et
ou` x ∈ X (d’ou` son nom) ;
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- un morphisme d’espaces topologiques pointe´s de (X,x) vers (Y, y) est
une application continue ϕ : X → Y telle que ϕ(x) = y.
(1.1.3.3) On peut aussi, partant d’une cate´gorie, conserver ses objets mais ne
plus conside´rer ses morphismes que modulo une certaine relation d’e´quivalence.
Nous n’allons pas de´tailler le formalisme ge´ne´ral, mais simplement illustrer ce
proce´de´ par un exemple. Si X et Y sont deux espaces topologiques et si f et g
sont deux applications continues de X vers Y , on dit qu’elles sont homotopes
s’il existe une application h continue de [0; 1] ×X vers Y telle que h(0, .) = f
et h(1, .) = g ; on de´finit ainsi ainsi une relation d’e´quivalence sur l’ensemble des
applications continues de X vers Y .
On construit alors la cate´gorie Top/h des espaces topologiques a` homotopie
pre`s comme suit : ses objets sont les espaces topologiques ; et si X et Y sont
deux espaces topologiques, HomTop/h(X,Y ) est le quotient de l’ensemble des
applications continues de X vers Y par la relation d’homotopie (les morphismes
de X vers Y dans Top/h ne sont donc plus tout a` fait de ≪vrais≫ morphismes).
On peut combiner cette construction avec celle des espaces topologiques
pointe´s, et obtenir ainsi la cate´gorie TopPt/h des espaces topologiques pointe´s a`
homotopie pre`s : ses objets sont les espaces topologiques pointe´s ; et si (X,x)
et (Y, y) sont deux espaces topologiques pointe´s, HomTopPt/h(X,Y ) est le
quotient de l’ensemble HomTopPt((X,x), (Y, y)) par la relation d’homotopie,
qui est de´finie dans ce contexte exactement comme ci-dessus avec la condition
supple´mentaire h(t, x) = y pour tout t.
(1.1.3.4) On peut e´galement construire des cate´gories par de´cret, sans chercher
a` donner une interpre´tation tangible des objets et morphismes ; donnons
quelques exemples.
• Soit G un groupe. On lui associe traditionnellement deux cate´gories :
⋄ la cate´gorie BG ayant un seul objet ∗ avec Hom(∗, ∗) = G (la
composition est de´finie comme e´tant e´gale a` la loi interne de G)
⋄ la cate´gorie B˜G telle que Ob B˜G = G et telle qu’il y ait un et un seul
morphisme entre deux objets donne´s de B˜G.
• Soit k un corps. On de´finit comme suit la cate´gorie Vk .
⋄ Ob Vk = N.
⋄ HomVk(m,n) = Mn,m(k) pour tout (m,n), la composition de deux
morphismes e´tant de´finie comme e´gale au produit des deux matrices
correspondantes.
(1.1.3.5) Cate´gorie oppose´e. Si C est une cate´gorie, on de´finit sa cate´gorie
oppose´e Cop comme suit : Ob Cop = Ob C, et HomCop(X,Y ) = HomC(Y,X)
pour tout couple (X,Y ) d’objets de C.
(1.1.4) Soit C une cate´gorie et soient X et Y deux objets de C.
(1.1.4.1) Un endomorphisme de X est un e´le´ment de HomC(X,X).
(1.1.4.2) On dit qu’un morphisme f : X → Y est un isomorphisme s’il existe
un morphisme g : Y → X tel que f ◦ g = IdY et g ◦ f = IdX . On ve´rifie
imme´diatement que si un tel g existe, il est unique ; et on le note alors en
ge´ne´ral f−1.
Un automorphisme de X est un isomorphisme de X vers X .
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(1.1.4.3) Il arrivera souvent que l’on emploie le terme fle`che au lieu de
morphisme.
1.2 Foncteurs
(1.2.1) De´finition. Soient C et D deux cate´gories. Un foncteur F de C vers D
est la donne´e :
• pour tout X ∈ Ob C, d’un objet F (X) de D ;
• pour tout morphisme f : X → Y de C, d’un morphisme F (f) : F (X) →
F (Y ) de D.
On impose de plus les proprie´te´s suivantes :
• F (IdX) = IdF (X) pour tout X ∈ Ob C ;
• F (f ◦g) = F (f)◦F (g) pour tout couple (f, g) de fle`ches composables de C.
(1.2.2) Commentaires.
(1.2.2.1) Il est imme´diat qu’un foncteur transforme un isomorphisme en un
isomorphisme.
(1.2.2.2) La notion de´finie au 1.2.1 est en fait la notion de foncteur covariant. Il
existe une notion de foncteur contravariant ; la de´finition est la meˆme, a` ceci pre`s
que si f ∈ HomC(X,Y ) alors F (f) ∈ HomD(F (Y ), F (X)) (en termes image´s, F
renverse le sens des fle`ches), et que F (f ◦g) = F (g)◦F (f) pour tout couple (f, g)
de fle`ches composables.
(1.2.2.3) La plupart des re´sultats et notions que nous pre´senterons ci-dessous
seront relatifs aux foncteurs covariants, mais ils se transposentmutatis mutandis
au cadre des foncteurs contravariants (nous laisserons ce soin au lecteur, et
utiliserons librement a` l’occasion ces transpositions) : il suffit de renverser
certaines fle`ches et/ou l’ordre de certaines compositions.
Cette assertion peut paraˆıtre impre´cise, mais on peut lui donner un sens
rigoureux – et la justifier – en remarquant qu’un foncteur contravariant de C
vers D n’est autre, par de´finition, qu’un foncteur covariant de Cop vers D (ou
de C vers Dop).
(1.2.3) Exemples.
(1.2.3.1) Sur toute cate´gorie C on dispose d’un foncteur identite´ IdC : C→ C
de´fini par les e´galite´s IdC(X) = X et IdC(f) = f pour tout objet X et toute
fle`che f de C.
Si C, D et E sont trois cate´gories, si F est un foncteur de C vers D et si G est
un foncteur de D vers E on de´finit de fac¸on e´vidente le foncteur compose´ G◦F :
C → E. La composition des foncteurs est associative, et les foncteurs identite´
sont neutres pour celle-ci.
Le compose´ de deux foncteurs de meˆme variance est covariant, celui de deux
foncteurs de variances oppose´es est contravariant.
(1.2.3.2) Les foncteurs d’oublis. Ce sont des foncteurs covariants dont
l’application revient, comment leur nom l’indique, a` oublier certaines des
structures en jeu.
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Par exemple, on dispose d’un foncteur d’oubli de Gp vers Ens : il associe a`
un groupe l’ensemble sous-jacent, et a` un morphisme de groupes l’application
ensembliste sous-jacente. On dispose de meˆme d’un foncteur d’oubli de Ann
vers Ens, de Top vers Ens.... ou encore, un anneau commutatif unitaire A e´tant
donne´, de A-Mod vers Ab (on n’oublie alors qu’une partie de la structure).
(1.2.3.3) Les deux foncteurs associe´s a` un objet. Soit C une cate´gorie et
soit X un objet de C. On lui associe naturellement deux foncteurs de C vers Ens :
• Le foncteur covariant hX , qui envoie un objet Y sur HomC(X,Y ) et une
fle`che f : Y → Y ′ sur l’application HomC(X,Y )→ HomC(X,Y ′), g 7→ f ◦ g.
• Le foncteur contravariant hX , qui envoie un objet Y sur HomC(Y,X) et
une fle`che f : Y → Y ′ sur l’application HomC(Y ′, X)→ HomC(Y,X), g 7→ g ◦ f .
(1.2.3.4) Soit A un anneau commutatif unitaire. En appliquant la construction
du 1.2.3.3 ci-dessus a` l’objet A de A-Mod, on obtient un foncteur contravariant
hA : A-Mod→ Ens qui envoie M sur HomA-Mod(M,A).
En fait, HomA-Mod(M,A) n’est pas un simple ensemble : il posse`de une
structure naturelle de A-module, et la formule M 7→ HomA-Mod(M,A) de´finit
un foncteur contravariant de A-Mod dans elle-meˆme, souvent note´ M 7→ M∨
(en termes pe´dants, le foncteur hA ci-dessus est la compose´e de M 7→M∨ avec
le foncteur oubli de A-Mod vers Ens).
(1.2.3.5) Le groupe fondamental. On de´finit en topologie alge´brique un
foncteur (X,x) 7→ π1(X,x), qui va de la cate´gorie TopPt vers celle des groupes
(on appelle π1(X,x) le groupe fondamental de (X,x)). Par construction, deux
applications continues homotopes entre espaces topologiques pointe´s induisent
le meˆme morphisme entre les groupes fondamentaux ; autrement dit, on peut
voir (X,x) 7→ π1(X,x) comme un foncteur de TopPt/h vers Ens.
(1.2.3.6) Nous allons de´crire deux foncteurs mettant en jeu les cate´gories un
peu artificielles du 1.1.3.4.
• Soit G un groupe. On de´finit comme suit un foncteur covariant de B˜G
vers BG : il envoie n’importe quel e´le´ment g de G sur ∗, et l’unique fle`che entre
deux e´le´ments g et h de g sur gh−1.
• On de´finit comme suit un foncteur covariant de Vk dans la cate´gorie des
espaces vectoriels de dimension finie sur k : il envoie n sur kn, et il envoie une
matrice M sur l’application line´aire de matrice M dans les bases canoniques.
(1.2.4) De´finition. Soient C et D deux cate´gories, et soit F : C → D un
foncteur covariant. On dit que F est fide`le (resp. plein, resp. pleinement fide`le)
si pour tout couple (X,Y ) d’objets de C, l’application f 7→ F (f) de HomC(X,Y )
vers HomD(F (X), F (Y )) est injective (resp. surjective, resp. bijective).
(1.2.5) De´finition. Soit C une cate´gorie. Une sous-cate´gorie de C est une
cate´gorie D telle que Ob D ⊂ Ob C et telle que HomD(X,Y ) ⊂ HomC(X,Y )
pour tout couple (X,Y ) d’objets de D.
Elle est dit pleine si HomD(X,Y ) = HomC(X,Y ) pour tout couple (X,Y )
d’objets de D.
(1.2.6) Si D est une sous-cate´gorie d’une cate´gorie C, on dispose d’un foncteur
covariant naturel d’inclusion de C dans D. Il est fide`le, et pleinement fide`le si D
est une sous-cate´gorie pleine de C.
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1.3 Morphismes de foncteurs et e´quivalences de
cate´gories
(1.3.1) De´finition. Soient C et D deux cate´gories et soient F et G : C → D
deux foncteurs covariants. Un morphisme (ou transformation naturelle) ϕ de F
vers G est la donne´e, pour tout objet X de C, d’un morphisme
ϕ(X) : F (X)→ G(X)
de la cate´gorie D, de sorte que pour toute fle`che f : X → Y de C, le diagramme
F (X)
ϕ(X) //
F (f)

G(X)
G(f)

F (Y )
ϕ(Y ) // G(Y )
commute.
(1.3.1.1) On re´sume parfois ces conditions en disant simplement qu’un
morphisme de F vers G est la donne´e pour tout X d’un morphisme de F (X)
dans G(X) qui est fonctoriel en X.
(1.3.1.2) L’identite´ IdF du foncteur F est le morphisme de F dans lui-meˆme
induit par la collections des IdF (X) ou` X parcourt Ob C. Les morphismes de
foncteurs se composent de fac¸on e´vidente. Attention toutefois : on ne peut pas
dire que les foncteurs de C vers D constituent eux-meˆmes une cate´gorie, car rien
n’indique a priori que les morphismes entre deux tels foncteurs (qui mettent en
jeu une collection de donne´es parame´tre´e par Ob C) forment un ensemble.
(1.3.2) Exemples.
(1.3.2.1) Soit A un anneau commutatif unitaire. Pour tout A-module M , on
dispose d’une application naturelle ι(M) :M →M∨∨ de´finie par la formule
m 7→ (ϕ 7→ ϕ(m)).
La collection des ι(M) pour M variable de´finit un morphisme ι du
foncteur IdA-Mod vers le foncteur M 7→M∨∨ de A-Mod dans elle-meˆme (notons
que ce dernier foncteur est bien covariant, en tant que compose´e de deux
foncteurs contravariants).
(1.3.2.2) Soit C une cate´gorie, soient X et Y deux objets de C et soit f un
morphisme de X vers Y . Pour tout Z ∈ Ob C, on dispose de deux applications
naturelles fonctorielles en Z
Hom(Y, Z)→ Hom(X,Z), g 7→ g ◦ f et Hom(Z,X)→ Hom(Z, Y ), g 7→ f ◦ g,
qui constituent deux morphismes de foncteurs f∗ : hY → hX et f∗ : hX → hY .
On ve´rifie aise´ment qu’on a les e´galite´s (f ◦ g)∗ = f∗ ◦ g∗ et (f ◦ g)∗ = g∗ ◦ f∗
a` chaque fois qu’elles ont un sens. On a aussi (IdX)
∗ = IdhX et (IdX)∗ = IdhX .
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(1.3.3) De´finition. Soient C et D deux cate´gories et soient F et G deux
foncteurs de C vers D. On dit qu’un morphisme ϕ : F → G est un isomorphisme
s’il existe ψ : G→ F tel que ψ ◦ ϕ = IdF et ϕ ◦ ψ = Id G. Un tel ψ est dans ce
cas unique, et est note´ ϕ−1.
Le morphisme ϕ est un isomorphisme si et seulement si ϕ(X) est un
isomorphisme pour tout X ∈ Ob C, et l’on a alors ϕ−1(X) = ϕ(X)−1 pour
tout tel X .
(1.3.4) Exemple : la bidualite´. Soit A un anneau commutatif unitaire, et
soit C la sous-cate´gorie pleine de A-Mod constitue´e des modules libres de rang
fini (i.e. qui posse`dent une base finie, ou encore qui sont isomorphes a` An pour
un certain n). Si M ∈ Ob C alors M∨∨ ∈ Ob C, et le morphisme ι du 1.3.2.1
ci-dessus induit un isomorphisme entre le foncteur IdC et le foncteurM 7→M∨∨
de C dans C.
Cette assertion est simplement l’e´nonce´ rigoureux traduisant le fait q’un
module libre de rang fini est canoniquement isomorphe a` son bidual.
(1.3.5) De´finitions. Soient C et D deux cate´gories, et soit F un foncteur de C
vers D. Un quasi-inverse de F est un foncteur G : D → C tel que F ◦G ≃ IdD
et G ◦ F ≃ IdC.
On dit que F est une e´quivalence de cate´gories s’il admet un quasi-inverse.
(1.3.5.1) Il re´sulte imme´diatement des de´finitions que si G est un quasi-inverse
de F alors F est un quasi-inverse de G, et que la compose´e de deux e´quivalences
de cate´gories est une e´quivalence de cate´gories.
Si G et H sont deux quasi-inverses de F ils sont isomorphes via la
composition d’isomorphismes
G = G ◦ IdD ≃ G ◦ (F ◦H) = (G ◦ F ) ◦H ≃ IdC ◦H = H.
(1.3.5.2) Exercice. Montrez qu’un foncteur F : C → D est une e´quivalence de
cate´gories si et seulement si F est pleinement fide`le et essentiellement surjectif,
ce qui veut dire que pour tout objet Y de D il existe un objet X de C tel
que F (X) soit isomorphe a` Y .
(1.3.6) Exemples d’e´quivalences de cate´gories.
(1.3.6.1) Les isomorphismes de cate´gories. Un foncteur F : C → D est
appele´ un isomorphisme de cate´gories s’il posse`de un inverse, c’est-a`-dire un
foncteur G : D→ C tel que F ◦G et G ◦ F soient respectivement e´gaux (et pas
seulement isomorphes) a` IdD et IdC.Un tel G est unique s’il existe.
Les isomorphismes de cate´gories sont des cas particuliers d’e´quivalences de
cate´gories que l’on rencontre tre`s rarement en pratique. Citons deux exemples ;
le premier est trivial, le second est nettement plus inte´ressant.
• Si C est une cate´gorie alors IdC est un isomorphisme de cate´gories.
• Soit A un anneau commutatif unitaire. Soit C la cate´gorie des A[T ]-
modules, et soit D la cate´gorie dont les objets sont les couples (M,u) ou` M
est un A-module et u un endomorphisme de M , et ou` un morphisme de (M,u)
vers (N, v) est une applicationA-line´aire f :M → N telle que v◦f = f◦u. Soit F
le foncteur qui envoie un A[T ]-moduleM sur le A-module sous-jacent a`M muni
de m 7→ Tm ; soit G le foncteur qui envoie un couple (M,u) sur le A[T ]-module
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de groupe additif sous-jacent (M,+) et de loi externe (P,m) 7→ P (u)(m). Le
foncteur F induit alors un isomorphisme entre les cate´gories C et D, et G est
son inverse.
(1.3.6.2) Soit k un corps On a de´fini au 1.2.3.6 un foncteur covariant de la
cate´gorieVk (1.1.3.4) vers celle des espaces vectoriels de dimension finie sur k. Ce
foncteur est une e´quivalence de cate´gories – cette assertion est essentiellement
une reformulation conceptuelle (ou pe´dante) de l’existence de bases.
En effet, on peut construire son quasi-inverse comme suit. On commence par
choisir 1 pour tout k-espace vectoriel E de dimension finie, une base b(E) de E.
On envoie alors un k-espace vectoriel E de dimension finie sur dimE, et une
application line´aire f : E → F entre deux tels espaces sur Matb(E),b(F )f .
(1.3.6.3) La the´orie des reveˆtements Nous allons maintenant indiquer (sans
la moindre de´monstration) comment la the´orie qui relie lacets trace´s sur un
espace topologique et reveˆtements de ce dernier peut eˆtre reformule´e en termes
d’e´quivalence de cate´gories.
On se donne donc un espace topologique pointe´ (X,x). La cate´gorie
des π1(X,x)-ensembles est celle dont les objets sont les ensembles munis d’une
action a` droite de π1(X,x), et les fle`ches les applications π1(X,x)-e´quivariantes.
On suppose que X est connexe, et qu’il est par ailleurs semi-localement
simplement connexe 2.
Un reveˆtement de X est un espace topologique Y muni d’une application
continue f : Y → X tel que tout point de X posse`de un voisinage ouvert U
pour lequel il existe un ensemble discret EU et un diagramme commutatif
f−1(U)
≃ //

EU × U
yysss
ss
ss
ss
ss
U
.
Un morphisme entre deux reveˆtements (Y → X) et (Z → X) est une application
continue Y → Z telle que
Y
  ❅
❅❅
❅❅
❅❅
❅
// Z
~~⑦⑦
⑦⑦
⑦⑦
⑦
X
commute.
Si Y est un reveˆtement de X , sa fibre Yx en x he´rite d’une action naturelle
de π1(X,x) a` droite (un lacet ℓ et un point y de Yx e´tant donne´s, on rele`ve ℓ en
partant de y ; a` l’arrive´e, on ne retombe pas ne´cessairement sur ses pieds : on
atteint un ante´ce´dent z de x qui en ge´ne´ral diffe`re de y, et l’on pose y.ℓ = z).
Le lien entre lacets et reveˆtements peut alors s’exprimer ainsi : le
foncteur Y 7→ Yx e´tablit une e´quivalence entre la cate´gorie des reveˆtements
de X et celle des π1(X,x)-ensembles.
1. Cette ope´ration requiert une forme redoutablement puissante d’axiome du choix, puisque
les k-espaces vectoriels de dimension finie ne constituent pas un ensemble.
2. Bourbaki propose de remplacer cette expression peu engageante par de´lac¸able.
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Description d’un quasi-inverse. On choisit un reveˆtement universel X˜ de X
(c’est-a`-dire un reveˆtement de X connexe, non vide et simplement connexe). Le
foncteur qui envoie un π1(X,x)-ensemble E sur le produit contracte´
X˜ ×π1(X,x) E := X˜ × E/((y.ℓ, e) ∼ (y, e.ℓ))
est alors un quasi-inverse de Y 7→ Yx.
(1.3.6.4) La transformation de Gelfand. Soit Comp la sous-cate´gorie pleine
de Top forme´e des espaces topologiques compacts. Soit X un espace topologique
compact. L’alge`bre C 0(X,C) est une C-alge`bre commutative de Banach (pour
la norme f 7→ supx∈X |f(x)|) ; elle posse`de une involution f 7→ f qui prolonge
la conjugaison complexe, et l’on a par construction ||f || =
√
||ff || pour tout f .
Soit C la cate´gorie de´finie comme suit.
• Un objet de C est une C-alge`bre de Banach commutative A munie d’une
involution a 7→ a prolongeant la conjugaison complexe et telle que ||a|| =√||aa||
pour tout a ∈ A.
• Si A et B sont deux objets de C un morphisme de A dans B est un
morphisme d’alge`bres f : A → B tel que ||f(a)|| 6 ||a|| et f(a) = f(a) pour
tout a ∈ A.
Il est imme´diat que C : X 7→ C 0(X,C) de´finit un foncteur contravariant
de Comp vers C.
On de´montre en analyse fonctionnelle (the´orie de Gelfand) que le foncteur C
est anti-e´quivalence de cate´gories (≪anti≫ signifiant simplement qu’il est
contravariant).
De´crivons partiellement un quasi-inverse Sp (le ≪spectre≫) de C . Si A ∈
C, l’ensemble sous-jacent a` l’espace topologique compact Sp A est l’ensemble
des ide´aux maximaux de A (nous ne pre´ciserons pas ici la construction de la
topologie de Sp A).
Remarque. Un point d’un espace topologique X de´finit bien un ide´al
maximal de l’alge`bre C 0(X,C), a` savoir l’ensemble des fonctions qui s’y
annulent ; vous pouvez a` titre d’exercice ve´rifier que si X est compact, on obtient
ainsi une bijection entre X et l’ensemble des ide´aux maximaux de C 0(X,C).
1.4 Foncteurs repre´sentables et lemme de
Yoneda
(1.4.1) De´finition. Soit C une cate´gorie. Un foncteur covariant de F : C→ Ens
est dit repre´sentable s’il existe X ∈ Ob C et un isomorphisme hX ≃ F .
(1.4.2) Exemples. Dans ce qui suit, les anneaux et alge`bres sont commutatifs
et unitaires, et les morphismes d’anneaux ou alge`bres sont unitaires.
(1.4.2.1) Soit A un anneau et soit P une partie de A. Le foncteur F qui
envoie un anneau B sur l’ensemble des morphismes de A dans B s’annulant
sur les e´le´ments de P est repre´sentable : en effet, si π de´signe l’application
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quotient A → A/〈P 〉, alors f 7→ f ◦ π e´tablit une bijection, fonctorielle en B,
entre HomAnn(A/〈P 〉, B) et F (B).
(1.4.2.2) Nous allons donner une pre´sentation un peu diffe´rente de
l’exemple 1.4.2.1 ci-dessus, dont nous conservons les notation A et P . Soit Φ
le foncteur qui envoie une A-alge`bre (B, f :A → B) sur un singleton {∗}
si P est contenu dans Ker f et sur ∅ sinon ; il est repre´sentable. En effet,
soit (B, f :A → B) une A-alge`bre. Le morphisme f admet une factorisation
par A 7→ A/〈P 〉 si et seulement si P ⊂ Ker f , et si c’est le cas cette factorisation
est unique ; nous la noterons f¯ . On peut reformuler cette assertion en disant que
l’ensemble des morphismes de A-alge`bres de A/〈P 〉 dans A est le singleton {f¯}
si P ⊂ Ker f , et est vide sinon. On dispose de`s lors d’une bijection, fonctorielle
en B, entre HomA-Alg(A/〈P 〉, B) et Φ(B) : c’est la bijection entre {f¯} et {∗}
si P ⊂ Ker F , et Id∅ dans le cas contraire.
(1.4.2.3) Soit A un anneau et soit n un entier. Le foncteur qui
envoie une A-alge`bre B sur Bn est repre´sentable. En effet, l’applica-
tion f 7→ (f(T1), . . . , f(Tn)) e´tablit une bijection fonctorielle en B
entre HomA-Alg(A[T1, . . . , Tn], B) et B
n.
(1.4.2.4) Soit A un anneau, soit n un entier et soit (Pi) une famille de
polynoˆmes appartenant a` A[T1, . . . , Tn]. Le foncteur G qui envoie une A-
alge`bre B sur
{(b1, . . . , bn) ∈ Bn, Pi(b1, . . . , bn) = 0 ∀i}
est repre´sentable. En effet, l’application f 7→ (f(T1), . . . , f(Tn)) e´tablit une
bijection fonctorielle en B entre HomA-Alg(A[T1, . . . , Tn]/(Pi)i, B) et G(B).
(1.4.2.5) Le foncteur (X,x) 7→ π1(X,x) de TopPt/h vers Ens est repre´sentable :
il s’identifie naturellement, par sa de´finition meˆme, a` HomTopPt/h((S1, o), .),
ou` S1 est le cercle et o un point quelconque choisi sur S1.
(1.4.3) Montrer qu’un foncteur F est repre´sentable revient a` exhiber un
objet X et un isomorphisme hX ≃ F . Ce dernier point peut sembler de´licat,
e´tant donne´e la de´finition d’un morphisme de foncteurs comme une gigantesque
collection de morphismes (sujette a` des conditions de compatibilite´). On va voir
un peu plus bas (1.4.6) qu’il n’en est rien, et qu’un tel isomorphisme hX ≃ F
admet toujours une description concre`te simple et maniable.
(1.4.4) Soit C une cate´gorie et soit X ∈ Ob C. Soit F un foncteur covariant
de C dans Ens, et soit ξ ∈ F (X). On ve´rifie imme´diatement que la collection
d’applications
hX(Y ) = Hom(X,Y )→ F (Y ), f 7→ F (f)(ξ)
de´finit, lorsque Y parcourt Ob C, un morphisme de hX dans F ; nous le
noterons ϕξ.
(1.4.5) Lemme de Yoneda. Soit ψ un morphisme de hX dans F . Il existe
un unique ξ ∈ F (X) tel que ψ = ϕξ, a` savoir ψ(X)(IdX).
De´monstration. Commenc¸ons par remarquer que l’e´nonce´ a bien un sens :
on a IdX ∈ Hom(X,X) = hX(X), d’ou` il re´sulte que ψ(X)(IdX) est un e´le´ment
bien de´fini de F (X).
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Preuve de l’unicite´. Soit ξ tel que ψ = ϕξ. On a alors
ψ(X)(IdX) = ϕξ(X)(IdX) = F (IdX)(ξ) = IdF (X)(ξ) = ξ,
d’ou` l’assertion requise.
Preuve de l’existence. On pose ξ = ψ(X)(IdX), et l’on va de´montrer que ψ =
ϕξ. Soit Y ∈ Ob C et soit f : X → Y un e´le´ment de hX(Y ).
On a par de´finition d’un morphisme de foncteurs un diagramme commutatif
hX(X)
ψ(X)

hX(f) // hX(Y )
ψ(Y )

F (X)
F (f) // F (Y )
Comme hX(f) est la composition avec f , on a hX(f)(IdX) = f . L’image
de IdX par ψ(X) est par ailleurs e´gale a` ξ par de´finition de ce dernier. Par
commutativite´ du diagramme il vient alors ψ(Y )(f) = F (f)(ξ) = ϕξ(Y )(f), ce
qu’il fallait de´montrer. 
(1.4.5.1) Remarque. En particulier, les morphismes de hX vers F constituent
un ensemble (en bijection naturelle avec F (X)), ce qui n’e´tait pas e´vident a
priori.
(1.4.5.2) Plac¸ons-nous dans le cas particulier ou` F = hY pour un certain Y ∈
Ob C. L’e´le´ment ξ du lemme appartient alors a` hY (X) = Hom(Y,X), et le
morphisme ψ = ϕξ est donne´ par la formule f 7→ hY (f)(ξ) = f ◦ ξ. En
conse´quence, ψ est le morphisme ξ∗ : hX → hY induit par ξ (cf. 1.3.2.2).
Il s’ensuit que ξ 7→ ξ∗ e´tablit une bijection entre Hom(Y,X) et l’ensemble
des morphismes de foncteurs de hX vers hY .
(1.4.5.3) Soit ξ ∈ Hom(Y,X). C’est un isomorphisme si et seulement si ξ∗ est
un isomorphisme. En effet, si ξ est un isomorphisme d’inverse ζ, on a
ζ∗ ◦ ξ∗ = (ξ ◦ ζ)∗ = Id∗Y = IdhY ,
et de meˆme ξ∗ ◦ ζ∗ = IdhX .
Re´ciproquement, supposons que ξ∗ soit un isomorphisme. Sa re´ciproque est
alors d’apre`s 1.4.5.2 de la forme ζ∗ pour un certain ζ ∈ Hom(X,Y ). On a
(ξ ◦ ζ)∗ = ζ∗ ◦ ξ∗ = IdhX = Id∗X
et donc ξ ◦ ζ = IdX d’apre`s loc. cit. De meˆme, ζ ◦ ξ = IdY .
(1.4.6) Soit C une cate´gorie et soit F un foncteur covariant de C dans Ens.
Le foncteur F est repre´sentable si et seulement si il existe un objet X de C
et un isomorphisme hX ≃ F . En vertu du lemme de Yoneda, cela revient a`
demander qu’il existe un objet X de C et un e´le´ment ξ de F (X) tel que ϕξ soit
un isomorphisme, c’est-a`-dire tel que f 7→ F (f)(ξ) e´tablisse pour tout Y ∈ Ob C
une bijection Hom(X,Y ) ≃ F (Y ). Nous dirons qu’un tel couple (X, ξ) est un
repre´sentant de F .
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(1.4.7) Canonicite´ du repre´sentant. Soient F et G deux foncteurs
covariants d’une cate´gorie C dans Ens. On les suppose repre´sentables ; soit (X, ξ)
un repre´sentant de F et soit (Y, η) un repre´sentant de G.
(1.4.7.1) Soit ρ un morphisme de foncteurs de F dans G. Il existe un unique
morphisme ψ : hX → hY faisant commuter le diagramme
hX
ϕξ ≃

ψ // hY
ϕη ≃

F
ρ // G
,
a` savoir ϕ−1η ◦ ρ ◦ ϕξ ; comme ϕ−1η et ϕξ sont des isomorphismes, ψ est un
isomorphisme si et seulement si ρ est un isomorphisme.
D’apre`s 1.4.5.2, on peut reformuler ceci en disant qu’il existe un unique λ
appartenant a` Hom(Y,X) tel que le diagramme
hX
ϕξ ≃

λ∗ // hY
ϕη ≃

F
ρ // G
commute. En vertu de 1.4.5.3, λ est un isomorphisme si et seulement si λ∗ est
un isomorphisme, c’est-a`-dire par ce qui pre´ce`de si et seulement si ρ est un
isomorphisme.
En appliquant la commutativite´ du diagramme a` l’e´le´ment IdX
de Hom(X,X) = hX(X), et en remarquant que λ
∗(X)(IdX) = λ, on obtient
l’e´galite´
ϕη(X)(λ) = ρ(X) (ϕξ(X)(IdX)) ,
qui caracte´rise λ puisque ϕη(X) est une bijection ; par de´finition de ϕη et ϕξ,
elle se re´crit
G(λ)(η) = ρ(X)(ξ)
(notons que c’est une e´galite´ entre e´le´ments de G(X)).
(1.4.7.2) En appliquant ce qui pre´ce`de lorsque G = F et ρ = IdF , on
obtient l’assertion suivante : il existe un unique morphisme λ de Y vers X
tel que F (λ)(η) = ξ ; ce morphisme est un isomorphisme, et peut e´galement eˆtre
caracte´rise´ par la commutativite´ du diagramme
hX
ϕξ
≃
  ❆
❆❆
❆❆
❆❆
❆
λ∗ // hY
ϕη
≃
~~⑥⑥
⑥⑥
⑥⑥
⑥⑥
F
.
Il existe en particulier un unique isomorphisme λ : Y ≃ X tel que F (λ)(η) =
ξ ; les couples (X, ξ) et (Y, η) sont donc en un sens canoniquement isomorphes.
Pour cette raison, nous nous permettrons souvent de parler par abus du
repre´sentant (X, ξ) d’un foncteur repre´sentable F ; et nous dirons que ξ est
l’objet universel relatif a` F .
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Il arrivera qu’on omette de mentionner ξ et qu’on se contente de dire que X
est le repre´sentant de F ; mais attention, c’est un peu imprudent, car pour un
meˆme X , plusieurs ξ peuvent convenir.
(1.4.7.3) On peut alors reformuler le lemme de Yoneda, ou plus pre´cise´ment
la de´clinaison qui en est faite en 1.4.7.1 en disant que se donner un morphisme
entre foncteurs repre´sentables, c’est se donner un morphisme entre leurs
repre´sentants.
(1.4.8) Nous allons revisiter certains des exemples vus en 1.4.2 en donnant a`
chaque fois le repre´sentant du foncteur conside´re´, et en insistant sur son objet
universel.
(1.4.8.1) Soit A un anneau et soit P une partie de A. Le foncteur qui envoie
un anneau B sur l’ensemble des morphismes de A dans B s’annulant sur les
e´le´ments de P est repre´sentable. Si π de´signe l’application quotient A→ A/〈P 〉,
alors (A/(P ), π) est son repre´sentant.
Le morphisme π est le ≪morphisme universel s’annulant sur P≫.
(1.4.8.2) Soit A un anneau et soit n un entier. Le foncteur qui envoie une A-
alge`bre B sur Bn est repre´sentable. Le couple (A[T1, . . . , Tn], (T1, . . . , Tn)) est
son repre´sentant.
Le n-uplet (T1, . . . , Tn) est le ≪n-uplet universel d’e´le´ments d’une A-
alge`bre≫.
(1.4.8.3) Soit A un anneau, soit n un entier et soit (Pi) une famille de
polynoˆmes appartenant a` A[T1, . . . , Tn]. Le foncteur qui envoie une A-alge`bre B
sur
{(b1, . . . , bn) ∈ Bn, Pi(b1, . . . , bn) = 0 ∀i}
est repre´sentable. Le couple (A[T1, . . . , Tn]/(Pi)i, (T1, . . . , Tn)) est son
repre´sentant.
Le n-uplet (T1, . . . , Tn) est le ≪n-uplet universel d’e´le´ments d’une A-alge`bre
en lequel les Pi s’annulent≫ .
(1.4.8.4) Le foncteur (X,x) 7→ π1(X,x) de TopPt/h vers Ens est repre´sentable ;
le couple ((S1, o), Id(S1,o)) est son repre´sentant.
L’application identite´ de (S1, o) est le ≪lacet universel a` homotopie pre`s≫.
(1.4.9) Exemple d’application du lemme de Yoneda. Soient m et n
deux entiers. Soit A un anneau commutatif unitaire, et soient F et G
les foncteurs B 7→ Bn et B 7→ Bm sur la cate´gorie des A-alge`bres. Ils
sont repre´sentables, de repre´sentants respectifs (A[T1, . . . , Tn], (T1, . . . , Tn))
et (A[S1, . . . , Sm], (S1, . . . , Sm)). Soit ϕ un morphisme de F vers G. Par
le lemme de Yoneda, il provient d’un unique morphisme de A[S1, . . . , Sm]
vers A[T1, . . . , Tn]. Un tel morphisme est lui-meˆme donne´ par m po-
lynoˆmes P1, . . . , Pm appartenant a` A[T1, . . . , Tn] (les images des Si). On ve´rifie
imme´diatement que ϕ est alors de´crit par les formules
(b1, . . . , bn) 7→ (P1(b1, . . . , bn), . . . , Pm(b1, . . . , bn)).
Ce re´sultat est un sens assez intuitif : la seule fac¸on d’associer de fac¸on
naturelle a` tout n-uplet d’e´le´ments d’une A-alge`bre B un m-uplet d’e´le´ments
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deB consiste a` utiliser une formule polynomiale a` coefficients dansA ; on pouvait
s’y attendre, puisque les seules ope´rations que l’on sache effectuer dans une A-
alge`bre ge´ne´rale sont l’addition, la multiplication interne, et la multiplication
par les e´le´ments de A.
(1.4.10) Objet initial, objet final. Soit C une cate´gorie. Comme il existe
une et une seule application d’un singleton dans un autre, la fle`che C → Ens
qui envoie un objet X sur un singleton {∗} peut eˆtre vue d’une unique manie`re
comme un foncteur covariant F , et d’une unique manie`re comme un foncteur
contravariant G.
Si F est repre´sentable, on appelle objet initial de C tout repre´sentant de F .
Un objet X de C est initial si et seulement si Hom(X,Y ) est un singleton pour
tout objet Y de C.
Si G est repre´sentable, on appelle objet final de C tout repre´sentant de F .
Un objet X de C est final si et seulement si Hom(Y,X) est un singleton pour
tout objet Y de C.
(1.4.11) Exemples.
(1.4.11.1) Dans la cate´gorie des ensembles, ∅ est initial, et {∗} est final.
(1.4.11.2) Dans la cate´gorie des groupes, {e} est initial et final.
(1.4.11.3) Dans la cate´gorie des modules sur un anneau commutatif unitaire A
donne´, {0} est initial et final.
(1.4.11.4) Dans la cate´gorie des anneaux, Z est initial, et {0} est final.
(1.4.11.5) La cate´gorie des corps n’a ni objet initial, ni objet final. Celle des
corps de caracte´ristique nulle a Q comme objet initial, et n’a pas d’objet final ;
celle des corps de caracte´ristique p > 0 a Fp comme objet initial, et n’a pas
d’objet final.
1.5 Produits fibre´s et sommes amalgame´es
Produits carte´siens et produits fibre´s
(1.5.1) Le produit carte´sien. Le produit carte´sien ensembliste X × Y de
deux ensembles X et Y est par de´finition l’ensemble des couples (x, y) ou` x ∈ X
et y ∈ Y . Soit C une cate´gorie et soient X et Y deux objets de C. Si le foncteur
contravariant
hX × hY := T 7→ hX(T )× hY (T ) = Hom(T,X)×Hom(T, Y )
est repre´sentable, son repre´sentant est en ge´ne´ral note´ X × Y et est appele´ le
produit carte´sien de X et Y .
On prendra garde que ce repre´sentant est en re´alite´ constitue´ de X × Y et
d’un couple (p, q) de morphismes ou` p va de X×Y vers X et q de X×Y vers Y .
Ces morphismes n’ont pas de notation standard ; on les appelle les premie`re et
seconde projections.
La de´finition du couple (X × Y ), (p, q)) comme repre´sentant de hX × hY
signifie que pour tout objet T de C, tout morphisme λ : T → X et tout
Produits carte´siens et sommes amalgame´es 31
morphisme µ : T → Y , il existe un et un seul morphisme π : T → X × Y
tel que λ = p ◦ π et µ = q ◦ π. Ou encore que pour tout objet T de C,
l’application π 7→ (p ◦ π, q ◦ π) e´tablit une bijection entre Hom(T,X × Y )
et Hom(T,X)× Hom(T, Y ). En termes plus image´s : se donner un morphisme
d’un objet T vers X × Y , c’est se donner un morphisme de T vers X et un
morphisme de T vers Y .
(1.5.2) Quelques exemples de cate´gories dans lesquelles les produits
carte´siens existent.
(1.5.2.1) Dans la cate´gorie des ensembles, le produit carte´sien de deux
ensembles est leur produit carte´sien ensembliste.
(1.5.2.2) Dans la cate´gorie des espaces topologiques, le produit carte´sien de
deux espaces topologiques est leur produit carte´sien ensembliste muni de la
topologie produit.
(1.5.2.3) Dans la cate´gorie des groupes (resp. des anneaux, resp. des modules
sur un anneau), le produit carte´sien de deux objets est leur produit carte´sien
ensembliste, la ou les ope´rations e´tant de´finies coordonne´e par coordonne´e.
(1.5.3) Le produit fibre´.
(1.5.3.1) Le cas des ensembles. Soient X,Y et S trois ensembles, et soit
f : X → S et g : Y → S deux applications. Le produit fibre´ ensembliste
X×f,g Y (ou plus simplement X×S Y s’il n’y a pas d’ambigu¨ıte´ sur la de´finition
des fle`ches f et g) est par de´finition l’ensemble des couples (x, y) ou` x ∈ X ,
ou` y ∈ Y et ou` f(x) = g(y). Il est muni d’une application naturelle h de
but S, qui envoie (x, y) sur f(x) = g(y), et l’on a pour tout s appartenant a` S
l’e´galite´ h−1(s) = f−1(s) × g−1(s) : ainsi, X ×S Y est un ≪produit carte´sien
fibre a` fibre≫, d’ou` l’expression produit fibre´.
(1.5.3.2) Le cas ge´ne´ral. Soit C est une cate´gorie, soient X,Y et S trois
objets de C, et soient f : X → S et g : Y → S deux morphismes. Si le foncteur
contravariant
hX ×hS hY := T 7→ Hom(T,X)×Hom(T,S) Hom(T, Y )
est repre´sentable, on note en ge´ne´ral X×S Y ou X×f,g Y son repre´sentant, que
l’on appelle produit fibre´ de X et Y au-dessus de S (ou le long de (f, g)). On
prendra garde que ce repre´sentant est en re´alite´ constitue´ de X ×S Y et d’un
couple (p, q)de morphismes ou` p va de X×S Y vers X et q de X×S Y vers Y , et
ou` f ◦ p = g ◦ q. Ces morphismes n’ont pas de notation standard ; on les appelle
les premie`re et seconde projections.
La de´finition du couple ((X ×S Y ), (p, q)) comme repre´sentant du
foncteur hX ×hS hY signifie que pour tout objet T de C, tout morphisme
λ : T → X et tout morphisme µ : T → Y tel que f ◦ λ = g ◦ µ, il existe
un et un seul morphisme π : T → X ×S Y tel que λ = p ◦ π et µ = q ◦ π. Ou
encore que pour tout objet T de C, l’application π 7→ (p ◦ π, q ◦ π) e´tablit une
bijection entre Hom(T,X×S Y ) et Hom(T,X)×Hom(T,S)Hom(T, Y ). En termes
plus image´s : se donner un morphisme d’un objet T vers X×S Y , c’est se donner
un morphisme de T vers X et un morphisme de T vers Y dont les compose´s
respectifs avec f et g co¨ıncident.
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(1.5.3.3) On peut sche´matiser ce qui pre´ce`de par le diagramme commutatif
suivant, dans lequel les fle`ches en dur sont donne´es, et ou` la fle`che en pointille´s
est celle fournie par la proprie´te´ universelle.
T
π
##
µ
&&
λ
  
X ×S Y
p

q // Y
g

X
f
// S
(1.5.3.4) Notons que le produit fibre´X×SY est muni d’un morphisme naturel
vers S, a` savoir f ◦ p = g ◦ q.
(1.5.4) Quelques exemples de cate´gories dans lesquelles les produits
fibre´s existent.
(1.5.4.1) Dans la cate´gorie des ensembles, le produit fibre´ de deux ensembles
au-dessus d’un troisie`me est leur produit fibre´ ensembliste.
(1.5.4.2) Dans la cate´gorie des espaces topologiques, le produit fibre´ de deux
espaces topologiques au-dessus d’un troisie`me est leur produit fibre´ ensembliste
muni de la topologie induite par la topologie produit.
(1.5.4.3) Dans la cate´gorie des groupes (resp. des anneaux, resp. des modules
sur un anneau A), le produit fibre´ de deux objets au-dessus d’un troisie`me est
leur produit fibre´ ensembliste, la ou les ope´rations e´tant de´finies coordonne´e par
coordonne´e.
Quelques tautologies
Les de´monstrations des assertions qui suivent sont laisse´es en exercice, a`
l’exception d’une d’entre elles qui est re´dige´e a` titre d’exemple.
(1.5.5) Si C est une cate´gorie dans laquelle les produits fibre´s existent et si Y est
un objet de C, alors X 7→ X ×Y est de manie`re naturelle un foncteur covariant
en X de C dans elle-meˆme.
(1.5.6) Si C est une cate´gorie admettant un objet final S, et si X et Y sont
deux objets de C tels que X × Y existe, alors X ×S Y existe 3 et s’identifie
a` X × Y : les produits carte´siens sont donc des produits fibre´s, pour peu qu’il
existe un objet final.
(1.5.7) Soit C une cate´gorie et soit S un objet de C. Rappelons que la
cate´gorie C/S a e´te´ de´finie au 1.1.3.2.
(1.5.7.1) Soient X → S et Y → S deux objets de C/S (1.1.3.2). Alors le
produit carte´sien de (X → S) et (Y → S) existe dans C/S si et seulement
si X ×S Y existe dans C, et si c’est le cas alors
(X → S)× (Y → S) = X ×S Y
3. En toute rigueur, il faudrait pre´ciser quels sont les morphismes X → S et Y → S que
l’on conside`re ; mais comme S est final, il n’y a pas le choix.
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(ce dernier est vu comme objet de C/S via son morphisme naturel vers S, cf.
la fin de 1.5.3).
On en de´duit, a` l’aide de 1.5.5 que si les produits fibre´s existent dans C alors
pour tout objet (Y → S) de C/S la formule (X → S) 7→ X ×S Y de´finit un
foncteur covariant en (X → S) de C/S dans elle-meˆme.
(1.5.7.2) Soit X un objet de C. Supposons que X × S existe, et conside´rons-
le comme un objet de C/S via la seconde projection. La restriction a` C/S du
foncteur hX est alors e´gale a` HomC/S(., X × S).
(1.5.8) Soit C une cate´gorie dans laquelle les produits fibre´s existent, et
soientX,Y , Z et T des objets de C. Supposons donne´s un morphisme f : X → Z,
un morphisme g : Y → Z, et un morphisme h : T → Y . On a alors un
isomorphisme naturel
(X ×Z Y )×Y T ≃ X ×Z T,
ou` T est vu comme muni du morphisme λ : T → Z compose´ de T → Y
et Y → Z.
Nous allons justifier cette assertion. L’ide´e de la preuve consiste a` se ramener
graˆce au lemme de Yoneda a` l’assertion ensembliste correspondante 4.
(1.5.8.1) Re´duction au cas ensembliste. Graˆce au lemme de Yoneda, il suffit,
pour exhiber un isomorphisme entre deux objets, d’en exhiber un entre les
foncteurs qu’ils repre´sentent. On va donc chercher a` montrer que
(hX ×hZ hY )×hY hT ≃ hX ×hZ hT ,
c’est-a`-dire encore qu’il existe, pour tout objet S de C, une bijection fonctorielle
en S
(Hom(S,X)×Hom(S,Z) Hom(S, Y ))×Hom(S,Y ) Hom(S, T )
≃ Hom(S,X)×Hom(S,Z) Hom(S, T ).
Il suffit donc de montrer l’existence d’un isomorphisme comme dans l’e´nonce´
lorsque C est la cate´gorie des ensembles, en s’assurant en plus qu’il est bien
fonctoriel en les donne´es.
(1.5.8.2) Le cas ensembliste.
On a
(X ×Z Y )×Y T = {((x, y), t), f(x) = g(y) et h(t) = y}
et
X ×Z T = {(x, t), f(x) = λ(t) = g(h(t))}.
La bijection cherche´e est alors ((x, y), t) 7→ (x, t), sa re´ciproque e´tant e´gale
a` (x, t) 7→ ((x, h(t)), t) ; la fonctorialite´ en les donne´es est e´vidente.
4. On trouve quelque part dans les SGA l’expression ≪proce´de´ ensembliste brevete´≫ a`
propos de ce type de me´thode.
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Sommes disjointes et sommes amalgame´es
Il s’agit des notions duales de celles de produit carte´sien et de produit fibre´.
(1.5.9) La somme disjointe. La somme disjointe ensembliste X
∐
Y de deux
ensembles X et Y est par de´finition la re´union d’une copie de X et d’une copie
de Y , rendues disjointes (pour le faire proprement, on peut par exemple la de´finir
comme le sous-ensemble de X ∪Y )×{0, 1} forme´ des couples de la forme (x, 0)
avec x ∈ X ou (y, 1) avec y ∈ Y ).
Si C est une cate´gorie et si X et Y sont deux objets de C, et si le foncteur
covariant
hX × hY
est repre´sentable, on note en ge´ne´ralX
∐
Y son repre´sentant, que l’on appelle la
somme disjointe de X et Y . Attention : ce repre´sentant est en re´alite´ constitue´
de X
∐
Y et d’un couple (i, j) de morphismes ou` i va de X vers X
∐
Y et j
de Y vers X
∐
Y . Ces morphismes n’ont pas de notation standard.
La de´finition du couple (X
∐
Y, (i, j)) comme repre´sentant de hX × hY
signifie que pour tout objet T de C, tout morphisme λ : X → T et tout
morphisme µ : Y → T , il existe un et un seul morphisme σ : X∐Y → T
tel que λ = σ ◦ i et µ = σ ◦ j. Ou encore que pour tout objet T de C,
l’application π 7→ (π ◦ i, π ◦ j) e´tablit une bijection entre Hom(X∐Y, T )
et Hom(X,T ) × Hom(Y, T ). En termes plus image´s : se donner un morphisme
de X
∐
Y vers un objet T , c’est se donner un morphisme de X vers T et un
morphisme de Y vers T .
(1.5.10) Quelques exemples de cate´gories dans lesquelles les sommes
disjointes existent.
(1.5.10.1) Dans la cate´gorie des ensembles, la somme disjointe de deux
ensembles est leur somme disjointe ensembliste.
(1.5.10.2) Dans la cate´gorie des espaces topologiques, la somme disjointes de
deux espaces topologiques X et Y est leur somme disjointe ensembliste X
∐
Y
munie de la topologie de´finie comme suit : sa restriction a` X (resp. Y ) identifie´
a` une partie de X
∐
Y est la topologie de X (resp. de Y ) ; les parties X et Y
de X
∐
Y sont toutes deux ouvertes.
(1.5.10.3) Dans la cate´gorie des modules sur un anneau A, la somme disjointe
de deux modules est leur somme directe externe. L’ensemble sous-jacent n’est
donc pas leur somme disjointe ensembliste (on a identifie´ les ze´ros des deux
modules, et rajoute´ les sommes d’e´le´ments).
(1.5.10.4) Dans la cate´gorie des groupes, le meˆme type de phe´nome`ne se
reproduit. Si G et H sont deux groupes, leur somme disjointe dans la cate´gorie
des groupes est le produit libre G ∗H de G et H , de´fini comme suit. Un e´le´ment
de G ∗ H est une suite finie x1 . . . xn ou` chaque xi est un e´le´ment non trivial
de G
∐
H , et telle qu’e´le´ments de G et e´le´ments de H alternent (une telle suite
est souvent appele´e un mot, dont les xi sont les lettres.) On fait le produit
de deux mots en les concate´nant, puis en contractant le re´sultat obtenu selon
l’algorithme suivant.
• Si le mot contient une se´quence de la forme xy avec x et y appartenant
tous deux a` G (resp. H), et si l’on note z le produit xy calcule´ dans G
(resp. H) alors :
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⋄ si z 6= e on remplace la se´quence xy par la lettre z ;
⋄ si z = e on supprime la se´quence xy.
• On recommence l’ope´ration jusqu’a` ce que le mot ne contienne plus de
se´quence de la forme xy avec x et y appartenant tous deux a` G ou tous
deux a` H .
On prendra garde que les xi sont des e´le´ments de la re´union disjointe de G
et H : meˆme si G = H on conside`re dans cette construction G et H comme
deux groupes distincts, ce qui veut dire qu’on ne simplifie jamais un produit xy
avec x ∈ G et y ∈ H ou le contraire. Notons que l’e´le´ment neutre de G ∗H est
le mot vide.
Par exemple, si G = H = Z, et si l’on e´crit G = aZ et H = bZ pour distinguer
les deux groupes, on voit que G∗H est constitue´ des mots en les lettres a, a−1, b
et b−1 : c’est le groupe libre sur deux ge´ne´rateurs.
(1.5.11) La somme amalgame´e.
(1.5.11.1) Le cas ensembliste. Soient X,Y et S trois ensembles, et
soit f : S → X et g : S → Y deux applications. La somme amalgame´e
ensembliste X
∐
f,g Y (ou plus simplement X
∐
S Y s’il n’y a pas d’ambigu¨ıte´
sur la de´finition des fle`ches f et g) est par de´finition le quotient de X
∐
Y
par la relation d’e´quivalence engendre´e par les relations f(s) ∼ g(s) pour s
parcourant S. On dispose de deux applications naturelles X → X∐S Y
et Y → X∐S Y .
(1.5.11.2) Le cas ge´ne´ral. Si C est une cate´gorie, si X,Y et S sont trois
objets de C, si f : S → X et g : S → Y sont deux morphismes, et si le foncteur
covariant hX×hS hY est repre´sentable, on note en ge´ne´ralX
∐
S Y ou X
∐
f,g Y
son repre´sentant, que l’on appelle la somme amalgame´e de X et Y le long
de S (ou le long de (f, g)). Attention : ce repre´sentant est en re´alite´ constitue´
de X
∐
S Y et d’un couple (i, j) de morphismes ou` i va de X vers X
∐
S Y et j
de Y vers X
∐
S Y , et ou` i ◦ f = j ◦ g. Ces morphismes n’ont pas de notation
standard.
La de´finition du couple (X
∐
S Y, (i, j)) comme repre´sentant du foncteur
hX ×hS hY signifie que pour tout objet T de C, tout morphisme λ : X → T
et tout morphisme µ : Y → T tel que λ ◦ i = µ ◦ j, il existe un et un seul
morphisme σ : X
∐
S Y → T tel que λ = σ ◦ i et µ = σ ◦ j. Ou encore que
pour tout objet T de C, l’application π 7→ (π ◦ i, π ◦ j) e´tablit une bijection entre
Hom(X
∐
S Y, T ) et Hom(X,T )×Hom(S,T )Hom(Y, T ). En termes plus image´s : se
donner un morphisme de X
∐
S Y vers un objet T , c’est se donner un morphisme
de X vers T et un morphisme de Y vers T dont les compose´s respectifs avec i
et j co¨ıncident.
(1.5.11.3) On peut sche´matiser ce qui pre´ce`de par le diagramme commutatif
suivant, dans lequel les fle`ches en dur sont donne´es, et ou` la fle`che en pointille´s
est celle fournie par la proprie´te´ universelle.
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T
X
∐
S Y
σ
cc
Y
joo
µ
ll
X
i
OOλ
UU
S
f
oo
g
OO
(1.5.11.4) Notons que S est muni d’un morphisme naturel vers X
∐
S Y , a`
savoir i ◦ f = j ◦ g.
(1.5.12) Quelques exemples de cate´gories dans lesquelles les sommes
amalgame´es existent.
(1.5.12.1) Dans la cate´gorie des ensembles, la somme amalgame´e de deux
ensembles le long d’un troisie`me est leur somme amalgame´e ensembliste.
(1.5.12.2) Dans la cate´gorie des espaces topologiques, le somme amalgame´e
de deux espaces topologiques X et Y le long d’un troisie`me espace S est
leur somme amalgame´e ensembliste, munie de la topologie quotient (la somme
disjointe X
∐
Y e´tant munie quant a` elle de sa topologie de´crite plus haut).
(1.5.12.3) Dans la cate´gorie des groupes, la somme amalgame´e de deux
groupes G et H le long d’un groupe K muni de deux morphismes g : K → G
et h : K → H existe, et est note´e G ∗K H . On peut par exemple la construire
comme le quotient du produit libre G ∗ H par son plus petit sous-groupe
distingue´ D contenant les e´le´ments de la forme g(k)h(k)−1 pour k ∈ K.
Cette pre´sentation a l’avantage de rendre triviale la ve´rification de la proprie´te´
universelle, mais l’inconve´nient de ne pas eˆtre tre`s maniable en pratique : elle
ne dit pas comment de´cider si deux mots de G ∗H ont meˆme classe modulo D.
Toutefois, si g et h sont injectives, on peut de´crire G ∗K H d’une fac¸on
plus tangible (cela revient peu ou prou a` exhiber un syste`me de repre´sentants
explicite de repre´sentants de la congruence modulo D), que nous allons
maintenant de´tailler. Pour alle´ger les notations, nous utilisons les injections g
et h pour identifier K a` un sous-groupe de G aussi bien que de H .
On fixe un syste`me de repre´sentants S des classes non triviales de G
modulo K, et un syste`me de repre´sentants T des classes non triviales de H
modulo K. Un e´le´ment de G ∗K H est alors un mot x1 . . . xn ou` chaque xi est
un e´le´ment de (K \ {e})∐S∐T et ou` :
- l’ensemble des indices i tels que xi ∈ K \ {e} est vide ou e´gal a` {1} ;
- pour tout indice i 6 n− 1, on a xi+1 ∈ T si xi ∈ S, et xi+1 ∈ S si xi ∈ T .
On fait le produit de deux mots en les concate´nant, puis en transformant le
mot obtenu par l’algorithme suivant.
• Si le mot contient une se´quence de la forme kk′ ou` k et k′ appartiennent
a` K, et si z de´signe le produit kk′ calcule´ dans K, alors :
⋄ si z = e on supprime la se´quence kk′ ;
⋄ si z 6= e on remplace la se´quence kk′ par la lettre z.
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• Si le mot contient une se´quence de la forme sy avec s ∈ S et y ∈ K \ {e}
ou y ∈ S on pose z = sy ∈ G ; puis on e´crit z = ks′ avec k ∈ K
et s′ ∈ S ∪ {e}, et l’on proce`de comme suit :
⋄ si k = e et s′ = e on supprime la se´quence sy ;
⋄ si k = e et s′ 6= e on remplace la se´quence sy par la lettre s′ ;
⋄ si k 6= e et s′ = e on remplace la se´quence sy par la lettre k ;
⋄ si k 6= e et s′ 6= e on remplace la se´quence sy par la se´quence ks′.
• Si le mot contient une se´quence de la forme ty avec t ∈ T et y ∈ K \ {e}
ou y ∈ T on pose z = ty ∈ H ; puis on e´crit z = kt′ avec k ∈ K et t′ ∈
T ∪ {e}, et l’on proce`de comme suit :
⋄ si k = e et t′ = e on supprime la se´quence ty ;
⋄ si k = e et t′ 6= e on remplace la se´quence ty par la lettre t′ ;
⋄ si k 6= e et t′ = e on remplace la se´quence ty par la lettre k ;
⋄ si k 6= e et t′ 6= e on remplace la se´quence ty par la se´quence kt′.
• On recommence jusqu’a` ce qu’il n’y ait plus de se´quence de l’une des trois
formes e´voque´es ; le mot est alors sous la forme requise.
L’e´le´ment neutre de G ∗K H est le mot vide.
(1.5.12.4) Dans la cate´gorie des anneaux commutatifs unitaires, la somme
amalgame´e de deux anneaux B et C le long d’un troisie`me anneau A existe,
c’est le produit tensoriel B ⊗A C, que nous verrons un peu plus loin.
J’invite le lecteur a` e´crire lui-meˆme a` propos des sommes disjointes
et amalgame´es, les ≪quelques tautologies≫ duales de celles vues plus
haut sur les produits carte´siens et produits fibre´s.
1.6 Adjonction
(1.6.1) De´finition. Soient C et D deux cate´gories, et soient F : C→ D et G :
D → C deux foncteurs covariants. On dit que F est un adjoint a` gauche de G,
ou que G est un adjoint a` droite de F , ou que (F,G) est un couple de foncteurs
adjoints, s’il existe une collection d’isomorphismes
ι(A,B) : HomD(F (A), B) ≃ HomC(A,G(B)),
parame´tre´e par (A,B) ∈ Ob C×Ob D et fonctorielle en (A,B).
(1.6.1.1) Commentaires. La fonctorialite´ en (A,B) signifie que pour toute
fle`che u : A→ A′ de C et toute fle`che v : B → B′ de D, le diagramme
HomD(F (A
′), B) ι(A′,B)
≃ //
◦F (u)

HomC(A
′, G(B))
◦u

HomD(F (A), B) ι(A,B)
≃ //
v◦

HomC(A,G(B))
G(v)◦

HomD(F (A), B
′) ι(A,B′)
≃ // HomC(A,G(B′))
commute.
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(1.6.1.2) Exercice. De´crire la donne´e des ι(A,B) comme un morphisme de
foncteurs.
(1.6.2) Soient C et D deux cate´gories, et soit G : D→ C un foncteur covariant.
(1.6.2.1) Supposons que G admet un adjoint a` gauche F , et fixons un objet A
de C. Le foncteur covariant
B 7→ HomC(A,G(B))
de D dans Ens est alors isomorphe a`
B 7→ HomD(F (A), B).
Il est donc repre´sentable, et F (A) est son repre´sentant.
(1.6.2.2) Supposons re´ciproquement que pour tout objet A de C, le
foncteur B 7→ HomC(A,G(B)) soit repre´sentable, et notons F (A) son
repre´sentant.
Soit maintenant u : A → A′ une fle`che de C. Elle induit un morphisme de
foncteurs
[B 7→ HomC(A′, G(B))] −→ [B 7→ HomC(A,G(B))],
d’ou` par le lemme de Yoneda un morphisme F (u) : F (A) → F (A′). Ainsi,
A 7→ F (A) apparaˆıt comme un foncteur covariant de C vers D, qui est par
construction un adjoint a` gauche de G.
(1.6.3) Commentaires.
(1.6.3.1) Le lecteur attentif aura peut-eˆtre remarque´ que nous sommes alle´s
un peu vite : par construction, on dispose pour tout objet A d’un isomorphisme
HomD(F (A), B) ≃ HomC(A,G(B))
qui est fonctoriel en B, mais nous n’avons pas ve´rifie´ explicitement la
fonctorialite´ en A. Celle-ci peut se justifier grosso modo ainsi – nous vous invitons
a` e´crire vous-meˆmes les de´tails.
Lorsque nous disons que F (A) est le repre´sentant de B 7→ HomC(A,G(B)),
nous commettons un abus. En effet, le repre´sentant consiste en re´alite´ en
la donne´e de F (A) et d’un objet universel, a` savoir ici un morphisme de A
vers G(F (A)) ; et le lemme de Yoneda que nous avons applique´ ci-dessus fournit
un morphisme F (u) : F (A) → F (A′) compatible aux objets universels livre´s
avec A et A′. C’est cette compatibilite´ qui garantit la fonctorialite´ attendue.
(1.6.3.2) Supposons que G admette deux adjoints a` gauche F1 et F2 ; donnons-
nous deux syste`mes d’isomorphismes (ι1(A,B)) et (ι
2
(A,B)) de´crivant l’adjonction
respective des couples (F1, G) et (F2, G). On de´duit alors du lemme de Yoneda
(applique´, comme au 1.6.3.1 ci-dessus, pour chaque A ∈ Ob C, avec prise en
compte des objets universels) qu’il existe un unique isomorphisme F1 ≃ F2
compatible aux syste`mes (ι1(A,B)) et (ι
2
(A,B)), dans un sens que nous laissons au
lecteur le soin de pre´ciser. Nous nous permettrons pour cette raison de parler
de l’ adjoint a` gauche de G.
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(1.6.3.3) Nous venons d’e´voquer diverses questions lie´es a` l’existence e´ventuelle
d’un adjoint a` gauche d’un foncteur. Nous vous invitons a` e´noncer les re´sultats
analogues concernant l’adjonction a` droite.
(1.6.4) Exemples de foncteurs adjoints.
(1.6.4.1) Soit A un anneau commutatif unitaire et soit O1 : A-Mod → Ens
le foncteur d’oubli. Pour tout ensemble X , notons L1(X) le A-module libre
engendre´ par X , c’est-a`-dire le A-module
⊕
x∈X A · ex.
Pour tout A-module M et tout ensemble X on a un isomorphisme naturel
HomEns(X,O1(M)) ≃ HomA-Mod(L1(X),M),
qui associe a` une application ϕ : X → M son ≪prolongement par line´arite´≫,
i.e. l’unique application A-line´aire de L1(X) dansM envoyant ex sur ϕ(x) pour
tout x. Il est visiblement fonctoriel en X et M ; en conse´quence, L1 est l’adjoint
a` gauche de O1.
(1.6.4.2) Soit O2 : Gp → Ens le foncteur d’oubli. Pour tout ensemble X , on
note L2(X) le groupe libre engendre´ par X , de´fini comme suit. On introduit
pour chaque e´le´ment x de X un symbole x−1, et l’on note X−1 l’ensemble
des x−1 pour x parcourant X . Un e´le´ment de L2(X) est alors un ≪mot re´duit
sur l’alphabet X ∪ X−1≫, c’est-a`-dire une suite finie d’e´le´ments de X ∪ X−1
ne comprenant aucune se´quence de deux termes conse´cutifs de la forme xx−1
ou x−1x pour x ∈ X . On multiplie deux mots en les concate´nant puis en
re´duisant le mot obtenu, c’est-a`-dire en e´liminant les se´quences xx−1 ou x−1x
tant qu’on en rencontre ; l’e´le´ment neutre est le mot vide.
Pour tout groupe G et tout ensemble X on a un isomorphisme naturel
HomEns(X,O2(G)) ≃ HomGp(L2(X), G),
qui associe a` une application ϕ : X → G son ≪prolongement homomorphique≫,
i.e. l’unique morphisme de groupes de L2(X) dans G envoyant x sur ϕ(x) pour
tout x ∈ X (de´fini par ma formule que le lecteur imagine). Il est visiblement
fonctoriel en X et G ; en conse´quence, L2 est l’adjoint a` gauche de O2.
(1.6.4.3) Soit A un anneau commutatif unitaire, et soit O3 le foncteur
d’oubli B 7→ (B,×) de la cate´gorie des A-alge`bres vers celle des mono¨ıdes
commutatifs avec unite´. Soit L3 le foncteur qui associe a` un tel mono¨ıde Γ
l’alge`bre
⊕
γ∈ΓAeγ ou` eγ · eγ′ = eγγ′ pour tout (γ, γ′).
Pour toute A-alge`bre B et tout mono¨ıde commutatif avec unite´ Γ, on a un
isomorphisme naturel
Hommon(Γ, O3(B)) ≃ HomA−Alg(L3(Γ), B),
qui associe a` un morphisme ϕ : Γ → (B,×) l’unique morphisme de A-alge`bres
de L3(Γ) dans B envoyant eγ sur ϕ(γ) pour tout γ. Il est visiblement fonctoriel
en Γ et B ; en conse´quence, L3 est l’adjoint a` gauche de O3.
(1.6.4.4) Soit I le foncteur d’inclusion de Ab dans Gp, et soitA le foncteur de Gp
dans Ab qui envoie un groupe G sur son abe´lianise´ G/ < ghg−1h−1 >(g,h)∈G2 .
Soit H un groupe abe´lien et soit G un groupe. On a un isomorphisme naturel
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HomGp(G, I(H)) ≃ HomAb(A(G), H),
qui envoie un morphisme ϕ : G → H vers l’unique morphisme A(G) → H par
lequel il se factorise (son existence est assure´e par la proprie´te´ universelle du
quotient). Il est visiblement fonctoriel en G etH ; en conse´quence, A est l’adjoint
a` gauche de I.
(1.6.4.5) Soit O4 le foncteur d’oubli de Top dans Ens, et soit Dis (resp. Gro) le
foncteur de Ens vers Top consistant a` munir un ensemble de la topologie discre`te
(resp. grossie`re).
Toute application ensembliste entre espaces topologiques est automatique-
ment continue de`s lors que la topologie de sa source (resp. son but) est discre`te
(resp. grossie`re).
On dispose donc pour toute ensemble X et tout espace topologique T de
deux bijections naturelles
HomEns(X,O4(T )) ≃ HomTop(Dis(X), T )
et HomEns(O4(T ), X) ≃ HomTop(T,Gro(X)).
Elles sont visiblement fonctorielles en X et T ; en conse´quence, Dis est l’adjoint
a` gauche de O4, et Gro est son adjoint a` droite.
(1.6.4.6) Soient X,Y et Z trois ensembles. On dispose d’une bijection
HomEns(X × Y, Z) ≃ HomEns(X,HomEns(Y, Z)) :
elle envoie f sur x 7→ [y 7→ f(x, y)], et sa re´ciproque envoie g sur (x, y) 7→
g(x)(y). Elle est visiblement fonctorielle en X,Y, Z. En conse´quence, Y e´tant
fixe´, le foncteur X 7→ X × Y est l’adjoint a` gauche de Z 7→ HomEns(Y, Z).
(1.6.4.7) Exercice. Montrez que si un foncteur covariant F admet un quasi-
inverse G alors G est a` la fois adjoint a` F a` gauche et a` droite.
1.7 Limites inductives et projectives
(1.7.1) Cette section va eˆtre consacre´e a` deux techniques tre`s ge´ne´rales, et en
un sens duales l’une de l’autre, de construction d’objets dans une cate´gorie : la
formation (lorsque c’est possible) de la limite projective et de la limite projective
d’un diagramme.
Les sommes disjointes et amalgame´es ainsi que l’objet initial apparaˆıtront
a posteriori comme des exemples de limites inductives ; les produits carte´siens
et fibre´s ainsi que l’objet final apparaˆıtront a posteriori comme des exemples
de limites projectives. Si nous avons choisi d’en faire une pre´sentation directe
pre´ce´demment, c’est en raison de leur importance particulie`re, et e´galement
pour vous permettre de vous faire la main sur des cas un peu plus concrets et
explicites que ceux que nous allons maintenant aborder.
(1.7.2) Soit C une cate´gorie. Un diagramme dans C est la donne´e d’une
famille (Xi)i∈I d’objets de C et pour tout (i, j) d’un ensemble Eij
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de Xi vers Xj . Mentionnons incidemment qu’un diagramme ((Xi), (Eij)) est
dit commutatif si pour tout triplet (i, j, k), toute f ∈ Eij , toute g ∈ Ejk et
toute h ∈ Eik on a h = g ◦ f .
(1.7.3) Soit D = ((Xi), (Eij)) un diagramme dans C et soit Y un objet de C.
(1.7.3.1) Un morphisme de D vers Y est une famille (ai : Xi → Y )i de fle`ches
telle que l’on ait pour tout couple (i, j) et pour tout f ∈ Eij l’e´galite´ aj ◦f = ai.
On note HomC(D , Y ) l’ensemble des morphismes de D vers Y .
(1.7.3.2) Un morphisme de Y vers D est une famille (bi : Y → Xi)i de fle`ches
telle que l’on ait pour tout couple (i, j) et pour tout f ∈ Eij l’e´galite´ f ◦ bi = bj .
On note HomC(Y,D) l’ensemble des morphismes de Y vers D .
(1.7.4) De´finition des limites inductive et projective. Soit D un
diagramme de C.
(1.7.4.1) Si le foncteur covariant de C dans Ens qui envoie un objet Y
sur HomC(D , Y ) est repre´sentable, son repre´sentant est appele´ la limite inductive
du diagramme D et est note´ lim
−→
D . Notons qu’il est fourni avec une famille de
morphismes (λi : Xi → lim
−→
D).
(1.7.4.2) Si le foncteur contravariant de C dans Ens qui envoie un objet Y
sur HomC(Y,D) est repre´sentable, son repre´sentant est appele´ la limite projective
du diagramme D et est note´ lim
←−
D . Notons qu’il est fourni avec une famille de
morphismes (µi : lim
←−
D → Xi).
(1.7.5) Premiers exemples de limite inductive. Les faits suivants
de´coulent tautologiquement des de´finitions.
(1.7.5.1) La limite inductive du diagramme vide existe si et seulement si C a
un objet initial, et si c’est le cas les deux co¨ıncident.
(1.7.5.2) Soient X et Y deux objets de C. La limite inductive du diagramme
X Y
(deux objets, pas de morphismes) existe si et seulement si X
∐
Y existe, et si
c’est le cas les deux co¨ıncident.
(1.7.5.3) Les deux exemples pre´ce´dents se ge´ne´ralisent comme suit : soit
D = (Xi)i∈I un diagramme constitue´ d’une famille d’objets, sans morphismes.
Dire que lim
−→
D existe revient a` dire que le foncteur Y 7→ ∏HomC(Xi, Y ) est
repre´sentable ; si c’est le cas la limite est note´e
∐
Xi et est appele´e la somme
disjointe des Xi. Se donner un morphisme depuis
∐
Xi, c’est se donner un
morphisme depuis chacun des Xi.
(1.7.5.4) Soient S → X et S → Y deux morphismes de C. La limite inductive
du diagramme
X Y
S
__❅❅❅❅❅❅❅❅
??⑧⑧⑧⑧⑧⑧⑧⑧
existe si et seulement si X
∐
S Y existe, et si c’est le cas les deux co¨ıncident.
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(1.7.6) Premiers exemples de limite projective. Les faits suivants
de´coulent tautologiquement des de´finitions.
(1.7.6.1) La limite projective du diagramme vide existe si et seulement si C a
un objet final, et si c’est le cas les deux co¨ıncident.
(1.7.6.2) Soient X et Y deux objets de C. La limite projective du diagramme
X Y
existe si et seulement si X × Y existe, et si c’est le cas les deux co¨ıncident.
(1.7.6.3) Les deux exemples pre´ce´dents se ge´ne´ralisent comme suit : soit
D = (Xi)i∈I un diagramme constitue´ d’une famille d’objets, sans morphismes.
Dire que lim
←−
D existe revient a` dire que le foncteur Y 7→ ∏HomC(Y,Xi) est
repre´sentable ; si c’est le cas la limite est note´e
∏
Xi et est appele´e le produit
des Xi. Se donner un morphisme vers
∏
Xi, c’est se donner un morphisme vers
chacun des Xi.
(1.7.6.4) Soient X → S et Y → S deux morphismes de C. La limite projective
du diagramme
X
❅
❅❅
❅❅
❅❅
❅ Y
⑧⑧
⑧⑧
⑧⑧
⑧⑧
S
existe si et seulement si X ×S Y existe, et si c’est le cas les deux co¨ıncident.
(1.7.7) Soit C une cate´gorie, et soit D = ((Xi), (Eij) un diagramme dans C.
Supposons que pour tout objet Y de C et tout i, l’ensemble Hom(Xi, Y ) soit
ou bien vide, ou bien un singleton ; c’est par exemple le cas si C est la cate´gorie
des alge`bres sur un anneau A et si Xi est pour tout i un quotient de A.
Dans ce cas, pour tout objet Y de C, l’ensemble HomC(D , Y ) est vide s’il
existe i tel que HomC(Xi, Y ) soit vide, et est un singleton sinon. En effet, il
est clair que s’il existe i tel que Hom‘C(Xi, Y ) = ∅ alors HomC(D , Y ) = ∅.
Dans le cas contraire, HomC(Xi, Y ) est pour tout i un singleton {fi}, et le seul
e´le´ment e´ventuel de HomC(D , Y ) est donc la famille (fi) ; mais celle-ci appartient
effectivement a` HomC(D , Y ) : comme fi est le seul e´le´ment de HomC(Xi, Y ) pour
tout i, les conditions du type fj ◦ f = fi sont automatiquement ve´rifie´es.
On voit donc que HomC(D , Y ) ne de´pend que de (Xi), et pas de la famille
de morphismes (Eij) ; il en va de`s lors de meˆme de l’existence de lim
−→
D , et de
sa valeur le cas e´che´ant.
Nous laissons le lecteur e´noncer les assertions duales a` propos des limites
projectives.
Exemples de cate´gories admettant des limites inductives
(1.7.8) Soit C une cate´gorie et soit D = ((Xi), (Eij)) un diagramme dans C.
Nous allons mentionner un certain nombre de cas dans lesquels lim
−→
D existe et
de´crire celle-ci, en laissant les ve´rifications (e´ventuellement fastidieuses, mais
triviales) au lecteur.
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(1.7.8.1) Supposons que C = Ens. Dans ce cas, lim
−→
D est le quotient de
l’union disjointe ensembliste
∐
Xi par la relation d’e´quivalence engendre´e par
les relations x ∼ f(x) ou` x ∈ Xi et f ∈ Eij pour un certain couple (i, j),
et la fle`che structurale Xj → lim
−→
D est pour tout j l’application compose´e
λj :Xj →
∐
Xi → lim
−→
D . On remarque que lim
−→
D =
⋃
λi(Xi).
(1.7.8.2) Supposons que C = Top. La limite inductive de D co¨ıncide alors
en tant qu’ensemble avec celle construite au 1.7.8.1 ci-dessus ; la topologie
de lim
−→
D est obtenue en munissant
∐
Xi de la topologie d’union disjointe (pour
laquelle une partie est ouverte si et seulement si sa trace sur chacun des Xi est
ouverte), puis en passant a` la topologie quotient. Pour tout j, le morphisme
structural Xj → lim
−→
D est l’application λj de 1.7.8.1 (qui est continue).
(1.7.8.3) Supposons que C = Ann ou que C = A-Alg pour un certain anneau A.
La limite inductive de D sera de´crite plus loin, lorsque nous aurons vu le produit
tensoriel.
(1.7.8.4) Supposons que C = A-Mod pour un certain anneau A. Pour tout i,
notons hi le morphisme canonique de Xi vers la somme directe (externe)
⊕
Xi.
La limite inductive de D est alors le quotient de
⊕
Xi par son sous-module
engendre´ par les e´le´ments hj(f(x)) − hi(x) ou` (i, j) ∈ I2, ou` x ∈ Xi et ou` f ∈
Eij ; pour tout j, la fle`che structurale µj :Xj → lim
−→
D est la compose´e de hj et
du morphisme quotient ; on remarque que lim
−→
D est la somme (interne, et non
directe en ge´ne´ral) des µi(Mi).
(1.7.8.5) Supposons que C = Gp. Nous allons nous contenter d’indiquer ici
succinctement la construction de lim
−→
D (nous ne nous en servirons pas). On
commence par construire le produit libre ⋆iXi (qui sera la somme disjointe
des Xi dans la cate´gorie des groupes) : c’est l’ensemble des mots dont les lettres
sont des e´le´ments non triviaux des Xi, deux lettre conse´cutives n’appartenant
jamais au meˆme Xi. Pour tout j, soit ιj le morphisme canonique Xj →֒ ⋆iXi. La
limite inductive de D est alors le quotient de ⋆iXi par son plus petit sous-groupe
distingue´ contenant ιi(x)ιj(f(x))
−1 pour tout couple (i, j), tout x appartenant
a` Xi et toute f ∈ Eij . Pour tout j, la fle`che structurale νj :Xj → lim
−→
D est la
compose´e de ιj et du morphisme quotient ; on remarque que lim
−→
D est engendre´
par les νi(Xi).
(1.7.9) Diagrammes commutatifs filtrants. Soit C une cate´gorie et soit I
un ensemble pre´ordonne´, c’est-a`-dire muni d’une relation 6 que l’on suppose
re´flexive et transitive, mais pas ne´cessairement antisyme´trique ; l’exemple qu’on
peut avoir en teˆte est celui d’un anneau muni de la relation de divisibilite´.
(1.7.9.1) On peut voir I comme une cate´gorie, dans laquelle l’en-
semble Hom(i, j) est un singleton si i 6 j, et est vide sinon. Donnons-nous
un foncteur de I vers C, c’est-a`-dire :
• pour tout i ∈ I, un objet Xi de C ;
• pour tout (i, j) ∈ I2 avec i 6 j, une fle`che fij de Xi vers Xj , de sorte
que fii = IdXi pour tout i, et que fjk ◦ fij = fik de`s que i 6 j 6 k
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Si l’on pose Eij = {fij} si i 6 j et Eij = ∅ sinon, la famille D = ((Xi), (Eij))
est alors un diagramme commutatif dans la cate´gorie C, que l’on dira de´fini par
le foncteur I → C dont on est parti.
(1.7.9.2) On suppose de surcroˆıt que l’ensemble d’indices I est filtrant, c’est-a`-
dire qu’il est non vide et que pour tout couple (i, j) d’e´le´ments de I il existe k ∈ I
avec i 6 k et j 6 k (c’est par exemple le cas d’un anneau muni de la divisibilite´ :
conside´rer le produit de deux e´le´ments) ; il revient au meˆme de demander que
toute partie finie de I admette un majorant, graˆce au petit jeu usuel : l’existence
d’un majorant de la partie vide garantira que I est non vide. Nous re´sumerons
la situation en disant que D est un diagramme commutatif filtrant. On suppose
que sa limite inductive existe et pour tout i l’on notera encore λi : Xi → lim
−→
D
la fle`che canonique.
(1.7.9.3) On suppose que C = Ens, Gp, Ann, A-Alg ou A-Mod (pour un certain
anneau A). Nous allons tout d’abord donner une description de la limite
inductive ensembliste de D qui est spe´ficique au contexte filtrant et diffe`re (en
apparence seulement, e´videmment) de celle de 1.7.8.1. Soit R la relation sur la
somme disjointe ensembliste
∐
Xi de´finie comme suit : si a ∈ Xi et si b ∈ Xj
alors aRb si et seulement si il existe k majorant i et j tel que fik(a) = fjk(b).
C’est une relation d’e´quivalence en vertu du caracte`re filtrant de I (qui sert
pour la transitivite´, la re´flexivite´ et la syme´trie e´tant e´videntes) ; on ve´rifie que
le quotient L :=
∐
Xi/R, muni pour tout j de la compose´e ℓj :Xj →
∐
Xi → L,
s’identifie a` la limite inductive ensembliste de D (c’est-a`-dire qu’il satisfait la
proprie´te´ universelle correspondante).
On peut re´sumer cette construction en disant que la limite inductive
ensembliste (L, (ℓi)) de D est caracte´rise´e par l’e´galite´ L =
⋃
ℓi(Xi) et par
le fait que pour tout (i, j), tout a ∈ Xi et tout b ∈ Xj , on a ℓi(a) = ℓj(b) si et
seulement si il existe k majorant i et j tel que fik(a) = fjk(b).
Nous allons maintenant expliquer brie`vement comment munir L d’une
structure d’objet de C pour laquelle les ℓi seront des morphismes, et qui fera
de (L, (ℓi)) la limite inductive de D dans la cate´gorie C.
Il n’y a rien a` faire si C = Ens. Dans les autres cas, il faut de´finir une ou
plusieurs lois sur L. Indiquons par exemple comment on proce`de lorsque C est
la cate´gorie des anneaux, les autres situations se traitant de fac¸on analogue.
Soient x et y deux e´le´ments de L ; on peut e´crire x = ℓi(xi) et y = ℓj(yj) pour i
et j convenables, avec xi ∈ Xi et yj ∈ Xj . On choisit alors un indice k majorant i
et j ; on a x = ℓk(xk) et y = ℓk(yk), ou` l’on a pose´ xk = fik(xi) et yk = fjk(yj).
On ve´rifie sans peine que l’e´le´ment ℓk(xk + yk) de L ne de´pend que de x et y,
et on le note x + y ; de meˆme, l’e´le´ments ℓk(xkyk) de L ne de´pend que de x
et y, et on le note xy. Il est facile de voir que (L,+,×) est un anneau, dont
les e´le´ments 0 et 1 sont respectivement e´gaux a` ℓi(0) et ℓi(1) pour n’importe
quel i ∈ I (il est donc vital pour les de´finir qu’il existe un tel i : ici intervient le
fait que I 6= ∅). Les ℓi sont des morphismes d’anneaux par construction, et il
est imme´diat que (L, (ℓi)) satisfait la proprie´te´ universelle de la limite inductive
dans Ann.
(1.7.9.4) Remarque. Dans les cate´gories alge´briques (groupes, anneaux,
modules, alge`bres), l’ensemble sous-jacent a` une limite inductive filtrante est
donc la limite inductive des ensembles sous-jacents. C’est faux en ge´ne´ral pour
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les limites inductives quelconques. Pensez par exemple au produit libre de deux
groupes, ou meˆme tout simplement aux objets initiaux : l’objet initial de Ann
est Z, celui de Gp est {e}, et celui de Ens est ∅.
Exemples de cate´gories admettant des limites projectives
(1.7.10) Soit C une cate´gorie et soit D = ((Xi), (Eij)) un diagramme dans C.
Nous allons mentionner un certain nombre de cas dans lesquels lim
←−
D existe et
de´crire celle-ci, en laissant une fois encore les ve´rifications au lecteur.
(1.7.10.1) Supposons que C = Ens. Dans ce cas, lim
←−
D est le sous-ensemble
de
∏
Xi forme´e des familles (xi) telles que f(xi) = xj pour tout couple (i, j) et
toute f ∈ Eij . Pour tout j, la fle`che structurale lim
←−
D → Xj est simplement la
restriction de la j-ie`me projection.
(1.7.10.2) Supposons que C = Top. La limite projective de D co¨ıncide alors
en tant qu’ensemble avec celle construite au 1.7.10.1. La topologie de lim
←−
D est
induite par la topologie produit sur
∏
Xi, et la fle`che structurale lim
←−
D → Xj
est encore la restriction de la j-ie`me projection, qui est continue.
(1.7.10.3) Supposons que C = Ann,Gp, A-Mod ou A-Alg pour un certain
anneau A. Une fois encore, l’ensemble sous-jacent a` lim
←−
D co¨ıncide avec la
limite projective ensembliste de D de´crite au 1.7.10.1. Sa structure d’objet de C
s’obtient en munissant le produit ensembliste
∏
Xi de la structure d’objet de C
de´finie composante par composante, puis en remarquant que lim
←−
D en est un
sous-objet au sens de C ; et pour tout j, la fle`che structurale lim
←−
D → Xj est
encore la restriction de la j-ie`me projection, qui est un morphisme de C.
(1.7.11) Soit C une cate´gorie et soit D = ((Xi), (Eij)) un diagramme de C.
Soit S un objet de C.
(1.7.11.1) Supposons donne´ pour tout i un morphisme pi : Xi → S de sorte
que pj ◦ f = pj pour tout (i, j) et toute f ∈ Eij . La famille (pi) induit alors un
morphisme p: lim
−→
D → S.
Graˆce aux pi, on peut voir D comme un diagramme dans la cate´gorie C/S
(1.1.3.2). Il est alors tautologique (faites l’exercice) que la limite inductive de D
dans la cate´gorie C/S existe et s’identifie a` p: lim
−→
D → S.
(1.7.11.2) Supposons donne´ pour tout i un morphisme qi : S → Xi de sorte
que f ◦ qi = qj pour tout (i, j) et toute f ∈ Eij . La famille (pi) induit alors un
morphisme q:S → lim
←−
D .
Graˆce aux qi, on peut voir D comme un diagramme dans la cate´gorie S\C
(1.1.3.2). Il est alors tautologique (faites l’exercice) que la limite projective de D
dans la cate´gorie S\C existe et s’identifie a` q:S → lim
←−
D .
Adjonction et passage a` la limite
(1.7.12) Soient C et D deux cate´gories, et soit D = ((Xi), (Eij)) un diagramme
dans C. Soit F un foncteur de C vers D. Supposons que F admet un adjoint
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a` droite G, et que lim
−→
D existe dans C. Soit Y un objet de D, et soit F (D)
le diagramme de D de´duit de D en appliquant F a` chacun de ses constituants
(objets et morphismes). Notons E l’ensemble des triplets (i, j, f) avec f ∈ Eij .
L’ensemble HomD(F (D), Y ) est e´gal a`
{(fi : F (Xi)→ Y ), fi ◦ F (f) = fj ∀(i, j, f) ∈ E}
= {(gi : Xi → G(Y )), gi ◦ f = gj ∀(i, j, f) ∈ E} (par adjonction)
= HomC(D , G(Y ))
= HomC(lim
−→
D , G(Y )) (par de´finition de la limite inductive)
= HomD(F (lim
−→
D), Y ) (par adjonction).
En conse´quence, lim
−→
F (D) existe et est e´gal a` F (lim
−→
D) : le foncteur F pre´serve
les limites inductives.
Nous laissons le lecteur de´montrer par une me´thode analogue (ou en utilisant
les cate´gories oppose´es) que si F admet un adjoint a` gauche, il pre´serve les limites
projectives.
(1.7.13) Adjonction et pre´servations des limites : exemples.
(1.7.13.1) Nous avons vu au 1.7.8.2 que dans la cate´gorie des espaces
topologiques, l’ensemble sous-jacent a` une limite inductive est la limite inductive
des ensembles sous-jacents ; autrement dit, le foncteur oubli de Top vers Ens
pre´serve les limites inductives. Il a une excellente raison pour ce faire : il admet
en effet un adjoint a` droite (1.6.4.5).
Nous avons par contre signale´ en 1.7.9.4 qu’en ge´ne´ral, l’ensemble sous-jacent
a` une limite inductive d’anneaux, groupes, modules ou alge`bres n’est pas la
limite inductive des ensembles sous-jacents ; il en re´sulte que les foncteurs oubli
correspondant n’ont pas d’adjoint a` droite.
(1.7.13.2) Nous avons vu au 1.7.10.2 et au 1.7.10.3 que dans les cate´gories des
espaces topologiques, des groupes, des anneaux, des modules et des alge`bres
l’ensemble sous-jacent a` une limite projective est la limite projective des
ensembles sous-jacents ; autrement dit, les foncteur oubli de Top, Ann et Gp
vers Ens pre´servent les limites projectives. Ils ont une excellente raison pour ce
faire : ils admettent en effet tous un adjoint a` gauche. Celui-ci est de´crit en 1.6.4.5
pour les espaces topologiques, en 1.6.4.1 pour les A-modules et en 1.6.4.2 pour
les groupes ; en ce qui concerne les anneaux et les alge`bres, nous laissons le
lecteur construire lui-meˆme les anneau et alge`bre libres sur un ensemble X dans
l’esprit de ce qui a e´te´ fait en 1.6.4.1, 1.6.4.2 et 1.6.4.3.
Chapitre 2
Alge`bre commutative
2.1 Localisation
(2.1.1) Soit A un anneau. Lorsqu’on se donne un sous-ensemble P de A,
on sait construire un anneau ≪de´fini a` partir de A, en de´cre´tant que les
e´le´ments de P sont nuls, et en n’imposant aucune autre contrainte que celle-
ci, et ses conse´quences de´coulant de la the´orie ge´ne´rale des anneaux≫ : c’est le
quotient A/(P ). Celui-ci est caracte´rise´ par sa proprie´te´ universelle, c’est-a`-dire
encore par le foncteur (ici, covariant) qu’il repre´sente.
C’est en fait une illustration d’un phe´nome`ne assez ge´ne´ral : a` chaque
fois lorsqu’on veut intuitivement imposer une contrainte, et seulement cette
contrainte, la construction rigoureuse qui re´pond a` ce caprice s’exprime en
termes de proprie´te´ universelle, ou encore de foncteur a` repre´senter.
(2.1.2) Nous allons en voir un nouvel exemple avec ce qu’on appelle la
localisation. Soit A un anneau, et soit S un sous-ensemble de A. Le but intuitif
est de construire un objet a` partir de A en imposant aux e´le´ments de S d’eˆtre
inversibles – et rien d’autre. Techniquement, on s’inte´resse au foncteur covariant
F : B 7→ {f ∈ Hom(A,B), f(s) ∈ B× ∀ s ∈ S},
et nous allons montrer de deux fac¸ons diffe´rentes qu’il est repre´sentable, c’est-
a`-dire qu’il existe un anneau C et un morphisme g : A→ C tels que :
• g(S) ⊂ C× ;
• pour tout f : A → B tel que f(S) ⊂ B×, il existe un unique h : C → B
faisant commuter le diagramme
A
f //
g

B
C
h
??⑦⑦⑦⑦⑦⑦⑦⑦
.
(2.1.3) Premie`re preuve. Posons
C = A[Ts]s∈S/(sTs − 1)s∈S
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et g = a 7→ a.
(2.1.3.1) Soit f : A → B un morphisme tel que f(S) ⊂ B× ; nous allons
montrer l’existence d’un unique h : C → B tel que f = h ◦ g. Voyant B
et C comme des A-alge`bres via f et g respectivement, cela revient a` montrer
l’existence d’un unique morphisme h de A-alge`bres de C vers B.
Unicite´. Soit h un tel morphisme. On a alors pour tout s ∈ S les e´galite´s
1 = h(Tss) = h(Ts)h(s) = h(Ts)h(g(s)) = h(Ts)f(s),
et donc h(Ts) = f(s)
−1. Comme les Ts engendrent la A-alge`bre C, il y a au plus
un tel morphisme h.
Existence. Soit ϕ l’unique morphisme de A-alge`bres de A[Ts]s∈S vers B qui
envoie Ts sur f(s)
−1 pour tout s ∈ S. On a ϕ(Tss−1) = 0 pour tout s ∈ S et ϕ
induit donc par passage au quotient un morphisme d’alge`bres h : C → B.
(2.1.3.2) Cette preuve est la plus e´conomique, et en un sens la plus naturelle :
on a force´ les e´le´ments de S a` eˆtre inversibles, en adjoignant formellement
a` A un symboles Ts pour chaque e´le´ment s de S, et en imposant par de´cret
l’e´galite´ sTs = 1.
Mais elle pre´sente un de´faut : il est en pratique extreˆmement difficile d’arriver
a` dire quoi que ce soit sur la A-alge`bre A[Ts]s∈S/(sTs − 1)s∈S ; c’est un cas ou`
la connaissance du foncteur repre´sente´ par un objet qui, en the´orie, caracte´rise
l’objet en question a` isomorphisme pre`s, n’est pas suffisante.
Par exemple, il semble a priori impossible de donner un crite`re simple
permettant de savoir si A[Ts]s∈S/(sTs− 1)s∈S est nul ou non. Nous allons donc
donner une autre construction du repre´sentant de F .
(2.1.3.3) Re´duction au cas d’une partie multiplicative. Convenons de dire
qu’une partie T deA estmultiplicative si elle contient 1 et si ab ∈ T de`s que a ∈ T
et b ∈ T (on peut une fois encore condenser la de´finition en style bourbakiste,
en demandant simplement que T soit stable par produit fini, ce qui la force a`
contenir 1 puisque ce dernier est le produit vide). L’ensemble Ŝ des produits
finis d’e´le´ments de S (en incluant 1 qui est le produit vide) est visiblement la
plus petite partie multiplicative de A contenant S ; nous dirons que c’est la
partie multiplicative engendre´e par S. Si B est un anneau et si f : A → B est
un morphisme, il est imme´diat que f(s) est inversible pour tout s ∈ S si et
seulement si f(s) est inversible pour tout s ∈ Ŝ. On peut donc, pour e´tudier le
foncteur F , remplacer S par Ŝ ; autrement dit, on s’est ramene´ au cas ou` S est
multiplicative.
(2.1.3.4) On de´finit alors sur A × S la relation R suivante : (a, s)R(b, t) si
et seulement si il existe r ∈ S tel que r(at − bs) = 0. On ve´rifie que c’est une
relation d’e´quivalence, et l’on note S−1A le quotient correspondant.
Les formules
((a, s); (b, t)) 7→ (at+ bs, st) et ((a, s); (b, t)) 7→ (ab, st)
passent au quotient, et de´finissent deux lois + et × sur S−1A qui en font un
anneau commutatif.
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Si (a, s) ∈ A × S, on e´crira as au lieu de (a, s). Cette notation permet de
disposer des formules naturelles
a
s
+
b
t
=
at+ bs
st
et
a
s
· b
t
=
as
bt
,
et l’on a
a
s
=
b
t
⇐⇒ ∃r ∈ S, r(at− bs) = 0.
L’application a 7→ a1 est un morphisme d’anneaux de A dans S−1A, et
si s ∈ S alors s1 est inversible, d’inverse 1s .
Le couple (S−1A, a 7→ a1 ) repre´sente le foncteur F . En effet, soit f : A→ B
un morphisme tel que f(S) ⊂ B× ; nous allons montrer qu’il existe un unique
morphisme h de S−1A dans B tel que h(a1 ) = f(a) pour tout a ∈ A.
Unicite´. Soit h un tel morphisme. On a alors pour tout (a, s) ∈ A × S les
e´galite´s
h
(a
s
)
= h
(
a
1
· 1
s
)
= h
(a
1
)
h
((s
1
)−1)
= f(a)f(s)−1,
d’ou` l’unicite´.
Existence. On ve´rifie imme´diatement que l’application
A× S → B, (a, s) 7→ f(a)f(s)−1
passe au quotient par R. Elle induit donc une application h : S−1A → B, qui
envoie toute fraction as sur f(a)f(s)
−1. Par un calcul explicite, on s’assure que h
est un morphisme d’anneaux, et l’on a bien h(a1 ) = f(a) pour tout a ∈ A.
On dit que S−1A est le localise´ de A par rapport a` la partie multiplicative S.
(2.1.4) Commentaires.
(2.1.4.1) La condition d’e´galite´ entre fractions de S−1A est plus complique´e
que le bon vieux produit en croix traditionnel ; c’est le prix a` payer pour
travailler avec des anneaux quelconques, i.e. non ne´cessairement inte`gres ni
re´duits. Notons toutefois que si S ne contient pas de diviseurs de ze´ro – c’est
par exemple le cas si A est inte`gre et si 0 /∈ S – la condition ≪il existe r ∈ S tel
que r(at− bs) = 0≫ e´quivaut a` la relation usuelle ≪at− bs = 0≫.
(2.1.4.2) La fle`cheA→ S−1A n’est pas injective en ge´ne´ral, c’est la raison pour
laquelle on pre´fe`re souvent e´crire a1 et non a. Son noyau est facile a` de´crire : c’est
l’ensemble des e´le´ments a de A tels qu’il existe r ∈ S ve´rifiant l’e´galite´ ra = 0.
Une fois encore, les choses se simplifient si S ne contient pas de diviseurs de ze´ros
(et donc en particulier si A est inte`gre et si 0 /∈ S) : on voit imme´diatement que
sous ces hypothe`ses, a 7→ a1 est injective.
(2.1.4.3) L’anneau S−1A est nul si et seulement si 1 = 0 dans S−1A, c’est-a`-
dire encore si et seulement si 11 = 0, donc si et seulement si il existe r ∈ S tel
que r · 1 = 0. Autrement dit, S−1A est nul si et seulement si 0 ∈ S.
(2.1.4.4) On a de´fini l’anneau S−1A comme repre´sentant du foncteur F de´fini
en 2.1.2. Par un raisonnement en tout point analogue a` celui tenu en 1.4.2.2, on
en de´duit que pour toute A-alge`bre (B, f :A→ B), l’ensemble des morphismes
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de A-alge`bres de S−1A dans B est un singleton si f(S) ⊂ B×, et est vide
sinon ; puis que la A-alge`bre S−1A repre´sente le foncteur de A-Alg dans Ens qui
envoie (B, f :→ B) sur {∗} si f(S) ⊂ B× et sur ∅ sinon.
(2.1.5) Exemples.
(2.1.5.1) Soit A un anneau inte`gre. Le sous-ensemble S := A \ {0} en est une
partie multiplicative. Le localise´ S−1A est non nul puisque 0 /∈ S, et si as est un
e´le´ment non nul de S−1A alors a 6= 0 ; en conse´quence, a ∈ S et as est inversible
d’inverse sa . Il s’ensuit que S
−1A est un corps, appele´ corps des fractions de A
et souvent note´ Frac A.
Puisque 0 /∈ S, l’anneau inte`gre A s’injecte dans Frac A. Ce dernier
est pre´cise´ment le plus petit corps contenant A, dans le sens suivant : pour
tout corps K et tout morphisme injectif A →֒ K, il existe un unique
plongement Frac A →֒ K tel que le diagramme
A //

K
Frac A
;;✇✇✇✇✇✇✇✇✇
commute. En effet, la fle`che injective A→ K envoie tout e´le´ment de S = A\{0}
sur un e´le´ment non nul, et partant inversible, de K ; l’assertion requise est alors
un cas particulier de la proprie´te´ universelle de S−1A.
(2.1.5.2) Soit A un anneau et soit f ∈ A. La partie multiplicative S engendre´e
par f est {fn}n∈N, et le localise´ correspondant est le plus souvent note´ Af . On
de´duit de la construction par quotient de´crite en 2.1.3 que Af ≃ A[T ]/(fT −1).
En vertu de 2.1.4.3, l’anneau Af = 0 est nul si et seulement si S contient 0,
c’est-a`-dire si et seulement si f est nilpotent.
Donnons une preuve alternative de ce fait. L’anneau Af est nul si et
seulement siA[T ]/(Tf−1) = 0, c’est-a`-dire si et seulement si 1−Tf est inversible
dans A[T ]. Or 1−Tf est inversible dans A[[T ]], d’inverse g =∑ f iT i. Par unicite´
de l’inverse (lorsqu’il existe), on voit que 1 − Tf est inversible dans A[T ] si et
seulement si g ∈ A[T ], c’est-a`-dire si et seulement si f est nilpotent.
(2.1.6) Fonctorialite´. Soit f : A → B un morphisme d’anneaux. Soit S
une partie multiplicative de A, et soit T une partie multiplicative de B telle
que f(S) ⊂ T (par exemple, T = f(S)). La fle`che compose´e A → B → T−1B
envoyant chaque e´le´ment de S sur un inversible, elle induit une fle`che de S−1A
vers T−1B, donne´e par les formules
a
s
7→ f(a)
f(s)
.
(2.1.7) A` propos des e´le´ments inversibles de S−1A. Soit A un anneau et
soit S une partie multiplicative de A. Soit S♭ l’ensemble des e´le´ments de A
qui deviennent inversibles dans S−1A (ce n’est pas une notation standard,
nous ne nous en servirons que dans la bre`ve discussion qui suit). C’est une
partie multiplicative de A qui contient S par de´finition, mais on prendra
garde que l’inclusion S ⊂ S♭ est en ge´ne´ral stricte ; par exemple, S♭ contient
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automatiquement A×, qui n’a aucune raison a priori d’eˆtre contenu dans S. Si T
est une partie multiplicative contenant S on a S♭ ⊂ T ♭, puisque A → T−1A se
factorise par S−1A.
(2.1.7.1) Il est en fait possible de de´crire pre´cise´ment S♭ : c’est l’ensemble des
e´le´ments a ∈ A tels qu’il existe b ve´rifiant ab ∈ S. En effet, s’il existe un tel b
alors ab1 =
a
1 · b1 est inversible dans S−1A, ce qui force a1 (et b1 ) a` l’eˆtre aussi,
et a ∈ S♭.
Re´ciproquement, si a ∈ S♭, il existe α ∈ A et s ∈ S tels que a1 · αs = 11 , ce
qui veut dire qu’il existe t ∈ S tel que t(aα − s) = 0 ; on a donc tαa = st ∈ S,
ce qui ache`ve de prouver l’assertion requise.
(2.1.7.2) On peut e´galement donner une description fonctorielle de S♭ : c’est
l’ensemble E des e´le´ments a de A tel que ϕ(a) ∈ B× pour tout morphisme
d’anneaux ϕ:A → B ve´rifiant ϕ(S) ⊂ B×. En effet, si a ∈ E l’image de a
dans S−1A est inversible, puisque A → S−1A envoie chaque e´le´ment de S sur
un inversible ; ainsi, E ⊂ S♭.
Re´ciproquement, si a ∈ S♭ et si ϕ : A → B est un morphisme d’anneaux
tel que ϕ(S) ⊂ B× alors comme ϕ se factorise (d’une unique manie`re) par la
fle`che A → S−1A et comme a s’envoie par de´finition de S♭ dans (S−1A)×, on
a ϕ(a) ∈ B× et a ∈ E.
(2.1.7.3) Comme S ⊂ S♭ on a un morphisme naturel de S−1A dans (S♭)−1A,
morphisme qui induit en vertu de 2.1.7.2 un isomorphisme entre les foncteurs
repre´sente´s par ces deux A-alge`bres ; en conse´quence, ce morphisme est un
isomorphisme. On peut bien entendu s’en assurer de manie`re plus terre-a`-terre
a` partir de la description explicite de S♭ donne´e au 2.1.7.1 ; l’exercice est laisse´
au lecteur.
On de´duit de ce fait, ou directement du 2.1.7.2 ci-dessus, que (S♭)♭ = S♭.
(2.1.8) Localisation et limite inductive : le cas filtrant. SoitA un anneau,
soit I un ensemble pre´ordonne´ filtrant (1.7.9 et 1.7.9.3) et soit Σ une partie
multiplicative de A. Supposons donne´e pour tout i ∈ I une partie multiplicative
de A contenue dans Σ, et faisons les hypothe`ses suivantes :
• Σ = ⋃Si ;
• pour tout (i, j) ∈ I2 avec i 6 j, les e´le´ments de Si deviennent inversibles
dans S−1j A (il suffit pour cela que Si ⊂ Sj , mais ce n’est pas ne´cessaire, cf.
2.1.7 et sq.).
Posons
D = ((S−1i A)i∈I , (S
−1
i A→ S−1j A)i6j).
C’est un diagramme commutatif filtrant dans la cate´gorie des A-alge`bres. La
famille des fle`ches canoniques S−1i A → Σ−1A de´finit un morphisme de D
dans Σ−1A, dont nous allons montrer qu’il induit un isomorphisme
lim
−→
D ≃ Σ−1A.
En vertu de la description explicite des limites inductives filtrantes donne´e
en 1.7.9.3, cet e´nonce´ e´quivaut a` la validite´ des deux assertions qui suivent.
(2.1.8.1) Soit α ∈ Σ−1A. Il existe i tel que α provienne de S−1i A. Mais c’est
e´vident : par de´finition, α s’e´crit as avec a ∈ A et s ∈ Σ. Comme Σ est la re´union
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des Si, il existe i tel que s ∈ Si, et α est de`s lors e´gal a` l’image de l’e´le´ment as
de S−1i A.
(2.1.8.2) Soit (i, j) ∈ I2, soit α ∈ S−1i A et soit β ∈ S−1j A. Supposons que α
et β ont meˆme image dans Σ−1A ; il existe alors un majorant k de {i, j} tel
que α et β aient de´ja` meˆme image dans S−1k A. Pour le voir, on e´crit α =
a
s
et β = bt avec (a, b) ∈ A2, s ∈ Si et t ∈ Sj . Comme α et β ont meˆme image
dans Σ−1A, il existe σ ∈ Σ tel que σ(at−bs) = 0. Puisque Σ est la re´union des Si,
il existe ℓ tel que σ ∈ Sℓ. Choisissons un majorant k de {i, j, ℓ}. Comme k 6 ℓ,
l’e´le´ment σ est inversible dans S−1k A, et l’e´galite´ σ(at − bs) = 0 implique donc
que at− bs = 0 dans S−1k A, et partant que as = bt dans S−1k A, ce qui termine la
preuve.
(2.1.8.3) Remarque. Comme la limite inductive de D dans la cate´gorie des A-
alge`bres ≪est≫ aussi sa limite inductive dans la cate´gorie des anneaux ainsi que
dans celle des A-modules (cela de´coule de 1.7.9.3), il re´sulte de ce qui pre´ce`de
que Σ−1A s’identifie e´galement a` la limite inductive de D dans la cate´gorie des
anneaux et dans celle des A-modules.
(2.1.9) Localisation et limite inductive : le cas ge´ne´ral. Nous allons
donner dans ce qui suit une preuve plus conceptuelle du fait que le morphisme
de A-alge`bres lim
−→
D → Σ−1A de 2.1.8 est un isomorphisme ; cette nouvelle
de´monstration a l’avantage de marcher sous des hypothe`ses nettement plus
faibles que nous allons maintenant e´noncer.
On conserve les notations A et Σ de 2.1.8. On de´signe par contre maintenant
par I un ensemble quelconque, et l’on se donne pour tout i ∈ I une partie
multiplicative Si de A contenue dans Σ ; nous supposons simplement que les Si
engendrent multiplicativement Σ.
On se donne un diagrammeD dans la cate´gorie des A-alge`bres dont la famille
d’objets est (S−1i A)i ; on n’impose rien a` la famille des fle`ches de D .
(2.1.9.1) Soit (B, f :A→ B) une A-alge`bre ; pour toute partie multiplicative S
de A, l’ensemble HomA-Alg(S
−1A,B) est un singleton si f(S) ⊂ B×, et est
vide sinon. Il s’ensuit en vertu de 1.7.7 que HomA-Alg(D , B) est un singleton
si f(Si) ⊂ B× pour tout i, et est vide sinon, et ce quelles que soient les fle`ches
de D .
Comme les Si engendrent multiplicativement Σ, on a f(Si) ⊂ B× pour
tout i si et seulement si f(Σ) ⊂ B×. En conse´quence, on dispose d’un
isomorphisme fonctoriel en B entre HomA-Alg(D , B) et HomA-Alg(Σ−1A,B), qui
montre que Σ−1A s’identifie a` la limite inductive du diagramme D .
(2.1.9.2) Commentaires. Insistons a` nouveau sur le fait que ce qui pre´ce`de vaut
pour tout diagramme D dont la famille d’objets est (S−1i A)i. C’est par exemple
le cas du diagramme sans fle`ches : la A-alge`bre Σ−1A est ainsi en particulier la
somme disjointe des S−1i A.
On prendra garde qu’ici, contrairement a` ce qui valait plus haut, (cf. 2.1.8.3),
l’identification entre Σ−1A et lim
−→
D n’est ave´re´e a priori que dans la cate´gorie
des A-alge`bres, mais pas dans celle des anneaux ou des A-modules ; en effet,
la ≪co¨ıncidence≫ des limites inductives dans les diffe´rentes cate´gories est une
spe´cificite´ du cas filtrant, prise en de´faut en ge´ne´ral.
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Ainsi, on de´duit de ce qui pre´ce`de que Z[1/6] est la somme disjointe de Z[1/2]
et Z[1/3] dans la cate´gorie des Z-alge`bres, c’est-a`-dire des anneaux ; mais leur
somme disjointe comme Z-modules est e´gale a` Z[1/2]
⊕
Z[1/3], qui est un sous-
module strict de Z[1/6].
2.2 Ide´aux premiers et maximaux
Cette section ne contient a` proprement parler aucun re´sultat nouveau. Elle
vise simplement a` pre´senter une approche des ide´aux premiers et maximaux qui
est sans doute un peu diffe´rente de celle dont vous avez l’habitude, et impre`gne
(le plus souvent implicitement) la ge´ome´trie alge´brique a` la Grothendieck.
(2.2.1) Rappels des de´finitions. Soit A un anneau. Un ide´al p de A est dit
premier s’il est strict et si ab ∈ p ⇒ a ∈ p ou b ∈ p. Il revient au meˆme de
demander que A/p soit un anneau inte`gre.
Un ide´al m de A est dit maximal s’il est strict et s’il est maximal en tant
qu’ide´al strict. Cela revient a` demander que A/m ait exactement deux ide´aux,
a` savoir {0} et A/m ; autrement dit, m est maximal si et seulement si A/m est
un corps. On de´duit de cette dernie`re caracte´risation que tout ide´al maximal
est premier.
(2.2.2) Soit A un anneau et soit I un ide´al strict de A. On de´duit
imme´diatement du lemme de Zorn que I est contenu dans un ide´al maximal.
Si A est non nul il posse`de donc un ide´al maximal : appliquer ce qui pre´ce`de
avec I = {0}, qui est alors strict.
On voit en particulier que tout anneau non nul posse`de un ide´al premier.
Notons que cette proprie´te´ est a priori plus faible que l’existence d’un ide´al
maximal, mais elle ne peut pas a` ma connaissance eˆtre e´tablie directement.
(2.2.3) Ide´aux premiers et morphismes vers les corps. Soit A un anneau
et soit f un morphisme de A vers un corps K. Le noyau de f est visiblement
un ide´al premier. Re´ciproquement, soit p un ide´al premier de A ; la fle`che
compose´e A → A/p →֒ Frac(A/p) a pour noyau p. Ainsi, les ide´aux premiers
sont exactement les noyaux de morphismes dont le but est un corps.
(2.2.3.1) On peut donc de´crire un ide´al premier de A comme une classe
d’e´quivalence de morphismes (A → K) ou` K est un corps, pour la relation
d’e´quivalence ≪avoir meˆme noyau≫.
(2.2.3.2) Cette relation admet une description alternative : siK et L sont deux
corps, deux morphismes A→ K et A→ L ont meˆme noyau si et seulement si il
existe un corps F et un diagramme commutatif
K
A //
''PP
PP
PP
PP
PP
PP
PP
77♥♥♥♥♥♥♥♥♥♥♥♥♥♥
F
>>⑦⑦⑦⑦⑦⑦⑦⑦
  ❅
❅❅
❅❅
❅❅
❅
L
.
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En effet, si un tel diagramme existe alors
Ker(A→ K) = Ker(A→ L) = Ker(A→ F )
puisque F → K et F → L sont injectifs en tant que morphismes de corps.
Re´ciproquement, supposons que A → K et A → L aient meˆme noyau p.
En vertu des proprie´te´s universelles du quotient et du corps des fractions, la
fle`che A→ K admet une unique factorisation sous la forme
A→ Frac(A/p) →֒ K,
et il en va de meˆme de A → L. Il existe donc un diagramme comme ci-dessus
avec F = Frac(A/p).
(2.2.3.3) On a en fait montre´ au 2.2.3.2 ci-dessus qu’un morphisme A → K
appartient a` la classe qui correspond a` p si et seulement si il se factorise par
la fle`che A → Frac (A/p), et que si c’est le cas cette factorisation est unique.
En d’autres termes, le morphisme canonique A → Frac (A/p) est le plus petit
e´le´ment de la classe de morphismes A→ K associe´e a` p.
(2.2.4) Ide´aux maximaux et surjection vers un corps. Soit m un ide´al
maximal deA. Le quotientA/m est un corps, et la fle`cheA→ A/m est surjective.
Re´ciproquement, si K est un corps et si f : A → K est surjective, alors
comme K s’identifie a` A/Kerf , le noyau de f est un ide´al maximal de A.
(2.2.4.1) Ainsi, un ide´al maximal de A peut eˆtre vu comme une classe
d’e´quivalence de surjections A → K, ou` K est un corps, pour la relation
d’e´quivalence ≪avoir meˆme noyau≫. Et siA→ K et A→ L sont deux surjections
ayant meˆme noyau m, les corps K et L s’identifient tous deux a` A/m comme A-
alge`bres. Il y a donc en fait a` isomorphisme canonique pre`s une seule surjection
dans la classe d’e´quivalence qui correspond a` un ide´al maximal donne´ m : c’est
la surjection quotient de A vers A/m.
(2.2.4.2) Ide´aux maximaux au sein des ide´aux premiers. Donnons-nous
un ide´al premier p de A. Il correspond a` une classe d’e´quivalence de
morphismes A → K, ou` K est un corps, classe dont A → Frac(A/p) est le
plus petit e´le´ment. Par ce qui pre´ce`de, l’ide´al p est maximal si et seulement si il
existe, dans la classe d’e´quivalence qui lui correspond, un morphisme surjectif.
Mais cela revient a` demander que le plus petit morphisme de la classe, a`
savoir A → Frac(A/p), soit surjectif, c’est-a`-dire encore que Frac(A/p) = A/p,
et donc que A/p soit un corps ; on retrouve bien (heureusement !) la de´finition
usuelle.
(2.2.5) Exemple : le cas de Z. Nous donnons ci-dessous la liste des ide´aux
premiers et maximaux de Z, en donnant leur description du point de vue des
morphismes vers les corps.
• L’ide´al (0) ; il correspond a` la classe des morphismes injectifs Z → K,
c’est-a`-dire des morphismes Z→ K ou` K est un corps de caracte´ristique nulle.
Le plus petit morphisme de cette classe est l’inclusion Z →֒ Q, laquelle n’est pas
surjective : (0) n’est pas maximal.
• Pour tout nombre premier p, l’ide´al (p) ; il correspond a` la classe des
morphismes Z → K de noyau pZ, c’est-a`-dire des morphismes Z → K ou` K
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est un corps de caracte´ristique p. Le plus petit morphisme de cette classe est la
fle`che naturelle Z→ Fp, qui est surjective : (p) est maximal.
(2.2.6) Fonctorialite´ contravariante du spectre. Si A est un anneau, on
note Spec A le spectre de A, c’est-a`-dire l’ensemble des ide´aux premiers de A
(nous verrons plus tard, lors du cours sur les sche´mas, que Spec A peut eˆtre
muni d’une topologie, et meˆme d’une structure supple´mentaire).
La fle`che A 7→ Spec A est de manie`re naturelle un foncteur contravariant ;
nous allons donner deux descriptions de la fle`che de Spec B vers Spec A induite
par un morphisme d’anneaux f : A→ B.
1) Description dans le langage classique. A` un ide´al premier q de B, on
associe l’ide´al f−1(q) de A, dont on ve´rifie qu’il est premier.
2) Description du point de vue des morphismes vers les corps. Si K est un
corps et B → K un morphisme, le noyau de la fle`che compose´e A → B → K
ne de´pend que de celui de B → K (c’est son image re´ciproque dans A). On
peut ainsi sans ambigu¨ıte´ associer a` la classe d’e´quivalence de B → K la classe
d’e´quivalence de la compose´e A→ B → K.
Anneaux locaux
(2.2.7) Proposition-de´finition. Soit A un anneau. Les assertions suivantes
sont e´quivalentes.
i) A posse`de un et un seul ide´al maximal.
ii) L’ensemble des e´le´ments non inversibles de A est un ide´al de A.
Si elles sont satisfaites on dit que A est un anneau local. Son unique ide´al
maximal est alors pre´cise´ment l’ensemble de ses e´le´ments non inversibles.
De´monstration. Supposons que i) est vraie, et soit m l’unique ide´al maximal
de A. Si un e´le´ment de a appartient a` m, il n’est pas inversible puisque m est
strict par de´finition. Re´ciproquement, si a n’est pas inversible, l’ide´al (a) est
strict, et est donc contenu dans un ide´al maximal qui ne peut eˆtre que m ;
ainsi a ∈ m, et l’ensemble des e´le´ments non inversibles de A est exactement m.
Supposons maintenant que ii) est vraie, et soit m l’ensemble des e´le´ments
non inversibles de A. Comme 1 est inversible, il n’appartient pas a` m, qui est
donc un ide´al strict. Par ailleurs, si I est un ide´al strict de A, il ne contient
aucun e´le´ment inversible et est donc contenu dans m. Il s’ensuit aussitoˆt que ce
dernier est l’unique ide´al maximal de A. 
(2.2.8) Exemple trivial. Tout corps est un anneau local, dont (0) est l’unique
ide´al maximal.
(2.2.9) Exemple ge´ome´trique. Nous donner un exemple qui illustre la
pertinence de l’e´pithe`te ≪local≫. Soit X un espace topologique et soit x ∈ X .
On conside`re l’ensemble des couples (U, f) ou` U est un voisinage ouvert
de x et f ∈ C 0(U,R), sur lequel on met la relation d’e´quivalence suivante :
(U, f) ∼ (V, g) si et seulement si il existe un voisinage ouvertW de x dans U ∩V
tel que f|W = g|W . L’ensemble quotient A he´rite alors d’une structure d’anneau
naturelle. En bref, A est l’ensemble des fonctions continues (a` valeurs re´elles)
de´finies au voisinage de x, deux fonctions appartenant a` A e´tant conside´re´es
comme e´gales si elles co¨ıncident au voisinage de x ; on dit aussi que A est
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l’anneau des germes de fonctions continues en x. L’e´valuation en x induit un
morphisme f 7→ f(x) de A dans R.
Ce morphisme est surjectif, graˆce aux fonctions constantes. Son noyau m est
donc un ide´al maximal de A. Nous allons montrer que c’est le seul ; il suffit, par le
crite`re donne´ ci-dessus, de ve´rifier que m est exactement l’ensemble des e´le´ments
non inversibles de A. Soit f ∈ A \ m. Choisissons un voisinage ouvert U de x
sur lequel f est de´finie. Comme f /∈ m, on a f(x) 6= 0. Comme f est continue, il
existe un voisinage ouvert V de x dans U sur lequel f ne s’annule pas. L’inverse g
de f est alors une fonction continue sur V , et l’on a fg = 1 dans l’anneau A.
Ainsi f est inversible, ce qui ache`ve la preuve.
(2.2.10) Remarque. On aurait pu tout aussi bien remplacer X par une
varie´te´ diffe´rentiable (resp. analytique complexe) et A par l’anneau des germes
de fonctions C∞ (resp. holomorphe).
(2.2.11) Si A est un anneau local d’ide´al maximal m, le corps A/m sera appele´
le corps re´siduel de A.
Localisation et ide´aux premiers
(2.2.12) Soit A un anneau et soit S une partie multiplicative de A. Soit f : A→
B un morphisme tel que f(S) ⊂ B× ; il induit un morphisme g : S−1A → B,
donne´ par la formule as 7→ f(a)f(s)−1.
Un calcul explicite montre que le noyau de g ne de´pend que de celui de f ,
et re´ciproquement. Plus pre´cise´ment :
• Ker g = {as }a∈Ker f ;• Ker f = {a t.q. a1 ∈ Ker g}.
(2.2.13) Ide´aux premiers de S−1A. Se donner un morphisme de S−1A vers
un corps K revient a` se donner un morphisme de A vers K qui envoie chaque
e´le´ment de S sur un e´le´ment inversible de K, c’est-a`-dire sur un e´le´ment non
nul de K ; cela revient donc a` se donner un morphisme de A vers K dont le
noyau ne rencontre pas S.
Compte-tenu de la description des ide´aux premiers en termes de morphismes
vers un corps, et de la description explicite des noyaux donne´e au 2.2.12 ci-
dessus, on en de´duit que
p 7→ pS−1A =
{a
s
, a ∈ p, s ∈ S
}
et q 7→
{
a t.q.
a
1
∈ q
}
e´tablissent une bijection (visiblement croissante) entre l’ensemble des ide´aux
premiers de A ne rencontrant pas S et l’ensemble des ide´aux premiers de S−1A.
On peut e´galement formuler cette dernie`re assertion comme suit :
l’application Spec S−1A → Spec A induite par A → S−1A (cf. 2.2.6) est
injective, et a pour image l’ensemble des ide´aux premiers de A qui ne rencontrent
pas S.
(2.2.14) Lemme. Soit A un anneau et soit f ∈ A. Les assertions suivantes
sont e´quivalentes :
i) f est nilpotent ;
ii) pour tout corps K et tout morphisme ϕ : A→ K on a ϕ(f) = 0 ;
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iii) f appartient a` tous les ide´aux premiers de A.
En d’autres termes, le nilradical de A est l’intersection de tous les ide´aux
premiers de A.
De´monstration. L’e´quivalence de ii) et iii) re´sulte de la caracte´risation
des ide´aux premiers comme noyaux de morphismes vers un corps.
L’implication i)⇒ii) est e´vidente. Supposons maintenant que iii) est vraie, et
montrons i).
L’ensemble des ide´aux premiers de Af est d’apre`s 2.2.13 en bijection avec
l’ensemble des ide´aux premiers de A qui ne rencontrent pas {fn}n∈N, c’est-a`-dire
avec l’ensemble des ide´aux premiers de A qui ne contiennent pas f . Puisqu’on
est sous l’hypothe`se iii), cet ensemble est vide.
En conse´quence, Af n’a aucun ide´al premier, ce qui signifie qu’il est nul. Il
s’ensuit en vertu 2.1.5.2 que f est nilpotent. 
(2.2.15) Localise´ d’un anneau en un ide´al premier. Soit A un anneau, et
soit p un ide´al premier de A. Le sous-ensemble S = A \ p de A en est une partie
multiplicative, et le localise´ S−1A est le plus souvent note´ Ap. On l’appelle le
localise´ de A en l’ide´al p.
(2.2.15.1) En vertu de 2.2.13, l’ensemble des ide´aux premiers de Ap est en
bijection croissante avec l’ensemble des ide´aux premiers de A ne rencontrant
pas S, c’est-a`-dire contenus dans p. Or cet ensemble admet un plus grand
e´le´ment, a` savoir p. On en de´duit que Ap posse`de un et un seul ide´al maximal :
celui qui correspond a` p. D’apre`s la description explicite de la bijection e´voque´e
(voir loc. cit.), cet ide´al est pAp = {as , a ∈ p, s /∈ p} ⊂ Ap.
(2.2.15.2) Le morphisme compose´ A → A/p →֒ Frac (A/p) envoie tout
e´le´ment de S sur un e´le´ment non nul, et partant inversible, de Frac (A/p).
Il se factorise donc de manie`re unique par Ap. Le morphisme correspondant
de Ap vers Frac (A/p) est par construction donne´ par la formule
a
s 7→ a¯s¯ ; on
voit imme´diatement que son noyau est pAp. Il est par ailleurs surjectif, puisque
tout e´le´ment de Frac (A/p) est de la forme a¯s¯ avec a ∈ A et s /∈ p.
En conse´quence, le corps re´siduel Ap/pAp s’identifie naturellement
a` Frac (A/p).
(2.2.15.3) Expression de Ap comme limite inductive filtrante. La relation de
divisibilite´ fait de A \ p un ensemble pre´-ordonne´ filtrant (si f et g sont deux
e´le´ments de A \ p, leur produit est un multiple commun a` f et g dans A \ p).
Si f et g sont deux e´le´ments de A tels que f |g alors f est inversible dans Ag, et
il existe donc un morphisme de A-alge`bres Af → Ag.
Il en re´sulte l’existence d’un diagramme commutatif filtrant
D := ((Af )f∈A\p, (Af → Ag)f |g)
dans la cate´gorie des A-alge`bres. CommeA\p est e´videmment e´gal a` la la re´union
de ses sous-parties multiplicatives de la forme {fn}n∈N pour f parcourant A\p,
il re´sulte de 2.1.8 et de la remarque 2.1.8.3 que Ap s’identifie a` la limite inductive
de D dans la cate´gorie des A-alge`bres (et des anneaux, et des A-modules).
(2.2.16) Exemples.
(2.2.16.1) Supposons A inte`gre.
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Si p = {0}, l’anneau Ap n’est autre par de´finition que le corps des fractions
de A.
En ge´ne´ral, comme 0 /∈ S, la relation des produits en croix qui de´finit l’e´galite´
dansAp est la meˆme que celle qui de´finit l’e´galite´ dans Frac A ; ainsi,Ap apparaˆıt
comme le sous-anneau de Frac A constitue´ des fractions qui admettent une
e´criture avec un de´nominateur n’appartenant pas a` p.
(2.2.16.2) Soit p un nombre premier. Le localise´ Z(p) est d’apre`s ce qui pre´ce`de
le sous-anneau de Q e´gal a` {a
b
, a ∈ Z, b ∈ Z \ pZ
}
.
(2.2.17) Remarque. Le langage des sche´mas permet, pour tout anneau A et
tout ide´al premier p de A, d’interpre´ter Ap comme un anneau de germes de
fonctions, analogue a` ceux vus plus haut (exemple 2.2.9 et remarque 2.2.10), et
donc d’y penser en termes ge´ome´triques.
2.3 Endomorphismes d’un module et lemme de
Nakayama
(2.3.1) Proposition. Soit A un anneau, soit n ∈ N et soit M un A-module
posse´dant une famille ge´ne´ratrice de cardinal n. Soit I un ide´al de A, et soit u
un endomorphisme de M tel que u(M) ⊂ IM := {∑ aimi, ai ∈ I,mi ∈ M}. Il
existe alors une famille (a1, . . . , an) telle que aj appartienne a` I
j pour tout j,
et telle que
un + a1u
n−1 + . . .+ a1u+ anId = 0.
(2.3.1.1) Remarque. Lorsque I = A, la condition u(M) ⊂ IM est
automatiquement satisfaite. La proposition assure donc entre autres que tout
endomorphisme de M annule un polynoˆme unitaire de degre´ n a` coefficients
dans A.
(2.3.1.2) De´monstration de la proposition 2.3.1. Choisissons une famille
ge´ne´ratrice (e1, . . . , en) de M . Comme u(M) = IM , on a pour tout m ∈ M
une e´galite´ de la forme u(m) =
∑
aℓmℓ avec aℓ ∈ I pour tout ℓ. En e´crivant
chacun desmℓ comme combinaison line´aire des ei, on voit qu’on peut e´crire u(m)
comme combinaison line´aire des ei a` coefficients dans I.
En particulier, il existe une famille (aij) d’e´le´ments de I tels que l’on
ait u(ei) =
∑
i aijei pour tout j. Soit X la matrice (aij) ∈ Mn(A) ; c’est en
quelque sorte une matrice de u dans la famille ge´ne´ratrice (e1, . . . , en).
Un calcul imme´diat (le meˆme que celui effectue´ en alge`bre line´aire) montre
qu’on a pour tout (λ1, . . . , λn) ∈ An l’e´galite´ u(
∑
λiei) =
∑
µiei avec
µ1
.
.
.
µn
 = X ·

λ1
.
.
.
λn
 .
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Par re´currence, on en de´duit que l’on a pour tout entier r et pour tout
(λ1, . . . , λn) ∈ An l’e´galite´ ur(
∑
λiei) =
∑
νiei avec
ν1
.
.
.
νn
 = Xr ·

λ1
.
.
.
λn
 .
En vertu du the´ore`me de Cayley-Hamilton 1, on a χX(X) = 0 et donc par ce
qui pre´ce`de χX(u) = 0. Mais comme les aij appartiennent a` I, le polynoˆme χX
est de la forme T n + a1T
n−1 + . . .+ an avec aj ∈ Ij pour tout j, ce qui ache`ve
la de´monstration. 
(2.3.2) Lemme de Nakayama. Soit A un anneau, soit I un ide´al de A et
soit M un A-module de type fini. Les assertions suivantes sont e´quivalentes :
i) il existe un e´le´ment a de A congru a` 1 modulo I et tel que aM = {0} ;
ii) M = IM .
De´monstration. Supposons que i) soit vraie, e´crivons a = 1+b avec b ∈ I. On
a pour tout m ∈M l’e´galite´ (1 + b)m = 0, et donc m = −bm. Ainsi, M = IM .
Supposons que ii) soit vraie, et appliquons la proposition 2.3.1 avec u =
IdM (c’est possible puisque M est de type fini). Elle assure l’existence d’une
famille (aj) avec aj ∈ Ij pour tout j telle que
IdnM + a1Id
n−1
M + . . .+ a0IdM = 0.
En l’appliquant a` un e´le´ment m de M , on obtient (1 + a1 + . . . + an)m = 0 ;
ainsi, i) est vraie avec a = a1 + . . .+ an. 
Ce lemme est surtout utile en pratique via son corollaire suivant – qui n’est
autre que la version originelle du lemme de Nakayama.
(2.3.3) Corollaire. Soit A un anneau local d’unique ide´al maximal m, et
soit M un A-module de type fini tel que M = mM . On a alors M = {0}.
De´monstration. Le lemme de Nakayama assure qu’il existe un e´le´ment a
congru a` 1 modulo m tel que aM = {0}. E´tant non nul modulo m, l’e´le´ment a
appartient a` A× ; il s’ensuit que M est trivial. 
(2.3.4) Donnons une conse´quence tre`s utile de ce corollaire ; on de´signe toujours
par A un anneau local d’ide´al maximal m.
(2.3.4.1) Soit M un A-module de type fini, soit N un A-module et soit f :
N →M une application A-line´aire. Pour que f soit surjective, il faut et il suffit
que l’application induite N/mN →M/mN le soit.
1. Vous ne l’avez peut-eˆtre rencontre´ que sur un corps, mais sa validite´ dans ce cadre
entraˆıne sa validite´ pour tout anneau. En effet, s’il est vrai sur tout corps, il est vrai en
particulier pour la matrice (Xij ) ∈ Mn(Q(Xij)) ; il s’e´nonce dans ce cas pre´cis comme
une identite´ polynomiale a` coefficients dans Z en les (Xij). Cette identite´ de´bouche par
spe´cialisation pour toute matrice (αij) a` coefficients dans un anneau quelconque sur la
≪meˆme≫ identite´ pour les αij ... laquelle est pre´cise´ment le the´ore`me de Cayley-Hamilton
pour (αij ).
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C’est en effet clairement ne´cessaire. Supposons maintenant que la fle`che
N/mN →M/mN est surjective, et soit m ∈M . Par hypothe`se, on peut e´crire
m = f(n) +
∑
aimi
ou` n ∈ N , ou` les mi appartiennent a` M et ou` les ai appartiennent a` m. Il
s’ensuit que m est e´gal a`
∑
aimi modulo f(N). En conse´quence, le module
quotient M/f(N) ve´rifie l’e´galite´
M/f(N) = mM/f(N).
Comme il est de type fini puisque c’est de´ja` le cas de M , il est nul d’apre`s le
corollaire 2.3.3 ci-dessus. Ainsi, f(N) =M et f est surjective.
(2.3.4.2) Soit (ei)i∈i une famille d’e´le´ments de M . Elle engendre le module M
si et seulement si les ei engendrent le A/m-espace vectoriel M/mM .
C’est en effet une simple application du 2.3.4.1 ci-dessus, au cas ou` N est
le module A(I) forme´ des familles (ai)i∈I de A
I dont presque tous les e´le´ments
sont nuls, et ou` f est l’application (ai) 7→
∑
aiei.
Nous allons maintenant donner une application astucieuse et tre`s frappante
du lemme de Nakayama.
(2.3.5) Corollaire. Soit A un anneau, soit M un A-module de type fini et
soit u un endomorphisme surjectif de M . L’endomorphisme u est alors bijectif
et u−1 est un polynoˆme en u.
De´monstration. La loi externe
(P,m) 7→ P (u)(m)
de´finit sur le groupe abe´lien (M,+) une structure de A[X ]-module qui prolonge
celle de A-module, et la multiplication parX est e´gale a` l’endomorphisme u. Par
hypothe`se, M est de type fini comme A-module ; il l’est a fortiori comme A[X ]-
module.
La surjectivite´ de u signifie que pour tout m ∈ M , il existe n ∈ M tel
que Xn = m. En conse´quence, M = (X)M .
Le lemme de Nakayama assure alors qu’il existe un polynoˆme P congru a` 1
modulo X tel que PM = 0. E´crivons P = 1+XQ, avec Q ∈ A[X ]. Soit m ∈M .
On a Pm = 0, soit P (u)(m) = 0, soit encore (Id + uQ(u))(m) = 0. Ceci valant
pour tout m, il vient Id = u(−Q(u)). Comme deux polynoˆmes en u commutent,
on aussi Id = (−Q(u))u. Ainsi, u est bijectif et u−1 = −Q(u). 
2.4 Le produit tensoriel : cas de deux modules
On fixe pour toute cette section un anneau A.
De´finition, exemples et premie`res proprie´te´s
(2.4.1) Soient M et N deux A-modules. Avant de de´finir rigoureusement le
produit tensoriel deM et N , expliquons intuitivement le but de sa construction.
On cherche a` fabriquer la loi biline´aire la plus ge´ne´rale possible de sourceM×N ,
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c’est-a`-dire a` donner un sens au produit d’un e´le´ment deM par un e´le´ment de N ,
en ne lui imposant rien d’autre que la biline´arite´.
Comme a` chaque fois que l’on cherche a` construire un objet obe´issant a` une
liste limitative de contraintes, la de´finition rigoureuse de l’objet en question
s’exprime au moyen d’une proprie´te´ universelle ou, si l’on pre´fe`re, du foncteur
qu’il repre´sente.
Pour tout A-module P , on note BilA(M ×N,P ) l’ensemble des applications
biline´aires de M ×N vers P .
(2.4.2) De´finition – proposition. Le foncteur covariant P 7→ BilA(M×N,P )
de A-Mod dans Ens est repre´sentable, et son repre´sentant est note´
(M ⊗A N, (m,n) 7→ m⊗ n).
On dit que M ⊗A N est le produit tensoriel de M et N au-dessus de A.
De´monstration. On part d’un A-module libre L ayant une base (em,n)
indexe´e par les e´le´ments deM×N , et l’on note L0 le sous-module de L engendre´
par les
em,n+λn′ − em,n − λem,n′ et em+λm′,n − em,n − λem′,n
pour (m,m′, n, n′, λ) parcourant M2 ×N2 ×A. On pose alors
M ⊗A N = L/L0, et m⊗ n = em,n pour tout (m,n) ∈M ×N.
Notons que par construction, les m⊗ n engendrent le A-module M ⊗A N .
Montrons que (M ⊗AN, (m,n) 7→ m⊗n) repre´sente F . Soit P un A-module
et soit b ∈ BilA(M ×N,P ). une application biline´aire. Il s’agit de prouver qu’il
existe une et une seule application line´aire λ : M⊗AN → P telle que λ(m⊗n) =
b(m,n) pour tout (m,n).
Unicite´. Elle provient simplement du fait que la famille (m ⊗ n) est
ge´ne´ratrice.
Existence. Soit ϕ l’unique application A-line´aire de L dans P envoyant em,n
sur b(m,n) pour tout (m,n). Comme b est biline´aire, l’application ϕ s’annule
sur les e´le´ments de L0 ; elle induit donc par passage au quotient une application
line´aire λ :M ⊗A N → P , et l’on a pour tout (m,n) ∈M ×N les e´galite´s
λ(m⊗ n) = λ(em,n) = ϕ(em,n) = b(m,n),
ce qui ache`ve la de´monstration. 
(2.4.3) Commentaires et premie`res proprie´te´s.
(2.4.3.1) La construction du produit tensoriel n’est gue`re subtile ; elle consiste
a` imposer par de´cret les proprie´te´s requises. Elle n’est en pratique jamais utilise´e,
et il faut a` tout prix e´viter de penser au produit tensoriel comme au quotient
d’un module libre monstrueux.
Il y a toutefois une chose a` en retenir : le fait que M ⊗A N est engendre´
(comme A-module, ou meˆme comme groupe abe´lien puisque l’on a pour
tout (a,m, n) les e´galite´s a(m⊗n) = (am)⊗n) par les e´le´ments de la formem⊗n,
qu’on appelle les tenseurs purs.
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(2.4.3.2) L’application biline´aire universelle (m,n) 7→ m⊗n a tendance a` coder
les proprie´te´s (de nature line´aire) ve´rifie´es par toutes les applications biline´aires
de source M × N . Illustrons cette pe´tition de principe par un exemple : nous
allons montrer que
∑
mi ⊗ ni = 0 si et seulement si pour tout A-module P et
toute application biline´aire b :M ×N → P , on a ∑ b(mi, ni) = 0.
Supposons que pour tout A-module P et toute application biline´aire b :M ×
N → P , on ait ∑ b(mi, ni) = 0. C’est en particulier le cas pour l’application ⊗,
et il vient
∑
mi ⊗ ni = 0.
Supposons que
∑
mi ⊗ ni = 0. Soit P un A-module et soit b ∈ BilA(M ×
N,P ). L’application b induit une application A-line´aire λ :M ⊗A N → P telle
que λ(m⊗ n) = b(m,n) pour tout n. On a donc∑
b(mi, ni) =
∑
λ(mi ⊗ ni) = λ(
∑
mi ⊗ ni) = 0,
ce qu’il fallait de´montrer.
(2.4.3.3) Exercice. Dans le meˆme esprit, montrez que M ⊗A N est nul si et
seulement si toute application biline´aire de source M ×N est nulle.
(2.4.4) Premiers exemples.
(2.4.4.1) Exemple trivial. Si M est un A-module quelconque alors
{0} ⊗M =M ⊗ {0} = {0} :
cela vient du fait que le produit tensoriel est engendre´ par un tenseur pur, et
qu’un tenseur pur dont l’un des deux facteurs est nul est lui-meˆme nul.
(2.4.4.2) Syme´trie du produit tensoriel. Soient M et N deux A-modules.
L’application deM×N dans N⊗AM qui envoie (m,n) sur n⊗m est biline´aire,
et induit donc une application A-line´aireM ⊗AN → N ⊗AM qui envoie m⊗n
sur n⊗m pour tout (n,m).
On a de meˆme une application A-line´aire v : N ⊗AM →M ⊗AN qui envoie
n ⊗m sur m⊗ n. Il est imme´diat que u ◦ v = IdN⊗AM et v ◦ u = IdM⊗AN (le
ve´rifier sur les tenseurs purs). Ainsi, u et v sont deux isomorphismes re´ciproques
l’un de l’autre.
(2.4.4.3) Construction fonctorielle de u. Soit P un A-module.
L’application
b 7→ [(n,m) 7→ b(m,n)]
induit un isomorphisme fonctoriel en P entre l’ensemble des applications
biline´aires deM×N vers P et celui des applications biline´aires deN×M vers P .
Par le lemme de Yoneda, cet isomorphisme est induit par une bijection A-line´aire
de M ⊗A N vers N ⊗A M ; on ve´rifie imme´diatement que cette bijection n’est
autre que u.
(2.4.4.4) On prendra garde qu’en ge´ne´ral, le produit tensoriel de deux modules
non nuls peut tre`s bien eˆtre nul. Nous allons montrer par exemple que
(Z/2Z)⊗Z Z/3Z = 0.
Pour cela, il suffit de montrer que a⊗b = 0 pour tout a ∈ Z/2Z et tout b ∈ Z/3Z.
Donnons-nous donc un tel couple (a, b). On a
a⊗ b = (3− 2)a⊗ b = 3a⊗ b− 2a⊗ b = a⊗ 3b− 2a⊗ b = 0,
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puisque 2a = 0 et 3b = 0.
Plus ge´ne´ralement,(Z/pZ)⊗Z Z/qZ = 0 de`s que p et q sont premiers entre
eux : on raisonne comme ci-dessus, en remplac¸ant l’e´galite´ 3 − 2 = 1 par une
relation de Bezout entre p et q.
(2.4.5) Produit tensoriel par un module libre de rang 1. Soit N un A-
module, et soit M un A-module libre de rang 1. Soit e une base de M .
(2.4.5.1) Soit ϕ l’application line´aire de N vers M ⊗A N donne´e par la
formule n 7→ e⊗n. Nous allons montrer que c’est un isomorphisme en exhibant
re´ciproque.
Soit b l’application de M × N dans M qui envoie un couple (ae, n) sur an
(elle est bien de´finie car e est une base de M) ; elle est biline´aire, donc induit
une application A-line´aire ψ de M ⊗A N vers N qui envoie ae⊗ n sur an pour
tout (a, n).
On ve´rifie imme´diatement par leur effet sur les tenseurs purs que ϕ et ψ sont
re´ciproques l’une de l’autre.
(2.4.5.2) Un cas particulier important. On de´duit de ce qui pre´ce`de
que pour tout A-module N , l’application line´aire n 7→ 1 ⊗ n induit un
isomorphisme N ≃ A⊗A N .
(2.4.5.3) Construction fonctorielle de ϕ. Soit P un A-module.
L’application
b 7→ [n 7→ b(e, n)]
de´finit une bijection fonctorielle en P entre BilA(M ×N,P ) et HomA(N,P ), de
re´ciproque
λ 7→ [(ae, n) 7→ aλ(n)].
Par le lemme de Yoneda, cette collection de bijections est induite par une
application A-line´aire de N vers N ⊗A M , dont on ve´rifie qu’elle n’est autre
que ϕ.
(2.4.6) Produit tensoriel de deux modules libres de rang 1. Soient
maintenantM et N deux A-modules libres de rang 1. Donnons-nous une base e
de M et une base f de N .
(2.4.6.1) Il re´sulte de 2.4.5.1 que la formule n 7→ n ⊗ e de´finit un
isomorphisme N ≃M ⊗A N . Comme a 7→ af de´finit un isomorphisme A ≃M ,
on voit que a 7→ ae⊗ f de´finit un isomorphisme ι : A ≃ M ⊗A N . En d’autres
termes M ⊗A N est libre de rang 1 de base e⊗ f .
(2.4.6.2) Construction fonctorielle de ι. Soit P un A-module. L’application
b 7→ b(e, f)
de´finit une bijection fonctorielle en P entre BilA(M ×N,P ) et P , de re´ciproque
p 7→ [(ae, bf) 7→ abp].
Comme par ailleurs p 7→ [a 7→ ap] de´finit une bijection fonctorielle en P entre P
et HomA(A,P ) (de re´ciproque λ 7→ λ(1)), on obtient par composition une
bijection fonctorielle en P entre BilA(M ×N,P ) et HomA(A,P ).
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Par le lemme de Yoneda, cette collection de bijections est induite par une
bijection A-line´aire de A vers M ⊗AN , dont on ve´rifie qu’elle n’est autre que ι.
(2.4.7) Fonctorialite´ du produit tensoriel en ses deux arguments.
Soient M,M ′, N et N ′ quatre A-modules, et soient f :M →M ′ et g : N → N ′
deux applications A-line´aires.
(2.4.7.1) L’application deM×N versM ′⊗AN ′ donne´e par la formule (m,n) 7→
(f(m) ⊗ g(n)) est biline´aire. Elle induit donc une application A-line´aire f ⊗
g : M ⊗A N → M ′ ⊗A N ′, telle que (f ⊗ g)(m ⊗ n) = f(m) ⊗ g(n) pour
tout (m,n). On ve´rifie que (f, g) 7→ f⊗g est elle-meˆme une application biline´aire
de HomA(M,M
′)×HomA(N,N ′) vers HomA(M ⊗A N,M ′ ⊗A N ′).
(2.4.7.2) Description fonctorielle de f⊗g. Soit P un A-module. La formule
b 7→ [(m,n) 7→ b(f(m), g(n))]
de´finit une application de BilA(M
′ × N ′, P ) vers BilA(M × N,P ) qui est
fonctorielle en P .
Par le lemme de Yoneda, cette collection d’applications est induite par une
application A-line´aire de M ⊗A N vers M ′ ⊗A N ′, dont on ve´rifie qu’elle n’est
autre que f ⊗ g.
(2.4.8) Proprie´te´s d’adjonction. Soient L,M et N trois A-modules, et
soit f :N → Hom(M,L) une application A-line´aire. L’application de M × N
dans L qui envoie (m,n) sur f(n)(m) est biline´aire, et induit donc une
application line´aireM⊗AN → L, qui de´pend manifestement line´airement de f ;
on a donc construit une application A-line´aire
p: Hom(N,Hom(M,L))→ Hom(M ⊗A N,L).
On de´finit par ailleurs une application A-line´aire
q: Hom(M ⊗A N,L)→ Hom(N,Hom(M,L))
par la formule q(g) = n 7→ [m 7→ g(m⊗n)], et l’on ve´rifie imme´diatement que p
et q sont des bijections et re´ciproques l’une de l’autre, fonctorielles enM,L etN .
En particulier, si l’on conside`re M comme fixe´, on dispose d’un isomorphisme
Hom(N,Hom(M,L)) ≃ Hom(M ⊗A N,L)
qui est fonctoriel en N et L ; en conse´quence, L 7→ Hom(M,L) est adjoint a`
droite a` N 7→M ⊗A N .
Comme le foncteur N 7→ M ⊗A N admet un adjoint a` droite, il commute
aux limites inductives (1.7.12).
(2.4.9) Produit tensoriel et somme directe. Soit M un A-module et
soit (Ni) une famille de A-modules. Pour tout i, on note ui l’injection naturelle
de Ni dans
⊕
Ni.
(2.4.9.1) La famille des IdM ⊗ ui : M ⊗A Ni → M ⊗A (
⊕
Ni) induit un
morphisme χ : (
⊕
M ⊗A Ni) → M ⊗A (
⊕
Ni). Nous allons montrer que c’est
un isomorphisme. Comme la somme directe est un cas particulier de limite
inductive, on peut pour ce faire se contenter d’invoquer la commutation de M⊗
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aux limites inductives (cf. 2.4.8 ci-dessus). Mais nous allons e´galement donner
deux preuves directes, la premie`re consistant a` exhiber la bijection re´ciproque
par une formule, et la seconde a` utiliser le lemme de Yoneda.
(2.4.9.2) Construction de la bijection re´ciproque de χ par une formule.
L’application de M × (⊕Ni) dans ⊕M ⊗A Ni donne´e par la formule
(m, (ni))i 7→ (m⊗ni)i est biline´aire. Elle induit de`s lors une application line´aire ρ
de M ⊗A (
⊕
Ni) vers
⊕
M ⊗A Ni. On ve´rifie imme´diatement que χ et ρ sont
inverses l’une de l’autre.
(2.4.9.3) Preuve de la bijectivite´ de χ via le lemme de Yoneda. La somme
directe
⊕
M ⊗A Ni repre´sente le foncteur
∏
i hM⊗ANi , c’est-a`-dire encore le
foncteur qui envoie un A-module P sur
∏
BilA(M ×Ni, P ).
Soit P un A-module. La formule
b 7→ (b|M×Ni)i
de´finit une bijection fonctorielle en P de BilA(M × (
⊕
Ni), P ) vers le
produit
∏
BilA(M ×Ni, P ), de re´ciproque
(bi) 7→ [(m, (ni)i) 7→
∑
bi(m,ni)].
Par le lemme de Yoneda, cette collection de bijections est induite par une
bijection A-line´aire de
⊕
(M ⊗A Ni) vers M ⊗A (
⊕
Ni), dont on ve´rifie qu’elle
n’est autre que χ.
(2.4.10) Produit tensoriel de modules libres. Soient M et N deux A-
modules libres, de bases respectives (ei) et (fj) ; on a les e´galite´s M =
⊕
A · ei
et N =
⊕
A · fj .
On de´duit alors de 2.4.9.1 que M ⊗A N ≃
⊕
jM ⊗A (A · fj). En
re´appliquant 2.4.9.1 a` chacun des sommandes (et en utilisant la syme´trie du
produit tensoriel, cf. 2.4.4.2), il vient M ⊗A N ≃
⊕
i,j(A · ei)⊗A (A · fj).
Mais en vertu de 2.4.6.1, le module (A · ei) ⊗A (A · fj) est pour tout (i, j)
libre de base ei ⊗ fj . Il s’ensuit que M ⊗A N est libre de base (ei ⊗ fj)i,j .
(2.4.11) Ainsi, le produit tensoriel de deux A-modules libres M et N est libre,
et si A est non nul le rang de M ⊗A N est e´gal au produit du rang de M et du
rang de N .
Il s’ensuit que si A est non nul, le produit tensoriel de deux A-modules libres
non nuls est toujours non nul. Notez un cas particulier important : le produit
tensoriel de deux espaces vectoriels non nuls sur un corps k est non nul. Nous
aurons plusieurs fois l’occasion de l’utiliser.
(2.4.12) Produit tensoriel d’une famille de modules. Ce qu’on a vu
pour deux modules se ge´ne´ralise sans peine a` une famille quelconque (Mi)i∈I
de A-modules : le foncteur qui envoie un A-module P sur l’ensemble des
applications multiline´aires de
∏
i∈I Mi vers P est repre´sentable par un A-
module note´
⊗
i∈I Mi, fourni avec une application multiline´aire universelle
(xi) 7→ ⊗i∈Ixi de
∏
Mi vers
⊗
i∈I Mi. La construction est analogue a` celle
donne´e a` la proposition 2.4.2 : on part d’un module libre de base indexe´e
par
∏
Mi que l’on quotiente par les relations exige´es.
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Si I est re´union disjointe de deux ensembles I ′ et I ′′ on a
⊗
i∈I
Mi ≃
(⊗
i∈I′
Mi
)
⊗
(⊗
i∈I′′
Mi
)
.
Notez que le produit tensoriel vide de modules a un sens, et est e´gal au A-
module A : le lecteur est invite´ a` ve´rifier que c’est une conse´quence de sa
de´finition comme repre´sentant d’un foncteur, et que c’est par ailleurs bien ce
que donne la construction esquisse´e ci-dessus.
Proprie´te´s d’exactitude
(2.4.13) Brefs rappels sur les suites exactes de A-modules. Soient n−
et n+ deux e´le´ments de Z ∪ {−∞,+∞} et soit
S = . . .→Mi →Mi+1 →Mi+2 → . . .
une suite de morphismes de A-modules, ou` i parcourt l’ensemble I des entiers
relatifs compris entre n− et n+.
Soit i un e´le´ment de I tel que i − 1 et i + 1 appartiennent a` I. On dit
que la suite S est exacte en Mi si le noyau de Mi → Mi+1 est e´gal a` l’image
de Mi−1 → Mi. On dit que S est exacte si elle est exacte en Mi pour tout i
tel que i − 1 et i + 1 appartiennent a` I (les indices extreˆmes, s’ils existent, ne
comptent donc pas).
Il re´sulte de la de´finition que dans une suite exacte, la compose´e de deux
fle`ches successives est toujours nulle.
Donnons quelques exemples.
(2.4.13.1) La suite
M ′
f // M
g // M ′′ // 0
est exacte si et seulement si g est surjective et Ker g = Im f .
Le lecteur est invite´ a` ve´rifier que cela peut se reformuler en termes plus
cate´goriques de la fac¸on suivante : le triplet
(g:M →M ′′, 0: {0} →M ′′, g ◦ f :M ′ →M ′′)
de´finit un morphisme du diagramme
D = {0}
0
!!❇
❇❇
❇❇
❇❇
M
M ′
f
==④④④④④④④④
vers M ′′, et identifie M ′′ a` la limite inductive de D .
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(2.4.13.2) La suite
0 // M ′
f // M
g // M ′′
est exacte si et seulement si f est injective et Ker g = Im f .
Le lecteur est invite´ a` ve´rifier que cela peut se reformuler en termes plus
cate´goriques de la fac¸on suivante : le triplet
(f :M ′ →M, 0:M ′ → {0}, g ◦ f :M ′ →M ′′)
de´finit un morphisme de M ′ vers le diagramme
D = {0}
0
!!❉
❉❉
❉❉
❉❉
M ′′
M
g
<<②②②②②②②②
et identifie M ′ a` la limite projective de D .
(2.4.13.3) La suite
0 // M ′
f // M
g // M ′′ // 0
est exacte si et seulement si f est injective, g est surjective et Ker g = Im f .
(2.4.14) Soit B un anneau, et soit F un foncteur covariant de A-Mod
vers B-Mod.
(2.4.14.1) On dit que F est exact a` gauche (resp. exact a` droite, resp. exact)
si et seulement si il satisfait les conditions suivantes :
• F est additif, c’est-a`-dire que pour tout couple (M,N) de A-modules
l’application naturelle HomA(M,N)→ HomB(F (M), F (N)) est un morphisme
de groupes (a` titre d’exercice, vous pouvez ve´rifier que cela entraˆıne la
commutation de F aux sommes directes finies) ;
• pour toute suite exacte S de la forme
0→M ′ →M →M ′′ (resp. M ′ →M →M ′′ → 0, resp. 0→M ′ →M →M ′′ → 0),
la suite F (S) est exacte.
(2.4.14.2) Lemme. Les proprie´te´s suivantes sont e´quivalentes :
i) F est exact ;
ii) F transforme toute suite exacte en une suite exacte ;
iii) F est exact a` gauche et transforme les surjections en surjections ;
iv) F est exact a` droite et transforme les injections en injections.
De´monstration. Il est clair que iii)⇒i), que iv)⇒i), et que ii) entraˆıne iii)
et iv). Il reste a` montrer que i) entraˆıne ii). Il suffit par de´finition de s’assurer
que si F est exact, il transforme toute suite exacteM ′ →M →M ′′ en une suite
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exacte. Mais cela re´sulte du fait que la suite exacte M ′ →M →M ′′ se de´visse
en suite exactes
0→ K →M ′ → P → 0, 0→ P →M → Q→ 0 et 0→ Q→M ′′ → R→ 0
(prendre pour K le noyau de M ′ → M , pour P son image, pour Q le quotient
de M par P , et pour R le conoyau de M → M ′′). Chacune d’elle reste par
de´finition exacte quand on applique F , et en recollant les suites obtenues on
voit que F (M ′)→ F (M)→ F (M ′′) est exacte. 
(2.4.15) Proposition. Soit M un A-module. Le foncteur N 7→ M ⊗A N est
exact a` droite.
De´monstration. Que N 7→M⊗AN soit un foncteur additif re´sulte de 2.4.7.1.
Soit maintenant
N
f // L
g // P // 0
une suite exacte. Nous allons montrer que
M ⊗A N IdM⊗f // M ⊗A L IdM⊗g // M ⊗A P // 0
est exacte. Nous allons commencer par une preuve conceptuelle extreˆmement
concise mais peu explicite, puis donner une de´monstration directe ≪a` la main≫.
(2.4.15.1) La preuve conceptuelle. Le produit tensoriel commutant aux limites
inductives (2.4.8), l’assertion requise de´coule aussitoˆt de la caracte´risation
cate´gorique de l’exactitude a` droite d’une suite (2.4.13.1).
(2.4.15.2) Preuve ≪a` la main≫ de la surjectivite´ de IdM ⊗ g. Soit (m, p)
appartenant a`M×P . Comme g est surjective, l’e´le´ment p de P a un ante´ce´dent ℓ
dans L par g.
On a alors (IdM ⊗ g)(m⊗ ℓ) = m⊗ g(ℓ) = m⊗ p. Ainsi, l’image de IdM ⊗ g
contient tous les tenseurs purs ; en conse´quence, elle est e´gale a` M ⊗A P tout
entier.
(2.4.15.3) Preuve ≪a` la main≫ de l’e´galite´ Ker(IdM ⊗ g) = Im(IdM ⊗ f).
On a g ◦ f = 0 ; il s’ensuit que (IdM ⊗ g) ◦ (IdM ⊗ f) = 0 ; autrement dit,
Im(IdM ⊗ f) ⊂ Ker(IdM ⊗ g). L’application IdM ⊗ g induit donc une surjection
M ⊗A L/(Im(IdM ⊗ f))→M ⊗A P.
Pour montrer que Im(IdM ⊗ f) est e´gale a` Ker(IdM ⊗ g), il suffit de montrer
que cette surjection est un isomorphisme ; nous allons pour ce faire exhiber sa
re´ciproque.
Soit m ∈M , soit p ∈ P et soit ℓ un ante´ce´dent de p par g. La classe de m⊗ ℓ
modulo Im(IdM ⊗ f) ne de´pend alors pas du choix de ℓ. En effet, si ℓ′ est
un (autre) ante´ce´dent de p alors ℓ − ℓ′ ∈ Ker g = Im f . En conse´quence, il
existe n ∈ N tel que ℓ− ℓ′ = f(n), et l’on a donc
m⊗ ℓ−m⊗ ℓ′ = m⊗ (ℓ− ℓ′) = m⊗ f(n) = (IdM ⊗ f)(m⊗ n),
d’ou` l’assertion.
L’application de M × P vers M ⊗A L/(Im(IdM ⊗ f)) qui envoie (m, p) sur
la classe de m⊗ ℓ pour n’importe quel ante´ce´dent ℓ de p est donc bien de´finie.
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On voit imme´diatement qu’elle est biline´aire ; elle induit donc une application
A-line´aire σ : M ⊗A P → M ⊗A L/(Im(IdM ⊗ f)). On ve´rifie sur les tenseurs
purs que σ est bien un inverse a` gauche et a` droite de la surjection
M ⊗A L/(Im(IdM ⊗ f))→M ⊗A P
induite par IdM ⊗ g, ce qui ache`ve la de´monstration. 
(2.4.16) Remarque. Le foncteur N 7→ M ⊗A N n’est pas exact a` gauche en
ge´ne´ral (c’est-a`-dire qu’en ge´ne´ral, il ne pre´serve pas l’injectivite´ des fle`ches),
comme le montre le contre-exemple suivant.
On se place dans le cas ou` A = Z. Soit f : Z → Z la multiplication
par 2 ; c’est une application Z-line´aire injective. Pour tout Z-module M ,
l’endomorphisme IdM ⊗ f de M ⊗Z Z ≃M est la multiplication par 2.
Lorsque M = Z/2Z, celle-ci co¨ıncide avec l’application nulle, et n’est en
particulier pas injective.
(2.4.17) On dit qu’un A-module M est plat si le foncteur N 7→ M ⊗A N est
exact, c’est-a`-dire s’il transforme les injections en injections.
(2.4.17.1) La platitude n’apparaˆıtra gue`re dans ce cours, et c’est
essentiellement a` titre culturel que nous la mentionnons. Mais il s’agit d’une
notion absolument cruciale en the´orie des sche´mas, qui en de´pit de sa de´finition
purement alge´brique un peu se`che a un sens ge´ome´trique profond, et joue de
surcroˆıt un roˆle technique majeur.
(2.4.17.2) Soit M un A-module libre ; il est alors plat. En effet, choisissons
une base (ei) de M , et donnons-nous une injection A-line´aire N →֒ N ′.
On a M =
⊕
A · ei. On a En conse´quence, on dispose d’apre`s 2.4.9
d’isomorphismes canoniques M ⊗A N ≃
⊕
(A · ei ⊗A N), et M ⊗A N ′ ≃⊕
(A · ei ⊗A N ′). Il re´sulte par ailleurs de 2.4.5 que l’on a pour tout indice i
des isomorphismes naturels A · ei ⊗A N ≃ N , et A · ei ⊗A N ′ ≃ N ′. Il s’ensuit
que A · ei ⊗A N →֒ A · ei ⊗A N ′ pour tout i, puis que M ⊗A N →֒M ⊗A N ′.
(2.4.17.3) Notons un cas particulier important de ce qui pre´ce`de : tout espace
vectoriel sur un corps est plat.
Quelques objets classiques revisite´s
(2.4.18) Soient M et N deux A-modules. L’application de M∨ × N
dans HomA(M,N) de´finie par la formule
(ϕ, n) 7→ [m 7→ ϕ(m)n]
est biline´aire, elle induit donc une application A-line´aire ϕ de M∨ ⊗A N
vers HomA(M,N).
(2.4.18.1) Supposons que M et N soient tous deux libres de rang fini. On
choisit une base (ei)16i6m de M , et une base (fj)16j6n de N . On de´duit de la
description matricielle des applications entre modules libres que HomA(M,N)
est libre de rang nm, une base e´tant donne´e par la famille (uij) ou` uij est
caracte´rise´ par les e´galite´s uij(eℓ) = δℓifj pour tout ℓ.
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En appliquant cette remarque lorsque N = A, on voit que M∨ est libre
de base (e∗i ), ou` e
∗
i de´signe pour tout i la i-e`me forme coordonne´e dans la
base (e1, . . . , em).
On en de´duit graˆce a` 2.4.10 que le module M∨⊗AN est libre de base (e∗i ⊗
fj)ij .
Fixons i et j et soit ℓ ∈ {1, . . . ,m}. On a par de´finition de ϕ l’e´galite´
ϕ(e∗i ⊗ fj)(eℓ) = e∗i (eℓ)fj = δℓifj .
Autrement dit, ϕ(e∗i ⊗ fj) = uij . Ainsi, ϕ transforme une base de M∨ ⊗A N en
une base de HomA(M,N). Par conse´quent, ϕ est bijective.
(2.4.18.2) Commentaires. Ce qui pre´ce`de est une illustration d’une de´marche
tre`s fre´quente en alge`bre commutative, (on l’a d’ailleurs de´ja` implicitement
rencontre´e a` propos de la bidualite´, cf. l’exemple 1.3.4) :
• on commence par construire une application line´aire de manie`re
comple`tement naturelle (sans aucun choix a` effectuer) ;
• on montre ensuite, sous l’hypothe`se qu’un ou plusieurs des modules en jeu
sont libres de rang fini, que cette application est bijective ; et pour ce faire, on
choisit une base dans laquelle on effectue les calculs.
Signalons par ailleurs que la bijection re´ciproque de ϕ (lorsque M et N sont
libres de rang fini) n’admet pas de description naturelle au moyen d’une formule
explicite.
(2.4.18.3) On se place maintenant dans le cas ou` N = M , et on suppose
toujours que M est libre de rang fini, de base (ei)i=1,...,m.
L’application deM∨×M vers A qui envoie (ϕ,m) sur ϕ(m) e´tant biline´aire,
elle induit une application line´aire λ deM∨⊗AM vers A, et il existe une unique
application line´aire τ telle que le diagramme
M∨ ⊗A M
λ

ϕ
≃
// EndA(M)
τ
ww♦♦♦
♦♦
♦♦
♦♦
♦♦
♦
A
commute. Soient i et j deux entiers compris entre 1 et m. On a
τ(uij) = τ(ϕ(e
∗
i ⊗ ej)) = λ(e∗i ⊗ ej) = e∗i (ej) = δij = Tr (uij).
Ceci valant pour tout (i, j), la forme line´aire τ co¨ıncide avec la trace, dont on
a ainsi donne´ une de´finition intrinse`que (ne faisant pas intervenir un choix de
base).
2.5 Produit tensoriel d’un module et d’une
alge`bre
De´finitions, exemples et premie`res proprie´te´s
(2.5.1) On de´signe toujours par A un anneau, et l’on se donne une A-alge`breB.
SiM est un B-module, il posse`de une structure naturelle (i.e., fonctorielle enM)
Produit tensoriel d’un module et d’une alge`bre 71
de A-module, obtenue par ≪restriction des scalaires≫ a` A. S’il n’y a pas de
risque de confusion, on notera encore M ce A-module ; dans le cas contraire, on
e´crira AM .
(2.5.2) Soit M un A-module. Nous allons montrer que le A-module B ⊗A M
posse`de une unique structure de B-module, e´tendant sa structure de A-module
et telle que β · (b⊗m) = (βb)⊗m pour tout (β, b,m) ∈ B2 ×M .
(2.5.2.1) L’unicite´ est claire : elle provient du fait que les tenseurs purs
engendrent B ⊗A M comme groupe abe´lien.
(2.5.2.2) Montrons maintenant l’existence. Soit β ∈ B. L’application de B×M
dans B ⊗A M qui envoie (b,m) sur βb ⊗m est bi-A-line´aire. Elle induit donc
une application A-line´aire µβ de B ⊗A M dans lui-meˆme. On ve´rifie aussitoˆt
(en testant comme d’habitude les proprie´te´s requise sur les tenseurs purs) que
l’application (β, v) 7→ µβ(v) de B×A(B⊗AM) versB⊗AM de´finit une structure
de B-module sur B ⊗A M re´pondant a` nos exigences.
(2.5.2.3) Si f : M → N est une application A-line´aire, il est imme´diat
que IdB⊗f : B⊗AM → B⊗AN est B-line´aire. On peut donc voirM 7→ B⊗AM
comme un foncteur de A-Mod vers B-Mod.
(2.5.2.4) On dit que le B-module B ⊗A M est de´duit de M par extension
des scalaires de A a` B. Intuitivement, B ⊗AM est le B-module le plus ge´ne´ral
fabrique´ a` partir de M , en autorisant la multiplication externe par les e´le´ments
de B, et non plus simplement de A.
Comme toujours, ce type de description informelle se traduit rigoureusement
en terme de proprie´te´ universelle, ou encore de repre´sentation d’un foncteur ;
c’est l’objet du lemme ci-dessous.
(2.5.3) Lemme. Soit M un A-module. Le couple
(B ⊗A M,m 7→ 1⊗m)
repre´sente le foncteur covariant de B-Mod vers Ens qui envoie P
sur HomA(M,P ).
De´monstration. Notons pour commencer que m 7→ 1⊗m est bien A-line´aire,
et donc que l’e´nonce´ a un sens.
Soit P un B-module et soit f une application A-line´aire de M dans P . Il
s’agit de montrer qu’il existe une unique application B-line´aire g : B⊗AM → P
telle que g(1⊗m) = f(m) pour tout m ∈M .
(2.5.3.1) Unicite´. Supposons qu’une telle g existe. On a alors pour tout (b,m) ∈
B ×N les e´galite´s
g(b⊗m) = g(b · (1 ⊗m)) = bg(1⊗m) = bf(m),
et comme les tenseurs purs engendrent B ⊗A M l’application g est bien
uniquement de´termine´e.
(2.5.3.2) Existence. On s’inspire de la formule exhibe´e dans la preuve de
l’unicite´. L’application de B ×M vers M qui envoie b ⊗ m sur bf(m) est bi-
A-line´aire, et induit donc une application A-line´aire g : B ⊗A M → P , qui
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envoie b⊗m sur bf(m) pour tout (b,m). On ve´rifie imme´diatement que g est B-
line´aire, et l’on a bien par construction g(1⊗m) = f(m) pour tout m. 
(2.5.4) On peut reformuler le lemme ci-dessus de diffe´rentes fac¸ons.
(2.5.4.1) Reformulation cate´gorique. Le foncteurM 7→ B⊗AM de A-Mod
vers B-Mod est adjoint a` gauche au foncteur N 7→A N de B-Mod vers A-Mod.
(2.5.4.2) Reformulation informelle. Si M est un A-module, se donner une
application B-line´aire de B⊗AM dans un B-module P revient a` se donner une
application A-line´aire de M dans P .
(2.5.5) Nous allons maintenant de´crire explicitement B⊗AM dans un certain
nombre de cas particuliers.
(2.5.5.1) Soit M un A-module libre, et soit (ei) une base de M . On a la
de´compositionM =
⊕
A·ei. Par commutation du produit tensoriel aux sommes
directes, il vient B ⊗A M ≃
⊕
B ⊗A A · ei.
Par ailleurs, le A-module A · ei est pour tout i libre de base ei ; on en de´duit
graˆce a` 2.4.5 que b 7→ b⊗ei e´tablit une bijection A-line´aire entre B et B⊗AA·ei.
Comme b⊗ ei = b · (1⊗ ei) pour tout (b, i), on voit finalement que B ⊗AM est
libre de base (1⊗ ei).
(2.5.5.2) Soit I un ensemble. Le A-module A(I) est libre ; soit (θi) sa base
canonique (θi est pour tout i la famille (δij)j de A
(I)).
Par ce qui pre´ce`de, B ⊗A A(I) est libre de base 1⊗ θi. Cela signifie que
(bi) 7→
∑
bi · (1⊗ θi) =
∑
bi ⊗ θi
e´tablit un isomorphisme entre B(I) et B ⊗A A(I).
Modulo cet isomorphisme, l’application naturelle
(ai) 7→ 1⊗ (ai) = 1⊗
∑
aiθi =
∑
ai ⊗ θi
s’identifie a` la fle`che A(I) → B(I) de´duite du morphisme structural de A vers B.
(2.5.5.3) Soit maintenant M un A-module quelconque et soit (ei) une famille
ge´ne´ratrice de M . L’unique application line´aire de A(I) dans M qui envoie θi
sur ei pour tout i (c’est celle qui envoie toute famille (ai) sur
∑
aiei) est alors
surjective ; soit (fℓ)ℓ∈Λ une famille ge´ne´ratrice de son noyau. On dispose d’une
suite exacte
A(Λ)
(aℓ) 7→
∑
aℓfℓ // A(I)
(ai) 7→
∑
aiei // M // 0 ,
c’est-a`-dire encore d’un isomorphisme [A(I)/(fℓ)ℓ] ≃M envoyant θi sur ei pour
tout i.
Par exactitude a` droite du produit tensoriel et en vertu du 2.5.5.2 ci-dessus,
cette suite induit via la tensorisation avec B une suite exacte
B(Λ)
(bℓ) 7→
∑
bℓfℓ // B(I)
(bi) 7→
∑
bi(1⊗ei)// B ⊗A M // 0 ,
c’est-a`-dire un isomorphisme [B(I)/(fℓ)ℓ] ≃ B⊗AM envoyant θi sur 1⊗ ei pour
tout i (par abus, on de´signe encore par fℓ et θi les images respectives de fℓ et θi
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dans B(I) par la fle`che A(I) → B(I)) ; notons en particulier que 1 ⊗ ei est une
famille ge´ne´ratrice de B ⊗A M .
De manie`re un peu informelle, on voit que le A-module M et le B-
module B ⊗A M admettent la ≪meˆme≫ description par ge´ne´rateurs (les θi)
et relations (les fℓ).
On peut re´sumer cela par le slogan suivant, vague mais assez intuitif : B⊗AM
est a` B ce que M est a` A.
(2.5.5.4) Ce principe s’applique aussi aux applications line´aires. Plus
pre´cise´ment, donnons-nous deux A-modules M et N , et choisissons une famille
ge´ne´ratrice (ei) de M et une famille ge´ne´ratrice (fj) de N . Soit u une
application A-line´aire de M vers N . Pour tout i, il existe une famille (aij)
d’e´le´ments de A telle que u(ei) =
∑
aijfj , et elle de´termine entie`rement u : on
a u(
∑
λiei) =
∑
j(
∑
i λiaij)fj pour toute famille (λi) de scalaires.
Il re´sulte de 2.5.5.3 que (1 ⊗ ei) est une famille ge´ne´ratrice de B ⊗A M , et
que (1⊗ fj) est une famille ge´ne´ratrice de B⊗AN . On a de plus pour tout i les
e´galite´s
(IdB ⊗ u)(1⊗ ei) = 1⊗ u(ei) = 1⊗ (
∑
aijfj) =
∑
aij(1⊗ fj).
On voit ainsi que IdB ⊗ u : B ⊗A M → B ⊗A N est de´crite, dans les familles
ge´ne´ratrices (1⊗ei) et (1⊗fj), par les ≪meˆmes≫ formules que u dans les familles
ge´ne´ratrices (ei) et (fj).
(2.5.6) Extensions des scalaires successives. Soit M un A-module, soit B
une A-alge`bre, et soit C une B-alge`bre. On dispose alors d’un isomorphisme
naturel de C-modules
C ⊗B (B ⊗A M) ≃ C ⊗A M.
On peut le voir de deux fac¸ons diffe´rentes.
(2.5.6.1) Premie`re me´thode. Soit c ∈ C. L’application de B×M dans C⊗AM
qui envoie (b,m) sur cb ⊗ m est biline´aire, et induit donc une application A-
line´aire mc de B ⊗A M vers C ⊗A M .
L’application de C × (B ⊗A M) vers (C ⊗A M) qui envoie (c, v) sur mc(v)
est B-biline´aire, donc induit une application B-line´aire
ϕ : C ⊗B (B ⊗A M)→ C ⊗A M.
L’application de C×M vers C⊗B (B⊗AM) qui envoie (c,m) sur c⊗(1⊗m)
est biline´aire, et induit donc une application A-line´aire
ψ : C ⊗A M → C ⊗B (B ⊗A M).
On ve´rifie aise´ment que ϕ et ψ sont C-line´aires et re´ciproques l’une de l’autre.
(2.5.6.2) Preuve fonctorielle. Soit P un C-module. On dispose d’isomor-
phismes naturels
HomC(C ⊗B (B ⊗A M), P ) ≃ HomB(B ⊗A M,P ) ≃ HomA(M,P )
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≃ HomC(C ⊗A M,P )
qui sont fonctoriels en P et M . Par composition on obtient un isomorphisme
naturel HomC(C ⊗B (B⊗AM), P ) ≃ HomC(C ⊗AM,P ) fonctoriel en P et M .
Le lemme de Yoneda assure qu’il provient d’une bijection C-line´aire de C⊗AM
vers C ⊗B (B ⊗A M), dont on ve´rifie qu’elle co¨ıncide avec ψ.
Comportement vis-a`-vis des localisations et quotients
(2.5.7) SoitM un A-module. Nous allons de´crire l’extension des scalaires deM
a` deux types de A-alge`bres particulie`res, a` savoir les quotients et les localisations.
(2.5.7.1) Le cas des quotients. Soit I un ide´al de A. La structure de A-module
du quotient M/IM est induite par une structure de A/I-module sur ce dernier
(la multiplication externe par un scalaire a ne de´pend dans ce module que de la
classe de a modulo I).
La surjection M → M/IM e´tant A-line´aire, elle induit un morphisme
de A/I-modules p : (A/I)⊗A M →M/IM .
Par ailleurs, l’application A-line´aire m 7→ 1 ⊗ m de M dans (A/I) ⊗A M
s’annule sur IM : en effet, si les ai sont des e´le´ments de I et les mi des e´le´ments
de M , on a
1⊗
∑
aimi =
∑
ai ⊗mi = 0,
puisque les facteurs de gauche vivent dans A/I.
Elle induit donc une application A-line´aire s : M/IM → (A/I) ⊗A M ,
qui comme toute application A-line´aire entre A/I-modules est automatique-
ment A/I-line´aire (par surjectivite´ de A vers A/I). On ve´rifie imme´diatement
que p et s sont inverses l’une de l’autre.
On a ainsi construit un isomorphisme canonique de A/I-modules
(A/I)⊗A M ≃M/IM.
(2.5.7.2) Le cas des localisations. Soit S une partie multiplicative de A. On
de´finit sur M × S la relation R suivante : (m, s)R(n, t) si et seulement si
il existe r ∈ S tel que r(tm − sb) = 0. On ve´rifie que c’est une relation
d’e´quivalence, et l’on note S−1M le quotient correspondant. Les formules
((m, s), (n, t)) 7→ (tm+ sn, st) et ((a, s), (m, t)) 7→ (am, st)
passent au quotient, et de´finissent une loi interne + sur S−1M et une loi
externe × : S−1A × S−1M → S−1M qui font de S−1M un S−1A-module
(la preuve de ce fait, aussi triviale que fastidieuse, est laisse´e au lecteur).
Si (m, s) ∈M × S, on e´crira ms au lieu de (m, s). Cette notation permet de
disposer des formules naturelles
m
s
+
n
t
=
sn+ tm
st
et
a
s
· m
t
=
am
bt
,
et l’on a
m
s
=
n
t
⇐⇒ ∃r ∈ S, r(tm − sn) = 0.
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Si f est une application A-linaire deM vers un A-module N , on ve´rifie que la
formule (m, s) 7→ f(m)s passe au quotient par R et induit une application S−1A-
line´aire de S−M vers S−1N , qui envoie par construction une fraction ms sur
la fraction f(m)s . Ainsi, M 7→ S−1M apparaˆıt comme un foncteur de A-Mod
vers S−1A-Mod.
L’application m 7→ m1 de M dans S−1M est A-line´aire ; elle induit donc une
application S−1A-line´aire ϕ de S−1A⊗A M dans S−1M .
Par ailleurs, sim ∈M et s ∈ S, on ve´rifie imme´diatement que l’e´le´ment 1s⊗m
de S−1A⊗AM ne de´pend que de la classe de (m, s) modulo R, que l’application
ψ : S−1M → S−1A ⊗A M construite par ce biais est S−1A-line´aire, et que ϕ
et ψ sont inverses l’une de l’autre.
On a ainsi construit un isomorphisme de S−1A-modules
S−1A⊗A M ≃ S−1M
qui est visiblement fonctoriel en M .
(2.5.7.3) Une application importante. Soit f une injection A-line´aire de M
dans un A-module N , soit m ∈ M et soit s ∈ S. Supposons que f(m)s = 0 ;
cela signifie qu’il existe r ∈ S tel que rf(m) = 0, ou encore tel que f(rm) = 0.
Mais comme f est injective, il vient rm = 0 puis ms = 0. Ainsi, l’application
line´aire S−1M → S−1N induite par f est injective.
En conse´quence, le A-module S−1A est plat.
(2.5.7.4) Localisation des modules et limites inductives. Soit Σ une partie
multiplicative de A et soit (I 6) un ensemble pre´-ordonne´ filtrant. Soit (Si)i∈I
une famille de parties multiplicatives de A contenues dans Σ, telles que tout
e´le´ment de Si soit inversible dans Sj de`s que i 6 j ; on suppose de plus que
les Si engendrent Σ multiplicativement. Soit D le diagramme de A-alge`bres
dont la famille d’objets est (S−1i A)i∈I et dont les fle`ches sont les morphismes
canoniques S−1i A → S−1j A pour i 6 j, et soit M ⊗A D l’image de D par le
foncteur M ⊗A • ; les objets de M ⊗AD sont les S−1i M , et ses morphismes sont
les fle`ches canoniques S−1i M → S−1j M pour i 6 j. Le morphisme canonique
de D dans Σ−1A identifie ce dernier a` la limite inductive de D dans la cate´gorie
des A-modules (2.1.8 et remarque 2.1.8.3) ; puisque le produit tensoriel commute
aux limites inductives, la fle`che naturelle M ⊗A D → Σ−1M identifie ce dernier
a` la limite inductive de M ⊗A D dans la cate´gorie des A-modules.
Le lecteur que rebuterait l’invocation de la commutation aux limites
inductives pourra donner une de´monstration directe de ce fait. Il suffit en effet
de s’assurer que les assertions 2.1.8.1 et 2.1.8.2 restent vraies lorsqu’on remplace
partout les localise´s de A par ceux deM , ce qui se fait sans la moindre difficulte´,
en reprenant leurs preuves mutatis mutandis.
Mentionnons un cas particulier important. Soit p un ide´al premier de A, et
soit ∆ le diagramme
((Mf )f∈A\p, (Mf →Mg)f |g)
(qui se de´duit par tensorisation avecM de celui conside´re´ au 2.2.15.3). Sa limite
inductive dans la cate´gorie des A-modules s’identifie alors a` Mp.
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2.6 Modules projectifs
On fixe pour toute cette section un anneau A.
Proprie´te´s se testant sur une famille couvrante de localise´s
(2.6.1) Soit (Si)i∈I une famille de parties multiplicatives de A. Nous dirons
que la famille (Si) est couvrante si pour tout ide´al premier p de A, il existe i tel
que p ne rencontre pas Si.
(2.6.1.1) Il revient au meˆme de demander que pour tout ide´al premier p de A,
il existe i tel que Si s’envoie dans les e´le´ments inversibles de Ap, c’est-a`-dire
encore tel qu’il existe un morphisme de A-alge`bres de S−1i A dans Ap.
(2.6.1.2) Les deux exemples fondamentaux de famille couvrante a` avoir en teˆte
sont les suivants.
a) La famille (A \ p)p∈Spec A est couvrante par de´finition.
b) Soit (fi)i∈I une famille d’e´le´ments de A telle que l’ide´al engendre´ par
les fi soit e´gal a` A. La famille ({fni }n∈N)i est alors couvrante. En effet, si p est
un ide´al premier de A, il ne peut contenir toutes les fi puisqu’elles engendrent A,
et si l’on choisit i tel que fi /∈ p alors p ne rencontre pas {fni }n∈N.
(2.6.2) On fixe une famille couvrante (Si) de parties multiplicatives de A. Le
but de ce qui suit est de montrer que certaines proprie´te´s (d’un module, d’un
morphisme...) sont vraies si et seulement si elles sont vraies apre`s localisation
par chacune des Si.
(2.6.2.1) Lemme. Soit M un A module. La fle`che naturelle M → ∏i S−1i M
est injective.
De´monstration. Soit m un e´le´ment tel que m1 = 0 dans S
−1
i M pour tout i
et soit J l’ide´al annulateur de M . Fixons i ; par hypothe`se, il existe si ∈ Si
tel que sim = 0 ; en conse´quence, J rencontre tous les Si. Il n’est de`s lors
contenu dans aucun ide´al premier de A, ce qui veut dire qu’il est e´gal a` A ; il
vient m = 1 ·m = 0. 
(2.6.2.2) Corollaire. Le module M est nul si et seulement si tous les S−1i M
sont nuls. 
(2.6.2.3) Corollaire. L’anneau A est re´duit si et seulement si S−1i A est re´duit
pour tout i.
De´monstration. Supposons A re´duit, et soit i ∈ I. Soient a ∈ A et s ∈ Si
tels que l’e´le´ment as de S
−1
i A soit nilpotent. Il existe n > 1 tel que
an
sn = 0
dans S−1i A, ce qui veut dire qu’il existe t ∈ Si tel que tan = 0. On a a fortiori
(ta)n = 0, et comme A est re´duit ta = 0, ce qui entraˆıne que as = 0 dans S
−1
i A.
Ainsi, ce dernier est re´duit.
Re´ciproquement, supposons S−1i A re´duit pour tout i, et soit a un e´le´ment
nilpotent de A. Son image dans chacun des S−1i A est nilpotente, donc nulle et
le lemme 2.6.2.1 assure alors que a = 0. 
(2.6.2.4) Lemme. Soit
D = M ′
u // M
v // M ′′
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un diagramme de A-Mod. C’est une suite exacte si et seulement si
S−1i D := S
−1
i M
′
S−1
i
u
// S−1i M
S−1
i
v
// S−1i M
′′
est exacte pour tout i.
De´monstration. Le sens direct provient de la platitude du A-module S−1i A
pour tout i (2.5.7.3). Supposons maintenant que S−1i D soit une suite exacte
pour tout i et soit m ∈M . Par hypothe`se, v ◦ u(m) s’annule dans S−1i M ′′ pour
tout i (puisque S−1i v ◦ S−1i u = 0), et est donc nul d’apre`s le lemme 2.6.2.1 ;
ainsi, v ◦ u = 0.
Soit P le conoyau de u ; la fle`che v induit d’apre`s ce qui pre´ce`de une
fle`che P →M ′′, et il s’agit de montrer qu’elle est injective. Fixons i. L’exactitude
a` droite du produit tensoriel assure que
S−1i M
′ → S−1i M → S−1i P → 0
est exacte ; cela signifie que S−1i P s’identifie au conoyau de S
−1
i u, et l’exactitude
de S−1i D entraˆıne alors l’injectivite´ de S
−1
i P → S−1i M ′′.
Soit maintenant p ∈ P un e´le´ment dont l’image dans M ′′ est nulle.
Puisque S−1i P → S−1i M ′′ est injective pour tout i, l’e´le´ment p appartient au
noyau de P →∏S−1i P , et est de`s lors nul d’apre`s le lemme 2.6.2.1. 
(2.6.3) Nous allons maintenant e´noncer un re´sultat de la meˆme veine que les
pre´ce´dents, mais qui requiert que la famille des Si soit finie (il ne pourra donc
pas s’utiliser en ge´ne´ral avec la famille (A \ p)p∈Spec A).
(2.6.3.1) Lemme. Supposons que l’ensemble d’indice I est fini, et soit M
un A-module. Il est de type fini si et seulement si S−1i M est un S
−1
i A-module
de type fini pour tout i.
De´monstration. L’implication directe provient du fait que l’extension des
scalaires pre´serve en vertu de l’exactitude a` droite du produit tensoriel la
proprie´te´ d’eˆtre de type fini (cf. 2.5.5.3) pour le raisonnement pre´cis). On
suppose maintenant que S−1i M est de type fini pour tout i. Fixons i. Il existe par
hypothe`se des e´le´ments mi1, . . . ,mini de M et des e´le´ments si1, . . . , sini de Si
tels que la famille (mi1si1 , . . . ,
mini
sini
) engendre le S−1i A-module S
−1
i M . Comme
les sij sont inversibles dans S
−1
i A, la famille des mij engendre encore S
−1
i M
comme S−1i A-module.
Soit L un A-module libre de base (eij)i∈I,16j6ni et soit f :L → M
l’application A-line´aire qui envoie eij sur mij pour tout (i, j). Par construction,
S−1i f :S
−1
i L → S−1i M est surjective pour tout i, et f est donc surjective en
vertu du lemme 2.6.2.4. Comme I est fini, la famille (eij) est finie et M est de
type fini. 
(2.6.3.2) Remarque. Le corollaire ci-dessus est faux en ge´ne´ral sans hypothe`se
de finitude sur I ; donnons un contre-exemple. On se place sur l’anneau Z,
et l’on conside`re la famille de parties multiplicatives (Z \ (p))p premier, laquelle
est couvrante : un ide´al premier de la forme pZ avec p premier ne rencontre
pas Z \ (p), et (0) ne rencontre quant a` lui aucune des Z \ (p).
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Soit M le Z-module
⊕
p Z/pZ, la somme e´tant prise sur tous les nombres
premiers. Un calcul imme´diat (faites-le) montre que le Z(p)-module M(p) est
isomorphe pour tout nombre premier p a` Z/pZ = Z(p)/pZ(p) ; il est donc de
type fini (et meˆme de pre´sentation finie). Pourtant, M n’est pas de type fini :
il ne comprend que des e´le´ments d’ordre fini, donc serait fini s’il e´tait de type
fini.
Suites exactes scinde´es, modules projectifs
(2.6.4) Soit
0 // M ′
i // M
p // M ′′ // 0
une suite exacte de A-modules.
(2.6.4.1) Les assertions suivantes sont e´quivalentes :
i) la surjection p admet une section, c’est-a`-dire une application A-line´aire
s :M ′′ →M telle que p ◦ s = IdM ′′ ;
ii) il existe un isomorphisme θ:M ′ ⊕M ′′ ≃M tel que le diagramme
M
p
((❘❘
❘❘
❘❘
❘❘
❘❘
❘❘
❘❘
❘
0 // M ′
i
66♠♠♠♠♠♠♠♠♠♠♠♠♠♠♠♠
((◗◗
◗◗
◗◗
◗◗
◗◗
◗◗
◗ M
′′ // 0
M ′ ⊕M ′′
66♠♠♠♠♠♠♠♠♠♠♠♠♠
≃ θ
OO
commute.
En effet, supposons que i) soit vraie et montrons que
θ: (m′,m′′) 7→ i(m′) + s(m′′)
convient. Soit m ∈M . On a p(m− s(p(m)) = p(m)− p(m) = 0, et m− s(p(m))
appartient donc a` Ker p = Im i. Si l’on pose m′′ = p(m) et si l’on note m′
l’unique e´le´ment deM ′ tel quem−s(p(m)) = i(m′) on a doncm = i(m′)+s(m′′)
et θ est surjectif.
Soit maintenant (m′,m′′) ∈M ′×M ′′ tel que θ(m′,m′′) = i(m′)+s(m′′) = 0.
En appliquant p il vient 0 = p(i(m′)) + p(s(m′′)) = m′′. On a alors i(m′) = 0,
et partant m′ = 0 par injectivite´ de i. Ainsi, (m′,m′′) = (0, 0) et θ est injectif.
L’application A-line´aire θ est en conse´quence un isomorphisme ; qu’elle fasse
commuter le diagramme re´sulte du fait que p ◦ s = IdM ′′ .
Re´ciproquement, supposons que ii) soit vraie. On ve´rifie aussitoˆt que
l’application line´aire m′′ 7→ θ(m′′, 0) est une section de p.
(2.6.4.2) Lorsque ces conditions e´quivalents sont satisfaites, on dit que la suite
exacte
0 // M ′
i // M
p // M ′′ // 0
est scinde´e.
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(2.6.4.3) A` titre d’exercice, montrez que
0 // M ′
i // M
p // M ′′ // 0
est scinde´e si et seulement si i admet une re´traction, c’est-a`-dire une application
line´aire r:M →M ′ telle que r ◦ i = IdM ′ .
(2.6.4.4) La proprie´te´ d’eˆtre scinde´e n’a rien d’automatique : ainsi, la suite
exacte de Z-modules
0 // Z
×2 // Z // Z/2Z // 0
n’est pas scinde´e, par exemple parce qu’il n’existe aucun isomorphisme entre Z
et Z⊕ Z/2Z, puisque Z n’admet pas d’e´le´ment de 2-torsion non trivial.
(2.6.5) Soit P un A-module. Nous laissons le lecteur ve´rifier que le foncteur
covariant M 7→ Hom(P,M) est exact a` gauche. Nous dirons que P est projectif
si ce foncteur est exact, c’est-a`-dire encore si pour toute surjection p:M → N ,
la fle`che u 7→ p◦u de Hom(P,M) vers Hom(P,N) est surjective ; en termes plus
image´s, cela signifie que toute application line´aire de P vers N se rele`ve a` M .
(2.6.5.1) Si le module P est libre, il est projectif. En effet, supposons
que P admette une base (ei)i∈I , et soit p:M → N une surjection line´aire.
Donnons-nous une application line´aire u:P → N . Choisissons 2 pour tout i
un ante´ce´dent mi de u(ei) dans N . Soit v l’unique application A-line´aire
de P dans M envoyant ei sur mi pour tout i. On a alors pour tout i les
e´galite´s p(v(ei)) = p(mi) = u(ei) ; comme une application line´aire de source P
est connue de`s qu’on connaˆıt son effet sur une base, il vient p ◦ v = u, et P est
donc bien projectif.
(2.6.5.2) Remarque. La re´ciproque de 2.6.5.1 est fausse : il y a des exemples
de modules projectifs qui ne sont pas libres. Par exemple, si A est un anneau
de Dedekind (e.g. A est un anneau d’entiers de corps de nombres) et I un
ide´al de A alors I est un module projectif, qui est libre si et seulement si il est
principal (nous esquisserons plus loin la preuve de ce fait) ; et il y a des exemples
d’anneaux de Dedekind non principaux.
(2.6.5.3) Supposons que P est projectif, et donnons-nous une suite exacte
0 // L
i // M
p // P // 0 .
Elle est alors automatiquement scinde´e. En effet, l’application
line´aire Hom(P,M) → Hom(P, P ) induite par p est surjective par projectivite´
de P . En particulier, IdP a un ante´ce´dent s ∈ Hom(P,M) ; par de´finition, cela
signifie que p ◦ s = IdP , et s est donc une section de p, ce qui ache`ve la preuve.
(2.6.5.4) Lemme. Soit A un anneau local et soit P un module projectif de
type fini sur A. Le module P est libre (de rang fini, cf. 0.2.4.2).
De´monstration. Soit m l’ide´al maximal de A. Le quotient P/mP
est un (A/m)-espace vectoriel de dimension finie. Choisissons une fa-
mille (e1, . . . , en) de P dont les classes modulo mP constituent une base
de P/mP , et soit p : An → P le morphisme (ai) 7→
∑
aiei.
2. Si I est infini, cela requiert l’axiome du choix.
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Par construction, la fle`che (A/m)n → P/mP induite par p est bijective, et en
particulier surjective. On de´duit du lemme de Nakayama, ou plus pre´cise´ment de
l’un de ses avatars (2.3.4.1) que p est surjective. Soit K son noyau. Comme P est
projectif, il re´sulte de 2.6.5.3 qu’il existe un isomorphisme An ≃ K ⊕P modulo
lequel p est la seconde projection. On en de´duit en quotientant modulo m un
isomorphisme (A/m)n ≃ K/mK⊕P/mP modulo lequel (A/mA)n → P/mP est
la seconde projection. Mais on a signale´ ci-dessus que (A/mA)n → P/mP est un
isomorphisme ; en conse´quence,K/mK = 0. L’isomorphisme An ≃ K⊕P assure
par ailleurs que K s’identifie a` un quotient de An, et est en particulier de type
fini ; on de´duit alors du lemme de Nakayama, et cette fois-ci plus pre´cise´ment
du corollaire 2.3.3, que K est nul. Ainsi, An ≃ P . 
(2.6.6) Soit P un A-module. Choisissons une famille ge´ne´ratrice (pi)i∈I de P ,
soit L un module libre quelconque de base (ei)i∈I parame´tre´e par I, soit π :
L→ P la surjection ∑ aiei 7→∑ aipi, et soit K son noyau.
(2.6.7) The´ore`me. Les assertions suivantes sont e´quivalentes :
i) P est projectif ;
ii) toute suite exacte de la forme
0→ N →M → P → 0
est sicnde´e ;
iii) la suite exacte
0 // K 
 / L
π // P // 0
est scinde´e ;
iv) Il existe un isomorphisme L ≃ P ⊕K ;
v) P est facteur direct d’un module libre, c’est-a`-dire qu’il existe un module Λ
tel que Λ⊕ P soit libre.
De´monstration. L’implication i)⇒ii) a e´te´ vue au 2.6.5.3. Les implica-
tion ii)⇒iii), iii)⇒iv) et iv)⇒v) sont e´videntes.
Supposons maintenant que v) soit vraie. Soit π:M → N une surjection
line´aire, et soit u:P → N une application line´aire. Comme Λ ⊕ P est libre, il
est projectif (2.6.5.1), et l’application 0 ⊕ u de Λ ⊕ P vers N se rele`ve donc
en une application line´aire v: Λ → M ; par construction, v|P rele`ve u et P est
projectif. 
(2.6.7.1) Corollaire. Soit M un A-module projectif et soit B une A-alge`bre.
Le B-module B ⊗A M est projectif.
De´monstration. Le the´ore`me ci-dessus assure qu’il existe un A-module Λ tel
queM⊕Λ soit libre. Le B-moodule B⊗A (M⊕Λ) = B⊗AM⊕B⊗AΛ est alors
libre, et B ⊗A M est donc projectif, la` encore par me the´ore`me ci-dessus. 
(2.6.7.2) Corollaire. Soit A un anneau principal et soit M un A-module
projectif de type fini. Le module M est libre (de rang fini, cf. 0.2.4.2).
De´monstration. Le the´ore`me ci-dessus assure qu’il existe un A-module Λ tel
que M ⊕ Λ soit libre. Cela assure en particulier que M est sans torsion ; la
the´orie ge´ne´rale des modules sur les anneaux principaux garantit alors que M
est libre. 
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Modules de pre´sentation finie
(2.6.8) Si P est un module projectif de type fini, il est automatiquement
de pre´sentation finie. Pour le voir, on choisit une famille ge´ne´ratrice
finie (p1, . . . , pn) de P , et l’on note π : A
n → P la surjection (ai) 7→
∑
aipi. En
vertu du the´ore`me 2.6.7, on a un isomorphisme An ≃ P ⊕ Ker π. Modulo cet
isomorphisme on a Ker π = An/P , et Ker π est en particulier de type fini.
(2.6.9) Par de´finition, si un module M est de pre´sentation finie, il existe une
surjection d’un module libre type fini vers M dont le noyau est lui-meˆme de
type fini. Mais ce sera en fait le cas de toute telle surjection, comme le montre
la proposition suivante.
(2.6.9.1) Proposition. Soit M un A-module de pre´sentation finie, soit L
un A-module de type fini et soit p:L→M une surjection line´aire. Le noyau K
de p est alors de type fini.
De´monstration. Comme M est de pre´sentation finie, il existe n > 0 et une
surjection q:An →M dont le noyau est de type fini. Comme L est de type fini,
il existe m > 0 et une surjection line´aire π:Am → L.
Comme An est libre, il est projectif ; il s’ensuit qu’il existe s:An → L tel
que p ◦ s = q. De meˆme, Am est projectif et il existe donc t:Am → An tel
que q ◦ t = p ◦ π. Le diagramme
Am ⊕An t⊕Id //
π⊕s

An
q

L
p // M
est alors commutatif, et les fle`ches π⊕s et t⊕Id sont surjectives. Soit K ′ l’image
re´ciproque de K par la surjection π ⊕ s ; le module K ′ se surjecte sur K, et il
suffit de`s lors de prouver que K ′ est de type fini. On de´duit du diagramme
commutatif
K ′ //

Am ⊕An t⊕Id //
π⊕s

An
q

K // L
p // M
et des de´finitions de K et K ′ que K ′ = (t⊕ Id)−1(Ker q). Par hypothe`se, Ker q
est de type fini ; puisque t⊕Id est surjective, il existe une famille finie (f1, . . . , fr)
d’e´le´ments de Am ⊕ An dont les images par t ⊕ Id engendrent Ker q, et il est
alors imme´diat que
K ′ = (t⊕ Id)−1(Ker q) = 〈f1, . . . , fr〉+Ker (t⊕ Id).
Le caracte`re surjectif de t ⊕ Id et le caracte`re projectif de An assurent
que Am⊕An est isomorphe a` An⊕Ker (t⊕ Id) ; en particulier, Ker (t⊕ Id) est
un quotient de An⊕Am et est en conse´quence de type fini ; il en re´sulte que K ′
est de type fini. 
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(2.6.9.2) On peut maintenant donner un exemple de module de type fini qui
n’est pas de pre´sentation finie. Soit A un anneau non noethe´rien soit I un ide´al
de A qui n’est pas de type fini (par exemple, on peut prendre A = C[Xn]n∈N
et I = (Xn)n∈N). Le A-module quotient A/I est de type fini (il est engendre´
par 1¯) mais n’est pas de pre´sentation finie : sinon, le noyau I de la fle`che
quotient A→ A/I serait de type fini d’apre`s la proposition 2.6.9.1 ci-dessus.
(2.6.9.3) Corollaire. Soit (Si) une famille finie et couvrante (2.6.1) de parties
multiplicatives de A et soit M un A-module. Le A-module M est de pre´sentation
finie si et seulement si le S−1i A-module S
−1
i M est de pre´sentation finie pour
tout i.
De´monstration. L’implication directe provient du fait que le caracte`re ≪de
pre´sentation finie≫ est stable par extension des scalaires en vertu de l’exactitude
a` droite du produit tensoriel (cf. 2.5.5.3 pour le raisonnement pre´cis). Supposons
maintenant que S−1i M est de pre´sentation finie pour tout i, et montrons qu’il
en va de meˆme de M .
On de´duit du lemme 2.6.3.1 que M est de type fini. Choisissons une partie
ge´ne´ratrice finie (mj)16j6n deM ; soit p:A
n →M la surjection (aj) 7→
∑
ajmj
et soit K le noyau de p.
Pour tout i, la suite
0→ S−1i K → (S−1i A)n → S−1i M → 0
induite par p est exacte par platitude de S−1i A. Comme S
−1
i M est
de pre´sentation finie par hypothe`se, S−1i K est de type fini d’apre`s la
proposition 2.6.9.1. Ceci vaut pour tout i ; en appliquant une fois encore le
lemme 2.6.3.1, on voit que K est de type fini, et donc queM est de pre´sentation
finie. 
(2.6.9.4) Remarque. La finitude de la famille (Si) est indispensable a` la validite´
du corollaire 2.6.9.3, cf. la remarque 2.6.3.2.
(2.6.10) Soient M et N deux A-modules et soit B une A-alge`bre. Toute
application A-line´aire deM vers N induit une application B-line´aire de B⊗AM
vers B⊗AN ; on de´finit par ce biais une application A-line´aire de HomA(M,N)
vers HomB(B ⊗A M,B ⊗A N), puis une application B-line´aire
B ⊗A HomA(M,N)→ HomB(B ⊗A M,B ⊗A N)
par la proprie´te´ universelle de l’extension des scalaires.
(2.6.10.1) Proposition. Supposons que M est de pre´sentation finie et que B
est plat sur A. La fle`che
B ⊗A HomA(M,N)→ HomB(B ⊗A M,B ⊗A N)
est alors bijective.
De´monstration. Fixons un isomorphisme M ≃ L/(∑i aijei)j , ou` L est un
module libre de base finie (ei)i∈I et ou` les aij sont des scalaires, les indices j
parcourant un ensemble fini J .
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Soit C une A-alge`bre quelconque. On a par exactitude a` droite du produit
tensoriel un isomorphisme
C ⊗A M ≃ C ⊗A L/
∑
j
aij · 1⊗ ei

i
,
et les 1⊗ei forment une base de C⊗AL. On en de´duit un isomorphisme naturel,
et fonctoriel en C, entre HomC(C ⊗A M,C ⊗A N) et le noyau de
(C ⊗A N)I → (C ⊗A N)J , (ni) 7→
(∑
i
aijnj
)
j
(prendre pour ni l’image de 1⊗ ei).
En particulier, HomA(M,N) est le noyau de N
I → NJ , (ni) 7→ (
∑
i aijnj)j ,
et HomB(B ⊗A M,B ⊗A N) est le noyau de
(B ⊗A N)I → (B ⊗A N)J , (ni) 7→
(∑
i
aijnj
)
j
.
Le foncteur B⊗• commute aux produits finis (qui sont des sommes directes),
et a` la formation du noyau car B est plat. Il s’ensuit que
HomB(B ⊗A M,B ⊗A N) ≃ B ⊗A HomA(M,N),
ce qu’il fallait de´montrer. 
(2.6.10.2) Corollaire. Soient M et N deux A-modules de pre´sentation finie et
soit p un ide´al premier de A tel que les Ap-modules Mp et Np soient isomorphes.
Il existe alors f /∈ p tel que les Af -modules Mf et Nf soient isomorphes.
De´monstration. Les localise´s de A e´tant plats sur A, on de´duit de la
proposition 2.6.10.1 les e´galite´s
HomAp(Mp, Np) = HomA(M,N)p et HomAp(Np,Mp) = HomA(N,M)p
et
HomAf (Mf , Nf ) = HomA(M,N)f et HomAf (Nf ,Mf) = HomA(N,M)f
pour tout f ∈ A. Rappelons par ailleurs que si Λ et un A-module quelconque,
Λp s’identifie a` la limite inductive filtrante des Λf pour f /∈ p (2.5.7.4).
Choisissons un isomorphisme u:Mp → Np et soit v sa re´ciproque. Par ce qui
pre´ce`de, on peut voir u et v comme des e´le´ments respectifs de HomA(M,N)p
et HomA(N,M)p, et il existe g ∈ A\p tel que u et v proviennent respectivement
de deux e´le´ments (encore note´s u et v) de HomA(M,N)g = HomAg (Mg, Ng)
et HomA(N,M)g = HomAg (Ng,Mg).
Les e´galite´s u ◦ v = IdNp et v ◦ u = IdMp peuvent eˆtre vues comme des
e´galite´s entre e´le´ments de HomA(M,M)p et HomA(N,N)p, et il existe donc un
e´le´ment f ∈ A \ p, multiple de g, telle que les e´galite´s en question vaillent de´ja`
dans HomA(M,M)f = HomAf (Mf ,Mf) et HomA(N,N)f = HomAf (Nf , Nf).
En conse´quence, les Af -modules Mf et Nf sont isomorphes. 
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(2.6.11) Lemme. Soit M un A-module et soit (Si)i∈I une famille couvrante et
finie de parties multiplicatives de A. Les assertions suivantes sont e´quivalentes :
i) le A-module M est projectif de type fini ;
ii) pour tout i, le S−1i -module S
−1
i M est projectif de type fini.
De´monstration. L’implication i⇒ii) provient du fait que le caracte`re projectif
et le fait d’eˆtre de type fini sont pre´serve´s par extension des scalaires.
Supposons maintenant que ii) soit vraie ; on de´duit de 2.6.8 que S−1i M
est pour tout i un S−1i A-module de pre´sentation finie, et le lemme 2.6.3.1
assure alors que M est de pre´sentation finie. Choisissons une famille ge´ne´ratrice
finie (mi)i∈I de M et soit p la surjection A
I → M, (ai) 7→
∑
aimi ; elle
induit une application HomA(M,A
I) → HomA(M,M), d’ou` pour tout i une
application
S−1i HomA(M,A
I)→ S−1i HomA(M,M)
qui s’identifie d’apre`s la proposition 2.6.10.1 (et le fait queM est de pre´sentation
finie) a` la fle`che
HomS−1
i
A(S
−1
i M, (S
−1
i A)
I)→ HomS−1
i
A(S
−1
i M,S
−1
i M),
laquelle est surjective puisque S−1i M est projectif. On de´duit alors du
lemme 2.6.2.4 que p est surjective. En particulier, IdM a un ante´ce´dent s par p,
qui fournit une section de p. Ainsi, M est projectif (cf. la condition iii) du
th. 2.6.7). 
(2.6.12) The´ore`me. Soit M un A-module. Les propositions suivantes sont
e´quivalentes :
i) Le module M est projectif et de type fini.
ii) Le module M est de pre´sentation finie, et pour tout ide´al premier p de A,
il existe un entier np tel que Mp ≃ Anpp .
iii) Il existe une famille finie (fi) d’e´le´ments de A engendrant A comme
ide´al, et pour tout i un entier ni tel que Mfi ≃ Anifi .
De´monstration. Supposons i) vraie. On sait que M est de pre´sentation finie
d’apre`s 2.6.8. Soit p un ide´al premier de A. Le Ap-module Mp est projectif et
de type fini, et est de`s lors libre de rang fini d’apre`s le lemme 2.6.5.4. Ainsi, ii)
est vraie.
Supposons ii) vraie et soit p un ide´al premier de A. La proposition 2.6.10.2
assure qu’il existe fp ∈ A \ p tel que Mp ≃ Anpfp .
Par construction, l’ide´al engendre´ par les fp n’est contenu dans aucun ide´al
premier de A, et il co¨ıncide de`s lors avec A. Cela signifie qu’il existe une
famille (ap) de scalaires presque tous nuls tels que
∑
apfp = 1. Si I de´signe
l’ensemble des ide´aux premiers p tels que ap 6= 0, la famille (fi)i∈I ve´rifie les
conditions requises par iii).
Supposons iii) vraie. Pour tout i, le Afi -module Mfi est libre de rang fini, et
est en particulier projectif et de pre´sentation finie. Comme la famille ({fni }n)i
est couvrante (cf. l’exemple b) de 2.6.1.2), le lemme 2.6.11 assure que M est
projectif de type fini. 
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(2.6.13) L’exemple des anneaux de Dedekind. Il y a diffe´rentes
caracte´risation des anneaux de Dedekind, et celle que nous utiliserons est
la suivante. Un anneau A est de Dedekind si et seulement si il est inte`gre,
noethe´rien, et posse`de la proprie´te´ suivante : si p est un ide´al premier non
nul de A alors Ap est un anneau de valuation discre`te, c’est-a`-dire un anneau
principal ayant (a` e´quivalence pre`s) un unique e´le´ment irre´ductible π, qui est
alors ne´cessairement le ge´ne´rateur de son unique ide´al maximal.
(2.6.14) Proposition. Soit A un anneau de Dedekind et soit K son corps des
fractions. Soit M un A-module. Les assertions suivantes sont e´quivalentes :
i) M est projectif de type fini et Mp est libre de rang 1 sur Ap pour tout
ide´al premier p de A.
ii) M est projectif de type fini et K ⊗A M est de dimension 1 sur K.
iii) M est isomorphe comme A-module a` un ide´al non nul de A.
Par ailleurs un ide´al de A est libre comme A-module si et seulement si il est
principal.
De´monstration. Commenc¸ons par une remarque que nous allons utiliser
constamment : si S est une partie multiplicative de A ne contenant pas 0 et
si N est un A-module sans torsion, la fle`che naturelle N → S−1N = S−1A ⊗A N
est injective (c’est une conse´quence triviale de la condition de nullite´ d’une
fraction).
Si i) est vraie, ii) est vraie : prendre p = {0}. Supposons maintenant
que ii) est vraie. Comme M est projectif il est facteur direct d’un module libre,
et en particulier sans torsion. En conse´quence, M s’injecte dans le K-espace
vectorielK⊗AM qui est de dimension 1, ce qui fournit (une fois choisie une base
de K ⊗A M) un plongement A-line´aire de M dans K, donc une identification
de M a` un sous-A-module de K. Comme M est de type fini, il est engendre´
par un nombre fini de fractions ; soit α un multiple commun non nul de leurs
de´nominateurs. Le sous A-module αM de K est isomorphe a` M , et contenu
dans A ; c’est donc un ide´al de A, ne´cessairement non nul puisque K ⊗AM est
non nul, d’ou` iii).
Montrons maintenant iii)⇒i). On peut supposer que M est un ide´al non
nul de A ; il est donc de pre´sentation finie par noethe´rianite´ de A. Soit p
un ide´al premier de A. L’injection M →֒ A induit par platitude de Ap une
injection Mp →֒ Ap, et Mp est par ailleurs non nul puisque M est non nul et
s’injecte dansMp (e´tant contenu dans l’anneau inte`gre A, le module M est sans
torsion).
En conse´quenceMp s’identifie pour tout p a` un ide´al non nul de l’anneau Ap,
lequel est principal (c’est e´vident si p = {0}, et c’est duˆ au fait que A est un
anneau de Dedekind sinon). Il s’ensuit que le Ap-module Mp est libre de rang 1.
On en de´duit alors i) graˆce au the´ore`me 2.6.12 dont la condition ii) est ici
ve´rifie´e.
Il reste a` justifier la dernie`re assertion. Si M est un ide´al principal de A
il est engendre´ par un e´le´ment a et est donc libre, de rang 0 si a = 0 et de
rang 1 sinon. Re´ciproquement, supposons que M soit un ide´al de A, et qu’il
soit libre comme A-module. Si a et b sont deux e´le´ments non nuls de M , on a
l’e´galite´ b · a− a · b = 0, ce qui exclut qu’ils puissent figurer tous deux dans une
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meˆme famille libre. En conse´quence, le rang de M est e´gal a` ze´ro (auquel cas M
est nul) ou a` un (auquel cas M est engendre´ par un e´le´ment non nul de A).
Dans tous les cas, M est principal. 
2.7 Produit tensoriel de deux alge`bres
De´finition, exemples, premie`res proprie´te´s
(2.7.1) On de´signe toujours par A un anneau. Soient B et C deux A-alge`bres.
Nous allons de´montrer qu’il existe une unique loi interne · sur B⊗A C telle que
(B ⊗A C,+, ·) soit un anneau et telle que
(b⊗ c) · (β ⊗ γ) = (bβ)⊗ (cγ)
pour tout (b, β, c, γ) ∈ B2 × C2.
(2.7.1.1) Unicite´. Elle re´sulte du fait que les tenseurs purs engendrent B⊗AC
comme groupe abe´lien.
(2.7.1.2) Existence. Soit (b, c) ∈ B × C. L’application de B × C vers B ⊗A C
qui envoie (β, γ) sur bβ ⊗ cγ est biline´aire. Elle induit donc une application A-
line´aire mb,c de B⊗AC dans lui-meˆme. On ve´rifie aussitoˆt que (b, c) 7→ mb,c est
elle-meˆme A-biline´aire. Elle induit donc une application A-line´aire χ de B⊗AC
dans EndA(B ⊗A C).
On de´finit une loi interne sur B⊗AC par la formule (v, w) 7→ v·w := χ(v)(w).
Il de´coule de sa construction qu’elle est bi-A-line´aire et satisfait les e´galite´s
(b ⊗ c) · (β ⊗ γ) = bβ ⊗ cγ
pour tout (b, β, c, γ) ∈ B2 × C2. On de´duit sans difficulte´ de ces formules
que (B ⊗A C,+, ·) est un anneau.
(2.7.2) Par de´finition de la loi · surB⊗AC, les applications b 7→ b⊗1 et c 7→ 1⊗c
sont des morphismes d’anneaux, et les compose´es A → B → B ⊗A C et A →
C → B ⊗A C co¨ıncident : par A-biline´arite´ de ⊗, on a en effet a ⊗ 1 = 1 ⊗ a
pour tout a ∈ A (comme d’habitude, on note encore a les images de a dans B
et C).
L’anneau B⊗AC he´rite ainsi d’une structure de B-alge`bre et d’une structure
de C-alge`bre, qui induisent la meˆme structure de A-alge`bre. On ve´rifie que ses
structures de A-module, B-module et C-module sont pre´cise´ment les structures
sous-jacentes a` ces structures d’alge`bre.
(2.7.3) Intuitivement, B ⊗A C est la A-alge`bre la plus ge´ne´rale fabrique´e
a` partir de B et C, en de´finissant ≪artificiellement≫ la multiplication d’un
e´le´ment b de B par un e´le´ment c de C (c’est b ⊗ c). Comme toujours, ce type
de description se traduit rigoureusement en termes de proprie´te´ universelle, ou
de foncteur repre´sente´.
(2.7.4) Proposition. Le couple (B⊗AC, (b 7→ b⊗1, c 7→ 1⊗c)) fait de B⊗AC
la somme disjointe de B et C dans la cate´gorie des A-alge`bres.
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(2.7.4.1) Remarque. Il revient tautologiquement au meˆme d’affirmer
que (B ⊗A C, (b 7→ b ⊗ 1, c 7→ 1 ⊗ c)) fait de B ⊗A C la somme amalgame´e
de B et C le long de A dans la cate´gorie des anneaux : c’est la version duale
de 1.5.7.1.
(2.7.4.2) De´monstration de la proposition 2.7.4. Soit D une A-alge`bre et soient
f : B → D et g : C → D deux morphismes de A-alge`bres. Il s’agit de montrer
qu’il existe un unique morphisme de A-alge`bres h de B ⊗A C vers D tel que le
diagramme
B
##❍
❍❍
❍❍
❍❍
❍❍
f
**❱❱❱
❱❱❱
❱❱❱
❱❱❱
❱❱❱
❱❱❱
❱❱❱
❱❱❱
❱
B ⊗A C h // D
C
;;✈✈✈✈✈✈✈✈✈
g
44❤❤❤❤❤❤❤❤❤❤❤❤❤❤❤❤❤❤❤❤❤❤❤❤❤
commute (ou encore un unique morphisme d’anneaux de B ⊗A C dans D qui
soit a` la fois un morphisme de B-alge`bres et de C-alge`bres).
Unicite´. Si h existe, on a ne´cessairement pour tout (b, c) ∈ B×C les e´galite´s
h(b⊗ c) = h((b ⊗ 1) · (1⊗ c)) = h(b⊗ 1)h(1⊗ c) = f(b)g(c),
et l’unicite´ de h de´coule du fait que les tenseurs purs engendrent le groupe
abe´lien B ⊗A C.
Existence. On s’inspire de la seule formule possible obtenue en de´montrant
l’unicite´. L’application de B × C dans D qui envoie (b, c) sur f(b)g(c) est bi-
A-line´aire, et elle induit donc une application A-line´aire h : B ⊗A C → D, qui
satisfait par construction les e´galite´s h(b⊗c) = f(b)g(c) pour tout (b, c) ∈ B×C.
On de´duit de celles-ci que h est un morphisme de A-alge`bres re´pondant aux
conditions pose´es. 
(2.7.5) Selon le contexte, il y a plusieurs fac¸ons d’envisager B ⊗A C. On peut
y penser comme a` un objet syme´trique en B et C : c’est par exemple le cas
lorsqu’on le de´crit informellement comme en 2.7.3 ou, plus rigoureusement,
lorsqu’on le caracte´rise par le foncteur qu’il repre´sente (prop. 2.7.4).
Mais on peut faire psychologiquement jouer un roˆle diffe´rent a` B et C, en
conside´rant qu’on part d’une A-alge`bre C et qu’on la transforme en une B-
alge`bre B⊗AC (ou l’inverse, e´videmment). Le slogan a` retenir lorsqu’on aborde
les choses de ce point de vue est, a` analogue a` celui vu plus haut pour les
modules : la B-alge`bre B⊗A C est a` B ce que C est a` A. Nous allons l’illustrer
par diffe´rents exemples.
(2.7.6) On de´signe toujours par B une A-alge`bre ; soit I un ensemble d’indices.
(2.7.6.1) La donne´e des deux morphismes naturels de A-alge`bres
B → B[Ti]i∈I et A[Ti]i∈I → B[Ti]i∈I
induit un morphisme ϕ de B ⊗A A[Ti]i∈I vers B[Ti]i∈I , qui est a` la fois un
morphisme de B-alge`bres et un morphisme de A[Ti]i∈I -alge`bres.
88 Alge`bre commutative
La proprie´te´ universelle de la B-alge`bre B[Ti]i∈I assure par ailleurs
l’existence d’un unique morphisme de B-alge`bres ψ:B[Ti]i∈I → B ⊗A A[Ti]i∈I
qui envoie Ti sur 1⊗Ti pour tout i. On ve´rifie aussitoˆt que ϕ et ψ sont inverses
l’un de l’autre.
On a donc construit un isomorphisme
B ⊗A A[Ti]i∈I ≃ B[Ti]i∈I ,
compatible aux structures de B-alge`bres et de A[Ti]i∈I -alge`bres sur ses source
et but.
(2.7.6.2) Donnons une autre construction de ces isomorphismes. Le A-
module A[Ti]i∈I est libre de base (
∏
i∈I T
e(i)
i )e, ou` e parcourt l’ensemble des
applications de I dans N s’annulant presque partout.
Le B-module B⊗AA[Ti]i∈I est donc libre de base (1⊗
∏
i∈I T
e(i)
i )e. Compte-
tenu de la de´finition de la loi d’anneau sur B ⊗A A[Ti]i∈I , on a par ailleurs
1 ⊗ ∏i∈I T e(i)i = ∏i∈I(1 ⊗ Ti)e(i) pour tout e. Ainsi, B ⊗A A[Ti]i∈I est une
alge`bre de polynoˆmes en les 1⊗Ti : on retrouve donc l’isomorphisme du 2.7.6.1.
(2.7.6.3) En particulier A[S] ⊗A A[T ] ≃ (A[S])[T ] = A[S, T ] = (A[T ])[S]. On
voit bien sur cet exemple les diffe´rentes fac¸ons dont on peut penser au produit
tensoriel : la premie`re e´criture est a` A[S] ce que A[T ] est a` A, la seconde est
syme´trique en les facteurs, la troisie`me est a` A[T ] ce que A[S] est a` A.
(2.7.7) Certains isomorphismes de modules exhibe´s lors de l’e´tude du produit
tensoriel d’un module par une alge`bre se trouvent en fait, lorsque le module en
jeu est lui-meˆme une alge`bre, eˆtre des isomorphismes d’alge`bres – on le ve´rifie
imme´diatement a` l’aide des formules explicites qui les de´crivent. Donnons deux
exemples.
(2.7.7.1) Soit I un ide´al de A et soit B une A-alge`bre. L’isomorphisme
A/I ⊗A B ≃ B/IB
(cf. 2.5.7.1) est alors un isomorphisme de B-alge`bres et de A/I-alge`bres.
(2.7.7.2) Soit S une partie multiplicative de A et soit B une A-alge`bre ;
soit ϕ:B → A le morphisme structural. La notation S−1B est a priori ambigue¨ :
elle pourrait de´signer le localise´ du A-module B par la partie multiplicative S
de A ou bien, modulo notre abus usuel consistant a` oublier ϕ, l’anneau localise´
de B par rapport a` sa partie multiplicative ϕ(S). Mais a posteriori, il n’y a
aucun proble`me : nous laissons le lecteur ve´rifier qu’il existe un isomorphisme
de S−1A-modules entre le premier et le second de ces objets, donne´ par la
formule
b
s
7→ b
ϕ(s)
;
et que modulo celui-ci, l’isomorphisme
S−1A⊗A B ≃ S−1B
(cf. 2.5.7.2) est un isomorphisme de B-alge`bres et de S−1A-alge`bres.
(2.7.7.3) Soient B et C deux A-alge`bres, et soit D une B-alge`bre.
L’isomorphisme
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D ⊗B (B ⊗A C) ≃ D ⊗A C
(cf. 2.5.6) est alors un isomorphisme de D-alge`bres et de C-alge`bres.
(2.7.7.4) En vertu de 2.7.7.1 et 2.7.7.3, il existe pour toute A-alge`bre B,
toute A-alge`bre C, et tout ide´al I de C des isomorphismes naturels
B ⊗A C/I ≃ (B ⊗A C)⊗C (C/I) ≃ (B ⊗A C)/I(B ⊗A C).
(2.7.7.5) En vertu de 2.7.7.4 et 2.7.6.1, il existe pour toute A-alge`bre B, tout
ensemble d’indices I et toute famille (Pj) de polynoˆmes appartenant a` A[Ti]i∈I
un isomorphisme naturel (de B-alge`bres aussi bien que de A[Ti]i∈I -alge`bres)
B ⊗A (A[Ti]i∈I/(Pj)) ≃ B[Ti]i∈I/(Pj),
(ou` l’on note encore Pj l’image de Pj dans B[Ti]i∈I).
De manie`re un peu informelle, on voit que la A-alge`breA[Ti]i∈I/(Pj) et la B-
alge`bre B⊗A (A[Ti]i∈I/(Pj)) admettent la ≪meˆme≫ description par ge´ne´rateurs
(les Ti) et relations (les Pj).
(2.7.7.6) Exercice. Construire directement l’isomorphisme ci-dessus par une
me´thode analogue a` celle suivie au 2.7.6.1.
(2.7.8) Exemples.
(2.7.8.1) Soit A la Z-alge`bre Z[X ]/(6X2+18X − 3). Pour toute Z-alge`bre B,
on a B ⊗Z A ≃ B[X ]/(6X2 + 18X − 3). L’allure de cette dernie`re B-alge`bre
de´pend beaucoup de B. Ainsi :
• si B = Q, elle est e´gale a` Q[X ]/(6X2 + 18X − 3) qui est un corps de
degre´ 2 sur Q, car 6X2 + 18X − 3 est irre´ductible sur Q[X ] (son discriminant
est 324 + 72 = 396 = 4× 9× 11 qui n’est pas un carre´ dans Q) ;
• si B = F2 elle est e´gale a` F2[X ]/(3) = {0} car 3 est inversible modulo 2 ;
• si B = F3 elle est e´gale a` F3[X ]/(0) = F3[X ] ;
• si B = F5 elle est e´gale a`
F5[X ]/(X2 − 2X + 2) = F5[X ]/(X + 1)(X + 2)
≃ F5[X ]/(X + 1)× F5[X ]/(X + 2) ≃ F5 × F5;
• si B = F11, elle est e´gale a`
F11[X ]/(6X2− 4X − 3) = F11[X ]/(2(6X2− 4X − 3)) = F11[X ]/(X2 + 3X − 6)
= F11[X ](X − 4)2 ≃ F11[Y ]/Y 2.
On voit qu’en tensorisant la meˆme Z-alge`bre par diffe´rents corps on a obtenu
un corps, l’anneau nul, un anneau de polynoˆmes, un produit de deux corps, et
un anneau non re´duit.
(2.7.8.2) Nous allons maintenant de´crire l’anneau C⊗R C.
Comme C ≃ R[X ]/(X2 + 1), cet anneau s’identifie a`
C[X ]/(X2+1) ≃ C[X ]/(X− i)(X+ i) ≃ C[X ]/(X− i)×C[X ]/(X+ i) ≃ C×C.
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A` titre d’exercice, ve´rifiez que l’isomorphisme C⊗RC ≃ C×C ainsi construit
envoie b⊗ β sur (bβ, bβ).
On voit a` travers cet exemple qu’un produit tensoriel de deux corps au-
dessus d’un troisie`me n’est pas ne´cessairement un corps, ni meˆme un anneau
inte`gre. Nous allons voir qu’il peut meˆme arriver qu’un tel produit tensoriel ne
soit pas re´duit.
(2.7.8.3) Soit k un corps de caracte´ristique p > 0 non parfait, et soit a un
e´le´ment de k qui n’est pas une puissance p-ie`me. On de´montre (nous laissons
la ve´rification au lecteur a` titre d’exercice) que Xp − a est alors un polynoˆme
irre´ductible. Soit L le corps k[X ]/(Xp − a) et soit α la classe de X dans L.
On a
L⊗kL = L⊗kk[X ]/(Xp−a) ≃ L[X ]/(Xp−a) = L[X ]/(Xp−αp) = L[X ]/(X−α)p
car l’e´le´vation a` la puissance p est un morphisme d’anneaux en caracte´ristique p.
La classe de X −α modulo (X −α)p fournit alors un e´le´ment nilpotent non nul
de L⊗k L.
Limites inductives dans la cate´gorie des anneaux
(2.7.9) Soit (Ai)i∈I une famille de A-alge`bres. On ve´rifie facilement, par un
raisonnement analogue a` celui tenu aux 2.7.1 et sq., qu’il existe une unique
structure de A-alge`bre sur le A-module
⊗
i∈I Ai (2.4.12) telle que
(⊗ixi) · (⊗iyi) = ⊗ixiyi
pour tout couple ((xi), (yi)) d’e´le´ments de
∏
Ai.
(2.7.9.1) Il est facile de voir que cette construction fournit la somme disjointe
des A-alge`bres Ai lorsque I est fini (moralement, la raison de cette restriction
est qu’on ne sait pas quel sens donner a` un produit infini d’e´le´ments dans un
anneau, sauf s’ils sont presque tous e´gaux a` 1).
(2.7.9.2) Pour construire la somme disjointe des Ai lorsque l’ensemble I est
quelconque, on proce`de comme suit. Si J et J ′ sont deux sous-ensembles finis
de I, on note fJJ′ le morphisme de A-alge`bres de
⊗
i∈J Ai vers
⊗
i∈J′ Ai induit
par les fle`ches structurales Ai →
⊗
i∈J′ Ai lorsque i parcourt J . Si ⊗i∈Jxi est
un tenseur pur de
⊗
i∈J Ai alors fJJ′(⊗i∈Jxi) = ⊗i∈J′yi ou` yi = xi si i ∈ I
et yi = 1 sinon.
L’ensemble E des parties finies de I ordonne´ par l’inclusion est filtrant, et
D = ((AJ )J∈E , (fJJ′)J⊂J′ )
est un diagramme commutatif filtrant dans la cate´gorie des A-alge`bres. On
montre sans peine quels lim
−→
D est la somme disjointe des Ai dans la cate´gories
des A-alge`bres.
(2.7.9.3) Exercice. Ve´rifiez que le sous-module de
⊗
i∈I Ai engendre´ par les
tenseurs purs dont presque toutes les composantes sont e´gales a` 1 en est une
sous-alge`bre, et qu’elle s’identifie canoniquement a` lim
−→
D .
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(2.7.9.4) Changement de notation. On choisit de´sormais de noter
⊗
i∈I Ai la
somme disjointe des Ai dans la cate´gorie des A-alge`bres – cette notation est
compatible avec la pre´ce´dente si I est fini ou si presque tous les Ai sont nuls,
mais ne l’est pas sinon.
(2.7.10) Soit maintenant ∆ = ((Ai), (Eij)) un diagramme dans la cate´gorie
des A-alge`bres ; pour tout i, soit λi:Ai →
⊗
i∈I Ai le morphisme canonique.
(2.7.10.1) Nous laissons le lecteur ve´rifier que lim
−→
∆ existe et s’identifie au
quotient de
⊗
i∈I Ai par son ide´al engendre´ par les λi(x)−λj(f(x)) ou` (i, j) ∈ I2,
ou` x ∈ Ai et ou` f ∈ Eij .
(2.7.10.2) Remarque. On sait en donc particulier construire les limites
inductives quelconques dans la cate´gorie des Z-alge`bres, c’est-a`-dire des
anneaux.
(2.7.10.3) Soient B et C deux A-alge`bres. Le produit tensoriel B ⊗A C est
la somme amalgame´e de B et C le long de A dans la cate´gorie des anneaux. Il
re´sulte de 2.7.10 (et de la remarque 2.7.10.2) que B⊗A C s’identfie au quotient
(B ⊗Z A⊗Z C)/(a⊗ 1⊗ 1− 1⊗ a⊗ 1, 1⊗ a⊗ 1− 1⊗ 1⊗ a)a∈A.
Ve´rifiez-le directement a` titre d’exercice.
Applications a` la the´orie des corps
(2.7.11) Proposition. Soient k →֒ F et k →֒ L deux extensions de corps. Il
existe alors un corps K et deux plongements F →֒ K et L →֒ K tels que le
diagramme
F
  ❅
❅❅
❅❅
❅❅
❅
k
??⑧⑧⑧⑧⑧⑧⑧⑧
❄
❄❄
❄❄
❄❄
❄ K
L
>>⑦⑦⑦⑦⑦⑦⑦⑦
commute.
De´monstration. Les k-espaces vectoriels F et L sont non nuls, puisque ce sont
des corps. Comme ils sont libres sur k (c’est le cas de tout espace vectoriel), leur
produit tensoriel est non nul. La k-alge`bre F ⊗k L e´tant non nulle, elle posse`de
un ide´al maximal. Si l’on note K le corps quotient correspondant, les fle`ches
compose´es F → F ⊗k L → K et L → F ⊗k L → K satisfont les conditions
requises. 
(2.7.12) Indiquons maintenant deux applications de ce fait a` la the´orie des
extensions de corps.
(2.7.12.1) Unicite´ du corps de de´composition. Soit P un polynoˆme non
nul a` coefficients dans k, et soient F et L deux corps de de´compositions de P
sur k (un corps de de´composition de P sur k est une extension de k dans
laquelle P est scinde´, et qui est engendre´e par les racines de P ).
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Les corps F et L sont alors k-isomorphes. En effet, par ce qui pre´ce`de, il
existe une extension K de k et deux k-plongements i : F →֒ K et j : L →֒ K.
L’image i(F ) est isomorphe a` F , et est donc un corps de de´composition de P
sur k. Il s’ensuit que P est scinde´ dans K et que i(F ) est le sous-corps de K
engendre´ par k et les racines de P .
De meˆme, j(L) est le sous-corps de K engendre´ par k et les racines de P .
Par conse´quent, j(L) = i(K). On a donc deux k-isomorphismes F ≃ i(F )
et i(F ) = j(L) ≃ L, d’ou` un k-isomorphisme F ≃ L.
(2.7.12.2) Unicite´ de la cloˆture alge´brique. Soient F et L deux cloˆtures
alge´briques de k (une cloˆture alge´brique de k est une extension alge´brique de k
qui est alge´briquement close).
Les corps F et L sont alors k-isomorphes. En effet, par ce qui pre´ce`de, il
existe une extension K de k et deux k-plongements i : F →֒ K et j : L →֒ K.
L’image i(F ) est isomorphe a` F , et est donc une cloˆture alge´brique de k. Il
s’ensuit que i(F ) est ne´cessairement le sous-corps de K forme´ des e´le´ments
alge´briques sur k.
De meˆme, j(L) est le sous-corps de K forme´ des e´le´ments alge´briques sur k.
Par conse´quent, j(L) = i(K). On a donc deux k-isomorphismes F ≃ i(F )
et i(F ) = j(L) ≃ L, d’ou` un k-isomorphisme F ≃ L.
(2.7.13) Remarque. Vous connaissez peut-eˆtre des preuves de l’unicite´ du
corps de de´composition d’un polynoˆme P consistant a` construire l’isomorphisme
entre deux tels corps F et L en choisissant successivement des racines de
diviseurs convenables de P dans F et L. On peut se demander ou` est passe´ ce
choix de racines dans la preuve propose´e ci-dessus, qui peut donner l’impression
que ≪rien ne se passe≫. En fait, tout est cache´ dans le choix de l’ide´al maximal
de F ⊗k L, effectue´ lorsqu’on veut exhiber un corps K.
La meˆme chose se produit pour les cloˆtures alge´briques : se donner un
isomorphisme entre deux cloˆtures alge´briques F et L de k revient peu ou prou
a` faire des choix compatibles de racines, dans F et L, de tous les polynoˆmes
irre´ductibles de k[X ]. La` encore, ce choix est pudiquement dissimule´ derrie`re
celui de l’ide´al maximal de F ⊗k L.
2.8 Alge`bres finies et alge`bres entie`res
On fixe un anneau A.
De´finitions, exemples, premie`res proprie´te´s
(2.8.1) De´finition. Soit B une A-alge`bre. On dit que B est finie si B est de
type fini comme A-module.
(2.8.2) Exemples et premie`res proprie´te´s.
(2.8.2.1) Si I est un ide´al de A alors A/I est engendre´ par 1¯ comme A-module.
C’est donc une A-alge`bre finie.
(2.8.2.2) Une A-alge`bre finie est de type fini comme A-module ; elle l’est a
fortiori comme A-alge`bre.
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(2.8.2.3) Soit B une A-alge`bre finie et soit C une B-alge`bre finie. La A-
alge`bre C est alors finie ; nous laissons au lecteur le soin de re´diger la preuve, qui
repose essentiellement sur un ≪principe de la famille ge´ne´ratrice te´lescopique≫.
(2.8.3) Proposition-de´finition. Soit B une A-alge`bre et soit x ∈ B. Les
assertions suivantes sont e´quivalentes.
i) L’e´le´ment x annule un polynoˆme unitaire appartenant a` A[X ].
ii) La A-alge`bre A[x] est finie.
iii) Il existe une sous-A-alge`bre finie C de B contenant x.
Lorsqu’elles sont satisfaites, on dit que x est entier sur A. Si tout e´le´ment
de B est entier sur A, on dit que B est entie`re sur A.
De´monstration. Supposons que i) soit vraie ; il existe alors n > 0
et a0, . . . , an−1 ∈ A tels que
xn + an−1x
n−1 + . . .+ a0 = 0.
Si M de´signe le sous-A-module de B engendre´ par les xi pour 0 6 i 6 n − 1,
on en de´duit que xn ∈ M puis, par re´currence, que xm ∈ M pour tout m > n.
Ainsi, l’alge`bre A[x] co¨ıncide avec le A-module de type fini M , et elle est en
conse´quence finie, ce qui prouve ii).
Si ii) est vraie, il est clair que iii) est vraie (prendre C = A[x]).
Supposons que iii) soit vraie, et soit u : C → C la multiplication par x.
Comme C est un A-module de type fini, le the´ore`me 2.3.1 – applique´ ici avec I =
A– assure l’existence d’un polynoˆme unitaire P a` coefficients dans A (dont le
degre´ peut eˆtre choisi e´gal au cardinal d’une famille ge´ne´ratrice finie fixe´e du A-
module C) tel que P (u) = 0. On a en particulier P (x) = P (u)(1) = 0, et i) est
vraie. 
(2.8.4) Quelques remarques.
(2.8.4.1) On de´duit de la caracte´risation des e´le´ments entiers par la
proprie´te´ iii) ci-dessus que toute alge`bre finie est entie`re. Nous allons voir ci-
dessous que la re´ciproque est vraie pour les alge`bres de type fini, mais fausse en
ge´ne´ral.
(2.8.4.2) Au cours de la preuve de iii)⇒i), on a vu que si C est engendre´
comme A-module par n e´le´ments, alors on peut trouver un polynoˆme unitaire
de A[X ] annulant x et de degre´ n.
(2.8.4.3) Soit f : B → C un morphisme de A-alge`bres, et soit x un e´le´ment
de B entier sur A. Il est imme´diat que f(x) est entier sur A aussi (tout polynoˆme
de A[X ] annulant x annule f(x)).
(2.8.4.4) Soit I un ide´al de A et soit B une A/I-alge`bre ; on peut aussi voir B
comme une A-alge`bre. Un e´le´ment de B est entier sur A si et seulement si il est
entier sur A/I, et B est finie sur A si et seulement si elle est finie sur A/I (cela
provient du fait que si a est la classe modulo I d’un e´le´ment a de A alors a¯b = ab
pour tout b ∈ B).
(2.8.4.5) Soit B une A-alge`bre, soit J un ide´al de B et soit I un ide´al de A dont
l’image dans B est contenue dans J . Si x est un e´le´ment de B entier sur A, alors
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son image x dans B/J est entie`re sur A/I : on peut ou bien le voir directement
(si P annule x alors la re´duction de P modulo I annule x) ou bien utiliser 2.8.4.3
pour conclure que x¯ est entier sur A, puis 2.8.4.4 pour en de´duire qu’il est entier
sur A/I.
(2.8.5) Proposition. Soit B une A-alge`bre. Les assertions suivantes sont
e´quivalentes :
1) B est finie.
2) B est entie`re et de type fini.
3) B est engendre´e comme A-alge`bre par un nombre fini d’e´le´ments entiers
sur A.
De´monstration. On a de´ja` vu qu’une A-alge`bre finie est de type fini, et entie`re
(2.8.4.1). L’implication 2)⇒3) est e´vidente ; il reste a` montrer que 3)⇒1).
Supposons que B soit engendre´e par une famille finie b1, . . . br d’e´le´ments
entiers sur A. Nous allons montrer par re´currence sur r que B est finie.
Si r = 0 alors la fle`che structurale A → B est surjective, ce qui veut dire
que B est de la forme A/I pour un certain ide´al I ; elle est de`s lors finie (2.8.2.1).
Supposons r > 0 et la proprie´te´ vraie au rang r − 1. Notons C la A-
alge`bre A[b1, . . . , br−1]. D’apre`s l’hypothe`se de re´currence, C est finie sur A.
L’e´le´ment br de B est entier sur A par hypothe`se ; il l’est a fortiori sur C.
La C-alge`bre C[br] = B est donc finie en vertu de la proposition 2.8.3 ; par
transitivite´, B est finie sur A. 
(2.8.6) Corollaire-de´finition. Soit B une A-alge`bre. Le sous-ensemble C
de B forme´ des e´le´ments entiers sur A est une sous-A-alge`bre de B, que l’on
appelle fermeture inte´grale de A dans B. En particulier, si B est engendre´e par
des e´le´ments entiers sur A, elle est entie`re sur A.
De´monstration. Soient x et y appartenant a` C. Il re´sulte de la
proposition 2.8.5 ci-dessus, et plus pre´cise´ment de l’implication 3)⇒2) de son
e´nonce´, que A[x, y] est entie`re sur A, ce qui ache`ve la de´monstration. 
(2.8.7) Corollaire. Soit B une A-alge`bre entie`re, soit C une B-alge`bre et
soit x un e´le´ment de C. Si x est entier sur B il est entier sur A ; en particulier
si C est entie`re sur B elle est entie`re sur A.
De´monstration. Comme x est entier sur B, il existe n > 0 et b0, . . . , bn−1 ∈ B
tels que xn+ bn−1x
n−1+ . . .+ b0 = 0. Soit B
′ la sous-A-alge`bre de B engendre´e
par les bi. Comme ceux-ci sont entiers sur A (car B est entie`re sur A), la A-
alge`bre B′ est finie d’apre`s la proposition 2.8.5.
Par construction, x est entier sur B′, et B′[x] est donc finie sur B′. Par
transitivite´, B′[x] est finie sur A, et x est en conse´quence entier sur A. 
(2.8.8) Exemple d’alge`bre entie`re non finie. Notons Z la fermeture
inte´grale de Z dans C. C’est par de´finition une Z-alge`bre entie`re. Nous allons
montrer par l’absurde qu’elle n’est pas finie.
Si elle l’e´tait, il re´sulterait de 2.8.4.2 qu’il existe un entier N tel que tout
e´le´ment de Z soit annule´ par un polynoˆme unitaire de degre´ N a` coefficients
dans Z.
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Soit maintenant n > 1. L’e´le´ment n
√
2 de C appartient a` Z car il est annule´
par Xn − 2. Ce dernier est irre´ductible sur Q en vertu du crite`re d’Eisenstein,
et est donc le polynoˆme minimal de n
√
2 sur Q. En conse´quence, n
√
2 n’est racine
d’aucun polynoˆme non nul a` coefficients rationnels de degre´ < n, et on aboutit
ainsi a` une contradiction en prenant n > N .
(2.8.9) Lemme. Soit C une A-alge`bre et soit B une A-alge`bre. Si la A-
alge`bre C est finie (resp. entie`re) alors la B-alge`bre B ⊗A C est finie (resp.
entie`re).
De´monstration. Supposons C finie sur A, et soit (ei) une famille ge´ne´ratrice
finie de C comme A-module. Comme (1⊗ei) engendreB⊗AC comme B-module,
la B-alge`bre B ⊗A C est finie.
Supposons C entie`re sur A. La B-alge`bre B ⊗A C est engendre´e comme B-
alge`bre (et meˆme comme B-module) par les 1 ⊗ c pour c parcourant C. Or
si c ∈ C, l’e´le´ment 1 ⊗ c de C est entier sur A (2.8.4.3), et a fortiori sur B. Il
s’ensuit, en vertu du corollaire 2.8.6, que B ⊗A C est entie`re sur B. 
(2.8.10) Soit A un anneau inte`gre. On appelle cloˆture inte´grale de A la
fermeture inte´grale de A dans son corps des fractions. On dit que A est
inte´gralement clos, ou normal, s’il est e´gal a` sa cloˆture inte´grale.
(2.8.10.1) Exercice. De´montrez qu’un anneau factoriel est inte´gralement clos.
De´montrez que l’anneau des fonctions holomorphes de C dans C est inte`gre, et
inte´gralement clos.
(2.8.10.2) L’anneau Z[
√
5] n’est pas inte´gralement clos. Son corps des fractions
est en effet Q(
√
5), lequel contient le nombre d’or
1 +
√
5
2
,
qui n’appartient pas a` Z[
√
5] mais est entier sur celui-ci, puisqu’il est racine
de X2 −X − 1.
L’anneau C[T 2, T 3] ⊂ C[T ] n’est pas inte´gralement clos. Son corps des
fractions est en effet C(T ) (car T = T 3/T 2). Il contient T qui n’appartient
pas a` C[T 2, T 3] mais est entier sur celui-ci, puisqu’il est racine de X2 − T 2.
(2.8.11) Nous allons maintenant e´noncer un lemme tre`s simple dont la preuve
est e´le´mentaire, et sur lequel repose in fine le lemme crucial dit de ≪going-
up≫ que nous verrons un peu plus loin.
(2.8.12) Lemme. Soit B un anneau inte`gre et soit A un sous-anneau de B. On
suppose que B est entier sur A. Les assertions suivantes sont alors e´quivalentes.
i) A est un corps.
ii) B est un corps.
De´monstration. Supposons que A est un corps, et soit x un e´le´ment non nul
de B. Comme x est entier sur A, la A-alge`bre A[x] est un A-espace vectoriel de
dimension finie. Comme B est inte`gre et x non nul, l’endomorphisme y 7→ xy
de A[x] est injectif, et partant surjectif. Il existe en particulier y ∈ A[x] ⊂ B tel
que xy = 1, et x est inversible dans B. Ainsi, B est un corps.
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Supposons maintenant que B est un corps, et soit x un e´le´ment non nul
de A. Comme B est un corps, x posse`de un inverse 1/x dans B. Comme B est
entie`re sur A, il existe n ∈ N et a0, . . . , an−1 dans A tels que
1
xn
+ an−1
1
xn−1
+ . . .+ a0 = 0.
En multipliant par xn, il vient
1 = x(−an−1 − an−2x− . . .− a0xn−1),
et donc
1
x
= −an−1 − an−2x− . . .− a0xn−1,
qui appartient a` A. Ainsi, x est inversible dans A et A est un corps. 
Degre´ de transcendance
(2.8.13) Soit k →֒ L une extension de corps.
(2.8.13.1) Au lieu de dire qu’un e´le´ment donne´ de L est entier sur k, on dit
plutoˆt qu’il est alge´brique sur k. Si tout e´le´ment de L est alge´brique sur k, on
dit que L elle-meˆme est alge´brique sur k.
(2.8.13.2) L’ensemble des e´le´ments de L alge´briques sur K est une k-alge`bre
d’apre`s le corollaire 2.8.6, qui est inte`gre et entie`re sur k ; c’est donc un corps
en vertu du lemme 2.8.12 (vous connaissiez certainement ces faits ; le but de ces
remarques est simplement de montrer qu’on peut les retrouver comme des cas
particuliers de ce qu’on a e´tabli plus haut au sujet des alge`bres entie`res).
(2.8.14) Soit k un corps, soit A une k-alge`bre, et soit (xi) une famille
d’e´le´ments de A. On dit que les xi sont alge´briquement inde´pendants sur k
si le morphisme k[Xi]i → k[xi]i qui envoie Xi sur xi pour tout i est bijectif. Il
est toujours surjectif ; par conse´quent, les xi sont alge´briquement inde´pendants
si et seulement si il est injectif, c’est-a`-dire si et seulement si les xi n’annulent
aucun polynoˆme non trivial a` coefficients dans k.
Si A est non nulle il existe toujours au moins une famille d’e´le´ments
de A alge´briquement inde´pendants sur k : la famille vide. Notons par contre
que si A = {0} elle ne posse`de aucune famille d’e´le´ments alge´briquement
inde´pendants puisque k ne s’injecte pas dans {0}.
(2.8.15) Soit L une extension de k.
(2.8.15.1) Si x ∈ L, la famille singleton {x} est alge´briquement inde´pendante
sur k si et seulement si x n’est pas alge´brique sur k. On dit alors que x est
transcendant sur k.
(2.8.15.2) Soit (xi) une famille d’e´le´ments de L alge´briquement inde´pendants
sur k. Le corps k(xi)i∈I engendre´ par k et les xi s’identifie au corps de fractions
rationnelles k(Xi)i∈I en les inde´termine´es Xi.
Il re´sulte imme´diatement des de´finitions que la famille (xi)i∈I est maximale,
en tant que famille d’e´le´ments de L alge´briquement inde´pendants sur k, si et
seulement si L est alge´brique sur k(xi)i∈I .
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(2.8.15.3) On appelle base de transcendance de L sur k une famille d’e´le´ments
de L alge´briquement inde´pendants sur k et maximale pour cette proprie´te´. La
the´orie de l’inde´pendance alge´brique et des bases de transcendance est tout a`
fait analogue a` celle de l’inde´pendance line´aire et des bases. Il existe en fait une
the´orie ge´ne´rale qui couvre les deux, a` savoir celle des relations de de´pendance
abstraites (voir par exemple a` ce sujet Basic Algebra II, de Jacobson). On
de´montre ainsi les faits suivants.
• Toute famille d’e´le´ments de L alge´briquement inde´pendants de k est
contenue dans une base de transcendance de L sur k ; en particulier, il existe
une base de transcendance de L sur k (appliquer ce qui pre´ce`de a` la famille
vide).
• Si (xi) est une famille d’e´le´ments de L telle que L soit alge´brique sur k(xi)i,
elle contient une base de transcendance de L sur k.
• Toutes les bases de transcendance de L sur k ont meˆme cardinal, appele´
degre´ de transcendance de L sur k ;
• Si le degre´ de transcendance de L sur K est fini, toute famille d’e´le´ments
de L alge´briquement inde´pendants sur K qui est de cardinal deg tr.(L/K) est
une base de transcendance de L sur k ; et toute famille (xi)i∈I de cardinal
deg tr.(L/K) telle que L soit alge´brique sur k(xi)i est une base de transcendance
de L sur k.
(2.8.15.4) Exemples. Le degre´ de transcendance de k(X1, . . . , Xn) sur k est
e´gal a` n, et (X1, . . . , Xn) en est une base de transcendance.
Soit f une fraction rationnelle non constante dans k(X). L’e´le´ment X est
alors alge´brique sur k(f) (exercice facile). En conse´quence f est transcendant
(sinon, X serait alge´brique sur k), et {f} est une base de transcendance de k(X)
sur k.
Lemme de going-up et dimension de Krull
(2.8.16) Nous allons maintenant de´montrer le lemme dit de going-up. Il
est extreˆmement utile en en alge`bre commutative et ge´ome´trie alge´brique (le
langage des sche´mas permettra d’en donner une interpre´tation ge´ome´trique),
mais est e´galement inte´ressant pour sa preuve. Celle-ci consiste en effet
essentiellement a` se ramener au lemme 2.8.12 ci-dessus , lui-meˆme e´le´mentaire,
par de judicieux passages au quotient et localisations ; elle peut donc aider a`
mieux comprendre comment utiliser en pratique ces ope´rations.
(2.8.17) Lemme de going-up. Soit f : A → B un morphisme d’anneaux
faisant de B une A-alge`bre entie`re.
1) Si q est un ide´al premier de B, l’ide´al premier f−1(q) de A est maximal
si et seulement si q est maximal.
2) Si q et q′ sont deux ide´aux premiers distincts de B tels que l’on
ait f−1(q) = f−1(q′), alors q et q′ sont non comparables pour l’inclusion.
3) Si J est un ide´al de B et si l’on pose I = f−1(J), il existe pour tout
ide´al premier p de A contenant I un ide´al premier q de B contenant J tel
que f−1(q) = p.
Remarque. Dans le cas ou` f est injectif, on a f−1({0}) = {0} et l’assertion 3)
ci-dessus affirme alors que pour tout ide´al premier p de A, il existe un ide´al
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premier q de B tel que f−1(q) = p (en fait, comme on le verra ci-dessous, on
rame`ne la preuve de 3) a` celle de ce cas particulier). Autrement dit, si f : A→ B
est une injection entie`re alors Spec B → Spec A est surjective.
(2.8.18) De´monstration du lemme de going-up. On commence par e´tablir
l’assertion 1), qui sera elle-meˆme utilise´e dans la preuve de 2) et 3).
(2.8.18.1) Preuve de 1). Soit q un ide´al premier de B. Posons p = f−1(q). La
fle`che f : A → B induit une injection A/p →֒ B/q, qui fait de B/q une A/p-
alge`bre entie`re (2.8.4.5). Comme q est premier, B/q est inte`gre. Il re´sulte alors
du lemme 2.8.12 que B/q est un corps si et seulement si A/p est un corps ;
autrement dit, q est maximal si et seulement si p est maximal, ce qui ache`ve de
prouver 1).
(2.8.18.2) Preuve de 2). Soient p un ide´al premier de A. Il s’agit de montrer
que les e´le´ments de {q ∈ Spec B, f−1(q) = p} sont deux a` deux non comparables
pour l’inclusion, c’est-a`-dire encore que les ante´ce´dents de p pour l’application
Spec B → Spec A induite par f sont deux a` deux non comparables pour
l’inclusion.
Posons S = A\p. Le localise´ S−1A est l’anneau localAp d’ide´al maximal pAp,
et l’on a par ailleurs
f(S)−1B ≃ B ⊗A Ap;
en particulier, f(S)−1B est entier sur Ap. On a un diagramme commutatif
Spec B

Spec f(S)−1B

oo
Spec A Spec Apoo
.
La fle`che Spec Ap → Spec A induit une bijection d’ensembles ordonne´s
entre Spec Ap et l’ensemble des ide´aux premiers de A contenus dans p (elle fait
correspondre p a` pAp) ; la fle`che Spec f(S)
−1B → Spec B induit une bijection
d’ensembles ordonne´s entre Spec f(S)−1B et l’ensemble des ide´aux premiers
de B ne rencontrant pas f(S).
Par ailleurs, soit q un ide´al premier de B situe´ au-dessus de p, c’est-a`-dire
tel que f−1(q) = p. Cette dernie`re e´galite´ assure que q ne rencontre pas f(S),
et donc que q appartient a` l’image de Spec f(S)−1B. Il s’ensuit qu’il existe
une bijection d’ensembles ordonne´s entre l’ensemble des ide´aux premiers de B
situe´s au-dessus de p, et celui des ide´aux premiers de f(S)−1B situe´s au-dessus
de pAp.
Mais comme pAp est l’ide´al maximal de Ap, il re´sulte de l’assertion 1),
applique´e a` la Ap-alge`bre entie`re f(S)
−1B, que l’ensemble des ide´aux premiers
de f(S)−1B situe´s au-dessus de pAp est exactement l’ensemble des ide´aux
maximaux de f(S)−1B ; or ceux-ci sont deux a` deux non comparables pour
l’inclusion, et il en va donc de meˆme des ide´aux premiers de B situe´s au-dessus
de p, d’ou` 2).
(2.8.18.3) Preuve de 3). La fle`che A → B induit une injection A/I → B/J .
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On a par ailleurs un diagramme commutatif
Spec B/J //

Spec B

Spec A/I // Spec A
.
La fle`che Spec A/I → Spec A induit une bijection entre Spec A/I et l’ensemble
des ide´aux premiers de A contenant I, et la fle`che Spec B/J → Spec B
induit une bijection entre Spec B/J et l’ensemble des ide´aux premiers de A
contenant J ; on peut donc, quitte a` remplacer A par A/I et B par B/J , se
ramener au cas ou` I et J sont nuls et ou` f est injective
Il s’agit maintenant, un ide´al premier p ∈ Spec A e´tant donne´, de montrer
l’existence d’un ide´al premier q ∈ Spec B au-dessus de p.
Posons S = A \ p. En se fondant sur le diagramme commutatif conside´re´
au 2.8.18.2 ci-dessus lors de la preuve de 2), on voit qu’il suffit de montrer
l’existence d’un ide´al premier de f(S)−1B situe´ au-dessus de pAp.
Par de´finition de S, cette partie ne contient pas 0. Comme f est injective,
f(S) ne contient pas non plus 0 ; par conse´quent, f(S)−1B est non nul. Il posse`de
de`s lors un ide´al maximalm. En vertu de l’assertion 1), applique´e a` la Ap-alge`bre
entie`re f(S)−1B, l’ide´al m est situe´ au-dessus d’un ide´al maximal de Ap, et donc
de pAp. Ceci ache`ve la de´monstration. 
(2.8.19) De´finition. Soit A un anneau. On appelle dimension de Krull de A
la borne supe´rieure de l’ensemble E des entiers n tels qu’il existe une chaˆıne
p0 ( p1 ( . . . ( pn
ou` les pi sont des ide´aux premiers de A (attention : notez bien que la
nume´rotation commence a` 0).
(2.8.19.1) Remarque. L’ensemble E peut eˆtre vide. C’est le cas si et
seulement si A n’a pas d’ide´aux premiers, c’est-a`-dire si et seulement si A = {0} ;
il y a alors une ambigu¨ıte´ dans la de´finition de la dimension de Krull 3, qu’on
le`ve en posant par convention dimKrull{0} = −∞.
Lorsque A est non nul, l’ensemble non vide E peut eˆtre fini, auquel cas la
dimension de Krull appartient a` N, ou infini – cela signifie qu’il existe des chaˆınes
strictement croissantes arbitrairement longues d’ide´aux premiers de A, et l’on a
alors dimKrull A = +∞.
(2.8.19.2) Commentaire sur la terminologie. Nous verrons lors du cours
sur les sche´mas que le terme dimension est bien choisi : la dimension de Krull
d’un anneau peut en effet s’interpre´ter comme la dimension du sche´ma qui lui
est associe´.
(2.8.19.3) Anneaux de dimension nulle. Un anneau A est de dimension
de Krull nulle si et seulement si il posse`de un et un seul ide´al premier. C’est
notamment le cas lorsque A est un corps.
3. En effet, nous invitons le lecteur a` ve´rifier que la borne supe´rieure de la partie vide est
par de´finition le plus petit e´le´ment de l’ensemble ordonne´ dans lequel on travaille (s’il existe).
Il faut donc pre´ciser ici quel est l’ensemble en question ; les conventions adopte´es reviennent
a` de´cider qu’on travaille dans R ∪ {−∞,+∞}.
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(2.8.19.4) Anneaux inte`gres de dimension 1. Un anneau inte`gre A est de
dimension 1 si et seulement si les deux conditions suivantes sont satisfaites :
• A posse`de un ide´al premier non nul ;
• tout ide´al premier non nul de A est maximal.
C’est notamment le cas lorsque A est un anneau de Dedekind qui n’est pas
un corps. En particulier, tout anneau principal qui n’est pas un corps est de
dimension de Krull e´gale a` 1.
(2.8.19.5) Un anneau de dimension de Krull infinie. Soit A
l’anneau k[Xi]16i. Pour tout j ∈ N, l’ide´al pj := (Xi)16i6j de A est premier : en
effet, le quotient A/pj s’identifie naturellement a` l’anneau inte`gre k[Xi]i>j . Pour
tout entier n, on dispose d’une chaˆıne strictement croissante de n + 1 ide´aux
premiers de A, a` savoir
(0) ( p1 ( p2 ( . . . ( pn.
En conse´quence, dimKrullA = +∞.
(2.8.20) On de´montre que si A est un anneau local noethe´rien dont l’ide´al
maximal posse`de un syste`me de ge´ne´rateurs de cardinal n, alors dimKrullA 6 n
(en particulier, dimKrullA est finie).
(2.8.20.1) Un anneau local A est dit re´gulier s’il est noethe´rien et si son
ide´al maximal posse`de un syste`me de ge´ne´rateurs de cardinal exactement e´gal
a` dimKrullA. Les anneaux locaux re´guliers jouent un roˆle majeur en ge´ome´trie
alge´brique.
(2.8.20.2) Nagata a construit un exemple d’anneau noethe´rien (non local) dont
la dimension de Krull est infinie.
(2.8.21) Proposition. Soit A un anneau et soit B une A-alge`bre. On suppose
que la fle`che f : A → B est injective et que B est entie`re sur A. On a
alors dimKrullB = dimKrullA.
De´monstration. On va montrer l’e´galite´ des dimensions par double
majoration.
(2.8.21.1) Prouvons que dimKrullB > dimKrullA. Soit p0 ( p1 ( . . . ( pn une
chaˆıne strictement croissante d’ide´aux premiers de A. Il existe alors une chaˆıne
q0 ⊂ q1 ⊂ . . . ⊂ qn d’ide´aux premiers de B tels que f−1(qi) = pi pour tout i.
Pour le voir, on raisonne par re´currence sur n.
Si n = 0, c’est vrai par la remarque suivant l’e´nonce´ du lemme de going-up
(c’est ici qu’intervient l’injectivite´ de f).
Supposons maintenant n > 0 et les qi construits pour i 6 n−1. On applique
alors l’assertion 3) du lemme de going-up avec J = qn−1, I = f
−1(qn−1) = pn−1,
et p = pn. Elle assure l’existence d’un ide´al premier qn de B contenant qn−1 et
tel que f−1(qn) = pn, qui est ce qu’on souhaitait.
Comme f−1(qi) = pi pour tout i, et comme les pi sont deux a` deux distincts,
les qi sont deux a` deux distincts. La chaˆıne des qi est ainsi strictement croissante,
et a meˆme longueur que celle des pi. On en de´duit l’ine´galite´ requise
dimKrullB > dimKrullA.
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(2.8.21.2) Prouvons que dimKrullA > dimKrullB. Soit q0 ( p1 ( . . . ( qn
une chaˆıne strictement croissante d’ide´aux premiers de B. Pour tout indice i,
posons pi = f
−1(qi). Les pi sont des ide´aux premiers de A.
Soit i 6 n − 1 ; nous allons montrer que pi ( pi+1. L’inclusion large
pi ⊂ pi+1 provient imme´diatement des de´finitions (et de l’inclusion large de qi
dans qi+1). Il reste a` s’assurer que pi 6= pi+1 ; mais s’ils e´taient e´gaux, on aurait
alors f−1(qi) = f
−1(qi+1) avec qi ( qi+1, contredisant l’assertion 2) du lemme
de going-up.
La chaˆıne des pi est ainsi strictement croissante, et a meˆme longueur que
celle des qi. On en de´duit l’ine´galite´ requise
dimKrullA > dimKrullB,
ce qui ache`ve la de´monstration. 
2.9 Alge`bres de type fini sur un corps :
normalisation de Noether, Nullstellensatz
On fixe pour toute cette section un corps k.
Le lemme de normalisation de Noether
(2.9.1) Notre premier objectif est de de´montrer le ≪lemme de normalisation
de Noether≫, qui permet dans certaines situations de ramener l’e´tude d’une k-
alge`bre de type fini A a` celle d’une alge`bre de polynoˆmes (le fait de savoir
e´crire A comme un quotient d’une telle alge`bre est le plus souvent insuffisant,
tant la the´orie des ide´aux de k[X1, . . . , Xn] est complexe de`s que n > 1).
Pour ce faire, nous avons choisi d’isoler le cœur technique de la de´monstration
en lui donnant un statut de proposition inde´pendante, par laquelle nous allons
commencer.
(2.9.2) Proposition. Soit n > 0 et soit I un ide´al strict de k[X1, . . . , Xn]. Il
existe n e´le´ments Y1, . . . , Yn de k[X1, . . . , Xn] tels que les proprie´te´s suivantes
soient satisfaites :
1) les Yi sont alge´briquement inde´pendants sur k ;
2) k[X1, . . . , Xn] est entie`re sur k[Y1, . . . , Yn] ;
3) l’ide´al I ∩ k[Y1, . . . , Yn] de k[Y1, . . . , Yn] est engendre´ par (Y1, Y2, . . . , Ym)
pour un certain entier m compris entre 0 et n.
De´monstration. On proce`de en plusieurs e´tapes.
(2.9.2.1) Remarque pre´alable. Supposons avoir construit une fa-
mille (Yi)16i6n d’e´le´ments de k[X1, . . . , Xn] telle que k[X1, . . . , Xn] soit
entie`re sur k[Y1, . . . , Yn]. Le corps k(X1, . . . , Xn) est alors engendre´ par
des e´le´ments alge´briques sur k(Y1, . . . , Yn), et est donc lui-meˆme alge´brique
sur k(Y1, . . . , Yn). En conse´quence, (Y1, . . . , Yn) contient une base de
transcendance de k(X1, . . . , Xn) sur k ; mais comme le degre´ de transcendance
de k(X1, . . . , Xn) sur k vaut n, cela signifie que (Y1, . . . , Yn) est une base de
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transcendance de k(X1, . . . , Xn) sur k. En particulier, les Yi sont alge´briquement
inde´pendants. Ainsi, si l’on prouve 2), l’assertion 1) sera automatiquement
ve´rifie´e.
(2.9.2.2) Pour de´montrer la proposition, on proce`de par re´currence sur n.
Si n = 0 alors k[X1, . . . , Xn] = k. Comme I est strict, il est ne´cessairement nul.
On ve´rifie alors aussitoˆt qu’on peut prendre pour (Yi) la famille vide.
Supposons maintenant n > 0, et la proposition vraie au rang n−1. Si I = {0}
on peut prendre Yi = Xi pour tout i. On se place de´sormais dans le cas ou` I 6= 0.
On choisit alors un e´le´ment P 6= 0 dans I ; comme I est strict, P est non
constant.
(2.9.2.3) On pose Z1 = P . La prochaine e´tape de la preuve consiste a`
construire Z2, . . . , Zn de sorte que k[X1, . . . , Xn] soit entier sur k[Z1, . . . , Zn].
Nous allons en fait chercher les Zi sous une forme tre`s particulie`re. Plus
pre´cise´ment, donnons-nous une famille r2, . . . , rn d’entiers > 0. Nous allons
chercher des conditions suffisantes sur les ri pour que k[X1, . . . , Xn] soit entier
sur k[Z1, . . . , Zn] avec Zi = Xi +X
ri
1 pour i > 2.
Notons de´ja` que comme Xi = Zi − Xri1 pour tout i > 2, et comme Zi est
e´videmment entier sur k[Z1, . . . , Zn] pour tout i il suffit, pour obtenir ce qu’on
souhaite, de faire en sorte que X1 soit entier sur k[Z1, . . . , Zn].
Lorsqu’on remplace dans l’e´criture de P chacun des Xi pour i > 2
par Zi − Xri1 , un monoˆme donne´ de P de multi-degre´ (i1, . . . , in) donne lieu
a` un polynoˆme en X1 a` coefficients dans k[Z1, . . . , Zn] dont le terme dominant
est de la forme αX i1+r2i2+...+rnin1 , avec α ∈ k×.
(2.9.2.4) Supposons que lorsque (i1, . . . , in) parcourt l’ensemble des multi-
degre´s des monoˆmes de P , les entiers i1 + r2i2 + . . .+ rnin soient deux a` deux
distincts. Dans ce cas, le maximum N de ces entiers est atteint pour un et un
seul multi-degre´ (i1, . . . , in), et N est ne´cessairement non nul puisque P n’est
pas constant. Il re´sulte alors de ce qui pre´ce`de que l’e´galite´ P − Z1 = 0 peut se
re´crire
αXN1 +Q(X1)− Z1 = 0,
ou` α ∈ k× et ou` Q est un polynoˆme de degre´ < N en X1, a` coefficients
dans k[Z1, . . . , Zn]. Comme N > 0, le polynoˆme Q(X1) − Z1 est encore un
polynoˆme de degre´ < N en X1, a` coefficients dans k[Z1, . . . , Zn]. En multipliant
l’e´galite´ ci-dessus par α−1, on obtient
XN1 + α
−1(Q(X1)− Z1) = 0,
et X1 est entier sur k[Z1, . . . , Zn].
(2.9.2.5) Il suffit donc, pour construire des polynoˆmes Z2, . . . , Zn satisfaisant
la proprie´te´ souhaite´e, d’exhiber une famille (r2, . . . , rn) d’entiers strictement
positifs telle que les entiers i1 + r2i2 + . . . + rnin soient deux a` deux distincts
lorsque (i1, . . . , in) parcourt l’ensemble des multi-degre´s des monoˆmes de P .
Soit p un entier strictement supe´rieur au maximum des degre´s intervenant
dans les monoˆmes de P . On peut alors prendre r2 = p, r3 = p
2, . . . , rn = p
n−1 :
en effet, ils satisfont la condition exige´e en vertu de l’unicite´ du de´veloppement
d’un entier en base p.
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(2.9.2.6) Construction des Yi et conclusion. On de´duit de 2.9.2.1 que les Zi
sont alge´briquement inde´pendants sur k. En particulier, k[Z2, . . . , Zn] est une
alge`bre de polynoˆmes en n−1 variables. Comme I est strict, 1 /∈ I∩k[Z2, . . . , Zn]
et ce dernier est donc un ide´al strict de k[Z2, . . . , Zn]. Il s’ensuit, par l’hypothe`se
de re´currence, qu’il existe une famille (Y2, . . . , Yn) d’e´le´ments de k[Z2, . . . , Zn],
alge´briquement inde´pendants sur k et tels que :
• k[Z2, . . . , Zn] est entier sur k[Y2, . . . , Yn] ;
• l’ide´al I∩k[Y2, . . . , Yn] de k[Y2, . . . , Yn] est engendre´ par (Y2, . . . , Ym) pour
un certain m.
Posons Y1 = Z1. L’anneau k[Z1, . . . , Zn] est alors engendre´ par des e´le´ments
entiers sur k[Y1, . . . , Yn]. Il est donc entier sur k[Y1, . . . , Yn] ; par transitivite´,
k[X1, . . . , Xn] est entier sur k[Y1, . . . , Yn]. Cela force les Yi a` eˆtre alge´briquement
inde´pendants sur k (2.9.2.1).
Pour conclure, il suffit de montrer que l’ide´al I∩k[Y1, . . . , Yn] de k[Y1, . . . , Yn]
est engendre´ par (Y1, . . . , Ym). On a Y1 = Z1 = P ∈ I, et Yj ∈ I pour 2 6 j 6 m
par choix des Yj . Par conse´quent, l’ide´al de k[Y1, . . . , Yn] engendre´ par les Yj
pour 1 6 j 6 m est contenu I ∩ k[Y1, . . . , Yn].
Il reste a` ve´rifier l’inclusion re´ciproque. Soit R ∈ I ∩ k[Y1, . . . , Yn]. On
peut e´crire R = Y1S + T , ou` T ∈ k[Y2, . . . , Yn] (on met a` part les monoˆmes
contenant Y1). Comme R ∈ I et Y1 ∈ I, on a T ∈ I ∩ k[Y2, . . . , Yn]. Par
conse´quent, T s’e´crit
∑
26i6mAiYi avec Ai ∈ k[Y2, . . . , Ym] pour tout i, et on
a alors R = SY1 +
∑
26i6mAiYi. Ainsi, R appartient a` l’ide´al de k[Y1, . . . , Yn]
engendre´ par (Y1, . . . , Ym), ce qui ache`ve la de´monstration. 
(2.9.3) Lemme de normalisation de Noether. Soit A une k-alge`bre de type
fini non nulle. Il existe une famille (y1, . . . , yd) d’e´le´ments de A alge´briquement
inde´pendants sur k et tels que A soit entie`re sur k[y1, . . . , yd].
De´monstration. Comme A est de type fini, elle s’identifie a` k[X1, . . . , Xn]/I
pour un certain n et un certain ide´al I de k[X1, . . . , Xn], qui est strict puisque A
est non nulle.
On peut donc appliquer la proposition 2.9.2 ci-dessus. Elle assure l’existence
d’une famille (Y1, . . . , Yn) d’e´le´ments de k[X1, . . . , Xn] alge´briquement
inde´pendants sur k et d’un entier m 6 n tels que k[X1, . . . , Xn] soit entie`re
sur k[Y1, . . . , Yn], et tels que l’ide´al I∩k[Y1, . . . , Yn] de k[Y1, . . . , Yn] soit engendre´
par Y1, Y2, . . . , Ym. Notons y1, . . . , yd les classes respectives de Ym+1, . . . , Yn
modulo I (on a donc d = n − m). Comme k[X1, . . . , Xn] est entie`re
sur k[Y1, . . . , Yn], l’anneau quotient A = k[X1, . . . , Xn]/I est entier sur sa sous-
alge`bre k[Y1, . . . , Yn]/(I ∩k[Y1, . . . , Yn]), qui est engendre´e par les yi car chacun
des Yj pour j 6 m appartient a` I ; par conse´quent,A est entie`re sur k[y1, . . . , yd].
Il reste a` s’assurer que les yi sont alge´briquement inde´pendants sur k.
Soit donc Q ∈ k[T1, . . . , Td] un polynoˆme s’annulant en les yi. Cela signifie
queQ(Ym+1 . . . , Yn) ∈ I∩k[Y1, . . . , Yn]. Cet ide´al de k[Y1, . . . , Yn] e´tant engendre´
par les Yj pour j 6 m, le polynoˆme Q(Ym+1, . . . , Yn) peut s’e´crire
∑
16j6mAjYj
ou` les Aj appartiennent a` k[Y1, . . . , Yn]. Mais comme Q(Ym+1, . . . , Yn) ne fait
intervenir que les variables Yj pour j > m, il ne peut admettre une telle e´criture
que s’il est nul. Il en re´sulte que Q = 0, ce qu’il fallait de´montrer. 
(2.9.4) Commentaires.
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(2.9.4.1) Comme A est de type fini comme k-alge`bre, elle est de type fini
comme B-alge`bre pour toute sous-alge`bre B de A. Il re´sulte alors de la
proposition 2.8.5 que l’on obtiendrait un e´nonce´ e´quivalent a` celui du lemme de
normalisation de Noether en remplac¸ant ≪entie`re sur k[y1, . . . , yd]≫ par ≪finie
sur k[y1, . . . , yd]≫. Nous avons opte´ pour l’e´pithe`te ≪entie`re≫ car ce que notre
preuve du lemme de normalisation de Noether montre effectivement, c’est bien
le caracte`re entier de A sur k[y1, . . . , yd].
(2.9.4.2) Supposons A inte`gre. Dans ce cas, son corps des fractions est engendre´
par des e´le´ments alge´briques sur k(y1, . . . , yd) et est donc lui-meˆme alge´brique
sur k(y1, . . . , yd). En conse´quence, (y1, . . . , yd) est une base de transcendance
de Frac A sur k, et l’entier d est de`s lors ne´cessairement e´gal au degre´ de
transcendance de Frac A sur k.
Le Nullstellensatz
(2.9.5) Nous allons maintenant donner trois variantes du Nullstellensatz 4,
e´galement appele´ ≪the´ore`me des ze´ros de Hilbert≫. Les deux premie`res
s’e´noncent dans un langage purement alge´brique, la troisie`me e´voque la
ge´ome´trie alge´brique et justifiera l’appellation du the´ore`me.
(2.9.6) Premie`re variante du Nullstellensatz. Soit A une k-alge`bre de
type fini. Si A est un corps, c’est une extension finie de k.
De´monstration. Le lemme de normalisation de Noether assure qu’il existe
des e´le´ments y1, . . . , yd de A, alge´briquement inde´pendants sur k et tels que A
soit entie`re (ou finie, cf. 2.9.4.1) sur k[y1, . . . , yd].
Si A est un corps, l’anneau de polynoˆmes k[y1, . . . , yd] est lui aussi un corps
d’apre`s le lemme 2.8.12, ce qui force d a` eˆtre nul, et k[y1, . . . , yd] a` eˆtre e´gale
a` k ; le corps A est alors une k-alge`bre finie, ce qu’il fallait de´montrer. 
(2.9.7) Deuxie`me variante du Nullstellensatz. Soit A un k-alge`bre de type
fini et soit p un ide´al de A. les assertions suivantes sont e´quivalentes :
i) A/p est une extension finie de k ;
ii) Frac(A/p) est une extension finie de k ;
iii) p est maximal.
De´monstration. Il est clair que i)⇒ii). Supposons que ii) soit vraie.
L’alge`bre A/p est alors, en tant que sous-alge`bre de Frac(A/p), une alge`bre
inte`gre et entie`re sur k. D’apre`s le lemme 2.8.12, c’est un corps et p est maximal.
Enfin, si p est maximal alors A/p est une k-alge`bre de type fini qui est un
corps, et c’est donc une extension finie de k en vertu de la variante pre´ce´dente
du Nullstellensatz (2.9.6). 
(2.9.8) Troisie`me variante du Nullstellensatz. Soit n ∈ N et soit (Pi)i∈I
une famille de polynoˆmes appartenant a` k[T1, . . . , Tn]. Les assertions suivantes
sont e´quivalentes :
1) Il existe une extension finie L de k et un n-uplet (x1, . . . , xn) ∈ Ln tel
que Pi(x1, . . . , xn) = 0 pour tout i.
4. En allemand : the´ore`me du lieu des ze´ros.
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2) Il existe une extension L de k et un n-uplet (x1, . . . , xn) ∈ Ln tel
que Pi(x1, . . . , xn) = 0 pour tout i.
3) Pour toute famille (Qi)i∈I de polynoˆmes presque tous nuls appartenant
a` k[X1, . . . , Xn], on a
∑
QiPi 6= 1.
De´monstration. L’implication 1)⇒2) est e´vidente. Supposons que 2) soit
vraie, et donnons-nous une famille (Qi) de polynoˆmes presque tous nuls
appartenant a` k[X1, . . . , Xn]. On a
(
∑
QiPi)(x1, . . . , xn) =
∑
Qi(x1, . . . , xn)Pi(x1, . . . , xn) = 0,
ce qui entraˆıne que
∑
QiPi 6= 1.
Supposons enfin que 3) soit vraie. Cela signifie que l’ide´al J de k[X1, . . . , Xn]
engendre´ par les Pi ne contient pas 1 ; autrement dit, il est strict. L’alge`bre
quotient A := k[X1, . . . , Xn]/J est alors non nulle, et elle admet de ce fait
un ide´al maximal m. Comme A est de type fini sur k par construction, le
corps quotient L := A/m est une extension finie de k en vertu de la deuxie`me
variante du Nullstellensatz (2.9.7). Si l’on note xi l’image de Xi par la surjection
canonique A→ L, le n-uplet (x1, . . . , xn) annule par construction chacun des Pi,
d’ou` 1). 
(2.9.9) Commentaires.
(2.9.9.1) Si le corps k est alge´briquement clos, l’assertion 1) ci-dessus peut se
reformuler en disant qu’il existe un n-uplet (x1, . . . , xn) d’e´le´ments du corps k
lui-meˆme tels que Pi(x1, . . . , xn) = 0 pour tout i.
(2.9.9.2) Supposons que les trois conditions e´quivalentes 1), 2) et 3) ci-dessus
soient satisfaites, et soit F une extension alge´briquement close de k. Il existe
alors un n-uplet (x1, . . . , xn) ∈ Fn tel que Pi(x1, . . . , xn) = 0 pour tout i.
En effet, commenc¸ons par choisir L et (x1, . . . , xn) comme dans 1). Comme L
est une extension finie de k, elle admet un k-plongement dans F (faites l’exercice
si vous ne connaissez pas ce re´sultat ; on peut le de´montrer ≪a` la main≫ par
re´currence sur [L : k], ou par des me´thodes analogues a` celles de´crites au 2.7.12).
Ce plongement permet de voir L comme un sous-corps de F , et (x1, . . . , xn)
comme un n-uplets d’e´le´ments de F , d’ou` l’assertion.
Un calcul de dimension de Krull
(2.9.10) Le but de cette section est de calculer explicitement la dimension de
Krull d’une k-alge`bre inte`gre de type fini, en se fondant de manie`re cruciale sur
le lemme de normalisation de Noether. On de´signe toujours par k un corps.
(2.9.11) The´ore`me. Soit A une k-alge`bre inte`gre de type fini. La dimension
de Krull de A est finie, et co¨ıncide avec le degre´ de transcendance de Frac A
sur k.
De´monstration. Le lemme de normalisation de Noether assure l’existence
d’e´le´ments y1, . . . , yd de A, alge´briquement inde´pendants sur k et tels que A soit
entie`re sur k[y1, . . . , yd]. De plus, l’entier d est ne´cessairement e´gal au degre´ de
transcendance de Frac A sur k (2.9.4.2). On raisonne de´sormais par re´currence
sur d.
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(2.9.11.1) Si d = 0 alors k[y1, . . . , yd] = k, et A est donc une alge`bre inte`gre
entie`re sur k. C’est de`s lors un corps en vertu du lemme 2.8.12 ; par conse´quent,
sa dimension de Krull est nulle.
(2.9.11.2) Supposons d > 0 et la proposition vraie pour les entiers < d.
Comme k[y1, . . . , yd] s’injecte dans A et comme A est entie`re sur k[y1, . . . , yd],
il re´sulte de la proposition 2.8.21 que la dimension de Krull de A est e´gale a`
celle de l’alge`bre de polynoˆmes k[y1, . . . , yd]. Il suffit donc de montrer que la
dimension de Krull de k[y1, . . . , yd] est e´gale a` d.
Pour tout i 6 d, notons pi l’ide´al (y1, . . . , yi) de k[y1, . . . , yd]. Il est premier
(le quotient k[y1, . . . , yd]/pi est l’anneau inte`gre k[yj ]i<j6d), et l’on a ainsi
construit une chaˆıne strictement croissante d’ide´aux premiers
(0) = p0 ( p1 ( . . . ( pd
(que les inclusions soient strictes re´sulte du fait e´vident que yi /∈ pi−1 pour
tout i > 1). Par conse´quent, la dimension de Krull de k[y1, . . . , yd] est au moins
e´gale a` d.
Nous allons montrer maintenant qu’elle vaut au plus d. Soit
q0 ( q1 ( . . . ( qm
une chaˆıne strictement croissante d’ide´aux premiers de A ; nous allons prouver
que m 6 d, ce qui permettra de conclure.
Quitte a` rajouter (0) en de´but de chaˆıne, on peut toujours supposer que
l’on a q0 = (0). Si m = 0 alors m 6 d ; on suppose maintenant que m > 0.
L’ide´al q1 est alors non nul, il posse`de donc un e´le´ment f ∈ k[y1, . . . , yd] qui est
non constant (puisque q1 est strict). Comme q1 est premier, il existe un diviseur
irre´ductible g de f qui appartient a` q1. La chaˆıne
q1/(g) ( q2/(g) ( . . . ( qm/(g)
est une chaˆıne strictement croissantes d’ide´aux premiers de k[y1, . . . , yd]/(g).
Il suffit maintenant pour obtenir la majoration souhaite´e de prouver que la
dimension de Krull de k[y1, . . . , yd]/(g) est majore´e par d− 1.
L’anneau B := k[y1, . . . , yd]/(g) est inte`gre (puisque g est irre´ductible, et
puisque k[y1, . . . , yd] est factoriel). Il est engendre´ par les yi comme k-alge`bre. Le
corps Frac B est donc engendre´ par les yi comme extension de k ; en particulier,
la famille (yi) contient une base de transcendance de Frac B sur k.
Par ailleurs, les yi ne sont pas alge´briquement inde´pendants sur k,
puisque g(y1, . . . , yd) = 0 par construction. En conse´quence, (yi) n’est pas elle-
meˆme une base de transcendance de Frac B sur k. Le degre´ de transcendance δ
de Frac B sur k est donc strictement infe´rieur a` d. En vertu de l’hypothe`se de
re´currence, la dimension de Krull de B est e´gale a` δ 6 d − 1, ce qui ache`ve la
de´monstration. 
(2.9.12) Commentaires.
(2.9.12.1) Le the´ore`me ci-dessus assure en particulier que la dimension de Krull
de la k-alge`bre k[X1, . . . , Xd] (qui n’est autre du point de vue de la ge´ome´trie
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alge´brique que ≪l’anneau des fonctions sur l’espace affine de dimension d≫) est
e´gale a` d ; on a d’ailleurs de´montre´ explicitement cette e´galite´ au cours de la
preuve.
(2.9.12.2) Exercice. En reprenant les notations du 2.9.11.2 ci-dessus, montrez
que le degre´ de transcendance de Frac B est exactement e´gal a` d− 1.
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Chapitre 3
The´orie des faisceaux
3.1 Pre´faisceaux et faisceaux
(3.1.1) Nous allons de´finir dans ce qui suit les notions de pre´faisceau, puis plus
tard de faisceau, sur un espace topologique. Il en existe plusieurs variantes :
on peut manipuler des faisceaux ou pre´faisceaux d’ensembles, mais aussi de
groupes, d’anneaux...Aussi, afin d’e´viter des re´pe´titions fastidieuses ou une
profusion pe´nible d’abre´viations ≪resp.≫, nous fixons une cate´gorie C, qui peut
eˆtre Ens, Gp, Ann, A-Mod ou A-Alg pour un certain anneau A.
Nous utiliserons relativement souvent des constructions faisant appel a` la
notion de limite inductive filtrante (cf. ??) dans la cate´gorie C. Nous attirons
votre attention sur le fait qu’une telle limite est ≪inde´pendante≫ de la cate´gorie
C, dans le sens pre´cis suivant : son ensemble sous-jacent co¨ıncide avec la limite
inductive ensembliste du diagramme conside´re´.
Pre´faisceaux
(3.1.2) Soit X un espace topologique. Soulignons qu’on ne fait aucune
hypothe`se surX : on ne suppose pas qu’il est se´pare´, ni meˆme que tous ses points
sont ferme´s... Cette ge´ne´ralite´ ne complique ni les de´finitions, ni les preuves, et
elle est indispensable en ge´ome´trie alge´brique : en effet, le plus souvent, un
sche´ma posse`de des points non ferme´s, et n’est a fortiori pas topologiquement
se´pare´.
(3.1.3) De´finition. Un pre´faisceau F sur X a` valeurs dans C consiste en les
donne´es suivantes.
• Pour tout ouvert U de X , un objet F (U) de C dont les e´le´ments sont
parfois appele´s les sections de F sur U ;
• Pour tout couple (U, V ) d’ouverts de X avec V ⊂ U , un morphisme
rU→V : F (U)→ F (V )
dit de restriction, et parfois note´e s 7→ s|V .
Ces donne´es sont sujettes aux deux axiomes suivants :
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⋄ rU→U = IdF(U) pour tout ouvert U de X ;
⋄ rV→W ◦ rU→V = rU→W pour tout triplet (U, V,W ) d’ouverts de X
avec W ⊂ V ⊂ U .
(3.1.3.1) Convention terminologique. Lorsqu’il sera ne´cessaire de pre´ciser
la cate´gorie dans laquelle nos pre´faisceaux prennent leurs valeurs, nous
parlerons de pre´faisceaux de groupes, d’ensembles, etc. Lorsque nous dirons
≪pre´faisceaux≫ sans re´fe´rence a` une cate´gorie particulie`re, cela signifiera
≪pre´faisceaux a` valeurs dans C≫.
(3.1.3.2) On peut de´finir un pre´faisceau de fac¸on plus concise, qui vous paraˆıtra
peut-eˆtre un peu pe´dante (mais a l’avantage de se ge´ne´raliser a` bien d’autres
cadres que celui de la topologie). Soit OuvX la cate´gorie dont les objets sont
les ouverts de X et les fle`ches les inclusions ; un pre´faisceau sur X est alors
simplement un foncteur contravariant de OuvX vers C.
(3.1.4) Exemples. Nous allons donner quelques exemples de pre´faisceaux, que
nous allons de´crire en nous contentant de donner leurs valeurs sur les ouverts :
la de´finition des fle`ches de restriction est a` chaque fois e´vidente.
(3.1.4.1) Si X est un espace topologique, U 7→ C 0(U,R) est un pre´faisceau
de R-alge`bres sur X .
(3.1.4.2) Si X est une varie´te´ diffe´rentielle, U 7→ C∞(U,R) est un pre´faisceau
de R-alge`bres sur X .
(3.1.4.3) Si X est une varie´te´ analytique complexe, U 7→ H (U,C) est un
pre´faisceau de C-alge`bres sur X , ou` H (U,C) de´signe l’anneau des fonctions
holomorphes sur U .
(3.1.4.4) Si X est un espace topologique et E un ensemble, U 7→ E est un
pre´faisceau d’ensembles sur X , appele´ le pre´faisceau constant associe´ a` E. Si E
est un groupe (resp. ...), le pre´faisceau constant associe´ he´rite d’une structure
naturelle de pre´faisceau de groupes (resp. ...).
(3.1.4.5) Terminons par un exemple un peu plus artificiel que les pre´ce´dents :
si X est un espace topologique, les formules
U 7→
{
Z si U = X
{0} sinon
de´finissent un pre´faisceau de groupes abe´liens sur X .
(3.1.5) Soit X un espace topologique, soit F un pre´faisceau sur X , soit x un
point de X et soit V l’ensemble des voisinages ouverts de x, qui est filtrant
(pour l’ordre oppose´ a` l’inclusion). Soit D le diagramme commutatif filtrant
D = ((F (U))U∈V , (rU→V )V⊂U ))
dans la cate´gorie C. La limite inductive de D est note´e Fx et est appele´e la
fibre de F en x.
Concre`tement, Fx est le quotient de l’ensemble des couples (U, s), ou` U ∈ V
et ou` s est une section de F sur U , par la relation d’e´quivalence suivante :
(U, s) ∼ (V, t) si et seulement si il existe un voisinage ouvert W de x dans U∩V
tel que s|W = t|W .
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De manie`re un peu plus informelle, Fx est l’ensemble des sections de F
de´finies au voisinage de x, deux sections appartenant a` Fx e´tant conside´re´es
comme e´gales si elles co¨ıncident au voisinage de x.
(3.1.5.1) Soit U un voisinage ouvert de x et soit s ∈ F (U). L’image de s
dans Fx est appele´e le germe de s en x et est note´e sx.
(3.1.5.2) Exemples de fibres. Si F est le pre´faisceau constant associe´ a` un
ensemble E alors Fx ≃ E.
Supposons que X = C, que x est l’origine et que F est le pre´faisceau des
fonctions holomorphes. La fibre Fx s’identifie alors a` la C-alge`bre C{z} des
se´ries formelles en z de rayon > 0.
(3.1.6) Soit X un espace topologique. Les pre´faisceaux sur X forment une
cate´gorie PrefX , les fle`ches se de´crivant comme suit. Si F et G sont deux
tels pre´faisceaux, un morphisme de F vers G consiste en la donne´e, pour tout
ouvert U de X , d’un morphisme de F (U) vers G (U), de sorte que le diagramme
F (U)
rU→V

// G (U)
rU→V

F (V ) // G (V )
commute pour tout couple (U, V ) d’ouverts de X tels que V ⊂ U .
On dit que ϕ est injectif (resp. surjectif) si F (U)→ G (U) est injectif (resp.
surjectif) pour tout U .
(3.1.6.1) Si l’on conside`re les pre´faisceaux F et G comme des foncteurs
contravariants de OuvX vers C, un morphisme de F vers G n’est autre qu’un
morphisme de foncteurs de F vers G .
En particulier, un morphisme F → G est un isomorphisme si et seulement
si F (U)→ G (U) est bijectif pour tout U .
(3.1.6.2) Si ϕ : F → G est un morphisme de pre´faisceaux sur X , il induit
pour tout x un morphisme ϕx : Fx → Gx.
(3.1.6.3) Soit ϕ : F → G un morphisme de pre´faisceaux sur X . On de´finit le
pre´faisceau Im ϕ par la formule
U 7→ Im (F (U)→ G (U))
pour tout ouvert U de X . On dit que Im ϕ est l’image de ϕ ; c’est un sous-
pre´faisceau de G , en un sens e´vident ; il est e´gal a` G si et seulement si ϕ est
surjectif.
(3.1.6.4) On suppose que C = Gp ou A-Mod. Soit ϕ : F → G un morphisme
de pre´faisceaux de groupes sur X . On de´finit le pre´faisceau Ker ϕ par la formule
U 7→ Ker (F (U)→ G (U))
pour tout ouvert U de X . On dit que Ker ϕ est le noyau de ϕ ; c’est un sous-
pre´faisceau de F , et ϕ est injectif si et seulement si son noyau est le pre´faisceau
trivial.
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(3.1.6.5) Soit D un diagramme dans PrefX ; pour tout ouvert U de X , on
note D(U) le diagramme dans C de´duit de D par e´valuation en U de ses
constituants. Il est imme´diat que
U 7→ lim
−→
D(U) et U 7→ lim
←−
D(U)
de´finissent deux pre´faisceaux sur X , et que ceux-ci sont respectivement les
limites inductive et projective de D .
(3.1.7) Soit f : Y → X une application continue entre espaces topologiques.
(3.1.7.1) Soit G un pre´faisceau sur Y . La formule
U 7→ G (f−1(U))
de´finit un pre´faisceau sur X , que l’on note f∗G .
(3.1.7.2) Soit F un pre´faisceau sur X . Si V est un ouvert de Y , on note EV
l’ensemble des voisinages ouverts de f(V ), et DV le diagramme commutatif
filtrant
((F (U))U∈EV , (rU→U ′ )U ′⊂U ).
On note alors f−1F le pre´faisceau V 7→ lim
−→
DV .
(3.1.7.3) On ve´rifie aussitoˆt que f∗ est de fac¸on naturelle un foncteur covariant
de PrefY vers PrefX , et que f
−1 est de fac¸on naturelle un foncteur covariant
de PrefX vers PrefY . On notera que ces foncteurs sont ≪inde´pendants de C≫ :
pour f∗, c’est e´vident par sa de´finition meˆme, et pour f
−1, cf. 3.1.1.
(3.1.7.4) Si Z est un espace topologique et g:Z → Y une application continue,
il existe des isomorphismes canoniques de foncteurs (construisez-les a` titre
d’exercice !)
(f ◦ g)∗ ≃ f∗ ◦ g∗ et (f ◦ g)−1 ≃ g−1 ◦ f−1.
(3.1.8) Deux cas particuliers inte´ressants.
(3.1.8.1) Soit X un espace topologique, soit U un ouvert de X et soit j
l’inclusion U →֒ X . Il re´sulte imme´diatement de la de´finition que pour tout
pre´faisceau F sur X , le pre´faisceau j−1F n’est autre que la restriction F |U
de F a` U , c’est-a`-dire le pre´faisceau V 7→ F (V ) ou` V se contente de parcourir
l’ensemble des ouverts de U .
(3.1.8.2) Soit X un espace topologique, soit x ∈ X et soit i la fle`che
canonique {x} →֒ X . Il re´sulte imme´diatement des de´finitions que l’on a pour
tout pre´faisceau F sur X l’e´galite´ i−1F ({x}) = Fx.
(3.1.9) Soit f :Y → X une application continue entre espaces topologiques. La
de´finition du foncteur f−1 est sensiblement plus complique´e que celle de f∗, mais
f−1 se comporte plus simplement que f∗ en ce qui concerne les fibres. En effet,
si y ∈ Y et si x de´signe son image sur X , on dispose pour tout pre´faisceau F
sur X d’un isomorphisme naturel f−1Fy ≃ Fx ; le lecteur le de´duira a` peu pre`s
formellement de 3.1.7.4 et 3.1.8.2.
Par contre, si G est un pre´faisceau sur Y , la fibre f∗Gx n’admet pas a` notre
connaissance de description maniable.
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(3.1.10) Soit f : Y → X une application continue entre espaces topologiques.
Le couple (f−1, f∗) est alors un couple de foncteurs adjoints. La preuve de´taille´e
de ce fait est laisse´e au lecteur ; nous allons nous contenter de de´crire brie`vement
les isomorphismes d’adjonction. On se donne un pre´faisceau F sur X et un
pre´faisceau G sur Y .
(3.1.10.1) Description d’un isomorphisme Hom(f−1F ,G ) ≃ Hom(F , f∗G ).
Soit ϕ un morphisme de f−1F vers G . On lui associe un morphisme ψ de F
vers f∗G comme suit.
Soit U un ouvert de X , et soit s ∈ F (U). Par de´finition de f−1F , le couple
(U, s) donne lieu a` une section s′ de f−1F sur f−1(U). Son image ϕ(s′) est une
section de G sur f−1(U), et donc par de´finition une section de f∗G sur U . On
pose alors ψ(s) = ϕ(s′) ∈ f∗G (U).
(3.1.10.2) Description de l’isomorphisme Hom(F , f∗G ) ≃ Hom(f−1F ,G )
re´ciproque du pre´ce´dent. Soit ψ un morphisme de F vers f∗G . On lui associe
un morphisme ϕ de f−1F vers G comme suit.
Soit V un ouvert de Y , et soit τ ∈ f−1F (V ). La section τ provient d’une
section t de F de´finie sur un ouvert U de X contenant f(V ). Son image ψ(t)
est une section de f∗G sur U , c’est-a`-dire par de´finition une section de G
sur f−1(U) ⊃ V . On ve´rifie que l’e´le´ment ψ(t)|V de G (V ) ne de´pend que de τ
et pas du choix de (U, t), et il est de`s lors licite de poser ϕ(τ) = ψ(t)|V .
Faisceaux
(3.1.11) De´finition. Soit X un espace topologique. On dit qu’un
pre´faisceauF surX (a` valeurs, comme d’habitude, dans la cate´gorie C de 3.1.1),
est un faisceau s’il satisfait la condition suivante : pour tout ouvert U de X, pour
tout recouvrement ouvert (Ui)i∈I de U et toute famille (si) ∈
∏
i∈I F (Ui) telle
que si|Ui∩Uj = sj|Ui∩Uj pour tout (i, j), il existe une et une seule section s de F
sur U telle que s|Ui = si pour tout i.
(3.1.11.1) Si s et les si sont comme ci-dessus, on dit que s est obtenue par
recollement des si.
(3.1.11.2) Soit F un faisceau sur X . L’ouvert vide de X est alors recouvert
par la famille vide d’ouverts ; en appliquant a` celle-ci et a` la famille vide de
sections la de´finition d’un faisceau, on voit qu’il existe une et une seule section
de F sur ∅. Ainsi F (∅) est un singleton. Lorsque C = Gp (resp. A-Mod, Ann
ou A-Alg) cela signifie que F (∅) est le groupe trivial (resp. le module, l’anneau
ou l’alge`bre nuls).
Le lecteur que rebuterait (bien a` tort) ce style de gymnastique mentale peut
prendre l’e´galite´ F (∅) = {∗} comme un axiome supple´mentaire a` rajouter a` la
de´finition d’un faisceau.
(3.1.12) On voit les faisceaux surX comme une sous-cate´gorie pleine FaiscX de
celle des pre´faisceaux surX : si F et G sont deux faisceaux surX , un morphisme
de faisceaux de F vers G est simplement un morphisme de pre´faisceaux de F
vers G .
(3.1.13) Soit X un espace topologique. Il re´sulte imme´diatement de la
de´finition qu’une section s d’un faisceau sur X est entie`rement de´termine´e
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par la famille (sx)x∈X de ses germes. On en de´duit qu’un morphisme d’un
pre´faisceau F sur X vers un faisceau G sur X est entie`rement de´termine´ par la
famille (Fx → Gx)x∈X de morphismes induits au niveau des fibres.
(3.1.14) Exemples.
(3.1.14.1) Si X est un espace topologique, U 7→ C 0(U,R) est un faisceau
de R-alge`bres sur X .
(3.1.14.2) Si X est une varie´te´ diffe´rentielle, U 7→ C∞(U,R) est un faisceau
de R-alge`bres sur X .
(3.1.14.3) Si X est une varie´te´ analytique complexe, U 7→ H (U,C) est
un faisceau de C-alge`bres sur X , ou` H (U,C) de´signe l’anneau des fonctions
holomorphes sur U .
(3.1.14.4) Si X est un espace topologique et {∗} un singleton, le pre´faisceau
constant U 7→ {∗} est un faisceau d’ensembles (et aussi d’ailleurs de groupes,
anneaux, A-modules ou A-alge`bres si l’on y tient).
(3.1.14.5) Si ϕ : F → G est un morphisme de faisceau de groupes sur un
espace topologique X , le pre´faisceau noyau Ker ϕ (de´fini au 3.1.6.3) est un
faisceau.
(3.1.14.6) Soit X un espace topologique. Pour tout faisceau F sur X , et tout
ouvert U de X , la restriction de F a` U est un faisceau sur U .
(3.1.15) Contre-exemples.
(3.1.15.1) Soit X un espace topologique. Si X admet un recouvrement (Ui)
par des ouverts stricts 1, le pre´faisceau de groupes
U 7→
{
Z si U = X
{0} sinon
n’est pas un faisceau : les sections globales 1 et 0 sont distinctes, mais ont toutes
deux meˆmes restrictions a` chacun des Ui.
(3.1.15.2) Soit X un espace topologique et soit E un ensemble non singleton.
Le pre´faisceau d’ensembles constant associe´ a` E envoie en particulier ∅ sur E
et n’est donc pas un faisceau en vertu de 3.1.11.2.
(3.1.16) Autour des images pre´faisceautiques. Soit X un espace
topologique et soit F un faisceau sur X . On ve´rifie imme´diatement qu’un sous-
pre´faisceau F ′ de F est un faisceau si et seulement si ≪l’appartenance a` F ′
est une proprie´te´ locale≫, i.e. si pour tout ouvert U de X et tout recouvrement
ouvert (Ui) de U , une section s de F sur U appartient a` F ′(U) de`s que s|Ui
appartient a` F ′(Ui) pour tout i.
(3.1.16.1) Soit ϕ : F → G un morphisme de faisceaux, et soit s une section
de G sur un ouvert U de X ; soit (Ui) un recouvrement ouvert de U tel que
s|Ui appartiennent a` Im ϕ pour tout i. Choisissons pour tout i un ante´ce´dent ti
de s|Ui dans F (Ui).
1. Il existe des espaces topologiques naturels du point de vue de la ge´ome´trie alge´brique qui
sont non vides et pour lesquels cette condition n’est pas ve´rifie´e : par exemple l’espace {a, b}
dont les ouverts sont ∅, {a} et {a, b}. Notons toutefois que si X est de cardinal au moins 2 et
si tous ses points sont ferme´s, X est bien recouvert par des ouverts stricts.
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Supposons que ϕ est injective (il n’y a alors qu’un choix possible pour les ti).
Dans ce cas, ti|Ui∩Uj et tj |Ui∩Uj co¨ıncident pour tout (i, j), puisque ce sont deux
ante´ce´dents de s|Ui∩Uj par une fle`che injective. Il s’ensuit que les ti se recollent
en une section t de F sur U , qui satisfait par construction l’e´galite´ ϕ(t) = s.
Ainsi, Im ϕ est un sous-faisceau de G .
On ne suppose plus ϕ injective. Dans ce cas, rien ne garantit a priori que le
syste`me (ti) d’ante´ce´dents puisse eˆtre choisi de sorte que les ti se recollent, et
le contre-exemple ci-dessous montre que Im ϕ n’est pas un faisceau en ge´ne´ral.
(3.1.16.2) Soit H le faisceau des fonctions holomorphes sur C, et soit d
la de´rivation f 7→ f ′, qui est un endomorphisme du faisceau de C-espaces
vectoriels H . La fonction z 7→ 1/z appartient a` H (C×). Comme n’importe
quelle fonction holomorphe, elle admet localement des primitives et appartient
donc localement a` Im d. Par contre, elle n’admet pas de primitive sur C× (il
n’existe pas de logarithme complexe continu sur C×) ; elle n’appartient donc pas
a` Im d(C×). En conse´quence, Im d n’est pas un faisceau.
(3.1.17) On observe la` un cas particulier d’un phe´nome`ne ge´ne´ral : lorsqu’on
applique aux faisceaux des constructions ≪na¨ıves≫ (c’est-a`-dire de´finies ouvert
par ouvert), on obtient des pre´faisceaux qui n’ont en ge´ne´ral aucune raison
d’eˆtre des faisceaux. Qu’a` cela ne tienne : on y reme´die graˆce au proce´de´ de
faisceautisation, que nous allons maintenant de´crire. Il consiste grosso modo a`
modifier un pre´faisceau donne´ pour en faire un faisceau, sans l’alte´rer davantage
que ne le requiert cet objectif ; cela va se traduire rigoureusement en terme de
foncteur a` repre´senter.
La faisceautisation
(3.1.18) Proposition-de´finition. Soit X un espace topologique et soit F
un pre´faisceau sur X. Le foncteur covariant de FaiscX vers Ens qui envoie un
faisceau G sur HomPref(F ,G ) est repre´sentable par un couple (F̂ , π : F → F̂ ).
Le faisceau F̂ est appele´ le faisceautise´ de F , ou encore le faisceau associe´ a` F .
(3.1.19) Formulation e´quivalente. Il revient au meˆme de dire qu’il existe
un faisceau F̂ sur X et un morphisme de pre´faisceaux π : F → F̂ tel que pour
tout faisceau G sur X et tout morphisme de pre´faisceaux ϕ : F → G , il existe
un unique morphisme ψ : F̂ → G faisant commuter le diagramme
F
π

ϕ // G
F̂
ψ
??⑧⑧⑧⑧⑧⑧⑧⑧
.
(3.1.20) De´monstration de la proposition 3.1.18. L’ide´e qui pre´side a`
la construction de F̂ est simple : puisqu’une section d’un faisceau est
caracte´rise´e par ses germes, on va de´finir une section de F̂ comme une
collection ≪raisonnable≫ de germes de sections de F . Plus pre´cise´ment, soit G
l’ensemble
∐
x∈X Fx. Pour tout ouvert U de X , on note F̂ (U) l’ensemble des
applications f : U → G satisfaisant les conditions suivantes :
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a) f(x) ∈ Fx pour tout x ∈ U ;
b) pour tout x ∈ U il existe un voisinage ouvert V de x dans U et une
section s de F sur V telle que f(y) = sy pour tout y ∈ U .
Il est imme´diat que F̂ est un faisceau (de fonctions a` valeurs dans G). On
note π le morphisme de pre´faisceaux de F vers F̂ qui pour tout ouvert U de X
associe a` un e´le´ment s de F (U) l’e´le´ment (x 7→ sx) de F̂ (U).
Si U est un ouvert de X , si x ∈ U et si f ∈ F̂ (U), il existe un voisinage
ouvert V de x dans U et une section t ∈ F (U) telle que f |V = π(t) : c’est une
reformulation de b).
(3.1.20.1) Nous allons maintentant e´tablir un re´sultat qui nous sera utile pour
e´tablir la proprie´te´ universelle de (F̂ , π) et qui pre´sente par ailleurs un inte´reˆt
intrinse`que : pour tout x ∈ X, la fle`che πx : Fx → F̂x est bijective. Soit
donc x ∈ X .
Surjectivite´ de Fx → F̂x. Soit σ ∈ F̂x ; par de´finition, σ est le germe
en x d’une section τ de F̂ de´finie sur un voisinage ouvert U de x, et l’on peut
restreindre U de sorte qu’il existe t ∈ F (U) ve´rifiant l’e´galite´ π(t) = τ . On a
alors πx(tx) = τx = σ ; ainsi, πx est surjective.
Injectivite´ de πx. Soient s et s
′ deux e´le´ments de Fx dont les images dans F̂x
co¨ıncident. Il existe un voisinage ouvert U de x et deux sections t et t′ de F
sur U telles que tx = s et t
′
x = s
′ ; comme π(t)x = π(t
′)x par hypothe`se, on
peut restreindre U de sorte que π(t) = π(t′). Par de´finition de π, cela signifie
que ty = t
′
y pour tout y ∈ U . En appliquant ceci avec y = x, il vient s = s′, et
la fle`che Fx → F̂x est injective.
Calcul des germes d’une section de F̂ . Soit U un ouvert de X , soit f ∈ F̂ (U)
et soit x ∈ U . Il existe un voisinage ouvert V de x dans U et une section t de F
sur V telle que f |V = π(t). On a alors fx = πx(tx) ; et par ailleurs la de´finition
meˆme de π assure que tx = f(x).
En conse´quence, fx = πx(f(x)) ; on peut reformuler cette e´galite´ en disant
que fx = f(x) modulo la bijection naturelle πx : Fx ≃ F̂x.
(3.1.20.2) Prouvons maintenant que (F̂ , π) satisfait la proprie´te´ universelle
requise. Soit G un faisceau sur X , et soit ϕ : F → G un morphisme de
pre´faisceaux. Il s’agit de montrer l’existence et l’unicite´ de ψ : F̂ → G tel
que le diagramme
F
π

ϕ // G
F̂
ψ
??⑧⑧⑧⑧⑧⑧⑧⑧
commute.
Unicite´ de ψ. Si ψ est un morphisme faisant commuter le diagramme, on
a pour tout x ∈ X l’e´galite´ ψx ◦ πx = ϕx, et donc ψx = ϕx ◦ π−1x (rappelons
que πx est bijective, cf. 3.1.20.1 supra). L’unicite´ de ψ de´coule alors du fait
qu’un morphisme d’un pre´faisceau vers un faisceau est entie`rement de´termine´
par son effet sur les fibres.
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Existence de ψ. Soit U un ouvert de X et soit f ∈ F̂ (U). Nous allons tout
d’abord montrer qu’il existe une section t de G sur U , ne´cessairement unique,
telle que tx = ϕx(f(x)) pour tout x ∈ U .
Il existe un recouvrement ouvert (Ui) de U et pour tout i une section si
de F sur Ui telle que f(x) = si,x pour tout x ∈ Ui. Posons ti = ϕ(si). On a
alors par construction pour tout x ∈ Ui l’e´galite´ ti,x = ϕx(si,x) = ϕx(f(x)).
Cette dernie`re e´criture ne de´pend plus de i. Il s’ensuit que si x ∈ Ui ∩ Uj
alors ti,x = tj,x. Comme G est un faisceau, ceci entraˆıne que ti|Ui∩Uj = tj |Ui∩Uj
pour tout (i, j), puis que les ti se recollent en une section t de G ; on a bien par
construction tx = ϕx(f(x)) pour tout x ∈ U .
On pose alors ψ(f) = t. On ve´rifie imme´diatement que ψ est bien un
morphisme de pre´faisceaux. On a pour tout ouvert U de X , tout point x de U
et toute section f ∈ F (U) les e´galite´s
ψx(fx) = ϕx(f(x))︸ ︷︷ ︸
par construction de ψ
= ϕx(π
−1
x (fx)).
On a donc ψx = ϕx ◦ π−1x pour tout x ∈ X , soit encore ψx ◦ πx = ϕx. Comme
un morphisme d’un pre´faisceau vers un faisceau est entie`rement de´termine´ par
son effet sur les fibres, il vient ψ ◦ π = ϕ, ce qui ache`ve la de´monstration. 
(3.1.21) Soit F un pre´faisceau sur X , et soit G un faisceau sur X . On a une
bijection naturelle
HomPrefX (F ,G ) ≃ HomFaiscX (F̂ ,G ),
fonctorielle en F et G . En conse´quence, F 7→ F̂ est l’adjoint a` gauche du
foncteur d’inclusion de PrefX dans FaiscX .
(3.1.22) Exemples.
(3.1.22.1) Si F est un faisceau sur un espace topologique X alors F̂ = F ; on
le de´duit ou bien de la construction de F̂ , ou bien du fait que (F , IdF ) satisfait
visiblement la proprie´te´ universelle requise.
(3.1.22.2) Soit E un ensemble et soit X un espace topologique. Pour tout x
appartenant a` X , la fibre en x du pre´faisceau d’ensembles constant U 7→ E
est e´gale a` E. Son faisceautise´ s’identifie donc, d’apre`s notre construction, au
faisceau des applications localement constantes sur X a` valeurs dans E. On
l’appelle le faisceau constant associe´ a` E, et on le note E.
Notez que si X est localement connexe, le faisceau E envoie un ouvert U
de X sur Eπ0(U), ou` π0(U) est l’ensemble des composantes connexes de U . Mais
en ge´ne´ral la description de E est un peu plus complique´e : se donner une section
de E sur un ouvert U revient a` se donner une partition de U en ouverts ferme´s,
et a` assigner a` chacun d’eux un e´le´ment de E.
(3.1.22.3) Soit F un faisceau, et soit G un sous-pre´faisceau de F .
L’inclusion G →֒ F induit un morphisme Ĝ →֒ F dont on ve´rifie (l’exercice
est laisse´ au lecteur) qu’il est injectif et identifie Ĝ au sous-faisceau de F forme´
des sections qui appartiennent localement a` G . En termes un peu plus pre´cis,
Ĝ (U) est pour tout ouvert U l’ensemble des sections s ∈ F (U) satisfaisant la
condition suivante : pour tout x ∈ U , il existe un voisinage ouvert V de x dans U
tel que s|V ∈ G (V ).
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Images faisceautiques et de´faut d’exactitude
(3.1.23) Image faisceautique. SoitX un espace topologique. Soit ϕ : F → G
un morphisme de faisceaux sur X . Ce qu’on notera de´sormais Im ϕ, ce
sera l’image faisceautique de ϕ, c’est-a`-dire le faisceau associe´ a` son image
pre´faisceautique U 7→ {ϕ(s), s ∈ F (U)} ⊂ G (U). D’apre`s le 3.1.22.3 ci-dessus,
une section de Im ϕ sur un ouvert U de X est une section de G sur U qui admet
localement un ante´ce´dent par ϕ.
(3.1.24) Exemples.
(3.1.24.1) Si ϕ est un morphisme injectif entre deux faisceaux sur un espace
topologique, Im ϕ co¨ıncide avec l’image pre´faisceautique de ϕ, puisque celle-ci
est de´ja` un faisceau (3.1.16.1).
(3.1.24.2) Ce n’est pas le cas en ge´ne´ral : on a vu au 3.1.16.2 que si H de´signe
le faisceau des fonctions holomorphes sur C et d : H → H la de´rivation, l’image
pre´faisceautique de d n’est pas un faisceau.
Par ailleurs, comme toute fonction holomorphe admet localement une
primitive, on a Im d = H .
(3.1.25) Soit X un espace topologique et soit ϕ : F → G un morphisme
de faisceaux sur X . De meˆme qu’on a modifie´ la de´finition de l’image, on
modifie celle de la surjectivite´ : on dira de´sormais que ϕ est surjectif si son
image (faisceautique !) est e´gale a` G . Ainsi, la de´rivation est un endomorphisme
surjectif du faisceau des fonctions holomorphes sur C.
(3.1.25.1) Insistons sur le fait qu’on n’a par contre pas modifie´ la de´finition de
l’injectivite´, ni celle du noyau pour un morphisme de faisceaux de groupes : elles
restent de´finies ouvert par ouvert comme pour les morphismes de pre´faisceaux.
(3.1.25.2) Rappelons que ϕ est un isomorphisme si et seulement si la
fle`che F (U)→ G (U) est bijective pour tout ouvert U de X (3.1.6.1). Il s’ensuit,
en vertu de 3.1.24.1, que ϕ est un isomorphisme si et seulement si il est a` la fois
injectif et surjectif.
(3.1.25.3) Nous laissons au lecteur le soin de de´montrer l’assertion suivante :
ϕ est injectif (resp. surjectif, resp. bijectif) si et seulement si ϕx : Fx → Gx
est injectif (resp. surjectif, resp. bijectif) pour tout x ∈ X . Elle a l’avantage de
remettre injectivite´ et surjectivite´ sur le meˆme plan, alors qu’on pouvait avoir
l’impression d’une certaine dissyme´trie entre elles – l’injectivite´ e´tant de´finie
de manie`re na¨ıve quand la surjectivite´ ne se teste qu’apre`s faisceautisation de
l’image.
(3.1.26) Suites exactes de faisceaux de groupes. Soit X un espace
topologique, soient A et B deux e´le´ments de Z ∪ {−∞,+∞} et soit
S = . . .→ Fi → Fi+1 → Fi+2 → . . .
une suite de morphismes de faisceaux de groupes sur X , ou` i parcourt
l’ensemble I des entiers relatifs compris entre A et B.
Soit i un e´le´ment de I tel que i − 1 et i + 1 appartiennent a` I. On dit
que la suite S est exacte en Fi si le noyau de Fi → Fi+1 est e´gal a` l’image
de Fi−1 → Fi. On dit que S est exacte si elle est exacte en Fi pour tout i
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tel que i − 1 et i + 1 appartiennent a` I (les indices extreˆmes, s’ils existent, ne
comptent donc pas).
Il re´sulte de la de´finition que dans une suite exacte, la compose´e de deux
fle`ches successives est toujours nulle.
(3.1.26.1) De´montrez que l’exactitude d’une suite de faisceaux de groupes se
teste sur les fibres.
(3.1.26.2) La suite
F ′
f // F
g // F ′′ // 0
est exacte si et seulement si g est surjective et Ker g = Im f .
(3.1.26.3) La suite
0 // F ′
f // F
g // F ′′
est exacte si et seulement si f est injective et Ker g = Im f .
(3.1.26.4) La suite
0 // F ′
f // F
g // F ′′ // 0
est exacte si et seulement si f est injective, g est surjective et Ker g = Im f .
(3.1.27) Exemples. On note H le faisceau des fonctions holomorphes sur C,
et H × celui des fonctions holomorphes inversibles.
(3.1.27.1) On a vu au 3.1.24.2 que la de´rivation d est un endomorphisme
surjectif de H (vu comme faisceau de C-espaces vectoriels). Par ailleurs, une
fonction holomorphe sur un ouvert U de C a une de´rive´e nulle si et seulement
si elle est constante sur chaque composante connexe de U . On a donc une suite
exacte naturelle de faisceaux de C-espaces vectoriels sur l’espace topologique C :
0 // C // H d // H // 0 .
De´crivons la suite exacte qui lui correspond au niveau des fibres. Soit x un
point de C. Le de´veloppement en se´rie entie`re en la variable u = z − x fournit
un isomorphisme de C-alge`bres entre Hx et l’anneau C{u} des se´ries entie`res
de rayon > 0. La fibre en x de la suite exacte pre´ce´dente est la suite exacte
de C-espaces vectoriels
0 // C // C{u} ∂/∂u // C{u} // 0 .
(3.1.27.2) Toute fonction holomorphe inversible est localement le logarithme
d’une fonction holomorphe. Par ailleurs, l’exponentielle d’une fonction
holomorphe f sur un ouvert U de C est e´gale a` 1 si et seulement si f est
constante de valeur appartenant a` 2iπZ sur chaque composante connexe de U .
On a donc une suite exacte naturelle de faisceaux de groupes abe´liens sur l’espace
topologique C, appele´e suite exponentielle :
0 // 2iπZ // H
exp // H × // 1 .
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De´crivons la suite exacte qui lui correspond au niveau des fibres. Soit x un
point de C. Le de´veloppement en se´rie entie`re en la variable u = z − x fournit
un isomorphisme de C-alge`bres entre Hx et l’anneau C{u} des se´ries entie`res
de rayon > 0. La fibre en x de la suite exacte pre´ce´dente est la suite exacte de
groupes abe´liens
0 // 2iπZ // C{u} exp // C{u}× // 1 .
(3.1.28) Soit X un espace topologique et soit
1 // F ′
u // F
v // F ′′
une suite exacte de faisceaux de groupes sur X . Pour tout ouvert U de X , la
suite
1→ F ′(U)→ F (U)→ F ′′(U)
est exacte. En effet :
• F ′(U)→ F (U) est injective par de´finition de l’injectivite´ d’un morphisme
de faisceaux ;
• l’exactitude en F signifie que Ker v = Im u. Mais comme u est injective,
Im u co¨ıncide avec l’image pre´faisceautique de u, et l’exactitude en F (U) en
de´coule aussitoˆt.
(3.1.28.1) Ainsi, le foncteur F 7→ F (U) est exact a` gauche. Il n’est pas exact
en ge´ne´ral, car il ne transforme pas ne´cessairement les surjections en surjections,
comme en atteste notre sempiternel contre-exemple : si H de´signe le faisceau
des fonctions holomorphes sur C la de´rivation d : H → H est surjective, mais
l’application induite H (C×) → H (C×) ne l’est pas, puisque son image ne
contient pas z 7→ 1/z.
Donnons-en un autre, qui traduit le meˆme phe´nome`ne (l’absence de
logarithme continu sur C×) : la fle`che exp : H → H × est surjective, mais
l’application induite H (C×)→ H ×(C×) ne l’est pas, car son image ne contient
pas l’identite´.
(3.1.28.2) Ce de´faut d’exactitude – dont la mesure pre´cise constitue l’objet de
ce qu’on appelle la cohomologie – est, en un sens, le principal inte´reˆt de la the´orie
des faisceaux : il traduit en effet les difficulte´s de recollement d’ante´ce´dents, elles-
meˆmes lie´es a` la ≪forme≫ de l’espace topologique conside´re´ (pre´sence ou non
de ≪trous≫, etc.) ; il permet donc d’une certaine manie`re de de´crire cette forme
alge´briquement.
Ainsi, les deux contre-exemples du 3.1.28.1 ci-dessus sont intimement lie´s au
fait que C× n’est pas simplement connexe.
(3.1.29) Quotients. Soit X un espace topologique, soit G un faisceau de
groupes sur X , et soit H un sous-faisceau de groupes de G . Le faisceau quotient
G /H est le faisceau d’ensembles associe´ au pre´faisceau U 7→ G (U)/H (U), et
l’on dispose d’une surjection naturelle G → G /H .
Supposons que H est distingue´ dans G (i.e. H (U) est distingue´ dans G (U)
pour tout ouvert U). Le faisceau quotient G /H he´rite alors d’une structure
naturelle de faisceau de groupes, et G → G /H est un morphisme de faisceaux
de groupes ; nous laissons au lecteur le soin d’e´noncer et prouver la proprie´te´
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universelle du couple (G /H ,G → G /H ) sous ces hypothe`ses. Indiquons
simplement que la suite
1→ H → G → G /H → 1
est exacte ; et qu’inversement, si
1→ H → G → G ′ → 1
est une suite exacte de faisceaux de groupes, H est distingue´ dans G et le
groupe G ′ s’identifie naturellement a` G /H .
(3.1.30) Limites dans la cate´gorie des faisceaux. Soit X un espace
topologique et soit D un diagramme dans FaiscX ; pour tout ouvert U de X , on
note D(U) le diagramme de C obtenu en e´valuant en U les constituants de D .
Les limites projectives et inductives de D existent ; nous allons brie`vement
indiquer leur construction, en laissant le de´tail des ve´rifications au lecteur –elles
sont e´le´mentaires.
(3.1.30.1) Construction de la limite projective. Elle est tre`s simple : le
pre´faisceau U 7→ lim
←−
D(U) se trouve eˆtre un faisceau, qui s’identifie a` lim
←−
D .
(3.1.30.2) Construction de la limite inductive. Elle est un tout petit peu moins
simple : le pre´faisceau U 7→ lim
−→
D(U) n’est pas un faisceau en ge´ne´ral, mais son
faisceautise´ s’identifie a` lim
−→
D (combiner la proprie´te´ universelle de la limite
inductive pre´faisceautique U 7→ lim
−→
D(U) et celle du faisceautise´).
(3.1.30.3) Exercice. Traduire en termes de limite inductive (resp. projective)
l’exactitude de la suite de 3.1.26.2 (resp. 3.1.26.3), dans l’esprit de 2.4.13.1
et 2.4.13.2 ; montrez que le faisceau quotient G /H de 3.1.29 peut s’interpre´ter
comme la limite inductive d’un diagramme convenable.
(3.1.30.4) Il peut arriver dans certains cas qu’il ne soit pas ne´cessaire de
faisceautiser pour obtenir une limite inductive : par exemple, le lecteur ve´rifiera
que la somme directe pre´faisceautique d’une famille finie de faisceaux de A-
modules est un faisceau. Nous l’invitons a` montrer par un contre-exemple que
cette assertion est fausse en ge´ne´ral sans hypothe`se de finitude.
(3.1.30.5) Il y a une explication conceptuelle au fait que la limite projective
pre´faisceautique soit toujours un faisceau. Cette assertion peut en effet se
reformuler en disant que le foncteur d’inclusion IX :FaiscX →֒ PrefX commute
aux limites projectives, et il a une excellente raison pour ce faire : il admet un
adjoint a` gauche, a` savoir la faisceautisation.
Le foncteur IX n’admet pas d’adjoint a` droite en ge´ne´ral, faute de commuter
aux limites inductives (cf. supra). Il peut toutefois en admettre dans certains
cas tre`s simples : par exemple, si X = ∅ et si C = A-Mod, la cate´gorie PrefX
s’identifie a` celle des A-modules, et la cate´gorie FaiscX a` la cate´gorie Nul dont
le seul objet est le module nul ; et le foncteur M 7→ {0} est a` la fois adjoint a`
gauche et a` droite a` l’inclusion Nul →֒ A-Mod.
Notons par contre que si C = Ens, le foncteur IX n’admet jamais d’adjoint
a` droite : en effet, l’objet initial de FaiscX envoie U sur ∅ si U 6= ∅ et sur {∗}
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sinon, alors que l’objet initial de PrefX envoie tout ouvert y compris ∅ sur ∅.
Le foncteur IX ne commute donc pas aux limites inductives, et n’admet de`s lors
pas d’adjoint a` droite.
(3.1.31) Fonctorialite´. Soit f : Y → X une application continue entre espaces
topologiques.
(3.1.31.1) Si G est un faisceau sur Y , on ve´rifie imme´diatement que le
pre´faisceau f∗G est un faisceau.
(3.1.31.2) Par contre, si F est un faisceau sur X , le pre´faisceau f−1F n’est
pas un faisceau en ge´ne´ral. C’est de´sormais son faisceautise´ que l’on de´signera
par f−1F . Comme la faisceautisation ne modifie pas les fibres, on a encore pour
tout y ∈ Y d’image x sur X un isomorphisme f−1Fy ≃ Fx.
(3.1.31.3) On a ainsi de´fini deux foncteurs : le foncteur f−1 de FaiscX
vers FaiscY , et le foncteur f∗ de FaiscY vers FaiscX .
Si Z est un espace topologique et si g:Z → Y est une application continue,
on a des isomorphismes naturels de foncteurs
(f ◦ g)∗ ≃ f∗ ◦ g∗ et (f ◦ g)−1 ≃ g−1 ◦ f−1.
C’est en effet e´vident pour les images directes ; et en ce qui concerne les images
re´ciproques, les de´finitions fournissent un morphisme naturel de (f ◦ g)−1
vers g−1 ◦ f−1, dont on ve´rifie sur les fibres que c’est un isomorphisme.
En combinant l’assertion pre´faisceautique correspondante et la proprie´te´
universelle du faisceautise´, on de´montre que (f−1, f∗) est un couple de foncteurs
adjoints.
(3.1.31.4) Si U est un ouvert de X et si j : U →֒ X est la fle`che d’inclusion,
on ve´rifie que pour tout faisceau F sur X , le faisceau j−1F n’est autre que la
restriction de F a` U .
(3.1.31.5) Si x ∈ X et si i: {x} →֒ X est l’inclusion, on ve´rifie que pour
tout faisceau F sur X , le faisceau i−1F envoie {x} sur Fx (et ∅ sur {∗},
ne´cessairement).
3.2 Espaces annele´s
De´finition, exemples, premie`res proprie´te´s
(3.2.1) De´finition. Un espace annele´ est un couple (X,OX) ou` X est un
espace topologique et OX un faisceau d’anneaux sur X , que l’on appelle parfois
le faisceau structural.
(3.2.2) Exemples.
(3.2.2.1) Soit X un espace topologique, et soit OX le faisceau des fonctions
continues a` valeurs re´elles sur X . Le couple (X,OX) est un espace annele´ (en R-
alge`bres).
(3.2.2.2) Soit X une varie´te´ diffe´rentielle, et soit OX le faisceau des
fonctions C∞ sur X . Le couple (X,OX) est un espace annele´ (en R-alge`bres).
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(3.2.2.3) Soit X une varie´te´ analytique complexe, et soit OX le faisceau des
fonctions holomorphes sur X . Le couple (X,OX) est un espace annele´ (en C-
alge`bres).
(3.2.2.4) Soit X un espace topologique et soit OX le faisceau constant Z surX .
Le couple (X,OX) est un espace annele´.
(3.2.2.5) Soit (X,OX) un espace annele´, et soit U un ouvert de X . Le
couple (U,OX |U ) est un espace annele´ ; sauf mention expresse du contraire, on
conside`rera toujours U comme e´tant muni de cette structure d’espace annele´,
et on e´crira a` l’occasion OU au lieu de OX |U .
(3.2.3) De´finition. Soient (Y,OY ) et (X,OX) deux espaces annele´s. Un
morphisme d’espaces annele´s de (Y,OY ) vers (X,OX) est constitue´ d’une
application continue ϕ : Y → X et d’une donne´e supple´mentaire que l’on peut
pre´senter de trois fac¸ons diffe´rentes, dont l’e´quivalence re´sulte des de´finitions et
de l’adjonction entre ϕ−1 et ϕ∗ :
a) un morphisme de faisceaux d’anneaux de OX vers ϕ∗OY ;
b) un morphisme de faisceaux d’anneaux de ϕ−1OX vers OY ;
c) pour tout couple (U, V ) forme´ d’un ouvert U de X et d’un ouvert V de Y
tel que ϕ(V ) ⊂ U , un morphisme d’anneaux ϕ∗ : OX(U)→ OY (V ), en exigeant
que si U et U ′ sont deux ouverts de X avec U ′ ⊂ U , et V et V ′ deux ouverts
de Y avec V ′ ⊂ V , ϕ(V ) ⊂ U et ϕ(V ′) ⊂ U ′ alors le diagramme
OX(U)
ϕ∗ //

OY (V )

OX(U ′)
ϕ∗ // OY (V ′)
commute.
(3.2.3.1) On prendra garde que si (U, V ) est comme au c) l’application ϕ va
de V vers U , mais l’application ϕ∗ entre anneaux de sections va ≪dans l’autre
sens≫, a` savoir de OX(U) vers OY (V ).
(3.2.3.2) En s’appuyant sur la de´finition 3.2.3, on fait des espaces annele´s une
cate´gorie – la de´finition des identite´s et de la composition des morphismes est
laisse´e au lecteur.
(3.2.4) Exemples.
(3.2.4.1) Soient Y et X deux espaces topologique, respectivement munis de
leurs faisceaux de fonctions continues a` valeurs re´elles, et soit ϕ une application
continue de Y versX . Elle induit naturellement un morphisme d’espaces annele´s
entre Y et X : pour tout ouvert U de X , tout ouvert V de Y tel que ϕ(U) ⊂ V
et toute fonction continue f : U → R, on pose ϕ∗f = f ◦ ϕ.
(3.2.4.2) Soient Y et X deux varie´te´s diffe´rentielles, respectivement munies
de leurs faisceaux de fonctions continues a` valeurs re´elles, et soit ϕ une
application C∞ de Y vers X . Elle induit naturellement un morphisme d’espaces
annele´s entre Y et X : pour tout ouvert U de X , tout ouvert V de Y tel
que ϕ(U) ⊂ V et toute fonction C∞ f : U → R, on pose ϕ∗f = f ◦ ϕ.
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(3.2.4.3) Soient Y et X deux varie´te´s analytiques complexes, respectivement
munies de leurs faisceaux de fonctions holmomorphes, et soit ϕ une application
holomorphe de Y vers X . Elle induit naturellement un morphisme d’espaces
annele´s entre Y et X : pour tout ouvert U de X , tout ouvert V de Y tel
que ϕ(U) ⊂ V et toute fonction holomorphe f : U → C, on pose ϕ∗f = f ◦ ϕ.
(3.2.4.4) Soit (X,OX) un espace annele´, et soit U un ouvert de X .
L’immersion j : U →֒ X est sous-jacente a` un morphisme naturel d’espace
annele´s : si U ′ est un ouvert de U et X ′ un ouvert de X contenant U ′, le
morphisme j∗ : OX(X ′)→ OU (U ′) = OX(U ′) est simplement la restriction.
Soit ϕ : (Y,OY ) → (X,OX) un morphisme d’espaces annele´s tel que ϕ(Y )
soit contenu dans U . L’application continue Y → U induite par ϕ est sous-
jacente a` un morphisme d’espaces annele´s de (Y,OY ) vers (U,OU ) : si W est un
ouvert de Y et si V est un ouvert de U contenant ϕ(Y ), le morphisme d’anneaux
correspondant OU (W ) = OX(W )→ OY (V ) n’est autre que ϕ∗.
En d’autres termes, toute factorisation ensembliste par U est automatique-
ment morphique.
On ve´rifie aise´ment que ce morphisme d’espace annele´s (Y,OY ) → (U,OU )
est le seul dont la compose´e avec j soit e´gale a` ϕ. Cela signifie que ((U,OU ), j)
repre´sente le foncteur qui envoie un espace annele´ (Y,OY ) sur
{ϕ ∈ HomEsp−ann((Y,OY ), (X,OX)), ϕ(Y ) ⊂ U}.
(3.2.4.5) Nous dirons qu’un morphisme d’espaces annele´s ϕ:Y → X est une
immersion ouverte s’il induit un isomorphisme entre Y et un ouvert de X .
(3.2.4.6) Soit ϕ : (Y,OY )→ (X,OX) un morphisme d’espaces annele´s ; soit y
un point de Y et soit x son image surX . Le morphisme ϕ induit alors de manie`re
naturelle un morphisme d’anneaux de OX,x vers OY,y, souvent encore note´ ϕ∗.
(3.2.5) Limites inductives d’espaces annele´s. Soit D = ((Xi), (Eij))
un diagramme dans la cate´gorie des espaces annele´s. Il admet une limite
inductive lim
−→
D que nous allons brie`vement de´crire – la justification est laisse´e
en exercice.
En tant qu’espace topologique, lim
−→
D co¨ıncide avec la limite inductive de D
dans Top, construite au 1.7.8.2. Il reste a` de´crire le faisceau structural de lim
−→
D .
Soit U un ouvert de lim
−→
D ; son image re´ciproque de U sur
∐
Xi est de la
forme
∐
Ui, ou` Ui est pour tout i un ouvert de Xi, et ou` f(Ui) ⊂ Uj pour
tout (i, j) et toute f ∈ Eij . On de´finit alors Olim
−→
D(U) comme l’ensemble des
familles (si) ∈
∏
OXi(Ui) telles que f
∗sj = si pour tout (i, j) et toute f ∈ Ei,j .
On note λi:Xi → lim
−→
D la fle`che structurale.
Les OX-modules
(3.2.6) Soit (X,OX) un espace annele´. Un OX-module M est un faisceau
en groupes abe´liens M sur X muni, pour tout ouvert U de X , d’une loi
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externe OX(U)×M (U)→ M (U) qui fait du groupe abe´lien M (U) un OX(U)-
module, ces donne´es e´tant sujettes a` la condition suivante : pour tout ouvert U
de X , tout ouvert V de U , toute section s ∈ M (U) et toute f ∈ OX(U), on a
(fs)|V = (f |V )(s|V ).
Un morphisme de OX -modules est un morphisme de faisceaux en groupes
qui est OX -line´aire en un sens e´vident.
(3.2.7) Donnons un premier exemple venu de la ge´ome´trie diffe´rentielle :
si (X,OX) est une varie´te´ diffe´rentielle munie de son faisceau des fonctions C∞,
alors le faisceau des champs de vecteurs, qui associe a` un ouvert U de X les
sections du fibre´ tangent de X au-dessus de U (ou, de fac¸on e´quivalente, les
de´rivations de la R-alge`bre OX(U)) est de manie`re naturelle un OX -module.
(3.2.8) Soit (X,OX) un espace annele´ et soit M un OX -module. Pour tout x
appartenant a` X , la fibre Mx he´rite d’une structure naturelle de OX,x-module.
(3.2.9) Faisceautisation d’ope´rations usuelles sur les modules. Les
notions usuelles en the´orie des modules se faisceautisent souvent, donnant ainsi
lieu a` des notions analogues en the´orie des OX -modules. Donnons quelques
exemples ; on fixe un espace annele´ (X,OX).
(3.2.9.1) Les limites inductives et projectives. Soit D un diagramme
dans OX -Mod ; pour tout U , notons D(U) le diagramme des OX(U)-Mod obtenu
par e´valuation en U des constituants de D .
Il admet une limite projective et une limite inductive, construites comme a` la
section pre´ce´dente : le pre´faisceau U 7→ lim
←−
D(U) est naturellement un faisceau,
admettant une structure e´vidente de OX -module, et il s’identifie a` lim
←−
D ; le
pre´faisceau U 7→ lim
−→
D(U) n’est quant a` lui en ge´ne´ral pas un faisceau, mais
quand on le faisceautise on obtient un OX -module qui s’identifie a` lim
−→
D .
Il peut arriver que pour certaines limites inductives l’ope´ration de
faisceautisation ne soit pas ne´cessaire : on ve´rifie par exemple que la somme
directe pre´faisceautique d’une famille finie de OX -modules est de´ja` un faisceau.
(3.2.9.2) Soient M et N deux OX -modules. Le pre´faisceau
U 7→ M (U)⊗OX(U) N (U)
n’est pas un faisceau en ge´ne´ral ; son faisceautise´ est note´ M ⊗OX N , et he´rite
d’une structure naturelle de OX -module.
Le lecteur e´tablira sans la moindre difficulte´ les faits suivants (en raisonnant
ouvert par ouvert, et en appliquant la proprie´te´ universelle du faisceautise´). On
dispose d’un morphisme bi-OX -line´aire canonique de M ×N dans M ⊗OX N ,
note´e (f, g) 7→ f⊗g ; pour tout OX -module P et tout morphisme bi-OX -line´aire
b M × N vers P, il existe une unique application OX -line´aire ℓ:M ⊗OX N
telle que ℓ(f ⊗ g) = b(f, g) pour tout (f, g).
(3.2.9.3) Soit n un entier. Le pre´faisceau U 7→ M (U)⊗OX(U) OX(U)n est un
faisceau, qui s’identifie a` M n ; le produit tensoriel M ⊗OX OnX s’obtient donc
directement, sans faisceautisation, et est naturellement isomorphe a` M n.
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(3.2.9.4) On a pour tout x ∈ X un isomorphisme canonique
(M ⊗OX N )x ≃ Mx ⊗OX,x Nx.
Pour s’en convaincre, on peut ou bien proce´der ≪a` la main≫ a` l’aide des
constructions explicites de la limite inductive filtrante et du produit tensoriel,
ou bien remarquer que les deux OX,x-modules en jeu repre´sentent le meˆme
foncteur covariant, a` savoir celui qui envoie un OX,x-module P sur
lim
←−
BilOX(U)(M (U)×N (U), P )
ou` U parcourt l’ensemble des voisinages ouverts de x.
Le OX -module M⊗OXN peut eˆtre caracte´rise´ par une proprie´te´ universelle ;
nous vous sugge´rons a` titre d’exercice de l’e´noncer et de la prouver.
(3.2.9.5) Une OX-alge`bre A est un faisceau d’anneaux sur X muni d’un
morphisme de faisceaux d’anneaux OX → A . Une OX -alge`bre he´rite d’une
structure naturelle de OX -module.
Si A et B sont deux OX -alge`bres, un morphisme de OX -alge`bres de A
vers B est un morphisme de faisceau d’anneaux de A → B faisant commuter
le diagramme
A // B
OX
OO ==⑤⑤⑤⑤⑤⑤⑤⑤
.
Si A est une OX -alge`bre et si N est un A -module, N he´rite via la
fle`che OX → A d’une structure naturelle de OX -module. On dit que cette
structure est obtenue par restriction des scalaires a` de A a` OX .
Si A est une OX -alge`bre et si M est un OX -module, le produit
tensoriel A ⊗OX M he´rite d’une structure naturelle de A -module ; on dit que
le A -module A ⊗OX M est de´duit de M par extension des scalaires de A a` OX .
Nous vous laissons en exercice la de´monstration du fait suivant : l’extension des
scalaires de OX a` A est l’adjoint a` gauche de la restriction des scalaires de A
a` OX .
Si A et B sont deux OX -alge`bres, leur produit tensoriel A ⊗OX B est de
manie`re naturelle une OX -alge`bre ; nous vous invitons a` prouver que A ⊗OX B
est la somme disjointe de A et B dans la cate´gorie des OX -alge`bres.
(3.2.10) Fonctorialite´. Soit ϕ : (Y,OY ) → (X,OX) un morphisme d’espaces
annele´s. Soit N un OY -module et soit M un OX -module.
(3.2.10.1) La structure de OY -module sur N induit de manie`re naturelle une
structure de ϕ∗OY -module sur ϕ∗N . Le morphisme ϕ est par de´finition fourni
avec un morphisme de faisceaux d’anneaux OX → ϕ∗OY , par le biais duquel
le ϕ∗OY -module ϕ∗N peut eˆtre vu comme un OX -module.
(3.2.10.2) Les choses se passent un peu mois bien concernant le foncteur ϕ−1 :
le faisceau ϕ−1M he´rite d’une structure naturelle de ϕ−1(OX)-module, mais
la fle`che ϕ−1(OX) → OY va dans le mauvais sens et ne permet pas de faire
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de ϕ−1M un OY -module. Elle permet par contre de le transformer de manie`re
universelle en un OY -module, par tensorisation ; le OY -module OY ⊗ϕ−1OX M
ainsi obtenu est note´ ϕ∗M .
Si y ∈ Y et si x de´signe son image sur X , il existe un isomorphisme
naturel (ϕ∗M )y ≃ OY,y⊗OX,xMx : on le voit en combinant le bon comportement
vis-a`-vis des fibres de ϕ−1 (3.1.31.2) et du produit tensoriel (3.2.9.4).
(3.2.10.3) On ve´rifie que ϕ∗ est de fac¸on naturelle un foncteur de la cate´gorie
des OY -Mod vers OX -Mod, et que ϕ∗ est de fac¸on naturelle un foncteur de la
cate´gorie de OX -Mod vers OY -Mod.
(3.2.10.4) Si Z est un espace annele´ et ψ:Z → Y un morphisme, on dispose
d’isomorphismes naturels de foncteurs
(ϕ ◦ ψ)∗ ≃ ϕ∗ ◦ ψ∗ et (ϕ ◦ ψ)∗ ≃ ψ∗ ◦ ϕ∗ .
C’est en effet e´vident pour les images directes ; et en ce qui concerne les images
re´ciproques, les de´finitions fournissent un morphisme de (f ◦ g)∗ vers g∗ ◦ f∗,
dont on ve´rifie sur les fibres que c’est un isomorphisme.
(3.2.10.5) Soit M et N deux OX -modules ; on a un isomorphisme naturel
ϕ∗M ⊗OY ϕ∗N ≃ ϕ∗(M ⊗OX N ).
En effet, les de´finitions fournissent un morphisme naturel du terme de gauche
vers celui de droite, et l’on ve´rifie sur les fibres que c’est un isomorphisme.
(3.2.10.6) Le couple (ϕ∗, ϕ∗) est un couple de foncteurs adjoints : c’est
une conse´quence formelle des proprie´te´s d’adjonction du couple (ϕ−1, ϕ∗), et
du couple forme´ de l’extension des scalaires et de la restriction des scalaires
(faisceautiques).
(3.2.10.7) Il re´sulte imme´diatement de la de´finition que ϕ∗OX = OY . Par
ailleurs, comme ϕ a un adjoint a` droite, il commute aux limites inductives et
en particulier aux sommes directes quelconques (le lecteur pourra le ve´rifier
directement). En particulier, ϕ∗(OnX) = O
n
Y pour tout entier n.
(3.2.11) Le faisceau des homomorphismes. Soit (X,OX) un espace annele´.
Si F et G sont deux OX -modules, on ve´rifie imme´diatement que
U 7→ Hom(F |U ,G |U )
est un faisceau, qui posse`de lui-meˆme une structure naturelle de OX -module ;
on le note Hom(F ,G ). Le faisceau Hom(F ,F ) sera e´galement note´ End F ;
il a une structure naturelle (via la composition des endomorphismes ouvert par
ouvert) de OX -alge`bre non commutative en ge´ne´ral.
(3.2.11.1) La fle`che (F ,G ) 7→ Hom(F ,G ) est de manie`re naturelle un foncteur
covariant en G et un foncteur contravariant en F .
(3.2.11.2) Exemple. Soit F un OX -module et soit n ∈ N. Soit U un ouvert
de X et soient e1, . . . , en des sections de F sur U . La formule
(a1, . . . , an) 7→
∑
aiei
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de´finit un morphisme de OU -modules de O
n
U vers F |U , que l’on dira induit par
les ei. Re´ciproquement, tout morphisme ϕ de OU -modules de OnU vers F |U est
de cette forme : prendre ei = ϕ( 0, . . . , 1, . . . , 0︸ ︷︷ ︸
le 1 est a` la place i
).
En faisant varier U dans cette construction, on obtient un isomorphisme
canonique Hom(OnX ,F ) ≃ Fn. En particulier, Hom(OnX ,OmX ) ≃ OnmX pour
tout m.
(3.2.11.3) Soit F un OX -module. A` toute section f de OX sur un ouvert U
de X est associe´e de manie`re naturelle un endomorphisme de F |U , a` savoir
l’homothe´tie de rapport f , donne´e par la formule s 7→ fs.
En faisant varier U dans cette construction, on obtient un morphisme
canonique de OX -alge`bres F → End F . Lorsque F = OX , ce morphisme
est un isomorphisme en vertu de 3.2.11.2.
(3.2.12) Soit F un OX -module. On note F∨ le OX -module Hom(F ,OX), que
l’on appelle aussi le dual de F .
(3.2.12.1) Soit F un OX -module. Soit U un ouvert de X et soit s ∈ F (U). La
section s de´finit de manie`re naturelle un morphisme de F∨|U vers OU , donne´
par la formule ϕ 7→ ϕ(s).
En faisant varier U dans cette construction, on obtient un morphisme
canonique de F dans son bidual F∨∨.
On ve´rifie imme´diatement a` l’aide de 3.2.11.2 que OnX → (OnX)∨∨ est un
isomorphisme pour tout n.
(3.2.12.2) Soient F et G deux OX -modules. Soit U un ouvert de X , soit ϕ
appartenant a` F∨(U) et soit s ∈ G (U). Le couple (ϕ, s) de´finit un morphisme
de F |U vers G |U , donne´ par la formule t 7→ ϕ(t)s.
En faisant varier U dans cette construction, on obtient un morphisme bi-OX -
line´aire de F∨ × G vers Hom(F ,G ), qui induit un morphisme de OX -modules
de F∨ ⊗OX G vers Hom(F ,G ).
(3.2.12.3) Soient n et m deux entiers. En vertu de 3.2.11.2, la fle`che naturelle
(OnX)
∨(U)⊗OX(U) OmX (U)→ Hom(OnU ,OmU )
est un isomorphisme pour tout ouvert U de X . En conse´quence,
(OnX)
∨ ⊗OX OmX → Hom(OnX ,OmX )
est un isomorphisme.
(3.2.13) Exercice. Soit F un OX -module. Montrez que H 7→ Hom(F ,H )
est adjoint a` droite a` G 7→ G ⊗OX F .
3.3 Espaces localement annele´s
De´finition, exemples, premie`res proprie´te´s
(3.3.1) De´finition. On appelle espace localement annele´ un espace
annele´ (X,OX) tel que OX,x soit pour tout x ∈ X un anneau local.
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(3.3.2) Exemples.
(3.3.2.1) Le cas des faisceaux de fonctions. Soit k un corps, soit X un
espace topologique, et soit OX un sous-faisceau de k-alge`bres du faisceau de
toutes les fonctions de X vers k (en particulier, OX contient les fonctions
constantes). Supposons que OX posse`de la proprie´te´ suivante : pour tout
ouvert U de X et tout x ∈ U , une fonction f ∈ OX(U) telle que f(x) 6= 0
admet un inverse dans OX(V ) pour un certain voisinage ouvert V de x dans U .
Sous ces hypothe`ses, (X,OX) est localement annele´ ; pour tout x ∈ X , l’ide´al
maximal de OX,x est le noyau de la surjection x 7→ f(x) de OX,x sur k.
La preuve est mutatis mutandis celle donne´e au 2.2.9 lorsque k = R
et lorsque OX est le faisceau des fonctions continues de X dans R, mais
l’assertion plus ge´ne´rale que nous pre´sentons ici s’applique dans bien d’autres
cas inte´ressants :
• le corps k est e´gal a` R, l’espace X est une varie´te´ diffe´rentielle et OX est
le faisceau des fonctions C∞ sur X ;
• le corps k est e´gal a` C, l’espace X est une varie´te´ analytique complexe et
OX est le faisceau des fonctions holomorphes sur X ;
• le corps k est alge´briquement clos, X est une varie´te´ alge´brique sur k au
sens des articles FAC et GAGA de Serre (qui est aussi celui adopte´ par Perrin
dans son cours de ge´ome´trie alge´brique), et OX est le faisceau des fonctions
re´gulie`res sur X .
(3.3.2.2) Stabilite´ par restriction a` un ouvert. Soit (X,OX) un espace
localement annele´, et soit U un ouvert de X . L’espace annele´ (U,OU = OX |U )
est localement annele´ : cela provient du fait que l’on a pour tout x ∈ U
l’e´galite´ OU,x = OX,x.
(3.3.3) Soit (X,OX) un espace localement annele´.
(3.3.3.1) Soit x ∈ X . Notons κ(x) le corps re´siduel de l’anneau local OX,x. On
dit aussi que c’est le corps re´siduel du point x, et l’on dispose d’une surjection
canonique OX,x → κ(x). Pour des raisons psychologiques, on choisit de noter
cette surjection f 7→ f(x), et d’appeler ce morphisme ≪e´valuation en x≫. On a
ainsi l’e´quivalence
f(x) 6= 0 ⇐⇒ f est inversible dans OX,x.
(3.3.3.2) Soit U un ouvert de X et soit x ∈ U . La fle`che compose´e
OX(U)→ OX,x → κ(x)
sera encore note´e f 7→ f(x). Remarquons que si f est un e´le´ment inversible
de OX(U), son image f(x) par le morphisme d’e´valuation est un e´le´ment
inversible du corps κ(x), et est en particulier non nulle.
(3.3.3.3) Si X = ∅ on a OX(X) = {0} puisque OX est un faisceau. Supposons
maintenant que X soit non vide, et soit x ∈ X . L’e´valuation en x fournit un
morphisme de OX(X) vers le corps κ(x), ce qui force OX(X) a` eˆtre non nul :
si 1 e´tait nul dans OX(X) on aurait 1(x) = 0, c’est-a`-dire 1 = 0 dans κ(x), ce
qui est absurde.
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(3.3.3.4) Lemme. Soit U un ouvert de X et soit f ∈ OX(U). L’ensemble D(f)
des points x ∈ U en lesquels f ne s’annule pas est un ouvert de U , et f est
inversible dans OX(U) si et seulement si D(f) = U .
De´monstration. Soit x ∈ D(f). Comme f(x) 6= 0, on de´duit de l’e´quivalence
mentionne´e en 3.3.3.1 que f est inversible dans OX,x, c’est-a`-dire sur un
voisinage ouvert V de x. On a alors f(y) 6= 0 pour tout y ∈ V d’apre`s 3.3.3.2 ;
en conse´quence, V ⊂ D(f) et D(f) est ouvert.
Si f est inversible dans OX(U) alors f(x) 6= 0 pour tout x ∈ U
d’apre`s 3.3.3.2, et U = D(f).
Re´ciproquement, supposons que U = D(f) et soit x ∈ U . Comme f(x) 6= 0,
on de´duit de l’e´quivalence mentionne´e en 3.3.3.1 que f est inversible dans OX,x,
c’est-a`-dire au voisinage de x. Ceci valant pour tout x ∈ U , il existe un
recouvrement ouvert (Ui) de U et pour tout i un inverse gi de f |Ui dans OX(Ui).
Pour tout couple (i, j), chacune des deux restrictions de gi et gj a` Ui∩Uj est
un inverse de f |Ui∩Uj ; par unicite´ de l’inverse, elles co¨ıncident. Les section gi
du faisceau OX se recollent donc en une section g de OX sur U , qui satisfait
les e´galite´s gf |Ui = 1 pour tout i ; en conse´quence, gf = 1 et f est inversible
dans OX(U).
(3.3.4) Commentaires. On voit que le faisceau structural d’un espace
localement annele´ quelconque ressemble par certains aspects aux faisceaux de
fonctions a` valeurs dans un corps tels que de´crits en 3.3.2.1 : ses sections peuvent
eˆtre e´value´es en tout point (le re´sultat vivant dans un corps), le lieu des points
en lesquels une section ne s’annule pas est un ouvert, et une section est inversible
si et seulement si elle ne s’annule pas.
Pour cette raison, on pense assez souvent aux sections du faisceau structural
comme a` des fonctions, et il arrive fre´quemment d’ailleurs qu’on les qualifie (un
peu abusivement) ainsi.
Nous attirons toute fois l’attention sur deux points importants qui montrent
les limites de l’intuition ≪fonctionnelle≫ applique´e aux espaces localement
annele´s ge´ne´raux.
(3.3.4.1) Premier point. Dans un espace localement annele´ (X,OX), le
corps κ(x) de´pend a priori de x. Dans la situation conside´re´e au 3.3.2.1 il e´tait
constant mais en ge´ne´ral, il peut effectivement varier.
Nous n’avons pas pour le moment d’exemple naturel (c’est-a`-dire non
construit expre`s) d’espace localement annele´ sur lequel cela se produit.
Indiquons simplement que cela arrive fre´quemment sur un sche´ma, et donnons
en attendant un exemple ≪artificiel≫ tre`s simple : on prend pour X un ensemble
a` deux e´le´ments x et y, muni de la topologie discre`te et du faisceau
∅ 7→ {0}, {x} 7→ C, {y} 7→ Z/2Z, et {x, y} 7→ C× Z/2Z.
On ve´rifie imme´diatement que X est un espace localement annele´, que κ(x) = C
et que κ(y) = Z/2Z.
(3.3.4.2) Second point. Si (X,OX) est un espace localement annele´, si U est
un ouvert de X et si f ∈ OX(U), il se peut que f(x) = 0 pour tout x ∈ U sans
que f soit nulle.
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Par exemple, supposons que f soit nilpotente et non nulle. Dans ce cas, f(x)
est pour tout x ∈ X un e´le´ment nilpotent d’un corps, et est donc trivial.
Nous allons donner un exemple tre`s simple ou` une telle f existe. Fixons
un corps k, et conside´rons un espace topologique singleton {x}. Se donne une
structure d’espace localement annele´ sur {x} revient a` choisir un anneau local.
Soit O le quotient k[T ]/(T 2) et soit f la classe de T ; elle est non nulle.
L’ensemble des ide´aux premiers de O est en bijection avec l’ensemble des
ide´aux premiers de k[T ] contenant (T 2) ; il n’y en a qu’un, a` savoir (T ).
L’anneau O est donc local, son unique ide´al maximal est (f), et son corps
re´siduel est k[T ]/(T ) = k.
On a ainsi bien de´fini une structure d’espace localement annele´ sur x.
Comme f est nilpotente, on a f(x) = 0. On pouvait d’ailleurs le voir directement
ici, puisque l’e´valuation en x est la re´duction modulo l’ide´al maximal de O, c’est-
a`-dire justement modulo (f). D’une manie`re ge´ne´rale, si g est un e´le´ment de O,
il s’e´crit a + bf , ou` a et b sont deux e´le´ments uniquement de´termine´s de k, et
on a alors g(x) = a.
(3.3.4.3) Commentaires. On peut se demander pourquoi autoriser ce genre
d’horreurs, alors qu’on a fait en sorte, pour ce qui concerne la non-annulation,
que les proprie´te´s usuelles soient satisfaites. La raison est que la pre´sence de
≪fonctions≫ nilpotentes non nulles peut avoir un sens ge´ome´trique profond, et
c’est notamment le cas dans l’exemple que l’on vient de traiter.
En effet, conside´rons, dans le plan affine sur k en coordonne´es S et T ,
la parabole P d’e´quation T 2 = S et la droite D d’e´quation S = 0. Leur
intersection na¨ıve est le point x de coordonne´es (0, 0). En the´orie des sche´mas,
cette intersection est un peu plus riche que {x} : on garde en me´moire le corps de
base et les e´quations, et l’intersection sera donc l’espace topologique {x} muni
du faisceau (ou de l’anneau, si l’on pre´fe`re) k[S, T ]/(S, T 2 − S) ≃ k[T ]/T 2 : on
retrouve l’espace localement annele´ e´voque´ plus haut.
La pre´sence de nilpotents non triviaux parmi les fonctions sur P ∩ D
s’interpre`te intuitivement comme suit : l’intersection P ∩D est e´gale au point x
infinite´simalement e´paissi parce que P et D sont tangentes en x ; le point
d’intersection x est en quelque sorte double, et c’est cette multiplicite´ qui est
code´e alge´briquement par l’existence de nilpotents non triviaux.
Cet exemple est significatif : c’est pour prendre en compte les
multiplicite´s dans la the´orie que Grothendieck a de´cide´ d’admettre les
≪fonctions≫ nilpotentes non nulles . Cela se re´ve`le un outil extraordinairement
souple, mais il y a un prix a` payer : il faut autoriser une ≪fonction≫ a` s’annuler
en tout point sans eˆtre globalement nulle. D’ou` le choix du formalisme abstrait
des espaces localement annele´s, qui mime en partie le point de vue fonctionnel
classique, mais permet ce genre de fantaisies finalement tre`s utiles.
(3.3.5) Digression alge´brique. Soient A et B deux anneaux locaux d’ide´aux
maximaux respectifs m et n. Soit f un morphisme de A vers B. Si a ∈ A et
si f(a) ∈ n alors f(a) n’est pas inversible, et a n’est donc pas inversible non
plus ; autrement dit, a ∈ m. On dit que f est local si la re´ciproque est vraie,
c’est-a`-dire si f(m) ⊂ n, ou encore si f−1(n) = m.
(3.3.6) De´finition. Soient (Y,OY ) et (X,OX) deux espaces localement
annele´s. Unmorphisme d’espaces localement annele´s de (Y,OY ) vers (X,OX) est
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un morphisme ϕ d’espaces annele´s tel que OX,ϕ(y) → OY,y soit pour tout y ∈ Y
un morphisme local.
(3.3.6.1) Nous allons re´crire cette condition de fac¸on plus suggestive. Soit y un
point de Y . Dire que OX,ϕ(y) → OY,y est local signifie que si f est un e´le´ment
de OX,ϕ(y), alors f appartient a` l’ide´al maximal de OX,ϕ(y) si et seulement si f
∗ϕ
appartient a` l’ide´al maximal de OY,y. En termes plus image´s, cela se traduit par
l’e´quivalence
f(ϕ(y)) = 0 ⇐⇒ (ϕ∗f)(y) = 0.
(3.3.6.2) Exemples. Dans chacun des exemples classiques 3.2.4.1, 3.2.4.2
et 3.2.4.3, l’application ϕ∗ est simplement f 7→ f ◦ ϕ : on a donc
tautologiquement (ϕ∗f)(y) = 0 ⇐⇒ f(ϕ(y)) = 0, et ϕ est de`s lors a` chaque
fois un morphisme d’espaces localement annele´s.
(3.3.6.3) Soit ϕ : (Y,OY ) → (X,OX) un morphisme d’espaces localement
annele´s. On ne peut pas espe´rer que la formule ϕ∗f = f ◦ ϕ soit valable
sans hypothe`se supple´mentaire : celle-ci n’a en effet simplement aucun sens en
ge´ne´ral, puisque OX n’est pas ne´cessairement un faisceau de fonctions a` valeurs
dans un corps fixe´, pour les deux raisons e´voque´es ci-dessus (3.3.4.1 et 3.3.4.2).
Mais on va voir qu’elle est tout de meˆme, d’une certaine manie`re, aussi valable
qu’il est possible.
Soit y un point de Y . Comme ϕ est un morphisme d’espaces localement
annele´s, on a f(ϕ(y)) = 0 ⇐⇒ (ϕ∗f)(y) = 0 pour tout f ∈ OX,ϕ(y).
En conse´quence, ϕ∗ : OX,ϕ(y) → OY,y induit par passage au quotient un
plongement κ(ϕ(y)) →֒ κ(y), de sorte que le diagramme
OY,y // κ(y)
OX,ϕ(y)
OO
// κ(ϕ(y))
OO
commute. Autrement dit, modulo le plongement de κ(ϕ(y)) dans κ(y), on a
pour toute f ∈ OX,ϕ(y) l’e´galite´
(ϕ∗f)(y) = f(ϕ(y)).
Elle e´voque irre´sistiblement, comme annonce´, l’e´galite´ f∗ϕ = f ◦ ϕ ; mais
re´pe´tons qu’il serait illicite de la traduire ainsi puisque f ne peut pas en ge´ne´ral
s’interpre´ter comme une vraie fonction na¨ıvement composable avec ϕ.
(3.3.6.4) Par contre, si k est un corps et si OY et OX sont des faisceaux de
fonctions a` valeurs dans k comme dans 3.3.2.1, alors l’e´galite´ ci-dessus signifie
pre´cise´ment que ϕ∗f = f ◦ ϕ. Dans ce contexte, un morphisme d’espaces
localement annele´s est donc simplement une application continue ϕ : Y → X
telle que la fonction f ◦ϕ appartienne a` OY pour fonction f appartenant a` OX ,
et ϕ∗ est obligatoirement donne´ par la formule ϕ∗f = f ◦ ϕ.
(3.3.7) Soit X un espace localement annele´ et soit U un ouvert de X .
L’immersion canonique d’espaces annele´s j : U →֒ X (cf. 3.2.4.4) est alors
un morphisme d’espaces localement annele´s (les morphismes induits au niveau
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des fibres sont des isomorphismes, car si x ∈ U l’anneau local OU,x s’identifie
canoniquement a` OX,x).
Si ϕ : Y → X est un morphisme d’espaces localement annele´s tel que ϕ(Y )
soit contenu dans U , l’unique morphisme d’espaces annele´s ψ : Y → U tel que
j◦ψ = ϕ est en fait un morphisme d’espaces localement annele´s (la` encore parce
que OU,x = OX,x pour tout x ∈ U).
Autrement dit, dans la cate´gorie des espaces localement annele´s, on observe
le phe´nome`ne de´ja` constate´ dans la cate´gorie des espaces annele´s : toute
factorisation ensembliste par un ouvert est automatiquement morphique.
Le morphisme ψ est le seul morphisme d’espaces localement annele´s dont la
compose´e avec j soit e´gale a` ϕ (puisque c’est de´ja` le cas dans la cate´gorie des
espaces annele´s, cf. 3.2.4.4). Cela signifie que ((U,OU ), j) repre´sente le foncteur
qui envoie un espace localement annele´ (Y,OY ) sur
{ϕ ∈ HomEsp−loc−ann((Y,OY ), (X,OX)), ϕ(Y ) ⊂ U}.
(3.3.7.1) Un morphisme d’espaces localement annele´s ϕ:Y → X est appele´
une immersion ouverte s’il induit un isomorphisme entre Y et un ouvert de X .
(3.3.8) Soit D = ((Xi), (Eij) un diagramme dans la cate´gorie des espaces
localement annele´s. Le lecteur ve´rifiera que sa limite inductive dans la cate´gorie
des espaces annele´s, construite au 3.2.5, est en fait localement annele´e, et
s’identifie a` la limite inductive de D dans la cate´gorie des espaces localement
annele´s. Soit λi:Xi → lim
−→
D la fle`che structurale.
(3.3.9) Remarque. Ainsi, l’inclusion de la cate´gorie des espaces localement
annele´s dans celle des espaces annele´s commute aux limites inductives. Elle a une
bonne raison pour ce faire : elle admet un adjoint a` droite, que nous de´crirons
plus loin pour la curiosite´ du lecteur, mais dont nous ne nous servirons pas.
(3.3.10) Exactement comme dans le cas des espaces annele´s, on de´duit
de 3.3.7.1 que si X est un espace localement annele´ et si U et V sont deux
ouverts de X alors U ∩ V s’identifie au produit fibre´ U ×X V .
Une conse´quence ge´ome´trique du lemme de Nakayama
(3.3.11) Soit (X,OX) un espace localement annele´. Si F est un OX -module,
si x ∈ X et si f est une section de F sur un voisinage ouvert U de x, on
se permettra, lorsque le contexte est clair, de noter encore f l’image fx de F
dans Fx.
(3.3.12) Soit F un OX -module, et soit x ∈ X . On de´signe par mx l’ide´al
maximal de OX,x. Le κ(x)-espace vectoriel κ(x) ⊗OX,x Fx = Fx/mxFx sera
plus simplement note´ κ(x)⊗x F . Si f est une section de F de´finie au voisinage
de x, son image dans κ(x)⊗x F sera note´e f(x) (cette notation est compatible
avec celle de´ja` utilise´e lorsque F = OX). L’application f 7→ f(x) induit par sa
de´finition meˆme une surjection de Fx vers κ(x)⊗x F .
(3.3.13) Soit (e1, . . . , en) une famille de sections de F sur X , et soit ϕ : OnX →
F le morphisme induit. On dit que (e1, . . . , en) engendre F si ϕ est surjectif.
Ce signifie que le morphisme induit OnX,x → Fx est surjectif pour tout x, c’est-
a`-dire encore que les ei engendrent le OX,x-module Fx pour tout x. Si c’est le
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cas, les ei(x) engendrent pour tout x l’espace vectoriel κ(x)⊗xF = Fx/mxFx,
qui est donc de dimension au plus n.
(3.3.14) De´finition. Un OX -module F est dit localement de type fini si pour
tout x ∈ X il existe un voisinage ouvert U de x et une famille finie de sections
de F sur U qui engendrent F |U .
Si c’est le cas, il re´sulte de 3.3.13 que κ(x)⊗x F est de dimension finie pour
tout x.
(3.3.15) Proposition. Soit F un OX -module localement de type fini, et soit x
un point de X. Soit (e1, . . . , en) une famille de sections de F sur un voisinage
ouvert U de x. Les assertions suivantes sont e´quivalentes :
i) les ei(x) engendrent le κ(x)-espace vectoriel κ(x)⊗Fx ;
ii) il existe un voisinage ouvert V de x dans U tel que les ei
engendrent F |V .
De´monstration. L’implication ii)⇒i) a e´te´ vue au 3.3.13. Supposons
maintenant que i) soit vraie. Les ei(x) engendrant κ(x) ⊗x F = Fx/mxF ,
le lemme de Nakayama assure que les ei engendrent le OX,x-module Fx.
Par ailleurs, comme F est localement de type fini, il existe un voisinage
ouvert V de x dans U , et une famille (f1, . . . , fm) de sections de F sur V qui
engendrent F |V .
Comme les ei engendrent Fx, il existe une famille (aij) d’e´le´ments de OX,x
tels que fj =
∑
i aijei pour tout j. Quitte a` restreindre V , on peut supposer
que les aij sont de´finies sur V , et que l’e´galite´ fj =
∑
aijei vaut dans F (V ).
Soit y ∈ V . L’e´galite´ fj =
∑
aijei vaut dans Fy ; ce dernier e´tant engendre´
par les fj (puisqu’elle engendrent F |V ), il est de`s lors e´galement engendre´ par
les ei. Ceci e´tant vrai pour tout y ∈ V , les ei engendrent F |V , ce qui ache`ve la
de´monstration. 
(3.3.15.1) Commentaires. L’e´tape cruciale de la preuve ci-dessus, celle
durant laquelle ≪il se passe vraiment quelque chose≫, est l’utilisation du lemme
de Nakayama pour garantir que les ei engendrent Fx ; le reste n’est qu’une
application directe de la de´finition des germes en x, couple´e a` un tout petit peu
d’alge`bre line´aire.
On peut donc conside´rer la proposition 3.3.15 comme une traduction
ge´ome´trique du lemme de Nakayama, traduction qui se pre´sente essentiellement
sous la forme d’un passage du ponctuel au local (pour le caracte`re ge´ne´rateur
d’une famille finie de sections).
(3.3.15.2) Mentionnons un cas particulier important de la proposition 3.3.15,
qui met particulie`rement bien en lumie`re ce passage du ponctuel au local :
l’espace vectoriel κ(x) ⊗x F est nul si et seulement si il existe un voisinage
ouvert V de x dans X tel que F |V soit nul (appliquer la proposition a` la
famille vide de sections).
(3.3.16) Corollaire. Soit (X,OX) un espace localement annele´ et soit F
un OX-module localement de type fini. La fonction
r : x 7→ dimκ(x) κ(x)⊗x F
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est semi-continue supe´rieurement, c’est-a`-dire que pour tout entier d, l’ensemble
des points x de X tels que r(x) 6 d est ouvert.
De´monstration. Soit x un point de X en lequel r(x) 6 d. Choisissons une
famille e1, . . . , en de sections de F , de´finies sur un voisinage ouvert U de x, et
telles que les ei(x) forment une base de κ(x)⊗xF . Comme r(x) 6 d, on a n 6 d.
En vert de la proposition 3.3.15, il existe un voisinage ouvert V de x dans U tel
que les ei engendrent F |V ; en conse´quence, on a r(y) 6 n 6 d pour tout y ∈ V
(3.3.13). 
(3.3.16.1) Notons un cas particulier fondamental, dont l’e´nonce´ peut
apparaˆıtre contre-intuitif au premier abord : le sous-ensemble U de X forme´
des point x tels que r(x) = 0, c’est-a`-dire encore tel que κ(x) ⊗x F = {0}, est
un ouvert. Remarquons de surcroˆıt que le faisceau F |U a toutes ses fibres nulles
d’apre`s le cas particulier de la proposition 3.3.15 signale´ au 3.3.15.2, et est donc
lui-meˆme nul.
(3.3.16.2) Un exemple. Soit X une varie´te´ diffe´rentielle munie du
faisceau OX des fonctions C
∞. Soit x ∈ X et soit U un ouvert de X . On
note I (U) l’ide´al de OX(U) de´fini comme suit :
• si x ∈ U alors I (U) est l’ensemble des fonctions appartenant a` OX(U) et
s’annulant en x ;
• si x /∈ U alors I (U) = OX(U).
Il est imme´diat que I est un sous-faisceau de OX ; soit F le quotient OX/I .
Il est (localement) de type fini par construction ; nous allons de´terminer la
fonction r : y 7→ dimR R⊗y F (notez que κ(y) = R pour tout y ∈ X).
Soit i l’inclusion de {x} dans X . Le faisceau i∗R envoie un ouvert U de X
sur R si U contient x, et sur {0} sinon (c’est un ≪faisceau gratte-ciel supporte´
en x≫). Il he´rite d’une structure naturelle de OX -module, de´finie comme suit :
sur un ouvert U ne contenant pas x, il n’y a rien a` faire ; sur un ouvert U
contenant x, on fait agir OX(U) sur i∗R(U) = R par la formule (f, λ) 7→ f(x)λ.
On dispose d’une surjection OX -line´aire naturelle de OX sur i∗R : la` encore,
sur un ouvert U ne contenant pas x, il n’y a rien a` faire ; et sur un ouvert U
contenant x, on envoie une fonction f ∈ OX(U) sur f(x) ∈ R = i∗R(U). Par
construction, le noyau de cette surjection est I . En conse´quence, F ≃ i∗R. Il
s’ensuit que R⊗y F = {0} si y 6= x, et que R⊗x F = R ; il vient
r(y) = 0 si y 6= x et r(x) = 1.
3.4 Faisceaux localement libres de rang 1
De´finition, exemples, premie`res proprie´te´s
(3.4.1) Soit X un espace localement annele´ et soit n un entier. Un OX -
module F est dit localement libre de rang fini (resp. de rang n) si tout point
de X posse`de un voisinage ouvert U tel que F |U soit isomorphe a` OmU pour un
certain entier m (resp. a` OnU ).
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(3.4.1.1) Soit F un OX -module localement libre de rang n. Il est dit trivial
s’il est isomorphe a` OnX . On dira qu’une famille (Ui) d’ouverts de X trivialise
F si F |Ui est trivial pour tout i.
(3.4.1.2) Soit F un OX -module localement libre sur X , et soit x ∈ X . Par
hypothe`se, il existe un voisinage ouvert U de x dans X , un entier m et un
isomorphisme F |U ≃ OmU . On a alors Fx ≃ OmX,x, et κ(x) ⊗ F ≃ κ(x)m.
L’entier m est ainsi uniquement de´termine´ : c’est le rang du module libre Fx
sur l’anneau non nul OX,x, ou encore la dimension du κ(x)-espace vectoriel
κ(x) ⊗ F ; on dit que m est le rang de F en x. Le rang de F en tout point
de U est encore e´gal a` m par de´finition ; le rang de F apparaˆıt ainsi comme une
fonction localement constante de X dans N. Si X est connexe, cette fonction est
ne´cessairement constante, et a donc une valeur bien de´finie si X est de surcroˆıt
non vide, valeur que l’on appelle encore le rang de F .
(3.4.1.3) Soit ψ:Y → X un morphisme d’espaces localement annele´s. Si F
est un OX -module localement libre de rang fini (resp. de rang n) alors ψ∗F est
un OY -module localement libre de rang fini (resp. n) : c’est une conse´quence
imme´diate de 3.2.10.6.
(3.4.2) Nous allons donner un premier exemple de OX -module localement libre
non trivial, dans le contexte de la ge´ome´trie analytique complexe – nous en
rencontrerons d’autres plus loin en the´orie des sche´mas.
Soit S la sphe`re de Riemann C ∪ {∞}, munie du faisceau OS des fonctions
holomorphes. Soit I ⊂ OS le faisceau d’ide´aux de´fini comme suit : si U est
un ouvert de S ne contenant pas 0 (resp. contenant 0) alors I (U) = OS(U)
(resp. I (U) est l’ensemble des fonctions f ∈ OS(U) s’annulant en 0).
(3.4.2.1) Le OS-module I est localement libre de rang 1. En effet, on a d’une
part par de´finition I |S\{0} = OS\{0} ; et d’autre part, f 7→ zf de´finit un
isomorphisme de OC sur I |C (une fonction holomorphe au voisinage de l’origine
s’y annule si et seulement si elle est multiple de z).
(3.4.2.2) Le OS-module localement libre I n’est pas trivial. En effet, rappelons
que les seules fonctions holomorphes de´finies sur S toute entie`re sont les
constantes (c’est le ≪principe du maximum≫). Autrement dit, on a OS(S) = C,
et I (S) = {0} (une fonction constante s’annule a` l’origine si et seulement si
elle est nulle !). Par conse´quent, I n’est pas isomorphe a` OS .
(3.4.3) Soient F et G deux OX -modules localement libres de rang fini.
(3.4.3.1) On de´duit de 3.2.11.2 que le OX -module Hom(F ,G ) est localement
libre de rang fini et que son rang (comme fonction sur X , cf. supra) est e´gal au
produit des rangs de F et G .
En particulier, le dual F∨ est localement libre de meˆme rang que F .
(3.4.3.2) Il est imme´diat que le produit tensoriel F ⊗OX G est localement libre
de rang e´gal au produit des rangs de F et G : c’est une simple conse´quence du
fait que (OX)n ⊗OX (OmX ) ≃ OnmX .
On de´duit par ailleurs de 3.2.12.3 que F∨ ⊗OX G → Hom(F ,G ) est un
isomorphisme, puisque cette proprie´te´ se teste localement.
(3.4.3.3) On de´duit de meˆme de 3.2.12.1 que F → F∨∨ est un isomorphisme.
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(3.4.4) Soit L un OX -module localement libre de rang 1. Il re´sulte de 3.2.11.3
(toujours via un raisonnement local) que la fle`che naturelle OX → End L est un
isomorphisme de OX -alge`bres. En composant sa re´ciproque avec l’isomorphisme
entre L ⊗OX L ∨ et End L fourni par 3.4.3.2, on obtient un isomorphisme
L ⊗OX L ∨ ≃ OX .
Il de´coule imme´diatement des de´finitions des diffe´rentes fle`ches en jeu que cet
isomorphisme est simplement donne´ par la formule
s⊗ ϕ 7→ ϕ(s).
On peut bien entendu ve´rifier directement que celle-ci de´finit bien un
isomorphisme : en raisonnant localement on se rame`ne au cas ou` F = OX ,
pour lequel c’est e´vident.
(3.4.5) Si L et L ′ sont deux OX -modules localement libres de rang 1, le OX -
module L ⊗OX L ′ est lui aussi localement libre de rang 1 d’apre`s 3.4.3.2.
Le produit tensoriel induit de ce fait une loi de composition sur
l’ensemble Pic X des classes d’isomorphie de OX -modules localement libres
de rang 1. Elle est associative, commutative, et posse`de un e´le´ment neutre : la
classe de OX . Il re´sulte de 3.4.4 que la classe [L ] d’un OX -module localement
libre L admet un syme´trique, a` savoir [L ∨]. En conse´quence, Pic X est un
groupe abe´lien, appele´ le groupe de Picard de l’espace localement annele´ X .
Sections inversibles et trivialisations
(3.4.6) Soit L un OX -module localement libre de rang 1. Si s est une section
globale de L , on note D(s) l’ensemble des points x tels que s(x) 6= 0 ; cette
notation est compatible avec celle de´ja` utilise´e lorsque L = OX .
(3.4.6.1) Soit L ′ un second OX -module localement libre de rang 1, et soient s
et s′ des sections globales respectives de L et L ′. Le produit tensoriel s ⊗ s′
est une section de L ⊗OX L ′, et l’on a D(s ⊗ s′) = D(s) ∩ D(s′). En effet,
comme la proprie´te´ est locale sur X , on peut supposer L = L ′ = OX . Comme
le morphisme canonique
OX ⊗OX OX → OX , f ⊗ g 7→ fg
est un isomorphisme, il en re´sulte que D(s⊗s′) = D(ss′) = D(s)∩D(s′), comme
annonce´.
(3.4.6.2) Soit s une section globale de L . Il existe un unique morphisme ℓ
de OX vers L qui envoie 1 sur s : celui donne´ par la formule f 7→ fs. Nous
allons montrer que ℓ est un isomorphisme si et seulement si D(s) = ∅ ; si c’est
le cas, nous dirons que s est inversible.
Si ℓ est un isomorphisme, on a D(s) = D(1) = ∅. Re´ciproquement,
supposons que D(s) = ∅. Pour montrer que ℓ est un isomorphisme, on peut
raisonner localement et donc supposer que L = OX . Dans ce cas, s est une
fonction inversible, et ℓ est donc bien un isomorphisme de re´ciproque f 7→ f/s.
(3.4.6.3) La fle`che ℓ 7→ ℓ(1) e´tablit donc une bijection entre l’ensemble des
isomorphismes de OX versL et l’ensemble des sections inversibles de L . Si s est
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une telle section, l’isomorphisme qui lui correspond est f 7→ fs, et sa re´ciproque
sera note´e t 7→ t/s.
Soit s une section inversible de L et soit s′ une section inversible de L ′. La
section s ⊗ s′ de L ⊗OX L ′ est inversible d’apre`s 3.4.6.1. Si f et g sont deux
sections de OX (sur un ouvert de X) on a fs ⊗ gs′ = fg(s ⊗ s′) ; il en re´sulte
que si t et t′ sont des sections respectives de L et L ′ alors
(t⊗ t′)/(s⊗ s′) = (t/s) · (t′/s′).
(3.4.6.4) Soit s une section inversible de L et soit s′ une section de L ′. Il est
imme´diat qu’il existe un et un seul morphisme de L vers L ′ envoyant s sur s′,
donne´ par la formule t 7→ (t/s)s′. Ce morphisme est un isomorphisme si et
seulement si s′ est inversible. Cette condition est en effet clairement ne´cessaire,
et si elle est satisfaite on ve´rifie aussitoˆt que τ 7→ (τ/s′)s est un inverse a` gauche
et a` droite du morphisme conside´re´.
(3.4.7) On peut penser a` un OX -module L localement libre de rang 1 comme
a` une famille d’espaces vectoriels de dimension 1 (celle des κ(x)⊗L lorsque x
parcourt X), les sections inversibles correspondant aux familles d’e´le´ments non
nuls, c’est-a`-dire de bases.
(3.4.7.1) Un OX -module localement libre de rang 1 n’admet pas
ne´cessairement de section inversible (puisqu’il n’est pas force´ment trivial, cf.
3.4.2). Modulo l’interpre´tation donne´e au 3.4.7, cela correspond au fait que si
un espace vectoriel abstrait de dimension 1 sur un corps admet toujours une
base, il n’en admet aucune qui soit canonique – et il n’y a donc en ge´ne´ral
aucune raison de pouvoir faire un choix ≪cohe´rent≫ de bases dans une famille
de tels espaces vectoriels.
(3.4.7.2) Plusieurs faits mentionne´s ci-dessus (3.4.6.1, 3.4.6.3) font apparaˆıtre
une certaine parente´ entre le produit tensoriel des sections de OX -modules
localement libres de rang 1 et le produit classique des fonctions. C’est, la` encore,
la de´clinaison en famille d’un phe´nome`ne qui existe de´ja` au niveau des espaces
vectoriels de dimension 1, que nous allons maintenant expliquer.
Soient L et L′ deux espaces vectoriels de dimension 1 sur un corps k. Si l’on
choisit une base de L et une base de L′, on obtient deux isomorphismes L ≃ k
et L′ ≃ k, modulo lesquels il devient possible de multiplier un e´le´ment de L
par un e´le´ment de L′ (on obtient un scalaire). Cette ope´ration est e´videmment
hautement non canonique : elle de´pend de fac¸on cruciale du choix des bases.
Pour ≪multiplier≫ les e´le´ments de L par ceux de L′ de manie`re intrinse`que,
on utilise le produit tensoriel
⊗:L× L′ → L⊗k L′.
Il y a bien entendu un lien entre nos deux constructions d’un produit : si v est
une base de L et v′ une base de L′ alors v⊗ v′ est une base de L⊗kL′ ; chacune
de ces bases identifie l’espace vectoriel correspondant a` k, et le diagramme
L× L′ (λ,µ) 7→λ⊗µ // L⊗k L′
k × k
(a,b) 7→ab
//
(a,b) 7→(av,bv′) ≃
OO
k
a7→av⊗v′≃
OO
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commute.
Vous avez de´ja` maintes fois rencontre´, probablement de fac¸on implicite, ce
genre de conside´rations en... physique. La mesure d’une grandeur y est en effet
le plus souvent non un scalaire bien de´termine´, mais un e´le´ment d’un R-espace
vectoriel re´el de dimension 1 (celui des temps, celui des longueurs...), dont le
choix d’une base revient a` celui d’une unite´ de re´fe´rence. Une phrase courante
comme ≪lorsqu’on multiplie deux longueurs, on obtient une aire≫ e´voque une
ope´ration qui, conceptuellement, ne consiste pas a` multiplier deux nombres re´els
(meˆme si en pratique, c’est e´videmment ce que l’on fait, une fois choisi un
syste`me d’unite´s), mais a` appliquer le produit tensoriel L× L→ L⊗2, ou` L est
l’espace vectoriel des longueurs (et L⊗2 celui des aires). Si l’on note m la base
de L correspondant au choix du me`tre comme unite´ de longueur, la base m⊗m
de L⊗2 est celle qui correspond au me`tre carre´ comme unite´ d’aire.
La division d’une longueur par un temps (non nul) pour obtenir une vitesse
est un tout petit peu plus de´licate a` de´crire en termes intrinse`ques : si T de´signe
l’espace des temps, elle consiste a` associer a` un couple (ℓ, t) de L × (T \ {0})
l’e´le´ment l ⊗ t−1 de l’espace des vitesses L ⊗R T∨, ou` t−1 est la forme line´aire
τ 7→ τ/t sur l’espace vectoriel T (si l’on pre´fe`re, on peut de´crire t−1 comme la
base duale de t). Si s de´signe la base de T correspondant au choix de la seconde
comme unite´ de temps, la base m⊗ s−1 de L⊗R T∨ est celle qui correspond au
me`tre par seconde comme unite´ de vitesse.
Cocycles
(3.4.8) Nous allons maintenant de´finir des objets (qui sont des cas particuliers
de constructions cohomologiques tre`s ge´ne´rales) dont nous nous servirons pour
fabriquer des OX -modules localement libres de rang 1 par recollement.
(3.4.8.1) Soit (Ui)i∈I un recouvrement ouvert de X . Un cocycle subordonne´
au recouvrement (Ui) est la donne´e, pour tout couple (i, j) d’indices, d’un
e´le´ment fij ∈ OX(Ui ∩ Uj)×, satisfaisant les conditions suivantes (on pourrait
de´duire ii) de i) et iii), mais nous avons pre´fe´re´ la faire figurer explicitement) :
i) fii = 1 pour tout i ;
ii) fij = f
−1
ji pour tout (i, j) ;
iii) fij · fjk = fik pour tout (i, j, k) la` ou` cette e´galite´ a un sens, c’est-a`-dire
sur Ui ∩ Uj ∩ Uk.
L’ensemble Z(Ui) des cocycles subordonne´s a` (Ui) he´rite d’une structure
naturelle de groupe, induite par la multiplication des fonctions.
(3.4.8.2) Un premier exemple : les cobords. Donnons-nous pour tout i un
e´le´ment ai ∈ OX(Ui)×. Pour tout (i, j), on note fij l’e´le´ment inversible (ai/aj)
de OX(Ui ∩ Uj)×. La famille (fij) est alors un cocycle subordonne´ a` (Ui).
Les cocycles de cette forme sont appele´s cobords ; l’ensemble B(Ui) des cobords
subordonne´s a` (Ui) est un sous-groupe de Z(Ui).
(3.4.9) Cocyles et OX-modules localement libres de rang 1. On fixe
un OX -module L0, localement libre de rang 1. Soit (Ui) un recouvrement
ouvert de X . Le but de ce qui suit est de construire une bijection entre le
groupe Z(Ui)/B(Ui) et l’ensemble G(Ui),L0 ⊂ Pic X des classes d’isomorphie
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de OX -modules L localement libres de rang 1 et tels que L |Ui ≃ L0|Ui pour
tout i ; nous dirons plus simplement qu’un tel L est L0-trivialise´ par (Ui).
Notons qu’un OX -module localement libre de rang 1 est OX -trivialise´ par (Ui)
si et seulement si il est trivialise´ par (Ui) au sens de 3.4.1.1.
(3.4.9.1) Soit donc L un OX -module localement libre de rang 1 qui est L0-
trivialise´ par (Ui) ; nous allons expliquer comment lui associer un e´le´ment
de Z(Ui)/B(Ui).
Choisissons pour tout i un isomorphisme ℓi:L0|Ui → L |Ui . Pour tout
couple (i, j), la compose´e ℓi ◦ ℓ−1j est un automorphisme de L |Ui∩Uj , c’est-
a`-dire, en vertu de 3.4.4, une homothe´tie de rapport fij pour une certaine
fonction fij ∈ OX(Ui∩Uj)×, uniquement de´termine´e. On ve´rifie imme´diatement
que (fij) est un cocycle subordonne´ a` (Ui).
Donnons-nous une seconde collection d’isomorphismes λi:L0|Ui → L |Ui , et
soit (gij) le cocycle qui lui est associe´ par le proce´de´ ci-dessus. Pour tout i,
la compose´e ℓi ◦ λ−1i est un automorphisme de L |Ui , c’est-a`-dire, en vertu
de 3.4.4, une homothe´tie de rapport ai pour une certaine fonction ai ∈ OX(Ui)×,
uniquement de´termine´e. On ve´rifie alors aussitoˆt que fij = gij · (ai/aj) pour
tout (i, j).
Ainsi, la classe du cocycle (fij) modulo B(Ui) ne de´pend pas du choix du
syste`me (ℓi), mais seulement de L ; on la note h(L ).
(3.4.9.2) Remarque. Si L ′ est second OX -module localement libre de rang 1
et si θ:L → L ′ est un isomorphisme, il re´sulte aussitoˆt des de´finitions que le
cocycle associe´ par la collection d’isomorphismes (θ ◦ ℓi:L0|Ui ≃ L ′|Ui) est e´gal
a` (fij). Ainsi, h(L ) ne de´pend que de la classe d’isomorphie de L . On peut
donc voir h comme une application de G(Ui),L0 vers Z(Ui)/B(Ui).
(3.4.9.3) Nous allons maintenant construire une application l de Z(Ui)/B(Ui)
vers G(Ui),L0 , puis montrer que l et h sont deux bijections re´ciproques l’une de
l’autre.
Soit (fij) un cocycle subordonne´ a` (Ui). Soit U un ouvert de X . On
de´finit L (U) comme l’ensemble des familles (si) appartenant a`
∏
i L0(U ∩ Ui)
telles que si = fijsj pour tout (i, j) la` ou` cette e´galite´ a un sens, c’est-a`-dire
sur U ∩ Ui ∩ Uj (en termes informels, on ≪tord≫ la condition de co¨ıncidence
usuelle par le cocycle (fij)).
On voit aussitoˆt que L est un faisceau, qui posse`de une structure naturelle
de OX -module (la multiplication externe se fait composante par composante).
Fixons un indice k. Pour tout ouvert U ⊂ Uk et toute section s appartenant
a` L0(U), la famille (si) ∈
∏
L0(U ∩Ui) de´finie par la formule si = fiks est une
section de L sur U (nous laissons le lecteur le ve´rifier – cela repose de manie`re
essentielle sur le fait que (fij) est un cocycle).
On de´finit par ce biais un morphisme ℓk:L0|Uk ≃ L |Uk . Il est imme´diat
que ℓk est un isomorphisme de re´ciproque (si) 7→ sk. Autrement dit, sur
l’ouvert Uk on peut identifier L a` L0 en ne regardant que la composante
d’indice k. Ainsi, L est L0-trivialise´ par (Ui). On dit que L est obtenu en
tordant L0 par le cocycle (fij).
(3.4.9.4) Remarque. Il re´sulte des de´finitions que le cocycle associe´ au syste`me
d’isomorphismes (ℓi) par le proce´de´ de´crit au 3.4.9.1 est pre´cise´ment (fij).
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(3.4.9.5) Donnons-nous pour tout i une fonction inversible ai sur Ui. Soit (gij)
le cocycle de´fini par la formule gij = (ai/aj)fij , et soit M le OX -module
localement libre de rang 1 associe´ a` (gij) par le proce´de´ de´crit ci-dessus. On
montre sans difficulte´ que la formule (si) 7→ (aisi) de´finit un isomorphisme
de L sur M , de re´ciproque (ti) 7→ (a−1i ti).
La construction du 3.4.9.3 permet ainsi d’associer a` toute classe h
appartenant a` Z(Ui)/B(Ui) une classe l(h) ∈ G(Ui),L0 . La remarque 3.4.9.4 ci-
dessus assure que h ◦ l = IdZ(Ui)/B(Ui) .
(3.4.9.6) Il reste a` montrer que l ◦ h = IdG(Ui),L0 .
Soit L un OX -module localement libre de rang 1 qui est L0-trivialise´
par (Ui). On se donne un syste`me d’isomorphismes
(ℓi:L0|Ui ≃ L |Ui) ;
on lui associe un cocycle (fij) comme au 3.4.9.1, puis on associe a` (fij) un OX -
module L ′ par le proce´de´ de´crit au 3.4.9.3. Il suffit pour conclure de de´montrer
que L ′ ≃ L .
Soit U un ouvert de X et soit (si) une section de L ′ sur U . Par construction,
on a pour tout (i, j) l’e´galite´ ℓi(si) = ℓj(sj) la` ou` elle a un sens, c’est-a`-dire
sur U ∩ Ui ∩ Uj . Les ℓi(si) se recollent donc en une section de L sur U . En
faisant varier U , on obtient un morphisme L ′ → L ; nous laissons le lecteur
ve´rifier qu’il s’agit d’un isomorphisme, de re´ciproque s 7→ (ℓ−1i (s))i.
(3.4.9.7) Les applications l et h mettent donc comme annonce´ Z(Ui)/B(Ui) et
G(Ui),L0 en bijection.
Supposons que L0 = OX . Il est imme´diat que G(Ui),OX est un sous-groupe
de Pic X . Nous laissons au lecteur le soin de prouver que h et l sont alors des
isomorphismes de groupes ; cela repose essentiellement sur le bon comportement
du produit tensoriel vis-a`-vis de la multiplication des fonctions (3.4.6.1-3.4.6.3).
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Chapitre 4
Le spectre comme espace
topologique
4.1 Spectre d’un anneau
Motivation et de´finition
(4.1.1) Soit A un anneau. La ge´ome´trie alge´brique a` la Grothendieck se propose
de lui associer un objet de nature ge´ome´trique, en partant du postulat suivant,
conforme a` l’intuition provenant de the´ories classiques (ge´ome´trie diffe´rentielle,
ge´ome´trie analytique complexe, ge´ome´trie alge´brique au sens des articles FAC
et GAGA de Serre...) : en ge´ome´trie, un ≪point≫est quelque chose en lequel on
peut e´valuer des fonctions, le re´sultat e´tant a` valeurs dans un corps.
(4.1.2) On de´cide donc d’associer a` tout morphisme A→ K, ou`K est un corps,
un point de notre objet ge´ome´trique a` construire –l’ide´e e´tant qu’on doit penser
au morphisme en question comme a` l’e´valuation en le point correspondant.
(4.1.2.1) Mais il y a beaucoup trop de tels morphismes A → K, lorsque K
varie (au point que ceux-ci ne constituent meˆme pas un ensemble). Il faut donc
en identifier certains pour obtenir un objet raisonnable. On de´cide ainsi que
pour tout diagramme commutatif
K ′
A
77♥♥♥♥♥♥♥♥♥♥♥♥♥♥ // K
.

>>⑤⑤⑤⑤⑤⑤⑤⑤
les morphismes A → K et A → K ′ de´finissent le meˆme point. C’est naturel :
il s’agit simplement de dire qu’on ne change pas un point en agrandissant
artificiellement le corps sur lequel il est de´fini.
Par exemple, l’e´valuation P 7→ P (0) est un morphisme de R[T ] dans R ; on
peut toujours s’amuser a` le voir comme un morphisme de R[T ] dans C, mais
il s’agira encore de l’e´valuation en l’origine : qu’on conside`re celle-ci comme un
point re´el ou un point complexe importe peu, c’est le ≪meˆme≫ point.
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(4.1.2.2) L’objet que l’on souhaite associer a` A peut donc eˆtre de´fini comme
le quotient de {A→ K}K corps par la relation qu’engendrent les identifications
mentionne´es ci-dessus.
Ce n’est certes pas une de´finition tre`s tangible. Mais il re´sulte de 2.2 que ce
quotient est en bijection naturelle avec l’ensemble Spec A des ide´aux premiers
de A, de la fac¸on suivante :
• a` la classe d’un morphisme A→ K on associe le noyau de A→ K ;
• a` un ide´al premier p on fait correspondre la classe de la fle`che
compose´e A→ A/p →֒ Frac A/p.
De plus, d’apre`s loc. cit., A → Frac A/p est le plus petit morphisme de
sa classe : tout morphisme A → K appartenant a` celle-ci admet une unique
factorisation A→ Frac A/p →֒ K.
(4.1.3) L’objet de base associe´ a` un anneau A par la the´orie des sche´mas
est donc l’ensemble Spec A de ses ide´aux premiers. Toutefois, pour favoriser
l’intuition ge´ome´trique, il est pre´fe´rable de penser aux e´le´ments de Spec A
comme a` des points, et de se rappeler qu’a` tout point x de Spec A correspond,
selon les besoins :
• un ide´al premier p de A ;
• une classe de morphismes A → K, ou` K est un corps, qui admet un plus
petit e´le´ment A→ κ(x) que l’on note suggestivement f 7→ f(x).
Le lien entre les deux se de´duit de 4.1.2.2 : on a
p = {f ∈ A, f(x) = 0},
le corps κ(x) est e´gal a` Frac A/p et A → κ(x) est la fle`che canonique de A
vers Frac A/p, compose´e de la fle`che quotient A→ A/p et de l’injection de A/p
dans son corps des fractions. On dit que κ(x) est le corps re´siduel du point x.
(4.1.4) Ainsi, A apparaˆıt comme une sorte d’anneaux de fonctions sur Spec A,
au moins dans le sens ou` l’on dispose pour tout x ∈ Spec A d’un morphisme
d’e´valuation f 7→ f(x), a` valeurs dans le corps κ(x) qui de´pend a priori de x.
(4.1.4.1) Inversibilite´ : tout se passe bien. Soit f ∈ A. L’e´le´ment f appartient
a` A× si et seulement si il n’appartient a` aucun ide´al premier de A ; autrement
dit, f est inversible si et seulement si f(x) 6= 0 pour tout x ∈ Spec A : en ce
qui concerne l’inversibilite´, A se comporte effectivement comme un anneau de
fonctions classiques sur Spec A.
(4.1.4.2) Annulation en tout point : les limites du point de vue fonctionnel.
Soit f ∈ A. On a f(x) = 0 pour tout x ∈ Spec A si et seulement si f appartient
a` tous les ide´aux premiers d A, c’est-a`-dire si et seulement si f est nilpotent
(lemme 2.2.14).
Ainsi, lorsque A n’est pas re´duit, f peut s’annuler en tout point sans eˆtre
elle-meˆme nulle, et il est donc abusif de qualifier les e´le´ments de A de fonctions ;
on le fait tout de meˆme parfois en pratique, soit parce qu’on travaille avec des
anneaux re´duits, soit pour le confort de l’analogie – mais il faut garder en teˆte
le proble`me des nilpotents !
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La topologie de Zariski
Nous allons maintenant de´finir une topologie sur Spec A, et e´tablir ses
proprie´te´s de base, avant d’en venir aux premiers exemples de spectres.
(4.1.5) Soit E une partie de A. On note V (E) l’ensemble des points x de Spec A
tels que f(x) = 0 pour tout f ∈ E.
(4.1.6) Si (Ei)i∈I est une famille de sous-ensembles de A, on voit
imme´diatement que
⋂
V (Ei) = V (
⋃
Ei). Supposons maintenant que I est fini,
et soit F l’ensemble des e´le´ments de A de la forme
∏
i∈I fi ou` fi ∈ Ei pour
tout i ; on ve´rifie la` encore sans proble`mes que V (F ) =
⋃
V (Ei).
(4.1.7) Soit E ∈ A. Les faits suivants de´coulent sans difficulte´ des de´finitions.
(4.1.7.1) Si I de´signe l’ide´al engendre´ par E alors V (E) = V (I).
(4.1.7.2) Soit x ∈ Spec A et soit p l’ide´al premier correspondant. Le point x
appartient a` V (E) si et seulement si E ⊂ p.
(4.1.8) Il re´sulte de 4.1.6 que les parties de la forme V (E) pour E ⊂ A sont les
ferme´s d’une topologie sur Spec A, dite de Zariski. Par construction, les ouverts
de Spec A sont les parties qui sont re´union de sous-ensembles de la forme
D(f) := {x ∈ A, f(x) 6= 0}
ou` f ∈ A. Notons que D(fg) = D(f) ∩D(g) pour tout (f, g) ∈ A2, et que si x
est un point de Spec A correspondant a` un ide´al premier p alors x ∈ D(f) si et
seulement si f /∈ p.
(4.1.9) La topologie de Zariski ne ressemble gue`re aux topologies usuelles. Par
exemple, en ge´ne´ral les points de Spec A ne sont pas tous ferme´s (et Spec A
n’est a fortiori pas se´pare´).
Plus pre´cise´ment, soit x ∈ Spec A et soit p l’ide´al premier correspondant.
Il de´coule tautologiquement de la de´finition de la topologie de Zariski que {x}
est l’ensemble des points y tels que f(y) = 0 pour toute f ∈ A s’annulant en x.
Autrement dit, {x} = V (p). Cela signifie que si y est un point de Spec A
correspondant a` un ide´al premier q, le point y appartient a` {x} si et seulement
si p ⊂ q. En particulier, le point x est ferme´ si et seulement si p est maximal
(et on a alors x = V (p)).
(4.1.10) De´finition. On dit qu’un espace topologique X est quasi-compact si
de tout recouvrement ouvert de X on peut extraire un sous-recouvrement fini.
Attention : la diffe´rence entre ≪quasi-compact≫ et ≪compact≫ est que l’on
ne requiert pas qu’un espace quasi-compact soit se´pare´.
(4.1.11) Lemme. L’espace topologique Spec A est quasi-compact.
De´monstration. Soit (Ui) un recouvrement ouvert de Spec A. Pour montrer
qu’on peut en extraire un sous-recouvrement fini, on peut toujours le raffiner,
ce qui autorise a` supposer Ui de la forme D(fi) pour tout i.
Dire que Spec A =
⋃
D(fi) signifie que pour tout x ∈ Spec A, il existe i
tel que fi(x) 6= 0. En termes d’ide´aux premiers, cela se traduit comme suit :
pour tout ide´al premier p de A, il existe i tel que fi /∈ p. Cela revient a` dire
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que l’ide´al (fi) n’est contenu dans aucun ide´al premier de A, c’est-a`-dire encore
que (fi) = A, ou que 1 ∈ (fi). Mais cette dernie`re condition e´quivaut a` demander
que 1 s’e´crive comme une combinaison finie
∑
aifi ; si J de´signe l’ensemble
des indices apparaissant effectivement dans cette e´criture, on a 1 ∈ (fi)i∈J et
partant Spec A =
⋃
i∈J D(fi) (on remonte la chaˆıne d’e´quivalences que l’on a
mise en e´vidence). 
(4.1.12) Commentaires. La quasi-compacite´ est une proprie´te´ de finitude qui
n’est pas un avatar sche´matique raisonnable de la compacite´. Un tel avatar
existe, c’est la proprete´ que nous rencontrerons plus bas, et qui ne peut pas eˆtre
de´finie en termes purement topologiques.
Premiers exemples
(4.1.13) Si A est un anneau Spec A = ∅ si et seulement si A n’a pas d’ide´al
premier, c’est-a`-dire si et seulement si A = {0}. Dans le cas contraire, A admet
un ide´al maximal, et Spec A posse`de donc au moins un point ferme´ (4.1.9).
(4.1.14) Soit k un corps. Il posse`de un unique ide´al premier, a` savoir {0}. Son
spectre est donc un singleton {x}, et κ(x) = Frac (k/{0}) = k ; l’e´valuation en x
est bien entendu l’identite´ de k.
(4.1.15) Description de Spec Z. Donnons la liste des ide´aux premiers de Z.
(4.1.15.1) Les ide´aux maximaux. Ils sont de la forme (p) avec p premier. A` tout
nombre premier p est donc associe´ un point ferme´ xp de Spec Z, qui s’identifie
a` V (p) : c’est le lieu d’annulation de p vu comme fonction sur Spec Z.
On a κ(xp) = Fp, et f 7→ f(xp) est simplement la re´duction modulo p.
(4.1.15.2) L’ide´al (0). Soit η le point correspondant de Spec Z. On a
{η} = V (0) = Spec Z.
Le point η est donc dense dans Spec Z ; on dit aussi qu’il est ge´ne´rique.
On a κ(η) = Q, et f 7→ f(η) est simplement l’injection canonique Z →֒ Q.
(4.1.16) Les ferme´s de Spec Z. Soit F un ferme´ de Spec Z. Il est de la
forme V (I) pour un certain ide´al I, que l’on peut e´crire (a) avec a ∈ N (puisque Z
est principal) ; on a F = V (a).
(4.1.16.1) Si a = 0 alors F = Spec Z.
(4.1.16.2) Si a > 1, on peut e´crire a =
∏
pnii ou` les pi sont des nombres
premiers deux a` deux distincts et les ni des entiers strictement positifs. On a
alors F = {xp1 , . . . , xpn}.
(4.1.16.3) En conclusion les ferme´s de Spec Z sont d’une part Spec Z lui-meˆme,
d’autre part les ensembles finis de points ferme´s.
(4.1.17) Description de Spec k[T ]. Soit k un corps. Donnons la liste des
ide´aux premiers de k[T ].
(4.1.17.1) Les ide´aux maximaux. Ils sont de la forme (P ) avec P irre´ductible
unitaire. A` tout polynoˆme irre´ductible unitaire P ∈ k[T ] est donc associe´ un
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point ferme´ xP de Spec k[T ], qui s’identifie a` V (P ) : c’est le lieu d’annulation
de P vu comme fonction sur Spec k[T ].
On a κ(xP ) = k[T ]/(P ), et f 7→ f(xP ) est simplement la re´duction
modulo P .
(4.1.17.2) L’ide´al (0). Soit η le point correspondant de Spec k[T ]. On a
{η} = V (0) = Spec k[T ].
Le point η est donc dense dans Spec k[T ] ; on dit aussi qu’il est ge´ne´rique.
On a κ(η) = k(T ), et f 7→ f(η) est l’injection canonique k[T ] →֒ k(T ).
(4.1.17.3) Les points ≪na¨ıfs≫. Le spectre de k[T ] est la variante sche´matique de
la droite affine. Un point de celle-ci n’est autre qu’un e´le´ment λ de k. Or si λ ∈ k,
le point na¨ıf correspondant peut eˆtre vu comme un point ferme´ de k[T ] : avec
les notations de 4.1.17.1, c’est simplement le point xT−λ. En effet, celui-ci est
pre´cise´ment le lieu d’annulation de T − λ, et l’on dispose d’un isomorphisme
κ(xT−λ) = k[T ]/(T − λ) ≃ k
modulo lequel l’e´valuation f 7→ f(xT−λ) est simplement l’e´valuation classique
f 7→ f(λ).
Lorsque k est alge´briquement clos, tout polynoˆme irre´ductible de k[T ] est de
la forme T −λ, et tous les points ferme´s de Spec k[T ] sont donc des points na¨ıfs :
hormis le point ge´ne´rique, Spec k[T ] n’est constitue´ que de ≪vrais≫ points.
(4.1.18) Les ferme´s de Spec k[T ]. Soit F un ferme´ de Spec k[T ]. Il est de la
forme V (I) pour un certain ide´al I, que l’on peut e´crire (Q) ou` Q est un e´le´ment
de k[T ] nul ou unitaire (puisque k[T ] est principal) ; on a F = V (Q).
(4.1.18.1) Si Q = 0 alors F = Spec k[T ].
(4.1.18.2) Si Q 6= 0, on peut e´crire Q = λ∏ni=1 Pnii ou` les Pi sont des
polynoˆmes irre´ductibles unitaire deux a` deux distincts et ou` les ni sont des
entiers strictement positifs. On a alors F = {xP1 , . . . , xPn}.
(4.1.18.3) En conclusion les ferme´s de Spec k[T ] sont d’une part Spec k[T ]
lui-meˆme, d’autre part les ensembles finis de points ferme´s.
(4.1.19) Un exemple de point ferme´ non na¨ıf. Le polynoˆme T 2+1 de R[T ]
e´tant irre´ductible, il de´finit un point ferme´ xT 2+1 de Spec R[T ], qui est le lieu
d’annulation de T 2 + 1. Son corps re´siduel R[T ]/(T 2 + 1) est isomorphe a` C
(comme extension de R) de deux manie`res diffe´rentes : on peut envoyer T sur i
ou (−i) ; le morphisme d’e´valuation f 7→ f(xT 2+1) s’identifie a` l’e´valuation
classique f 7→ f(i) dans le premier cas, et a` f 7→ f(−i) dans le second cas.
On voit que les points complexes na¨ıfs i et (−i) de la droite affine induisent
le meˆme point ferme´ de Spec R[T ] : cela traduit le fait que i et (−i) sont en
quelque sorte R-indiscernables.
(4.1.20) Spectre d’une k-alge`bre de type fini. Soit k un corps, soit A
une k-alge`bre de type fini et soit X son spectre. Si x ∈ X , l’e´valuation f 7→ f(x)
induit un plongement k →֒ κ(x) qui fait de κ(x) une extension de k.
150 Le spectre comme espace topologique
(4.1.20.1) Pour toute extension L de k on note X(L) l’ensemble Homk(A,L).
Cela peut paraˆıtre abusif, puisque X semble de`s lors de´signer a` la fois un sche´ma
et un foncteur L 7→ X(L), mais nous verrons plus loin qu’une telle notation est
tout a` fait justifie´e ; nous nous permettons donc de l’utiliser de`s maintenant, car
elle va eˆtre commode et n’induira aucune confusion.
Fixons une pre´sentation A ≃ k[T1, . . . , Tn]/(P1, . . . , Pr) de A. Elle induit une
bijection
X(L) ≃ {(x1, . . . , xn) ∈ Ln t.q. ∀j Pj(x1, . . . , xn) = 0}
qui est fonctorielle en L (a` un n-uplet (x1, . . . , xn) correspond le morphisme
de A vers L induit par l’e´valuation des polynoˆmes en (x1, . . . , xn)).
Ainsi, on peut voir X(L) comme ≪l’ensemble des L-points de la varie´te´
alge´brique d’e´quations P1 = 0, . . . , Pr = 0≫, dont X = Spec A est cense´ eˆtre la
de´clinaison sche´matique.
Pour toute extension L de k, on dispose d’une application naturelle de X(L)
vers X (4.1.2.2, 4.1.3).
(4.1.20.2) Soit X0 l’ensemble des points ferme´s de X ; il est non vide de`s que A
est non nulle (4.1.13). On de´duit du Nullstellensatz, et plus pre´cise´ment de sa
variante donne´e par l’e´nonce´ 2.9.7, que X0 est l’ensemble des points x ∈ X tels
que κ(x) soit fini sur k.
(4.1.20.3) On fixe une cloˆture alge´brique k¯ de k, et on de´signe par G le groupe
de Galois de k¯/k. Soit x ∈ X0. Comme κ(x) est une extension finie de k, il
admet un k-plongement dans k¯. La compose´e A → κ(x) →֒ k¯ est un e´le´ment
de X(k¯) dont l’image sur X est par construction e´gale a` x.
Re´ciproquement, donnons-nous un k-morphisme A → k¯. Comme A est de
type fini, son image est engendre´e par un nombre fini d’e´le´ments, et est donc
une extension finie L de k. Le morphisme A → k¯ se factorisant par la fle`che
surjective A→ L, son image x sur X appartient a` X0 et ve´rifie κ(x) = L.
Ainsi, la fle`che canonique X(k¯)→ X a pour image X0.
(4.1.20.4) Le but est maintenant de de´crire le ≪noyau≫ de cette fle`che, ou plus
pre´cise´ment son de´faut d’injectivite´.
Pour commencer, remarquons qu’il y a une action naturelle de G sur X(k¯) :
si g ∈ G et si ϕ : A → k¯ est un e´le´ment de X(k¯), on pose g · ϕ = g ◦ ϕ. Si l’on
identifie X(k¯) au sous-ensemble de k¯n forme´ des n-uplets en lesquels tous les Pj
s’annulent, le lecteur ve´rifiera aise´ment que g · (x1, . . . , xn) = (g(x1), . . . , g(xn))
pour tout g ∈ G et tout n-uplet (x1, . . . , xn) en lequel les Pj s’annulent (qu’ils
s’annulent aussi en le n-uplet (g(x1), . . . , g(xn)) re´sulte du fait qu’ils sont a`
coefficients dans k).
Nous allons maintenant de´montrer que X(k¯) → X0 identifie X0 au
quotient X(k¯)/G. On retrouve le phe´nome`ne entrevu au 4.1.19 : deux points
de X(k¯) induisent le meˆme point de X si et seulement si ils sont conjugue´s
sous G, c’est-a`-dire en un sens k-indiscernables.
Deux e´le´ments de X(k¯) conjugue´s sous l’action de G ont meˆme image
sur X0. En effet, donnons-nous ϕ : A→ k¯ et g ∈ G. L’existence du diagramme
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commutatif
k¯
A
g◦ϕ
@@✁✁✁✁✁✁✁✁ ϕ // k¯
≃g
OO
assure que les images de ϕ et g ◦ϕ sur X co¨ıncident, ce qu’on souhaitait e´tablir.
Deux e´le´ments de X(k¯) qui ont meˆme image sur X0 sont conjugue´s sous
l’action de G. En effet, donnons-nous deux morphismes ϕ et ψ de A vers k¯
qui ont meˆme image x sur X . Cela signifie que ϕ et ψ se factorisent tous deux
par la surjection canonique A → κ(x) ; autrement dit, ϕ est induit par un k-
plongement ϕ′ : κ(x) →֒ k¯, et ψ par un k-plongement ψ′ : κ(x) →֒ k¯. Chacun
de ces deux plongements fait de k¯ une cloˆture alge´brique de κ(x). Comme deux
telles cloˆtures alge´briques sont isomorphes, il existe un automorphisme g de k¯
tel que g ◦ ϕ′ = ψ′ ; un tel g est automatiquement un k-morphisme (car ϕ′
et ψ′ sont des k-morphismes), ce qui veut dire qu’il appartient a` G. On a par
construction ψ = g ◦ ϕ, ce qui ache`ve la de´monstration.
(4.1.20.5) Comme G fixe k, il agit trivialement sur le sous-ensemble X(k)
de X(k¯). On de´duit alors de 4.1.20.4 que X(k)→ X0 est injectif, et bijectif si k
est alge´briquement clos.
Ainsi, ce qu’on avait remarque´ au 4.1.17 dans un cas particulier vaut
en ge´ne´ral : l’ensemble X(k) des points ≪na¨ıfs≫ de la k-varie´te´ alge´brique
d’e´quations P1 = 0, . . . , Pr = 0 se plonge dans X0 et s’identifie a` celui-
ci lorsque k est alge´briquement clos. Sous cette dernie`re hypothe`se, on peut
e´galement donner, dans une certaine mesure, une interpre´tation classique des
points ≪non na¨ıfs≫ de X , cf. 4.3.17 et sq. infra.
(4.1.20.6) L’image deX(k) dansX0 est exactement l’ensemble des points x tels
que κ(x) = k. En effet, si ϕ : A→ k est un e´le´ment de X(k) il est ne´cessairement
surjectif (conside´rer les constantes), et le point x qu’il induit a donc pour corps
re´siduel k.
Re´ciproquement, si x ∈ X est tel que κ(x) = k, l’e´valuation f 7→ f(x) est
un morphisme de A dans k qui induit x, d’ou` notre assertion.
(4.1.20.7) Soit x ∈ X un point de corps re´siduel k. Par ce qui pre´ce`de, il
provient d’un unique point de X(k), point que l’on voit comme un n-uplet
(x1, . . . , xn) en lequel les Pj s’annulent.
L’e´valuationA→ κ(x) = k est alors par construction induite par l’e´valuation
classique des polynoˆmes en (x1, . . . , xn). L’ide´al maximal associe´ a` x est le noyau
de A→ κ(x) ; nous invitons le lecteur a` ve´rifier qu’il est engendre´ par les Ti−xi.
En particulier, {x} = V (T1 − x1, . . . , Tn − xn).
Fonctorialite´ du spectre
(4.1.21) Soit ϕ : A → B un morphisme d’anneaux. On a mentionne´ en 2.2.6
fait que ϕ induit une application ψ de Spec B vers Spec A, que l’on peut de´crire
de deux fac¸ons :
• au niveau des ide´aux premiers, elle envoie q sur ϕ−1(q) ;
• au niveau des morphismes dont le but est un corps, elle envoie la classe
de B → K vers celle de la fle`che compose´e A→ B → K.
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Il re´sulte imme´diatement de l’une ou l’autre de ces de´finitions que si y est un
point de Spec B d’image x sur Spec A, le morphisme ϕ induit un plongement
κ(x) →֒ κ(y) tel que le diagramme
B
g 7→g(y) // κ(y)
A
f 7→f(x)
//
ϕ
OO
κ(x)
?
OO
commute. En particulier, on a pour tout f ∈ A l’e´quivalence
f(x) = 0 ⇐⇒ ϕ(f)(y) = 0.
En conse´quence, on a ψ−1(V (E)) = V (ϕ(E))) pour toute partie E ⊂ A,
et ψ−1(D(f)) = D(ϕ(f)) pour tout f ∈ A. Il s’ensuit que l’application ψ est
continue.
Ainsi, A 7→ Spec A apparaˆıt comme un foncteur contravariant de la cate´gorie
des anneaux vers celle des espaces topologiques.
(4.1.22) Un premier exemple. Soit A → K un morphisme d’un anneau A
vers un corps K, soit x le point correspondant de Spec A et soit ξ l’unique
point de Spec K. La fle`che A → K induit une application Spec K → Spec A.
L’image de ξ est simplement par de´finition la classe du morphisme A → K,
c’est-a`-dire x ; et la fle`che κ(x) →֒ κ(ξ) = K est l’injection canonique de κ(ξ)
dans K.
(4.1.23) Soit ϕ:A→ B un morphisme d’anneaux. Les assertions suivantes sont
e´quivalentes :
i) il existe une partie multiplicative S de A et un ide´al I de A tels que
la A-alge`bre B s’identifie a` S−1A/(I · S−1A).
ii) tout e´le´ment de B est de la forme ϕ(a)/ϕ(s) ou` a et s appartiennent a` A
et ou` ϕ(s) est inversible dans B.
En effet, i)⇒ii) est e´vidente ; pour ii)⇒i), nous laissons au lecteur le soin de
ve´rifier qu’on peut prendre S = ϕ−1(B×) et I = Ker ϕ.
(4.1.24) Soit ϕ : A → B un morphisme d’anneaux ve´rifiant les conditions
e´quivalentes i) et ii) du 4.1.23 ci-dessus, et soient S et I comme dans i).
Soit ψ: Spec B → Spec A la fle`che induite par ϕ. Nous allons de´montrer que ψ
induit un home´omorphisme
Spec B ≃ {x ∈ Spec A, x ∈ V (I) et s(x) 6= 0 ∀s ∈ S},
et que κ(ψ(y)) = κ(y) pour tout y ∈ Spec B.
(4.1.24.1) On ve´rifie imme´diatement que B repre´sente le foncteur covariant
de Ann dans Ens qui envoie C sur le sous-ensemble de HomAnn(A,C) constitue´
des morphisme f tels que f(a) = 0 pour tout a ∈ I et tels que f(s) soit inversible
pour tout s ∈ S.
(4.1.24.2) La fle`che ψ : Spec B → Spec A induit un home´omorphisme
de Spec B sur ψ(Spec B). En effet, soit b ∈ B ; e´crivons b = ϕ(a)/ϕ(s)
Le spectre d’un anneau 153
avec a ∈ A, s ∈ A et ϕ(s) ∈ B×. Soit y ∈ Spec B et soit x son image sur Spec A.
On a les e´quivalences
b(y) = 0
⇐⇒ (ϕ(a)/ϕ(s))(y) = 0
⇐⇒ ϕ(a)(y) = 0
⇐⇒ a(x) = 0.
On en de´duit que le noyau de b 7→ b(y), qui caracte´rise entie`rement le point y,
ne de´pend que de x ; autrement dit, y est le seul ante´ce´dent de x sur Spec B,
et ψ est injective.
Par ailleurs, la chaˆıne d’e´quivalence ci-dessus entraˆıne que y ∈ D(b) si et
seulement si x ∈ D(a). En conse´quence, ψ(D(b)) = D(a) ∩ ψ(Spec B), et
l’injection continue Spec B → ψ(Spec B) induite par ψ est de`s lors ouverte ;
c’est donc un home´omorphisme, ce qu’il fallait de´montrer.
(4.1.24.3) Description de ψ(Spec B). La proprie´te´ universelle e´nonce´e
au 4.1.24.1 signifie qu’un morphisme d’anneaux f :A → C se factorise via
ϕ:A → B si et seulement si f(a) = 0 pour tout a ∈ I et f(s) ∈ C× pour
tout s ∈ S (et qu’une telle factorisation, si elle existe, est unique). En appliquant
cette assertion dans le cas ou` C est un corps, et en la retraduisant dans le
langage des spectres, on voit qu’un point x de Spec A appartient a` ψ(Spec B)
si et seulement si x ∈ V (I) et s(x) 6= 0 pour tout s ∈ S.
(4.1.24.4) La fle`che ψ pre´serve le corps re´siduel des points. Commenc¸ons par
une remarque d’ordre ge´ne´ral. Soit C → K un morphisme d’un anneau C vers
un corpsK, soit p son noyau et soit x le point correspondant de Spec C. Comme
κ(x) = Frac C/p, c’est le plus petit sous-corps de K contenant l’image de C.
Soit maintenant y ∈ Spec B et soit x son image sur Spec A. Pour montrer
que κ(y) = κ(x), il suffit de s’assurer que le plus petit sous-corps F de κ(y)
contenant l’image de A par la fle`che compose´e A → B → κ(y) est e´gal a` κ(y)
lui-meˆme.
Par de´finition, F contient tous les e´le´ments de la forme ϕ(a)(y) pour a
parcourant A. Si s est un e´le´ment de A tel que ϕ(s) ∈ B×, l’e´le´ment ϕ(s)(y)
de F est non nul, et son inverse ϕ(s)(y)−1 appartient a` F . On voit donc que F
contient tous les e´le´ments de la forme (ϕ(a)/ϕ(s))(y) ou` a ∈ A, s ∈ A et
ou` ϕ(s) ∈ B× ; autrement dit, il contient tous les e´le´ments de la forme b(y)
ou` b ∈ B, et co¨ıncide de ce fait avec κ(y).
(4.1.25) Exemples. Nous allons de´cliner 4.1.24 dans un certain nombre de
cas particuliers importants. Soit A un anneau.
(4.1.25.1) Soit I un ide´al de A. En appliquant 4.1.24 avec S = {1}, on voit
que le morphisme quotient A→ A/I induit un home´omorphisme pre´servant les
corps re´siduels de Spec A/I sur le ferme´ V (I) de Spec A.
Notons qu’on peut avoir V (I) = Spec A sans que l’ide´al I soit nul :
comme V (I) =
⋂
f∈I V (f), le ferme´ V (I) est plus pre´cise´ment e´gal a` Spec A si
et seulement si V (f) = Spec A pour tout f ∈ I, c’est-a`-dire si et seulement si I
est constitue´ d’e´le´ments nilpotents (4.1.4.2).
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Dans ce cas, la fle`che A → A/I induit en vertu de ce qui pre´ce`de un
home´omorphisme Spec A/I ≃ Spec A.
(4.1.25.2) Soit f un e´le´ment de A. Si x ∈ Spec A, on a f(x) 6= 0 si et seulement
si fn(x) 6= 0 pour tout n. En appliquant 4.1.24 avec S = {fn}n et I = {0},
on voit que le morphisme de localisation A → Af induit un home´omorphisme
pre´servant les corps re´siduels de Spec Af sur l’ouvert D(f) de Spec A.
(4.1.25.3) Soit p un ide´al premier de A et soit x le point correspondant
de Spec A. En appliquant 4.1.24 avec S = A \ p et I = {0}, on voit que le
morphisme de localisation A → Ap induit un home´omorphisme pre´servant les
corps re´siduels de Spec Ap sur
{y ∈ Spec A, f(y) 6= 0 ∀f /∈ p}.
Ce dernier ensemble peut se de´crire d’une manie`re un peu plus ge´ome´trique, en
remarquant que l’implication (f /∈ p) ⇒ (f(y) 6= 0) e´quivaut a` sa contrapose´e
(f(y) = 0) ⇒ f ∈ p. En se rappelant que f ∈ p ⇐⇒ f(x) = 0, et en utilisant
la description de {y} donne´e au 4.1.9, on en de´duit que l’image de Spec Ap est
pre´cise´ment l’ensemble des ge´ne´risations de x, c’est-a`-dire des e´le´ments y tels
que x ∈ {y}.
(4.1.25.4) Soit p un ide´al premier de A et soit x le point correspondant
de Spec A. En appliquant 4.1.24 avec S = A \ p et I = p, on voit que le
morphisme canonique A→ Frac A/p induit un home´omorphisme pre´servant les
corps re´siduels de Spec Frac A/p sur
{y ∈ Spec A, f(y) 6= 0 ∀f /∈ p et f(y) = 0 ∀f ∈ p},
qui n’est autre que l’ensemble des points y tels que le noyau de l’e´valuation en y
soit exactement p ; c’est donc le singleton {x}.
On retrouve ainsi l’exemple 4.1.22 dans le cas particulier du morphisme
canonique A→ κ(x).
(4.1.26) Fibres d’une application entre spectres. Soit ϕ:A → B un
morphisme d’anneaux et soit ψ: Spec B → Spec A l’application continue induite.
Soit x ∈ Spec A, et soit p l’ide´al premier correspondant. On se propose de donner
une description de la fibre ψ−1(x).
Posons S = A \ p. Le point x peut se de´crire comme
{y ∈ Spec A, f(y) 6= 0 ∀f /∈ p et f(y) = 0 ∀f ∈ p},
(cf. 4.1.25.4 ci-dessus). En conse´quence,
ψ−1(x) = {z ∈ Spec B,ϕ(f)(z) 6= 0 ∀f /∈ p et ϕ(f)(z) = 0 ∀f ∈ p},
que l’on peut re´crire
{z ∈ Spec B, g(z) 6= 0 ∀g ∈ ϕ(S) et g(z) = 0 ∀g ∈ ϕ(p)}.
Il re´sulte alors de 4.1.24 que B → ϕ(S)−1B/(ϕ(p) · ϕ(S)−1B) induit un
home´omorphisme pre´servant les corps re´siduels entre Spec B/(ϕ(p) · ϕ(S)−1B)
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et ψ−1(x). Par ailleurs, la commutation du produit tensoriel a` la localisation et
au quotient garantit que
ϕ(S)−1B/(ϕ(p) · ϕ(S)−1B) ≃ B ⊗A S−1A/(p · S−1A)
= B ⊗A Frac A/p = B ⊗A κ(x).
Re´capitulons : on a finalement montre´ que B → B ⊗A κ(x) induit un
home´omorphisme
Spec B ⊗A κ(x) ≃ ψ−1(x)
qui pre´serve les corps re´siduels.
(4.1.27) Spectre d’un produit. Soient A et B deux anneaux. On note
respectivement e et f les idempotents (1, 0) et (0, 1) de A×B.
(4.1.27.1) On a ef = 0 et e+ f = 1 ; on en de´duit aussitoˆt que Spec (A×B)
est la re´union disjointe des ouverts ferme´s D(e) = V (f) et D(f) = V (e).
(4.1.27.2) Le noyau de la projection A × B → A est e´gal a` (f) ; en
conse´quence, cette projection induit un home´omorphisme pre´servant les corps
re´siduels Spec A ≃ V (f) ; de meˆme, la seconde projection induit un
home´omorphisme pre´servant les corps re´siduels Spec B ≃ V (e).
(4.1.27.3) On peut de´crire ces home´omorphismes d’une manie`re en quelque
sorte duale de la pre´ce´dente. Pour cela, on ve´rifie (l’exercice est laisse´ au
lecteur) que la projection A × B → A identifie A au localise´ (A × B)e ;
en conse´quence, cette projection induit un home´omorphisme pre´servant les
corps re´siduels Spec A ≃ D(e). De meˆme la seconde projection induit un
home´omorphisme pre´servant les corps re´siduels Spec B ≃ D(f).
Bien entendu, tout ceci est compatible avec 4.1.27.2 puisque D(e) = V (f)
et V (f) = D(e).
(4.1.27.4) En re´sume´, on a donc un home´omorphisme canonique
Spec (A×B) ≃ Spec A
∐
Spec B
modulo lequel Spec A = D(e) = V (f) et Spec B = V (e) = D(f).
(4.1.28) Un exemple. Soit ψ : Spec C[T ] → Spec R[T ] le morphisme
induit par le plongement naturel R[T ] →֒ C[T ]. Nous allons e´tudier ses fibres.
D’apre`s 4.1.26, la fibre de ψ en x s’identifie pour tout x ∈ Spec R[T ] au spectre
de l’anneau C[T ]⊗R[T ] κ(x).
(4.1.28.1) La fibre ge´ne´rique. Soit η le point ge´ne´rique de Spec R[T ]. Par ce
qui pre´ce`de, la fibre ψ−1(η) s’identifie au spectre de
C[T ]⊗R[T ] R(T ) = R[T ][U ]/(U2 + 1)⊗R[T ] R(T ) = R(T )[U ]/(U2 + 1) = C(T ).
La fibre ψ−1(η) contient donc un unique point ξ dont le corps re´siduel est C(T ),
et le morphisme d’e´valuation f 7→ f(ξ) n’est autre que l’inclusion C[T ] →֒ C(T ) ;
en conse´quence, ξ est le point ge´ne´rique de Spec C[T ].
(4.1.28.2) La fibre en un point na¨ıf. Soit a ∈ R. Il lui correspond un point
ferme´ x de Spec R[T ] de corps re´siduelR, qui est pre´cise´ment le lieu d’annulation
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de T − a ; l’e´valuation f 7→ f(x) s’identifie a` l’e´valuation classique f 7→ f(a).
La fibre ψ−1(x) est donc le lieu d’annulation de T − a sur Spec C[T ], qui est
e´galement re´duit a` un point ferme´ y de corps re´siduel C, le morphisme f 7→ f(y)
correspondant a` l’e´valuation classique en a. En quelque sorte, on peut dire que x
est ≪a vu comme point re´el≫, et que y est ≪a vu comme point complexe≫.
Ve´rifons la compatibilite´ avec la description ≪tensorielle≫ de ψ−1(x). Celle-
ci assure que ψ−1(x) s’identifie naturellement au spectre de C[T ]⊗R[T ]κ(x), soit
encore a` celui de C[T ] ⊗R[T ] R[T ]/(T − a), et finalement a` Spec C[T ]/(T − a).
Comme C[T ]/(T − a) est isomorphe a` C par l’e´valuation en a, on retrouve
ce qu’on attendait : ψ−1(x) contient un unique point y de corps re´siduel C,
et f 7→ f(y) co¨ıncide avec l’e´valuation classique en a.
(4.1.28.3) La fibre en un point ferme´ non na¨ıf. Soit P un polynoˆme irre´ductible
de degre´ 2 sur R. Il lui correspond un point ferme´ x qui est pre´cise´ment le lieu
d’annulation de P , et dont le corps re´siduel R[T ]/P s’identifie a` C une fois
choisie (arbitrairement) une racine α de P ; l’e´valuation f 7→ f(x) s’identifie
alors a` l’e´valuation classique f 7→ f(α).
La fibre ψ−1(x) est donc le lieu d’annulation de P = (T − α)(T − α¯)
sur Spec C[T ], et est de`s lors e´gale a` V (T −α)∪ V (T − α¯). Elle comprend deux
points ferme´s y et z de corps re´siduel C, le morphisme f 7→ f(y) correspondant
a` l’e´valuation classique en α, et le morphisme f 7→ f(z) a` l’e´valuation classique
en α¯.
Intuitivement, α et α¯ sont indiscernables sur R et ne de´finissent donc qu’un
seul point ferme´ sur Spec R[T ] (un peu ≪gros≫ : son corps re´siduel est de
degre´ 2 sur le corps de base R) ; une fois les scalaires e´tendus a` C elles deviennent
discernables et de´finissent deux points ferme´s distincts et ≪na¨ıfs≫ sur Spec C[T ] :
chacun a un corps re´siduel e´gal au nouveau corps de base C.
Ve´rifions la compatibilite´ avec la description ≪tensorielle≫ de ψ−1(x). Celle-
ci assure que ψ−1(x) s’identifie naturellement au spectre de C[T ] ⊗R[T ] κ(x),
soit encore a` celui de C[T ] ⊗R[T ] R[T ]/P , et finalement a` Spec C[T ]/P .
Comme C[T ]/P est isomorphe par le lemme chinois a` C×C via les e´valuations
en α et α¯, on retrouve ce qu’on attendait : en vertu de ce qui pre´ce`de et
de 4.1.27.4, ψ−1(x) contient deux points ferme´s y et z de corps re´siduel C,
le morphisme f 7→ f(y) correspondant a` l’e´valuation classique en α, et le
morphisme f 7→ f(z) a` l’e´valuation classique en α¯.
4.2 Description de Spec Z[T ] et Spec k[S, T ]
lorsque k est alge´briquement clos
Le spectre de Z[T ]
(4.2.1) Le but de ce qui suit est de de´crire le spectre de Z[T ] ; c’est un exemple
qu’il est fondamental de bien comprendre et me´diter, car il offre un excellent
e´chantillon des bizarreries et curiosite´s sche´matiques.
Pour le de´crire, nous allons recourir a` une strate´gie tre`s fre´quente en
ge´ome´trie : nous allons utiliser une application de source Spec Z[T ] dont nous
comprenons bien le but et les fibres.
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Cette application sera simplement la fle`che ψ: Spec Z[T ] → Spec Z induite
par l’unique morphisme de Z dans Z[T ]. Son but est Spec Z, que nous avons
de´ja` de´crit ; et pour tout x ∈ Spec Z, la fibre ψ−1(x) s’identifie au spectre
de Z[T ]⊗Z κ(x), c’est-a`-dire a` Spec κ(x)[T ], que nous avons de´crit e´galement.
(4.2.2) La fibre ge´ne´rique. Soit η le point ge´ne´rique de Spec Z. La fibre
ge´ne´rique ψ−1(η) s’identifie a` Spec Q[T ] et posse`de donc deux types de points.
(4.2.2.1) Le point ge´ne´rique. De´signons par ξη le point ge´ne´rique
de Spec Q[T ] ≃ ψ−1(η).
Lorsqu’on voit ξη comme un point de Spec Q[T ], son corps re´siduel est Q(T ),
et l’e´valuation f 7→ f(ξη) est simplement le plongement Q[T ] →֒ Q(T ).
En conse´quence, lorsqu’on voit ξη comme appartenant a` Spec Z[T ], son corps
re´siduel est Q(T ), et l’e´valuation f 7→ f(ξη) est la fle`che compose´e
Z[T ] →֒ Q[T ] →֒ Q(T ).
L’ide´al premier correspondant a` ξη est le noyau de cette dernie`re, c’est-a`-dire
l’ide´al nul. L’adhe´rence {ξη} est alors e´gale a` V (0), qui n’est autre que Spec Z[T ]
tout entier.
(4.2.2.2) Les points ferme´s. Soit P un polynoˆme irre´ductible unitaire a`
coefficients dans Q[T ]. Il de´finit un point ferme´ yη,P sur Spec Q[T ] ≃ ψ−1(η).
Lorsqu’on voit yη,P comme point de Spec Q[T ], c’est le lieu des ze´ros
de P , son corps re´siduel est Q[T ]/P , et l’e´valuation f 7→ f(yη,P ) est la fle`che
quotient Q[T ]→ Q[T ]/P .
En conse´quence, lorsqu’on voit yP,η comme appartenant a` Spec Z[T ], son
corps re´siduel est Q[T ]/P , et l’e´valuation f 7→ f(yP,η) est la fle`che compose´e
Z[T ] →֒ Q[T ]→ Q[T ]/P.
L’ide´al premier correspondant a` yP,η est le noyau de cette dernie`re fle`che. Un
raisonnement fonde´ sur la factorialite´ de Z (et que nous laissons au lecteur)
assure que ce noyau est l’ide´al (P0), ou` P0 est le produit de P par le plus
petit multiple commun des de´nominateurs de ses coefficients (e´crits sous forme
irre´ductible) ; c’est un polynoˆme appartenant a` Z[T ] dont le contenu (le plus
grand diviseur commun des coefficients) vaut 1.
L’adhe´rence {yP,η} est donc e´gale a` V (P0) ; nous en dirons quelques mots
un peu plus loin.
(4.2.3) Les fibres ferme´es. Soit p un nombre premier et soit xp le point ferme´
correspondant de Spec Z. La fibre ferme´e ψ−1(xp) s’identifie a` Spec Fp[T ] et
posse`de donc deux types de points.
(4.2.3.1) Le point ge´ne´rique. De´signons par ξp le point ge´ne´rique
de Spec F[T ] ≃ ψ−1(xp).
Lorsqu’on voit ξp comme un point de Spec Fp[T ], son corps re´siduel
est Fp(T ), et le morphisme d’e´valuation f 7→ f(ξp) est simplement le
plongement Fp[T ] →֒ Fp(T ).
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En conse´quence, lorsqu’on voit ξp comme appartenant a` Spec Z[T ], son corps
re´siduel est Fp(T ), et l’e´valuation f 7→ f(ξp) est la fle`che compose´e
Z[T ]→ Fp[T ] →֒ Fp(T ).
L’ide´al premier correspondant a` ξp est le noyau de cette dernie`re, c’est-a`-dire (p).
L’adhe´rence {ξp} est alors e´gale a` V (p), qui n’est autre que ψ−1(xp) (puisque xp
s’identifie lui-meˆme a` V (p) ⊂ Spec Z).
Remarque. On aurait pu voir directement sans calculer le noyau de
l’e´valuation que {ξp} = ψ−1(xp), puisque ξp est dense dans ψ−1(xp) et puisque
cette dernie`re est ferme´e dans Spec Z[T ].
(4.2.3.2) Les points ferme´s. Soit P un polynoˆme irre´ductible unitaire a`
coefficients dans Fp[T ]. Il de´finit un point ferme´ yp,P sur Spec Fp[T ] ≃ ψ−1(xp).
Lorsqu’on voit yp,P comme un point de Spec Fp[T ], c’est le lieu ses ze´ros de P ,
son corps re´siduel est le corps fini Fp[T ]/P (de cardinal pdegP ) et l’e´valuation
en yp,P est la fle`che quotient Fp[T ]→ Fp[T ]/P .
En conse´quence, lorsqu’on voit yp,P comme appartenant a` Spec Z[T ], son
corps re´siduel est Fp[T ]/P . L’e´valuation f 7→ f(yp,P ) est la fle`che compose´e
Z[T ]→ Fp[T ]→ Fp[T ]/P,
qui est surjective puisque compose´e de deux surjections, et le point yp,P est
ferme´ (ce qui e´tait d’ailleurs e´vident a priori, puisqu’il est ferme´ dans une fibre
ferme´e).
L’ide´al maximal correspondant a` yp,P est le noyau de f 7→ f(yp,P ). On ve´rifie
aussitoˆt que si P ♯ de´signe un releve´ quelconque de P dans Z[T ], ledit noyau est
engendre´ par p et P ♯ ; le point yp,P est en conse´quence e´gal a` V (p, P
♯).
Par exemple, V (7, T − 3) = y7,T−3 ∈ ψ−1(x7) ; modulo l’identifica-
tion ψ−1(x7) ≃ Spec F7[T ], le point y7,T−3 est le point de Spec F7[T ] de´fini
par l’annulation de T − 3, c’est a`-dire le point na¨ıf correspondant a` l’e´le´ment 3
de F7. Le corps re´siduel de y7,T−3 est donc F7, et l’e´valuation en y7,T−3 envoie
un polynoˆme P ∈ Z[T ] sur la classe modulo 7 de P (3).
(4.2.4) Retour a` l’e´tude de {yη,P }, ou` P est un polynoˆme irre´ductible
de Q[T ].Nous reprenons les notations P et P0 du 4.2.2.2, et allons de´crire un peu
plus pre´cise´ment l’adhe´rence V (P0) de yη,P , en regardant sa trace sur chacune
des fibres. Comme yη,P est ferme´ dans ψ
−1(η), on a V (P0) ∩ ψ−1(η) = {yη,P }.
E´crivons P0 =
∑
aiT
i. Soit p un nombre premier ; nous noterons a 7→ a¯
la re´duction modulo p. L’intersection de V (P0) avec ψ
−1(xp) ≃ Spec Fp[T ]
s’identifie au ferme´ V (
∑
aiT
i) de Spec Fp[T ].
(4.2.4.1) Par de´finition de P0, les ai sont globalement premiers entre eux ;
en particulier ils ne peuvent eˆtre tous nuls modulo p, et
∑
aiT
i est donc un
e´le´ment non nul de Fp[T ] ; en conse´quence, V (P0) ∩ ψ−1(xp) est un ensemble
fini de points ferme´s.
Cet ensemble peut eˆtre vide : c’est le cas si et seulement si
∑
aiT
i est
inversible, c’est-a`-dire (compte-tenu du fait qu’il est non nul) si et seulement
si ai = 0 pour tout i > 1, ou encore si et seulement si p divise ai pour tout i > 1.
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(4.2.4.2) Il re´sulte de ce qui pre´ce`de que l’ensemble des nombres premiers p
tels que {yη,P}∩ψ−1(xp) = ∅ est fini ; autrement dit, {yη,P} rencontre presque
toutes les fibres ferme´es de ψ.
En particulier, {yη,P } n’est pas re´duit au singleton {yη,P} et le point yη,P
n’est pas ferme´. Il de´coule alors de toute l’e´tude mene´e ci-dessus que les points
ferme´s de Spec Z[T ] sont exactement les points ferme´s de ses fibres ferme´es
au-dessus de Spec Z, ou encore ses points a` corps re´siduel fini.
(4.2.5) E´tude de {yη,P } : deux exemples explicites.
(4.2.5.1) Le cas ou` P = T 2 + 1. Dans ce cas P0 = T
2 + 1 aussi. Soit p un
nombre premier. Nous allons de´crire l’intersection de {yη,T 2+1} = V (T 2 + 1)
avec ψ−1(xp) ≃ Spec Fp[T ]. Elle s’identifie a` V (T 2 + 1) ⊂ Spec Fp[T ]. On
distingue trois cas.
• Supposons que p = 1 mod 4. Le polynoˆme T 2 + 1 est alors irre´ductible
dans Fp[T ]. En conse´quence, {yη,T 2+1} ∩ ψ−1(xp) consiste en un point ferme´
dont le corps re´siduel est Fp[T ]/(T 2+1) (qui compte p2 e´le´ments) ; en tant que
point de Spec Z[T ], il est e´gal a` V (p, T 2 + 1).
• Supposons que p = −1 mod 4. Le polynoˆme T 2 + 1 de Fp[T ] s’e´crit
alors (T−a)(T+a) pour un certain a ∈ F×p . En conse´quence, {yη,T 2+1}∩ψ−1(xp)
est le sous-ensemble V (T − a) ∪ V (T + a) de Spec Fp[T ]. Il consiste en deux
points ferme´s de corps re´siduel Fp, a` savoir les points na¨ıfs correspondant aux
racines a et (−a). Si α de´signe n’importe quel entier de classe modulo p e´gale
a` a, les deux points en question, vus comme appartenant a` Spec Z[T ], sont
respectivement e´gaux a` V (p, T − α) et V (p, T + α).
• Supposons que p = 2. Le polynoˆme T 2+1 de F2[T ] est e´gal a` (T − 1)2. En
conse´quence, {yη,T 2+1}∩ψ−1(x2) est le sous-ensemble V (T−1) de Spec F2[T ]. Il
consiste en un seul point ferme´ de corps re´siduel F2 : le point na¨ıf qui correspond
a` 1. En tant point de Spec Z[T ], il est e´gal a` V (2, T − 1).
(4.2.5.2) Le cas ou` P = T − (1/2). Dans ce cas P0 = 2T − 1. Soit p un
nombre premier. Nous allons de´crire l’intersection de {yη,T−(1/2)} = V (2T − 1)
avec ψ−1(xp) ≃ Spec Fp[T ]. Elle s’identifie a` V (2T − 1) ⊂ Spec Fp[T ]. On
distingue deux cas.
• Supposons que p est impair. Dans ce cas (1/2) existe dans Fp.
En conse´quence, {yη,T−(1/2)} ∩ ψ−1(xp) est le sous-ensemble V (T − (1/2))
de Spec Fp[T ]. Il consiste en un seul point ferme´ de corps re´siduel Fp : le point
na¨ıf qui correspond a` (1/2). En tant point de Spec Z[T ], il est e´gal a` V (p, T −α)
ou` α est n’importe quel entier tel que 2α soit congru a` 1 modulo p.
• Supposons que p = 2. Le polynoˆme 2T − 1 de F2[T ] est alors e´gal a` 1. En
conse´quence, {yη,T−(1/2))} ∩ ψ−1(x2) est le sous-ensemble V (1) de Spec F2[T ],
qui est vide.
Le spectre de k[S, T ]
(4.2.6) On fixe un corps alge´briquement clos k. Nous allons de´crire dans ce
qui suit le spectre de k[S, T ], par une de´marche paralle`le a` celle suivie supra
a` propos de Spec Z[T ]. On note ψ: Spec k[S, T ] → Spec k[S] induite par le
plongement k[S] →֒ k[S, T ]. Pour tout point x de Spec k[S, T ], la fibre ψ−1(x)
s’identifie au spectre de k[S][T ]⊗k[S] κ(x), c’est-a`-dire a` Spec κ(x)[T ].
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Mentionnons avant d’entamer l’e´tude de´taille´e de Spec k[S, T ] que celui-ci
est la variante sche´matique du plan affine, et que ψ: Spec k[S, T ] → Spec k[S]
est quant a` lui l’avatar de la premie`re projection.
(4.2.7) La fibre ge´ne´rique. Soit η le point ge´ne´rique de Spec k[S]. La fibre
ge´ne´riqueψ−1(η) s’identifie a` Spec k(S)[T ] et posse`de donc deux types de points.
(4.2.7.1) Le point ge´ne´rique. De´signons par ξη le point ge´ne´rique
de Spec k(S)[T ] ≃ ψ−1(η).
Lorsqu’on voit ξη comme point de Spec k(S)[T ], son corps re´siduel
est k(S, T ), et le morphisme d’e´valuation f 7→ f(ξη) est simplement le
plongement k(S)[T ] →֒ k(S, T ).
En conse´quence, lorsqu’on voit ξη comme appartenant a` Spec k[S, T ], son
corps re´siduel est k(S, T ), et l’e´valuation f 7→ f(ξη) est la fle`che compose´e
k[S, T ] →֒ k(S)[T ] →֒ k(S, T ).
L’ide´al premier correspondant a` ξη est le noyau de cette dernie`re, c’est-a`-
dire l’ide´al nul. L’adhe´rence {ξη} est alors e´gale a` V (0), qui n’est autre
que Spec k[S, T ] tout entier.
(4.2.7.2) Les points ferme´s. Soit P ∈ k(S)[T ] un polynoˆme irre´ductible
unitaire. Il de´finit un point ferme´ yη,P sur Spec k(S)[T ] ≃ ψ−1(η).
Lorsqu’on voit yη,P comme un point de Spec k(S)[T ] c’est le lieu des ze´ros
de P , son corps re´siduel est k(S)[T ]/P et l’e´valuation en yη,P est la fle`che
quotient k(S)[T ]→ k(S)[T ]/P .
En conse´quence, lorsqu’on voit yη,P comme appartenant a` Spec k[S, T ], son
corps re´siduel est k(S)[T ]/P , et l’e´valuation f 7→ f(yη,P ) est la fle`che compose´e
k[S, T ] →֒ k(S)[T ]→ k(S)[T ]/P.
L’ide´al premier correspondant a` yη,P est le noyau de cette dernie`re fle`che.
Un raisonnement fonde´ sur la factorialite´ de k[S] assure que ce noyau est
l’ide´al (P0), ou` P0 est le produit de P par le plus petit multiple commun
des de´nominateurs de ses coefficients (e´crits sous forme irre´ductible) ; c’est un
polynoˆme appartenant a` k[S][T ] dont le contenu (le plus grand diviseur commun
des coefficients) vaut 1.
L’adhe´rence {yη,P } est donc e´gale a` V (P0) ; nous en dirons quelques mots
un peu plus loin.
(4.2.8) Les fibres ferme´es. Soit λ ∈ k et soit xS−λ le point ferme´
correspondant de Spec k[S]. La fibre ferme´e ψ−1(xS−λ) s’identifie au spectre
de l’anneau k[S, T ] ⊗k[S] κ(xS−λ) ≃ k[T ] (ce dernier isomorphisme e´tant celui
qui envoie S sur λ). Elle posse`de donc deux types de points.
(4.2.8.1) Le point ge´ne´rique. De´signons par ξS−λ le point ge´ne´rique
de Spec k[T ] ≃ ψ−1(xS−λ).
Lorsqu’on voit ξS−λ comme un point de Spec k[T ], son corps re´siduel
est k(T ), et le morphisme d’e´valuation f 7→ f(ξS−λ) est simplement le
plongement k[T ] →֒ k(T ).
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En conse´quence, lorsqu’on voit ξS−λ comme appartenant a` Spec k[S, T ], son
corps re´siduel est k(T ), et l’e´valuation f 7→ f(ξS−λ) est la fle`che compose´e
k[S, T ]
S 7→λ // k[T ] 
 // k(T ) .
L’ide´al premier correspondant a` ξS−λ est le noyau de cette dernie`re, c’est-a`-
dire (S − λ). L’adhe´rence {ξS−λ} est alors e´gale a` V (S − λ), qui n’est autre
que ψ−1(xS−λ) (puisque xS−λ s’identifie lui-meˆme a` V (S − λ) ⊂ Spec k[S]).
Remarque. On aurait pu voir directement sans calculer le noyau de
l’e´valuation que {ξS−λ} = ψ−1(xS−λ), puisque ξS−λ est dense dans ψ−1(xS−λ)
et puisque cette dernie`re est ferme´e dans Spec k[S, T ].
(4.2.8.2) Les points ferme´s. Soit µ un e´le´ment de k. Il de´finit un point ferme´
na¨ıf yS−λ,T−µ sur Spec k[T ] ≃ ψ−1(xS−λ).
Si l’on voit yS−λ,T−µ comme un point de Spec k[T ], c’est le lieu des ze´ros
de T − µ, son corps re´siduel est k, et l’e´valuation en yS−λ,T−µ est l’e´valuation
classique en µ.
En conse´quence, lorsqu’on voit yS−λ,T−µ comme appartenant a` Spec k[S, T ],
son corps re´siduel est k. L’e´valuation f 7→ f(yS−λ,T−µ) est la fle`che compose´e
k[S, T ]
S 7→λ // k[T ]
T 7→µ // k ,
qui co¨ıncide avec l’e´valuation classique f 7→ f(λ, µ) ; le point yS−λ,T−µ est donc
le point ferme´ na¨ıf correspondant au couple (λ, µ) de k2, l’ide´al maximal associe´
est le noyau (S − λ, T − µ) de cette e´valuation, et yS−λ,T−µ = V (S − λ, T − µ).
(4.2.9) Retour a` l’e´tude de {yη,P }, ou` P est un polynoˆme irre´ductible
de k(S)[T ]. Nous reprenons les notations P et P0 du 4.2.7.2, et allons de´crire
un peu plus pre´cise´ment l’adhe´rence V (P0) de xP , en regardant sa trace sur
chacune des fibres.
Comme yη,P est ferme´ dans ψ
−1(η), on a V (P0) ∩ ψ−1(η) = {yη,P}.
E´crivons P0 =
∑
aiT
i. Soit λ ∈ k. L’intersection de V (P0) avec la
fibre ψ−1(xS−λ) ≃ Spec k[T ] s’identifie au ferme´ V (
∑
ai(λ)T
i) de Spec k[T ].
(4.2.9.1) Par de´finition de P0, les ai sont globalement premiers entre eux ; en
particulier ils ne peuvent eˆtre tous nuls modulo S−λ, et∑ ai(λ)T i est donc un
e´le´ment non nul de k[T ] ; en conse´quence, V (P0) ∩ ψ−1(xS−λ) est un ensemble
fini de points ferme´s.
Cet ensemble peut eˆtre vide : c’est le cas si et seulement si
∑
ai(λ)T
i est
inversible, c’est-a`-dire (compte-tenu du fait qu’il est non nul) si et seulement
si ai(λ) = 0 pour tout i > 1, ou encore si et seulement si S − λ divise ai pour
tout i > 1.
(4.2.9.2) Il re´sulte de ce qui pre´ce`de que l’ensemble des e´le´ments λ de k tels
que {yη,P } ∩ ψ−1(xS−λ) = ∅ est fini ; autrement dit, {yη,P} rencontre presque
toutes les fibres ferme´es de ψ, et donc une infinite´ de telles fibres (le corps k est
alge´briquement clos, et partant infini).
En particulier, {yη,P } n’est pas re´duit au singleton {yη,P} et le point yη,P
n’est pas ferme´. Il de´coule alors de toute l’e´tude mene´e ci-dessus que les points
ferme´s de Spec k[S, T ] sont exactement les points ferme´s de ses fibres ferme´es
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au-dessus de Spec k[S], ou encore ses points ≪na¨ıfs≫, c’est-a`-dire ceux dont le
corps re´siduel est k, ce qu’on savait de´ja` par ailleurs (4.1.20.3).
(4.2.10) E´tude de {yη,P} : deux exemples explicites.
(4.2.10.1) Le cas ou` P = T 2−S et ou` k est de caracte´ristique diffe´rente de 2.
Dans ce cas P0 = T
2 − S aussi. Soit λ ∈ k. Nous allons de´crire l’intersection
de {yη,T 2−S} = V (T 2 − S) avec la fibre ψ−1(xS−λ) ≃ Spec k[T ]. Elle s’identifie
a` V (T 2 − λ) ⊂ Spec k[T ]. On distingue deux cas.
• Supposons que λ 6= 0. Le polynoˆme T 2−λ de k[T ] est alors scinde´ a` racines
simples (car la caracte´ristique de k est diffe´rente de 2) ; il s’e´crit (T−√λ)(T+√λ)
ou` l’on de´signe par
√
λ l’une des deux racines carre´es de λ. En conse´quence,
{yη,T 2−S}∩ψ−1(xS−λ) est le sous-ensemble V (T−
√
λ)∪V (T+√λ) de Spec k[T ].
Il consiste en deux points ferme´s de corps re´siduel k, a` savoir les points na¨ıfs
correspondant aux racines
√
λ et (−√λ). Vus comme points de Spec k[S, T ], ce
sont les points na¨ıfs correspondants aux couples (λ,
√
λ) et (λ,−√λ).
• Supposons que λ = 0. Dans ce cas, {yη,T 2−S} ∩ ψ−1(xS) est le sous-
ensemble V (T ) de Spec k[T ]. Il consiste en un seul point ferme´ de corps
re´siduel k : le point na¨ıf qui correspond a` 0. Vu comme point de Spec k[S, T ],
c’est le point na¨ıf correspondant a` l’origine (0, 0).
(4.2.10.2) Le cas ou` P = T − (1/S). Dans ce cas P0 = ST − 1. Soit λ
appartenant a` k. Nous allons de´crire l’intersection de {yη,T−(1/S)} = V (ST −1)
avec la fibre ψ−1(xS−λ) ≃ Spec k[T ]. Elle s’identifie a` V (λT − 1) ⊂ Spec k[T ].
On distingue deux cas.
• Supposons que λ 6= 0. Dans ce cas {yη,T−(1/S)} ∩ ψ−1(xS−λ) est le sous-
ensemble V (T − (1/λ)) de Spec k[T ]. Il consiste en un seul point ferme´ de corps
re´siduel k : le point na¨ıf qui correspond a` (1/λ). Vu comme point de Spec k[S, T ],
c’est le point na¨ıf correspondant au couple (λ, 1/λ).
• Supposons que λ = 0. Dans ce cas, {yη,T−(1/S)} ∩ ψ−1(xS−λ) est le sous-
ensemble V (1) de Spec k[T ], qui est vide.
(4.2.11) Re´capitulation. On de´duit de ce qui pre´ce`de que Spec k[S, T ]
comprend trois types de points.
(4.2.11.1) Il y a tout d’abord les points na¨ıfs, qui sont exactement les points
ferme´s de Spec k[S, T ], ou encore ceux de corps re´siduel k ; ils constituent un
ensemble en bijection naturelle avec k2. Si (λ, µ) ∈ k2 le point ferme´ associe´ peut
se de´crire comme V (T−λ, S−µ) et il correspond a` l’ide´al maximal (T−λ, S−µ) ;
l’e´valuation en ce point est l’e´valuation usuelle des polynoˆmes en (λ, µ).
(4.2.11.2) Il y a ensuite le point ge´ne´rique que nous avons note´ ξη, dont
l’adhe´rence est Spec k[S, T ] tout entier, et dont le corps re´siduel est k(S, T ).
L’ide´al correspondant a` ξη est l’ide´al nul, et l’e´valuation en ξη est le
plongement k[S, T ] →֒ k(S)[T ].
(4.2.11.3) Il y a enfin une famille de points ≪interme´diaires≫ : ceux que nous
avons note´s ξS−λ ou` λ ∈ k et yη,P , ou` P est un polynoˆme irre´ductible de k(S)[T ].
Leur point commun est le suivant : l’ide´al premier correspondant a` chacun d’eux
est engendre´ par un polynoˆme irre´ductible de k[S, T ] (il s’agit de S−λ pour ξS−λ,
et de celui que nous avons note´ P0 pour yη,P – le lecteur ve´rifiera qu’on obtient
ainsi tous les polynoˆmes irre´ductibles de k[S, T ]).
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Si z est l’un de ces points et si Q de´signe le polynoˆme irre´ductible de k[S, T ]
qui lui correspond, il re´sulte de 4.2.8.1, 4.2.9 et 4.2.9.1 que {z} = V (Q) ne
comprend, hormis le point z lui-meˆme, que des points na¨ıfs ; en identifiant ces
derniers a` des e´le´ments de k2, on a donc
{z} = {z} ∪ {(λ, µ) ∈ k2, Q(λ, µ) = 0}.
L’ensemble E := {(λ, µ) ∈ k2, Q(λ, µ) = 0}, qui n’est autre que la courbe
alge´brique ≪na¨ıve≫ d’e´quation Q = 0, est toujours infini :
• si z = ξS−λ pour un certain λ alors Q = (S − λ) et E = {(λ, µ)}µ∈k ;
• si z = yη,P pour un certain P alors Q = P0 et l’on a vu plus haut (4.2.9 et
sq.) que l’ensemble Eλ := {µ ∈ k t.q. (λ, µ) ∈ E} est fini pour tout λ, et non
vide pour presque tout λ.
Quant au corps re´siduel κ(z) = Frac k[S, T ]/Q, il se de´crit plus pre´cise´ment
comme suit (4.2.7.2, 4.2.8.1) :
• si z = ξS−λ pour un certain λ alors κ(z) ≃ k(T ) ;
• si z = yη,P pour un certain P alors κ(z) = k(S)[T ]/P .
Dans les deux cas, κ(z) est une extension de k de degre´ de transcendance
e´gal a` 1.
(4.2.12) Quelques commentaires. Ce qui pre´ce`de met bien en e´vidence
l’analogie entre Spec Z[T ] et Spec k[S, T ]. Le lecteur pourra d’ailleurs se
convaincre que nous aurions pu nous contenter d’un paragraphe coiffant ces
deux exemples, en e´tudiant Spec A[T ] via le morphisme ψ: Spec A[T ]→ Spec A
induit par A →֒ A[T ], ou` A est un anneau principal ayant un ensemble infini
d’e´le´ments irre´ductibles.
(4.2.12.1) La condition sur l’existence d’une infinite´ d’e´le´ments irre´ductibles
sert simplement a` assurer que si yη,P est un point ferme´ de la fibre
ge´ne´rique ψ−1(η), son adhe´rence rencontre au moins une fibre ferme´e et n’est
en particulier pas re´duite a` {yη,P }. Nous allons esquisser ici un contre-exemple
a` ce fait lorsque A n’a qu’un nombre fini d’irre´ductibles ; les de´tails sont laisse´s
au lecteur.
Soit p un nombre premier. On ve´rifie que le localise´ Z(p) de Z est principal,
et a un unique e´le´ment irre´ductible, a` savoir p. L’adhe´rence {yη,T−(1/p)} ne
rencontre alors pas la fibre ferme´e de ψ: Spec Z(p)[T ]→ Spec Z(p), et yη,T−(1/p)
apparaˆıt ainsi comme un point ferme´ de Spec Z(p)[T ] qui est situe´ sur la fibre
ge´ne´rique de ψ. L’e´valuation correspondante n’est autre que la fle`che naturelle
de Z(p)[T ] vers Q qui envoie T sur 1/p, et qui est effectivement surjective
puisque Q = Z(p)[1/p].
(4.2.12.2) Cette analogie entre Spec Z[T ] et Spec k[S, T ] permet de penser en
termes ge´ome´triques a` Z[T ], qui pouvait apparaˆıtre comme de nature davantage
alge´brique ou arithme´tique 1. Nous attirons par exemple l’attention du lecteur
sur la similitude des exemples 4.2.5.2 et 4.2.10.2 : le ferme´ V (2T−1) de Spec Z[T ]
1. Insistons sur le fait que, contrairement a` une impression qu’on peut avoir a` premie`re
vue (par exemple face a` la profusion de points e´tranges sur un objet cense´ jouer le roˆle du
plan affine), la the´orie des sche´mas est faite pour favoriser l’intuition ge´ome´trique a` propos
d’objets sur lesquels elle semblait inope´rante a` premie`re vue, et pas pour la chasser lorsqu’elle
est naturellement pre´sente !
164 Le spectre comme espace topologique
ressemble beaucoup a` l’hyperbole V (ST − 1) ⊂ Spec k[S, T ]. Cette dernie`re
rencontre toutes les droites verticales, c’est-a`-dire les fibres ferme´es de ψ, a`
l’exception de la fibre en l’origine : comme S s’annule en l’origine, l’hyperbole
ne coupe pas la fibre correspondante – en fait, elle la rencontre plus pre´cise´ment
≪a` l’infini≫, en un sens que nous pre´ciserons plus loin lorsque nous aurons
introduit la ge´ome´trie projective.
Le meˆme phe´nome`ne vaut pour V (2T − 1) ⊂ Spec Z[T ] : puisque 2, vu
comme fonction sur Spec Z, s’annule en x2, le ferme´ V (2T − 1) ne rencontre
pas la fibre ψ−1(x2) – et la` encore, nous verrons plus bas qu’il la rencontre en
fait ≪a` l’infini≫, ce qui permettra au lecteur imaginatif de penser a` cette fibre
comme a` une asymptote de V (2T − 1).
4.3 Comple´ments sur la topologie de Spec A
Ide´aux sature´s et ferme´s de Zariski
(4.3.1) Soit A un anneau et soit I un ide´al de A. On note
√
I l’image re´ciproque
du nilradical de A/I par la fle`che quotient A→ A/I ; c’est un ide´al de A, qu’on
peut e´galement de´crire comme l’ensemble des a ∈ A pour lesquels il existe n ∈ N
tel que an ∈ I. On dit que √I est le radical de I.
(4.3.1.1) Les faits suivants de´coulent imme´diatement de la de´finition : si I est
un ide´al de A alors I ⊂ √I et
√√
I =
√
I ; si J est un ide´al de A tel que I ⊂ J
alors
√
I ⊂ √J ; l’ide´al √(0) est le nilradical de A.
(4.3.1.2) Il re´sulte de 4.3.1.1 que si J est un ide´al de A tel que
I ⊂ J ⊂
√
I
alors
√
J =
√
I.
(4.3.2) Nous dirons qu’un ide´al I de A est sature´ 2 s’il est e´gal a` son radical ;
cela revient a` demander que A/I soit re´duit.
(4.3.2.1) Si I est un ide´al de A alors
√
I est sature´ (4.3.1.1).
(4.3.2.2) Si p est un ide´al premier de A il est sature´ (A/p est inte`gre, et a
fortiori re´duit).
(4.3.3) La formule I 7→ V (I) de´finit une surjection de´croissante (pour
l’inclusion) de l’ensemble des ide´aux de A vers l’ensemble des ferme´s de Spec A.
Par ailleurs, la formule
F 7→ I (F ) := {f ∈ A t.q. ∀x ∈ F f(x) = 0}
de´finit une application de´croissante de l’ensemble des ferme´s de Spec A vers
l’ensemble des ide´aux de A.
Il re´sulte imme´diatement des de´finitions que I ⊂ I (V (I)) pour tout ide´al I
de A, et que F ⊂ V (I (F )) pour tout ferme´ F de Spec A.
2. Cette terminologie n’est pas particulie`rement standard, mais il ne semble pas exister
d’adjectif universellement utilise´ pour qualifier un tel ide´al.
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(4.3.3.1) Soit F un ferme´ de Spec A, et soit f ∈ A tel que fn ∈ I (F ) pour
un certain entier n. On a alors fn(x) = 0 pour tout x ∈ F , et partant f(x) = 0
pour tout x ∈ F ; ainsi, f ∈ I (F ) et I (F ) est sature´.
(4.3.3.2) Soit I un ide´al de A et soit f ∈ A. La fle`che A → A/I induit un
home´omorphisme de Spec A/I sur V (I). En conse´quence on a pour tout f ∈ A
l’e´quivalence entre les assertions suivantes :
i) f ∈ I (V (I)), i.e. f s’annule en tout point x de V (I) ;
ii) la classe f¯ de f modulo I s’annule en tout point de Spec A/I.
Mais cette dernie`re condition revient a` demander que f¯ soit nilpotente
dans A/I, donc que f ∈ √I. On a ainsi de´montre´ que
I (V (I)) =
√
I.
(4.3.4) Lemme. Les fle`ches I 7→ V (I) et F 7→ I (F ) e´tablissent une bijection
de´croissante d’ensembles ordonne´s entre l’ensemble des ide´aux sature´s de A et
l’ensemble des ferme´s de Spec A.
De´monstration. Soit I un ide´al sature´ de A. On a alors I (V (I)) =
√
I = I
(la premie`re e´galite´ est due a` 4.3.3.2, la seconde a` l’hypothe`se de saturation).
Soit F un ferme´ de Spec A ; e´crivons F = V (J) pour un certain ide´al J
de A. On sait que I (F ) est sature´ (4.3.3.1). On a F ⊂ V (I (F )). Par ailleurs
comme F = V (J) il vient J ⊂ I (F ) et donc V (I (F )) ⊂ V (J) = F . Ainsi,
V (I (F )) = F , ce qui ache`ve la de´monstration. 
(4.3.5) Commentaire. Le lemme 4.3.4 ci-dessus affirme en particulier que la
restriction de I 7→ V (I) a` l’ensemble des ide´aux sature´s est injective. Mais on
peut e´galement en de´duire une condition ne´cessaire et suffisante pour que deux
ide´aux I et J (non ne´cessairement sature´s) ve´rifient l’e´galite´ V (I) = V (J). En
effet, comme F 7→ I (F ) est injective en vertu de loc. cit., ce sera le cas si
et seulement si I (V (I)) = I (V (J)), c’est-a`-dire si et seulement si
√
I =
√
J
(4.3.3.2).
C’est vrai en particulier lorsque J = 0. On a donc V (I) = V (0) = Spec A si
et seulement si
√
I est e´gal au nilradical de A ; on voit imme´diatement que c’est
le cas si et seulement si I lui-meˆme est contenu dans le nilradical de A, et l’on
retrouve ainsi ce qui avait e´te´ mentionne´ en 4.1.25.1.
Le cas d’une alge`bre de type fini sur un corps
alge´briquement clos
(4.3.6) Supposons maintenant que A est une alge`bre de type fini sur un
corps alge´briquement clos k, et choisissons un isomorphisme de k-alge`bres
A ≃ k[T1, . . . , Tn]/(P1, . . . , Pr). On reprend les notations de 4.1.20 et sq. : on
pose X = Spec A, et l’on note X(k) l’ensemble Homk(A, k), qui co¨ıncide avec
l’ensemble X0 des points ferme´s de X . L’ensemble X(k) s’identifie par ailleurs
a` celui des n-uplets (x1, . . . , xn) ∈ kn en lesquels les Pj s’annulent.
(4.3.7) On munit X(k) de la topologie induite par celle de X , qu’on appelle
encore topologie de Zariski ; ses ferme´s sont les parties de la forme V (E)∩X(k)
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ou` E est une partie de A (on peut d’ailleurs se limiter aux ide´aux de A) et une
base d’ouverts de X(k) est forme´e des parties de la forme D(f)∩X(k) ou` f ∈ A.
Si l’on voit X(k) comme un ensemble de n-uplets, alors pour tout E ⊂ A et
tout f ∈ A on a
E ∩X(k) = {(x1, . . . , xn) ∈ X(k) t.q. g(x1, . . . , xn) = 0 ∀ g ∈ E}
et
D(f) ∩X(k) = {(x1, . . . , xn) ∈ X(k) t.q. f(x1, . . . , xn) 6= 0 }.
(4.3.8) Soit T un espace topologique. On notera C (T ) le plus petit sous-
ensemble de P(T ) contenant les ferme´s, les ouverts, et qui est stable par unions
finies, intersections finies et passage au comple´mentaire. On ve´rifie aussitoˆt
que C (T ) est l’ensemble des parties de T de la forme
⋃
i∈I Ui ∩ Fi ou` I est
un ensemble fini, ou` les Ui sont des ouverts et ou` les Ti sont des ferme´s.
(4.3.9) Proposition. L’application C 7→ C(k) := C∩X(k) induit une bijection
de C (X) sur C (X(k)).
De´monstration. Par de´finition de la topologie induite, C(k) ∈ C (X(k)) pour
tout C ∈ C (X), et toute partie appartenant a` C (X(k)) est de la forme C(k)
pour une telle C. Il reste donc a` s’assurer que C 7→ C(k) est injective.
(4.3.9.1) Un cas particulier. Soit C ∈ C (X) telle que C(k) = ∅ ; nous
allons montrer que C = ∅. Comme C est une union finie de parties de la
forme U ∩F , ou` U est ouvert et F ferme´, on peut supposer que C = U ∩ F . Le
ferme´ F s’e´crit V (I) pour un certain I, et s’identifie donc a` Spec A/I. Quitte a`
remplacer A par A/I, on peut supposer F = Spec A et C = U . Dans ce cas C
est re´union d’ouverts de la forme D(f), avec f ∈ A, et l’on est ainsi ramene´ au
cas ou` C = D(f). L’ouvert C s’identifie alors au spectre de la k-alge`bre de type
fini Af . Comme C(k) = ∅, le spectre de Af n’a pas de point ferme´, ce qui veut
dire que Af est nulle et que C = Spec Af = ∅.
(4.3.9.2) Le cas ge´ne´ral. Soient C et D deux parties appartenant a` C (X) telles
que C(k) = D(k). Soit C′ l’intersection de C et du comple´mentaire de D, et
soit D′ l’intersection de D et du comple´mentaire de C ; les parties C′ et D′
appartiennent a` C (X). Par hypothe`se C′(k) = D′(k) = ∅ ; le cas particulier
traite´ au 4.3.9.1 ci-dessus assure alors que C′ = D′ = ∅, et donc que C = D. 
(4.3.10) Quelques conse´quences.
(4.3.10.1) Soient C et D deux parties appartenant a` C (X). On a les
e´quivalences
C ⊂ D ⇐⇒ C∩(X\D) = ∅ ⇐⇒ C(k)∩(X(k)\D(k)) = ∅ ⇐⇒ C(k) ⊂ D(k)
(la deuxie`me e´quivalence de´coule de la proposition 4.3.9 ci-dessus, les autres
sont tautologiques).
(4.3.10.2) Soit F un ferme´ de Zariski de X(k) ; on notera I (F ) l’ide´al de A
forme´ des fonctions f qui s’annulent en tout point de F .
Le ferme´ F est de la forme G(k), ou` G est un ferme´ de Zariski de X qui est
uniquement de´termine´ d’apre`s la proposition 4.3.9 ci-dessus. Si f ∈ A on a les
e´quivalences
f ∈ I (F ) ⇐⇒ G(k) ⊂ V (f)(k) ⇐⇒ G ⊂ V (f) ⇐⇒ f ∈ I (G),
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la deuxie`me e´quivalence re´sultant de 4.3.10.1. Ainsi I (F ) = I (G).
(4.3.10.3) En combinant 4.3.10.2, la proposition 4.3.9 et le lemme 4.3.4, on
voit que I 7→ V (I)(k) et F 7→ I (F ) e´tablissent une bijection entre l’ensemble
des ide´aux sature´s de A et l’ensemble des ferme´s de Zariski de X(k).
(4.3.11) La proposition 4.3.9 et ses conse´quences signale´es en 4.3.10 et sq.
expliquent pourquoi l’on peut, pour un grand nombre de questions, se passer
du langage des sche´mas lorsqu’on fait de la ge´ome´trie alge´brique sur un corps
alge´briquement clos : dans ce contexte, une partie de´finissable de manie`re
alge´brique (c’est-a`-dire par des conditions d’annulation ou de non-annulation
de polynoˆmes) est connue sans ambigu¨ıte´ de`s qu’on connaˆıt ses points na¨ıfs, et
l’on ne perd donc pas grand-chose a` ne conside´rer que lesdits points.
Espaces topologiques irre´ductibles, composantes
irre´ductibles, dimension de Krull
(4.3.12) De´finition. Soit X un espace topologique. On dit que X est
irre´ductible si X est non vide et si pour tout couple (Y, Z) de ferme´s de X
tels que X = Y ∪ Z on a X = Y ou X = Z.
(4.3.12.1) On peut donner une de´finition bourbakiste de l’irre´ductibilite´ –
analogue a` celle de l’inte´grite´ donne´e en 0.1.3.2 – en disant queX est irre´ductible
si et seulement si toute union finie de ferme´s stricts de X est stricte ; cela force
en particulier la re´union vide de tels ferme´s (qui est l’ensemble vide) a` eˆtre
stricte, et donc X a` eˆtre non vide.
(4.3.12.2) Il est tautologique qu’un espace topologique X est irre´ductible si et
seulement si X 6= ∅ et si tout ouvert non vide de X est dense dans X (passer
au comple´mentaire dans la de´finition initiale).
On en de´duit que si X est un espace topologique irre´ductible, tout ouvert
non vide de X est encore irre´ductible.
(4.3.12.3) Soit X un espace topologique. Si X posse`de une partie dense
irre´ductible, il est irre´ductible : c’est imme´diat.
Comme un singleton est trivialement irre´ductible, tout espace topologique
posse´dant un point ge´ne´rique (c’est-a`-dire dense) est irre´ductible.
(4.3.12.4) Il re´sulte de la de´finition qu’un espace topologique irre´ductible est
en particulier connexe.
(4.3.13) La notion d’espace irre´ductible n’a gue`re d’inte´reˆt lorsqu’on s’inte´resse
aux espaces topologiques usuels. On de´montre par exemple aise´ment (le lecteur
est invite´ a` le faire a` titre d’exercice) qu’un espace topologique se´pare´ est
irre´ductible si et seulement si c’est un singleton.
Elle est par contre extreˆmement utile en ge´ome´trie alge´brique, qui manipule
des espaces a` la topologie assez grossie`re et tre`s combinatoire. La proposition
suivante en est une bonne illustration.
(4.3.14) Proposition. Soit A un anneau. Les assertions suivantes sont
e´quivalentes.
i) Spec A a un unique point ge´ne´rique.
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ii) Spec A a un point ge´ne´rique.
iii) Spec A est irre´ductible.
iv) Le quotient Ared de A par son nilradical est inte`gre.
De´monstration. On sait que la fle`che quotient A → Ared induit un
home´omorphisme Spec Ared ≃ Spec A (4.1.25.1). On peut donc remplacer A
par Ared, et ainsi supposer que A est re´duit, c’est-a`-dire que A = Ared.
Il est clair que i)⇒ii)⇒iii).
Supposons que iii) soit vraie, et montrons que A = Ared est inte`gre.
Comme Spec A est irre´ductible, il est non vide et A est donc non nul.
Soient f et g deux e´le´ments de A tels que fg = 0. On a alors Spec A =
V (fg) = V (f) ∪ V (g).
Par irre´ductibilite´, il vient Spec A = V (f) ou Spec A = V (g). En
conse´quence, f est nilpotente ou g est nilpotente ; commeA est re´duit, on a f = 0
ou g = 0 et A est inte`gre.
Supposons que iv) soit vraie, et montrons i). Soit x ∈ Spec A et soit p l’ide´al
premier correspondant. Le point x est ge´ne´rique si et seulement si tout ide´al
premier de A contient p ; mais il est clair que cette proprie´te´ est ve´rifie´e par (0)
(qui est premier car A est inte`gre) et par lui seul, d’ou` i). 
(4.3.15) Soit A un anneau.
(4.3.15.1) Soit F un ferme´ de Spec A. On a F = V (I) pour un certain ide´al I
de A, et F est home´omorphe a` Spec A/I. Par la proposition 4.3.14 ci-dessus, F
est irre´ductible si et seulement si il admet un point ge´ne´rique, lequel est alors
unique.
On en de´duit que x 7→ {x} e´tablit une bijection entre Spec A et l’ensemble
de ses ferme´s irre´ductibles, la re´ciproque envoyant un ferme´ F sur son unique
point ge´ne´rique.
(4.3.15.2) Soit I un ide´al sature´ de A. Par de´finition, A/I est re´duit ; il s’ensuit
d’apre`s loc. cit. que V (I) ≃ Spec A/I est irre´ductible si et seulement si A/I est
inte`gre, c’est-a`-dire si et seulement si I est premier. En conse´quence, p 7→ V (p)
et F 7→ I (F ) e´tablissent une bijection de´croissante d’ensembles ordonne´s
entre l’ensemble des ide´aux premiers de A et celui des ferme´s irre´ductibles
de Spec A. Bien entendu, cette bijection est simplement la traduction en termes
d’ide´aux premiers de la bijection de´crite au 4.3.15.1 ci-dessus par la formule plus
ge´ome´trique x 7→ {x}.
(4.3.16) Interme`de culturel. On dit qu’un espace topologique est sobre si
chacun de ses ferme´s irre´ductibles admet un et un seul point ge´ne´rique. On vient
de voir que le spectre d’un anneau est sobre.
(4.3.16.1) Tout espace topologique admet une sobrification ; nous laissons au
lecteur le soin de la de´finir, et de la construire – suivant la philosophie habituelle :
just do it !
(4.3.16.2) On de´montre que si X et Y sont deux espaces topologiques, les
cate´gories des faisceaux (d’ensembles) sur X et sur Y sont e´quivalentes si et
seulement si X et Y ont meˆme sobrification.
Comple´ments sur la topologie de Spec A 169
(4.3.17) Interpre´tation des points sche´matiques en termes classiques.
Soit k un corps alge´briquement clos et soit A une k-alge`bre de type fini ;
posons X = Spec A.
(4.3.17.1) Il re´sulte de la proposition 4.3.9 et de 4.3.10.1 que F 7→ F (k) e´tablit
une bijection entre l’ensemble des ferme´s irre´ductibles de X et l’ensemble des
ferme´s irre´ductibles de X(k) ; en conse´quence, x 7→ {x}(k) e´tablit une bijection
entre X et l’ensemble des ferme´s irre´ductibles de X(k).
Insistons a` ce propos sur le fait que tous les points de l’espace
topologique X(k) sont ferme´s ; en conse´quence, un ferme´ irre´ductible non
singleton de X(k) (c’est-a`-dire, par ce qui pre´ce`de, un ferme´ de la forme {x}(k)
avec x /∈ X(k)) n’a pas de point ge´ne´rique dans X(k).
(4.3.17.2) On voit donc que topologiquement, on peut construire X a` partir
de X(k) en rajoutant un point ge´ne´rique par ferme´ irre´ductible non singleton.
L’espace X apparaˆıt ainsi comme la sobrification de X(k).
(4.3.17.3) Soit x un point de X et soit G le ferme´ irre´ductible {x}(k). Pour
tenter d’appre´hender intuitivement le point x, on pourra se re´fe´rer au slogan
suivant : une proprie´te´ (raisonnable) est vraie en x si et seulement si elle est
vraie sur un ouvert de Zariski non vide de G.
C’est par exemple le cas pour l’annulation ou la non-annulation des
fonctions : si f ∈ A et si f(x) = 0 alors f est nulle en tout point de G ;
et si f(x) 6= 0 l’ouvert D(f) ∩ G est non vide, puisque D(f) ∩ {x} 6= ∅ (il
contient x). Mais ce le sera aussi pour un grand nombre d’autres proprie´te´s plus
subtiles.
Le passage de la varie´te´ na¨ıve X(k) au sche´ma X s’apparente ainsi a` une
de´clinaison d’un proce´de´ tre`s re´pandu en mathe´matiques : on estime souvent
avoir inte´reˆt, pour des raisons de confort psychologique, a` inventer un objet
conceptuellement un peu complique´ pour pouvoir remplacer des e´nonce´s de la
forme ≪il existe un ensemble sur lequel telle proprie´te´ est vraie≫ par des e´nonce´s
plus agre´ables de la forme ≪telle proprie´te´ est vraie en tel point≫.
Donnons un exemple de ce type de de´marche, qui vous est certainement tre`s
familier : la construction du corps des re´els. On remplace l’objet assez simple Q
par l’objet plus complique´ R, mais on gagne en simplicite´ des assertions. Par
exemple si P ∈ Q[T ], on a e´quivalence entre ≪P (√2) > 0≫ et ≪il existe un
entier M > 0 et un entier N > 0 tel que pour tout nombre rationnel positif r
satisfaisant les ine´galite´s 2− 1/M 6 r2 6 2 + 1/M on ait P (r) > 1/N≫.
Espaces noethe´riens et composantes irre´ductibles
(4.3.18) De´finition. Soit X un espace topologique. On ve´rifie sans peine que
les assertions suivantes sont e´quivalentes :
i) tout ensemble non vide de ferme´s de X admet un e´le´ment minimal (pour
l’inclusion) ;
ii) toute suite de´croissante de ferme´s de X est stationnaire.
Lorsqu’elles sont satisfaites, on dit que X est noethe´rien.
(4.3.19) Il de´coule imme´diatement de la de´finition que tout ferme´ d’un espace
topologique noethe´rien est encore noethe´rien.
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Nous invitions par ailleurs le lecteur a` de´montrer qu’un espace topologiqueX
est noethe´rien si et seulement si tous ses ouverts sont quasi-compacts.
(4.3.20) Exemple. Soit A un anneau noethe´rien. Tout ensemble non vide
d’ide´aux de A admet un e´le´ment maximal ; c’est en particulier vrai lorsqu’on se
restreint aux ensembles d’ide´aux sature´s, et il de´coule alors du lemme 4.3.4 que
l’espace topologique Spec A est noethe´rien.
(4.3.21) En fait, le lemme 4.3.4 garantit pre´cise´ment que si A est un
anneau, Spec A est noethe´rien si et seulement si tout ensemble non vide
d’ide´aux sature´s de A a un e´le´ment maximal. C’est une proprie´te´ a priori plus
faible que la noethe´rianite´, et l’on peut effectivement construire un exemple
d’anneau non noethe´rien a` spectre noethe´rien. Par exemple, soit k un corps,
soit I l’ide´al de k[Xi]i∈N engendre´ par tous les monoˆmes de degre´ 2, et soit A
le quotient k[Xi]i∈N/I. Nous laissons au lecteur le soin de ve´rifier les points
suivants :
• l’ide´al (Xi)i∈N est le seul ide´al premier de A, et Spec A est donc un
singleton, e´videmment noethe´rien ;
• l’ide´al (Xi)i∈N n’est pas de type fini, et A n’est donc pas noethe´rien.
(4.3.22) Lemme. Soit X un espace topologique noethe´rien. Il existe un
ensemble fini E de ferme´s irre´ductibles de X posse´dant les proprie´te´s suivantes :
i) les ferme´s appartenant a` E sont deux a` deux non comparables pour
l’inclusion ;
ii) X est la re´union des ferme´s appartenant a` E.
De plus si E est un tel ensemble, tout ferme´ irre´ductible de X est contenu
dans (au moins) un ferme´ appartenant a` E, et E apparaˆıt ainsi comme
l’ensemble des ferme´s irre´ductibles maximaux de X. Il est donc unique, et ses
e´le´ments sont appele´s les composantes irre´ductibles de X.
De´monstration. On proce`de en plusieurs e´tapes.
(4.3.22.1) Premie`re e´tape : X est une re´union finie de ferme´s irre´ductibles.
On suppose que ce n’est pas le cas, et l’on note F l’ensemble des ferme´s de X
qui ne sont pas re´union finie de ferme´s irre´ductibles. Par hypothe`se, X ∈ F
et F 6= ∅ ; comme X est noethe´rien, F admet un e´le´ment minimal Y .
Comme Y ∈ F , il n’est pas re´union finie de ferme´s irre´ductibles ; en
particulier, il est non vide (sinon, ce serait la re´union vide de tels ferme´s) et non
irre´ductible. Il existe donc deux ferme´s stricts Z et T de Y tels que Y = Z ∪ T .
Comme Z et T sont strictement contenus dans Y , la minimalite´ de Y implique
qu’ils n’appartiennent pas a` F . Chacun d’eux est donc une union finie de ferme´s
irre´ductibles, et il en va de`s lors de meˆme de Y , ce qui est absurde.
(4.3.22.2) Il existe donc un ensemble fini E de ferme´s irre´ductibles de X
satisfaisant ii). Si Y et Z sont deux ferme´s appartenant a` E avec Y ( Z,
alors X =
⋃
T∈E,T 6=Y T , et on peut donc retirer Y de E sans alte´rer la validite´
de ii). En recommenc¸ant l’ope´ration autant de fois que ne´cessaire, on obtient
bien un ensemble fini de ferme´s irre´ductibles de X qui satisfait i) et ii).
(4.3.22.3) Soit maintenant E un tel ensemble et soit Y un ferme´ irre´ductible
de X . Comme X est re´union des e´le´ments de E, le ferme´ Y est re´union de ses
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ferme´s Y ∩Z ou` Z parcourt E. Comme Y est irre´ductible, l’un au moins de ces
ferme´s n’est pas strict ; il existe donc Z ∈ E tel que Y ∩ Z = Y , c’est-a`-dire tel
que Y ⊂ Z, ce qui ache`ve la de´monstration. 
(4.3.23) Exemple. Soit k un corps et soit f un e´le´ment non nul
de k[T1, . . . , Tn]. Le ferme´ de Zariski V (f) de Spec k[T1, . . . , Tn] s’identifie
a` Spec k[T1, . . . , Tn]/(f). L’anneau k[T1, . . . , Tn]/(f) e´tant noethe´rien, l’espace
topologique V (f) est lui aussi noethe´rien, et est en conse´quence justiciable
du lemme pre´ce´dent. Nous allons de´crire explicitement ses composantes
irre´ductibles.
Comme f est un e´le´ment non nul de l’anneau factoriel k[T1, . . . , Tn], il s’e´crit
comme un produit fini
∏
Pnii ou` les Pi sont des polynoˆmes irre´ductibles deux a`
deux non associe´s et les ni des entiers > 0. On a alors
V (f) =
⋃
V (Pnii ) =
⋃
V (Pi).
Fixons i. Comme Pi est un polynoˆme irre´ductible de l’anneau factoriel
k[T1, . . . , Tn], l’ide´al (Pi) est premier, et V (Pi) est donc irre´ductible
d’apre`s 4.3.15.2.
Par ailleurs, si i et j sont deux indices distincts, (Pi) et (Pj) sont non
comparables pour l’inclusion (puisque Pi et Pj ne le sont pas pour la divisibilite´),
et V (Pi) et V (Pj) ne le sont donc pas non plus d’apre`s loc. cit.
En conse´quence, les V (Pi) sont exactement les composantes irre´ductibles
de V (f).
Dimension de Krull
(4.3.24) De´finition. Soit X un espace topologique. La dimension de Krull
de X est la borne supe´rieure de l’ensemble des entiers n pour lesquels il existe
une chaˆıne strictement croissante
X0 ( X1 ( . . . ( Xn
ou` les Xi sont des ferme´s irre´ductibles de X .
(4.3.24.1) Commentaires. L’ensemble d’entiers dont on prend la borne
supe´rieure dans la de´finition ci-dessus est vide si et seulement si X n’a pas
de ferme´s irre´ductibles, ce qui signifie que X = ∅ : dans le cas contraire, il
existe x ∈ X , et {x} est un ferme´ irre´ductible de X .
Si X = ∅, sa dimension de Krull est donc e´gale a` −∞ (voir la note de
bas de page au paragraphe 2.8.19.1). Sinon, c’est un e´le´ment de N ∪ {+∞},
qui vaut +∞ si et seulement si X posse`de des chaˆınes strictement croissantes
arbitrairement longues de ferme´s irre´ductibles.
(4.3.24.2) La dimension de Krull n’est pas une notion pertinente pour
comprendre les espaces topologiques usuels. Ainsi, comme les seuls ferme´s
irre´ductibles de Rn sont les points, la dimension de Krull de Rn est nulle quel
que soit n.
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Elle est en revanche tout a` fait adapte´e aux espaces topologiques
rudimentaires qui interviennent en ge´ome´trie alge´brique, et correspond alors
parfaitement a` l’ide´e intuitive qu’on se fait de la dimension.
Par exemple, dire qu’un espace X est de dimension de Krull e´gal a` 2
signifie que les chaˆınes strictement croissantes de ferme´s irre´ductibles de X les
plus longues qu’on puisse trouver comportent trois e´le´ments (la nume´rotation
commence a` 0). Or c’est ce que l’on attend, inde´pendamment de la de´finition
pre´cise donne´e a` ce terme, d’une surface alge´brique, sur laquelle une telle chaˆıne
doit eˆtre constitue´e d’un point, d’une courbe irre´ductible, et de la surface elle-
meˆme.
(4.3.24.3) Signalons qu’il existe une notion bien plus fine de dimension en
topologie ge´ne´rale qui est pertinente pour tout ce qui est peu ou prou modele´
sur R ; par exemple, Rn est de dimension n. Mais nous n’en aurons pas besoin
dans le cadre de ce cours, et ne donnerons pas sa de´finition.
(4.3.25) Soit A un anneau. Il re´sulte des de´finitions et du dictionnaire entre
ferme´s irre´ductibles de Spec A et ide´aux premiers de A que la dimension de
Krull de l’espace topologique Spec A est e´gale a` la dimension de Krull de A.
Le the´ore`me 2.9.11 implique alors que si A est une alge`bre inte`gre et de
type fini sur un corps k, la dimension de Krull de Spec A est e´gale au degre´ de
transcendance de Frac A sur k.
Chapitre 5
La notion de sche´ma
5.1 La cate´gorie des sche´mas
Le spectre comme espace localement annele´
(5.1.1) Soit A un anneau. Le but de ce qui suit est de munir l’espace
topologique Spec A d’une structure d’espace localement annele´, c’est-a`-dire de
construire un faisceau d’anneaux sur Spec A dont les fibres soient des anneaux
locaux.
Nous aurons en fait e´galement besoin plus loin de conside´rer sur l’espace
localement annele´ Spec A des faisceaux de modules d’un certain type. Aussi
avons-nous choisi de donner une construction qui fournit directement ces
faisceaux de modules, dont notre faisceau d’anneaux apparaˆıtra simplement
comme un cas particulier.
(5.1.2) Soit M un A-module et soit U un ouvert de Spec A. On note S(U)
l’ensemble des e´le´ments f de A qui ne s’annulent pas sur U . C’est une partie
multiplicative de A, e´gale a` A× si U = Spec A. On de´signe par Mpref(U)
le S(U)−1A-module S(U)−1M . Si V est un ouvert contenu dans U , on dispose
d’une application A-line´aire naturelle Mpref(U)→Mpref(V ), et Mpref apparaˆıt
ainsi comme un pre´faisceau de A-modules sur Spec A.
(5.1.2.1) On remarque que Apref he´rite quant a` lui d’une structure plus riche :
c’est un pre´faisceau de A-alge`bres, et Mpref est de manie`re naturelle un Apref-
module.
(5.1.2.2) Les fibres de Mpref. Fixons x ∈ Spec A, et soit Σ l’ensemble des
e´le´ments de A non nuls en x ; notons que Σ est pre´cise´ment le comple´mentaire
dans A de l’ide´al premier p correspondant a` x.
L’ensemble des voisinages ouverts de x, muni de l’ordre oppose´ a` celui de
l’inclusion, est filtrant ; si U et V sont deux voisinages ouverts de x avec V ⊂ U
alors S(U) ⊂ S(V ), et la re´union des S(U) lorsque U parcourt l’ensemble des
voisinages ouverts de x est e´gale a` Σ (si f ∈ Σ, alors f ∈ S(D(f)) ).
On de´duit alors de 2.5.7.4 que Mpref,x s’identifie a` Σ
−1M , c’est-a`-dire a` Mp.
En particulier, Apref,x est l’anneau local Ap.
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(5.1.2.3) Nous allons faire une remarque de nature technique a` propos de la
description locale des sections de Mpref, qui nous servira par la suite.
Soit U un ouvert de Spec A, soit σ une section de Mpref sur U et soit x ∈ U .
On peut e´crire σ = µ/s avec µ ∈ M et s ∈ S(U). Soit g tel que D(g) soit un
voisinage ouvert de x dans U . Comme s ne s’annule pas sur U , on a D(g) ⊂ D(s)
et donc D(g) = D(sg). La restriction de σ a` D(sg) s’e´crit µ/s = µg/sg. Ainsi,
on a montre´ l’existence d’un e´le´ment f de A tel que x ∈ D(f) ⊂ U et tel
que σ|D(f) soit de la forme m/f avec m ∈M .
(5.1.3) On note M˜ le faisceau associe au pre´faisceau Mpref. Le faisceau A˜ est
un faisceau de A-alge`bres, et M˜ est un A˜-module.
(5.1.3.1) Soit x ∈ Spec A et soit p l’ide´al premier correspondant. La fibre M˜x
est canoniquement isomorphe a` Mpref,x, c’est-a`-dire a` Mp.
(5.1.3.2) En particulier, la fibre de A˜ en x s’identifie a` l’anneau local Ap.
(5.1.3.3) Soit f ∈ A. Comme f ∈ S(D(f)), on dispose d’une application A-
line´aire naturelle Mf → S(D(f))−1M = Mpref(D(f)) (qui envoie m/f vu
comme appartenant a` Mf sur m/f vu comme appartenant a` S(D(f))
−1M).
Par composition avec la fle`che canonique Mpref(D(f))→ D(f), on obtient une
application A-line´aire Mf → M˜(D(f)).
(5.1.4) Le the´ore`me qui suit est absolument fondamental. Il donne une
description explicite de M˜ qui permet de manipuler effectivement ce dernier
(et qui s’appliquera en particulier a` A˜). Il est a` la base de toute la the´orie
des sche´mas. Comme vous allez le voir, sa preuve met en jeu deux types
d’ingre´dients :
• les proprie´te´s ge´ne´rales des localise´s, et notamment la condition de nullite´
d’une fraction (ou d’e´galite´ de deux fractions) ;
• une petite astuce de calcul, pas difficile mais absolument cruciale, qui
permet d’exhiber par une formule explicite un e´le´ment de M re´pondant a`
certaines conditions.
(5.1.5) The´ore`me. Pour tout f ∈ A l’application A-line´aire Mf → M˜(D(f))
est bijective. En particulier, M → M˜(Spec A) est bijective (prendre f e´gal a` 1).
De´monstration. Nous allons commencer par une remarque qui permet de
simplifier un peu la de´monstration. Soit f ∈ A et soit U un ouvert de D(f).
Le morphisme A 7→ Af identifie de manie`re naturelle Spec Af a` D(f). Modulo
cette identification, il re´sulte aise´ment des de´finitions et du fait que f ∈ S(U)
que Mpref(U) s’identifie a` Mf,pref(U), ou` Mf,pref est le pre´faisceau sur Spec Af
associe´ au Af -module Mf . En conse´quence, M˜ |D(f) s’identifie au faisceau M˜f
sur Spec Af .
Si l’on montre l’injectivite´ (resp. la surjectivite´) de M → M˜(Spec A), ceci
entraˆınera donc l’injectivite´ (resp. la surjectivite´) de Mf → M˜(D(f)) pour
tout f , en appliquant le re´sultat a` l’anneau Af en lieu et place de A.
(5.1.5.1) Preuve de l’injectivite´ de M → M˜(Spec A), et partant de
l’injectivite´ Mf → M˜(D(f)) pour tout f . Soit m un e´le´ment de M dont l’image
dans M˜(Spec A) est nulle. Les germes de cette image sont alors tous nuls, ce
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qui signifie que l’image de m dans Mp est nulle pour tout ide´al premier p de M
(5.1.3.1). En conse´quence, m = 0 d’apre`s le lemme 2.6.2.1.
(5.1.5.2) Preuve de la surjectivite´ de M → M˜(Spec A), et partant de la
surjectivite´ de Mf → M˜(D(f)) pour tout f . Soit σ appartenant a` M˜(Spec A) ;
nous allons construire un e´le´ment m ∈M d’image e´gale a` σ.
En vertu de 5.1.2.3, de la quasi-compacite´ de Spec A, et du fait que toute
section de M˜ provient localement d’une section de Mpref, il existe une famille
finie (fi)i∈I d’e´le´ments de A et une famille (mi)i∈I d’e´le´ments de M tels que les
proprie´te´s suivantes soient satisfaites :
a) Spec A =
⋃
D(fi) ;
b) pour tout i, la restriction σ|D(fi) provient de la section mi/fi
de Mpref(D(fi)).
Soient i et j deux indices. Par construction, la restriction σ|D(fifj) provient
de la section mi/fi = fjmi/(fifj) de Mpref(D(fifj)), et e´galement de
la section fimj/(fifj) de ce dernier. La fle`che Mfifj → M˜(D(fifj)) est
injective d’apre`s ce qu’on a de´ja` montre´ au 5.1.5.1 ; en conse´quence, on
a fimj/(fifj) = fjmi/(fifj) dans M(fifj). Cela signifie qu’il existe un entier N
tel que (fifj)
N (fjmi − fimj) = 0 ; notons que comme l’ensemble d’indices est
fini, l’entier N peut eˆtre choisi inde´pendamment de i et j.
Nous allons simplifier un peu ces e´galite´s. On commence par remarquer que
(fifj)
N (fjmi − fimj) = 0
⇐⇒ fNi fN+1j mi = fNj fN+1i mj,
qui n’est autre que l’e´galite´ classique des produits en croix pour les
fractions fNi mi/(f
N+1
i ) et f
N
j mj/(f
N+1
j ).
On remplace alors pour tout i la fonction fi par f
N+1
i (ce qui ne change
pas D(fi)) et l’e´le´ment mi par f
N
i mi. Les conditions a) et b) ci-dessus restent
ve´rifie´es, et l’on a de plus fimj − fjmi = 0 pour tout (i, j).
Nous en venons au cœur de la preuve : la construction d’un ante´ce´dent
de σ. Remarquons pour commencer que si m ∈ M , le fait que son image
dans M˜(Spec A) soit e´gale a` σ peut se tester sur chacun des ouverts D(fi)
(puisque M˜ est un faisceau). On en de´duit, en conside´rant pour tout i le
diagramme commutatif
M //

M˜(Spec A)

Mfi // M˜(D(fi))
,
que pour que l’image de m dans M˜(Spec A) soit e´gale a` σ, il suffit que l’image
de m dans Mfi soit e´gale a` mi/fi pour tout i.
Nous allons maintenant utiliser l’hypothe`se que les D(fi) recouvrent Spec A.
Cela signifie qu’il existe (ai) ∈ AI tel que
∑
aifi = 1. Intervient alors l’astuce
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de calcul que nous avons e´voque´e plus haut : on pose m =
∑
j∈I ajmj et nous
allons ve´rifier que l’image de m dans Mfi est e´gale a` mi/fi pour tout i.
Fixons i. On a
fim = fi
∑
j
ajmj =
∑
j
aj(fimj)
=
∑
j
aj(fjmi) ( car fimj = fjmi pour tout j)
= (
∑
j
ajfj)mi = mi.
En conse´quence, l’image de m dans Mfi est e´gale a` mi/fi, ce qui ache`ve la
de´monstration. 
(5.1.6) Muni du faisceau d’anneaux A˜, l’espace topologique Spec A devient
un espace localement annele´, dont le faisceau structural A˜ sera de´sormais
note´ OSpec A. Les faits suivant sont des reformulations de 5.1.3.2 et du
the´ore`me 5.1.5 pour M = A (nous nous permettons de noter les isomorphismes
canoniques comme des e´galite´s) :
• si x est un point de Spec A correspondant a` l’ide´al p alors OSpec A,x = Ap ;
• si f ∈ A alors OSpec A(D(f)) = Af ; en particulier, OSpec A(Spec A) = A.
(5.1.7) Compatibilite´ des notations. Soit x ∈ Spec A et soit p l’ide´al
premier qui lui correspond. Nous faisons face a priori a` un conflit de notations :
on dispose d’un corps κ(x) et d’un morphisme f 7→ f(x) de OSpec A(Spec A) =
A dans κ(x) fournis par la the´orie ge´ne´rale des espaces localement annele´s
(3.3.3.2) ; et d’un corps κ(x) et d’un morphisme f 7→ f(x) de A dans κ(x)
de´finis directement (4.1.3). Rappelons en quoi ils consistent.
(5.1.7.1) De´finitions dans le contexte des espaces localement annele´s. Le
corps κ(x) est alors le corps re´siduel de l’anneau local OSpec A,x, c’est-a`-dire
Ap/pAp = Frac A/p. Et l’e´valuation est la compose´e de la fle`che naturelle
OSpec A(Spec A) = A→ OSpec A,x = Ap
et de la fle`che quotient OSpec A,x → κ(x) = Ap → Ap/pAp = Frac A/p. Elle
s’identifie a` la fle`che canonique de A dans Frac A/p.
(5.1.7.2) De´finition directe. On a κ(x) = Frac A/p et la fle`che f 7→ f(x) est la
fle`che canonique A→ Frac A/p.
(5.1.7.3) Tout va donc pour le mieux : il n’y a a posteriori plus de conflit.
Les sche´mas : de´finition et premie`res proprie´te´s
(5.1.8) De´finition. Un sche´ma est un espace localement annele´ (X,OX) qui
est localement isomorphe au spectre d’un anneau. Cela signifie plus pre´cise´ment
que pour tout x ∈ X il existe un voisinage ouvert U de x dans X , un anneau A
et un isomorphisme d’espaces localement annele´s (U,OU ) ≃ (Spec A,OSpec A).
Un morphisme de sche´mas de (Y,OY ) vers (X,OX) est simplement un
morphisme d’espaces localement annele´s de (Y,OY ) vers (X,OX). En d’autres
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termes, on de´finit la cate´gorie des sche´mas comme une sous-cate´gorie pleine de
la cate´gorie des espaces annele´s.
(5.1.9) Conside´rer les espaces localement annele´s localement isomorphes a`
des espaces d’un certain type pre´alablement fixe´ peut s’ave´rer utile dans bien
d’autres contextes ge´ome´triques.
Par exemple, il est loisible de de´finir la cate´gorie des varie´te´s diffe´rentielles
comme la sous-cate´gorie pleine de la cate´gorie des espaces localement annele´s
en R-alge`bres forme´e des espaces localement isomorphes a` un ouvert U de Rn
(pour un certain n) muni de son faisceau des fonctions C∞. Cela dit, en
pratique, les ge´ome`tres diffe´rentiels pre´fe`rent utiliser des cartes et atlas ; c’est
essentiellement une affaire de gouˆt, et nous laissons au lecteur le soin de ve´rifier
l’e´quivalence des deux points de vue.
(5.1.10) Premiers exemples.
(5.1.10.1) Si A est un anneau, Spec A est un sche´ma par de´finition. Un sche´ma
qui est isomorphe a` Spec A pour un certain A sera qualifie´ d’affine.
(5.1.10.2) Soit A un anneau et soit f ∈ A. On a signale´ au de´but de la
preuve du the´ore`me 5.1.5 que la restriction de OSpec A = A˜ a` l’ouvert D(f)
s’identifie, modulo l’home´omorphisme Spec Af ≃ D(f) induit par A→ Af , au
faisceau A˜f = OSpec Af . En conse´quence, l’ouvert D(f) de l’espace localement
annele´ Spec A est un sche´ma, et meˆme un sche´ma affine : il est canoniquement
isomorphe a` Spec Af .
Il s’ensuit que Spec A posse`de une base d’ouverts qui sont des sche´mas
affines, que l’on qualifiera plus simplement d’ouverts affines ; ce fait s’e´tend
imme´diatement a` un sche´ma quelconque. Il en re´sulte que tout ouvert d’un
sche´ma est un sche´ma.
(5.1.11) Les immersions ouvertes.
(5.1.11.1) La proprie´te´ universelle d’un ouvert. Les faits suivants se de´duisent
de 3.3.7.1.
Si U est un ouvert d’un sche´ma X , l’inclusion j : U →֒ X est sous-jacente
a` un morphisme de sche´mas note´ encore j, tel que pour tout sche´ma Y et tout
morphisme ψ : Y → X ve´rifiant ψ(Y ) ⊂ U , il existe un unique morphisme
de sche´mas χ : Y → U tel que j ◦ χ = ψ. Le couple (U, j) repre´sente donc le
foncteur qui envoie un sche´ma Y sur l’ensemble des morphismes de Y → X
dont l’image est contenue dans U .
En d’autres termes, toute factorisation ensembliste d’un morphisme de
sche´mas par un ouvert est automatiquement morphique.
Si nous avons insiste´ sur cette proprie´te´, qui semble tellement e´vidente qu’on
omet souvent de l’expliciter, c’est parce qu’elle ne vaut pas sauf exceptions pour
les ferme´s d’un sche´ma. Plus pre´cise´ment, nous verrons plus loin qu’un ferme´ Z
d’un sche´ma X admet toujours au moins une structure naturelle de sche´ma,
mais qu’on ne peut pas en ge´ne´ral en trouver une par laquelle se factorise tout
morphisme ψ : Y → X ve´rifiant ψ(Y ) ⊂ Z.
(5.1.11.2) On dira qu’un morphisme de sche´mas Y → X est une immersion
ouverte s’il induit un isomorphisme entre Y et un ouvert de X
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(5.1.12) Soit X un sche´ma, soit K un corps et soit ξ l’unique point de Spec K.
Soit x ∈ X et soit λ un plongement de κ(x) dans K. Nous allons montrer qu’il
existe un unique morphisme ψ : Spec K → X tel que ψ(ξ) = x et tel que la
fle`che induite κ(x) →֒ κ(ξ) = K soit e´gale a` λ.
(5.1.12.1) Unicite´ de ψ. Soit ψ comme ci-dessus. Comme ψ(ξ) = x, le
morphisme ψ est uniquement de´termine´ ensemblistement. Soit U un ouvert
de X . Il reste a` s’assurer que la fle`che ψ∗ : OX(U)→ OSpec K(ψ−1(U)) induite
par ψ est elle aussi uniquement de´termine´e par le couple (x, λ).
Si x /∈ U on a ψ−1(U) = ∅ et ψ∗(f) = 0 pour toute f ∈ OX(U).
Si x ∈ U alors ψ−1(U) = {ξ} et on de´duit du diagramme commutatif
OSpec K(ψ
−1(U)) = K
Id=(g7→g(ξ)) // K = κ(ξ)
OX(U)
ψ∗
OO
f 7→f(x) // κ(x)
?
λ
OO
que ψ∗(f) = λ(f(x)) pour toute f ∈ OX(U), d’ou` notre assertion.
(5.1.12.2) Existence de ψ. On s’inspire des e´galite´s dont on vient de voir
qu’elles sont ne´cessairement ve´rifie´es.
On de´crit tout d’abord ψ ensemblistement en posant ψ(ξ) = x. Soit
maintenant U un ouvert de X . Nous de´finissons un morphisme ψ∗ de OX(U)
vers OSpec K(ψ−1(U)) comme suit :
• si x /∈ U on a ψ−1(U) = ∅ et l’on pose ψ∗(f) = 0 pour tout f ∈ OX(U) ;
• si x ∈ U on a ψ−1(U) = Spec K, et l’on pose
ψ∗(f) = λ(f(x)) ∈ K = OSpec K(Spec K).
Ces formules e´tant compatibles aux restrictions, on obtient ainsi un morphisme
de Spec K vers X , dont il est imme´diat qu’il satisfait les conditions requises.
(5.1.13) En vertu de ce qui pre´ce`de, se donner un morphisme de Spec K versX
revient a` se donner un point x de X et un plongement κ(x) →֒ K.
En particulier, a` tout point x de X est associe´ un morphisme
canonique Spec κ(x)→ X : celui qui correspond au couple (x, Idκ(x)).
(5.1.14) Quelques proprie´te´s topologiques des sche´mas. Nous allons
nous contenter d’e´nonce´s tre`s ge´ne´raux – il est difficile d’eˆtre plus pre´cis sans
hypothe`ses spe´cifiques sur les sche´mas en jeu. Le lemme 5.1.14.3 et le 5.1.14.4
e´tendent des re´sultats pre´ce´demment de´montre´s pour les spectres d’anneaux
(prop. 4.3.14 et 4.3.15.1).
(5.1.14.1) Comme tout sche´ma affine est quasi-compact (en tant qu’espace
topologique), un sche´ma est quasi-compact si et seulement si il est re´union finie
d’ouverts affines.
(5.1.14.2) Insistons sur le fait qu’un sche´ma n’a aucune raison d’eˆtre quasi-
compact en ge´ne´ral. Par exemple, soit (Xi)i∈I une famille quelconque de
sche´mas. La somme disjointe
∐
Xi des Xi dans la cate´gorie des espaces
localement annele´s est un sche´ma : cette proprie´te´ est en effet par de´finition
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locale, et
∐
Xi est recouvert par ses ouverts Xi qui sont des sche´mas. Si les Xi
sont tous non vides et si l’ensemble I est infini,
∐
Xi n’est pas quasi-compact.
Notons que comme les sche´mas forment une sous-cate´gorie pleine de la
cate´gorie des espaces localement annele´,
∐
Xi est la somme disjointe des Xi
dans la cate´gorie des sche´mas.
Remarque : nous invitons le lecteur a` ve´rifier que le raisonnement suivi aux
paragraphes 4.1.27 et sq. montre en re´alite´ l’existence d’un isomorphisme de
sche´mas
Spec (A×B) ≃ Spec A
∐
Spec B.
(5.1.14.3) Lemme. Soit X un sche´ma et soit Y un ferme´ de X. Les assertions
suivantes sont e´quivalentes :
i) Y posse`de un unique point ge´ne´rique ;
ii) Y posse`de un point ge´ne´rique ;
iii) Y est irre´ductible.
De´monstration. Il est clair que i)⇒ii)⇒iii). Supposons maintenant que iii)
soit vraie. Comme Y est irre´ductible, il est non vide, et il existe donc un ouvert
affine U de X tel que U ∩ Y soit non vide. L’espace Y e´tant irre´ductible, il en
va de meˆme de son ouvert non vide U ∩ Y . Comme celui-ci est par ailleurs un
ferme´ du sche´ma affine U , il est lui-meˆme home´omorphe a` un sche´ma affine et
posse`de donc un unique point ge´ne´rique η (prop. 4.3.14, cf. aussi 4.3.15.1). Le
point η est dense dans U ∩ Y , lequel est dense dans Y par irre´ductibilite´ de ce
dernier. En conse´quence, η est dense dans Y : c’en est un point ge´ne´rique.
Il reste a` s’assurer de l’unicite´ de η. Soit ξ un point ge´ne´rique de Y . La
densite´ de ξ dans Y signifie que ξ appartient a` tout ouvert non vide de Y , et en
particulier a` Y ∩U . Le point ξ qui est dense dans Y l’est a fortiori dans Y ∩U ;
par unicite´ du point ge´ne´rique de U , il vient alors ξ = η. 
(5.1.14.4) On en de´duit que x 7→ {x} induit une bijection entreX et l’ensemble
de ses ferme´s irre´ductibles.
(5.1.14.5) Remarque. Nous avons e´nonce´ et de´montre´ le lemme 5.1.14.3 ci-
dessus pour tout ferme´ de X , et pas seulement pour le sche´ma X lui-meˆme.
Mais cette ge´ne´ralite´ est en re´alite´ illusoire : en effet, comme nous l’avons de´ja`
mentionne´ au 5.1.11.1, nous verrons plus bas que tout ferme´ d’un sche´ma posse`de
(au moins) une structure de sche´ma.
Morphismes vers le spectre d’un anneau
(5.1.15) Lemme. Soit X un espace annele´ et soit A un anneau. Pour tout
morphisme ϕ : A → OX(X) et toute application continue χ:X → Spec A il
existe au plus un morphisme d’espaces annele´s ψ:X → Spec A dont l’application
continue sous-jacente co¨ıncide avec χ et tel que le morphisme
A = OSpec A(Spec A)→ OX(X)
induit par ψ soit e´gal a` ϕ.
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De´monstration. Soit ψ:X → Spec A un morphisme d’espaces annele´s comme
dans l’e´nonce´. Comme les ouverts de la forme D(f) forment une base de la
topologie de Spec A, il suffit de s’assurer que pour tout f appartenant a` A, la
fle`che
Af = OSpec A(D(f))→ OX(χ−1(D(f)))
induite par ψ est uniquement de´termine´ par ϕ.
Soit f ∈ A. Posons U = χ−1(D(f)). Soit ρ:A → OX(U) la compose´e
de ϕ:A→ OX(X) et de la fle`che de restriction OX(X)→ OX(U). Le diagramme
commutatif
OX(X) // OX(U)
A
ϕ
OO
//
ρ
66♠♠♠♠♠♠♠♠♠♠♠♠♠♠♠
Af
OO
montre que la fle`che compose´e A → Af → OX(U) est e´gale a` ρ. Mais la
proprie´te´ universelle du localise´ Af assure qu’il y a au plus un morphisme
de Af vers OX(U) dont la compose´e avec A→ OX(U) est e´gale a` ρ (elle assure
aussi qu’un tel morphisme existe si et seulement si ρ(f) est inversible) ; ainsi, le
morphisme Af → OX(U) est uniquement de´termine´ par ϕ, ce qu’on souhaitait
e´tablir. 
(5.1.16) The´ore`me. Soit X un espace localement annele´ et soit A un anneau.
Pour tout morphisme ϕ : A→ OX(X) il existe un unique morphisme d’espaces
localement annele´s ψ : X → Spec A tel que le morphisme
A = OSpec A(Spec A)→ OX(X)
induit par ψ soit e´gal a` ϕ.
De´monstration. Nous allons, comme souvent, commencer par e´tablir
l’unicite´ ; puis nous nous inspirerons des conditions ne´cessaires qui auront e´te´
de´gage´es a` cette occasion pour exhiber un morphisme satisfaisant les conditions
requises.
(5.1.16.1) Preuve de l’unicite´ de ψ. Soit ψ comme dans l’e´nonce´. Par
hypothe`se, il induit le morphisme ϕ entre les anneaux de sections globales. Pour
montrer qu’il est uniquement de´termine´ il suffit alors, en vertu du lemme 5.1.15,
de montrer qu’il est uniquement de´termine´ ensemblistement.
Soit x ∈ X et soit f ∈ A. L’image de f dans OX(X) est par hypothe`se e´gale
a` ϕ(f). Comme ψ est un morphisme d’espaces localement annele´s, on a
ϕ(f)(x) = 0 ⇐⇒ f(ψ(x)) = 0.
Ainsi, ψ(x) est ne´cessairement le point correspondant au noyau de f 7→ ϕ(f)(x)
(ou encore au morphisme f 7→ ϕ(f)(x) de A dans κ(x)).
(5.1.16.2) Existence de ψ. Commenc¸ons par le de´finir ensemblistement : pour
tout x ∈ X , on note ψ(x) le point de Spec A correspondant au noyau de la
fle`che f 7→ ϕ(f)(x) ((ou encore au morphisme f 7→ ϕ(f)(x) de A dans κ(x)).
Cela signifie que l’on a pour tout f ∈ A l’e´quivalence
ϕ(f)(x) = 0 ⇐⇒ f(ψ(x)) = 0.
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Il s’ensuit que ψ−1(D(f)) = D(ϕ(f)), et ψ est en conse´quence continue.
Pour faire de ψ un morphisme d’espaces annele´s, il faut maintenant se donner
un morphisme OSpec A → ψ∗OX ; nous reprenons les notations de 5.1.2 et sq.
Soit U un ouvert de Spec A. Si s ∈ S(U), il re´sulte de la de´finition de ψ
que ϕ(s) est inversible sur ψ−1(U). La fle`che compose´e
A
ϕ // OX(X) // OX(ψ−1(U))
envoie donc S dans l’ensemble des e´le´ments inversibles de OX(ψ−1(U)). Elle
induit de`s lors un morphisme de S(U)−1A vers OX(ψ−1(U)). Cette construction
e´tant compatible aux restrictions, elle de´finit un morphisme de pre´faisceaux
d’anneaux de Apref vers ψ∗OX . Comme ψ∗OX est un faisceau, ce morphisme
induit un morphisme de faisceau d’anneaux de A˜ = OSpec A vers ψ∗OX dont
l’effet sur les sections globales co¨ıncide par construction avec ϕ.
Il reste a` s’assurer que le morphisme d’espaces annele´s ψ est bien un
morphisme d’espaces localement annele´s. Soit x ∈ X et soit g une section
de OSpec A de´finie sur un voisinage de ψ(x). On peut toujours supposer que
ce voisinage est de la forme D(f) avec f(ψ(x)) 6= 0, auquel cas la fonction g est
de la forme a/f ; on a ψ−1(D(f)) = D(ϕ(f)), et le diagramme commutatif
OX(X) // OX(D(ϕ(f)))
A
ϕ
OO
// Af
OO
assure que l’image de g dans OX(ψ−1(D(f))) est e´gale a` ϕ(a)/ϕ(f) On a les
e´quivalences
g(ψ(x)) = 0 ⇐⇒ a(ψ(x)) = 0 ⇐⇒ ϕ(a)(x) = 0 ⇐⇒ [ϕ(a)/ϕ(f)](x) = 0,
ce qu’il fallait de´montrer. 
(5.1.17) Exemple. Soit A un anneau, soit U un ouvert de Spec A, et soit ρ la
fle`che de restriction de A vers OU (U). Le morphisme induit par l’immersion
ouverte U →֒ A au niveau des anneaux de sections globales est e´gal a` ρ.
En conse´quence, la fle`che U → Spec A associe´e par le the´ore`me 5.1.16 au
morphisme ρ co¨ıncide avec l’immersion ouverte U →֒ Spec A.
(5.1.18) Soit ϕ:A→ B un morphisme d’anneaux. Le the´ore`me 5.1.16 permet
d’associer a` ϕ un morphisme ψ: Spec B → Spec A, a` savoir l’unique morphisme
qui induit ϕ entre leurs anneaux de sections globales. Les faits suivants de´coulent
de la description explicite de ψ, donne´e en 5.1.16.2 lors de la preuve de loc. cit.
(5.1.18.1) Ensemblistement, ψ co¨ıncide avec l’application continue construite
au 4.1.21 : si q un ide´al premier de B, et si y est le point correspondant de Spec B,
alors ψ(y) correspond a` l’ide´al premier ϕ−1(q) de A.
(5.1.18.2) Soit f ∈ F . On a ψ−1(D(f)) = D(ϕ(f)) et le morphisme
[Af = OSpec A(D(f))]→ [Bϕ(f) = OSpec B(D(ϕ(f))]
induit par ψ est le morphisme canonique Af → Bϕ(f) de´duit de ϕ.
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(5.1.18.3) Soit q un ide´al premier de B, et soit y le point correspondant
de Spec B. Le morphisme
[Aϕ−1(q) = OSpec A,ψ(y)]→ [Bq = OSpec B,y]
induit par ψ est le morphisme canonique Aϕ−1(q) → Bq de´duit de ϕ.
(5.1.19) Soit A un anneau. Le morphisme IdSpec A induit l’identite´ sur l’anneau
des sections globales de Spec A ; c’est donc le morphisme associe´ a` IdA.
Soient ϕ : A→ B et ϕ′ : B → C deux morphismes d’anneaux. La compose´e
des morphismes Spec C → Spec B et Spec B → Spec A respectivement associe´s
a` ϕ′ et ϕ est un morphisme de Spec C vers Spec A qui induit le morphisme ϕ′◦ϕ
entre leurs anneaux de sections globales : c’est donc le morphisme de Spec C
vers Spec A associe´ a` ϕ′ ◦ ϕ.
Notons que ces fait pourraient aussi se de´duire des descriptions explicites
des morphismes e´voque´s, que nous avons fournies en 5.1.18.1–5.1.18.3.
(5.1.20) Ainsi, A 7→ Spec A apparaˆıt comme un foncteur contravariant de la
cate´gorie des anneaux vers celle des espaces localement annele´s, qui induit pour
tout couple (A,B) d’anneaux une bijection
HomAnn(A,B) ≃ HomSch(Spec B, Spec A).
Il s’ensuit (exercice 1.3.5.2) que ce foncteur e´tablit une anti-e´quivalence 1 entre
la cate´gorie des anneaux et celle des sche´mas affines. On ve´rifie imme´diatement
que X 7→ OX(X) en est un quasi-inverse.
(5.1.21) Nous allons maintenant pouvoir donner diverses interpre´tations
fonctorielles du the´ore`me 5.1.16.
(5.1.21.1) Soit X un espace localement annele´. Le the´ore`me 5.1.16 assure
en particulier l’existence d’un unique morphisme χ : X → Spec OX(X)
induisant IdOX(X) sur les anneaux de sections globales, dont nous dirons que
c’est le morphisme canonique de X vers Spec OX(X) (notons que si X = Spec A
on a OX(X) = A et χ est alors ne´cessairement e´gal a` l’identite´, par unicite´).
Soit ϕ un morphisme de A vers OX(X). Il induit un morphisme θ
de Spec OX(X) vers Spec A ; la compose´e θ ◦χ est une fle`che de X vers Spec A
qui induit le morphisme ϕ sur les anneaux de sections globales : c’est donc le
morphisme ψ dont le the´ore`me 5.1.16 assure l’existence et l’unicite´.
Ainsi, ψ se factorise via χ. Cette factorisation est unique : si θ′ est un
morphisme de Spec OX(X) vers Spec A tel que θ′ ◦ χ = ψ on ve´rifie aussitoˆt
que θ′ induit le morphisme ϕ sur les anneaux de sections globales, et il est de`s
lors e´gal a` θ.
En conse´quence, le foncteur covariant de la cate´gorie des sche´mas affines
vers les ensembles qui envoie Y sur HomSch(X,Y ) est repre´sentable par le
couple (Spec OX(X), χ:X → Spec OX(X)).
(5.1.21.2) Le the´ore`me 5.1.16 affirme que pour tout couple (X,A) forme´
d’un espace localement annele´ et d’un anneau, l’application naturelle naturelle
1. Le pre´fixe ≪anti≫ fait re´fe´rence au fait que c’est un fonceur contravariant.
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HomEsp−loc−ann(X, Spec A) → HomAnn(A,OX(X)) est bijective. On ve´rifie
imme´diatement que cette bijection est fonctorielle en X et A.
Autrement dit, A 7→ Spec A est adjoint au foncteur X 7→ OX(X) qui va des
espaces localement annele´s vers les anneaux.
Notons que les foncteurs en jeu sont contravariants ; c’est pour cela que nous
n’avons pas pre´cise´ ≪adjoint a` droite≫ ou ≪adjoint a` gauche≫, aucune des deux
terminologies ne semblant plus naturelle que l’autre.
(5.1.22) La place des spectres au sein des espaces localement annele´s.
Il re´sulte du 5.1.21.2 ci-dessus que la notion de spectre est naturelle de`s lors
qu’on s’inte´resse aux espaces localement annele´s ge´ne´raux, puisque A 7→ Spec A
est adjoint a` X 7→ OX(X).
Ce fait permet en un sens de penser a` Spec A comme a` l’espace localement
annele´ le plus ge´ne´ral d’anneau des sections globales e´gal a` A.
(5.1.23) Remarque culturelle. La notion de spectre, et sa caracte´risation
fonctorielle donne´ au 5.1.22 ci-dessus, se ge´ne´ralisent comme suit. Le foncteur
d’inclusion de la cate´gorie des espaces localement annele´s dans celle des espaces
annele´s admet un adjoint a` droite Sp, qui est une sorte de ≪spectre e´tale´≫ ;
et si A est un anneau, Spec A s’identifie a` Sp({∗}, A). Nous ne sous servirons
pas de Sp, mais nous allons indiquer sa construction pour le lecteur inte´resse´.
Soit (X,OX) un espace annele´.
(5.1.23.1) Description ensembliste. L’ensemble sous-jacent a`Sp(X) est l’union
disjointe
∐
x∈X Spec OX,x, munie d’une application naturelle p vers X (le
spectre de OX,x est place´ au-dessus de x).
(5.1.23.2) La topologie de Sp(X). Pour tout ouvert U de X et tout e´le´ment f
de OX(U), on note D(U, f) le sous-ensemble de Sp(X) e´gal a` la re´union, pour x
parcourant U , des ouverts D(fx) ⊂ Spec OX,x = p−1(x). On munit Sp(X) de
la topologie engendre´e par les D(U, f), pour laquelle p est continue.
(5.1.23.3) Le faisceau structural de Sp(X). Soit V un ouvert de Sp(X). Pour
tout ouvert U de X contenant p(V ), notons SV (U) l’ensemble des sections f
de OX sur U telles que V ⊂ D(U, f). C’est une partie multiplicative de OX(U) ;
soit Λ(V ) la limite inductive des SV (U)
−1OX(U), ou` U parcourt l’ensemble des
ouverts de X contenant p(V ).
On munit alors Sp(X) du faisceau associe´ au pre´faisceau V 7→ Λ(V ).
On ve´rifie que Sp(X) est localement annele´, que p:Sp(X) → X est un
morphisme d’espaces annele´s, et que pour tout espace localement annele´ Y ,
l’application ϕ 7→ p ◦ ϕ e´tablit une bijection entre HomEsp−loc−ann(Y,Sp(X))
et HomEsp−ann(Y,X).
Un crite`re d’affinite´, et un premier contre-exemple
(5.1.24) A priori, le fait d’eˆtre affine ne semble pas eˆtre une proprie´te´ facile a`
ve´rifier pour un sche´ma donne´ X : cela signifie en effet qu’il existe un anneau A
et un isomorphisme X ≃ Spec A.
Mais le lemme ci-dessous assure qu’en re´alite´, cela peut s’exprimer de fac¸on
directe, sans quantificateur existentiel toujours un peu de´sagre´able.
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(5.1.25) Lemme. Soit X un sche´ma. Il est affine si et seulement si le
morphisme canonique X → Spec OX(X) est un isomorphisme.
De´monstration. Si X → Spec OX(X) est un isomorphisme, X est affine par
de´finition. Supposons re´ciproquement que X soit affine, donc qu’il existe un
isomorphisme X ≃ Spec A. On dispose alors d’un diagramme commutatif
X //
≃

Spec OX(X)
≃

Spec A
Id // Spec A = Spec OSpec A(Spec A)
qui montre que X → Spec OX(X) est un isomorphisme. 
(5.1.26) Un premier exemple de sche´ma non affine. Soit k un corps.
Nous allons introduire une notation que nous utiliserons dans toute la suite
du cours : on de´signe par Ank le sche´ma Spec k[T1, . . . , Tn]. Il est muni d’un
morphisme naturel vers Spec k, induit par le plongement k →֒ k[T1, . . . , Tn] ; on
dit que Ank est l’espace affine de dimension n sur le corps k.
Pour le moment, nous allons travailler avec le plan affine A2k. Soit U l’ouvert
comple´mentaire dans A2k de l’origine (0, 0), vue comme point ferme´ de A
2
k .
(5.1.26.1) De´termination de OA2
k
(U). Comme (0, 0) = V (T1, T2), l’ouvert U
est la re´union de D(T1) et D(T2). On a
OA2
k
(D(T1)) = k[T1, T2]T1 =
{
P
T n1
, P ∈ k[T1, T2], n ∈ N
}
⊂ k(T1, T2),
OA2
k
(D(T2)) = k[T1, T2]T2 =
{
P
T n2
, P ∈ k[T1, T2], n ∈ N
}
⊂ k(T1, T2)
et
OX(D(T1) ∩D(T2)) = OX(D(T1T2)) = k[T1, T2]T1T2
=
{
P
T n1 T
n
2
, P ∈ k[T1, T2], n ∈ N
}
⊂ k(T1, T2).
Se donner une section de OA2
k
sur U revient a` se donner un couple (t1, t2)
forme´ d’une section t1 de OA2
k
sur D(T1) et d’une section t2 de OA2
k
sur D(T2), telles que t1|D(T1T2) = t2|D(T1T2). Par ce qui pre´ce`de, cela revient
a` se donner une fraction R ∈ K(T1, T2) pouvant a` la fois s’e´crire sous la
forme P/T n1 et sous la forme Q/T
m
2 ou` P et Q appartiennent a` k[T1, T2]. Un
argument e´le´mentaire d’arithme´tique des anneaux factoriels assure qu’un tel R
appartient ne´cessairement a` k[T1, T2] = OA2
k
(A2k). Autrement dit, la fle`che de
restriction OA2
k
(A2k)→ OA2k(U) est un isomorphisme.
(5.1.26.2) La fle`che canonique de U vers Spec OA2
k
(U) s’identifie par ce qui
pre´ce`de (et en vertu de l’exemple 5.1.17) a` l’immersion ouverte de U dans A2k,
qui n’est pas un isomorphisme (elle n’est de´ja` pas ensemblistement surjective,
puisque son image ne contient pas l’origine). Il en re´sulte que U n’est pas affine.
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5.2 Recollement de sche´mas, construction des
produits fibre´s
Recollements de sche´mas
(5.2.1) Soit X un sche´ma. Un sche´ma sur X , ou encore un X-sche´ma, est
un couple (Y, ϕ) ou` Y est un sche´ma et ϕ un morphisme de Y vers X . Un
morphisme entre de X-sche´mas de (Y, ϕ) vers (Z,ψ) est un morphisme de Y
vers Z tel que le diagramme
Y //
ϕ   ❅
❅❅
❅❅
❅❅
❅ Z
ψ~~⑦⑦
⑦⑦
⑦⑦
⑦
X
commute. Bien entendu, le plus souvent on omettra de mentionner
explicitement ϕ et ψ, et l’on parlera de X-morphisme de Y vers Z.
(5.2.1.1) Si A est un anneau on dira le plus souvent ≪A-sche´ma≫ et ≪A-
morphisme≫ au lieu de ≪Spec A-sche´ma≫ et ≪Spec A-morphisme≫.
(5.2.2) Soit D = ((Xi), (Eij) un diagramme dans la cate´gorie des sche´mas,
et soit X sa limite inductive dans la cate´gorie des espaces localement annele´s.
Si X a le bon gouˆt d’eˆtre un sche´ma, c’est a fortiori la limite inductive de D
dans la cate´gorie des sche´mas (puisque celle-ci est une sous-cate´gorie pleine de
la cate´gorie des espaces localement annele´s).
(5.2.3) Nous allons maintenant donner quelques exemples de diagrammes
dans la cate´gorie des sche´mas dont la limite inductive dans Esp-loc-ann est
effectivement un sche´ma, et qui sont donc justiciables de la remarque pre´ce´dente.
Dans ce paragraphe, ≪diagramme≫ signifiera ≪diagramme dans la cate´gorie
des sche´mas≫, et les limites inductives des diagrammes seront calcule´es dans la
cate´gorie des espaces localement annele´s.
(5.2.3.1) Si D est un diagramme sans fle`ches (Xi), alors lim
−→
D =
∐
Xi est un
sche´ma : on l’a de´ja` signale´ en 5.1.14.2.
(5.2.3.2) Soit I un ensemble ordonne´ et soit D un diagramme commutatif
induit par un foncteur de I dans la cate´gorie des sche´mas (1.7.9.1). Pour tout
indice i appartenant a` I on note Xi l’objet correspondant de D ; pour tout
couple (i, j) ∈ I avec i 6 j, on note fij la fle`che Xi → Xj de D .
Nous faisons les hypothe`ses suivantes :
i) les fij sont toutes des immersions ouvertes ;
ii) pour tout (i, j) ∈ I et tout ℓ majorant i et j, l’ouvert fiℓ(Xi) ∩ fjℓ(Xj)
de Xℓ est la re´union des fαℓ(Xα) pour α minorant i et j.
Nous laissons le lecteur ve´rifier les assertions ci-dessous (qui valent d’ailleurs
pour tout diagramme de ce type dans la cate´gorie des espaces annele´s).
1) Les fle`ches naturelles λi:Xi → lim
−→
D sont des immersions ouvertes.
2) Pour tout (i, j) ∈ I2, l’ouvert λi(Xi) ∩ λj(Xj) de lim
−→
D est la re´union
des λα(Xα) pour α minorant i et j.
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La famille (λi(Xi)) est un recouvrement ouvert de D , et λi(Xi) est un sche´ma
pour tout i (puisque c’est le cas de Xi). L’espace localement annele´ lim
−→
D est
donc un sche´ma. On dira qu’il est obtenu par recollement des Xi le long des fij .
(5.2.3.3) Soit I un ensemble (quelconque) d’indices. Pour tout i, soit Xi un
sche´ma. Pour tout couple (i, j) avec i 6= j on se donne un ouvert (Xij) de Xi, et
un isomorphisme ιij :Xij ≃ Xji. On suppose que les ιij satisfont les conditions
suivantes :
i) ιij = ι
−1
ji pour tout (i, j) avec i 6= j ;
ii) si (i, j, k) sont trois indices deux a` deux distincts alors
ιij(Xik ∩Xij) = Xji ∩Xjk
et
ιjk ◦ ιij = ιik,
les deux membres e´tant vus comme des isomorphismes deXij∩Xik surXki∩Xkj .
Soit D le diagramme dont les objets sont les Xi et les Xij , et dont les fle`ches
sont les isomorphismes ιij et les immersions ouvertes Xij →֒ Xi.
Nous laissons le lecteur ve´rifier les assertions ci-dessous (qui valent d’ailleurs
pour tout diagramme de ce type dans la cate´gorie des espaces annele´s).
1) Les fle`ches naturelles λi:Xi → lim
−→
D sont des immersions ouvertes.
2) Pour tout (i, j) ∈ I2 avec i 6= j, on a
λi(Xij) = λj(Xji) = λi(Xi) ∩ λj(Xj),
et ιij = λ
−1
j ◦ λi, ou` λi et λj sont respectivement vus dans cette e´galite´ comme
des isomorphismes de Xij et Xji sur λi(Xi) ∩ λj(Xj).
La famille (λi(Xi)) est un recouvrement ouvert de D , et λi(Xi) est un sche´ma
pour tout i (puisque c’est le cas de Xi). L’espace localement annele´ lim
−→
D est
donc un sche´ma. On dira qu’il est obtenu par recollement des Xi le long des ιij .
(5.2.3.4) Remarque. Nous aurons plusieurs fois l’occasion d’appliquer ce qui
pre´ce`de, en le combinant implicitement avec la remarque suivante.
Soit D = ((Xi), (Eij)) un diagramme dans la cate´gorie des sche´mas et soit Y
un sche´ma. Supposons que chaque Xi soit muni d’une structure de Y -sche´ma, et
que les e´le´ments de Eij soient pour tout (i, j) des Y -morphismes. Si lim
−→
D existe
dans la cate´gorie des sche´mas, elle he´rite d’une structure naturelle de Y -sche´ma
est s’identifie a` la limite inductive de D dans la cate´gorie des Y -sche´mas : c’est
un fait comple`tement ge´ne´ral, cf. 1.7.11.1.
La droite projective et la droite affine avec origine
de´double´e
(5.2.4) Soit k un corps. Nous allons travailler dans ce qui suit avec deux
copies X et Y de la droite affine A1k, vue comme un k-sche´ma de fac¸on e´vidente.
Pour e´viter de les confondre, nous e´crirons X = Spec k[T ] et Y = Spec k[S]. On
note U l’ouvert D(T ) de X , et V l’ouvert D(S) de Y . On a U ≃ Spec k[T, T−1]
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et V ≃ Spec k[S, S−1]. On note i l’immersion ouverte de U dans X , et j celle
de V dans Y .
(5.2.5) La droite projective. L’isomorphisme de k-alge`bres
k[S, S−1] → k[T, T−1]
S 7→ T−1
S−1 7→ T
induit un isomorphisme de k-sche´mas ψ : U → V .
On note P1k le k-sche´ma obtenu par recollement deX et Y le long de ψ et ψ
−1,
de´fini en 5.2.3.3 – notez que la condition ii) de loc cit. est ici vide puisqu’on
ne recolle que deux ouverts. Le k-sche´ma P1k est e´galement appele´ la droite
projective sur k. Nous allons maintenant la de´crire plus avant, en de´clinant
dans ce cas particulier les e´nonce´s 1) et 2) de loc. cit.
(5.2.5.1) La droite projective P1k est re´union de deux ouverts affines X
′ et Y ′
(les images de X et Y ). Chacun d’eux est une copie de la droite affine : on
a X ′ ≃ Spec k[T ] et Y ′ ≃ k[S]. Leur intersection X ′ ∩ Y ′ est e´gale a` D(T ) en
tant qu’ouvert de X ′, et donc a` Spec k[T, T−1] ; elle est e´gale a` D(S) en tant
qu’ouvert de Y ′, et donc a` Spec k[S, S−1]. L’isomorphisme entre D(T ) ⊂ X ′
et D(S) ⊂ Y ′ induit par leurs identifications avec X ′ ∩ Y ′ est celui fourni par
le morphisme de k-alge`bres qui envoie S sur T−1.
Le comple´mentaire de X ′ ∩Y ′ dans P1k est constitue´ de deux points ferme´s :
l’origine V (T ) de X ′ ≃ A1k, et l’origine V (S) de Y ′ ≃ A1k. Comme S = T−1 sur
l’ouvert X ′ ∩ Y ′, il est raisonnable, si l’on de´cide (par exemple) de privile´gier
la variable T , de noter ces deux points en question d’une part 0 (pour le point
de X ′ d’e´quation T = 0, comme il se doit), et d’autre part ∞, pour le point
de Y ′ d’e´quation S = 0 a` laquelle on pense comme ≪ T−1 = 0≫. On peut donc
voir P1k comme la droite affine a` laquelle on a rajoute´ un point ferme´ de corps
re´siduel k (donc un point na¨ıf, si l’on veut) ≪a` l’infini≫.
Si l’on effectue la construction analogue en topologie en remplac¸ant A1k par
R, on obtient un cercle, la droite re´elle se recollant par ses deux bouts sur le
point a` l’infini ; si l’on remplace A1k par C, on obtient une sphe`re. Dans les
deux cas, l’espace construit apparaˆıt comme une compactification de l’espace de
de´part (celle d’Alexandrov, en l’occurrence).
Cela reste vrai mutatis mutandis dans le cadre des sche´mas : nous avons
de´ja` e´voque´ l’existence d’un avatar sche´matique de la compacite´ que nous
rencontrerons plus loin, la proprete´ ; et nous verrons a` cette occasion que P1k
est un k-sche´ma propre.
(5.2.5.2) De´terminons maintenant la k-alge`bre des sections globales de OP1
k
.
Se donner un e´le´ment de OP1
k
(P1k), c’est se donner une fonction sur X
′ et une
fonction sur Y ′ dont les restrictions a` X ′ ∩ Y ′ co¨ıncident. Autrement dit, cela
revient a` se donner un polynoˆme P ∈ k[T ] et un polynoˆme Q ∈ k[S] dont les
images dans OP1
k
(X ′ ∩ Y ′) = k[T, T ]−1 co¨ıncident. La restriction de S a` X ′ ∩
Y ′ e´tant e´gale a` T−1, cette condition de co¨ıncidence signifie simplement que
l’on a P = Q(T−1) dans l’anneau k[T, T−1]. La seule possibilite´ pour qu’un
polynoˆme en T soit e´gal a` un polynoˆme en T−1 est e´videmment que les deux
soient constants, et il vient OP1
k
(P1k) = k.
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(5.2.5.3) Remarque. On a signale´ au 5.2.5.1 que l’on pouvait penser a` P1k
comme a` un objet compact, et l’on a par ailleurs vu au 5.2.5.2 que les seules
fonctions globales sur P1k sont les constantes : c’est un cas particulier de l’avatar
sche´matique du principe du maximum de la ge´ome´trie analytique complexe.
(5.2.5.4) Comme OP1
k
(P1k) = k, son spectre est re´duit a` un point. Le morphisme
canonique P1k → Spec OP1k(P1k) n’est donc e´videmment pas un isomorphisme,
et P1k n’est de`s lors pas affine.
En fait, ce n’est meˆme pas un ouvert d’un sche´ma affine : en effet, on sait
d’apre`s le 5.1.21.1 que tout morphisme de P1k vers un sche´ma affine se factorise
par Spec OP1
k
(P1k), et a donc pour image ensembliste un point.
(5.2.6) La droite affine avec origine de´double´e. L’isomorphisme de k-
alge`bres
k[S, S−1] → k[T, T−1]
S 7→ T
S−1 7→ T−1
induit un isomorphisme de k-sche´mas χ : U → V .
De manie`re analogue a` ce qui a e´te´ fait au 5.2.5 on de´finit le recollement
de X et Y le long de χ et χ−1. Cette limite sera note´e Dk (ce n’est pas une
notation standard). Nous allons maintenant la de´crire plus avant, en de´clinant
dans ce cas particulier les faits mentionne´s au 5.2.3.3.
(5.2.6.1) Le k-sche´ma Dk est re´union de deux ouverts affines X ′′ et Y ′′
(les images de X et Y ). Chacun d’eux est une copie de la droite affine : on
a X ′′ ≃ Spec k[T ] et Y ′′ ≃ k[S]. Leur intersection X ′′ ∩ Y ′′ est e´gale a` D(T ) en
tant qu’ouvert de X ′′, et donc a` Spec k[T, T−1] ; elle est e´gale a` D(S) en tant
qu’ouvert de Y ′′, et donc a` Spec k[S, S−1]. L’isomorphisme entre D(T ) ⊂ X ′′
et D(S) ⊂ Y ′′ induit par leurs identifications avec X ′′ ∩ Y ′′ est celui fourni par
le morphisme de k-alge`bres qui envoie S sur T .
Le comple´mentaire de X ′′∩Y ′′ dans Dk est constitue´ de deux points ferme´s :
l’origine V (T ) de X ′′ ≃ A1k, et l’origine V (S) de Y ′′ ≃ A1k. Mais comme S = T
sur l’ouvert X ′′ ∩ Y ′′, l’origine V (S) n’est pas cette fois-ci ≪rejete´e a` l’infini≫ :
tout se passe plutoˆt comme si l’on avait de´double´ l’origine classique en une
origine dans X ′′ et une autre dans Y ′′.
Si l’on effectuait la construction analogue en topologie en remplac¸ant A1k
par R (resp. C), on obtiendrait ≪une droite re´elle (resp. complexe) avec origine
de´double´e≫ qui n’est pas un espace se´pare´ : tout voisinage de la premie`re origine
rencontre tout voisinage de la seconde.
Nous verrons plus loin qu’il existe une notion de k-sche´ma se´pare´, et que Dk
n’est justement pas se´pare´. Mais cette notion n’est pas purement topologique
(la topologie de Zariski n’est de toute fac¸on presque jamais se´pare´e).
(5.2.6.2) De´terminons maintenant la k-alge`bre des sections globales de ODk .
Se donner un e´le´ment de ODk(Dk) c’est se donner une fonction sur X
′′ et une
fonction sur Y ′′ dont les restrictions a` X ′′ ∩ Y ′′ co¨ıncident. Autrement dit,
cela revient a` se donner un polynoˆme P ∈ k[T ] et un polynoˆme Q ∈ k[S]
dont les images dans ODk(X
′′ ∩ Y ′′) = k[T, T ]−1 co¨ıncident. La restriction
de S a` X ′′ ∩ Y ′′ e´tant e´gale a` T , cette condition de co¨ıncidence signifie
Recollements, produits fibre´s 189
simplement que le poyoˆme Q est e´gal a` P (S). La restriction a` X ′′ induit donc
un isomorphisme ODk(Dk) = k[T ] ; de meˆme, la restriction a` Y
′′ induit un
isomorphisme ODk(Dk) = k[S], l’isomorphisme entre k[T ] et k[S] induit par ces
deux identifications e´tant celui qui envoie T sur S.
(5.2.6.3) Soit P un polynoˆme appartenant a` k[T ], vu comme fonction globale
sur Dk. Par de´finition, son e´valuation en l’origine de X ′′ (donne´e par T = 0) est
e´gale a` P (0). Quant a` son e´valuation en l’origine de Y ′′ (donne´e par S = 0), elle
s’obtient en substituant S a` T , puis en faisant S = 0 ; c’est donc encore P (0).
Il s’ensuit que le morphisme canonique p : Dk → Spec ODk(Dk) envoie les
deux origines sur le meˆme point de Spec ODk(Dk) ≃ Spec k[T ] = A1k, a` savoir
l’origine de A1k. En particulier, p n’est pas un isomorphisme et Dk n’est de`s lors
pas affine.
En fait, ce n’est meˆme pas un ouvert d’un sche´ma affine : en effet, on sait
d’apre`s le 5.1.21.1 que tout morphisme de Dk vers un sche´ma affine se factorise
par p, et envoie donc les deux origines sur le meˆme point.
Produits fibre´s de sche´mas
(5.2.7) Le but de ce qui suit est de montrer que la cate´gorie des sche´mas admet
des produits fibre´s, et d’en donner une description (raisonnablement) explicite.
Nous allons commencer par une remarque qui jouera un roˆle crucial pour recoller
nos constructions locales.
(5.2.7.1) Soient f : Y → X et g : Z → X deux morphismes de sche´mas.
Supposons que l’on sache que Y ×X Z existe ; notons p sa projection sur Y , et q
sa projection sur Z. Soient U, V et W des ouverts de X,Y et Z respectivement,
tels que f(V ) ⊂ U et g(W ) ⊂ U .
On ve´rifie alors imme´diatement, en combinant proprie´te´s universelles des
produits fibre´s et proprie´te´s universelles des immersions ouvertes (5.1.11.1)
que le produit fibre´ V ×U W existe, et plus qu’il s’identifie canoniquement a`
l’ouvert p−1(V ) ∩ q−1(W ) de Y ×X Z (on note qu’il ne de´pend pas de U).
(5.2.7.2) Un cas particulier. Soit f : Y → X un morphisme de sche´mas. Le
produit fibre´ Y ×X X existe et s’identifie tautologiquement a` Y . Il re´sulte alors
de 5.2.7.1 que pour tout ouvert U de X le produit fibre´ Y ×X U existe et
s’identifie a` l’ouvert f−1(U) de Y (on pourrait aussi le de´montrer directement,
la` encore a` l’aide de la proprie´te´ universelle des immersions ouvertes).
(5.2.8) Construction des produits fibre´s. Nous allons proce´der en plusieurs
e´tapes.
(5.2.8.1) Produits fibre´s dans la cate´gorie des sche´mas affines. Soit A un
anneau et soient B et C deux A-alge`bres. Dans la cate´gorie des anneaux,
la somme amalgame´e de B et C le long de A existe : ce n’est autre que le
produit tensoriel B ⊗A C. Comme le foncteur D 7→ Spec D e´tablit une anti-
e´quivalence entre la cate´gorie des anneaux et celle des sche´mas affines, le produit
fibre´ Spec B ×Spec A Spec C existe dans la cate´gorie des sche´mas affines et
s’identifie a` Spec (B ⊗A C).
(5.2.8.2) Produits fibre´s de sche´mas affines dans la cate´gorie des sche´mas.
Soient Y → X et Z → X des morphismes de sche´mas affines. Notons Y×XZ leur
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produit fibre´ dans la cate´gorie des sche´mas affines, qui existe vertu du 5.2.8.1
ci-dessus.
Soit T un sche´ma quelconque. On dispose de bijections canoniques
fonctorielles en T
Hom(T, Y ×X Z) ≃ Hom(Spec OT (T ), Y ×X Z)
≃ Hom(Spec OT (T ), Y )×Hom(Spec OT (T ),X) Hom(Spec OT (T ), Z)
≃ Hom(T, Y )×Hom(T,X) Hom(T, Z)
(la seconde provient de la de´finition de Y ×X Z comme produit fibre´ dans la
cate´gorie des sche´mas affines, et la premie`re et la troisie`me du fait que tout
morphisme de T vers un sche´ma affine se factorise canoniquement par le sche´ma
affine Spec OT (T ) d’apre`s 5.1.21.1). Il en re´sulte que Y ×X Z est e´galement le
produit fibre´ de Y et Z au-dessus de X dans la cate´gorie de tous les sche´mas.
(5.2.8.3) Produits fibre´s : le cas ge´ne´ral. Soient f : Y → X et g : Z → X
des morphismes de sche´mas. Notons I l’ensemble des triplets (U, V,W ) ou` U
(resp. V , resp. W ) est un ouvert affine de X (resp. Y , resp. Z) et ou` f(V ) ⊂ U
et g(W ) ⊂ U . On munit l’ensemble I de l’ordre partiel pour lequel on
a (U, V,W ) 6 (U ′, V ′,W ′) si U ⊂ U ′, V ⊂ V ′ et W ⊂W ′.
Pour tout (U, V,W ) ∈ I, le produit fibre´ V ×U W existe dans la cate´gorie
des sche´mas en vertu de 5.2.8.2. Il re´sulte par ailleurs de 5.2.7.1 que si (U, V,W )
et (U ′, V ′,W ′) dont deux e´le´ments de I avec (U, V,W ) 6 (U ′, V ′,W ′), il existe
une immersion ouverte canonique de V ×U W dans V ′ ×U ′ W ′.
La collection des sche´mas V ×U W pour (U, V,W ) parcourant I, et des
immersions ouvertes que nous venons d’e´voquer, constitue un diagramme du
type mentionne´ au 5.2.3.2. On peut donc proce´der au recollement des V ×U W
le long desdites immersions. Nous laissons le lecteur ve´rifier que le sche´ma ainsi
obtenu est le produit fibre´ Y ×X Z, la preuve e´tant essentiellement formelle
modulo les deux faits suivants :
• tout sche´ma est re´union d’ouverts affines ;
• si T et T ′ sont deux sche´mas, Ω 7→ Hom(Ω, T ′) de´finit un faisceau sur T
(cela de´coule imme´diatement de la de´finition d’un morphisme de sche´mas).
Il re´sulte de cette construction que Y ×X Z est re´union de ses ouverts
affines V ×U W pour (U, V,W ) parcourant I.
(5.2.9) Quelques commentaires.
(5.2.9.1) Produits fibre´s, objet final, produits carte´siens. Soit X un sche´ma.
En vertu du the´ore`me 5.1.16, l’ensemble Hom(X, Spec Z) est en bijection
avec HomAnn(Z,OX(X)), lequel est un singleton. En conse´quence, Spec Z est
l’objet final de la cate´gorie des sche´mas.
Il s’ensuit au vu de 5.2.8 et sq. que le produit carte´sien de deux sche´mas Y
et Z existe toujours : c’est leur produit fibre´ au-dessus de Spec Z.
(5.2.9.2) L’une des difficulte´s techniques et psychologiques de la the´orie des
sche´mas est que l’espace topologique sous-jacent a` un produit fibre´ n’est pas,
en ge´ne´ral, le produit fibre´ des espaces topologiques sous-jacents. Donnons un
contre-exemple tre`s simple.
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Le produit fibre´ Spec C×Spec R Spec C est e´gal a` Spec C⊗R C. On a
C⊗R C = C⊗R R[T ]/T 2 + 1 ≃ C[T ]/T 2 + 1
= C[T ]/(T − i)(T + i) ≃ C[T ]/(T − i)× C[T ]/(T + i) ≃ C× C.
Le produit fibre´ Spec C×Spec R Spec C s’identifie donc au spectre de C×C,
c’est a` dire a` Spec C
∐
Spec C, qui comprend deux points. Mais comme Spec C
et Spec R sont deux singletons, le produit fibre´ topologique de Spec C par lui-
meˆme au-dessus de Spec R est un singleton.
(5.2.9.3) Si Y → X et Z → X sont deux morphismes de sche´mas, il y a
deux manie`res d’envisager le produit fibre´ Y ×X Z (aucune n’est meilleure que
l’autre, tout de´pend du contexte). On peut bien suˆr y penser comme a` un objet
syme´trique en Y et Z. Mais on peut e´galement privile´gier l’un des deux facteurs,
disons Y , et voir Y ×X Z comme un sche´ma qui est a` Z ce que Y est a` X ; on
traduit cette ide´e en disant que Y ×X Z est le Z-sche´ma de´duit du X-sche´ma Y
par changement de base de X a` Z. Illustrons ces deux visions du produit fibre´
par des exemples.
Soit k un corps. On a
A1k ×Spec k A1k = Spec k[S]⊗k k[T ] = Spec k[S, T ] = A2k.
On se trouve ainsi face a` un bon exemple de conception ≪syme´trique≫ du produit
fibre´ : le produit de la droite affine par elle-meˆme (sur un corps de base fixe´) est
e´gal au plan affine.
Donnons-nous maintenant une extension L de k. On a alors
A1k ×Spec k Spec L = Spec k[T ]⊗k L = Spec L[T ] = A1L.
Ici, c’est plutoˆt la seconde conception qui s’impose : A1L est a` L ce que A
1
k est
a` k ; ou encore, si l’on pre´fe`re, le L-sche´ma A1L se de´duit du k-sche´ma A
1
k par
changement de base de k a` L.
(5.2.9.4) Ge´ne´ralisation des exemples ci-dessus. Pour tout n, on note AnZ le
sche´ma Spec Z[T1, . . . , Tn]. Pour tout couple (n,m) d’entiers on a
AnZ ×Spec Z AmZ = Spec Z[T1, . . . , Tn]⊗Z Z[S1, . . . , Sm]
= Spec Z[T1, . . . , Tn, S1, . . . , Sm] = A
n+m
Z .
Si X est un sche´ma quelconque, on pose AnX = A
n
Z ×Spec Z X ; on dit que c’est
l’espace affine de dimension n relatif sur X . Si A est un anneau, on e´crira le
plus souvent AnA au lieu de A
n
Spec A ; on a A
n
A = Spec A[T1, . . . , Tn]. Lorsque A
est un corps, cette notation est compatible avec celle pre´ce´demment introduite.
Soit X un sche´ma, soit Y un X-sche´ma, et soient n et m deux entiers. On a
AnX ×X Y = (AnZ ×Spec Z X)×X Y = AnZ ×Spec Z Y = AnY
et
AnX ×X AmX = AnZ ×Spec Z X ×X (X ×Spec Z AmZ )
= AnZ ×Spec Z AmZ ×Spec Z X = An+mZ ×Spec Z X = An+mX .
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(5.2.10) Structure de sche´ma sur une fibre. Soit ψ : Y → X un
morphisme de sche´mas et soit x un point de X ; on dispose d’un morphisme
canonique Spec κ(x) → X (5.1.13). Soit p : Y ×X Spec κ(x) → Y la premie`re
projection. Le diagramme commutatif
Y ×X Spec κ(x) //
p

Spec κ(x)

Y
ψ // X
assure que l’image de p est contenue dans ψ−1(x).
(5.2.10.1) Le morphisme p induit un home´omorphisme
Y ×X Spec κ(x) ≃ ψ−1(x).
En effet, graˆce a` 5.2.7.1, on peut raisonner localement sur Y et restreindre X au
voisinage de x, ce qui autorise a` supposer Y et X affines, auquel cas l’assertion
voulue de´coule 2 de 4.1.26.
(5.2.10.2) Cet identification topologique ψ−1(x) ≃ Y ×X Spec κ(x) permet
de munir la fibre ψ−1(x) d’une structure de κ(x)-sche´ma.
Que les fibres des morphismes soient elles-meˆmes des objets de la the´orie
a de multiples avantages. Nous allons en mentionner un, particulie`rement
important : la pre´sence e´ventuelle de nilpotents dans le faisceau structural
du sche´ma ψ−1(x) permet de de´tecter de manie`re naturelle et e´le´gante les
phe´nome`nes de multiplicite´.
Donnons un exemple. Soit k un corps de caracte´ristique diffe´rente de 2, et
soit X le k-sche´ma Spec k[U, V, T ]/(U2+ TV 2 − T ). La fle`che naturelle de k[T ]
dans k[U, V, T ]/(U2 + TV 2 − T ) induit un morphisme p de X vers A1k.
Soit x ∈ A1k. Le κ(x)-sche´ma ψ−1(x) est e´gal a`
Spec κ(x)[U, V ]/(U2 + T (x)V 2 − T (x)).
Si T (x) 6= 0, c’est-a`-dire si le point x n’est pas l’origine de la droite affine A1k,
le polynoˆme U2 + T (x)V 2 − T (x) de κ(x)[U, V ] est irre´ductible (car κ(x) est
de caracte´ristique diffe´rente de 2), et l’anneau des fonctions globales sur le
sche´ma ψ−1(x) est inte`gre.
Si x est l’origine T (x) = 0, et U2 + T (x)V 2 − T (x) = U2 ; l’anneau des
fonctions globales sur ψ−1(x) est alors e´gal a` k[U, V ]/U2, et n’est pas re´duit.
Cette apparition de nilpotents est la manifestation rigoureuse de ce qu’on
de´crirait informellement de la manie`re suivante : la famille de coniques affines
d’e´quations U2 + TV 2 − T = 0, de´pendant du parame`tre T , de´ge´ne`re en une
droite double lorsque T = 0.
(5.2.10.3) Soient ψ : Y → X et Z → X deux morphismes de sche´mas, soit z
un point de Z et soit x son image sur X . La fibre de Y ×X Z en z s’identifie a`
(Y ×X Z)×Z Spec κ(z) = Y ×X Spec κ(z)
2. Modulo le fait suivant, dont nous laissons la ve´rification au lecteur : si A est un anneau
et x un point de Spec A, le morphisme Spec κ(x)→ Spec A induit par l’e´valuation A→ κ(x)
co¨ıncide avec celui de´fini au 5.1.13.
Recollements, produits fibre´s 193
= (Y ×X Spec κ(x))×Spec κ(x) Spec κ(z) = ψ−1(x)×Spec κ(x) Spec κ(z).
(5.2.11) Nous allons maintenant essayer de de´crire pre´cise´ment la diffe´rence
entre l’espace sous-jacent au produit fibre´ et le produit fibre´ des espaces sous-
jacents. Pour ce faire, il va eˆtre commode de noter |X | l’espace topologique
sous-jacent a` un sche´ma X .
(5.2.11.1) Lemme. Soient ψ : Y → X et χ : Z → X deux morphismes de
sche´mas. Il existe une application continue surjective naturelle
π : |Y ×X Z| → |Y | ×|X| |Z|.
Si (y, z) ∈ |Y | ×|X| |Z| et si x de´signe l’image commune de y et z sur X alors
π−1(y, z) ≃ Spec κ(y)×Spec κ(x) Spec κ(z) = Spec (κ(y)⊗κ(x) κ(z)).
De´monstration. Le diagramme commutatif
Y ×X Z //

Z

Y // X
en induit un
|Y ×X Z| //

|Z|

|Y | // |X |
dans la cate´gorie des espaces topologiques qui, en vertu de la proprie´te´
universelle du produit fibre´, induit lui-meˆme une application continue
π : |Y ×X Z| → |Y | ×|X| |Z|.
Donnons-nous maintenant x, y et z comme dans l’e´nonce´, et notons p et q
les projections respectives de Y ×X Z sur Y et X . Par de´finition, l’espace
topologique π−1(y, z) est l’intersection p−1(y) ∩ q−1(z).
Il re´sulte de 5.2.10.3 que q−1(z) s’identifie a` ψ−1(x)×Spec κ(x) Spec κ(z). En
re´appliquant loc. cit. a` la projection de ψ−1(x)×Spec κ(x) Spec κ(y) sur ψ−1(x),
on voit que
π−1(y, z) = p−1(y) ∩ q−1(z) ≃ Spec κ(y)×Spec κ(x) Spec κ(z).
Pour conclure, il reste a` e´tablir la surjectivite´ de π, c’est-a`-dire a` s’assurer
que la fibre π−1(y, z) ≃ Spec (κ(y)⊗κ(x) κ(z)) est non vide, c’est-a`-dire encore
que l’anneau κ(y) ⊗κ(x) κ(z) est non nul. Mais c’est imme´diat, puisqu’il s’agit
du produit tensoriel de deux espaces vectoriels non nuls sur le corps κ(x).
(5.2.11.2) Soient ψ : Y → X et χ : Z → X deux morphismes de sche´mas. On
de´duit du lemme ci-dessus que Y ×X Z est vide si et seulement si |Y | ×|X| |Z|
est vide, c’est-a`-dire si et seulement si ψ(Y ) ∩ χ(Z) = ∅.
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Comme la vacuite´ d’un spectre e´quivaut a` la nullite´ de l’anneau
correspondant, la remarque ci-dessus permet de donner une interpre´tation
ge´ome´trique d’un phe´nome`ne a priori purement alge´brique : si A est un anneau
et B et C sont deux A-alge`bres alors B⊗AC est nul si et seulement si les images
de Spec B et Spec C sur Spec A sont disjointes.
5.3 Faisceaux quasi-cohe´rents
Faisceaux quasi-cohe´rents sur un sche´ma affine
(5.3.1) Soit A un anneau, soit X le spectre de A et soit M un A-module. Aux
paragraphes 5.1.1 et sq. nous avons construit un faisceau M˜ sur X . Lorsque M
est e´gal a` A, c’est ce faisceau que nous avons utilise´ pour faire de X un espace
localement annele´ ; en ge´ne´ral, M˜ est un OX -module.
(5.3.1.1) Ce faisceau M˜ posse`de les proprie´te´s suivantes (5.1.3.1, th. 5.1.5) :
• pour tout f ∈ A on a M˜(D(f)) = Mf ; en particulier M˜(X) = M
(prendre f e´gal a` 1) ;
• si x est un point de X correspondant a` un ide´al premier p alors
M˜x =Mp = Ap ⊗A M = OX,x ⊗A M.
(5.3.1.2) Cette construction est fonctorielle. Plus pre´cise´ment, soit u une
application A-line´aire de M vers un A-module N . Pour tout ouvert U de X ,
elle induit une application S(U)−1A-line´aire de S(U)−1M vers S(U)−1N ,
c’est-a`-dire de Mpref(U) vers Npref(U) (nous utilisons les notations de 5.1.1
et sq.). Ces fle`ches e´tant compatibles aux restrictions lorsque U varie, elles
de´finissent un morphisme de pre´faisceau deMpref vers Npref, puis un morphisme
de u˜ : M˜ vers N˜ en passant aux faisceaux associe´s. Si f ∈ A la
fle`che u˜(D(f)): M˜ (D(f)) → N˜(D(f)) est l’application Mf → Nf de´duite
de u par localisation, et l’on a un re´sultat analogue concernant les fibres. En
particulier, on retrouve u a` partir de u˜ en conside´rant le morphisme induit sur
les modules de sections globales.
Donnons-nous maintenant un morphisme v de M˜ vers N˜ . Le morphisme v
induit par passage aux modules des sections globales une application A-line´aire
w de M vers N . Pour tout f ∈ A, la commutativite´ du diagramme
M
w=v(X) //

N

Mf
v(D(f))
// Nf
montre que v(D(f)) co¨ıncide avec l’application de´duite de w par localisation,
c’est-a`-dire encore avec l’application Mf → Nf de´duite de w˜ : M˜ → N˜ .
Comme les D(f) forment une base d’ouverts de X , il vient v = w˜.
(5.3.1.3) Nous allons proposer une construction de M˜ qui diffe`re un peu de
celle donne´e initialement, et est plus naturelle du point de vue des espaces
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localement annele´s (si nous ne l’avons pas utilise´e lorsque nous lorsque nous
avons de´fini M˜ , c’est parce que nous n’avions alors pas encore muni X d’une
structure d’espace localement annele´). Nous reprenons les notations de 5.1.1 et
sq.
Soit M ♯ le pre´faisceau sur X donne´ par la formule U 7→ OX(U) ⊗A M
Si U est un ouvert de X , l’application de restriction A → OX(U) envoie les
e´le´ments de S(U) sur des e´le´ments inversibles de OX(U) ; elle induit donc un
morphisme de S(U)−1A vers OX(U), et partant un morphisme de Mpref(U)
vers M ♯(U). Cette construction est compatible aux restrictions, et l’on obtient
ainsi un morphisme de pre´faisceaux Mpref →M ♯.
Par commutation du produit tensoriel aux limites inductives, la fibre
de M ♯ en un point x de X s’identifie canoniquement a` OX,x ⊗A M (c’est
une conse´quence formelle de l’exactitude a` droite du produit tensoriel), c’est-
a`-dire a` Mp si p est l’ide´al premier correspondant a` x. Le morphisme de
pre´faisceaux Mpref → M ♯ induit donc un isomorphisme au niveau des fibres,
et partant un isomorphisme entre les faisceaux associe´s. Ainsi, M˜ est le faisceau
associe´ a` M ♯.
(5.3.1.4) Soit U un ouvert affine de X . La restriction de M ♯ a` U est le
pre´faisceau V 7→ M ⊗A V = (M ⊗A OX(U)) ⊗OX(U) OX(V ) ; c’est donc le
pre´faisceau (M ⊗X OX(U))♯. En conse´quence, M˜ |U = ˜(M ⊗X OX(U)) ; on
dispose en particulier d’un isomorphisme naturel M˜(U) ≃ M ⊗A OX(U), ce
qui n’e´tait jusqu’alors connu que lorsque U est de la forme D(f) (5.3.1.1).
(5.3.2) De´finition. On dit qu’un OX -module F sur X est quasi-cohe´rent s’il
existe un A-module M et un isomorphisme M˜ ≃ F .
(5.3.2.1) Commentaire sur la terminologie. Il existe e´galement une notion
de faisceau cohe´rent : c’est un faisceau quasi-cohe´rent satisfaisant certaines
conditions de finitude, aise´es a` e´noncer si A est noethe´rien mais plus de´licates
en ge´ne´ral. Nous n’en aurons pas besoin dans ce cours.
(5.3.2.2) Premiers exemples. Le faisceau nul (qui est e´gal a` {˜0}) et le
faisceau OX = A˜ sont quasi-cohe´rents.
(5.3.2.3) On de´duit de 5.3.1.1 et 5.3.1.2 que M 7→ M˜ e´tablit une e´quivalence
entre la cate´gorie des A-modules et celle des OX -modules quasi-cohe´rents, et
que F 7→ F (X) en est un quasi-inverse.
(5.3.3) Soit F un OX -module quelconque sur X . Pour tout ouvert U de X ,
la restriction F (X)→ F (U) induit un morphisme F (X)⊗A OX(U)→ F (U),
c’est-a`-dire un morphisme F (X)♯(U) → F (U), avec les notations de 5.3.1.3.
On obtient ainsi un morphisme de pre´faisceaux F (X)♯ → F , qui induit un
morphisme de faisceaux F˜ (X)→ F . Il est clair que F est quasi-cohe´rent si et
seulement si ce morphisme est un isomorphisme. Cela peut se tester sur les fibres,
et revient donc a` demander que F (X) ⊗A OX,x → Fx soit un isomorphisme
pour tout x ∈ X .
(5.3.3.1) Quelle est la signification intuitive de la quasi-cohe´rence? On peut
y penser comme a` une proprie´te´ de stabilisation. En effet, on de´duit de 5.3.3
qu’un OX -module F est quasi-cohe´rent si et seulement si pour tout ouvert
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affine U de X , le morphisme naturel OX(U) ⊗OX(X) F (X) → F (U) est un
isomorphisme. Autrement dit, lorsqu’on passe de X a` U , le module des sections
de F change aussi peu que possible : il subit simplement une extension des
scalaires, ce qui veut dire en quelque sorte qu’aucune nouvelle section ou aucune
nouvelle relation entre sections de´ja` existantes ne surgissent ex nihilo.
(5.3.3.2) Soit 0 → M ′ → M → M ′′ → 0 un diagramme dans la cate´gorie
des A-modules. D’apre`s le lemme 2.6.2.4, ce diagramme est une suite exacte si
et seulement si 0→M ′p →Mp →M ′′p → 0 est une suite exacte pour tout ide´al
premier p de A.
Compte-tenu de 5.3.1.1 et du fait que les proprie´te´s d’exactitude
faisceautique se de´tectent fibre a` fibre, on de´duit de ce qui pre´ce`de que le
diagramme 0 → M ′ → M → M ′′ → 0 est une suite exacte si et seulement
si 0→ M˜ ′ → M˜ → M˜ ′′ → 0 est une suite exacte de faisceaux.
Insistons sur une conse´quence frappante de cet e´nonce´ : lorsqu’on le
restreint a` la cate´gorie des faisceaux quasi-cohe´rents, le foncteur des sections
globales F 7→ F (X) est exact (rappelons qu’en ge´ne´ral, il est seulement exact
a` gauche : la surjectivite´ peut poser des proble`mes).
(5.3.3.3) Soit F → G un morphisme entre faisceaux quasi-cohe´rents sur X .
Son noyau, son conoyau et son image (faisceautiques !) sont alors quasi-
cohe´rents.
En effet, soient M et N les modules de sections globales de F et G ; on
a F ≃ M˜,G ≃ N˜ , et le morphisme F → G est induit par une application A-
line´aire M → N . Si P (resp. Q) de´signe le noyau (resp. conoyau) de celle-ci, il
re´sulte de 5.3.3.2 que P˜ (resp. Q˜) est le noyau (resp. conoyau) de F → G , d’ou`
notre assertion en ce qui concerne le noyau et le conoyau ; on traite le cas de
l’image en remarquant simplement que c’est le noyau du conoyau.
(5.3.3.4) Soit D = ((Fi), (Eij) un diagramme dans la cate´gorie des faisceaux
quasi-cohe´rents sur X , et soit F sa limite inductive dans la cate´gorie des OX -
modules. Pour tout i, soit Mi le module des sections globales de Fi. Le
diagramme D induit un diagramme ((Mi), (E′ij)) dans la cate´gorie des A-
modules ; soit M sa limite inductive. On de´duit de la commutation du produit
tensoriel aux limites inductives et de 5.3.1.3 que M˜ s’identifie a` la limite
inductive des M˜i. En conse´quence, F = M˜ et F est quasi-cohe´rent.
Notons un cas particulier important : une somme directe quelconque de
faisceaux quasi-cohe´rents est quasi-cohe´rents.
(5.3.3.5) Par contre, on prendra garde qu’en ge´ne´ral une limite projective de
faisceaux quasi-cohe´rents (calcule´e dans la cate´gorie des OX -modules) n’est pas
quasi-cohe´rent. Donnons un exemple simple. Soit F le OSpec Z-module ONSpec Z.
Nous allons montrer qu’il n’est pas quasi-cohe´rent.
On a F (Z) = ZN et F ((D(2))) = (Z[1/2])N. Mais la fle`che canonique
Z[1/2]⊗Z ZN → (Z[1/2])N
n’est pas un isomorphisme : en effet, nous invitons le lecteur a` ve´rifier qu’elle
identifie Z[1/2]⊗Z ZN au sous-module strict de (Z[1/2])N constitue´ des suites a`
de´nominateurs borne´s. En conse´quence, F n’est pas quasi-cohe´rent.
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Si l’on reprend le langage un peu image´ utilise´ au 5.3.3.1, on peut dire que
lorsqu’on passe de Spec Z a` son ouvert affine D(2), une flope´e de nouvelles
sections de F surgissent ex nihilo : toutes les suites a` de´nominateurs non
borne´s.
(5.3.4) Fonctorialite´. Soit ϕ : A→ B un morphisme d’anneaux. Notons Y le
spectre de B, et soit ψ : Y → X le morphisme de sche´mas correspondant a` ϕ.
Soit M un A-module et soit N un B-module.
(5.3.4.1) Le OX-module ψ∗N˜ s’identifie a` A˜N , ou` AN de´signe N vu comme A-
module. En particulier, le faisceau ψ∗N˜ est quasi-cohe´rent. En effet, on
a ψ∗N˜(X) = N˜(Y ) = N . Soit maintenant U un ouvert affine de X , d’anneau
des fonctions C. On a
ψ∗N˜(U) = N˜(ψ
−1(U)) = N˜(Y ×X U) = N ⊗B (B ⊗A C) = N ⊗A C = A˜N(U)
Les ouverts affines formant une base de la topologie de X , le morphisme
canonique de A˜N =
˜
ψ∗N˜(X) vers ψ∗N˜ est un isomorphisme, ce qu’on souhaitait
e´tablir.
(5.3.4.2) Le OY -module ψ∗M˜ s’identifie a` ˜B ⊗A M et est en particulier quasi-
cohe´rent. En effet, on dispose par construction d’une application B-line´aire
B ⊗A M → ψ∗M˜(Y ) ; il suffit alors de montrer que la fle`che compose´e
u : ˜B ⊗A M → ˜ψ∗M˜(Y )→ ψ∗M˜
est un isomorphisme. Soit y ∈ Y et soit x son image sur X . La fibre de ˜B ⊗A M
en y s’identifie a` OY,y ⊗B (B ⊗A M) = OY,y ⊗A M .
Quant a` la fibre de ψ∗M˜ en y, elle s’identifie a`
OY,y ⊗OX,x M˜x = OY,y ⊗OX,x (OX,x ⊗A M) = OY,y ⊗A M.
En conse´quence, la fle`che u induit un isomorphisme au niveau des fibres, et est
de ce fait elle-meˆme un isomorphisme.
(5.3.4.3) Remarque. Ce qu’on a vu plus haut au 5.3.1.4 est un cas particulier
de ce qui pre´ce`de : celui ou` Y est un ouvert affine de X .
Caracte`re local de la quasi-cohe´rence, faisceaux quasi-
cohe´rents sur un sche´ma quelconque
(5.3.5) Nous allons maintenant e´tablir un re´sultat fondamental, qui n’a rien
d’e´vident au vu des de´finitions : le fait que la quasi-cohe´rence est une proprie´te´
locale. Comme vous allez le voir, la preuve n’est pas triviale, meˆme si elle ne
repose in fine que sur la sempiternelle condition d’e´galite´ de fractions dans un
module localise´.
(5.3.6) The´ore`me. Soit A un anneau et soit X son spectre. Soit (Ui)i∈I
un recouvrement de X par des ouverts affines, et soit F un OX-module. Les
assertions suivantes sont e´quivalentes :
1) F est quasi-cohe´rent ;
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2) F |Ui est quasi-cohe´rent pour tout i.
De´monstration. L’implication 1)⇒2) de´coule directement de 5.3.1.4.
Supposons maintenant que 2) soit vraie, et montrons 1). Toujours graˆce a` 5.3.1.4,
on peut raffiner le recouvrement (Ui) sans alte´rer 2). Cela autorise a` supposer
que Ui est de la forme D(fi) pour tout i ; comme X est quasi-compact, on peut
e´galement faire l’hypothe`se que l’ensemble d’indices I est fini.
Pour montrer que F est quasi-cohe´rent, nous allons ve´rifier que le morphisme
naturel F˜ (X) → F est un isomorphisme. Cela peut se tester localement ; il
suffit donc de s’assurer que F˜ (X)|Ui → F |Ui est un isomorphisme pour tout i.
Fixons i, et montrons que F˜ (X)|Ui → F |Ui est un isomorphisme. Les OUi-
modules F˜ (X)|Ui et F |Ui e´tant quasi-cohe´rents, cette dernie`re condition se
teste sur les sections globales : il suffit donc de s’assurer que
F˜ (X)(Ui) = F (X)fi → F (Ui)
est un isomorphisme.
(5.3.6.1) Injectivite´ de F (X)fi → F (Ui). Soit s/f ri un e´le´ment de F (X)fi
dont l’image dans F (Ui) est nulle. Comme fi est inversible sur Ui = D(fi), la
restriction de s a` Ui est nulle.
Soit j ∈ I (ce qui suit est trivial si j = i, mais on n’exclut pas ce
cas). La restriction de s a` Ui ∩ Uj est a fortiori nulle, ce que l’on peut
re´crire (s|Uj )|Ui∩Uj = 0. Le faisceau F |Uj est quasi-cohe´rent, et Ui ∩ Uj est
l’ouvert D(fi) du sche´ma affine Uj ; en conse´quence, F (Ui ∩ Uj) s’identifie
a` F (Uj)fi . L’annulation de s|Uj sur Ui ∩ Uj signifie alors qu’il existe N tel
que fNi s|Uj = 0 ; comme l’ensemble I est fini, on peut choisir N de sorte que
cette e´galite´ vale pour tout j. Puisque F est un faisceau, il vient fNi s = 0, et la
fraction s/f ri ∈ F (X)fi est nulle, ce qui ache`ve de montrer l’injectivite´ requise.
(5.3.6.2) Surjectivite´ de F (X)fi → F (Ui). Soit σ ∈ F (Ui). Il s’agit de
montrer qu’il existe un entier N tel que fNi σ se prolonge en une section globale
de F .
Soit j ∈ I (ce qui suit est trivial si j = i, mais on n’exclut pas ce cas).
Le faisceau F |Uj est quasi-cohe´rent, et Ui ∩ Uj est l’ouvert D(fi) du sche´ma
affine Uj ; en conse´quence, F (Ui ∩ Uj) s’identifie a` F (Uj)fi . Il s’ensuit qu’il
existe n tel que la restriction fni σ|Ui∩Uj se prolonge en une section σj de F
sur Uj ; comme l’ensemble I est fini, on peut choisir un entier n convenant pour
tout j.
Soient j et j′ deux e´le´ments de I. Les restrictions de σj |Uj∩Uj′ et σj′ |Uj∩Uj′
a` Uj ∩Uj′ ∩Ui co¨ıncident (elles sont toutes deux e´gales a` la restriction de fni σ).
Comme Uj ∩Uj′ est l’ouvert affine D(fj′) de Uj , le faisceau F |Uj∩Uj′ est quasi-
cohe´rent ; puisque Ui ∩ Uj ∩ Uj′ est l’ouvert D(fi) du sche´ma affine Uj ∩ Uj′ ,
F (Ui ∩ Uj ∩ Uj′) s’identifie a` F (Uj ∩ Uj′)fi . Il existe donc un entier ℓ tel
que f ℓi σj |Uj∩Uj′ = f ℓi σj′ |Uj∩Uj′ ; comme l’ensemble I est fini, on peut choisir un
entier ℓ convenant pour tout (j, j′).
Posons N = n + ℓ. Par construction, la famille des f ℓi σj se recolle (pour j
variable) en une section globale s de F , et s|Ui = fNi σ. 
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(5.3.7) Proposition-de´finition. Soit X un sche´ma et soit F un OX-module.
Les assertions suivantes sont e´quivalentes :
1) pour tout ouvert affine U de X, le OU -module F |U est quasi-cohe´rent ;
2) il existe un recouvrement (Ui) de X par des ouverts affines tels que F |Ui
soit un OUi-module quasi-cohe´rent pour tout i.
Lorsqu’elles sont satisfaite, on dit que F est quasi-cohe´rent.
De´monstration. Il est clair que 1)⇒2). Re´ciproquement, supposons que 2)
soit satisfaite, et soit U un ouvert affine de X . Il existe un recouvrement
ouvert (Vj) de U par des ouverts affines tel que Vj soit contenu pour tout j
dans Ui(j) ∩ U pour un certain indice i(j).
Pour tout j, le faisceau F |Vj est la restriction du faisceau quasi-
cohe´rent F |Ui(j) , et est donc quasi-cohe´rent. Il re´sulte alors du the´ore`me 5.3.6
que F |U est quasi-cohe´rent. 
(5.3.8) Premie`res proprie´te´s. Soit X un sche´ma.
(5.3.8.1) Le faisceau nul ainsi que le structural OX sont quasi-cohe´rents en
vertu de 5.3.2.2.
(5.3.8.2) Soit F un OX -module. Il re´sulte imme´diatement de la de´finition que
si F est quasi-cohe´rent, sa restriction a` tout ouvert de X l’est encore ; et que
s’il existe un recouvrement ouvert (Ui) de X tel que F |Ui soit quasi-cohe´rent
pour tout i, alors F est quasi-cohe´rent.
(5.3.8.3) On de´duit de 5.3.3.3 et 5.3.3.4 que le noyau, le conoyau et
l’images d’un morphisme de OX -modules quasi-cohe´rents sont quasi-cohe´rents,
et qu’une limite inductive de OX -modules quasi-cohe´rents est quasi-cohe´rente ;
en particulier, une somme directe de OX -modules quasi-cohe´rents est quasi-
cohe´rente.
(5.3.8.4) Soit ψ:Y → X un morphisme de sche´mas et soit F un OX -module
quasi-cohe´rent. L’image re´ciproque ψ∗F de F sur Y est alors un OY -module
quasi-cohe´rent. En effet, comme la proprie´te´ est locale, on peut raisonner
localement sur Y et X , et se ramener ainsi au cas ou` tous les deux sont affines,
pour lequel l’assertion requise a e´te´ de´montre´e en 5.3.4.2.
(5.3.9) Soit X un sche´ma. Si F est un OX -module localement libre de rang
fini, il est quasi-cohe´rent : c’est une conse´quence imme´diate du caracte`re local
de la quasi-cohe´rence, et de la quasi-cohe´rence de OmX pour tout m.
Supposons maintenant que X = Spec A pour un certain anneau A, et soitM
un A-module. On de´duit de la quasi-compacite´ de Spec A que le faisceau quasi-
cohe´rent M˜ est localement libre de rang fini si et seulement si il existe une famille
finie (fi) d’e´le´ments de A et une famille finie (ni) d’entiers tels que M˜ |D(fi) soit
isomorphe a` OniD(fi) pour tout i, c’est-a`-dire encore tels que Mfi ≃ A
ni
fi
pour
tout i. On de´duit alors de 2.6.12 que M˜ est localement libre de rang fini si et
seulement si M est projectif et de type fini.
(5.3.10) Image directe d’un faisceau quasi-cohe´rent. La situation est
moins simple que pour l’image re´ciproque : comme nous allons le voir, l’image
directe d’un faisceau quasi-cohe´rent n’est pas quasi-cohe´rente en ge´ne´ral. Nous
allons commencer par e´noncer une condition de finitude suffisante – un peu
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re´barbative – pour qu’elle le soit, puis nous donnerons un contre-exemple dans
un cas assez simple ou` cette condition n’est pas remplie.
(5.3.10.1) Soit A un anneau, soit X son spectre et soit ψ : Y → X un
morphisme de sche´mas. Soit F un faisceau quasi-cohe´rent sur Y . On suppose
que Y satisfait la proprie´te´ suivante :
(∗) il existe un recouvrement fini (Ui) de Y par des ouverts affines tels
que Ui ∩ Uj soit pour tout (i, j) une re´union finie d’ouverts affines.
Nous allons de´montrer que sous cette hypothe`se, ψ∗F est un OX -module
quasi-cohe´rent. Pour cela, on e´crit chacun des Ui ∩ Uj comme re´union finie
d’ouverts affine Vijℓ. On e´crit Ui = Spec Ai et Vijℓ = Spec Bijℓ pour tout i, j, ℓ.
Comme F est un faisceau, on a une suite exacte
0 // F (Y ) //
∏
i F (Ui)
(si)i 7→(si|Vijℓ−sj |Vijℓ)ijℓ // ∏
i,j,ℓ F (Vijℓ) .
Soit f ∈ A. On note Y ′, U ′i et V ′ijℓ les produits fibre´s
Y ×X D(f), Ui ×X D(f) et Vijℓ ×X D(f),
et le f en indice fera re´fe´rence a` la localisation en tant que A-module. La A-
alge`bre Af est plate. Par ailleurs, les produits intervenants dans la suite exacte
ci-dessus comprennent par hypothe`se un nombre fini de facteurs ; ce sont donc
e´galement des sommes directes, et de ce fait ils commutent au produit tensoriel.
Il en re´sulte qu’en appliquant Af⊗A• a` la suite pre´ce´dente, on obtient une suite
exacte
0 // F (Y )f //
∏
i F (Ui)f
(si)i 7→(si|Vijℓ−sj|Vijℓ )ijℓ // ∏
i,j,ℓ F (Vijℓ)f .
Fixons i, j et ℓ. On a
F (Ui)f = Af ⊗A F (Ui) = (Af ⊗A Ai)⊗Ai F (Ui) = F (U ′i)
car U ′i = Spec (Af ⊗A Ai) et car F ||Ui est quasi-cohe´rent. On a de meˆme
F (Vijℓ)f = Af ⊗A F (Vijℓ) = (Af ⊗A Bijℓ)⊗Bijℓ F (Vijℓ) = F (V ′ijℓ).
La suite exacte ci-dessus se re´crit donc
0 // F (Y )f //
∏
i F (U
′
i)
(si)i 7→
(
si|V ′
ijℓ
−sj |V ′
ijℓ
)
ijℓ // ∏
i,j,ℓ F (V
′
ijℓ) .
Les U ′i forment un recouvrement ouvert de Y
′, et les V ′ijℓ forment pour
tout i un recouvrement ouvert de Ui. En utilisant une fois encore le fait
que F faisceau, on de´duit de ce qui pre´ce`de que la fle`che naturelle de F (Y )f
vers F (Y ′) = F (Y ×X D(f)) = ψ∗F (D(f)) est un isomorphisme. Comme
les D(f) forment une base d’ouverts de X , le morphisme naturel de OX -
modules A˜F (Y ) = ˜ψ∗F (X) → ψ∗F est un isomorphisme, et ψ∗F est quasi-
cohe´rent.
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(5.3.10.2) Un contre-exemple. Dans le raisonnement suivi ci-dessus,
l’hypothe`se (∗) joue un roˆle crucial : elle permet de de´crire le module des sections
globales du faisceau F par une suite exacte mettant en jeu des produits finis
de modules, produits qui sont donc des sommes directes, et commutent de`s
lors au produit tensoriel. Nous allons maintenant donner un exemple simple de
situation ou` (∗) est prise en de´faut, et ou` il existe un faisceau quasi-cohe´rent
dont l’image directe n’est pas quasi-cohe´rente.
Soit T la somme disjointe de copies de Spec Z parame`tre´e par N, et soit
ψ l’unique morphisme de T vers Spec Z. Le sche´ma T n’est manifestement
pas quasi-compact, et ne peut donc eˆtre re´union finie d’ouverts affines ; en
conse´quence, l’hypothe`se (∗) n’est pas ve´rifie´e. Nous allons montrer que ψ∗OT
n’est pas quasi-cohe´rent.
Pour tout ouvert U de Spec Z, l’ouvert ψ−1(U) est somme disjointe de copies
de U parame`tre´es par N, et l’on a donc On a
ψ∗OT (U) = OT (ψ
−1(U)) = (OSpec Z(U))
N.
Ainsi, ψ∗OT = ONSpec Z, dont on a vu au 5.3.3.5 qu’il n’est pas quasi-cohe´rent.
(5.3.10.3) Les re´sultats de 5.3.10.1 (qui concernait le cas d’un sche´ma de base
affine) peuvent se globaliser comme suit. Soit ψ : Y → X un morphisme de
sche´mas et soit F un OY -module quasi-cohe´rent. Supposons que tout point
de X admette un voisinage ouvert affine U tel que ψ−1(U) satisfasse (∗) ; en
vertu du caracte`re local de la quasi-cohe´rence, le OX -module ψ∗F est alors
quasi-cohe´rent.
Faisceaux quasi-cohe´rents d’ide´aux et ferme´s
(5.3.11) SoitX un sche´ma et soit I ⊂ OX un faisceau quasi-cohe´rent d’ide´aux.
On note V (I ) le sous-ensemble de X constitue´ des points x posse´dant la
proprie´te´ suivante : pour tout voisinage ouvert U de x et toute fonction f
appartenant a` I (U) ⊂ OX(U) on a f(x) = 0.
(5.3.11.1) Supposons que X est le spectre d’un anneau A ; le faisceau I est
alors e´gal a` I˜ pour un certain ide´al I de A. Nous allons montrer que V (I ) est
e´gal au ferme´ V (I).
Comme I = I (X) on a par de´finition V (I ) ⊂ V (I). Re´ciproquement,
soit x ∈ V (I) et soit U et f comme dans 5.3.11 ; il s’agit de montrer que f(x) = 0.
Quitte a` restreindre U on peut le supposer de la forme D(g) avec g(x) 6= 0. Dans
ce cas f ∈ I˜(D(g)) = Ig, ce qui veut dire que f s’e´crit a/gn avec a ∈ I et n > 0.
Comme a ∈ I et x ∈ V (I) on a a(x) = 0 et f(x) = 0, ce qu’on souhaitait.
(5.3.11.2) On ne suppose plus X affine. Il de´coule du 5.3.11.1 ci-dessus
que V (I ) ∩ U est e´gal au ferme´ V (I (U)) de U pour tout ouvert affine U
de X . Comme eˆtre ferme´ est une proprie´te´ locale, V (I ) est un ferme´ de X .
(5.3.11.3) On peut e´galement caracte´riser V (I ) comme le support du OX -
module quasi-cohe´rent OX/I , c’est-a`-dire comme l’ensemble des points x de X
tel que la fibre (OX/I )x soit non nulle.
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En effet, soit x ∈ X . La suite exacte
0→ I → OX → OX/I → 0
induit une suite exacte de OX,x-modules
0→ Ix → OX,x → (OX/I )x → 0.
La fibre (OX/I )x s’identifie donc a` OX,x/Ix. Elle est nulle si et seulement si
il existe un e´le´ment f ∈ Ix qui n’appartient pas a` l’ide´al maximal de OX,x,
c’est-a`-dire une section f de I de´finie au voisinage de x et telle que f(x) 6= 0.
Autrement dit,
(OX/I )x = {0} ⇐⇒ x /∈ V (I ),
comme annonce´.
(5.3.11.4) Remarque. Notons j l’inclusion V (I ) →֒ X . Par ce qui pre´ce`de,
(OX/I )|X\V (I ) est nul. Le lecteur est invite´ a` de´montrer que cela e´quivaut a`
dire que l’homomorphisme canonique
OX/I → j∗j−1OX/I
est un isomorphisme.
(5.3.12) Nous nous proposons maintenant de de´monter que re´ciproquement,
tout ferme´ d’un sche´ma X est de la forme V (I ) pour un certain faisceau
d’ide´aux quasi-cohe´rent I sur X . Pour cela, il est ne´cessaire de faire une petite
digression et d’introduire la notion de sche´ma re´duit.
(5.3.13) Lemme-de´finition. Soit X un sche´ma. Les assertions suivantes sont
e´quivalentes :
i) pour tout x ∈ X, l’anneau local OX,x est re´duit ;
ii) pour tout ouvert U de X, l’anneau OX(U) est re´duit ;
iii) il existe un recouvrement (Ui) de X par des ouverts affines tels
que OX(Ui) soit re´duit pour tout i.
Lorsqu’elles sont satisfaites, on dit que X est re´duit.
De´monstration. Supposons que i) est vraie, et soit U un ouvert de X . Soit f
un e´le´ment nilpotent de OX(U). Pour tout x ∈ U , le germe de f en x est
nilpotent et donc nul d’apre`s l’hypothe`se i). Ainsi, f est nulle, et ii) est vraie.
Il est clair que ii) entraˆıne iii). Supposons maintenant que iii) est vraie, et
soit x ∈ X . Il existe i tel que x ∈ Ui. Par hypothe`se, Ui s’e´crit Spec A pour un
certain anneau re´duitA. L’anneau localOX,x = OUi,x est de la formeAp, ou` p est
un ide´al premier de A ; il est en conse´quence re´duit d’apre`s le lemme 2.6.2.3. 
(5.3.14) Revenons maintenant au proble`me qui nous inte´resse. On se donne
un sche´ma X et un ferme´ F de X . Soit I (F ) le sous-faisceau d’ide´aux de OX
de´fini par la formule
U 7→ {f ∈ OX(U), f(x) = 0 ∀x ∈ F ∩ U}.
Nous allons de´montrer que I (F ) est quasi-cohe´rent et que F = V (I (F )). Ces
deux proprie´te´s e´tant locales, on peut supposer que X est affine ; c’est donc le
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spectre d’un anneau A, et F = V (I) pour un certain ide´al I de A que l’on peut
choisir sature´.
(5.3.14.1) Nous allons montrer que I (F ) = I˜, ce qui assurera la quasi-
cohe´rence de I (F ). En vertu de 5.3.11.1, on a V (I˜) = V (I) = F , ce qui montre
que I˜ ⊂ I (F ) ; nous allons e´tablir l’inclusion re´ciproque.
Soit donc un ouvert U de X et f un e´le´ment de I (F )(U) ; il s’agit de
ve´rifier que f ∈ I˜(U). On peut s’en assurer localement, et donc supposer que U
est de la forme D(g) pour un certain g ∈ A. La fonction f s’annule alors par
hypothe`se en tout point du ferme´ F ∩D(g) de D(g) = Spec Ag, qui n’est autre
que V (I ·Ag) = V (Ig).
Puisque V (Ig) s’identifie a` Spec Ag/Ig, l’image f¯ de f dans Ag/Ig s’annule
en tout point de Spec Ag/Ig, ce qui veut dire qu’elle est nilpotente. Mais
comme I est sature´, A/I est re´duit, et Spec A/I est donc un sche´ma re´duit ;
en conse´quence, Ag/Ig = OSpec A/I(D(g¯)) est re´duit, et son e´le´ment nilpotent f¯
est de`s lors nul. Il s’ensuit f ∈ Ig = I˜(D(g)), ce qu’on souhaitait.
(5.3.14.2) On a donc I (F ) = I˜, et partant V (I (F )) = V (I˜). Mais
d’apre`s 5.3.11.1, ce dernier est e´gal a` V (I) = F , ce qui ache`ve la de´monstration.
(5.3.14.3) Remarque. Il re´sulte imme´diatement des de´finitions que si J est
un faisceau d’ide´aux quasi-cohe´rent tel que V (J ) = F alors J est contenu
dans I (F ) ; autrement dit, I (F ) est le plus grand faisceau quasi-cohe´rent
d’ide´aux de´finissant F .
5.4 Morphismes affines
Spectre d’une alge`bre quasi-cohe´rente et morphismes
affines
(5.4.1) Soit X un sche´ma. Une OX -alge`breA est dite quasi-cohe´rente si le OX -
module A est quasi-cohe´rent. Donnons quelques exemples.
(5.4.1.1) Si I est un faisceau quasi-cohe´rent sur X , le quotient OX/I est
une OX -alge`bre quasi-cohe´rente.
(5.4.1.2) Supposons que X est le spectre d’un anneau A. Si B est une A-
alge`bre, le faisceau quasi-cohe´rent B˜ he´rite d’une structure naturelle de OX -
alge`bre. Il de´coule de 5.3.2.3 que B 7→ B˜ induit une e´quivalence entre la cate´gorie
des A-alge`bres et celle des OX - alge`bres quasi-cohe´rentes, dont B 7→ B(X) est
un quasi-inverse.
(5.4.2) Le spectre d’une alge`bre quasi-cohe´rente. Le but de ce qui suit
est de donner une variante globale (ou relative, ou faisceautique, comme on
voudra) du foncteur A 7→ Spec A. On fixe un sche´ma X , et une OX -alge`bre
quasi-cohe´rente A .
(5.4.2.1) Pour tout ouvert affine U de X , on pose YU = Spec A (U) ; c’est un
sche´ma affine. Comme A (U) est une OX(U)-alge`bre, le sche´ma YU est fourni
avec un morphisme naturel YU → Spec OX(U) = U →֒ X .
204 La notion de sche´ma
(5.4.2.2) Soient maintenant U et V deux ouverts affines de X tels que V ⊂
U . Comme A est quasi-cohe´rente, on a A (V ) = OX(V ) ⊗OX(U) A (U) ; il
vient YV = YU ×U V . Il existe donc une immersion ouverte naturelle ιV U de YV
dans YU , laquelle est un X-morphisme.
(5.4.2.3) Le diagramme constitue´ des YU et des immersions ιV U est du type
de´crit au 5.2.3.2 ; on peut donc recoller les YU le long des ιV U ; on obtient un X-
sche´ma que l’on appelle le spectre de la OX-alge`bre quasi-cohe´rente A et que
l’on note Spec A . Soit π le morphisme Spec A → X .
Soit U un ouvert affine de X . On a par construction une identification
naturelle
π−1(U) = Spec A ×X U ≃ Spec A (U),
modulo laquelle le morphisme π−1(U) → U = Spec OX(U) est induit par la
fle`che structurale OX(U)→ A (U). Il en re´sulte un isomorphisme
π∗(Oπ−1(U)) ≃ ˜(A (U)) ≃ A |U .
La formation de ces isomorphismes commute aux restrictions, et elle induit donc
(en vertu du fait que Isom(π∗OSpec A ,A ) est un faisceau) un isomorphisme
naturel π∗OSpec A ≃ A .
(5.4.3) Exemples et premie`res proprie´te´s.
(5.4.3.1) Un exemple trivial. Soit A un anneau et soit B une A-alge`bre. Par
construction, le A-sche´ma Spec B˜ s’identifie a` Spec B.
(5.4.3.2) Soit X un sche´ma. Le faisceau A := U 7→ OX(U)[T1, . . . , Tn] est de
manie`re naturelle une OX -alge`bre quasi-cohe´rente. Il de´coule imme´diatement
des de´finitions que le X-sche´ma Spec A s’identifie a` AnX .
(5.4.3.3) Soit X un sche´ma. Si A et B sont deux OX -alge`bres quasi-
cohe´rentes, tout morphismeA → B induit unX-morphisme Spec B → Spec A
(le de´finir au-dessus des ouverts affines de X par fonctorialite´ contravariante du
spectre classique, et recoller).
La fle`che A 7→ Spec A apparaˆıt ainsi de manie`re naturelle comme un
foncteur contravariant de la cate´gorie des OX -alge`bres quasi-cohe´rentes vers
celle des X-sche´mas.
(5.4.3.4) Soient A et B deux OX -alge`bres quasi-cohe´rentes et soient p et q
les morphismes respectifs de Spec A et Spec B vers X . Soit λ l’application
naturelle
λ: HomOX -Alg(A ,B)→ HomX(Spec B, Spec A )
de´finie au 5.4.3.3 ci-dessus. Soit ϕ: Spec B → Spec A unX-morphisme. Il induit
un morphisme OSpec A → ϕ∗OSpec B puis, par application de p∗, un morphisme
A ≃ p∗OSpec A → p∗ ◦ ϕ∗OSpec B = q∗OSpec B ≃ B.
On obtient ainsi une application µ de HomX(Spec B, Spec A )
vers HomOX -Alg(A ,B), et l’on ve´rifie aise´ment que λ et µ sont des bijections
re´ciproques l’une de l’autre (c’est une proprie´te´ locale sur X , ce qui permet de se
ramener au cas ou` tout le monde est affine, dans lequel c’est une reformulation
de 5.1.20).
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(5.4.4) Soit π:Y → X un morphisme de sche´mas.
(5.4.4.1) Soit U un ouvert affine de X ; on dispose d’un morphisme
naturel π−1(U) → Spec OY (π−1(U)) et pour tout ouvert affine V de U , d’un
diagramme commutatif
π−1(V )
_

// Spec OY (π−1(V ))

//
α
**❚❚❚
❚❚❚
❚❚❚
❚❚❚
❚❚❚
❚
V_

Spec OY (π−1(U))×U V
77♥♥♥♥♥♥♥♥♥♥♥♥♥♥
||③③
③③
③③
③③
③③
③③
③③
③③
③③
③③
③③
③③
③③
③
π−1(U) // Spec OY (π−1(U)) // U
dans lequel la fle`che α est un isomorphisme de`s que la OX -alge`bre π
∗OY est
quasi-cohe´rente. Sous cette dernie`re hypothe`se, on dispose donc d’un diagramme
commutatif
π−1(V )
_

// Spec π∗OY ×X V

// V_

π−1(U) // Spec π∗OY ×X U // U
.
Par recollement de ces diagrammes pour (U, V ) variables, on obtient un
morphisme de X-sche´mas Y → Spec π∗OY .
(5.4.4.2) Supposons que Y = Spec A pour une certaine OX -alge`bre
quasi-cohe´rente A . Dans ce cas π∗OY est quasi-cohe´rente et s’identifie plus
pre´cise´ment a` A (5.4.2.3) ; la construction du 5.4.4.1 ci-dessus fournit alors un
morphisme de X-sche´mas Spec A → Spec A , dont on ve´rifie aussitoˆt que c’est
l’identite´.
(5.4.5) Proposition-de´finition. Soit π:Y → X un morphisme de sche´mas.
Les assertions suivantes sont e´quivalentes.
i) La OX-alge`bre π∗OY est quasi-cohe´rente, et Y → Spec π∗OY est un
isomorphisme.
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ii) Il existe une OX-alge`bre quasi-cohe´rente A et un X-isomorphisme
Y ≃ Spec A .
iii) Pour tout ouvert affine U de X, le sche´ma π−1(U) est affine.
iv) Il existe un recouvrement (Ui) de X par des ouverts affines tels
que π−1(Ui) soit un sche´ma affine pour tout i.
Lorsqu’elles sont satisfaites, on dit que π est affine, ou que Y est relativement
affine sur X.
De´monstration. Il est clair que i)⇒ii), et ii)⇒i) d’apre`s 5.4.4.2. Il de´coule de
la construction meˆme de Spec A que ii)⇒iii) (on l’a de´ja` signale´ en 5.4.2.3),
et iii)⇒iv) est e´vident.
Supposons maintenant que iv) est vraie, et montrons que les conditions
e´quivalentes i) et ii) sont ve´rifie´es. Elles sont de nature locale sur X (c’est
l’e´nonce´ i) qui le montre) ; il suffit par conse´quent de de´montrer qu’elles sont
vraies sur chaque Ui. Fixons donc i. Par hypothe`se, Ui et π
−1(Ui) sont affines ;
il s’ensuit, en vertu de 5.4.3.1, que π−1(Ui)→ Ui satisfait ii) (et partant i)), ce
qui ache`ve la de´monstration. 
(5.4.6) Commentaires. L’aspect le plus spectaculaire de la proposition
pre´ce´dente est l’e´quivalence entre iii) et iv) : s’il existe un recouvrement de X
par des ouverts affines dont l’image re´ciproque par π est affine, alors π−1(U) est
affine pour tout ouvert affine U de X .
Le lecteur sera peut-eˆtre e´tonne´ qu’un re´sultat aussi fort ait une preuve
aussi courte et d’apparence tre`s formelle. Mais lorsqu’on invoque le caracte`re
local de i), on invoque en particulier le caracte`re local de la quasi-cohe´rence ;
et ce dernier est lui-meˆme fonde´ sur le the´ore`me 5.3.6 dont la de´monstration
met en jeu des arguments non triviaux, a` base de calcul de fractions dans les
modules localise´s. C’est donc la` qu’il se ≪passe vraiment quelque chose≫.
(5.4.7) On peut reformuler 5.4.2.3, 5.4.3.3 et 5.4.3.4 en disant que pout tout
sche´ma X , le foncteur A 7→ Spec A e´tablit une anti-e´quivalence entre la
cate´gorie des OX -alge`bres quasi-cohe´rentes et celle des X-sche´mas relativement
affines, dont (ϕ:Y → X) 7→ ϕ∗OY est un quasi-inverse.
(5.4.8) Stabilite´ du caracte`re affine par composition et changement
de base.
(5.4.8.1) Soient ϕ:Z → Y et ψ:Y → X deux morphismes affines. La
compose´e ψ ◦ ϕ est alors affine : c’est imme´diat en utilisant la condition
e´quivalente iii) de la proposition 5.4.5 ci-dessus.
(5.4.8.2) Soit X un sche´ma. Soit ϕ:Y → X un morphisme affine, et
soit ψ:Z → X un morphisme. La projection π:Y ×XZ → Z est alors affine. Plus
pre´cise´ment si Y = Spec A pour une certaine OX -alge`bre quasi-cohe´rente B,
le Z-sche´ma Y ×X Z s’identifie alors a` Spec ψ∗B.
En effet, la question est locale sur Z, et a fortiori sur X . On peut donc
supposer tout d’abord X affine, puis Z affine ; comme ϕ est affine, Y est
affine. Soient A,B et C les anneaux correspondant respectivement aux sche´mas
affines X,Y et Z. On a alors B = B˜, et
Y ×X Z = Spec (B ⊗A C) = Spec B˜ ⊗A C = Spec ψ∗B˜ = Spec ψ∗B.
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Les immersions ferme´es
Nous allons maintenant pre´senter une premie`re classe absolument
fondamentale de morphismes affines : les immersions ferme´es.
(5.4.9) Soit X un sche´ma et soit ϕ : Y → X un morphisme. Les conditions
suivantes sont e´quivalentes :
i) le morphisme ϕ est affine et le morphisme structural OX → ϕ∗OY est
surjectif ;
ii) il existe un faisceau quasi-cohe´rent d’ide´aux I sur X tel que le X-
sche´ma Y soit isomorphe a` Spec O/I .
En effet si i) est vraie, le noyau I de OX → ϕ∗OY est un faisceau quasi-
cohe´rent d’ide´aux et ϕ∗OY ≃ OX/I , d’ou` ii) puisque Y = Spec ϕ∗OY ; et si ii)
est vraie on a ϕ∗OY = O/I , d’ou` i).
Lorsque ces conditions sont satisfaites, on dit que ϕ est une immersion
ferme´e. Notons que l’ide´al I de ii) est alors uniquement de´termine´ : il est
ne´cessairement e´gal au noyau de OX → ϕ∗OY = O/I . Nous dirons que I est
le faisceau d’ide´aux associe´ a` ϕ, et inversement que ϕ est l’immersion ferme´e
associe´e a` I .
(5.4.10) Exemples et premie`res proprie´te´s.
(5.4.10.1) Soit ϕ:Y → X un morphisme de sche´mas et soit (Ui) un
recouvrement ouvert de X . On de´duit de la caracte´risation d’une immersion
ferme´e par la proprie´te´ i) ci-dessus que ϕ est une immersion ferme´e si et
seulement si ϕ−1(Ui)→ Ui est une immersion ferme´e pour tout i.
(5.4.10.2) Soit A un anneau. La caracte´risation des immersions ferme´es par la
proprie´te´ ii) ci-dessus assure qu’un morphisme ϕ:Y → Spec A est une immersion
ferme´e si et seulement si le A-sche´ma Y est de la forme Spec A/I pour un certain
ide´al I de A ; le faisceau I associe´ a` ϕ est alors e´gal a` I˜. On voit que dans ce
cas, Y → Spec A induit un home´omorphisme entre Y et le ferme´ V (I) = V (I )
de Spec A.
(5.4.10.3) Soit ϕ:Y → X une immersion ferme´e et soit I ⊂ OX le faisceau
d’ide´aux associe´s. Le morphisme ϕ induit un home´omorphisme Y ≃ V (I ) :
cette assertion est en effet locale, ce qui permet de se ramener au cas affine
traite´ au 5.4.10.2 ci-dessus.
(5.4.10.4) Soit ϕ:Y → X une immersion ferme´e et soit I ⊂ OX le faisceau
d’ide´aux associe´s. Le morphisme naturel ϕ−1(OX/I ) → OY est alors un
isomorphisme. Pour le voir, on raisonne localement sur X , ce qui permet de
se ramener au cas affine. Le caracte`re bijectif de la fle`che e´tudie´e se ve´rifie alors
fibres a` fibres, et revient a` l’assertion suivante d’alge`bre commutative : soit A
un anneau, soit I un ide´al de A et soit p un ide´al premier de A contenant I ; la
fle`che canonique Ap/IAp → (A/I)p/I est un isomorphisme.
(5.4.10.5) Soit ϕ:Y → X un morphisme de sche´mas et soit (Ui) un
recouvrement de X par des ouverts affines. Il de´coule de 5.4.10.1 et 5.4.10.2
que pour que ϕ soit une immersion ferme´e, il faut et il suffit que pour tout i,
le Ui-sche´ma ϕ
−1(Ui) soit de la forme Spec OX(Ui)/Ii pour un certain ide´al Ii
de OX(Ui) ; et que si c’est le cas alors pour tout ouvert affine U de X , le U -
sche´ma ϕ−1(U) est de la forme Spec OX(U)/I pour un certain ide´al I de OX(U).
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Le lecteur s’assurera que ce passage des seuls ouverts d’un recouvrement affine
fixe´ a` tous les ouverts affines repose in fine la` encore sur le caracte`re local de la
quasi-cohe´rence (the´ore`me 5.3.6).
(5.4.11) Proprie´te´ universelle d’une immersion ferme´e. Soit ϕ:Y → X
une immersion ferme´e, et soit I ⊂ OX le faisceau d’ide´aux correspondants. Le
faisceau I est inclus dans le (et meˆme e´gal au) noyau de OX → ϕ∗OY .
(5.4.11.1) Soit Z un sche´ma et soit ψ:Z → X un morphisme tel que I
soit contenu dans le noyau de OX → ψ∗OZ . Il existe alors un unique
morphisme χ:Z → Y tel que le diagramme
Z
ψ
''PP
PP
PP
PP
PP
PP
PP
χ
❅
❅❅
❅❅
❅❅
Y
 
ϕ
// X
commute. En effet, comme U 7→ Hom(U, Y ) est un faisceau sur Z, on peut
raisonner localement, et donc supposerX et Z affines ; soient A et B les anneaux
correspondants. Comme ϕ est l’immersion ferme´e associe´e a` I , le A-sche´ma
Y est e´gal a` Spec A/I, ou` I est l’ide´al I (X) de A. Notre hypothe`se sur ψ
signifie simplement que I ⊂ Ker (A → B), et le re´sultat voulu est une simple
reformulation du fait que A→ B se factorise alors de manie`re unique par A/I.
(5.4.11.2) On peut re´sumer conceptuellement ce qui pre´ce`de en disant
que (Y, ϕ) repre´sente le foncteur
Z 7→ {ψ ∈ Hom(Z,X), I ⊂ Ker (OX → ψ∗OZ)}.
(5.4.12) Bon comportement des immersions ferme´es par composition
et changement de base.
(5.4.12.1) Soient ψ:Z → Y et ϕ:Y → X deux immersions ferme´es.
La compose´e ϕ ◦ ψ est alors une immersion ferme´e : c’est par exemple
une conse´quence imme´diate de 5.4.10.5 et du fait que la compose´e de deux
morphismes d’anneaux surjectifs est encore une surjection.
(5.4.12.2) Soit ϕ:Y → X une immersion ferme´e induite par un faisceau quasi-
cohe´rent d’ide´aux I sur X , et soit ψ:Z → X un morphisme de sche´mas.
La fle`che I →֒ OX induit une fle`che ψ∗I → OZ (qui n’a pas de raison
d’eˆtre injective) ; son image est un faisceau quasi-cohe´rent d’ide´aux J de OZ ,
et il re´sulte des de´finitions que V (J ) = ψ−1(V (I )).
Il de´coule de la description du foncteur repre´sente´ par (Y, ϕ) (cf. 5.4.11.2)
que le produit fibre´ Y ×X Z repre´sente le foncteur
T 7→ {χ ∈ Hom(T, Z),I ⊂ Ker (OX → ψ∗χ∗OT )}.
La condition I ⊂ Ker (OX → ψ∗χ∗OT ) e´quivaut a` dire que la fle`che
compose´e I → OX → ψ∗χ∗OT est nulle, c’est-a`-dire encore par adjonction
que la fle`che compose´e ψ∗I → OZ → χ∗OT est nulle ; mais c’est le cas si
et seulement si J ⊂ Ker (OZ → χ∗OT ). En conse´quence, Y ×X Z → Z est
l’immersion ferme´e associe´e a` J .
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On peut donner une deuxie`me preuve moins yonedesque de cette assertion. Il
suffit de se ramener en raisonnant localement au cas ou` tous les sche´mas en jeu
sont affines, et de remarquer qu’elle est alors une simple reformulation du fait que
si A est un anneau, B une A-alge`bre et I un ide´al de A alors B⊗AA/I ≃ B/IB.
Mentionnons pour conclure ce paragraphe un cas particulier inte´ressant :
supposons que ψ:Z → X se factorise par Y → X ; d’apre`s la proprie´te´
universelle d’une immersion ferme´e assure, cela signifie que I est contenu
dans Ker (OX → ψ∗OZ), et cette factorisation est alors unique.
Comme I est contenu dans Ker (OX → ψ∗OZ), la fle`che ψ∗I → OZ
est nulle par adjonction, et J est de`s lors nul. La projection Y ×X Z → Z
s’identifiant a` l’immersion ferme´e de´finie par J , il vient Y ×X Z = Z.
(5.4.13) Produit fibre´ de deux immersions ferme´es. Soient ϕ:Y → X
et ψ:Z → X deux immersions ferme´es, respectivement associe´es a` des faisceaux
d’ide´aux I et J .
(5.4.13.1) On de´duit de la description des foncteurs repre´sente´s par (Y, ϕ)
et (Z,ψ) que Y ×X Z repre´sente le foncteur
T 7→ {χ ∈ Hom(T,X),I ⊂ Ker (OX → χ∗OT ) et J ⊂ Ker (OX → χ∗OT )}
= {χ ∈ Hom(T,X),I +J ⊂ Ker (OX → χ∗OT )},
ou` la somme I + J est par de´finition le faisceau cohe´rent d’ide´aux e´gal a`
l’image de la fle`che canonique I ⊕J → OX . En conse´quence, Y ×X Z → X
est l’immersion ferme´e associe´e a` I +J .
(5.4.13.2) L’immersion ψ se factorise par ϕ si et seulement si
J ⊂ Ker (OX → ϕ∗OY ) = Ker (OX → OX/I ) = I .
Si c’est le cas, on de´duit de la remarque faite a` la fin de 5.4.12.2 que Z×XY ≃ Z ;
il de´coule alors de loc. cit. que Z → Y est l’immersion ferme´e associe´e au faisceau
quasi-cohe´rent d’ide´aux sur Y engendre´ par ϕ∗J .
(5.4.14) La notion de sous-sche´ma ferme´. Soit X un sche´ma, soit F un
ferme´ de X et soit I ⊂ OX un faisceau quasi-cohe´rent d’ide´aux tel que V (I )
soit e´gal a` F (on sait qu’il en existe au moins un, cf. 5.3.14).
L’immersion ferme´e Spec OX/I → X induit un home´omorphisme
entre Spec OX/I et F , et permet donc de munir par transport de structure
l’espace topologique F d’une structure de sche´ma ; un tel sche´ma est appele´ le
sous-sche´ma ferme´ de X de´fini par I , et l’on dit que F est son support.
On a signale´ plus haut (rem. 5.3.11.4) que la restriction de OX/I a` X \ F
est nulle, et que cela se traduit en disant que OX/I s’identifie a` i∗i−1OX/I ,
ou` i est l’inclusion de F dans X . Le faisceau OX/I provient donc du faisceau
d’anneaux i−1OX/I sur F , et il re´sulte de 5.4.10.4 que la structure de sche´ma
dont on a muni F est pre´cise´ment induite par i−1OX/I .
(5.4.15) Soit X un sche´ma. L’ensemble des (classes d’isomorphie de) sous-
sche´mas ferme´s de X est en bijection avec l’ensemble des faisceaux-quasi-
cohe´rents d’ide´aux sur X . On munit l’ensemble des sous-sche´mas ferme´s de X
de la relation d’ordre pour laquelle F 6 G si et seulement si F →֒ X se factorise
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par G →֒ X . Si I et J de´signent les faisceaux d’ide´aux respectivement associe´s
a` F et G, cela revient a` demander que J ⊂ I (5.4.13.2).
(5.4.15.1) La structure re´duite. Si F est un ferme´ de X , il existe un plus petit
sous-sche´ma ferme´ Fred de X de support F : celui qui est induit par I (F )
(cf.- 5.3.14 et sq.). Nous allons montrer que Fred est re´duit, et que c’est le seul
sous-sche´ma ferme´ re´duit de support F .
Fixons un recouvrement (Ui) de X par des ouverts affines et soit J un
faisceau quasi-cohe´rent d’ide´aux de support F . Le sous-sche´ma ferme´ de´fini
par J est re´duit si et seulement si OX(Ui)/J (Ui) est re´duit pour tout i, ce
qui revient a` demander que l’ide´al J (Ui) de OX(Ui) soit sature´ pour tout i ;
mais cela signifie pre´cise´ment que J = I (F ) (5.3.14.1).
(5.4.15.2) Soit T un sche´ma et soit ϕ:T → X un morphisme. Si ϕ admet une
factorisation (ne´cessairement unique) par Fred alors ϕ(T ) ⊂ F .
Faisons maintenant l’hypothe`se que ϕ(T ) ⊂ F , et supposons de surcroˆıt
que T est re´duit. Nous allons montrer que ϕ se factorise par Fred.
Soit U un ouvert de X et soit f ∈ I (F )(U). Comme ϕ(T ) ⊂ F , la
fonction ϕ∗f ∈ OT (ϕ−1(U)) s’annule en tout point de U . Cela implique que sa
restriction a` tout ouvert affine de ϕ−1(U) est nilpotente, donc nulle puisque T
est re´duit. Autrement dit, ϕ∗f = 0, ce qui revient a` dire que l’image de f
dans ϕ∗OT est nulle ; ainsi, I (F ) ⊂ Ker (OX → ϕ∗OT ), ce qui garantit que ϕ
se factorise par Fred.
En d’autres termes, (Fred, Fred →֒ X) repre´sente le foncteur covariant de la
cate´gorie des sche´mas re´duits vers celle des ensembles qui envoie T sur
{ϕ ∈ Hom(T,X), ϕ(T ) ⊂ F}.
(5.4.15.3) On peut appliquer ce qui pre´ce`de lorsque F = X . Soit J l’ide´al
des fonctions s’annulant en tout point de X ; ce sont exactement les fonctions
dont la restriction a` tout ouvert affine est nilpotente – on ve´rifie aussitoˆt que
cela vaut encore pour leur restriction a` tout ouvert quasi-compact, et nous vous
laissons construire un exemple d’une telle fonction qui ne serait pas elle-meˆme
nilpotente, sur un sche´ma non quasi-compact.
Le sche´ma Xred est par de´finition le sous-sche´ma ferme´ de´fini par J ; son
espace topologique sous-jacent est X tout entier ; on dit que c’est le sche´ma
re´duit associe´ a` X . Si T est un sche´ma re´duit, tout morphisme de T vers X se
factorise canoniquement par Xred.
(5.4.16) Soit X un sche´ma et soit F un ferme´ de X . On prendra garde qu’en
ge´ne´ral, il n’existe pas de structure de sous-sche´ma ferme´ sur F telle que tout
morphisme T → X se factorisant ensemblistement par F se factorise par la
structure en question – la proprie´te´ universelle de Fred de´crite au 5.4.15.2 ne
concerne que les sche´mas re´duits.
En effet, supposons qu’il existe une telle structure, et soit Y le sous-sche´ma
ferme´ correspondant. Si Z est un autre sous-sche´ma ferme´ de X de support F ,
l’image de Z →֒ X est contenue dans F et se factorise donc par Y ; autrement
dit, Y est ne´cessairement le plus grand sous-sche´ma ferme´ de support F . Or
l’ensemble des sous-sche´mas ferme´s de support F n’a pas, en ge´ne´ral, de plus
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grand e´le´ment ; ou, si l’on pre´fe`re, l’ensemble des faisceaux quasi-cohe´rents
d’ide´aux de lieu des ze´ros F n’a pas force´ment de plus petit e´le´ment.
(5.4.16.1) Ainsi, soit p un nombre premier. Un faisceau quasi-cohe´rent
d’ide´aux sur Spec Z a pour lieu des ze´ros le singleton {xp} si et seulement
si il est de la forme In := (˜pn) pour un certain n > 0 ; la famille (In) e´tant
strictement de´croissante, elle n’a pas de plus petit e´le´ment.
(5.4.16.2) Il peut toutefois arriver qu’il existe un plus petit ide´al quasi-cohe´rent
de lieu des ze´ros F . Par exemple, supposons que le ferme´ F soit e´galement
ouvert, et soit G l’ouvert ferme´ comple´mentaire. Soit f ∈ OX(X) la fonction
telle que f |G = 1 et f |F = 0. Soit I l’ide´al quasi-cohe´rent e´gal a` l’image de
la fle`che OX → OX , a 7→ af . Nous laissons le lecteur ve´rifier que I est le plus
petit ide´al quasi-cohe´rent de lieu des ze´ros e´gal a` F , et que la structure de
sous-sche´ma ferme´ qu’il de´finit sur F est sa structure d’ouvert, par laquelle se
factorise tout morphisme dont l’image ensembliste est contenue dans F .
(5.4.17) SoitX un sche´ma et soit F un ferme´ deX . Intuitivement les diffe´rentes
structures de sous-sche´ma ferme´ de support F codent les diffe´rentes manie`res
d’envisager F ≪avec multiplicite´s≫ (la structure Fred correspondant au cas
sans multiplicite´s) ; ou, si l’on pre´fe`re, les diffe´rentes manie`res d’e´paissir F
infinite´simalement a` l’inte´rieur de X , la relation Y 6 Z entre deux sous-sche´mas
ferme´s de support F pouvant alors s’interpre´ter comme ≪Y est moins e´pais
que Z≫.
(5.4.18) Exemples. Soit k un corps. Posons X = Spec k[S, T ], et soit F
le ferme´ V (S) de X . Nous allons de´crire diffe´rentes structures de sous-sche´ma
ferme´ sur F . Comme X est affine, un faisceau cohe´rent d’ide´aux de X de lieu
des ze´ros F est simplement un ide´al I de k[S, T ] tel que V (I) = F .
(5.4.18.1) La structure re´duite. On a V (S) = F . L’anneau k[S, T ]/S ≃ k[T ]
est inte`gre, et a fortiori re´duit. La structure induite sur F par l’ide´al (S) est
donc la structure re´duite Fred.
Remarque. Comme k[T ] est principal les ouverts de Fred sont exactement
lesD(P ) pour P ∈ k[T ] ; et cela vaut e´galement pour n’importe quel sous-sche´ma
ferme´ de X de support F , puisque c’est une assertion purement topologique.
(5.4.18.2) Soit I l’ide´al (S2). On a V (I) = F , et I induit donc une structure de
sche´ma F1 sur F . L’anneau quotient k[S, T ]/S
2 posse`de un e´le´ment nilpotent
d’ordre 2, a` savoir S. La structure correspondante n’est en conse´quence pas
re´duite. Moralement, la droite F a e´te´ un peu e´paissie pour devenir une ≪droite
double≫, et ce de fac¸on relativement uniforme : si P est un e´le´ment de k[T ] on
a en effet
OF1(D(P )) = k[S, T ](P )/S
2 = k[T ](P )[S]/S
2 = OFred(D(P ))[S]/S
2.
On voit notamment que la restriction de S a` tout ouvert non vide de F1 est
encore nilpotente d’ordre 2.
(5.4.18.3) Composantes immerge´es. Il peut exister des fac¸ons plus subtiles
d’e´paissir F . Par exemple, soit J l’ide´al (S2, ST ). On a V (J) = F , et J induit
donc une structure de sche´ma F2 sur F . Le quotient k[S, T ]/(S
2, ST ) n’est pas
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re´duit : la fonction S est nilpotente d’ordre 2. Le sche´ma F2 est en conse´quence
un e´paississement de F , mais moins ≪uniforme≫ que F1. On a en effet
OF2(D(T )) = k[S, T ](T )/(S
2, ST )
= k[T ](T )[S]/(S
2, ST ) = k[T ](T )[S]/S︸ ︷︷ ︸
car T est inversible dans k[T ](T )
= k[T ](T ) = OFred (D(T )).
L’ouvert dense D(T ) de F2 est ainsi re´duit : l’e´paississement disparaˆıt de`s qu’on
retire l’origine, c’est donc elle qui en un sens porte toute la multiplicite´ de la
situation. On dit que l’origine est une composante immerge´e du sche´ma F2.
Remarque. Notez bien que la restriction de la fonction nilpotente non nulle S
a` l’ouvert re´duit D(T ) de F2 est nulle : contrairement a` ce qu’on pourrait croire
na¨ıvement, une fonction sur un sche´ma peut s’annuler en restriction a` un ouvert
dense sans eˆtre nulle.
(5.4.18.4) Soit J ′ l’ide´al (S3, S2T ). On a V (J ′) = F , et J ′ induit donc une
structure de sche´ma F3 sur F . La fonction S est alors nilpotente d’ordre 3 sur F3.
Par ailleurs
OF3(D(T )) = k[S, T ](T )/(S
3, S2T )
= k[T ](T )[S]/(S
3, S2T ) = k[T ](T )[S]/S
2︸ ︷︷ ︸
car T est inversible dans k[T ](T )
= OF1(D(T )).
Ainsi, la restriction de S a` l’ouvert D(T ) de F3 est de´sormais nilpotente d’ordre
2 seulement (et il en ira de meˆme de sa restriction a` n’importe quel ouvert
non vide de D(T ), d’apre`s 5.4.18.2). Cet exemple combine donc les phe´nome`nes
de´crits en 5.4.18.2 et 5.4.18.3 : on peut y penser comme a` un e´paississement
global du ferme´ F , de multiplicite´ ≪ge´ne´rique≫ e´gale a` 2, posse´dant un surcroˆıt
de multiplicite´ porte´ par l’origine.
Morphismes finis
(5.4.19) Lemme. Soit X un sche´ma et soit F un OX-module quasi-cohe´rent.
Les assertions suivantes sont e´quivalentes :
i) pour tout ouvert affine U de X, le OX(U)-module F (U) est de type fini ;
ii) il existe un recouvrement (Ui) de X par des ouverts affines tels que
le OX(Ui)-module F (Ui) soit de type fini pour tout i.
De´monstration. Il est e´vident que i)⇒ii). Supposons que ii) soit vraie, et
soit U un ouvert affine de X ; posons A = OX(U). Soit x ∈ U ; il existe i tel
que x ∈ Ui, et il existe donc f ∈ A tel que f(x) 6= 0 et tel que l’ouvert D(f)
de U soit contenu dans Ui. On a alors F (D(f)) = OX(D(f)) ⊗OX(Ui) F (Ui)
(puisque F est quasi-cohe´rent), et F (D(f)) est donc un Af -module de type
fini, qui est e´gal a` F (U)f , la` encore par quasi-cohe´rence de F .
Par quasi-compacite´ de U il existe f1, . . . , fr ∈ A telles que U =
⋃
D(fi)
ou, si l’on pre´fe`re, telles que (f1, . . . , fn) = A, et telles que F (U)fi soit un Afi -
module de type fini pour tout i. Le lemme 2.6.3.1 assure alors que F (U) est
un A-module de type fini. 
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(5.4.20) De´finition. Un morphisme de sche´ma ϕ:Y → X est dit fini s’il
est affine et si le OX -module quasi-cohe´rent ϕ∗OY satisfait les conditions
e´quivalentes du lemme 5.4.19. On dira e´galement si c’est le cas que Y est un
X-sche´ma fini.
(5.4.21) Le lemme 5.4.19 (combine´ a` la proposition 5.4.5) assure que pour tout
morphisme de sche´mas ϕ:Y → X , les conditions suivantes sont e´quivalentes :
i) ϕ est fini ;
ii) pour tout ouvert affine U de X , le sche´ma ϕ−1(U) est affine
et OY (ϕ−1(U)) est une OX(U)-alge`bre finie ;
iii) il existe un recouvrement (Ui) de X par des ouverts affines tels que pour
tout i, le sche´ma ϕ−1(Ui) soit affine et OY (ϕ−1(Ui)) soit une OX(Ui)-alge`bre
finie.
(5.4.22) Exemples et premie`res proprie´te´s.
(5.4.22.1) Si A est un anneau et I un ide´al de A, la A-alge`bre A/I est finie ;
il s’ensuit que toute immersion ferme´e est un morphisme fini.
(5.4.22.2) Soit K un corps de nombres et soit OK l’anneau des entiers de K ;
comme OK est une Z-alge`bre finie (en tant que Z-module, il est libre de rang
e´gal a` [K : Q]), le morphisme Spec OK → Spec Z est fini.
(5.4.22.3) Soit X un sche´ma et soit P = T n +
∑
i6n−1 aiT
i un polynoˆme
unitaire a` coefficients dans OX(X). Le faisceau
OX [T ]/P := U 7→ OX(U)[T ]/
T n + ∑
i6n−1
ai|UT i

est une OX -alge`bre quasi-cohe´rente, qui comme OX -module satisfait visiblement
les conditions e´quivalentes du lemme 5.4.19. En conse´quence, Spec OX [T ]/P est
un X-sche´ma fini.
(5.4.22.4) La compose´e de deux morphismes finis est un morphisme fini : c’est
une conse´quence imme´diate de 5.4.21 et du fait que si A est un anneau, si B
est une A-alge`bre finie et si C est une B-alge`bre finie alors C est une A-alge`bre
finie.
(5.4.22.5) Soit X un sche´ma, soit Y un X-sche´ma fini et soit Z un X-sche´ma.
Le produit fibre´ Y ×X Z est alors un Z-sche´ma fini. En effet, en raisonnant
localement et en utilisant une fois encore 5.4.21, cette assertion se rame`ne au
fait connu suivant : si A est un anneau, si B est une A-alge`bre finie et si C est
une A-alge`bre alors C ⊗A B est une C-alge`bre finie.
(5.4.23) Proposition. Soit ϕ:Y → X un morphisme fini. Il est alors ferme´,
c’est-a`-dire que ϕ(Z) est un ferme´ de X pour tout ferme´ Z de Y .
De´monstration. Soit Z un ferme´ de Y . Munissons-le d’une structure
quelconque de sous-sche´ma ferme´. La compose´e Z →֒ Y → X est alors encore
un morphisme fini, et notre proposition revient a` montrer que son image est
ferme´e. Quitte a` remplacer Y → X par ce morphisme, on peut donc supposer
que Z = Y .
Eˆtre un ferme´ e´tant une proprie´te´ locale, on peut supposer que X est affine.
On a donc X = Spec A pour un certain anneau A, et Y est alors le spectre
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d’une A-alge`bre finie B. Soit I le noyau de A→ B et soit T le spectre de A/I.
Le morphisme ϕ:Y → X admet une factorisation canonique Y → T →֒ X ,
correspondant a` la factorisation A→ A/I →֒ B au niveau des anneaux.
Comme A/I →֒ B est une injection qui fait de B une A/I-alge`bre finie,
et a fortiori entie`re, le lemme de going-up (lemme 2.8.17, cf. notamment la
remarque qui pre´ce`de sa de´monstration) assure que Spec B → Spec A/I est
surjective, c’est-a`-dire que Y → T est surjective. Puisque T →֒ X a pour image
le ferme´ V (I), il vient ϕ(Y ) = V (I). 
5.5 Morphismes de type fini
De´finition, exemples, premie`res proprie´te´s
(5.5.1) Proposition. Soit A un anneau et soit X un A-sche´ma posse´dant la
proprie´te´ suivante : il existe un recouvrement ouvert (Xi) de X tel que pour
tout i le A-sche´ma Xi soit e´gal a` Spec Ai pour une certaine A-alge`bre de type
fini Ai. Sous ces hypothe`ses, pour tout ouvert affine U de X la A-alge`bre OX(U)
est de type fini.
De´monstration. Soit U un ouvert affine de X et soit B la A-alge`bre OX(U).
(5.5.1.1) Soit x ∈ U . Il appartient a` Xi pour un certain i. Il existe alors a ∈ Ai
tel que l’ouvert V := D(a) de Xi soit contenu dans U ∩Xi et contienne x. On
a OX(V ) = (Ai)a = Ai[T ]/(aT − 1) ; en conse´quence, OX(V ) est une A-alge`bre
de type fini.
Il existe f ∈ B tel que l’ouvertD(f) de U soit contenu dans V et contienne x.
Cet ouvert est a fortiori e´gal a` l’ouvert D(f) de V , et son alge`bre des fonctions
est donc e´gale a` OX(V )f = OX(V )[T ]/(fT−1) ; c’est donc encore une A-alge`bre
de type fini.
Par quasi-compacite´ de U on en de´duit qu’il existe une famille finie
(f1, . . . , fn) d’e´le´ments de B tels que U =
⋃
D(fi) et tel que OX(D(fi)) = Bfi
soit pour tout i une A-alge`bre de type fini.
(5.5.1.2) Puisque U =
⋃
D(fi) il existe une famille (bi) d’e´le´ments de B
tels que
∑
bifi = 1. Par ailleurs, il existe par hypothe`se pour tout i une
famille finie d’e´le´ments de Bfi engendrant celle-ci comme A-alge`bre ; on les
e´crit βi1/f
ni1
i , . . . , βiri/f
niri
i ou` les βij appartiennent a` B. Soit C la sous-
A-alge`bre de B engendre´e par les bi, les fi et les βij ; nous allons montrer
que B = C, ce qui ache`vera la de´monstration.
Soit b ∈ B. Fixons i. Par choix des βij , on peut e´crire l’e´le´ment b/1 de Bfi
comme un polynoˆme a` coefficients dans A en les βij/f
nj
i ; la condition d’e´galite´
entre fractions entraˆıne alors qu’il existe N tel que fNi b soit un polynoˆme a`
coefficients dans A en fi et les βij ; en particulier, f
N
i b appartient a` C, et cela
reste vrai si l’on augmente l’exposant N .
Il existe en conse´quence N tel que fmi b ∈ C pour tout i de`s que m > N . On
a b = (
∑
16i6n bifi)
nNb. Lorsqu’on de´veloppe cette expression, on trouve une
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somme de termes de la forme be11 . . . b
en
n f
e1
1 . . . f
en
n b avec
∑
ei = nN . Dans un
tel terme, il existe ne´cessairement i0 tel que ei0 > N . On a alors
be11 . . . b
en
n f
e1
1 . . . f
en
n b =
∏
i6=i0
beii f
ei
i
 · bei0i0 · (fei0i0 b) ∈ C,
et b appartient donc a` C. 
(5.5.2) Remarque. La proposition ci-dessus affirme en particulier que si A est
un anneau et si U est un ouvert affine de Spec A alors OSpec A(U) est une A-
alge`bre de type fini. Cela n’avait rien d’e´vident a priori, sauf quand U est de la
forme D(f) car alors OSpec A(U) = Af = A[T ]/(fT − 1).
(5.5.3) Proposition. Soit ϕ:Y → X un morphisme de sche´mas.
A) Les assertions suivantes sont e´quivalentes :
i) pour tout ouvert affine U de X, le sche´ma ϕ−1(U) admet un
recouvrement ouvert fini par des spectres de OX(U)-alge`bres de type
fini ;
ii) il existe un recouvrement (Ui) de X par des ouverts affines tels que
ϕ−1(Ui) admette pour tout i un recouvrement ouvert fini par des spectres
de OX(Ui)-alge`bres de type fini.
B) Si les assertions ci-dessus sont satisfaites alors pour tout ouvert affine U
de X et tout ouvert affine V de ϕ−1(U), la OX(U)-alge`bre OY (V ) est de
type fini.
De´monstration. Commenc¸ons par montrer A). Il est clair que i)⇒ii).
Supposons que ii) est vraie, et montrons i). Soit U un ouvert affine de X .
Par quasi-compacite´ de U , il existe (f1, . . . , fr) ∈ OX(U) tels que les D(fj)
recouvrent U et tels que pour tout j il existe i(j) ve´rifiant D(fj) ⊂ Ui(j) ∩U . Il
suffit pour conclure de de´montrer que pour tout j le sche´ma ϕ−1(D(fj)) admet
un recouvrement ouvert fini par des spectres de OX(U)-alge`bres de type fini.
Fixons j, et e´crivons f au lieu de fj et i au lieu de i(j). Le sche´ma ϕ
−1(Ui)
admet un recouvrement ouvert fini (Vα) ou` chaque Vα est le spectre
d’une OX(Ui)-alge`bre de type fini Aα.
Le sche´ma ϕ−1(D(f)) = ϕ−1(Ui)×Ui D(f) est re´union de ses ouverts
Vα ×Ui D(f) = Spec Aα ⊗OX(Ui) OX(D(f)).
Pour tout α, la OX(D(f))-alge`bre Aα ⊗OX(Ui) OX(D(f)) est de type fini ;
comme OX(D(f)) = OX(U)[T ]/(fT − 1), elle est e´galement de type fini
sur OX(U), ce qui ache`ve la de´monstration de A).
L’assertion B) de´coule quant a` elle imme´diatement de la proposition 5.5.1,
applique´e au sche´ma ϕ−1(U). 
(5.5.4) De´finition. On dit qu’un morphisme de sche´mas ϕ:Y → X est de
type fini s’il satisfait les conditions e´quivalentes i) et ii) de la proposition 5.5.3
ci-dessus. On dit parfois aussi que Y est de type fini sur X , ou bien est un
X-sche´ma de type fini.
(5.5.5) Exemples et premie`res proprie´te´s.
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(5.5.5.1) Il re´sulte imme´diatement des de´finitions qu’un morphisme fini est de
type fini ; c’est en particulier le cas des immersions ferme´es.
(5.5.5.2) Si A est un anneau et B une A-alge`bre alors Spec B → Spec A est
de type fini si et seulement si B est de type fini comme A-alge`bre : la condition
est en effet suffisante par de´finition, et ne´cessaire en vertu de l’assertion B) de
la proposition 5.5.3.
(5.5.5.3) Pour tout entier n et tout sche´ma X , le sche´ma AnX est de type fini
sur X . En effet, la proprie´te´ est par de´finition locale sur X , ce qui permet de se
ramener au cas ou` celui-ci est affine, auquel cas c’est imme´diat car AnA est e´gal
a` Spec A[T1, . . . , Tn] pour tout anneau A.
(5.5.5.4) La compose´e de deux morphismes de type fini est de type fini :
on le de´duit imme´diatement de leur caracte´risation via la proprie´te´ i) de la
proposition 5.5.1.
(5.5.5.5) Soit X un sche´ma, soit Y un X-sche´ma de type fini et soit Z un X-
sche´ma. Le Z-sche´ma Y ×X Z est alors de type fini. En effet, on peut raisonner
localement sur Z, et a fortiori sur X ; cela autorise a` supposer X et Z affines.
Dans ce cas, Y posse`de un recouvrement ouvert affine fini (Vi) tel que OY (Vi) soit
une OX(X)-alge`bre de type fini pour tout i. Le sche´ma Y ×XZ est alors re´union
de ses ouverts affines Vi ×X Z ; pour tout i, la OZ(Z)-alge`bre OY×XZ(Vi ×X Z)
est e´gale a` OY (Vi)⊗OX(X) OZ(Z) et est donc de type fini, d’ou` notre assertion.
Sche´mas de type fini sur un corps
(5.5.6) Soit k un corps, et soit X un k-sche´ma de type fini.
(5.5.6.1) Par de´finition, X est recouvert par un nombre fini d’ouverts affines
de la forme Spec A ou` A est une k-alge`bre de type fini. Une telle A e´tant
noethe´rienne, son spectre est noethe´rien (4.3.18 et sq.). Il s’ensuit aise´ment que
l’espace topologique X est lui-meˆme noethe´rien.
(5.5.6.2) On de´duit de l’assertion B) de la proposition 5.5.3, ou directement
de la proposition 5.5.1, que si U est un ouvert affine de X alors OX(U) est
une k-alge`bre de type fini. Insistons sur l’importance que U soit affine : il existe
des contre-exemples lorsqu’il ne l’est pas, meˆme sur C.
(5.5.6.3) Comme X est noethe´rien, ses ouverts sont tous quasi-compacts et
donc encore de type fini sur k d’apre`s 5.5.6.2.
(5.5.6.4) Soit x ∈ X . Son corps re´siduel κ(x) est une extension finie de k. Le
point x est ferme´ si et seulement si il l’est dans tout ouvert affine le contenant ; on
de´duit alors de 4.1.20.2 que x est ferme´ si et seulement si κ(x) est une extension
finie de k.
(5.5.6.5) Notons une conse´quence importante de ce qui pre´ce`de : si x ∈ X et
si U est un ouvert de X contenant x alors x est ferme´ dans X si et seulement
si il l’est dans U : les deux proprie´te´s e´quivalent en effet a` la finitude de κ(x)
sur k, puisque U est lui aussi un k-sche´ma de type fini.
Cette e´quivalence vous paraˆıt peut-eˆtre anodine, mais il n’en est rien. Par
exemple, soit S le spectre de k[[t]]. L’anneau k[[t]] a deux ide´aux premiers :
l’ide´al nul et l’ide´al maximal (t). En conse´quence S comprend deux points : le
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point ge´ne´rique η et un unique point ferme´ s. Le point η est ouvert et dense. Il
est e´videmment ferme´ dans l’ouvert {η}, mais n’est pas ferme´ dans S.
(5.5.6.6) Nous proposons au lecteur de montrer en exercice que tout sche´ma
quasi-compact non vide posse`de un point ferme´. Mais ici, on peut voir
directement que si X 6= ∅ il posse`de un point ferme´ : en effet, il existe dans ce
cas un ouvert affine non vide U de X , lequel posse`de un point ferme´ x, qui est
e´galement ferme´ dans X d’apre`s la remarque du 5.5.6.5 ci-dessus.
(5.5.7) Soit L une extension de k. L’ensemble Homk(Spec L,X) s’identifie a`
l’ensemble des couples (x, ι:κ(x) →֒ L) ou` x ∈ X et ou` ι est un k-plongement
(cf. 5.1.12 et sq.). Cet ensemble se note aussi X(L) ; ses e´le´ments sont aussi
appele´s les L-points de X .
(5.5.7.1) En particulier, X(k) est l’ensemble des couples (x, ι:κ(x) →֒ k).
Mais si x ∈ X l’ensemble des k-plongements de κ(x) dans k est facile a` de´crire :
c’est {Idk} si κ(x) = k et ∅ sinon. En conse´quence, l’ensemble des k-points
de X s’identifie a` l’ensemble des points sche´matiques de X de corps re´siduel k.
(5.5.7.2) On prendra garde que si L est une extension stricte de k, le lien
entre L-point et point sche´matique est en ge´ne´ral plus subtil : un point ferme´
donne´ x peut supporter diffe´rents L-points de X . Ainsi, supposons que k = R,
que X = A1R et que x est le point V (T
2 + 1) (ou` T est la fonction coordonne´e).
Le corps κ(x) est alors e´gal a` R[T ]/T 2 + 1, et il existe deux R-morphismes
de κ(x) dans C, a` savoir T 7→ i et T 7→ (−i). Le point x est donc le support de
deux C-points distincts de X .
(5.5.7.3) Si le sche´ma X est affine, on peut l’e´crire sous la forme
Spec k[T1, . . . , Tn]/(P1, . . . , Pr) pour une certaine famille (Pj) de polynoˆmes
en n variables, et l’on a alors
X(L) = Homk(Spec L,X) = Homk(k[T1, . . . , Tn]/(P1, . . . , Pr), L)
≃ {(x1, . . . , xn) ∈ Ln, Pj(x1, . . . , xn) = 0 ∀j}
(ainsi, notre notation X(L) est compatible dans ce cas avec celle introduite
en 4.1.20.1). On voit que X(L) est l’ensemble des L-points de la varie´te´
alge´brique na¨ıve qui correspond a` X , ce qui explique le choix de l’expression ≪L-
point≫ en de´pit des ambigu¨ıte´s dues a` l’autre sens du mot ≪point≫ (cf. 5.5.7.2).
(5.5.7.4) On ne suppose plus X affine. Soit k¯ une cloˆture alge´brique de k et
soit G le groupe Gal(k¯/k). Le groupe G agit sur k¯, donc sur Spec k¯, et donc
par composition sur Homk(Spec k¯, X) = X(k¯). Si U est un ouvert affine de X ,
l’ensemble U(k¯) est simplement le sous-ensemble de X(k¯) forme´ des k¯-points
dont le point sche´matique sous-jacent est situe´ sur U ; il est de`s lors stable sous
l’action de G.
On de´duit alors de 4.1.20.4 que l’ensemble X0 des points ferme´s de X
s’identifie naturellement a` X(k¯)/G ; on retrouve ainsi l’injection de X(k)
dans X0 mentionne´e au 5.5.7.1.
(5.5.8) Supposons pour ce paragraphe que k est alge´briquement clos ; dans ce
cas X(k) s’identifie au sous-ensemble X0 de X , et on le munit de la topologie
induite. Rappelons (4.3.8) que si T est un espace topologique, on note C (T )
l’ensemble des parties de T de la forme
⋃
16i6n Ui∩Fi ou` les Ui sont ouverts et
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les Fi ferme´s. Les faits suivants se de´duisent des re´sultats correspondants de´ja`
e´tablis dans le cas affine (4.3.6 et sq., 4.3.17 et sq.).
(5.5.8.1) La fle`che C 7→ C(k) := C ∩ X(k) e´tablit une bijection entre C (X)
et C (X(k)) ; si C et D sont deux e´le´ments de C (X) alors C ⊂ D si et seulement
si C(k) ⊂ D(k) ; si C ∈ X alors C est un ferme´ irre´ductible si et seulement
si C(k) est un ferme´ irre´ductible de X(k).
(5.5.8.2) L’application x 7→ {x}(k) e´tablit une bijection entre X et l’ensemble
des ferme´s irre´ductibles de X(k) ; en conse´quence, X s’obtient en rajoutant
a` X(k) (dont tous les points sont ferme´s) un point ge´ne´rique par ferme´
irre´ductible non singleton. En d’autres termes, X est la sobrification de X(k).
(5.5.9) Dimension de Krull du sche´ma X. On ne suppose plus que k est
alge´briquement clos. Nous allons montrer que si X 6= ∅ sa dimension de Krull
est finie.
(5.5.9.1) Comme X est noethe´rien, il posse`de une de´composition X =⋃
16i6nXi en composantes irre´ductibles (lemme 4.3.22). Nous laissons le lecteur
ve´rifier que l’on a alors
dimKrullX = sup
i
dimKrullXi.
Il suffit donc de de´montrer que la dimension de Krull de chacune des Xi est
finie ; on s’est ainsi ramene´ au cas ou` X est irre´ductible.
(5.5.9.2) Comme Xred →֒ X est une immersion ferme´e elle est de type fini,
et Xred est donc un k-sche´ma de type fini ; de plus, Xred →֒ X induit un
home´omorphisme entre les espaces topologiques sous-jacents. On peut donc
remplacer X par Xred et le supposer re´duit.
Le sche´ma irre´ductible X posse`de un unique point ge´ne´rique ξ. Soit U un
ouvert affine non vide de X . Il est irre´ductible ; comme X est re´duit, OX(U) est
re´duit, et donc inte`gre. C’est une k-alge`bre de type fini, et la dimension de Krull
de U est e´gale au degre´ de transcendance de Frac OX(U) sur k (th. 2.9.11).
Le point ξ est l’unique point ge´ne´rique de U , et l’on a
Frac(OX(U)) = OU,ξ = OX,ξ.
Le corps Frac(OX(U)) s’identifie donc a` OX,ξ et ne de´pend en particulier pas
de U . On l’appelle le corps des fonctions deX . Soit d son degre´ de transcendance
sur k ; nous allons montrer que la dimension de Krull de X est e´gale a` d. Par
ce qui pre´ce`de, nous avons de´ja` que d est la dimension de Krull de tout ouvert
affine non vide de X .
La dimension de Krull de X est majore´e par d. En effet, soit
F0 ( F1 ( . . . ( Fn
une suite de ferme´s irre´ductibles de X . Comme F0 est irre´ductible, il est non
vide et rencontre donc un ouvert affine U de X ; celui-ci rencontre a fortiori
chacun des Fi.
Pour tout i, l’intersection Fi ∩ U est un ouvert non vide de l’espace
irre´ductible Fi, il est donc irre´ductible et dense dans Fi ; il vient Fi = U ∩ Fi.
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On en de´duit que les ensembles U ∩Fi sont deux a` deux distincts, puisque les Fi
le sont. La suite
U ∩ F0 ( U ∩ F1 ( . . . ( U ∩ Fn
est ainsi une chaˆıne strictement croissante de ferme´s irre´ductibles de U ; comme
celui-ci est de dimension de Krull e´gale a` d, on a n 6 d, et dimKrullX 6 d.
La dimension de Krull de X est minore´e par d. Soit U un ouvert affine non
vide de X . Il est de dimension de Krull d ; en conse´quence, il existe une chaˆıne
strictement croissante
G0 ( G1 ( . . . ( Gd
de ferme´s irre´ductibles de U . Pour tout i, le ferme´ Gi de X est irre´ductible, et
son intersection avec U est e´gale a` Gi. On en de´duit que les ferme´s Gi sont deux
a` deux distincts, puisque les Gi le sont. La suite
G0 ( G1 ( . . . ( Gd
est ainsi une chaˆıne strictement croissante de ferme´s irre´ductibles de X ; on a
donc dimKrullX > d, ce qui termine la preuve.
(5.5.9.3) Remarque. Si U est un ouvert non vide quelconque de X on a
l’e´galite´ OU,ξ = OX,ξ ; par ce qui pre´ce`de, il s’ensuit que dimKrull U = d : la
dimension de Krull de tout ouvert non vide de X co¨ıncide avec celle de X .
Une fois encore, cette remarque n’est pas anodine. Pour le voir, conside´rons
le spectre S de k[[t]] que nous avons de´crit au 5.5.6.5 ; soit s son point ferme´ et
soit η son point ge´ne´rique. Les seuls ferme´s irre´ductibles de S sont {s} et S, et
l’on a e´videmment {s} ( S ; en conse´quence, la dimension de Krull de S est 1,
mais celle de son ouvert dense {η} est e´gale a` 0.
5.6 Le foncteur des points d’un sche´mas, ou la
revanche du point de vue ensembliste
(5.6.1) Nous avons jusqu’a` maintenant conside´re´ les sche´mas comme des
espaces localement annele´s. Cette approche offre l’avantage de de´calquer, dans
une certaine mesure, l’intuition ge´ome´trique classique : elle permet de parler
d’ouverts et de ferme´s, d’e´valuer les fonctions... Toutefois, elle pre´sente en regard
des inconve´nients assez lourds : on doit accepter que le corps re´siduel varie avec
le point conside´re´, qu’une fonction puisse s’annuler ponctuellement partout sans
eˆtre pour autant nulle, que l’espace sous-jacent au produit fibre´ ne soit pas le
produit fibre´ des espaces sous-jacents, etc.
Mais on peut penser a` un sche´ma autrement : comme n’importe quel objet
de n’importe quelle cate´gorie, il est en vertu du lemme de Yoneda entie`rement
de´termine´ par le foncteur qu’il repre´sente. Et si tautologique que soit ce
constat, nous allons voir sur plusieurs exemples qu’il peut parfois pre´senter
un coˆte´ rafraˆıchissant : il permet en effet dans un certain nombre de cas de
revenir en un sens a` la de´finition premie`re de la ge´ome´trie alge´brique, a` savoir
l’e´tude des ensembles de solutions d’e´quations polynomiales, et des applications
polynomiales entre iceux.
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Premiers exemples
(5.6.2) Soit S un sche´ma ; dans ce qui suit, nous allons travailler dans la
cate´gorie S-Sch des S-sche´mas (qui est celle des sche´mas tout courts lorsque S
est e´gal a` Spec Z). Soit X un S-sche´ma. Pour tout S-sche´ma T , nous
noterons X(T ) l’ensemble HomS(T,X), et nous e´crirons souvent par abus X(A)
plutoˆt que X(Spec A) ; notons que ces conventions sont compatibles avec la
notation X(L) introduite plus haut (5.5.7) En d’autres termes, T 7→ X(T ) est
le foncteur contravariant de S-Sch dans Ens repre´sente´ par X . On dit parfois
que X(T ) est l’ensemble des T -points (ou des A-points si X = Spec A) du T -
sche´ma X .
(5.6.2.1) Le lemme de Yoneda assure que X est entie`rement de´termine´
par X 7→ X(T ), et que se donner un morphisme Y → X dans S-Sch revient
a` se donner un morphisme entre les foncteurs T 7→ Y (T ) et T 7→ X(T ). Il
n’y a donc aucun inconve´nient a` identifier, si on le juge utile, un sche´ma X au
foncteur T 7→ X(T ), ce qui justifie a posteriori la notation X(T ).
(5.6.2.2) Soit X un S-sche´ma. Si T est un S-sche´ma il est recouvert par des
ouverts affines, et U 7→ HomS(U,X) est un faisceau sur X . Il s’ensuit que le
foncteur X est entie`rement de´termine´ par sa restriction a` la cate´gorie S-Aff
des S-sche´mas qui sont affines (dans l’absolu, pas relativement a` S).
Pour la meˆme raison, si Y est un X-sche´ma, tout morphisme entre les
foncteurs Y |S-Aff et X |S-Aff s’e´tend d’une unique manie`re en un morphisme de
foncteurs de Y vers X .
Il n’y a donc aucun inconve´nient, si l’on pre´fe`re travailler avec des sche´mas
affines, a` se contenter de voir un S-sche´ma X comme un foncteur contravariant
de S-Aff dans Ens.
(5.6.2.3) Soient X et S′ deux S-sche´mas, et soit T un S′-sche´ma, que l’on
peut voir comme un S-sche´ma par composition avec S′ → S. Nous vous laissons
ve´rifier qu’il existe une bijection naturelle
X(T ) ≃ (X ×S S′)(T )
(a` gauche, X est vu comme foncteur de S-Sch vers Ens ; a` droite, X×S S′ est vu
comme foncteur de S′-Sch vers Ens). Remarquez qu’il s’agit simplement d’une
de´clinaison de l’e´nonce´ 1.5.7.2, dont nous vous avions de´ja` propose´ la preuve en
exercice.
(5.6.3) Un exemple. Soit A un anneau et soit (Pj)j∈J une famille de
polynoˆmes appartenant a` A[U1, . . . , Un]. Posons
X = Spec A[U1, . . . , Un]/(Pj)j .
Soit T un A-sche´ma. L’ensemble X(T ) est e´gal a` HomA(T,X), c’est-a`-
dire a` HomA(A[U1, . . . , Un]/(Pj)j ,OT (T )). Or cet ensemble est lui-meˆme en
bijection naturelle, via la fle`che ϕ 7→ (ϕ(U1, . . . , ϕ(Un)), avec l’ensemble des n-
uplets (t1, . . . , tn) de OT (T )n tels que Pj(t1, . . . , tn) = 0 pour tout j. On dispose
donc d’une bijection fonctorielle en T
X(T ) ≃ {(t1, . . . , tn) ∈ OT (T )n t.q. Pj(t1, . . . , tn) = 0 ∀j},
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qui envoie un morphisme ψ sur (ψ∗U1, . . . , ψ
∗Un). Le foncteur X est donc
tout simplement le foncteur ≪ensemble des n-uplets solutions du syste`mes
d’e´quations polynomiales (Pj)j≫ : c’est le retour annonce´ du point vue na¨ıf
ou ensembliste sur la ge´ome´trie alge´brique.
(5.6.3.1) Un cas particulier. Supposons que n = 1 et que la famille des Pj est
vide (une variable, pas d’e´quations). On a alors X = A1A, et l’on dispose par
ce qui pre´ce`de pour tout A-sche´ma T d’une bijection HomA(T,A1A) ≃ OT (T ),
fonctorielle en T , qui envoie un morphisme ψ sur ψ∗U (ou` U est ici la fonction
coordonne´e sur A1A). On a donc une bonne raison supple´mentaire de penser
a` OT (T ) comme a` l’anneau des fonctions sur T : les e´le´ments de OT (T )
≪sont≫ exactement les A-morphismes de T vers la droite affine.
(5.6.3.2) Revenons au cadre ge´ne´ral de´crit au 5.6.3, et soit f appartenant
a` A[U1, . . . , Un] ; nous allons de´crire fonctoriellement l’ouvert X
′ := D(f¯) de X .
Comme (A[U1, . . . , Un]/(Pj)j)f¯ = A[U1, . . . , Un, V ]/((Pj)j , V f − 1), on de´duit
de ce qui pre´ce`de que l’on a pour tout A-sche´ma T une bijection naturelle
entre X ′(T ) et
{(t1, . . . , tn, s) ∈ OT (T )n t.q. Pj(t1, . . . , tn) = 0 ∀j et f(t1, . . . , tn)s = 1}.
La condition f(t1, . . . , tn)s = 1 peut se re´crire ≪f(t1, . . . , tn) est inversible et s
est son inverse≫, d’ou` une bijection naturelle entre X ′(T ) et
{(t1, . . . , tn) ∈ OT (T )n t.q. Pj(t1, . . . , tn) = 0 ∀j et f(t1, . . . , tn) ∈ OT (T )×}.
Attention donc : du point de vue fonctoriel, la condition ≪f 6= 0≫ se traduit
par ≪f inversible≫. Observez d’ailleurs a` ce propos que la condition d’eˆtre non
nulle n’est de toutes fac¸ons pas fonctorielle : un morphisme d’anneaux peut avoir
un noyau non trivial !
(5.6.3.3) Donnons-nous maintenant une famille (Qℓ)ℓ∈Λ de polynoˆmes
appartenant a` A[V1, . . . , Vm], et posons
Y = Spec A[V1, . . . , Vm]/(Qℓ)ℓ.
Le foncteur Y est e´gal en vertu de ce qui pre´ce`de a`
T 7→ {(s1, . . . , sm) ∈ OT (T )m t.q. Qℓ(s1, . . . , sm) = 0 ∀ℓ}.
Soit ψ:Y → X un morphisme de A-sche´mas ; nous allons de´crire le
morphisme correspondants entre les foncteurs Y et X . Le morphisme ψ est
un e´le´ment de X(Y ), et correspond de`s lors par ce qui pre´ce`de a` un n-
uplet (g1, . . . , gn) d’e´le´ments de A[V1, . . . , Vm]/(Qℓ)ℓ tels que Pj(g1, . . . , gn) = 0.
Pour tout i, choisissons un polynoˆme Gi ∈ A[V1, . . . , Vm] relevant gi.
En reprenant l’ensemble des constructions, on voit aise´ment que le
morphisme induit par ψ entre les foncteurs Y et X est donne´ par la formule
(s1, . . . , sm) 7→ (G1(s1, . . . , sm), . . . , Gn(s1, . . . , sm)).
Notez que tout est consistant : cette application ne de´pend bien que des gi et
pas du choix des Gi (parce que le m-uplet (s1, . . . , sm) appartient a` Y (T )),
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et le n-uplet de droite appartient bien a` X(T ) (parce que chaque Pj s’annule
en (g1, . . . , gn)).
Ainsi, lorsqu’on conside`re un morphisme entre les A-sche´mas Y et X comme
un morphisme entre les foncteurs correspondants, on obtient une application
polynomiale : la` encore, on retombe sur la ge´ome´trie alge´brique na¨ıve ou
ensembliste.
Traduction sche´matique d’e´nonce´s na¨ıfs
(5.6.4) Bien que le but de la the´orie des sche´mas soit de simplifier la vie
des ge´ome`tres alge´bristes, on peut avoir a` premie`re vue l’impression qu’elle la
complique singulie`rement. Pour se convaincre qu’il n’en est rien, il est important
de bien comprendre que les e´nonce´s ≪na¨ıfs≫ se transposent aise´ment, et le plus
souvent de fac¸on automatique, dans ce nouveau contexte. Nous allons illustrer
ce propos par un exemple.
(5.6.5) Soit k un corps alge´briquement clos de caracte´ristique diffe´rente de 2.
Nous allons partir d’un e´nonce´ de ge´ome´trie alge´brique classique sur le corps k,
qui traduit le fait qu’on peut parame´trer le ≪cercle≫ sur k en faisant tourner une
droite non verticale de pente t autour de (−1, 0) et en conside´rant son deuxie`me
point d’intersection avec le cercle : les applications polynomiales
t 7→
(
1− t2
1 + t2
,
2t
1 + t2
)
et (x, y) 7→ y
x+ 1
e´tablissent un isomorphisme alge´brique entre
{t ∈ k, 1 + t2 6= 0} et {(x, y) ∈ k2, x2 + y2 = 1 et x+ 1 6= 0}.
Nous allons donner deux traductions de ce fait dans le langage des sche´mas, la
premie`re en termes d’espaces annele´s et la seconde en termes de foncteurs des
points, restreints aux sche´mas affines pour simplifier (5.6.2.2).
(5.6.5.1) La premie`re traduction. Posons
A = (k[x, y]/(x2 + y2 − 1))x+1 et B = Spec k[t]t2+1.
On dispose de deux morphismes de k-alge`bres
A→ B, x 7→ 1− t
2
1 + t2
, y 7→ 2t
1 + t2
et
B → A, t 7→ y
x+ 1
qui sont des bijections re´ciproques l’une de l’autre, et qui induisent donc deux
isomorphismes re´ciproques l’un de l’autre entre Spec B et Spec A.
(5.6.5.2) La seconde traduction. Les foncteurs
Y :R 7→ {t ∈ R, 1 + t2 ∈ R×}
et X :R 7→ {(x, y) ∈ R2, x2 + y2 = 1, (x+ 1) ∈ R×}
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de k-Alg dans Ens sont repre´sentables par des k-sche´mas (affines), et les formules
t 7→
(
1− t2
1 + t2
,
2t
1 + t2
)
et (x, y) 7→ y
x+ 1
de´finissent deux isomorphismes de foncteurs re´ciproques l’un de l’autre entre Y
et X .
On remarque que cette traduction fonctorielle est plus e´le´mentaire que la
pre´ce´dente, dans la mesure ou` elle est un de´calque presque direct des e´nonce´s
na¨ıfs (pensez toutefois a` remplacer partout ≪6= 0≫ par ≪inversible≫), sans la
contorsion psychologique consistant a` passer par les morphismes d’alge`bres en
changeant le sens des fle`ches.
Sche´mas en groupes
(5.6.6) La notion d’objet en groupes dans une cate´gorie. Un groupe est
un ensemble G muni d’une application de G × G vers G qui est associative,
posse`de un e´le´ment neutre (ne´cessairement unique), et pour laquelle tout
e´le´ment admet un syme´trique.
(5.6.6.1) Un petit jeu un peu loufoque. Nous allons traduire ce qui pre´ce`de
en termes purement cate´goriques, en nous interdisant de faire re´fe´rence aux
e´le´ments. Un groupe est donc un ensemble G muni des donne´es supple´mentaires
suivantes.
• Un morphisme (d’ensembles !) µ:G×G→ G tel que les fle`ches compose´es
G×G×G (µ◦pr12,pr3) // G×G µ // G
et
G×G×G (pr1,µ◦pr23) // G×G µ // G
co¨ıncident.
• Un morphisme e: f → G, ou` f est l’objet final de Ens (c’est-a`-dire
≪le≫ singleton) tel que les applications compose´es
G
(e◦π,IdG) // G×G µ // G
et
G
(IdG,e◦π) // G×G µ // G ,
ou` π est l’unique morphisme de G vers f, soient toutes deux e´gales a` IdG.
• Un morphisme i:G→ G tel que les applications compose´es
G
(i,IdG) // G×G µ // G
et
G
(IdG,i) // G×G µ // G
soient toutes deux e´gales a` e ◦ π.
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(5.6.6.2) Premie`re de´finition d’un objet en groupes. Soit maintenant C une
cate´gorie. On suppose que C a un objet final et que le produit carte´sien de
deux objets existe toujours dans C (on peut de manie`re e´quivalente reque´rir que
les produits carte´siens de familles finies d’objets de C existent dans C, l’objet
final e´tant alors le produit vide). Soit f l’objet final de C. Un objet en groupes
dans la cate´gorie C est un objet G de C muni d’un morphisme µ:G × G → G,
d’un morphisme e: f → G, et d’un morphisme i:G → G tels que les axiomes
cate´goriques du 5.6.6.1 soient satisfaits verbatim.
(5.6.6.3) Seconde de´finition d’un objet en groupes. Il re´sulte imme´diatement du
lemme de Yoneda qu’un objet en groupes de C est un objet G de C muni, pour
tout objet T de C, d’une structure de groupe fonctorielle en T sur HomC(T,G) ;
ou, si l’on pre´fe`re, d’une factorisation de T 7→ HomC(T,G) via le foncteur d’oubli
de Gp dans Ens.
(5.6.6.4) Exercice. Montrez qu’un groupe en groupes est un groupe abe´lien.
(5.6.7) Soit S un sche´ma. Il y a d’apre`s ce qui pre´ce`de deux manie`res de se
donner une structure de S-sche´mas en groupes sur un S-sche´ma G : on peut ou
bien se donner pour tout S-sche´ma T une structure de groupe fonctorielle en T
sur G(T ), ou bien se donner trois morphismes de S-sche´mas
µ:G×G→ G, e:S → G et i:G→ G
satisfaisant les axiomes requis. En ge´ne´ral, la premie`re me´thode est nettement
plus simple ; nous allons l’illustrer dans un instant par un exemple.
Avant cela, faisons une remarque. Supposons que S et G soient affines,
disons S = Spec A et G = Spec B. Se donner un triplet (µ, e, i) comme ci-
dessus revient alors a` se donner un triplet de morphismes de A-alge`bres
λ:B → B ⊗A B, ε:A→ B et j:B → B
satisfaisant les axiomes ≪duaux≫ de ceux impose´s a` (µ, e, i), que nous vous
laissons expliciter ; on dit qu’un tel triplet (λ, ε, j) fait de B une A-alge`bre de
Hopf.
(5.6.8) Exemple de sche´ma en groupes : le groupe multiplicatif sur Z.
Soit Gm le Z-sche´ma Spec Z[U,U−1]. Nous allons le munir d’une structure de Z-
sche´ma en groupes, que nous allons de´finir de deux fac¸ons diffe´rentes.
(5.6.8.1) De´finition fonctorielle. Soit T un sche´ma (ou un Z-sche´ma, c’est
la meˆme chose). On de´duit de 5.6.3.2 que ψ 7→ ψ∗U e´tablit une bijection
fonctorielle en T entre Gm(T ) et OT (T )×. On voit donc imme´diatement
que Gm(T ) he´rite d’une structure de groupe fonctorielle en T , qui fait de Gm
un Z-sche´ma en groupes appele´ pour des raisons e´videntes le groupe multiplicatif
(sur Spec Z).
(5.6.8.2) De´finition par une structure d’alge`bre de Hopf. Soit λ le morphisme
d’anneaux de Z[U,U ]−1 dans Z[V, V −1] ⊗Z Z[W,W−1] = Z[V,W, V −1,W−1]
qui envoie U sur VW ; soit ε le morphisme d’anneaux de Z[U,U−1] vers Z qui
envoie U sur 1, et soit j le morphisme d’anneaux de Z[U,U−1] dans lui-meˆme
qui e´change U et U−1.
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Nous vous laissons ve´rifier que (λ, ε, j) satisfait les axiomes des alge`bres de
Hopf, et que la structure de sche´ma en groupes que ce triplet induit de`s lors
sur Gm est la meˆme que celle de´finie supra.
(5.6.8.3) Vous observez donc sur cet exemple le phe´nome`ne que nous avions
annonce´ : la de´finition d’une structure de sche´mas en groupes via le foncteur
des points est en ge´ne´ral la plus naturelle.
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Chapitre 6
Sche´mas projectifs
6.1 Le sche´ma Proj B
Un peu d’alge`bre gradue´e
(6.1.1) De´finition. Un anneau gradue´ est un anneau B munit d’une
de´composition en somme directe de groupes abe´liens B =
⊕
n∈ZBn telle
que 1 ∈ B0 et telle que Bn · Bm ⊂ Bn+m pour tout (m,n). On dit que B
est gradue´ en degre´s positifs si Bn = {0} pour tout n < 0 (ce sera le plus
souvent le cas ici).
(6.1.1.1) Tout anneau (usuel) A peut eˆtre vu comme un anneau gradue´ en
posant A0 = A et An = 0 si n 6= 0.
(6.1.1.2) Soit B =
⊕
Bn un anneau gradue´. Nous dirons que le sommande Bn
est l’ensemble des e´le´ments homoge`nes de degre´ n de B (notez que le degre´ d’un
e´le´ment homoge`ne non nul est uniquement de´termine´, et que 0 est homoge`ne de
tout degre´).
Il re´sulte imme´diatement des de´finitions que B0 est un sous-anneau de B, et
que chaque Bn est un sous-B0-module de B.
(6.1.1.3) Si A est un anneau (usuel), une A-alge`bre gradue´e est un anneau
gradue´ B muni d’un morphisme de A dans B0.
(6.1.1.4) Exemple. Si A est un anneau et n ∈ N alors A[T0, . . . , Tn] a une
structure naturelle de A-alge`bre gradue´e en degre´s positifs : pour tout d ∈ N,
l’ensemble de ses e´le´ments homoge`nes de degre´ d est le A-module engendre´ par
les
∏
T eii avec
∑
ei = d.
(6.1.1.5) Soit B =
⊕
Bn un anneau gradue´. Si I est un ide´al de B, on ve´rifie
imme´diatement que les conditions suivantes sont e´quivalentes :
i) I =
⊕
(I ∩Bn) ;
ii) l’ide´al I posse`de une famille ge´ne´ratrice constitue´e d’e´le´ments homoge`nes ;
iii) pour tout b ∈ B, on a b ∈ I si et seulement si c’est le cas de chacune de
ses composantes homoge`nes.
Lorsqu’elles sont satisfaites, on dit que I est homoge`ne. La de´composition
B/I =
⊕
Bn/(I ∩Bn)
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fait alors de B/I un anneau gradue´ ; si B est gradue´ en degre´s positifs, il en va
de meˆme de I.
(6.1.1.6) Soit B un anneau gradue´ et soit I un ide´al homoge`ne de B. Nous
vous invitons a` ve´rifier que I est premier si et seulement si I 6= {0} et si
(ab ∈ I)⇒ a ∈ I ou b ∈ I
pour tout couple (a, b) d’e´le´ments homoge`nes de B.
(6.1.1.7) Soit B =
⊕
Bn un anneau gradue´ et soit S une partie multiplicative
de B constitue´e d’e´le´ments homoge`nes. L’anneau S−1B he´rite alors d’une
graduation naturelle, pour laquelle (S−1B)n est l’ensemble des e´le´ments pouvant
s’e´crire sous la forme as avec a ∈ Bm+n et s ∈ S ∩Bm pour un certain m. Notez
que meˆme si B est gradue´e en degre´s positifs ce n’est pas force´ment le cas
de S−1B ; ainsi, si 0 /∈ S et si s est un e´le´ment de S de degre´ m > 0 alors 1s est
un e´le´ment non nul et homoge`ne de degre´ (−m) de S−1B.
(6.1.1.8) Soit A un anneau, soit B une A-alge`bre gradue´e et soit C une A-
alge`bre. La de´composition B =
⊕
Bn induit une de´composition
C ⊗A B =
⊕
(C ⊗A Bn)
qui fait de C ⊗A B une C-alge`bre gradue´e.
(6.1.2) Soient B et C deux anneaux gradue´s et soit d un entier. Un morphisme
ϕ:B → C est dit homoge`ne de degre´ d si ϕ(Bn) ⊂ Cnd pour tout n. Si B a
une structure d’alge`bre gradue´e sur un certain anneau A, un tel morphisme fait
de C une A-alge`bre gradue´e. Donnons maintenant quelques exemples.
(6.1.2.1) Soit A un anneau, et soient d, n et m trois entiers. Soit (P0, . . . , Pn)
une famille de polynoˆmes homoge`nes de degre´ d appartenant a` A[T0, . . . , Tm].
L’unique morphisme de A-alge`bres de A[S0, . . . , Sn] dans A[T0, . . . , Tm] qui
envoie Si sur Pi pour tout i est homoge`ne de degre´ d.
(6.1.2.2) Soit B un anneau gradue´ et soit I un ide´al homoge`ne de B. Le
morphisme quotient B → B/I est homoge`ne de degre´ 1.
(6.1.2.3) Soit B un anneau gradue´ et soit S une partie multiplicative de B
constitue´e d’e´le´ments homoge`nes. La fle`che naturelle B → S−1B est homoge`ne
de degre´ 1.
(6.1.2.4) Soit A un anneau, soit B une A-alge`bre gradue´e et soit C une A-
alge`bre. Le morphisme naturel de A-alge`bres B → C ⊗A B est alors homoge`ne
de degre´ 1.
Construction de Proj B
(6.1.3) Soit B un anneau gradue´ en degre´s positifs. On de´signe par B+ l’ide´al
homoge`ne
⊕
n>0Bn de B, par B
hom l’ensemble des e´le´ments homoge`nes de B,
et par Bhom+ l’ensemble des e´le´ments homoge`nes de B+ ; en d’autres termes,
Bhom =
⋃
n>0
Bn et B
hom
+ =
⋃
n>0
Bn.
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(6.1.4) Le but de ce qui suit est d’associer a` l’anneau gradue´ B un sche´ma,
par une construction analogue a` celle du spectre mais un peu plus complique´e.
(6.1.4.1) De´finition ensembliste. On note Proj B l’ensemble des ide´aux
premiers homoge`nes de B ne contenant pas B+.
(6.1.4.2) La topologie de Proj B. Si I est un ide´al homoge`ne de B, on note V (I)
l’ensemble des p ∈ Proj B tel que I ⊂ p (ou, ce qui revient au meˆme, tels que p
contienne tous les e´le´ments homoge`nes de I). On ve´rifie imme´diatement que
les sous-ensembles de Proj B de la forme V (I) sont les ferme´s d’une topologie,
dont on munit Proj B. Il re´sulte aussitoˆt des de´finitions que si p ∈ Proj B, son
adhe´rence dans Proj B est e´gale a` V (p) ; et qu’une partie de Proj B est ouverte
si et seulement si elle est re´unions de parties de la forme
D(f) := {p ∈ Proj B, f /∈ p}
ou` f ∈ Bhom.
Soit (fi) une famille d’e´le´ments de B
hom
+ engendrant B+. Si p ∈ Proj B il
ne contient pas B+, et ne saurait donc contenir tous les fi. Par conse´quent,
Proj B =
⋃
iD(fi).
(6.1.4.3) Remarque. Par de´finition, Proj B est un sous-ensemble de Spec B.
Si f ∈ Bhom, l’ouvert D(f) de Proj B est simplement l’intersection de
l’ouvert D(f) de Spec B avec Proj B.
Soit maintenant g ∈ B ; e´crivons g = ∑n6N gn avec gn ∈ Bn pour tout n.
Soit p ∈ Proj B. En vertu de la caracte´risation d’un ide´al homoge`ne par la
proprie´te´ iii) de 6.1.1.5, on a l’e´quivalence
g /∈ p ⇐⇒ ∃i gi /∈ p.
En conse´quence, D(g) ∩ Proj B est l’ouvert ⋃i6nD(gi) de Proj B.
Il de´coule de ce qui pre´ce`de que la topologie de Proj B co¨ıncide avec la
topologie induite par celle de Spec B.
(6.1.4.4) Le faisceau d’anneaux sur Proj B. Si U est un ouvert de Proj B,
on note Shom(U) l’ensemble des e´le´ments f de Bhom tels que U ⊂ D(f).
C’est une partie multiplicative de B constitue´e d’e´le´ments homoge`nes ;
l’anneau Shom(U)−1B he´rite donc d’apre`s 6.1.1.7 d’une graduation naturelle
et en particulier d’un sous-anneau (Shom(U)−1B)0.
La fle`che U 7→ (Shom(B)−1U)0 est un pre´faisceau d’anneaux sur Proj B ; on
note OProj B le faisceau associe´.
(6.1.5) The´ore`me. On conserve les notations de 6.1.3 et sq.
i) Pour tout f ∈ Bhom+ l’espace annele´ (D(f),OProj B|D(f)) est
canoniquement isomorphe a` Spec (Bf )0.
ii) L’espace annele´ (Proj B,OProj B) est un sche´ma.
De´monstration. On sait que Proj B =
⋃
f∈Bhom+
D(f) (6.1.4.2) ; l’assertion ii)
est de`s lors une conse´quence imme´diate de i), et du fait qu’eˆtre un sche´ma est,
pour un espace annele´ donne´, une proprie´te´ locale. Il suffit donc de de´montrer i).
Par hypothe`se, f ∈ Br pour un certain r strictement positif. Pour tout p
appartenant a` Proj B et tout n, on pose pn = p ∩Bn.
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(6.1.5.1) Construction d’une application D(f) → Spec (Bf )0. L’inclusion
continue Proj B →֒ Spec B envoie l’ouvert D(f) de Proj B dans l’ouvert D(f)
de Spec B, qui lui-meˆme s’identifie a` Spec Bf . L’inclusion de (Bf )0 dans Bf
induit par ailleurs une application continue Spec Bf → Spec (Bf )0. Par
composition, on obtient une application continue de D(f) vers Spec (Bf )0.
Donnons-en une description explicite. Soit p ∈ Proj B et soit q son image
dans Spec (Bf )0. Il re´sulte alors de 2.2.13 que pour tout entier m et tout a ∈
Brm, l’e´le´ment
a
fm de (Bf )0 appartient a` q si et seulement si a ∈ prm.
(6.1.5.2) Une remarque. Soit n un entier. On note λ(n) l’ensemble des
couples (d, δ) avec d > 0 tels que dn = rδ. Le fait que r > 0 par hypothe`se
a deux conse´quences : λ(n) contient (r, n) (et est en particulier non vide) ; et
si (d, δ) ∈ λ(n) alors δ est e´gal a` nd/r, et est donc entie`rement de´termine´ par d.
Soient maintenant n ∈ N, a ∈ Bn et (d0, δ0) ∈ λ(n) ; soit q un ide´al premier
de (Bf )0. Les assertions suivantes sont e´quivalentes :
1) a
d
fδ
∈ q pour tout (d, δ) ∈ λ(n) ;
2) a
d0
fδ0
∈ q.
Il est en effet clair que 1)⇒2). Supposons maintenant que 2) soit vraie,
et soit (d, δ) ∈ λ(n) ; nous allons montrer que ad
fδ
∈ q. Les couples (dd0, δd0)
et (dd0, δ0d) appartiennent tous deux a` λ(n), ce qui implique que δd0 = δ0d. On
a alors (
ad0
f δ0
)d
=
add0
fdδ0
=
add0
f δd0
=
(
ad
f δ
)d0
.
Comme d > 0 on a
(
ad
fδ
)d0
=
(
ad0
fδ0
)d
∈ q et ad
fδ
∈ q puisque q est premier.
(6.1.5.3) L’application D(f) → Spec (Bf )0 est injective. Soit q un ide´al
premier de (Bf )0 ; il s’agit de montrer qu’il est l’image d’au plus un e´le´ment p
de Proj B.
Soit donc p un ante´ce´dent de q dans D(f). Pour montrer que p est
uniquement de´termine´, il suffit de s’assurer que pn est uniquement de´termine´
pour tout n, puisque p est homoge`ne. Fixons donc n et soit a ∈ Bn. Si a ∈ pn
alors ad ∈ pdn pour tout d > 0, et adfδ appartient donc a` q pour tout (d, δ) ∈ λ(n).
Re´ciproquement, supposons que a
d
fδ ∈ q pour tout (d, δ) ∈ λ(n), et choisissons
un tel (d, δ). On a alors ad ∈ p, d’ou` a ∈ pn puisque p est premier. En
conse´quence, pn est ne´cessairement l’ensemble des e´le´ments a ∈ Bn tels que adfδ
appartienne a` q pour tout (d, δ) ∈ λ(n), d’ou` l’unicite´ de p.
(6.1.5.4) L’application D(f)→ Spec (Bf )0 est surjective. On s’inspire comme
il se doit de la formule qu’on a exhibe´e lors de la preuve de l’injectivite´.
Soit donc q un ide´al premier de (Bf )0. Pour tout entier n, on de´finit pn
comme l’ensemble des a ∈ Bn tels que adfδ ∈ q pour tout (d, δ) ∈ λ(n) ; notons
qu’en vertu de la remarque 6.1.5.2, il suffit de s’assurer que c’est le cas pour un
tel (d, δ). On pose p =
∑
pn. Nous allons tout d’abord montrer que p est un
e´le´ment de l’ouvert D(f) de Proj B.
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Ve´rifions pour commencer que la somme de deux e´le´ments de p appartient
a` p. On peut raisonner composante homoge`ne par composante homoge`ne. Soient
donc n ∈ N et a et b deux e´le´ments de pn ; nous allons prouver que (a+ b) ∈ pn.
Soit (d, δ) ∈ λ(n). On a alors (2d, 2δ) ∈ λ(n), et il suffit de montrer
que (a+b)
2d
f2δ
∈ q. Or lorsqu’on de´veloppe (a+b)2d
f2δ
, on obtient une somme de
termes qui sont de la forme a
ibj
f2δ
avec i + j = 2d. Dans un tel terme, l’un des
deux entiers i et j est au moins e´gal a` d, et le terme en question est donc multiple
de a
d
fδ ou de
bd
fδ , et il appartient en conse´quence a` q, puisque a et b appartiennent
a` pn. Il en re´sulte que
(a+b)2d
f2δ
∈ q, ce qu’on souhait e´tablir.
Il est imme´diat que 0 ∈ p et que p est stable par multiplication externe par
les e´le´ments de B ; en conse´quence, p est un ide´al de B, qui est homoge`ne par sa
forme meˆme. Puisque q est premier, 1 = ff /∈ q, et f /∈ p ; en particulier p 6= B.
Montrons que l’ide´al homoge`ne strict p de B est premier. Soient n et m deux
entiers et soient a ∈ Bn et b ∈ Bm tels que ab ∈ p. On a alors (ab)
r
fn+m =
ar
fn · b
r
fm ∈ q,
et donc a
r
fn ∈ q ou b
r
fm ∈ q puisque q est premier ; ainsi, a ∈ pn ou b ∈ pm, ce
qu’il fallait de´montrer.
On a vu ci-dessus que f /∈ p, et p appartient de`s lors a` l’ouvert D(f)
de Proj B (notons que le fait que f /∈ p garantit que p ne contient pas B+).
Il reste a` prouver que l’image r de p sur Spec (Af )0 est e´gale a` q. Soit n
un entier et soit a ∈ Brn. Il re´sulte de la de´finition de p et de la description
explicite de r en fonction de ce dernier qu’on a les e´quivalences
a
fn
∈ r ⇐⇒ a ∈ prn ⇐⇒ a
fn
∈ q,
ce qui assure que r = q et ache`ve de de´montrer que D(f) → Spec (Bf )0 est
surjective.
(6.1.5.5) La bijection continue D(f) → Spec (Bf )0 est un home´omorphisme.
Soit n ∈ N et soit a ∈ Bn. Choisissons un couple (d, δ) dans λ(n). Soit p ∈ D(f)
et soit q son image sur Spec (Bf )0. Il re´sulte des descriptions de q en fonction
de p (6.1.5.1) et de p en fonction de q (6.1.5.4) que a ∈ p si et seulement
si a
d
fδ
∈ q. En conse´quence, la bijection continue D(f) ≃ Spec (Bf )0 identifie
le ferme´ V (a) ∩ D(f) de D(f) au ferme´ V (ad
fδ
) de Spec (Bf )0 ; par passage
au comple´mentaire, elle identifie e´galement l’ouvert D(a) ∩ D(f) de D(f) a`
l’ouvert D(a
d
fδ
) de Spec (Bf )0.
Puisque les ouverts de D(f) de la forme D(a) ∩ D(f) avec a ∈ bhom
constituent une base de la topologie de D(f), la fle`che D(f) → Spec (Bf )0
est un home´omorphisme.
(6.1.5.6) L’home´omorphisme D(f) ≃ Spec (Bf )0 est sous-jacent a` un
isomorphisme d’espaces localement annele´s. Soit U un ouvert de D(f), et soit V
son image sur Spec (Bf )0. Notons S(V ) l’ensemble des e´le´ments de (Bf )0 qui
ne s’annulent en aucun point de V .
Commenc¸ons par une remarque que nous allons utiliser implicitement
plusieurs fois dans la suite. Soient n ∈ N et a ∈ Brn. Si p ∈ U et si q de´signe
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son image sur V , alors afn appartient a` q si et seulement si a appartient a` p. Il
en re´sulte que afn ∈ S(V ) si et seulement si a ∈ Shom(U).
Par hypothe`se, f ∈ Shom(U) ; en conse´quence, on dispose d’un morphisme
d’anneaux de Bf vers S
hom(U)−1B, qui est par construction homoge`ne de
degre´ 1 et envoie en particulier (Bf )0 dans (S
hom(U)−1B)0. Il de´coule de
la remarque pre´ce´dente que ce morphisme envoie S(V ) dans l’ensemble des
e´le´ments inversibles de (Shom(U)−1B)0 ; il se factorise de`s lors par une fle`che
de S(V )−1(Bf )0 dans (S
hom(U)−1B)0, dont nous allons montrer qu’elle est
bijective.
Preuve de l’injectivite´. Soient n etm deux entiers, et soient a et b appartenant
respectivement a` Brn et b ∈ Brm tels que afn ∈ S(V ), et tels que l’image
de
(
a
fn
)−1
· bfm dans (Shom(U)−1B)0 soit nulle. Cette image est e´gale a` bf
n
afm ; dire
qu’elle est nulle signifie qu’il existe un e´le´ment s ∈ Shom(U) tel que sbfn = 0.
Soit ℓ tel que s ∈ Bℓ et soit (d, δ) ∈ λ(ℓ). Comme s appartient a` Shom(U), on
a s
d
fδ
∈ S(V ). L’e´galite´ sbfn = 0 implique que l’e´le´ment sd
fδ
· bfm de (Bf )0 est
nul, et donc que l’e´le´ment bfm de S(V )
−1(Bf )0 est nul ; l’e´le´ment
(
a
fn
)−1
· bfm
de S(V )−1(Bf )0 est a fortiori nul, ce qu’il fallait de´montrer.
Preuve de la surjectivite´. Soit n un entier, soit a ∈ Bn et soit s appartenant
a` Shom(U)∩Bn. Soit (d, δ) ∈ λ(n) ; notons que sdfδ ∈ S(V ) puisque s ∈ Shom(U).
On a dans l’anneau (Shom(U)−1B)0 les e´galite´s
a
s
=
asd−1
sd
=
f δ
sd
· as
d−1
f δ
,
et as est donc l’image de l’e´le´ment
(
sd
fδ
)−1
asd−1
fδ de S(V )
−1(Bf )0.
Par ce qui pre´ce`de, la restriction du pre´faisceau U 7→ (Shom(U)−1B)0
a` l’ouvert D(f) s’identifie, via l’home´omorphisme D(f) ≃ Spec (Bf )0, au
pre´faisceau V 7→ S(V )−1(Bf )0. En conse´quence, OProj B|D(f) s’identifie au
faisceau associe´ a` V 7→ S(V )−1(Bf )0, qui n’est autre que OSpec (Bf )0 ; ceci ache`ve
la de´monstration du the´ore`me. 
(6.1.6) Premie`res proprie´te´s de Proj B.
(6.1.6.1) Le sche´ma Proj B e´tant la re´union desD(f) pour f parcourantBhom+ ,
il est vide si et seulement si D(f) = ∅ pour tout tel f . En vertu du
the´ore`me 6.1.5, cela revient a` demander que (Bf )0 soit nul pour tout f ∈ Bhom+ .
Or comme B(f)0 est un sous-anneau de Bf , on a 1 = 0 dans (Bf )0 si et
seulement si c’est le cas dans Bf ; en d’autres termes, (Bf ) est nul si et seulement
si (Bf )0 est nul.
Ainsi, Proj B est vide si et seulement si Bf est nul pour tout f ∈ Bhom+ ,
c’est-a`-dire encore si et seulement si tout e´le´ment de Bhom+ est nilpotent.
(6.1.6.2) Soit p ∈ Proj B, et soit Σ l’ensemble des e´le´ments de Bhom
n’appartenant pas a` p. C’est une partie multiplicative de B, constitue´e par
de´finition d’e´le´ments homoge`nes. Nous laissons le lecteur ve´rifier que l’anneau
local OProj B,p s’identifie a` (Σ−1B)0.
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(6.1.6.3) Supposons que B soit re´duit. Dans ce cas, Bf est re´duit pour tout f
appartenant a` B, et en particulier pour tout f ∈ Bhom+ . Pour un tel f , le sous-
anneau (Bf )0 de Bf est alors lui aussi re´duit, et le sche´ma D(f) = Spec (Bf )0
est donc re´duit. Comme Proj B est la re´union desD(f) pour f parcourantBhom+ ,
il est re´duit.
(6.1.6.4) Supposons que B soit inte`gre et que Bhom+ ne soit pas re´duit au
singleton {0}. L’ide´al homoge`ne {0} de B est alors premier et ne contient
pas Bhom+ ; c’est donc un point de Proj B, dont l’adhe´rence dans Proj B est
e´gale a` V (0), c’est-a`-dire a` Proj B tout entier. En conse´quence, Proj B est
irre´ductible.
(6.1.6.5) Supposons que B soit une alge`bre gradue´e sur un certain anneau A.
Le pre´faisceau
U 7→ (Shom(U)−1B)0
(avec les notations de 6.1.4.4) est alors de manie`re naturelle un pre´faisceau de A-
alge`bres, et il en va de meˆme de son faisceau associe´. Le sche´ma Proj B he´rite
par ce biais d’une structure naturelle de A-sche´ma.
Fonctorialite´ partielle de la construction
(6.1.7) Soient B et C deux anneaux gradue´s, soit d un entier strictement positif
et soit ϕ:B → C un morphisme d’anneaux homoge`ne de degre´ d. Les choses
ne se passent pas aussi bien que pour les spectres d’anneaux puisque ϕ n’induit
pas en ge´ne´ral un morphisme de Proj C tout entier vers Proj B : comme nous
allons le voir, il peut eˆtre ne´cessaire de se restreindre a` un ouvert.
(6.1.7.1) Soit q ∈ Proj C. On ve´rifie imme´diatement que l’ide´al premier ϕ−1(q)
de B est homoge`ne. Il appartient a` Proj B si et seulement si il ne contient
pas Bhom+ , ce qui signifie pre´cise´ment qu’il existe f ∈ Bhom+ tel que ϕ(f) /∈ q.
Soit Ω l’ouvert de Proj C e´gal a` la re´union des D(ϕ(f)) pour f parcourant
Bhom+ ; par ce qui pre´ce`de, on dispose d’une application naturelle ψ de Ω
vers Proj B.
Soit f ∈ Bhom+ . Il re´sulte de notre construction que ψ−1(D(f)) = D(ϕ(f))
(ce qui montre la continuite´ de ψ) et que le diagramme
D(ϕ(f)) 
 //
ψ

Spec Cϕ(f)

// Spec (Cϕ(f))0

D(f) 
 // Spec Bf // Spec (Bf )0
commute. Il s’ensuit que modulo les home´omorphismes canoniques
D(ϕ(f)) ≃ Spec (Cϕ(f))0 et D(f) ≃ Spec (Bf )0,
la restriction de ψ a` D(ϕ(f)) est simplement l’application continue
naturelle Spec (Cϕ(f))0)→ Spec (Bf )0.
(6.1.7.2) Soit U un ouvert de Proj B. Si f ∈ Shom(U) alors ϕ(f) appartient
a` Shom(ψ−1(U)). Le morphisme ϕ induit donc un morphisme de Shom(U)−1B
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vers Shom(ψ−1(U))−1C, dont on voit aussitoˆt qu’il est homoge`ne de degre´ d.
En particulier, il envoie (Shom(U)−1B)0 vers (S
hom(ψ−1(U))−1C)0. En faisant
varier U , on obtient ainsi un morphisme de pre´faisceaux
[U 7→ (Shom(U)−1B)0]→ ψ∗[V 7→ (Shom(V )−1C)0]
puis, par passage aux faisceaux associe´s, un morphisme ψ∗ de OProj B
vers ψ∗OProj C |Ω ; la donne´e de ψ∗ fait de ψ un morphisme d’espaces annele´s
de Ω vers Proj B.
(6.1.7.3) Soit f ∈ Bhom+ . Par construction, la fle`che
OProj B(D(f)) = (Bf )0 → OProj C(D(ϕ(f)) = (Cϕ(f))0
induite par ψ∗ est simplement le morphisme naturel de (Bf )0 vers (Cϕ(f))0
induit par ϕ.
On en de´duit, graˆce a` 6.1.7.1 et au lemme 5.1.15, que modulo les
isomorphismes canoniques de sche´mas
D(ϕ(f)) ≃ Spec (Cϕ(f))0 et D(f) ≃ Spec (Bf )0,
le morphisme d’espaces annele´s ψ|D(ϕ(f)):D(ϕ(f)) → D(f) co¨ıncide avec le
morphisme naturel Spec (Cϕ(f))0 → Spec (Bf )0.
Ceci valant pour tout f ∈ Bhom+ , le morphisme d’espaces annele´s ψ est un
morphisme d’espaces localement annele´s (cette proprie´te´ est en effet de nature
locale), c’est-a`-dire un morphisme de sche´mas.
(6.1.7.4) Remarque. Comme ψ−1(D(f)) = D(ϕ(f)) pour tout f ∈ Bhom+ , le
morphisme ψ est affine.
(6.1.8) L’ouvert Ω de de´finition du morphisme ψ ci-dessus est la re´union
des D(ϕ(f)) pour f ∈ Bhom+ ; on ve´rifie imme´diatement qu’on peut se contenter
de faire parcourir a` f une partie de Bhom+ engendrant l’ide´al B+.
On prendra garde que Ω n’a en ge´ne´ral aucune raison d’eˆtre e´gal a` Proj C
tout entier (il l’est toutefois dans deux situations particulie`res importantes que
nous e´tudierons ci-dessous en 6.1.10 et sq., ainsi qu’en 6.1.12). Il peut meˆme,
comme le montre l’exemple de´taille´ au 6.1.9 ci-dessous, eˆtre vide sans que Proj C
le soit.
(6.1.9) Soit A un anneau. Puisque T engendre A[T ]hom+ , le A-sche´ma Proj A[T ]
s’identifie a` son ouvert D(T ), c’est-a`-dire d’apre`s le the´ore`me 6.1.5 au spectre
de (A[T ](T ))0 = A[T, T
−1]0 = A. Autrement dit, Proj A[T ] → Spec A est un
isomorphisme (en particulier, Proj A[T ] est non vide de`s que A est non nul).
Soit ϕ le morphisme de A-alge`bres de A[T ] dans lui-meˆme qui envoie T sur 0.
Il est homoge`ne de degre´ 1 (et d’ailleurs de n’importe quel autre degre´). Il induit
donc un morphisme ψ d’un ouvert Ω de Proj A[T ] vers Proj A[T ]. L’ide´al A[T ]+
e´tant engendre´ par T , on a
Ω = D(ϕ(T )) = D(0) = ∅.
(6.1.10) Soit B un anneau gradue´ et soit I un ide´al homoge`ne de B.
Le morphisme quotient B → B/I e´tant homoge`ne de degre´ 1, il induit
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un morphisme ψ: Ω → Proj B, ou` Ω est la re´union des D(f¯) pour f
parcourant Bhom+ . Or par de´finition de la graduation de B/I, l’ensemble des f¯
pour f parcourant Bhom+ est e´gal a` (B/I)
hom
+ ; il s’ensuit que Ω est la re´union
des D(g) pour g parcourant (B/I)hom+ , et donc que Ω est e´gal a` Proj B/I tout
entier.
(6.1.10.1) Soit n > 0 et soit f ∈ Bn. L’image re´ciproque de D(f) = Spec Bf
sur Proj B/I est l’ouvertD(f¯) = Spec ((B/I)f¯ )0. Il est imme´diat que IBf est un
ide´al homoge`ne de Bf , et que l’isomorphisme canonique (B/I)f¯ ≃ (Bf )/(IBf )
est homoge`ne de degre´ 1. Par conse´quent,
D(f¯) = Spec ((Bf )/(IBf ))0 = Spec (Bf )0/(IBf ∩ (Bf )0).
La fle`che D(f¯) → D(f) induite par ψ est donc l’immersion ferme´e associe´e
a` l’ide´al IBf ∩(Bf )0 de (Bf )0, ide´al qui est simplement l’ensemble des e´le´ments
de la forme afr avec r ∈ N et a ∈ I ∩Brn.
(6.1.10.2) Comme eˆtre une immersion ferme´e est une proprie´te´ locale sur le
but, on de´duit de ce qui pre´ce`de que le morphisme ψ: Proj B/I → Proj B est
une immersion ferme´e. Nous allons de´terminer son image.
Soit q ∈ Proj B/I. Par de´finition, ψ(q) est l’image re´ciproque de q
dans B, qui est un ide´al premier homoge`ne de B ne contenant pas Bhom+ (c’est
pre´cise´ment ce que signifie l’e´galite´ Ω = Proj B/I).
On en de´duit que pour tout q ∈ Proj B/I, l’ide´al ψ(q) de B contient I.
Inversement, si p est un e´le´ment de Proj B qui contient I, on ve´rifie aussitoˆt
que q := p/I est un ide´al premier homoge`ne de B/I ne contenant pas (B/I)+,
c’est-a`-dire un e´le´ment de Proj B/I, et que ψ(q) = p.
L’immersion ferme´e ψ: Proj B/I →֒ Proj B a donc pour image V (I).
(6.1.11) Soit A un anneau et soient B et C deux A-alge`bres gradue´es. Soit d
un entier et soit ϕ:B → C un morphisme de A-alge`bres homoge`ne de degre´ d.
Il induit d’apre`s 6.1.7 et sq. un morphisme ψ d’un ouvert Ω de Proj C
vers Proj B. On ve´rifie sans peine que les morphismes d’anneaux intervenant
dans la construction de ψ sont des morphismes de A-alge`bres ; en conse´quence,
ψ est un morphisme de A-sche´mas.
(6.1.12) Soit A un anneau, soit B une A-alge`bre gradue´e, et soit C une A-
alge`bre. Le sche´ma Proj (C ⊗A B) est un C-sche´ma d’apre`s 6.1.6.5. On dispose
par ailleurs d’un A-morphisme naturel
ϕ:B → C ⊗A B
qui est homoge`ne de degre´ 1, et induit donc un A-morphisme ψ d’un ouvert Ω
de Proj C ⊗A B vers Proj B. Cet ouvert Ω est la re´union des D(ϕ(f)) pour f
parcourant Bhom+ . Mais comme ϕ(f)f∈Bhom+
engendre (C ⊗AB)+ = C ⊗A (B+),
l’ouvert Ω est en fait e´gal a` Proj (C ⊗A B) tout entier.
Le diagramme commutatif
Proj (C ⊗A B)
ψ

// Spec C

Proj B // Spec A
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de´finit un morphisme Proj (C ⊗A B) → Proj B ×Spec A Spec C. Nous allons
montrer que c’est un isomorphisme ; on peut pour ce faire raisonner localement
sur Proj B. Soit f ∈ Bhom+ . On a
D(f) ≃ Spec (Bf )0 et ψ−1(D(f)) = D(ϕ(f)) ≃ Spec ((C ⊗A B)ϕ(f))0.
On ve´rifie imme´diatement que l’isomorphisme C ⊗A Bf ≃ (C ⊗A B)ϕ(f) est
homoge`ne de degre´ 1 ; il vient
C ⊗A ((Bf )0) = (C ⊗A Bf )0 ≃ ((C ⊗A B)ϕ(f))0.
Par conse´quent, ψ−1(D(f)) ≃ D(f)×Spec A Spec C, d’ou` notre assertion.
6.2 Le sche´ma PnA
(6.2.1) De´finition. Soit A un anneau et soit n ∈ N. On note PnA le A-
sche´ma Proj A[T0, . . . , Tn].
(6.2.1.1) Si B est une A-alge`bre, on dispose d’apre`s 6.1.12 d’un isomorphisme
canonique PnB ≃ PnA×Spec ASpec B. En particulier, on a PnA = PnZ×Spec ZSpec A.
Si x ∈ Spec A, la fibre de PnA en x s’identifie a` PnA ×Spec A Spec κ(x), c’est-
a`-dire a` Pnκ(x).
(6.2.1.2) Premiers exemples. Si A = {0} alors PnA est vide pour tout n.
Si A 6= {0} l’ide´al A[T0, . . . , Tn]+ de A[T0, . . . , Tn] n’est pas constitue´ d’e´le´ments
nilpotents (par exemple, les Ti ne sont pas nilpotents), et PnA est donc non vide
(6.1.6.1).
Le A-sche´ma P0A est e´gal par de´finition a` Proj A[T ]. Il re´sulte alors de 6.1.9
que P0A → Spec A est un isomorphisme.
(6.2.1.3) On de´finit plus ge´ne´ralement, pour tout sche´ma X , le X-sche´ma PnX
comme e´tant e´gal a` PnZ ×Spec Z X ; en vertu de 6.2.1.1, cette de´finition est
compatible avec la pre´ce´dente lorsque X est affine.
(6.2.1.4) Soit k un corps. La notation P1k semble a priori de´signer deux k-
sche´mas diffe´rents :
• celui construit par recollement au 5.2.5 ;
• celui de´fini au 6.2.1 ci-dessus, a` savoir Proj k[T0, T1].
Mais nous verrons un peu plus loin au 6.2.5.3 que ce conflit de notations
n’est qu’apparent et que ces deux k-sche´mas co¨ıncident.
(6.2.2) Remarque. Le foncteur A 7→ Spec A admet une variante globale ou
relative, a` savoir la formation du spectre d’une OX -alge`bre quasi-cohe´rente sur
un sche´ma X . On peut de meˆme de´finir (mais nous n’en aurons pas besoin) une
variante globale ou relative de B 7→ Proj B, en introduisant la notion de OX -
alge`bre quasi-cohe´rente gradue´e, et en associant un X-sche´ma Proj B a` une telle
OX -alge`bre B ; nous laissons le lecteur inte´resse´ deviner puis e´crire en de´tail la
construction de Proj B.
On peut graˆce a` cette notion de´finir directement PnX , sans produit fibre´ :
c’est Proj OX [T0, . . . , Tn].
Le sche´ma PnA 237
(6.2.3) Les cartes affines standard de PnA. Soit A un anneau et soit n
un entier. L’ide´al A[T0, . . . , Tn]+ de A[T0, . . . , Tn] est engendre´ par les Ti. En
conse´quence, PnA est la re´union de ses ouverts Ui := D(Ti).
(6.2.3.1) Si (ei)06i6n est une famille d’entiers,
nous noterons A
[
T0, . . . , Tn,
1∏
T
ei
i
]
la A-alge`bre gradue´e A[T0, . . . , Tn]∏T ei
i
.
On ve´rifie imme´diatement que le morphisme homoge`ne de degre´ 1 naturel
de A
[
T0, . . . , Tn,
1∏
T
ei
i
]
vers A
[
T0, . . . , Tn,
1∏
Ti
]
est injectif ; nous nous
permettrons donc de conside´rer implicitement A
[
T0, . . . , Tn,
1∏
T
ei
i
]
comme une
sous-alge`bre gradue´e de A
[
T0, . . . , Tn,
1∏
Ti
]
.
(6.2.3.2) Soit i ∈ {0, . . . , n}. En vertu de l’assertion i) du the´ore`me 6.1.5, on
dispose d’un A-isomorphisme canonique
Ui ≃ Spec A
[
T0, . . . , Tn,
1
Ti
]
0
.
On montre aise´ment que A
[
T0, . . . , Tn,
1
Ti
]
0
est simplement l’alge`bre de
polynoˆmes en n-variables A
[
Tℓ
Ti
]
ℓ 6=i
. On a donc
Ui ≃ Spec A
[
Tℓ
Ti
]
ℓ 6=i
≃ AnA.
(6.2.3.3) Fixons i. Le ferme´ comple´mentaire de l’ouvertD(Ti) est par de´finition
V (Ti). Le quotient de A[T0, . . . , Tn] par son ide´al homoge`ne (Ti) est simplement
l’anneau gradue´ A[Tj ]j 6=i. La fle`che quotient A[T0, . . . , Tn]→ A[Tj ]j 6=i induit en
vertu de 6.1.10 et sq. une immersion ferme´e
Proj A[Tj ]j 6=i →֒ A[T0, . . . , Tn]
d’image V (Ti), qui permet de munir celui-ci d’une structure de sous-sche´ma
ferme´. Comme A[Tj ]j 6=i est isomorphe a` A[T0, . . . , Tn−1] si n > 1 (par
renume´rotation), le ferme´ V (Ti) muni de la structure en question est isomorphe
a` Pn−1A de`s que n > 1 (il est en particulier non vide de`s que A est non nul).
Si n = 0 alors T0 engendre A[T0]+, et V (T0) = ∅.
(6.2.3.4) Le A-sche´ma PnA est ainsi re´union de n + 1 copies de l’espace affine
relatif AnA ; c’est en particulier un A-sche´ma de type fini. Soient i et j deux
e´le´ments de {0, . . . , n}. L’intersection Ui ∩ Uj est l’ouvert D(TiTj) de PnA ; en
utilisant une fois encore le the´ore`me 6.1.5, on voit que
Ui ∩ Uj ≃ Spec (A[T0, . . . , Tn]TiTj )0.
En tant qu’ouvert de Ui = Spec A
[
Tℓ
Ti
]
ℓ 6=i
, l’intersection Ui ∩ Uj = Ui ∩D(Tj)
est e´gale en vertu de 6.1.5.5 a`
D
(
Tj
Ti
)
= Spec A
[
Tℓ
Ti
,
Ti
Tj
]
ℓ 6=i
.
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De meˆme, en tant qu’ouvert de Uj = Spec A
[
Tℓ
Tj
]
ℓ 6=j
, l’intersection Ui ∩ Uj est
e´gale a`
D
(
Ti
Tj
)
= Spec A
[
Tℓ
Tj
,
Tj
Ti
]
ℓ 6=j
.
Ces deux dernie`res descriptions de Ui∩Uj pourraient tout aussi bien se de´duire
de la premie`re et des e´galite´s
(A[T0, . . . , Tn]TiTj )0 = A
[
Tℓ
Ti
,
Ti
Tj
]
ℓ 6=i
= A
[
Tℓ
Tj
,
Tj
Ti
]
ℓ 6=j
entre sous-anneaux de A
[
T0, . . . , Tn,
1∏
Ti
]
.
(6.2.4) Les fonctions globales sur PnA. Il re´sulte de 6.2.3 et sq. que OPnA(P
n
A)
est le sous-anneau de A
[
T0, . . . , Tn,
1∏
Ti
]
constitue´ des e´le´ments qui peuvent
s’e´crire pour tout i comme un polynoˆme en les variables
Tj
Ti
pour j 6= i.
En tant que A-module, A
[
T0, . . . , Tn,
1∏
Ti
]
est libre et admet pour base la
famille des monoˆmes de la forme
∏
T eii ou` les ei appartiennent a` Z. Fixons i.
Un e´le´ment de A
[
T0, . . . , Tn,
1∏
Ti
]
peut s’e´crire comme un polynoˆme en les
variables
Tj
Ti
pour j 6= i si et seulement si son e´criture dans la base e´voque´e ne
fait intervenir que des monoˆmes de degre´ total nul ou` seul Ti est autorise´ a` avoir
un exposant ne´gatif.
Il est imme´diat que seules les constantes peuvent satisfaire cette condition
pour tout i ; en conse´quence, la A-alge`bre OPn
A
(PnA) est e´gale a` A.
On en de´duit que PnA n’est pas affine de`s que A 6= {0} et de`s que n > 1. En
effet, le morphisme structural PnA → Spec OPnA(PnA) est e´gal a` PnA → Spec A ; or
si A 6= {0} et n > 1, cette fle`che n’est pas un isomorphisme. Pour le voir, on
choisit x ∈ Spec A (ce qui est possible puisque A 6= {0} et l’on remarque que la
fibre de PnA → Spec A en x, qui s’identifie a` Pnκ(x), n’est pas re´duite a` un singleton
(elle contient par exemple une copie de Anκ(x), et donc de l’ensemble κ(x)
n de
ses points na¨ıfs).
Notons par contre que si A = {0} alors PnA est vide (et en particulier affine),
et que P0A ≃ Spec A est toujours affine.
(6.2.5) Graˆce a` 6.2.3, on peut donner une deuxie`me description de PnA, par
recollement de cartes affines et sans faire appel a` la construction ≪Proj ≫, que
nous allons maintenant esquisser.
(6.2.5.1) Pour tout i compris entre 0 et n, on se donne une famille (τℓi)06ℓ6n,ℓ 6=i
d’inde´termine´es et l’on pose Xi = Spec A[τℓi]ℓ 6=i (pour faire le lien avec 6.2.3.4,
il faut penser que τℓi =
Tℓ
Ti
).
Pour tout couple (i, j) d’indices avec i 6= j, le morphisme ϕij de A-alge`bres
A
[
τℓj ,
1
τij
]
→ A
[
τℓi,
1
τji
]
,
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τℓj 7→ τℓi · 1
τji
(ℓ 6= i), τij 7→ 1
τji
est un isomorphisme de re´ciproque ϕji.
Pour tout couple d’indices (i, j) avec i 6= j, on note ιij l’isomorphisme
de Xij := D(τji) ⊂ Ui vers Xji induit par ϕij .
(6.2.5.2) Il n’est pas difficile de voir que la famille des Xi, des Xij et des ιij
satisfait les conditions i) et ii) de 5.2.3.3. Cela autorise a` proce´der comme
explique´ dans loc. cit. au recollement des Xi le long des isomorphismes ιij ;
nous vous laissons ve´rifier que le A-sche´ma ainsi obtenu est isomorphe a` PnA
(l’ouvert Xi s’envoyant sur la carte affine D(Ti)).
(6.2.5.3) Le cas particulier ou` n = 1. Par ce qui pre´ce`de, le A-sche´ma P1A peut
se de´crire comme le recollement des copiesX0 = Spec A[τ10] etX1 = Spec A[τ01]
de A1A, le long des isomorphismes re´ciproques l’un de l’autre
ι10:D(τ10) = Spec A[τ10, τ
−1
10 ]→ Spec A[τ01, τ−101 ] = D(τ01)
et ι01:D(τ01) = Spec A[τ01, τ
−1
01 ]→ Spec A[τ10, τ−110 ] = D(τ10)
donne´s par les formules
ι10(τ10) = τ
−1
01 et ι01(τ01) = τ
−1
10 .
LorsqueA est un corps, on retrouve tre`s pre´cise´ment la construction du 5.2.5.
Il s’ensuit que pour tout corps k, les deux de´finitions concurrentes du k-sche´ma
P1k, a` savoir celle de 5.2.5 et celle de 6.2.1, co¨ıncident.
(6.2.6) Homoge´nisation et de´shomoge´nisation. Fixons un indice i, et
posons τj =
Tj
Ti
pour j 6= i. L’ouvert affine Ui = D(Ti) de PnA s’identifie
a` Spec A[τj ]j 6=i (6.2.3.2).
(6.2.6.1) Soit I un ide´al homoge`ne de A[T0, . . . , Tn], et soit B la A-alge`bre
gradue´e quotient A[T0, . . . , Tn]/I. Soit (fℓ)ℓ une famille ge´ne´ratrice de I
constitue´e d’e´le´ments homoge`nes et non nuls ; pour tout ℓ, on note dℓ le degre´
de fℓ.
Pour tout ℓ, posons gℓ = fℓ/T
ℓ
i . On peut voir gℓ comme le
≪de´shomoge´ne´ise´≫ de fℓ (relativement a` la variable Ti) ; il s’obtient a` partir
de fℓ en remplac¸ant Ti par 1 et Tj par τj pour tout j 6= i.
Il re´sulte de 6.1.10 et sq. que la fle`che quotient A[T0, . . . , Tn]→ B induit une
immersion ferme´e
Proj B →֒ PnA
d’image V (I), et que l’immersion ferme´e induite Proj B×Pn
A
Ui →֒ Ui est de´finie
par l’ide´al J := (gℓ)ℓ de A[τj ]. En particulier, V (I)∩Ui = V (J) (ce qu’on aurait
pu de´duire directement de 6.1.5.5).
(6.2.6.2) Inversement, soit J un ide´al de A[τj ]j 6=i. Choisissons une famille (gℓ)ℓ
de ge´ne´rateurs de J constitue´e d’e´le´ments non nuls. Pour tout ℓ, notons dℓ
le degre´ de gℓ, et fℓ le polynoˆme de A[T0, . . . , Tn] de´duit de gℓ par
≪homoge´ne´isation≫. Plus pre´cise´ment, si l’on e´crit gℓ =
∑
(ej)j
a(ej)
∏
τ
ej
j
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alors fℓ =
∑
(ej)
a(ej)T
dℓ−
∑
ej
i
∏
T
ej
j . Par construction, fℓ est non nul
et homoge`ne de degre´ ℓ, et gℓ est son de´shomoge´ne´ise´. Soit I l’ide´al
(homoge`ne) de A[T0, . . . , Tn] engendre´ par les fℓ, et soit B la A-alge`bre gradue´e
quotient A[T0, . . . , Tn]/I. On est maintenant exactement dans la situation
conside´re´e au 6.2.6.1 ci-dessus : A[T0, . . . , Tn] → B induit une immersion
ferme´e Proj B →֒ PnA d’image V (I), et l’immersion ferme´e Proj B ×PnA Ui →֒ Ui
est celle de´finie par l’ide´al J (en particulier, on a l’e´galite´ V (I) ∩ Ui = V (J)).
(6.2.6.3) Exemples. Supposons que A = C, que n = 2 et que i = 0.
De´shomoge´ne´isation. L’ide´al homoge`ne (T0T1 − T 22 + 2T 23 , T 31 − iT0T1T2)
de C[T0, T1, T2] induit une immersion ferme´e X →֒ P2C, et X ×P2
C
U0 →֒ U0
est l’immersion ferme´e de´finie par l’ide´al (τ1 − τ22 + 2τ23 , τ31 − iτ1τ2) de C[τ1, τ2]
(on a de´shomoge´ne´ise´ les e´quations de X).
Homoge´ne´isation. L’ide´al (τ21 − 3τ1 + τ42 , τ31 − τ2 + 7) de C[τ1, τ2] induit une
immersion ferme´e Y →֒ U0. Si Z →֒ P2C de´signe l’immersion ferme´e induite par
l’ide´al homoge`ne (T 20 T
2
1 − 3T 30T1 + T 42 , T 31 − T 20 T2 + 7T 30 ) de C[T0, T1, T2] on a
un isomorphisme de U0-sche´mas Z×P2
C
U0 ≃ Y (on a homoge´ne´ise´ les e´quations
de Y ).
(6.2.7) Proposition. Toute immersion ferme´e de but PnA est de la
forme Proj A[T0, . . . , Tn]/I →֒ PnA pour un certain ide´al homoge`ne I
de A[T0, . . . , Tn].
De´monstration. Soit θ une immersion ferme´e de but PnA. Pour tout i, le
morphisme θ−1(Ui) →֒ Ui est une immersion ferme´e, associe´e a` un ide´al Ii
de A
[
Tj
Ti
]
j 6=i
. Pour tout couple (i, j), les ide´aux de (A[T0, . . . , Tn](TiTj))0
engendre´s par Ii et Ij co¨ıncident (ils sont tous deux e´gaux a` l’ide´al
de´finissant l’immersion θ−1(Ui ∩ Uj) →֒ Ui ∩ Uj). Dans ce qui suit, toutes
les fractions que nous allons manipuler seront conside´re´es comme vivant
dans A
[
T0, . . . , Tn,
1∏
Ti
]
(cf. 6.2.3.1).
Il s’agit de montrer l’existence d’un ide´al homoge`ne I de A[T0, . . . , Tn] tel
que pour tout i, l’ide´al Ii soit l’ensemble des e´le´ments de la forme
f
Td
i
ou` d ∈ N
et ou` f est un e´le´ment de I homoge`ne de degre´ d. Soit I l’ide´al homoge`ne
de A[T0, . . . , Tn] tel que pour tout entier d on ait
I ∩A[T0, . . . , Tn]d =
{
f ∈ A[T0, . . . , Tn]d, f
T di
∈ Ti ∀i
}
;
nous allons montrer qu’il re´pond au proble`me pose´.
Compte-tenu de la de´finition de meˆme de I, il suffit de prouver l’assertion
qui suit : pour tout i et tout e´le´ment α de Ii, il existe un entier d et un e´le´ment f
de I, homoge`ne de degre´ d, tel que α = f
Td
i
.
Soit donc i ∈ {0, . . . , n} et α ∈ Ii. On peut e´crire α sous la forme gT δ
i
pour
un certain entier δ et un certain polynoˆme g homoge`ne de degre´ δ.
Soit j ∈ {0, . . . , n} (ce qui suit est trivial si j = i, mais nous n’avons
pas de raison d’exclure ce cas). Vu comme appartenant a` (A[T0, . . . , Tn]TiTj )0,
l’e´le´ment α appartient a` l’ide´al engendre´ par Ij ; cela signifie qu’il est de la
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forme βj
T
rj
j
T
rj
i
pour un certain entier rj et un certain βj ∈ Ij . On peut toujours
si besoin est agrandir rj : en effet, on a pour tout s > 0 l’e´galite´
βj
T
rj
j
T
rj
i
=
(
βj
T si
T sj
)
· T
rj+s
j
T
rj+s
i
,
et βj
T si
T s
j
appartient e´videmment encore a` l’ide´al Ij . Il s’ensuit (comme il n’y a
qu’un nombre fini d’indices) qu’il existe r et, pour tout j, un e´le´ment βj ∈ Ij
tels que α = βj
T rj
T r
i
pour tout j. On peut e´crire chacun des βj sous la forme
hj
T s
j
ou` s est un entier et hj un polynoˆme homoge`ne de degre´ s (il est clair que s
peut eˆtre choisi inde´pendamment de j : au besoin, il n’y a qu’a` multiplier le
nume´rateur et le de´nominateur par une meˆme puissance de Tj).
On a finalement pour tout j l’e´galite´
g
T δi
=
hj
T sj
· T
r
j
T ri
,
et donc
gT ri
T δ+rj
=
hjT
δ
i
T s+δj
∈ Ij ,
ce qui montre que gT ri ∈ I. On conclut en remarquant que
α =
g
T δi
=
gT ri
T δ+ri
. 
(6.2.8) Quelques proprie´te´s de l’espace projectif sur un corps. Soit k
un corps et soit n un entier.
(6.2.8.1) L’anneau k[T0, . . . , Tn] est inte`gre, et k[T0, . . . , Tn]+ est non nul (il
contient au moins T0). Il de´coule alors de 6.1.6.3 et 6.1.6.4 que Pnk est irre´ductible
et re´duit. Ses ouverts non vides sont donc denses – c’est en particulier le cas
des D(Ti).
(6.2.8.2) Comme Pnk est irre´ductible, sa dimension de Krull est e´gale en vertu
de 5.5.9.2 a` celle de n’importe quel de ses ouverts non vide. PuisqueD(T0) ≃ Ank ,
la dimension de Krull de Pnk est e´gale a` n.
(6.2.8.3) Le corps des fonctions de Pnk (5.5.9.2) est quant a` lui e´gal au corps
des fractions de l’anneau des fonctions de n’importe lequel de ses ouverts affines
non vides. Il est en particulier e´gal a`
Frac OPn
k
(D(T0)) = Frac k
[
Tj
T0
]
j 6=0
= k
(
Tj
T0
)
j 6=0
.
On ve´rifie aussitoˆt que ce corps peut se de´crire inde´pendamment du choix d’une
carte affine : c’est l’ensemble des e´le´ments de k(T0, . . . , Tn) qui admettent une
e´criture comme quotient de deux polynoˆmes homoge`nes de meˆme degre´.
(6.2.8.4) Soit U un ouvert de Pnk et soit x ∈ U . On de´duit de 5.5.6.4 et 5.5.6.5
que les assertions suivantes sont e´quivalentes :
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i) x est ferme´ dans Pnk ;
ii) x est ferme´ dans U ;
iii) κ(x) est une extension finie de k.
(6.2.8.5) Exercice. Fixons i entre 0 et n, et posons τj =
Tj
Ti
pour
tout indice j 6= i. Montrez que les ope´rations d’homoge´ne´isation et de
de´shomoge´ne´isation relatives a` la variable Ti mettent en bijection l’ensemble
des (classes d’e´quivalence de) polynoˆmes irre´ductibles de k[τj ]j 6=i et l’ensemble
des (classes d’e´quivalence de) polynoˆmes irre´ductibles de k[T0, . . . , Tn] diffe´rents
de Ti.
(6.2.8.6) On suppose que n = 1. La droite projective P1k est re´union de ses
deux ouverts denses D(T0) et D(T1). Chacun d’eux est isomorphe a` A1k, ce qui
implique qu’il n’est constitue´ que de points ferme´s et d’un point ge´ne´rique –
qui est ne´cessairement par densite´ le point ge´ne´rique de P1k – et que ses ferme´s
stricts sont pre´cise´ment les ensembles finis de points ferme´s.
On en de´duit aise´ment que P1k est elle-meˆme constitue´e d’un point ge´ne´rique
et de points ferme´s, et que ses ferme´s stricts sont pre´cise´ment les ensembles finis
de points ferme´s.
6.3 Le foncteur des points de PnA
(6.3.1) Soit A un anneau. Si X et S sont deux A-sche´mas, nous noterons
comme d’habitude X(S) l’ensemble HomA-Sch(S,X).
(6.3.2) On fixe un entier n. Le but de cette section est de donner une description
explicite et relativement maniable du foncteur S 7→ PnA(S) de A-Sch vers Ens.
Pour tout i, on note Ui l’ouvert D(Ti) de PnA, et Vi l’ouvert affine D(Ti)
de An+1A = Spec A[T0, . . . , Tn]. La re´union V des Vi est un ouvert de A
n+1
A .
Description partielle du foncteur des points de PnA : points
donne´s par une famille de fonctions
(6.3.3) Construction d’un morphisme V → PnA.
(6.3.3.1) Soit i ∈ {0, . . . , n}. L’inclusion A
[
Tj
Ti
]
j 6=i
→֒ A
[
T0, . . . , Tn,
1
Ti
]
induit
un morphisme Ψi:Vi → Ui.
Soit j ∈ {0, . . . , n}. L’intersection Ui ∩ Uj est l’ouvert D(TjTi ) de Ui ;
son image re´ciproque Ψ−1i (Ui ∩ Uj) est l’ouvert D(TjTi ) de Vi, qui s’identifie
a` son ouvert D(Tj), puisque Ti est inversible sur Ui. Autrement dit, on a
l’e´galite´ Ψ−1i (Ui ∩ Uj) = Vi ∩ Vj . Par construction, le morphisme de sche´mas
affines Ψi|Vi∩Vj :Vi ∩ Vj → Ui ∩ Uj est induit par l’inclusion
(A [T0, . . . , Tn]TiTj )0 →֒ A
[
T0, . . . , Tn,
1
TiTj
]
.
En e´changeant i et j, on voit que Ψ−1j (Ui∩Uj) = Vi∩Vj , et que le morphisme
de sche´mas affines Ψj |Vi∩Vj :Vi ∩ Vj → Ui ∩ Uj est induit par l’inclusion
(A [T0, . . . , Tn]TjTi)0 →֒ A
[
T0, . . . , Tn,
1
TjTi
]
.
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Il co¨ıncide donc avec Ψi|Vi∩Vj .
(6.3.3.2) Il de´coule de ce qui pre´ce`de que les morphismes Ψi se recollent
en un morphisme Ψ:V → PnA, qui posse`de la proprie´te´ suivante : pour
tout i, on a Ψ−1(Ui) = Vi, et la fle`che Ψ|Vi :Vi → Ui est induite par
l’inclusion A
[
Tj
Ti
]
j 6=i
→֒ A
[
T0, . . . , Tn,
1
Ti
]
.
(6.3.4) Description fonctorielle du morphisme Ψ.
(6.3.4.1) Soit S un A-sche´ma. L’ensemble An+1A (S) s’identifie canoniquement,
par la fle`che χ 7→ (χ∗Ti), a` OS(S)n+1. Soit (f0, . . . , fn) appartenant a` OS(S)n+1
et soit χ:S → An+1A le morphisme correspondant. Comme χ∗Ti est e´gal a` fi, on
voit que pour tout s ∈ S, on a e´quivalence entre fi(s) = 0 et Ti(χ(s)) = 0.
Il s’ensuit que χ se factorise par Vi pour un certain i (resp. par V ) si et
seulement si fi est inversible (resp. si et seulement si pour tout s ∈ S l’une au
moins des fj est inversible en s).
En d’autres termes, Vi(S) s’identifie au sous-ensemble de OS(S)n+1 forme´
des familles (fj) avec fi inversible, et V (S) a` celui forme´ des familles (fj) telles
que S =
⋃
D(fj).
(6.3.4.2) Le morphisme Ψ induit un morphisme de foncteurs χ 7→ Ψ◦χ – qui le
caracte´rise entie`rement – de S 7→ V (S) vers S 7→ PnA(S). Si S est un A-sche´ma
et si (f0, . . . , fn) est un e´le´ment de V (S), on notera [f0 : f1 : . . . : fn] son image
dans PnA(S) par ce morphisme.
(6.3.4.3) Fixons un indice i. Soit S un A-sche´ma, soit (f0, . . . , fn) ∈ V (S) et
soit χ:S → V le morphisme correspondant. L’image re´ciproque de Ui par la
fle`che Ψ ◦ χ (fle`che qui n’est autre que l’e´le´ment [f0 : . . . : fn] de PnA(S)) est
e´gale a` l’image re´ciproque de Ψ−1(Ui) = Vi par χ, c’est-a`-dire a` D(fi) en vertu
de 6.3.4.1.
En particulier, on voit que [f0 : . . . : fn] appartient au sous-ensemble Ui(S)
de PnA(S) (constitue´ des morphismes qui se factorisent ensemblistement par Ui)
si et seulement si S = D(fi), c’est-a`-dire si et seulement si fi est inversible, ou
encore si et seulement si (f0, . . . , fn) ∈ Vi(S).
(6.3.4.4) Fixons i, soit S un A-sche´ma et soit (f0, . . . , fn) ∈ Vi(S).
D’apre`s 6.3.4.3, l’e´le´ment [f0 : . . . : fn] de PnA(S) appartient a` Ui(S).
On a Ui = Spec A
[
Tj
Ti
]
j 6=i
. L’application χ 7→
(
χ∗
(
Tj
Ti
))
j
permet donc
d’identifier Ui(S) a` l’ensemble des familles (gj)06j6n,j 6=i d’e´le´ments de OS(S).
Comme Ψ|Vi :Vi → Ui est induit par l’inclusion A
[
Tj
Ti
]
j 6=i
→֒ A
[
T0, . . . , Tn,
1
Ti
]
,
l’e´le´ment [f0 : f1 : . . . : fn] de Ui(S) correspond au n-uplet (fj/fi)j par
l’identification ci-dessus. On en de´duit deux faits importants.
• L’application (f0, . . . , fn) 7→ [f0 : f1 : . . . : fn] de Vi(S) dans Ui(S) est
surjective : en effet, si (gj)j 6=i est un e´le´ment de Ui(S), il est par ce qui pre´ce`de
e´gal a` [g0 : . . . : gi−1 : 1 : gi+1 : . . . : gn].
• Si (f0, . . . , fn) et (g0, . . . , gn) sont deux e´le´ments de Vi(S) alors
[f0 : f1 : . . . : fn] = [g0 : g1 : . . . : gn]
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si et seulement si fj/fi = gj/gi pour tout j 6= i. On ve´rifie aussitoˆt que cela
revient a` demander qu’il existe λ ∈ OS(S)× tel que fj = λgj pour tout j.
(6.3.4.5) On de´signe toujours par S un A-sche´ma, et l’on se donne deux
e´le´ments (f0, . . . , fn) et (g0, . . . , gn) de OS(S)n+1. Le but de ce qui suit est
de montrer que
[f0 : . . . : fn] = [g0 : . . . : gn]
si et seulement si il existe λ ∈ OS(S)× telle que fi = λgi pour tout i, et qu’une
telle λ est ne´cessairement unique dans ce cas.
Supposons qu’il existe une telle λ. On a alors imme´diatement les
e´galite´sD(fi) = D(gi) pour tout i, et sur D(fi) la fonction λ est ne´cessairement
e´gale a` fi/gi, ce qui montre de´ja` son unicite´ puisque les D(fi) recouvrent S
par de´finition de V (S). Pour cette meˆme raison il suffit, pour montrer que les
e´le´ments [f0 : . . . fn] et [g0 : . . . : gn] de PnA(S) co¨ıncident, de prouver que c’est
le cas des e´le´ments [f0|Si : . . . : fn|Si ] et [g0|Si : . . . : gn|Si ] de PnA(Si) pour
tout i, ou` l’on a pose´ Si = D(fi) = D(gi).
Fixons donc i. Les fonctions fi et gi sont inversibles sur Si, et les Si-points
(f0|Si , . . . , fn|Si) et (g0|Si , . . . , gn|Si) appartiennent en conse´quence a` Vi(Si). En
vertu de 6.3.4.4, l’existence de la fonction λ entraˆıne l’e´galite´
[f0|Si : . . . : fn|Si ] = [g0|Si : . . . : gn|Si ],
qui est ce qu’on voulait.
Re´ciproquement, supposons que [f0 : f1 : . . . : fn] = [g0 : g1 : . . . : gn].
Fixons i. D’apre`s 6.3.4.3, les ouverts D(fi) et D(gi) de T sont tous deux e´gaux
a` l’image re´ciproque de Ui par [f0 : f1 : . . . : fn] = [g0 : g1 : . . . : gn] ; en
conse´quence, ils co¨ıncident ; posons Si = D(fi) = D(gi). Comme fi et gi sont
inversibles sur Si, l’e´galite´
[f0|Si : . . . : fn|Si ] = [g0|Si : . . . : gn|Si ]
implique en vertu de 6.3.4.4 qu’il existe une fonction inversible λi sur Si telle
que fj|Si = λigj|Si pour tout j. L’assertion d’unicite´ de´ja` e´tablie entraˆıne
que λi|Si∩Sj = λj |Si∩Sj pour tout (i, j), et les λi se recollent ainsi en une
fonction inversible λ qui posse`de la proprie´te´ requise.
(6.3.5) Re´capitulons : le morphisme Ψ:V → PnA induit pour tout A-sche´ma S
une application (f0, . . . , fn) 7→ [f0 : . . . : fn] de V (S) vers PnA(S) dont on a de´crit
au 6.3.4.5 le ≪noyau≫, c’est-a`-dire les conditions sous lesquelles deux e´le´ments
ont meˆme image : il faut et il suffit qu’ils satisfassent la relation de ≪coline´arite´
inversible≫.
Il est par contre difficile en ge´ne´ral de de´crire son image que nous
noterons Pn,♯A (S). Indiquons tout de meˆme quelques faits a` son sujet.
(6.3.5.1) Soit S un A-sche´ma. Pour tout i, le sous-ensemble Ui(S) de PnA(S)
est contenu dans Pn,♯A (S) : c’est une simple conse´quence de la surjectivite´ de
l’application Vi(S)→ Ui(S) (6.3.4.4).
Supposons que PnA(S) soit la re´union des Ui(S) (nous verrons un peu plus bas
que cette condition est effectivement ve´rifie´e lorsque S est le spectre d’un corps,
et plus ge´ne´ralement d’un anneau local). On a alors en vertu de ce qui pre´ce`de
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l’e´galite´ Pn,♯A (S) = P
n
A(S). Notez par ailleurs que comme Vi(S) est l’image
re´ciproque de Ui(S) pour tout i (6.3.4.3), l’e´galite´ PnA(S) =
⋃
Ui(S) implique
que V (S) =
⋃
Vi(S). On dispose donc d’une bijection canonique entre PnA(S) et
le quotient de
V (S) =
⋃
Vi(S) = {(f0, . . . , fn) ∈ OS(S)n+1, ∃i, fi ∈ OS(S)×}
par la relation de coline´arite´ inversible.
(6.3.5.2) En ge´ne´ral, Pn,♯A (S) ( P
n
A(S). Donnons un exemple. On suppose
que A 6= {0} et que n > 1, et l’on pose S = PnA. Comme OPnA(PnA) = A
d’apre`s 6.2.4, le sous-ensemble Pn,♯A (P
n
A) est simplement constitue´ d’e´le´ments
de la forme [a0 : . . . : an] ou` les ai appartiennent a` A, et ou` les D(ai)
recouvrent Spec A.
Or IdPn
A
ne peut pas eˆtre de cette forme. En effet, soit (a0, . . . , an) comme
ci-dessus, et soit x un point de Spec A (comme A est non nul, son spectre est
non vide). Il existe i tel que ai(x) 6= 0, et ai est donc inversible sur toute la
fibre Pnκ(x) de P
n
A en x. Il s’ensuit que le morphisme [a0 : . . . : an] envoie toute
la fibre Pnκ(x) sur l’ouvert D(Ti) de P
n
κ(x), qui est strict car n > 1 (6.2.3.3). En
conse´quence, [a0 : . . . : an] ne peut eˆtre e´gal a` IdPn
A
.
(6.3.6) Nous allons toutefois donner deux exemples fondamentaux dans
lesquels Pn,♯A (S) est e´gal a` P
n
A(S). Le premier d’entre eux s’ave´rera eˆtre un cas
particulier du second, mais nous avons choisi de le traiter se´pare´ment au vu de
son importance.
(6.3.6.1) Soit k une A-alge`bre qui est un corps. Comme Spec k ne comprend
qu’un point, tout morphisme de Spec k vers PnA a ne´cessairement une image
contenue dans Ui pour un certain i. Il s’ensuit que PnA(k) =
⋃
Ui(k). On
de´duit alors de 6.3.5.1 que Pn,♯A (k) = P
n
A(k), et plus pre´cise´ment que P
n
A(k)
s’identifie naturellement au quotient de kn+1 \ {(0, . . . , 0)} par la relation de
coline´arite´ inversible ; on retrouve ainsi la description classique ou na¨ıve de
l’espace projectif.
(6.3.6.2) Lemme. Soit B un anneau local. Si W est un ouvert de Spec B qui
contient son unique point ferme´ alors W = Spec B.
De´monstration. Soit x le point ferme´ de Spec B. Comme W contient x,
il existe f ∈ B tel que D(f) ⊂ W et tel que f(x) 6= 0. Mais cette dernie`re
condition signifie que f n’appartient pas a` l’ide´al maximal de B, et donc que f
est inversible. En conse´quence D(f) est e´gal a` Spec B tout entier, et il en va a
fortiori de meˆme de W . 
(6.3.6.3) Soit maintenant B une A-alge`bre locale et soit x le point ferme´
de Spec B. Soit χ un morphisme de Spec B vers PnA. Il existe un indice i tel
que χ(x) ∈ Ui. L’image re´ciproque χ−1(Ui) est donc un ouvert de Spec B qui
contient x ; d’apre`s le lemme 6.3.6.2 ci-dessus, c’est Spec B tout entier, ce qui
veut dire que χ(Spec B) ⊂ Ui. Il s’ensuit que PnA(B) =
⋃
Ui(B). On de´duit
alors de 6.3.5.1 que Pn,♯A (B) = P
n
A(B), et plus pre´cise´ment que P
n
A(B) s’identifie
naturellement au quotient de
{(b0, . . . , bn) ∈ Bn+1, ∃i, bi ∈ B×}
par la relation de coline´arite´ inversible.
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Quelques exemples
(6.3.7) On suppose pour ce paragraphe que l’anneau A est un corps, que
nous pre´fe´rons noter k. Soit x ∈ Pnk (k) (on peut voir x aussi bien comme un
morphisme de Spec k vers Pnk que comme un point sche´matique de P
n
k de corps
re´siduel k, cf. 5.5.7.1 ; dans ce qui suit, nous utiliserons implicitement ces deux
interpre´tations). D’apre`s 6.3.6.1, il existe un (n+1)-uplet (a0, . . . , an) d’e´le´ments
non tous nuls de k tel que x = [a0 : . . . : an]. Pour tout i, on a x ∈ Ui(k) si et
seulement si ai 6= 0 (6.3.4.3).
(6.3.7.1) Soit i tel que ai 6= 0, c’est-a`-dire encore tel que x ∈ Ui(k). On a un
isomorphisme Ui ≃ Spec k
[
Tj
Ti
]
j 6=i
qui permet d’identifier Ui(k) a` l’ensemble des
n-uplets (bj)06j6n,j 6=i d’e´le´ments de k. D’apre`s 6.3.4.4, le n-uplet qui correspond
a` x est (aj/ai)j 6=i.
(6.3.7.2) De´clinons ces faits dans le cas particulier ou` n = 1. La droite
projective P1k est alors re´union de deux cartes affines U0 et U1, respectivement
munies des fonctions coordonne´es τ1 := T1/T0 et τ0 := T0/T1. Le point x
s’e´crit [a0 : a1], ou` (a0, a1) ∈ k2 \ {(0, 0)}.
Si a0 6= 0 alors x ∈ U0(k) ; c’est le point na¨ıf d’e´quation τ1 = a1/a0 de la
carte U0.
Si a1 6= 0 alors x ∈ U1(k) ; c’est le point na¨ıf d’e´quation τ0 = a0/a1 de la
carte affine U1.
Si a0 = 0 alors x /∈ U0(k). C’est le point na¨ıf d’e´quation τ0 = 0 de la carte
affine U1 ou, si l’on pre´fe`re, le ≪point a` l’infini≫ relativement a` la coordonne´e τ1.
Si a1 = 0 alors x /∈ U1(k). C’est le point na¨ıf d’e´quation τ1 = 0 de la carte
affine U0 ou, si l’on pre´fe`re, le ≪point a` l’infini≫ relativement a` la coordonne´e τ0.
Notons que le point ferme´ x de P1k est e´gal a` V (a1T0 − a0T1) : il suffit en
effet de ve´rifier que {x}∩U0 = V (a1− a0τ1) et {x}∩U1 = V (a1τ0− a0), et cela
de´coule aussitoˆt de ce qui pre´ce`de.
(6.3.8) On ne suppose plus que A est un corps. Le A-sche´ma P1A est
re´union de deux cartes affines U0 et U1, respectivement munies des fonctions
coordonne´es τ1 := T1/T0 et τ0 := T0/T1.
(6.3.8.1) Soit s ∈ P1,♯A (A). Par de´finition, s est une section du morphisme
structural P1A → Spec A, section qui est de la forme [a0 : a1] ou` a0 et a1 sont
deux e´le´ments de A tels que Spec A = D(a0) ∪ D(a1), c’est-a`-dire encore tels
que l’ide´al (a0, a1) de A soit e´gal a` A.
Soit x ∈ Spec A. L’image s(x) est alors (par fonctorialite´ de toutes
les constructions) le κ(x)-point [a0(x), a1(x)] de la fibre P1κ(x) de P
1
A en x
(comme Spec A = D(a0) ∪ D(a1) on a bien a0(x) 6= 0 ou a1(x) 6= 0). On a
donc
s(Spec A) ∩ P1κ(x) = s(x) = V (a1(x)T0 − a0(x)T1)︸ ︷︷ ︸
ferme´ de P1
κ(x)
= V (a1T0 − a0T1)︸ ︷︷ ︸
ferme´ de P1
A
∩P1κ(x).
Ceci valant pour tout x, il vient s(Spec A) = V (a1T0 − a0T1).
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(6.3.8.2) Supposons que A = Z, que a0 = 2 et que a1 = 1. Soit y ∈ Spec Z.
Son image s(y) est le κ(y)-point [1 : 2] de P1κ(x). On distingue maintenant deux
cas.
• Si 2(y) 6= 0, c’est-a`-dire si y 6= x2, alors s(y) est le κ(y)-point
d’e´quation τ1 = (1/2) de la carte affine U0 ∩ P1κ(y).
• Si 2(y) = 0, c’est-a`-dire si y = x2, alors s(y) est l’origine de la
carte affine U1 ∩ P1F2 , c’est-a`-dire encore le point a` l’infini de P1F2 relatif a` la
coordonne´e τ1.
L’image s(Spec Z) est le ferme´ V (2T1 − T0) de P1Z, qui est irre´ductible. En
effet, Spec Z est irre´ductible et il en va donc de meˆme de son image par n’importe
quelle application continue – on peut aussi si l’on pre´fe`re remarquer qu’il existe
un home´omorphisme naturel
V (2T1 − T0) ≃ Proj Z[T0, T1]/(2T1 − T0) = Proj Z[T1] ≃ Spec Z,
et utiliser la` encore l’irre´ductibilite´ de Spec Z.
Remarque. La description explicite de s(y) donne´e ci-dessus pour tout y
appartenant a` Spec Z montre que V (2T1 − T0) est la re´union disjointe de son
ouvert non vide U0 ∩ V (2T1 − T0) (qui est le ferme´ V (2τ1 − 1) de U0 ≃ A1Z) et
du point a` l’infini (relativement a` la coordonne´e τ1) de la fibre P1F2. Comme le
ferme´ V (2T1 − T0) est irre´ductible, son ouvert non vide V (2τ1 − 1) ⊂ U0 en est
une partie dense, ce qui veut dire que V (2T1 − T0) = V (2τ1 − 1).
Or le ferme´ V (2τ1 − 1) de U0 ≃ A1Z a de´ja` e´te´ e´tudie´ en 4.2.5.2. Nous avions
signale´ qu’il ne rencontrait pas A1F2 , et mentionne´ en 4.2.12.2 qu’il l’intersectait
en fait moralement ≪a` l’infini≫. Cette assertion un peu vague a de´sormais sa
traduction rigoureuse : nous venons en effet de voir que dans P1Z, l’adhe´rence
de V (2τ1 − 1) est pre´cise´ment la re´union de ce dernier et du point a` l’infini
de P1F2 .
(6.3.8.3) Supposons que A = Z, que a0 = 2 et que a1 = 3 (notons que (2, 3)
engendre bien Z puisque 2 et 3 sont premiers entre eux). Soit y ∈ Spec Z. Son
image s(y) est le κ(y)-point [2 : 3] de P1κ(y). On distingue maintenant trois cas.
• Si 2(y) 6= 0 et 3(y) 6= 0 c’est-a`-dire si y /∈ {x2, x3} est le κ(y)-
point d’e´quation τ1 = (3/2) de la carte affine U0 ∩ P1κ(y), et le κ(y)-point
d’e´quation τ0 = (2/3) de la carte affine U1 ∩ P1κ(y).
• Si 2(y) = 0, c’est-a`-dire si y = x2 alors s(y) est l’origine de la carte
affine U1 ∩ P1F2 , c’est-a`-dire encore le point a` l’infini de P1F2 relatif a` la
coordonne´e τ1.
• Si 3(y) = 0, c’est-a`-dire si y = x2 alors s(y) est l’origine de la carte
affine U0 ∩ P1F3 , c’est-a`-dire encore le point a` l’infini de P1F3 relatif a` la
coordonne´e τ0.
L’image s(Spec Z) est le ferme´ V (2T1 − 3T0) de P1Z, qui est irre´ductible
puisque Spec Z est irre´ductible.
Les faisceaux O(d)
(6.3.9) Si k est une A-alge`bre qui est un corps, on a vu que PnA(k) posse`de une
description agre´able : c’est le quotient de kn+1 \ {(0, . . . , 0)} par la relation de
coline´arite´ inversible.
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(6.3.9.1) Malheureusement, cette description ne se ge´ne´ralise pas telle quelle
aux A-sche´mas quelconques. On a certes construit, pour tout A-sche´ma S, un
sous-ensemble naturel Pn,♯A (S) de P
n
A(S) qui s’identifie au quotient de
V (S) = {(f0, . . . , fn) ∈ OS(S)n+1,
⋃
D(fi) = S}
par la relation de coline´arite´ inversible. Mais on a signale´ qu’en ge´ne´ral, Pn,♯A (S)
est un sous-ensemble strict de PnA(S) (6.3.5.2).
(6.3.9.2) Nous allons maintenant donner une description le´ge`rement diffe´rente
de PnA(k) qui aura l’avantage de bien se ge´ne´raliser a` un A-sche´ma quelconque.
Soit C la cate´gorie de´finie comme suit. Ses objets sont les fa-
milles (L, s0, . . . , sn) ou` L est un k-espace vectoriel de dimension 1, et ou` les si
sont des e´le´ments non tous nuls de L. Un morphisme de (L, (si)) vers (L
′, (s′i))
est une bijection line´aire ϕ:L → L′ qui envoie si sur s′i pour tout i (les
morphismes de C sont donc tous des isomorphismes).
Nous allons montrer qu’il existe une bijection naturelle entre PnA(k) et
l’ensemble I des classes d’isomorphie d’objets de C.
Soit x ∈ PnA(k). E´crivons x = [a0 : . . . : an] ou` les ai sont des scalaires non
tous nuls. La classe d’isomorphie de l’objet (k, (ai)) de C ne de´pend alors que
de x, et pas du choix des ai. En effet, si λ ∈ k×, l’homothe´tie de rapport λ
est un isomorphisme de (k, (ai)) sur (k, (λai)). On a ainsi de´fini une application
de PnA(k) vers I.
Re´ciproquement, soit (L, (si)) un objet de C. Choisissons une base de L,
c’est-a`-dire un isomorphisme L ≃ k ; pour tout i, notons ai l’image de si sous
cette bijection. Comme deux isomorphismes entre L et k ≪diffe`rent≫ simplement
d’une homothe´tie de rapport inversible, l’e´le´ment [a0 : . . . : an] de PnA(k) ne
de´pend que de (L, (si)), et meˆme que de la classe d’isomorphie de ce dernier.
On a ainsi construit une application de I vers PnA(k).
On ve´rifie aussitoˆt que les deux fle`ches PnA(k) → I et I → PnA(k) ainsi
construites sont des bijections re´ciproques l’une de l’autre.
(6.3.10) Pour pouvoir ge´ne´raliser la description de PnA(k) donne´e ci-dessus
a` un A-sche´ma quelconque, il va eˆtre ne´cessaire d’introduire un OPn
A
-module
localement libre de rang 1 particulier, qui sera note´ O(1). Nous allons en fait
plus ge´ne´ralement de´finir pour tout d ∈ Z un OPn
A
-module O(d).
(6.3.10.1) Soit d ∈ Z. Rappelons que si U est un ouvert de PnA, on note Shom(U)
l’ensemble des polynoˆmes homoge`nes f ∈ A[T0, . . . , Tn] tels que U ⊂ D(f). La
fle`che
U 7→ (Shom(U)−1A[T0, . . . , Tn])d
est un pre´faisceau sur PnA, qui est de manie`re naturelle un module sur le
pre´faisceau d’anneaux U 7→ (Shom(U)−1A[T0, . . . , Tn])0.
On note O(d) le faisceau associe´ a` U 7→ (Shom(U)−1A[T0, . . . , Tn])d.
C’est de manie`re naturelle un module sur le faisceau d’anneaux O(0) associe´
a` (Shom(U)−1A[T0, . . . , Tn])0, qui n’est autre que OPn
A
par de´finition de ce
dernier.
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(6.3.10.2) Soit i ∈ {0, . . . , n}. Pour tout ouvert U ⊂ Ui = D(Ti),
l’application f 7→ T di f induit une bijection de Shom(U)−1A[T0, . . . , Tn])0
vers Shom(U)−1A[T0, . . . , Tn])d, de re´ciproque g 7→ T−di g.
Il s’ensuit que f 7→ T di f induit un isomorphisme OUi ≃ O(d)|Ui , de
re´ciproque g 7→ T−di g.
Comme les Ui recouvrent PnA, le OPnA -module O(d) est localement libre de
rang 1.
(6.3.10.3) Soit i ∈ {0, . . . , n}. Il de´coule de 6.3.10.2 et du fait que
OUi(Ui) = A
[
T0, . . . , Tn,
1
Ti
]
0
que O(d)(Ui) s’identifie naturellement a` A
[
T0, . . . , Tn,
1
Ti
]
d
.
On en de´duit, par des raisonnements et calculs analogues a` ceux suivis
en 6.2.3.4 et 6.2.4, que la fle`che canonique A[T0, . . . , Tn]d → O(d)(PnA) est un
isomorphisme. E´nonc¸ons tout de suite quelques conse´quences de ce fait.
• Supposons d < 0. Le A-module O(d)(PnA) s’identifie a` l’ensemble des
polynoˆmes en T0, . . . , Tn qui sont homoge`nes de degre´ d ; il est donc nul.
Comme OPn
A
(PnA) = A, on voit que O(d) est non trivial (comme OPnA-module
localement libre de rang 1) de`s que A 6= {0}.
• Supposons d > 0. Le A-module O(d)(PnA) s’identifie a` l’ensemble des
polynoˆmes en T0, . . . , Tn qui sont homoge`nes de degre´ d ; il est donc libre de
rang r(n, d) :=
(
n+ d
d
)
(faites l’exercice !). Si n > 1 et d > 0 on ve´rifie
aussitoˆt que r(d, n) > r(0, n) = 1 ; il s’ensuit que O(d) est non trivial de`s
que n > 1, d > 0 et A 6= {0}.
(6.3.10.4) Supposons que d > 0 et soit f ∈ A[T0, . . . , Tn]d. On peut en vertu
de 6.3.10.3 la voir comme un e´le´ment de O(d)(PnA). Soit F le lieu des ze´ros
de f vue comme section globale de O(d). Soit i ∈ {0, . . . n}. On a vu au 6.3.10.2
que g 7→ T−di g e´tablit un isomorphisme entre O(d)|Ui et OUi . Cet isomorphisme
envoie f sur la fonction f
Td
i
. En conse´quence, F ∩ Ui est le lieu des ze´ros de la
fonction f
Td
i
, lequel s’identifie a` V (f) ∩ Ui (d’apre`s 6.1.5.5).
Ceci valant pour tout i, il vient F = V (f). Le lieu des ze´ros V (f) de f au
sens ad hoc de la ge´ome´trie projective est donc en fait son lieu des ze´ros comme
section de O(d).
Soit g ∈ A[T0, . . . , Tn]d. Le quotient fg est une fonction bien de´finie sur
l’ouvert affine D(g). Comme on a e´videmment f = fg · g dans le OPnA(D(g))-
module O(d)(D(g)), on voit que fg est bien le quotient des sections f et g
de O(d), au sens de 3.4.6.3.
Nous utiliserons ces faits implicitement dans toute la suite du texte.
(6.3.10.5) Soient d1 et d2 deux entiers relatifs. Pour tout ouvert U de PnA, le
produit de´finit une application biline´aire de
Shom(U)−1A[T0, . . . , Tn]d1 × Shom(U)−1A[T0, . . . , Tn]d2
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vers Shom(U)−1A[T0, . . . , Tn]d1+d2 , d’ou` par passage au produit tensoriel et
faisceautisation un morphisme
O(d1)⊗OPn
A
O(d2)→ O(d1 + d2).
Nous allons montrer qu’il s’agit d’un isomorphisme. Pour cela, il suffit de
raisonner localement ; on peut donc fixer i ∈ {0, . . . , n} et e´tablir l’assertion
requise sur la carte Ui. On de´duit de 6.3.10.2 que T
d1
i (resp. T
d2
i ) est une section
inversible de O(d1)|Ui (resp. de O(d2)|Ui). En conse´quence, T d1i ⊗ T d2i est une
section inversible de (O(d1)⊗OPn
A
O(d2))|Ui .
Le morphisme ci-dessus envoie T d1i ⊗ T d2i sur T d1+d2i qui est elle-meˆme
d’apre`s loc. cit. une section inversible de O(d1 + d2)|Ui . L’assertion requise
s’ensuit aussitoˆt.
Description comple`te du foncteur des points PnA
(6.3.11) Soit S un sche´ma. On note LS la cate´gorie de´finie comme suit. Ses
objets sont les familles (L , s0, . . . , sn) ou` L est un OS-module localement libre
de rang 1 et ou` les si sont des sections globales de L telles que S =
⋃
D(si).
Si (L , (si)) et (L ′, (s′i)) sont deux objets de LS , un morphisme de (L , (si))
vers (L ′, (s′i)) est un isomorphisme de L sur L
′ qui envoie si sur s
′
i pour
tout i (ainsi, tout morphisme de LS est un isomorphisme).
(6.3.11.1) Si k est un corps, la cate´gorie LSpec k s’identifie a` la cate´gorie C
de´finie au 6.3.9.2.
(6.3.11.2) Comme PnA =
⋃
D(Ti), la famille (O(1), (Ti)) est un objet de LPn
A
.
(6.3.11.3) Soit Ψ:S′ → S un morphisme de sche´mas et soit (L , (si)) un objet
de LS . Il est imme´diat que (Ψ
∗L , (Ψ∗si)) est un objet de LS′ .
(6.3.12) Soit S un A-sche´ma et soit (L , (si)) un objet de LS . Nous allons lui
associer un A-morphisme de S vers PnA.
Soit U un ouvert de S. Supposons qu’il existe un indice i tel que si|U soit
inversible. Comme la fonction si/si est e´gale a` 1 (et est en particulier inversible),
la famille (sj/si)06j6n de fonctions sur U donne lieu a` un A-morphisme
[s0/si : . . . : sn/si]
de U vers PnA, et meˆme vers Ui.
Si j est un autre indice tel que sj soit inversible sur U , on a pour tout ℓ
l’e´galite´ sℓ/si = (sj/si)sℓ/sj, et les deux morphismes
[s0/si : . . . : sn/si] et [s0/sj : . . . : sn/sj]
de U vers PnA co¨ıncident donc. On a ainsi construit un A-morphisme χU :U → PnA
qui ne de´pend d’aucun choix. Il est imme´diat que si V est un ouvert de U
alors χV = χU |V .
Comme S =
⋃
D(si), les ouverts U de S sur lequel l’une au moins des si
est inversible recouvrent S. Lorsque U parcourt l’ensemble desdits ouverts, les
morphismes χU se recollent en un A-morphisme χ:S → PnA. Il est imme´diat
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que ce morphisme ne de´pend que de la classe d’isomorphie de (L , (si)) (un
isomorphisme entre deux objets de LS pre´servant les quotients des sections
concerne´es).
Il re´sulte de la de´finition de χ ainsi que de 6.3.4.3 que pour tout (i, j),
l’ouvert χ|−1D(sj)(Ui) de D(sj) est e´gal a` D(si/sj), c’est-a`-dire a` D(si) ∩D(sj).
En fixant i et faisant varier j, il vient χ−1(Ui) = D(si).
Comme χ|D(si) = [s0/si : . . . : sn/si] on de´duit de 6.3.4.4
que (χ|D(si))∗(Tj/Ti) = (sj/si)/(si/si) = sj/si pour tout j 6= i (et c’est
d’ailleurs vrai trivialement aussi pour j = i).
Le morphisme χ sera note´ [s0 : . . . : sn].
(6.3.13) Remarque. Soit S un A-sche´ma et soient (f0, . . . , fn) des fonctions
sur S telles que S =
⋃
D(fi). La famille (OS , (fi)) est alors un objet de LS , et
il est imme´diat que le A-morphisme [f0 : . . . , fn] de´fini ci-dessus co¨ıncide avec
celui que nous notions [f0 : . . . : fn] jusqu’a` pre´sent. Il n’y a donc pas de conflits
de notations.
(6.3.14) Nous sommes maintenant en mesure de donner une description pre´cise
du foncteur S 7→ PnA(S) qui ge´ne´ralisera ce qui a e´te´ fait au 6.3.9.2.
(6.3.15) The´ore`me. Soit S un A-sche´ma. Les fle`ches
χ 7→ (χ∗O(1), (χ∗Ti))
et
(L , (si)) 7→ [s0 : . . . : sn]
e´tablissent une bijection fonctorielle en S entre PnA(S) et l’ensemble des classes
d’isomorphie d’objets de LS .
De´monstration. Les fle`ches de l’e´nonce´ constituent clairement deux
applications fonctorielles en S. Il reste a` s’assurer qu’elles sont re´ciproques l’une
de l’autre.
(6.3.15.1) Soit χ un A-morphisme de S vers PnA. Nous allons montrer que
le morphisme [χ∗T0, . . . , χ
∗Tn] co¨ıncide avec χ. C’est une proprie´te´ qu’il suffit
de ve´rifier localement ; nous allons donc nous assurer qu’elle est vraie sur
l’ouvert Si = χ
−1(Ui) = D(χ
∗Ti) pour tout i, ce qui permettra de conclure.
Soit i ∈ {0, . . . , n}. Par de´finition, la restriction de [χ∗T0, . . . , χ∗Tn] a` Si est
l’e´le´ment
[χ∗T0/χ
∗Ti : . . . : χ
∗Tn/χ
∗Ti] = [χ
∗(T0/Ti) : . . . : χ
∗(Tn/Ti)],
de Ui(Si).
On sait par ailleurs d’apre`s 6.3.4.4 que θ 7→ (θ∗(Tj/Ti))j 6=i e´tablit une
bijection entre Ui(Si) et l’ensemble des n-uplets (gj)j 6=i de fonctions sur Si ;
et que modulo cette bijection, [χ∗(T0/Ti) : . . . : χ
∗(Tn/Ti)] correspond au n-
uplet (χ∗(Tj/Ti)/χ
∗(Ti/Ti))j = (χ
∗(Tj/Ti))j . Il en re´sulte imme´diatement
que [χ∗(T0/Ti) : . . . : χ
∗(Tn/Ti)] = χ|Si , comme annonce´.
(6.3.15.2) Soit (L , (si)) un objet de LS . Posons
χ = [s0 : . . . : sn].
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Nous allons montrer que (χ∗O(1), (χ∗Ti)) est isomorphe a` (L , (si)).
Fixons i. On sait que χ−1(Ui) = D(si) (6.3.12). Sur cet ouvert, si est une
section inversible de L , et χ∗Ti est une section inversible de O(1). Il existe
donc un unique isomorphisme ℓi:L |Ui ≃ χ∗O(1)|Ui qui envoie si sur χ∗Ti.
Soit j ∈ {0, . . . , n}. On a les e´galite´s
ℓi(sj) = ℓi((sj/si)si) = (sj/si)ℓi(si) = (sj/si)χ
∗Ti = χ
∗(Tj/Ti)χ
∗Ti = χ
∗Tj
(pour l’avant dernie`re e´galite´, cf. 6.3.12).
On voit en particulier que ℓi|D(si)∩D(sj) est l’unique isomorphisme
de L |D(si)∩D(sj) sur χ∗O(1)|D(si)∩D(sj) qui envoie sj sur χ∗Tj ; il co¨ıncide donc
ne´cessairement avec ℓj |D(si)∩D(sj).
On en de´duit que les isomorphismes ℓi se recollent en un isomor-
phisme ℓ:L → χ∗O(1). On a vu au cours de la preuve que l’e´galite´ ℓ(sj) = χ∗Tj
valait pour tout j sur chacun des Ui. Deux sections d’un faisceau qui sont
localement e´gales le sont globalement, et l’on a donc ℓ(sj) = χ
∗Tj pour tout j,
ce qui ache`ve la de´monstration. 
(6.3.16) Commentaires. Soit S un A-sche´ma.
(6.3.16.1) Soit L un OS-module localement libre de rang 1, et soient (si)06i6n
et (ti)06i6n deux familles de sections globales de L telles que
S =
⋃
D(si) =
⋃
D(ti).
Ces familles de´finissent deux morphismes [s0 : . . . : sn] et [t0 : . . . : tn] de S
vers PnA.
En vertu du the´ore`me 6.3.15, ces deux morphismes co¨ıncident si et seulement
si il existe un automorphisme ℓ de L envoyant si sur ti pour tout i. Mais les
automorphismes de L sont pre´cise´ment les homothe´ties de rapport inversible ;
en conse´quence,
[s0 : . . . : sn] = [t0 : . . . : tn]
si et seulement si il existe λ ∈ OS(S)× tel que ti = λsi pour tout i : on
ge´ne´ralise ainsi 6.3.4.5 au cas des morphismes de´finis par une famille de sections
de n’importe quel OS-module localement libre de rang 1 (cf. remarque 6.3.13)
(6.3.16.2) Les faits suivants se de´duisent du the´ore`me 6.3.15 et de la
remarque 6.3.13 :
• si (L , (si)) est un objet de LS , le morphisme [s0 : . . . : sn] appartient
a` Pn,♯A (S) si et seulement si L est trivial ;
• si χ:S → PnA est un A-morphisme, il appartient a` Pn,♯A (S) si et seulement
si χ∗O(1) est trivial.
On peut ainsi donner un autre e´clairage sur le contre-exemple 6.3.5.2 : on a
e´videmment Id∗Pn
A
O(1) = O(1), et l’on a signale´ au 6.3.10.3 que O(1) n’est pas
trivial de`s que A 6= {0} et n > 1.
(6.3.16.3) Il re´sulte de 6.3.16.2 que pour que PnA(S) = P
n,♯
A (S), il suffit
que tout OS-module localement libre de rang 1 soit trivial. Citons trois cas
dans lesquels cette dernie`re proprie´te´ est satisfaite (en ce qui concerne les deux
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premiers, nous avions de´ja` de´montre´ directement l’e´galite´ PnA(S) = P
n,♯
A (S)
en 6.3.6.1 et 6.3.6.3).
• Le cas ou` S est le spectre d’un corps (c’est e´vident).
• Le cas ou` S est le spectre d’un anneau local (c’est duˆ au lemme 6.3.6.2).
• Le cas ou` S est le spectre d’un anneau principal (c’est une conse´quence
de 5.3.9 et du corollaire 2.6.7.2).
On de´duit notamment de ce dernier exemple que PnZ(Z) = P
n,♯
Z (Z).
(6.3.17) Fonctorialite´ des diffe´rentes constructions. Dans tout ce
chapitre, nous avions fixe´ un anneau de base A, et la plupart du temps
nous avons omis de le mentionner explicitement dans les notations (excepte´
pour PnA). En toute rigueur, nous aurions duˆ parler de l’ouvert VA de A
n+1
A , du
morphisme ΨA:VA → PnA, et des faisceaux O(d)A. Adoptons pour un instant ces
conventions, plus pre´cises (mais e´galement un peu plus lourdes). Soit B une A-
alge`bre. On ve´rifie alors sans peine (nous vous laissons le faire en exercice) que
toutes nos constructions se comportent bien par extension des scalaires de A
a` B. Plus pre´cise´ment :
• ΨB:VB → PnB se de´duit de VA → PnA par produit fibre´ avec Spec B au-
dessus de Spec A ;
• le OPn
B
-module O(1)B s’identifie a` π∗O(1)A ou` π est le morphisme
canonique PnB → PnA ;
• si S est un A-sche´ma, si (L , (si)) est un objet de LS , et si p de´signe le
morphisme canonique de SB := S ×Spec A Spec B vers S alors le morphisme
[p∗s0 : . . . : p
∗sn]:SB → PnB
se de´duit de [s0 : . . . : sn] par produit fibre´ avec Spec B au-dessus de Spec A.
6.4 Quelques exemples de morphismes en
ge´ome´trie projective
(6.4.1) Jusqu’a` maintenant, nous avons vu une seule me´thode de construction
de morphismes en ge´ome´trie projective, consistant a` exploiter la fonctorialite´
(partielle) du sche´ma Proj B en l’anneau gradue´ B (6.1.7 et sq.). Le moins
qu’on puisse dire est qu’elle n’est pas particulie`rement engageante, et le but de
cette section est d’en proposer d’autres, fonde´es sur la description explicite du
foncteur des points de l’espace projectif (th. 6.3.15).
Nous observerons a` cette occasion une nouvelle manifestation de la
philosophie de´gage´e a` la section 5.6. En effet, comme nous le verrons, cette
approche fonctorielle permettra peu ou prou de retrouver le point de vue na¨ıf
ou ensembliste sur la ge´ome´trie projective, selon lequel les sous-varie´te´s sont
les lieux des ze´ros de syste`mes d’e´quations polynomiales homoge`nes, et les
morphismes des applications de´finies par des formules polynomiales homoge`nes ;
a` une petite subtilite´ pre`s toutefois : il faudra conside´rer les polynoˆmes
homoge`nes en un sens ≪tensoriel≫ et non ≪multiplicatif≫ – pour la signification
pre´cise de cette remarque, cf. 6.4.2.2 infra.
(6.4.2) Quelques notations. On fixe pour toute la suite de la section un
anneau A.
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(6.4.2.1) Si S est un sche´ma et n un entier, nous noterons LnS la cate´gorie que
nous avions simplement note´e LS au 6.3.11 (l’entier n e´tait alors fixe´ une fois
pour toutes ; ce ne sera pas le cas dans cette section, et il est donc pre´fe´rable
de le faire figurer explicitement dans les notations). Nous de´signerons par |LnS |
l’ensemble des classes d’isomorphie d’objets de LnS .
Pour tout n ∈ N et tout A-sche´ma S, le the´ore`me 6.3.15 fournit une bijection
PnA(S) ≃ |LnS |
fonctorielle en S.
(6.4.2.2) Interpre´tation tensorielle d’un polynoˆme homoge`ne. Soient n et d
deux entiers et soit P un polynoˆme homoge`ne de degre´ d appartenant
a` A[T0, . . . , Tn]. E´crivons P =
∑
(ei)
a(ei)
∏
i T
ei
i , ou` (ei) parcourt la famille
des (n+1)-uplets d’entiers de somme e´gale a` d, et ou` les a(ei) sont des scalaires
(e´videmment presque tous nuls).
Soit S un A-sche´ma, soit L un OS-module localement libre de rang 1 et
soit (si)06i6n une famille de sections globales de L . On pose alors
P (s0, . . . , sn) =
∑
(ei)
a(ei)
⊗
i
s⊗eii ∈ L⊗d(S).
Remarquons que si L = OX alors L ⊗d s’identifie a` OX via la multiplication
des fonctions, et que modulo cette identification P (s0, . . . , sn) a son sens
habituel.
(6.4.3) Morphisme donne´ par une famille de polynoˆmes homoge`nes.
Soient n,m et d trois entiers, avec d > 0. Soit (P0, . . . , Pn) une famille de
polynoˆmes homoge`nes de degre´ d en les variables (S0, . . . , Sm).
(6.4.3.1) Soit ϕ l’unique morphisme de A-alge`bres de A[T0, . . . , Tn]
dans A[S0, . . . , Sm] qui envoie Ti sur Pi pour tout d. Il est homoge`ne de degre´ d,
et induit donc en vertu de 6.1.7 et sq. un morphisme de A-sche´mas ψ: Ω→ PnA
ou` Ω est l’ouvert
⋃
D(Pi) de PmA .
(6.4.3.2) Par ailleurs, (O(d)|Ω, (Pi|Ω)) est un objet de LnΩ, et de´finit donc lui-
meˆme un morphisme de A-sche´mas χ: Ω→ PnA.
(6.4.3.3) Lemme. Les morphismes ψ et χ de Ω vers PnA sont e´gaux.
De´monstration. Pour tout i, on pose Ui = D(Ti) ⊂ PnA. Il re´sulte de 6.1.7.1
et 6.3.4.3 que l’on a pour tout i l’e´galite´ ψ−1(Ui) = χ
−1(Ui) = D(Pi). Il suffit
pour conclure de montrer que pour tout i, les morphismes de D(Pi) vers Ui
induits par ψ et χ co¨ıncident.
Soit donc i ∈ {0, . . . , n}. Pour montrer que ψ|D(Pi):D(Pi) → Ui et
χ|D(Pi):D(Pi)→ Ui co¨ıncident, il suffit de s’assurer que χ∗(Tj/Ti) = ψ∗(Tj/Ti)
pour tout j 6= i (6.3.4.4). Or pour tout j 6= i on a χ∗(Tj/Ti) = Pj/Pi
d’apre`s 6.3.4.4, et ψ∗(Tj/Ti) = Pj/Pi d’apre`s 6.1.7.3. 
Immersions ouvertes et ferme´es
(6.4.4) Immersions ouvertes. Soient n et d deux entiers, et soit f un e´le´ment
homoge`ne de degre´ d de A[T0, . . . , Tn].
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(6.4.4.1) Soit S un A-sche´ma. L’ensemble D(f)(S) est de manie`re naturelle un
sous-ensemble de PnA(S) (c’est l’ensemble des morphismes de A-sche´mas de S
vers PnA dont l’image ensembliste est contenue dans D(f)).
Modulo l’identification canonique de PnA(S) a` |LnS |, l’ensemble D(f)(S)
apparaˆıt de`s lors comme un sous-ensemble de |LnS |. Le but du lemme qui suit est
d’en donner une description, aussi proche que possible de l’intuition ensembliste
qui fait de D(f) le lieu de non-annulation, ou plus exactement d’inversibilite´,
de f .
(6.4.4.2) Lemme. Le sous-ensemble D(f)(S) de |LnS | est constitue´ des classes
d’objets (L , (si)) tels que la section f(s0, . . . , sn) de L ⊗d soit inversible.
De´monstration. Soit ψ:S → PnA un morphisme. L’e´le´ment de |LnS | auquel il
correspond est la classe de (ψ∗O(1), (ψ∗Ti)). Pour tout entier i entre 0 et n,
posons si = ψ
∗Ti, Ui = D(Ti) et Si = ψ
−1(Ui) = D(si). On a ψ(S) ⊂ D(f) si
et seulement si ψ(Si) est contenu dans D(f) ∩ Ui pour tout i.
Fixons i. L’ouvert D(f) ∩ Ui de Ui = Spec A
[
Tj
Ti
]
est e´gal a` D
(
f
Td
i
)
. En
conse´quence, ψ(Si) s’envoie dans D(f) ∩ Ui si et seulement si ψ∗ fTd
i
appartient
a` OSi(Si)
×. Or l’e´le´mentψ∗ f
Td
i
de OSi(Si) est e´gal a` f(s0, . . . , sn)/(s
⊗d
i ), et est
donc inversible si et seulement si f(s0, . . . , sn)|Si est inversible.
En conse´quence, ψ(S) ⊂ D(f) si et seulement si f(s0, . . . , sn)|Si est inversible
pour tout i, c’est-a`-dire si et seulement si f(s0, . . . , sn) est inversible. 
(6.4.5) Immersions ferme´es. Soit n un entier et soit I un ide´al
homoge`ne de A[T0, . . . , Tn]. Donnons-nous une famille ge´ne´ratrice (gℓ) de I,
ou` chaque gℓ est homoge`ne d’un certain degre´ dℓ. Soit Z le sous-sche´ma
ferme´ Proj A[T0, . . . , Tn]/I de PnA.
(6.4.5.1) Soit S un A-sche´ma. L’ensemble Z(S) est de manie`re naturelle un
sous-ensemble de PnA(S) (c’est l’ensemble des morphismes ψ de A-sche´mas qui
se factorisent par Z, c’est-a`-dire encore qui sont tels que ψ∗a = 0 pour toute
section a du faisceau quasi-cohe´rent d’ide´aux de´finissant Z).
Modulo l’identification canonique de PnA(S) a` |LnS |, l’ensemble Z(S) apparaˆıt
de`s lors comme un sous-ensemble de |LnS |. Le but du lemme qui suit est d’en
donner une description, aussi proche que possible de l’intuition ensembliste qui
fait de Z le lieu des ze´ros des gℓ.
(6.4.5.2) Lemme. Le sous-ensemble Z(S) de |LnS | est constitue´ des classes
d’objets (L , (si)) tels que gℓ(s0, . . . , sn) = 0 pour tout ℓ.
De´monstration. Soit ψ:S → PnA un morphisme. L’e´le´ment de |LnS | auquel il
correspond est la classe de (ψ∗O(1), (ψ∗Ti)). Pour tout entier i entre 0 et n,
posons si = ψ
∗Ti, Ui = D(Ti) et Si = ψ
−1(Ui) = D(si). Le morphisme ψ
se factorise par Z si et seulement et seulement si ψ|Si :Si → Ui se factorise
par Zi := Z ×Pn
A
Ui pour tout i.
Fixons i. Le sous-sche´ma ferme´ Zi de Ui est de´fini par l’ide´al Ii de A
[
Tj
Ti
]
j 6=i
engendre´ par les gℓ
T
dℓ
i
. En conse´quence, ψ|Si se factorise par Zi si et seulement
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si ψ∗ gℓ
T
dℓ
i
= 0 pour tout ℓ. Or l’e´le´ment ψ∗ gℓ
T
dℓ
i
de OSi(Si) est e´gal pour tout ℓ
a` gℓ(s0, . . . , sn)/(s
⊗dℓ
i ), et il est donc nul si et seulement si gℓ(s0, . . . , sn)|Si = 0.
En conse´quence, ψ se factorise par Z si et seulement si on a pour
tout ℓ et tout i l’e´galite´ gℓ(s0, . . . , sn)|Si = 0, ce qui revient a` demander
que gℓ(s0, . . . , sn) = 0 pour tout ℓ. 
Un plongement de P1A dans P
2
A
(6.4.6) Le but de ce qui suit est de construire dans le cadre sche´matique
l’immersion ferme´e de P1A dans P
2
A qui est na¨ıvement donne´e par la formule [s0 :
s1] 7→ [s20 : s0s1 : s21]. Comme nous allons le voir, le point de vue ≪foncteur des
points≫ permet de la de´finir rigoureusement par cette meˆme formule – ou plus
exactement par sa de´clinaison tensorielle.
(6.4.7) Soit S un A-sche´ma, et soit (L , (s0, s1)) un objet de L
1
S . Il est imme´diat
que Φ(L , (s0, s1)) := (L ⊗2, (s
⊗2
0 , s0 ⊗ s1, s⊗21 )) est un objet de L2S , dont la
classe d’isomorphie ne de´pend que de celle de (L , (s0, s1)). On a ainsi de´fini
une application encore note´e Φ, fonctorielle en S, de |L1S | vers |L2S |, et partant
un morphisme ψ:P1A → P2A.
(6.4.8) Proposition. Le morphisme ψ induit un isomorphisme
P1A ≃ Proj A[T0, T1, T2]/(T0T2 − T 21 ) →֒ P2A.
De´monstration. Nous allons faire un usage intensif des constructions de
faisceaux localement libres de rang 1 a` partir de cocycles, de´taille´es en 3.4.8
et sq. Soit S un A-sche´ma, et soit D le sous-ensemble de |L2S | forme´ des classes
d’objets (M , (t0, t1, t2)) tels que t0⊗t2 = t⊗21 . En vertu du lemme 6.4.5.2, il suffit
de de´montrer que l’application Φ: |L1S | → |L2S | induit une bijection |L1S | ≃ D. Il
est imme´diat que Φ(|L1S |) ⊂ D.
(6.4.8.1) Soit (M , (t0, t1, t2)) un objet de L2S tel que t0⊗t2 = t⊗21 . Cette e´galite´
assure que si t0 et t2 s’annulent en un point de S, il en va de meˆme de t1, ce
qui est absurde. En conse´quence, la re´union de S0 := D(t0) et S2 := D(t2)
est e´gale a` S. Soit (fij) le cocycle subordonne´ au recouvrement de S par S0
et S2, de´fini par la formule f20 = t1/t0 (remarquons : que t1/t0 appartient bien
a` OS(S0 ∩ S2)× car t⊗21 = t0 ⊗ t2 ; et que les autres fij s’obtiennent graˆce aux
relations de cocycle)
Soit L le OS-module localement libre de rang 1 obtenu en tordant M
par le cocyle (fij) (3.4.9.3). Rappelons brie`vement ce que cela signifie. Les
restrictions L |S0 et L |S2 s’identifient respectivement a` M |S0 et M |S2 , mais
la conditions de co¨ıncidence de deux sections sur S0 ∩ S2 est tordue : si l’on se
donne un ouvert U0 de S0 et une section a0 ∈ M (U0) = L (U0), ainsi qu’un
ouvert U2 de S2 et une section a2 de M (U2) = L (U2), les sections a0 et a2
du faisceau L co¨ıncident sur U0 ∩ U2 si et seulement si a2 = f20a0 = (t1/t0)a0
dans M (U0 ∩ U2).
On prendra garde que lorsqu’on travaille sur un ouvert V ⊂ S0 ∩ S2, il y a
deux manie`res diffe´rentes d’identifier L |V a` M |V , selon qu’on voit V comme
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contenu dans S0 ou dans S2 ; il importe, lorsqu’on doit effectuer les calculs, de
bien pre´ciser laquelle de ces deux identifications on utilise, et surtout de ne pas
les me´langer induˆment.
Par de´finition de L , les sections t0|S0 et t1|S2 de M se recollent en une
section globale s0 de L . Comme t0 ⊗ t2 = t⊗21 , on a dans l’anneau OS(S0 ∩ S2)
l’e´galite´
t2
t1
=
t1
t0
,
et les sections t1|S0 et t2|S2 de M se recollent donc en une section globale s0
de L . Comme la section t0 de M ne s’annule pas sur S0, la section s0 de L
ne s’annule pas sur S0 ; comme la section t2 de M ne s’annule pas sur S2,
la section s1 de L ne s’annule pas sur S2. En conse´quence, (L , (s0, s1)) est
un objet de L1S que nous noterons Θ(M , (t0, t1, t2)). Sa classe d’isomorphie ne
de´pend visiblement que de la classe d’isomorphie de (M , (t0, t1, t2)), et l’on note
encore Θ l’application de D vers |L1S | induite par ce proce´de´. Nous allons montrer
que Θ ◦ Φ = Id|L1
S
| et que Φ ◦Θ = IdD, ce qui permettra de conclure.
(6.4.8.2) Montrons que Θ ◦ Φ = Id|L1
S
|. Soit (L , (s0, s1)) un objet de L
1
S ,
et posons (N , (σ0, σ1)) = Θ(L ⊗2, (s
⊗2
0 , s0 ⊗ s1, s⊗21 )). Nous allons prouver
que (L , (s0, s1)) ≃ (N , (σ0, σ1)). D’apre`s la construction de´taille´e de Θ
au 6.4.8.1, les restrictions de σ0 a` D(s
⊗2
0 ) = D(s0) et D(s
⊗2
1 ) = D(s1) sont
respectivement ≪e´gales≫ a` s⊗20 et s0 ⊗ s1 ; et les restrictions de σ1 a` D(s0)
et D(s1) sont respectivement e´gales a` s0 ⊗ s1 et s⊗21 .
La section σ0 est inversible sur D(s0) et la section σ1 est inversible surD(s1).
En conse´quence, il existe deux isomorphismes
ℓ0:L |D(s0) ≃ N |D(s0) et ℓ1:L |D(s1) ≃ N |D(s1)
tels que ℓ0(s0) = σ0 et ℓ1(s1) = σ1 (chacun d’eux est caracte´rise´ par l’e´galite´
correspondante). Par de´finition de σ0 et σ1 on a sur D(s0) ∩ D(s1) ⊂ D(s0)
l’e´galite´
σ0
σ1
=
s⊗20
s0 ⊗ s1 =
s0
s1
,
ce qui montre que les restrictions de ℓ0 et ℓ1 a`D(s0)∩D(s1) co¨ıncident, et permet
de les recoller en un isomorphisme ℓ:L ≃ N . Il reste a` s’assurer que ℓ(s0) = σ0
et ℓ(s1) = σ1. L’e´galite´ ℓ(s0) = σ0 est vraie par de´finition de ℓ sur D(s0), et l’on
a sur D(s1) les e´galite´s
ℓ(s0) =
s0
s1
ℓ(s1) =
s0
s1
σ1 =
s0
s1
s⊗21 = s0 ⊗ s1 = σ0.
En conse´quence, ℓ(s0) = σ0 sur S tout entier.
L’e´galite´ ℓ(s1) = σ1 est vraie par de´finition de ℓ surD(s1), et l’on a surD(s0)
les e´galite´s
ℓ(s1) =
s1
s0
ℓ(s0) =
s1
s0
σ0 =
s1
s0
s⊗20 = s0 ⊗ s1 = σ1.
En conse´quence, ℓ(s1) = σ1 sur S tout entier.
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(6.4.8.3) Montrons que Φ ◦ Θ = IdD. Soit (M , (t0, t1, t2)) un objet de L2S
dont la classe appartient a` D, et soit (L , (s0, s1)) son image par Θ, dont nous
utiliserons la de´finition et les proprie´te´s e´le´mentaires e´tablies au 6.4.8.1, en
reprenant les notations S0 = D(t0) et S2 = D(t2) de loc. cit.. Il s’agit de
prouver que (L ⊗2, (s⊗20 , s0 ⊗ s1, s⊗21 )) est isomorphe a` (M , (t0, t1, t2)).
La section s0 de L e´tant inversible sur S0, il existe un unique
isomorphisme ℓ0:M |S0 ≃ L ⊗2|S0 qui envoie t0 sur s⊗20 ; de meˆme, il existe
un unique isomorphisme ℓ2:M |S2 ≃ L⊗2|S2 qui envoie t2 sur s⊗21 .
Par de´finition des sections si et en vertu de l’e´galite´ t0 ⊗ t2 = t⊗21 on a
sur S0 ∩ S2 ⊂ S0 l’e´galite´
s⊗20
s⊗21
=
t⊗20
t⊗21
=
t0
t2
,
et les restrictions de ℓ0 et ℓ2 a` S0 ∩ S2 co¨ıncident donc, ce qui permet de les
recoller en un isomorphisme ℓ:M ≃ L⊗2. Il reste a` calculer ℓ(t0), ℓ(t1) et ℓ(t2).
• On sait que ℓ(t0) = s⊗20 sur S0. Sur S2, on a les e´galite´s
ℓ(t0) =
t0
t2
ℓ(t2) =
t0
t2
s⊗21 =
t0
t2
t⊗22 = t0 ⊗ t2 = t⊗21 = s⊗20 ,
et donc ℓ(t0) = s
⊗2
0 sur S tout entier.
• On sait que ℓ(t2) = s⊗21 sur S2. Sur S0, on a les e´galite´s
ℓ(t2) =
t2
t0
ℓ(t0) =
t2
t0
s⊗20 =
t2
t0
t⊗20 = t0 ⊗ t2 = t⊗21 = s⊗21 ,
et donc ℓ(t2) = s
⊗2
1 sur S tout entier.
• Sur S0, on a les e´galite´s
ℓ(t1) =
t1
t0
ℓ(t0) =
t1
t0
s⊗20 =
t1
t0
t⊗20 = t0 ⊗ t1 = s0 ⊗ s1 ;
sur S2, on a les e´galite´s
ℓ(t1) =
t1
t2
ℓ(t2) =
t1
t2
s⊗21 =
t1
t2
t⊗22 = t1 ⊗ t2 = s0 ⊗ s1.
En conse´quence, ℓ(t1) = s0 ⊗ s1 sur S tout entier, ce qui ache`ve la
de´monstration. 
Les plongements de Segre et de Veronese
(6.4.9) Le plongement de Segre. Soient n et m deux entiers. Le but de
ce qui suit est de construire, dans le contexte sche´matique, une immersion
ferme´e PnA ×A PmA →֒ Pnm+n+mA , appele´e le plongement de Segre, et qui est
donne´e na¨ıvement par la formule
([s0 : . . . : sn], [t0 : . . . : tm]) 7→ [sitj ]06i6n,06j6m
(notez qu’il y a a` droite (n + 1)(m + 1) = nm + n + m + 1 coordonne´es, et
que le but est donc bien Pnm+n+m). La` encore, le point de vue ≪foncteur des
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points≫ permet de la de´finir rigoureusement par cette meˆme formule – ou plus
exactement par sa de´clinaison tensorielle.
(6.4.10) Soit S un A-sche´ma, soit (L , (si)) un objet de LnS et soit (M , (tj))
un objet de LmS . Il est imme´diat que
Φ( (L , (si)), (M , (tj)) ) := (L ⊗M , (si ⊗ tj)i,j)
est un objet de Lnm+n+mS , dont la classe d’isomorphie ne de´pend que de celles
de (L , (si)) et (M , (tj)). On obtient ainsi une application fonctorielle en S,
note´e encore Φ, de |LnS | × |LmS | vers |Lnm+m+nS |, et partant un morphisme de A-
sche´mas
ψ:PnA ×A PmA → Pnm+n+mA ,
appele´ morphisme de Segre.
(6.4.11) Proposition. Le morphisme ψ induit un isomorphisme
PnA ×A PmA ≃ Proj A[Σij ]i,j/(ΣijΣi′j′ − Σij′Σi′j)i6=i′,j 6=j′ →֒ Pnm+n+mA .
De´monstration. Posons n = {0, . . . , n} et m = {0, . . . ,m}. Soit S un A-
sche´ma. Notons D le sous-ensemble de |Lnm+n+mS | forme´ des classes d’objets
(N , (σij)) tels que l’on ait
σij ⊗ σi′j′ = σij′ ⊗ σi′j
pour tout (i, i′, j, j′) avec i 6= i′ et j 6= j′ (remarquez que lorsque i = i′
ou j = j′ l’e´galite´ est automatiquement ve´rifie´e). En vertu du lemme 6.4.5.2,
il suffit de de´montrer que l’application Φ: |LnS | × |LmS | → |Lnm+n+mS | induit une
bijection |LnS | × |LmS | ≃ D. Il est imme´diat que Φ(|LnS | × |LmS |) ⊂ D.
(6.4.11.1) Soit (N , (σij)) un objet de L
nm+n+m
S tel que σij⊗σi′j′ = σij′⊗σi′j
pour tout (i, i′, j, j′). Pour tout (i, j) on pose Sij = D(σij). Remarquez qu’en
vertu des e´quations satisfaites par les σij , on a Sij ∩ Si′j′ = Sij′ ∩ Si′j pour
tout (i, i′, j, j′) ; nous utiliserons implicitement ce fait dans tout ce qui suit.
Soient i et i′ deux e´le´ments de n et soient j et j′ deux e´le´ments de m. On
pose
fiji′j′ = σij/σij′ = σi′j/σi′j′
et
giji′j′ = σij/σi′j = σij′/σi′j′
ce sont des fonctions inversibles sur Sij ∩ Si′j′ . Un calcul imme´diat (qui utilise
les e´quations satisfaites par les σij) montre que (fiji′j′) et (giji′j′ ) sont deux
cocycles subordonne´s au recouvrement (Sij). On note L (resp. M ) le OS-
module localement libre de rang 1 obtenu en tordant N avec le cocycle (fiji′j′)
(resp. (giji′j′)).
Soit i ∈ n. Pour tout (i′, j) ∈ n × m, posons λii′j = σij |Si′j . On ve´rifie
imme´diatement que
σij =
σi′j
σi′j′
σij′
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sur Si′j ∩ Si′′j′ pour tout (i′, i′′, j, j′), ce qui entraˆıne que les λii′j se recollent,
pour (i′, j) variables, en une section globale si de L .
Soit j ∈ m. Pour tout (i, j′) ∈ n × m, posons µjij′ = σij |Sij′ . On ve´rifie
imme´diatement que
σij =
σij′
σi′j′
σi′j
sur Sij′ ∩ Si′j′′ pour tout (i, i′, j′, j′′), ce qui entraˆıne que les µjij′ se recollent,
pour (i, j′) variable, en une section globale tj de M
Par construction, Sij ⊂ D(si) et Sij ⊂ D(tj) pour tout (i, j). Il s’ensuit
que (L , (si)) est un objet de LnS , et que (M , (tj)) est un objet de L
m
S ; la classe
d’isomorphie du couple
Θ(N , (σij)) := ( (L , (si)), (M , (tj)) )
ne de´pend manifestement que de celle de (N , (σij)). Il s’ensuit que Θ induit
une application, note´e encore Θ, de D vers |LnS | × |LmS |. Nous allons prouver
que Θ ◦ Φ = Id|Ln
S
|×|Lm
S
| et Φ ◦Θ = IdD.
(6.4.11.2) Montrons que Θ ◦ Φ = Id|Ln
S
|×|Lm
S
|. Soit (L , (si)) un objet de L
n
S et
soit (M , (tj)) un objet de LmS . Posons
( (E , (ξi)), (F , (ηj)) ) = Θ(L ⊗M , (si ⊗ tj)).
Il s’agit de prouver que (E , (ξi)) ≃ (L , (si)) et que (F , (ηj)) ≃ (M , (tj)). Pour
tout (i, j) on pose Sij = D(si ⊗ tj) = D(si) ∩ D(tj). Il re´sulte de la de´finition
de Θ que pour tout (i, i′, j), la restriction de ξi a` Si′j est ≪e´gale≫ a` si ⊗ tj , et
que pour tout (i, j, j′) la restriction de ηj a` Sij′ est ≪e´gale≫ a` si ⊗ tj .
Fixons (i, j). La section ξi de E est inversible sur Sij , et il en va de meˆme de
la section si de L . Il existe donc un unique isomorphisme ℓij de L |Sij sur E |Sij
envoyant si sur ξi.
Pour tout (i, i′, j, j′) on a les e´galite´s
ξi
ξi′
=
si ⊗ tj
si′ ⊗ tj =
si
si′
dans l’anneau des fonctions de Sij ∩ Si′j′ ⊂ Sij , ce qui implique que ℓij et ℓi′j′
co¨ıncident sur Sij∩Si′j′ . Les ℓij se recollent donc en un isomorphisme ℓ:L → E .
Il reste a` calculer ℓ(si) pour tout i.
Fixons i. Soit (i′, j) ∈ n×m. Sur l’ouvert Si′j , on a les e´galite´s
ℓ(si) =
si
si′
ℓ(si′) =
si
si′
ξi′ =
si
si′
si′ ⊗ tj = si ⊗ tj = ξi.
Il s’ensuit que ℓ(si) = ξi sur tout S, ce qui ache`ve de montrer que (E , (ξi))
et (L , (si)) sont isomorphes.
La de´monstration que (F , (ηj)) ≃ (M , (tj)) est la meˆme mutatis mutandis.
(6.4.11.3) Montrons que Φ ◦ Θ = IdD. Soit (N , (σij)) un objet de Lnm+n+mS
tel que σij ⊗ σi′j′ = σij′ ⊗ σi′j pour tout (i, i′, j, j′). Posons
( (L , (si)), (M , (tj)) ) = Θ(N , (σij)).
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Il s’agit de montrer que (N , (σij)) ≃ (L ⊗ M , si ⊗ tj). Pour tout (i, j), on
note Sij l’ouvert D(σij). Il re´sulte de la de´finition de Θ que pour tout (i, i
′, j) la
restriction de si a` Si′j est ≪e´gale≫ a` σij , et que pour tout (i, j, j
′) la restriction
de tj a` Sij′ est ≪e´gale≫ a` σij .
Fixons (i, j). Le produit tensoriel si⊗ tj est inversible sur Sij . Il existe donc
un unique isomorphisme ℓij :N |Sij ≃ (L ⊗M )|Sij tel que ℓij(σij) = si ⊗ tj .
Pour tout (i, j, i′, j′) on a les e´galite´s
si ⊗ tj
si′ ⊗ tj′ =
σij ⊗ σij
σi′j ⊗ σij′ =
σij ⊗ σij
σij ⊗ σi′j′ =
σij
σi′j′
dans l’anneau des fonctions de Sij∩Si′j′ ⊂ Sij , ce qui montre que les restrictions
de ℓij et ℓi′j′ a` Sij∩Si′j′ co¨ıncident. Les ℓij se recollent donc en un isomorphisme
ℓ:N ≃ L ⊗M ; il reste a` calculer ℓ(σij) pour tout (i, j).
Fixons (i, j). Soit (i′, j′) ∈ n×m. On a sur l’ouvert Si′j′ les e´galite´s
ℓ(σij) =
σij
σi′j′
ℓ(σi′j′ ) =
σij
σi′j′
si′ ⊗ tj′ = σij
σi′j′
σi′j′ ⊗ σi′j′
= σij ⊗ σi′j′ = σij′ ⊗ σi′j = si ⊗ tj .
Il s’ensuit que ℓ(σij) = si ⊗ tj sur S tout entier, ce qui termine la preuve
que (N , (σij)) ≃ (L ⊗ M , si ⊗ tj) et ache`ve la de´monstration de la
proposition. 
(6.4.12) Le plongement de Veronese. Soit n ∈ N et soit
ψ:PnA ×A PnA →֒ Pn
2+2n
A
le plongement de Segre (de´finie en 6.4.10, voir aussi la proposition 6.4.11). Le
morphisme de Veronese χ:PnA → Pn
2+2n
A est la fle`che compose´e
PnA
(Id,Id) // PnA ×A PnA
ψ // Pn
2+2n
A
(il est donne´, en termes na¨ıfs, par la formule [s0 : . . . : sn] 7→ [sisj ]ij).
(6.4.13) Proposition. Le morphisme de Veronese χ:PnA → Pn
2+2n
A s’identifie
a` l’immersion ferme´e
Proj A[Σij ]/[(ΣijΣi′j′ − Σij′Σi′j)i6=i′,j 6=j′ , (Σij − Σji)i6=j ] →֒ Pn2+2n.
De´monstration. Soit S un A-sche´ma. L’application |LnS | → |LnS |×|LnS | induite
par (Id, Id):PnA → PnA×APnA est simplement la diagonale λ 7→ (λ, λ), qui identifie
|LnS | au sous-ensemble ∆ de |LnS | × |LnS | constitue´ des couples dont les deux
composantes sont e´gales.
Nous reprenons les notations Φ,Θ,D de 6.4.10 et de la de´monstration de
la proposition. 6.4.11 – notez simplement que maintenant m = n. Soit E le
sous-ensemble de |Ln2+2nS | constitue´ des classes d’objets (N , (σij)) tels que l’on
ait
σij ⊗ σi′j′ = σij′ ⊗ σi′j
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pour tout (i, i′, j, j′) et σij = σji pour tout (i, j) avec i 6= j (notez que
si i = j, l’e´galite´ est automatiquement ve´rifie´e). En vertu du lemme 6.4.5.2,
il suffit de de´montrer que l’application Φ: |LnS | × |LnS | → |Ln
2+2n
S | induit une
bijection ∆ ≃ E. Il est imme´diat que Φ(∆) ⊂ E, et l’on sait d’apre`s la preuve
de la proposition 6.4.11 que Φ induit une bijection LnS ≃ D de re´ciproque Θ. Il
suffit donc pour conclure de ve´rifier que Θ(E) ⊂ ∆.
Soit donc (N , (σij)) un objet de L
n2+2n
S tel que
σij ⊗ σi′j′ = σij′ ⊗ σi′j
pour tout (i, i′, j, j′) et σij = σji pour tout (i, j). Pour tout (i, j), on note Sij
l’ouvert D(σij) ; il re´sulte de nos hypothe`ses que Sij = Sji pour tout (i, j).
Posons
( (L , (si)), (M , (tj)) ) = Θ(N , (σij)).
Il s’agit de prouver que (L , (si)) ≃ (M , (tj)). On rappelle que pour tout (i, i′, j),
la restriction de si a` Si′j est ≪e´gale≫ a` σij , et que pour tout (i, j, j
′) la restriction
de tj a` Sij′ est ≪e´gale≫ a` σij .
Soit (i, j) un couple d’indices. La section si de L est inversible sur Sij .
Comme Sij = Sji, il en va de meˆme de la section ti de M . En conse´quence, il
existe un unique isomorphisme ℓij :L |Sij ≃ M |Sij tel que ℓij(si) = ti.
Pour tout (i, i′, j, j′) on a dans l’anneau OS(Sij ∩ Si′j′ ) les e´galite´s
si
si′
=
σij
σi′j︸ ︷︷ ︸
calcul effectue´ dans Sij
=
σij′
σi′j′
=
σj′i
σj′i′
=
ti
ti′︸ ︷︷ ︸
calcul effectue´ dans Si′j′=Sj′i′
,
ce qui montre que les restrictions de ℓij et ℓi′j′ a` l’ouvert Sij ∩ Si′j′ co¨ıncident.
Il en re´sulte que la famille des (ℓij) se recolle en un isomorphisme ℓ:L ≃ M .
Soit i ∈ {0, . . . , n} et soient (i′, j) deux entiers compris entre 0 et n. On a
sur l’ouvert Si′j les e´galite´s
ℓ(si) =
si
si′
ℓ(si′) =
si
si′
ti′ =
σij
σi′j
ti′︸ ︷︷ ︸
calcul effectue´ dans Sij
=
σji
σji′
ti′ =
σji
σji′
σji′ = σji = ti︸ ︷︷ ︸
calculs effectue´s dans Sij=Sji
.
Il s’ensuit que ℓ(si) = ti sur S tout entier, ce qui prouve que (L , (si)) est
isomorphe a` (M , (tj)) et ache`ve la de´monstration. 
(6.4.13.1) Corollaire. Le morphisme (Id, Id):PnA → PnA ×A PnA est une
immersion ferme´e.
De´monstration. Notons δ le morphisme en question. La proposition 6.4.13
assure que ψ ◦ δ est une immersion ferme´e, et ψ est elle-meˆme une immersion
ferme´e d’apre`s la proposition 6.4.11. Il re´sulte alors de 5.4.13.2 que δ est une
immersion ferme´e. 
(6.4.13.2) Exemple. Nous allons de´cliner les propositions 6.4.11 et 6.4.13
lorsque n = m = 1 ; notez que dans ce cas n2 + 2n = 3. Identifions P3A
a` Proj A[Σ00,Σ01,Σ10,Σ1,1].
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• Le plongement de Segre identifie P1A×AP1A a` la ≪quadrique≫ de P3A de´finie
par l’ide´al homoge`ne (Σ00Σ11 − Σ01Σ10).
• Le plongement de Veronese identifie P1A au sous-sche´ma ferme´ de P3A de´fini
par l’ide´al homoge`ne (Σ00Σ11 − Σ01Σ10,Σ01 − Σ10).
6.5 Se´paration et proprete´
Morphismes se´pare´s
(6.5.1) La notion na¨ıve (purement topologique) de se´paration n’a gue`re
d’inte´reˆt en the´orie des sche´mas, faute d’eˆtre suffisamment discriminante : en
effet, comme on a eu l’occasion de le voir, les sche´mas ne sont presque jamais
topologiquement se´pare´s.
(6.5.1.1) Il existe toutefois, comme on va le voir, une ≪bonne≫ notion de
se´paration en the´orie des sche´mas, qui est conforme a` l’intuition – par exemple,
si k est un corps, les k-sche´mas Ank et P
n
k sont se´pare´s, mais la droite affine avec
origine de´double´e Dk vue aux 5.2.6 et sq. ne l’est pas.
(6.5.1.2) On peut donner en topologie deux de´finitions d’un espace se´pare´ (leur
e´quivalence est imme´diate, nous vous laissons la ve´rifier).
i) Un espace topologique X est se´pare´ si pour tout couple (x, y) de points
de X avec x 6= y, il existe un voisinage ouvert U de x dans X et un voisinage
ouvert V de y dans X tels que U ∩ V = ∅.
ii) Un espace topologique X est se´pare´ si la diagonale {(x, x)}x∈X est un
sous-ensemble ferme´ de X ×X .
Pour ce qui nous inte´resse ici, la de´finition ii) est meilleure : comme nous le
verrons, elle se de´calque tre`s naturellement en ge´ome´trie alge´brique et fournit
la bonne notion de se´paration dans ce contexte – alors qu’a` notre connaissance,
il n’existe pas de fac¸on pertinente de ≪sche´matiser≫ la de´finition i).
(6.5.2) De´finition. Soit ϕ:Y → X un morphisme de sche´mas. On dit que ϕ
est une immersion s’il existe un ouvert Ω de X tel que ϕ induise une immersion
ferme´e Y →֒ Ω.
(6.5.2.1) Exemples. Il re´sulte imme´diatement de la de´finition que les
immersions ouvertes et les immersions ferme´es sont des cas particuliers
d’immersions (la terminologie choisie est donc cohe´rente). Il n’est pas difficile
de construire des immersions qui ne soient ni ouvertes ni ferme´es. Donnons-
nous par exemple un corps k, soit Ω l’ouvert D(S) de A2k = Spec k[S, T ] et
soit Y le sous-sche´ma ferme´ de Ω de´fini par l’ide´al (T ). Par de´finition, la fle`che
compose´e Y →֒ Ω →֒ A2k est une immersion, mais elle n’est ni ouverte ni ferme´e,
car son image est e´gale a` D(S) ∩ V (T ) et n’est ni ouverte ni ferme´e.
(6.5.2.2) Soit ϕ:Y → X un morphisme de sche´mas. Si ϕ est une immersion
alors Y ×X Y ≃ Y . En effet, il existe par hypothe`se un ouvert Ω de Y tel que ϕ
se factorise par une immersion ferme´e Y →֒ Ω. On sait que Y ×X Y est alors
e´gal a` Y ×Ω Y , et ce dernier s’identifie a` Y en vertu de 5.4.12.2.
(6.5.2.3) On ve´rifie sans peine que la compose´e de deux immersions est une
immersion, et que le fait d’eˆtre une immersion est stable par changement de
base.
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(6.5.2.4) Lemme. Soit ϕ:Y → X un morphisme de sche´mas. On suppose
que ϕ est une immersion. Pour que ϕ soit une immersion ferme´e, il faut et il
suffit que ϕ(Y ) soit un ferme´ de X.
De´monstration. Si ϕ est une immersion ferme´e, ϕ(Y ) est un ferme´ de X .
Re´ciproquement, supposons que ϕ(Y ) soit un ferme´ de X et soit U son ouvert
comple´mentaire. Comme ϕ est une immersion, il existe un ouvert Ω de X tel
que ϕ induise une immersion ferme´e Y →֒ Ω. En conse´quence,
Y ×X Ω→ Ω = ϕ−1(Ω)→ Ω = Y → Ω
est une immersion ferme´e. Par ailleurs,
Y ×X U → U = ϕ−1(U)→ U = ∅→ U
est aussi une immersion ferme´e. Comme ϕ(Y ) ⊂ Ω, les ouverts U et Ω
recouvrent Y ; puisque le fait d’eˆtre une immersion ferme´e est une proprie´te´
locale sur le but, ϕ est une immersion ferme´e. 
(6.5.2.5) Remarque. L’assertion analogue pour les immersions ouvertes est
fausse : par exemple, si X est un sche´ma non re´duit, Xred →֒ X est une
immersion (ferme´e) dont l’image estX , mais ce n’est pas une immersion ouverte,
car sinon ce serait un isomorphisme et X serait re´duit.
(6.5.3) De´finition. Soit X un sche´ma et soit Y un X-sche´ma. La diagonale
(du morphisme Y → X , ou du X-sche´ma Y , ou de Y au-dessus de X) est la
fle`che
δ: Y
(Id,Id) // Y ×X Y .
(6.5.3.1) Supposons que X est le spectre d’un anneau A, et Y celui
d’une A-alge`bre B. La diagonale δ est alors induite par le morphisme
d’anneaux B ⊗A B → B correspondant au couple (IdB, IdB), qui n’est autre
que la ≪multiplication≫ b ⊗ β 7→ bβ. Celle-ci est manifestement surjective ; en
conse´quence, δ est une immersion ferme´e.
(6.5.3.2) On ne suppose plus que X et Y sont affines. Soit Ω la re´union des
ouverts de Y ×X Y qui sont de la forme V ×U V ou` V est un ouvert affine de Y
et U un ouvert affine de X contenant l’image de V .
Donnons-nous un tel couple (U, V ). Comme V ×U V est l’intersection des
images re´ciproques de V par les deux projections de Y ×X Y sur Y , le produit
fibre´
Y ×Y×XY (V ×U V ) = δ−1(V ×U V )→ V ×U V
est simplement la diagonale V → V ×U V du morphisme V → U . En vertu
de 6.5.3.1, c’est une immersion ferme´e.
Puisqu’eˆtre une immersion ferme´e est une proprie´te´ locale sur le but d’un
morphisme, δ−1(Ω)→ Ω est une immersion ferme´e. Par ailleurs, soit z ∈ Y×XY .
Par de´finition, les images de δ(z) par les deux projections sur Y sont e´gales a`
un meˆme point y ; soit x l’image de y sur X . Choisissons un voisinage affine U
de x dans X et un voisinage affine V de y dans Y ×X U ; par construction, le
point δ(z) appartient a` V ×U V ⊂ Ω. Ainsi, δ−1(Ω) = Y . La diagonale δ se
Se´paration et proprete´ 265
factorise donc par une immersion ferme´e Y →֒ Ω ; par conse´quent, δ est une
immersion.
(6.5.4) De´finition. Soit Y → X un morphisme de sche´mas. On dit que Y → X
est se´pare´ si la diagonale Y →֒ Y ×X Y (qui est une immersion d’apre`s le 6.5.3.2
ci-dessus) est une immersion ferme´e. On dit parfois aussi que Y est un X-sche´ma
se´pare´, ou que Y est se´pare´ sur X .
Un sche´ma est dit se´pare´ s’il est se´pare´ sur Spec Z.
(6.5.5) Soit Y → X un morphisme de sche´mas et soit δ:Y →֒ Y ×X Y
l’immersion diagonale.
(6.5.5.1) Si Y et X sont affines, il de´coule de 6.5.3.1 que Y → X est se´pare´.
(6.5.5.2) En ge´ne´ral, comme δ est une immersion, on de´duit du lemme 6.5.2.4
que Y → X est se´pare´ si et seulement si δ(Y ) est ferme´ dans Y ×X Y .
(6.5.5.3) Soit U un ouvert de X et soit V son image re´ciproque sur Y . La
fle`che Y ×Y×XY (V ×U V ) s’identifie a` l’immersion diagonale V →֒ V ×U V
(6.5.3.2). Si Y → X est se´pare´, cette fle`che est donc une immersion ferme´e, ce
qui veut dire que V est se´pare´ sur U .
Si X posse`de un recouvrement ouvert (Ui) tel que Y ×X Ui → Ui soit se´pare´
pour tout i, il re´sulte de ce qui pre´ce`de et du caracte`re local (au but) de la
proprie´te´ d’eˆtre une immersion ferme´e que δ est une immersion ferme´e, et donc
que Y → X est se´pare´. La se´paration est donc une proprie´te´ locale sur le but.
(6.5.5.4) Il re´sulte de 6.5.5.1 et 6.5.5.3 que si le morphisme Y → X est affine,
il est se´pare´.
(6.5.5.5) Soit X ′ → X un morphisme ; posons Y ′ = Y ×X X ′. On ve´rifie sans
peine que la diagonale Y ′ →֒ Y ′ ×X′ Y ′ s’identifie a` la fle`che canonique
Y ×Y×XY (Y ′ ×X′ Y ′)→ Y ′ ×X′ Y ′.
C’est donc une immersion ferme´e de`s que δ est une immersion ferme´e. Autrement
dit, si Y → X est se´pare´ alors Y ′ → X ′ est se´pare´.
(6.5.5.6) Soit Z → Y un morphisme de sche´mas. Supposons que Z → Y
et Y → X soient se´pare´s. Nous allons montrer qu’il en va alors de meˆme de la
fle`che compose´e Z → X .
La fle`che diagonale Z → Z ×X Z est compose´e de Z → Z ×Y Z, qui est une
immersion ferme´e par hypothe`se, et de Z×Y Z → Z×X Z. Il suffit de`s lors pour
conclure de montrer que
Z ×Y Z → Z ×X Z
est une immersion ferme´e. Nous allons montrer que cette dernie`re fle`che
s’identifie naturellement a`
Y ×Y×XY (Z ×X Z)→ Z ×X Z,
ce qui permettra de conclure puisque Y → Y ×X Y est par hypothe`se une
immersion ferme´e.
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On cherche donc a` e´tablir que le carre´ commutatif
Z ×Y Z
p

q // Z ×X Z
π

Y
δ
// Y ×X Y
est carte´sien (c’est-a`-dire qu’il identifie le terme en haut a` gauche au produit fibre´
des trois autres). Face a` ce genre de proble`me, le seul re´flexe sain est d’invoquer
le lemme de Yoneda pour se ramener a` l’assertion ensembliste correspondante
(pour un exemple de raisonnement de´taille´ de ce type, cf. 1.5.8.1).
On suppose donc pour un instant que le carre´ ci-dessus vit dans la cate´gorie
des ensembles, et nous allons montrer qu’il est carte´sien. Appelons g la
fle`che Z → Y , et f la fle`che Y → X . Par de´finition, le produit Y ×X Y est
l’ensemble des couples (y, y′) ∈ Y 2 tels que f(y) = f(y′), le produit Z ×X Z
est l’ensemble des couples (z, z′) ∈ Z2 tels que f(g(z)) = f(g(z′)), et le
produit Z ×Y Z est l’ensemble des couples (z, z′) ∈ Z2 tels que g(z)) = g(z′).
Les fle`ches du diagramme sont donne´es par les formules suivantes :
• q(z, z′) = (z, z′) ;
• π(z, z′) = (g(z), g(z′)) ;
• p(z, z′) = g(z) = g(z′) ;
• δ(y) = (y, y).
Il s’agit maintenant de s’assurer que pour tout triplet (y, z, z′) ∈ Y×(Z×XZ)
tel que δ(y) = π(z, z′) il existe un unique e´le´ment de Z×Y Z dont l’image par p
est e´gale a` y et l’image par q a` (z, z′). L’unicite´ est claire : e´tant donne´e la
formule qui de´finit q, si un tel e´le´ment existe, ce ne peut eˆtre que (z, z′). Il
reste a` s’assurer que celui-ci convient. Mais l’e´galite´ δ(y) = π(z, z′) signifie
que g(z) = y et g(z′) = y, ce qui signifie pre´cise´ment que (z, z′) ∈ Z ×Y Z et
que p(z, z′) = y ; on a de plus q(z, z′) = (z, z′), ce qui termine la de´monstration.
(6.5.6) Exemples et contre-exemples.
(6.5.6.1) Nous avons de´ja` vu que les morphismes affines sont se´pare´s (6.5.5.4).
En particulier, pour tout sche´ma X et tout entier n, le sche´ma AnX est se´pare´
sur X .
(6.5.6.2) Toute immersion est se´pare´e, puisque sa diagonale est un
isomorphisme d’apre`s 6.5.2.2.
(6.5.6.3) Pour tout sche´ma X et tout entier n, le sche´ma PnX = P
n
Z ×Z X est
se´pare´ sur X . En effet, en vertu de 6.5.5.5, il suffit de traiter le cas ou` X est
e´gal a` Spec Z, auquel cas c’est une conse´quence directe du corollaire 6.4.13.1
(qui e´tablit d’ailleurs en fait directement la se´paration de PnA sur Spec A pour
tout anneau A).
(6.5.6.4) Un morphisme de sche´mas Y → X est dit quasi-projectif (resp.
projectif) si pour tout x ∈ X il existe un voisinage ouvert U de x dans X
et un entier n tel que le morphisme Y ×X U → U se factorise par une immersion
(resp. une immersion ferme´e) Y ×XU →֒ PnU . Il re´sulte de 6.5.6.2, 6.5.6.3, 6.5.5.6
et 6.5.5.3 que tout morphisme quasi-projectif est se´pare´ ; c’est a fortiori le cas
de tout morphisme projectif.
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(6.5.6.5) Soit k un corps et soit Dk la droite affine avec origine de´double´e
construite aux 5.2.6 et sq. Elle n’est pas se´pare´e sur k ; nous allons esquisser une
de´monstration de ce fait.
Redonnons brie`vement ici la description de Dk. Elle est re´union de deux
ouverts affines X = Spec k[S] et Y = Spec k[T ]. Leur intersection est e´gale
a` D(S) = Spec k[S, S−1] en tant qu’ouvert de X , et a` D(T ) = Spec k[T, T−1]
en tant qu’ouvert de Y . L’isomorphisme entre ces deux identifications est induit
par l’isomorphisme de k-alge`bres
k[S, S−1] ≃ k[T, T−1], S 7→ T.
On dispose d’un morphisme naturel π:X
∐
Y → Dk. Comple´tons le
diagramme
(X
∐
Y )×k (X
∐
Y )

Dk // Dk ×k Dk
en un carre´ carte´sien
∆ //

(X
∐
Y )×k (X
∐
Y )

Dk // Dk ×k Dk
dont la fle`che horizontale supe´rieure est une immersion, et une immersion ferme´e
si Dk est se´pare´e.
Moralement, on peut penser a` ∆ comme au graphe de la relation
d’e´quivalence qui a permis de de´finir Dk a` partir de X
∐
Y , mais nous allons
maintenant en donner une description rigoureuse. Commenc¸ons par observer
que nous sommes dans la meˆme situation formelle qu’au 6.5.5.6 ; il s’ensuit que
l’immersion
∆ →֒
(
X
∐
Y
)
×k
(
X
∐
Y
)
s’identifie a` (
X
∐
Y
)
×Dk
(
X
∐
Y
)
→
(
X
∐
Y
)
×k
(
X
∐
Y
)
.
La source et le but de cette fle`che admettent chacun une de´composition en quatre
ouverts disjoints, et cette fle`che pre´serve ces de´compositions. On se retrouve
donc avec quatre immersions diffe´rentes a` conside´rer.
a) L’immersion X ×Dk X → X ×k X. Comme X est un ouvert de Dk,
le produit fibre´ X ×Dk X s’identifie a` X , et l’immersion e´tudie´e est donc
l’immersion diagonale X →֒ X ×k X , qui est ferme´e puisque X = Spec k[T ]
est affine (on peut e´videmment la calculer directement et voir qu’elle s’identifie
a` Spec k[T1, T2]/(T1 − T2) →֒ Spec k[T1, T2]).
b) L’immersion Y ×Dk Y → Y ×k Y . Pour la meˆme raison, c’est l’immersion
diagonale Y →֒ Y ×k Y , et elle est ferme´e.
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c) L’immersion X×Dk Y → X×k Y . Comme X et Y sont des ouverts de Dk,
le terme de gauche est l’intersection de X et Y dans Dk, laquelle est s’identifie
a` Spec k[S, S−1] ≃ Spec k[T, T−1] (l’isomorphisme envoyant T sur S). Quant
au produit fibre´ X ×k Y , c’est de fac¸on naturelle le spectre de k[S, T ]. La fle`che
entre les deux est donne´e par le morphisme d’alge`bres k[S, T ] → k[S, S−1] qui
envoie S et T sur S. Il n’est pas surjectif et cette fle`che n’est donc pas une
immersion ferme´e.
Donnons quelques pre´cisions. Le morphisme k[S, T ] → k[S, S−1] est la
compose´e de k[S, T ] →֒ k[S, S−1, T ] et de la surjection k[S, S−1, T ]→ k[S, S−1]
qui envoie T sur S et a pour noyau (S−T ). L’immersion X×Dk Y → X×kY est
donc e´gale a` la compose´e de l’immersion ferme´e V (S − T ) ∩D(S) →֒ D(S) (ou`
le ferme´ V (S − T ) ∩D(S) de D(S) est muni de sa structure re´duite, d’anneau
associe´ k[S, S−1]), et de l’immersion ouverte D(S) →֒ Spec k[S, T ]. On voit bien
que son image n’est pas ferme´e : c’est V (S − T ) ∩D(S) = V (S − T ) \ {(0, 0)},
c’est-a`-dire la diagonale e´pointe´e (cela traduit le fait qu’on a identifie´ chaque
point de X a` l’exception de l’origine au point correspondant de Y ).
d) L’immersion Y ×Dk X → Y ×k X . Elle se de´crit exactement comme
l’immersion conside´re´e au c) ; elle a e´galement pour image la diagonale e´pointe´e,
et n’est donc pas ferme´e.
On voit donc qu’en raison de c) et d), l’immersion
∆ →֒
(
X
∐
Y
)
×k
(
X
∐
Y
)
n’est pas ferme´e ; il s’ensuit que Dk n’est pas se´pare´e.
(6.5.6.6) Remarque. On sait que le k-sche´ma P1k est se´pare´ (6.5.6.3). On peut
par ailleurs en donner une construction par recollement, analogue a` celle utilise´e
pour de´finir Dk (5.2.5 et sq.) : si l’on reprend les notations ci-dessus, la seule
diffe´rence avec le cas de la droite a` origine de´double´e re´side dans le fait que
l’isomorphisme entre les deux identifications
X ∩ Y ≃ Spec k[S, S−1] et X ∩ Y ≃ Spec k[T, T−1]
est induit par le morphisme d’alge`bres qui envoie T sur S−1 (et non pas S).
Supposons que l’on cherche, dans ce nouveau contexte, a` de´crire l’immersion
∆ →֒
(
X
∐
Y
)
×k
(
X
∐
Y
)
.
Tout se passe comme ci-dessus jusqu’au point b) inclus, mais une diffe´rence
fondamentale apparaˆıt au point c) : l’immersion X ×P1
k
Y → X ×k Y est
alors donne´e par le morphisme d’alge`bres de k[S, T ] vers k[S, S−1] qui envoie T
sur S−1 et qui est surjectif, de noyau (TS−1) ; c’est donc une immersion ferme´e,
d’image l’hyperbole V (ST − 1) (et qui induit la structure re´duite sur celle-ci,
d’anneau associe´ k[S, S−1]).
(6.5.7) Nous allons terminer ces conside´rations sur la se´paration par un lemme
facile qui a son inte´reˆt, meˆme si nous ne nous en servirons pas dans la suite.
(6.5.8) Lemme. Soit A un anneau et soit X un A-sche´ma se´pare´ ; soient U
et V deux ouverts affines de X. L’intersection U ∩ V est affine.
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De´monstration. Comme X est se´pare´ sur A, e morphisme diagonal δ:X →֒
X×AX est une immersion ferme´e. Soient p et q les deux projections de X×AX
vers X . L’ouvert U ×A V de X ×A X est affine puisque U, V et Spec A le sont,
et il est e´gal a` p−1(U) ∩ q−1(V ). Il s’ensuit que δ−1(U ×A V ) = U ∩ V , et δ
induit donc une immersion ferme´e U ∩V →֒ U ×A V . Comme U ×A V est affine,
on en de´duit que U ∩ V est affine. 
(6.5.9) Remarque. Donnons un contre-exemple au lemme 6.5.8 ci-dessus
lorsque l’hypothe`se de se´paration n’est pas satisfaite. Soit k un corps. On peut
de´finir, par un proce´de´ analogue a` celui utilise´ pour de´finir Dk que nous avons
rappele´ au 6.5.6.5 ci-dessus, le plan affine avec origine de´double´e. C’est un k-
sche´ma qui n’est pas se´pare´. Il est re´union de deux ouverts ouverts affines X
et Y . Chacun d’eux est isomorphe a` A2k, et leur intersection s’identifie (comme
ouvert de X aussi bien que de Y a` A2k \{(0, 0)} ; elle n’est donc pas affine (5.1.26
et sq.).
Morphismes propres
(6.5.10) Il en va de la compacite´ comme de la se´paration : il ne semble pas
raisonnable, au vu de la la grossie`rete´ de la topologie de Zariski en ge´ne´ral,
d’espe´rer une notion satisfaisante de compacite´ en ge´ome´trie alge´brique qui
soit de´finissable en termes purement topologique. Songez par exemple que sur
un corps k, les espaces topologiques A1k et P
1
k sont home´omorphes (c’est une
conse´quence imme´diate de 6.2.8.6, et du fait que l’ensemble des points ferme´s
de A1k et celui de P
1
k sont de meˆme cardinal infini) ; or quelque soit le sens que
l’on donne a` l’adjectif ≪compact≫, la de´cence exige que A1k ne le soit pas et
que P1k le soit.
(6.5.11) Soit X un espace topologique se´pare´ et localement compact. On
de´montre que X est compact si et seulement si pour tout espace localement
compact Y , la projection X × Y → Y est ferme´e (cela signifie que l’image d’un
ferme´ est ferme´). L’expe´rience a montre´ que c’est cette caracte´risation de la
compacite´ qui se preˆte le mieux a` une transposition dans le monde des sche´mas
– sous le nom de proprete´. Pour pouvoir de´finir celle-ci, nous allons avoir besoin
d’une premie`re notion, celle de morphisme universellement ferme´.
(6.5.12) De´finition. Un morphisme de sche´mas Y → X est dit
universellement ferme´ si pour tout X-sche´ma X ′, l’application continue Y ×X
X ′ → X ′ est ferme´e.
(6.5.13) Exemples et contre-exemples.
(6.5.13.1) Soit Y → X un morphisme fini de sche´mas ; il est universellement
ferme´. En effet, soit X ′ un X-sche´ma. Le morphisme Y ×X X ′ → X ′ est fini, et
est en conse´quence ferme´ (prop. 5.4.23).
(6.5.13.2) Soit k un corps. Le morphisme A1k → Spec k n’est pas
universellement ferme´ (notez qu’il est par contre ferme´, et qu’il n’a pas grand
me´rite puisque Spec k est un point).
En effet, la projection p:A2k → A1k par rapport a` la seconde variable n’est
pas ferme´e, puisque l’image par p de l’hyperbole V (T1T2−1) est l’ouvert D(T2),
qui n’est pas ferme´.
270 Sche´mas projectifs
(6.5.14) Soit Y → X un morphisme de sche´mas.
(6.5.14.1) Si Y → X est universellement ferme´, alors pour tout X-sche´ma X ′,
le morphisme Y ×X X ′ → X ′ est universellement ferme´ : c’est une conse´quence
imme´diate de la de´finition, qui impose la stabilite´ par changement de base.
(6.5.14.2) Soit Z → Y un morphisme. Supposons que Z → Y et Y → X
soient universellement ferme´s ; la fle`che compose´e Z → Y → X est alors
universellement ferme´e.
En effet, soit X ′ un X-sche´ma. Posons
Y ′ = Y ×X X ′ et Z ′ = Z ×X X ′ = Z ×Y Y ′.
Comme Y → X est universellement ferme´, Y ′ → X ′ est ferme´. Comme Z → Y
est universellement ferme´, Z ′ → Y ′ est ferme´. Il est imme´diat que la compose´e
de deux applications ferme´es est ferme´e ; en conse´quence, Z ′ → X ′ est ferme´,
et Z → X est universellement ferme´e.
(6.5.14.3) Soit Y → X un morphisme. Supposons qu’il existe un recouvrement
ouvert (Ui) de X tel que Y ×X Ui → Ui soit universellement ferme´ pour tout i.
Dans ce cas, Y → X est universellement ferme´.
En effet, soit X ′ un X-sche´ma. Pour tout i, posons U ′i = X
′ ×X Ui ; la
famille (U ′i) est un recouvrement ouvert de X
′. Pour tout i, le morphisme
(Y ×X Ui)×Ui U ′i = (Y ×X X ′)×X′ U ′i → U ′i
est ferme´, puisque Y ×X Ui → Ui est universellement ferme´. Il s’ensuit
imme´diatement, compte-tenu du fait qu’eˆtre ferme´ est, pour un sous-ensemble
de X ′, une proprie´te´ locale, que Y ×X X ′ → X ′ est ferme´, d’ou` notre assertion.
(6.5.15) Il est bien connu en topologie ge´ne´rale que si ϕ est une application
continue d’un espace topologique compact Y vers un espace topologique
se´pare´ Z alors ϕ(Y ) est une partie ferme´e de Z. Nous allons e´noncer un avatar
de ce re´sultat dans le monde des sche´mas.
(6.5.16) Lemme. Soit Y → X un morphisme de sche´mas universellement
ferme´, soit Z un X-sche´ma se´pare´ et soit ϕ:Y → Z un X-morphisme.
L’image ϕ(Y ) est un ferme´ de Z.
De´monstration. Le morphisme ϕ peut s’e´crire comme la fle`che compose´e
Y
(Id,ϕ) // Y ×X Z // Z .
Comme Y → X est universellement ferme´, Y ×X Z → Z est ferme´. Il suffit donc
pour conclure de s’assurer que (Id, ϕ):Y → Y ×X Z a une image ferme´e. Nous
allons pour ce faire montrer que le carre´ commutatif
Y
ϕ

(Id,ϕ) // Y ×X Z
(ϕ◦p,q)

Z
δ // Z ×X Z
(ou` δ est la diagonale de Z → X , et ou` p et q sont les projections respectives
de Y ×X Z vers Y et Z) est carte´sien : sa fle`che du bas e´tant une immersion
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ferme´e en vertu de l’hypothe`se de se´paration faite sur le X-sche´ma Z, il en
re´sultera que (Id, ϕ):Y → Y ×X Z est une immersion ferme´e, et en particulier
a une image ferme´e, ce qui ache`vera la preuve.
La` encore, nous nous ramenons graˆce au lemme de Yoneda au cas d’un
diagramme analogue dans la cate´gorie des ensembles. Soit (z, y, z′) ∈ Z×Y ×XZ
tel que δ(z) = (ϕ ◦ p, q)(y, z′), c’est-a`-dire tel que (z, z) = (ϕ(y), z′), ou encore
tel que z′ = z = ϕ(y). Il s’agit de montrer qu’il existe un unique e´le´ment η ∈ Y
tel que (Id, ϕ)(η) = (y, z′) (c’est-a`-dire tel que η = y et ϕ(η) = z′) et tel
que ϕ(η) = z. Or il est imme´diat que η = y est solution du proble`me, et est la
seule. 
(6.5.17) De´finition. Un morphisme de sche´mas Y → X est dit propre s’il est
se´pare´, de type fini et universellement ferme´. On dira e´galement que Y est un
X-sche´ma propre ou que Y est propre sur X .
(6.5.17.1) Les proprie´te´s, pour un morphisme, d’eˆtre se´pare´, d’eˆtre de type fini,
et d’eˆtre universellement ferme´ sont stables par composition, par changement
de base, et sont locales sur le but ; il en va donc de meˆme pour la proprete´.
(6.5.17.2) Un premier exemple. Tout morphisme fini est de type fini, est affine
donc se´pare´ (6.5.5.4), et est universellement ferme´ (6.5.13.1). Autrement dit,
tout morphisme fini est propre. En particulier, une immersion ferme´e est propre
(notez que le caracte`re universellement ferme´ peut eˆtre e´tabli directement dans
ce cas, alors que pour les morphismes finis ge´ne´raux il fait in fine appel au
lemme de going-up).
(6.5.18) The´ore`me. Soit X un sche´ma et soit n un entier. Le
morphisme PnX → X est propre.
De´monstration. Comme PnX = P
n
Z ×Z X , et comme la proprete´ est stable
par changement de base (6.5.17.1), il suffit de traiter le cas ou` X = Spec Z. Le
morphisme PnZ → Z est de type fini, et est se´pare´ (cf. 6.5.6.3, ou directement le
corollaire 6.4.13.1).
Il reste a` s’assurer que PnZ → Spec Z est universellement ferme´, c’est-a`-dire
que PnY → Y est ferme´ pour tout Y . Le fait, pour une partie d’un sche´ma Y ,
d’eˆtre ferme´e dans Y est une proprie´te´ locale ; il en re´sulte qu’on peut supposer
que Y est le spectre d’un anneau A.
(6.5.18.1) Soit I un ide´al homoge`ne de A[T0, . . . , Tn]. Nous allons de´montrer
que l’image de V (I) ⊂ PnA sur Spec A est ferme´e, ce qui permettra
de conclure. L’immersion ferme´e Proj A[T0, . . . , Tn]/I →֒ PnA induit un
home´omorphisme Proj A[T0, . . . , Tn]/I ≃ V (I). Il suffit donc de ve´rifier que
l’image de Proj A[T0, . . . , Tn]/I sur Spec A est ferme´e ; nous allons plus
pre´cise´ment prouver que son comple´mentaire U est ouvert.
(6.5.18.2) Soit x ∈ Spec A. Notons J(x) l’ide´al de κ(x)[T1, . . . , Tn] engendre´
par l’image de I. La fibre de Proj A[T0, . . . , Tn]/I en x s’identifie a`
Proj (A[T0, . . . , Tn]/I)⊗A κ(x)) = Proj κ(x)[T0, . . . , Tn]/J(x).
Dire que x ∈ U signifie que la fibre en question est vide, c’est-a`-dire, en
vertu de 6.1.6.1, que tout e´le´ment homoge`ne de degre´ strictement positif
de κ(x)[T0, . . . , Tn]/J(x) est nilpotent. Comme l’ide´al (κ(x)[T0, . . . , Tn]/J(x))+
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est engendre´ par (T0, . . . , Tn), cela revient a` demander que les Ti soient
nilpotents dans κ(x)[T0, . . . , Tn]/J(x), ou encore que (κ(x)[T0, . . . , Tn]/J(x))d
soit nul pour un certain d.
(6.5.18.3) Soit d un entier On pose Id = I ∩ A[T0, . . . , Tn]d, et on de´finit
le A-module Qd par la suite exacte
0→ Id → A[T0, . . . , Tn]d → Qd → 0.
Pour tout x ∈ Spec A, l’exactitude a` droite du produit tensoriel garantit
l’exactitude de la suite
Id ⊗A κ(x)→ κ(x)(T0, . . . , Tn]d → Qd ⊗A κ(x)→ 0,
ce qui montre que Qd ⊗A κ(x) ≃ (κ(x)[T0, . . . , Tn]/J(x))d. Par conse´quent, il
de´coule de 6.5.18.1 que le point x appartient a` U si et seulement si il existe d ∈ N
tel que Qd ⊗A κ(x) = {0}.
(6.5.18.4) Soit d un entier. Si x ∈ Spec A, l’espace vectoriel Qd ⊗A κ(x)
s’identifie a` Q˜d⊗κ(x), au sens de 3.3.12 (ou` Q˜d de´signe le faisceau quasi-cohe´rent
sur Spec A associe´ a` Qd). Comme Qd est de type fini d’apre`s sa de´finition, il
s’e´crit comme un quotient de Am pour un certain m, et Q˜d s’e´crit de`s lors
comme un quotient de OmSpec A. Il re´sulte alors du corollaire 3.3.16 (voir aussi les
commentaire qui le suivent en 3.3.16.1) que l’ensemble Vd des points x de Spec A
tels que Qd ⊗A κ(x) = Q˜d ⊗ κ(x) = {0} est ouvert.
L’ensemble U e´tant e´gal en vertu de 6.5.18.3 a` la re´union des Vd pour d ∈ N,
il est ouvert, ce qui ache`ve la de´monstration. 
(6.5.19) Corollaire. Tout morphisme projectif (6.5.6.4) est propre.
De´monstration. C’est une conse´quence imme´diate du the´ore`me 6.5.18 ci-
dessus, du fait que les immersions ferme´es sont propres (6.5.17.2), et du bon
comportement de la proprete´ a` divers e´gards (6.5.17.1). 
Un ≪principe du maximum≫ en ge´ome´trie alge´brique
(6.5.20) Nous nous proposons pour terminer ce cours d’e´tablir une variante
alge´brique du principe du maximum de la ge´ome´trie complexe. Nous aurons
besoin du lemme suivant.
(6.5.21) Lemme. Soit X un sche´ma irre´ductible et re´duit. L’anneau OX(X)
est inte`gre.
De´monstration. Comme X 6= ∅ (puisqu’il est irre´ductible), l’anneau OX(X)
est non nul (3.3.3.3). Soient f et g deux e´le´ments de OX(X) tels que fg = 0.
On a alors X = V (fg) = V (f) ∪ V (g), et comme X est irre´ductible il vient
X = V (f) ou X = V (g). Supposons par exemple que X = V (f). La restriction
de f a` tout ouvert affine de X est alors nilpotente, donc nulle puisque X est
re´duit ; il s’ensuit que f = 0. On a de meˆme g = 0 si X = V (g), ce qui ache`ve
la preuve. 
(6.5.22) The´ore`me. Soit k un corps et soit X un k-sche´ma propre, irre´ductible
et re´duit. L’anneau OX(X) est une extension finie de k ; en particulier,
OX(X) = k si k est alge´briquement clos.
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De´monstration. Comme X est irre´ductible et re´duit, l’anneau OX(X)
est inte`gre d’apre`s le lemme 6.5.21. Soit f ∈ OX(X). Elle induit un k-
morphisme ψ:X → A1k, caracte´rise´ par le fait que ψ∗T = f (cf. 5.6.3.1). La
compose´e de ψ et de l’immersion ouverte A1k →֒ P1k (obtenue en identifiant A1k
a` l’une des deux cartes affines standard de P1k) est un k-morphisme X → P1k.
Comme le k-sche´ma X est propre, et en particulier universellement ferme´, et
comme P1k est se´pare´ sur k, l’image ψ(X) est ferme´e dans P
1
k. E´tant par ailleurs
contenue dans A1k, cette image est ne´cessairement un ensemble fini de points
ferme´s, et consiste finalement en un unique point ferme´ x car X est irre´ductible.
Le point ferme´ x de A1k correspond a` un polynoˆme irre´ductible P de k ;
comme X est re´duit, ψ se factorise par {x}red = Spec k[T ]/P , ce qui veut dire
que P (f) = P (ψ∗T ) = ψ∗P (T ) = 0.
L’anneau OX est ainsi une k-alge`bre inte`gre dont tous les e´le´ments sont
entiers sur k ; c’est donc un corps (lemme 2.8.12). Il reste a` s’assurer qu’elle est
de type fini sur k.
Le k-sche´ma X est propre, et donc de type fini. Il est non vide car
irre´ductible, et posse`de donc un point ferme´ y. L’e´valuation en y est un k-
morphisme de OX(X) dans κ(y), injectif puisque OX(X) est un corps.
Comme [κ(y) : k] < +∞, le corps OX(X) est une extension finie de k.
