This work is devoted to an interpretation and computation of the first homology groups of the small category given by a rewriting system. It is shown that the elements of the first homology group may be regarded as the equivalence classes of the flows in a graph of the rewriting system. This is applied to calculating the homology groups of asynchronous transition systems and Petri nets. Examples of calculations are given.
Introduction
This paper is devoted to the study of the first homology group of a category with coefficients in a diagram of abelian groups. It was shown in [9] that, for a free category generated by a directed graph, this homology group consists of generalized flows in the graph. In this paper we shall extend this assertion to all small categories. We prove that each member of the first homology group may be interpreted as a class of generalized flows (Theorem 3.2). This result was announced in [8] , but the proof was not published.
The most important subject of this paper is concerned with the introduction and calculation of homology groups of concurrent computing models. We use the models which are studied by the theory of categories in [26] . A well known problem is to define homology groups for such models; such homology groups are of interest for computer science. E. Goubault [5] and P. Gaucher [3] , [4] have given a definition of homology groups for higher dimensional automata. In the work [11] it was proved that the category of asynchronous transition systems admits a functor into the category of pointed sets over partially commutative monoids. This allows us to introduce a definition for homology groups of asynchronous transition system.
We prove (Theorem 1.2) that if a presentation (E, R) of a partially commutative monoid has no distinct elements a, b, c ∈ E for which ab = ba and bc = cb and ac = ca, then the 2-category Ω(R) related to (E, R) is trivial in the sense of [18] . Using Mitchell's results we give in Corollary 3.5 conditions under which the homology groups H n ( C, F ) of a category C are zero for all diagrams F and n 3.
This allows us to describe all the homology groups of asynchronous transition systems which do not contain triples of mutually independent events (Corollary 5.4).
The homology groups of a category of states augmented by an "infinitely distant state" were studied in the work [11] . The investigation of the homology groups of the augmented category is reduced to studying the homology of partially commutative monoids (Theorem 5.3). Nevertheless we consider mainly the homology of the category of states without the infinitely distant state. In terms of flows we describe the homology groups of the asynchronous transition system for the reader and writer problem. Then we consider integer homology groups for a Petri net. Finally, we calculate the integer homology of the pipeline Petri net.
I am grateful to an anonymous referee and to the Editor for many comments on various versions which have helped to improve this paper. For each parallel pair p = (α, β) we denote by dom p = dom α = dom β their common domain and cod p = cod α = cod β their codomain. (1)
Presentations of categories
for some k > 0. The sequence (y i , s i , t i , z i ), 1 i k, will be denoted by (y, s, t, z) : α → β and called a 2-path of length k from α to β. Also we consider the empty 2-path denoted by ( ) α from α to α by taking k = 0.
We recommend the paper [25] for a good discussion of 2-paths. Let R be a set of parallel pairs. The quotient category C/R is denoted by C/R. If there is a 2-path (y, s, t, z) : α → β, then we say α and β are equivalent with respect to R and write α β mod R. [18] used 2-categories in the study of small categories with Hochschild-Mitchell dimension 2. To apply his results [18] we recall the properties of a presentation and the definition of a 2-category. Definition 1.3. A 2-category is a class of objects, Ob C, together with a family {Hom C (a, b)} (a,b)∈Ob C×Ob C of some small categories. We assume also that there is given for every triple
2-categories. B. Mitchell
and for every a ∈ Ob C there is given an object i a ∈ Ob(Hom C (a, a)). We write 
The operation * is called the horizontal composition. The composition in the categories Hom C (a, b) is denoted by · and called the vertical composition.
Every 2-category C has the category structure where Ob C is the class of objects and M or C = (a,b)∈Ob C×Ob C C (a, b) ) is the class of morphisms with the (Hom C (b, c) ) and the identity morphisms i a ∈ Ob (Hom C (a, a) ). So we write g • f for 1-morphisms instead of g * f and 1 a instead of i a .
Ob(Hom
where the point denotes the vertical composition. This is also called the "distributive law" [18] or sometimes the "Godement law". 
A 2-category and 2-paths. We consider the application of 2-categories to quotient categories following B. Mitchell [18] . Let C be a small category and R a set of parallel pairs in C. 
We get a 2-path from f to h. The reverse (x, β, α, y) yields a 2-path from g to f . There exists an identity 2-path of length k = 0 from f to f . Hence pairs of morphisms (f, g) which have 2-paths from f to g define an equivalence relation. Moreover, if (x, α, β, y) is a 2-path from f to g, then (xh, α, β, y) is a 2-path from f h to gh and (x, α, β, hy) is a 2-path from hf to hg.
For any pair a, b ∈ Ob C, denote by Ω 0 (R)(a, b) the set of all 2-paths between the morphisms of C(a, b). The concatenation of 2-paths gives Ω 0 (R)(a, b) the structure of category. It is the category of paths in a directed graph whose arrows are 2-paths of length 1. For (x, α, β, y) : f → g and (x , α , β , y ) :
when f f and g g are defined. The operation * gives Ω 0 (R) a structure of category, but the interchange law does not hold in it and the horizontal composition is not functorial. Nevertheless, this operation becomes functorial on a quotient category of Ω 0 (R).
Suppose that R is an antisymmetric and irreflexive relation, i.e. (α, β) ∈ R implies (β, α) / ∈ R. A 2-path (x, α, β, y) : f → g is closed if f = g. A closed 2-path (1) is said to be degenerate if k is an even number and if the set {1, 2, · · · , k} may be partitioned into two element subsets {i, j} such that (α i , β i ) = (β j , α j ) and x i x j mod R, y i y j mod R. Otherwise the closed 2-path is said nondegenerate. If (x, α, β, y) and (x , α , β , y ) are both 2-paths from f to g, then they will be called equivalent if the vertical composition (x, β, α, y) · (x , α , β , y ) is degenerate.
Following B. Mitchell [18] we define Ω(R) as the 2-category such that
where the sets of 2-morphisms Hom Ω(R) (a, b)(f, g) consist of the equivalence classes of 2-paths (x, α, β, y) : f → g which inherits the horizontal and vertical compositions. For every a, b ∈ Ob( C) the category Hom Ω(R) (a, b) is a groupoid, since the reverse of a 2-path becomes an inverse for it. If every closed 2-path is degenerate, then Ω(R) is called trivial.
It is easy to see that Ω(R) is trivial if and only if for every 1-morphism f, g : a → b the set Hom Ω(R) (a, b)(f, g) contains at most of one element.
Rewriting systems. Let Γ be a directed graph. We denote by A(Γ) the set of its arrows and by V (Γ) the set of its vertices. If C = PaΓ is the path category in a directed graph Γ and R a set of parallel pairs in PaΓ, then the pair (Γ, R) is called a presentation of the quotient category PaΓ/R. In this case the pair (Γ, R) is also said to be a rewriting system for PaΓ/R.
If the graph Γ has one vertex, then its arrows may be regarded as letters in the alphabet E = A(Γ) and its paths are words w ∈ E * = PaΓ. In this case the rewriting system is denoted by (E, R) and presents a monoid. Rewriting systems for presentations of categories were applied in [17] , [19] to the study of the Hochschild-Mitchell homology of categories. Definition 1.6. A monoid is said to be partially commutative if it has a presentation (E, R) where E is an arbitrary set and R consists of some pairs (ab, ba) of words with a, b ∈ E and a = b. Proof. The 2-category Ω(R) has a single object because (E, R) presents a monoid. We will denote this object by M . Words α ∈ E * are 1-morphisms in Ω(R). Equivalence classes of 2-paths α → β will be 2-morphisms from α ∈ E * to β ∈ E * . Every 2-path consists of steps (
is a groupoid, it is enough to prove an assertion about that for every α ∈ E * and β ∈ E * there is at most one 2-morphism α → β.
We will prove it by induction on the length of α. Suppose that the assertion is true for words of length less than the length of α. Let us suppose that there exists a 2-path α → β. Then the length of α equals the length of β. Let α = aw and β = bw , for some letter a, b ∈ E and some words w, w ∈ E * .
We consider the case a = b. There are no words of the form cv, with c ∈ E \{a, b}, which are contained in the 2-path α → β; or else we would have (ac, ca) ∈ R ∪ R −1
Hence all morphisms α → β belong to a full subcategory of Hom Ω(R) (M, M ) consisting of words of the form av and bv for some words v ∈ E * . We denote this full subcategory by Ω (a,b) . Let Ω a ⊆ Ω (a,b) be the full subcategory of words av and let Ω b ⊆ Ω (a,b) be the full subcategory of words bv, for all v ∈ E * . (See Fig. 1 .) r r r r r r 
Because of the distributivity law, for each 2-morphism η : v → v , we have the following commutative square
It is easy to see from the commutativity of this square that every 2-morphism α → β is the equivalence class of a path which consists of steps
Since Ω a and Ω b are trivial, it follows from the distributivity law that every two such paths are equivalent. Now we prove that all closed 2-paths are degenerate. Let α = aw. For each 2-path α → α there exists b ∈ E such that this 2-path consists of words which equal either av or bv for some v ∈ E * . If a = b, then we obtain a 2-path which has the equivalence class a * η : aw → aw, for some η : w → w. Such η is equivalent to a degenerate path by the inductive hypothesis. If a = b, then the equivalence class of the 2-path α → α equals the composition θ · η for some w and 2-paths η : aw → bw , θ : bw → aw. Since η and the reverse of θ are equivalent, we have that θ · η is degenerate. Hence Ω(R) is trivial. 2
Homology groups of a small category
The purpose of this section is to introduce the reader into homology of small categories. We recommend the survey [8] for a deeper study of this theory. Let Set be the category of sets and maps and Ab the category of abelian groups and homomorphisms. A diagram in A on C is a functor C → A from a small category C to a category A. In particular, for each object c ∈ C there is defined the diagram
The category of diagrams in Ab. Let Ab C be the category of diagrams C → Ab in which morphisms are natural transformations. Limits and colimits in the diagram category may be calculated objectwise. Consequently the category Ab C has infinite products, kernels, and cokernels. The following assertion is well-known [7] : Proposition 2.1. The category Ab C is abelian and has enough projective and injective objects.
Since kernels and cokernels in the diagram category may be calculated objectwise, the sequence of diagrams and natural transformations
is exact if and only if the sequences of abelian groups and homomorphisms
are exact for all c ∈ C.
Categories of homological dimension 0. A category is connected if it is not equal to the coproduct of some nonempty categories. A small category is pseudofiltered [16] if its maximal connected subcategories are filtered. It is well known that if a small category C is pseudo-filtered, then the colimit functor colim C : Ab C → Ab is exact, i.e. for an exact sequence (2) the sequence
is exact. U. Oberst [22] put forward the conjecture that if colim C is exact, then C is pseudo-filtered. But this was refuted by J. Isbell [12] .
Small categories C for which the functor colim C is exact were characterized by U. Oberst [23] , J. Isbell and B. Mitchell [13] . Such categories are called categories of homological dimension 0 [8] . Nevertheless little is known about these categories.
For example, there is a conjecture from J. Isbell and B. Mitchell [14] which is concerned with the exactness of colim C : Ab C → Ab with a fixed point property of C. It is possible that our interpretation of colim Satellites of the colimit functor. In general, the sequence (4) is not exact at colim C F . The homology theory of small categories measures the failure of exactness of this sequence. The theory of Abelian categories is the usual tool for the treatment of this kind of problem.
The exact sequence (2) gives rise to the canonical long exact sequence
which defines a sequence of functors colim The values of the satellites are isomorphic to the homology groups of the chain complex considered below.
For every family {A i } i∈I we denote by in i : A i → i∈I A i the canonical morphisms into the coproduct. Let C be a small category. Denote by d 
(with C n ( C, F ) = 0 for n < 0) and the homomorphisms (called "boundary operators")
where ∂ i n is the unique morphism satisfying for each σ = (c 0
For n 0, the homology group H n (C * ( C, F )) = Ker ∂ n / Im ∂ n+1 is denoted by H n ( C, F ) and called the n-th homology group of C with coefficients in F . Let
Kan extensions and relative derived functor of the colimit. Let C and D be small categories and S : D → C a functor. Let c ∈ Ob C. The comma category S ↓ c is the category with objects the pairs [16] . According to [16] 
We will consider any set E as a discrete category and a family {S(e)} e∈E as the functor S : E → C. Now we define a proper class in Ab C such that the diagrams Lan S F are relative projective for every family {F (e)} e∈E of abelian groups F (e). It allows us to consider the groups H n ( C, F ) as the values of relative derived functors of the colimit. C . This class consists of all short exact sequences (2) of diagrams for which the exact sequences (3) split for each c ∈ Ob C. The class of proper epimorphisms P e consists of all η for which the sequence (2) with η = ker(η ) belong to P. The class of proper monomorphisms P m consists of all η for which the sequence (2) with η = coker(η ) belong to P. 
If P * → F is another proper projective resolution, then there exists a chain morphism P * → F * which is a homotopy equivalence. The functor colim C : Ab C → Ab is additive and consequently respects homotopy equivalences. Hence the complexes colim C P * and colim C F * have the same homology groups. Thus H n (colim
for all n 0 and for each proper projective resolution P * → F . We will use this fact in the proof of Theorem 3.2.
The domain of the functors H n (−, =) may be extended to a category Dg(Ab) whose objects are pairs ( C, F ) consisting of small categories C and diagrams F :
. The identity morphism (1 C , 1 F ) consists of the functor 1 C : C → C and the identity natural transformation.
The universality of the canonical injections
and the homomorphisms
give rise to the homomorphisms
inducing a chain homomorphism. This leads to the homomorphisms
for all n 0. The composition gives functors H n (−, =) : Dg(Ab) → Ab, n 0.
Interpretation of the first homology group of a category
The work [9] gave an interpretation of the first homology group of the free category generated by a directed graph. The elements of the first homology group were considered as families of "currents" which are assigned to edges and satisfy the "First Kirchhoff Law" at every vertex. Homological algebra was used for the study of abelian groups of flows. This section is devoted to an interpretation of the first homology group of a category given by a rewriting system.
We first consider the case of a free category. Let Γ be a directed graph. Suppose that F : PaΓ → Ab is a diagram of abelian groups.
Flows with intensifications and flows with delays are examples of such generalized flows [9] . It is clear that the flows in Γ with coefficients in F form a subgroup of the 1-chain group
F (dom(γ)). Denote the subgroup of all flows by Φ(Γ, F ).
The following assertion was proved in [9] Proposition 3.
We now introduce the notion of an internal flow. Denote the values in i (a) of the canonical homomorphisms
. Every member of the coproduct admits a shape i∈I a i [i] where a i ∈ A i with the condition a i = 0 for only a finite set of i ∈ I. Let Γ be a directed graph and R some set of parallel pairs in the path category PaΓ. Let C be a small category given by a rewriting system (Γ, R) and π : PaΓ → C the canonical projection. Let F : C → Ab be a diagram of abelian groups. Given paths α = α m · · · α 1 and
we denote by dom r their common domain and cod r the codomain. For any path 
the abelian group of all flows internal with respect to R. Consider the sequence of homomorphisms
where
It follows from the equality
Therefore, the sequence (5) is a complex. The colimit of F is isomorphic to the cokernel of d 0 . Hence the 0-th homology group For the proof of the theorem, we will use the following lemma which is a direct corollary of [18, Theorem 28.1] .
Let C be a small category given by a presentation (Γ, R) and π : PaΓ → C the canonical projection. We can let Ob Let Q c : C↓c → C be the functor assigning to every object (a, x) the object a ∈ C and to every morphism (f : a → b, y) the morphism f . For each diagram F : C → Ab, one can consider the diagram F Q c .
We replace in the sequence (5) the letters F , R, Γ, C by F Q c , R↓c, Γ↓c, C↓c respectively. After the augmentation by coker d 0 = colim C↓c F Q c = F (c), this sequence may be transformed to the sequence, natural in c ∈ C,
Lemma 3.4. For each c ∈ C the sequence (6) of abelian groups is exact.
Proof. It is enough to show that for each object c ∈ C, there are homomorphisms
, for paths α and β which form r = (α, β).
To construct θ 0 , for every α ∈ M or C we choose a path
Then define a homomorphism θ 1 :
F (dom r) as follows.
For any γ ∈ A(Γ) and x ∈ C(cod γ, c) we have τ (x) · γ = τ (xγ). This implies that there exists a 2-path from τ (x) · γ to τ (xγ) given by a sequence (
Thus the sequence consists of proper natural transformations. 2
Proof of Theorem 3.2. Recall that for any set E and a family of abelian groups G = {G(e)} e∈E and a map S : E → Ob C the values of the left Kan extension of G are equal to Lan S G(c) = S(e)→c G(e). In this case we will have an isomorphism
If we replace the inclusion Ob C ⊆ C by S and substitute
Therefore the colimit of the sequence (6) gives a complex of abelian groups and
The commutativity of the following diagram follows immediately:
where {λ c }, {λ c }, {λ c } are the colimit cones. We obtain a complex with homology groups
Since the morphisms of the upper string in (7) making these diagrams commutative are unique, the upper string complex is the colimit of the relatively projective resolution consisting of proper natural transformations. Therefore by [23] , its homology groups are isomorphic to colim
Corollary 3.5. If a presentation (Γ, R) of C has no nondegenerate closed 2-paths, then H n ( C, F ) = 0, for n 3. In this case H 2 ( C, F ) is isomorphic to the kernel of the homomorphism d
Proof. It follows from [18, Remark 1, p. 108] that if all closed 2-paths (y, s, t, z) are degenerate, then the kernel of
is zero. Hence if Ω(R) is trivial, then we obtain the exact sequence
which is a proper projective resolution of F in Ab C . The passage to the colimit by c ∈ C gives the complex which homologies are equal to H n ( C, F ). Thus H n ( C, F ) = 0 for n 3 and H 2 ( C, F ) is isomorphic to the kernel of d 1 :
Smith normal form and calculating the homology groups. Let G α → G β → G be homomorphisms of abelian groups such that β • α = 0. Then we can consider the homology group Ker(β)/ Im(α). Let us describe a method of calculation for this homology group when G , G, and G are finitely generated free abelian groups. 
is an m × m matrix T and an n × n matrix S with integer entries such that: (i) det(T ) = ±1, det(S) = ±1; (ii) A = T • D(A) • S for a natural number k 0 and m × n matrix
all entries of which are equal to 0 except the diagonal numbers
The matrix D(A) is said to be a Smith normal form of A.
This form is used for the computation of the homology groups of simplicial complexes in [24] . We refer the reader to [6] , where an algorithm is presented for computing the Smith normal form of an integer matrix, which performs well in practice. There are packages such as GAP for the computation of the Smith normal form. 
the nonzero diagonal entries of the Smith normal form D(A), then
Ker β/ Im α ∼ = Z/d 1 Z × Z/d 2 Z × · · · × Z/d k Z × Z m−k−b (8)
where b is the rank of the matrix B and may be computed as the number of nonzero entries of D(B).
Proof. It follows from Proposition 3.7 that one has the commutative diagram
with isomorphisms σ and τ where δ is given by the matrix D(A) which is the Smith normal form of A.
Similarly, Im α ∼ = Im δ. The inclusion Ker β ⊆ Z m induces the inclusion Ker β/ Im α ⊆ Z m / Im α which gives the short exact sequence
It follows from Z m / Ker β ∼ = Im β that Z m / Ker β is free because it is isomorphic to a subgroup of Z p . Its rank is equal to b. Consequently the short exact sequence is split, and there exists the isomorphism
Taking the quotient group by Z b we obtain the isomorphism (8).
2 We conclude that for calculating the homology group Ker β/ Im α it is enough to find the Smith normal form of matrices defining homomorphisms α and β. Then we will know the numbers d 1 , · · · , d k , b, which determine the homology group.
We will apply the methods given above for the interpretation and the calculation of the homology groups of asynchronous transition systems. Now we supply the necessary definitions.
Asynchronous transition systems
We study models of computations to be executed on a multi-processor machine. Such computations can be either synchronous or asynchronous. In synchronous computations there is a global clock, and each processor executes the instructions synchronously.
We consider computations in which there is no global clock and communications are made through channels. They are called asynchronous computations. An asynchronous computation is usually called a distributed computing while a synchronous computation is called a parallel computing. We suppose that processors have data communications by means of buffers in the common memory.
Petri nets. In the case when communications yield by means of buffers in the common memory, the behaviour of computations is well described by a mathematical model which can be defined as follows:
Members of T are called transitions, of P places. The function M 0 is said to be an initial marking. The function F determines a structure of a directed bipartite graph with the set P ∪ T of vertices in which the set of arrows consists of pairs
A marking is a function M : P → N. Transitions act on the set of all markings. A marking M may be changed if there exists a transition t ∈ T such that
. In this case we will say that the transition t ∈ T happens and write M t → M . A Petri net behaviour is a sequence of markings M 0
Places are pictured as circles and transitions as rectangles. If F (a, b) Morphisms of CE nets are defined as some morphisms of corresponding directed graphs.
The transitions happen in the order
To give the definition we need the category of sets and partial functions [26] . A partial function f : A B is a pair consisting of a subset dom f ⊆ A and a map f : dom f → B. The composition is defined in the obvious way. We assign to every set E the set E * = E ∪ { } obtained by the addition of an "infinitely distant" point which does not belong to E. We assign to every partial function
This defines the isomorphism of the category of sets and partial function with the category Set * whose objects are pointed sets (often called "based" sets) and morphisms are based maps in the sense of [16] . Thus we can consider a partial function as the corresponding map which preserves base points. For a CE net (B, M 0 , E, pre, post) we extend the maps pre and post to E * by pre( ) = post( ) = ∅. 
are commutative where
If (pre(e 1 ) ∪ post(e 1 )) ∩ (pre(e 2 ) ∪ post(e 2 )) = ∅, then e 1 and e 2 are said to be independent.
Lemma 4.1. [26] Let N = (B, M 0 , E, pre, post), N = (B , M 0 , E , pre , post ) be CE nets and (β, η) : N → N a morphism of CE nets. Then
(ii) if e 1 and e 2 are independent, then η(e 1 ) and η(e 2 ) are independent in N .
Proof. The assertion follows from the fact that β −1 preserves the difference and intersection of sets.
Asynchronous transition systems. Consider an arbitrary set S of computing system states with a set of instructions E which act on S. Some of the instructions can act at the same time. 
consists of sets S and E, a member s 0 ∈ S, a subset T ran ⊆ S × E × S, and an irreflexive symmetric relation I ⊆ E × E for which (i) for every e ∈ E there are s, s ∈ S such that (s, e, s ) ∈ T ran;
(ii) if (s, e, s ) ∈ T ran and (s, e, s ) ∈ T ran, then s = s ; (iii) for every pair (e 1 , e 2 ) ∈ I and triples (s,
Members of S are called states, members of T ran are transitions, s 0 ∈ S is an initial state, I is an independence relation.
The condition (iii) of Definition 4.4 may be illustrated by the diagram:
The following asynchronous transition system corresponds to the well known reader and writer problem and it is considered in computer architecture courses (see [10] ). A morphism of pointed sets over monoids (η, σ) : (M, X) → (M , X ) is a pair consisting of a monoid homomorphism η : M → M and based map σ :
Let (S, s 0 , E, I, T ran) be an asynchronous transition system and let M (E, I) be a monoid given by rewriting system (E,Î), whereÎ is an antisymmetric and irreflexive relation consisting of pairs (ab, ba) with (a, b) ∈ I. We will suppose that for every (a, b) ∈ I either (ab, ba) or (ba, ab) belongs toÎ. By the condition (ii) of Definition 4.4, for any e ∈ E, there is a map S * → S * which is not equal to · b) · a, for all (a, b) ∈ I. We obtain the map S : E → Set * (S * , S * ) which determines the unique monoid homomorphism
, there exists a unique extensionS : M (E, I) → Set * (S * , S * ) of the map E → Set * (S * , S * ) which gives a structure of right pointed set over M (E, I).
If we return to the asynchronous transition system for the reader and writer problem, then we obtain the right pointed set over M (E, I) where S * = N× N∪{ } and the presentation (E,Î) = ({a, b, c, d}
We let (m, n) · e = for all the rest of (m, n) and e ∈ {a, b, c, d}.
Let A be a category whose objects are asynchronous transition systems. A morphism of A (η, σ) : (S, s 0 , E, I, T ran) → (S , s 0 , E , I , T ran ) consists of a map σ : S → S and a partial function η : E E for which σ(s 0 ) = s 0 and the following conditions hold:
σ(t)) ∈ T ran , if η(a) is defined and otherwise σ(s) = σ(t);
(ii) if (e 1 , e 2 ) ∈ I and η(e 1 ), η(e 2 ) are both defined, then (η(e 1 ), η(e 2 )) ∈ I . 
. Consequently any morphism of asynchronous transition systems is transformed to a morphism of right pointed sets over monoids. 2
Petri nets as asynchronous transition systems. Let N be the category of CE nets and A the category of asynchronous transition systems. Following [21] we define a functor U : N → A which assign to N = (B, M 0 , E, pre, post) the system U (N ) = (S, s 0 , E, I, T ran) where
It is well known that the functor U : N → A has a left adjoint [21] .
Homology groups of asynchronous transition systems
For every monoid M and right pointed set (M, X) denote by K * (M, X) a category whose objects are x ∈ X and morphisms x → y are triples (x, µ, y), µ 1 µ 2 , z) ). The identity 1 x : x → x equals (x, 1, x) where 1 is the identity of the monoid.
Let K(M, X) ⊆ K * (M, X) denote the full subcategory consisting of all objects x = .
Homology groups of a state category. Recall that E * is the monoid of all words over an alphabet E including the empty word 1. 
is the augmented category of states of T . is given a homomorphism A state s ∈ S of an asynchronous transition system (S, s 0 , E, I, T ran) is said to be reachable if there exists w ∈ E * such that s 0 · w = c. Consider Example 4.2 (Fig.  3) . The set of objects of K(U (N )) equals 2 P where P = {p 0 , p 1 , · · · , p 5 }. Let F be a diagram with values 0 for the states which are not reachable. Since K(U (N )) is the free category, we have H k (K(U (N )), F ) = 0, for k > 1. Since F vanishes for the states which are not reachable, the group consists of flows in the graph s 2 Using the commutativity of the diagram:
we obtain that the difference
is a flow which is equivalent to the flow f γ [γ]. If we repeat these subtractions every time by choosing (i, j) with above properties, then we obtain a flow which is equivalent to f γ [γ]. It does not contain the summands g[b i j ] with g = 0. Therefore t is surjective.
We prove now that t is injective. We calculate Ker t. Let z be a flow such that t(z) = 0. Then z is a sum of some internal flows
Choose among them an internal flow with greatest i, for which there exists j satisfying f i j = 0. Then we take a smallest index among such indices j. Because of z ∈ Φ(Γ 1 , F ) we will get f i j [b i j ] = 0, and consequently f i j = 0. The contradiction shows that it follows from t(z) = 0 that z = 0. Thus Ker(t) = 0 and t is an injection.
2 We assume that the first homology group of the category of states for the reader and writer problem is isomorphic to the abelian group of flows Φ(Γ 1 , F ).
For example, if 
Kan extensions and homology of partially commutative monoids. Let M be a monoid considered as a category with the single object M . Any right pointed set X over M may be regarded as a functor X :
Every maximal connected subcategory of the category S ↓ M has a terminal object of the form (x, 1) with x ∈ X. Hence Lan S F is the right M -module Lan S F (M ) = x∈X F (x) with the action
The work [11] was devoted to the homology of the augmented category of states. The following assertion is one of its main results. It was proved by means of the Andre spectral sequence. Here we prove it by a rather simple method.
Denote Lan S F by F . F ) is a n-th homology group of the monoid M with coefficients in the right M -module F .
Proof. Since the functor Lan
S is left adjoint to the exact functor Ab S , it carries projective objects into projective [1, Prop. 6.3] . The sum of exact sequences is exact, consequently Lan S is exact. Hence Lan S carries any projective resolution
into a projective resolution of F . Applying the functor colim M op to the resolution Lan S P * of F , we will get a complex of abelian groups colim
Homology of asynchronous transition without triples of mutually independent events. Let T = (S, s 0 , E, I, T ran) be an asynchronous transition system and let n > 0 be a positive integer. We will say that T contains n mutually independent events, if there exists a subset {e 1 , · · · , e n } ⊆ E such that (e i , e j ) ∈ I for all i = j, 1 i, j n. Otherwise we say that T does not contain n-tuples of mutually independent events. It follows from Theorem 1.2 and Corollary 3.5 that if T does not contain triples of mutually independent events, then H n (K * (T ), F ) = 0 for all n 3 and functors F : K * (T ) → Ab. We prove that this is true for K(T ).
Let C be a category. A subcategory D ⊆ C is called convex if the following conditions are satisfied: 
Proof. We denote by T ran(K) the subgraph of the augmented graph which consists of arrows T ran(K). It easy to see that the category K * (T ) has the presentation
Using Lemma 1.1 we obtain that (T ran(K), R K (I)) is the presentation of K. Proof. Recall that for arbitrary small category C the functor ∆ C Z : C → Ab has the value Z at each c ∈ Ob C and the value 1 Z at each α ∈ M or C. The subcategory T (s 0 ) ⊆ K(T ) contains for any s ∈ Ob(T (s 0 )) all objects s ∈ S for which there exist s → s . Hence the complexes C n (K(T ), Z T (s 0 ) ) and C n (T (s 0 ), ∆ T (s 0 ) Z) are isomorphic. It is well known [2] that for every category C the homology of the nerve of C may be defined as H n ( C, ∆ C Z). Substituting C = T (s 0 ) we get the required result. 
Concluding remarks
We introduced homology groups of asynchronous transition systems as the homology of the category of states with coefficients in some diagram. The existence of the functor U : N → A allowed us to define homology groups for CE nets. Analogously it would have been possible to define homology groups for event structures (in the sense of [26] ) or for objects of any category which admits a functor into A. Thus we can obtain information about invariants of these objects such as Betti numbers, Euler characteristic, homological dimension. It is still an open problem to calculate and to interpret these invariants. A CE net is finite if its sets of conditions and events are finite.
Open problem 1. Find an algorithm for the computation of the integer homology groups H n (N ) of finite CE nets N for n > 1.
If we built a complex of free finitely generated abelian groups whose homology groups are isomorphic to H n (N ), then Open Problem 1 would be solved.
We saw above that H 0 (N ) = Z. The group H 1 (N ) may be calculated by means of reduction of the matrices of d 0 and d 1 to the Smith normal form. An algorithm for calculating H 2 (N ) when the CE net N does not contain triples of mutually independent events is proposed. The following question is related to this result:
Open problem 2. Let n > 0 be the maximal number of mutually independent events of an asynchronous transition system T . Prove the equality H k (K * (T ), F ) = 0 for every diagram F : K * (T ) → Ab and k > n.
We have proved this for n = 1 and n = 2. According to Theorem 5.3 this problem may be reduced to estimating the homological dimension of partially commutative monoids.
Many questions appear in the study of constructions of categories of models for concurrency. We hope that they may be solved by means of classical spectral sequences related to the homology of small categories.
