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ABSTRACT. – The Yosida method was introduced in (Quarteroni et al., to appear) for the numerical
approximation of the incompressible unsteady Navier–Stokes equations. From the algebraic viewpoint, it
can be regarded as an inexact factorization of the matrix arising from the space and time discretization
of the problem. However, its differential interpretation resides on an elliptic stabilization of the continuity
equation through the Yosida regularization of the Laplacian (see (Brezis, 1983, Ciarlet and Lions, 1991)).
The motivation of this method as well as an extensive numerical validation were given in (Quarteroni et al.,
to appear).
In this paper we carry out the analysis of this scheme. In particular, we consider a first-order time
advancing unsplit method. In the case of the Stokes problem, we prove unconditional stability and
moreover that the splitting error introduced by the Yosida scheme does not affect the overall accuracy
of the solution, which remains linear with respect to the time step. Some numerical experiments, for
both the Stokes and Navier–Stokes equations, are presented in order to substantiate our theoretical results.
Ó Elsevier, Paris
1. Introduction
The set up of efficient methods for the numerical solution of the unsteady incompressible
Navier–Stokes equations is a relevant task of Computational Fluid Dynamics. The “saddle-point”
feature of the problem and the large dimensions of the associated linear systems for the computa-
tion of the velocity and pressure fields may require a large computational effort. Many different
methods have been proposed in order to reduce this effort. In [16], in particular, we have consid-
ered a class of methods based on the splitting of the original problem into the successive solution
of smaller problems, involving the velocity and pressure fields separately. Such a splitting is
based on suitable block factorizations of the matrix obtained after space and time discretization
* This work has been supported by 60% and 40% MURST Research Contracts, by CNR Special Project: “Metodi
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of the original problem. More precisely, starting from an “exact” block LU factorization of the
matrix, it is possible to obtain different efficient schemes by approximations of such factorization.
Namely, if the error induced by the approximate factorization is bounded by the discretization
error of the unsplit scheme, we could achieve a sensible reduction of the computational effort,
without affecting the accuracy of the computed solution. In [16] it was observed that, in this way,
we can recover a sort of “algebraic” reformulation of well known schemes for the time advancing
of Navier–Stokes equations, such as the Chorin–Temam and the Van Kan projection methods, by
a suitable choice of the approximate factorization. Moreover, a new scheme was proposed, that
we have called Yosida method, which can be regarded as a “quasi-compressibility” scheme, since
the approximation induced by the splitting affects the continuity equation. Precisely, an extra
term, that contains the Yosida regularization of the Laplacian (see [6,3]) is added to the conti-
nuity equation, with the effect of stabilizing the whole system. Henceforth, the Yosida scheme
gurantees the conservation of momentum but not the conservation of mass, whereas projection
methods do the opposite. However, the numerical results show that even the mass conservation is
achieved within a very small tolerance (see [16] and Section 5). In this paper, we aim to analyze
the Yosida method, regarding to its properties of stability and accuracy.
More precisely, the paper is organized as follows. We review the general framework of
the inexact factorizations in Sections 2 and 3. In Section 4 we consider the Yosida method
as a splitting of the backward Euler semi-implicit scheme and reformulate it in a discrete
operator form which is more suitable for its analysis. In particular, we prove that the scheme
is unconditionally stable. Moreover, we analyze the difference between the solution obtained by
the Yosida method and the one of the corresponding unsplit problem. For the Stokes problem,
we prove that this splitting error decays linearly with respect to the time step 1t . Finally, several
numerical experiments are illustrated in Section 5, both for the Stokes and the Navier–Stokes
problem.
2. The incompressible unsteady Navier–Stokes equations
The Navier–Stokes equations for viscous homogeneous incompressible fluids are:
∂υ
∂t
+ (υ · ∇)υ − ν1υ +∇ψ = f,
∇ · υ = 0,
for x ∈Ω, t ∈ (0, T ],(1)
where Ω is an open bounded domain of Rm (m = 2,3) with boundary Γ , T > 0, υ = υ(x, t)
is the velocity field, ψ = ψ(x, t) is the kinematic pressure, ν is the kinematic (constant)
viscosity (but for the sake of simplicity, they will be called in the sequel pressure and viscosity
respectively) and f= f(x, t) is a possible external body force.
The first equation in (1) represents the conservation of momentum, while the second one is
the incompressibility constraint forcing the conservation of mass, and it is referred to as the
continuity equation. In order to have a well posed problem, Eqs. (1) must be provided with
suitable initial conditions υ|t=0 = υ0. Further, m scalar conditions have to be prescribed on Γ .
More precisely, we will suppose that Γ is split into two parts, ΓD (Dirichlet boundary) and ΓN
(Neumann boundary), where we require respectively that:
υ = g for x ∈ ΓD, −ψn+ ν∇υ · n= h for x ∈ ΓN,(2)
where g and h are given for all t ∈ (0, T ] and n is the outward unit normal vector on Γ . We
suppose that meas(ΓD) is always positive, while we do not exclude that meas(ΓN) = 0. In the
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latter case, ΓD ≡ Γ and the compatibility condition for the boundary datum
∫
Γ
g · n dγ = 0 has
to be satisfied due to the continuity equation (1)2.
In order to compute a numerical solution (υ,ψ) of system (1), we carry out a discretization
of such equations with respect both the space and time variables. For what concerns the time
discretization, a typical approach is based on the finite difference approximation, that means to
split the time interval of interest (0, T ] into subintervals with time step 1t , such that tk = k1t
(k ∈ N) and approximate the time derivatives with suitable incremental ratios evaluating the
unknowns at the instants tk . In the sequel, we will assume to discretize the equations through a
backward Euler time discretization. For what concerns the space discretization, we refer to the
finite element method. However, we warn the reader that many of the forthcoming considerations
of this Section hold in general also for different (time and space) discretization strategies (see,
e.g., [16]).
The discretization of the problem according to the finite element method is based on the
Galerkin approximation of (1), that we are going to introduce. In the sequel, we denote byL2(Ω)
the space of square integrable scalar functions in Ω , L2(Ω) the analogous functional space for
m-dimensional vector functions, Hm(Ω) the functions belonging to L2(Ω) together with their
first m spatial derivatives and Hm(Ω) the functions belonging to L2(Ω) together with their first
m spatial derivatives. In particular, H10(Ω) denotes the functions belonging to L
2(Ω) together
with their first spatial derivative and whose trace vanishes on Γ (see, e.g., [14]). We recall that,
in multi-index notation, the norm in the Sobolev spaces Hm(Ω) is defined as follows:
‖w‖2m =
∑
06|α|6m
∥∥Dαw∥∥2,
where ‖ · ‖ will denote, in the whole paper, the norm in L2(Ω) or L2(Ω) (according to the
context).
In the present work Ω will be assumed smooth enough. More precisely, we will assume that
the following Cattabriga regularity property holds (see [4]): for any given g ∈L2(Ω), the solution
(w, q) of the steady Stokes problem:
−1w+∇q = g, in Ω, ∇ ·w= 0 in Ω, w= 0 on Γ,
satisfies the inequality:
‖w‖2 +‖q‖H 1(Ω)\R 6 c‖g‖.(3)
The above regularity property is fulfilled if, for instance, m= 2 and Ω is a convex polygon.
For the sake of simplicity, we shall assume henceforth homogeneous Dirichlet conditions
υ = 0 on Γ for Eqs. (1).
Then, the backward Euler–Galerkin approximation of the problem (1) reads: for each n > 0,
find υn+1h ∈Vh and ψn+1h ∈Qh such that:
m
(
υn+1h ,vh
)+ a(υn+1h ,vh)+ g(υn+1h ,vh)+ b(vh,ψn+1h )
=
∫
Ω
fn+1 · vh dω+m
(
υnh,vh
) ∀vh ∈Vh,
b
(
υn+1h , qh
)= 0 ∀qh ∈Qh,
(4)
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where {Vh, h > 0} and {Qh, h > 0} are families of finite dimensional subspaces of H10(Ω) for
the velocity and of L2(Ω) \R for the pressure, respectively, υkh, ψkh denote the discrete velocity
and pressure computed at tk and:
m(w,v)≡ 1
1t
∫
Ω
w · v dω, a(w,v)= ν
∫
Ω
∇w : ∇v dω,
b(w, q)=−
∫
Ω
∇ ·wq dω, g(w,v)=
∫
Ω
(w · ∇)w · v dω.
(5)
In particular, in the finite element method, we introduce a triangulation Th of the domainΩ , i.e., a
finite decomposition ofΩ into triangles or quadrilaterals in 2D or tetrahedrons or parallelograms
in 3D. As usual, h denotes the maximum of the diameters of the triangles of Th. Then, assume
that Vh is the space of piecewise polynomial functions on every element of Th, continuous in Ω
and vanishing on the boundary Γ . Similarly, Qh is the space of piecewise polynomial functions
on every element of the decomposition, not necessarily continuous.
Due to the presence of the nonlinear convective term in the momentum equation (1)1, (4)
yields the solution of a system of nonlinear equations when using full implicit time-stepping
procedures. In this work, we follow a semi-implicit strategy, based on the approximation:
g
(
wn+1h ,vh
)≈ ∫
Ω
(
wnh · ∇
)
wn+1h · v dω.
However, different strategies can be considered as well (see, e.g., [16]).
Setting Nv = dim(Vh) and Nq = dim(Qh), we denote with {ϕi}i=1,...,Nv a set of basis
functions for the space Vh and with {qi}i=1,...,Np a set of basis functions for Qh. Finally, set:
M = [mij ] =
[∫
Ω
ϕi · ϕj dω
]
, K = [kij ] =
[
a(ϕi ,ϕj )
]
,
B(W)= [gij (W)]= [ Nu∑
k=1
Wk
∫
Ω
(
ϕk · ∇
)
ϕj · ϕi dω
]
,
D = [dij ] =
[
b(ϕi , qj )
]
, F= [fi ] =
[∫
Ω
f · ϕi dω
]
and U0 = [U0i] =
[∫
Ω
u0 · ϕi dω
]
.
Usually,M is called “mass matrix” and K “stiffness matrix”. Then, if we combine the backward
Euler semi-implicit method and a finite element space discretization, in the case of a fully
Dirichlet problem, we obtain a system in the form:
Ayn+1 = bn+1,(6)
where
A=
[
C DT
D 0
]
, yn+1 =
[
Un+1
Pn+1
]
, bn+1 =
[bn+11
bn+12
]
.(7)
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We have used the following notations:
S =K +B(Un), C = 1
1t
M + S,
bn+11 = Fn+1 +
1
1t
MUn, bn+12 = 0,
(8)
where Un+1, Pn+1 are the discrete velocity and pressure at the time level tn+1. If different
boundary conditions are prescribed, the right-hand side would change accordingly.
SinceC is nonsingular and (in the case of the Stokes problem) definite positive, the matrixA is
nonsingular provided that the Ladyzhenskaja–Babuska–Brezzi (LBB) condition, which requires
a compatibility between the choice of the polynomial degrees for the velocity and the one for
the pressure, is satisfied. As an instance, in the case of triangular elements, we could assume that
Vh is the space of quadratic functions on every element of the mesh, while Qh is given by the
continuous piecewise linear functions on every element. For other couples of compatible spaces
see, e.g., in [8,2,17].
3. Inexact block factorizations and their interpretation
The dimension of system (6) ism×Nv+Nq . This can be a large number, especially ifm= 3.
A strategy to reduce the computational effort relies on a suitable splitting of the problem, for
instance generating separate subproblems for the velocity and the pressure. A typical approach
consists of generating a linear system for the pressure, by formal elimination of the velocity
vector. As a matter of fact, from (6) and (7) we obtain:
Un+1 =C−1(bn+11 −DT Pn+1),(9)
DC−1DT Pn+1 =DC−1bn+11 − bn+12 .(10)
The solution of system (6), (7), therefore, can be achieved by solving the system (10) for the
pressure and recovering afterwards the velocity from (9). However, the algebraic solution of (10)
is still very expensive, hence the reduction in the computational effort achieved by solving (10)
and (9) is not satisfactory (see, e.g., [17], Section 9.6.1). On the other hand, the matrix A admits
the following LU block factorization:
A=
[
C 0
D −DC−1G
][
I C−1G
0 I
]
,(11)
whereG=DT . Also this factorization introduces a splitting for the computation of velocity and
pressure variables. As a matter of fact, the exact values of Un+1 and Pn+1 can be computed by
means of the sequence of steps:
L-step:
CU˜
n+1 = bn+11 ,
DU˜n+1 −DC−1GP˜n+1 = bn+12 ,
U -step:
U
n+1 +C−1GPn+1 = U˜n+1,
Pn+1 = P˜n+1.
(12)
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By formally eliminating the so-called “intermediate” velocity U˜, it is easily verified that to
solve L and U steps in (12) amounts exactly to solve system (10), (9). This remark provides
the basic ideas for the methods we deal with. The block factorization (11) is exact. In order
to reduce the computational effort, suitable approximations of (11) can be introduced. These
approximations are acceptable if they induce an error not larger than the truncation error due to
the time discretization itself. Different schemes can be set up starting from this inexact block
factorization. In the next subsection, we suggest an abstract form to consider most of them.
3.1. Abstract form of inexact factorizations
Suppose that the matrix C−1 in (11) is approximated by a matrix H1 in the L-block and H2 in
the U one. The following approximate matrix is obtained:
Aapprox=
[
C 0
D −DH1G
][
I H2G
0 I
]
=
[
C CH2G
D D(H2 −H1)G
]
.(13)
The first conclusion that can be drawn is that the mass conservation is guaranteed if H1 =H2.
Indeed, setting H =H1 =H2 (6=C−1), we have:
Aapprox=AH =
[
C CHG
D 0
]
.(14)
Using AH instead of A is therefore equivalent to change the pressure operator in the momentum
equation and the amount of this perturbation depends obviously on the extent at which H
approximates C−1. On the other hand, the (discrete) mass conservation is ensured, so we can
say that this is a “mass preserving” strategy. A noticeable instance of this approach is given by
the choice:
H =1tM−1,(15)
which can be justified as follows. Starting from the form of C given in (8), for 1t sufficiently
small we can write the following identity:
C−1 =1t[M(I +1tM−1S)]−1
=1t(I +1tM−1S)−1M−1 =1t[ ∞∑
i=0
(−1tM−1S)i]M−1.(16)
Choice (15) can be regarded, therefore, as an approximation of (16), developing the series up to
the first term (for i = 0). In particular, this (euristic) argument makes sense if 1t < 1/ρ(M−1S),
where ρ(·) denotes the spectral radius. However, we warn the reader that this condition is made
with the only purpose of justifying the approximation based on (16), and is by no means a
stability condition on 1t .
The computational effectiveness of this choice is evident in the framework of finite differences,
where the mass matrix is the identity, or spectral methods, where the mass matrix is diagonal. In
the case of finite element method we replace the original mass matrix with a suitable diagonal
matrix obtained by quadrature formulas for the space integrals (the so-called mass lumping—for
more details see [1,17]). In any case, we could suppose that matrix M−1 is “easy” to compute.
The choice (15) has been considered by Perot (see [15]) in the framework of finite volume
discretization. Perot pointed out a formal analogy between this scheme and the Chorin–Temam
projection method (see [5,18]). This circumstance has been carefully investigated in [16], where
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it is proved that the analogy is indeed exact coincidence in the case of finite difference space
discretization on a staggered grid or spectral methods.
Other instances of mass-preserving approach, regarded as formal analogous of well known
schemes (e.g., the Van Kan scheme—see [19]) are considered in [16].
Another strategy consists of taking in (13) H2 = C−1 and H1 6=H2, yielding an approximate
matrix of the form:
Aqc =
[
C G
D −Q
]
, with Q=D(H1−C−1)G.(17)
The effect is the appearance of a nonnull (2,2) block on the original matrix, that corresponds
to having added a pressure term to the continuity equation. In the context of computational
fluid dynamics, such an extra term is sometimes introduced in order to make more stable the
numerical solution of the original system (7), particularly (but not exclusively) when one wants
to circumvent the LBB condition (see, e.g., [11]). Typically, the perturbed continuity equation
may take one of the following forms:
∇ · υ + ε ∂ψ
∂t
= 0, ψ|t=0 =ψ0 (artificial compressibility),
∇ · υ + εψ = 0 (penalization),
∇ · υ − ε1ψ = 0, ∇ψ · n|Γ = 0 (elliptic pressure regularization).
(18)
Having relaxed the incompressibility constraint, these methods are usually addressed as quasi-
compressibility (or pseudo-compressibility) methods. The perturbation parameter ε must be
sufficiently large to have a significant regularizing effect, but at the same time it should be
kept as small as possible to minimizing the perturbations on the incompressibility equation.
However, usually the solution of the Navier–Stokes equations via a quasi-compressibility
approach involves the solution of unsplit linear system with matrices like (17). Conversely, we
will show that the scheme corresponding to matrix (17) can be split as the successive solution
of system in velocity and pressure unknowns separately. In other words, we can provide the
regularizing effect of the quasi-compressibility term in the framework of fractional step methods.
4. The Yosida method
If in (13) we take
H1 =1tM−1, H2 =C−1,(19)
matrix Aapprox becomes:
Aapprox =AY =
[
C 0
D −1tDM−1G
][
I C−1G
0 I
]
=
[
C G
D −Q
]
(20)
where:
Q=−D(1tM−1 −C−1)G.(21)
The corresponding system
AY
[Un+1
Pn+1
]
=
[bn+11
bn+12
]
(22)
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splits into the following three linear systems:
CU˜n+1 = bn+11 ,
1tDM−1GPn+1 =DU˜n+1 − bn+12 ,
CUn+1 = bn+11 −GPn+1.
(23)
We call the matrix AY the Yosida factorization of A. The three-step method (23) was given the
name of Yosida method (see [16]).
We can also introduce the incremental version of the Yosida scheme (similar to the one
introduced for the Chorin–Temam method—see [16]), based on the system:
AY
[
Un+1
Pn+1 − Pn
]
=
[bn+11 −GPn
bn+12
]
.(24)
The counterpart of (23) in this case becomes:
CU˜n+1 = bn+11 −GPn,
1tDM−1G
(
Pn+1 − Pn)=DU˜n+1 − bn+12 ,
CUn+1 = bn+11 −GPn+1.
(25)
On this scheme we will focus our attention in the sequel.
4.1. An abstract reformulation of the incremental Yosida method
In this section, we formulate the Yosida method in terms of differential operators, in order to
better enlight its properties. In the sequel, we suppose to deal with a Stokes problem, i.e., we
neglect the nonlinear convective term.
We still suppose to have homogeneous Dirichlet conditions on the whole boundary. Therefore,
we denote by Vh a finite-dimensional subspace of H10(Ω), whileQh denotes a finite-dimensional
subspace of L2(Ω) \R.
The dual space of Vh is denoted by V′h; Vh and V′h are identical in terms of vector spaces,
however they are endowed with different norms. More precisely, ‖ · ‖1 is associated to Vh, while
the norm in the dual space is denoted by ‖ · ‖V′h and we recall that ‖ · ‖ denotes the L
2(Ω) norm.
We assume, moreover, that Qh is a subspace of H 1(Ω). This is, e.g., the case if the elements
of Qh are made of piecewise polynomial functions continuous on Ω .
Finally, in the sequelC andK , possibly specified by an integer index, will denote generically a
constant, not necessarily the same in the different contexts, but always independent of h and 1t .
Let us define the operator A : H10(Ω)→H−1(Ω) such that:
H−1(Ω)〈Av,w〉H10(Ω) = a(v,w) ∀v,w ∈H
1
0(Ω),(26)
where a(·, ·) has been introduced in (5). The restriction of A to Vh, which is linear, continuous,
coercive (in Vh) and symmetric, is denoted by Ah.
Let us introduce also the embedding operator Ih : Vh→V′h such that:
V′h〈Ihvh,wh〉Vh = (vh,wh) ∀vh,wh ∈Vh.
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The projection operator between V′h and Vh is correspondingly denoted by I−1h .
Furthermore, Bh : Vh→Qh is the continuous linear operator such that:
(Bhvh, qh)= b(vh, qh) ∀vh ∈Vh, ∀qh ∈Qh,
being b(·, ·) the bilinear form introduced in (5) and (·, ·) the scalar product of L2(Ω). The
transpose operator Bth :Qh→V′h is defined by the relation:
Vh
〈
vh,Bthqh
〉
V′h
= (Bhvh, qh) ∀vh ∈Vh, ∀qh ∈Qh.
Since by hypothesis,Qh ⊂H 1(Ω) \R, we have that ‖Bthqh‖ 6 ‖qh‖1 for all qh ∈Qh. Indeed:
∥∥Bthqh∥∥ = sup
sh∈Vh, sh 6=0
|Vh〈sh,Bthqh〉V′h |
‖sh‖ = supsh∈Vh, sh 6=0
|(Bhsh, qh)|
‖sh‖ .
On the other hand:
∣∣(Bhsh, qh)∣∣= ∣∣∣∣∫
Ω
qh∇ · sh dω
∣∣∣∣= ∣∣∣∣∫
Ω
sh · ∇qh dω
∣∣∣∣6 ‖sh‖‖qh‖1 ∀sh ∈Vh, ∀qh ∈Qh,
whence the desired result follows. Therefore, Bthqh ∈L2(Ω) for all qh ∈Qh.
In the sequel, we assume that Bh is onto, or, equivalently, that the LBB condition holds
(see [2]). This means, in particular, that there exists a positive constant C such that:∥∥Bthqh∥∥V′h >C‖qh‖Qh ∀qh ∈Qh(27)
(see, e.g., [8]).
Using the previous notations, the Stokes equations discretized in time according to the
backward Euler method, for a homogeneous Dirichlet problem with f k+1 ∈ V′h for all k > 0,
read: 
Ihυk+1h − Ihυkh
1t
+Ahυk+1h +Bthψk+1h = f k+1,
Bhυk+1h = 0,
(28)
where υkh ∈ Vh and ψkh ∈ Qh are respectively the velocity and pressure fields evaluated at
tk = k1t . Problem (28) will be referred to as the unsplit problem and (υkh,ψkh) as unsplit solution.
The latter will be compared to the solution provided by the Yosida method.
Let us define the following operators. Set:
Yh : V′h→Vh, Yh = (Ih +1tAh)−1
and
Qh :Qh→Qh, Qh = Bh
(I−1h −Yh)Bth.(29)
Denote by ukh, p
k
h and u˜
k
h respectively the end-of-step velocity, the pressure and the intermediate
velocity computed by the Yosida (incremental) method. Then, in the case of fully Dirichlet
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problem, problem (25) can be rewritten in the following way:
Ihu˜k+1h − Ihukh
1t
+Ahu˜k+1h = f k+1−Bthpkh,
BhI−1h Bth
(
pk+1h − pkh
)= 1
1t
Bhu˜k+1h ,
Ihuk+1h − Ihu˜k+1h
1t
+Ah
(
uk+1h − u˜k+1h
)+Bth(pk+1h − pkh)= 0.
(30)
By formally eliminating the intermediate velocity, we obtain:
Ihuk+1h − Ihukh
1t
+Ahuk+1h +Bthpk+1h = f k+1
Bhuk+1h −1t2Q̂h
(
pk+1h − pkh
)= 0,(31)
where Q̂h = 11tBh(I−1h − Yh)Bth is a discrete operator which is related to the so-called Yosida
regularization of Ah (see Sect. 4.3.1).
Remark 1 (Velocity boundary conditions). – Observe that, from the algorithmic viewpoint,
the incremental (algebraic) Chorin–Temam projection scheme (see, e.g., [16]) differs from
the Yosida one only for the third equation in (30). Indeed, on the basis of the Helmholtz
decomposition principle, the incremental Chorin–Temam scheme shares with (30) the first and
second steps, while the final step reads:
Ihuk+1h − Ihu˜k+1h
1t
+Bth
(
pk+1h − pkh
)= 0.(32)
In particular, as pointed out in [7], observe that in the Chorin–Temam scheme, the intermediate
and the end-of-step velocity fields are arguments of different operators, so they generally belong
to different spaces. This has a corresponding interpretation at the continuous level. Actually, as
stated by the Helmholtz decomposition principle, the intermediate velocity satisfies the whole
set of homogeneous Dirichlet conditions, while on the end-of-step velocity only the normal
component on the boundary can be accounted for. For this reason, it is sometimes recommended
to retain the intermediate rather than the end-of-step velocity (see [7] and [10]).
Conversely, in the Yosida scheme, both intermediate and end-of-step velocity fields naturally
belong to the same space since they are computed as solution of the same differential problem
described by the operator Ih +1tAh.
Remark 2 (Pressure boundary conditions). – Even though (30) is related to the approximation
of a Poisson problem for the pressure, no spurious boundary condition on the pressure has to be
prescribed, since this information is intrinsically carried out by the (inexact) matrix factorization.
This is a clear advantage over the Chorin–Temam methods in differential form, which instead
necessitates additional boundary conditions on the pressure (see, e.g., [9]).
4.2. Well posedness and stability
Problem (31) differs from the unsplit one (28) due to the presence of the term 1tQh(pk+1h −
pkh) in the continuity equation, and therefore Yosida method can be regarded as a quasi-compres-
sibility scheme. Let us investigate the basic properties of this perturbation term. For that, we start
analyzing the properties of the operator I−1h −Yh.
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PROPOSITION 1. – For all 1t > 0, the operator I−1h − Yh : V′h → Vh is continuous.
Moreover, its restriction to L2(Ω)⊂V′h is:
– uniformly continuous with respect to 1t in L2(Ω);
– symmetric with respect to the L2(Ω)-scalar product;
– coercive, i.e.:
∃β = β(1t) > 0: (vh, (I−1h −Yh)vh)> β‖vh‖2 ∀vh ∈ L2(Ω).(33)
Proof. – Let us start proving that Yh is continuous, i.e.:
∃γ1 = γ1(1t):
∣∣V′h〈wh,Yhvh〉Vh ∣∣6 γ1‖vh‖V′h‖wh‖V′h for any vh and wh ∈V′h.
Set uh = Yhvh ∈Vh, so that:
Ihuh +1tAhuh = vh.(34)
Since:
V′h〈Ahuh,uh〉Vh > α‖uh‖21
(α is related to the Poincaré constant), we get:
‖vh‖V′h‖uh‖1 > V′h〈vh,uh〉Vh = ‖uh‖
2 +1tV′h〈Ahuh,uh〉Vh > α1t‖uh‖21.(35)
Therefore ‖uh‖1 6 (1/α1t)‖vh‖V′h , that yields, for any wh ∈V
′
h:
∣∣V′h〈wh,Yhvh〉Vh ∣∣= ∣∣V′h〈wh,uh〉Vh ∣∣6 ‖wh‖V′h‖uh‖1 6 1α1t ‖wh‖V′h‖vh‖V′h,
which is the desired property provided that γ1(1t)= 1/(α1t).
If vh ∈L2(Ω), from (34) we have also:
(1+ α1t)‖uh‖2 6 ‖uh‖2 + α1t‖uh‖21 6 ‖uh‖2 +1tV′h〈Ahuh,uh〉Vh
= (vh,uh)6 ‖vh‖‖uh‖(36)
and therefore:
‖uh‖ = ‖Yhvh‖ 6 11+ α1t ‖vh‖.(37)
Now, the continuity of I−1h − Yh follows straightforwardly by the fact that both the addenda
operators are continuous. In particular, if vh ∈L2(Ω), from (37) we have that:∥∥(I−1h −Yh)vh∥∥ 6C‖vh‖.
To show (33) we note that, when vh ∈L2(Ω), thanks to (37):(
vh,
(I−1h −Yh)vh)> ‖vh‖2 − ‖vh‖‖uh‖ > (1− 11+ α1t
)
‖vh‖2
having denoted again uh = Yhvh. Now, the desired inequality (33) follows with
β = β(1t)= α1t
1+ α1t .
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Finally, let us prove that Yh is symmetric with respect to the L2(Ω)-scalar product.
For any vh,wh ∈Vh, set uh = Yhvh and gh = Yhwh. By the symmetry of Ih andAh, we have:
(Yhvh,wh)=
(
uh,Y−1h gh
)= (uh,gh)+1t(uh,Ahgh)
= (uh,gh)+1t(Ahuh,gh)=
(Y−1h uh,Yhwh)= (vh,Yhwh).
This concludes the proof of the proposition. 2
We can now prove the following result:
PROPOSITION 2. – The operatorQh introduced in (29) is continuous, i.e.,
∃δ = δ(1t): (Qhph, qh)6 δ‖ph‖Qh‖qh‖Qh ∀ph,qh ∈Qh.
If Qh ⊂ H 1(Ω), then the continuity in L2(Ω) is uniform with respect to 1t . Besides, Qh is
symmetric, and, furthermore, Qh is coercive, i.e.:
∃ζ > 0: (Qhph,ph)> ζ‖ph‖2Qh ∀ph ∈Qh.
Proof. – Continuity and symmetry of Qh follow from continuity and symmetry of I−1h − Yh
(Proposition 1), and to the property that if Qh ⊂ H 1(Ω), then Bthqh ∈ L2(Ω) for all qh ∈Qh
and Bth is continuous.
Moreover, since for all ph ∈Qh ⊂H 1(Ω), Bthph ∈ L2(Ω), by Proposition 1, we have:
(Qhph,ph)> β
∥∥Bthph∥∥2V′h .
The coercivity is then a consequence of the LBB condition (27). 2
On the basis of the previous propositions, for Qh ⊂ H 1(Ω)/R we can define the following
bilinear form:
c(·, ·) :Qh×Qh→R: c(ph, qh)= (Qhph, qh),
which is continuous, symmetric and coercive with respect to the L2-scalar product. Therefore, it
defines a scalar product. Problem (31) can be written in terms of the bilinear forms as follows:
for every k > 0 find ukh ∈Vh and pkh ∈Qh such that:
1
1t
(
uk+1h − ukh,vh
)+ a(uk+1h ,vh)+ b(vh,pk+1h )= V′h 〈f k+1,vh〉Vh ∀vh ∈Vh,
b
(
uk+1h , qh
)−1t2cˆ(pk+1h − pkh, qh)= 0 ∀qh ∈Qh,(38)
where cˆ(·, ·)= 1
1t
c(·, ·).
THEOREM 1. – Problem (38) has a solution {uk+1h ,pk+1h } for k = 0,1,2, . . . , which is unique.
Proof. – Let us remind the following result, which can be inferred as a particular case of
Theorem II.1.2 in [2]. Consider the following abstract problem: find υ ∈ V and pi ∈ Q such
that  a˜(υ,ω)+ b˜(ω,pi)= V′h〈ϕ,ω〉Vh ∀ω ∈ V,
b˜(υ, q)− c˜(pi, q)= 0 ∀q ∈Q
(39)
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being V and Q Hilbert spaces, a˜(·, ·), b˜(·, ·) and c˜(·, ·) continuous bilinear forms respectively
on V × V , V ×Q and Q×Q. Denote by C the operator associated to c˜(·, ·), by B the operator
associated to b˜(·, ·), and by Bt its transpose. Suppose that a˜(·, ·) is coercive in V × V , and that
the following inf-sup condition holds:
∃C > 0: sup
v∈V
v 6=0
b˜(v, q)
‖v‖V
>C‖q‖Q\KerBt ∀q ∈Q.
Finally, suppose that c˜(·, ·) is symmetric and that it takes the following form c˜(pi, q) =
λc¯(pi, q), where λ > 0 and
∃C > 0: c¯(q, q)>C‖q‖2Q ∀q ∈Q.
Then, for every ϕ ∈ V ′, problem (39) admits a solution (υ,pi), which is unique in V ×Q \M ,
being M =KerBt ∩KerC.
Now, set V = Vh, Q = Qh, a˜(·, ·) = (1/1t)(·, ·) + a(·, ·), b˜(·, ·) = b(·, ·), λ = 1t and
c¯(·, ·) = c(·, ·), υ = uk+1h , pi = pk+1h − pkh, ϕ = f n+1h + (1/1t)ukh − Bthpkk . Then, by virtue of
Propositions 1 and 2, the theorem is applicable and the existence and uniqueness of the solution
is thus proved. 2
On the basis of Proposition 2 we can introduce the following functional as a norm for the
solution {uk+1h ,pk+1h } (k = 0,1, . . .) of the (incremental) Yosida scheme:
F(ukh,pkh)= ∥∥ukh∥∥2 +1t2c(pkh,pkh).(40)
Then, we can prove the following proposition:
PROPOSITION 3. – The incremental Yosida method (30) is unconditionally stable in the
norm (40). Precisely, the solution (uk+1h ,pk+1h ) of problem (30) in which f= 0 satisfies:
F(uk+1h ,pk+1h )6F(ukh,pkh) ∀k > 0, ∀1t > 0.
Proof. – We consider the equivalent formulation (38) and set vh = uk+1h and qh = pk+1h . By
subtraction of the resulting equations and multiplication by 1t we get:(
uk+1h − ukh,uk+1h
)+1ta(uk+1h ,uk+1h )+1t2c(pk+1h − pkh,pk+1h )= 0.(41)
Using the identitites:
(
uk+1h − ukh,ukh
)= 1
2
[(
uk+1h ,u
k+1
h
)+ (uk+1h − ukh,uk+1h − ukh)− (ukh,ukh)],
c
(
pk+1h − pkh,pk+1h
)= 1
2
[
c
(
pk+1h ,p
k+1
h
)+ c(pk+1h − pkh,pk+1h − pkh)− c(pkh,pkh)]
and the coerciveness of a(·, ·) and c(·, ·), the desired result follows. 2
Remark 3. – The same proof on the nonincremental Yosida scheme (23) (with f = 0) would
provide the inequality ‖uk+1h ‖ 6 ‖ukh‖ for all k > 0 and all 1t > 0.
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Remark 4. – Observe that if we do not require Qh to be a subspace of H 1(Ω), it is still
possible to prove a weaker coercivity for the operator I−1h −Yh, precisely:
V′h
〈
vh,
(I−1h −Yh)vh〉Vh > γ (1t)‖vh‖2V′h ∀vh ∈V′h,
with
γ (1t)= α1t − 1
α1t
.
Unfortunately, in this case, γ (1t) is positive only if 1t > 1/α and the latter limitation might be
conflicting with the request that 1t be small enough for accuracy purpose.
4.3. Splitting error analysis
In this section we analyze the difference between the solution {υkh,ψkh} of the reference unsplit
problem (28) and {ukh,pkh} of (31) for k = 1,2, . . . ,N , where N = T/1t . To this aim, we need a
few preliminary results.
LEMMA 1. – Let {ck > 0} and {ak} be two sequences such that:
a0 6 g0,
an 6 g0 +
n−1∑
k=0
bk +
n−1∑
k=0
ckak, n> 1,
with g0 > 0 and bk > 0 for k > 0. Then an satisfies:
an 6
(
g0 +
n−1∑
k=0
bk
)
exp
(
n−1∑
k=0
ck
)
, n> 1.
This is the discrete counterpart of the Gronwall Lemma: for the proof, see, e.g., [17].
LEMMA 2. – Let f ∈W2,∞(0, T ;L2(Ω)),Ω be sufficiently smooth (as specified in Section 2)
and υ0 ∈ H10(Ω) ∩ H2(Ω); then the solution (υ,ψ) of the Navier–Stokes equations with
homogeneous Dirichlet boundary conditions satisfies:∥∥∥∥∂jυ(t)∂tj
∥∥∥∥
2
6 kj (t), t > 0, 06 j 6 3,∥∥∥∥∂jψ(t)∂tj
∥∥∥∥
1
6 k˜j (t), t > 0, 06 j 6 2,
(42)
where kj and k˜j are continuous functions with respect to time.
For the proof, see [12]. Observe, in particular, that the smoothness of the solution cannot
be extended up to the initial time t = 0, since we are not requiring any nonlocal compatibility
conditions on the initial data.
In order to analyze the splitting error, we prove for the solution (υkh,ψ
k
h) of the unsplit problem
(28) (discrete in time) estimates similar to the (42) for the continuous one. In the sequel, for a
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generic function gk , we will denote:
δgk+1 = gk+1 − gk, δ2gk+1 = δ(δgk+1)= gk+1 − 2gk + gk−1,
δ3gk+1 = gk+1 − 3gk + 3gk−1− gk−2.
First of all, we prove the following lemma.
LEMMA 3. – Suppose that in for a given k0 > 0 a discrete velocity field υk0h is available that
satisfies: ∥∥υ(k01t)− υk0h ∥∥ 6Ch2,(43)
(e.g., υk0h can be generated by the Euler method starting from t = 0 with a time-step of1t ≈ h2).
Then the backward Euler approximation (4) applied from k0 yields a solution υk0+1h and υk0+2h
that satisfy: ∥∥δυk0+1h ∥∥ 6C(1t + h2)(44)
and ∥∥δ2υk0+2h ∥∥ 6C(1t2 + h2).(45)
Proof. – Let us introduce the following semi-discrete problem:
find υsd ∈Vh and ψsd ∈Qh such that for 0< t 6 T :
(
∂υsd
∂t
,ϕh
)
+ a(υsd,ϕh)+ b(ϕh,ψsd)= (f,ϕh) ∀ϕh ∈Vh,
b(υsd, qh)= 0 ∀qh ∈Qh,
(46)
with υ0sd = Pυ(0), being P the L2-projection operator on Vh. Observe that for what concerns
the regularity of υsd , andψsd with respect to the time variable (Lemma 2), we have, in particular:∥∥∥∥∂jυsd∂tj
∥∥∥∥ 6 cj (t) 06 j 6 3 for 0< t 6 T ,(47)
being cj continuous functions of time.
We denote:
Ek = υ(k1t)− υkh, Ekh = υsd(k1t)− υkh, E˜(t)= υ(t)− υsd(t).
Thanks to Lemma 2, we have:
υ
(
(k0+ 1)1t
)− υ(k01t)=1t ∂υ
∂t
(ξ)
being k01t < ξ < (k0 + 1)1t . A similar relation holds also for υsd .
Then: ∥∥υk0+1h − υk0h ∥∥= ∥∥∥∥Ek0+1 −Ek0 +1t ∂υ∂t (ξ)
∥∥∥∥
=
∥∥∥∥δEk0+1h + E˜((k0 + 1)1t)− E˜(k01t)+1t ∂υ∂t (ξ)
∥∥∥∥.(48)
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Under the current assumptions we have (see [12] for the proof)∥∥E˜(t)∥∥ 6 γ2(t)h2, 06 t < T ,(49)
being γ2 a continuous function of t , whence in particular, that:∥∥E˜((k0 + 1)1t)− E˜(k01t)∥∥ 6Ch2.(50)
Now, let us focus our attention on δEk0+1h . Consider the error equations satisfied by E
k0+1
h . By
subtracting equations (46) from (28), at time step k0+ 1, we obtain:
1
1t
(
Ek0+1h −Ek0h ,ϕh
)+ a(Ek0+1h ,ϕh)+ b(ϕh,ψsd(k01t)− pk0+1h )
=1t
(
∂2υsd
∂t2
(ξ),ϕh
)
∀ϕh ∈Vh,
b
(
Ek0+1h , qh
)= 0 ∀qh ∈Qh,
(51)
being k01t < ξ < (k0 + 1)1t . Observe that, thanks to (43) and (49):∥∥Ek0h ∥∥ 6Ch2.(52)
Now, choose as test function ϕh = Ek0+1h in the first equation of (51). Bearing in mind the second
of (51), (47) and (52), we get:∥∥δEk0+1h ∥∥2+1ta(Ek0+1h ,Ek0+1h )6C(1t4 + h4),(53)
which, together with (50) and (48), gives (44).
Now, observe that we can write:∥∥δ2υk0+2h ∥∥= ∥∥υk0+2h − 2υk0+1h + υk0h ∥∥= ∥∥∥∥Ek0+2 − 2Ek0+1 +Ek0 +1t2 ∂2υ∂t2 (ξ)
∥∥∥∥
=
∥∥∥∥Ek0+2h − 2Ek0+1h +Ek0h + E˜((k0 + 2)1t)− 2E˜((k0+ 1)1t)+ E˜(k01t)+1t2 ∂2υ∂t2 (ξ)
∥∥∥∥
with k01t < ξ < (k0+ 2)1t . We prove (45) by providing suitable bounds on
Ek0+2h − 2Ek0+1h −Ek0h and E˜
(
(k0+ 2)1t
)− 2E˜((k0+ 1)1t)+ E˜(k01t).
For what concerns the latter term, (49) yields:∥∥E˜((k0+ 2)1t)− 2E˜((k0+ 1)1t)+ E˜(k01t)∥∥6Ch2.(54)
Now, subtract Eq. (51) from the same equation evaluated at the time level k0+ 2 to get:
1
1t
(
δEk0+2h − δEk0+1h ,ϕh
)+ a(δEk0+2h ,ϕh)+ b(ϕh,ψsd((k0+ 2)1t)− pk0+2h )
=1t2
(
∂3υsd
∂t3
(ζ ),ϕh
)
∀ϕh ∈Vh,
b
(
δEk0+2h , qh
)= 0 ∀qh ∈Qh,
(55)
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being k01t < ζ < (k0 + 2)1t . The third derivative on the right hand side exists, see (47). By
choosing ϕh = δEk0+2h and using the identity 2(a, a − b) = ‖a‖2 + ‖a − b‖2 − ‖b‖2, we get
from (55):∥∥δ2Ek0+2h ∥∥2 +1ta(δEk0+2h , δEk0+2h )6 ∥∥δEk0+1h ∥∥2 +C1t6 6K(1t4 + h4),(56)
the last inequality being due to (53) thanks to (54), this proves (45). 2
Remark 5. – In the sequel, for the sake of simplicity, we will assume that 1t and h be of the
same order, so that (44) and (45) can be written as:∥∥δυk0+1h ∥∥ 6C11t, ∥∥δ2υk0+2h ∥∥ 6C21t2.(57)
LEMMA 4. – Under the same hypotheses of Lemmas 2 and 3, the solution of (28) is such that:
1
1t
∥∥δυn+1h ∥∥ 6K1, 11t2 ∥∥δ2υn+2h ∥∥ 6K2 ∀n> k0,[
N∑
k=k0+2
1t
∥∥∥∥ 11t3 (δ3υk+1h )
∥∥∥∥2
]1/2
6K3,
(58)
being k0 > 1 the same index as in Lemma 3, and we have:
1
1t
∥∥δψn+1h ∥∥ 6K4 ∀n> k0,[
N∑
k=k0+2
1t
∥∥∥∥ 11t2 (δ2ψk+1h )
∥∥∥∥2
]1/2
6K5.
(59)
Proof. – Following Heywood and Rannacher (see [12]), we denote by1h the discrete Laplace
operator, i.e.:
1h : Vh→V′h, s.t. − V′h〈1hvh,ϕh〉Vh = a(vh,ϕh) ∀ϕh ∈Vh.
Moreover, let Ph : L2(Ω)→ V∗h be the L2-projection onto the divergence free subspace of Vh
denoted by V∗h, and denote by 1˜h the operator Ph1h. The basic features of 1˜h are investigated
in [12].
For the sake of clarity, we observe that in the sequel of the proof we will deal with equations
in the form:
1
1t
(
wk+1h −wkh,ϕ∗h
)+ a(wk+1h ,ϕ∗h)= (rk+1,ϕ∗h) ∀ϕ∗h ∈V∗h, k > k0,(60)
where wkh ∈ V∗h will denote, everytime, the discrete velocity υkh or its (first or second) time
increments and similarly rk stands for f k or its time increments. The basic estimates we are
going to prove can be obtained by choosing suitably the test function ϕ∗h. In particular, we will
make alternatively three different choices.
(a) ϕ∗h =wk+1h ; by standard arguments, it allows for the estimate:∥∥wk+1h ∥∥2 − ∥∥wkh∥∥2 + ∥∥wk+1h −wkh∥∥2 + 21t∥∥∇wk+1h ∥∥2 61t∥∥rk+1∥∥2 +1t∥∥wk+1h ∥∥2
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which, summing from k = k¯, till k = n (being k¯ > 0) yields:
(1−1t)∥∥wn+1h ∥∥2+ 2 n∑
k=k¯
1t
∥∥∇wk+1h ∥∥2
6
∥∥wk¯h∥∥2+ n∑
k=k¯
1t
∥∥rk+1∥∥2 + n∑
k=k¯+1
1t
∥∥wkh∥∥2.(61)
For1t sufficiently small, this gives an estimate on ‖wn+1h ‖2 thanks to Lemma 1, provided
that ‖wk¯h‖2 is bounded.
(b) ϕ∗h = 1˜hwk+1h ; this allows for estimates on ‖∇wnh‖, for n > 0. Indeed, by standard
arguments, we have:∥∥∇wk+1h ∥∥2 − ∥∥∇wkh∥∥2 + ∥∥∇wk+1h −∇wkh∥∥2 +1t∥∥1˜hwk+1h ∥∥2 61t∥∥rk+1∥∥2.(62)
Summing from k = k¯, till k = n yields:
∥∥∇wn+1h ∥∥2+ n∑
k=k¯
1t
∥∥1˜hwk+1h ∥∥2 6 ∥∥∇wk¯h∥∥2 + n∑
k=k¯
1t
∥∥rk+1∥∥2.(63)
which gives an estimate on ‖∇wn+1h ‖, provided that ‖∇wk¯h‖ is bounded.
(c) ϕ∗h =wk+1h −wkh; in that case, we obtain:
1
1t
∥∥wk+1h −wkh∥∥2 6 ∥∥1˜hwk+1h ∥∥∥∥wk+1h −wkh∥∥ + ∥∥rk+1∥∥∥∥wk+1h −wkh∥∥.(64)
Summing from k = k¯, till k = n, (64) yields:
n∑
k=k¯
1t
‖wk+1h −wkh‖2
1t2
6 2
n∑
k=k¯
1t
∥∥1˜hwk+1h ∥∥2 + 2 n∑
k=k¯
1t
∥∥rk+1∥∥2.(65)
This gives a useful estimate provided that
∑n
k=k¯ 1t‖1˜hwk+1h ‖2 is bounded (as it happens if(63) holds).
Inequalities (61), (63) and (65) are the basic ingredients for our proof.
Indeed, let us consider Eq. (60) with wlh = υ lh and rl = f l (l ∈ N). Set k¯ = k0. By the choice
(b) for the test function, from (63) we get:
∥∥∇υn+1h ∥∥2 + n∑
k=k0
1t
∥∥1˜hυk+1h ∥∥2 6 ∥∥∇υk0h ∥∥2 + n∑
k=k0
1t
∥∥f k+1∥∥2 6K.(66)
Now, let us consider, on the same equation, the choice (c) for the test function. From (65),
(66), we get:
n∑
k=k0
1t
‖δυk+1h ‖2
1t2
6K.(67)
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Now, consider the equation obtained by subtracting from the first equation of (28) the same
equation evaluated at the previous time step. Equivalently, we consider, for n > k0, Eq. (60),
having set wlh = δυ lh/1t and rl = δf l/1t (l ∈N). Moreover, set k¯ = k0 + 1.
Choosing the test function as done in (a), we obtain from (61):
(1−1t)
∥∥∥∥δυn+1h1t
∥∥∥∥2 + 2 n∑
k=k0+1
1t
∥∥∥∥∇ δυk+1h1t
∥∥∥∥2
6
∥∥∥∥δυk0+1h1t
∥∥∥∥2 + n∑
k=k0+1
1t
∥∥∥∥δf k+11t
∥∥∥∥2 + n∑
k=k0+1
1t
‖δυk+1h ‖2
1t2
.(68)
Thanks to the first of (57), (67) and the regularity of f (assumed in Lemma 2) we finally get for
1t sufficiently small ∥∥∥∥δυn+1h1t
∥∥∥∥2 6K(69)
which proves the first inequality of (58).
Observe, moreover, that as a consequence of (69), we have:
∥∥1˜hυk+1h ∥∥ 6 ∥∥∥∥δυk+1h1t
∥∥∥∥ + ∥∥f k+1∥∥ 6K.(70)
Now, let us consider (60) (with wk+1h = δυk+1h /1t and rk = δf k/1t (k ∈ N) again) and the
test function according to the choice (b) for k > k0 + 1. Eq. (62) in this case yields:(∥∥∥∥∇ δυk+1h1t
∥∥∥∥2 − ∥∥∥∥∇ δυkh1t
∥∥∥∥2+ ∥∥∥∥∇ δ2υk+1h1t
∥∥∥∥2)+1t∥∥∥∥1˜h δυk+1h1t
∥∥∥∥2 61t∥∥∥∥δf k+11t
∥∥∥∥2.(71)
Let us introduce the following coefficient:
τ k =min(1, tk).
Multiply the two sides of inequality (71) by τ k and sum for k = k0+ 1, . . . , n. Assuming, for the
sake of simplicity (see Remark 6 below), that tn > 1, (k0 + 1)1t < 1 and 1/1t integer, we get:∥∥∥∥∇ δυn+1h1t
∥∥∥∥2 + n∑
k=k0+1
τ k1t
∥∥∥∥1˜h δυk+1h1t
∥∥∥∥2 6 n∑
k=k0+1
τ k1t
∥∥∥∥δf k+11t
∥∥∥∥2 + 1/1t∑
k=k0+1
1t
∥∥∥∥∇ δυkh1t
∥∥∥∥2
6
n∑
k=k0
1t
∥∥∥∥δf k+11t
∥∥∥∥2 + 1/1t∑
k=k0
1t
∥∥∥∥∇ δυkh1t
∥∥∥∥2.(72)
These inequalities are consequence of the identity:
(
τ k+1 − τ k)∥∥∥∥∇ δυkh1t
∥∥∥∥2 =

0 if tk > 1,
1t
∥∥∥∥∇ δυkh1t
∥∥∥∥2 if tk < 1(73)
and of the remark that τ k 6 1 for any k > 0.
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Remark 6. – If tn < 1, in (72) the first addendum on the left-hand side becomes in
tn
∥∥∥∥∇ δυn+1h1t
∥∥∥∥2.
Since tn > 0, (74) and the subsequent estimates still hold.
Moreover, if (k0+ 1)1t > 1 we could suitably modify the definition of τ k in τ k =min(s, tk),
being (k0+ 1)1t < s.
Finally, if 1/1t (or s/1t) is not an integer, the last sum on the right-hand side of (72) to an
index k˜ which is the maximum index integer for which k˜1t < 1 (or k˜1t < s).
Thanks to the regularity of f and the (68), (72) yields:∥∥∥∥∇ δυn+1h1t
∥∥∥∥2 + n∑
k=k0
τ k1t
∥∥∥∥1˜h δυk+1h1t
∥∥∥∥2 6K.(74)
Finally, in (60) (with wk+1h = δυk+1h /1t and rk = δf k/1t (k ∈ N) again) choose the test
function according to (c), i.e., ϕh = δυk+1h − δυkh = δ2υkh. We obtain from (64), for k > k0 + 1:
1
1t2
∥∥δ2υk+1h ∥∥ 6 ∥∥∥∥1˜h δυk+1h1t
∥∥∥∥ + ∥∥∥∥δf k+11t
∥∥∥∥.
Multiply by τ k and sum for k = k0 + 1, . . . , n; we get:
n∑
k=k0+1
τ k1t
∥∥∥∥δ2υk+1h1t2
∥∥∥∥2 6 2 n∑
k=k0+1
τ k1t
∥∥∥∥1˜h δυk+1h1t
∥∥∥∥2 + 2 n∑
k=k0+1
1t
∥∥∥∥δf k+11t
∥∥∥∥2 6K.(75)
The last inequality is possible thanks to (74).
Now, in order to obtain the second and the third of inequalities (58), we consider Eq. (60) with
wlh = δ2υlh, rlh = δ2f l (l ∈ N). Set k¯ = k0 + 2. According to the choice (a) for the test function,
for 1t sufficiently small, by applying the discrete Gronwall Lemma on Eq. (61), we obtain:∥∥∥∥δ2υn+1h1t2
∥∥∥∥2 + 2 n∑
k=k0+2
1t
∥∥∥∥∇ δ2υk+1h1t2
∥∥∥∥2 6 ∥∥∥∥δ2υk0+2h1t2
∥∥∥∥2 + n∑
k=k0+2
1t
∥∥∥∥δ2f k+11t2
∥∥∥∥2 6K,(76)
being the last inequality a consequence of the second of (57).
The second inequality of (58) is thus proved.
As for proving inequality (70), observe that thanks to (76):∥∥∥∥1˜h δυn+1h1t
∥∥∥∥ 6K.(77)
Consider now the choice (b) for the test function, i.e., ϕh = 1˜hδ2υk+1h . Dividing the Eq. (62)
by 1t2, multiplying by τ k and summing for k = k0+ 2, . . . we obtain:∥∥∥∥∇ δ2υn+1h1t2
∥∥∥∥2 + n∑
k=k0+2
τ k1t
∥∥∥∥1˜h δ2υk+1h1t2
∥∥∥∥2
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6
n∑
k=k0+2
1t
∥∥∥∥δ2f k1t2
∥∥∥∥ + n∑
k=k0+2
1t
∥∥∥∥∇ δ2υk+1h1t2
∥∥∥∥2 6K,(78)
where the last inequality is consequence of (76).
Finally, according to the choice (c) for the test function, proceeding as in proving (75), bearing
in mind (78) we are able to prove that:
n∑
k=k0+2
τ k1t
∥∥∥∥δ3υkh1t3
∥∥∥∥ 6K.(79)
The proof of (58) is complete if we recall that τ k > t0 > 0 for k > k0.
Now, let us prove (59).
Let us consider, in terms of bilinear forms, the subtraction between the first of (28) and the
same equation evaluated at a time step before. Then, for k > k0+ 1:∣∣∣∣b(ϕk, δψk+1h1t
)∣∣∣∣6 ∥∥∥∥δ2υk+1h1t2
∥∥∥∥ + ∥∥∥∥1˜h δυk+1h1t
∥∥∥∥ + ∥∥∥∥δf n+11t
∥∥∥∥ 6C(80)
the last inequality being due to the regularity of f (see Lemma 2), the Eq. (76) and the Eq. (77).
The first of (59) is now a consequence of the inf-sup condition.
Let us consider, now, the second time increment in the first of (28):∣∣∣∣b(ϕk, δ2ψk+1h1t2
)∣∣∣∣6 ∥∥∥∥δ3υk+1h1t3
∥∥∥∥ + ∥∥∥∥1˜h δ2υk+1h1t2
∥∥∥∥ + ∥∥∥∥δ2f n+11t
∥∥∥∥ 6C.(81)
Multiplying by τ k1t and summing on k = k0 + 2, . . . , bearing in mind (78), (79) and the “inf-
sup” condition and that for k > k0, τ k > t0 > 0, the second inequality of (59) is proved.
This completes the proof. 2
We can now face the analysis of the splitting error induced by the Yosida scheme, with respect
to (28). We define the splitting error functions:
ekh = υkh − ukh, εkh =ψkh − pkh.
In particular, we will assume that the splitting error is equal to zero at time t0 = k01t , i.e.,
e
k0
h = 0 and εk0h = 0. This is the case, e.g., if the splitting scheme is started at time t0 from the
same solution as in Lemma 3.
The equations satisfied by the error functions are obtained by subtraction of (31) from (28). In
particular, setting χk+1h =ψk+1h − pkh = δψk+1h + εkh, we have:
Ihek+1h − Ihekh
1t
+Ahek+1h +Bthεk+1h = 0,
Bhek+1h −1tQhεk+1h =−1tQhχk+1h .
(82)
In terms of bilinear forms, these equations read:
1
1t
(
ek+1h ,ϕh
)+ a(ek+1h ,ϕh)+ b(ϕ, εk+1h )= 11t (ekh,ϕh),
b
(
ek+1h , qh
)−1tc(εk+1h ,ph)=−1tc(χk+1h ,ph),(83)
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for all ϕh ∈Vh and qh ∈Qh.
THEOREM 2. – For 1t sufficiently small, the error function ekh satisfies:
max
k0<k6K
∥∥ekh∥∥ +
[
1t
K∑
k=k0
∥∥ekh∥∥2Vh
]1/2
6C1t,(84)
where C depends on T .
Proof. – Take ϕh = 21tek+1h and qh = −21tεk+1h in (83). From the identity 2(a − b,a) =
(a, a)+ (a− b,a− b)− (b, b), we get from the first equation in (82):∥∥ek+1h ∥∥2 + ∥∥ek+1h − ekh∥∥2 + 21ta(ek+1h , ek+1h )+ 21tb(ek+1h , εk+1h )= ∥∥ekh∥∥2(85)
and from the second one:
21tb
(
ek+1h , ε
k+1
h
)− 21t2c(εk+1h , εk+1h )=−21t2c(χk+1h , εk+1h ).(86)
The subtraction of these two equations gives:∥∥ek+1h ∥∥2+ ∥∥ek+1h − ekh∥∥2+ 21ta(ek+1h , ek+1h )+ 21t2c(εk+1h , εk+1h )
= ∥∥ekh∥∥2 + 21t2c(χk+1h , εk+1h ).(87)
Thanks to the Young inequality, we have:
21t2c
(
χk+1h , ε
k+1
h
)
61t2c
(
χk+1h ,χ
k+1
h
)+1t2c(εk+1h , εk+1h )(88)
and
c
(
χk+1h ,χ
k+1
h
)= c(εkh + δψk+1h , εkh + δψk+1h )= c(εkh, εkh)+ c(δψk+1h , δψk+1h )+ 2c(εkh, δψk+1h )
6 (1+1t)c(εkh, εkh)+(1+ 11t
)
c
(
δψk+1h , δψ
k+1
h
)
.(89)
Using the continuity of c(·, ·)with respect to the norm ‖·‖Qh and from the first inequality of (59),
we obtain: (
1+ 1
1t
)
c
(
δψk+1h , δψ
k+1
h
)
6C1t(1+1t),
for k > k0, being C a constant. Therefore, (87) gives:∥∥ek+1h ∥∥2 + 21ta(ek+1h , ek+1h )+1t2c(εk+1h , εk+1h )
6
∥∥ekh∥∥2 +1t2(1+1t)c(εkh, εkh)+C1t3.(90)
Summing on k from k = k0 till k = n− 1, for any k0 < n6K , we get from (90):
∥∥enh∥∥2 + 2 n−1∑
k=k0
1ta
(
ek+1h , e
k+1
h
)+1t2c(εnh, εnh)61t n−1∑
k=k0
1t2c
(
εkh, ε
k
h
)+C1t2.(91)
The thesis is now a consequence of the discrete Gronwall Lemma. 2
In order to get an estimate for εkh we need the following lemma.
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LEMMA 5. – There exists a constant C such that, for 1t sufficiently small:
max
k0+1<k6K
∥∥δekh∥∥2 +1t K∑
k=k0+1
∥∥δekh∥∥21 6C1t3.(92)
Proof. – First of all, let us prove that:∥∥ek0+1h ∥∥2 6C1t4, c(δεk0+1h , δεk0+1h )6C1t2.(93)
Since ek0h = 0 and εk0h = 0, Ineq. (90) for k = k0 yields:∥∥ek0+1h ∥∥2+1t2c(δεk0+1h , δεk0+1h )61t2c(δψk0+1h , δψk0+1h ).
Then, from the continuity of c(·, ·) with respect to the norm ‖ · ‖Qh , Proposition 1 and the first
of (59), (93) follows.
Moreover, from (90) evaluated for k = k0 + 1 and (93), we also get:∥∥ek0+2h ∥∥2 6C1t3.(94)
Now, let us consider the following “incremental” error equations, obtained by subtraction of
(83) and the same equations evaluated at the previous time step:
1
1t
(
δek+1h ,ϕh
)+ a(δek+1h ,ϕh)+ b(ϕh, δεk+1h )= 11t (δekh,ϕh),
b
(
δek+1h , qh
)−1tc(δεk+1h , qh)=−1tc(δχk+1h , qh),(95)
for all ϕh ∈ Vh and qh ∈Qh and k > 1. Now, choose ϕh = 21tδek+1h in the first of (95) and
qh =−21tδεk+1h in the second one. By subtraction of these two equations, we get:∥∥δek+1h ∥∥2 + ∥∥δ2ek+1h ∥∥2 − ∥∥δekh∥∥2 + 21ta(δek+1h , δek+1h )+1t2c(δεk+1h , δεk+1h )
61t2c
(
δχk+1h , δχ
k+1
h
)
.(96)
Observe that:
1t2c
(
δχk+1h , δχ
k+1
h
)=1t2c(δ2ψk+1h , δ2ψk+1h )+1t2c(δεkh, δεkh)+ 21t2c(δ2ψk+1h , δεkh)
61t2(1+1t)c(δεkh, δεkh)+1t2(1+ 11t
)
c
(
δ2ψk+1h , δ
2ψk+1h
)
.
Summing (96) for k = k0+ 2, . . . , n− 1, we obtain:
∥∥δenh∥∥2 + 2 n−1∑
k=k0+2
1ta
(
δek+1h , δe
k+2
h
)+1t2c(δεnh, δεnh)
61t3
n−1∑
k=k0+2
c
(
δεkh, δε
k
h
)+ ∥∥δek0+2h ∥∥2+1t n−1∑
k=k0+2
c
(
δ2ψk+1h , δ
2ψk+1h
)
.(97)
Thanks to the continuity of c(·, ·) and the second inequality of (59), we get:
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∥∥δenh∥∥2 + 2 n−1∑
k=k0+2
1ta
(
δek+1h , δe
k+1
h
)+1t2c(δεnh, δεnh)
61t3
n−1∑
k=k0+2
c
(
δεkh, δε
k
h
)+ ∥∥δek0+2h ∥∥2 +C1t4.(98)
Bearing in mind (94), the thesis (92) follows again from the discrete Gronwall Lemma. 2
We are able now to obtain a control on εkh.
THEOREM 3. – For 1t > 0 sufficiently small, the error function εkh satisfies:[
1t
N∑
k=k0
∥∥εkh∥∥2Qh
]1/2
6C1t(99)
being C a constant independent of 1t .
Proof. – From the first equation in (82) we get:
∥∥Bthεk+1h ∥∥2V′h 6 11t ∥∥Ihδek+1h ∥∥2V′h + ∥∥Ahek+1h ∥∥2V′h 6 C1t ∥∥δek+1h ∥∥2+N∥∥ek+1h ∥∥21.(100)
Now, multiply by 1t the two sides of (100) and sum for k = k0+ 1, . . . ,K − 1. We get:
N∑
k=k0
1t
∥∥Bthεk+1h ∥∥2V′h 6C
N∑
k=k0
∥∥δek+1h ∥∥2 +K N∑
k=k0
1t
∥∥ek+1h ∥∥21.(101)
Thanks to Lemma 5 and Theorem 2, both addenda at the right hand side areO(1t2). Henceforth,
as a consequence of the inf-sup condition (27) applied to the left hand side we get the desired
result. 2
The previous theorems assess the behavior of the splitting error with respect to 1t . In other
words, if Ph,1t is the original unsplit problem, discretized with respect to both space and time,
and SPh,1t is the problem actually solved by the Yosida scheme, we have investigated the error
between SPh,1t andPh,1t . However, ifP is the original (differential) problem, we are obviously
interested to the total error introduced solving SPh,1t instead of P . By the triangular inequality,
this error is bounded by the sum of the error introduced by the splitting (the difference between
SPh,1t and Ph,1t ) and the error due to the replacement of P by Ph,1t . The latter error is the
discretization error, and it does not depend on the splitting. Therefore, if it is possible to prove
that the discretization error isO (hα +1t), then also the total error (i.e., discretization+ splitting
errors) features the same behavior.
4.3.1. A formal reinterpretation of the perturbation term
At the differential level, the perturbation term 1tQhph has an interesting formal analogy. Let
us recall that ifH is a Hilbert space, with scalar product (·, ·), a linear operator L :D(L)⊂H→
H is said monotone if
(Lv, v)> 0 ∀v ∈D(L).
Moreover,L is said maximal monotone if Range(I +L)=H , i.e.,
∀f ∈H ∃u ∈D(L) s.t. u+Lu= f.
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If L is a maximal monotone operator, then (see [3], Theorem 7.1):
(1) D(L) is dense in H ;
(2) L is compact;
(3) for all λ > 0, (I + λA) is bijective between D(L) and H and in particular:∥∥(I + λL)−1∥∥
H ′ 6 1,
where H ′ is the dual space of H .
Observe, in particular, that if we assume L = A, being A defined in (26), V = H10(Ω),
D(A)=H2(Ω)∩ V , H = L2(Ω), A is maximal monotone (see [3], Chapter 10).
Since, if L is a maximal monotone operator, also λL is maximal monotone for all λ > 0, we
can introduce the following definitions.
DEFINITION 1. – Let L be a maximal monotone operator. Denoting by I the identity
operator, set for all λ > 0:
Jλ ≡ (I + λL)−1, Lλ = 1
λ
(I −Jλ).(102)
Jλ is called solving kernel of L, Lλ is called the Yosida regularization of L.
Now, if we set λ = 1t , L = Ah and suppose to consider the injection operator Ih as the
identity operator I , we observe that we can formally write:
(Q̂hph, qh)= V′h
〈Bthqh,Ah,1tBthph〉Vh
being Ah,1t the Yosida regularization of Ah according to Definition 1. In other words,
the perturbation term of the scheme can be formally reinterpreted in terms of the Yosida
regularization of the operatorAh and this explains the name that was given to the method.
5. Numerical results
In this section, we give some numerical results that confirm the theoretical estimates proved
above. In particular, we consider the splitting error computed by the Yosida scheme for both a
Stokes and a Navier–Stokes problem.
Consider the square domain Ω = (0.25,1.25) × (0.5,1.5) and the Dirichlet conditions
illustrated in Fig. 1. For the Navier–Stokes problem, this case has been proposed by Kim and
Moin (see [13]), and the analytical solution is:
u1 =− cos(2pix) sin(2piy)e−8pi2νt ,
u2 = sin(2pix) cos(2piy)e−8pi2νt ,
p =−0.25(cos(4pix)+ cos(4piy))e−16pi2νt .
(103)
Here u1 and u2 denote the velocity components along x and y , respectively, ν is set equal to
0.01.
In order to compare the numerical results with the theoretical estimates that were proven, we
solved the Stokes problem with the Dirichlet conditions illustrated in Fig. 1. More precisely,
we have considered a spatial discretization based on the finite element method, using P1isoP2
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elements for the velocity unknowns and P1 (continuous) elements for the pressure (see,
e.g., [17]). The adopted unsplit scheme makes use of the backward Euler formula (see (6), (8)),
with a semi-implicit linearization strategy.
We set T = 1 the final time, h= 1/32 the mesh size and considered different values for 1t ,
ranging from 1/32 down to 1/2048.
In Figs. 2, 3, and 4 the behavior of the splitting error according to the three norms considered
in the previous Section is illustrated. More precisely, in Fig. 2 we illustrate the behaviour of
max
0<k6K
∥∥ekh∥∥,
Fig. 1. Boundary conditions for the Kim and Moin problem.
Fig. 2. Splitting error max0<k6K ‖ekh‖ for the Stokes problem. The dotted line is the reference line for the
error decrease rate.
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in Fig. 3 the one of [
1t
K∑
k=0
∥∥ekh∥∥2Vh
]1/2
and in Fig. 4 the pressure splitting error[
1t
K∑
k=0
∥∥εkh∥∥2Qh
]1/2
.
Fig. 3. Splitting error [1t∑Kk=0 ‖ekh‖2Vh ]1/2 for the Stokes problem. The dotted line is the reference line
for the error decrease rate.
Fig. 4. Splitting error [1t∑Kk=0 ‖εkh‖2Qh ]1/2 for the Stokes problem. The dotted line is the reference line
for the error decrease rate.
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The obtained results suggest even better performances (at least for 1t sufficiently large) than
expected for what concerns the velocity splitting error (in both the norms), while the agreement
with the theoretical estimate is excellent for the pressure splitting error.
The analysis carried out so far is concerned with the linear Stokes equations. When considering
the Navier–Stokes problem (e.g., with a semi-implicit linearization as in (8)), due to the
nonlinearity we could not expect the splitting error behaviour to be unaffected by the space
discretization error, as it occurs for the Stokes problem. Nonetheless, for what concerns the
velocity splitting error, even for the Navier–Stokes problem the dependence on 1t is linear,
as illustrated in Figs. 5 and 6. The pressure splitting error, instead, is affected by the space
Fig. 5. Splitting error max0<k6K ‖ekh‖ for the Navier–Stokes problem. The dotted line is the reference line
for the error decrease rate.
Fig. 6. Splitting error [1t∑Kk=0 ‖ekh‖2Vh ]1/2 for the Navier–Stokes problem. The dotted line is the referenceline for the error decrease rate.
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Fig. 7. Splitting error [1t∑Kk=0 ‖εkh‖2Qh ]1/2 for the Navier–Stokes problem.
Fig. 8. Splitting error [1t∑Kk=8 ‖εkh‖2Qh]1/2 for the Navier–Stokes problem. The dotted line is the reference
line for the error decrease rate. The comparison between this figure and the previous one outlines the
circumstance that the pressure splitting error is essentially affected by the space discretization error in the
first iterations. Afterwards, the splitting error decreases superlinearly.
discretization error (see Fig. 7). However, it is interesting to observe that the effects of these errors
are essentially distributed on the initial iterations and quickly decrease. Indeed, if we compute
the pressure splitting error, starting after few iterations (8 in the picture), we reobtain a regular
pressure splitting error decreasing (apparently) with superlinear rate.
Finally, we show in this test case that the violation of the incompressibility constraint is
reasonably small. On a grid with mesh size h = 1/64, a time step 1t = 1/1024, a tolerance
for the solution of the linear systems set equal to 10−8 the evolution of the maximum of the
divergence of uh in time is illustrated in Fig. 9.
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Fig. 9. Evolution in time of the maximum of |∇ · uh| for the solution computed by the Yosida method. On
the right a detail of the diagram from t = 0.0625 and t = 1.
Actually, when the total error between the exact solution (103) and the Yosida solution is
computed, we observe again a linear dependence on 1t and quadratic on h (as expected from
the adopted space discretization), and quite good performances with respect to other classical
schemes. We refer to [16] for a more extensive analysis of these results.
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