Creation and utilization of accurate drag polars is essential in the aircraft sizing and synthesis process. Existing sizing and synthesis codes are based on historical data and cannot capture the aerodynamics of a non-conventional aircraft at the conceptual design phase. The fidelity of the aerodynamic analysis should be enhanced to increase the designer's confidence in the results. Hence, there is need for a physics-based approach to generate the drag polars of an aircraft lying outside the conventional realm. The deficiencies of the legacy codes should be removed and replaced with higher fidelity meta-model representations. This is facilitated with response surface methodology (RSM
INTRODUCTION
The main process flow in a typical preliminary design environment involves a complex inter-flow of information between various disciplines of the design. This traditional approach needs many iterations between the disciplinary analysis and system level analysis for arriving at the final design configuration.
The ability to perform quick design studies of many different configurations is very essential in a preliminary design environment because system level tradeoffs are needed in the initial phases of design. The paradigm shift in design has called for an increased knowledge of the problem at hand in the initial phases of design. Therefore a preliminary design environment is needed wherein the disciplinary analysis needs to be carried out in an accurate manner reflecting the physics of the problem, rather than using historical databases especially for radically different configurations. ASDL at the Georgia Institute of Technology has used vortex lattice analysis codes in conjunction with RSM for a few years now. As far as aerodynamics is concerned, accurate and rapid determination of drag polars for all the design configurations requires the use of reduced order models. These aerodynamic drag polars are then incorporated into the sizing and synthesis codes for system level tradeoffs.
The idea behind using reduced order meta-models is to cut short the computational time needed in the preliminary design phase. Various meta-models like the Response Surface Equations, Neural networks, etc. can be used. But for the purpose of the present study, Response Surface Equations have been used as the meta-model. ‡ M.Sc. Candidates, SAE Student Members † Associate Professor, Director ASDL, Boeing Chair in Advanced Systems Analysis, SAE Member
The Response Surface Equations are produced by running aerodynamic analysis codes according to the pattern laid down in the Design of Experiments (DOE) array, and subsequently incorporated in the sizing and synthesis codes. If all the disciplinary codes are run in this way and finally fused together in the sizing and synthesis codes, a concurrency in the final analysis is achieved and the iteration between the synthesis codes and the disciplinary codes is avoided. Use of RSEs and DoE also greatly enhances the speed and flexibility of the whole process. The RSE generation phase uses linearized aerodynamic codes.
METHODOLOGY
The design space of an aircraft is defined by a number of vehicle geometry variables, scaling parameters, and mission parameters. Each of these can be varied continuously over a wide range of values, and, quite often, multiple combinations of design space variables yield feasible and viable vehicles. The designer determines which vehicle is the best for a given set of requirements. This can be done using a multitude of optimization techniques, optimizing either to single or multiple attributes.
A wide array of analysis tools is available to evaluate aircraft size and performance at any specified setting of design variables. However, the design space is not simply a collection of points; it is rather a continuous space of vehicle attributes based on multiple variables. Therefore, the designer must create some sort of regression to take full advantage of the optimization techniques available. Furthermore, the designer may wish to view the vehicle attribute trends as a function of the design variables without running a cumbersome analysis code for every setting. 
where R is the response, b 0 is an intercept term, b i are regression coefficients for the first-degree terms, b ii are coefficients for the quadratic terms, b ij are coefficients for the cross-product terms, and x i is the i th control variable.
This regression, known as a Response Surface Equation (RSE) is able to model linear effects through the linear terms, curvature effects through the quadratic terms, interaction effects through the cross-product terms, and effects not related to the control variables through the intercept term. This makes it a robust model for most sophisticated analysis codes that can run in a fraction of a second versus the several seconds to hours, which are typical of most analysis tools. RSM was employed throughout this study as a rapid space investigation and visualization technique.
COMPUTATIONAL ARCHITECTURE
Vortex lattice methods and boundary layer methods have been used in this study to predict the induced and the skin friction drag respectively. Vortex lattice method is based on solution to the Laplace equation, and is subject to the same basic theoretical restrictions that apply to the panel method. There are many different vortex lattice schemes, but in this section the classical interpretation has been described. Knowing that vortices can represent lift from the potential flow theory, the following procedure in a typical vortex lattice code was employed A full-blown CFD analysis is not appropriate for the preliminary design stage because quick and reasonably accurate data is needed.
COMPUTATIONAL AERODYNAMICS
An analytical procedure had to be developed in order to perform the aerodynamic analysis. Since the empirical method was dismissed as being too inaccurate for the requirements and also for not being suitable for any nonconventional design such as a joined-wing, a physicsbased analysis method had to be chosen. Fully turbulent flow is assumed in this theory, so the skinfriction drag is over-estimated. However, the overestimation may compensate for the lack of consideration of the interference drags caused by protrusions on the actual aircraft such as the control surface deflection, doors or the windows. The important BDAP output was the skin-friction drag coefficient, which is generated while reflecting changes due to altitude and Mach number.
HASC HASC [5]
is a conceptual/preliminary design level aerodynamic prediction code. Semi-empirical methods are used to estimate the effects of vortex lift and breakdown. Output files provide information on the overall configuration, component loads, and vortex characteristics. The HASC code is primarily an integration of three routines: VORLAX: A generalized vortex lattice program VORLIF: A semi-empirical strake/wing vortex analysis code VTXCLD: A two-dimensional, unsteady, separated flow analogy program for analyzing smooth forebody shapes The tool is found to be very sensitive to the paneling on the surfaces, the suction parameter and the camber definition of the airfoil. The tool is found to produce good results at subsonic mach numbers. As the Mach number is increased to transonic values, the expected induced drag rise was not observed. HASC produces all the force and moment coefficients using which static and dynamic stability of the configurations can be studied.
CODE APPLICATION
This study was done as Aerodynamics part of the project in response to the AIAA/NAVY RFP [6] for the Common Support Aircraft (CSA). The United States Navy currently uses four aircraft in what are considered support roles. These are the E-2C Hawkeye for Airborne Early Warning (AEW), the S-3B Viking for Anti-Submarine Warfare (ASW), the ES-3A Shadow for Electronic Surveillance (ES), and the C-2A Greyhound for Carrier On-board Delivery (COD). These four aircraft originated from two basic airframes, so some spare parts and support equipment can be used interchangeably between the E-2C and C-2A, as well as between the S-3B and ES-3A. Each of these aircraft is nearing the end of its service life, so a new vehicle is required. This vehicle is the Common Support Aircraft (CSA), an aircraft envisioned to replace these four legacy aircraft with a single airframe and as few variants as possible. It should perform all four support missions to maximize affordability, defined as a measure of performance weighed against relative cost.
Thus, there is a great need to design an aircraft that utilizes the commonality between the different missions. An ultimate design would be one that has one airframe and one variant. In this scenario, the solution would be to eliminate the dome (AEW mission) entirely and integrate sensors into the airframe. This requires a configuration that lends itself to placement of sensors such that 360-degree coverage is possible. These sensors must be chosen such that synergy of mission-specific transmitting and receiving requirements is obtained. In this fashion, other internal mission equipment can be made modular so only one variant of the CSA is required. This is not a new idea, as the Boeing EX [7] and the NASA joinedwing demonstrator of [8] are both attempts to accomplish an AEW-like mission with all sensors integrated into the diamond-like joined wing planform, giving 360-degree coverage. This appears to be the best configuration for an all-around integrated sensor platform, so it is a concept worthy of further investigation.
The joined wing configuration, Figure 1 , is defined in [9] as an airplane that incorporates tandem wings arranged to form diamond shapes in both plan and front views. Advantages of the joined wing include: Light weight and high stiffness, low induced drag, good transonic area distribution, high trimmed C Lmax , direct lift and side-force control capability, suitability for active aperture array radar in wings with 360-degree coverage. Before the aforementioned aerodynamic codes were applied to the joined wing configuration, some assumptions were necessary for the joined-wing aircraft. Some were due to geometric compatibility requirements. For example, rear wing root is located on the vertical tail. Therefore, the local vertical tail chord at this joint must equal the rear wing root chord. Other assumptions were simply limited by the data points given in the literature. For the joined wing, the following assumptions and relations were formulated: Here, subscripts F and R denote front and rear wing, respectively. The joined wing configuration requires several new variables and compatibility relations. With these in mind, design space variables have to be chosen for parametric variation.
The induced drag coefficient decreases as the Mach number increases. As the Mach number of aircraft approaches Mach 1.0, the lift-curve slope increases as predicted by the Prandtl-Glauert rule. HASC uses leading edge suction in its analysis, which impacts the drag due to lift factor K. This quantity is given in [10] for subsonic Mach numbers as
where S is the percentage of leading edge suction, K 100 is the K value for 100% suction, and K 0 is the K value for 0% suction. K 100 is the inverse of the product of π and aspect ratio, and K 0 is the inverse of CLα . Since CD I is modeled as CD i = KCL 2 , increasing CLα will increase K 0 , which will consequently decrease CD i . The output from HASC for the joined wing configuration at different Mach numbers is shown Figure 2 . This trend should reverse beyond the drag divergence Mach number, but this is not predicted by HASC. The data therefore needs correction above the drag divergence Mach number. The turbulent skin friction drag coefficient should decrease with increasing Reynolds number. Therefore, higher Mach numbers (and thus inertial forces) should reflect reduced skin friction drag coefficients. However, the zero-lift drag of the aircraft should increase at transonic Mach numbers (0.8 to 1.2) as shocks form on the wings and body. This additional drag due to compressibility, known as wave drag, was not accounted for by BDAP, so some correction had to be made to the output. Span ratio (B) has a large impact on the induced drag of a joined wing configuration [11] . A span ratio of 1 results in significant reductions to induced drag due to the endplate effect. Since the aspect ratios of both surfaces were constrained to be equal, the area ratio of the front and rear surfaces was simply the square of span ratio. Therefore, increasing the span ratio increases the area of the rear wing. A span ratio of one implies an area ratio of one, which can be considered a completely tandem wing system. In theory, a tandem wing has half of the induced drag of a single wing of equal gross projected area [10] . This result is not fully realized because the front wing contributes more to lift than the rear surface because, for trimmed flight rear wing operates in the downwash of the front wing. However, this general effect, combined with the endplate effect, contributes to Figure 4 . This chart shows that increasing span ratio reduces induced drag, as predicted.
Even though the results from the analysis tools do follow the expected trends, one cannot come to the conclusion that the computed results are correct. With little data available on joined-wing aerodynamics, it's difficult to find ways to validate the output. However, observing the trends from these examinations are still steps taken in validating the data obtained, no matter how basic they may seem.
Though a lot has been talked about physics based modeling and prediction, some correction to the results, in the form of empirical corrections, was necessary for the transonic region. This is due to the unavailability of a Figure 4 . Effect of joint location on induced drag transonic preliminary aerodynamic code. The critical Mach number was determined [12] and data points that lie on the transonic drag rise curve were calculated through a correlation to the Sears-Haack body wave drag and several assumptions regarding the geometry of the body [10] . By fitting a third-order polynomial through these critical data points, the additional drag was estimated at four Mach numbers. The increase in the drag coefficient of the final configuration due to compressibility effects is illustrated in Figure 5 . The above codes have been used by many organizations and have been validated using experimental wind tunnel data. Hence no further validation was done on the codes.
SOLUTION PROCEDURE
Any analysis starts off with identifying the variables that can be perturbed and the responses that are desired.
Since the final goal is to provide drag polars for the mission, all the necessary effects have to be identified as documented in Figure 6 .
Figure 6. Cause and effect diagram
The ranges for the variables are selected in the conceptual design environment and used in the disciplinary analysis. Care is taken to see that the variable ranges are not too small or too large. Too small ranges render the RSEs inapplicable for larger design spaces, and large ranges make a poor fit. Final design variables and their ranges are provided in Table 1 . The drag polar is expressed in the form,
where C D0 the skin friction drag component, K 0 is the incremental profile drag due to lift, K 1 C L is an approximation of the interference drag and K 2 C L 2 is the induced drag. C D0 , K 0 , K1 and K 2 are functions of all key design parameters and flight conditions. RSEs were generated for K 1 , K 2 and K 0 at each Mach number and for C D0 at each altitude. Thus 4 equations are generated for each flight condition. These equations are valid only for the chosen baseline configuration and the design space around it as defined by the ranges selected for each of the independent variables. COMPUTATIONAL MODELING RSM was the essence behind the system of conceptual calculations for aerodynamics of the joined wing configuration. With the aid of a few aerodynamic software packages and RSM, the computed results could be easily placed into an input file for the FLOPS [13] design tool.
An analysis method was created to feed the necessary information into FLOPS. A separate DoE was created for the aerodynamic analysis that is a subset of the design space exploration DoE, since it only needed to include the variables that would have a visible effect on the aerodynamic performance of the aircraft in FLOPS. The variables obtained from the DoE are fed into the chosen aerodynamics codes for each configuration. A Java API, built for a conventional configuration and modified to handle the joined-wing configuration, was used to take information from the DoE and pass it to the input files for BDAP and HASC, changing the geometric settings for each case. In order to filter out data needed from the resulting output from the two aerodynamics codes, TCL/TK scripts for the UNIX operating system were used. The critical data values were then entered in JMP in order to generate RSEs JMP. This is shown diagrammatically in Figure 7 . The drag polar corresponding to the geometric variables in the design space exploration DoE is combined with the input file for that geometric configuration to create a final FLOPS input file. The aerodynamic DoE is a fractional factorial, resolution 5, 13 variable design array at three levels. This particular DoE has 153 different settings. Figure 8 illustrates the top view of some of the aerodynamics configurations considered with fuselage removed for clarity. Taper ratio, wing area, aspect ratio, span ratio, and sweep angle can be distinguished in this figure. This provides an excellent depiction of some of the outputs from the DoE table.
AIRFOIL SELECTION
The complex flowfield of the joined wing configuration makes standard methods for choosing an airfoil based on design lift coefficient impractical. The front wing causes downwash on the rear wing, and the rear wing induces upwash on the front wing. An airfoil from the NACA 642XX family has been shown [9] to be effective for joined wing aircraft at the preliminary design stage. CFD analysis can account for the curved flowfield around the wings. If this flowfield is quantified, a wiser choice can be made regarding the airfoil. The twist provided to the joined wing helps achieve this condition. A rearward swept wing has tip-stall problems i.e. there is a span-wise flow out to the wingtips that pushes the lift distribution in that direction. Tip stall in rearward swept wings is caused due to the downwash from the wing, which causes the tip to see an effective higher angle of attack, which is the reason why the tip stalls first. Tip stall is bad because roll control is obtained from the ailerons mounted at wing tips. This is the reason that every rearward swept wing has "washout," i.e., the root incidence is greater than the tip incidence. However, this usually isn't so much of an issue with forward-swept wings, as these are typically canard configurations (or, in this case, the rear wing of a joined wing system). Forward swept wing stalls at the root before the tip. The root stall in case of forward swept wings can be explained by the downwash created at the root. So most forward-swept wings have "wash-in," i.e. the tip incidence is greater than the root incidence. Furthermore, [9] suggests that the incidence angle at the location where the wings get joined should be same for both the wings. Since the rear wing has less span when compared to the front wing, less twist is given so as to achieve an incidence of 0 0 for both surfaces at the joint location. Furthermore, wash-in can lead to structural divergence. Therefore, most forward-swept wings have just enough wash-in so the entire wing stalls at the same time or the root stalls just slightly before the tips.
As seen from Figure 9 , the washed out front wing and the washed in rear wing generate positive pitching moment around the CG. Figure 9 . Twist distribution of joined wing
The above twist distribution provides necessary static stability for the aircraft as can be seen from Figure 10 . The picture on the left is for the untwisted configuration, which has a negative C m0 whereas for the twisted configuration, C m0 is found to be positive. Figure 10 . Effect of twist on moment coefficient Also, the front wing has plenty of "aerodynamic washout" [9] in that the camber of the airfoil decreases towards the tip. The same is the case for the rear wing. This may be due to the effect of the interference between the two wings. The greatest changes in camber and incidence angle occur at the roots, where the fuselage or vertical tail meet with the wings, and toward the tips, where the wings join. This is most likely due to interference and tip vortex effects.
PLACEMENT OF CONTROL SURFACES
The placement of control surfaces is important because the paneling of the aircraft has to be changed for different positions of the control surfaces. The geometry of a joined wing aircraft enables placement of the control surfaces in various possible manners as discussed in [11] . The control surfaces are sized so as not to interfere with the wing box and to accommodate the integrated wing sensors. The locations of the aircraft's control surfaces on the wing can be observed in Figure 11 . The flaperons (flap + aileron) on the front wing and the elevons (elevator + aileron) help achieve the direct sideforce capability to the aircraft. The drag rudders placed at the extreme outboard locations of the front wing provide additional yaw control to the aircraft and also serve as speed brakes during landing. 
GENERATION AND VALIDATION OF RSEs
With the above background on the control surfaces, one could create RSEs with parametric control surface sizes and deflections. Though theoretically possible, the number of variables increases beyond the number that the present tools can handle. For this reason RSEs were generated using a clean configuration, i.e. with assumed control surface sizes and zero deflections. The Response Surface Equations were generated using the statistical software package JMP [14] . To assess the accuracy of these equations with respect to the codes that created them verification tests have to be performed. The R 2 fit measures the variation of the fit with respect to the measured points. Random cases may be run and the responses from the analysis may be compared to the values predicted by the RSEs. And finally, a residual plot, which shows the error distribution of the RSE regression, should not show a pattern and should be random. In the present case, all the three tests were satisfactory and the RSEs were a true representation of the actual analysis codes being used. Figure 12 , was used to observe the error distribution of the RSE regression for K 2 at M=0.6. Good R 2 values and a random residual plot do not guarantee good fits of RSEs for points falling anywhere between the lower and higher limits. For this reason 153 random cases were considered within variables ranges. The responses are calculated from the aerodynamic codes as well as the RSEs. The predicted values of K 2 at M=0.6 against values from the analysis codes are presented in Figure 13 . The solid line is the ideal fit and deviations from this line are a measure of the confidence interval of the RSEs. Almost all the points lie within a small corridor and the RSEs can be used to predict the drag values obtained from the analysis codes.
FINAL OPTIMIZED CONFIGURATION
A MATLAB program was written for the design space to optimize the configuration for minimum life cycle cost with a set of constraints. The final optimized configuration is illustrated in Figure 14 . The final optimized configuration was analyzed by employing the mentioned methodology. As a result, the drag coefficients for the aircraft were obtained. The drag polars for the final optimized configuration can be seen in Figure 15 . One important note about the final drag polars is that these are the results before the drag divergence sets in. Improved transonic drag prediction codes are required to predict the increase in drag above the drag divergence Mach number, which is beyond the scope of this work.
FUTURE WORK
RSEs work only under the hypothesis that the underlying aerodynamic behavior can be captured by a quadratic polynomial representation. RSEs fail to hold if this is not the case, in which case the error involved may be huge and higher order meta-models may have to be used. Either independent or dependent variable transformations can be used to achieve better results. Limitations of RSEs have to be overcome and better physics based methods like the neural networks have to be used to improve the whole process.
The aerodynamic analysis codes like HASC and BDAP, being linearized codes, have their own errors. Hence some other reduced order fast analysis codes can be designed. Preliminary wing optimization needs to be done and WINGDES as it is right now cannot handle vertical displacement of wings. Hence WINGDES has to be modified to handle a general wing configuration. A generalized tool for wing design and optimization, which can parametrically optimize a generalized wing, is needed to obtain the optimum twist distribution. High fidelity and fast transonic aerodynamic tools need to be used replacing subsonic analysis codes like HASC. A parametric CFD analysis with a multi-processor architecture would greatly benefit the aerodynamic design studies in the initial stages of a systems design environment.
CONCLUSIONS
The intention of this study was to generate a first order estimate of the drag characteristics of a nonconventional aircraft configuration such as the joined wing. Aerodynamic analysis modules within sizing and synthesis codes such as FLOPS have been enhanced by introducing RSEs in place of empirical relationships for drag calculation. RSEs are particularly suited for parametric studies because of their speed and flexibility. Linearized theory and boundary layer equations have been used in the computational environment. A reasonable disciplinary knowledge can be obtained in the preliminary design phase by following this method. Although RSEs have been generated only for aerodynamics here, the procedure is applicable to other disciplines as well. Fundamental disciplinary knowledge is thus obtained at a very early stage of the design, which paves way for a better final design with less cost.
