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DEVELOPED MATRIX INEQUALITIES VIA POSITIVE
MULTILINEAR MAPPINGS
MAHDI DEHGHANI, MOHSEN KIAN AND YUKI SEO
Abstract. Utilizing the notion of positive multilinear mappings, we give some
matrix inequalities. In particular, Choi–Davis–Jensen and Kantorovich type
inequalities including positive multilinear mappings are presented.
1. Introduction
Throughout the paper assume that Mp(C) := Mp is the C∗-algebra of all
p× p complex matrices with the identity matrix I. A matrix A ∈Mp is positive
(denoted by A ≥ 0) if it is Hermitian and all its eigenvalues are nonnegative. If in
addition A is invertible, then it is called strictly positive (denoted by A > 0). A
linear mapping Φ :Mn →Mp is called positive if Φ preserves the positivity and Φ
is called unital if Φ(I) = I. The notion of positive linear mappings on C∗-algebras
is a well-known tool to study matrix inequalities which have been studied by many
mathematicians. If Φ : Mn →Mp is a unital positive linear mapping, then the
famous Kadison’s inequality states that Φ(A)2 ≤ Φ(A2) for every Hermitian
matrix A. Moreover, Choi’s inequality asserts that Φ(A)−1 ≤ Φ(A−1) for every
strictly positive matrix A, see e.g. [4, 9, 10]. A continuous real function f : J → R
is said to be matrix convex if f
(
A+B
2
) ≤ f(A)+f(B)
2
for all Hermitian matrices A,B
with eigenvalues in J . Positive linear mappings have been used to characterize
matrix convex and matrix monotone functions. It is well-known that a continuous
real function f : J → R is matrix convex if and only if f(Φ(A)) ≤ Φ(f(A))
for every unital positive linear mapping Φ and every Hermitian matrix A with
spectrum in J . The later inequality is known as the Choi-Davis-Jensen inequality,
see [9, 10, 12]. For more information about matrix inequalities concerning positive
linear mappings the reader is referred to [2, 7, 8, 13, 15, 16, 20, 22, 26] and
references therein.
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It is known that if A = (aij) and B = (bij) are positive matrices, then so is
their Hadamard product A ◦ B, which is defined by the entrywise product as
A ◦ B = (aijbij). The same is true for their tensor product A ⊗ B, see e.g. [14].
Moreover, the mapping (A,B)→ A⊗B is also linear in each of its variables. So if
we define Φ :M2q →Mp by Φ(A,B) = A⊗B, then Φ is multilinear and positive
in the sense that Φ(A,B) is positive whenever A,B are positive. However, the
Choi–Davis–Jensen type inequality f(Φ(A,B)) ≤ Φ(f(A), f(B)) does not hold in
general for a unital positive multilinear mapping Φ and matrix convex functions
f . This can be a motivation to study matrix inequalities via positive multilinear
mappings.
The main aim of the present work is to inquire matrix inequalities using posi-
tive multilinear mappings. Some of these inequalities would be generalization of
inequalities for the Hadamard product and the tensor product of matrices. In
Section 2, we give basic facts and examples for positive multilinear mappings. In
Section 3, Choi–Davis–Jensen type inequalities are presented for positive multi-
linear mappings and some of its applications is given. In Section 4, we obtain
some convex theorem for functions concerning positive multilinear mappings and
then we give some Kantorovich type inequalities. Section 5 is devoted to some re-
verses of the Choi–Davis–Jensen inequality. In Section 6, we consider the Karcher
mean and present multilinear versions of some known results.
2. Preliminaries
We start by definition of a positive multilinear mapping.
Definition 2.1. A mapping Φ :Mkq →Mp is said to be multilinear if it is linear
in each of its variable. It is called positive if Φ(A1, · · · , Ak) ≥ 0, whenever Ai ≥ 0
(i = 1, · · · , k). It is called strictly positive if Φ(A1, · · · , Ak) > 0 whenever Ai > 0
(i = 1, · · · , k). If Φ(I, · · · , I) = I, then Φ is called unital.
Example 2.2. The tensor product of every two positive matrices is positive
again. This ensures that the mapping Φ :Mkq →Mqk defined by
Φ(A1, · · · , Ak) = A1 ⊗ · · · ⊗Ak
is positive. Moreover, it is multilinear and unital. If Ψ : Mqk →Mp is a unital
positive linear mapping, then the map defined by
Φ(A1, . . . , Ak) = Ψ(A1 ⊗ · · · ⊗ Ak)
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is a unital positive multilinear mapping. In particular, the Hadamard product
Φ(A1, · · · , Ak) = A1 ◦ · · · ◦ Ak.
is positive and multilinear.
Example 2.3. Assume that Xi ∈ Mq (i = 1, · · · , k) and
∑k
i=1X
∗
iXi = I. The
mapping Φ : Mkq → Mp defined by Φ(A1, · · · , Ak) =
∑k
i=1X
∗
i AiXi is positive
and unital. However, it is not multilinear.
Example 2.4. The mappings Φ :Mkq →Mp defined by
Φ(A1, · · · , Ak) := Tr(A1) · · ·Tr(Ak)I (2.1)
is positive and multilinear, where Tr is the canonical trace.
Example 2.5. Define the mapping Φ : M2p →Mp by Φ(T, S)x = (Tx ⊗ Sx)x,
where (u⊗ v)(w) = 〈w, v〉u for u, v, w ∈ Cp. Then Φ is multilinear. Moreover, if
T and S are positive matrices, then
〈Φ(T, S)x, x〉 = 〈(Tx⊗ Sx)x, x〉 = 〈〈Sx, x〉Tx, x〉 = 〈Sx, x〉〈Tx, x〉 ≥ 0
for every x ∈ Cp. Therefore, Φ is a positive multilinear mapping.
It would be useful to see that there is a relevant connection between positive lin-
ear and multilinear mappings. Corresponding to every positive multilinear map-
ping Φ :Mkq →Mp, the map Ψ :Mq →Mp defined by Ψ(X) = Φ(X, I, · · · , I)
is positive and linear. Conversely, if Ψ :Mq →Mp is positive and linear, then
Φ :Mkq →Mp, Φ(A1, · · · , Ak) = Ψ(A1)⊗ A2 ⊗ · · · ⊗Ak
is positive and multilinear.
We state basic properties for positive multilinear mappings:
Lemma 2.6. Every positive multilinear mapping Φ : Mkq → Mp is adjoint-
preserving; i.e.,
Φ(T1, . . . , Tk)
∗ = Φ(T ∗1 , . . . , T
∗
k )
for all Ti ∈Mq (i = 1, . . . , k).
Proof. It suffices to show that Φ(A1, . . . , Ak) is Hermitian for every Hermitian
A1, . . . , Ak. Every Hermitian matrix Ai has a Jordan decomposition
Ai = Ai+ − Ai− where Ai± ≥ 0.
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Then we have
Φ(A1, . . . , Ak)
= Φ(A1+ −A1−, . . . , Ak+ − Ak−)
= Φ(A1+, . . . , Ak+)− Φ(A1−, A2+, . . . , Ak+) + · · ·+ (−1)kΦ(A1−, . . . , Ak−)
and each term is positive and hence Φ(A1, . . . , Ak) is Hermitian. 
The next Lemma is easy to verify.
Lemma 2.7. Every positive multilinear mapping Φ : Mkq → Mp is monotone,
i.e.,
0 ≤ Ai ≤Bi for all i = 1, . . . , k
=⇒ Φ(A1, A2, . . . , Ak) ≤ Φ(B1, B2, . . . , Bk).
The norm of a multilinear mapping Φ :Mkq →Mp is defined by
‖ Φ ‖= sup
‖A1‖=···=‖Ak‖=1
‖ Φ(A1, . . . , Ak) ‖= sup
‖A1‖≤1,··· ,‖Ak‖≤1
‖ Φ(A1, . . . , Ak) ‖ .
A version of Russu-Dye theorem (see for example [4, Theorem 2.3.7]) has been
proved in [6] as follows:
Theorem 2.8. [6] If Φ : Mq → Mp is a unital positive multilinear mapping,
then ‖ Φ ‖= 1.
3. Jensen type inequalities
If Φ is a unital positive linear mapping, then the Choi–Davis–Jensen inequality
Φ(f(A)) ≥ f(Φ(A)) (3.1)
holds for every matrix convex function f on J and every Hermitian matrix A
whose spectrum is contained in J . However, this inequality does not hold for
a unital positive multilinear mapping in general. For example, consider the
matrix convex function f(t) = t2 − t and the unital positive multilinear map-
ping Φ(A,B) = A ◦ B. If A = 2I and B = I, then 2I = f(Φ(A,B)) 
Φ(f(A), f(B)) = 0. Another example is the unital positive multilinear map-
ping Ψ(A,B) = 1
p
Tr(AB) for A,B ∈ Mp and f(Ψ(A,B)) 6≤ Ψ(f(A), f(B)). We
consider an addition hypothesis on f under which this inequality holds. For this
end, assume that the positive multilinear mapping Φ : M2q →Mp is defined by
Φ(A,B) = A ◦B. If inequality (3.1) is valid for a matrix convex function f , then
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f(A ◦ B) ≤ f(A) ◦ f(B). In particular, f(xy) ≤ f(x)f(y) for all x, y in domain
of f . This turns out to be a necessary and sufficient condition under which (3.1)
holds for every unital positive multilinear mapping.
Definition 3.1. Let J be an interval in R. A real valued continuous function
f is super-multiplicative on J if f(xy) ≥ f(x)f(y) for all x, y ∈ J , while f is
sub-multiplicative if f(xy) ≤ f(x)f(y) for all x, y ∈ J .
We present a Choi–Davis–Jensen inequality for positive multilinear mappings.
Theorem 3.2. Let Ai ∈ Mq (i = 1, . . . , k) be positive matrices and Φ : Mkq →
Mp be a unital positive multilinear mapping. If f : [0,∞) → R is a sub-
multiplicative matrix convex function (resp. a super-multiplicative matrix concave
function), then
f(Φ(A1, . . . , Ak)) ≤ Φ(f(A1), . . . , f(Ak))
(resp. f(Φ(A1, . . . , Ak)) ≥ Φ(f(A1), . . . , f(Ak))).
Proof. Assume that Ai =
∑qi
j=1 λijPij (i = 1, · · · , k) is the spectral decomposition
of each Ai for which
∑qi
j=1 Pij = I. Then
Φ(f(A1), f(A2), · · · , f(Ak)) = Φ

 q1∑
j=1
f(λ1j)P1j , · · · ,
qk∑
j=1
f(λkj)Pkj

 (3.2)
=
q1∑
j1
q2∑
j2
· · ·
qk∑
jk
f(λ1j1)f(λ2j2) · · · f(λkjk)Φ(P1j1 , · · · , Pkjk),
by multilinearity of Φ. With C(j1, · · · , jk) := Φ(P1j1 , · · · , Pkjk)
1
2 we get
f (Φ(A1, · · · , Ak))
= f

 q1∑
j1
q2∑
j2
· · ·
qk∑
jk
λ1j1λ2j2 · · · λkjkΦ(P1j1 , · · · , Pkjk)

 (by multilinearity of Φ)
= f

 q1∑
j1
q2∑
j2
· · ·
qk∑
jk
C(j1, · · · , jk)λ1j1λ2j2 · · ·λkjkC(j1, · · · , jk)


≤
q1∑
j1
q2∑
j2
· · ·
qk∑
jk
C(j1, · · · , jk)f(λ1j1λ2j2 · · · λkjk)C(j1, · · · , jk) (by matrix convexity of f)
≤
q1∑
j1
q2∑
j2
· · ·
qk∑
jk
f(λ1j1)f(λ2j2) · · · f(λkjk)Φ(P1j1 , · · · , Pkjk) (by f(xy) ≤ f(x)f(y) on [0,∞))
= Φ(f(A1), · · · , f(Ak)).
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
As an example, the power functions f(t) = tr are sub-multiplicative and so we
have the following extension for Kadison and Choi’s inequalities.
Corollary 3.3. Suppose that Φ : Mkq → Mp is a unital positive multilinear
mapping.
(1) If 0 ≤ r ≤ 1, then
Φ(Ar1, · · · , Ark) ≤ Φ(A1, · · · , Ak)r (Ai ≥ 0),
(2) If −1 ≤ r ≤ 0 and 1 ≤ r ≤ 2, then
Φ(A1, · · · , Ak)r ≤ Φ(Ar1, · · · , Ark) (Ai > 0).
Corollary 3.4. Let Φ :Mkq →Mp be a uninal positive multilinear map. If either
s ≤ t, s 6∈ (−1, 1), t 6∈ (−1, 1) or 1
2
≤ s ≤ 1 ≤ t or s ≤ −1 ≤ t ≤ −1
2
, then
Φ(As1, · · · , Ask)
1
s ≤ Φ(At1, · · · , Atk)
1
t
for all positive matrices A1, · · · , Ak.
Proof. If 0 ≤ s ≤ t, then r = s
t
≤ 1. Applying Corollary 3.3 with Ati instead of
Ai now implies that
Φ(As1, · · · , Ask) ≤ Φ(At1, · · · , Atk)
s
t .
Applying the Lo¨wner-Heinz inequality with the power 1
s
yields that
Φ(As1, · · · , Ask)
1
s ≤ Φ(At1, · · · , Atk)
1
t .

Example 3.5. The matrix concave function f(t) = log t defined on (0,∞) is
super-multiplicative on [1, e2]. For if x, y ∈ [1, e2], then log x, log y ∈ [0, 2] and so
(log x)(log y) ≤ 4. Hence (log x)2(log y)2 ≤ 4(log x)(log y) and so
f(x)f(y) = log x log y ≤ 2
√
(log x)(log y) ≤ log x+ log y = log(xy) = f(xy),
where we used the arithmetic-geometric mean inequality. Now applying Theorem
3.2 we get
log(A1 ⊗ A2) ≥ log(A1)⊗ log(A2)
for all positive matrices Ai with eigenvalues in [1, e
2]. However the inequality
log(xyz) ≤ log x log y log z does not hold for x, y, x ∈ [1, e2] in general.
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We recall the theory of matrix means by Kubo–Ando[17]. A key for the theory
is that there is a one-to-one correspondence between the matrix mean σ and
the nonnegative matrix monotone function f(t) on (0,∞) with f(1) = 1 by the
formula
f(t) = 1 σ t for all t > 0,
or
A σ B = A
1
2f(A−
1
2BA−
1
2 )A
1
2 for all A,B > 0.
We say that f is the representing function for σ. In this case, notice that f(t) is
matrix monotone if and only if it is matrix concave [12]. Moreover, every matrix
mean σ is subadditive: A σ C + B σ D ≤ (A + B) σ (C + D). By a theorem
of Ando [1], if A and B are positive matrices and Φ is a strictly positive linear
mapping, then for each α ∈ [0, 1]
Φ(A♯αB) ≤ Φ(A)♯αΦ(B), (3.3)
where the α-geometric matrix mean is defined by
A♯αB = A
1
2
(
A−
1
2BA−
1
2
)α
A
1
2
and the geometric matrix mean ♯ is defined by ♯ = ♯1/2, namely
A♯B = A
1
2
(
A−
1
2BA−
1
2
) 1
2
A
1
2 .
By aid of Theorem 3.2, we show the positive multilinear mapping version of
Ando’s inequality (3.3).
Proposition 3.6. Let σ be a matrix mean with a super-multiplicative representing
function f : [0,∞)→ [0,∞), and Φ :Mkq →Mp be a strictly positive multilinear
mapping. Then
Φ(A1σB1, · · · , AkσBk) ≤ Φ(A1, · · · , Ak)σΦ(B1, · · · , Bk)
for all A1, · · · , Ak > 0 and B1, · · · , Bk ≥ 0.
Proof. For A1, · · · , Ak > 0 assume that a map Ψ :Mkq →Mp is defined by
Ψ(X1, · · · , Xk) := Φ(A1, · · · , Ak)− 12Φ
(
A
1
2
1X1A
1
2
1 , · · · , A
1
2
kXkA
1
2
k
)
Φ(A1, · · · , AK)− 12 .
Clearly Ψ is unital strictly positive and multilinear. For every i = 1, · · · , k, put
Yi := A
− 1
2
i BiA
− 1
2
i (i = 1, · · · k). Then it follows from matrix concavity of f and
8 M. DEHGHANI, M. KIAN AND Y. SEO
Theorem 3.2 that
Φ(A1, · · · , Ak)− 12Φ(A1σB1, · · · , AkσBk)Φ(A1, · · · , Ak)− 12
= Ψ (f(Y1), · · · , f(Yk))
≤ f(Ψ(Y1, · · · , Yk))
= f
(
Φ(A1, · · · , Ak)− 12Φ(B1, · · · , Bk)Φ(A1, · · · , Ak)− 12
)
,
which completes the proof. 
For a matrix mean σ with the representing function f , assume that σo, the
transpose of σ is defined by A σo B = B σ A. In this case, the representing
function of σo is f o defined by f o(t) = tf(1/t). For α ∈ [0, 1], the transpose of
geometric mean ♯α turns out to be ♯1−α. Ando [1] showed that if A,B > 0, then
A ◦ B ≥ (A ♯α B) ◦ (A ♯1−α B)
for every α ∈ [0, 1]. We state a generalization of this result using positive multi-
linear mappings.
Corollary 3.7. Let σ be a matrix mean with the representing function f which is
super-multiplicative and not affine. Let A,B be positive matrices. If Φ : M2q →
Mp is a unital positive multilinear mapping, then
Φ(A,B) + Φ(B,A) ≥ Φ(A σ B,A σo B) + Φ(A σo B,A σ B).
In particular, for each α ∈ [0, 1]
Φ(A,B) + Φ(B,A) ≥ Φ(A ♯α B,A ♯1−α B) + Φ(A ♯1−α B,A ♯α B).
Proof. It follows from subadditivity of σ and Theorem 3.6 that
Φ(A,B) + Φ(B,A) = [Φ(A,B) + Φ(B,A)] σ [Φ(B,A) + Φ(A,B)]
≥ Φ(A,B)σΦ(B,A) + Φ(B,A)σΦ(A,B)
≥ Φ(AσB,BσA) + Φ(BσA,AσB)
= Φ(AσB,AσoB) + Φ(AσoB,AσB).

If A is positive, then A ◦ A−1 ≥ I. This inequality is known as Fiedler’s
inequality, see [4, 11]. As an application of Theorem 3.6 , we have the following
extension of Fiedler’s inequality by Aujla-Vasudeva [3].
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Proposition 3.8. Let Φ :M2q →Mp be a positive multilinear map. If α, β ∈ R
and λ ∈ [0, 1], then
Φ(Aα, Aβ) + Φ(Aβ , Aα) ≥ Φ(A(1−λ)α+λβ , A(1−λ)β+λα) + Φ(A(1−λ)β+λα, A(1−λ)α+λβ)
for all matrices A > 0.
Proof. We have
Φ(Aα, Aβ) + Φ(Aβ, Aα)
=
(
Φ(Aα, Aβ) + Φ(Aβ, Aα)
)
♯λ
(
Φ(Aβ , Aα) + Φ(Aα, Aβ)
)
≥ Φ(Aα, Aβ)♯λΦ(Aβ, Aα) + Φ(Aβ, Aα)♯λΦ(Aα, Aβ)
≥ Φ(Aα♯λAβ, Aβ♯λAα) + Φ(Aβ♯λAα, Aα♯λAβ)
= Φ(A(1−λ)α+λβ , A(1−λ)β+λα) + Φ(A(1−λ)β+λα, A(1−λ)α+λβ).

With α = 1 and β = −1 and λ = 1
2
we get the following result.
Corollary 3.9. Let Φ : M2q → Mp be a strictly positive multilinear map. If
A > 0, then
Φ(A,A−1) + Φ(A−1, A) ≥ 2Ip.
The next lemma will be used in the sequel.
Lemma 3.10. [4, Theorem 1.3.3] Let A,B be strictly positive matrices. Then the
block matrix
[
A X
X∗ B
]
is positive if and only if A ≥ XB−1X∗.
In [9], Choi generalized Kadison’s inequality to normal matrices by showing
that if Φ is a unital positive linear mapping, then
Φ(A)Φ(A∗) ≤ Φ(A∗A) and Φ(A∗)Φ(A) ≤ Φ(A∗A).
for every normal matrix A. A similar result holds true for positive multilinear
mappings.
Proposition 3.11. Let Φ :Mkq →Mp be a positive multilinear map. Then
Φ(A∗1A1, A
∗
2A2, · · · , A∗kAk) ≥ Φ(A1, · · · , Ak)Φ(A∗1, · · · , A∗k)
Φ(A∗1A1, A
∗
2A2, · · · , A∗kAk) ≥ Φ(A∗1, · · · , A∗k)Φ(A1, · · · , Ak)
for all normal matrices A1, A2, · · · , Ak.
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Proof. Since the matrix Zµ =
(
|µ|2 µ
µ¯ 1
)
is positive for all µ ∈ C, it follows
that (
|λ1j1 · · ·λkjk|2 λ1j1 · · ·λkjk
λ1j1 · · ·λkjk 1
)
= Zλ1j1 ◦ · · · ◦ Zλkjk
is positive. If Ai =
∑q
j=1 λijPij is the spectral decomposition of each Ai, then
Φ(A∗1A1, A
∗
2A2, · · · , A∗kAk) = Φ
(
q∑
j1=1
|λ1j1 |2P1j1, · · · ,
q∑
jk=1
|λkjk|2Pkjk
)
=
q∑
j1=1
q∑
j2=1
· · ·
q∑
jk=1
|λ1j1λ2j2 · · ·λkjk|2Φ(P1j1 , · · · , Pkjk)
and
Φ(A1, · · · , Ak) =
q∑
j1=1
q∑
j2=2
· · ·
q∑
jk=1
λ1j1 · · ·λkjkΦ(P1j1 , · · · , Pkjk)
Φ(A∗1, · · · , A∗k) =
q∑
j1=1
q∑
j2=2
· · ·
q∑
jk=1
λ1j1 · · ·λkjkΦ(P1j1, · · · , Pkjk).
It follows that(
Φ(A∗1A1, · · · , A∗kAk) Φ(A1, · · · , Ak)
Φ(A∗1, · · · , A∗k) 1
)
=
q∑
j1=1
· · ·
q∑
jk=1
(
Zλ1j1 ◦ · · · ◦ Zλkjk
)
⊗ Φ(P1j1 · · · , Pkjk) ≥ 0.
Lemma 3.10 then implies that
Φ(A∗1A1, A
∗A2, · · · , A∗kAk) ≥ Φ(A1, A2, · · · , Ak)Φ(A∗1, A∗2, · · · , A∗k).

Ando [1] unified Kadison and Choi inequalities into a single form as follows:
Let Φ be a strictly positive linear mapping on Mp. Then
Φ(HA−1H) ≥ Φ(H)Φ(A)−1Φ(H) (3.4)
whenever H is Hermitian and A > 0. Moreover, it is known a more general
version of (3.4) in [4, Proposition 2.7.5]:
A ≥ X∗A−1X =⇒ Φ(A) ≥ Φ(X)∗Φ(A)−1Φ(X) (3.5)
for X is arbitrary and A > 0.
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As another application of Theorem 3.2 we present a multilinear map version of
(3.4) and (3.5).
Proposition 3.12. Let Φ be a strictly positive multilinear mapping. Then
Φ(H1, . . . , Hk)Φ(A1, . . . , Ak)
−1Φ(H1, . . . , Hk) ≤ Φ(H1A−11 H1, . . . , HkA−1k Hk)
whenever Hi is Hermitian and Ai > 0 (i = 1, . . . , k).
Proof. Assume that the positive multilinear mapping Ψ is defined by
Ψ(Y1, . . . , Yk) = Φ(A1, . . . , Ak)
− 1
2Φ(A
1
2
1 Y1A
1
2
1 , . . . , A
1
2
k YkA
1
2
k )Φ(A1, . . . , Ak)
− 1
2 .
(3.6)
By Corollary 3.3 we have
Ψ(Y 21 , . . . , Y
2
k ) ≥ Ψ(Y1, . . . , Yk)2
for every Hermitian Yi. Choose Yi = A
− 1
2
i HiA
− 1
2
i to get
Ψ(A
− 1
2
1 H1A
−1
1 H1A
− 1
2
1 , . . . , A
− 1
2
k HkA
−1
k HkA
− 1
2
k ) ≥ Ψ(A
− 1
2
1 H1A
− 1
2
1 , . . . , A
− 1
2
k HkA
− 1
2
k )
2.
Multiplying both sides by Φ(A1, . . . , Ak)
1
2 we conclude the desired inequality. 
Proposition 3.13. Let Φ be a strictly positive multilinear mapping. If Ai > 0
and Xi ∈Mq, then
Ai ≥X∗i A−1i Xi (i = 1, . . . , k) =⇒
Φ(A1. . . . , Ak) ≥ Φ(X1, . . . , Xk)∗Φ(A1, . . . , Ak)−1Φ(X1, . . . , Xk).
Proof. Let Ψ be the positive multilinear mapping defined by (3.6). By Theo-
rem 3.11
Y ∗i Yi ≤ I (i = 1, . . . , k) =⇒ Ψ(Y1, . . . , Yk)∗Ψ(Y1, . . . , Yk) ≤ I.
Let Ai ≥ X∗i A−1i Xi and put Yi = A
− 1
2
i XiA
− 1
2
i (i = 1, . . . , k). Then Y
∗
i Yi =
A
− 1
2
i X
∗
i A
−1
i XiA
− 1
2
i ≤ I. Hence
Ψ(A
− 1
2
1 X
∗
1A
− 1
2
1 , . . . , A
− 1
2
k X
∗
kA
− 1
2
k )Ψ(A
− 1
2
1 X1A
− 1
2
1 , . . . , A
− 1
2
k XkA
− 1
2
k ) ≤ I
Multiply both sides by Φ(A1, . . . , Ak)
1
2 to obtain the result. 
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4. Kantorovich inequality and convex theorems
Let wi be positive scalars. If m ≤ ai ≤M for some positive scalars m and M ,
then the Kantorovich inequality(
n∑
i=1
wiai
)(
n∑
i=1
wia
−1
i
)
≤ (m+M)
2
4mM
(
n∑
i=1
wi
)2
(4.1)
holds. There are several operator version of this inequality, see e.g. [21]. For
example if A is strictly positive matrix with 0 < m ≤ A ≤ M for some positive
scalars m < M , then
〈A−1x, x〉 ≤ (m+M)
2
4mM
〈Ax, x〉−1 (x ∈ Cp, ‖ x ‖= 1). (4.2)
We would like to refer the reader to [24] to find a recent survey concerning operator
Kantorovich inequality.
We show a matrix version of the Kantorovich inequality (4.1) including positive
multilinear mappings: If t1, · · · , tn are positive scalars and 0 < m ≤ Ai ≤ M
(i = 1, . . . , k), then
Φ
(
n∑
i=1
tiAi,
n∑
i=1
tiA
−1
i
)
≤ m
2 +M2
2mM
Φ
(
n∑
i=1
ti,
n∑
i=1
ti
)
. (4.3)
Another particular case is Φ(A,B) = A ◦ B and n = 1 which gives A ◦ A−1 ≤
m2+M2
2mM
, see [23]. First we give a more general form of (4.3).
Proposition 4.1. Let Φ : M2q → Mp be a unital positive multilinear map. If
Ai, Bi ∈Mq are positive matrices with m ≤ Ai, Bi ≤M (i = 1, · · · , n), then
Φ
(
n∑
i=1
X
1
2
i AiX
1
2
i ,
n∑
i=1
Y
1
2
i B
−1
i Y
1
2
i
)
+Φ
(
n∑
i=1
X
1
2
i A
−1
i X
1
2
i ,
n∑
i=1
Y
1
2
i BiY
1
2
i
)
≤ m
2 +M2
mM
Φ
(
n∑
i=1
Xi,
n∑
i=1
Yi
)
(4.4)
for all positive matrices Xi, Yi.
Proof. Let Ai and Bj are positive matrices with eigenvalues λi1, · · · , λiq and
µj1, · · · , µjq, respectively, so that m ≤ λik ≤ M and m ≤ µjk ≤ M for every
k = 1, · · · , q. Hence
λikµ
−1
jk + λ
−1
ik µjk ≤
m2 +M2
mM
. (4.5)
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If Ai =
∑q
k=1 λikPik and Bj =
∑q
ℓ=1 µjℓPjℓ, then
Φ
(
X
1
2
i AiX
1
2
i , Y
1
2
j B
−1
j Y
1
2
j
)
+ Φ
(
X
1
2
i A
−1
i X
1
2
i , Y
1
2
j BjY
1
2
j
)
= Φ
(
q∑
k=1
λikX
1
2
i PikX
1
2
i ,
q∑
ℓ=1
µ−1jℓ Y
1
2
j QjℓY
1
2
j
)
+ Φ
(
q∑
k=1
λ−1ik X
1
2
i PikX
1
2
i ,
q∑
ℓ=1
µjℓY
1
2
j QjℓY
1
2
j
)
=
q∑
k=1
q∑
ℓ=1
(λikµ
−1
jℓ + λ
−1
ik µjℓ)Φ
(
X
1
2
i PikX
1
2
i , Y
1
2
j QjℓY
1
2
j
)
≤ m
2 +M2
mM
q∑
k=1
q∑
ℓ=1
Φ
(
X
1
2
i PikX
1
2
i , Y
1
2
j QjℓY
1
2
j
)
=
m2 +M2
mM
Φ(Xi, Yj),
where the inequality follows from (4.5). The multilinearity of Φ then can be
applied to show (4.4). 
With the assumption as in Proposition 4.1, if we put B = A and Y = X , then
we get
Φ
(
n∑
i=1
X
1
2
i AiX
1
2
i ,
n∑
i=1
X
1
2
i A
−1
i X
1
2
i
)
≤ m
2 +M2
2mM
Φ
(
n∑
i=1
Xi,
n∑
i=1
Xi
)
.
If t1, · · · , tn are positive scalars, then with Xi = ti we get (4.3).
Let Φ : M2q → Mp be defined as Example 2.5. Assume that n = 1 and
X = Y = I. If 0 < m ≤ A,B ≤ M , then as another consequence of Proposition
4.1 we get another operator Kantorovich inequality as follows:
〈x,B−1x〉〈Ax, x〉+ 〈x,Bx〉〈A−1x, x〉 ≤ m
2 +M2
mM
.
Next we prove a convex theorem involving the positive multilinear mappings.
Theorem 4.2. If Φ : M2q → Mp is a positive multilinear mapping, then the
function
f(t) = Φ
(
X∗A1+tX, Y ∗B1−tY
)
+ Φ
(
X∗A1−tX, Y ∗B1+tY
)
is convex on R and attains its minimum at t = 0 for all strictly positive matrices
A,B ∈Mq and all X, Y ∈Mq.
Proof. Assume that A,B are positive matrices inMq with eigenvalues λ1, · · · , λq
and µ1, · · · , µq, respectively. Since g(s) = xs + x−s (x > 0) is convex on R, for
every i, j = 1, · · · , q and x = λiµ−1j we have
2(λsiµ
−s
j + λ
−s
i µ
s
j) ≤ λs+ti µ−(s+t)j + λ−(s+t)i µs+tj + λs−ti µ−(s−t)j + λ−(s−t)i µs−tj . (4.6)
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Multiply both sides of (4.6) by λiµj to obtain
2(λ1+si µ
1−s
j + λ
1−s
i µ
1+s
j ) ≤ λ1+s+ti µ1−(s+t)j + λ1−(s+t)i µ1+s+tj
+ λ1+s−ti µ
1−(s−t)
j + λ
1−(s−t)
i µ
1+s−t
j . (4.7)
Now if A =
∑q
i=1 λiPi and B =
∑q
j=1 µjQj is the spectral decomposition of A,B,
respectively, then
2f(s) = 2
[
Φ
(
X∗A1+sX,Y ∗B1−sY
)
+Φ
(
X∗A1−sX,Y ∗B1+sY
)]
=
q∑
i=1
q∑
j=1
2
(
λs+1i µ
−s+1
j + λ
−s+1
i µ
s+1
j
)
Φ (X∗PiX,Y
∗QjY )
(by multilinearity of Φ)
≤
q∑
i=1
q∑
j=1
(
λ1+s+ti µ
1−(s+t)
j + λ
1−(s+t)
i µ
1+s+t
j + λ
1+s−t
i µ
1−(s−t)
j + λ
1−(s−t)
i µ
1+s−t
j
)
Φ (X∗PiX,Y
∗QjY )
(by (4.7) and the positivity of Φ)
= Φ
(
X∗A1+s+tX,Y ∗B1−(s+t)Y
)
+Φ
(
X∗A1−(s+t)X,Y ∗B1+(s+t)Y
)
+
Φ
(
X∗A1+s−tX,Y ∗B1−(s−t)Y
)
+Φ
(
X∗A1−(s−t)X,Y ∗B1+(s−t)Y
)
= f(s+ t) + f(s− t).
Therefore f is convex on R. Since f(−t) = f(t), this together with the convexity
of f implies that f attains its minimum at t = 0. 
Two special cases of the last theorem reads as follows.
Corollary 4.3. Let Φ :M2q →Mp be a positive multilinear map. For all A,B ≥
0, the function
f(t) = Φ
(
A1+t, B1−t
)
+ Φ
(
A1−t, B1+t
)
is decreasing on the interval [−1, 0], increasing on the interval [0, 1] and attains
its minimum at t = 0.
Proof. Follows from Theorem 4.2 with X = Y = I. 
Note that applying Corollary 4.3 with Φ(A,B) = A⊗B implies [25, Theorem
3.2].
Corollary 4.4. Let A,B ≥ 0. If Φ : M2q → Mp is a positive multilinear
mapping, then the function
f(t) = Φ
(
At, B1−t
)
+ Φ
(
A1−t, Bt
)
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is decreasing on [0, 1
2
], increasing on [1
2
, 1] and attains its minimum at t = 1
2
.
Proof. Replace A,B in Theorem 4.2 by A
1
2 , B
1
2 and 1+t
2
by t. 
As an example, the mapping (X, Y ) → Tr(XY ) is positive and multilinear.
Hence, the function
f(t) = Tr
(
AtB1−t
)
+ Tr
(
A1−tBt
)
is decreasing on [0, 1
2
], increasing on [1
2
, 1] and has a minimum at t = 1
2
. In other
words
2Tr
(
A
1
2B
1
2
)
≤ Tr (AtB1−t)+ Tr (A1−tBt) ≤ Tr(A) + Tr(B)
for all t ∈ [0, 1] and all positive matrices A and B.
5. Reverse of the Choi–Davis–jensen inequality
In this section, we consider reverse type inequalities of the Choi–Davis–Jensen
inequality for positive multilinear mappings. The following lemma is well-known.
Lemma 5.1. [23] Let Ai be strictly positive matrices with m ≤ Ai ≤M for some
scalars 0 < m < M and let Ci (i = 1, . . . , k) be matrices with
∑k
i=1C
∗
i Ci = I.
If a real valued continuous function f on [m,M ] is convex (resp. concave) and
f(t) > 0 on [m,M ], then
k∑
i=1
C∗i f(Ai)Ci ≤ α(m,M, f)f
(
k∑
i=1
C∗i AiCi
)
(
resp. β(m,M, f)f
(
k∑
i=1
C∗i AiCi
)
≤
k∑
i=1
C∗i f(Ai)Ci,
)
where
α(m,M, f) = max
{
1
f(t)
(
f(M)− f(m)
M −m (t−m) + f(m)
)
; m ≤ t ≤M
}
(5.1)
(
resp. β(m,M, f) = min
{
1
f(t)
(
f(M)− f(m)
M −m (t−m) + f(m)
)
;m ≤ t ≤M
})
.
(5.2)
Theorem 5.2. Let Ai be positive matrices with m ≤ Ai ≤ M for some scalars
0 < m < M (i = 1, . . . , k). Let Φ be a unital positive multilinear map. If a
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real valued continuous function f is super-multiplicative convex on [m,M ] (resp.
sub-multiplicative concave), then
Φ(f(A1), . . . , f(Ak)) ≤ α(mk,Mk, f)f(Φ(A1, . . . , Ak))
(resp. β(mk,Mk, f)f(Φ(A1, . . . , Ak)) ≤ Φ(f(A1), . . . , f(Ak)),
where α(m,M, f) and β(m,M, f) are defined by (5.1) and (5.2), respectively.
Proof. We only prove the super-multiplicative convex case. Assume that Ai =∑qi
j=1 λijPij (i = 1, · · · , k) is the spectral decomposition of each Ai for which∑qi
j=1 Pij = I. Then
Φ(f(A1), f(A2), · · · , f(Ak)) = Φ

 q1∑
j=1
f(λ1j)P1j , · · · ,
qk∑
j=1
f(λkj)Pkj

 (5.3)
=
q1∑
j1
q2∑
j2
· · ·
qk∑
jk
f(λ1j1)f(λ2j2) · · · f(λkjk)Φ(P1j1 , · · · , Pkjk),
by multilinearity of Φ. With C(j1, · · · , jk) := (Φ(P1j1 , · · · , Pkjk))
1
2 we get
Φ(f(A1), · · · , f(Ak))
=
q1∑
j1
q2∑
j2
· · ·
qk∑
jk
f(λ1j1)f(λ2j2) · · · f(λkjk)Φ(P1j1, · · · , Pkjk)
≤
q1∑
j1
q2∑
j2
· · ·
qk∑
jk
C(j1, · · · , jk)f(λ1j1λ2j2 · · ·λkjk)C(j1, · · · , jk)
≤ α(mk,Mk, f)f
(
q1∑
j1
q2∑
j2
· · ·
qk∑
jk
C(j1, · · · , jk)λ1j1λ2j2 · · ·λkjkC(j1, · · · , jk)
)
= α(mk,Mk, f)f
(
q1∑
j1
q2∑
j2
· · ·
qk∑
jk
λ1j1λ2j2 · · ·λkjkΦ(P1j1 , · · · , Pkjk)
)
= α(mk,Mk, f)f (Φ(A1, · · · , Ak)) .

Corollary 5.3. Let Ai (i = 1, . . . , k) be positive matrices with m ≤ Ai ≤ M
for some scalars 0 < m < M . Let Φ be a unital positive multilinear map. If
r 6∈ [0, 1], then
Φ(Ar1, . . . , A
r
k) ≤ K(mk,Mk, r) Φ(A1, . . . , Ak)r.
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If r ∈ [0, 1], then the inequality is reversed. Here the generalized Kantorovich
constant K(m,M, r) is defined by
K(m,M, r) =
mM r −Mmr
(r − 1)(M −m)
(
r − 1
r
M r −mr
mM r −Mmr
)r
. (5.4)
In particular,
Φ(A21, . . . , A
2
k) ≤
(Mk +mk)2
4Mkmk
Φ(A1, . . . , Ak)
2
and
Φ(A−11 , . . . , A
−1
k ) ≤
(Mk +mk)2
4Mkmk
Φ(A1, . . . , Ak)
−1.
Theorem 5.4. Let σ be a matrix mean with the representing function f which
is sub-multiplicative and not affine. Let Ai, Bi be positive matrices with m ≤
Ai, Bi ≤ M for some scalars 0 < m < M and i = 1, . . . , k. Let Φ be a strictly
positive unital multilinear map. Then
Φ(A1σB1, . . . , AkσBk) ≥ β
(
mk
Mk
,
Mk
mk
, f
)
Φ(A1, . . . , Ak) σ Φ(B1, . . . , Bk)
where β(m,M, f) is defined by (5.2). In particular, for each α ∈ [0, 1]
Φ(A1♯αB1, . . . , Ak♯αBk) ≥ K
(
mk
Mk
,
Mk
mk
, α
)
Φ(A1, . . . , Ak) ♯α Φ(B1, . . . , Bk)
where K(m,M, α) is defined by (5.4).
Proof. Let Ψ be a strictly positive multilinear map defined by
Ψ(X1, . . . , Xk) = Φ(A1, . . . , Ak)
− 1
2Φ(A
1
2
1X1A
1
2
1 , . . . , A
1
2
kXkA
1
2
k )Φ(A1, . . . , Ak)
− 1
2
and Yi := A
−1
2
i BiA
−1
2
i (i = 1, · · ·k). Then it follows from m/M ≤ Yi ≤M/m that
β
(
mk
Mk
,
Mk
mk
, f
)
f
(
Φ(A1, · · · , Ak)−12 Φ(B1, · · · , Bk)Φ(A1, · · · , Ak)−12
)
= β
(
mk
Mk
,
Mk
mk
, f
)
f
(
Ψ(Y1, · · · , Yk)
)
≤ Ψ (f(Y1), · · · , f(Yk)) (by Theorem 5.2)
= Φ(A1, · · · , Ak)−12 Φ(A1σB1, · · · , AkσBk)Φ(A1, · · · , Ak)−12 .
Multiplying both sides by Φ(A1, · · · , Ak) 12 we get the desired result. 
Utilizing Lemma 5.1, we present a reverse additivity inequality for matrix
means.
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Lemma 5.5. Let σ be a matrix mean with the representing function f , and
A,B,C,D positive matrices with 0 < m ≤ A,B,C,D ≤ M for some scalars
m ≤M . Then
β
(
m
M
,
M
m
, f
)
[(A+B) σ (C +D)] ≤ A σ C +B σ D
where β(m,M, f) is defined by (5.2). In particular, for each α ∈ [0, 1]
K(m/M,M/m, α) [(A+B) ♯α (C +D)] ≤ A ♯α C +B ♯α D
and for α = 1/2
2 4
√
Mm√
M +
√
m
[(A+B) ♯ (C +D)] ≤ A ♯ C +B ♯ D
Proof. Put X = A1/2(A + B)−1/2, Y = B1/2(A + B)−1/2, V = A−1/2CA−1/2 and
W = B−1/2DB−1/2. Since m/M ≤ V,W ≤M/m and X∗X+Y ∗Y = I, it follows
from Lemma 5.1 that
(A+B) σ (C +D)
= (A+B)1/2f(X∗V X + Y ∗WY )(A+B)1/2
≤ β(m/M,M/m, f)−1(A+B)1/2 [X∗f(V )X + Y ∗f(W )Y ] (A+B)1/2
= β(m/M,M/m, f)−1 (A σ C +B σ D) .

We show a reverse inequality for positive multilinear maps and matrix means
in Corollary 3.7:
Theorem 5.6. Let σ be a matrix mean with the representing function f , and
A,B,C,D positive matirces with 0 < m ≤ A,B,C,D ≤ M for some scalars
m ≤M . Let Φ be a unital positive multilinear map. Then
Φ(A,B) + Φ(B,A)
≤ β
(
m2
M2
,
M2
m2
, f
)−2 [
Φ(A σ B,A σ0 B) + Φ(A σ0 B,A σ B)
]
where β(m,M, f) is defined by (5.2).
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Proof. Since m2 ≤ Φ(A,B),Φ(B,A) ≤ M2, it follows that
Φ(A,B) + Φ(B,A)
= [Φ(A,B) + Φ(B,A)] σ [Φ(B,A) + Φ(A,B)]
≤ β
(
m2
M2
,
M2
m2
, f
)−1
[Φ(A,B) σ Φ(B,A) + Φ(B,A) σ Φ(A,B)] (by Lemma 5.5)
≤ β
(
m2
M2
,
M2
m2
, f
)−2 [
Φ(A σ B,A σ0 B) + Φ(A σ0 B,A σ B)
]
,
where the last inequality follows from Theorem 5.4. 
6. Information monotonicity for Karcher mean
In Proposition 3.6, we showed the positive multilinear map version of Ando’s
inequality (3.3) due to matrix means. In this section, we consider its n-variable
positive multilinear map version. For this, we recall the notion of the Karcher
mean and matrix power mean: Let A = (A1, . . . , Ak) be a k-tuple of strictly
positive matrices and ω = (ω1, . . . , ωk) a weight vector such that ωi ≥ 0 and∑k
i=1 ωi = 1. The Karcher mean of A1, . . . , Ak is the unique positive invertible
solution of the Karcher equation
k∑
i=1
ωi log(X
−1/2AiX
−1/2) = 0
and we denote it by GK(ω;A) = G(ω;A). The matrix power mean of A1, . . . , Ak
is the unique positive invertible solution of a non-linear matrix equation
X =
k∑
i=1
ωi(X ♯t Ai) for t ∈ (0, 1]
and we denote it by Pt(ω;A). For t ∈ [−1, 0), we define Pt(ω;A) := P−t(ω;A−1)−1,
where A−1 = (A−11 , . . . , A
−1
k ). The matrix power mean satisfies all desirable prop-
erties of power arithmetic means of positive real numbers and interpolates be-
tween the weighted harmonic and arithmetic means. Moreover, the Karcher mean
coincides with the limit of matrix power means as t→ 0. The matrix power mean
satisfies an information monotonicity: For each t ∈ (0, 1]
Φ(Pt(ω;A)) ≤ Pt(ω; Φ(A)) (6.1)
for any unital positive linear map Φ. For more details on the Karcher mean and
the matrix power mean; see [4, 5, 18, 19].
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In the final section, we show a positive multilinear map version of (6.1). Let
Φ be a unital positive multilinear map and ω(i) = (ω
(i)
1 , . . . , ω
(i)
k weight vectors
and A(i) = (A(i)1 , . . . , A
(i)
k ) k-tuples of strictly positive matrices for i = 1, . . . , n.
Define
Φ(A(1), . . . ,A(n)) := (Φ(A(1)1 , A
(2)
1 , . . . , A
(n)
1 ),Φ(A
(1)
2 , A
(2)
2 , . . . , A
(n)
2 ), . . . ,
Φ(A
(1)
k , A
(2)
k , . . . , A
(n)
k ))
and
ω(1) · · ·ω(n) := (ω(1)1 ω(2)1 · · ·ω(n)1 , ω(1)2 ω(2)2 · · ·ω(n)2 , . . . , ω(1)k ω(2)k · · ·ω(n)k ).
Theorem 6.1. Let Φ be a unital positive multilinear map. If t ∈ (0, 1], then
Φ(Pt(ω
(1);A(1)), . . . , Pt(ω
(n);A(n))) ≤ Pt(ω(1)ω(2) · · ·ω(n); Φ(A(1),A(2), . . . ,A(n))).
If t ∈ [−1, 0) and 0 < m ≤ A(i)j ≤ M for j = 1, . . . , k and i = 1, . . . , n and some
scalars 0 < m < M , then
Pt(ω
(1)ω(2) · · ·ω(n); Φ(A(1),A(2), . . . ,A(n)))
≤ (M
n +mn)2
4Mnmn
Φ(Pt(ω
(1);A(1)), . . . , Pt(ω
(n);A(n))).
Proof. We only prove the case of n = 2: Let A = (A1, . . . , Ak),B = (B1, . . . , Bk)
be k-tuples of positive matrices and ω = (ω1, . . . , ωk), ω
′ = (ω′1, . . . , ω
′
k) weight
vectors. Put Xt = Pt(ω;A) and Yt = Pt(ω′;B). Then we have Xt =
∑
ωi(Xt ♯t Ai
and Yt =
∑
ω′i(Yt ♯t Bi). By Proposition 3.6, it follows that
Φ(Xt, Yt) =
k∑
ij=1
ωiω
′
jΦ(Xt ♯t Ai, Yt ♯t Bj)
≤
k∑
ij=1
ωiω
′
jΦ(Xt, Yt) ♯t Φ(Ai, Bj). (6.2)
Define a map f(X) =
∑k
ij=1 ωiω
′
jX ♯t Φ(Ai, Bj) and then it follows from [19,
Theorem 3.1] that fn(X) → Pt(ω(2); Φ(A,B)) for all X > 0 as n → ∞. On the
other hand, Φ(Xt, Yt) ≤ f(Φ(Xt, Yt)) by (6.2). This follows that Φ(Xt, Yt) ≤
fn(Φ(Xt, Yt)) for any n. Hence as n → ∞ we have the desired inequality for
t ∈ (0, 1].
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Let t ∈ [−1, 0). By Corollary 5.3, Φ(A−1) ≤ (Mk+mk)2
4Mkmk
Φ(A)−1 for all k-tuple of
strictly positive matrices. Therefore,
Φ(P−t(ω;A
−1), P−t(ω
′;B−1)) ≤ P−t(ωω′; Φ(A−1,B−1))
≤ P−t(ωω′; (M
2 +m2)2
4M2m2
Φ(A,B)−1)
=
(M2 +m2)2
4M2m2
P−t(ωω
′; Φ(A,B)−1)
and this implies
Pt(ωω
′; Φ(A,B)) = P−t(ωω
′; Φ(A,B)−1)−1
≤ (M
2 +m2)2
4M2m2
Φ(P−t(ω;A
−1), P−t(ω
′;B−1))−1
≤ (M
2 +m2)2
4M2m2
Φ(P−t(ω;A
−1)−1, P−t(ω
′;B−1)
=
(M2 +m2)2
4M2m2
Φ(Pt(ω;A), Pt(ω
′;B)).

Theorem 6.2. If Φ is unital positive multilinear map, then
Φ(G(ω(1);A(1)), . . . , G(ω(n);A(n))) ≤ G(ω(1) · · ·ω(n); Φ(A(1), . . . ,A(n)))
≤ (M
n +mn)2
4Mnmn
Φ(G(ω(1);A(1)), . . . , G(ω(n);A(n))).
Proof. By Theorem 6.1,
Φ(Pt(ω
(1);A(1)), . . . , Pt(ω
(n);A(n))) ≤ Pt(ω(1) · · ·ω(n); Φ(A(1), . . . ,A(n)))
for all t ∈ (0, 1]. As t→ 0, we have
Φ(G(ω(1);A(1)), . . . , G(ω(n);A(n))) ≤ G(ω(1) · · ·ω(n); Φ(A(1), . . . ,A(n))).
Also, since
(Mn +mn)2
4Mnmn
Φ(Pt(ω
(1);A(1)), . . . , Pt(ω
(n);A(n))) ≥ Pt(ω(1) · · ·ω(n); Φ(A(1), . . . ,A(n)))
for all t ∈ [−1, 0), as t→ 0, we have
(Mn +mn)2
4Mnmn
Φ(G(ω(1);A(1)), . . . , G(ω(n);A(n))) ≥ G(ω(1) · · ·ω(n); Φ(A(1), . . . ,A(n))).

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Remark 6.3. Let Φ be a unital positive linear map. Then for each t ∈ [−1, 0)
Pt(ω; Φ(A)) ≤ (M +m)
2
4Mm
Φ(Pt(ω;A))
and this is a complementary result of [18, Proposition 3.6 (13)].
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