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This work presents a Green’s function approach, originally implemented in graphene with well-
defined edges, to the surface of a strong 3D Topological Insulator (TI) with a sequence of proximitized
superconducting (S) and ferromagnetic (F) surfaces. This consists of the derivation of the Green’s
functions for each region by the asymptotic solutions method, and their coupling by a tight-binding
Hamiltonian with the Dyson equation to obtain the full Green’s functions of the system. These
functions allow the direct calculation of the momentum-resolved spectral density of states, the iden-
tification of subgap interface states, and the derivation of the differential conductance for a wide
variety of configurations of the junctions. We illustrate the application of this method for some
simple systems with two and three regions, finding the characteristic chiral state of the Quantum
Anomalous Hall Effect (QAHE) at the NF interfaces, and chiral Majorana modes at the NS inter-
faces. Finally, we discuss some geometrical effects present in three-region junctions such as weak
Fabry-Pe´rot resonances and Andreev bound states.
I. INTRODUCTION
The unusual electronic properties of Topological In-
sulators and their underlying physics have been subject
of intense research in the last decade [1–4]. The rela-
tivistic and helical nature of the surface states, combined
with topological protection against time-reversal symme-
try perturbations, make these materials suitable candi-
dates for the construction of nanodevices free of dissipa-
tion and decoherence [1, 2, 5]. Among these materials
stand out the family of strong TIs Bi2Se3, Bi2Te3, and
Sb2Te3 whose surface states present a conical dispersion
relation and left-handed helical spin texture, that can be
described by a simple relativistic model at the Γ point in
momentum space [1, 6–8]. These particular features have
already been observed by spin-resolved ARPES [9, 10],
and in some transport experiments at very low temper-
atures, either by the weak anti-localization [11–16] or
Shubnikov-de Haas oscillations analysis [17–20].
The introduction of the ferromagnetic and supercon-
ducting order on these materials surface by proximity
effect, also give rise to a rich and novel phenomenology.
Magnetization induced by a ferromagnetic insulator re-
sults in the QAHE, which exhibits a chiral bound state
at the system’s boundaries [21–27]. On the other hand,
the proximity effect with conventional superconductor re-
sults in an effective topological spinless p-wave order pa-
rameter. Its zero energy Andreev bound states at vor-
tices and FS interfaces constitute Majorana modes, that
could be implemented in topological quantum computa-
tions technologies [28–31]. The robust topological char-
acter of these interface states lies in the bulk-boundary
correspondence, which relates the change of some topo-
logical invariant between two phases with the emergence
of interface bound states [1–4]. Additionally, in these sys-
tems the NS interfaces would present specular Andreev
reflections for low doping of the N region analogous to
those predicted for graphene, provided that transport is
restricted to the surface [32–34].
The study of the electrical transport properties of junc-
tions on the TI’s surface with magnetic, superconduct-
ing or mixed regions requires the explicit calculation of
the differential conductance and the identification of the
transport channels involved. In a first approximation,
this problem has been addressed through the scatter-
ing matrix or BTK formalism, where the scattering solu-
tions and the associated reflection and transmission co-
efficients determine the conductance of the system. Be-
sides, this approach considers the different dispersion
processes at the NS interface, making it physically intu-
itive and computationally undemanding for simple junc-
tions [33, 35–52]. Other works use sophisticated and ex-
haustive Green’s function techniques that allow the direct
calculation of all transport observables and can be im-
plemented even for systems with time-dependent pertur-
bations, particle interactions and disorder [53–61]. The
study of the transport properties of heterostructures us-
ing the Green’s function formalism usually requires a sig-
nificant amount of numerical calculation, except in some
simple non-interacting systems in the stationary regime.
For translationally-invariant 2D systems, the McMil-
lan’s Green’s functions method has the advantage of com-
bining the rigor and generality of Green’s functions ap-
proaches with the simplicity and physical intuition of
the BTK formalism, since Green’s functions are calcu-
lated analytically from the full wave function of the sys-
tem, that is, from the linear combination of the scatter-
ing states present in all the subregions of the junction
[54, 56, 61, 62]. However, the Green’s functions obtained
by this method are exclusive of each system and cannot
be implemented to describe other configurations. Thus,
this method becomes inconvenient for the study of junc-
tions with many subregions, as in the case of the scatter-
ing matrix formalism.
In this paper we study the transport properties of junc-
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2tions on the surface of Bi2Se3 in contact with ferromag-
netic and conventional superconductors materials. For
this, we adapted a Green’s functions approach that had
previously been applied in graphene with well-defined
edges [63–66]. In this approach, the Green’s functions of
N, F, or S regions in a junction are calculated from the
asymptotic solutions method. Then, they are coupled
by a tight-binding Hamiltonian with the Dyson equa-
tion, obtaining the Green’s functions of the complete sys-
tem. This allows the study of a wide variety of junctions
just by coupling the same basic elements in different se-
quences. Thus, the analytical Green’s functions obtained
allow the direct calculation of the momentum-resolved
spectral density, the DOS, and the differential conduc-
tance within the framework of the Hamiltonian approach
[67]. In some simple cases, it is possible to derive the dis-
persion relations of interface bound states through the
analysis of the Green’s functions poles. Furthermore, our
approach can be implemented for the study of junctions
with an infinite number of regions like superlattices with-
out considerable computational cost [68].
The method is illustrated by application to some sim-
ple junctions studied in the literature. The Ferromag-
netic/Ferromagnetic (FF) junction exhibits chiral inter-
face states associated with the QAHE, and the Ferro-
magnetic/Superconductor (FS) junction presents chiral
Majorana Interface Bound States (IBS), which is in com-
plete agreement with the results reported in the literature
[21, 22, 25, 28, 33, 36]. Besides, we present some innova-
tive results for the transport properties of junctions with
three regions such as NFN, NFS, FNF, FNS where some
geometric resonances associated with quasi-bound states
were observed, due to the finite size of the central region.
This article is organized as follows: Section II presents
the Dirac-Bogoliubov-de Gennes Hamiltonian for TI sur-
face, and the application of the asymptotic-solutions
Green’s functions method, for delimited surface regions
with induced ferromagnetism or s-wave superconductiv-
ity. We also schematize how to couple these regions by
using the Dyson equation to obtain the Green’s functions
and the transport observables of a system with multiple
regions. In section III, it is discussed the concordance
between our results for the NF and FS junctions and the
known in the literature, principally on the induced topo-
logical phases and the associated interface bound states.
In section IV, the transport properties of systems with
three regions are explored and discussed. Finally, in sec-
tion V our conclusions and perspectives are presented.
II. MODEL AND TRANSPORT OBSERVABLES
This section is focused on the analysis of the energy
spectrum and transport observables of systems that can
be modeled as 2D junctions with different parallel in-
terfaces and transversal translational invariance. The
surface states of a strong TI of the Bi2Se3 family are
described by an effective zero-mass Dirac Hamiltonian
at the Γ point [6, 7]. For the +zˆ surface it is given by
Hs (r) = vF (σ × pˆ)z, where vF is the speed of the charge
carriers at the Fermi level, pˆ = −i~∇r is the momentum
operator and σ = (σx, σy, σz) is the Pauli vector in the
spin subspace. First, was considered the case of a su-
perconducting region (S) on the surface of a TI. There,
the direct contact of the TI with a conventional super-
conductor favors the tunneling of Cooper pairs, inducing
a superconducting state by the surface proximity effect.
For this region, the elementary excitations of the sys-
tem are described by the BdG-Dirac Hamiltonian with a
spin-singlet s-wave order parameter
H (r) =
( Hs (r)− EF ∆0iσy
−∆0iσy EF −HTs (−r)
)
, (1)
where EF is the surface Fermi energy. This Hamiltonian
can also describe normal regions (N) by doing ∆0 = 0. If
the surface of an N region contacts a ferromagnetic mate-
rial with perpendicular magnetization vector M = M zˆ,
a ferromagnetic region (F) is obtained. Hence, the sur-
face Hamiltonian Hs (r) in Eq.(1) acquires an additional
Zeeman-type term of the form HZ = M · σ = Mσz (in
this work we consider EF = 0 for ferromagnetic regions
to avoid possible transport channels through the ferro-
magnetic insulator bulk [33]).
By assuming translational invariance of the regions in
y direction, the eigenspinors of the Hamiltonian (1) have
the form ψµ (x) eiqy where the superscript µ = qe, qh in-
dicates electron- or hole-like quasiparticle solutions, and
q the conserved wave vector in y direction. Then, the ad-
vanced and retarded Green’s functions can be written as
gˆr,a (E, x, x′, y − y′) = ∫ dqeiq(y−y′)gˆr,a (E, q, x, x′) /2pi,
where Fourier transform satisfies the inhomogeneous
equation[(
E ± 0+)−H (x, q)] gˆr/a (E, q, x, x′) = δ (x− x′) ,
(2)
with E the excitation energy of the system and 0+ rep-
resents an infinitesimal scalar.
The asymptotic solutions method was implemented
to obtain solutions of equation (2) that satisfy specific
boundary conditions for each region. This method has
been used to find the Green’s functions for the Sturm -
Liouville equation [69], the Schrdinger equation [70], the
Bogoliubov-de Gennes equation in NS junctions (McMil-
lan’s formalism) [62], and recently in some graphene-
based superconducting systems with finite-sized regions
[63–66]. In this method, the equilibrium Green’s func-
tions for each region are calculated from the scattering
solutions of (1) at the boundaries as follows
gˆ(x, x′) =

∑
µ,ν=e,h
CˆµνΨ
µ
L (x) Ψ˜
νT
R (x
′) x < x′∑
µ,ν=e,h
Cˆ ′µνΨ
ν
R (x) Ψ˜
µT
L (x
′) x > x′
, (3)
where ΨµL,R (x) are the asymptotic solutions of the re-
gion that obeys the boundary conditions at the left (L)
3or right (R) edge, Ψ˜µL,R (x) are the asymptotic solutions
associated with HT (x,−q) (Ψ˜µL,R (x) = PΨµL,R (x) with
P = I the inversion operator for this case), and Cˆµν are
coefficient matrices determined by the equation (2), as
shown in Appendix A, where we present the specific ana-
lytical expressions of the Green’s functions implemented
in the following sections.
For normal and ferromagnetic surfaces we have normal
excitations [µ = e, h in equation (3)] and asymptotic so-
lutions consist of conventional reflection processes at the
boundaries, where the reflected particle is the same type
as the incident particle [processes a and b in Fig. 1a)]
ΨeL/R (x) = ψ
e
∓ (x) + r
a
L/Rψ
e
± (x) , (4)
ΨhL/R (x) = ψ
h
± (x) + r
b
L/Rψ
h
∓ (x) ,
where ψµε (x) are the eigenspinors of (1) with ∆0 = 0
propagating in εxˆ direction, and the riL/R with i = a, b
are the reflection coefficients at left (L) or right (R) edge
defined by the boundary conditions (see Appendix A 1
for details).
For a superconducting region, asymptotic solutions in-
clude besides quasiparticle reflection processes, branch
crossing processes (due to the fast variation of the pair
potential near the boundary), where the incident and re-
flected quasiparticles are of different type [processes c and
d in Fig. 1b)]. Then these can be written as
ΨqeL/R (x) = ψ
qe
∓ (x) + r
a
L/Rψ
qe
± (x) + r
c
L/Rψ
qh
∓ (x) , (5)
ΨqhL/R (x) = ψ
qh
± (x) + r
b
L/Rψ
qh
∓ (x) + r
d
L/Rψ
qe
± (x) ,
where ψµε (x) (with µ = qe, qh) are the eigenspinors of (1)
and riL/R with i = a, b, c, d are the quasiparticle reflection
coefficients at L/R edge (see Appendix A 2 for details).
On the other hand, for semi-infinite regions, the open
boundary condition at a given side implies no reflected
contributions, as summarized in Table I.
Extension
Type
Normal/magnetic superconducting
semi-infinite
(left)
rc
L/R
, rd
L/R
,
raL, r
b
L
rcL, r
d
L,
raL, r
b
L
finite rcL/R, r
d
L/R none
semi-infinite
(right)
rc
L/R
, rd
L/R
,
raR, r
b
R
rcR, r
d
R,
raR, r
b
R
TABLE I. Null reflection coefficients for the distinct types of
regions studied.
Since TI’s surface lacks of borders, it is necessary to
introduce artificial boundary conditions for each region
provided that perfect transparency is recovered when
coupling different regions. To simplify the calculations,
we adopted artificial boundary conditions for the spin
simulating opposite infinite magnetic barriers in x = xL
S
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FIG. 1. Scattering processes present at the left boundary of N
and S regions. Solid (dashed) arrows represent group velocity
directions of electrons (holes) in panel a), and group velocity
directions of electron-like (hole-like) quasiparticles in panel b).
The lower panels show the spectrum of each region and the
different dispersion processes in a left edge. Curved arrows a
and b indicate conventional reflections processes while arrows
c and d illustrate branch crossing processes.
and x = xR (analogous to those of a graphene ribbon
with zigzag edges along the y axis [63]). Here, we adopted
the following choice for the boundary conditions
ΨµL (xL) |↓ = ΨµR (xR) |↑ = 0. (6)
0
L R
L Rg
LL
g
RR
G
ij
S
LR
FIG. 2. Schematic representation of the calculation of the
equilibrium Green’s functions of a junction with two semi-
infinite regions. The Green’s functions of the L and R re-
gions (calculated with the asymptotic solutions method) are
coupled with the Dyson equation (Details in Appendix B).
According to the selected boundary conditions, the
coupling of different regions placed in series is modeled by
the Hamiltonian approach [67]. There, the microscopic
hopping of charge carriers between available channels at
the edges of adjacent regions (Fig. 2) is described by a
tight-binding Hamiltonian of the form [63–67]
HT = t
∫
dqcˆ†q,L↓cˆq,R↑ + h.c., (7)
4where t = ~vF is the hopping amplitude associated with
the perfect (or transparent) coupling between regions on
the TIs surface, and cˆq,iσ are the annihilation opera-
tors for charge carriers at the edge of the i = L,R re-
gion with wave number q and spin projection σ =↑, ↓.
Consequently, given the equilibrium Green’s functions of
the two adjacent regions gˆi = gˆ(xi, x
′
i), as those defined
above, it is possible to calculate the equilibrium Green’s
function Gˆij = Gˆ(xi, x
′
j) of the entire system by using a
Dyson equation of the form [63–67]
Gˆij = gˆij + gˆikΣˆklGˆlj , (8)
where gˆij = gˆiδij and Σˆij (i 6= j) are the coupling ‘self-
energies’ between the adjacent edges of the two regions
and are given by the matrix form of the hopping Hamil-
tonian (7)
ΣˆLR = Σˆ
T
RL = tτz(σx − iσy)/2. (9)
The formal details in the implementation of the Dyson
equation for junctions with two or more coupled regions
are illustrated in Appendix B.
Once the equilibrium Green’s functions of the sys-
tem have been calculated with the Dyson equations, the
momentum-resolved spectral density A(x,E, q) and the
density of states (DOS) ρ (x,E) are given by the standard
relations
A(x,E, q) = − 1
pi
Im
{
TrGˆree (x, x,E, q)
}
, (10)
ρ (x,E) =
∫
dqA(x,E, q). (11)
In this work, we analyze the transport properties of
some junctions with two and three different regions. The
differential conductance of a system such as the presented
in Fig. 2 is given by σ = ∂I/∂V , with V the applied bias
voltage and I the stationary current through the junction
[64–67]
I =
e
2h
∫
dqdETr
(
τz
[
tˆGˆ+−q,RL(E)− tˆ†Gˆ+−q,LR(E)
])
,
(12)
where tˆ ≡ ΣˆLR and the Gˆ+−q,ik(E) are the non-local
Keldysh (or non-equilibrium) Green’s functions evalu-
ated at the edges of the L and R regions, which are
related to the equilibrium Green’s functions of the sys-
tem as shown in detail in Appendix C for a three-region
system.
III. EXAMPLES: TWO-REGION JUNCTIONS
To illustrate the implementation and validity of our
method, two systems previously studied in the literature
were considered, the FF and FS junctions. The emphasis
is focused on the interface states and momentum-resolved
spectral density. The details of the calculations are pre-
sented in Appendix B.
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FIG. 3. a) A Bi2Se3 block in interfacial contact with two ad-
jacent ferromagnetic materials. b) Momentum-resolved spec-
tral density at the interface of the junction depicted in panel
a) for antiparallel magnetizations (EFL = EFR = 0). c) A
Bi2Se3 block in interfacial contact with a ferromagnetic insu-
lator and a conventional superconductor. The yellow dashed
arrow indicates the direction of the chiral Majorana IBS. d)
Momentum-resolved spectral density at the interface of the
junction depicted in panel c) for ML = 0.5∆ (EFL = 0 and
EFL = 10 ∆).
A. FF junction
First, the case of an FF junction was considered, where
the surface of a topological insulator is placed in contact
with two adjacent ferromagnetic insulators with polar-
ized magnetization in z direction as illustrated in Fig. 3
a). In this system, a magnetization perpendicular to the
TI surface induces a gap in the energy spectrum of the
system and now the surface state constitutes the QAHE
topological phase. The surface exhibits a chiral edge
state at a magnetic domain wall with associated Hall
conductance σy = sgn (MR) e
2/h. In turn, this conduc-
tance is proportional to the Chern number, a topological
invariant for symmetry class A [21–25].
This system can be modeled as a junction between
two semi-infinite ferromagnetic regions perfectly coupled
at x0 = 0. The Green’s function of the compound sys-
tem at the interface is obtained by the Dyson equation
(8) [see Eq.(B1)]. The Green’s functions poles contain
information of the bound states present in the FF inter-
face. There are no subgap solutions for zero doping in
both regions and MR = ML, while for MR = −ML (do-
main wall configuration) we obtain the linear dispersion
relation E = sgn (MR) ~vF q for the QAHE chiral edge
states. The interface momentum-resolved spectral den-
sity for this configuration is shown in panel b) of Fig.
3. This illustrates that our approach leads to well-known
results in the literature [21, 22, 25]. At the same time,
it allows the derivation of the dispersion relation of the
interface bound states, as well as the direct calculation of
5the momentum-resolved spectral density at the interface.
B. FS junction
Now the case of a FS junction is considered. There,
the right ferromagnetic insulator of the FF junction is re-
placed by a conventional s-wave superconductor as shown
in Fig. 3 c). At the weak-coupling limit, the proxim-
ity effect between an s-wave superconductor and the TI
surface gives rise to an effective spinless px + ipy super-
conducting order parameter. Here, the Andreev bound
states at FS interfaces are chiral Majorana modes [28–
31]. The local Green’s function of the coupled system
at the interface is also given by (B1) with the right un-
perturbed Green’s function presented in (B9). The poles
of this coupled Green’s function lead to the dispersion
relation of a chiral Majorana mode [Fig. 3 d)]
E (ML, q) =
−sgn (ML) |∆| ~vF q√
(|∆|+ML)2 + (~vF q)2
. (13)
The information associated with the chirality of this
Majorana IBS is contained in factors of the full spectral
density, as in the case of IBS in graphene [65]. In panel
d) of Fig. 3 there are a couple of subgap interface states
with opposite chirality. These states correspond to the
remaining IBS modes with energy E (−ML, q), which are
suppressed in the magnetic gap region. This occurs due
to the chiral effect of the magnetization direction in the
spin polarization of the helical surface states. Again, the
formalism implemented here leads to results reported in
the literature [28, 33, 36].
IV. THREE-REGION JUNCTIONS:
GEOMETRICAL EFFECTS
In this section we analyze the local spectral density
and differential conductance of junctions with a finite
intermediate region, by following the Green’s function
approach exposed in the previous sections. In these sys-
tems, the finite size of the central region results in the
appearance of Fabry-Prot resonances that are manifested
in the transport properties of the system.
A. NFN junction
The NFN junction consists of an infinite surface of a
topological insulator with a ferromagnetic region of fi-
nite width d as illustrated in Fig. 4 a). The spectral
density of the system at the FN interface (x0 = 0) is
similar to the case of an infinite NF junction for small
doping of the normal lateral regions (EF,L/R/M ∼ 0).
It exhibits a Dirac cone with vertex at E = −EFC = 0
and a chiral edge state associated with the QAHE [Fig.
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FIG. 4. a) A Bi2Se3 block in interfacial contact with a ferro-
magnetic insulator of finite width d. Panels b) and c) show
the momentum-resolved spectral density of the junction eval-
uated at the FN interface for two different doping levels of the
lateral regions. NFN differential conductance for d) different
widths d of the ferromagnetic region, e) different doping levels
of the lateral regions (ξM ≡ ~vF /M).
3 b)]. However, the spectral density presents a pat-
tern of faint “parabolic”undulations inside the cone from
|E| > |M |, whose number increases in proportion to the
width of the ferromagnetic region, evidencing its geo-
metric character. These undulations correspond to weak
quasi-bound modes or Fabry-Pe´rot resonances (FPRs)
that occur within the ferromagnetic region due to spec-
ular reflection processes at the interfaces. The introduc-
tion of the mass term in the Dirac Hamiltonian (asso-
ciated with the magnetization vector perpendicular to
the surface) reduces the transmission probability and in-
troduces reflected modes at the interfaces [71, 72], even
though Klein tunneling ensures perfect transmission at
normal incidence between normal surfaces [72, 73]. Since
these modes propagate in x direction, they appreciably
contribute to the differential conductance of the junction
as shown in Fig. 4 d) for several widths of the mag-
netic region. Besides, this is suppressed in the range
|eV | < |M | due to the absence of transport channels in-
side the magnetic gap, and the suppression effect is pro-
portional to the size of the ferromagnetic region. Also,
the conductance exhibits a series of undulations in the
regions |eV | > |M | due to the formation of quasi-bound
6modes.
Even though the chiral edge state characteristic of zero
doping cases disappears for non-zero doping of the lateral
regions [Fig. 4 c)], the spectral density still retains a chi-
ral character. Besides, it has two overlapping cones: the
first is a Dirac cone with a vertex at E = −EF,L/R that
correspond to the normal lateral regions, and the sec-
ond is a ‘gapped cone’ associated with the ferromagnetic
central region. The later presents a pattern of parabolic
undulations for E > 0 (as in the case with zero dop-
ing), while for E < 0 presents a series of clearly defined
parabolic FPR bands that fade when entering the Dirac
cone of the lateral regions. The FPRs significantly con-
tribute to transverse transport as shown in Fig. 4 e). The
figure illustrates the differential conductance for various
doping levels of the ferromagnetic region. It is observed
that the electrodes conical DOS exhibits a zero conduc-
tance minimum around eV = −EF,L/R, and the increase
of the lateral doping levels induces a global reduction in
conductance due to the chosen normalization (See Ap-
pendix C for details).
B. NFS junction
In the case of the NFS junction, the normal region at
the right of the NFN junction is placed in contact with
an s-wave superconductor as seen in Fig. 5, panel a).
The spectral density at the FS interface is presented in
panels b) and c). For a width d ∼ ξ [Fig.5 b)], the sys-
tem exhibits a pair of subgap bands, a negative-slope
band corresponding to the chiral Majorana mode (13)
and a positive-slope band associated with the IBS solu-
tion E (−M, q). The later is attenuated in the vicinity
of q ∼ 0 due to the selective effect of the magnetiza-
tion vector in the spin polarization of the helical surface
states. This situation is analogous to that found for the
FS junction of the previous section, except for the atten-
uation region that turns smaller due to the finite size of
the ferromagnetic region. In contrast, for d = 15ξ [Fig.5
c)] there is an evident attenuation region in the range
|E| < |M | as in the case of the FS junction. In this case,
there is a pattern of undulations inside the paraboloid
(with gap 2M) associated with the central region.
Regarding the longitudinal conductance for low doping
levels of the left electrode, a ferromagnetic region with
d ∼ ξ results in a reduction of transport proportional to
the induced magnetization in the range 0 < |eV | < |∆|
[Fig. 5 d)]. A zero-energy conductance peak (ZBCP) is
preserved due to the presence of a chiral Majorana mode
at the NS interface. However, this state rapidly decays
in the x direction, and for d > 5ξ, the ZBCP begins
to drop whereas some undulations start to emerge for
|eV | > |M |. These oscillations are associated with the
weak FPR bands inside the paraboloid due to the finite
size of the ferromagnetic region [5 e)].
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FIG. 5. a) A Bi2Se3 block in interfacial contact with a fer-
romagnetic insulator of finite width d and a conventional su-
perconductor (EFL = 0 and EFR = 100∆). Panels b) and c)
show the momentum-resolved spectral density of the junction
at the FS interface for two different widths d and EFC = 0.
Differential conductance of the NFS junction for d) different
values of the magnetization and d ∼ ξ; e) for different widths
of the central region and M = 0.5∆ (ξ ≡ ∆/~vF ).
C. FNS junction
Finally, we consider the case of the FNS junction shown
in Fig. 6 a). Panels b) and c) of this figure show the
spectral density evaluated at the NS interface for two
different values of d and ML (EFC = 0), where the
chiral IBSs at the FS interface are observed, including
the chiral Majorana mode of E (ML, q) (13), now ac-
companied by FPR bands originated by the formation
of Andreev quasi-bound states inside the central normal
region. These bound states are the result of the con-
structive superposition of propagating states scattered
at the interfaces of the central region. Hence, incoming
electron-like quasiparticles from the left ferromagnetic
electrode are Andreev-reflected as hole-like quasiparticles
at the NS interface, and are partially transmitted and
reflected at the FN interface, depending on the angle of
incidence and the value of M (equivalently for incoming
hole-like states reflected as electron-like states at the NS
interface).
As noted in the previous case, these FPR bands are at-
tenuated outside the gap and its number is proportional
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FIG. 6. a) A Bi2Se3 block in interfacial contact with a fer-
romagnetic insulator and a conventional superconductor sep-
arated at a distance d (EFL = 0 and EFR = 100∆). Panels
b) and c) present the momentum-resolved spectral density of
the junction evaluated at the FS interface for two different
values of width and magnetization and EFC = 0. d) Differen-
tial conductance of the NS junction for various doping levels
of the N region (EFR = 100∆), e) differential conductance
of the FNS junction for various doping levels of the N region
(ML = 0.1∆ and EFR = 100∆).
to the width of the central region (as in the case of the
Andreev quasi-bound states present in NINS junctions
[65, 74]). However, in this case, the transmission at nor-
mal incidence (associated with Klein tunneling) is not re-
duced by an insulating contact or an imperfect coupling,
but due to the presence of the magnetic-mass term in the
surface Hamiltonian. This effect gives rise to reflected
waves at the FN interface, even at normal incidence as
stated above for the NFN junction. All this geometrical
effects could be observed in spectroscopy experiments as
ARPES or STS.
In the absence of magnetization and for EFC = EFL,
the system becomes an NS junction and its differential
conductance presents the specular Andreev reflections
profile. This is characterized by a zero conductance min-
imum located at eV = −EF that corresponds with the
minimum of the DOS associated with the Dirac point of
the N region [32] [Fig.6 d)]. Nevertheless, for the FNS
junction case, the presence of the ferromagnetic insulator
at the surface of the left electrode, with a finite normal
region in the middle, has interesting effects in the longi-
tudinal conductance.
First, the longitudinal differential conductance [Fig.6
e)] shows zero conductance region |eV | < |M | for all the
doping levels due to the absence of transport channels in-
side the magnetic gap of the left semi-infinite electrode.
As mentioned in the section above, the suppressor effect
of M is proportional to the size of the ferromagnetic re-
gion and is total for an infinite-size electrode. Second,
there is a minimum at eV = −EF associated with the
vertex of the Dirac cone of the central region, that sepa-
rates specular and retro-Andreev reflection regimes [Fig.
6 d)]. However, in this case this minimum is attenu-
ated due to the contribution of some FPR bands at the
Fermi level of the N region. Third, for high doping lev-
els, parabolic FPR bands manifest in the conductance
as a series of small peaks whose number is proportional
to the width of the central N region. As in a graphene-
based NINS junction [65, 75], these conductance reso-
nances have a higher intensity when increasing the dop-
ing of the central region as shows Fig. 6 e). This effect
is because by increasing the doping of the central normal
region, the reflection processes at the NS interface transit
from the specular to the retro-Andreev reflections regime,
that, in a semi-classical perspective favors the formation
of closed paths for Andreev bound states [74, 75].
V. CONCLUSION
In this paper, we adapted the asymptotic-solutions
Green’s functions approach for the case of junctions on
the surface of strong TIs with ferromagnetic and s-wave
superconducting interfaces. This method has been suc-
cessfully implemented for 2D systems with multiple cou-
pled regions like graphene-based superconducting junc-
tions. For the construction of the Green’s functions of
each region, artificial boundary conditions were adopted,
so that all the junction interfaces had perfect trans-
parency when coupled with the Dyson equation. This
method allows the study of the transport properties of
a wide variety of junctions with the same basic ele-
ments. Besides, it also permits the direct calculation
of the momentum-resolved spectral densities at the in-
terfaces, which could be of interest for the identification
and analysis of topological interface bound states.
The results obtained for junctions of two regions are
consistent with those found in literature. In our study,
the FF junction presents the characteristic chiral bound
state of the QAHE for opposite magnetizations, and a
gapped spectrum for parallel magnetizations. On the
other hand, for the FS junction the chiral IBS and Ma-
jorana modes were found. The properties of some junc-
tions with three regions were also studied. Regarding the
NFN junction, the QAHE chiral edge state is observed
for EF = 0 along with some FPRs. These resonances
are originated in the reflection process at the interfaces,
and their number is proportional to the width of the cen-
8tral region. With respect to the NFS junction, IBS and
Majorana chiral modes are observed in addition to some
weak FPRs. Respect to the longitudinal transport of
this junction, the increase in magnetization reduces the
subgap conductance except by a small peak for eV = 0
associated with the chiral Majorana mode, which finally
decays for widths of the central regions greater than the
superconducting coherence length, while the number of
peaks associated with the FPRs becomes relevant.
Respect to the FNS junction, this also presents chiral
IBS and Majorana modes at the NS interface for zero
doping of the central region, in addition to some strong
subgap FPR bands associated with the Andreev bound
states confined by conventional and Andreev reflection
process at the interfaces. The number of these reso-
nances also increases with the width of the central region
and the associated conductance peaks become apprecia-
ble for high doping levels of the central region. On the
other hand, due to the large size of the ferromagnetic left
electrode, the conductance is suppressed for |eV | < |M |.
For low doping of the central region, the subgap con-
ductance structure resembles the characteristic profile of
specular Andreev reflection of an NS junction in Dirac
2D systems. Finally, we expect this method to become
a useful tool in further studies on electronic and trans-
port properties of junctions and nanostructures on the
TIs surface and other 2D similar systems, specially for
the sake of the experimental identification and charac-
terization of new topological phases and interface bound
states present in these types of structures, either through
ARPES or transport measurements.
ACKNOWLEDGMENTS
We acknowledge funding from COLCIENCIAS, Grant
No. 110165843163 and Doctorate Scholarship 617.
Appendix A: Green’s functions for uncoupled
regions
In this appendix, we present the calculation of
the equilibrium Green’s functions of the uncoupled
normal-ferromagnetic and superconducting regions by
the asymptotic solutions method. Then, these Green
functions can be coupled by using the Dyson equation
to obtain the equilibrium Green’s function of a system
composed of several regions, as illustrated in Appendix
B.
1. Normal and ferromagnetic regions
First, to calculate the asymptotic solutions of normal
and ferromagnetic regions, it was necessary to find the
eigenvalues and eigenvectors of Hamiltonian (1) for M =
M zˆ and ∆0 = 0. The spectrum is given by
Ee/h = ±
(√
(~vF |k|)2 +M2 − EF
)
, (A1)
with eigenspinors
ψeε (r) = e
iqyeεikex (ϕˆeε, 0)
T
, (A2)
ψhε (r) = e
iqyeεikhx
(
0, ϕˆhε
)T
, (A3)
where ϕµε (r) (with µ = e, h) are the eigenspinors of the
electrons/holes matrix sectors of Hamiltonian (1)
ϕˆeε =
(
Me+,−εiMe−eεiαe
)T
/
√
2, (A4)
ϕˆhε =
(
εiMh+e
εiαh ,Mh−
)T
/
√
2, (A5)
Me± =
√
E + EF ±M/
√
E + EF , (A6)
Mh± =
√
EF − E ±M/
√
EF − E, (A7)
eiαµ ≡ ~vF (kµ + iq) / (EF ± E ) , (A8)
with µ = e, h and wave number in x
ke/h = sgn (EF ± E)
√
(EF ± E)2 −M2
~2v2F
− q2, (A9)
where the sign-function sets the correct sign for the
valence band. For the adopted ‘zigzag-type’ arti-
ficial boundary conditions for spin ψµL (xL) |↑/↓ =
ψµR (xR) |↓/↑ = 0, the reflection coefficients in (5) are
given by
r
a/c
R,↑/L,↓ = −e2ike/hxR/L , (A10)
r
a/c
L,↓/R,↑ = e
−2iαe/he−2ike/hxL/R , (A11)
r
a/c
L,↑/R,↓ = −e2ike/hxL/R , (A12)
r
a/c
R,↓/L,↑ = e
2iαe/he2ike/hxR/L . (A13)
Integrating the equation (2) in x over an infinitesimal
region around x′ we obtain the following auxiliary rela-
tion
gˆ
(
x′ + 0+, x′
)− gˆ (x′ − 0+, x′) = i
~vF
(τz ⊗ σy) , (A14)
which allows to obtain the coefficient matrices Cˆµν . In
this case, by grouping similar terms in the constraint
condition (A14) we found that the only non-zero coeffi-
cient matrices are Cˆµµ = Cˆ
′
µµ (since there is not coupling
between electrons and holes), and if we assume electron-
hole symmetry (Cˆee = Cˆhh) we have
Cˆee =
−iNe
2~vF cosαe
(τ0 + τz)
1− raRraL
+
−iNh
2~vF cosαh
(τ0 − τz)
1− rbRrbL
,
(A15)
By substituting the above expressions in (3), the
Green’s function for ferromagnetic and normal (M = 0)
regions is obtained
gˆ(x, x′) =
−i
~vF
(
gˆee(x, x
′) 0
0 gˆhh(x, x
′)
)
, (A16)
9where the Green’s functions for electrons and holes sec-
tors are given by
gˆee/hh(x, x
′) =
(
Ne/he
±i(x′−x)ke/h
2(1− ra/bR ra/bL )cosαe/h
)
×(A17)(
M2+IK ∓siM+M−esiαIL
±siM+M−e−siαJK M2−JL
)
e/h
,
with the parameters
Ie = 1 + r
a
Le
s2ikex, Ih = 1− rbLe−s2iαhe−s2ikhx,
Je = 1− raLes2iαees2ikex, Jh = 1 + rbLe−s2ikhx,
Ke = 1 + r
a
Re
−s2ikex′ , Kh = 1− rbRes2iαhes2ikhx
′
,
Le = 1− raRe−s2iαee−s2ikex
′
, Lh = 1 + r
b
Re
s2ikhx
′
,
Ne/h = (EF ± E)/
√
(EF ± E)2 −M2, (A18)
where s = 1 for x < x′, while s = −1 for x′ < x and
the subscripts are exchanged in the reflection coefficients
of the previous expressions (R ↔ L). In the case of
a semi-infinite left(right) surface, the Green’s functions
are obtained from (A16) by making riL = 0 (r
i
R = 0)
since there are no reflection processes for open boundary
conditions.
2. Superconducting regions
Analogously, asymptotic solutions for the supercon-
ducting regions are calculated using the eigenvectors of
the Hamiltonian (1) and the reflection coefficients asso-
ciated with the boundary conditions (6). For the super-
conducting case and M = 0 the Hamiltonian (1) has the
spectrum
E = ±
√
(~vF |k| − EF )2 + ∆20, (A19)
and eigenstates of the form
ψqeε (x) = e
εikqex (u0ϕˆ
qe
ε ,−iv0σyϕˆqeε )T , (A20)
ψqhε (x) = e
εikqhx
(−iv0σyϕˆqhε , u0ϕˆqhε )T ,
where the coherence factors are given by
u0 =
√
1
2
(
1 +
Ω
E
)
, v0 =
√
1
2
(
1− Ω
E
)
, (A21)
Ω =
√
E2 − |∆|2, (A22)
and the spinors ϕˆµε (µ = qe, qh) by the expressions
ϕˆqeε =
(
1,−εieεiαqe)T /√2, (A23)
ϕˆqhε =
(
εieεiαqh , 1
)T
/
√
2, (A24)
eiαµ ≡ ~vF (kµ + iq) / (EF ± E ) , (A25)
with wave number in x
kqe/qh = sgn (EF ± Ω)
√
(EF ± Ω)2
~2v2F
− q2. (A26)
In this case the reflection coefficients in (5) for the
boundary conditions ψµL (xL) |↑ = ψµR (xR) |↓ = 0 are
(Γ0 = v0/u0)
r
a/b
L = ∓
e∓iαqh − Γ20e∓iαqe
e−iαqh + Γ20eiαqe
e∓2ikqe/qhxL , (A27)
r
a/b
R = ±
e±iαqe − Γ20e±iαqh
e−iαqe + Γ20eiαqh
e±2ikqe/qhxR ,
r
c/d
L = −
2Γ0cosαqe/qh
e−iαqh + Γ20eiαqe
ei(kqh−kqe)xL ,
r
c/d
R = −
2Γ0cosαqe/qh
e−iαqe + Γ20eiαqh
ei(kqe−kqh)xR ,
and for the alternate boundary conditions ψµL (xL) |↓ =
ψµR (xR) |↑ = 0
r
a/b
L = ±
e∓iαqe − Γ20e∓iαqh
eiαqe + Γ20e
−iαqh e
∓2ikqe/qhxL , (A28)
r
a/b
R = ∓
e±iαqh − Γ20e±iαqe
eiαqh + Γ20e
−iαqe e
±2ikqe/qhxR ,
r
c/d
L = −
2Γ0cosαqe/qh
eiαqe + Γ20e
−iαqh e
i(kqh−kqe)xL ,
r
c/d
R = −
2Γ0cosαqe/qh
eiαqh + Γ20e
−iαqe e
i(kqe−kqh)xR .
The Green’s functions of the superconducting system
are given by the general expression (3), and the con-
straint condition (A14) leads to the following relations
for the coefficient matrices
Cˆµν = Cˆ
′
µν , Cˆhh = XCˆee,
Cˆeh = Y Cˆee, Cˆhe = ZCˆee, (A29)
where the proportionality factors X,Y and Z depend
only on the reflection coefficients
X =
(
rcLr
b
R + r
a
Lr
c
R
) (
rdLr
c
R + r
a
Lr
a
R − 1
)(
raLr
d
R + r
d
Lr
b
R
) (
rdLr
c
R + r
b
Lr
b
R − 1
) , (A30)
Y = −r
d
Rr
c
L + r
d
Lr
c
R
(
raLr
a
R + r
b
Lr
b
R + r
d
Lr
c
R − 1
)(
raLr
d
R + r
d
Lr
b
R
) (
rdLr
c
R + r
b
Lr
b
R − 1
)
−r
a
Rr
b
Rr
d
Lr
c
L + r
a
Lr
b
Lr
d
Rr
c
R − rdLrcLrdRrcR(
raLr
d
R + r
d
Lr
b
R
) (
rdLr
c
R + r
b
Lr
b
R − 1
) ,
Z =
raLr
c
R + r
c
Lr
b
R
1− rdLrcR − rbLrbR
,
and the matrix Cˆee is given by the expression
Cˆee = − 2i~vFu20
1
Q2 − PR
 R 0 0 Q0 R −Q 00 Q −P 0
−Q 0 0 −P
 ,
(A31)
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with the parameters
P = A+XD + Y G+ ZJ , (A32)
Q = B +XE + Y H + ZK,
R = C +XF + Y I + ZL,
A = (1− raLraR) cosαqe + Γ20rcLrcRcosαqh, (A33)
B = −Γ0 ((1− raLraR) cosαqe + rcLrcRcosαqh) ,
C = Γ20 (1− raLraR) cosαqe + rcLrcRcosαqh,
D = −Γ20
(
1− rbLrbR
)
cosαqh − rdLrdRcosαqe,
E = Γ0
((
1− rbLrbR
)
cosαqh + r
d
Lr
d
Rcosαqe
)
,
F = − (1− rbLrbR) cosαqh − Γ20rdLrdRcosαqe,
G = Γ20r
c
Lr
b
Rcosαqh − raLrdRcosαqe,
H = −Γ0
(
rcLr
b
Rcosαqh − raLrdRcosαqe
)
,
I = rcLr
b
Rcosαqh − Γ20raLrdRcosαqe,
J = Γ20r
b
Lr
c
Rcosαqh − rdLraRcosαqe,
K = −Γ0
(
rbLr
c
Rcosαqh − rdLraRcosαqe
)
,
L = rbLr
c
Rcosαqh − Γ20rdLraRcosαqe.
In this case, the Green’s function (3) would be too
extensive to write it explicitly. Again, in the case of a
left (right) semi-infinite surface, the Green’s functions
are obtained from (3) by making riL = 0 (r
i
R = 0).
Appendix B: Dyson equation for coupling adjacent
regions: Green’s functions for FF and FS junctions
The equilibrium Green’s functions of a system, eval-
uated at the interface x0 between two coupled regions
(Fig.2) is obtained by the Dyson equation (8), which can
be written in the simple form [64, 66]
GˆL/R = gˆL/R + gˆ(xL/R, x0 ∓ ε−)ΣˆLR/RL × (B1)
MˆR/LgR/L,0ΣˆRL/LRgˆ(x0 ∓ ε+, x′L/R),
GˆLR/RL = gˆ(xL/R, x0 ∓ ε−)ΣˆLR/RL × (B2)
MˆR/Lgˆ(x0 ± ε+, x′R/L),
MˆL/R =
[
1− gˆL/R,0ΣˆLR/RLgˆR/L,0ΣˆRL/LR
]−1
,
where ε± are infinitesimal scalars such that 0 < ε− <
ε+  1, and were was used the following abbrevi-
ated notation: GˆL/R = Gˆ
(
xL/R, x
′
L/R
)
, GˆLR/RL =
Gˆ
(
xL/R, x
′
R/L
)
, gˆL/R = gˆ
(
xL/R, x
′
L/R
)
, gˆL/R,0 =
gˆ(x0 ∓ ε+, x0 ∓ ε−).
As a first example, consider the case of the FF junc-
tion. The Green’s functions of the decoupled regions
gˆL/R around x0 = 0 can be obtained from (A16) by mak-
ing riL/R = 0 for left/right region. Hence, the Green’s
functions of the e/h sectors (A17) for the left region take
the form
gˆee/hh(−ε+,−ε−) =
(
0 ±1
0 iLLe
−iαL
)
e/h
, (B3)
gˆee/hh(−ε−,−ε+) =
(
0 0
±1 iLLe−iαL
)
e/h
, (B4)
and for the right region
gˆee/hh(ε
+, ε−) =
(
iLRe
−iαR 0
±1 0
)
e/h
, (B5)
with the factors
LL,e/h =
EFL ± E −ML√
(E ± EFL)2 −M2L
, (B6)
LR,e/h =
EFR ± E +MR√
(E ± EFR)2 −M2R
. (B7)
Thus, the Green’s function of the coupled system given
by (B1) takes the form
Gˆ(−ε+,−ε−) = −i
~vF
(
Gˆee 0
0 Gˆhh
)
, (B8)
Gˆee/hh =
1
De/h
(
LRe
−iαR ∓i
±iLLLRe−iαLe−iαR LIe−iαL
)
e/h
,
De/h =
(
1 + LLLRe
−iαLe−iαR
)
e/h
,
where the roots of the denominator De/h give rise to the
dispersion relation of the QAHE chiral state for a domain
wall configuration.
For the case of the FS junction, the Green’s function
at the right of the interface gˆR(ε
+, ε−) is replaced by the
Green’s function of the superconducting case with riR = 0
gˆR(ε
+, ε−) = (B9)
−1
~vF

i(1−Γ20)
eiαqe+Γ20e
−iαqh 0 −
Γ0(eiαqe+e−iαqh)
eiαqe+Γ20e
−iαqh 0
1 0 0 0
−Γ0(e
iαqe+e−iαqh)
eiαqe+Γ20e
−iαqh 0
i(1−Γ20)
eiαqh+Γ20e
−iαqe 0
0 0 −1 0
 .
For the subsequent analytical calculation, the high
doping limit for the superconducting region will be as-
sumed (eiαµ ∼ 1). Then, the Green’s function of the
coupled system takes the form
Gˆ(−ε+,−ε−) = −i
~vFD
(
gˆee gˆeh
gˆTeh gˆhh
)
, (B10)
where Green’s functions of the Nambu sectors are given
11
by (subscripts denoting quasiparticles)
gˆee/hh =
(
Xe/h ∓iYe/h
±iLL,e/he−iαe/hXe/h LL,e/he−iαe/hYe/h
)
,
(B11)
gˆeh = ∆
(
i LL,he
−iαh/e
−LL,ee−iαe/h iLL,eLL,he−iαee−iαh
)
,
(B12)
Xe/h =
(
Ω + LL,h/eEe
−iαh/e) , (B13)
Ye/h =
(
E + LL,h/ee
−iαh/eΩ
)
, (B14)
and the denominator D by
D = E
(
LL,eLL,he
−iαee−iαh + 1
)
(B15)
+Ω
(
LL,ee
−iαe + LL,he−iαh
)
,
which leads to the dispersion relation of the IBS states
[65, 66, 76]
EIBS = ± |∆|√
1− C2 , (B16)
C =
LL,eLL,he
−iαee−iαh + 1
LL,ee−iαe + LL,he−iαh
. (B17)
This reduces to the expression (13) for zero doping lev-
els of the two regions [66]. For the case of junctions with
more than two regions, the Dyson equation can be imple-
mented sequentially to each interface to obtain the equi-
librium Green’s functions of the entire system. Figure 7
illustrates the coupling process for the case of a junction
of three regions. For the first interface at x = 0, the
equilibrium Green’s functions of the left (L) and central
(C) regions are the “left” and “right” inputs in equa-
tions (B1-B2) to obtain the coupled Green’s functions of
the L-C subsystem. Following the same procedure for
the second interface at x = d, the Green’s functions of
the L-C subsystem and those of the right region (R) are
the new “left” and “right” inputs in the same equations,
obtaining the total equilibrium Green’s functions of the
junction.
Appendix C: Differential conductance derivation
For a system consisting of three regions as showed in
Fig. 7, the Hamiltonian has the form [65–67]
H = HL +HC +HR +HTL +HTR , (C1)
with HL,C,R the Hamiltonians of the three decoupled re-
gions (left (L), central (C) and right (R)) and HTL,R the
tunneling Hamiltonians 7 for the left and right interfaces
HTL(τ) = t
∫
dqeiφL(τ)/2cˆ†q,L↓bˆq,L↑ + h.c., (C2)
HTR(τ) = t
∫
dqeiφR(τ)/2cˆ†q,R↑bˆq,R↓ + h.c., (C3)
0 d
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FIG. 7. Schematic representation of the equilibrium Green’s
functions calculation for a junction with a finite central region
and two semi-infnite lateral leads. First, the Green’s functions
of the L and C regions are coupled with the Dyson equation.
Then, the resulting Green’s functions are taken as the new
left-input for a second Dyson equation to finally obtain the
Green’s functions of the complete system.
where t = ~vF , φL(R)(τ) = φ0 + 2(µL(R) − µC)τ/~ the
gauge phases induced by the gradient of the chemical
potential, the cˆq,νσ, with ν = L,R and σ =↑, ↓, are the
annihilation operators for electrons at the edges of the
left and right regions with wave number q, and the bˆq,νσ
are the annihilation operators at the edges of the central
region. In the Heisenberg picture, the average current at
the left interface is given by
I(τ) = −e
〈
d
dτ
NL(τ)
〉
(C4)
= it
e
~
∫
dq
[〈
cˆ†q,L↓(τ)bˆq,L↑(τ)
〉
−
〈
bˆ†q,L↑(τ)cˆq,L↓(τ)
〉]
,
which can be expressed in terms of Keldysh Green’s func-
tions as
Gˆαβq,ij
(
τα, τ
′
β
)
= −i
〈
Tc
[
Dˆq,i (τα) Dˆ
†
q,j
(
τ ′β
)]〉
, (C5)
where i, j = L,C,C ′, R are the border indexes of each
region, α, β indicate the Keldysh temporal branches, Tc
is the Keldysh time-ordering operator and where the fol-
lowing vector operators were defined
Dˆq,i (τ) =
(
dˆq,i↑ (τ) , dˆq,i↓ (τ) , dˆ
†
q,i↑ (τ) , dˆ
†
q,i↓ (τ)
)T
,(C6)
Dˆ†q,i (τ) =
(
dˆ†q,i↑ (τ) , dˆ
†
q,i↓ (τ) , dˆq,i↑ (τ) , dˆq,i↓ (τ)
)
,(C7)
according to relations dˆq,Lσ(τ) = cˆq,Lσ(τ), dˆq,Cσ(τ) =
bˆq,Lσ(τ), dˆq,C′σ(τ) = bˆq,Rσ(τ), dˆq,Rσ(τ) = cˆq,Rσ(τ). Con-
sidering a stationary situation, the average current can
be written in energy space as (tˆ = ΣLR)
I =
e
2h
∫
dqdETr
(
τz
[
tˆGˆ+−q,CL(E)− tˆ†Gˆ+−q,LC(E)
])
.
(C8)
This expression can also be applied for a two-region
system with a single interface, by considering the union
of regions R and C as a new region R, as explained in
the previous section for Green’s functions (this equation
12
coincides with Eq.(12) by changing index C by R). By
using the following Dyson equations
Gˆ+−CL (E) = Gˆ
+−
CC(E)tˆ
T gˆaL(E) + Gˆ
r
CC(E)tˆ
T gˆ+−L (E),(C9)
Gˆ+−LC (E) = gˆ
+−
L (E)tˆGˆ
a
CC(E) + gˆ
r
L(E)tˆGˆ
+−
CC(E), (C10)
the average current can be written in terms of local
Green’s functions as
I =
e
2h
∫
dqdETr
(
τz tˆ
†
[
gˆ+−q,L (E) tˆGˆ
−+
q,CC (E) (C11)
−gˆ−+q,L (E) tˆGˆ+−q,CC (E)
])
,
where the unperturbed Keldysh Green’s functions are
given by the relations
gˆ+−q,i (E) = 2piiρˆq,i (E) nˆi (E) , (C12)
gˆ−+q,i (E) = −2piiρˆq,i (E) (τ0 − nˆi (E)) , (C13)
being ρˆq,i = ∓Im(gˆr(a)q,i )/pi the DOS matrix of the i elec-
trode and nˆi the quasiparticle occupation matrix
nˆi(E) = diag(ni,e(E)σ˜0, ni,h(E)σ˜0), (C14)
with ni,e/h (E) =
[
1 + e(E±(µi−EFi))/kBT
]−1
the Fermi-
Dirac functions for electrons/holes (from here we will
consider the limit T → 0). By means of the following
Dyson equation (γ = +−,−+)
Gˆγq,CC = Gˆ
r
q,CC tˆ
†gˆγq,LtˆGˆ
a
q,CC + Gˆ
r
q,CC′ tˆgˆ
γ
q,Rtˆ
†Gˆaq,C′C ,
(C15)
the expression for the electrical current takes the form
I =
2pi2e
h
∫
dqdETr
{
τz tˆ
†ρˆq,L (C16)([
nˆL
(
tˆGˆrq,CC′ tˆρˆq,R
)
−
(
tˆGˆrq,CC′ tˆρˆq,R
)
nˆR
]
tˆ†GˆrTq,C′C+[
nˆL
(
tˆGˆrq,CC tˆ
†ρˆq,L
)
−
(
tˆGˆrq,CC tˆ
†ρˆq,L
)
nˆL
]
tˆGˆrTq,CC
)}
.
This current incorporates the contribution of transport
processes between states with spin ↑ on the left and spin
↓ to the right of each contact (↑L ↓R). However, un-
der normal conditions on the surface of a TI, both spin
projections symmetrically contribute to the transport.
Then, it is necessary to consider the contribution of the
opposite-spin processes (↓L ↑R), which introduces an
additional factor of 2. Again, the electric potential V is
introduced as a shift between the chemical potentials of
the electrodes (µL = EFL + eV y µR = EFR) and the
Fermi levels of the regions are controlled independently
through gates. The normalized differential conductance
is given by
σ = σQ + σA, (C17)
σQ =
4
σ0
e2
h
∫
dqTr
[
ρ¯q,LGˆ
r
q,CC′ ρ¯q,RGˆ
a
q,C′C
]
,
σA =
4
σ0
e2
h
∫
dqTr
(
ρ¯q,LτzGˆ
r
q,CC ρ¯q,LGˆ
a
q,CCτz
−τz ρ¯q,LGˆrq,CC ρ¯q,LτzGˆaq,CC
)
,
and in terms the Nambu space components
σQ =
4e2
hσ0
∫
dqTr [Re {ρ¯q,Lee(
Gˆrq,CC′ee
[
ρ¯q,ReeGˆ
a
q,C′Cee − ρ¯q,RehGˆaq,C′Che
]
− Gˆrq,CC′eh
[
ρ¯q,RheGˆ
a
q,C′Cee − ρ¯q,RhhGˆaq,C′Che
])}]
,
σA =
8e2
hσ0
∫
dqTr
[
Re
{
ρ¯q,LeeGˆ
r
q,CCehρ¯q,LhhGˆ
a
q,CChe
}]
.
Here, the following matrices were defined
ρ¯q,L ≡ pitˆ†ρˆq,Ltˆ, ρ¯q,R ≡ pitˆρˆq,Rtˆ†, (C18)
and the two components have been normalized to bal-
listic conductance per unit of surface length of a TI,
σ0 (V ) = 2e
2 (EF + eV ) /hpi~vF . This expression for the
conductance can be approximated to those of the case of
two coupled semi-infinite regions, at the limit when the
width of the central region tends to zero (d→ 0), and by
making the parameters of this region equal to those of any
of the electrodes. For example, for a normal left region
and superconducting right region, the component σQ in-
cludes terms that involve the DOS of both electrodes
and is generally associated with electron-electron trans-
port processes by direct transport (∝ ρˆq,Leeρˆq,Ree) or by
pair-creation/-annihilation process as intermediate state
(∝ ρˆq,Leeρˆq,Reh/he), in addition to electron-hole conver-
sion processes in the superconductor (∝ ρˆq,Leeρˆq,Rhh)
by branch crossing. On the other hand, the product
ρˆq,Leeρˆq,Lhh in the second component involves only the
left electrode and is associated with electron-hole conver-
sion processes such as Andreev reflections with a proba-
bility proportional to |Gˆrq,CChe|2 [67].
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