The Lorenz curve relates the cumulative proportion of income to the cumulative proportion of population. When a particular functional form of the Lorenz curve is specified it is typically estimated by linear or nonlinear least squares, estimation techniques that have good properties when the error terms are independently and normally distributed. Observations on cumulative proportions are clearly neither independent nor normally distributed. This paper proposes and applies a new methodology that recognizes the cumulative proportional nature of the Lorenz curve data by assuming that the income proportions are distributed as a Dirichlet distribution. Five Lorenz-curve specifications are used to demonstrate the technique. Maximum likelihood estimates under the Dirichlet distribution assumption provide better-fitting Lorenz curves than nonlinear least squares and another estimation technique that has appeared in the literature.
INTRODUCTION
The Lorenz curve is one of the most important tools upon which the measurement of income inequality is based. For a given economy or region, it relates the cumulative proportion of income to the cumulative proportion of population, after ordering the population according to increasing level of income. A number of approaches to Lorenz curve estimation have been adopted. In one approach, a particular assumption about the statistical distribution of income is made, the parameters of this income distribution are estimated, and a Lorenz curve consistent with the distributional assumption, and consistent with the parameter estimates for that distribution, is obtained. See, for example, McDonald (1984) and McDonald and Xu (1995) . Ryu and Slottje (1996) suggest another approach.
They approximate the Lorenz curve from any income distribution by expanding the inverse distribution function in terms of (a) an exponential polynomial series and (b) a sequence of Bernstein polynomial functions. When micro-data are available, nonparameteric estimation of the Lorenz curve and related inequality measures is possible. See, for example, Beach and Davidson (1983) , Gastwirth and Gail (1985) , and Bishop et al (1989) . An alternative approach, more suited to grouped data, is to specify a particular functional form for the Lorenz curve and estimate it directly. It is this approach that is the focus of this paper.
Early breakthroughs on Lorenz curve estimation were those of Gastwirth (1972) and Kakwani and Podder (1973, 1976) . Kakwani and Podder recognized the multinomial nature of grouped data and used a Lorenz curve specification that, after transformation, could be placed in an approximate linear model framework.
Other specifications have typically been estimated by linear or nonlinear least squares (Kakwani 1980 , Basmann et al 1990 , Chotikapanich 1993 . Such exercises are useful for fitting Lorenz curves, but, because the covariance matrix estimates they provide are only relevant for independent normally distributed errors, they do not provide a basis for inference about Lorenz curve parameters or any inequality measures derived from them. Clearly, observations on cumulative proportions, or even their logarithms if such a transformation is convenient, will be neither independent nor normally distributed. Sarabia et al (1999) overcome this problem by suggesting a distribution-free method of estimation. Suppose that a Lorenz curve has n unknown parameters, and that M observations on the cumulative proportions are available. They find a set of parameter estimates for
subsets of n observations. Since each of the subsets yields n equations in n unknown parameters, a set of parameter estimates is obtained by solving these equations. The medians of the sets of parameter estimates are recommended as the final set of estimates. No distribution theory is available for this procedure, but the authors do provide some bootstrap standard errors.
An alternative way to proceed, and the approach adopted in this paper, is to choose a distributional assumption that is consistent with the proportional nature of the data and to pursue maximum likelihood estimation. A suitable distribution is the Dirichlet distribution. It is a multivariate distribution for a vector of random variables that are shares that sum to unity. By relating the parameters of the Dirichlet distribution to Lorenz curve differences, we can accommodate the cumulative proportional nature of the Lorenz curve data, and set up a likelihood function dependent on the unknown parameters of the Lorenz curve. A similar approach was adopted by Woodland (1979) for estimation of share equations that arise in demand and production theory. To further motivate the choice of a Dirichlet distribution, note that, with random sampling, the number of households in each of a number of income classes can be viewed as an observation from the multinomial distribution (Aigner and Goldberger 1970, Kakwani and Podder 1973) . Furthermore, by using a transformation from cell numbers to cell proportions, the multinomial distribution can be approximated by a Dirichlet distribution (Johnson 1960, Johnson and Kotz 1969, p.285) . Thus, the Dirichlet distribution is a reasonable choice for share data, irrespective of the original income distribution from which the observations were drawn. The choice of a Dirichlet distribution for income shares is much less arbitrary than choosing a specific income distribution. In addition, the number of recognized multivariate distributions that are directly applicable to share data is very limited. Apart from the Dirichlet distribution, only two other possibly-relevant generalized beta distributions are described in Johnson and Kotz (1972) . These facts and the general lack of recognition of the share nature of the data in much of the literature on Lorenz curve estimation, make the Dirichlet distribution a useful alternative to pursue.
In Section 2, we outline the distributional assumptions and how they relate to Lorenz curve estimation. The likelihood function for a set of unknown Lorenz curve parameters is derived. To illustrate our suggested techniques we use data on Sweden and Brazil considered earlier by Shorrocks (1983) and revisited by Sarabia et al (1999) . . It seems reasonable to assume, however, that conditional on the population proportions i π , the income shares
are random variables with means
Our proposal is to also assume )' , , , (
follows a Dirichlet distribution which is a distribution consistent with the share nature of the random vector q. The probability density function (pdf) for the Dirichlet distribution is given by
… are the parameters of the pdf and (.) Γ is the gamma function. By relating the i α to the Lorenz function, we can find a pdf for q which has the mean given in equation (1) and which is a function of the Lorenz curve parameters. Working in this direction, we set
where λ is an additional unknown parameter. This definition for i α gives the desired result because the mean of the Dirichlet distribution is given by
. We can now write the pdf for q as
The variances and covariances between the shares are given by (Johnson and Kotz, 1972, p.231-234) 
Thus, the income shares are correlated, with correlations given by
Since the variances depend on ) ( i q E , the shares are also heteroskedastic. The parameter λ acts as an inverse variance parameter. The larger the value of λ , the better the fit of the Lorenz curve to the data.
The maximum likelihood estimate for θ can be found by maximizing the loglikelihood function
3. DATA AND LORENZ CURVES To illustrate our suggested techniques we use income distribution data on national samples of income recipients for a year close to 1970, for two countries:
Sweden and Brazil. These data were used by Sarabia et al (1999) . They were derived from Jain (1975) and first published in Shorrocks (1983) . The data are in the form of decile cumulative income shares. Shorrocks used the data on these two countries as part of a group of twenty countries to examine the ranking of income distributions given different social states. Sarabia et al (1999) used the data to illustrate their proposed method for the estimation of Lorenz curves. The data on these two countries were chosen because of their differences in the degree of inequality in income distributions.
A large number of functional forms have been suggested in the literature for modelling the Lorenz curve. For details of the various alternatives, see Sarabia et al (1999) , and references therein. To keep our study manageable, we chose only 5, ranging from one simple function with only one unknown parameter, to two three-parameter functions which are more flexible, but also harder to estimate precisely. The 5 different Lorenz functions to which we applied the two data sets are:
The function 1 L is the relatively simple one-parameter function suggested by Chotikapanich (1993) ; 2 L coincides with the proposal of Ortega et al (1991) . 3 L is a well-known form of Lorenz curve suggested by Rasche et al (1980) 
originates from the classical Pareto distribution. The function 5 L is the "beta function" proposed by Kakwani (1980) . It is considered one of the best performers among a number of different functional forms for Lorenz curves. See, for example, Datt (1998) . Note that, when
Once a Lorenz curve has been estimated, one is usually interested in various inequality measures that are related to it. As an example, we compute maximum likelihood estimates for the Gini coefficients that can be derived from each of the Lorenz functions. In each case the Gini coefficient is defined as
Alternative expressions for G can be found for some of the Lorenz curves.
However, with the exception of 1 L , they still generally involve a numerical integral. We obtain ML estimates by numerically evaluating (15) in each case with β replaced by the ML estimate β .
RESULTS
In addition to ML estimation using the assumption of a Dirichlet distribution, we also estimated each function using nonlinear least squares. Because nonlinear least squares has been popular in the literature, it is useful to compare its estimates and standard errors to those from ML estimation. However, conventional nonlinear least squares (NL) standard errors are computed assuming independent identically distributed error terms, an assumption that is unrealistic with share data. Thus, for NL standard errors we report those suggested by Newey and West (1987 can have a big impact on the perceived precision of the estimates. In Table 1 the standard errors for ML are generally higher than those for nonlinear least squares; those reported by Sarabia et al are higher for some coefficients and lower for others. The standard errors of the Gini coefficient were calculated using the asymptotic approximation
where β V is the asymptotic covariance matrix for the ML or NL estimator for β .
Expressions derived using (16) for each of the Lorenz curves are given in the Appendix.
The remarks made about Sweden also hold for the estimates for Brazil given in [ Table 2 near here]
We turn now to questions of goodness of fit, and choice between alternative Lorenz functions. For a straight goodness-of-fit comparison, we compare values of information inaccuracy (Theil 1967 (Theil , 1975 . For testing nested functional forms we use likelihood ratio tests and the ML estimates.
Let i q denote the predicted income shares obtained from an estimated model. Table 3 .
[ Table 3 this case revealed that they were not as close as one might suspect by comparing parameter estimates. Also, nonlinear least squares led to some relatively large over predictions that were penalised heavily by the information criterion. Finally, it is interesting that a ranking of the relative magnitudes of the ML standard errors for the Gini coefficient corresponds exactly to a goodness-of-fit ranking of the ML-estimated Lorenz functions.
The information inaccuracies for the Brazilian data lead to the same conclusions with two small modifications. Nonlinear least squares and ML estimation of 5 L had the same fit. Nonlinear least squares provided a better fit than ML for 1 L .
To provide information about choice of functional form we examined whether likelihood ratio tests suggested nested versions of 4 L and 5 L would be adequate.
The availability of these tests is one of the advantages of the maximum likelihood methodology that we have proposed. , is clearly rejected relative to the bestfitting 5 L .
[ Table 4 near here.]
CONCLUSIONS AND SUMMARY
One way of estimating a Lorenz curve is to assume a particular distribution for income, estimate the parameters of that distribution, and derive the corresponding Lorenz curve. Another way is to assume a particular Lorenz curve, and estimate its parameters. For this second approach we have suggested a distributional assumption and a corresponding estimation technique which is consistent with the proportional nature of Lorenz-curve data, can be used to approximate share data from any income distribution, and can be employed with any Lorenz-curve specification.
Our model and estimation technique was applied to two data sets that have been the subject of past analyses, one for Sweden, a country with relatively low inequality, and one for Brazil, a country with relatively high inequality. 
