Data Fusion System should maximize throughput during the complex fusion analytics in order to extract the critical information from a huge amount of data. Therefore, there is an immediate need to leverage efficient and dynamically scalable data processing infrastructure for the analysis of the Big Data streams from multiple sources in a timely and scalable manner. This is necessary for establishing the accurate Situation Awareness (SA) during the real time processes or real time simulations.
INTRODUCTION
Timely acquisition and processing of data from different sources and extraction of accurate information play an important role in many realistic scenarios (such as emergency situations, evacuation systems, crowd management, remote health monitoring, etc.). The growing ubiquity of on-site sensors, social media and mobile devices increases the number of potential sources of outbound traffic, which ultimately results in generation of huge amount of data. This data avalange phenomenon is being described as a new grand challenge in computing: The Big Data (BD) problem 1 . BD problems are usually defined as "the practice of collecting complex data sets so large that it becomes difficult to analyse and interpret manually or using onhand data management applications" (e.g., Microsoft Excel and Relational Database Systems). Data Fusion in solving the BD problems is the major process, where the 1 http://cra.org/ccc/wpcontent/uploads/sites/2/2015/05/big information is received from the multiples sources. In the case of sensor sources, this problem is known as sensor fusion. Sensor fusion problems have been widely analyzed in Air Traffic Control scenarios with multiple sensors and multiple targets. In this domain, many works focused on the specification of the filter structures based on Kalman filter definition of parameters for filter structures [1] , definition of management in distributed fusion architectures [2] and the application of Artificial Intelligent Techniques to the fusion problems [3] . Currently, the capabilities of the available data sources, such as sensors, may be relatively big in order to collect big setes of data files. Multi-sensor integration is the essential aspect of modern sensor networks designed forsensor fusion.. Data acquisition systems, such as air surveillance systems, alert systems based on mobile TV-cameras, evolve towards complex information systems, being capable of providing the operator with a great amount of data obtained through a net of spatially distributed heterogeneous sensors. Modern perception systems are composed of several sensors (laser sensors, infrared sensors, acoustic sensors, image sensors, GPS, ambient sensors, etc.). Sensors provide data of each element of the environment in their coverage area. This data is used by the control logic after being merged at the fusion centre. The design of a perception system in an environment have for solving two related problems. The first one is data fusion problem [4] , which refers to the optimal way of combining the detections, local tracks and attributes received from the net of sensors before the information could be used by the control logic. The second one is the coordinated sensor-task management [4, 5] , in order to optimise each sensor-data acquisition process. Two different types of information can be considered: (i) datawhitepaper.pdf global or high level knowledge retrieved from the data fusion process; and (ii) local, internal-to-sensor information, such as the knowledge about the current state of sensor load.
The analysis of information received from multiples non-structured sources is another important phase of the general data fusion process. Over 20 million tweets posted during Hurricane Sandy (2012) lead to an instance of the BD problem. The statistics provided by the Pear Analytics 2 study reveal that almost 44% of the Twitter posts are spam and pointless, about 6% are personal or product advertising, while 3.6% are news and 37.6% are conversational posts. During the 2010 Haiti earthquake 3 , text messaging via mobile phones and Twitter made headlines as being crucial for disaster response, but only some 100,000 messages were actually processed by government agencies due to lack of automated and scalable data processing infrastructure. Furthermore, many message reporting issues such as medical emergencies and water shortages had unclear or no location information, making response impossible. All those scenarios can be reffered as Situation Awareness (SA) -a classical aspect of the Joint Directors Laboratory model for data fusion. SA means that the main actors in the considered situation must be aware of everything, what does and may happen around in order to understand the impact of the neihbourhood on their decisions and actions. SA is strictly related to the Levels 2 and 3 (L2 and L3) of JDL model. Situation Assessment (L2) can be interpreted as the capacity to obtain a global view of the environment in order to describe the relationship between the entities tracking in the environment and to infer or describe their joint behavior. Impact Assessment (L3) is related to the estimation of the impact of a special situation. Processing and evaluating probability of occurrence of particular situations that are of special relevance are performed.That has to be done because those situations relate to some type of threatening, critical situation, or any other special world state.
Inadequate SA in complex realistic scenarios has been identified as one of the primary factors in human errors with grave consequences such as loss of infrastructureThere is a need for a complete ICT (information and communication technology) paradigm shift in order to support the development and delivery of Big Data applications, in a way that applications do not get overwhelmed by incoming data volume, data rate, data sources, and data types. Dealing with these huge amounts of data requires a new end-to-end data management and analysis paradigm in which methods need to be efficient not just as stove-pipe processes, but as part of a well-integrated system. , Rackspace 6 and Microsoft 7 . Computational clouds, with their special features, such as elasticity, thin-client user interface as well as data and computational servers that seem to be the well-designed infrastructures for collecting, hosting and processing the BD.
In this paper, we propose the Data Fusion Module (DFM) architectural model of low level data fusion suitable for use in conjunction with cloud computing systems. We describe the general model concept and module architectures. We consider two following scenarios: (i) DFM as internal part of the cloud and (ii) DFM external part respectively. We specified a simple realistic use scenario on which future research will be focused. The paper is organized as follows. Section 2 describes low level data fusion architectures. In section 3, we present our new model of low level data fusion. Section 4 describes proposed approaches of integration low level data fusion module with different cloud architectures. Section 5 shows practical application example. Sections 6 and 7 conclude the paper.
LEVEL 1 AND 2 OF JDL: DATA FUSION ARCHITECTURES
The specification of sensor fusion architecture and algorithms is necessary to achieve a coherent and accurate estimation of the environmental model. In this section, we will provide a brief characteristics of three main types of the fusion architectures: (i) centralized, (ii) fully decentralized and (iii) hybrid. In centralized fusion architectures, the only available information is located in "the fusion center". Therefore, the overall characteristics of such architecture can be in fact restricted to the definition of the system responsible for the organization of the information in the fusion center. Such system maintains only central information by using the sensor data. Distributed architecture maintains information for each sensor. That datais combined to the central information. Finally, hybrid architecture maintains the information for each sensor for local association purposes (such as distributed architecture), and manages the central information simirally to the centralized architectures. All the information in any type of fusion architectures is generated and maintained in the fusion centers (centralized or distributed).
Real local information is considered only as a context information.
The fusion system uses collateral information, also named context information that is related with sensor models, teterrain model, dynamical models of surface objects, etc. Fusion processes and collateral information is integrated using three types of architectures: centralized, distributes, hybrid.
Global process of fusion begins with transformation of the local data to a global reference point. It is usually based on transformation of coordinates to common format. After this process the system should integrate the new information of sensors with the system information (this is made in three steps: gating, association and filtering).
Centralized Architecture
The centralized architecture maintains a set of central information, {Ti}. The data received from sensors, {P Sk j}, is associated to the central information and, then, filtered to update the track. In this architecture, the processes (association and filtering) work directly on data and the additional information of the sensor format. Data format is used in the association process to reduce the computational load. Figure 1 shows the typical data fusion processes in the centralized architecture.. The following major advantages of centralized architecture can be specified: (a) optimization of the position estimation for any sensor measure variance, and (b) minimalization of the effects of a delay between the time when a manoeuvre begins in the real scenario and detectionof target manoeuvring.
The main disadvantage of this centralized architecture is related to systemic errors among different sensors, due to the difficulty for estimating them and vulnerability in final output to residual non-estimated multi-sensor biases.
Distributed Architecture
Distributed architecture maintains central and local information. In this architecture, local information is maintained for each sensor and the transformation, gating, association and filtering functions are carried out locally to the sensor. The central information is the result of a fusion process over the local information that represents the same central information. This function is similar to the one carried out in the management of central information in centralized architecture. In this case, the fusion process works at local information level, instead of measure level in the centralized architecture. Figure 2 shows the main processes in the distributed architecture.
Fig. 2. Distributed architecture
The main advantage of distributed architecture is related with the distributed processing of data that allow the adaptation of the functions specifically to each type of sensor. In this way, we can group the data of a sensor instead of associate each individual measure as in centralized architecture. In our proposal, there are noadvantages for the computational load in the fusion centre as shown in the general scheme presented in section 2, although parallel execution of functions associated to each sensor is possible in a natural way. Other advantages are the ability of sensors calibration and to easier bias estimation than in the centralized architecture. The main disadvantage is the loss of precision in the fused estimators.
Hybrid Architecture
The hybrid architecture is a combination of the previous ones. The fusion system combines the capacity to fuse at measure level or central level. In our implementation, local information is maintained to carry out the association of measures (as in the distributed architecture). However, the central information actualization uses the data instead of local measurement results (as in centralized architecture). Figure 3 shows the processes in this architecture. The mains advantages of the hybrid approach is the high accuracy, systematic error robustness, and the possible distribution of computational load.The disadvantages may be , a higher computational load of the processing of measures: this process is repeated two times. 
THE CONCEPT OF LOW LEVEL DATA FUSION MODULE (DFM)
Data fusion module is a component of data processing and analytics system that performs data fusion process. The following requirements must be considered for making such module a component of computational cloud: a) it has to incorporate distributed fusion processes, b)it has to employ communication mechanism, c) its communication mechanism should allow to response for asynchronous events, d) it has to be able to use context. Based on the above requirements, we propose the Data Fusion Module (DFM) architecture for computational clouds.
Te most important element of our DFM module is a fusion algorithm of desired architecture (centralized, Proposed architecture of data fusion module allows DFM to be a part of system that incorporates cloud computing environments. It is achieved mainly due to inclusion asynchronous communication mechanism. It's architecture allows to use it in distributed systems of different kind.
Results from this module are stored in the database. The High Level Data Fusion Module (SA) extracts the knowledge from this database using Big Data techniques that are able to analyse the situation using Cloud capabilities.
INTEGRATION OF LOW LEVEL DFM WITH CLOUD INFRASTRUCTURE
The methods of integration of DFM with coud system depend on particular cloud infrastructure. Platform-as-a Service (PaaS) and Infrastructure-asaService (IaaS) cloud layers allow us to define DFM as the internal cloud component. . Software-as-a-Sservice (SaaS) layer must be connected to DFM hosted on external machine. Differences of such approaches are clearly visible. In case of DFM embedded in the cloud, there is ability to use distributed data fusion in order to utilize clouds scalability and efficiency. When DFM is located outside the cloud, we use cloud capabilities for data post-processing, data management and storage. In both approaches we use cloud advantages such as flexibility, high availability and its security to incorporate data fusion process.
a) Low level DFM as an internal component of the cloud system
Let us consider DFM as an internal component of the cloud system. and the network with large number of sensors. Such sensors can generate and send the data into the cloud. that the generated data can have different format (depending on sensor). Therefore, the preprocessing must be provided in order to achieve homogeneity of data characteristics. Preprocessing must be provided as a parallel process for different data sets and files, in order to achieve the maximal efficiency. It has also necessity to trigger the whole fusion process by notifying fusion module about end of data processing and incoming data portion. Asynchronous communication mechanism based on event-driven paradigm has to be deployed between corresponding nodes in order to ensure flow control mechanism.
After data preprocessing, the real fusion process is activated. Processes performed by DFM should also be parralelised and distributed. Its internal design should be based on distributed or hybrid architecture. In that manner. event-driven control mechanism should be implemented also between its internal components.. When the fusion process is completed, the results should be stored in database. That database can be internal part of the cloud. Also the database can be placed outside. For storing large amount of data NoSQL databases [8] are preffered. Context which can be useful in fusion process can be stored in cloud or outside. Access to each element of the system should be controlled by specific module/service in order to maintain security level. That model can be applied in PaaS and IaaS cloud layers.
Internal low level DFM can provide outcoming data to high level data fusion module in order to achieve situation awareness or knowledge extraction. High level data fusion can be performed inside the cloud environment or by external component. In the case of network of sensors sending data to the cloud, where DFM is not an integral part of the cloud, there is a need of deploying DFM on the external infrastructure (or simply server). In that case, the sensors send their information to the cloud or directly to DFM. In the first case, the cloud passes data to the DFM. DFM preprocessing module generates the unified format for heterogenous data and the fusion process is intialized. The results of the fusion process are sent to the cloud for postprocessing or storage. There is also a need to establish communication platform between sensors network and data fusion and also between cloud and DFM. In that case, the cloud system is used only to preprocess, postprocess or for data storage. Context which can be useful can be delivered from external source of data. Preffered type of architecture of DF algorithm is centralized architecture. Mainly due to putting DFM in external machine. That is case that use Software as a service cloud type.
Internal low level DFM can provide outcoming data to high level data fusion module in order to achieve situation awareness, knowledge extraction, threat recognition or prediction. Each platform is composed from sensors which measure: temperature, pressure, relative humidity, precipitation, visibility, cloud cover, cloud base height, wind speed and its direction. Also information about sensors localization are sent. Measurements are made with one minute interval, and then they are sent do the cloud system trough the Internet.
Such sensor networks can be connected with DFM for the fusion process. The most challenging part of fusion process is to recognize the problems of tracking and data association.
Data generated by sensors can be supplemented with results of radiosonde observations after process of fixing [9] .
In mentioned meteorogical scenario we have to deal with multiple tracking problems: tracking in time and spatial tracking problem. Let's consider the data generated by specific sensor of single weather station. That data can be defined as a time series of values. The tracking process is based on observing actual readings and comparing them to the predicted values. In the case of some problems or tracking interruptions, (for example due to sensor malfunction), The fusion module should make decision to correct the values of the generated data.
The second source of data for fusion can be context. For instance information about terrain configuration (elevation of stations and theirs surrounding areas) could be useful. For example in checking if use of interpolation method is useful in order to get value at point between two sensor's places (for mountainous area it is not desired). The second good example of context usefulness is detection of wrong values delivered by the sensors (for example temperatures below freezing point during heat waves in summer).
When fusion process is completed data delivered by fusion is stored in the cloud in distributed NoSQL Database (Hbase, RIAK etc) in form of tuple (place, time, type of measurement and value). Access to database and fusing module will be provided by external access service. Implementation and testing of this system is still in progress. Results will be presented in future. 
CONCLUSIONS AND FUTURE WORK
BD analytic methods need to be designed with an appreciation of the significant trade-off that exists between Computational Time and Quality of Solutions. This trade-off between time and accuracy requires big data analytic architectures to support both Batch Data Analytic Processes (for latent but quality solutions) as well as Streaming Data Analytics (for near real time situation awareness). This exponential explosion has a tremendous effect to the information fusion community that constantly deals with Big Streaming Data.
The deployment and provision of Big data applications will greatly benefit from a cloud-like middleware infrastructure, which could be formulated to create a hybrid environment consisting of multiple private (municipalities, enterprises, research organisations) and public (Amazon, Microsoft) infrastructure providers to deliver on-demand access to such Big data applications.
