Dynamic adaptive streaming over HTTP (DASH) has recently been widely deployed in the Internet and adopted in the industry. It, however, does not impose any adaptation logic for selecting the quality of video segments requested by clients and suffers from lackluster performance with respect to a number of desirable properties: efficiency, stability, and fairness when multiple players compete for a bottleneck link. In this paper, we propose a throughput-friendly DASH rate control scheme for video streaming with multiple clients over DASH to well balance the tradeoffs among efficiency, stability, and fairness. The core idea behind guaranteeing fairness and high efficiency (bandwidth utilization) is to avoid OFF periods during the downloading process for all clients, i.e., the bandwidth is in perfect-subscription or over-subscription with bandwidth utilization approach to 100%. We also propose a dual-threshold buffer model to solve the instability problem caused by the above idea. As a result, by integrating these novel components, we also propose a probability-driven rate adaption logic taking into account several key factors that most influence visual quality, including buffer occupancy, video playback quality, video bit-rate switching frequency and amplitude, to guarantee high-quality video streaming. Our experiments evidently demonstrate the superior performance of the proposed method.
servers and, therefore, can easily be deployed within content delivery networks. In DASH, a video clip is encoded into multiple versions at different bit-rates, each being further divided into small video segments containing seconds or tens of seconds worth of video. At the client side, a DASH client continuously requests and receives video segments from DASH servers that own the segments. To adapt the video bit-rate to a varying network bandwidth, DASH allows clients to request for video segments from different versions of a video, each of which being coded with a specific bit-rate. This is known as dynamic rate adaptation, which is one of the most important features for DASH since it can automatically throttle the visual quality to match the available bandwidth so that a user receives the video at the maximum quality possible.
It is very challenging to provide satisfactory user experience during a whole video session under highly dynamic network conditions. Without an effective rate adaptation algorithm, a DASH client may suffer from frequent interruptions and degraded visual quality. For example, on one hand, a video bit-rate higher than the available bandwidth would cause network congestion. On the other hand, when the video bit-rate is lower than the available bandwidth, the visual quality cannot reach the maximum allowed by the available bandwidth. Besides, during the playback, smooth video bit-rate is preferred, and frequent bit-rate switching is annoying to users [2] . However, this is contradictory with the characteristics of the available bandwidth which, generally, is time-varying. Furthermore, when multiple clients are competing over a bottle-neck link, although the DASH clients employ HTTP over TCP which has proven to be fair, their estimated bandwidth can be significantly different which usually leads to several performance problems, such as inefficiency, instability, and unfairness. This phenomenon is mainly caused by the ON-OFF (ON means downloading a segment, and OFF means staying idle) in DASH [3] . In Section III-A, we shall explain these problems in more details.
Although there are quite a few works addressing rate adaptation problems for video transport over DASH, several research problems about video streaming for multiple clients over DASH are still open and challenging. For example, there is a trade-off between the stability and efficiency for video bit-rate adaptation. Generally, under time-varying bandwidth, requesting a low video bit-rate gives more room for rate selection, and therefore well ensure high stability (smoothness) and continuous video playback. This, however, leads to low video quality with low bandwidth utilization (under-utilization or inefficiency). In addition, there is a trade-off between the sensitivity and the stability. Since channel bandwidth is inherently time-varying, high sensitivity of a rate control approach usually makes the video bit-rate match the bandwidth well, but may lead to high instability. These challenges become more troublesome when multiple clients are competing over a bottleneck link since each client will try to maximize its received video quality without considering the others. Besides, the fairness problem arises for multiple clients over DASH since the DASH client is deployed over HTTP/TCP. In this case, the trade-off among different performance factors becomes more challenging as will be detailed in Section III-A.
In this work, we propose a Throughput-Friendly DASH (TFDASH) rate control scheme for multiple clients over DASH, to well balance the trade-offs among efficiency, stability, and fairness. First, considering that the estimated bandwidth is generally not equal to the fair shared bandwidth as explained in Section III-A, the probed bandwidth, which is obtained by our proposed Logarithmic Increase Multiplicative Decrease (LIMD) based bandwidth probing scheme, is adopted to guide the rate adaptation. For the fairness consideration, we focus on preventing the occurrence of OFF phenomenon during the downloading process, this is because only when the bandwidth is under over-subscription, the bandwidths estimated by the clients individually are approximately equal and fairness can therefore be reached. Besides, without OFF periods, i.e., there is no idle period during the downloading process, the bandwidth utilization is naturally high. However, in this case, how to maintain the system stability becomes challenging since the bandwidth is time-varying, as a too high video bit-rate leads to congestion and playback freeze, while a too low video bit-rate causes buffer overflow without OFF periods. Thus, considering that the available video bit-rates are limited and discrete, the actual video bit-rate must be switched up and down around the fairly shared bandwidth, leading to high instability. Therefore, we adopt a dual-threshold buffer model proposed in our previous work [4] , [5] that employ two thresholds (a low threshold for preventing buffer underflow and a high threshold for preventing buffer overflow) to smooth out the video bit-rate. With this model, a DASH client will continuously download video segments without the need of OFF periods. Specifically, if the available bandwidth is higher than the requested video bit-rate, the buffer occupancy will increase and then approach to the high threshold, and when the buffer occupancy exceeds the high threshold, the requested video bit-rate will be switched up to prevent buffer overflow, and vice versa. Therefore, without OFF periods, the fairness and efficiency problems are resolved. Furthermore, when the buffer occupancy is in between the two thresholds, a probability driven rate adaptation scheme to ensure high visual quality by jointly considering several key factors including buffer occupancy, video playback quality, video bit-rate switching frequency and amplitude.
II. BACKGROUND AND MOTIVATION
Although DASH is relatively new, due to its popularity, it has attracted much research effort recently. For example, Watson [6] systematically introduced the DASH framework of Netflix, which has been the largest DASH stream provider in the world.
As mentioned above, dynamic rate adaptation is a key feature of DASH since it can automatically throttle the visual quality to match the available bandwidth so that each user receives the video with the maximum quality possible. Akhshabi et al. [7] compared the rate adaption schemes used for three popular DASH clients: Netflix client [6] , Microsoft Smooth Streaming [8] , and Adobe OSMF [9] . It was reported in [7] that none of the DASH client-based rate adaptation is good enough, as they are either too aggressive or too conservative. Some clients even just switch between the highest and lowest bitrates. Also, all of them lead to relatively long response time under the shift of network congestion level. Existing rate adaptation schemes for DASH, such as bandwidth-based schemes [9] - [11] and buffer-based schemes [12] , [13] , aim at either achieving a high bandwidth utilization efficiency by dynamically adapting the video bitrate to match an available bandwidth, or maintaining continuous video playback by smoothing the video bitrate to avoid buffer overflow/underflow. Nevertheless, due to unavoidable bandwidth variations, existing schemes usually cannot achieve a good trade-off between video bitrate smoothness and bandwidth utilization. In our previous work [5] , a control theoretic approach was proposed to achieve a good trade-off between video rate smoothness and bandwidth utilization. In [5] , a dualthreshold based buffer occupancy model was proposed to smooth out the short-term bandwidth variations so as to maintain the smoothness of video rate. The main objective of the rate adaption method in [5] is, however, to avoid buffer overflow and underflow without considering other factors, such as switching frequency and amplitude, which also can affect the perceived visual quality [14] . Furthermore, these rate control algorithms are designed with the underlying assumption that the TCP downloading throughput observed by a client is its fair share of the network bandwidth, and the fairness problem, which seriously affect the performance for multiple clients over DASH, has not been taken into account. However, due to the OFF intervals during the downloading process [3] , such schemes often lead to video bit-rate oscillations, underutilization, and unfair bandwidth sharing when multiple clients compete over a common bottleneck link, as will be demonstrated in Section III-A.
Recently, the problems with video streaming for multiple DASH clients competing over a common bottleneck have been studied in [15] - [17] . Jiang et al. [15] studied bit-rate adaptation problems and identified the causes of several undesirable interactions that arise as a consequence of overlaying the video bit-rate adaptation over HTTP. Further, they developed a suite of techniques that tried to systematically guide the trade-offs between stability, fairness, and efficiency. However, the approach did not well consider the factors that most influence visual quality, such as video bit-rate switching frequency and amplitude. Besides, it also did not take care of reducing the OFF periods which is the root causes of unfairness and underutilization in bandwidth allocation [3] , [16] , [17] , instead, it adopted a randomized scheduler to determine when to download a new segment, by which the client needs to wait for a short period. In [16] and [17] , a "probe and adapt" principle was proposed for video bit-rate adaptation where "probe" refers to trial increment of the data rate, instead of sending auxiliary piggybacking traffic, and "adapt" means to select a suitable video bit-rate based on the probed bandwidth. Its additiveincrease multiplicative-decrease (AIMD) probing mechanism shares similarities with TCP congestion control [18] , which leads to a long convergence time and failure in properly tracking the time-varying bandwidth. While for the "adapt" component, the video bit-rate switching decision is mainly dependent on the probed bandwidth without considering the other factors which most influence visual quality, leading to low bandwidth utilization and high instability.
Besides rate adaptation mechanisms for DASH, there are some other works addressing the fairness problem from several different angles [19] - [22] . The approach in [19] aims to achieve proportional fairness at the packet level by implementing weighted fair queuing. However, these approaches are conducted in a concentrated manner, which has limitation in supporting the large-scale multimedia delivery. A new protocol is proposed in the context of multi-server HTTP adaptive streaming, aiming to improve the user experience by providing better fairness, efficiency and stability in [20] . Joseph and de Veciana [21] jointly optimized the network resource allocation and video quality adaptation by the crosslayer optimization method, in which fairness was also considered. In [22] , the fairness problem was addressed by applying a traffic shaping server.
In [23] , we studied the instability, unfairness, and underutilization problems for multiple DASH clients competing over a common bottleneck, where we proposed to probe the bandwidth by a logarithmic law based increase probing scheme and a conservative back-off based decrease probing scheme. Compared with [17] , the probed bandwidth converges more quickly and tracks the time-varying bandwidth better. Besides, a dual-threshold buffer model was adopted to avoid buffer overflow/underflow. However, the method did not fully consider key factor that most impact visual quality, including buffer occupancy, video playback quality, video bit-rate switching frequency and amplitude. As an extension of [23] , the work achieves a better trade-off among the instability, unfairness, and underutilization. Besides the LIMD based bandwidth probing scheme and dual threshold buffer model, a probability driven rate control logic is also proposed to achieve better visual quality. Moreover, it can break out the balance that the bandwidth is in perfect-subscription with unfair share of the bandwidth.
III. PROBLEMS WITH RATE ADAPTION FOR MULTIPLE CLIENTS OVER DASH A. Problem Statement
To provide satisfactory performance for media streaming under the scenario of multiple users over DASH, the issues about stability, fairness, and bandwidth utilization need to be jointly considered. To explain it clearly, Fig. 1 illustrates the temporal overlap of the ON-OFF periods among two competing users as an example. Suppose the available band- width is C and that a single active connection gets the whole available bandwidth, while two active connections share it fairly, i.e., each gets C/2. We further denote by C 1 and C 2 the throughput received by the two users, and C 1 = C 2 = C/2 ideally. Fig. 1(a) shows the case where there is no overlap of the ON periods for the two users, i.e., each user monopolizes the available bandwidth during its ON period such that we have C 1 = C 2 = C. When both users overestimate their fairly shared bandwidth, they may request new segments with higher bit-rates, thereby causing congestion. In the case of congestion, the users will find that their estimated bandwidth is less than their previous estimation, and thus will switch to a lower video bit-rate. This oscillation can repeat, leading to video playback instability. Fig. 1(b) shows the situation where the ON period of one user falls in the ON period of the other user. This may happen when the users request video segments with different video bit-rates. In this case, the throughput observed by the users is C 1 > C/2 and C 2 = C/2, i.e., user one overestimates the fair share of bandwidth. When only one user overestimates the fair share of bandwidth, the two users will converge to a stable but unfair equilibrium that the user, who overestimates the fair share of bandwidth, will request a higher video bit-rate, causing unfairness problem. At last, in Fig. 1 (c) the ON periods of the two users are perfectly aligned, and both users observe that C 1 = C 2 = C/2. Though both users estimate the fair share of bandwidth correctly, it still may cause underutilization problem. This is mainly because the available bandwidth at the server side is discrete (quantized) and limited. For example, when the quantized available bandwidth cannot be C/2, then both users may request the maximum available video bit-rate which is smaller than C/2 to avoid playback interruptions (buffer underflow). In this case, OFF periods (sleeping mechanism) are adopted to prevent buffer overflow, and underutilization problem occurs.
For bandwidth consumption, three different scenarios are considered: perfect-subscription, over-subscription, and under-subscription, denoting the situations that the total amount of bandwidth requested by the clients is equal to, larger than, and smaller than the available bandwidth, respectively. Suppose TCP is in ideal behavior, i.e., perfectly equal sharing of the available bandwidth when the transfers overlap. The unfairness among clients mainly comes from the ON-OFF phenomenon in DASH [3] . As demonstrated in [17] , only when the bandwidth is in over-subscription, i.e., the congestion occurs, the bandwidths estimated by the clients are approximately equal, and fairness can be obtained. This is because when all the clients are continuously downloading without any OFF period, the bandwidth is equally shared by the DASH clients since all DASH clients are built on top of TCP which is fair in nature. However, when congestion occurs, the video buffer at the client side will be drained, causing playback freeze, which can severely degrade quality of experience. When the bandwidth is in under-subscription, the requested video bit-rate is smaller than the available bandwidth, and OFF periods are needed to suspend the transmission so as to avoid buffer overflow. In this case, instability, unfairness, and underutilization problems may happen as explained above.
Intuitively the objective of a rate adaption scheme is to control the bandwidth to stay in perfect-subscription, and all the clients request the same bit-rate as the fair-share bandwidth. However, it is very difficult, if not impossible, to achieve this objective since only when the bandwidth is in over-subscription, the fairness can be guaranteed for the DASH clients. On the other hand, even if the DASH clients can obtain the fair-share bandwidth, generally there is no available video bit-rate which exactly matches the fair-share bandwidth since the video sequences are only transcoded into several discrete bit-rates at the server side.
B. Rate Adaption Approach Overview
In this work, fairness is enforced on a long-term (not instantaneous) basis such that, for an certain moment, the clients may request different video bit-rates. While for relatively long time, the average video bit-rates for the clients are approximately equivalent. This can be achieved by alternately switching up and down the video bit-rate. However, from the viewpoint of quality of user experience, frequent bit-rate switching is annoying. Therefore, a dual-threshold buffered model is adopted, which was proposed and proven to be effective in our previous work [5] . To improve the visual quality, based on this model, we further propose a probability-driven rate switching logic, which takes into account several key factors that most impact visual quality, including buffer occupancy, video playback quality, video rate switching frequency and amplitude.
To ensure fairness, we focus on preventing the occurrence of OFF phenomenon, i.e., the bandwidth is either in perfectsubscription or in over-subscription. In the case of oversubscription, the fairness is guaranteed, whereas in the case of perfect-subscription, there is an unlimited number of bandwidth sharing modes. It is worth to notice that though it is easy to avoid OFF phenomenon by keeping on downloading without interruption, it is even impossible to distinguish if the bandwidth is in perfect-subscription or in over-subscription. Moreover, since the available bit-rate is limited and discrete, instead of using the estimated bandwidth, we propose an effective bandwidth probing scheme to guide the rate adaptation. As a result, the dynamic equilibrium state is probed for each client such that the client's video bit-rate fluctuates around the fair-share bandwidth, which reaches long-term fairness. Fig. 2 shows the flowchart of our proposed rate adaption approach. In DASH, the video bit-rate can be changed only when a segment is completely downloaded. Then, to determine the video bit-rate for the next segment to be downloaded, we first estimate the bandwidth and smooth it by a Kalman filter (Section IV-A). Then, together with the estimated bandwidth, we update the probed bandwidth which will be used to guide the rate adaption (Section IV-B). According to the buffer occupancy, the video bit-rate is adapted under three scenarios. When the buffer occupancy is in between the two predefined thresholds, a probability driven rate adaption is applied (Section V-B); otherwise, the video bit-rate is selected to avoid buffer overflow and underflow (V-C).
The advantages of our proposed rate adaption scheme can be summarized as follows:
1) Fairness: In our proposed rate adaptation approach, no OFF phenomenon happens unless the maximal available video bit-rate has been reached. Without OFF phenomenon, the bandwidth is either over-subscription or perfectsubscription. For the former, the fairness is guaranteed. While for the later, though there are unlimited number of bandwidth sharing modes in theory, depending on the starting time of downloads, instead of using the estimated bandwidth, we probe the video bit-rate by combining the probed bandwidth and probability driven rate adaption to break the balance, and bandwidth is transfered from perfect-subscription to over-subscription.
2) Efficiency: Without OFF phenomenon, the available bandwidth can be shared by clients with high-efficiency, and the bandwidth utilization approaches to 100%. The experiments also show that our proposed rate adaptation approach achieves high average video bit-rate and high bandwidth utilization efficiency.
3) Stability: With the proposed dual-threshold, the effect of buffer occupancy oscillations and bandwidth variations on video bit-rate adaptation can be mitigated. Furthermore, during the rate adaptation process, the smoothness (i.e., the number of previous segments which have the same video bit-rate) is also taken into account. 4) High Visual Quality: Besides the smoothness, our method also consider several additional key factors that most influence visual quality, including buffer occupancy, video playback quality, video rate switching frequency and amplitude. Besides, buffer overflow and underflow are effectively mitigated.
In the following sections, we give the details of the components in Fig. 2 for the rate adaptation approach. Important symbols used in this paper are summarized in Table I .
IV. RECEIVING BANDWIDTH ESTIMATION AND PROBING

A. Smooth TCP Receiving Bandwidth Estimation
Assume a video clip is encoded into L different versions, with different playback video bit-rates
All versions of the video are partitioned into equal-length segments, each of which consuming the same playback time of τ . For each client, the streaming process is divided into sequential segment downloading steps k = 1, 2, 3, .... Without loss of generality, suppose a client starts downloading segment k at time instant t s k and the segment is downloaded completely at t e k . and the video bit-rate for segment k is v k . Then, the smoothed segment-bias bandwidth,b k , can be 
Furthermore, to eliminate the noise and interference during the receiving bandwidth estimation, Kalman filter [24] , [25] is adopted. Then, we have
where b k is the amended bandwidth by Kalman filter, and is w a coefficient with 0 < w < 1. Eq. (2) shows that the amended bandwidth for downloading segment k, b k , is adjusted by w based on the previous amended bandwidth b k−1 and the currently measured bandwidthb k−1 . If w is small, the previous amended bandwidth may play a more important role in predicting the bandwidth, As w gets larger, the amended bandwidth is closer to the current measured value. Thus, if the variation of bandwidth is large, we should decrease w, and if the variation of bandwidth is small, we can increase w to more accurately reflect the change of network condition. Therefore, the value of coefficient w is given as follows:
where u 0 is a constant, and u is the normalized difference between the measured value and amended value that
B. LIMD-Based Bandwidth Probing
Due to the ON-OFF phenomenon in DASH, the bandwidth estimated by a client is discrepant and cannot be used directly for rate adaptation [3] . Moreover, as demonstrated in III-A, only when the bandwidth is oversubscribed, i.e., the congestion occurs, the bandwidth estimated by a client is equal to the fair-share bandwidth (all the clients see nearly the same available bandwidth). On the other hand, when congestion occurs, the requested video bit-rate cannot be supported by the bandwidth, and playback freeze may happen. Thus, how to obtain the fair-share bandwidth without congestion is critical for improving the rate adaptation performance for DASH.
In this section, we propose a Logarithmic Increase Multiplicative Decrease (LIMD) based bandwidth probing scheme, which includes a logarithmic increase phase and a multiplicative decrease phase, to make the probed bandwidth quickly converge to the fair-share bandwidth. The intuition behind this method is that the estimated bandwidth in IV-A by a client is always the upper bound of the fair-share bandwidth due to the off intervals [3] , [23] . Thus, during the increase probing phase, the probed bandwidth will continuously increase until it exceeds the estimated bandwidth in (2) . Then, when the probed bandwidth is higher than the estimated bandwidth, the client will switch to the decrease probing phase to avoid congestion. This is similar to the Additive Increase Multiplicative Decrease (AIMD) based congestion control of TCP, where the transport rate continuously increases until a packet loss happens.
However, there are many problems with AIMD-based scheme in video streaming, such as its slow start and frequent fluctuations. Therefore, the granularity of probing has to be selected carefully [17] , [23] . Coarse granularity makes the probed bandwidth converge quickly, but it may over-probe and lead to congestion. In contrast, probing of too fine granularity takes a long time to converge and usually cannot track the time-varying bandwidth well.
To address the above issues, an LIMD based probing scheme is proposed to increase the probed bandwidth since when the gap between the probed bandwidth and the fairshare bandwidth (we cannot obtain the fair-share bandwidth in practice, and instead its upper bound, i.e., the estimated bandwidth is used for approximation) is large, a coarse granularity probing scheme should be employed to increase the probed bandwidth quickly. On the other hand, when the gap is small, a fine granularity probing scheme should be adopted to avoid over-probing. Moreover, when the probed bandwidth is higher than the fair-share bandwidth, congestions may occur, thereby leading to playback freezing. In this case, a conservative backoff scheme is designed to decrease the probed bandwidth guaranteeing that no congestion happens.
Specifically, we denoteb k the probed bandwidth which will be used for guiding the video bit-rate switching for segment k, and it is initialized to zero thatb 0 = 0. Whenever a segment is completely downloaded, the estimated bandwidth is update according to (2) . Then, the probed bandwidth is updated as
where is a constant to avoid slow convergence, and α is a positive constant satisfying that α > 1. By (5), the probed bandwidth will quickly approach to the estimated bandwidth in the logarithmic law at first. However, when the gap between theb k−1 and b k−1 is small, i.e., b k−1 −b k−1 2 < , the probed bandwidth would be additively increased by rather than by logarithmic law. On the other hand, when the probed bandwidth exceeds the estimated, a conservative back-off scheme is adopted to controlb k−1 to be not higher than b k−1 .
V. RATE ADAPTATION LOGIC
A. Buffered Video Time Model
To maintain continuous playback, a video streaming client normally contains a video buffer to absorb temporary mismatch between the video downloading rate and video playback rate. In conventional single-version video streaming, the buffered video playback time can be easily measured by dividing the buffered video size by the average video playback rate. In DASH, however, different video versions have different video playback rates. Since a video buffer contains segments from different versions, there is no longer a direct mapping between the buffered video size and the buffered video time.
To tackle the problem, we use the buffered video time to measure the length of video playback buffer.
The buffered video time process, represented as q(t), can be modeled as a queue with a constant service rate of unity, i.e., in each second, a piece of video with length of one second of playback time is dequeued from the buffer and then played. The enqueue process is driven by the video download rate and the downloaded video version. We adapt the video bit-rate when a segment has been downloaded completely. Without loss of generality, suppose a client starts downloading segment k at time instant t s k and the segment is downloaded completely at t e k . Then, we have
and b k is the estimated bandwidth given in (2)). Then the buffered video time evolution becomes
where the second term of (7) is the added video time upon the completion of the downloading of segment k +1, and the third term reflects the fact that the buffered video time is consumed linearly at a rate of unity during the downloading process. However, if the bandwidth is too high, a sleep mechanism is needed to postpone the segment request so as to avoid buffer overflow [5] . Assume the sleeping time is τ s , then (7) is rewritten as
From the control system point of view, there is a fundamental conflict between maintaining stable video bit-rate and maintaining stable buffer occupancy, due to the unavoidable network bandwidth variations. Nevertheless, from the
end user point of view, video bit-rate fluctuations are much more perceivable than buffer occupancy oscillations. The recent work in [14] reported that switching back-and-forth between different bit-rates will significantly degrade users viewing experience, whereas buffer size variations do not have direct impact on video streaming quality as long as the video buffer does not deplete. Thus, a dual-threshold buffer occupancy model is adopted to mitigate the effect of buffer occupancy oscillations on video bit-rate adaptation. The dual-threshold buffer occupancy model has two predefined thresholds, q high and q low .
When the buffer occupancy is in between q high and q low , the video bit-rate is adapted in a probabilistic manner by taking into account several key factors that have critical impact on visual quality, including buffer occupancy, video playback quality, video rate switching frequency and amplitude. Otherwise, video bit-rate is switched to avoid buffer overflow/underflow. The details are given in the next subsections.
B. Probability-Driven Rate Control
When the buffer occupancy is in between the two thresholds, i.e., q min ≤ q k−1 ≤ q max , the continuous video playback can be guaranteed with high confidence. Then, we prefer to switch the video bit-rate to a more suitable level. Considering the fairness of all the competing clients, the video bit-rate is adapted in a probabilistic manner.
The probability is given by (9) , as shown at the top of this page, which is determined by several factors, including the bit-rate of last segment v k−1 , the current buffer occupancy q k−1 , the number of consecutive segments which have the same video bit-rate with segment k−1, and the target video bit-rate for the segment to be requested (i.e., bit-rate v k for segment k). The probability is designed by comprehensively considering the effects of key factors on quality of user experience, including the risk of buffer overflow and underflow, the video bit-rate switching frequency and amplitude, and the video quality. The probability in (9) consists of four items. Now, we give the details of the motivation and explanation for each item as follows.
Effect of buffer occupancy on video bit-rate switching decision, C 1 . It is the sum of two sub-items, respectively denoting the switch-up and switch-down of video bit-rate, compared with the current video bit-rate. Each sub-item can be further roughly classified into three cases: i ) the buffer occupancy is lower than the reference threshold q re f , ii) the buffer occupancy is equal to q ref , and iii) the buffer occupancy is higher than q re f . Now, we take the first sub-item, i.e., switch-up of video bit-rate as an example to analyze the above three cases. When the buffer occupancy is lower than q re f , denoting the risk of buffer underflow is higher than that of buffer overflow in the bias of buffer occupancy. Thus, switch-up of video bit-rate is inadvisable. Besides, the larger of the gap between the buffer occupancy and q ref , the higher of the risk of buffer underflow, and also the smaller of the probability of video bit-rate switch-up, and vice versa. At last, when the buffer occupancy is equal to q re f , the risk of buffer underflow is the same as that of buffer overflow, and the probabilities of switch-up and switch-down of video bit-rate should be equal. Moreover, the probability of switch-up of video bit-rate should not be linearly proportional to the buffer occupancy. Instead, the probability should decrease quickly when the buffer occupancy goes below q re f to avoid buffer underflow, and increase quickly when the buffer occupancy goes above q ref to avoid buffer overflow. Therefore, the following Sigmoid function is applied since it meets the above requirements:
where in C 1 , f (q) = f (x) by setting x min = q min , x max = q max , x 0 = q re f , and sgn(x) is given in (11):
denoting if the video bit-rate is switched up or down, or remains unchanged.
The second sub-item in C 1 (i.e., switch-down of video bit-rate) has opposite characteristics with the case of video bit-rate switch-up, and the probability is given by 1 − f (x) .
Effect of video quality on video bit-rate switching decision, C 2 . Generally, the higher the video bit-rate, the better the quality of experience. Thus, only in the bias of video bit-rate, a high video bit-rate is preferred during the rate switching process. On the other hand, as shown in [26] and [27] , user experience follows the logarithmic law, and QoE function can be modeled in a logarithmic form for applications of file downloading and web browsing. As such, we use the logarithmic function of the video bit-rate to present the effect of video bit-rate on the probability of video bit-rate switching. In C 2 , ε is a small positive number with ε ≥ 1 to ensure that the probability is nonnegative, typically we set ε = 1, and the term of ln (v max − v min + ε) is used to normalize the probability to range [0, 1]. [14] that gradually switching the video bit-rate is more preferred. Therefore, the probability of video bit-rate switching should be decreased as the gap of the video bit-rate increases. Also, the probability is modeled as the logarithmic function of the difference of the video bit-rate between two consecutive segments as shown in C 3 , and parameter ε ≥ 1.
Effect of switching amplitude, i.e., the gap of the video bit-rate between two consecutive segments, on bit-rate switching decision, C 3 . It was shown in
Effect of switching frequency (i.e., the smoothness of  video bit-rate) on the bit-rate switching decision, C 4 . Because frequent bit-rate switching is annoying [2] , the effect of bit-rate switching on visual quality decreases as the number of previous segments with the same video bit-rate increases. This is mainly because human is sensitive to frequent short-term video bit-rate fluctuations rather than long-term video bit-rate switchings. We use the number, which denotes the number of previous segments with the same video bit-rate, to present the smoothness of video bit-rate. The lager the number is, the higher the smoothness will be, and the less impact the video bit-rate switching will make on visual quality. Therefore, the probability is an increasing function of the number, and the Sigmoid function in (10) is adopted so that f (n k ) = f (x) with x min = n min , x max = n max and x 0 = n 0 . Typically, we set n max = N = 15 which is a length of 30s of video content with segment length τ = 2s, n min = 1 which is the minimum value of n k , i.e., the latest two consecutive segments have different video bit-rates, and n 0 = 2 * n max 3 as smooth video bit-rate is more preferred when the buffer occupancy is in between q min and q max .
After deriving the probabilities in (9) for all candidate video bit-rates, the video bit-rate is switched to the target one for segment k according to the probabilities.
C. Buffer Overflow and Underflow Control
When the buffer occupancy is higher than q high or lower than q low , buffer overflow or underflow should be avoided. To this end, when q(t s k ) > q high or q(t s k ) < q low , an appropriate video bit-rate should be selected.
Specifically, when buffer occupancy is low (lower than the threshold q low ), we will select the maximal available video bitrate which is lower than the estimated bandwidth. On the other hand, when when buffer occupancy is high (higher than the threshold q high ), the minimal available video bitrate which is higher than the estimated bandwidth is selected. Therefore, the video bit-rate for segment k is given as: (12) and when q low ≤ q(t s k ) ≤ q high , the video bit-rate is selected according to Section V-B.
VI. EXPERIMENTS
In this section, we evaluate our rate adaption algorithms in terms of efficiency, fairness, and stability under the scenario that multiple clients compete over a bottleneck link.
A. Experiments Setup
We implement our TFDASH system in Linux/UNIX-based platforms. Our testbed consists of one web server handling media delivery, one router, and n(n ≥ 2) DASH clients. The server and clients run the standard Ubuntu of version 12.04.1. The server is installed with the Apache HTTP server of version 2.4.1, and Dummynet is used in the server to control the upload bandwidth [28] . In the testbed, the bottleneck is the bandwidth between the server and the router. In our experiments, for the content, we adopted the Big Buck Bunny sequence which is also part of the DASH dataset [29] . The video sequence is pre-transcoded into 11 different video bitrates with three resolutions that the resolutions is 480p for bitrate of 235, 375, 560 kbps, 720p for 750, 1050, 1750, 2350 kbps, and 1080p for 3000, 3850, 4300, 5800 kbps.
Due to the complex network characteristics, it is hard to find the optimal values of the two thresholds q high and q low [5] .
In our experiments, we set q low = 5s since this start-up delay can be tolerated by most existing streaming systems, and q high = 25s which is reasonable value for current existing devices, including mobile phones, to buffer such a length of media data. The maximum buffer size is set to 30s for all schemes in this work. However, generally a better performance can be obtained with a larger buffer size. This is because with a larger buffer size, the bandwidth variations can be better absorbed by the buffered video and a smoother video rate is guaranteed. Besides, we can also set relatively large q low to maintain a higher buffer occupancy so as to ensure continuous video playback. The effects of these two parameters on system performance can be found in our previous work [5] . For the other parameters used in the experiments, there default values are α = 1.25, = 32kbps, and u 0 = 0.5.
For performance comparison, besides our TFDASH method, we also implement some popular DASH clients, including FESTIVE [15] and PANDA [17] . FESTIVE was proposed to balance the performance of efficiency, fairness, and stability for DASH clients by subtracting a random buffered video time from the target buffer occupancy for each segment request. In contrast, PANDA particularly considers the scenario when multiple clients are competing over a bottleneck link. It adopts the additive-increase multiplicative-decrease (AIMD) scheme to probe the available bandwidth, which is similar to the TCP congestion control scheme, and then adjust the video bit-rate according to the probed bandwidth.
B. Video Bit-Rate Switching Performance
In this experiments, the bandwidth between the server and the router is controlled by Dummynet such that, during the first 230s, the available bandwidth (avail_bw) is set to be 3000 kbps, and then it is limited to be 1500 kbps from 230s to 440s. At last, the avail_bw is switched to 4000 kbps until the experiment ends. While during the first phase, i.e., from 0s to 230s, four short-term bandwidth variations are added, including both positive and negative spikes. And for the second phrase (from 230s to 440s) and third phrase (from 440s to 650s), several positive and negative bandwidth spikes are added. Besides, two clients are competing for the avail_bw (for the case of more clients, the performance is shown in the next subsection), the first client begins to download the video segments at the beginning of the experiment until all the video segments have been downloaded completely, and then it leaves the system. The second client joints the system at 50s, and leaves when it has completely downloaded all video segments.
The results of all DASH clients are shown in Fig. 3 . First, the performances on rate and buffer occupancy with FESTIVE are shown in Fig. 3(a) and Fig. 3(b) , respectively. Since FESTIVE does not apply the probing scheme, and instead it directly utilize the estimated bandwidth for rate adaptation, we plot the estimated bandwidth (i.e., segment-level bandwidth, frag_bw for short, which is obtained as the segment size divided by the time to download the segment [10] ) for each client. Due to the ON-OFF operations, the estimated bandwidth is generally higher than the fairly-shared bandwidth. Fig. 3(a) shows the sum of the two clients' estimated bandwidths is generally higher than the available bandwidth, while both clients have close estimated bandwidth. Thus, the clients usually over-estimate the fairly-shared bandwidth and then request for video segments with too high video bit-rate, thereby causing congestions. When this happens, the clients will find that their estimated bandwidth is less than their previous estimation, and thus switch to a lower video bit-rate. This oscillation can repeat, thereby causing video playback instability as explained in Fig. 1. Fig. 3 (a) also demonstrates this the video bit-rates of clients switch frequently, which can significantly hurt user experience. Besides, the buffer occupancy fluctuates around a certain value (15s) for both clients. This is because in FESTIVE, the buffer occupancy threshold is preset to be 15s in the experiments. When the buffer occupancy of a client is higher than the threshold, the client will wait for some time before requesting the next segments. Otherwise, it will immediately send segment requests. Moreover, the threshold will be randomly adjusted when a segment is downloaded completely (before requesting the next segment), this also leads to small fluctuations of buffer occupancy. At 230s, the buffer occupancy decreases quickly and then increases to be around the threshold, this is mainly because the available bandwidth decreases dramatically from 3000 kbps to 1500 kbps at 230s.
We than analyze the performance of PANDA as shown in Fig. 3 (c) and Fig. 3(d) . Considering that the estimated bandwidth generally differs from (higher than most of the time) the fairly-shared bandwidth, the AIMD-based probing scheme is adopted to probe the fairly-shared bandwidth. As a result, a PANDA client switches its video bit-rate according to the probed bandwidth and its buffer occupancy. However, due to the characteristics of AIMD, such as slow start and frequent fluctuations, when the bandwidth changes, it takes long time to track the bandwidth well as Fig. 3(c) shows. For example, when client-2 joins the system at 50s, it takes more than 50s to probe the bandwidth well. Also, when client-2 joins the system, client-1 does not detect that the the fair-shared bandwidth is decreasing quickly. Until longer than 50s later, both clients have nearly the same probed bandwidth. Compared with FESTIVE, we can find that, with the probing scheme, PANDA achieves much smoother video bit-rate for both clients. However, since the probed bandwidth is used as the main signal for rate adaptation in PANDA, the video bit-rate also fluctuates to match the probed bandwidth. Besides, as the video bit-rate is discrete, the video bit-rate selected is usually lower than the probed bandwidth to ensure continuous video playback, which leads to higher buffer occupancy as shown in Fig. 3(d) . However, this also leads to low bandwidth utilization efficiency since the video bit-rate is generally lower than the bandwidth. Fig. 3 (e) and Fig. 3(f) show the performance of TFDASH. Similar to PANDA, the probing scheme is also adopted and the probed bandwidth is used to guide the rate adaptation. However, there are several major differences from PANDA. First, the proposed LIMD scheme tracks the bandwidth much better and quicker than AIMD as illustrated in Fig. 3(e ). From Fig. 3 (e) we can find that when client-2 joins the system, it takes only about 10s to track the fair-share bandwidth well, and client-1 detects the bandwidth change quickly such that the probed bandwidths for both clients converge soon. Another major difference is that, instead of solely relying on the probed bandwidth for rate adaptation, the proposed dual-threshold buffer model effectively avoids buffer overflow/underflow. Besides, the proposed probability driven rate control logic can adequately break out the balance in case that the bandwidth is in perfect-subscription with unfair bandwidth sharing. Thanks to the dual-threshold buffer model, we smooth out bitrate by relaxing the smoothness of buffer occupancy provided that no buffer underflow (playback freeze) happens. This is reasonable since from the control system point of view, there is a fundamental conflict between maintaining stable video bitrate and maintaining stable buffer occupancy, due to the unavoidable network bandwidth variations. Nevertheless, from the end user point of view, video bitrate fluctuations are much more annoying than buffer occupancy oscillations. Besides, our rate adaptation scheme takes into account several factors that most influence the quality of experience, including buffer occupancy, video playback quality, video bit-rate switching frequency and amplitude. Therefore, the video bit-rate in Fig. 3(e) is much smoother (more stable) than that with FESTIVE and PANDA. Besides, TFDASH allows the bit-rate to be higher than the probed bandwidth, thereby achieving significantly a higher bandwidth utilization efficiency and higher average video bit-rate compared with FESTIVE and PANDA under the some network conditions. At last, the buffer occupancy results in Fig. 3(f) shows that no buffer overflow/underflow happens, i.e., continuous video playback is guaranteed. From all the results, we can conclude that compared with FESTIVE and PANDA, TFDASH achieves much smoother and higher video bit-rate, and higher efficiency and stability.
Moreover, for the short-term bandwidth spikes, FESTIVE and PANDA generally switch up/down their bitrates, which is often unnecessary since there is enough buffered media/buffer space to accommodate the short-term bandwidth variations. In contrast, TFDASH can tolerate these short-term bandwidth variations more adequately, thanks to the proposed dualthreshold buffer model. This demonstrates the high robustness of TFDASH to short-term network variations.
C. Efficiency, Fairness ,and Stability Performances
In this subsection, we compare the efficiency, stability, and fairness performances of all three schemes based on the following metrics [15] :
• Inefficiency: The inefficiency at time is measured by
where v k,i is the video bit-rate of the k th segment for client i , and b is the available bandwidth. A value close to zero implies that the clients in aggregate are using as high an average bit rate as possible to improve user experience. • Instability: Recent studies suggest that users are likely to be sensitive to frequent and significant bit-rate switches [30] . We define the instability metric as
, which is the weighted sum of all switch steps observed within the last d 0 = 10 segments divided by the weighted sum of bit-rates in the last d 0 segments. We use the weight function w(d) = k − d to add linear penalty to more recent bit-rate switch. • Unfairness: The unfairness at t is defined as √ 1 − J ain Fair t , where J ain Fair t the Jain fairness index [31] calculated on the rates v k,i at time t over all clients. We first compare the performance of all schemes with two competing clients, and the avail_bw varies from 1 Mbps to 10 Mbps. Fig. 4 show that TFDASH always achieves the lowest inefficiency, instability, and unfairness, i.e., compared with FESTIVE and PANDA, TFDASH can provide higher and smoother video bit-rate, and besides, it can also better guarantee the fairness between the clients. As the avail_bw increases, the performance does not monotonically increase or decrease. This is mainly because the video bit-rate is discrete so that for a given avail_bw, if the fair-share bandwidth is equal (close) to an available video bit-rate, generally better performance can be achieved, and vice versa.
Moreover, we also vary the number of competing clients from two to fifteen to evaluate the performance of the three schemes with avail_bw constraint of 10 Mbps as shown in Fig. 5 . Similar to the results in Fig. 4 , TFDASH always achieve the best performance in terms of efficiency, stability, and fairness. The performance improvement mainly come from the LIMD based bandwidth probing scheme, the proposed dual-threshold buffer model, and the probability-driven rate control logic.
Then, we vary both the number of competing clients and avail_bw to evaluate the performances of all schemes.
Specifically, the fairly shared bandwidth for each client is kept to be 1 Mbps, i.e., the avail_bw is set to be 2 Mbps for two competing clients, the avail_bw is set to be 3 Mbps for three competing clients, and so on. The results in Fig. 6 show that TFDASH still achieves the best performance in all cases, demonstrating the high efficiency of TFDASH. As for the performance of efficiency and stability, Fig. 6(a) and Fig. 6(b) show that in different cases, all the schemes have insignificant performance fluctuations, this is because the fairshare bandwidth plays an important role in the decision of video bit-rate, which is always the same (equal to 1 Mbps) in this experiment. While in terms of fairness, TFDASH performs the best, but all schemes fluctuate as the number of clients increase. This is obvious since fairness is easy to be affected by the number of competing clients.
At last, we conduct performance evaluation according to the suggested test cases for multiple clients in IETF RMCAT [32] , we conduct new experiments based on the path capacity variation pattern listed in Table II with a corresponding end time of 125 seconds. We use background non-adaptive UDP traffics to simulate a time-varying bottleneck for congestion controlled media flows. In the experiments, the physical path capacity is 10 Mbps and the UDP traffic source rate changes over time as 10 − x Mbps, where x is the bottleneck capacity specified in Table II. As shown in Fig. 7 , TFDASH always achieves the best performance in terms of efficiency, stability, and fairness. The performance improvement mainly comes from the LIMD based bandwidth probing scheme, the proposed dual-threshold buffer model based and probability driven rate control logic. Specifically, the LIMD-based bandwidth probing scheme can track the bandwidth significantly better and quicker, the proposed dual-threshold buffer model can achieve a good tradeoff between the smoothness and high efficiency, and the probability-driven rate control logic can improve the fairness among clients competing for channel bandwidth.
D. Performance With Three Types of Competing Clients
In DASH, it is important to design an appropriate rate adaptation algorithm so that multiple clients can fairly share bandwidth with high stability and efficiency. However, in fact all the clients adapt their bitrate independently in the following aspects: i) for each client, the bitrate is adapted based on its own rate adaptation logic, ii) no information is exchanged among the clients, iii) the algorithm is distributedly executed in each client and no centralized controller/server is needed. However, since no DASH algorithms has been widely deployed, different in-house algorithms are used in commercial products from different companies, such as Apple?s HLS, Netflix, and YouTube. Thus, it is hard for a newly designed algorithm to achieve high performance, especially in terms of fairness performance, when competing with different DASH clients implementing different rate adaptation algorithms.
In this section, we consider the scenario with different types of clients competing bandwidth over a bottle-neck link. In the experiment, we use a bandwidth trace collected from real networks which contains more variations as shown in Fig. 8 shows. The trace is collected from the Plantlab with a server physically deployed in Hong Kong and clients deployed in Beijing, China.
Considering that the bandwidth is not high enough to support too many clients, we implemented two TFDASH clients, two FESTIVE clients, and two PANDA clients at the same time. The six DASH clients compete the bandwidth based on their own rate adaptation algorithms and the results are show in Table III . The results show that TFDASH achieves better performance than FESTIVE and PANDA in terms of fairness, stability, and efficiency. However, compared with the results in Sec. VI.C, all types of clients perform a bit worse than the scenario with only the same type of clients. Moreover, when comparing the overall performance of all six clients, we can observe that all metrics (fairness, stability, and efficiency) become worse, this is mainly because different types of clients are designed with different objectives without considering the other types of clients, making one type of clients difficult to cooperate with others fairly and efficiently.
VII. CONCLUSION
In this paper, we addressed the rate adaptation problem with multiple DASH clients competing bandwidth over a bottleneck link by considering the efficiency, stability, and fairness among clients. We proposed a throughput-friendly DASH client to intelligently and dynamically switch the video bit-rate so as to reach a good trade-off among these objectives. Specifically, we proposed a Logarithmic Increase Multiplicative Decrease (LIMD) based bandwidth probing scheme to guide the rate adaptation, by which the fair shared bandwidth can be effectively and quickly detected. Besides, we also proposed a dual-threshold based rate adaptation scheme to guarantee continuous video playback with high visual quality. Moreover, the proposed probability driven rate adaption logic further considers several key factors including buffer occupancy, video playback quality, video bit-rate switching frequency and amplitude to achieve the high visual video quality with good fairness among the competing clients. Our experiments demonstrate the high efficiency and good performance of our proposed TFDASH compared with state-of-the-art schemes.
