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INTRODUCTION
The El Nino-Southern Oscillation (ENSO) phenomenon is an important factorin the seasonal-to-interannual climate variability in the equatorial Pacific. This phenomenon was first noticed by fishermen on the west coast of South America centuries ago [1, 2] when normally cold, nutrient-and fish-rich waters sometimes become warmer, thus depleting fish stocks. Due to its' common occurrence just after Christmas it is nicknamed the "Christ child" [3] .
Exaggerated storm, precipitation and drought activities in some areas around the world have been attributed to the ENSO mechanism [4, 5] . Some studies have also shown links between ENSO and environmental and social variables [6] [7] [8] [9] . This large body of research on ENSO demonstrate a significantly heightened level of global awareness towards the phenomenon especially on its causes, mechanisms and precautions.
ENSO, being an oscillatory phenomenon, requires both negative and positive feedback. It reduces the zonal sea surface temperature (SST) gradient and southern oscillation circulation strength. This produces weaker trade winds around the equator which affect the ocean circulation hence resulting in the SST anomaly reinforcement. The positive ocean-atmosphere feedback or coupled ocean-atmosphere instability contributes to a continuously warm equatorial Pacific region. Now, we consider the sea-air oscillator of the ENSO model presented in [10] :
where T is the sea surface temperature (SST) anomaly in the equatorial eastern Pacific region, h is the thermocline depth anomaly, for i = 1, 2are the equatorial zonal wind stress anomalies in the central Pacific and the western Pacific respectively, while a 1 , a 2 , a 3 , a 4 , a 5 are positive constants and ,R,R 1 ,R 2 are positive damping coefficients for the variables T, h, τ 1 and τ 2 .
Previously, Mo et al. [10] analyzed asymptotic solution to tackle this quadruple sea-air oscillator model. In this paper we will employ the variational iteration method [11] to generate approximate solution to the prescribed ENSO systemwhile considering both the eastern and western anomaly patterns. The second objective is to verify the numerical solutions obtained with both exact solutions and results from the application of the Runge-Kutta-Fehlberg (RKF45)method [12, 13] respectively.
VARIATIONAL ITERATION METHOD
The correctional functions for the system (1)-(4) are written as:
where λ i , i=1..4 are general Lagrange multipliers with optimal value attained from the variational theory and is a restricted variation i.e.
. Thestationary conditions can be found as follows: ( 9 ) ( 1 0 ) ( 1 1 ) ( 1 2 ) Therefore, the Lagrange multipliers are given as
Consequently, on substituting (13)- (16) into the correction functionals (5)- (8) yields the following iteration formulae for all real positive values of n.
( 1 7 ) ( 1 8 )
In order to evaluate the iteration algorithm (17)- (20), we need values for the initial conditions of the four dependent variables in the ENSO system. By ignoring the nonlinear terms in the equations (1)- (4), we have the linearized form of the sea-air oscillator as follows:
By operating integrating factor and substituting the conditions: T(0) = 0, h(0) =0, τ 1 (0) = 0, τ 2 (0) = 0 given in [10] into (21)-(24), the following solutions can easily be obtained: (1)- (4) based on Adomian decomposition method (ADM) are derived up to the sixth term and the tenth term respectively while the Runge-Kutta-Fehlberg method is employed using the Maple built-in algorithm. Based on Table 1 and Table 2 , it is obvious to see that the values of T for = 0.1 decrease as t increases while for = 0.01, the SST anomaly values increase in vice versa.The accuracy of the variational iteration method of order four is slightly better than the RungeKutta-Fehlberg method if they are compared with the ADM solution of sixth order when = 0.1. Meanwhile, from the second and fourth columns of Table 3 , it is found that the difference between the 10-term ADM solutions and the results generated by the RKF45 is generally much smaller than the VIM solutions by the order of 10 −1 when t = 0.75 and t = 1.00 up to 10 −6 when t = 1.25. For = 0.01, both results from the variational iteration method and the RungeKutta-Fehlberg method produce the same amount of difference with the 6-term ADM solutions as shown in Table 4 . However, this conclusion does not apply to the results of both VIM and RKF45 method when they are compared to the ADM solutions of order 10, particularly when t = 0.25 until t = 0.75. 
