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ABSTRACT
The one-point probability distribution function (PDF) of the matter density field in
the universe is a fundamental property that plays an essential role in cosmology for
estimates such as gravitational weak lensing, non-linear clustering, massive production
of mock galaxy catalogs, and testing predictions of cosmological models. Here we
make a comprehensive analysis of the dark matter PDF using a suite of ∼ 7000 N -
body simulations that covers a wide range of numerical and cosmological parameters.
We find that the PDF has a simple shape: it declines with density as a power-law
P ∝ ρ−2, which is exponentially suppressed on both small and large densities. The
proposed double-exponential approximation provides an accurate fit to all our N -body
results for small filtering scales R < 5h−1Mpc with rms density fluctuations σ > 1. In
combination with the spherical infall model that works well for small fluctuations σ <
1, the PDF is now approximated with just few percent errors over the range of twelve
orders of magnitude – a remarkable example of precision cosmology. We find that at
∼ 5−10% level the PDF explicitly depends on redshift (at fixed σ) and on cosmological
density parameter Ωm. We test different existing analytical approximations and find
that the often used log-normal approximation is always 3-5 times less accurate than
either the double-exponential approximation or the spherical infall model.
Key words: cosmology: Large scale structure - dark matter - galaxies: halos - meth-
ods: numerical
1 INTRODUCTION
The one-point probability distribution function (PDF) of the
matter density field in the universe, and its related statistics
the distribution of galaxy counts, have a long and somewhat
patchy history in cosmology and extragalactic astronomy. It
was Edwin Hubble almost a century ago who found that the
counts of about 44, 000 extra-galactic nebulae distributed
over a large area of the sky have a probability distribution
that is not Gaussian but can be approximated by a log-
normal distribution (Hubble 1934). The statistics of galaxy
counts in the Lick survey, in projected cells of size 10′× 10′,
was studied by Soneira & Peebles (1978) who also discov-
ered that the distribution of the counts is much broader
than the Poisson PDF.
The rms of galaxy counts σ in cells of size R is an inte-
gral over the power spectrum of the galaxy distribution (e.g.,
⋆ E-mail: aklypin@nmsu.edu
† “la Caixa”-Severo Ochoa Scholar
Peebles 1980, Sec.36). As such, in former times, a count-in-
cells analysis of the IRAS redshift galaxy survey was per-
formed by Efstathiou et al. (1990) who used the counts as
a measure of the two-point clustering statistics on different
scales. Once methods to estimate the correlation function
and the power spectrum were developed and new large-scale
galaxy surveys were available, the count-in-cells as clustering
statistics started to play a secondary role. Higher moments
of cell counts depend on correlation functions of order larger
than two. This means that the whole PDF has information
not only on the two-point clustering but also on higher order
statistics, which by itself is very valuable information.
At present, a precise description and modeling of the
underlying matter density distribution - and biasing pre-
scription that connects the dark matter field with the
galaxy distribution - are fundamental to extract cosmologi-
cal information from current and upcoming large-scale red-
shift and lensing galaxy surveys (e.g., Taruya et al. 2002;
Takahashi et al. 2011; Carron et al. 2015; Clerkin et al.
2017; Manera et al. 2013; Kitaura et al. 2016). For this rea-
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son in the last years there has been a rejuvenated interest
in the cosmic density distribution both from cosmological
N-body simulations and galaxy surveys.
Wild et al. (2005) estimated the PDF of galaxies in the
2dF redshift survey using about 200,000 galaxies. Because
of a relatively small volume, their analysis was done only for
large cells of size 10-30 Mpc. They found that the log-normal
distribution fits the data reasonably well, but the noise in the
data did not allow them to make accurate measurements of
the PDF. The situation was improved by Hurtado-Gil et al.
(2017) using the count-in-cells statistics for galaxies in the
SDSS main sample. They used ∼ 100, 000 galaxies and esti-
mated the PDF for spheres of radius R = (8− 24)h−1Mpc.
They found that the log-normal distribution was very inac-
curate (a factor of ∼ 2 errors) for spheres of R = 8h−1Mpc.
A modification of the log-normal distribution (called log-
normal+bias) somewhat improved the fits, but it still had
∼ 50% errors at low number of galaxy counts. The negative
binomial distribution was a much better fit for all filtering
scales. At hight redshift, Bel et al. (2016) studied the count-
in-cells distribution of ∼ 30, 000 galaxies in the VIPERS red-
shift survey with the typical average number of galaxies per
cell of 0.5-5 and spherical cells of radius R = (4−8)h−1Mpc.
They found that the skewed log-normal distribution (a mod-
ification of the log-normal distribution with 4 more free pa-
rameters) was not accurate enough to fit the results of obser-
vations. Instead, they found that the negative binomial dis-
tribution was much more accurate. Yet, Clerkin et al. (2017)
using the DES science verification data confirmed that the
log-normal model is a good fit to both the galaxy density
contrast and weak lensing convergence PDFs on scales of
(3 − 10)Mpc at median redshift z = 0.3. In spite of the
fact that at present these seems to be the best observational
results, the errors and noise in the data are still substantial.
On the theoretical side the situation is also com-
plicated. There are two types of approaches: mod-
els that start with some dynamical description of
the non-linear evolution of the density field and pro-
ceed to make predictions of the matter PDF (e.g.,
Betancort-Rijo 1991; Bernardeau 1994; Kofman et al. 1994;
Betancort-Rijo & Lo´pez-Corredoira 2002; Ohta et al. 2003;
Lam & Sheth 2008b); and then there are phenomenological
approximations that assume a specific analytical form of the
PDF (Coles & Jones 1991; Gaztan˜aga et al. 2000; Lee et al.
2017; Shin et al. 2017), and find best-fitted parameters of
this distribution function to simulation data.
Theoretical models based on the nonlinear dynamics
typically use either some variant of the spherical infall model
(e.g., Ohta et al. 2003; Lam & Sheth 2008b; Neyrinck 2016)
or the Zeldovich approximation (e.g., Kofman et al. 1994;
Betancort-Rijo & Lo´pez-Corredoira 2002). These models
have made substantial progress and now can make very
accurate predictions for relatively large smoothing scales
R & 5h−1Mpc and small σ . 1 (Lam & Sheth 2008b) giving
errors less than ∼ 10%. Not surprisingly, as expected, the
models are not very useful and start to fail at larger rms
fluctuations σ & 1 (Lam & Sheth 2008b; Neyrinck 2016).
One of the disadvantages of the dynamical models is
their complexity. They typically require some manipulation
of the linear power spectrum, analytical approximations for
different terms, and can be quite cumbersome to deal with.
This is not a serious impediment to their use, but it is a
nuisance. Simple analytical functions can serve as an alter-
native to more complicated dynamical models.
The log-normal distribution is an example of this ap-
proach. It was heavily advocated by Coles & Jones (1991)
and is often used for relatively large smoothing scales. There
is little justification why the density distribution function
should be log-normal. Coles & Jones (1991) argue that un-
der the assumption that the divergence of the peculiar ve-
locity field in Eulerian coordinates grows as the velocities
themselves (as given by linear theory) the density field can
be expressed as the exponential of a Gaussian field. But
while their assumption is acceptable for the Lagrangian di-
vergence, for the Eulerian one there is an additional growth
roughly proportional to the cubic root of the normalized
density. This leads to a density field that is equal to a Gaus-
sian field to the third power, whose PDF is quite different
from a log-normal distribution. Here is the main argument
of Coles & Jones (1991): “The lognormal is one of the sim-
plest ways of defining a fully self-consistent random field
which always has ρ > 0 and, most importantly, is one of
the few non-Gaussian random fields for which interesting
properties are calculable analytically.” This says that the
PDF should be log-normal because it can be handled ana-
lytically – hardly a serious argument. Another argument is of
the same caliber: the log-normal distribution is well-known
and frequently used in other fields of science (Ohta et al.
2003). Similar arguments were used for other phenomeno-
logical models (Gaztan˜aga et al. 2000; Lee et al. 2017).
The only real justification for the existing phenomeno-
logical approximations (including the log-normal) is that
they make a fit to N-body results. This is the reason why
cosmological N-body simulations are important for the field.
In this paper we use a very large suite of cosmological sim-
ulations to produce accurate estimates of the dark matter
distribution functions. Our simulations cover a wide range
of numerical and cosmological parameters. We use the es-
timates to test different dynamical models and approxima-
tions for the PDF and to study its dependance on redshift
and cosmological parameters.
One of our goals in this paper is to make a compre-
hensive study of the different effects that can be associated
with N-body results regarding the matter density distribu-
tion, such as mass and force resolution, size of the box, shot
noise and cosmic variance. In this regard we find that sys-
tematic errors in the PDF can be important. For example,
noise related to the discreteness of the density probed by
particles is the leading factor of seriously wrong estimates
of the PDF in underdense regions.
Generation of mock galaxy catalogs provides a motiva-
tion for our study of the density distribution function. One
needs to produce thousands of realizations of the dark mat-
ter density and velocity fields. This can be done by carefully
tuning parameters of simulations and limiting their resolu-
tion to a fraction of a megaparsec (see e.g., Tassev et al.
2013; Chuang et al. 2015; Klypin & Prada 2017). A biasing
prescription then connects the dark matter with galaxies.
This path requires knowledge of the distribution of dark
matter mass on very small scales 100h−1kpc − 1h−1Mpc.
This is a challenge because the resolution of these simula-
tions is not sufficient to resolve individual halos and subha-
los making it difficult to apply existing tools such as Halo
Abundance Matching and Halo Occupation Distribution. A
c© 0000 RAS, MNRAS 000, 000–000
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path to solve the problem is to map dark matter to galaxies
using a biasing scheme (e.g., Kitaura et al. 2016) which re-
quires the understanding details of the density distribution
function and finding limitations to its estimates.
Unfortunately, only very few studies in the literature
provide PDF results for small smoothing scales . 1h−1Mpc
(Platen 2009; Pandey et al. 2013; Lee et al. 2017). So, we
will make an effort to study this regime too. Platen (2009)
finds that in the regime of small smoothing and large density
the PDF has a power-law shape with a slope of ≈ −1.9,
which is similar to what we find in this work.
This paper is organized as follows. In Sec. 2 we de-
fine quantities related with the PDF and provide details of
some analytical approximations in Sec. 3.1. The spherical
infall and the double-exponential models are introduced in
Sec. 3.2. Numerical simulations used in this paper are dis-
cussed in Sec. 4. Sec. 5 also presents main features of the
PDF. Accuracy of different approximations are discussed in
Sec. 6. Summary of results is given in Sec. 7. Finally, nu-
merical effects are discussed in Appendix A, and Appendix
B presents tables of parameters for the double-exponential
approximation.
2 DEFINITIONS
In order to estimate the density distribution function P (ρ)
from N-body simulations we split the computational volume
L3, where L is the box size, with a 3D mesh of size N3cell
and use the Cloud-In-Cell (CIC) density assignment scheme
to estimate the density ρ at each grid point of the mesh.
The cell size of the grid ∆x = L/Ncell defines the smooth-
ing length. The density is normalized to the average matter
density ρav ≡ Ωmρcr, i.e.
ρ ≡ 1 + δNL = ρDM/Ωmρcr, (1)
where δNL is the matter density contrast or overdensity. The
index NL highlights the fact that ρ is a non-linear quantity
and it can be distinguished from the density contrast δ as
estimated by the linear theory. Throughout the paper we
use the quantity ρ as “density” in spite of the fact that it
is really a normalized density – a dimensionless quantity
as shown in eq. (1). This is done for convenience to avoid
repeating 1 + δNL in most plots and equations.
The values of density ρ are binned using logarithmically
spaced bins with width ∆ log10(ρ) = 0.025 − 0.050. The
density distribution function - PDF of the cosmic density
field - is then defined as a normalized number of cells with
density in the range [ρ, ρ+∆ρ]:
P (ρ) =
∆Ncell
N3cell∆ρ
. (2)
The PDF can have a surprisingly large range of values. For
example, density can reach values larger than 105 for hun-
dreds of cells when we use a large mesh of ∼ 30003 cells
in high-resolution simulations. That gives P (ρ) ∼ 10−12.
At the same time the number of cells at low densities can
be millions for a small density bin leading to a large PDF
value P (ρ) & 1. In order to avoid a large dynamical range
of quantities, we typically plot ρ2P (ρ).
Figure 1. Density distribution function at z = 0 for different
filtering scales indicated in the plots. Full curves show the results
from our simulations. Double-exponential models are presented
by dashed and dotted curves. The full line shows the power-law
behaviour with the slope -2. As the filtering scale decreases in
value the PDF becomes wider and approaches the power-law.
By design, the density distribution function is normal-
ized to have the total volume and total mass equal to unity:∫
∞
0
P (ρ)dρ = 1,
∫
∞
0
ρP (ρ)dρ = 1. (3)
The second moment of P (ρ) gives the rms density fluctua-
tion of the density field σ, and as such it is related to the
non-linear power spectrum PNL(k) of density perturbations:
σ2 =
∫
∞
0
(ρ−1)2P (ρ)dρ = 1
2π2
∫ kNy
0
PNL(k)W
2(k∆x)k2dk,
(4)
whereW 2(k∆x) is the power spectrum of the CIC filter with
the width ∆x, and the integral is truncated at the Nyquist
frequency of the mesh kNy = π/∆x.
Figure 1 shows our first results on the structure of the
PDF. More detailed discussion is given later in Sec. 5. The
plot demonstrates the main trend of the shape of the PDF.
In the linear regime of the growth of fluctuations, when σ ≪
1, the PDF is a Gaussian distribution that quickly acquires
a skewed shape as σ increases. With the further increase of σ
the PDF becomes progressively wider and becomes a power-
law with the slope close to -2 that is smoothly suppressed
on small and large densities.
3 METHODOLOGY
Different analytical approximations and theoretical models,
as mentioned in Sec. 1, are used to fit and make predictions
for the PDF estimates obtained from numerical simulations.
Here we describe both approaches.
c© 0000 RAS, MNRAS 000, 000–000
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3.1 PDF analytical approximations: log-normal,
Negative Binomial, and Generalized Extreme
Value
We introduce the log-normal, negative binomial and the gen-
eralized extreme value distributions which have been tradi-
tionally adopted as analytical approximations for the PDF
in many works.
The log-normal (LN) distribution function PLN is de-
fined as:
ρPLN(ρ) =
1√
2πσ2LN
exp
(
− [ln(ρ) + σ
2
LN/2]
2
2σ2LN
)
, (5)
where
σ2LN = ln[1 + σ
2]. (6)
is the only free parameter. σ2LN can be obtained from results
of simulations, and thus should be considered as fixed.
Because the log-normal distribution does not provide
accurate fits to numerical simulations, a number of modifi-
cations have been proposed (Hamilton 1985; Colombi 1994;
Shin et al. 2017). None of those modifications extend the
approximation to large densities, hence we do not discuss
them in this paper.
The negative binomial (NBN) distribution
(Betancort-Rijo 2000; Gaztan˜aga et al. 2000; Bel et al.
2016) is defined as a discrete distribution. It is the proba-
bility PN (V ) to find N particles in a cell of volume V with
the average number of particles N¯ . It can be re-written as
a distribution function of density contrast ρ = N/N¯ :
PNBN (ρ) =
1
N¯
· Γ(N + 1/g)
Γ(1/g)Γ(N + 1)
· (gN¯)
N
(1 + gN¯)N+1/g
, (7)
where g is a parameter that is defined by rms fluctuations of
counts: g = (σ2N − N¯)/N¯2. The average number of particles
per cell N¯ in general is not an integer number and is defined
by the average density and cell volume: N¯ = ρ¯V . So, the
two parameters g and N¯ that define the NBN distribution
are not free and can be fixed from simulations. However, for
PDFs with not too small rms fluctuations (σ & 1) the fits
produced by this distribution are not very accurate. As the
result, we decided to treat both N¯ and g as free parameters.
While the negative bimodal distribution formally has
two parameters, there is little change in PNBN when N¯ >
10. For cases where NBN makes some reasonable fits, our
simulations have typical values of N¯ of many hundreds. So,
in practice the NBN PDF depends only on one parameter
g, which defines the width of the distribution function: the
larger is g, the wider is P (ρ).
At large average number of objects in a cell N¯ ≫ 1
and for large N > N¯ the NBN approximation predicts that
the density distribution changes with density ρ = N/N¯ as
follows
PNBN (ρ) ≈ 1
N¯1/gΓ(1/g)
ρ1−1/g exp
(
−ρ
g
)
. (8)
This expression is very different compared to the behavior
of the PDF observed in N-body simulations for large ρ and
σ: in that regime P (ρ) ∝ ρ−2 exp (−Cρ0.5). Thus, the NBN
approximation predicts too steep a decline with density and
lacks the power-law regime of the N-body PDF.
A generalized extreme value (GEV) distribution as
an approximation for the density distribution function was
used by Lee et al. (2017). It can be written as:
ρPGEV (ρ) =
1
ln(10)β
exp(−z−1/k)
z1+1/k
, z ≡ 1 + k
β
lg10
(
ρ
ρ0
)
,
(9)
where k, ρ0, and β are free parameters.
3.2 Spherical Infall and double-exponential PDF
models
Approximations discussed so far were not based on any
dynamical models. They simply make a guess regarding
the functional form of P (ρ) and then proceed to find-
ing parameters that produce the best fit. The guess is
not based on any insights from the dynamics of clus-
tering either. Spherical infall models are different be-
cause they are theoretical predictions for the density dis-
tribution function that are based on simplified approxi-
mations of the non-linear evolution of the density field.
Here we closely follow the theoretical framework devel-
oped by Betancort-Rijo & Lo´pez-Corredoira (2002) and
Lam & Sheth (2008b). We assume that the linear density
field was smoothed with a top-hat filter with radius Rf and
corresponding mass M . The variance of the smoothed field
is equal to
σ2L(M) =
1
2π2
∫
k2dkP (k)W 2(kR). (10)
In the spherical infall model the mapping from linear density
contrast δL to the nonlinear overdensity ρ is approximated
by the following relation (Betancort-Rijo 1991; Bernardeau
1994):
ρ =
(
1− δL
δc
)−δc
, ρ ≡ M
M¯
, M¯ = ρb∆x
3, (11)
where δc is the linear theory prediction for the critical over-
density of collapse. Here we will use δc = 5/3 as suggested
by Betancort-Rijo & Lo´pez-Corredoira (2002). For the ini-
tial Gaussian fluctuations this model gives the density dis-
tribution function:
ρ2P (ρ) =
1√
2π
exp
(
− δ
2
L
2σ2L
)
d(δL/σL)
d ln ρ
. (12)
This is the same as eq.(6) in Lam & Sheth (2008b). We also
use a modification of the spherical infall model, which is
based on the excursion set model (Sheth 1998; Lam & Sheth
2008b):
ρ2P (ρ) =
1√
2πσ2L
exp
(
− δ
2
L
2σ2L
)[
1− δL
(
1
δc
− γ
3
)]
,
(13)
where γ(ρ) is:
γ = −3d ln σ
2
L
d lnM
. (14)
Note that in these equations σL is a function of filtering
mass M , which in turn depends on density ρ = M/M¯ . So,
σL = σL(ρ).
In order to apply the models, we need to adjust the
top-hat filtering scale Rf used in the spherical infall model
so that it matches the Cloud-In-Cell filtering scale used in
c© 0000 RAS, MNRAS 000, 000–000
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our simulations. This is done by matching the power spec-
tra of both filters at wavenumbers k < 0.7kNy by applying
Rf = ∆x/
√
1.3, where kNy = π/∆x is the Nyquist fre-
quency of the density grid used for density assignment, and
∆x is the grid size. Specifically, for every bin with density ρ
we find the mass M = ρM¯ and then the top-hat filtering ra-
dius is found as Rf =
√
2 [3M/4πρcrΩm]
1/3. When applying
the relations given in eqs.(10–14), we integrate numerically
eq.(4) with the top-hat filter W (kRf ) and use finite differ-
ences to estimate the derivatives in eq.(12) and eq.(14).
As was found previously (e.g.,
Betancort-Rijo & Lo´pez-Corredoira 2002; Lam & Sheth
2008b,a; Neyrinck 2016), the spherical infall model provides
good approximations for the PDF in those cases with large
filtering scales where the rms fluctuation in the simulation
box σ(M) is relatively small σ . 1. This is consistent
with our results, which will be presented later. At larger σ
(large densities) the model provides results that are much
less accurate. Even so, the spherical infall model predicts
trends that track our N-body results. This is somewhat
unexpected because at large overdensities ρ & 102 the
model is clearly outside of the limits of its dynamical
applicability. After all, a simplistic treatment of non-linear
evolution used by the model cannot be valid for densities
that are appropriate for collapsed and virialized halos.
It is interesting and instructive to find what makes the
spherical infall model much better than expected. The last
factor in eq. (12) is just a correction to the leading terms
that are the power-law P ∝ ρ−2 (see also Figure 1) and
the exponential term on the right-hand-side of eq. (12). The
exponential term originates from the assumption that the
density distribution function of primordial fluctuations is
Gaussian. The ρ−2 term comes from integrating the Gaus-
sian distribution function over mass and then by writing it
in differential form. This is basically the same logic as in
the Press-Schechter derivation of the mass function of dark
matter halos.
More in detail, we see that the exponential term pro-
vides the truncation of the P ∝ ρ−2 behavior both on the
low-density ρ < 1 and on the high-density ρ ≫ 1 regimes.
At low densities (small masses, large σL) the truncation is
mostly due to large negative values of δL. At large ρ (large
masses and small σL) the decline is related to the combi-
nation of decreasing σL and increasing δL. However, the in-
crease of δL is limited: it can not exceed δL,max = δc = 5/3,
and the decline in σL is not strong enough by itself to pro-
duce a substantial suppression of the PDF. So, the ρ2P (ρ)
shape becomes nearly flat at very large densities ρ > 100
and small smoothing scales ∆x . 1h−1Mpc. This is clearly
seen in Figure 2.
At very small smoothing scales ∆x ≪ 1h−1Mpc and
large densities there is another regime, that sheds light on
how the density distribution function should behave at very
large densities. When density is larger than ∼ 100 we are
likely dealing with interiors of collapsed dark matter halos.
In this regime the distribution function P (ρ) is a sum over
the distribution functions of individual halos. Assuming that
the density profile of a halo can be approximated by the
Navarro-Frank-White (NFW) profile, and for a very small
filtering scale, we can can derive the PDF provided by a
single halo. If ρ(r) is the halo density profile, then the density
distribution function given in eq. (2) can be written as
P (ρ)dρ = dV/V, (15)
where dV/V is a fraction of volume with density in the range
(ρ, ρ+dρ). The density dependance on radius can be inverted
to give us the radius at a given density r = r(ρ). Then the
PDF in eq.(15) takes the form
P (ρ) = −4πr
2(ρ)
V
dr(ρ)
dρ
. (16)
This can be applied, for example, to the NFW profile. It is
easy to see the trend, if the density profile is a power-law
ρ ∝ r−α with the slope α. In this case
ρ2P (ρ) ∝ ρ1−3/α. (17)
In the outer regions of a dark matter halo the density de-
clines as a power-law with the slope α ≈ 3, which implies
that ρ2P (ρ) ≈ constant . It is easy to invert the NFW pro-
file numerically. Results show that for the halo masses in
the range M = (1012 − 1015)h−1M⊙ the product ρ2P (ρ) is
nearly constant for overdensities ρ = 102 − 104 and declines
at much larger densities. This decline is consistent with the
fact that the slope α becomes smaller at radii comparable
with the characteristic scale radius rs of the NFW profile.
Adding results for many halos with different masses and con-
centrations will change the behavior of the ρ2P (ρ) trend at
ρ > 104, but not for the range ρ = 102−104, where it should
remain flat because it is also flat for each halo.
In summary, both the spherical infall model and the
dark matter halo profiles indicate that the leading term in
the density distribution function should be P (ρ) ∝ ρ−2. The
trend should be modified by adding suppression on large and
small scales. However insightful, the spherical infall model or
the NFW results at large densities cannot be used to produce
accurate results for the density distribution function. We use
those hints to construct our own approximation for the PDF
P (ρ).
Motivated by these results and by our simulations we
design our own model. It is nearly a power-law P (ρ) ∝ ρ−α
with the slope α ≈ 2 that is truncated with exponents
on both the small and large densities. We call this model
double-exponential. We tested different shapes for the ex-
ponential terms and find that the following expression pro-
vides errors less than few percent at all redshifts, smoothing
scales, and cosmologies that we study:
P (ρ) = Aρ−α exp
[
−
(
ρ0
ρ
)1.1]
exp
[
−
(
ρ
ρ1
)0.55]
, (18)
where A, α, ρ0, and ρ1 are free parameters. As noticed above
the slope α ≈ 2. The slopes in the exponential terms 0.55
and 1.1 are results of the fitting of numerical PDFs at dif-
ferent smoothing scales and redshifts. One may expect that
adding two more free parameters to the approximation (i.e.,
the slopes in the exponential terms) may further improve
the quality of the fits. We find that this is not the case: the
data prefer the same slopes regardless of the value of σ.
The double-exponential model has four formal free pa-
rameters. One may use three constraints to limit the param-
eters: the total mass and volume should be equal to unity
(see eq. (3)), and the second moment of the PDF should be
equal to σ measured in simulations (see eq. (4)). Note that
c© 0000 RAS, MNRAS 000, 000–000
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Table 1. Numerical and cosmological parameters of different simulations. The columns give the simulation identifier, the size of the
simulated box in h−1Mpc, the number of particles, the mass per simulation particle mp in units h−1M⊙, the mesh size Ng
3, the
gravitational softening length ǫ in units of h−1Mpc, the number of time-steps Ns, the amplitude of perturbations σ8, the matter density
Ωm, the number of realisations Nr
Simulations Box particles mp Ng3 ǫ Ns σ8 Ωm Nr
A0.5 5003 12003 6.16 × 109 24003 0.208 181 0.822 0.307 680
A1.5 15003 12003 1.66× 1011 24003 0.625 136 0.822 0.307 4513
A2.5 25003 10003 1.33× 1012 20003 1.250 136 0.822 0.307 1960
B0.5 5003 16003 2.66 × 109 32003 0.156 271 0.828 0.307 5
D0.5 5003 16003 2.33 × 109 32003 0.156 271 0.828 0.270 5
MDPL1 10003 38403 1.5× 109 – 0.010 – 0.828 0.307 1
BolshoiP 2503 20483 1.5× 108 – 0.001 – 0.828 0.307 1
Figure 2. Density distribution function scaled with ρ2 at z =
0 for different filtering scales indicated in the plot. Full curves
show the results from our simulations. Double-exponential models
are presented by dashed and dotted curves. As the filtering scale
decreases in value the PDF becomes wider and approaches the
power-law.
there must be a degree of freedom left after fixing the con-
straints otherwise the model would not be able to reproduce
the numerical results that show that the PDF is not de-
fined solely by σ, and depends on both the redshift and Ωm.
The double-exponential model has this additional degree of
freedom.
In practice, we use all four parameters to fit the nu-
merical data. We typically find that the best-fit parameters
provide PDF approximations that within 1-2% conserve the
mass and match well the numerical value of σ measured in
the simulations. The volume is conserved within 1-5% accu-
racy.
4 SIMULATIONS
Numerical parameters of our simulations are presented in
Table 1, which gives box size, number of particles, mass
of a particle mp, number of mesh points N
3
g (if relevant),
cell size of the density/force mesh ǫ, the number of time-
steps Ns, cosmological parameters σ8 and Ωm, and number
of realizations Nr.
In order to estimate the density distribution function,
we split each simulation box with a 3 − D mesh with the
cell size ∆x. We then use the Cloud-In-Cell (CIC) density
assignment to generate the density field. Many filtering sizes
∆x were used for each simulation and snapshot.
Different codes were used to make those simulations.
The MultiDark 1 Gpc/h simulation (MDPL1) (Klypin et al.
2016) was done with the GADGET-2 code (Springel 2005).
The ART code (Kravtsov et al. 1997) was used to produce
the BolshoiP simulation (Klypin et al. 2011). These two sim-
ulations have the largest resolution and the largest number-
density of particles. However, there are only two of these
simulations because they are very expensive computation-
ally. Other simulations were carried out with the parallel
Particle-Mesh code GLAM (Klypin & Prada 2017). Because
the GLAM code is much faster, we have many realizations
of the same cosmological and numerical parameters. Sim-
ulations B0.5 and D0.5 were designed for testing possible
dependance of the PDF on the matter density Ωm. These
simulations have the same random seeds to make compar-
isons of results easier.
All the simulations were started at initial redshift zinit =
100 using the Zeldovich approximation. The simulations
span three orders of magnitude in mass resolution, a factor
of hundred in force resolution and differ by a factor of 500
in effective volume (see Table 1). Altogether, we use about
7000 simulations to study the density distribution function.
To our knowledge this is the largest set of simulations avail-
able today for this type of analysis.
Analysis of different numerical effects in the estimates
of the PDF is presented in Appendix A. In summary, our re-
sults are mostly dominated by systematics, not by the finite-
volume simulation variance. When dealing with individual
simulations such as MDPL1 or BolshoiP we use only bins
with more than N > 100 cells per bin. For the large sets
of simulations A0.5, A1.5, A2.5 we accept bins with more
than 10 cells. The discreteness of density assignment may
become an issue at small densities while the force resolution
may affect the high-density tail of the PDF. We find limits
on numerical parameters that should be satisfied to produce
the P (ρ) with errors less than few percent: (1) the filtering
scale ∆x must be resolved with not less than 8 force resolu-
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tion elements: ∆x > 8ǫ, and (2) the number of particles per
filtering cell should be not less than 10-20.
5 PDF: MAIN TRENDS
The overall dependance of P (ρ) on filtering scale and rms
density fluctuation σ is illustrated in Figures 1 and 2. Full
curves in the plots show the results from our simulations. At
small σ and large ∆x the PDF has a peak at ρ ≈ 1 that shifts
to smaller densities as σ increases (and smoothing scale ∆x
decreases). At the same time the distribution function be-
comes extremely wide and develops a distinct ρ−2 power-
law trend that expands both to large and small densities.
By scaling out the ρ−2 dependance (Figures 2) we reduce
the dynamical range and can see better details of the PDF.
In particular, we find a very steep decline of ρ2P (ρ) on both
high and low density tails. The double-exponential model
eq.(18) was tuned to find the shape of both declines. Our re-
sults for different filtering scales and different redshifts show
that the decline at the large-density limit is ∝ exp[−(ρ/ρ1)ν ]
and at the small-density limit it is ∝ exp[−(ρ/ρ0)−2ν ] with
ν ≈ 0.55.
Note that at very large σ & 10 the peak of ρ2P (ρ) has
a nearly constant amplitude ρ2P (ρ) ≈ 0.11 but the position
of the peak shifts to larger values of ρ. Because the total
mass must be preserved (
∫
ρP (ρ)dρ = 1), this implies that
at intermediate scales ρ ≈ 1 − 100 the PDF P (ρ) should
decline when σ increases, and that the slope α in eq.(18)
must become slightly shallower with increasing σ.
It is often taken for granted that the PDF depends only
on the amplitude of the density perturbations on a given fil-
tering scale σ. Indeed, this is the dominant behavior of P (ρ).
However, this is not exactly correct. Our simulations have
such a good accuracy that now we can test the dependance
of the PDF on redshift at fixed σ and on cosmological pa-
rameters.
We first select redshifts and smoothing scales in such
a way that σ for two different redshifts are nearly identi-
cal. Figure 3 presents two examples of such cases – one for
relatively low σ ≈ 1 and another for larger σ ≈ 4. The dif-
ferences between PDFs at the same σ and different z are not
large: 5-10% depending on the density where the differences
are measured. Nevertheless, the differences clearly exist. We
also estimate the differences using the spherical infall model
and present the results in the right panel of Figure 3.
The PDF also slightly depends on parameters of the
cosmological model. In the left panel of Figure 4 we compare
z = 0 results for the B0.5Gpc and D0.5Gpc simulations
that differ only by the matter density parameter Ωm. Again,
differences are small but clearly present at ∼ 5− 10% level.
The right panel shows predictions for the spherical infall
model with the same basic conclusion: PDF does depend on
Ωm.
One can understand why the PDF depends on z and
Ωm, if one realizes that at any given density ρ the value
of P (ρ) is formally a functional on the non-linear power
spectrum. This means that it depends not only on σ(R)
but also on the whole shape of the power spectrum. We can
analyze the situation by assuming that P (ρ) depends just on
σL(R) (see eq. (10)) and on its local logarithmic derivative
γ at scale R as defined by eq. (14). Then the dependence
of the PDF on redshift for a fixed value of σL(R) can be
explained, because at larger redshits the given value of σL
is attained at a smaller scale R, where σL(R) is less steep
for a CDM-type power spectrum.
If we look at different terms for ρ2P (ρ) in eq. (12), then
we note that the σL in the argument of the exponential term
is also a function of ρ (falling faster with ρ as γ grows). So,
for larger values of γ the PDF will be smaller for large ρ
values, where the exponential behavior dominates, while for
small values of ρ it will be larger. The derivative in the right-
hand-side of eq. (12) also depends on γ: it will be larger for
larger γ values. However, it is only important for the in-
termediate values of density, where the behavior can qual-
itatively be explained by the behavior in the extremes and
the conservation of probability. In short, this all implies a
smaller PDF in the low ρ limit and a larger one in the large
ρ limit as compared to the PDF at smaller redshift.
The same qualitative behavior would be observed for
smaller values of Ωm when studying the dependence of the
PDF on Ωm at a given redshift: as Ωm decreases the power
spectrum flattens (up to scales of the order of the horizon
at the start of matter domination), leading to a less steep
σL.
6 PDF: TESTING DIFFERENT
APPROXIMATIONS AND MODELS.
We start our analysis of different approximations by testing
the spherical infall model and the log-normal distribution.
Both models are expected to work and typically used for
relatively low rms fluctuations σ . 1.
Figure 5 shows results for two modifications of the
spherical infall model. We select five configurations with dif-
ferent filtering scales, σ and redshifts. There are some differ-
ences between the pure spherical infall model in eq. (12) and
the excursion set model in eq. (13). For example, the excur-
sion set model produces smaller errors at ρ < 1 and σ ≈ 1.
At the same time, it makes visibly larger errors at ρ > 1. For
this reason we prefer the standard spherical infall model. It
provides smaller than 10% errors for points that are larger
than 0.1 of the maximum of the PDF. The error increases
substantially in the peripheral regions. If better accuracy is
required for the small values of the PDF, one would need to
use results of N-body simulations, not the approximations.
Results for the log-normal distribution are shown in Fig-
ure 6, where in the left panel we present z = 0 results, and re-
sults for different redshifts are shown in the right panel. It is
clear that the log-normal distribution produces much worse
fits as compared with the spherical infall model. For exam-
ple, errors in the central region are less than 10% only for
σ < 0.5. They become dramatically worse for even slightly
larger σ. For σ > 1 the lognormal distribution makes typ-
ically ∼ 50% errors and, which is even worse, predicts a
wrong shape of the PDF. It predicts a wrong position of the
maximum; slopes of the declining PDF are not correct.
The log-normal distribution has two advantages as com-
pared with the spherical infall model: (a) It is simple; does
not require the machinery of handling the power spectrum
and numerical derivatives. (b) it makes mediocre predic-
tions that do not totally fail. We definitely recommend it
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Figure 3. Dependance of P (ρ) on redshift at fixed rms amplitude of perturbations σ. Two left panels show examples for different
redshifts and for different σ in the N-body simulations. In each case we select nearly identical σ. The left panel is for relatively small
σ ≈ 1 and for z > 0.5. The middle panel is for high σ and z < 0.5. The distribution function clearly depends on redshift though the
differences are relatively minor for low redshifts. The right panel presents analytical estimates based on the spherical infall model for the
same parameters selected for the left panel. The model reproduces the same trend of P (ρ) with redshift.
Figure 4. Dependance of P (ρ) on the cosmological matter density Ωm. Dashed (full) curves show results for models with Ωm = 0.307
(Ωm = 0.270) at z = 0 for different filtering scales. Other cosmological parameters are the same for both models. The left panel presents
comparison of N-body simulations B0.5 and D0.5. The right panel shows results of the spherical infall model. The density distribution
function weakly but systematically depends on Ωm with ∼ 5% deviations at different densities.
for quick-and-dirty applications, but not for accurate esti-
mates.
Left panels in Figure 7 show results for the Negative Bi-
nomial distribution given by eq. (7). For the large smoothing
scale ∆x = 20h−1Mpc it provides a reasonable fit with er-
rors ∼ 10% for densities ρ = 0.4 − 2.5. However, it is clear
that it has a wrong shape: too steep at large densities and
too shallow at small densities. This becomes a serious issue
for large values of σ. For example, we could not find any
good fit for ∆x = 5h−1Mpc shown in the bottom panel. It
may be not fare to use the NBN for the dark matter PDF
because we are in a regime that was not favorable for the
NBN: study configurations with very large number of par-
ticles per cell while the NBN was designed to handle very
small number N¯ .
The GEV approximation eq. (9) scored much better, as
illustrated in the right panels of Figure 7. Indeed, it pro-
vided excellent fits for σ . 2 with errors less than 10% and
even for larger σ it gives very good accuracy, but it starts to
fail catastrophically at very large densities. Lee et al. (2017)
tested this approximation for PDF for the Bolshoi simu-
lation. Their results are compatible with ours. However,
Lee et al. (2017) seems did not pay attention to the situ-
ation at large densities, where the GEV becomes unaccept-
able. It still can be useful for low densities, but the problem
c© 0000 RAS, MNRAS 000, 000–000
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Figure 5. Accuracy of spherical infall model in the regime of σ . 1. The left panel presents results for the approximation eq. (12). The
right panel is for eq. (13). We select different redshifts and different filtering scales. Full curves in the bottom panels show results of
simulations while the dashed curves are for the analytical approximation. The top panels present relative errors of the approximations.
Figure 6. Accuracy of the log-normal distribution. Left: Results for different smoothing scales at z = 0. Right: Results for different
redshifts. The log-normal distribution provides accurate fits (less than 10% errors) only for a very limited range of densities and σ.
Comparison with the predictions of the spherical infall model in Figure 5 shows that the log-normal fits for σ < 1 always give errors
2-3 times larger than the spherical infall model. To make things worse, the log-normal distribution has a wrong shape. It predicts wrong
position of the maximum; slopes on both ends of the PDF are also incorrect. The only advantages of the log-normal fits are that it is
very simple and that it never fails catastrophically.
is that there is no a priory estimate at what density and σ
the GEV fails.
Comparison of the double-exponential model with the
N-body results has been already presented in Figure 1. More
detailed analysis is shown in Figure 8. Parameters of the
fits for different smoothing scales and redshifts are given in
Appendix B. Of all approximations studied in this paper
the double exponential model is by far the best. It provides
very accurate (few percent) fits for σ & 1 with densities ρ ≈
10−1−105. With somewhat larger errors it still works down
to σ ≈ 0.5. To some degree the success of the approximation
is not surprising because it was designed to reproduce the
main features of the spherical infall model and the PDF of
individual NFW halo profiles that predict the P (ρ) ∝ ρ−2
c© 0000 RAS, MNRAS 000, 000–000
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Figure 7. Accuracy of different analytical approximations. PDF of N-body simulations are taken at z = 0. Left: Negative BiModal
(NBN) fits (eq. (7) are shown as thin cuves labeled by values of g parameter used to make the fits. N-body results are the thick lines.
NBN provides a reasonable fit (∼ 10% accuracy for ρ = 0.4− 3) for large cell sizes corresponding to low rms fluctuations σ < 0.5. The
bottom panel shows an example of NBN fits for large σ. It does not provide a good fit regardless of what value of g is used. Right: Results
of fitting with the generalized extreme value (GEV) distribution. Full cuves in the bottom panel show N-body results; GEV fits are the
dashed curves. GEV provides much more accurate fits as compared with the log-normal or NBN approximations. However, it fails at
very large densities for small cell sizes.
Figure 8. Accuracy of the double-exponential model given by eq. (18). The left panels show results for z = 0. Results of fits for different
redshifts are presented in the right panel.
trend for large densities. And, of course, the parameters of
the approximation – the two power-law slopes – were tuned
to produce best fits.
However, it is unexpected that the exponential terms
in eq. (18) should have the same power-law slopes 0.55 and
1.11 for all densities and smoothing scales. Indeed, we tried
different combinations of the slopes – even with changing
values of the slopes for different σ – and did not find them
to improve the fits. There is one problem with the con-
stant slopes, though: the approximation cannot work for
a very small σ where the PDF must become a Gaussian.
The eq. (18) does not allow a transition to a Gaussian dis-
tribution. This is not a serious issue because at σ . 1 the
c© 0000 RAS, MNRAS 000, 000–000
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spherical infall model provides an adequate approximation
for the dark matter density distribution function.
7 CONCLUSIONS
Using a large suite of cosmological N-body simulations we
study the shape and the evolution of the dark matter one-
point probability distribution function. Unlike most of other
studies, we cover a very large range of smoothing scales R =
100 h−1kpc − 20 h−1Mpc and rms density fluctuations σ.
We find that as σ increases, the PDF becomes a power-
law P ∝ ρ−2 that is truncated with exponential terms on
both small and large densities. This trend is consistent with
the extrapolation of both the spherical infall model and the
PDF expected at high densities for the NFW density profile
of dark matter halos.
The PDF weakly depends on redshift (at fixed σ) and on
matter density Ωm. The effect is relatively small (∼ 5−10%)
but is clearly observed in simulations. The spherical infall
model also has the same trend. This behavior contradicts an-
alytical approximations such as the log-normal or the GEV
that assume that the PDF should depend only on σ.
The basic trend P ∝ ρ−2 gives us a motivation to con-
struct a new model given in eq. (18), which we call double-
exponential distribution. It formally has four free parame-
ters of which two can be fixed by requiring that the total vol-
ume and mass must be equal to unity. The model works only
for σ & 1 and does not allow the transition to a Gaussian
distribution as expected for σ ≪ 1. Nevertheless, for σ & 1
the model gives the best performance of all approximations
that we tested in this work, with errors of just few percent
for P (ρ) when the PDF changes by 12 orders of magnitude.
Parameters of the double-exponential model are provided
in Appendix B. The model potentially may be modified by
adding few extra parameters to allow for accurate treatment
at small σ. We did not try to do it for two reasons: (1) the
spherical infall model gives accurate enough treatment for
this regime, and (2) it is cheap to make adequately accurate
N-body simulations for σ < 1 if needed.
The spherical infall model provides accurate predictions
for the N-body PDF results for low values of σ < 1, but it
becomes less reliable for larger σ, which is expected for this
model. The combination of the double-exponential model
at large rms fluctuation with the spherical infall model in
the small rms regime yields a remarkably accurate density
distribution for all regimes of clustering of the cosmological
matter field.
We also tested different analytical approximations. The
often used log-normal distribution, as was shown before,
does not make good fits and needs significant modifications
before it can provide accurate results. It is pretty much use-
less for large densities because it does not provide a path
to explain the main trend at large densities, i.e. the power-
law trend P ∝ ρ−2. It clearly has an advantage of being
simple, and it does not fail catastrophically as shown in
Figure 6. Our results for σ < 1 demonstrate that the log-
normal approximation always made significantly worse fits
as compared with the spherical infall model predictions. In
addition, the log-normal approximation cannot accomodate
the dependance of the PDF on redshift and Ωm, while the
spherical infall model nicely reproduces the effect.
The GEV approximation scores much better than the
log-normal distribution. Even for a large σ ≈ 10 it gives
remarkably accurate results for densities up to ρ ≈ 103.
However, the approximation fails catastrophically at larger
densities, and there is no obvious way to predict at what
density it still works or fails.
While it is useful and insightful to have analytical mod-
els for the PDF, one does not really need them if ∼ 1%
accuracy is a requirement and σ & 0.5. Then there is no
alternative to N-body simulations: one can get very accu-
rate, fast and cheap results. The cost of one GLAM A0.5
simulation is just 3.5 hrs of wall clock on a modest data
server (Klypin & Prada 2017). For the B0.5 run it is 10 hrs.
In this paper we analyse thousands of realizations, but this
was to prove that one does not need those to make accurate
PDF: just a few realizations is enough. However, one needs
to be carefull about numerical effects when using these fast
Particle-Mesh simulations. Klypin & Prada (2017) provide
detailed description of constraints for the simulations, and
Appendix A in this paper gives prescriptions on how to use
theN-body simulations to reach ∼ 1% accuracy in the PDF.
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APPENDIX A: NUMERICAL EFFECTS:
FINITE-VOLUME VARIANCE, MASS AND
FORCE RESOLUTION
Numerical effects may play an important role for the esti-
mates of the density distribution function. We start with
the analysis of the effects of the variance due to the fine-
volume of the simulations. We use the GLAM simulations
A0.5 with small cell ∆x = 0.83h−1Mpc and A1.5 with larger
cell ∆x = 0.5h−1Mpc to estimate the level of fluctuations
in different realizations. Bottom panels in Figure A1 show
the average values of ρ2P (ρ) and the statistical fluctuations
of a single realization. As expected, the fluctuations due to
the fine-volume simulation variance are larger for very large
densities and become very small for ρ ≈ 0.5− 10.
The middle panels present relative fluctuations
∆P/〈P 〉, where 〈P 〉 is the average PDF over an ensamble
of realizations and ∆P is the rms deviation. The vertical
dotted lines at large ρ show the density bin with 100 cells
in a single realization. At this density the level of statistical
fluctuations ∆P/P is about 0.1, which is consistant with the
expected shot noise. We clarify this situation by plotting in
the top panels the relative fluctuations scaled with N1/2,
where N is the number of cells of given density in a bin.
Indeed, the fluctuations are defined by the number of cells
in a bin for large densities.
The situation is different at small densities ρ . 1
where the fluctuations become substantially stronger than
the Gaussian ∆P/P = N−1/2. This is likely related with the
increasing noise in the density field due to too few particles
per cell n. The vertical dotted lines on low densities show
the bin at which n = 10.
In spite of being strongly non-Poissonian at small den-
sities, the errors are still very small. For example, at ρ = 0.1
for the A0.5 simulations the errors are just ∼ 2% for a single
realization (right panels). Note that the fluctuations plotted
in Figure A1 provide average deviations of a single realiza-
tion from the ensamble average. Errors of the average P (ρ)
are significantly smaller. For example, for the A1.5 simula-
tions (left panels) the error of the mean at ρ = 60, N = 100
is just ∼ 0.1%.
In summary, our results are mostly dominated by sys-
tematics, not by the variance. When dealing with individual
simulations such as MDPL1 or BolshoiP we use only bins
with more than N > 100 per bin. For large sets of simula-
tions A0.5, 1.5, 2.5 we accept bins with more than 10 cells.
In order to evaluate other possible numerical effects,
we select two filtering scales ∆x = 1.25h−1Mpc and ∆x =
5h−1Mpc and analyze P (ρ) at z = 0 obtained from dif-
ferent simulations. The two filtering scales probe different
dynamical regimes. For ∆x = 1.25h−1Mpc the rms density
fluctuation is large σ ≈ 5. So, we are testing very nonlin-
ear regime with densities up to 1000. The larger filtering
scale ∆x = 5h−1Mpc probes more modest fluctuations with
σ ≈ 1.5 and densities ρ = 0.1− 100.
By comparing these results we test the effects of the
finite box size (ranging from 500h−1Mpc to 2500h−1Mpc),
the effects of force resolution ∆x/ǫ (ranging from 1 to 500)
and the discreteness effects associated with the finite number
of dark matter particles. The later can be characterized by
the density ρone produced by a single particle placed at the
node of a cell:
ρone =
(
L
∆xNp
)3
, (A1)
where N3p is the number of particles and L is the size of the
simulation box. Vertical lines in the left panel of Figure A2
show ρone for different simulations. Values of different pa-
rameters are also given in Figure A2.
We use the left panel in Figure A2 to demonstrate two
numerical effects. At large densities ρ & 50 the discreteness
effects are small even for the A2.5 simulations and the results
are dominated by the force resolution. Here we find a trend
that is expected for simulations with low force resolution:
the PDF increases with increasing force resolution. How-
ever, there is little difference between simulations when the
resolution becomes sufficiently high: the PDF for B0.5 simu-
lations with 8 resolution elements across one cell( ∆x/ǫ = 8)
is nearly the same as for the much high resolution simula-
tion MDPL1 with ∆x/ǫ = 125. This is a signature that the
results have converged.
The discreteness of density assignment becomes an issue
at small densities as is clearly seen in Figure A2 for ρ .
10. The A2.5 simulations provide a good example on how
the particle noise affects the PDF. There is a large bump
in ρ2P (ρ) at densities slightly below ρone. At much smaller
densities ρ ≈ 0.1ρone the PDF falls much below the real one.
The effects of the particle noise extend to densities above
ρone but quickly die out beyond ρ ≈ 10ρone.
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Figure A1. Statistical errors of the density distribution function P (ρ) due to the finite-volume simulation variance. Results are shown
at z = 0 for the GLAM A1.5 (left) and A0.5 (right) simulations with different cell sizes. The middle panels present the rms fluctuations
∆P/P of a single realization. The errors of the mean P (ρ) are significantly lower because these simulations have very large number of
realizations. The top panels show the rms deviations scaled with
√
N , where N is the number of cells in a bin of P (ρ). For densities
that are probed with a large number of particles the rms fluctuations are defined by the number of cells per bin of ρ. The fluctuations
are substantially non-Gaussian for bins with number of particles n per bin less than 10.
The right panel in Figure A2 shows better convergence
of P (ρ) because we select simulations that have better force
resolution and smaller level of the particle noise. In order to
see the differences more clearly we make a fit to the data, and
on the top panel plot we show only the deviations from the
fit. The A2.5 data still fall below the more accurate MDPL1
results both at small densities (effects of the particle noise)
and large densities (effects of the force resolution). The A1.5
data show much smaller errors.
Using the results presented in Figure A2 and similar re-
sults of the comparison between different simulations (e.g.,
comparison of BolshoiP and MDPL1) we find limits on nu-
merical parameters that should be satisfied to produce a
PDF P (ρ) with errors less than a few percent:
• the filtering scale ∆x must be resolved with not less
than 8 force resolution elements: ∆x > 8ǫ
• the number of particles per filtering cell should be not
less than 10-20: ρ > (10− 20)ρone.
APPENDIX B: PARAMETERS OF THE
DOUBLE-EXPONENTIAL MODEL FOR THE
DARK MATTER DENSITY DISTRIBUTION
FUNCTION
Tables B1 and B2 give parameters for the double-
exponential model given in eq.(18) for different simulations,
filtering scales and redshifts.
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Figure A2. Comparison of density distribution functions estimated in simulations with different box sizes and resolutions. Left: Example
of numerical convergence for the cell size ∆x = 1.25h−1Mpc at z = 0. Insufficient force resolution reduces the amplitude of P (ρ) at large
densities. As the force resolution increases, the results converge. In order to have errors less than few percent the ratio of the cell size ∆x
to the force resolution ǫ should be larger than ∼ 8. At small densities the noise due to the finite number-density of particles can produce
large errors. The vertical lines at the top of the panel show the density ρone that a single particle produces when placed at the center
of the cell. The bump in the A2.5 curve at ρ . ρone is due to large discreteness effects: for this cell size the A2.5 simulations did not
have enough particles. Right: The same as for the left panel, but now for better force resolution ∆x/ǫ and for larger number-densities of
particles. To facilitate detailed comparisons the top panel show deviations of P (ρ) from the same analytical fit. Results indicate that the
box size does not affect the density distribution. However, the force resolution has a tendency to reduce the amplitude of P (ρ) at very
large density ρ.
Table B1. Parameters for the double-exponential model, eq.(18), for redshift z = 0. Different columns give: (1) Name of the simulation,
(2) Cell size in h−1Mpc, (3) rms density fluctuation, (4-7) parameters for eq.(18), (8) rms of the relative error of the fit, (9) number of
cells in 1D, (10) relative force resolution – the number of force resolution elements per each density assignment cell.
Simulation Cell Size σ A α+ 2 ρ0 ρ1 relative error Ncell ∆x/ǫ
(1) (2) (3) (4) (5) (6) (7) (8) (9) (10)
MDPL1 0.167 24.020 1.145E-01 0.0438 0.1001 2080.000 0.066 6000 17
MDPL1 0.250 19.070 1.122E-01 0.0639 0.0925 1225.927 0.058 4000 25
MDPL1 0.313 16.630 1.148E-01 0.0677 0.1104 894.088 0.056 3200 31
MDPL1 0.333 15.960 1.175E-01 0.0670 0.1351 810.545 0.057 3000 33
MDPL1 0.500 12.150 1.306E-01 0.0640 0.1359 451.211 0.056 2000 50
MDPL1 0.625 10.340 1.385E-01 0.0636 0.1238 318.285 0.052 1600 62
A0.5 0.833 7.753 1.651E-01 0.0457 0.1518 180.093 0.052 600 4
MDPL1 1.000 7.140 1.730E-01 0.0441 0.1523 143.084 0.045 1000 100
MDPL1 1.250 5.902 1.983E-01 0.0274 0.1754 95.484 0.040 800 125
B0.5 1.250 5.712 2.059E-01 0.0050 0.1868 103.010 0.033 400 8
MDPL1 1.429 5.243 2.178E-01 0.0123 0.1946 75.355 0.036 700 143
A0.5 1.667 4.422 2.519E-01 -0.0232 0.2281 58.198 0.026 300 8
MDPL1 2.000 3.834 2.843E-01 -0.0185 0.2488 36.196 0.030 500 200
MDPL1 2.500 3.102 3.498E-01 -0.0399 0.2952 21.230 0.027 400 250
B0.5 2.500 3.048 3.587E-01 -0.0455 0.3021 20.465 0.026 200 16
A0.5 3.333 2.299 5.024E-01 -0.0545 0.3756 9.010 0.022 150 16
MDPL1 3.333 2.343 4.852E-01 -0.0520 0.3672 9.604 0.027 300 333
A1.5 5.000 1.555 9.813E-01 -0.0590 0.5324 2.829 0.020 300 8
MDPL1 5.000 1.586 8.902E-01 -0.0500 0.4950 3.100 0.020 200 500
A1.5 10.000 0.836 8.976E+00 -0.0423 1.0600 0.361 0.017 150 16
A2.5 10.000 0.832 9.127E+00 -0.0477 1.0971 0.368 0.013 250 8
A2.5 20.000 0.452 2.198E+03 -0.0340 2.5080 0.052 0.069 125 16
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Table B2. Parameters for the double-exponential model, eq.(18), for redshifts z ≈ 0.5 − 1. Different columns give: (1) Name of the
simulation, (2) Cell size in h−1Mpc, (3) rms density fluctuation, (4-7) parameters for eq.(18), (8) rms of the relative error of the fit,
(9) number of cells in 1D, (10) relative force resolution – the number of force resolution elements per each density assignment cell, (11)
redshift.
Simulation Cell Size σ A α+ 2 ρ0 ρ1 relative error Ncell ∆x/ǫ redshift
(1) (2) (3) (4) (5) (6) (7) (8) (9) (10) (11)
MDPL1 0.167 16.050 1.448E-01 0.0146 0.0714 946.937 0.062 6000 16.7 0.492
MDPL1 0.250 12.780 1.392E-01 0.0346 0.0685 555.436 0.048 4000 25.0 0.492
MDPL1 0.500 8.177 1.683E-01 0.0218 0.1562 213.103 0.045 2000 50.0 0.492
MDPL1 1.000 4.793 2.476E-01 -0.0461 0.2313 72.823 0.031 1000 100. 0.492
MDPL1 1.250 3.961 2.909E-01 -0.0680 0.2668 46.150 0.028 800 125. 0.492
B0.5 1.250 3.837 2.993E-01 -0.0806 0.2764 45.377 0.026 400 8. 0.492
A0.5 1.667 2.923 3.882E-01 -0.0816 0.3300 19.242 0.038 300 8 0.5097
B0.5 2.500 2.068 6.078E-01 -0.0673 0.4228 6.282 0.042 200 16 0.492
MDPL1 2.500 2.112 5.801E-01 -0.0690 0.4130 6.892 0.044 400 250. 0.492
A0.5 3.333 1.575 1.015E+00 -0.0616 0.5398 2.635 0.038 150 16 0.5097
MDPL1 5.000 1.138 2.413E+00 -0.0538 0.7508 0.974 0.033 200 500. 0.492
A2.5 10.00 0.625 7.163E+01 -0.0526 1.6335 0.141 0.017 250 8 0.497
A2.5 20.00 0.347 1.409E+05 -0.0261 3.5731 0.024 0.140 125 16 0.497
B0.5 1.25 2.671 4.516E-01 -0.0597 0.3612 11.71 0.092 400 8 0.99
A0.5 1.667 2.066 6.462E-01 -0.0541 0.4374 5.372 0.090 300 8 0.99
B0.5 2.50 1.475 1.248E+00 -0.0501 0.5876 1.966 0.069 200 16 0.99
A0.5 3.333 1.157 2.484E+00 -0.0460 0.7563 0.941 0.056 150 16 0.99
A1.5 5.00 0.833 1.013E+01 -0.0413 1.1148 0.343 0.043 300 8 1.0
A1.5 10.00 0.487 1.134E+03 -0.0436 2.3475 0.061 0.032 150 16 1.0
A2.5 10.00 0.485 1.297E+03 -0.0403 2.4207 0.0597 0.0564 250 8 1.0
A2.5 20.00 0.274 3.522E+09 -0.0319 6.1154 0.0079 0.0782 125 16 1.0
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