ABSTRACT Recently, deep convolutional neural networks (CNNs) have been attracting considerable attention in single image super-resolution. Some CNN-based methods, such as VDSR verified that residual learning can speed up the training and significantly improve the performance of accuracy. However, with very deep networks, convergence speed is still a critical issue in training due to the cost of requiring enormous parameters. In order to deal with this issue, we redesign the residual networks based on dilated networks. In this paper, we propose symmetrical dilated residual convolution networks (FDSR) to tackle image super-resolution problems. Our network is on the basis of the dilated convolutions supported exponential expansion of the receptive field without loss of resolution and coverage. This means that FDSR can speed up the training and improve the performance of accuracy without increasing the model's depth or complexity. Meanwhile, we attempt to combine the image pre-processing approach of VGG-net with mean squared error (MSE) to enhance the performance. The experimental results demonstrate that the training time-consuming proposed model achieves nearly a half with even superior restoration quality. Further, we present a novel network with less layers and parameters can achieve real-time performance on a generic CPU and still maintain superior performance.
I. INTRODUCTION
Single image super-resolution is a classical yet still active problem in low-level computer vision, which aims to recover a high high-resolution (HR) image x from a given low-resolution (LR) image y. The degraded model can be defined as y = D(x), where D is the down-sample function. Single image super-resolution is inherently ill-posed and does not have a unique solution: an infinite number of y can be given rise to the same x. For high magnification ratios, this one-to-many mapping problem becomes worse, rendering image super-resolution a highly intricate problem.
There are three types of methods in single image super-resolution research: interpolation-based [1] , reconstruction-based [2] , [3] and learning-based [4] - [9] . The interpolation methods include Bicubic interpolation, Lanczos resampling [10] , etc. The reconstruction-based methods utilize statistical image priors [11] , [12] or internal patch recurrence [13] . Currently, the learning-based methods such as Convolutional Neural Networks (CNNs) and Convolutional Residual Networks are widely used for model mapping from LR to HR patches, which assume that the LR image already has enough information to predict the corresponding HR image. As the pioneer CNN model for image super-resolution, SRCNN [7] which predicts the nonlinear mapping between LR and HR images via a convolutional neural network significantly outperform classical methods. In addition, another improved learning-based superresolution method (VDSR) [9] achieves better performance than SRCNN by employing a deeper network.
Benefiting from deeper network, the excellent performance achieves. However, drove by the significance of depth, a question arises: the very deep network requires enormous parameters and spend too much time in training and validating. Meanwhile, as the layer rises, a deep network leads to higher training error, as reported in [14] . There are some key issues such as reducing the network parameters, speeding up the network training and improving training error in deeper networks. To address these issues, we propose a fast image super-resolution method. We combine residual learning with dilated convolution and choose MSE as the sole optimization target.
The core idea of this paper is Dilated convolution, which originates from wavelet decomposition [15] . The main idea of dilated convolution is to increase receptive view of the network exponentially and linear parameter accretion. With this purpose, dilated convolution is found usage in applications, which care more about integrating knowledge of the wider context with less cost. In the image semantic segmentation [16] - [18] , dilated convolution is usually used to enlarge the field of convolutional filters. Currently, dilated convolution has been applied to a broader range of tasks, such as object detection [19] , [20] .
The main contributions of this work can be generalized in three-folds (1) The novel network is designed by residual learning with dilated convolution, the layers of which is less than half of VDSR in our network. This means that our network is faster than the VDSR, as the parameters are reduced significantly. ( 2) The loss function consists of the VGG-mean and mean square error (MSE). The experimental results demonstrate the loss function is excellent in Y-channel and RGB-channels.
The rest of this paper is organized as follows. In section II, we review the related literature. The detail of our method in section III. Extensive experiments and evaluation results can be found in section IV. Finally in section V, some conclusions are given.
II. RELATED WORK A. CONVOLUTIONAL NEURAL NETWORK FOR IMAGE SUPER-RESOLUTION
In recent years, due to powerful learning ability, CNN is widely to tackle the problem of image super-resolution. Reasons of using CNN including: (1) CNN with deeper architecture [21] is valid in increasing the capacity and flexibility for exploiting image characteristics. (2) Considerable advances have been achieved on regularization and learning methods for training CNN, including Rectifier Linear Unit (ReLU) [22] , dilated convolution [16] and residual learning [23] . (3) The inference of CNN is very powerful because of the parallel computation ability of GPU.
As the pioneer CNN model for image super-resolution, Dong et al. [24] proposed SRCNN to recover HR image from LR observation and achieved great performance than traditional methods. SRCNN's network contains three kinds of layers: Patch extraction (representation), Non-linear mapping, and Reconstruction. The filter size of each layer is 9 × 9, 1 × 1 and 5 × 5 respectively. In Dong's later work, they attempted to take advantage of deeper networks for the single image super-resolution. The experimental result shows that very deep network is not able to get better performance, because a deep network leads to higher training error rate.
Despite SRCNN is successfully applied in image superresolution, it suffers from two major limitations: (1) SRCNN relies on the context of image's small regions. Learning ability of SRCNN is bottleneck. (2) Slow convergence rate. It spends too much time in network training. For these limitations, Kim at al. propose a highly accurate single image super-resolution (VDSR) method, which inspired by VGG-net [21] used for ImageNet classification. The VDSR takes advantage of a very deep network which contains 20 layers. VDSR verified that increasing the depth of the network can improve the performance actually. 'The deeper, the better' is also applied to image super-resolution problem. Another important improvement is that VDSR adopts the strategy of residual learning, which allows higher learning rate and faster convergence rate.
A more efficient solution is to directly predict the missing HR pixels from the LR image, which called efficient sub-pixel CNN (ESPCN) [25] learns to predict the feature maps of each sub-image, and aggregates the sub-images into the final HR image. Inspired by the great success of recently developed Generative Adversarial Nets (GAN) [26] , a perceptual loss function, which consists of a content loss and a GAN based adversarial loss, is proposed in [27] , [28] to generate the HR images.
B. RESIDUAL LEARNING AND SKIP CONNECTION
In the past few years, there is a trend that 'deeper is better' in network design. However, With the deepening of the neural network, the performance of networks quickly diminishes. The issue arises from the way in which neural networks are trained through backpropagation. Based on backpropagation, each of the neural network's weight receives a update proportional to the gradient of the error function with respect to the current weight in each iteration of training. The problem is that in some cases, the gradient is vanishingly small, effectively preventing the weight from changing its value. In the worst case, this may completely stop the neural network from further training.
To address the vanishing gradients problem, a residual learning framework is proposed. In deep residual network, it is safe to train very deep layers to get enough learning power without worrying about the degradation problem too much, for the sake of the worst case, blocks in those 'unnecessary layers' can learn to be an identity mapping and do no harm to performance. This is achieved by the solver driving weights of ReLu layers close to zeros thus only the shortcut connection is active and acts as an identity mapping. Though not proved theoretically, adjusting weights close to zeros might be an easier task to the solver than adjusting weights to effective representation all at once. Based on Residual Leaning, many new network architectures have been proposed. For example ResNets and Highway networks based on Residual Leaning, is more than 100 layers. DenseNets links all layers in the networks and tries to fully explore the advantages of skip connections. All kinds of these networks share a same key idea: it is essential to build many skip connections between layers to effectively train a very deep network.
A skip connection is adopted in VDSR to link the input data and the final reconstruction layer in SR. However, only single skip connection is adopted in VDSR, which could not fully explore the advantages of skip connection. Many symmetric skip connections are employed in an encoding-decoding network for image restoration tasks. For example, DRCN [29] uses a very deep recursive layer via a chain structure with more than 16 recursions. To mitigate the difficulty of training DRCN, the authors take advantage of recursive supervision and skip connection and adopt an ensemble strategy to further improve the performance. Recently, Mao et al. [38] propose a 30-layer convolutional auto-encoder network named RED30 for image restoration, which employs symmetric skip connection in training process.
III. PROPOSED METHOD A. RECEPTIVE FIELD AND 'GRIDDING' PHENOMENON
In image super-resolution, context information play an important role in reconstructing the corrupted pixel from LR image. The CNN has ability that context information can be obtained by multiple convolution layers based on the receptive field. Accordingly, it is the key to improve the ability of capturing context information, there are two approaches to improve this ability of CNN: (1) Increasing the network depth. (2) Increasing the filter size. Both of these approaches could not only increasing parameters of networks but also increase the computational complexity. In order to address these issue, dilated convolutions is proposed, which is known for its expansion capacity of the receptive field and keeping the advantages of small size of filters. A dilated filter with dilation factor s (The spacing between the kernel points, when s set to 1 corresponds to traditional convolution.) can be simply interpreted as a sparse filter of size (2s + 1) × (2s + 1). For a 3×3 filter, the receptive field increases to 5×5 when dilation factor set to 2. Inspired by dilated convolution, in our work, we try to combine dilated convolution with residual learning to balance between the size of receptive filed and network depth.
Although dilated convolution achieves better performance than original convolution based on big receptive field, Wang et al. [17] find a drawback, which causes 'Gridding' phenomenon. Since dilated convolution introduces zeros in the filter, the actual pixels which participate in the computation is the pixels between zeros. With dilated convolution method, zeros are applied in the filter. The actual pixels that participate in the computation from the region is n, which spaces one pixel evenly. For example, a 3 × 3 filter with dilation factor s = 2, only 9 of 25 pixels in the region are used for the computation, as is shown in Fig.2 . If all layers have same dilation factor, the top dilated convolution layer can only view information in a checkerboard fashion. It loses a large portion of information, as is shown in Fig.2(a) . As the depth of networks further increase, the output can be very sparse. It may not be good for learning. Therefore, the depth of dilated convolution networks is set very large without any operation. The local information is completely missing, and the information can be irrelevant across large distances. To address 'Gridding' phenomenon, Wang et al. propose a hybrid dilated convolution (HDC), as is shown in Fig.2(b) which use a different dilation factor for each dilated convolution layer, rather than use the same dilation factor for all layers.
HDC adopts a sawtooth wave-like fashion. A number of layers are grouped together with an increasing dilation factor, and the next group repeats the same pattern. Inspired by HDC, we design an almost symmetrical dilated convolution network with increasing dilation factor and decreasing dilation factor, as is shown in Fig2. All layers have the 3 × 3 filters, and the dilation factor in each layer is set to 1, 2, 3, 4, 5, 4, 3, 2, 1. Correspondingly, the receptive field of each layer is 3, 7, 13, 21, 31, 39, 45, 51, 55. In our approach, the top layer can access information from a broader range of pixels. The change of receptive filed with the layer increase as shown in Tab.1. The network proposed has the same receptive filed with the network of each layers dilation set to 3, but it can effectively avoid the 'Gridding' phenomenon. Although our network only contains 9 layer, it still has the lager receptive filed than VDSR (20 layers, 41 receptive field). In the section IV, we test four structures to verify the performance of our proposed network, as is shown in Tab.1. 
B. VGG-MEAN COMBINE MSE LOSS
In original VGG model, the average of the RGB-channels is subtracted from the images before training and testing. Simonyan and Zisserman [21] work shows that image preprocessing can effectively improve the accuracy in the task of classification. To the best of our knowledge, it is first that above mentioned operation is apply in image super resolution. Different from VGG-net normalize data in the phase of preprocessing, we combine the operation of subtracting the mean value with the MSE as a new loss function. Namely, the following RGB values should be subtracted: [123.680, 116.779, 103.939].
The luminance (Y) channel in YCbCr color space contains more image structure information. Human vision is more sensitive for details in intensity than in color, hence the most of CNN-based methods [7] , [9] 
Following previous works, we only test Y-channel in validation. In our training process, we use two strategies to verify proposed loss function: train RGB-channels simultaneously and only Y-channel. Given input LR image y, nonlinear mapping R(y) ≈ x is learned with proposed network, where x is HR image. The loss functions of the RGB-channels and the Y-channel are defined as follows respectively, where M RGB and M Y are nonlinearity layers, used to subtract the mean value.
The network architecture of the proposed method is illustrated in Fig1, which consists of two different blocks: block 'Dilated Convolution + ReLU' is employed from the first layer to eighth layer. The block 'Dilated Convolution' is only used in the last layer. Except for the last layer, the filter size is set as 3 × 3 × 64. The last layer is used to reconstruct the residual image, the filter size is set as 3 × 3 × 1 for Y-channel residual image and 3×3×3 for RGB-channels residual image. In order to keep the size of feature maps in each convolution layer and reduce the boundary effect, the zero-padding is set as 1, 2, 3, 4, 5, 4, 3, 2, 1 for each layer, as is shown in Fig4. Despite our network depth is only half depth of the VDSR, the deep networks still suffer from gradients vanishing and become hard to train.
To address the above-mentioned problem, inspired by residual networks, we add skip connections between two corresponding dilated convolution layers, as shown in Fig4.(b) . There are two reasons to employ such connections. Firstly, as the network becomes deeper, image details could be lost. This means it is very tough work to recover details only based on dilated convolution approach. The feature maps can carry much image detail by skip connections, which helps dilated convolution recover the details information of the image. Secondly, the skip connections also can benefit for back-propagating that avoid the gradient vanishing. It makes training deeper network much easier. Note that our skip layer connection is very different from residual networks. In our case, we expect that information of the dilated convolution feature can be mapped to the corresponding dilated convolution layers respectively.
Following VDSR, we adopt the residual learning formulation to train a residual mapping R(y) ≈ v, and then we get x = y−R(y). The average mean squared error (MSE) is used as as loss function:
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FIGURE 6. Single image super-resolution results of FDSR and other methods, the test image from Urban100 dataset with upscaling factor 4. (a) HR image(PSNR). (b) Bicubic(19.59dB). (c) A+(20.26dB). (d) SelfExSR(20.30dB). (e) SRCNN(20.17dB). (f) LR Image(19.02dB). (g) VDSR(20.90dB). (h) DnCNN(20.89dB). (i) FDSR-Y(20.99dB). (j) FDSR-RGB(21.13dB).

TABLE 2.
The average psnr(dB) of the proposed network and the network with different dilation factor on the set5, urban100 datasets.
IV. EXPERIMENTS A. PARAMETER SETTING
In our experiments, A Method for Stochastic Optimization (ADAM) [30] is employed as optimizer, which is an algorithm for first order gradient-based optimization of stochastic objective functions. Because of the little memory requirements and computational efficiency, ADAM is well suited for our problem in terms of large data and parameters. The ADAM parameter is set to beta1 = 0.9, beta2 = 0.999 and epsilon = 1e-8. The learning rate is decayed exponentially from 1e-3 (1 ∼ 30 epoch) to 1e-4 (31 ∼ 50 epoch) for 50 epochs. The Theano 0.9 + Lasagne 0.2 packages is employed to train and test the proposed models. All experiments are carried out in Windows 7 + Python 3.5 environment. The program run on a PC with Xeon E5-2690 v4 CPU, Nvidia GeForce Titan XP GPU and Kingston 128 GB RAM. We use Nvidia CUDA 8.0 + cuDNN-v5.1 to accelerate the GPU computation. 12 hours are token to train the proposed model on GPU.
B. TRAINING AND TESTING DATA
For upscaling with different factor in our experiment, we gather a large dataset to fully capture the prior of nature images. We combine Waterloo Exploration Database (WED) [31] and Berkeley Segmentation Dataset (BSD200) [32] as training data. The WED dataset contains 4744 images and BSD200 dataset includes 200 images. We set the size of training patch as 48 × 48, and crop 128 × 2000 (batch size × patch size) patches to train the proposed model, with image rotation and flipping operation. We collect various datasets to evaluate the proposed method. We adopt four datasets included Set5 [33] , Set14 [34] , BSD100 [8] and 
11dB). (c) A+(24.81dB). (d) SelfExSR(24.84dB). (e) SRCNN(24.63dB). (f) LR image(23.29dB). (g) VDSR(25.05dB). (h) DnCNN(25.10dB). (i) FDSR-Y(25.14dB). (j) FDSR-RGB(25.18dB).
Urban100 [35] . The Set5 (5 images) and Set14 (14 images) are often used for benchmark in the task of image superresolution. The BSD100 (100 images) dataset comes from the test dataset of the Berkeley Segmentation Dataset. The Urban100 (100 images) contains urban images provided by Huang et al, which is a widely used in the image super-resolution.
C. QUANTITATIVE AND QUALITATIVE EVALUATION
In this section, we evaluate the method proposed in section III. Our experiments have four parts: (1) In order to obtain the effect of receptive field for image super-resolution, dilated convolution network with different dilation factor setting are experiment. (2) Based on the former experiment, two training strategies is employed for testing the proposed loss function. (3) The comparison of our approach with the state-of-the-art models is presented in terms of both accuracy and visual. (4) In addition, the time-consuming comparison of our approach with VDSR is exhibited on the CPU and GPU.
1) COMPARISON OF DIFFERENT DILATED CONVOLUTION NETWORK
In section III, we compared four different dilated convolution networks with different dilation factor. The networks are set the same depth (9 layers) in our experiment. As shown in Tab.2 and Fig5. (1) The proposed network is better than other three types of network structure contained dilated convolution. When the dilation factor set to 3, the PSNR is the worst (the yellow line). The main reason is that the phenomenon of 'Gridding' is very serious. Nevertheless our network structure can effectively avoid this weakness (the red line). (2) It can be seen that the performance of the networks with skip connection is better than the networks without skip connection. The comparison of network with/without skip connection used the same training parameters. It is obvious that the skip connection network can definitely improve the performance of models. (3)From the curve in Fig5, it can also be seen that reducing the learning rate (30 epoch) during training can effectively improve the accuracy and converge to more stable values. For further explanation, the comparison of the restored images and residual images is shown in Fig3. The proposed network with skip connection and a benchmark dataset are used in the following experiments.
2) COMPARISON OF PROPOSED LOSS FUNCTION
In order to verify the proposed loss function in section III, we trained Y-channel and RGB-channels respectively. Both training strategies, the composite loss function performs better than MSE. As shown in Tab.2, compared with MSE, the proposed loss function can effectively improve the PSNR. Especially it performs better in RGB-channels. 
3) COMPARISON WITH STATE-OF-THE-ART METHODS
In this part, we provide quantitative comparisons. Comparison between proposed method (FDSR(Y), FDSR(RGB)) with several state-of-the-art image super-resolution methods, included Bicubic, A+ [8] , RFL [36] , SelfEx [35] , SRCNN [7] , FSRCNN [24] , CSCN [37] , VDSR [9] [9], RED [38] , DnCNN [39] . There are two evaluation indexes widely employed for image super-resolution quality: Peak Signal to Noise Ratio (PSNR) and Structural Similarity Index (SSIM) [40] . The higher the result of PSNR (dB) is, the better the quality of the reconstructed image. The closer the SSIM value is with 1, the higher the similarity is between the two images. The quantitative evaluation results are shown in the Tab.4. Red color indicates the best performance of our methods and blue color indicates the best performance of previous methods. The Tab.4 shows that the accuracy performance of proposed method is similar with the recent CNN-based methods, and FDSR(RGB) is better than FDSR(Y). Even in some data sets, FDSR(RGB) achieves the highest PSNR or SSIM performance. Considering that our network has far fewer layers than other CNN-based methods, our method is efficient and effective. In order to directly compare reconstructed images, we chose two images from Urban 100 for testing. Two test images are processed by Bicubic and amplified by super-resolution methods with upscaling factor 4. As can be seen from Fig6 and Fig7, the reconstructed images of FDSR(Y) and FDSR(RGB) are clearer than other methods. In following part, time-consuming evaluation with different methods is shown.
4) COMPARISON ON TIME-CONSUMING
Besides visual quality evaluation, another important index is the time-consuming evaluation in image super-resolution task. In our experiment, we collected 20 images from the DIV2K [41] dataset for the time-consuming evaluation. Bicubic is employed down-sample images to 300 × 300. Tab.5 shows the average time-consuming of different methods, DnCNN and VDSR with upscaling factor 2, 3, 4. Both DnCNN and VDSR are set as 20 layers in our experiments. As the experiment result shown, VDSR achieves the superior time-consuming compared with DnCNN. It is the reason that DnCNN contains batch normalization, which requires more calculations and more runtime. Compared with DnCNN and VDSR, our method spends less half of time on CPU. Meanwhile, our method still achieves good efficiency on the GPU. From Tab.5 we can see that when the test image is bigger, our method has more obvious advantages. For training time, in the framework of theano + lasagne, the model size of FDSR is only 470kb (20 tensors) and needs 12 hours for training, while the model size of VDSR and DnCNN require 1147kb (40 tensors) and need 20 hours for training. Therefore, based on the results of the testing time and training time, we can conclude that our models use less space for storage and less time-consuming.
V. CONCLUSION
In this paper, we present a novel approach to design convolutional networks for the single image super-resolution. Our work shows that the dilated residual convolution operator with proper skip connection is particularly suitable for image super-resolution due to its ability to expand the receptive field without losing resolution or coverage. Based on the dilated residual convolution, high spatial resolution can be kept all the way through the final output layers. We have utilized dilated residual convolution to design a new network structure that reliably speeds up the training and improves accuracy without increasing the model depth or complexity.
Our method demonstrates that it is possible to improve the performance of deep neural network by using dilated convolution. the state-of-the-art methods for the single image super-resolution leave significant space in terms of both quantitative measure and visual perceptual quality. The experimental result is suggestive. We believe our method is also effective for other image restoration tasks. RAO YUAN received the Ph.D. degree in computer science from Xian Jiaotong University (XJTU) and then dealt his postdoctoral research at Tsinghua University in 2005. He is currently an Associate Professor with the Software School, XJTU, In 2012, he launched a lab named social intelligence and complex data processing, where his research works focus on social network and computing, NLP, multi-modal information process, and complex data mining.
