Abstract-In this paper we propose a novel multiresolution adaptive mesh refinement algorithm for solving InitialBoundary Value Problems (IBVP) for evolution partial differential equations. The proposed algorithm dynamically adapts the grid to any existing or emerging irregularities in the solution, thus refining the grid only at places where the solution exhibits sharp features. The main advantage of the proposed grid adaptation method is that it results in a grid with a fewer number of nodes when compared to adaptive grids generated by other wavelet-or multiresolution-based mesh refinement techniques. Several examples show the robustness, stability and savings (in terms of CPU time) of our algorithm.
I. INTRODUCTION
It is well known that the solution of evolution partial differential equations (PDEs) is often not smooth even if the initial conditions are smooth. For instance, kinks may arise in Hamilton-Jacobi (HJ) equations and shocks may develop in hyperbolic conservation laws. To capture discontinuities in the solution with high accuracy one needs to use a fine resolution grid. The use of a uniformly fine grid requires a large amount of computational resources in terms of both CPU time and memory. Hence, in order to solve evolution equations in a computationally efficient manner, the grid should adapt dynamically to reflect local changes in the solution.
Several adaptive gridding techniques based on wavelets or similar multiresolution analyses have been proposed in the literature for the solution of PDEs [1] , [2] , [3] , [4] , [5] , [6] , [7] . Wavelet or multiresolution-based methods take advantage of the fact that functions with localized regions of sharp transition can be very well compressed, and what makes wavelets attractive for solving PDEs is their multiresolution properties. Mallat [8] formulated the basic idea of multiresolution analysis for orthonormal wavelets in L 2 (R). Harten [9] later proposed a general framework for multiresolution representation of data by integrating ideas from three different fields, namely, theory of wavelets, numerical solution of PDEs, and subdivision schemes. His contribution to the theory of wavelets lies mainly in his extension of wavelets to nonuniform grids.
Recently, Alves et al. [7] proposed an adaptive multiresolution mesh refinement scheme, similar to the multiresolution mesh refinement approach proposed by Harten [1] , [2] and the interpolating wavelet approach proposed by Bertoluzza [3] and Holmstrom [6] . The authors in [1] , [2] , [6] used the interpolating subdivision scheme of [1] , [10] , [11] to construct the interpolating polynomials, whereas Alves et al. [7] used the high-resolution schemes SMART [12] and MINMOD [13] for constructing the interpolating polynomials. These approaches share similar underlying ideas which will be discussed shortly. Henceforth, we call this approach the traditional mesh refinement approach.
In this paper, we propose a new multiresolution mesh refinement technique for solving initial-boundary value problems (IBVP) for evolution PDEs. The key feature of our algorithm is that it is a "top-down" approach, in which we use the most updated information to make predictions as opposed to the traditional approach in which function values at all points belonging to a particular resolution level are interpolated only from the corresponding points at the coarser level. Unlike the traditional approach, our interpolations are not restricted to using only the retained points at the coarser level, but we also use the retained points at the same level and even the next finer level. This allows for a more accurate interpolation which, in turn, leads to fewer points in the final grid.
The paper is organized as follows. In the first part of the paper we start by formulating the problem and we present the algorithm for mesh refinement. Next, we compare the proposed mesh refinement approach with the traditional approach, and we show that the proposed algorithm results, in general, in a fewer number of grid points compared to the traditional approach. In the second part of the paper we present an algorithm for solving the IBVP for evolution equations on an adaptive nonuniform grid, generated using the proposed mesh refinement technique. This analysis is followed by several numerical examples that show a major speed up in terms of computational time compared to the uniform mesh case and increase in the speed-up factor compared to traditional approach.
II. PROBLEM STATEMENT
Many problems in engineering and physics can be written in the form of an initial-boundary value problem (IBVP) for an evolution equation: ThB08. 4 1-4244-1498-9/07/$25.00 ©2007 IEEE.
where D = D∪∂D, with D⊂R bounded. The function f : R × R × R ×D → R, and the initial function g : D→R are given. The unknown is the function u : D×[0, ∞) → R. The algorithm proposed in this paper works for other boundary conditions as well, but for simplicity in the analysis below we only use periodic, Dirichlet, and Neumann boundary conditions. Without loss of generality, we will further assume that D =(0, 1). In (IBVP) the initial function g can be irregular. Even if g is smooth discontinuities such as shocks (in hyperbolic conservation laws) and kinks (in HJ equations) can develop in the solution u at some later time. Therefore, we would like to adapt the grid dynamically to any existing or emerging irregularities in the solution instead of using a fine mesh over the whole spatial and temporal domain. In the next section, we propose a novel grid refinement technique for solving (IBVP) in a computationally efficient manner.
III. ADAPTIVE GRIDDING
Since D =[0, 1], we consider dyadic grids of the form
where J min ≤ j ≤ J max , j denotes the resolution level, k the spatial location, and J min ,J max ∈ Z + 0 . We denote by W j the set of grid points belonging to V j+1 \V j . Therefore,
With a slight abuse of notation, we write
A. Grid Adaptation
Assume we are given a nonuniform grid of the form
..,N, and
For simplicity, we denote u(x, t) evaluated at x = x j,k and t = t n by u n j,k , where 0 ≤ k ≤ 2 j ,J min ≤ j ≤ J max ,n∈ Z + 0 , t 0 =0, t n = t n−1 +∆t n for n>0, and ∆t n is the time step based on the Courant-Friedrichs-Levy condition [14] for hyperbolic equations and the von Neumann condition [14] for all other evolution equations.
For grid adaptation, we first need a procedure for computing the function value at any point x interp ∈ (0, 1) from the function values in U = {u n j,k : x j,k ∈ Grid}, using an interpolating polynomial of degree p. To this end, the first step is to find the p+1 nearest points
Grid to x interp , where 0 ≤ i ≤ N − p.B yp +1 nearest points here we mean one neighboring point on the left of x interp , one neighboring point on the right of x interp and the remaining p − 1 points are the points nearest to x interp in the set Grid. In case two points are at the same distance, that is, if a point on the left and a point on the right are equidistant to x interp , then we choose a point so as to equalize the number of points on both sides.
Once we have found the p +1 nearest points of the set X near , we construct an interpolating polynomialû(x) of order p passing through these p +1 points. One may use Neville's algorithm to construct the respective interpolating polynomials on the fly. The interpolating polynomials can also be constructed using high-resolution schemes such as the essentially non-oscillatory (ENO) scheme [15] , [16] . The only difference in that case would be that we would take one neighboring point on the left and one neighboring point on the right of x interp , and choose the remaining p − 1 points that give the least oscillatory polynomial.
The "top-down" approach of our algorithm allows one to add and remove points using the most updated information. Now suppose u(x, t n ) is specified on a grid Grid old , with corresponding solution values U old = {u n j,k : x j,k ∈ Grid old }, where Grid old can be either regular or irregular 1 . We assume Grid old ⊇V Jmin . Our aim is to find a new grid Grid new , by adding or removing points from Grid old , reflecting local changes in the solution. To this end, we initialize an intermediate grid
Jmin }, and set j = J min . The mesh refinement algorithm proceeds as follows:
1. Find the points belonging to the intersection of W j and Grid old , that is,
a) Compute the interpolated function value at point y j,ki ∈ Y ,û(y j,ki ), from the points in Grid int and their function values in the set U int using the procedure mentioned above. b) Calculate the interpolative error coefficient d j,ki at the point y j,ki
The interpolative error coefficient is a measure of the local smoothness of the function. If the value of d j,ki is below the prescribed threshold ǫ, then reject y j,ki since the function value at this point can be reconstructed from the points in Grid int with an error no larger than ǫ and goto Step 2(f), otherwise add y j,ki to the intermediate grid Grid int and move on to the next step 3 .
c) Add to Grid int N 1 points on the left and N 1 points on the right neighboring to the point y j,ki in W j . This step accounts for the possible displacement of any sharp features of the solution during the next time integration step. The value of N 1 dictates the frequency of mesh adaptation and is provided by the user. The larger the N 1 , the smaller the frequency of mesh adaptation will be, at the expense of a larger number of grid points in the adaptive grid. Hence, there is a trade-off between the frequency of mesh adaptation and the number of grid points. d) Add to Grid int 2N 2 neighboring points at the next finer level {y j+1,2ki+ℓ } N2 ℓ=−N2+1 . This step accounts for the possibility of the solution becoming steeper in this region and the value of N 2 is chosen based on the problem. e) Add the function values at all the newly added points to U int . If the function value at any of the newly added points is not known, we interpolate the function value at that point from the points in Grid old and their function values in U old using the procedure described above. f) Increment i by 1.I fi ≤ M goto Step 2(a), otherwise move on to the next step. 3. Increment j by 1.I fj<J max goto Step 1, otherwise move on to the next step.
Terminate the algorithm. The final nonuniform grid is
Grid new = Grid int and their corresponding function values are in the set U new = U int .
The adaptive grid generated using the proposed algorithm depends on how we select points along the grid, that is, whether we move from left to right or from right to left across each level. Note also that it is not mandatory to traverse across a level from the leftmost point or from the rightmost point. We can instead start from any point at that level, each time resulting in a different grid. This suggests that by using a suitable probability distribution function to choose the order in which the points at each particular level are selected, one may be able to further optimize the grid. We will not elaborate on this observation in this paper.
B. Comparison Between the Traditional and the Proposed Approach
The proposed grid adaptation algorithm results, in general, in a fewer number of grid points when compared to the traditional approach. First, we explain why this is so and then we give several examples to demonstrate this fact. For details on the traditional grid adaptation approach the reader is referred to [1] , [2] , [6] , [7] .
In the traditional approach, one interpolates {g(y j,k )}
only from the function values at the points belonging to V j for j = J min ...J max − 1, and only then, one adds to the adaptive grid, the points y j,k along with the points {y j,k+ℓ } N1 ℓ=−N1 and {y j+1,2k+ℓ } N2 ℓ=−N2+1 for all the pairs (j, k), such that d j,k >ǫ . In the proposed method, we continuously keep on updating the adaptive grid instead. If the interpolative error coefficient at y j,k , where 0 ≤ k ≤ 2 j −1 and J min ≤ j ≤ J max −1, is greater than the prescribed threshold, we add y j,k to the adaptive grid, and at the same time we add to the adaptive grid the neighboring points at the same level {y j,k+ℓ } N1 ℓ=−N1 , as well as the neighboring points at the next level {y j+1,2k+ℓ } N2 ℓ=−N2+1 . We use these newly added points also for interpolating the remaining points at level W j and the levels below it. In other words, in the proposed approach {g(y j,k )} 2 j −1 k=0 are interpolated from the function values at the points in V j ⊕W j ⊕W j+1 for J min ≤ j ≤ J max − 2 and in V j ⊕W j for j = J max − 1. Hence, by making use of the extra information from levels W j and W j+1 , which in any case will be added to the adaptive grid, we are able to reduce the number of grid points in the final grid. Moreover, in the traditional approach, when a point y j,k , where 0 ≤ k ≤ 2 j − 1 and J min ≤ j ≤ J max − 1, is added to the grid then we also include its parents, which were used to predict the function value at that point. The parents are not needed for approximating g to the prescribed accuracy but are included just for calculating the interpolative error coefficient at the point y j,k during the next mesh adaptation. In the proposed algorithm, on the other hand, whenever a point is being checked for inclusion in the adaptive grid, we predict the function value at that point only from the points which already exist in the adaptive grid. Hence, if that point is inserted in the grid we do not need to add any extra points (i.e., its parents). This also alleviates the task of keeping separate track of the parents from the rest of the points as in the traditional approach.
Example 1: Consider a dyadic grid V 4 and the function g(x), which is zero for all x ∈ [0, 1] \ x 4,k , and an impulse located at x = k/2 4 , where 0 ≤ k ≤ 16. Let J min =0 , J max =4, p =1, ǫ =0.1, and N 1 = N 2 =1. Table I shows the number of grid points in the adaptive grid using both the traditional method (N gt ) and the proposed method (N gp ) for k =0 ,..., 16 . We found that when the impulse is located at either the left boundary (k =0 ) or the right boundary (k =1 6 ) or in the middle of the domain (k =8 ) both the traditional approach and the proposed approach result in the same grid. For all other cases, the grids generated are different. Moreover, we see that the proposed algorithm results in a fewer number of grid points. For this example, the proposed algorithm outperforms the traditional approach by up to 33%. Example 2: Consider the function, g(x) = sin(2πx)+ e −β(x−0.5) at x =0.5. Here β is a parameter that controls the width of the Gaussian. We let β =2 0 , 000. For this example, we let J min =2, J max =10, p =3, and N 1 = N 2 =1. The results for different thresholds are summarized in Table II. We   TABLE II observe once again that the proposed algorithm outperforms the traditional approach by up to 33%.
We are now ready to present the algorithm for solving the (IBVP) on an adaptive, nonuniform grid.
IV. NUMERICAL SOLUTION OF THE IBVP FOR EVOLUTION EQUATIONS
Based on the problem and the desired accuracy, we choose the minimum resolution level J min , the maximum resolution level J max , the threshold ǫ, the order of the interpolating polynomial p and the parameters N 1 , N 2 required for the proposed grid adaptation algorithm. The final time t f is assumed to be given.
To solve (IBVP) on an adaptive grid, we first initialize
, and set t =0, n =0. Then the algorithm proceeds as follows:
1. Given Grid old , U old find the new grid Grid new and the function values at all the points in Grid new , U new = {u n j,k : x j,k ∈ Grid new }, using the proposed grid adaptation algorithm described in Section III-A. The new grid Grid new is the grid on which we will propagate the solution from time t to time t +∆t adapt , where ∆t adapt is the time after which the grid should be adapted again, calculated from the approximate time the solution will t a k et om o v eN 1 grid points. 2. Compute the solution at time t = t n+1 at all the points belonging to Grid new , U new = {u n+1 j,k : x j,k ∈ Grid new }, using any numerically stable scheme, where the numerical scheme for discretizing (IBVP) depends on f (u xx ,u x ,u,x), and increment n by 1. Keep on repeating this step while t<∆t adapt .I ft ≥ t f terminate the algorithm. 3. Reassign the sets: Grid old ← Grid new , U old ← U new .I t should be noted that we do not interpolate the function values at the finest level during the mesh refinement process. In the proposed mesh refinement algorithm, we only check the retained points in Grid old to further add and remove points in the grid. The interpolative error coefficients are computed only at the points y j,k ∈ Grid old , and the solution U old for all y j,k ∈ Grid old is known from the previous step. 4. Calculate the new time at which the next mesh adaptation should take place t adapt = t +∆t adapt . Goto Step 1.
V. N UMERICAL EXAMPLES
In this section, we present several examples to demonstrate the stability and robustness of our algorithm. These examples illustrate the algorithm's ability to automatically capture and follow any existing or self-sharpenning features of the solution that develop in time.
Example 3: First, we consider a nonlinear conservation law:
=0(Burgers' equation). We use the same smooth initial condition and the Dirichlet boundary condition as in [7] , that is, g(x) = sin(2πx)+ 1 2 sin(πx), u(0,t)= u(1,t)=0 , to check the ability of the proposed algorithm to capture the shock and at the same time to compare the performance of the proposed algorithm with the traditional approach. The solution is a wave that develops a very steep gradient and subsequently moves towards x =1 . Because of the zero boundary values, the wave amplitude diminishes with increasing time.
For solving the above mentioned problem, we use the ENO-Roe scheme proposed by Shu and Osher [16] along with a third-order total variation diminishing (TVD) RungeKutta (RK) scheme [16] . The numerical solution at times t =0s, t =0 .158 s, t =0 .5 s and t =1s using a grid with J min =4and J max =1 2are shown in Fig. 1(a) . Fig. 1 also shows the grid point distribution in the adaptive mesh at times t =0s, t =0.14 s, t =0.158 s and t =1s. We see that as the shock continues to develop the algorithm adds points at the finer levels of resolution in the region where the shock is developing, and removes points from the regions where the solution is getting smoother and smoother. Similar conclusions can be drawn by looking at the time evolution of the number of grid points (N g ) in Fig. 1(f) . This clearly shows that the proposed strategy uses only the grid points that are actually necessary to attain a given precision, and the algorithm is able to add and remove points when and where is needed.
A comparison of CPU times for the uniform and adaptive grids, along with the average number of points (N gave ) used by the proposed algorithm for different J max = 8, 9, 10, 11, 12 are summarized in Table III . We observe a major speed up (S) in the computational time compared to the uniform mesh. The speed-up factors increase significantly with mesh refinement at an approximate rate of two. For the case J max =12, the proposed algorithm used an average of 57 points for most part of the computations as opposed to the average of about 64 points used by the algorithm of Alves et al. [7] for most part of the computations, which shows an 11% reduction in the number of points used by the proposed algorithm to compute the solution with comparable accuracy. Correspondingly, the proposed algorithm resulted in a 10% higher speed-up factor, which is 55.3 as opposed to 50.2 reported in [7] . This clearly demonstrates the superiority of the proposed approach compared to the traditional approach.
Example 4: Consider the scalar reaction-diffusion problem that appears in combustion problems [17] : a reactant in a chemical system, a is the heat release, δ is the activation energy, and R is the reaction rate. For small times the temperature gradually increases from unity with a "hot spot" forming at x =0 . At some finite time ignition occurs and the temperature at x =0jumps rapidly from near unity to near 1+a. A flame front then forms and propagates towards x =1with speed proportional to e aδ /2(1 + a).W e use the same problem parameters as in [17] namely, a =1, R =5, and δ =30.
We use the centered second difference scheme [14] to discretize u xx and use a second-order TVD RK scheme [16] for temporal integration. The numerical solutions at times t =0s, t =0 .24 s, t =0 .2403 s, t =0 .24035 s, t =0 .241 s and t =0.244 s using a grid with J min =4and J max =10 are shown in Fig. 2(a) . One of the main challenges of this problem is the fact that one needs to use a very small time step to capture the transition layer during the time of ignition. This is achieved automatically by the proposed algorithm since the algorithm is adaptive both in time and space. As the mesh gets refined, ∆t n in the procedure for the numerical solution of IBVP for evolution equations (Section IV) also decreases. In Fig. 2(f) we show the time evolution of grid points starting at t =0 .23 s since the number of points for t ≤ 0.23 s remains constant. We see from Fig. 2(f) that for time t<0.239 s the proposed algorithm found the solution at grid V 4 and efficiently added points at finer levels starting at t =0.239 s. As the points from finer grid levels are being added, the algorithm automatically decreases the time step and is able to accurately capture the transition layer during the time of ignition.
Example 5: Next, we consider the Hamilton-Jacobi (HJ) equation:
where α is a constant, g(x)=− cos π(2x−1), and u(0,t)= u(1,t). The choice of α =0.5 results in the commonly used test problem for 1-D HJ equations given in [18] . In order to make the problem more interesting and challenging, in this work, we consider two more choices for α, namely, α =1 and α =1.5. The choices α =1and α =1.5 result in more 46th IEEE CDC, New Orleans, USA, Dec. [12] [13] [14] 2007 ThB08.4 kinks in the solution at time t =1.5/π 2 s. For solving the above mentioned problem, we use the LaxFriedrich's (LF) scheme [16] , [18] for discretizing f (u x ) along with WENO to approximate the spatial derivatives in the LF discretization. The temporal integration was performed using a third-order TVD RK scheme. The numerical solutions for all the cases at time t =1 .5/π 2 s using a grid with J min =4and J max =12along with the corresponding grid point distributions are shown in Figure 3 . The solutions at t =1 .5/π 2 s for α =0 .5, 0.1, and 1.5 have two, four, and six kinks respectively. We once again observe that the proposed algorithm is able to capture all the kinks in the solutions accurately and efficiently by adding points at the finer resolution levels in the region of kinks, while resolving the smoother regions using only the points at the coarse resolution levels. Because of the space constraints, we only show the time evolution of the number of grid points for the case α =1and α =1.5 in Figures 3(g) and 3(h) respectively.
VI. CONCLUSIONS
In this paper, we have proposed a novel grid adaptation algorithm for solving evolution PDEs, which is shown to outperform similar grid adaptation schemes. Specifically, we have shown that the proposed approach results in fewer grid points in the grid compared to a common adaptive grid approach, thereby reducing the overall computation time. Several examples have demonstrated the efficiency, stability, and robustness of the proposed algorithm. 
