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Resumen
En este trabajo se estudian conceptos ba´sicos de valuaciones sobre grupos no conmutativos
para reconstruir y extender algunos de los resultados obtenidos por Artamonov y Sabitov
para polinomios cua´nticos, se extienden e´stos para polinomios cua´nticos torcidos y exten-
siones PBW torcidas cuasi−conmutativas biyectivas y se desarrollan algunos resultados de
la conjetura planteada por Artamonov en [7] que involucra valuaciones y completaciones de
polinomios cua´nticos. El resultado principal determina que una valuacio´n de la localizacio´n
de un anillo de polinomios cua´nticos torcidos o extensio´n PBW cuasi−conmutativa biyectiva
de un dominio de Ore a izquierda sobre un grupo totalmente ordenado con valuacio´n nula
para el anillo de coeficientes es abeliano.
Palabras clave: extensio´n PBW torcida, polinomios cua´nticos torcidos, polinomios tor-
cidos iterados, localizacio´n, dominio de Ore, graduacio´n, valuaciones, completaciones.
Abstract
In this work we study basic concepts of valuations on noncommutative groups to reconstruct
and extend some results obtained by Artamonov and Sabitov for quantum polynomials, we
extend these results for skew quantum polynomials and bijective and quasi−commutative
skew PBW extension, and develop some results of the conjeture proposed by Artamonov in
[7] involving valuations and completions of quantum polynomials. The main result determi-
nes that a valuation of the localization of a skew quantum polynomials ring or localization
of a bijective and quasi−commutative skew PBW extension of a left Ore domain on a totally
ordered group with zero valuation for the ring of coefficients is abelian.
Keywords: skew PBW extension, skew quantum polynomials, iterated skew polyno-
mial, localization, Ore domain, graded, valuations, completion.
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INTRODUCCIO´N
La presente investigacio´n se refiere al tema de valuaciones y completaciones
de polinomios cua´nticos torcidos, dichos polinomios son introducidos por Le-
zama y Reyes en [16] como caso particular de las extensiones PBW torcidas
de Gallego y Lezama en [13], siendo estos polinomios una extensio´n PBW
torcida cuasiconmutativa biyectiva. Adema´s, son una generalizacio´n de los
polinomios cua´nticos de Artamonov ([1, 2, 3, 4, 5, 6, 7]).
La caracter´ıstica principal de este tipo de polinomios es que son extensiones
no conmutativas de anillos cumpliendo ciertas condiciones.
Para investigar las valuaciones y completaciones de estos polinomios se ha-
ce necesario estudiar las valuaciones en un ambiente no conmutativo, pues
se busca extender algunos resultados de Artamonov en [5], y solucionar la
conjetura encontrada en [7]. Tambie´n, es necesario estudiar los trabajos de
Artamonov para entender el comportamiento de los coeficientes y sus propie-
dades de multiplicacio´n.
La investigacio´n de este tipo de objetos se realizo´ por el intere´s de conocer
algunas propiedades de los polinomios cua´nticos torcidos y encontrar una
solucio´n a la conjetura planteada por Artamonov en el Encuentro de Ma-
tema´ticas 2012 de la Universidad Nacional de Colombia, sede Bogota´.
El desarrollo de la investigacio´n se dividio´ en tres fases, la primera fue la
recopilacio´n bibliogra´fica del estado actual de la teor´ıa de valuaciones no
conmutativa y el estudio de los polinomios cua´nticos consignado en los tra-
bajos de Artamonov; en la segunda fase, luego de examinar la teor´ıa existente,
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se llevo´ a cabo un ana´lisis para determinar o establecer generalizaciones de
algunas propiedades. En la tercera y u´ltima se recopilo lo estudiado y se
realizo´ un texto donde se cuentan algunos de los resultados obtenidos hasta
el momento y los de la fase anterior.
El cuerpo del trabajo consta de tres partes, en el primer cap´ıtulo encontrare-
mos definiciones ba´sicas y algunas propiedades de la teor´ıa de valuaciones no
conmutativa, se muestran resultados sobre filtraciones de grupos totalmente
ordenados y se termina el cap´ıtulo con valuaciones sobre un monoide abeliano.
En el cap´ıtulo dos se definen los polinomios cua´nticos, se presentan las pro-
piedades del producto de monomios, y se estudian las valuaciones y comple-
taciones de estos polinomios.
En el tercer cap´ıtulo se muestran las definiciones y propiedades necesarias
de extensiones PBW torcidas para extender los resultados de valuaciones a
anillos de polinomios cua´nticos torcidos.
Los cap´ıtulos dos y tres contienen los resultados centrales del trabajo, es-
pec´ıficamente las secciones 2.2, 2.3 y 3.2.
En la seccio´n 2.2 se reconstruyen las demostraciones relacionadas con valua-
ciones de polinomios cua´nticos para finalizar con el teorema de Sabitov [17],
en la seccio´n 2.3 se estudia completaciones de espacios cua´nticos y especi-
ficamente la siguiente conjetura: Una valuacio´n ν es asociada a un orden
esencialmente lexicogra´fico sobre Zn si, y so´lo si,
⋂
i≥1m
i = 0.
En la seccio´n 3.2 se generalizan los resultados de las secciones 2.1 y 2.2 para
extensiones PBW torcidas con algunas hipo´tesis adicionales, el desarrollo
de e´stos siguen las ideas de Artamonov, adema´s, se utilizan propiedades de
localizacio´n de anillos no conmutativos y exenciones PBW torcidas.
1 VALUACIONES.
Este cap´ıtulo consta de tres secciones, en la primera se define la Γ−valuacio´n
de un anillo de divisio´n sobre un grupo linealmente ordenado y se muestran
algunas propiedades. En la segunda seccio´n se define la Γ−graduacio´n y fil-
tracio´n de tipo Γ de un anillo R, para estudiar las valuaciones de estos objetos
sobre Γ∪{∞}. En la ultima seccio´n se define la valuacio´n de cualquier anillo
R sobre Γ∪{∞} y se caracterizan las valuaciones abelianas, es decir, cuando
Γ es abeliano. Esta seccio´n se elaboro´ con resultados obtenidos en [9, 10, 11],
cabe resaltar que Freddy van Oystaeyen y C. Baetica estudian las valuaciones
de k−a´lgebras con una PBW−base en [12].
1.1. Definiciones y algunas propiedades.
Un grupo Γ (con notacio´n aditiva y no necesariamente abeliano) es total-
mente ordenado si existe una relacio´n de orden ≤ sobre Γ, tal que si α, β,
γ,γ′, δ, δ′ ∈ Γ entonces:
i) α ≤ β o β ≤ α,
ii) α ≤ β y β ≤ α implica α = β,
iii) α ≤ β y β ≤ γ entonces, α ≤ γ
iv) para α ≤ β, γ ≤ γ′ y δ ≤ δ′ se tiene que γ + α + δ ≤ γ′ + β + δ′.
Un elemento α ∈ Γ es positivo, respectivamente estrictamente positivo,
si 0 ≤ α, respectivamente 0 < α, donde 0 es el elemento neutro de Γ. Se
escribe
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Γ+ := {α ∈ Γ, 0 ≤ α}
Γ+ := {α ∈ Γ, 0 < α}
Γ≤γ := {α ∈ Γ, α ≤ γ}
Γ<γ := {α ∈ Γ, α < γ}
Γ≥γ := {α ∈ Γ, γ ≤ α}
Γ>γ := {α ∈ Γ, γ < α}.
Proposicio´n 1.1.1. Un grupo totalmente ordenado es sin torsio´n.
Demostracio´n. Si 0 < a, entonces na < (n+ 1) a, luego, si (n+ 1) a = 0,
entonces 0 < a ≤ 2a ≤ .... ≤ (n+ 1) a = 0, luego a = 0.
♦X
Definicio´n 1.1.2. Un subconjunto ∆ de Γ se dice convexo si para α, β ∈ ∆,
tal que α ≤ β, se tiene que cualquier γ ∈ Γ con α ≤ γ ≤ β, implica γ ∈ ∆.
Comentario 1.1.3. Note que {0} es un subgrupo normal convexo de Γ.
Proposicio´n 1.1.4. Si h : Γ → Γ′ es un homomorfismo de grupos ordena-
dos, ker f es un subgrupo convexo de Γ. Adema´s, dado un subgrupo normal
convexo ∆ de Γ, el grupo cociente Γ/∆ tiene estructura de grupo ordenado tal
que la funcio´n cano´nica Γ→ Γ/∆ es un homomorfismo que preserva orden.
Demostracio´n. Sean α ≤ β elementos de ker h y γ ∈ Γ con α ≤ γ ≤ β,
entonces 0 = h(α) ≤ h(γ) ≤ h(β) = 0, por tanto h(γ) = 0, es decir, γ ∈ ker h.
Ahora, si ∆ es un subgrupo convexo, entonces ∆ + δ es convexo. En efecto,
si α + δ ≤ γ ≤ β + δ con α, β ∈ ∆ y γ ∈ Γ, entonces, γ − δ ∈ ∆ , por tanto,
γ ∈ ∆ + δ. Si α 7→ α es la aplicacio´n natural y se define el orden natural
como α ≤ β s´ı, y solo s´ı, α ≤ β, entonces se tiene una estructura de grupo
ordenado sobre Γ/∆.
♦X
Teorema 1.1.5. El conjunto de subgrupos convexos de Γ es un conjunto
totalmente ordenado por inclusio´n.
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Demostracio´n. Sean ∆1,∆2 subgrupos convexos de Γ con ∆1 * ∆2, entonces
existe α ∈ ∆+1 , con α /∈ ∆2, 0 ≤ β ≤ α para cada β ∈ ∆
+
2 , por lo tanto
∆2 ⊆ ∆1. ♦X
Definicio´n 1.1.6. Sea C (Γ) el conjunto totalmente ordenado de subgrupos
convexos con ∆ 6= Γ. El orden de C (Γ) se denomina rango de Γ y se denota
por rk (Γ).
Proposicio´n 1.1.7 ([11]). Si ∆ es un subgrupo convexo normal de Γ, enton-
ces rk (Γ) = rk (∆) + rk (Γ/∆).
Definicio´n 1.1.8 ([11]). Un grupo Γ totalmente ordenado es arquimediano
si para α, β ∈ Γ+ con β > α, existe un n tal que nα > β.
Teorema 1.1.9. Si Γ es un grupo totalmente ordenado. Entonces rk(Γ) > 0
si, y so´lo si, Γ no es trivial. Adema´s, las siguientes condiciones son equiva-
lentes:
(1) rk(Γ) = 1, es decir, Γ no tiene subgrupos convexos no triviales,
(2) Γ es arquimediano,
(3) Γ se puede sumergir en el grupo aditivo R preservando orden.
Demostracio´n. Obse´rvese que rk Γ = 0 si, y so´lo si, Γ = {0}.
(1) ⇒ (2) : Si rk(Γ) = 1, dados α, β ∈ Γ con α > 0, entonces el sugbrupo
generado por α es Γ, por lo tanto, para γ ∈ Γ se tiene que −nα ≤ γ ≤ nα
para algu´n n. Luego, β < nα para algu´n n, as´ı, Γ es arquimediano.
(2)⇒ (3) : Sean λ > 0 un elemento fijo de Γ y α ∈ Γ,
L(α) :=
{m
n
;mλ ≤ nα
}
y U(α) := Q− L(α).
Por hipo´tesis, L(α), U(α) 6= ∅. Ahora, si m
n
∈ L(α) y m
′
n′
≤ m
n
, tomando
n, n′ > 0, se tiene m′n ≤ mn′. Como mλ ≤ nα, entonces mn′λ ≤ nn′α, luego
m′nλ ≤ mn′λ ≤ nn′α,
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por lo tanto
m′
n
=
m′n
n′n
∈ L(α).
De ah´ı, L(α) es un segmento inferior en Q y U(α) un segmento superior, luego
se tienen cortaduras de Dedekind. Si φ(α) es el nu´mero real correspondiente
tal que m
n
< φ(α) < m
′
n′
para cada m
n
∈ L(α) y m
′
n′
∈ U(α), entonces α 7→ φ(α)
es una inyeccio´n de Γ en R que preserva orden. En efecto,
Dados α, α′ ∈ Γ, si m
n
∈ L(α) y m
′
n′
∈ L(α′), entonces mλ ≤ nα y m′λ ≤ n′α′,
de ah´ı,
mn′λ ≤ nn′α, m′nλ ≤ n′nα′
y
(mn′ +m′n)λ ≤ nn′(α + α′),
por tanto mn
′+m′n
nn′
∈ L(α + α′).
As´ı, para r, r′ ∈ Q con r ≤ φ(α), r′ ≤ φ(α′) se tiene r+ r′ ≤ φ(α+α′), luego,
si r tiende a φ(α) y r′ a φ(α′), entonces φ(α) + φ(α′) ≤ φ(α + α′).
Ahora, si m
n
∈ U(α) y m
′
n′
∈ U(α′), entonces mλ > nα y m′λ > n′α′, de ah´ı,
mn′λ > nn′α, m′nλ > n′nα′
y
(mn′ +m′n)λ > nn′(α + α′),
por tanto mn
′+m′n
nn′
∈ U(α + α′).
As´ı, para r, r′ ∈ Q con r ≥ φ(α), r′ ≥ φ(α′) se tiene r+ r′ ≥ φ(α+α′), luego,
si r tiende a φ(α) y r′ a φ(α′), entonces φ(α)+φ(α′) ≥ φ(α+α′). Esto prueba
que φ es un homomorfismo.
Si α 6= 0, supo´ngase que α > 0, luego nα > λ para algu´n n, por lo tanto
φ(α) > 1
n
, de ah´ı, φ(α) > 0. Si α = λ, entonces φ(λ) = 1. As´ı, si α < α′,
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entonces φ(α) < φ(α′). Esto muestra que preserva orden.
(3)⇒ (1) : Obse´rvese que rk(R) = 1, puesto que si ∆ es un subgrupo convexo
de R generado por un nu´mero positivo, se tiene que ∆ = R.
♦X
Comentario 1.1.10. Un grupo totalmente ordenado no es necesariamente
abeliano:
Sobre Z3 se define (a1, b1, c1)∗ (a2, b2, c2) = (a1+a2, a1c2+b1+b2, c1+c2)
es un grupo no abeliano linealmente ordenado con el orden lexicogra´fico.
No´tese que este grupo es isomorfo al grupo de matrices cuadradas trian-
gulares superiores de taman˜o 3× 3 con aii = 1 y la operacio´n producto.
Sobre R2 se define (a1, a2) ∗ (b1, b2) =
(
a1 + b1, a1e
b1 + b2
)
y consideran-
do el orden lexicogra´fico,
(
R2, ∗
)
es un grupo linealmente ordenado no
abeliano.
Definicio´n 1.1.11 ([11]). Un grupo abeliano totalmente ordenado de rango
finito es discreto si los grupos cocientes de subgrupos convexos sucesivos
son isomorfos a Z. Un grupo abeliano totalmente ordenado de rango finito es
denso, si no es discreto.
Comentario 1.1.12 ([11]). Un subgrupo de R es denso si para cualquiera
dos elementos distintos de R existe un tercero entre ellos.
Proposicio´n 1.1.13. Si Γ es discreto y rk (Γ) = 1, entonces Γ ∼= Z.
Demostracio´n. Se tiene por definicio´n.
♦X
Teorema 1.1.14 ([9]). Un grupo discreto totalmente ordenado es necesaria-
mente isomorfo a Zn con el orden lexicogra´fico.
Demostracio´n. Sea
Γ = Γ0 ⊃ Γ1 ⊃ . . . ⊃ Γn = 0
una cadena de subgrupos convexos en Γ, donde Γi−1/Γi es discreto de rango
1, de ah´ı, Γi−1/Γi ∼= Z, por lo tanto, existe ei ∈ Γi−1 tal que Γi−1 = Γi + 〈ei〉,
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la suma es directa puesto que Γi−1/Γi es libre con base ei + Γi. De ah´ı, por
induccio´n sobre n, Γ es libre abeliano con base e1, . . . , en. Por otra parte, si∑
αiei >
∑
βiei,
entonces α1 ≥ β1, puesto que α1ei > β1e1 en Γ0/Γ1. Si α1 = β1, entonces∑
i 6=1 αiei >
∑
i 6=1 βiei, y as´ı, α2 ≥ β2, continuando con el mismo proceso se
llega a αi − βi > 0 para algu´n i.
♦X
Definicio´n 1.1.15. Un filtro en Γ+ es un subconjunto propio no vac´ıo F ⊂
Γ+ tal que α ∈ F , β ≥ α implica β ∈ F ; un filtro primo en Γ+ es un filtro
P tal que Γ+ − P es el cono positivo ∆+ de un subgrupo convexo ∆ de Γ.
Si D denota un anillo de divisio´n conteniendo un campo k en el centro Z (D),
se escribe D∗ para el grupo multiplicativo D − {0}.
Definicio´n 1.1.16. Una funcio´n ν : D∗ −→ Γ con Γ un grupo totalmente
ordenado (con notacio´n aditiva), es una Γ−valuacio´n si:
i) ν es sobreyectiva,
ii) ν (ab) = ν (a) + ν (b),
iii) ν (a+ b) ≥ mı´n {ν (a) , ν (b)},
Comentario 1.1.17. Si a ∈ D∗, ν(a) = ν(a·1) = ν(a)+ν(1), luego ν(1) = 0.
Tambie´n, se tiene que 2ν(−1) = ν((−1)2) = 0, es decir, ν(−1) = 0, por
lo tanto, ν(−a) = ν(a). Adema´s, 0 = ν(a−1a) = ν(a−1) + ν(a), entonces
ν(a−1) = −ν(a).
Proposicio´n 1.1.18. Si ν (a) 6= ν (b), entonces ν (a+ b) = mı´n{ν (a) , ν (b)}.
Demostracio´n. Si ν (a) > ν (b) y ν (a+ b) > mı´n{ν (a) , ν (b)}, entonces ν(b) =
ν(−a+ a+ b) ≥ mı´n{ν(−a), ν(a+ b)} = mı´n{ν(a), ν(a+ b)} > ν(b). Luego,
ν (a+ b) = ν(b). ♦X
Proposicio´n 1.1.19. Λν := {a ∈ D; a = 0 o ν (a) ≥ 0} es un subanillo de
D.
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Demostracio´n. Por la observacio´n 1.1.17, 1 ∈ Λν y si a, b ∈ Λν, entonces
ν(a − b) ≥ mı´n{ν(a), ν(b)} ≥ 0 y ν(ab) = ν(a) + ν(b) ≥ 0. As´ı, Λν es un
subanillo de D. ♦X
Proposicio´n 1.1.20. Uν := {a ∈ D
∗; ν (a) = 0} es un subgrupo en D∗ y se
denomina grupo de unidades.
Demostracio´n. Es claro que Uν 6= ∅. Ahora, si a, b ∈ Uν, entonces ν(ab) =
ν(a)+ ν(b) = 0 y ν(a−1) = ν(a−1)+0 = ν(a−1)+ ν(a) = ν(a−1a) = ν(1) = 0.
As´ı, ν(ab), ν(a−1) ∈ Uν. ♦X
Proposicio´n 1.1.21. El conjunto Wν := {a ∈ D, a = 0 o ν (a) > 0} es un
ideal completamente primo de Λν y Wν = Λν − Uν.
Demostracio´n. Sean a, b ∈ Wν, si alguno de los dos es 0, entonces ν(a− b) ∈
Wν. Ahora, si ninguno es nulo, ν(a − b) ≥ mı´n{ν(a), ν(b)} > 0. Si a 6= 0
y b ∈ Λν, entonces ν(ab) = ν(a) + ν(b) > 0 y ν(ba) = ν(b) + ν(a) > 0.
Si ab ∈ Wν, entonces ab = 0 o ν(ab) > 0. Si ab = 0, entonces a = 0 o
b = 0 puesto que D es un anillo de divisio´n, ahora, si ν(ab) > 0, entonces
ν(a) + ν(b) > 0, por lo tanto ν(a) > 0 o ν(b) > 0. As´ı, Wν es un ideal
completamente primo. La segunda afirmacio´n se obtiene por definicio´n de
Wν. ♦X
Proposicio´n 1.1.22. Λν es un anillo local con u´nico ideal maximal Wν.
Demostracio´n. Por la proposicio´n 1.1.21.Wν = Λν−Uν es un ideal y consiste
de los elementos no invertibles de Λν, de donde Λν es local. Ahora, Wν es el
u´nico ideal maximal propio de Λν, puesto que si existe otro ideal maximal I
en Λν, entonces I ∩ Uν = ∅ y as´ı, I ⊆ Wν. ♦X
Proposicio´n 1.1.23. Λν/Wν es un anillo de divisio´n.
Demostracio´n. Se obtiene directamente de la proposicio´n anterior. ♦X
Definicio´n 1.1.24 ([11]). Se dice que Λν es un anillo valuado de D y
Dν := Λν/Wν es un anillo de divisio´n residuo de la valuacio´n ν.
Proposicio´n 1.1.25 ([11]). Dado a, b ∈ D∗, los siguientes son equivalentes
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(1) Λνa ⊂ Λνb,
(2) ν (a) ≥ ν (b),
(3) aΛν ⊂ bΛν.
Demostracio´n. (1) ⇔ (2): Si Λνa ⊂ Λνb existe λ ∈ Λν tal que a = λb, as´ı,
ν (a) = ν (λb) = ν (λ) + ν (b), es decir, ν (a) ≥ ν (b). Rec´ıprocamente, como
ν (a) ≥ ν (b) entonces −ν (b)+ν (a) = ν
(
b−1
)
+ν (a) = ν
(
b−1a
)
≥ 0 es decir,
b−1a ∈ Λν, luego a = b
(
b−1a
)
, mostrando que Λνa ⊂ Λνb.
(2)⇔ (3) se tiene por simetr´ıa. ♦X
Corolario 1.1.26 ([11]). (1) Un ideal izquierdo (derecho) de Λν es un ideal.
(2) Si un ideal de Λν es f.g, entonces es principal. Si Γ = Z, todo ideal de
Λν es principal.
(3) Ideales de Λν corresponden biyectivamente a filtros en Γ
+, ideales prin-
cipales corresponden a filtros con elemento mı´nimo.
(4) Ideales de Λν forman un conjunto totalmente ordenado.
(5) Si a1, ..., ad es un conjunto finito de elementos de D
∗, entonces existe
m ∈ {1, ..., d} tal que para todo j ∈ {1, ..., d} los elemento a−1m aj y aja
−1
m
estan en Λν.
Demostracio´n. (1) Tomando Λνa y b ∈ Λν, como ν(ab) = ν(a)+ν(b), enton-
ces ν(ab) ≥ ν(a), es decir, Λνab ⊂ Λνa, luego ΛνaΛν ⊂ Λνa, por tanto,
cada ideal izquierdo de Λν es bila´tero.
(2) Si I = Λνai+ ...+Λνad, entonces I = Λνam, donde m es tal que ν (am) =
mı´n {ν (ai)}1≤i≤d.
(3) Sea I un ideal de Λν, entonces ν(I) ⊆ Γ
+ es un filtro, en efecto: ν(a) 6= 0
por la proposicio´n 1.1.20, si β > α con α ∈ ν(I), existe b ∈ Λν y a ∈ I
tal que ν(b) = β y ν(a) = α, as´ı, ν(b) > ν(a) y, por proposicio´n 1.1.25,
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Λνb ⊆ Λνa, por lo tanto existe c ∈ Λν tal que b = ca, luego, b ∈ I y de
ah´ı, ν(I) es un filtro.
Sea F un filtro e I := {a ∈ Λν; ν(a) ∈ F}. Si a, b ∈ I, entonces
ν(a − b) ≥ mı´n{ν(a), ν(b)}, es decir, ν(a − b) ∈ F , ahora, si b ∈ Λν,
entonces ν(ab) = ν(a) + ν(b) ≥ ν(a), as´ı, ν(ab) ∈ F . Esto muestra que
I ∪ {0} es un ideal.
Si I, J son ideales en Λν con ν(I) = ν(J) y a ∈ I, entonces ν(a) ∈ ν(J),
de donde, existe b ∈ J tal que ν(b) = ν(a), por lo tanto b−1a ∈ Uν y
a = bb−1a ∈ J . De forma similar se obtiene que J ⊆ I. De lo anterior se
obtiene que la correspondencia es biyectiva.
Ahora, si I = Λνa es un ideal, entonces ν(a) ≤ ν(c) + ν(a) para cada
c ∈ Λν, por lo tanto ν(a) es mı´nimo en ν(I). Por ultimo, si F tiene
elemento mı´nimo α, entonces cada elemento b en el ideal asociado I
se puede escribir como b = ca con ν(a) = α y algu´n c ∈ Λν, as´ı, por
proposicio´n 1.1.25 Λνb ⊆ Λνa, de donde I = Λνa.
(4) Por ser el conjunto de filtros totalmente ordenado y por (3) se obtiene
lo deseado.
(5) Sea ν (am) = mı´n {ν (ai)}1≤i≤d, entonces ν(am) ≤ ν(ai), por tanto 0 ≤
ν (aj)−ν (am) = ν
(
aja
−1
m
)
, es decir, aja
−1
m ∈ Λν y 0 ≤ −ν (am)+ν (aj) =
ν
(
a−1m aj
)
, por tanto, a−1m aj ∈ Λν.
♦X
Definicio´n 1.1.27. Λ ⊆ D es invariante si para cada a ∈ Λ y d ∈ D∗,
d−1ad ∈ Λ, en otras palabras, d−1Λd = Λ para cada d ∈ D∗.
Proposicio´n 1.1.28. Uν es invariante en D
∗.
Demostracio´n. Si d ∈ D∗ y a ∈ Uν, entonces ν(d
−1ad) = ν(d−1) + ν(a) +
ν(d) = ν(d−1) + ν(d) = ν(1) = 0, es decir, d−1ad ∈ Uν. ♦X
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Lema 1.1.29. Λν y Wν son invariantes.
Demostracio´n. Supo´ngase que d−1Λνd * Λν para algu´n d ∈ D∗, entonces,
existe a = d−1bd ∈ d−1Λνd con b ∈ Λν y a /∈ Λν, luego ν(a) < 0 y ν(b) ≥ 0,
por lo tanto ν(b) = ν(d) + ν(a)− ν(d) < ν(d)− ν(d) = 0, de donde ν(b) < 0.
Esto muestra que d−1Λνd = Λν para cada d ∈ D
∗.
Si d−1Wνd * Wν para algu´n d ∈ D∗, entonces, existe a = d−1bd ∈ d−1Wνd
con b ∈ Wν y a /∈ Wν. Como d
−1Wνd ⊆ d
−1Λνd = Λν y Λν = Wν ⊔ Uν,
entonces a ∈ Uν, pero Uν es invariante, luego b = dad
−1 ∈ Uν. Esto muestra
que d−1Wνd =Wν para cada d ∈ D
∗. ♦X
Definicio´n 1.1.30. Sea D un anillo de divisio´n y Λ un subanillo propio de
D, Λ es un subanillo total si para cada d ∈ D∗, d ∈ Λ o d−1 ∈ Λ.
Teorema 1.1.31. Un subanillo Λ de D es un anillo valuado respecto a
una valuacio´n ν si, y so´lo si, e´ste es invariante y total.
Demostracio´n. Por el lema 1.1.29, Λ es invariante, ahora, si a ∈ D∗ y a /∈ Λ,
entonces ν(a) < 0, de donde a−1 ∈ Λ.
Si Λ es invariante y UΛ es el grupo de unidades de Λ, sea u ∈ UΛ y d ∈ D
∗,
entonces a = d−1ud ∈ Λ y a−1 = d−1u−1d ∈ Λ, de ah´ı, a, a−1 ∈ UΛ, es decir,
UΛ es invariante en D
∗. Si W := Λ − UΛ, d ∈ D
∗ y d−1Wd * W , entonces
existe a = d−1bd ∈ d−1Wd con a /∈ W , como a ∈ Λ por ser Λ invariante,
entonces a ∈ UΛ y b = dad
−1 ∈ UΛ, pero UΛ ∩W = ∅, luego d
−1Wd =W .
Ahora, como UΛ es invariante en D
∗, se puede considerar el grupo cociente
Γ := D∗/UΛ como grupo aditivo y la aplicacio´n ν : D
∗ → Γ definida por
ν(a) = aUΛ. De ah´ı, ν(au) = ν(ua) para cada a ∈ D
∗ y u ∈ UΛ, entonces ν
es sobreyectiva con ker ν = UΛ.
Dado que a, b ∈ D∗, implica a−1b ∈ Λ o b−1a ∈ Λ, si a−1b ∈ Λ se obtiene que
a(a−1b)a−1 = ba−1 ∈ Λ, de donde se obtiene el orden total > sobre Γ como
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ν(a) > ν(b) siempre que ab−1, b−1a ∈ W .
Adema´s, ν(ab) = ν(a) + ν(b) y si a, b ∈ D∗ con a + b 6= 0 y ν(a) ≥ ν(b),
entonces ab−1 ∈ W o ab−1 ∈ UΛ, en ambos casos ab
−1 + 1 ∈ Λ. Como
(a+ b)b−1 = ab−1 + 1 ∈ Λ, entonces ν(a+ b) ≥ mı´n{ν(a), ν(b)} = ν(b).
♦X
Definicio´n 1.1.32. Un subanillo Λ de D es un anillo valuado si es inva-
riante y para cada a ∈ D, a ∈ Λ o a−1 ∈ Λ.
Proposicio´n 1.1.33. Un ideal primo P ⊆ Wν es completamente primo.
Demostracio´n. Los ideales izquierdos de Λν son bila´teros. ♦X
Definicio´n 1.1.34. Si Γ es un grupo totalmente ordenado y γ ∈ Γ, |γ| se
define de la siguiente manera:
|γ| :=
{
γ, si γ ≥ 0
−γ, si γ ≤ 0.
Obse´rvese que |α + β| ≤ |α|+ |β|.
Proposicio´n 1.1.35 ([11]). Ideales primos P 6= 0 de Λν corresponden bi-
yectivamente a los subgrupos convexos no triviales de Γ. Subgrupos normales
convexos de Γ corresponden a ideales primos de Λν invariantes sobre auto-
morfismos internos de D.
Demostracio´n. Sea P un ideal primo de Λν y
P ∗ := {λ ∈ Γ; |λ| < ν(a) para cada a ∈ P}.
P ∗ 6= ∅ ya que 0 ∈ P ∗, P ∗ es un subgrupo convexo de Γ, en efecto:
Si 0 ≤ α ∈ P ∗ y 0 ≤ γ ≤ α, entonces |γ| ≤ |α| < ν(a) para cada a ∈ P , si
0 ≥ α ∈ P ∗ y 0 ≥ γ ≥ α, entonces |γ| ≤ |α| < ν(a) para cada a ∈ P , de ah´ı,
γ ∈ P ∗.
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Ahora, si α, β ∈ P ∗ y a, b ∈ Λν tal que ν(a) = |α| y ν(b) = |β|, entonces
a, b /∈ P y ab /∈ P puesto que P es primo, de ah´ı,
|α + β| ≤ |α|+ |β| = ν(a) + ν(b) = ν(ab).
Si c ∈ P es tal que ν(c) > ν(ab) ≥ |α + β|, entonces α + β ∈ P ∗. Y α ∈ P ∗
implica que −α ∈ P ∗, luego, P ∗ es un subgrupo convexo.
Sea ∆ un subgrupo convexo de Γ y
∆∗ := {a ∈ Λν; ν(a) > |λ| para cada λ ∈ ∆}.
Entonces, ∆∗ es un ideal en Λν puesto que es de la forma ∩Aλ donde
Aλ := {a ∈ Λν; ν(a) > |λ|}.
∆∗ es primo: 1 /∈ ∆∗ y si a, b /∈ ∆∗, entonces ν(a), ν(b) ∈ ∆, de ah´ı,
ν(ab) = ν(a) + ν(b) ∈ ∆ y ab /∈ ∆∗.
Ahora, para probar que la correspondencia es biyectiva obse´rvese lo siguiente:
P1 ⊆ P2 implica que P
∗
2 ⊆ P
∗
1 y ∆1 ⊆ ∆2 implica ∆
∗
2 ⊆ ∆
∗
1, adema´s, P ⊆ P
∗∗
y ∆ ⊆ ∆∗∗. Si a /∈ P , entonces ν(a) ∈ P ∗ y as´ı, a /∈ P ∗∗, por lo tanto P ∗∗ = P .
Si λ /∈ ∆, entonces |λ| > |δ| para cada δ ∈ ∆, por ser ν sobreyectiva existe
a ∈ Λν con ν(a) = |λ|, entonces |δ| < ν(a) para cada δ ∈ ∆, de ah´ı, a ∈ ∆
∗
y as´ı, ν(a) /∈ ∆∗∗, por lo tanto λ /∈ ∆∗∗ y ∆∗∗ = ∆.
La segunda afirmacio´n es consecuencia directa de lo anterior y la proposicio´n
1.1.4. ♦X
Definicio´n 1.1.36. Se dice que la valuacio´n ν tiene rk (ν) = n si rk (Γ) = n.
Proposicio´n 1.1.37 ([11]). La valuacio´n ν tiene rango uno exactamente
cuando Λν es maximal como subanillo propio de D.
Demostracio´n. ([11]) Si ν tiene rango uno, entonces Γ es arquimediano por
teorema 1.1.9. Si Λν no es maximal, existe Λ
′ un subanillo propio tal que
Λν  Λ′  D. Sea a ∈ Λ
′
− Λν y considere b ∈ Λ
∗ − Λν, de ah´ı, ν (a) < 0 y
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ν (b) < 0, luego por propiedad arquimediana existe n ∈ N tal que ν (a−n) ≥
ν
(
b−1
)
. Por tanto, ν (ba−n) ≥ 0, es decir, ba−n ∈ Λν o b ∈ Λνa ⊂ Λν ⊂ Λ
′
luego, D = Λ
′
.
Rec´ıprocamente, si Λν es maximal, entonces la altura de W es 1, es decir,
ht(Wν) = 1, en efecto: si P  Wν es un ideal primo no trivial, este es
completamente primo, luego, S := Λν−P es un subconjunto multiplicativo y
dado s ∈ S, λ ∈ Λν, como sΛν = Λνs, entonces, sλ = λ
′s para algu´n λ′ ∈ Λν,
es decir, S es un conjunto de Ore a izquierda (de forma similar por la derecha)
de Λν y Λν  S−1Λν. Ahora, S−1Λν 6= D pues
(
S−1Λν
)
P es un ideal propio
de S−1Λν. Por la maximalidad de Λν, ht(Wν) = 1. Ahora, si rk (Γ) > 1,
entonces Γ contiene un subgrupo convexo C. Si P = {a ∈ Λν; ν (a) /∈ C},
entonces P es un ideal primo de Λν, P  Wν porque C 6= Γ+ contradiciendo
que ht(Wν) = 1. ♦X
Definicio´n 1.1.38. Si πν : Λν −→ Dν es el epimorfismo cano´nico, entonces
el lugar de ν es definido por la funcio´n Pν : D −→ Dν ∪ {∞}, Pν|Λν = πν,
Pν (D − Λν) =∞.
En general, un lugar entre anillos de divisio´n D y D¯ puede ser definido como
una funcio´n sobreyectiva P : D −→ D¯ ∪ {∞} satisfaciendo las siguientes
condiciones:
i) Para a, b ∈ D con P (a) 6=∞, P (b) 6=∞ se tiene
P (ab) = P(a)P(b), P (a+ b) = P(a) + P(b),
ii) P (a) =∞ si, y so´lo si, P
(
a−1
)
= 0,
iii) P
(
x−1ax
)
6=∞ para todo x ∈ D∗ si, y so´lo si, P(a) 6=∞.
Dado un lugar P se define ΛP :=
{
x ∈ D;P(x) ∈ D¯
}
.
ΛP es un anillo valuado ya que es subanillo total de D en vista de i) y ii)
e invariante en vista de iii). Este anillo valuado es u´nicamente determinado
por P.
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Proposicio´n 1.1.39 ([11]). Sea Γ1 un subgrupo convexo invariante de Γ
pertenecientes a la valuacio´n ν con anillo valuado Λ1, ideal maximal W1 y
anillo de divisio´n residual D1. Entonces Λν/W1 es un anillo valuado en D1.
Y Se tiene un diagrama conmutativo con los lugares correspondientes,
D
PΓ
yyss
ss
ss
ss
ss
%%K
KK
KK
KK
KK
KK
PΓ/Γ1
%%
Dν ∪ {∞}
PΓ1
D1 ∪ {∞}.oo
Demostracio´n. Ve´ase [11]. ♦X
1.2. Filtraciones de grupos totalmente ordenados.
Definicio´n 1.2.1. R es Γ−graduado, si existe una familia {Rγ; γ ∈ Γ} de
subgrupos aditivos Rγ de R tal que:
i) R = ⊕γ∈ΓRγ,
ii) RγRτ ⊂ Rγ+τ para cada γ, τ ∈ Γ.
El conjunto h(R) := ∪γ∈ΓRγ es el conjunto de elementos homoge´neos de
R, un elemento no nulo r ∈ Rγ es un elemento homoge´neo de grado γ y
se escribe deg(r) = γ. Un elemento r ∈ R tiene descomposicio´n u´nica en la
forma r =
∑
γ∈Γ rγ con rγ ∈ Γ para cada γ ∈ Γ, donde la suma es finita, es
decir, casi todos los rγ son nulos. El conjunto sup(r) := {γ ∈ Γ; rγ 6= 0} es el
soporte de r ∈ R. En el caso que sup(R) : {sup(r); r ∈ R} sea un conjunto
finito, se dice que R es un anillo Γ−graduado de soporte finito. Un ideal
graduado de R es un ideal con I = ⊕γ∈Γ(I ∩Rγ).
Definicio´n 1.2.2. Si {FγR; γ ∈ Γ} es una familia de subgrupos aditivos tales
que
i) Si γ ≤ τ para γ, τ en Γ, entonces FγR ⊂ FτR,
ii) para γ, τ ∈ Γ se tiene que FγRFτR ⊂ Fγ+τR,
iii) 1 ∈ F0R,
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iv)
⋃
γ∈Γ FγR = R.
Se dice que FR := {FγR; γ ∈ Γ} es una filtracio´n de tipo Γ sobre R. Si
FγR = 0 para γ /∈ Γ+ , entonces FR es una filtracio´n positiva.
Para una filtracio´n FR de tipo Γ se define la Γ−graduacio´n asocia-
da GF (R) = ⊕γ∈Γ GF (R)γ (anillo graduado asociado), donde GF (R)γ :=
FγR/
∑
γ
′
<γ Fγ′R.
El anillo de Rees Γ−graduado se define por R˜. = ⊕γ∈ΓFγR y se puede iden-
tificar con el subanillo del anillo del grupo RΓ dado como R˜1 :=
∑
γ∈Γ FγR·γ,
es decir, R˜ ∼= R˜1.
Proposicio´n 1.2.3. Γ+ ⊂ R˜1, y la imagen I de R˜1Γ
+ bajo el isomorfismo
de R˜1 en R˜ es un ideal graduado de R˜.
Demostracio´n. La primera afirmacio´n es clara puesto que Γ+ se entiende
como 1R · Γ+.
Sean r, s ∈ R˜1 y γ1, γ2 ∈ Γ
+, si γ2 < γ1 entonces
rγ1 − sγ2 =
∑
γ∈Γ
rγ · (γ + γ1)−
∑
γ∈Γ
sγ · (γ + γ2)
=
∑
γ∈Γ
rγ+γ2−γ1 · (γ + γ2)−
∑
γ∈Γ
sγ · (γ + γ2)
=
∑
γ∈Γ
(rγ+γ2−γ1 − sγ) · (γ + γ2)
=
∑
γ∈Γ
(rγ+γ2−γ1 − sγ) · γ
 (1 · γ2),
donde rγ+γ2−γ1 − sγ ∈ FγR puesto que rγ+γ2−γ1 ∈ FγR. Utilizando el mismo
razonamiento para el caso γ2 ≥ γ1 se obtiene que rγ1 − sγ2 ∈ R˜1Γ
+. Ahora,
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r · sγ1 ∈ R˜1Γ
+ y
rγ1 · s =
∑
γ∈Γ
rγ · (γ + γ1)
∑
γ′∈Γ
sγ′ · γ
′

=
∑
γ,γ′∈Γ
rγsγ′ · (γ + γ1 + γ
′)
=
∑
γ,γ′∈Γ
rγsγ′ · (γ + γ
′)
 (1R · (−γ′ + γ1 + γ′)),
donde rγsγ′ ∈ Fγ+γ′R y como γ+γ
′ < γ+γ1+γ
′ entonces −γ′+γ1+γ
′ ∈ Γ+,
por lo que rγ1 · s ∈ R˜1Γ
+, esto prueba que R˜1Γ
+ es un ideal. Por otro lado,
obse´rvese que la imagen de 1 · γ es 1 ∈ FγR un elemento homoge´neo, luego I
es generado por elementos homoge´neos, y por lo tanto graduado. ♦X
Proposicio´n 1.2.4. Con la notacio´n de la proposicio´n anterior, si Γ = Z,
entonces GF (R) ∼= R˜/I.
Demostracio´n. Si Γ = Z no´tese que
∑
γ
′
<γ Fγ′R = Fγ−1, de donde GF (R)γ =
FγR/Fγ−1R. Por otro lado, obse´rvese que (ri · (i− γ)) (1 · γ) = ri · i con
γ ∈ Γ+ si, y so´lo si, ri ∈ Fi−γR, por consiguiente si r ∈ R˜1/R˜1Γ
+ entonces
r =
∑
i∈Z ri · i+ R˜1Γ
+ con ri ∈ FiR−
⋃
j<i FjR = FiR− Fi−1R. ♦X
Proposicio´n 1.2.5. Γ+ y Γ+ son sistemas multiplicativos en R˜1 que consiste
de elementos homoge´neos.
Demostracio´n. Los elementos de Γ conmutan con R en RΓ. ♦X
Definicio´n 1.2.6. Dado un anillo R y un sistema multiplicativo S ⊂ R, S es
un conjunto de Ore izquierdo (derecho) si S cumple la condicio´n de Ore
a izquierda (derecha), es decir, dados r ∈ R y s ∈ S existen t ∈ S y u ∈ R
tales que tr = us (deforma similar el producto por la derecha).
Lema 1.2.7. Con la notacio´n anterior, Γ+ es un conjunto de Ore izquierdo
(derecho) de R˜1 (colocando 1R˜1 = 1R · 0).
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Demostracio´n. Por induccio´n sobre la longitud de
∑
γ∈Γ rγ · γ veamos que se
cumple la condicio´n de Ore a izquierda:
Si solo un termino es no nulo, sea τ ∈ Γ+ y rγ · γ ∈ R˜1γ, entonces
(1 · (γ + τ − γ)) (rγ · γ) = (rγ · γ)(1 · τ)
y as´ı se obtiene la condicio´n de Ore a izquierda.
Ahora, suponga que se cumple para todas las longitudes de
∑
γ∈Γ rγ ·γ meno-
res que n y considere
∑n
i=1 rγi · γi ∈ R˜1 y τ ∈ Γ+, sin pe´rdida de generalidad
supo´ngase que γ1 > γi para i = 2, . . . , n. Entonces
(1 · (γ1 + τ − γ1))
(
n∑
i=1
rγi · γi
)
= rγ1 · (γ1 + τ) +
n∑
i=2
rγi · (γ1 + τ − γ1 + γi),
por hipo´tesis de induccio´n existe δ ∈ Γ+ tal que
(1 · δ)
n∑
i=2
rγi · (γ1 + τ − γ1 + γi) = r
′
(1 · τ)
con r′ ∈ R˜.
Ahora, δ + γ1 + τ − γ1 ∈ Γ+, entonces
(1 · δ + 1 · (γ1 + τ − γ1))
n∑
i=1
rγi · γi = rγ1 · (δ + γ1 + τ) + r
′(1 · τ),
pero rγ1 ∈ Fδ+γ1R porque γ1 ≤ δ+γ1, de ah´ı, (1·(δ+γ1+τ−γ1))
∑n
i=1 rγi ·γi =
r′′(1 · τ) con r′′ ∈ R˜.
De forma similar se muestra que cumple la condicio´n de Ore a derecha. ♦X
Corolario 1.2.8. (Γ+)
−1 R˜1 ∼= RΓ.
Demostracio´n. Primero obse´rvese que si r ∈ R˜1 y γ1 ∈ Γ+ son tales que
rγ1 = 0, entonces
rγ1 =
∑
γ∈Γ
rγ · (γ + γ1)
= 0,
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es decir, rγ = 0 para cada γ ∈ Γ, luego, r = 0. Adema´s, si uδ = σ ∈ Γ con
u ∈ RΓ y δ ∈ Γ entonces 1 ·σ = uδ =
(∑
γ∈Γ rγ · γ
)
(1 ·δ) =
∑
γ∈Γ rγ · (γ+δ),
de donde, rσ−δ = 1 y rγ = 0 para cada γ 6= σ − δ, as´ı, u = 1 · (σ − δ).
Ahora, considere α : (Γ+)
−1 R˜1 → RΓ con α(
u
γ
) := (−γ)u. Sean u =
∑
γ∈Γ rγ ·
γ, v =
∑
γ′∈Γ r
′
γ′ · γ
′ ∈ R˜1 y δ1, δ2 ∈ Γ+.
(1) α esta´ bien definida: si u
δ1
= v
δ2
, entonces existen c, d ∈ R˜1 tal que cu = dv
y cδ1 = dδ2 = σ ∈ Γ+, de donde, c = 1·(σ−δ1) y d = 1·(σ−δ2) ∈ Γ+, por
lo tanto, cu =
∑
γ∈Γ rγ · (σ− δ1+γ) =
∑
γ′∈Γ r
′
γ′ · (σ− δ2+γ
′) = dv, pero
estos te´rminos son iguales si y so´lo si rδ1−δ2+γ′ = r
′
γ′. Luego (−δ1)u =∑
γ∈Γ rγ ·(−δ1+γ) =
∑
γ′∈Γ rδ1−δ2+γ′ ·(−δ2+γ
′) =
∑
γ′∈Γ r
′
γ′ ·(−δ2+γ
′) =
(−δ2)v, es decir, α(
u
δ1
) = α( v
δ2
).
(2) α es un homomorfismo de anillos: α
(
u
δ1
+ v
δ2
)
= α
(
(σ−δ1)u+(σ−δ2)v
σ
)
=
(−σ)[(σ− δ1)u+(σ− δ2)v] = (1 ·−σ)(1 ·σ− δ1)u+(1 ·−σ)(1 ·σ− δ2)v =
(1 · −δ1)u+ (1 · −δ2)v = α
(
u
δ1
)
+ α
(
v
δ2
)
.
Por definicio´n de producto se tiene que u
δ1
v
δ2
= wv
δ3+δ1
donde w ∈ R˜1 y δ3 ∈
Γ+ con δ3u = wδ2, de ah´ı u(−δ2) = (−δ3)w. As´ı, α
(
u
δ1
v
δ2
)
= α
(
wv
δ3+δ1
)
=
(−δ1 − δ3)(wv) = (−δ1)[(−δ3)w]v = (−δ1)u(−δ2)w = α
(
u
δ1
)
α
(
v
δ2
)
.
(3) α es inyectivo: si α
(
u
δ1
)
= α
(
v
δ2
)
, entonces (−δ1)u = (−δ2)v, de ah´ı
u
δ1
=
v
δ2
puesto que (−δ1)(δ1) = (−δ2)(δ2) = 1R˜1 y (−δ1)u = (−δ2)v.
(4) α es sobreyectivo: Es suficiente mostrar que para rγ · γ ∈ RΓ existe
u
γ′
∈ (Γ+)
−1 R˜1 tal que α
(
u
γ′
)
= rγ ·γ. Sea γ1 ∈ Γ tal que rγ ∈ Fγ1+γR, si
γ1 ∈ Γ+, entonces rγ · γ = (−γ1)(rγ · (γ1 + γ)) = α(
rγ ·(γ1+γ)
γ1
), si γ1 /∈ Γ+,
entonces rγ ∈ F−γ1+γ y rγ · γ = (γ1)(rγ · (−γ1 + γ)) = α(
rγ ·(−γ1+γ)
−γ1
).
♦X
Definicio´n 1.2.9. Se dice que una Γ−filtracio´n FR es Γ− separada si para
cada x ∈ R existe un γ ∈ Γ tal que, x ∈ FγR −
∑
γ
′
<γ Fγ′R. Para una
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filtracio´n Γ−separada se define σ : R→ GF (R) como
σ (x) = xmod
∑
γ
′
<γ
Fγ′R, si x ∈ FγR−
∑
γ
′
<γ
Fγ′R.
Comentario 1.2.10. (1) Para el caso Γ−separado, γ (x) = deg σ (x) ∈ Γ
y es u´nicamente determinado para cada x; de ah´ı, una filtracio´n Γ −
separada FR se corresponde una funcio´n valuacio´n νF : R → Γ ∪ {∞}
definida por
νF (0) =∞,
νF (a) := − deg σ (a) para a 6= 0.
(2) Para Γ = Zn, Γ−separable de FR reduce a la condicio´n usual ∩γ∈ΓFγR =
0 expresando separabilidad para FR.
Proposicio´n 1.2.11. Con la notacio´n anterior:
(1) La funcio´n valuacio´n de la filtracio´n Γ−separada FR satisface:
a) νF (ab) ≥ νF (a) + νF (b) para a, b ∈ R.
b) νF (a+ b) ≥ mı´n {νF (a) , νF (b)} para a, b ∈ R.
c) νF (a) =∞ si, y so´lo si, a = 0.
(2) Si σ (a) 6= 0 para a ∈ R, entonces σ (a) es regular a derecha en GF (R)
s´ı, solo s´ı, νF (ab) = νF (a) + νF (b), para cada b ∈ R. Si GF (R) es un
dominio, entonces en 1. a) se tiene la igualdad.
(3) Si GF (R) es un dominio, entonces R es un dominio.
Demostracio´n. (1) a) Si a y b son tales que ν(a) = −γ y ν(b) = −τ , enton-
ces a ∈ FγR−
∑
γ
′
<γ Fγ′R y b ∈ FτR−
∑
τ
′
<τ Fτ ′R, luego ab ∈ Fγ+τ , de
donde deg(ab) ≤ γ + τ , es decir, ν(ab) ≥ −γ − τ = ν(a) + ν(b).
b) Como Γ es totalmente ordenado γ ≥ τ o γ ≤ τ , sin pe´rdida de ge-
neralidad supo´ngase que τ ≤ γ. As´ı, FτR ⊆ FγR y a + b ∈ FγR, luego
deg(a+ b) ≤ γ, de donde ν(a+ b) ≥ −γ = mı´n{ν(a), ν(b)}.
c) Se obtiene por definicio´n de ν.
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(2) Para b = 0, νF (ab) = νF (a) + νF (b) ya que ∞ = νF (a) +∞. Si b 6= 0,
entonces b ∈ FτR −
∑
γ<τ FγR para algu´n τ ∈ Γ, deforma similar se
obtiene para a 6= 0 que a ∈ FδR−
∑
γ<δ FγR para algun δ ∈ Γ. Si σ (a)
es regular a izquierda, entonces σ (a) σ (b) 6= 0, as´ı, σ (a) σ (b) = σ (ab) =
σ (ab)mod
(∑
γ<δ+τ FγR
)
(por definicio´n de multiplicacio´n en GF (R)).
Por lo tanto νF (ab) = νF (a)+νF (b). Ahora, si νF (ab) = νF (a)+νF (b),
entonces deg σ (ab) = deg σ (a) + deg σ (b) en Γ, es decir, deg σ (ab) =
δ + τ , por lo tanto σ (a) σ (b) 6= 0.
(3) Si ab = 0 con a 6= 0, b 6= 0 y GF (R) es un dominio, entonces νF (ab) =
νF (a) + νF (b) contradiciendo el item (2).
♦X
1.3. Valuaciones sobre Γ ∪ {∞}
Proposicio´n 1.3.1. Si el grupo Γ (totalmente ordenado) se le adjunta {∞},
este formara un monoide con la siguiente operacio´n
a+∞ :=∞ =:∞+ a, para cada Γ ∪ {∞},
y el orden ∞ > a para todo a ∈ Γ.
Demostracio´n. Es claro que la operacio´n + es asociativa y tiene elemento
neutro 0 ∈ Γ. Ahora, sean a, b, c ∈ Γ ∪ {∞} y a < b, entonces a ∈ Γ.
Si b, c ∈ Γ entonces a + c < b + c, ahora, si b = ∞ o c = ∞ entonces
a+ c ≤ ∞ = b+ c. ♦X
Definicio´n 1.3.2 ([10]). Sea R un anillo. Una valuacio´n sobre R con valores
en Γ ∪ {∞} es una funcio´n ν con las siguientes propiedades:
i) ν(a) ∈ Γ ∪ {∞} y ν toma al menos dos valores,
ii) ν(ab) = ν(a) + ν(b),
iii) ν(a+ b) ≥ mı´n{ν(a), ν(b)} (desigualdad de ultrame´trica).
Definicio´n 1.3.3. ker ν := {a ∈ R; ν(a) =∞}.
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Comentario 1.3.4. (1) ν(0) = ∞: si ν(0) 6= ∞, como ν(0) = ν(a) + ν(0)
entonces ν(a) = 0 para cada a, contradiciendo i), as´ı ν(0) =∞.
(2) Si a /∈ ker ν, entonces ν(a) = ν(a · 1) = ν(a) + ν(1), luego ν(1) = 0.
(3) 2ν(−1) = ν((−1)2) = 0, es decir, ν(−1) = 0, por tanto, ν(−a) = ν(a).
Comentario 1.3.5. Obse´rvese que si R es un anillo de divisio´n, los resultados
en la seccio´n 1.1 se pueden extender a ν : R→ Γ ∪ {∞}.
Proposicio´n 1.3.6. Si ν(a+ b) > mı´n{ν(a), ν(b)}, entonces ν(a) = ν(b).
Demostracio´n. La prueba es similar a la proposicio´n 1.1.18. ♦X
Proposicio´n 1.3.7. Λν := {a ∈ R; ν (a) ≥ 0} es un subanillo de R, el con-
junto Wν := {a ∈ R, ν (a) > 0} es un ideal de Λν y Uν := {a ∈ R
∗; ν (a) = 0}
es un subgrupo en R∗.
Proposicio´n 1.3.8. ker ν es un ideal propio de R completamente primo.
Demostracio´n. Si a, b ∈ ker ν y c ∈ R, entonces ν(a−b) ≥ mı´n{ν(a), ν(b)} =
∞ y ν(ac) =∞ = ν(ca). Ahora, si a, b /∈ ker ν entonces ν(ab) = ν(a)+ν(b) <
∞, de donde ν(a), ν(b) /∈ ker ν. ♦X
Corolario 1.3.9. R/ker ν no posee divisores de cero.
Definicio´n 1.3.10. Si ker ν = {0}, se dice que ν es propio.
Si R = k es un campo, entonces ν es propio, puesto que {0} es el u´nico ideal
propio de k.
Proposicio´n 1.3.11 ([10]). Sea R un dominio de Ore a izquierda con anillo
total de fracciones a izquierda Q(R). Entonces, cada valuacio´n propia ν sobre
R tiene extensio´n u´nica sobre Q(R).
Demostracio´n. Cada elemento u ∈ Q(R) es de la forma u = a
s
con s 6= 0, si
existe ω extensio´n de ν sobre Q(R), entonces ν(a) = ω(s1 · u) = ω(
s
1) + ω(u),
de donde ω(u) := −ν(s) + ν(a). Si a
s
= a1
s1
, entonces ca = da1, cs = ds1 6= 0
con c, s 6= 0, de donde −ν(s) + ν(a) = −ν(cs) + ν(ca) = −ν(ds1) + ν(da1) =
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−ν(s1)+ν(a1), es decir, ω(
a
s
) = ω(a1
s1
). Es claro que ω cumple i) en la definicio´n
1.3.2. Veamos que cumple ii) y iii): sean a
s
, b
t
∈ Q(R), entonces a
s
· b
t
= cb
us
donde
ua = ct 6= 0, luego ω(a
s
· b
t
) = ω( cb
us
) = −ν(us) + ν(cb) = −ν(us) + ν(ua) −
ν(ct)+ν(cb) = −ν(s)+ν(a)−ν(t)+ν(b) = ω(a
s
)+ω(b
t
). Adema´s, a
s
+ b
t
= s1a+t1b
u
donde s1s = t1t = u, luego ω(
a
s
+ b
t
) = ω(s1a+t1b
u
) = −ν(u) + ν(s1a + t1b) ≥
mı´n{−ν(u) + ν(s1a),−ν(u) + ν(t1b)} = mı´n{−ν(s) + ν(a),−ν(t) + ν(b)} =
mı´n{ω(a
s
), ω(b
t
)}.
♦X
Proposicio´n 1.3.12 ([10]). Sea R un dominio de Ore a izquierda con anillo
total de fracciones a izquierda Q(R). Entonces V := {u ∈ Q(R); ν(u) ≥ 0}
es un subanillo propio de Q(R).
Demostracio´n. Similar a la prueba de la proposicio´n 1.1.19. ♦X
De la proposicio´n anterior se obtiene que V es total e invariante (ve´ase la
seccio´n 1.1).
Definicio´n 1.3.13. Un subanillo total e invariante de un anillo de divisio´n
se denomina anillo valuado.
Proposicio´n 1.3.14 ([10]). Si ν es una valuacio´n sobre el anillo de divisio´n
D, el conjunto V := {u ∈ D; ν(u) ≥ 0} es un anillo valuado.
Demostracio´n. V es total por definicio´n, y para ver que V es invariante se
procede de forma similar a la prueba del lema 1.1.29. ♦X
La siguiente proposicio´n caracteriza las valuaciones abelianas.
Proposicio´n 1.3.15 ([10]). Si D es un anillo de divisio´n con valuacio´n ν y
anillo valuado V . Entonces ν es abeliano, en el sentido que Γ es abeliano, si,
y so´lo si, ν(a) = 0 para cada a en el grupo derivado [D∗, D∗].
Demostracio´n. ν(ab) = ν(a) + ν(b) = ν(b) + ν(a) = ν(ba) si, y so´lo si,
ν(aba−1b−1) = 0. ♦X
2 POLINOMIOS CUA´NTICOS.
En este cap´ıtulo se estudian los polinomios cua´nticos, las reglas de multipli-
cacio´n, las valuaciones para estos polinomios, se reconstruye la demostracio´n
del teorema de Sabitov [17] y se estudia la conjetura de Artamonov en [7].
2.1. Definiciones y propiedades ba´sicas.
Sea D un anillo de divisio´n con un conjunto fijo α1, α2 , . . ., αn, n ≥ 2,
de automorfismos, adema´s, sean qij en D
∗ para i, j = 1, 2, . . . , n fijos, que
satisfacen las igualdades:
qii = qijqji = q ijrq jriq rij = 1
αi(αj(d)) = qijαj(αi(d))qji.
donde q ijr = qijαj(qir) y d ∈ D. Se define q = (qij) ∈ M (n,D) y α = (α1, α2,
. . . , αn).
Definicio´n 2.1.1. Los elementos qij de la matriz q forman un sistema de
multipara´metros.
Definicio´n 2.1.2. Sea
Oq = Dq ,α
[
x±11 , x
±1
2 , . . . , x
±1
r , xr+1, . . . , xn
]
, (2.1)
el anillo asociativo generado por elementos de D y por los elementos x±11 ,
x±12 , . . ., x
±1
r , xr+1, . . ., xn sujeto a las siguientes relaciones
xix
−1
i = x
−1
i xi = 1, 1 ≤ i ≤ r, (2.2)
xid = αi(d)xi, d ∈ D, i = 1, 2, . . . , n, (2.3)
xixj = qijxjxi, i, j = 1, 2, . . . , n. (2.4)
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Oq se denomina anillo de polinomios cua´nticos o tambie´n a´lgebra de
polinomios cua´nticos cuando D = k es un campo (ve´ase [1, 2, 3]).
El a´lgebra Oq puede verse como un a´lgebra de coordenadas de un espacio
cua´ntico af´ın Anq siempre que r = 0 (ve´ase [8]); y un a´lgebra de coordena-
das de un toro cua´ntico Tnq con r = n (ve´ase [8]). Unificando ambos casos se
puede considerar el caso con r arbitrario (0 ≤ r ≤ n), y as´ı, Oq puede verse
como un a´lgebra de coordenadas de Trq × A
n−r
q . Cuando n = 2 y r = 0, el
a´lgebra Oq se denomina tambie´n plano cua´ntico, donde q = q12. Si en (2.1)
r = n, es decir, Λ := Dq ,α
[
x±11 , x
±1
2 , . . . , x
±1
n
]
, este anillo se denomina anillo
de polinomios cua´nticos de Laurent.
El anillo Oq es un espacio vectorial izquierdo y derecho sobre el domino D
con base
xu = xu11 · · · x
un
n para u = (u1, ..., un) ∈ Z
n,
adema´s, el anillo Oq es un dominio noetheriano a izquierda y derecha, sa-
tisface la condicio´n de Ore y tiene anillo de divisio´n de fracciones F :=
Dq ,α (x1, . . . , xn) denominado campo cua´ntico.
Definicio´n 2.1.3. Sea N el subgrupo del grupo multiplicativo D∗ generado
por el grupo derivado [D∗, D∗] y los elementos de la forma z−1αi(z), donde
z ∈ D∗ e i = 1, . . . , n.
Definicio´n 2.1.4. Si las ima´genes de los qij con 1 ≤ i < j ≤ n son indepen-
dientes en el grupo abeliano multiplicativo D¯ = D∗/N , se dice que Oq es un
anillo de polinomios cua´nticos general (gene´rico).
Comentario 2.1.5. N ⊳D∗, adema´s, si n=2 en Oq , de la definicio´n anterior
se sigue que q = q12 no es una ra´ız de la unidad.
Proposicio´n 2.1.6. Para cada a ∈ D y α automorfismo sobre D, se tiene
αk(a) = an con k ∈ N y n ∈ N .
Demostracio´n.
αk(a) = a
(
a−1α(a)
) (
(α(a))−1α2(a)
)
. . .
(
(αk−1(a))−1αk(a)
)
= an, con n ∈ N, (2.5)
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αk(a) = an con n ∈ N . ♦X
Proposicio´n 2.1.7. Si u = (u1, . . . , un) ∈ Zn, entonces para cada 1 ≤ i ≤ n,
xix
u =
(
n∏
j=1
q
uj
ij
)
nu · x
uxi,
con nu ∈ N .
Demostracio´n. Para la demostracio´n de esta proposicio´n usaremos las igual-
dades (2.3) y (2.4).
Primero, veamos de forma constructiva que´ es xix
l
j para l ≥ 0:
xixj = qijxjxi,
xix
2
j = qijxjxixj
= qijαj (qij) x
2
jxi,
xix
3
j = qijαj (qij) x
2
jxixj
= qijαj (qij)α
2
j (qij) x
3
jxi,
...
xix
l
j =
[
l−1∏
k=0
αkj (qij)
]
xljxi, (2.6)
entendie´ndose α0j (qij) := qij. Por tanto, para uj, uj+1 ≥ 0
xix
uj
j x
uj+1
j+1 =
[
uj−1∏
k=0
αkj (qij)
]
x
uj
j xix
uj+1
j+1
=
[
uj−1∏
k=0
αkj (qij)
][
uj+1−1∏
k=0
α
uj
j
(
αkj+1 (qi j+1)
)]
x
uj
j x
uj+1
j+1 xi (2.7)
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y as´ı,
xix
u = xix
u1
1 x
u2
2 . . . x
un
n
=
[
u1−1∏
k=0
αk1 (qi1)
][
u2−1∏
k=0
αu11
(
αk2 (qi2)
)]
. . .
. . .
[
un−1∏
k=0
αu11
(
αu22
(
αu32
(
. . . αkn (qin)
)))]
xuxi, (2.8)
con u = (u1, . . . , un) y ui ≥ 0 para 1 ≥ i ≥ n. Ahora, vemos que los coefi-
cientes se pueden ver como producto de qij
′s y un nu ∈ N adecuado.
xix
2
j = qijαj (qij) x
2
jxi
= q2ij
(
q−1ij αj (qij)
)
x2jxi,
con q−1ij αj (qij) ∈ N .
xix
3
j = qijαj (qij)α
2
j (qij) x
3
jxi
= q3ij
[
q−2ij αj
(
q2ij
)
αj
(
q−1ij
)
α2j (qij)
]
x3jxi,
donde q−2ij αj
(
q2ij
)
αj
(
q−1ij
)
α2j (qij) ∈ N .
xix
l
j =
[
l−1∏
k=0
αkj (qij)
]
xljxi
=
[
l−1∏
k=0
αkj
(
ql−kij
)
αkj
(
qk+1−lij
)]
xljxi
= qlij
[
l−1∏
k=0
αk−1j
(
qk−lij
)
αkj
(
ql−kij
)]
xljxi, (2.9)
con
∏l−1
k=1 α
k−1
j
(
qk−lij
)
αkj
(
ql−kij
)
∈ N .
xix
uj
j x
uj+1
j+1 =
[
uj−1∏
k=0
αkj (qij)
][
uj+1−1∏
k=0
α
uj
j
(
αkj+1 (qij+1)
)]
x
uj
j x
uj+1
j+1 xi
=
(
q
uj
ij n1
)
α
uj
j
(
q
uj+1
ij+1n2
)
x
uj
j x
uj+1
j+1 xi, con n1, n2 ∈ N, (2.10)
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luego, aplicando (2.10), (3.3) y la proposicio´n 2.1.6 se obtiene
xix
uj
j x
uj+1
j+1 = q
uj
ij n1q
uj+1
ij+1n3x
uj
j x
uj+1
j+1 xi
= q
uj
ij q
uj+1
ij+1mx
uj
j x
uj+1
j+1 xi, (2.11)
donde n1, n3,m ∈ N .
Ahora, con un razonamiento inductivo y utilizando las ecuaciones (2.8), (3.3)
y (2.11) a xix
u se obtiene
xix
u = qu1i1m1α
u1
1 (q
u2
i2m2)α
u1
1 (α
u2
2 (q
u3
i3m3)) . . . α
u1
1
(
αu22
(
. . . α
un−1
n−1 (q
un
inmn)
))
xuxi
= qu1i1m1 q
u2
i2m2′ q
u3
i3m3′ . . . q
un
inmn′x
uxi
=
(
n∏
j=1
q
uj
ij
)
nux
uxi, (2.12)
con ui ≥ 0 para cada 1 ≥ i ≥ n y nu ∈ N .
Si uj < 0 para algu´n 1 ≥ j ≥ n, obse´rvese que xix
−1
j = q
−1
ij x
−1
j xi, y de forma
similar se obtiene
xix
u =
(
n∏
j=1
q
uj
ij
)
nux
uxi.
♦X
Corolario 2.1.8. Para u, v ∈ Zn se tiene
(xu) (xv) =
(∏
i<j
q
ujvi
ij
)
nu+v · x
u+v,
con nu+v ∈ N .
Proposicio´n 2.1.9 ([4]). Si u, v ∈ Zn y λ, µ ∈ D, entonces
(λxu) (µxv) = λµ
(∏
i<j
q
ujvi
ij
)
n′ · xu+v,
con n′ ∈ N .
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Demostracio´n. Aplicando (2.3), la proposicio´n 2.1.6 y el corolario 2.1.8 se
obtiene lo deseado. ♦X
Proposicio´n 2.1.10. Si G denota el subgrupo multiplicativo en F ∗ generado
por D∗ y x1, ..., xn. Entonces, D
∗ ⊳ G y G/D∗ es un grupo abeliano libre con
base x1D
∗, . . . , xnD
∗.
Demostracio´n. Cada elemento de G es de la forma dxu donde xu = xu11 · · · x
un
n ,
con u ∈ Zn y d ∈ D∗. As´ı, si b ∈ D∗, entonces
(dxu) b (dxu)−1 = dxu11 · · ·x
un
n bx
−un
n · · ·x
−u1
1 d
−1
= dαu (b)
[
(xu11 · · ·x
un
n )
(
x−unn · · · x
−u1
1
)]
d−1
= dαu (b) d−1,
donde αu (b) = (αu11 ◦ α
u2
2 ◦ . . . ◦ α
un
n ) (b) y α
k
i = (αi ◦ αi ◦ . . . ◦ αi)︸ ︷︷ ︸
k−veces
.
Por tanto D∗ ⊳ G. Ahora,
xixj = qijxjxi = xjα
−1
j (qij) xi = xjxiα
−1
i (α
−1
j (qij))
es decir,
xixjD
∗ = xjxiD
∗
y as´ı, G/D∗es abeliano.
Por u´ltimo, si xu = d entonces, deg (xu) = deg (d), lo que implica deg (xu) = 0,
es decir, u = 0. ♦X
2.2. Valuaciones de polinomios cua´nticos.
Definicio´n 2.2.1. Sea Γ un grupo aditivo linealmente ordenado (no necesa-
riamente abeliano). Se considera la Γ−valuacio´n ν del grupo multiplicativo
F ∗ del campo cua´ntico F sobre el grupo Γ con ν(D∗) = 0.
Por definicio´n D∗ ⊆ ker ν, entonces ν induce un homomorfismo de grupos
ν : G/D∗ −→ Γ y cada cambio de la base x1D
∗, . . . , xnD
∗ puede ser levantado
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a un cambio del conjunto de variables x1, ..., xn en Λ. Por tanto, podemos
asumir que ν (x1) , . . . , ν (xr) son independientes en Γ y
ν
(
x
dr+1
r+1
)
= · · · = ν
(
xdnn
)
= 0
para algunos enteros positivos dr+1, . . . , dn. Pero un grupo totalmente orde-
nado es sin torsio´n, luego
ν (xr+1) = · · · = ν (xn) = 0.
Comentario 2.2.2. Si ν (xi) < 0 para algu´n 1 ≤ i ≤ r, entonces ν
(
x−1i
)
> 0
, por tanto se puede hacer un cambio de variables tal que a xi le corresponda
x−1i y viceversa, as´ı, se puede asumir que ν (xi) > 0 para cada 1 ≤ i ≤ r.
Teorema 2.2.3 ([5]). Si Λ es gene´rico, f ∈ Λ y ν(f) > 0, entonces existe
un monomio xm en f tal que ν(xm) > 0.
Demostracio´n. Sea f =
∑
u∈Z λux
u y λu ∈ D, entonces para xi se tiene que
xifx
−1
i =
∑
αi(λu)xix
ux−i
=
∑
u∈Zn
αi(λu)
(
n∏
j=1
q
uj
ij
)
nux
u,
donde nu ∈ N D
∗. Ahora, sea λmx
m un monomio ocurriendo en f ,
t = αi(λm)
(
n∏
j=1
q
mj
ij
)
nmλ
−1
m
y g := f − t−1xifx
−1
i , entonces
g =
∑
u∈Zn
λux
u −
λmn−1m
(
n∏
j=1
qmjij
)−1
αi(λm)
−1
∑
u∈Zn
αi(λu)
(
n∏
j=1
q
uj
ij
)
nux
u

=
∑
u∈Zn
λuxu − λmn−1m
(
n∏
j=1
q
mj
ij
)−1
αi(λm)
−1αi(λu)
(
n∏
j=1
q
uj
ij
)
nux
u

=
∑
u∈Zn,u 6=m
λuxu − λmn−1m
(
n∏
j=1
q
mj
ij
)−1
αi(λm)
−1αi(λu)
(
n∏
j=1
q
uj
ij
)
nux
u
 ,
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pero
λmn
−1
m
(
n∏
j=1
q
mj
ij
)−1
αi(λm)
−1αi(λu)
(
n∏
j=1
q
uj
ij
)
nux
u = λu
(
n∏
j=1
q
uj−mj
ij
)
nu′
con nu′ ∈ N. As´ı,
g =
∑
u∈Zn,u 6=m
λu
(
1−
(
n∏
j=1
q
uj−mj
ij
)
nu′
)
xu.
Si g = 0, entonces 1 −
(∏n
j=1 q
uj−mj
ij
)
nu′ = 0 ya que λu ∈ D
∗ y nu′ 6= 0;
pero los qij son independientes en D
∗/N , por tanto u1 = m1, ..., un = mn,
luego, f = xmh(xi) para algu´n h(xi) ∈ D[x
±1
i ;αi]. Como n ≥ 2, si se escoge
otra variable xi′ en vez de xi de forma similar se llega a f = x
mh′(xi′). Esto
muestra que f es un monomio.
Si g 6= 0, g contiene al menos un monomio, entonces f y cada monomio xu
ocurriendo en g, tambie´n ocurre en f . As´ı, ν(g) ≥ mı´n{ν(f), ν(xifx
−1
i )} > 0,
puesto que ν(xi) + ν(f) > ν(xi), esto implica ν(g) > 0 y por tanto se puede
proceder disminuyendo el nu´mero de monomios en f . ♦X
Corolario 2.2.4 ([5]). Si Λ es gene´rico y f es un polinomio en las variables
xr+1, . . . , xn. Entonces ν (f) = 0.
Demostracio´n. Sea f =
∑
u∈Zn λux
u; si ν (f) > 0, por la proposicio´n anterior
existe un monomio M en las variables xr+1, ..., xn tal que ν (M) > 0, contra-
diciendo que ν (M) = 0.
Luego, ν (f) ≤ 0, pero ν (f) ≥ mı´nu{ν (λux
u)}, D∗ ⊆ ker ν y ν (xr+1) = .... =
ν (xn) = 0, entonces,
ν (λux
u) = ν
(
λux
ur+1
r+1
)
+ ν
(
x
ur+2
r+2
)
+ ..+ ν (xunn )
= ν (λu) + ν
(
x
ur+1
r+1
)
+ ν
(
x
ur+2
r+2
)
+ ...+ (xunn )
= 0.
As´ı, 0 ≥ ν (f) ≥ mı´n{0} = 0 y por consiguiente ν (f) = 0. ♦X
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Teorema 2.2.5 ([5]). Si Λ es gene´rico, entonces Γ es un grupo libre abe-
liano con base ν (x1) , . . . , ν (xr) > 0. En particular, el grupo Γ puede ser
identificado con el grupo Zr.
Demostracio´n. Sea
f =
∑
l1,...,lr∈Z
xl11 · · · x
lr
r bl1,...,lr (2.13)
donde bl1,...,lr es un polinomio en xr+1, . . . , xn dependiendo de (l1, . . . , lr). As´ı,
por el corolario anterior ν (bl1,...,lr) = 0.
Ahora, ν (xixj) = ν (xi) + ν (xj) y xixj = qijxjxi, luego ν (xixj) = ν (qijxjxi)
= ν (xj) + ν (xi) y por tanto ν (xi) + ν (xj) = ν (xj) + ν (xi).
Como ν (x1) , . . . , ν (xr) son independientes en Γ, entonces ν
(
xl11 · · · x
lr
r
)
6=
ν
(
xt11 · · ·x
tr
r
)
siempre que (l1, . . . , lr) 6= (t1, . . . , tr), por consiguiente
ν (f) = mı´n
l1,...,lr∈Z
{l1ν (x1) + . . .+ lrν (xr)}.
♦X
Se sigue que en Zr hay un orden lineal y que la base esta´ndar de Zr consiste
de los elementos ν(x1), . . . , ν(xr) > 0. Tambie´n, ν(f) = (m1, . . . ,mr) si f es
de la forma (2.13) con elemento mı´nimo xm11 · · · x
mr
r bm1,...,mr .
Si f =
∑
u∈Zn λux
u1
1 ...x
un
n ∈ Λ, f se puede escribir como f = A + B con
B = B1 + . . . + Bs, donde A,B1, . . . , Bs son sumas de monomios de f que
al multiplicar por xn a izquierda y aplicando las reglas de conmutacio´n ge-
neran un coeficiente comu´n, es decir, xnA = aAxn y xnBi = biBxn adema´s,
ν (A) ≤ ν (B1) ≤ . . . ≤ ν (Bs). Por tanto, xnf = f0xn con f0 = aA + B
′
donde B′ = b1B1 + ...+ bsBs y ν (f) = ν (f0).
Proposicio´n 2.2.6. Si f y f0 son como antes, y H1 := f − b
−1
s f0 entonces,
ν (H1) = ν (A) = ν(f).
34 2 POLINOMIOS CUA´NTICOS.
Demostracio´n. Primero obse´rvese que ν (H1) ≥ mı´n {ν(f), ν(f0)} = ν(f).
Ahora, demostraremos la proposicio´n por induccio´n:
(Caso s = 1): Si f = A+B1 con ν (A) ≤ ν (B1), entonces f0 = aA+b1B1
y H1 =
(
1− b−11 a
)
A, por lo tanto ν (H1) = ν (A) y as´ı, ν (A) ≥ ν (f).
Ahora, como ν (f) ≥ mı´n {ν(A), ν(B1)}, si ν (A) < ν (B1), entonces
ν (f) = ν (A); y si ν (A) = ν (B1), entonces ν (f) ≥ ν (A). Por lo tanto,
en ambos casos se llega a ν (f) = ν (A).
(Caso s = 2): Si f = A+B1+B2 con ν (A) ≤ ν (B1) ≤ ν (B2), entonces
f0 = aA + b1B1 + b2B2 y H1 =
(
1− b−12 a
)
A +
(
1− b−12 b1
)
B1. Apli-
cando el caso anterior a H1 y B1 + B2 se tiene que ν (H1) = ν (A)
y ν (B1 +B2) = ν (B1), esto implica que ν (A) ≥ ν (f) y ν (f) ≥
mı´n {ν(A), ν(B1)} = ν(A). Luego ν (f) = ν (A).
Si la proposicio´n es cierta para el caso s = k − 1 entonces, ν (f) = ν (A) =
ν(H1).
Veamos que se cumple para s = k:
f = A + B1 + ... + Bk con ν (A) ≤ ν (B1) ≤ .... ≤ ν (Bk), entonces
f0 = aA+b1B1+b2B2+....+bkBk y H1 =
(
1− b−1k a
)
A+
(
1− b−1k b1
)
B1+
...+
(
1− b−1k bk−1
)
Bk−1.
Aplicando caso s = k − 1 a H1 y B1 + ... + Bk se tiene que ν (H1) =
ν (A) y ν (B1 + ...+Bk) = ν (B1). Luego, ν (A) ≥ ν (f) y ν (f) ≥
mı´n {ν(A), ν(B1)} = ν (A) por lo tanto ν (f) = ν (A).
Esto termina la demostracio´n. ♦X
Al polinomio H1 de la proposicio´n anterior se le puede hacer el tratamien-
to de f , y se llega a ν (H2) = ν (H1) = ν (f) = ν (A); como el nu´mero de
monomios no nulos de f es finito, se puede hacer el proceso un nu´mero fini-
to de veces hasta llegar a un polinomioHl con xnHl = kHlxn y ν (Hl) = ν (f).
En Hl se puede hacer de forma similar el proceso anterior pero con la variable
xn−1 hasta llegar a un polinomioHl′ con xn−1Hl′ = k
′Hl′xn−1 y ν (Hl′) = ν (f),
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a Hl′ con xn−2 y as´ı hasta xr+1 (las variables que tienen valuacio´n 0, e.d,
ν(xi) = 0 con r+1 ≤ i ≤ n ) llegando a un polinomio H tal que ν (H) = ν (f)
y xiH = kiHxi con r + 1 ≤ i ≤ n.
Considerando el polinomio H y ordenandolo respecto a xr del mismo modo
que lo hecho anteriormente, se tiene que H = A+B donde B = B1+ ...+Bs,
ν (A) ≤ ... ≤ ν (Bs), x1A = aAxr y xrBi = biBixr, entonces xrH = H0xr con
H0 := aA+B
′, donde B′ = b1B1+....+bsBs y ν (xr)+ν (H) = ν (H0)+ν (xr).
Proposicio´n 2.2.7. Si H y H0 son como antes, ν (H) = ν (A) = ν (H0).
Demostracio´n. Si ν (A) < ν (B), entonces ν (H) = ν (A) y xnH0 = G0xn
entonces, ν (H0) = ν (A) aplicando la proposicio´n 2.2.6.
Si ν (A) = ν (B) veamos por induccio´n:
(Caso s = 1): H = A+B1, H0 = aA+ bB1. Como Γ es linealmente orde-
nado podemos suponer que ν (H0) < ν (H), as´ı, ν (H0) = ν (aH −H0) =
ν ((a− b1)B1) = ν (B1) = ν (A), por tanto ν (H0) = ν (A).
Por otro lado, ν (xr) + ν (A) = ν (xrA) = ν (aAxr) = ν (A) + ν (xr) =
ν (H0) + ν (xr) = ν (H0xr) = ν (xrH) = ν (xr) + ν (H), implicando
ν (A) = ν (H). Esto contradice el supuesto que ν (H0) < ν (H).
Por tanto, ν (H0) ≥ ν (H) y ν (A)=ν (b1H −H0)≥ ν (H)≥mı´n {ν (A) , ν (B)}
= ν (A) luego, ν (H) = ν (A).
Como ν (A) + ν (xr) = ν (xr) + ν (A) = ν (xr) + ν (H) = ν (xrH) =
ν (H0xr) = ν (H0) + ν (xr), entonces ν (H0) = ν (A) = ν (H).
(Caso s = 2): H = A+ B1 + B2 y H0 = aA+ b1B1 + b2B2.
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Si ν (H0) < ν (H), entonces ν(H0) = ν(aH −H0) = ν((a− b1)B1 + (a−
b2)B2) = ν(B1) = ν(B).
Por tanto, ν (H0) = ν (A) y como, ν (xr) + ν (H) = ν (H0) + ν (xr) =
ν (A) + ν (xr) = ν (xr) + ν (A), entonces ν (H) = ν (A) = ν (H0); esto
contradice ν (H0) < ν (H).
Si ν (H0) > ν (H), ν (H) = ν (b2H −H0) = ν ((b2 − a)A+ (b2 − b1)B1)
= ν (A) por proposicio´n 2.2.6 a (b2 − a)A + (b2 − b1)B1. Esto implica,
ν (H) = ν (A).
Ahora, como ν (H0)+ ν (xr) = ν (xr)+ ν (H) = ν (xr)+ ν (A) = ν (A)+
ν (xr), entonces ν (H0) = ν (A) = ν (H) que es contradictorio.
Por lo tanto ν (H) = ν (H0) y ν (H) ≥ ν (A) = ν (b2H −H0) ≥ ν (H),
as´ı, ν (H) = ν (A) = ν (H0).
Suponiendo que se cumple para el caso s− 1, veamos el caso s:
H = A + B con B = B1 + . . . + Bs, ν (A) ≤ ... ≤ ν (Bs), xrA = aAxr,
xrBi = biBixr y xrH = H0xr.
Si ν (H0) < ν (H), entonces ν (B) = ν (B1) = ν (aH −H0) = ν (H0) y
ν (xr) + ν (H) = ν (H0) + ν (xr) = ν (A) + ν (xr) = ν (xr) + ν (A), luego
ν (H) = ν (A) = ν (H0); contradiccio´n.
Si ν (H0) > ν (H), entonces ν (H) = ν (bsH −H0) = ν
(∑s−1
i=1 (bs − bi)Bi
)
= ν (B1) = ν (B) = ν (A) y ν (H0)+ν (xr) = ν (xr)+ν (H) = ν (xr)+ν (A)
= ν (A) + ν (xr), implicando ν (H0) = ν (H), contradictorio.
Por tanto ν (H0) = ν (H) y ν (H) ≥ ν (A) = ν (bsH −H0) ≥ ν (B1) =
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ν (B) = ν (A), es decir, ν (H) = ν (A) = ν (H0). Terminando la demos-
tracio´n.
♦X
De la proposicio´n anterior se sigue que ν (I) = ν (H) = ν (A) con I =
H − b−1s H0 e I tiene menos monomios que H, puesto que ν (I) = ν (bsI) =
ν (bsH −H0) = ν (H).
Repitiendo el proceso anterior con I y la variable xr se encuentra un polino-
mio I1, tal que xrI1 = kI1xr y ν (I1) = ν (I) = ν (H) = ν (A).
Si se considera el ordenamiento de I respecto a la variable xr−1 y aplicando
lo anterior, existe I2, un polinomio con menos monomios que I1, xr−1I2 =
k2I2xr−1 y ν (I2) = ν (A). De la misma forma se procede con las variables
xr−2, ...., x1 y resulta un polinomio I0 con xiI0 = kiI0xi para 1 ≤ i ≤ n y
ν (I0) = ν (A) = ν (f).
Hemos probado la siguiente propiedad.
Proposicio´n 2.2.8. Si f ∈ Oq, existe un polinomio A ∈ Oq tal que para
cada 1 ≤ i ≤ n existe ki ∈ D con xiA = kiAxi y ν(A) = ν(f).
Corolario 2.2.9. Si f ∈ Oq, existe un polinomio A ∈ Oq ocurriendo en f
tal que para cada 1 ≤ i ≤ n existe ki ∈ D con xiA = kiAxi y ν(A) = ν(f).
Teorema 2.2.10 ([17]). Una valuacio´n de un anillo de divisio´n cua´ntico no
necesariamente gene´rico, es abeliano en el sentido que Γ es abeliano.
Demostracio´n. Sean f1 y f2 dos polinomios no nulos arbitrarios en Oq , por
proposicio´n 2.2.8 existen A1 := a1 + ... + an, A2 := b1 + ... + bm ∈ Oq tal
que xiA1 = kiA1xi y xiA2 = k
′
iA2xi para cada 1 ≤ i ≤ n, y ν(f1) = ν(A1),
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ν(f2) = ν(A2), por lo tanto
ν (f1) + ν (f2) = ν (A1) + ν (A2)
= ν (A1A2)
= ν ((a1 + ...+ an) (b1 + ...+ bm))
= ν (a1 (b1 + ...+ bn) + ...+ an (b1 + ...+ bm))
= ν (k (b1 + ...+ bm) a1 + ...+ k (b1 + ...+ bm) an)
= ν (k (b1 + ...+ bm) (a1 + ...+ an))
= ν ((b1 + ...+ bm) (a1 + ...+ an))
= ν (A2A1)
= ν (A2) + ν (A1)
= ν (f2) + ν (f1) .
♦X
Definicio´n 2.2.11 ([5]). Si ν1 : F
∗ → Γ1, ν2 : F
∗ → Γ2 son dos valuaciones,
se escribe ν1 ≥ ν2 si existe un epimorfismo de grupos ordenados τ : Γ1 → Γ2,
tal que τν1 = ν2. Es decir, si el siguiente diagrama conmuta
F ∗
ν2

ν1 // Γ1
τ
~~}}
}}
}}
}}
Γ2
Definicio´n 2.2.12 ([5]). Se dice que ν esmaximal (rango ma´ximo) siem-
pre que el morfismo τ sea un isomorfismo en la definicio´n anterior.
Teorema 2.2.13 ([5]). Una valuacio´n ν : F ∗ −→ Γ de un anillo de polino-
mios cua´ntico gene´rico es maximal si, y so´lo si, Γ ∼= Zn.
Demostracio´n. Supongamos que µ : F ∗ → Ω es una valuacio´n, xr+1,xr+2, . . .
,xn ∈ kerµ y Ω es un grupo libre abeliano con base µ (x1) , . . . , µ (xr).
Definiendo el orden en el grupo abeliano libre Zn por medio de (m1, . . . ,mn)
< (l1, . . . , ln) si ν (x
m1xm2 . . . xmn) < ν
(
xl1 . . . xln
)
o (m1, . . . ,mr) = (l1, . . . , lr)
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y
(mr+1, . . . ,mn) < (lr+1, . . . , ln) con respecto al orden lexicogra´fico.
Entonces Zn es un grupo abeliano bien ordenado induciendo una valua-
cio´n natural ν∗ : F ∗ → Zn y la proyeccio´n τ : Zn → Ω definida como
τ (l1, . . . , ln) = µ
(
xl1 . . . xln
)
, as´ı, tenemos el siguiente diagrama
F ∗
µ

ν∗ // Zn
τ
}}{{
{{
{{
{{
{
Ω
con τν∗ = µ.
Por tanto, si ν es maximal, haciendo Ω = Γ y µ = ν se tiene que τ es
un isomorfismo y Γ ∼= Zn. Ahora, si Γ ∼= Zn entonces, por la construccio´n
anterior ν es maximal. ♦X
Del teorema anterior se sigue que el conjunto de todas las valuaciones ma-
ximales se puede identificar con el conjunto de todos los o´rdenes lineales del
grupo aditivo Zn.
2.3. Completaciones de espacios cua´nticos.
Proposicio´n 2.3.1 ([4]). Sea Z el conjunto Zn con elemento adjunto ∞.
Entonces Z es un monoide aditivo abeliano tal que a +∞ = ∞ para cada
a ∈ Z. Si se extiende el orden lexicogra´fico de Zn a Z de modo que a < ∞
para todo a ∈ Zn, entonces Z es un monoide aditivo abeliano ordenado con
elemento mayor ∞.
Demostracio´n. Es claro que Z es un monoide aditivo abeliano, para ver que
es ordenado sean a, b, c ∈ Z y a < b, entonces a ∈ Zn, si b, c ∈ Zn se obtiene
a+ c < b+ c, ahora, si b =∞ o c =∞ entonces a+ c ≤ ∞ = b+ c. ♦X
Definicio´n 2.3.2 ([4]). Se define la valuacio´n f 7−→ ||f || del semigrupo mul-
tiplicativo del anillo Λ con valores en el monoide aditivo abeliano Z como
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sigue:
Si f ∈ Λ un polinomio no nulo con monomio mı´nimo
µxl11 . . . x
ln
n , µ ∈ D
∗, y l1, . . . , ln ≥ 0
respecto al orden lexicogra´fico sobre Zn, entonces ||f || = (l1, . . . , ln) ∈ Zn.
Si f = 0, entonces ||f || =∞.
Proposicio´n 2.3.3 ([4]). i) ||fg|| = ||f ||+ ||g||,
ii) ||f + g|| ≥ mı´n {||f ||, ||g||}.
Demostracio´n. Se obtiene directamente de la definicio´n 2.3.2. ♦X
De la proposicio´n se obtiene que la valuacio´n se puede extender a F en Z, es
decir, si f, g ∈ Λ \ {0}, entonces ||f−1g|| = −||f || + ||g|| y ||0|| = ∞ (Ve´ase
la proposicio´n 1.3.11).
Definicio´n 2.3.4. Un conjunto ordenado X es artiniano si X no contiene
una cadena infinita estrictamente decreciente de elementos.
Definicio´n 2.3.5. X denotara la familia de todos los subconjuntos artinianos
X ⊆ Z que contienen al elemento ∞.
Proposicio´n 2.3.6 ([4]). La familia X es un subret´ıculo del ret´ıculo de todos
los subconjuntos de Z. Si X ∈ X e ∞ ∈ Y ⊆ X, entonces Y ∈ X .
Demostracio´n. Sean X, Y ∈ X si z1 > z2 > . . . es una cadena numerable
infinita estrictamente decreciente de elementos de X ∪ Y , entonces X o Y
tiene una cadena numerable infinita estricta decreciente de elementos, contra-
diciendo que X, Y ∈ X . Adema´s, ∞ ∈ X ∪ Y . Por consiguiente X ∪ Y ∈ X .
Similar para X ∩ Y . Luego X es un subret´ıculo del ret´ıculo de todos los sub-
conjuntos de Z. Ahora, si X ∈ X y ∞ ∈ Y ⊆ X, entonces Y es artiniano y
por tanto Y ∈ X . ♦X
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Definicio´n 2.3.7 ([4]). Para cualquier aplicacio´n f : Z −→ D se define
supp f como el conjunto de elementos a en Zn tal que f (a) 6= 0, es decir,
supp f := {a ∈ Zn; f (a) 6= 0} .
El conjunto F denota el conjunto de todas las aplicaciones f : Z −→ D tal
que f (∞) = 0 y supp f ∪∞ ∈ X , es decir,
F := {f : Z −→ D; f (∞) = 0, supp f ∪∞ ∈ X} .
Si f, g ∈ F y a ∈ Z, entonces
(f + g) (a) := f (a) + g (a) (2.14)
y
(fg) (a) :=
∑
b+c=a
f (b) g (c)
[∏
i<j
q
bjci
ij
]
m (2.15)
donde b = (b1, . . . , bn), c = (c1, . . . , cn) ∈ Zn y m es un elemento de N como
en la definicio´n 2.1.3 que depende de g (c) , b y c.
Teorema 2.3.8 ([4]). El conjunto F es un anillo de divisio´n con respecto a
las operaciones anteriores.
Demostracio´n. Ve´ase [4], Teorema 3.4. ♦X
Proposicio´n 2.3.9 ([4]). Si || · ||F : F −→ Z con ||0||F = ∞ y ||f ||F = l
si f 6= 0 y l ∈ Zn es el elemento ma´s pequen˜o de supp f , entonces || · ||F es
una valuacio´n.
Teorema 2.3.10 ([4]). Existe una inclusio´n de anillos φ : F −→ F preser-
vando valuaciones.
Demostracio´n. Sea f ∈ Λ−{0}, entonces f =
∑
λuX
u con lu ∈ D y u ∈ Zn,
definiendo φ(f) := φf como
φf(u) :=
{
λu si u ∈ Zn
0 si u =∞,
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entonces supp f ∪ {∞} ∈ X , de donde φf ∈ F , adema´s, ||φf ||F = ||f ||. Es
claro que φf = φg si y so´lo si f = g, φf+g = φf + φg y φfg = φfφg (por
definicio´n de producto en Λ y proposicio´n 2.1.9), entonces φ : Λ −→ F es un
homomorfismo de anillos inyectivo, y como F es un anillo de divisio´n φ se
puede extender a un homomomorfismo de anillos inyectivo de F a F . ♦X
Definicio´n 2.3.11 ([7]). El anillo de divisio´n F se denomina completacio´n
de F respecto a ν.
Comentario 2.3.12 ([4]). Un elemento f ∈ F \ {0} puede identificarse con
las series de Laurent
f =
∑
l∈supp f
f(l)xl
donde xl = xl11 . . . x
lc
n para l = (l1, . . . , ln) ∈ Z
n.
En lo que queda de la seccio´n ν es una Zn−valuacio´n maximal de F ∗ y Zn
esta equipado con un orden lineal ≤Zn. Adema´s, por el teorema 2.3.10, si ν
es una valuacio´n en F ∗, esta se puede extender a F como el elemento ma´s
pequen˜o de supp f .
Corolario 2.3.13 ([7]). Si D = k es un campo en la definicio´n 2.3.7 y
f ∈ F , entonces O := {f ∈ F ; ν(f) ≥ 0} es un subanillo de F , m := {f ∈
F ; ν(f) > 0} es un ideal de O y O/m ∼= k.
Demostracio´n. Se obtiene de las proposiciones 1.1.19, 1.1.21 y 1.1.23. ♦X
Comentario 2.3.14. Al considerar Rn se estara´ considerando el espacio vec-
torial de todas las filas (r1, ..., rn) de longitud n y cada ri ∈ R. Adema´s, se
asume que Rn esta´ equipado con el orden lexicogra´fico.
Un resultado importante es el siguiente:
Teorema 2.3.15. Sean Rn equipado con el orden lexicogra´fico y ≤Zn un orden
lineal en el grupo aditivo Zn. Entonces, existe una inyeccio´n de grupos de Zn
a Rn preservando orden.
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Demostracio´n. Ve´ase [14] cap´ıtulo 6. ♦X
Definicio´n 2.3.16. Un orden lineal ≤Zn es esencialmente lexicogra´fico
si e´ste pertenece a la o´rbita de la inyeccio´n esta´ndar de Zn en Rn bajo la
accio´n del grupo GL(n,Z) sobre el conjunto de inyecciones de Zn en Rn que
preservan orden. Es decir, dados a, b ∈ Zn, a ≤Zn b si, y so´lo si, aA ≤l bA con
algu´n A fijo en GL(n,Z) y ≤l el orden lexicogra´fico.
Con la definicio´n anterior Artamonov en [7] ha planteado la siguiente conje-
tura:
Conjetura 2.3.17 ([7]). Una valuacio´n ν es asociada a un orden esencial-
mente lexicogra´fico sobre Zn si, y so´lo si,
⋂
i≥1m
i = 0.
Para el estudio de esta conjetura se han alcanzado los siguientes resultados:
Proposicio´n 2.3.18. Sean ν : R → Γ ∪ {∞} una valuacio´n de un anillo R
sobre un grupo arquimediano Γ, ı´nf{ν(Wν)} 6= 0 y
⋂
i≥1W
i
ν := I, entonces
ν(I) =∞.
Demostracio´n. Sean Ai := ν(W
i
ν) y λi := ı´nf{Ai}, entonces λ1 < λ2 < ... < λi
e iλ1 ≤ λi, en efecto: (por induccio´n sobre i) como ı´nf{ν(Wν)} 6= 0 enton-
ces 0 < λ1 ≤ ν(a) para cada a ∈ Wν, luego λ1 < 2λ1 ≤ ν(ab) para cada
a, b ∈ Wν, de donde 2λ1 ≤ λ2, supongamos que λi−1 < λi e iλ1 ≤ λi, enton-
ces iλ1 < (i + 1)λ1 ≤ λi + λ1 ≤ ν(a) + ν(b) = ν(ab) para cada a ∈ W
i
ν y
b ∈ Wν, as´ı, λi < λi+1 e (i+ 1)λ1 ≤ λi+1.
Ahora, supongamos que existe b ∈ I tal que ν(b) = λ < ∞, as´ı λ1 < λ y
como Γ es arquimediano existe m tal que mλ1 > λ, luego λ /∈ Am, de donde
b /∈ Wmν , contradiciendo que b ∈ I. ♦X
Corolario 2.3.19. Sean ν : k → Γ∪{∞} una valuacio´n de un campo k sobre
un grupo arquimediano Γ e ı´nf{ν(Wν)} 6= 0, entonces
⋂
i≥1W
i
ν = 0.
Demostracio´n. Es consecuencia de la definicio´n 1.3.10. ♦X
Corolario 2.3.20. Sean ν : D → Γ ∪ {∞} una valuacio´n de un anillo
de divisio´n D sobre un grupo arquimediano Γ e ı´nf{ν(Wν)} 6= 0, entonces⋂
i≥1W
i
ν = 0.
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Demostracio´n. Puesto que 0 = ν(1) = ν(aa−1) = ν(a) + ν(a−1) para cada
a ∈ D∗, entonces ν(a) <∞ para cada a ∈ D∗, de donde ν(a) =∞ si, y so´lo
si, a = 0. ♦X
Comentario 2.3.21. No´tese que en la proposicio´n 2.3.18 se puede cambiar
la condicio´n ı´nf{ν(Wν)} 6= 0 por ı´nf{ν(W
i
ν)} 6= 0 para algu´n i > 0 en N.
Comentario 2.3.22. Z2 con el orden lexicogra´fico no posee la propiedad
de interseccio´n, en efecto: considere A := {(x, y) ∈ Z2; (0, 0) < (x, y)} y
nA :=
∑n
i=1A con n > 0 , entonces nA = {(x, y) ∈ Z
2; (0, n) ≤ (x, y)}.
Por induccio´n sobre n: Si n = 2, entonces 2A = A \ {(0, 1)}, de hecho: como
mı´n{A} = (0, 1) entonces (0, 2) ≤ (x, y) con (x, y) ∈ 2A, as´ı 2A ⊆ A\{(0, 1)}.
Ahora, si (x, y) ∈ 2A, entonces (x, y − 1) ∈ A, ya que x > 0 o x = 0 e y ≥ 2.
Supo´ngase que nA = (n−1)A\{(0, n−1)}, como mı´n{nA} = (0, n) entonces
(0, n + 1) ≤ (x, y) con (x, y) ∈ (n + 1)A, en consecuencia (n + 1)A ⊆ nA \
{(0, n)}. Ahora, si (x, y) ∈ (n+1)A, entonces (x, y−1) ∈ nA, ya que x > 0 o
x = 0 e y ≥ n+1. Por consiguiente (n+1)A = {(x, y) ∈ Z2; (0, n+1) ≤ (x, y)}.
De ah´ı, como (1, 0) ∈ nA para cada n ≥ 1 y (0, n) < (1, 0) , entonces
(1, 0) ∈ ∩n>0nA.
De lo anterior se obtiene el contraejemplo de la conjetura, puesto que un
orden lexicogra´fico es esencialmente lexicogra´fico.
3 POLINOMIOS PBW TORCIDOS.
Es este cap´ıtulo se enuncian algunas definiciones y propiedades ba´sicas de
las extensiones PBW torcidas introducidas en [13] y [15]. Ademas, se extien-
den algunos resultados siguiendo las ideas de Artamonov para extensiones
PBW torcidas cuasiconmutativas y se concluye, extendiendo el resultado de
Sabitov, para extensiones PBW torcidas cuasiconmtativas biyectivas.
3.1. Extensiones PBW torcidas.
Definicio´n 3.1.1 ([13]). Sean R y A anillos, se dice que A − R es una
extensio´n PBW torcida de R (tambie´n llamada extensio´n σ−PBW), si
las siguientes condiciones se mantienen:
i) R ⊆ A,
ii) Existen finitos elementos x1, . . . , xn ∈ A tal que A es un R−mo´dulo
izquierdo libre con base
Mon (A) = {xα = xα11 . . . x
αn
n ;α = (α1, . . . , αn) ∈ N
n} ,
iii) Para cada 1 ≤ i ≤ n y r ∈ R− {0} existe ci,r ∈ R− {0} tal que
xir − ci,rxi ∈ R,
iv) Para cada 1 ≤ i, j ≤ n existe ci,j ∈ R− {0} tal que
xjxi − ci,jxixj ∈ R +Rx1 + . . .+Rxn.
En esas condiciones se denota A = σ (R) 〈x1, . . . , xn〉.
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Comentario 3.1.2 ([13]). (1) Por ii) se tiene que ci,r, ci,j son u´nicos.
(2) Si r = 0, entonces ci,0 = 0.
(3) En iv), ci,i = 1 : x
2
i − ci,ix
2
1 = s0 + s1x1 + . . . + snxn con si ∈ R, luego
1− cii = 0 = si.
(4) Si i < j, entonces existen ci,j, cj,i ∈ R tal que xixj− cj,ixjxi ∈ R+Rx1+
. . . + Rxn, xjxi − ci,jxixj ∈ R + Rx1 + . . . + Rxn y como Mon (A) es
una R-base, 1 = cj,ici,j, es decir, para 1 ≤ i < j ≤ n, ci,j tiene inverso a
izquierda y cj,i tiene inverso a derecha.
(5) Cada elemento f ∈ A − {0} tiene representacio´n u´nica en la forma
f = c1X1 + . . .+ ctXt con ci ∈ R− {0} y Xi ∈Mon (A) para 1 ≤ i ≤ t.
Proposicio´n 3.1.3 ([13]). Si A es una extensio´n PBW torcida de R. Enton-
ces, para 1 ≤ i ≤ n, existe un endomorfismo de anillos inyectivo σi : R −→ R
y una σ−derivacio´n δi : R −→ R tal que
xir = σi(r)xi + δi (r)
para cada r ∈ R.
Demostracio´n. Ve´ase [13]. ♦X
Definicio´n 3.1.4 ([13]). Sea A una extensio´n PBW torcida
a) A es cuasi−conmutativa si las condiciones iii) y iv) en la definicio´n
anterior se reemplazan por:
iii’) Para cada 1 ≤ i ≤ n y r ∈ R− {0} existe ci,r ∈ R− {0} tal que
xir = ci,rxi,
iv’) Para 1 ≤ i, j ≤ n existe ci,j ∈ R− {0} tal que
xjxi = ci,jxixj.
b) A es biyectivo si σi es biyectiva para cada 1 ≤ i ≤ n y ci,j es invertible
para 1 ≤ i < j ≤ n.
3.1 Extensiones PBW torcidas. 47
Definicio´n 3.1.5 ([13]). Si A es una extensio´n PBW torcida de R con en-
domorfismo σi, 1 ≤ i < n, como en la proposicio´n 3.1.3
i) Para α = (α1, . . . , αn) ∈ Nn, σα := σ
α1
1 . . . σ
αn
n , |α| := α1 + ... + αn. Si
β = (β1, . . . , βn) ∈ Nn, entonces α + β := (α1 + β1, . . . , αn + βn).
ii) Para X = xα ∈Mon (A), exp (X) := α y deg (X) := |α|.
iii) Si 0 6= f ∈ A, t (f) es el conjunto finito de te´rminos que lo conforman,
es decir, si f = c1X1 + . . . + ctXt, con Xi ∈ Mon (A) y ci ∈ R − {0},
entonces t (f) := {c1X1, . . . , ctXt}.
iv) Si f es como en iii), entonces deg (f) := ma´x {deg (Xi)}
t
i=1.
Teorema 3.1.6 ([16]). Si A es una extensio´n PBW torcida de R. Entonces,
A es un anillo filtrado con filtracio´n dada por
Fm :=
{
R Si m = 0
{f ∈ A; deg(f) ≤ m} Si m ≥ 1,
y el correspondiente anillo graduado Gr (A) es una extensio´n PBW cuasi−
conmutativa de R. Por otra parte, si A es biyectiva, entonces Gr (A) es
cuasi− conmutativa biyectiva.
Demostracio´n. Ve´ase [16]. ♦X
Teorema 3.1.7 ([16]). Sea A una extensio´n PBW torcida cuasi−conmutativa
de una anillo R. Entonces
i) A es isomorfo a un anillo de polinomios torcidos iterados de tipo endo-
morfismo.
ii) Si A es biyectiva, entonces cada endomorfismo es biyectivo.
Demostracio´n. Ve´ase [16]. ♦X
Teorema 3.1.8 ([16] Teorema de la Base de Hilbert). Sea A una exten-
sio´n PBW torcida biyectiva de R. Si R es un anillo noetheriano izquierdo
(derecho), entonces A tambie´n es un anillo noetheriano izquierdo (derecho).
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Demostracio´n. Ve´ase [16]. ♦X
Proposicio´n 3.1.9 ([16]). Si R es un dominio, entonces A = σ (R) 〈x1, . . . , xn〉
tambie´n es domino y as´ı, A es un anillo primo.
Demostracio´n. Ve´ase [16]. ♦X
Teorema 3.1.10 ([15]). Si R es un domino noetheriano izquierdo (derecho)
y A es biyectiva, entonces A es un dominio de Ore izquierdo (derecho).
Demostracio´n. Ve´ase [15]. ♦X
Proposicio´n 3.1.11 ([15]). Sea R un anillo. R es un dominio de Ore iz-
quierdo si, y so´lo si, R puede sumergirse en un anillo de divisio´n Q tal que
cada elemento z de Q puede representarse como z = s−1a, con a ∈ R y
s ∈ R− {0}.
Demostracio´n. Ve´ase [15]. ♦X
Proposicio´n 3.1.12. Sea R un anillo con S ⊂ R un subconjunto multipli-
cativo. Si Q := S−1R entonces existe, cada conjunto finito {q1, q2, .., qn} de
elemento de Q poseen un comu´n denominador, es decir, existen r1, ..., rn ∈ R
y s ∈ S tal que qi = ψ (s)
−1 ψ (ri), donde ψ es el homomorfismo cano´nico
definido por ψ : R→ Q, ψ (r) = r1.
Demostracio´n. Para p1 = . . . = pk = 1 y s1, . . . , sk ∈ S, existen r
′
1, . . . , r
′
k ∈ R
y s′ ∈ S tal que s′ = r′isi, por tanto,
s′
s′
ai
si
=
r′iai
s′
=
1
s′
r′iai
1
.
As´ı,
qi =
a1
si
=
1
s′
r′iai
1
=
ri
s′
,
donde ri = r
′
iai. ♦X
Proposicio´n 3.1.13 ([15]). R un anillo, S ⊂ R un subconjunto multiplicativo
y
A := R [x1; σ1, δ1] . . . [xn; σn, δn]
el anillo de polinomios torcidos iterado tal que
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i) S−1R existe,
ii) σ (s) ⊆ S para cada 1 ≤ i ≤ n.
Entonces
S−1 (R [x1; σ1, δ1] . . . [xn; σn, δn]) ∼=
(
S−1R
) [
x1; σ¯1, δ¯1
]
. . .
[
xn; σ¯n, δ¯n
]
con
σ¯i : S
−1R → S−1R δ¯i : S
−1R → S−1R
a
s
7→ σi(a)
σi(s)
a
s
7→ − δi(s)
σi(s)
a
s
+ δi(a)
σi(s)
,
por otra parte, si RS−1 existe, entonces
(R [x1; δ1] . . . [xn; δn])S
−1 ∼=
(
RS−1
) [
x1; δ¯1
]
. . .
[
xn; δ¯n
]
.
Demostracio´n. Ve´ase [15]. ♦X
3.2. Extensiones PBW torcidas cuasi−conmutativas.
Corolario 3.2.1. Sea A es una extensio´n PBW torcida cuasi−conmutativa
biyectiva de un dominio de Ore R, entonces A es un dominio de Ore.
Demostracio´n. Por el teorema 3.1.7. A es isomorfo a un anillo de polinomios
torcidos iterados de tipo automorfismo sobre un dominio de Ore R, y por
teorema de Ore se obtiene lo deseado. ♦X
Definicio´n 3.2.2. Sea N el subgrupo del grupo multiplicativo R∗ del anillo
R generado por el subgrupo derivado [R∗, R∗] y por el conjunto de todos los
elementos de la forma z−1σi(z) con z ∈ R
∗ y σi endomorfismo sobre R para
cada i = 1, . . . , n.
Comentario 3.2.3. N es un subgrupo normal de R∗.
Proposicio´n 3.2.4. Si A es una extensio´n PBW torcida cuasi−conmutativa
de R, entonces
xix
l
j =
[
l−1∏
k=0
σkj (cj,i)
]
xljxi,
donde l ∈ N.
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Demostracio´n. Por induccio´n sobre l: Si l = 1 por definicio´n de extensio´n
PBW torcida cuasi−conmutativa, se tiene que xixj = cj,ixjxi. Asumiendo
que es cierto para l = m, veamos para m+ 1:
xix
m+1
j =
(
xix
m
j
)
xj
=
([
m−1∏
k=0
σkj (cj,i)
]
xmj xi
)
xj
=
[
m−1∏
k=0
σkj (cj,i)
]
xmj · cj,ixjxi
=
[
m−1∏
k=0
σkj (cj,i)
]
σm(cj,i)x
m+1
j xi (aplicando la proposicio´n 3.1.3.)
=
[
m∏
k=0
σkj (cj,i)
]
xm+1j xi.
♦X
Proposicio´n 3.2.5. Si A es una extensio´n PBW torcida cuasi−conmutativa
de R, entonces
xix
u =
[
u1−1∏
k=0
σk1 (c1,i)
][
u2−1∏
k=0
σu11
(
σk2 (c2,i)
)]
. . .
. . .
[
un−1∏
k=0
σu11
(
σu22
(
σu32
(
. . . σkn (cn,i)
)))]
xuxi, (3.1)
donde u = (u1, . . . , un) ∈ Nn.
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Demostracio´n.
xix
u = xix
u1
1 · · · x
un
n
=
[
u1−1∏
k=0
σk1 (c1,i)
]
xu11 xix
u2
2 · · · x
un
n
=
[
u1−1∏
k=0
σk1 (c1,i)
]
xu11
[
u2−1∏
k=0
σk2 (c2,i)
]
xu22 · · ·x
un−1
n−1
[
un−1∏
k=0
σkn (cn,i)
]
xunn xi
=
[
u1−1∏
k=0
σk1 (c1,i)
][
u2−1∏
k=0
σu11
(
σk2 (c2,i)
)]
xu11 x
u2
2 · · ·
· · · xun−2n−2
[
un−1∏
k=0
σ
un−1
n−1
(
σkn (cn,i)
)]
x
un−1
n−1 x
un
n xi
=
[
u1−1∏
k=0
σk1 (c1,i)
][
u2−1∏
k=0
σu11
(
σk2 (c2,i)
)]
. . .
. . .
[
un−1∏
k=0
σu11
(
σu22
(
σu32
(
. . . σkn (cn,i)
)))]
xuxi. (3.2)
♦X
Proposicio´n 3.2.6. Para cada a ∈ R∗ y σ endomorfismo sobre R, se tiene
σk(a) = an con k ∈ N y n ∈ N .
Demostracio´n.
σk(a) = a
(
a−1σ(a)
) (
(σ(a))−1σ2(a)
)
. . .
(
(σk−1(a))−1σk(a)
)
= an, con n ∈ N, (3.3)
σk(a) = an con n ∈ N . ♦X
Teorema 3.2.7. Si A es una extensio´n PBW torcida cuasi−conmutativa de
R con cada ci,j invertible, entonces
xix
l
j = c
l
j,i nl · x
l
jxi,
donde l ∈ N y nl ∈ N .
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Demostracio´n. Se obtiene aplicando las proposiciones 3.2.4 y 3.2.6, y la ob-
servacio´n 3.2.3. ♦X
Teorema 3.2.8. Si A es una extensio´n PBW torcida cuasi−conmutativa de
R con cada ci,j invertible y u = (u1, . . . , un) ∈ Nn, entonces
xix
u =
(
n∏
j=1
c
uj
j,i
)
nu · x
uxi,
para algu´n nu ∈ N y cada 1 ≤ i ≤ n.
Demostracio´n. La igualdad de establece aplicando el teorema anterior y la
observacio´n 3.2.3. ♦X
Corolario 3.2.9. Si A es una extensio´n PBW torcida cuasi−conmutativa de
R con cada cj,i invertible y u, v ∈ Nn se tiene
(xu) (xv) =
(∏
i<j
c
ujvi
j,i
)
nu+v · x
u+v,
con nu+v ∈ N .
Teorema 3.2.10. Si A es una extensio´n PBW torcida cuasi−conmutativa
de R con cada cj,i invertible u, v ∈ Nn y λ, µ ∈ R∗, entonces
(λxu) (µxv) = λµ
(∏
i<j
c
ujvi
j,i
)
n′ · xu+v,
con n′ ∈ N .
Demostracio´n. Se obtiene directamente de la observacio´n 3.2.3 y el corolario
anterior. ♦X
3.2.1. Polinomios cua´nticos torcidos.
Sea R un anillo con una matriz fija de para´metros q := [qij] ∈Mn(R), n ≥ 2,
tal que qii = 1 = qijqji = qjiqij para cada 1 ≤ i, j ≤ n y supo´ngase tambie´n
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que se tiene un conjunto σ1, . . . , σn de automorfismos de R. El anillo de
polinomios cua´nticos torcidos sobre R, denotado por
Rq ,σ[x
±1
1 , . . . , x
±1
r , xr+1, . . . , xn], (3.4)
se define como sigue:
i) R ⊆ Rq ,σ[x
±1
1 , . . . , x
±1
r , xr+1, . . . , xn],
ii) Rq ,σ[x
±1
1 , . . . , x
±1
r , xr+1, . . . , xn] es un R−mo´dulo libre izquierdo con base
{xu; xu = xu11 · · · x
un
n , ui ∈ Z para 1 ≤ i ≤ r y ui ∈ N con r+1 ≤ i ≤ n},
iii) los elementos x1, . . . , xn satisfacen las relaciones
xix
−1
i = 1 = x
−1
i xi, 1 ≤ i ≤ r, (3.5)
xixj = qjixjxi 1 ≤ i, j ≤ n, (3.6)
xir = σi(r)xi, r ∈ R y 1 ≤ i ≤ n. (3.7)
Cuando todos los automorfismos son triviales, se escribeRq [x
±1
1 , . . . , x
±1
r , xr+1,
. . . , xn] y este anillo se llama anillo de polinomios cua´nticos sobre R.
Si R = K es un campo, entonces Kq ,σ[x
±1
1 , . . . , x
±1
r , xr+1, . . . , xn] es el a´lge-
bra de polinomios cua´nticos torcidos. Para automorfismos triviales se
denomina a´lgebra de polinomios cua´nticos.
Si r = n, Rq ,σ[x
±1
1 , . . . , x
±1
n ] se denomina toro cua´ntico torcido n− mul-
tiparame´trico sobre R. Si los automorfismos son triviales, se llama toro
cua´ntico n− multiparame´trico sobre R. Si R = K un es campo, se de-
nomina toro cua´ntico torcido n− multiparame´trico, y para el caso
particular n = 2 se llama toro cua´ntico torcido.
Si r = 0, Rq ,σ[x1, . . . , xn] recibe el nombre de espacio cua´ntico torcido n−
multiparame´trico sobre R. Cuando todos los automorfismos son triviales
recibe el nombre de espacio cua´ntico n−multiparame´trico sobre R. Si
R = K, se denomina espacio cua´ntico torcido n−multiparame´trico y
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si n = 2, plano cua´ntico torcido, adema´s, si los automorfismos son trivia-
les es el plano cua´ntico.
Teorema 3.2.11 ([16]). Rq,σ[x1, . . . , xn] ∼= R[z1; θ1] · · · [zn; θn], donde
i) θ1 = σ1,
ii) θi : R[z1; θ1] · · · [zi−1; θi−1]→ R[z1; θ1] · · · [zi−1; θi−1],
iii) θi(zi) := qijzi, 1 ≤ i < j ≤ n, θj(r) = σj(r), para cada r ∈ R.
En particular, Rq[x1, . . . , xn] ∼= R[z1] · · · [zn; θn].
Demostracio´n. Ve´ase [16]. ♦X
Teorema 3.2.12 ([16]). Rq,σ[x
±1
1 , . . . , x
±1
r , xr+1 . . . , xn] es un anillo de frac-
ciones de B := Rq,σ[x1, . . . , xn] respecto al sistema multiplicativo S = {rx
u; r ∈
R∗, xu ∈Mon{x1, . . . , xr}}, es decir,
Rq,σ[x
±1
1 , . . . , x
±1
r , xr+1 . . . , xn]
∼= S−1B.
Demostracio´n. Ve´ase [16]. ♦X
Teorema 3.2.13 ([16]). Si A = σ(R)〈x1, . . . , xn〉 es una extensio´n PBW
torcida cuasi−conmutativa biyectiva de R con xir = σi(r)xi y xjxi = qijxixj
para 1 ≤ i, j ≤ n, entonces
S = {rxu; r ∈ R∗,Mon{x1, . . . , xr}}
es un sistema multiplicativo y
S−1A ∼= Rq,σ[x
±1
1 , . . . , x
±1
r , xr+1, . . . , xn]
∼= AS−1.
Demostracio´n. Ve´ase [16]. ♦X
Comentario 3.2.14 ([16]). Sea Qr,nq ,σ(R) := Rq ,σ[x
±1
1 , . . . , x
±1
r , xr+1, . . . , xn],
si R es un anillo noetheriano a izquierda (derecha), entonces Qr,nq ,σ(R) es noet-
heriano a izquierda (derecha). Por otro lado, si R es un dominio, entonces
Qr,nq ,σ(R) tambie´n es un dominio. De ah´ı, si R es un dominio noetheriano a
izquierda (derecha), tambie´n lo es Qr,nq ,σ(R), entonces Q
r,n
q ,σ(R) es un dominio
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de Ore a izquierda (derecha).
As´ı, Qr,nq ,σ(R) tiene anillo de divisio´n de fracciones
Q(Qr,nq ,σ(R))
∼= Q(A) := σ(R)(x1, . . . , xn),
donde σ(R)(x1, . . . , xn) denota las fracciones racionales deA : = σ(R)〈x1, . . . , xn〉.
3.2.2. Algunas propiedades
Definicio´n 3.2.15. Si las ima´genes de los qij con 1 ≤ i < j ≤ n son in-
dependientes en el grupo abeliano multiplicativo R¯ = R∗/N se dice que
Rq ,σ[x
±1
1 , . . . , x
±1
r , xr+1, . . . , xn] es un anillo de polinomios cua´nticos torcidos
gene´rico.
Comentario 3.2.16. Si n=2 en Rq ,σ[x
±1
1 , . . . , x
±1
r , xr+1, . . . , xn], de la defini-
cio´n anterior se sigue que q = q12 no es una ra´ız de la unidad.
Proposicio´n 3.2.17. Si u, v ∈ Zr × Nn−r y λ, µ ∈ R∗, entonces
(1) xix
u =
(∏n
j=1 q
uj
ji
)
nu · x
uxi, para algu´n nu ∈ N y cada 1 ≤ i ≤ n.
(2) (xu) (xv) =
(∏
i<j q
ujvi
ji
)
nu+v · x
u+v, con nu+v ∈ N .
(3) (λxu) (µxv) = λµ
(∏
i<j q
ujvi
ji
)
n′ · xu+v, con n′ ∈ N .
Demostracio´n. Si u, v ∈ Nn el resultado se obtiene aplicando el teorema 3.2.8,
el corolario 3.2.9 y el teorema 3.2.10, para el otro caso hay que tener en cuenta
que xix
−1
j = q
−1
ji x
−1
j xi para 1 ≤ j ≤ r. ♦X
Proposicio´n 3.2.18. Sean f =
∑
u∈Z λux
u ∈ Rq,σ[x
±1
1 , . . . , x
±1
r , xr+1, . . . , xn]
y xi con 1 ≤ i ≤ r.
(1) Si λu ∈ R, entonces
xifx
−1
i =
∑
u∈Zn
σi(λu)λ
′
ux
u,
donde λ′u ∈ R
∗.
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(2) Si λu ∈ R
∗, entonces
xifx
−1
i =
∑
u∈Zn
λ′ux
u,
donde λ′u ∈ R
∗.
Demostracio´n. (1) Obse´rvese que N ⊆ R∗ y
xifx
−1
i =
∑
σi(λu)xix
ux−1i
=
∑
u∈Zn
σi(λu)
(
n∏
j=1
q
uj
ji
)
nux
u,
donde nu ∈ N .
(2) Utilizando el ı´tem anterior, σi(λu)λ
′
u ∈ R
∗.
♦X
Proposicio´n 3.2.19. Si Q(Qr,nq,σ(R)) existe y G denota el subgrupo multipli-
cativo en Q(Qr,nq,σ(R))
∗ generado por R∗ y x1, ..., xn. Entonces, R
∗ ⊳G y G/R∗
es un grupo abeliano libre con base x1R
∗, . . . , xnR
∗.
Demostracio´n. Similar a la prueba de la proposicio´n 2.1.10. ♦X
Proposicio´n 3.2.20. Sea R un dominio de Ore a izquierda y σ un endomor-
fismo inyectivo sobre R, entonces σ se puede extender a Q(R) y tambie´n es
inyectivo, adema´s, si σ es sobreyectivo, la extensio´n es sobreyectiva.
Demostracio´n. Utilizando la propiedad universal se tiene el siguiente diagra-
ma conmutativo:
R
σ

ψ
//Q(R)
σ˜








R
ψ

Q(R)
donde ψ, σ son inyectivos y σ˜
(
a
b
)
= σ(a)
σ(b) para a, b 6= 0 ∈ R.
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Por tanto, ψ ◦ σ es inyectivo y por ende tambie´n lo es σ˜, resta ver que si σ es
sobre, entonces σ˜ tambie´n lo es:
Si a
b
∈ Q(R), entonces a
b
= ψ(b)−1ψ(a) = ψ(σ(b0))
−1ψ(σ(a0)) para a0, b0 ∈ R,
luego,
a
b
= ψ(σ(b0))
−1ψ(σ(a0))
= σ˜(ψ(b0))
−1σ˜(ψ(a0))
= σ˜(ψ(b0)
−1ψ(a0))
= σ˜
(
a0
b0
)
.
♦X
Teorema 3.2.21. Sea R un dominio de Ore a izquierda y S = R − {0},
entonces
S−1(Rq,σ[x1, . . . , xn]) ∼= Q(R)q˜,σ˜[x1, . . . , xn],
donde q˜ =
(qij
1
)
∈ M (n,Q(R)).
Demostracio´n. Por el Teorema 3.2.11 Rq ,σ[x1, . . . , xn] ∼= R[z1; θ1] · · · [zn; θn],
con cada θi biyectivo. As´ı, aplicando la proposicio´n 3.1.13 con S = R − {0}
se tiene
S−1 (Rq ,σ[x1, . . . , xn]) ∼= S
−1 (R[z1; θ1] · · · [zn; θn])
∼= S−1 (R) [z1; θ˜1] · · · [zn; θ˜n]
= Q (R) [z1; θ˜1] · · · [zn; θ˜n]
donde
θ˜1 : Q(R) → Q(R)
a
b
7→ θ˜1
(a
b
)
=
θ1(a)
θ1(b)
=
σ1(a)
σ1(b)
= σ˜1
(a
b
)
,
y
θ˜i : Q (R) [z1; θ˜1] · · · [zi−1; θ˜i−1] → Q (R) [z1; θ˜1] · · · [zi−1; θ˜i−1]
con
θ˜i
(a
b
)
= σ˜i
(a
b
)
y θ˜j (zi) =
qij
1
zi.
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Por lo tanto, aplicando la proposicio´n 3.2.20 σ˜i es sobreyectivo, de donde
S−1(Rq ,σ[x1, . . . , xn]) ∼= Q(R)q˜ ,σ˜[x1, . . . , xn],
donde q˜ =
(qij
1
)
∈ M (n,Q(R)). ♦X
Corolario 3.2.22. Sea R un dominio de Ore a izquierda y S = R − {0},
entonces Q(R)q˜,σ˜[x1, . . . , xn] es un anillo de polinomios cua´nticos torcidos.
Proposicio´n 3.2.23. Si R un dominio de Ore a izquierda, existe
φ : Rq,σ[x
±1
1 , . . . , x
±1
n ]→ Q(R)q˜,σ˜[x
±1
1 , . . . , x
±1
n ]
un homomorfismo de anillos inyectivo.
Demostracio´n. Sean BR := Rq ,σ[x1, . . . , xn] y BQ(R) := Q(R)q˜ ,σ˜[x1, . . . , xn],
por el teorema 3.2.12 se tiene que Rq ,σ[x
±1
1 , . . . , x
±1
n ]
∼= S−11 BR con S1 =
{rxu; r ∈ R∗, xu ∈ Mon{x1, . . . , xn}}, y Q(R)q˜ ,σ˜[x
±1
1 , . . . , x
±1
n ]
∼= S−11′ BQ(R)
con S1′ = {rx
u; r ∈ Q(R)∗, xu ∈Mon{x1, . . . , xn}}.
Ahora, consideremos el siguiente diagrama de homomorfismos de anillos:
R
ψ



//Rq ,σ[x1, . . . , xn]
ψ′

//
ψ1 S−11 BR
ϕ




Q(R) 

//Q(R)q˜ ,σ˜[x1, . . . , xn] //
ψ1′ S−11′ BQ(R)
donde ψ es la inyeccio´n por la localizacio´n de R al anillo total de fraccio-
nes Q(R), ψ′ la inyeccio´n determinada por el isomorfismo del teorema 3.2.21
donde ψ′(axu) = a1x
u, y ψ1, ψ1′ las inyecciones determinadas por las localiza-
ciones de BR y BQ(R) respectivamente.
Como ψ′(S1) ⊆ S1′, entonces ψ1′(ψ
′(S1)) ⊆ ψ1′(S1′) ⊆
(
S−11′ BQ(R)
)∗
, luego, por
propiedad universal existe ϕ. Si f =
∑
aux
u ∈ Rq ,σ[x1, . . . , xn] y rx
v ∈ S1
entonces,
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ϕ
(
f
rxv
)
= ϕ
(∑
aux
u
rxv
)
= ψ1′(ψ
′(rxv))−1ψ1′
(
ψ′
(∑
aux
u
))
= ψ1′
(r
1
xv
)−1
ψ1′
(∑ au
1
xu
)
=
1
1
r
1x
v
∑
au
1 x
u
1
1
=
∑
au
1 x
u
r
1x
v
=
ψ′(f)
ψ′(rxv)
.
Adema´s, ϕ es inyectiva por ser ψ′ y ψ1′ inyectivas. ♦X
Teorema 3.2.24. Si R es un dominio de Ore, Q(Qn,nq,σ(R))
∼= Q(Q
n,n
q˜,σ˜
(Q(R))).
Demostracio´n. Se tiene el siguiente diagrama de homomorfismos de anillos
S−11 BR
ϕ

ψ2 //Q(S−11 BR)
ϕ′




S−11′ BQ(R)
ψ2′ //Q(S−11′ BQ(R))
donde ψ2, ψ2′ son las inyecciones determinadas por las localizaciones de
S−11 BR y S
−1
1′ BQ(R) respectivamente y ϕ la inyeccio´n de la proposicio´n an-
terior.
Por la observacio´n 3.2.14, S−11 BR y S
−1
1′ BQ(R) son dominios, as´ı, si
p1
q1
, p2
q2
∈
S−11 BR con
p1
q1
6= 0 entonces p1 6= 0 y existe f1 6= 0 y f2 ∈ BR tal que
f1p1 = f2p2, de donde
f1q1
1
p1
q1
= f1p11 =
f2q2
1 =
f2q2
1
p2
q2
6= 0. Luego, S−11 BR es
un dominio de Ore, de forma similar se tiene para S−11′ BQ(R). Por lo tanto,
si S2 = S
−1
1 BR − {0} y S2′ = S
−1
1′ BQ(R) − {0} como ϕ(S2) ⊆ S2′, entonces
ψ2′(ϕ(S2)) ⊆ ψ2′(S2′) ⊆
(
Q(S−11′ BQ(R))
)∗
, luego, por propiedad universal exis-
te ϕ′ homomorfismo inyectivo.
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Observese que si f, g ∈ BR y ax
u, bxb ∈ S1, entonces
f
axu
g
bxv
=
( g
bxv
)−1 f
axu
=
bxv
g
f
axu
=
f ′
g′
y
f ′
g′
=
1
g′
f ′
1
=
(
g′
1
)−1
f ′
1
=
f ′
1
g′
1
,
donde f ′, g′ ∈ BR por la observacio´n 3.2.14 con r = 0. De forma similar se
obtiene para Q(S−11′ BQ(R)).
Por tanto,
ϕ′
(
f
g
)
= ψ2′
(
ϕ
(g
1
))−1
ψ2′
(
ϕ
(
f
1
))
= ψ2′
(
ψ′(g)
1
1
)−1
ψ2′
(
ψ′(f)
1
1
)
=
1
1
ψ′(g)
ψ′(f)
1
1
=
ψ′(f)
ψ′(g)
.
Ahora, si f, 0 6= g ∈ S ′1′BQ(R), aplicando el teorema 3.1.12 se tiene que
f
g
=
∑
au
bu
xu∑
cv
dv
xv
=
1
s
∑ a′u
1 x
u
1
s′
∑ c′v
1 x
v
=
(∑ c′v
1
xv
)−1(
1
s′
)−1
1
s
∑ a′u
1
xu
=
(∑ c′v
1
xv
)−1(
s′
1
1
s
)∑ a′u
1
xu =
(∑ c′v
1
xv
)−1(
r′
r
)∑ a′u
1
xu
=
(∑ c′v
1
xv
)−1(
1
r
r′
1
)∑ a′u
1
xu =
(
r
1
∑ c′v
1
xv
)−1(
r′
1
∑ a′u
1
xu
)
=
(∑ rc′v
1
xv
)−1(∑ r′a′u
1
xu
)
=
∑ r′a′u
1 x
u∑ rc′v
1 x
v
=
ψ′(f ′)
ψ′(g′)
= ϕ
(
f ′
g′
)
.
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donde f ′ =
∑
(r′a′u)x
u y g′ =
∑
(rc′v)x
v. Implicando, que ϕ es sobreyectiva.
Por tanto Q(Qn,nq ,σ(R))
∼= Q(Q
n,n
q˜ ,σ˜
(Q(R))). ♦X
3.2.3. Valuaciones de polinomios cua´nticos torcidos.
Teorema 3.2.25. Sea R un dominio de Ore a izquierda y ν : Q(Qn,nq,σ(R))
∗ →
Γ una valuacio´n con ν(Q(R)∗) = 0, entonces el grupo Γ es abeliano.
Demostracio´n. Como Q(R) es un anillo de divisio´n, aplicando el teorema
3.2.24 Q(Qn,nq ,σ(R))
∼= Q(Q
n,n
q˜ ,σ˜
(Q(R))), y por el teorema 2.2.10, Γ es abeliano.
♦X
Corolario 3.2.26. Si R un dominio de Ore a izquierda, ν : Q(Qn,nq,σ(R))
∗ → Γ
una valuacio´n con ν(Q(R)∗) = 0 y Qn,n
q˜,σ˜
(Q(R)) gene´rico, entonces el grupo Γ
es abeliano.
Teorema 3.2.27. Sea R un dominio de Ore a izquierda, y ν : Q(Qn,nq,σ(R))
∗ →
Γ una valuacio´n con ν(Q(R)∗) = 0 y Qn,n
q˜,σ˜
(Q(R)) gene´rico. Entonces, ν es
maximal si, y so´lo si, Γ ∼= Zn.
Demostracio´n. Se obtiene de forma similar al teorema 2.2.13. ♦X
3.2.4. Valuaciones de extensiones PBW cuasi−conmutativas
biyectivas.
Teorema 3.2.28. Sea A = σ(R) 〈x1, . . . , xn〉 una extensio´n cuasi−conmuta−
tiva biyectiva del dominio de Ore a izquierda R, y ν : Q(A)∗ → Γ una valua-
cio´n con ν(Q(R)∗) = 0, entonces el grupo Γ es abeliano.
Demostracio´n. Como R es un dominio de Ore a izquierda, por teorema 3.2.1,
A es un dominio de Ore a izquierda y as´ı, Q(A) existe y es un anillo de
divisio´n, por la observacio´n 3.2.14, Q(A) ∼= Q(Qr,nq ,σ(R)) (en particular con
r = 0) y por el teorema 3.2.25, Γ es abeliano. ♦X
Corolario 3.2.29. Si A es una extensio´n PBW torcida biyectiva de un
dominio de Ore a izquierda R y ν : Q(Gr(A))∗ → Γ una valuacio´n con
ν(Q(R)∗) = 0, entonces el grupo Γ es abeliano.
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Demostracio´n. Por teorema 3,1,6 se obtiene que Gr(A) es cuasi−conmutativo
biyectivo, as´ı, por teorema anterior se obtiene lo deseado. ♦X
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