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Nicolaus Copernicus University, Grudzia¸dzka 5/7, 87–100 Toruń, Poland
We calculate and analyze the bounds of the Holevo capacity and classical capacity for the gener-
alized Pauli channels. In particular, we obtain the lower and upper bounds of the Holevo capacity
and show that if these bounds coincide, the Holevo capacity is weakly additive. We find the classical
capacity for the Pauli channels and two-parameter generalized Pauli channels.
Introduction
In quantum information, one of the fundamental prob-
lems is to find the maximal rate of information that can
be reliably transmitted by a quantum channel [1]. This
rate is referred to as the channel capacity, and it is an
important quantity considered in the theory of quantum
computation and quantum error correction. While the
classical channels have a unique definition of capacity,
quantum channels can transmit information in a vari-
ety of ways. The problem of sending quantum informa-
tion through a noisy quantum channel was considered by
Lloyd [2], Shor [3], and Devetak [4], who found the lower
bound for the quantum capacity. However, if one is inter-
ested in transmitting classical information in a quantum
state, it is enough to focus on the classical capacity [5, 6].
This is a direct generalization of the classical channel ca-
pacity to the quantum scenario. Other communication
tasks may require to measure the private classical capac-
ity [7], which has its uses in quantum cryptography, or
the entanglement-assisted capacity [8]. For more infor-
mation on the subject, refer e.g. to the review works by
Gyongyosi et. al. [9] and Smith [10].
In general, calculating the classical capacity C(Λ) of
a quantum channel Λ is a non-trivial problem. It re-
quires finding an asymptotic limit of the Holevo capacity
χ(Λ) for infinitely many uses of the channel. Moreover,
the Holevo capacity itself is a maximalization, calculated
over all possible ensembles of input quantum states, of
the entropic expression given by the Holevo-Schumacher-
Westmoreland theorem [5, 6]. The task of obtaining
the exact value of the classical capacity simplifies sig-
nificantly if one considers irreducibly covariant quantum
channels. Mathematically speaking, a channel Λ is irre-
ducibly covariant with respect to an irreducible unitary
representation U of a finite group G if it commutes with
the unitary transformation U [X ] := U(g)XU †(g) for ev-
ery g ∈ G. Now, if the channel is irreducibly covari-
ant, then its Holevo capacity is linearly proportional to
the minimal output entropy [11]. Additionally, as long
as the minimal output entropy Smin(Λ) := minρ S(Λ[ρ])
is weakly additive, one has C(Λ) = χ(Λ) [12]. The
additivity of Smin(Λ) was first proved by King for the
unital qubit channels [13] and the depolarizing channels
[14]. Covariant quantum channels were first analyzed by
Holevo, who considered covariant Markovian semigroups
and their generators [15, 16]. Nuwairan [17] introduced
the EPOSIC channels, which form a set of extreme points
of the irreducibly SU(2)-covariant channels. Jenc˘ová and
Plávala [18] provided the optimality conditions for the
covariant quantum channel discrimination.
There exists a method of constructing the channels
Λ : B(H) → B(H′) that are irreducibly covariant with
respect to a given unitary representation U of a finite
group G [19]. The aforementioned method works under
the conditions thatH = H′ and U⊗U is simply reducible.
As a special class of covariant channels that satisfy these
requirements, consider the channels covariant with re-
spect to the finite group generated by the Weyl operators.
These channels are known as the (discrete) Weyl chan-
nels or the Weyl-covariant channels [12, 16, 20]. Their
properties were analyzed in the work by Datta, Fukuda,
and Holevo [21]. King et. al. [22] obtained the up-
per bound for the maximal output 2-norm of the Weyl
channels. Later, it was shown that the multiplicativity
conjecture of the maximal output 2-norm is satisfied if
the maximal bound is reached [21], with more examples
given by Fukuda and Gour [23]. In prime dimensions
d = dimH, imposing additional symmetry constraints
on the Weyl channels allows one to construct the gener-
alized Pauli channels [24]. These symmetry constraints
are strictly connected with the group theoretical prop-
erties of the Weyl-covariant channels. Analogical results
were obtained for the multipartite Weyl channels in prime
power dimensions [25].
The generalized Pauli channels were first considered by
Nathanson and Ruskai [26] as the Pauli diagonal chan-
nels constant on axes. Their construction is mainly based
on the sets of mutually unbiased bases [27]. Due to
their unique properties, the generalized Pauli channels
found many important uses in quantum information the-
ory. Their applications range between the quantum pro-
cess tomography [28], optimal parameter estimation [29],
and geometrical quantum mechanics [30]. In the theory
of open quantum systems and non-Markovian dynamics,
the evolution of the generalized Pauli channels was ana-
lyzed in both the time-local [24, 31] and memory kernel
approach [32, 33].
In this paper, we find the bounds of the Holevo capac-
ity and classical capacity for the generalized Pauli chan-
nels in power prime dimensions. First, we find the lower
and upper bounds of the Holevo capacity by generaliz-
ing the results for the Weyl channels, which have been
recently obtained in [34, 35]. The exact analytical value
of the Holevo capacity is known when the lower and up-
per bounds coincide. This is also the exact value of the
classical capacity, as the lower bound of the Holevo ca-
pacity is weakly additive. Examples of the generalized
Pauli channels with known classical capacity include the
Pauli channels and highly-symmetric two-parameter qu-
dit channels. Proofs to the theorems are included in the
appendices.
Generalized Pauli channels
Let us consider the most general form of a bistochastic
quantum channel [13, 36]
ΛP [ρ] =
3∑
α=0
pασαρσα (1)
with the probability distribution pα and the Pauli matri-
ces σ0 = I2,
σ1 =
[
0 1
1 0
]
, σ2 =
[
0 −i
i 0
]
, σ3 =
[
1 0
0 −1
]
. (2)
The channel ΛP is known as the Pauli channel, and it de-
scribes a random unitary evolution of a qubit [37]. Such
channels are realized when a unitary evolution is dis-
rupted by errors that arise from classical uncertainties,
and the dynamics they provide is also called a mixed-
unitary evolution [38] or an evolution under random ex-
ternal fields [39]. Gregoratti and Werner [40] showed that
random unitary channels can be corrected by using the
classical information obtained by measuring the environ-
ment. Audenaert and Scheel [37] provided the necessary
and sufficient conditions for a quantim channel to be ran-
dom unitary.
The eigenvalues λα of the Pauli channel are real, where
the eigenvalue equation is given by
ΛP [σα] = λασα, λ0 = 1. (3)
The relationship between λα and the probability distri-
bution pα reads
λα = p0 + 2pα −
3∑
β=1
pβ , α = 1, 2, 3, (4)
and the inverse relation is
p0 =
1
4
(1 + λ1 + λ2 + λ3),
pα =
1
4

1 + 2λα − 3∑
β=1
λβ

 , α = 1, 2, 3. (5)
Moreover, ΛP is completely positive if and only if its
eigenvalues satisfy the Fujiwara-Algoet conditions |1 ±
λ3| ≥ |λ1 ± λ2| [13, 41, 42]. Equivalently, they can be
rewritten as
− 1 ≤
3∑
β=1
λβ ≤ 1 + 2min
β>0
λβ . (6)
An important property of the Pauli channel is related
to the fact that the eigenbases {ψ(α)0 , ψ(α)1 } formed from
the eigenvectors of {σ1, σ2, σ3} are mutually unbiased.
Let us recall that two bases are mutually unbiased if their
vectors satisfy the conditions
〈
ψ
(α)
k
∣∣ψ(α)l 〉 = δkl, ∣∣〈ψ(α)k ∣∣ψ(β)l 〉∣∣2 = 1d (7)
for α 6= β. The number of mutually unbiased bases
(MUBs) N(d) is bounded from above by N(d) ≤ d + 1
[43]. If d is a prime number or a power of a prime
(d = sr), then N(d) = d + 1. In these cases, there
are known methods to construct maximal sets of mutu-
ally unbiased bases [27, 43]. For composite dimensions,
one can always construct three MUBs [44]. Moreover, if
d = d1d2, then N(d) ≥ min{N(d1), N(d2)} [45].
In constructing the generalized Pauli channels, we con-
sider the d-dimensional Hilbert space H with the max-
imal number N(d) = d + 1 of mutually unbiased bases
{ψ(α)0 , . . . , ψ(α)d−1}. Denote the corresponding rank-1 pro-
jectors by P
(α)
k := |ψ(α)k 〉〈ψ(α)k |. For k = 1, . . . , d − 1,
construct the unitary operators
Ukα =
d−1∑
l=0
ωklP
(α)
l , ω := e
2pii/d, (8)
that form an orthogonal operator basis together with the
identity operator Id. Now, the generalized Pauli channel
is defined via [26, 31]
ΛGP [ρ] = p0ρ+
1
d− 1
d+1∑
α=1
pα
d−1∑
k=1
UkαρU
k†
α , (9)
where pα is a probability distribution. For d = 2, the
above reduces to the Pauli channel in eq. (1). The eigen-
values of ΛGP are (d− 1)-times degenerated and satisfy
Λ[Ukα] = λαU
k
α, k = 1, . . . , d− 1, (10)
together with Λ[Id] = Id. They are related to the proba-
bility distribution by
λα =
1
d− 1 [d(p0 + pα)− 1] , (11)
and also
p0 =
1
d2
(
1 + (d− 1)
d+1∑
α=1
λα
)
,
pα =
d− 1
d2

1 + dλα − d+1∑
β=1
λβ

 .
(12)
Finally, the generalized Pauli channel is completely pos-
itive if and only if the generalized Fujiwara-Algoet con-
ditions [26, 41, 46]
− 1
d− 1 ≤
d+1∑
β=1
λβ ≤ 1 + dmin
β>0
λβ (13)
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are satisfied.
In the case of prime dimensions d, the complete set
of mutually unbiased bases can be constructed using
the Weyl operators Wkl. For a fixed orthonormal basis
{|0〉, |1〉, . . . , |d− 1〉} in Cd, one introduces
Wkl =
d−1∑
m=0
ωmk|m〉〈m+ l|. (14)
They provide the set of unitary operators
{W01, W10, W11, . . . , W1,d−1} whose eigenbases
generate d + 1 mutually unbiased bases. As d
is a prime number, the orthogonal unitary basis
B = {Wkl | k, l = 0, . . . , d − 1} can be divided into
B = {Id} ∪ B1 ∪ . . . ∪ Bd+1. Every Bk consists in
d − 1 mutually commuting operators Wαk,αl with
α = 1, . . . , d− 1 [43]. The correspondence between Wmn
and Ukα defined in eq. (8) is as follows,
Ukα = ω
k(k−1)(α−1)/2Wk,k(α−1), U
k
d+1 = W0k. (15)
Hence, for prime dimensions d, the generalized Pauli
channel is a special case of the Weyl channel [24]
ΛW [ρ] =
d−1∑
k,l=0
pklWklρW
†
kl. (16)
For dimensions d = sr with s being a prime num-
ber, the complete set of mutually unbiased bases con-
sists in the eigenbases of the tensor products of s-
dimensional Weyl operators. Observe that
⊗r
a=1Wkala
and
⊗r
a=1Wmana commute if and only if
∑r
a=1 kana =∑r
a=1mala (mod s). The general prescription for con-
structingN(d) = d+1mutually unbiased bases for d = sr
can be found in Ref. [44, 45, 47]. The simplest case cor-
responds to s = r = 2. One finds five sets of mutually
commuting tensor products of the Pauli matrices:
B1 = {σ0 ⊗ σ1, σ1 ⊗ σ0, σ1 ⊗ σ1},
B2 = {σ0 ⊗ σ2, σ2 ⊗ σ0, σ2 ⊗ σ2},
B3 = {σ0 ⊗ σ3, σ3 ⊗ σ0, σ3 ⊗ σ3},
B4 = {σ1 ⊗ σ2, σ2 ⊗ σ3, σ3 ⊗ σ1},
B5 = {σ2 ⊗ σ1, σ1 ⊗ σ3, σ3 ⊗ σ2}.
(17)
Hence, the bipartite generalized Pauli channel has the
following Kraus representation,
ΛGP [ρ] = p0ρ+
1
3
5∑
α=1
pα
3∑
k=1
Bα,kρBα,k, (18)
where Bα,k is the k-th element of Bα. Finally, the gener-
alized Pauli channels are a special case of the multipartite
Weyl channels
Λ
(r)
W [ρ] =
s−1∑
k1,l1,...,kr,lr=0
pk1,l1,...,kr,lr
×
(
r⊗
a=1
Wkala
)
ρ
(
r⊗
a=1
W †kala
)
.
(19)
If r = 1, one reproduces ΛW from eq. (16).
Bounds on the Holevo capacity
The Holevo capacity is a single-use classical capacity
of a quantum channel [5, 6]. It is defined as the maximal
value of the entropic expression
χ(Λ) = max
{pk,ρk}
[
S
(∑
k
pkΛ[ρk]
)
−
∑
k
pkS(Λ[ρk])
]
,
(20)
where the maximum is calculated over the ensembles of
separable states ρk with the probabilities of occurence
pk. In the above formula, S(ρ) := −Tr(ρ ln ρ) is the von
Neumann entropy.
In general, finding the exact analytical value of χ(Λ)
is not an easy task. However, this problem is signifi-
cantly simplified for unitarily covariant quantum chan-
nels, where
χ(Λ) = ln d−min
ρ
S(Λ[ρ]). (21)
Recall that a quantum channel Λ : B(H) → B(H′) is
unitarily covariant with respect to the unitary represen-
tations U ∈ B(H), V ∈ B(H′) of a finite group G if and
only if
∀X∈B(H)∀g∈G Λ[U(g)XU †(g)] = V (g)Λ[X ]V †(g).
(22)
We consider a special class of unitarily covariant channels
with H1 = H2 ≡ H, dimH = d < ∞, and V (g) = U(g)
for all g ∈ G. Let us take G that is the finite group
generated by the Weyl operators. Then, Λ is the Weyl
channel ΛW , also known as the Weyl-covariant channel
[12, 16, 20]. The method of construction and proper-
ties of ΛW related to the group theory were analyzed in
Ref. [24]. In particular, it was shown that if a quantum
channel is covariant with respect to all d− 1 unitary rep-
resentations Uα(g) = Wαk,αl, α = 1, . . . , d − 1, of G for
prime d, then it is the generalized Pauli channel ΛGP .
Similar calculations were repeated for the multipartite
Weyl channels with analogical results [25].
Recently, it has been shown in Refs. [34, 35] how
to calculate the bounds for the Holevo capacity for the
Weyl channels. Using the methods presented therein, we
formulate analogical theorems for the generalized Pauli
channels.
Theorem 1. The Holevo capacity χ(ΛGP ) of the gener-
alized Pauli channel ΛGP is bounded from below by
χlow(ΛGP ) = max
α>0
{
1 + (d− 1)λα
d
ln[1 + (d− 1)λα]
+
d− 1
d
(1 − λα) ln(1− λα)
}
,
(23)
where λα are the eigenvalues of ΛGP .
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Observe that the quantum evolution given by ρ′ =
ΛGP [ρ] can be equivalently described using d+ 1 proba-
bility distributions [32]
pi
(α)
k := Tr
(
P
(α)
k ρ
)
. (24)
The associated probability vectors pi(α) =
(pi
(α)
0 , . . . , pi
(α)
d−1)
T satisfy the classical evolution equations
pi′(α) = T (α)pi(α) or pi
′(α)
k =
d−1∑
l=0
T
(α)
kl pi
(α)
l (25)
with the bistochastic map
T
(α)
kl := Tr
(
P
(α)
k ΛGP [P
(α)
l ]
)
= λαδkl +
1
d
(1−λα). (26)
Note that T (α) is a classical symmetric channel, and
therefore its capacity reads [34, 48]
C(T (α)) = ln d−H(T(α)k ), (27)
where H(T
(α)
k ) := −
∑d−1
l=0 T
(α)
kl lnT
(α)
kl is the Shannon
entropy of the k-th row of T (α). From eqs. (54) and
(26), we see that
ΛGP [P
(α)
k ] = T
(α)
kk P
(α)
k +
∑
m 6=k
T
(α)
km P
(α)
m , (28)
which leads to the conclusion that H(T
(α)
k ) =
S(ΛGP [P
(α)
k ]). Finally, the lower bound of the Holevo
capacity for ΛGP is equal to
χlow(ΛGP ) = max
α
C(T (α)). (29)
Remark 1. The lower bound of the Holevo capacity for
the generalized Pauli channels can be equivalently written
as
χlow(ΛGP ) = ln d−max
α
H(T
(α)
k ). (30)
To find the upper bound of χ(ΛGP ), we need the fol-
lowing lemma.
Lemma 1. The Holevo capacity χ(Λ
(r)
W ) of the multipar-
tite Weyl channel Λ
(r)
W is bounded from above by
χup(Λ
(r)
W ) = ln d−H(ζ(p)), (31)
where ζ(p) is the vector whose subsequent components are
the sums without repetition of d greatest numbers from
the set {pk1l1...krlr | ka = 0, . . . , s− 1; a = 1, . . . , r}.
As every known generalized Pauli channel ΛGP is a
special case of the multipartite Weyl channel Λ
(r)
W , use
Lemma 1 to formulate Theorem 2.
Theorem 2. Assume that the eigenvalues of ΛGP are in
a non-increasing order, λ1 ≥ λ2 ≥ . . . ≥ λd+1. Then, the
Holevo capacity χ(ΛGP ) of the generalized Pauli channel
ΛGP is bounded from above by
χup(ΛGP ) = ln d−H [ζ(p)]. (32)
The Shannon entropy is given by
H [ζ(p)] = −f1 ln f1 −
d∑
k=2
Zk lnZk (33)
for
∑d+1
β=1 λβ ≥ λ2,
H [ζ(p)] = −
m−1∑
k=1
zk ln zk − Fm lnFm −
d∑
k=m+1
Zk lnZk
(34)
for λm−1 ≥
∑d+1
β=1 λβ ≥ λm, m = 3, . . . , d, and
H [ζ(p)] = −
d−1∑
k=1
zk ln zk − fd+1 ln fd+1 (35)
for λd ≥
∑d+1
β=1 λβ. The newly introduced variables are
defined as
Zk :=
1
d
[
1 + (d+ 1− k)λk + (k − 1)λk+1 −
d+1∑
β=1
λβ
]
,
zk :=
1
d
[
1 + (d− k)λk + kλk+1 −
d+1∑
β=1
λβ
]
,
Fk :=
1
d
[1 + (k − 1)λk+1 + (d− k)λk],
fk :=
1
d
[1 + (d− 1)λk].
The value of the Holevo capacity for the general-
ized Pauli channels is restricted by the lower and upper
bounds. The lower bound is obtained by calculating the
von Neumann entropy of ΛGP acting on the projectors
onto the mutually unbiased bases. The upper bound is
linearly dependent on S(ΛGP [ρ∗]), where ρ∗ is an opti-
mal state. Note that we do not check whether ρ∗ exists,
so it is possible that χup(ΛGP ) is non-reachable in some
cases.
Classical capacity
The classical capacity C(Λ) of a quantum channel Λ
measures the optimal rate of classical information tran-
sition between the sender and receiver under infinitely
many uses of the channel. It is related to the Holevo
capacity by the asymptotic expression
C(Λ) = lim
n→∞
1
n
χ(Λ⊗n). (36)
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The above formula simplifies significantly if the Holevo
capacity is weakly additive; that is, if χ(Λ⊗Λ) = 2χ(Λ).
Then, one simply has C(Λ) = χ(Λ), whereas in general
C(Λ) ≥ χ(Λ) [6]. Observe that for irreducibly covariant
quantum channels the additivity of the Holevo capacity
is equivalent to the additivity of the minimal output en-
tropy [11, 19].
In the previous section, we calculated the lower and
upper bounds of the Holevo capacity χ(ΛGP ) for the
generalized Pauli channel ΛGP . Our knowledge about
χ(ΛGP ) translates into the knowledge about the classical
capacity C(ΛGP ). Indeed, the classical capacity is always
bounded from below by Clow(ΛGP ) = χlow(ΛGP ) due to
C(Λ) ≥ χ(Λ).
Now, let us further analyze the properties of the Holevo
capacity. Consider the generalized Pauli channel for
which χ(ΛGP ) = χlow(ΛGP ) or χ(ΛGP ) = χup(ΛGP ).
In this case, the exact value of the classical capacity is
known if the respective bound χlow/up(ΛGP ) is weakly
additive.
Proposition 1. The lower bound χlow(ΛGP ) of the
Holevo capacity from Theorem 1 is weakly additive.
Remark 2. In the proof to Proposition 1, it is evident
that the lower bound χlow(ΛW ) for the Weyl channels is
not additive due to T
(α)
k 6= T(α)l for k 6= l.
From Proposition 1, we see that if χ(ΛGP ) =
χlow(ΛGP ), then C(ΛGP ) = χlow(ΛGP ). In general, an
analogical expression for the upper bound does not hold,
which can be seen in the following example.
Example 1. As an example of the generalized Pauli
channel for which χup(ΛGP ) is not weakly additive, con-
sider the Pauli channel ΛP (d = 2) defined by p0 = 1/4,
p1 = 1/2, p2 = 1/4, p3 = 0, or equivalently by
λ1 =
1
2
, λ2 = 0, λ3 = −1
2
. (37)
Eq. (34) in Theorem 2 allows us to calculate
χup(ΛP ) =
3
4
ln 3− ln 2. (38)
Now, let us construct the bipartite channel ΛP ⊗ΛP . The
corresponding vector ζ(p) of increasingly ordered pαpβ
reads
ζ(p) =
1
16
(4, 2, 2, 2, 2, 1, 1, 1, 1, 0, 0, 0, 0, 0, 0, 0). (39)
Using Lemma 1, we see that
χup(ΛP ⊗ ΛP ) = 15
16
ln 5− 11
8
ln 2 6= 2χup(ΛP ). (40)
Another corollary from Proposition 1 is that the ex-
act analytical value of the classical capacity C(ΛGP ) =
χup(ΛGP ) is obtained if the lower and upper bounds of
the Holevo capacity coincide. For the generalized Pauli
channels, this is the case if their d + 1 eigenvalues λα
have the same sign and at least d of them have the same
values. Namely, if λα ≤ 0 and λ1 = . . . = λd ≡ λmax,
λd+1 = λmin, then
C(ΛGP ) =
1 + (d− 1)λmin
d
ln[1 + (d− 1)λmin]
+ (d− 1)1− λmin
d
ln[1− λmin].
(41)
Analogically, if λα ≥ 0 and λ1 = λmax, λ2 = . . . =
λd+1 ≡ λmin, then
C(ΛGP ) =
1 + (d− 1)λmax
d
ln[1 + (d− 1)λmax]
+ (d− 1)1− λmax
d
ln[1− λmax].
(42)
Note that for λ1 = . . . = λd+1 ≡ λ, eqs. (42) and (42)
recover the classical capacity of the depolarizing channel
[14].
Special case: Pauli channels
For d = 2, the channel capacities have some interesting
properties that do not carry over to higher dimensions.
First, observe that the lower bound of the Holevo capac-
ity
χlow(ΛP ) = max
α>0
[
1 + λα
2
ln(1 + λα) +
1− λα
2
ln(1− λα)
]
(43)
for the Pauli channel ΛP is symmetric with respect to the
change of sign λα 7−→ −λα. Therefore, the above max-
imum is reached at α∗, where λα∗ = max{|λmin|, λmax}.
For every Pauli channel, the lower and upper bounds of
the Holevo capacity always coincide, as there exist only
two distinct vectors ζ(p):
ζ(p) =
1
2
(1 + λmin, 1− λmin) for λmax ≤ |λmin|,
ζ(p) =
1
2
(1 + λmax, 1− λmax) for λmax ≥ |λmin|.
Hence, the formula for the classical capacity reads
C(ΛP ) =
1 + λα∗
2
ln(1+λα∗)+
1− λα∗
2
ln(1−λα∗), (44)
where λα∗ = max{|λmin|, λmax}.
Remark 3. The classical capacity of the Pauli channel
is fully determined by its minimal or maximal channel
fidelities on pure input states [49],
fmin(ΛP ) =
1
2
(1 + λmin) , (45)
fmax(ΛP ) =
1
2
(1 + λmax) . (46)
Namely, these quantities are related as follows,
C(ΛP ) = ln 2 + f∗ ln f∗ + (1− f∗) ln(1− f∗), (47)
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where
f∗ =
{
fmin(ΛP ), λmax ≤ |λmin|,
fmax(ΛP ), λmax ≥ |λmin|.
, (48)
The channel fidelity is used to measure the distortion of
the input states under the action of a given channel. Re-
cently, it has been shown that it can be used to construct
a Holevo-like quantity [50] that is weakly multiplicative.
Consider the Pauli dynamical map ΛP (t) that evolves
according to the master equation
Λ˙P (t) = L(t)ΛP (t), ΛP (0) = 1l, (49)
with a time-local generator
L(t)[ρ] = 1
2
3∑
α=1
γα(t)(σαρσα − ρ) (50)
of the Gorini-Kossakowski-Sudarshan-Lindblad form [51,
52]. If the decoherence rates γα(t) are non-negative,
then the evolution is Markovian [53]. The Markovian-
ity of quantum evolution is determined by the divisi-
bility of the associated dynamical map. Namely, the
evolution provided by Λ(t) is Markovian if and only if
Λ(t) = V (t, s)Λ(s) with a completely positive propaga-
tor V (t, s) for any 0 ≤ s ≤ t. If V (t, s) is positive but
not completely positive, then the corresponding Λ(t) is
P-divisible. For the Pauli channels that solve eq. (49), P-
divisibility is equivalent to the lack of information back-
flow from the environment to the system [54], which
is measured by the Breuer-Laine-Piilo distinguishability
measure [55]. Therefore, ΛP (t) is P-divisible if and only
if [56]
d
dt
||ΛP (t)[X ]||1 ≤ 0 (51)
for any Hermitian operator X , where ||X ||1 := Tr
√
X†X
is the trace norm of X . The above condition is equivalent
to λ˙α(t) ≤ 0 [54]. Observe that if ΛP (t) is P-divisible,
then C˙[ΛP (t)] ≤ 0, as the classical capacity evolves ac-
cording to
C˙[ΛP (t)] =
λ˙max(t)
2
ln
1 + λmax(t)
1− λmax(t) , (52)
where λmax(t) = max{λα(t) | α = 1, 2, 3}. The inverse
implication is not true. It is necessary for all λα(t) to
be monotonically decreasing in order for the map to be
P-divisible, not just for a distinguished λmax(t). This
property carries over to the generalized Pauli channels
from eq. (42).
Conclusions
We found the bounds of the Holevo capacity for the
generalized Pauli channels, which is the maximal rate of
classical information that is reliably transmittable in a
single use of a channel. We analyzed these results by
showing that, in the most general scenario, the lower
bound is weakly additive, contrary to the upper bound.
Therefore, whenever both bounds coincide, the analyti-
cal value of the classical capacity is known. We presented
examples of highly-symmetric generalized Pauli channels,
for which it was possible to calculate the classical capac-
ity. Interestingly, the examples included the most general
Pauli channels. We showed that if the invertible Pauli dy-
namical map is P-divisible, then its classical capacity is
a monotonously decreasing function of time.
Calculating the exact values of the classical capacity
for quantum channel is a very complex task. There are
still many open questions that need to be addressed. For
one, it would be interesting to find tighter bounds on
the Holevo capacity, especially a weakly additive upper
bound. Whether the bounds for the Weyl channels or
multipartite Weyl channels can be weakly additive re-
quires further studies. We believe that it is possible to ob-
tain the lower bound of the Holevo capacity for the mul-
tipartite Weyl channels. First, however, one would have
to find the correspondence between the tensor products
of the Weyl operators and the projectors onto the mutu-
ally unbiased bases. Another open question is whether
one can find the classical capacity for more classes of ir-
reducibly covariant quantum channels by using similar
methods to the ones presented in this paper.
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Appendix
Proof to Theorem 1
The generalized Pauli channels are unitarily covariant
with respect to Uα, α = 1, . . . , d+1. Using eq. (21), one
arrives at
χ(ΛGP ) = ln d−min
ρ
S(ΛGP [ρ])
≥ ln d−min
α
S(ΛGP [P
(α)
k ]) =: χlow(ΛGP ).
(53)
It is straightforward to show that
ΛGP [P
(α)
k ] =
1 + (d− 1)λα
d
P
(α)
k +
1− λα
d
∑
m 6=k
P (α)m ,
(54)
from which it follows that the lower bound of the Holevo
capacity is given by eq. (23).
Proof to Lemma 1
Let us briefly recall the proof to Theorem 2 from Ref.
[34]. The Holevo capacity of the Weyl channel is given
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by
χ(ΛW ) = ln d− S(ΛW [ρ∗]), (55)
where ρ∗ is a pure optimal state minimizing the von Neu-
mann entropy [57]. Assume that the upper bound
χup(ΛW ) = ln d− S(ρζ) (56)
is achieved at any state with the spectral decomposition
ρζ =
d−1∑
k=0
qkQk, (57)
where Qk are orthogonal rank-1 projectors and {qk} =
{[ζ(p)]k}. The condition χ(ΛW ) ≤ χup(ΛW ) reduces to
S(ρq) ≤ S(Λ[ρ∗]), and finally to
Λ[ρ∗] ≺ ρq (58)
due to the Schur concavity of the von Neumann entropy
[58]. The above majorization relation is satisfied if and
only if there exists a set of unitary matrices uj and a
probability distribution sj such that
ΛW [ρ∗] =
d−1∑
j=0
sjujρζu
†
j. (59)
Substituting eq. (57) into the above formula results in
the following condition,
d−1∑
j,k=0
sjqkujSkρ∗S
†
ku
†
j =
d−1∑
j,k=0
pjkWjkρ∗W
†
jk, (60)
where we used the fact that Qk = Skρ∗S
†
k, as two pure
states differ only by a unitary transformation. Therefore,
an admissible choice of sj , uj , and Sk is sjqk = pjk and
uj =
d−1∑
m=0
ωjm|m〉〈m|, Sk =
d−1∑
n=0
|n〉〈n+ k|. (61)
Finally, qk =
∑d−1
l=0 pjk have to be ordered in a
non-increasing way, as A ≺ B means that the non-
increasingly ordered eigenvalues λ(A) of A are majorized
by λ(B).
The proof for the multipartite Weyl channels is analog-
ical. The main difference is that, instead of the probabil-
ity distribution sj and the operators uj, Sk in eq. (61),
one has sj1...jrqk1...kr = pj1k1...jrkr ,
ui1...ir =
r⊗
a=1
s−1∑
ma=0
ωiama |ma〉〈ma|, (62)
Sk1...kr =
r⊗
a=1
s−1∑
na=0
|na〉〈na + ka|. (63)
Proof to Theorem 2
According to Lemma 1, the components of ζ(p) belong
to the set
J =
{
p0,
p1
d− 1 , . . . ,
pd+1
d− 1
}
, (64)
where |J | = d2, and every term pα/(d−1) appears exactly
d − 1 times. Due to eq. (11), we see that if pα with
α = 1, . . . , d+1 are ordered non-increasingly, then so are
λα. Hence, the results depend only on the value of p0.
Namely, one has
[ζ(p)]1 = g1, [ζ(p)]k = Qk (65)
for k = 2, . . . , d, and p0 ≥ p2d−1 ;
[ζ(p)]k = qk, [ζ(p)]m = Gm, [ζ(p)]l = Ql (66)
for k = 1, . . . ,m− 1, l = m+ 1, . . . , d, pm−1d−1 ≥ p0 ≥ pmd−1 ,
and m = 3, . . . , d; and finally
[ζ(p)]k = Gk, [ζ(p)]d = gd+1 (67)
for k = 1, . . . , d−1, and pdd−1 ≥ p0. The newly introduced
symbols are defined by
Qk :=
d+ 1− k
d− 1 pk +
k − 1
d− 1pk+1,
qk :=
d− k
d− 1pk +
k
d− 1pk+1,
Gk :=
d− k
d− 1pk + p0 +
k − 1
d− 1pk+1,
gk := p0 + pk.
Now, the Shannon entropy of the vector ζ(p) reads
H [ζ(p)] = −
d∑
k=1
[ζ(p)]k ln[ζ(p)]k. (68)
Using eq. (11), we can express the above formulas in
terms of the eigenvalues λα. It is important to note that
p0 ≥ pα/(d− 1) translates to
∑d+1
β=1 λβ ≥ λα.
Proof to Proposition 1
It is enough to prove that the Shannon entropy of
the row of the associated bistochastic map is weakly
additive (see Remark 1). Observe that the evolution
ρ′ = (ΛGP ⊗ ΛGP )[ρ] is equivalently provided by d + 1
probability distributions
pi
(α)
kl := Tr
[
(P
(α)
k ⊗ P (α)l )ρ
]
. (69)
Now, the probability vectors obey the classical evolution
equation
pi
′(α)
kl =
d−1∑
i,j=0
T
(α)
kl,ijpi
(α)
ij (70)
8
with the bistochastic map
T
(α)
kl,ij : = Tr
[
(P
(α)
k ⊗ P (α)l )(ΛGP ⊗ ΛGP )[P (α)i ⊗ P (α)j ]
]
= T
(α)
ki T
(α)
lj .
Recall that T
(α)
kl is the bistochastic map associated with
the evolution ρ′ = ΛGP [ρ] and defined in eq. (26). The
Shannon entropy of the kd+ l-th row of the map (T
(α)
kl,ij)
reads
H(T
(α)
kl ) = H(T
(α)
k ) +H(T
(α)
l ). (71)
Finally, H(T
(α)
kl ) is weakly additive, because for the
generalized Pauli channels H(T
(α)
k ) = H(T
(α)
l ) for any
k, l = 0, . . . , d− 1.
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