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HIGHEST-WEIGHT THEORY FOR TRUNCATED CURRENT LIE
ALGEBRAS
BENJAMIN J. WILSON
Abstract. Let g be a Lie algebra over a field k of characteristic zero, and a fix positive
integer N. The Lie algebra
gˆ = g⊗k k[t]/t
N+1
k[t]
is called a truncated current Lie algebra. In this paper a highest-weight theory for gˆ is
developed when the underlying Lie algebra g possesses a triangular decomposition. The
principal result is the reducibility criterion for the Verma modules of gˆ for a wide class
of Lie algebras g, including the symmetrizable Kac-Moody Lie algebras, the Heisenberg
algebra, and the Virasoro algebra. This is achieved through a study of the Shapovalov form.
1. Overview
Let g be a Lie algebra over a field k of characteristic zero, and fix a positive integer N. The
Lie algebra
(1.1) gˆ = g⊗k k[t]/t
N+1
k[t]
over k, with the Lie bracket
(1.2) [x⊗ ti, y ⊗ tj ] = [x, y ]⊗ ti+j, x, y ∈ g, i, j > 0,
is called a truncated current Lie algebra. The Lie algebra gˆ is graded by non-negative degrees
in t. Any graded representation of gˆ with more than one graded component is trivially
reducible, and so we disregard the grading in t in our representation theory. A triangular
decomposition (cf. Section 2, here h0 = h)
(1.3) g = g− ⊕ h⊕ g+, g± = ⊕α∈∆+g
±α, ∆+ ⊂ h
∗,
of g naturally defines a triangular decomposition of gˆ,
gˆ = gˆ− ⊕ hˆ⊕ gˆ+, gˆ± = ⊕α∈∆+ gˆ
±α,
where the subalgebra hˆ and the subspaces gˆα are defined by analogy with (1.1), and h ⊂ hˆ is
the diagonal subalgebra. Thus a weight module for gˆ is a gˆ-module that is h-diagonalizable,
while a highest-weight module for gˆ is a weight gˆ-module generated by an eigenvector for
1
hˆ that is annihilated by gˆ+. In this paper we construct a highest-weight theory for gˆ, and
derive reducibility criteria for the universal objects of the theory, the Verma modules, by
studying the Shapovalov form.
We assume that the decomposition (1.3) of g is non-degenerately paired, i. e. that for each
α ∈ ∆+, a non-degenerate bilinear form
( · | · )α : g
α × g−α → k,
and a non-zero element h(α) ∈ h are given, such that
[x, y ] = ( x | y )α h(α),
for all x ∈ gα and y ∈ g−α (cf. Section 6 for a precise definition). The symmetrizable Kac-
Moody Lie algebras, the Virasoro algebra and the Heisenberg algebra all possess triangular
decompositions that are non-degenerately paired. The principal result of this paper is the
following.
Theorem. A Verma module M(Λ) for gˆ is reducible if and only if
〈Λ,h(α)⊗ tN〉 = 0
for some positive root α ∈ ∆+ of g.
Truncated current Lie algebras have previously been studied in the case where g is a semisim-
ple finite-dimensional Lie algebra. Takiff considered this case with N = 1 in [13], and that
work was extended in [11], [5], [6] without the restriction on N. As such, when g is a
semisimple finite-dimensional Lie algebra, the Lie algebra gˆ is known as a generalized Takiff
algebra.
An exp-polynomial module for a loop algebra
g˜ = g⊗ k[t, t−1]
(with the Lie bracket given by (1.2)) is a module for which the defining relations are equa-
tions involving only polynomial and exponential dependence upon the power of the indeter-
minate t. Berman, Billig and Zhao proved in [1], [2] that any irreducible exp-polynomial
module for a loop algebra must have finite-dimensional graded components. The derivation
of the character formulae is an interesting open problem.
The irreducible exp-polynomial modules for loop algebras may be realized through affiniza-
tions of irreducible highest-weight modules for truncated current Lie algebras. Character
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formulae for Verma modules are relatively straightforward to derive. Thus the reducibil-
ity criterion detailed above allows the calculation of the characters of the irreducible exp-
polynomial modules in many cases. The calcuation of these characters is the current focus
of the author’s research.
2. Lie Algebras with Triangular Decompositions
Let g be a Lie algebra over a field k. A triangular decomposition of g is specified by a pair
of non-zero abelian subalgebras h0 ⊂ h, a pair of distinguished non-zero subalgebras g+, g−,
and an anti-involution (i. e. an anti-automorphism of order 2)
ω : g→ g,
such that:
i. g = g− ⊕ h⊕ g+;
ii. the subalgebra g+ is a non-zero weight module for h0 under the adjoint action, with
weights ∆+ all non-zero;
iii. ω|h = idh and ω(g+) = g−;
iv. the semigroup with identity Q+, generated by ∆+ under addition, is freely generated
by a finite subset {αj }j∈J ⊂ Q+ consisting of linearly independent elements of h
∗
0.
This definition is a modification of the definition of Moody and Pianzola [10]. There, the
set J is not required to be finite, root spaces may be infinite-dimensional, and h0 = h. We
distinguish between h0 and h in order to include Example 2.6.
Write Q =
∑
j∈JZαj . Call the weights ∆+ of the h0-module g+ the positive roots, and the
weight space gα corresponding to α ∈ ∆+ the α-root space, so that g+ = ⊕α∈∆+g
α. The
anti-involution ensures an analogous decomposition of g− = ⊕α∈∆−g
α, where ∆− = −∆+
(the negative roots) and g−α = ω(gα) for all α ∈ ∆+. Write ∆ = ∆+ ∪∆− for the roots of
g. Consider Q+ to be partially ordered in the usual manner, i.e. for γ, γ
′ ∈ Q+,
γ 6Q+ γ
′ ⇐⇒ (γ′ − γ) ∈ Q+.
We assume that all root spaces are finite-dimensional, and that ∆+ is a countable set.
For clarity, a Lie algebra with triangular decomposition may be referred to as a five-tuple
(g, h0, h, g+, ω).
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Example 2.1. Let g be a finite-dimensional semisimple Lie algebra over C, with Cartan
subalgebra h and root system ∆. Then
g = h⊕ (⊕α∈∆g
α).
Let π be a basis for ∆, and let Q+ be the additive semigroup generated by π. Write
∆+ = ∆ ∩ Q+, and let g+, g− be given by
g+ = ⊕α∈∆+g
α, g− = ⊕α∈∆−g
α,
where ∆− = −∆+. Then g+ is a weight-module for h0 = h with weights ∆+, and
g = g− ⊕ h⊕ g+.
All root spaces are one-dimensional. For any α ∈ ∆+, choose non-zero elements
x(α) ∈ gα, y(α) ∈ gα.
An anti-involution ω on g is defined by extension of
ω|h = idh, ω(x(α)) = y(α), ω(y(α)) = x(α), α ∈ π.
Thus (g, g+, h, h, ω) is a Lie algebra with triangular decomposition. The semisimple finite-
dimensional Lie algebras over C are parameterized by Euclidean root systems, or equivalently
by the Cartan matrices. The Serre relations permit the construction of any such Lie algebra
from its Cartan matrix, and this construction works over an arbitrary field k of characteristic
zero. The preceding assertions hold also for the Lie algebras over k constructed in this
manner. Here and throughout, semisimple finite-dimensional Lie algebra means a Lie algebra
over k defined by a Cartan matrix and the Serre relations.
Example 2.2. It shall be convenient to consider the following particular case of Example
2.1 is greater detail. Let g denote sl(3), the finite-dimensional semisimple Lie algebra over k
with root system A2. Denote by α1, α2 the simple roots, by
x(α1), x(α2), y(α1), y(α2), h(α1), h(α2)
the Chevalley generators, and by h = kh(α1)⊕ kh(α2) the Cartan subalgebra, so that
α1(h(α1)) = α2(h(α2)) = 2, α1(h(α2)) = α2(h(α1)) = −1.
Then the root system is defined by ∆ = ∆+ ∪ ∆−, where ∆+ = {α1,α2,α1 + α2 } and
∆− = −∆+. Write
x(α1 + α2) = [ x(α1), x(α2) ], y(α1 + α2) = [ y(α2), y(α1) ], h(α1 + α2) = h(α1) + h(α2).
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Then for each α ∈ ∆+, the elements x(α), y(α), h(α) span a subalgebra of g isomorphic to
sl(2). The anti-involution ω fixes h point-wise, and interchanges x(α) with y(α) for every
α ∈ ∆+. Write
gα = kx(α), g−α = ky(α), α ∈ ∆+,
and g± = ⊕α∈∆+g
±α. Then g+ is a weight-module for h0 = h with weights ∆+, and
g = g− ⊕ h⊕ g+.
The semigroup Q+ is generated by π = {α1,α2 }. Note that the h(α) defined here are only
proportional to the elements h(α) defined later on.
Example 2.3. Let g be the Kac-Moody Lie algebra over k associated to an n×n generalized
Cartan matrix (we paraphrase [8]). Let h denote the Cartan subalgebra, and ∆ the root
system. Then
g = h⊕ (⊕α∈∆g
α),
and all root spaces are finite-dimensional. The collection Π of simple roots is a linearly-
independent subset of the finite-dimensional space h∗. Let Q+ denote the additive semigroup
generated by Π, let ∆+ = ∆ ∩Q+, and write
g+ = ⊕α∈∆+g
α, g− = ⊕α∈∆−g
α,
where ∆− = −∆+. Then g+ is a weight-module for h0 = h with weights ∆+, and
g = g− ⊕ h⊕ g+.
If ei, fi, 1 6 i 6 n, denote the Chevalley generators of g, then g+ and g− are the subalgebras
generated by the ei and by the fi, respectively. An anti-involution ω of g is defined by
extension of
ω|h = idh, ω(ei) = fi, ω(fi) = ei, 1 6 i 6 n,
(this ω differs from the ω of [8]). Thus (g, g+, h, h, ω) is a Lie algebra with triangular decom-
position.
Example 2.4. Let g denote the k-vector space with basis the symbols
{Lm | m ∈ Z } ∪ { c } ,
endowed with the Lie bracket given by
[ c, g ] = 0, [ Lm,Ln ] = (m− n)Lm+n + δm,−nψ(m)c, m, n ∈ Z,
where ψ : Z→ k is any function satisfying ψ(−m) = −ψ(m) for m ∈ Z, and
ψ(m+ n) = 2m+n
n−m
ψ(n) + m+2n
m−n
ψ(m), m, n ∈ Z, m 6= n.
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If ψ = 0, then the symbols Lm span a copy of the Witt algebra. The Virasoro algebra is the
only non-split one-dimensional central extension of the Witt algebra, up to isomorphism [9],
and is typically defined with ψ(m) = m
3−m
12
. Let
g± = ⊕m>0kL±m, h0 = h = kL0 ⊕ kc,
and let δ ∈ h∗ be given by
δ(L0) = −1, δ(c) = 0.
Then g = g− ⊕ h⊕ g+, and g+ is a weight module for h0 = h, with weights
∆+ = {mδ | m > 0 } .
The semigroup Q+ is generated by δ. An anti-involution ω is given by
ω(c) = c, ω(Lm) = L−m, m ∈ Z,
and in this notation g is a Lie algebra with triangular decomposition.
Example 2.5. Let a denote the k-vector space with basis the symbols
{ am | m ∈ Z } ∪ { ~, d } ,
endowed with the Lie bracket given by
[ am, an ] = mδm,−n~, [~, a ] = 0, [ d, am ] = mam, m, n ∈ Z.
The Lie algebra a is called the extended Heisenberg or oscillator algebra. Let
a± = ⊕m>0ka±m, h = ka0 ⊕ k~⊕ kd,
and let δ ∈ h∗ be given by
δ(a0) = δ(~) = 0, δ(d) = 1.
Then a = a− ⊕ h⊕ a+, and a+ is a weight module for h0 = h, with weights
∆+ = {mδ | m > 0 } .
The semigroup Q+ is generated by δ. An anti-involution ω is given by
ω(~) = ~, ω(d) = d, ω(am) = a−m, m ∈ Z,
and in this notation a is a Lie algebra with triangular decomposition.
6
Example 2.6. Let g be a k-Lie algebra with triangular decomposition, denoted as above,
and let R be a commutative, associative k-algebra with 1 (e.g. R = k[t]/tN+1k[t], N > 0).
Write gˆ = g⊗k R, and similarly for the subalgebras of g. Then gˆ is a k-Lie algebra with Lie
bracket
[x⊗ r, y ⊗ s ] = [x, y ]⊗ rs, x, y ∈ g, r, s ∈ R,
and contains g as a subalgebra via x 7→ x ⊗ 1. Moreover, gˆ = gˆ− ⊕ hˆ⊕ gˆ+, and h0 ⊂ hˆ are
non-zero abelian subalgebras of gˆ. The subalgebra gˆ+ is a weight module for h0 with weights
coincident with the weights ∆+ of the h0-module g+, and (gˆ+)
α = (̂gα+). So g and gˆ share
the same roots ∆ and root lattices Q, Q+. The anti-involution ω of gˆ is given by R-linear
extension
ω : x⊗ r 7→ ω(x)⊗ r, x ∈ g, r ∈ R,
and fixes hˆ point-wise. Thus (gˆ, h0, hˆ, gˆ+, ω) is a k-Lie algebra with triangular decomposition.
3. Highest-Weight Theory for Lie Algebras with Triangular
Decomposition
Throughout this section, let (g, h0, h, g+, ω) denote a Lie algebra with triangular decompo-
sition. The universal highest-weight modules of g, called Verma modules, exist and possess
the usual properties. An extensive treatment of Verma modules and the Shapovalov form
can be found in [10]; we present only the definitions and the most important properties.
3.1. Highest-weight modules. A g-module M is weight if the action of h0 on M is diag-
onalizable, i. e.
(3.1) M = ⊕χ∈h∗0M
χ, h|Mχ = χ(h) for all h ∈ h0, χ ∈ h
∗
0.
The decomposition (3.1) is called the weight-space decomposition of M ; the components Mχ
are called weight spaces. The weight lattice of a weight module M is the set
{χ ∈ h∗0 | M
χ 6= 0 } ⊂ h∗0.
For any χ ∈ h∗0, an element v ∈M
χ is a primitive vector ofM if the submodule U(g) ·v ⊂M
is proper. ClearlyM is reducible if and only ifM has a non-zero primitive vector. A non-zero
vector v ∈M is a highest-weight vector if
i. g+ · v = 0;
ii. there exists Λ ∈ h∗ such that h · v = Λ(h)v, for all h ∈ h.
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The unique functional Λ ∈ h∗ is called the highest weight of the highest-weight vector v. A
weight g-module M is called highest weight (of highest weight Λ) if there exists a highest-
weight vector v ∈M (of highest weight Λ) that generates it.
Proposition 3.2. Suppose that M is a highest-weight g-module, generated by a highest-
weight vector v ∈M of highest weight Λ ∈ h∗. Then
i. the weight lattice of M is contained in Λ|h0 −Q+;
ii. MΛ|h0 = kv, and all weight spaces of M are finite-dimensional;
iii. M is indecomposable, and has a unique maximal submodule;
iv. if u ∈ M is a highest-weight vector of highest-weight Λ′ ∈ h∗, and u generates M ,
then Λ′ = Λ and u is proportional to v.
Let Λ ∈ h∗, and consider the one-dimensional vector space kvΛ as an (h⊕ g+)-module via
g+ · vΛ = 0; h · vΛ = Λ(h)vΛ, h ∈ h.
The induced module
M(Λ) = U(g)⊗U(h⊕g+) kvΛ
is called the Verma module of highest-weight Λ.
Proposition 3.3. For any Λ ∈ h∗,
i. Up to scalar multiplication, there is a unique epimorphism from M(Λ) to any highest-
weight module of highest-weight Λ, i.e. M(Λ) is the universal highest-weight module
of highest-weight Λ;
ii. M(Λ) is a free rank one U(g−)-module.
3.2. The Shapovalov Form. The Shapovalov form is a contragredient symmetric bilinear
form on U(g) with values in U(h) = S(h). The evaluation of the Shapovalov form at Λ ∈ h∗
is a k-valued bilinear form, and is degenerate if and only if the Verma module M(Λ) is
reducible. By the Leibniz rule, U(g) is a weight g-module, with weight-space decomposition
U(g) = ⊕γ∈QU(g)γ
.
The anti-involution ω of g extends uniquely to an anti-involution of U(g) (denoted identi-
cally), and is such that
ω : U(g)γ → U(g)−γ, γ ∈ Q.
It follows from the Poincare´-Birkhoff-Witt (PBW) theorem that U(g) may be decomposed
U(g) = U(h)⊕ {g−U(g) + U(g)g+}
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as a direct sum of vector spaces. Further, both summands are two-sided U(h)-modules
preserved by ω. Let q : U(g)→ U(h) denote the projection onto the first summand parallel
to the second; the restriction q|U(g)0 is an algebra homomorphism. Define
F : U(g)× U(g)→ U(h) via F(x, y) = q(ω(x)y), x, y ∈ U(g).
The bilinear form F is called the Shapovalov form; we consider its restriction
F : U(g−)× U(g−)→ U(h).
Distinct h0-weight spaces of U(g−) are orthogonal with respect to F, and so the study of F
on U(g−) reduces to the study of the restrictions
Fχ : U(g−)
−χ × U(g−)
−χ → U(h), χ ∈ Q+.
Any Λ ∈ h∗ extends uniquely to a map U(h) → k; write Fχ(Λ) for the composition of Fχ
with this extension, and write Rad Fχ(Λ) for its radical. The importance of the Shapovalov
form stems from the following fact.
Proposition 3.4. Let χ ∈ Q+, Λ ∈ h
∗. Then Rad Fχ(Λ) ⊂ M(Λ)
Λ|h0−χ is the Λ|h0 − χ
weight space of the maximal submodule of the Verma module M(Λ).
In particular, a Verma module M(Λ) is irreducible if and only if the forms Fχ(Λ) are non-
degenerate for every χ ∈ Q+. Thus an understanding of the forms Fχ, χ ∈ Q+, is an
understanding of the irreducibility criterion of the Verma modules of the highest-weight
theory.
3.3. Partitions and the Poincare´-Birkhoff-Witt Monomials. Let C be a set parame-
terizing a root-basis (i.e. an h0-weight basis) of g+, via
C ∋ γ ↔ x(γ) ∈ g+.
Define ∆ : C → ∆+ by declaring x(γ) ∈ g
∆(γ)
+ , for all γ ∈ C. A partition is a finite multiset
with elements from C; write P for the set of all partitions. Set notation is used for multisets
throughout. In particular, the length |λ| of a partition λ ∈ P is the number of elements of λ,
counting all repetition. Fix some ordering of the basis { x(γ) | γ ∈ C } of g+; for any λ ∈ P,
let
(3.5) x(λ) = x(λ1) · · ·x(λk) ∈ U(g+)
where k = |λ| and (λi)16i6k is an enumeration of the entries of λ such that (3.5) is a PBW
monomial with respect to the basis ordering. For any partition λ ∈ P, write y(λ) = ω(x(λ)).
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By the PBW Theorem, the spaces U(g+), U(g−) have bases
{ x(λ) | λ ∈ P } , { y(λ) | λ ∈ P } ,
respectively. For any partition λ ∈ P and positive root α ∈ ∆+, write
∆(λ) =
∑
γ∈λ
∆(γ); λα = { γ ∈ λ | ∆(γ) = α } .
3.4. Shapovalov’s Lemma. The proof of the following useful lemma is elementary.
Lemma 3.6. Suppose that λ ∈ P, that |λ| = r, that (λi)16i6r is an enumeration of λ and
that τ ∈ Sym(r). Then
x(λ1) · · ·x(λr) = x(λτ(1)) · · ·x(λτ(r)) +R
where R is a linear combination of terms x(φ1) · · ·x(φs) where φi ∈ C for 1 6 i 6 s and
s < r.
The following Lemma is due to Shapovalov [12]. Our proof follows that of an analogous
statement in [10].
Lemma 3.7. Let (g, h0, h, g+, ω) be a Lie algebra with triangular decomposition. Suppose
that λ, µ ∈ P, that |λ| = r and |µ| = s, and that (λi)16i6r and (µi)16i6s are arbitrary
enumerations of λ and µ, respectively. Let
Z = x(λr) · · ·x(λ1)y(µ1) · · ·y(µs).
Then
i. deghq(Z) 6 r, s;
ii. if r = s, but |λα| 6= |µα| for some α ∈ ∆+, then deghq(Z) < r = s;
iii. if r = s and |λα| = |µα| =: mα for all α ∈ ∆+, then the degree r = s term of q(Z) is∏
α∈∆+
∑
τ∈Sym(mα)
∏
16j6mα
[ x(λατ(j)), y(µ
α
j ) ],
where for each α ∈ ∆+, (λ
α
j )16j6mα , (µ
α
j )16j6mα are any fixed enumerations of λ
α and
µα respectively.
Proof. The proof is by induction on |λ| + |µ|. It is straightforward to show that all three
parts hold whenever |λ| = 0 or |µ| = 0. Suppose then that all three parts hold for all
λ′, µ′ ∈ P such that |λ′|+ |µ′| < |λ|+ |µ|. Let ς ∈ Sym(r), τ ∈ Sym(s), and write
Z ′ = x(λς(r)) · · ·x(λς(1))y(µτ(1)) · · ·y(µτ(s)).
10
By Lemma 3.6, Z = Z ′ +R, where R is a linear combination of terms
x(φr′) · · ·x(φ1)y(ψ1) · · ·y(ψs′)
with r′ < r or s′ < s. Therefore, by inductive hypothesis, the Lemma holds for arbitrary
enumerations of λ and µ, if it holds for any particular pair of enumerations. Consider ∆+
to carry some linearization of its usual partial order, and choose any enumerations of λ, µ
such that
∆(λ1) 6 · · · 6 ∆(λr) and ∆(µ1) 6 · · · 6 ∆(µs).
Moreover, as
q(x(λr) · · ·x(λ1)y(µ1) · · ·y(µs)) = q(ω(x(λr) · · ·x(λ1)y(µ1) · · ·y(µs)) )
= q(x(µs) · · ·x(µ1)y(λ1) · · ·y(λr)),
it may supposed without loss of generality that ∆(µ1) 6 ∆(λ1). Now
q(Z) = q(x(λr) · · ·x(λ1)y(µ1) · · ·y(µs))
= q([ x(λr) · · ·x(λ1), y(µ1) ]y(µ2) · · ·y(µs))
=
r∑
i=1
q(Ai),
where, by the Leibniz rule,
Ai = x(λr) · · ·x(λi+1)[ x(λi), y(µ1) ]x(λi−1) · · ·x(λ1)y(µ2) · · ·y(µs),
for 1 6 i 6 r. Let 0 6 k 6 r be maximal such that ∆(λi) = ∆(µ1) for all 1 6 i 6 k; the
terms Ai with 1 6 i 6 k and k < i 6 r are to be considered separately. If 1 6 i 6 k, then
[ x(λi), y(µ1) ] ∈ h. Therefore, by the Leibniz rule,
Ai = Zi[ x(λi), y(µ1) ] +Ri,
where Zi = x(λr) · · ·x(λi+1)x(λi−1) · · ·x(λ1)y(µ2) · · ·y(µs) and Ri is a linear combination of
terms
x(φr−1) · · ·x(φ1)y(ψ1) · · ·y(ψs−1), φ1, . . . , φr−1, ψ1, . . . , ψs−1 ∈ C.
If instead k < i 6 r, then Ai is a linear combination of terms
x(λr) · · ·x(λi+1)x(γ)x(λi−1) · · ·x(λ1)y(µ2) · · ·y(µs),
where ∆(γ) = ∆(λi)−∆(µ1) ∈ ∆+, since ∆(µ1) 6 ∆(λ1) 6 ∆(λi).
Note that deghq(Z) 6 MAX { deghq(Ai) }. Consider now each of the three parts of the
claim.
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Part (i). For 1 6 i 6 k,
(3.8) q(Ai) = q(Zi)[ x(λi), y(µ1) ] + q(Ri),
since q|U(g)0 is an algebra homomorphism. By part (i) of the inductive hypothesis,
deghq(Zi), deghq(Ri) 6 r − 1, s− 1,
and so deghq(Ai) 6 r, s. For k < i 6 r, again by part (i) of the inductive hypothesis,
deghq(Ai) 6 r, s− 1. Hence deghq(Z) 6 r, s, and so part (i) holds.
Part (ii). Suppose that r = s, and let α ∈ ∆+ be such that |λ
α| 6= |µα|. For 1 6 i 6 k,
consider q(Ai) by equation (3.8). By part (i) of the inductive hypothesis,
deghq(Ri) 6 r − 1 < r,
and so it remains only to consider q(Zi). Write λ
′ (respectively, µ′) for the partition consisting
of the components of λ (respectively, µ) except for λi (respectively, µ1). Then |λ
′| = |µ′|
and |λ′α| 6= |µ′α|. Therefore, by part (ii) of the inductive hypothesis, deghq(Zi) < r − 1;
hence deghq(Ai) < r. For k < i 6 r, part (i) of the inductive hypothesis implies that
deghq(Ai) 6 s− 1 < r. Therefore deghq(Z) < r, as required.
Part (iii). Suppose that r = s and that |λα| = |µα| for all α ∈ ∆+. Observe that for
k < i 6 r, part (i) of the inductive hypothesis implies that
deghq(Ai) 6 s− 1 < r;
and that for 1 6 i 6 k, by the same,
deghq(Ri) 6 r − 1 < r.
Therefore, the terms q(Ai) for k < i 6 r and the terms q(Ri) for 1 ≤ i ≤ k can not
contribute to the degree-r component of q(Z); thus the degree-r component of q(Z) is the
degree-r component of
k∑
i=1
q(Zi)[ x(λi), y(µ1) ].
As Zi satisfies the conditions of part (iii) of the inductive hypothesis, for 1 6 i 6 k, the
formula follows. 
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4. Truncated Current Lie Algebras
Let (g, h0, h, g+, ω) be a Lie algebra with triangular decomposition, and let C denote a set
parameterizing a root-basis for g+. Fix a positive integer N, and let
gˆ = g⊗ k[t]/tN+1k[t]
denote the associated truncated current Lie algebra with the triangular decomposition of
Example 2.6. The integer N is the nilpotency index of gˆ. Let Cˆ = C × { 0, . . . ,N }. Then Cˆ
parameterizes a basis for gˆ+ consisting of h0-weight vectors of homogeneous degree in t, via
Cˆ ∋ γ ↔ x(γ) ∈ gˆ+,
where x(γ) = x(τ)⊗ td if γ = (τ, d) ∈ Cˆ. Define
∆ : Cˆ → ∆+, degt : Cˆ → { 0, . . . ,N }
via x(γ) ∈ g∆(γ) ⊗ tdegt(γ) for all γ ∈ Cˆ. Order the basis { x(γ) | γ ∈ Cˆ } of gˆ+ by fixing an
arbitrary linearization of the partial order by increasing homogeneous degree in t, i.e. so
that
degt(γ) < degt(γ
′) ⇒ x(γ) < x(γ′), γ, γ′ ∈ Cˆ.
As per Subsection 3.3, the PBW basis monomials of U(gˆ+) with respect to this ordered basis
are parameterized by a collection P of partitions. Partitions here are (finite) multisets with
elements from Cˆ. For any χ ∈ Q+, let
Pχ = { λ ∈ P | ∆(λ) = χ } .
For any 0 6 d 6 N and λ ∈ P, define
λd = { γ ∈ λ | degtγ = d } ;
λ is homogeneous of degree-d in t if λ = λd. The ordering of the basis gˆ+ is such that for all
λ ∈ P,
x(λ) = x(λ0)x(λ1) · · ·x(λN), y(λ) = y(λN) · · ·y(λ1)y(λ0).
For any Λ ∈ hˆ∗ and 0 6 d 6 N, let Λd ∈ h
∗ be given by
〈Λd, h〉 = 〈Λ, h⊗ t
d〉, h ∈ h.
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4.1. The Shapovalov form. As in Section 3, there is a decomposition
U(gˆ) = U(hˆ)⊕ {gˆ−U(gˆ) + U(gˆ)gˆ+},
as a direct sum of two-sided U(gˆ)0-modules. Denote by q : U(gˆ) → U(hˆ) the projection
onto the first summand, parallel to the second. Let F : U(gˆ) × U(gˆ) → U(hˆ) denote the
Shapovalov form, and write Fχ for the restriction of F to the subspace U(gˆ−)
−χ, χ ∈ Q+.
The algebra U(gˆ) is graded by total degree in the indeterminate t,
U(gˆ) =
⊕
m>0
U(gˆ)m, U(gˆ)m = span { (x1 ⊗ t
d1) · · · (xk ⊗ t
dk) |
k∑
i=1
di = m, k > 0 } .
For any subspace V ⊂ U(gˆ), let
Vm = U(gˆ)m ∩ V, m > 0,
and call V graded in t if V =
⊕
m>0 Vm. The subalgebras U(gˆ+), U(gˆ−), and U(hˆ) are graded
in t.
Lemma 4.1. For any m > 0, q(U(gˆ)m) ⊂ U(hˆ)m.
Proof. The spaces gˆ−U(gˆ) and U(gˆ)gˆ+ are graded in t; hence so is the sum
{gˆ−U(gˆ) + U(gˆ)gˆ+}.
Therefore,
U(gˆ)m = U(hˆ)m ⊕ {gˆ−U(gˆ) + U(gˆ)gˆ+}m,
for any m > 0. 
Example 4.2. Let g = sl(3), and recall the notation of Example 2.2. Let N = 1, so that
gˆ = g⊕ (g⊗ t). Write C = ∆+ and Cˆ = C × { 0, 1 }. Then gˆ+ has a basis parameterized by
Cˆ:
Cˆ ∋ (α, d) ↔ x(α)⊗ td ∈ gˆ+.
Let χ = α1 + α2. Then Pχ consists of the six partitions
(4.3)
{ (α1, 0), (α2, 0) } , { (α1 + α2, 0) } , { (α1, 0), (α2, 1) } ,
{ (α1, 1), (α2, 0) } , { (α1 + α2, 1) } , { (α1, 1), (α2, 1) } .
Order the set { x(γ) | γ ∈ Cˆ } by the enumeration
x(α1)⊗ t
0, x(α1 + α2)⊗ t
0, x(α2)⊗ t
0, x(α1)⊗ t
1, x(α1 + α2)⊗ t
1, x(α2)⊗ t
1.
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Then the PBW basis monomials of U(gˆ−)
−χ corresponding to the partitions (4.3) are, re-
spectively,
(4.4)
y(α2)⊗ t
0 · y(α1)⊗ t
0, y(α1 + α2)⊗ t
0, y(α2)⊗ t
1 · y(α1)⊗ t
0,
y(α1)⊗ t
1 · y(α2)⊗ t
0, y(α1 + α2)⊗ t
1, y(α2)⊗ t
1 · y(α1)⊗ t
1.
For notational convenience, write hαi,j = h(αi)⊗ t
j , for i = 1, 2 and j = 0, 1. The restriction
Fχ of the Shapovalov form, expressed as a matrix with respect to the ordered basis (4.4),
appears below.

hα1+α2,0 + hα1,0 hα1,0 hα1,0hα2,1 + hα1,1 hα1,1(hα2,0 + 2) hα1,1 hα1,1hα2,1
hα1,0 hα1+α2,0 hα1,1 −hα2,1 hα1+α2,1 0
hα1,0hα2,1 + hα1,1 hα1,1 0 hα1,1hα2,1 0 0
hα1,1(hα2,0 + 2) −hα2,1 hα1,1hα2,1 0 0 0
hα1,1 hα1+α2,1 0 0 0 0
hα1,1hα2,1 0 0 0 0 0


This is an elementary calculation using the commutation relations. Observe that this matrix
is triangular, and that in particular the determinant (the Shapovalov determinant at χ) must
be the product of the diagonal entries, viz.,
(4.5) (h(α1)⊗ t
1)4(h(α2)⊗ t
1)4(h(α1 + α2)⊗ t
1)2,
up to sign. This provides a criterion for the existence of primitive vectors in the weight space
Λ|h0 −χ of a Verma module M(Λ), Λ ∈ hˆ
∗. We shall prove that the Shapovalov determinant
always lies in S(h⊗tN), and that for g a semisimple finite-dimensional Lie algebra, the factors
of the Shapovalov determinant are the analogues of those of (4.5).
Example 4.6. Let g be the Virasoro/Witt algebra, and adopt the notation of Example 2.4.
Let N = 1, and χ = 2δ. Write C = ∆+ and Cˆ = C × { 0, 1 }. Then Pχ consists of the five
partitions
(4.7) { (δ, 0), (δ, 0)} , { (2δ, 0) } , { (δ, 0), (δ, 1)} , { (2δ, 1) } , { (δ, 1), (δ, 1) } .
Order the basis
{ x(γ) | γ ∈ Cˆ } = {Lm ⊗ t
d | m > 0, d = 0, 1 }
for gˆ+ firstly by increasing degree d, and secondly by increasing index m. Then the PBW
basis monomials of U(gˆ−)
−χ corresponding to (4.7) are, respectively,
(4.8) (L−1 ⊗ t
0)2, L−2 ⊗ t
0, L−1 ⊗ t
1 · L−1 ⊗ t
0, L−2 ⊗ t
1, (L−1 ⊗ t
1)2.
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Write Ωm,i = (2mL0 + ψ(m)c) ⊗ t
i, for m, i > 0. The matrix of Fχ, expressed with respect
to the ordered basis (4.8), appears below.


2Ω1,0(Ω1,0 + 1) 3Ω1,0 2Ω1,1(Ω1,0 + 1) 3Ω1,1 2(Ω1,1)
2
3Ω1,0 Ω2,0 3Ω1,1 Ω2,1 0
2Ω1,1(Ω1,0 + 1) 3Ω1,1 Ω
2
1,1 0 0
3Ω1,1 Ω2,1 0 0 0
2(Ω1,1)
2 0 0 0 0


Hence the Shapovalov determinant at χ is given by detFχ = 4Ω
6
1,1Ω
2
2,1.
Example 4.9. Let g be the Virasoro/Witt algebra, and adopt the notation of Example 2.4.
Let N = 2, and χ = 2δ. Write C = ∆+ and Cˆ = C × { 0, 1, 2}. Then Pχ consists of the nine
partitions
(4.10)
{ (δ, 0), (δ, 0) } , { (2δ, 0) } , { (δ, 0), (δ, 1) } ,
{ (δ, 0), (δ, 2) } , { (2δ, 1) } , { (δ, 1), (δ, 1) } ,
{ (δ, 1), (δ, 2) } , { (2δ, 2) } , { (δ, 2), (δ, 2) } .
Order the basis { x(γ) | γ ∈ Cˆ } as per Example 4.6. Then the PBW basis monomials of
U(gˆ−)
−χ corresponding to (4.10) are, respectively,
(4.11)
(L−1 ⊗ t
0)2, L−2 ⊗ t
0, L−1 ⊗ t
1 · L−1 ⊗ t
0,
L−1 ⊗ t
2 · L−1 ⊗ t
0, L−2 ⊗ t
1, (L−1 ⊗ t
1)2,
L−1 ⊗ t
2 · L−1 ⊗ t
1, L−2 ⊗ t
2, (L−1 ⊗ t
2)2.
The matrix of Fχ with respect to the ordered basis (4.11) appears on page 18. Notice that
the matrix has six non-zero entries on the diagonal. Hence there is no reordering of the basis
(4.11) that will render the matrix triangular.
4.2. A Modification of the Shapovalov Form. As observed in Example 4.9, it is not
always the case that the matrix for Fχ, χ ∈ Q+, can be made triangular by an ordering of the
chosen PBW monomial basis for U(gˆ−)
−χ. A further permutation of columns is necessary;
this is performed by an involution ⋆ on the partitions, and encapsulated in a modification B
of the Shapovalov form F. For any γ = (τ, d) ∈ Cˆ, write γ⋆ = (τ,N − d) ∈ Cˆ, and for any
λ ∈ P, write
λ⋆ = { γ⋆ | γ ∈ λ } .
So (λd)
⋆
= (λ⋆)N−d for all λ ∈ P and all degrees d. For any χ ∈ Q+, let
Bχ : U(gˆ−)
−χ × U(gˆ−)
−χ → U(hˆ)
16
be the bilinear form defined by
Bχ(y(λ), y(µ)) = Fχ(y(λ), y(µ
⋆)), λ, µ ∈ Pχ.
Relative to any linear order of the basis { y(λ) | λ ∈ Pχ } of U(gˆ−)
−χ, the matrices of Bχ and
Fχ are equal after a reordering of columns determined by the involution
⋆. In particular, the
determinants detBχ and detFχ are equal up to sign.
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

2Ω1,0(Ω1,0 + 1) 3Ω1,0 2Ω1,1(Ω1,0 + 1) 2Ω1,2(Ω1,0 + 1) 3Ω1,1 2(Ω
2
1,1 + Ω1,2) 2Ω1,1Ω1,2 3Ω1,2 2Ω
2
1,2
3Ω1,0 Ω2,0 3Ω1,1 3Ω1,2 Ω2,1 3Ω1,2 0 Ω2,2 0
2Ω1,1(Ω1,0 + 1) 3Ω1,1 Ω1,2(Ω1,0 + 2) + Ω
2
1,1 Ω1,1Ω1,2 3Ω1,2 2Ω1,1Ω1,2 Ω
2
1,2 0 0
2Ω1,2(Ω1,0 + 1) 3Ω1,2 Ω1,1Ω1,2 Ω
2
1,2 0 0 0 0 0
3Ω1,1 Ω2,1 3Ω1,2 0 Ω2,2 0 0 0 0
2(Ω21,1 + Ω1,2) 3Ω1,2 2Ω1,1Ω1,2 0 0 2Ω
2
1,2 0 0 0
2Ω1,1Ω1,2 0 Ω
2
1,2 0 0 0 0 0 0
3Ω1,2 Ω2,2 0 0 0 0 0 0 0
2Ω21,2 0 0 0 0 0 0 0 0


Matrix of the Shapovalov form Fχ for the Virasoro/Witt truncated current Lie algebra.
χ = 2δ, N = 2, Ωm,i := (2mL0 + ψ(m)c)⊗ t
i, m, i > 0.
1
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5. Decomposition of the Shapovalov Form
Throughout this section, let (g, h0, h, g+, ω) denote a Lie algebra with triangular decompo-
sition, and let gˆ denote the associated truncated current Lie algebra of nilpotency index N.
Let L denote the collection of all two-dimensional arrays of non-negative integers with rows
indexed by ∆+ and columns indexed by { 0, . . . ,N }, with only a finite number of non-zero
entries. For any χ ∈ Q+, let
Lχ = {L ∈ L | χ =
∑
α∈∆+
∑
06d6N
Lα,d α } .
The entries of an array in Lχ specify the multiplicity of each positive root in each homoge-
neous degree component of a partition of χ, i. e.
λ ∈ Pχ ⇐⇒ ( |λ
α,d| )α∈∆+,
06d6N
∈ Lχ.
Let
PL = { λ ∈ P | |λ
α,d| = Lα,d, for all α ∈ ∆+, 0 6 d 6 N } .
Then for any L ∈ L, PL is a non-empty finite set; if the root spaces of g are one-dimensional,
then PL is a singleton. The set Lχ parameterizes a disjoint union decomposition of the set
Pχ:
(5.1) Pχ =
⊔
L∈Lχ
PL.
For any S ⊂ P, let
span(S) = span
k
{ y(λ) | λ ∈ S } ,
so that, for example, span(P) = U(gˆ−) and span(Pχ) = U(gˆ−)
−χ for any χ ∈ Q+. For any
χ ∈ Q+, the decomposition (5.1) of Pχ defines a decomposition of U(gˆ−)
−χ = span(Pχ):
U(gˆ−)
−χ =
⊕
L∈Lχ
span(PL).
We construct an ordering of the set Lχ and show that, relative to this ordering, any matrix
expression of the modified Shapovalov form Bχ for gˆ is block-upper-triangular (cf. Theorem
5.14). The following Corollary, immediate from Theorem 5.14, provides a multiplicative
decomposition of the Shapovalov determinant, and is the most important result of this
section.
Corollary 5.2. Let χ ∈ Q+. Then
detBχ =
∏
L∈Lχ
detBχ|span(PL).
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5.1. An order on Lχ. Write N = { 0, 1, 2, 3, . . .} for the set of natural numbers, and fix an
arbitrary linearization of the partial order on Q+. If X is a set with a linear order, write
X† for the set X with the reverse order, i. e. x 6 y in X† if and only if x > y in X . For
example, the order on N† is such that 0 is maximal. Suppose that (Xi)i>1 is a sequence of
linearly ordered sets, and let
X = X1 ×X2 ×X3 × · · ·
denote the ordered Cartesian product. The set X carries an order <X defined by declaring,
for all tuples (xi), (yi) ∈ X , that (xi) <X (yi) if and only if there exists some m > 1 such
that xi = yi for all 1 6 i < m, and xm < ym. This order on X is linear, and is called
the lexicographic order (or dictionary order). Fix an arbitrary enumeration of the countable
set ∆+ × { 0, 1, . . . ,N }. Consider L as a subset of the ordered Cartesian product of copies
of the set N indexed by this enumeration. Write L(6) for the set L with the associated
lexicographic order. For any L ∈ L, write
∆(L) = (
∑
α∈∆+
Lα,0α,
∑
α∈∆+
Lα,1α, . . . ,
∑
α∈∆+
Lα,Nα) ∈ (Q+
†)N+1,
|L| = (
∑
α∈∆+
Lα,0,
∑
α∈∆+
Lα,1, . . . ,
∑
α∈∆+
Lα,N) ∈ N
† × NN.
For any χ ∈ Q+, define a map
θχ : Lχ → (Q+
†)N+1 × (N† × NN)× L(6)
by
θχ(L) = (∆(L), |L|, L), L ∈ Lχ.
Consider the sets (Q+
†)N+1 and N† × NN to both carry lexicographic orders. Thus the
Cartesian product
(5.3) (Q+
†)N+1 × (N† × NN)×L(6)
carries a lexicographic order, and this order is linear. For any χ ∈ Q+, we consider the set
Lχ to carry the linear order defined by the injective map θχ and the linearly ordered set
(5.3).
5.2. Decomposition of the Shapovalov Form.
Lemma 5.4. For any partitions λ, µ ∈ P,
x(λ)y(µ) = x(λ0)y(µN)x(λ1)y(µN−1) · · ·x(λN)y(µ0).
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Proof. By choice of order for the basis { x(γ) | γ ∈ Cˆ } of gˆ+, and since y(µ) = ω(x(µ)), by
definition,
x(λ)y(µ) = x(λ0) · · ·x(λN)y(µN) · · ·y(µ0).
As [ x(λi), y(µj) ] = 0 if i+ j > N, the claim follows. 
Proposition 5.5. Suppose that λ, µ ∈ Pχ, χ ∈ Q+, and further that ∆(λ
d) = ∆(µd), for
all 0 6 d 6 k, for some 0 6 k 6 N. Then
B
(
y(λ), y(µ)
)
=
∏
06d6k
B
(
y(λd), y(µd)
)
· B
(
y(λ′), y(µ′)
)
,
where λ′ =
⋃
k<d6N λ
d and µ′ =
⋃
k<d6N µ
d.
Proof. Under the hypotheses of the claim,
B
(
y(λ), y(µ)
)
= q(x(λ)y(µ⋆))
= q(x(λ0)y((µ⋆)N)x(λ1)y((µ⋆)N−1) · · ·x(λN)y((µ⋆)0))
(by Lemma 5.4)
= q(x(λ0)y((µ0)
⋆
)x(λ1)y((µ1)
⋆
) · · ·x(λN)y((µN)
⋆
))
=
∏
06d6k
q(x(λd)y(µd
⋆
)) · q(x(λk+1)y((µk+1)
⋆
) · · ·x(λN)y((µN)
⋆
))
(since q|U(gˆ)0 is an algebra homomorphism)
=
∏
06d6k
q(x(λd)y(µd
⋆
)) ·B
(
y(λ′), y(µ′)
)
(by Lemma 5.4)
= (
∏
06d6k
B
(
y(λd), y(µd)
)
) ·B
(
y(λ′), y(µ′)
)
. 
Lemma 5.6. Suppose that λ, µ ∈ P are partitions of homogeneous degree d.
i. If d = 0 and |λ| < |µ|, or if d > 0 and |λ| > |µ|, then B
(
y(λ), y(µ)
)
= 0.
ii. If |λ| = |µ| and |λα| 6= |µα| for some α ∈ ∆+, then B
(
y(λ), y(µ)
)
= 0.
Proof. This Lemma follows essentially from Lemma 3.7, applied to the Lie algebra with
triangular decomposition (gˆ, h0, hˆ, gˆ+, ω). Let λ, µ ∈ P be partitions of homogeneous degree
d. Since
x(λ)y(µ⋆) ∈ U(gˆ)|λ|d+|µ|(N−d),
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it follows from Lemma 4.1 that
(5.7) B
(
y(λ), y(µ)
)
∈ U(hˆ)|λ|d+|µ|(N−d).
On the other hand,
(5.8) deghˆB
(
y(λ), y(µ)
)
6 |λ|, |µ|
by Lemma 3.7. Therefore, if B
(
y(λ), y(µ)
)
6= 0, and
B
(
y(λ), y(µ)
)
∈ U(hˆ)m,
it must be that
(5.9) m 6 |λ|N and m 6 |µ|N,
since the degree of h ∈ hˆ in t is at most N. Combining (5.7) and (5.9), it follows that if
B
(
y(λ), y(µ)
)
6= 0, then
(5.10) |λ|d+ |µ|(N− d) 6 |λ|N,
and
(5.11) |λ|d+ |µ|(N− d) 6 |µ|N.
If d = 0, then inequality (5.10) becomes |µ| 6 |λ|. Hence, if d = 0, and |λ| < |µ|, then
B
(
y(λ), y(µ)
)
= 0. If d > 0, then inequality (5.11) yields |λ| 6 |µ|. Hence, if d > 0 and
|λ| > |µ|, it must be that B
(
y(λ), y(µ)
)
= 0. This proves part (i).
Suppose now that |λ| = |µ| = r, and that |λα| 6= |µα| for some α ∈ ∆+. Then, by Lemma
3.7, the inequality (5.8) becomes strict. Hence, if B
(
y(λ), y(µ)
)
6= 0, then the inequalities
(5.10) and (5.11) are also strict. These both yield rN < rN, which is absurd. Hence it must
be that B
(
y(λ), y(µ)
)
= 0, and part (ii) is proven. 
Lemma 5.12. Suppose that ν ∈ Q and ν 6∈ Q+. Then U(gˆ)
ν ⊂ gˆ−U(gˆ).
Proof. Because gˆ = gˆ−
⊕
(hˆ
⊕
gˆ+), we have U(gˆ) = U(gˆ−)
⊗
U(hˆ
⊕
gˆ+) by the PBW
Theorem. The set of all weights of the h0-module U(hˆ
⊕
gˆ+) is precisely Q+, and so, for any
ν ∈ Q,
(5.13) U(gˆ)ν =
∑
χ∈Q+
U(gˆ−)
ν−χ⊗U(hˆ⊕ gˆ+)χ.
Suppose that ν ∈ Q and ν 6∈ Q+. Then, in particular, ν − χ 6= 0, for any χ ∈ Q+, and so
U(gˆ−)
ν−χ ⊂ gˆ−U(gˆ).
Hence U(gˆ)ν ⊂ gˆ−U(gˆ) by equation (5.13). 
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Theorem 5.14. Suppose that χ ∈ Q+, and that L,M ∈ Lχ. If L > M , then
B
(
y(λ), y(µ)
)
= 0,
for all λ ∈ PL and µ ∈ PM .
Proof. Suppose that L,M ∈ Lχ and that L > M . Then one of the following hold:
• ∆(L) > ∆(M); or
• ∆(L) = ∆(M) and |L| > |M |; or
• ∆(L) = ∆(M), |L| = |M | and L > M in L(6).
Let λ ∈ PL and let µ ∈ PM .
Suppose that ∆(L) > ∆(M). Then there exists 0 6 l 6 N such that ∆(λd) = ∆(µd) for all
0 6 d < l, and ∆(λl) > ∆(µl) in Q+
†, i. e. ∆(λl) < ∆(µl) in Q+. If l > 0, then Proposition
5.5 with k = l − 1 gives that
(5.15) B
(
y(λ), y(µ)
)
= θ ·B
(
y(λ′), y(µ′)
)
for some θ ∈ S(hˆ), where λ′ =
⋃
l6d6N λ
d and µ′ =
⋃
l6d6N µ
d. In the remaining case where
l = 0, equation (5.15) holds with λ = λ′, µ = µ′ and θ = 1. By Lemma 5.4,
(5.16) B
(
y(λ′), y(µ′)
)
= q(x(λl)y((µ⋆)N−l) · · ·x(λN)y((µ⋆)0)).
Since ∆((µ⋆)N−l) = ∆(µl), the monomial x(λl)y((µ⋆)N−l) has weight ν = ∆(λl) − ∆(µl).
Now ν 6∈ Q+, since ∆(λ
l) < ∆(µl) in Q+, and so
x(λl)y((µ⋆)N−l) ∈ gˆ−U(gˆ)
by Lemma 5.12. Therefore
B
(
y(λ′), y(µ′)
)
= 0,
by equation (5.16) and the definition of the projection q. Hence B
(
y(λ), y(µ)
)
= 0 by
equation (5.15).
Suppose instead that ∆(L) = ∆(M). Then by Proposition 5.5,
B
(
y(λ), y(µ)
)
=
∏
06d6N
B
(
y(λd), y(µd)
)
.
Suppose that |L| > |M |. Then either |λd| < |µd|, with d = 0, or |λd| > |µd| for some
0 < d 6 N. In either case,
B
(
y(λd), y(µd)
)
= 0,
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by Lemma 5.6 part (i), applied to the partitions λd, µd. Suppose that |L| = |M | and that
L > M in L(6). Then
Lα,d 6=Mα,d for some α ∈ ∆+, 0 6 d 6 N,
so that |(λd)α| 6= |(µd)α|. Therefore, Lemma 5.6 part (ii), applied to the partitions λd, µd,
implies that B
(
y(λd), y(µd)
)
= 0. Hence B
(
y(λ), y(µ)
)
= 0. 
6. Values of the Shapovalov Form
Throughout this section, let (g, h0, h, g+, ω) denote a Lie algebra with triangular decompo-
sition, and let gˆ denote the truncated current Lie algebra of nilpotency index N associated
to g. In Section 5, the space U(gˆ−)
−χ is decomposed,
U(gˆ−)
−χ =
⊕
L∈Lχ
span(PL)
and it is demonstrated that the determinant of the (modified) Shapovalov form Bχ on
U(gˆ−)
−χ is the product of the determinants of the restrictions of Bχ to the spaces span(PL),
L ∈ Lχ. In this section, the restrictions B|span(PL) are studied. Firstly, the values ofB|span(PL)
with respect to the basis y(λ), λ ∈ PL, are calculated (cf. Proposition 6.3). This permits
the recognition of B|span(PL), in the case where g carries a non-degenerate pairing, as an
S(hˆ)-multiple of a non-degenerate bilinear form on span(PL) (cf. Theorem 6.20). The form
on span(PL) is constructed as a symmetric tensor power of the non-degenerate form on g.
6.1. Values of the restrictions B|span(PL). Whenever λ, µ ∈ P and |λ| = |µ| = n, let
S
(
λ, µ
)
=
∑
τ∈Sym(n)
∏
16i6n
[ x(λτ(i)), y(µi) ] ∈ S(hˆ),
where (λi) and (µi), 1 6 i 6 n are arbitrary enumerations of λ and µ, respectively.
Lemma 6.1. Suppose that λ, µ ∈ P and |λ| = |µ|.
i. S
(
λ, µ
)
= S
(
µ, λ
)
;
ii. if, in addition, λ and µ are homogeneous of degree-d in t, then
S
(
λ⋆, µ
)
= S
(
λ, µ⋆
)
.
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Proof. Let n = |λ| = |µ|, and choose some enumerations (λi), (µi), 1 6 i 6 n of λ and µ.
The anti-involution ω point-wise fixes S(hˆ), and so ω fixes S
(
λ, µ
)
. On the other hand,
ω(S
(
λ, µ
)
) =
∑
τ∈Sym(n)
∏
16i6n
ω([ x(λτ(i)), y(µi) ])
=
∑
τ∈Sym(n)
∏
16i6n
[ x(µi), y(λτ(i)) ]
= S
(
µ, λ
)
proving part (i). Suppose that λ, µ are homogeneous of degree-d in t. For each 1 6 i 6 n,
let ǫi, γi ∈ C be such that
λi = (ǫi, d), µi = (γi, d).
Then
(6.2) S
(
λ⋆, µ
)
=
∑
τ∈Sym(n)
∏
16i6n
[ x(ǫτ(i))⊗ t
N−d, y(γi)⊗ t
d ].
For any 1 6 i 6 n and τ ∈ Sym(n),
[ x(ǫτ(i))⊗ t
N−d, y(γi)⊗ t
d ] = [ x(ǫτ(i)), y(γi) ]⊗ t
N
= [x(ǫτ(i))⊗ t
d, y(γi)⊗ t
N−d ],
and hence S
(
λ⋆, µ
)
= S
(
λ, µ⋆
)
by equation (6.2), proving part (ii). 
Proposition 6.3. Suppose that L ∈ L, and that λ, µ ∈ PL. Then
(6.4) B
(
y(λ), y(µ)
)
=
∏
06d6N
∏
α∈∆+
S
(
λα,d, (µα,d)
⋆)
and B
(
y(λ), y(µ)
)
= B
(
y(µ), y(λ)
)
.
Proof. Let λ, µ ∈ PL, L ∈ L, and let 0 6 d 6 N. Then
|λα,d| = |µα,d| = Lα,d, α ∈ ∆+.
Write l = |λd| = |µd|. Then by Lemma 3.7, applied to the Lie algebra with triangular
decomposition (gˆ, h0, hˆ, gˆ+, ω),
deghˆB
(
y(λd), y(µd)
)
6 l,
and the degree-l component of B
(
y(λd), y(µd)
)
is given by
(6.5)
∏
α∈∆+
S
(
λα,d, (µα,d)
⋆)
,
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since B
(
y(λd), y(µd)
)
= q(x(λd)y(µd⋆)). By Lemma 4.1, and since ld+ l(N− d) = lN,
B
(
y(λd), y(µd)
)
∈ U(hˆ)lN.
Therefore deghˆB
(
y(λd), y(µd)
)
> l, since degtφ 6 N for any φ ∈ hˆ; and so B
(
y(λd), y(µd)
)
is homogeneous of degree-l in hˆ, and is equal to the expression (6.5). By Proposition 5.5,
B
(
y(λ), y(µ)
)
=
∏
06d6N
B
(
y(λd), y(µd)
)
,
and so the equation (6.4) follows. The symmetry of B|span(PL) follows from equation (6.4),
B
(
y(λ), y(µ)
)
=
∏
06d6N
∏
α∈∆+
S
(
λα,d, (µα,d)
⋆)
=
∏
06d6N
∏
α∈∆+
S
(
(µα,d)
⋆
, λα,d
)
=
∏
06d6N
∏
α∈∆+
S
(
µα,d, (λα,d)
⋆)
= B
(
y(µ), y(λ)
)
and parts (i) and (ii) of Lemma 6.1. 
6.2. Tensor powers of bilinear forms. If U , V are vector spaces, and φ : U × V → k is
a bilinear map, write
(6.6) φ˜ : U
⊗
V → k
for the unique linear map such that φ˜(u⊗ v) = φ(u, v) for all u ∈ U , v ∈ V .
Proposition 6.7. Suppose that U , V are vector spaces with bilinear forms. Then the vector
space U
⊗
V carries a bilinear form defined by
(6.8) ( u1 ⊗ v1 | u2 ⊗ v2 ) = ( u1 | u2 )( v1 | v2 ),
for all u1, u2 ∈ U and v1, v2 ∈ V . Moreover, if the forms on U and V are non-degenerate,
then so is the form on U
⊗
V .
Proof. Let φ : U × U → k, ψ : V × V → k denote the bilinear forms on U , V , respectively.
Let
ν : (U
⊗
U)× (V
⊗
V )→ k
be given by
ν(u1 ⊗ u2, v1 ⊗ v2) = φ˜(u1 ⊗ u2)ψ˜(v1 ⊗ v2),
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for all u1, u2 ∈ U , v1, v2 ∈ V , where the maps φ˜, ψ˜ are defined by (6.6). Then ν is bilinear,
and so defines a linear map
ν˜ : (U
⊗
U)
⊗
(V
⊗
V )→ k
by (6.6). Since
(U
⊗
U)
⊗
(V
⊗
V ) ∼= (U
⊗
V )
⊗
(U
⊗
V ),
the map ν˜ may be considered as a bilinear form
( · | · ) : (U
⊗
V )× (U
⊗
V )→ k.
Now if u1, u2 ∈ U , v1, v2 ∈ V , then
( u1 ⊗ v1 | u2 ⊗ v2 ) = ν˜(u1 ⊗ u2 ⊗ v1 ⊗ v2)
= ν(u1 ⊗ u2, v1 ⊗ v2)
= φ˜(u1 ⊗ u2)ψ˜(v1 ⊗ v2)
= φ(u1, u2)ψ(v1, v2),
and so this is the required bilinear form. The non-degeneracy claim follows immediately
from the definition (6.8) of the form. 
For any vector space U and non-negative integer n, write
Tn(U) = U
⊗
· · ·
⊗
U, (n times)
for the space of homogeneous degree-n tensors in U . For any ui ∈ U , 1 6 i 6 n, write⊗n
i=1 ui = u1 ⊗ · · · ⊗ un,
so that
Tn(U) = span {
⊗n
i=1 ui | ui ∈ U, 1 6 i 6 n } .
Write
u1 · · ·un =
n∏
i=1
ui =
1
n!
∑
σ∈Sym(n)
⊗n
i=1 uσ(i)
for the symmetric tensor in ui ∈ U , 1 6 i 6 n, and let
Sn(U) = span {
n∏
i=1
ui | ui ∈ U, 1 6 i 6 n }
denote the space of degree-n symmetric tensors in U . Let
T(U) =
⊕
n≥0
Tn(U), S(U) =
⊕
n≥0
Sn(U),
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denote the tensor and symmetric algebras over U , respectively.
Proposition 6.9. Suppose that U is a vector space endowed with a bilinear form, and that
n > 0. Then Sn(U) carries a bilinear form defined by
(
n∏
i=1
ui |
n∏
i=1
vi ) =
1
n!
∑
τ∈Sym(n)
n∏
i=1
( ui | vτ(i) ),
for any ui, vi ∈ U , 1 6 i 6 n. Moreover, if the form on U is non-degenerate, then so is the
form on Sn(U).
Proof. Let A(U) denote the two-sided ideal of T(U) generated by the elements of the set
{ u1 ⊗ u2 − u2 ⊗ u1 | u1, u2 ∈ U } .
Then T(U) = S(U)
⊕
A(U) is a direct sum of graded vector spaces. Hence, for any n > 0,
(6.10) Tn(U) = Sn(U)
⊕
An(U)
is a direct sum of vector spaces, where An(U) denotes the homogeneous degree-n component
of A(U). By Proposition 6.7, the tensor power Tn(U) carries a bilinear form defined by
(6.11) (
⊗n
i=1 ui |
⊗n
i=1 vi ) =
n∏
i=1
( ui | vi ), ui, vi ∈ U, 1 6 i 6 n.
Observe that for any ui, vi ∈ U , 1 6 i 6 n,
∑
σ∈Sym(n)
n∏
i=1
( ui | vσ(i) )
is independent of the enumeration of the elements v1, . . . , vn. It follows that the direct sum
(6.10) is orthogonal, with respect to the bilinear form (6.11). A form is defined on Sn(U) by
restriction of the form on Tn(U). For any ui, vi ∈ U , 1 6 i 6 n,
(
n∏
i=1
ui |
n∏
i=1
vi ) = (
1
n!
)2
∑
σ∈Sym(n)
∑
τ∈Sym(n)
n∏
i=1
( uσ(i) | vτ(i) )
=
1
n!
∑
τ∈Sym(n)
n∏
i=1
( ui | vτ(i) ).
Hence Sn(U) carries the required bilinear form. If the form on U is non-degenerate, then by
Proposition 6.7 the form on Tn(U) is non-degenerate, and since the sum (6.10) is orthogonal,
the restriction of the form to Sn(U) is non-degenerate also. 
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6.3. Lie algebras with non-degenerate pairing. A Lie algebra with triangular decom-
position (g, h0, h, g+, ω) is said to have non-degenerate pairing if for all α ∈ ∆, there exists
a non-zero h(α) ∈ h, and a non-degenerate bilinear form
(·, ·)α : g
α × gα → k,
such that
(6.12) [x1, ω(x2) ] = (x1, x2)α h(α),
for all x1, x2 ∈ g
α.
If g has a non-degenerate pairing, then for any α ∈ ∆, the space
[gα, g−α ] = [g−α, gα ]
is one-dimensional, and so the elements h(α) and h(−α) can differ only by a non-zero scalar.
Example 6.13. Let g be a symmetrizable Kac-Moody Lie algebra over k (cf. Example 2.3),
and let ( · | · ) denote a standard bilinear form on g (as per [8, page 20]). The restriction of
this form to h is non-degenerate. Therefore, for any χ ∈ h∗, there exists a unique h(χ) ∈ h
such that
〈χ, h〉 = ( h(χ) | h ) h ∈ h.
The map h : h∗ → h is a linear isomorphism. For any α ∈ ∆, let
(·, ·)α : g
α × gα → k,
be given by
(x1, x2)α = ( x1 | ω(x2) ), x1, x2 ∈ g
α.
Then for any α ∈ ∆, the form (·, ·)α is non-degenerate, and is such that equation (6.12)
holds (see, for example, Theorem 2.2 of [8]). Hence g carries a non-degenerate pairing.
Example 6.14. Suppose that g is a Lie algebra with triangular decomposition, such that
for any root α ∈ ∆,
dimgα = dimg−α = 1, and [gα, g−α ] 6= 0.
Then for each α ∈ ∆, we may choose an arbitrary non-zero
h(α) ∈ [gα, g−α ]
and let the form (·, ·)α : g
α × gα → k be defined by equation (6.12).
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Example 6.15. Let g denote the Virasoro algebra (cf. Example 2.4). Let α ∈ ∆, and let m
be the non-zero integer such that α = mδ. Then
gα = kLm, g
−α = kL−m,
and [Lm,L−m ] = 2mL0 + ψ(m)c is non-zero. Therefore, by Example 6.14, g carries a non-
degenerate pairing, with
h(α) = 2mL0 + ψ(m)c, α = mδ.
Example 6.16. The Heisenberg Lie algebra a carries a non-degenerate pairing (cf. Example
2.5). Let α ∈ ∆, and let m be the non-zero integer such that α = mδ. Then
aα = kam, a
−α = ka−m,
and [ am, a−m ] = m~ is non-zero. Therefore, by Example 6.14, a carries a non-degenerate
pairing, with
h(α) = m~, α = mδ.
Suppose that (g, h0, h, g+, ω) is a Lie algebra with triangular decomposition and non-degenerate
pairing, and let gˆ denote the truncated current Lie algebra with nilpotency index N associ-
ated to g. Non-degenerate bilinear forms are defined on the homogeneous degree components
of the roots spaces of gˆ in the following manner. For all α ∈ ∆+ and 0 6 d 6 N, define a
non-degenerate bilinear form (·, ·)α,d on g
α ⊗ td by
(6.17)
(
x1 ⊗ t
d, x2 ⊗ t
d
)
α,d
= (x1, x2)α , x1, x2 ∈ g
α.
For all α ∈ ∆+ and 0 6 d 6 N, let
Cˆα,d = { γ ∈ Cˆ | ∆(γ) = α, degtγ = d } .
Lemma 6.18. Let α ∈ ∆+ and let 0 6 d 6 N. Then,
[ x(φ), y(ψ⋆) ] = (x(φ), x(ψ))α,d h(α)⊗ t
N,
for all φ, ψ ∈ Cˆα,d.
Proof. Let φ′, ψ′ ∈ C be such that φ = (φ′, d) and ψ = (ψ′, d). Then
y(ψ⋆) = y(ψ′)⊗ tN−d = ω(x(ψ′))⊗ tN−d,
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and x(φ) = x(φ′)⊗ td. Therefore
[ x(φ), y(ψ⋆) ] = [ x(φ′), ω(x(ψ′)) ]⊗ tN
= (x(φ′), x(ψ′))α h(α)⊗ t
N
= (x(φ), x(ψ))α,d h(α)⊗ t
N,
by equation (6.17). 
6.4. Recognition of the restrictions B|span(PL). For any L ∈ L, let
AL =
⊗
06d6N
⊗
α∈∆+
SLα,d(gα ⊗ td).
The vector space AL has a basis parameterized by the partitions in PL:
PL ∋ λ ↔ x¯(λ) ∈ AL,
where, for all λ ∈ P,
x¯(λ) =
⊗
06d6N
⊗
α∈∆+
∏
γ∈λα,d
x(γ).
Proposition 6.19. Let α ∈ ∆+ and 0 6 d 6 N. If λ, µ ∈ P are partitions with components
in Cˆα,d such that |λ| = |µ| = k, then
S
(
λ, µ⋆
)
= k! (h(α)⊗ tN)k ( x¯(λ) | x¯(µ) )
where ( · | · ) is the form on Sk(gα ⊗ td) defined by the form on gα ⊗ td and Proposition 6.9.
Proof. The claim follows from Lemma 6.18 and the definition of the form on Sk(gα ⊗ td).
Let (λi) and (µi), 1 6 i 6 k be any enumerations of λ and µ, respectively. Then:
S
(
λ, µ⋆
)
=
∑
τ∈Sym(k)
∏
16i6k
[ x(λτ(i)), y(µi
⋆) ]
=
∑
τ∈Sym(k)
∏
16i6k
(
x(λτ(i)), x(µi)
)
α,d
h(α)⊗ tN
= k! (h(α)⊗ tN)k
1
k!
∑
τ∈Sym(k)
∏
16i6k
(
x(λτ(i)), x(µi)
)
α,d
= k! (h(α)⊗ tN)k ( x¯(λ) | x¯(µ) ). 
For any L ∈ L, the vector spaces span(PL) and AL are isomorphic by linear extension of the
correspondence
y(λ) ↔ x¯(λ), λ ∈ PL.
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Let ( · | · ) denote the non-degenerate form on AL defined by the forms (6.17) on g
α⊗ td and
by Propositions 6.7 and 6.9. So
( x¯(λ) | x¯(µ) ) =
∏
06d6N
∏
α∈∆+
( x¯(λα,d) | x¯(µα,d) ),
for all λ, µ ∈ PL, where ( x¯(λ
α,d) | x¯(µα,d) ) is defined by Proposition 6.9. Let JL be the
bilinear form on span(PL) given by bilinear extension of
JL (y(λ), y(µ)) = ( x¯(λ) | x¯(µ) ), λ, µ ∈ PL.
Then the form JL is non-degenerate.
Theorem 6.20. For any L ∈ L,
B|span(PL) = h(L) · JL
where h(L) ∈ S(hˆ) is given by
h(L) =
∏
06d6N
∏
α∈∆+
(Lα,d!) (h(α)⊗ t
N)Lα,d.
Proof. Let λ, µ ∈ PL. Then:
B
(
y(λ), y(µ)
)
=
∏
06d6N
∏
α∈∆+
S
(
λα,d, (µα,d)
⋆)
(by Proposition 6.3)
=
∏
06d6N
∏
α∈∆+
(Lα,d!) (h(α)⊗ t
N)Lα,d( x¯(λα,d) | x¯(µα,d) )
(by Proposition 6.19)
=
[ ∏
06d6N
∏
α∈∆+
(Lα,d!) (h(α)⊗ t
N)Lα,d
]
· ( x¯(λ) | x¯(µ) )
= h(L) · JL (y(λ), y(µ)) .
The set { y(λ) | λ ∈ PL } forms a basis for span(PL), and so the equality follows. 
7. Reducibility Conditions for Verma Modules
Let (g, h0, h, g+, ω) denote a Lie algebra with triangular decomposition and non-degenerate
pairing, and let (gˆ, h0, hˆ, gˆ+, ω) denote the truncated current Lie algebra of nilpotency index
N associated to g. In this section we establish reducibility criterion for a Verma module
M(Λ) for gˆ in terms of evaluations of the functional Λ ∈ hˆ∗. We then interpret this result
separately for the semisimple finite-dimensional Lie algebras, for the affine Kac-Moody Lie
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algebras, for the symmetrizable Kac-Moody Lie algebras, for the Virasoro algebra and for
the Heisenberg algebra.
Theorem 7.1. Let Λ ∈ hˆ∗ and let χ ∈ Q+.
i. The Verma module M(Λ) for gˆ contains a non-zero primitive vector of weight Λ|h0−χ
if and only if
(7.2) 〈ΛN,h(α)〉 = 0
for some α ∈ ∆+ such that χ− α ∈ Q+;
ii. M(Λ) is reducible if and only if equation (7.2) holds for some α ∈ ∆.
Proof. Let Λ ∈ hˆ∗ and let α ∈ ∆+. By Proposition 3.4, the Verma module M(Λ) has a
non-zero primitive vector of weight Λ|h0−χ if and only if the form Fχ(Λ) is degenerate. The
determinants detFχ and detBχ can differ only in sign, and
detFχ(Λ) = 〈Λ, detFχ〉.
Hence such a primitive vector exists if and only if 〈Λ, detBχ〉 vanishes. Now
〈Λ, detBχ〉 = 〈Λ,
∏
L∈Lχ
detB|span(PL)〉
(by Corollary 5.2)
= 〈Λ,
∏
L∈Lχ
detJL · h(L)
|PL|〉
(by Theorem 6.20)
=
∏
L∈Lχ
detJL · 〈Λ,h(L)〉
|PL|.
For any L ∈ Lχ, the form JL is non-degenerate, and so detJL is a non-zero scalar. Hence
〈Λ, detBχ〉 vanishes if and only if 〈Λ,h(L)〉 vanishes for some L ∈ Lχ. As
h(L) =
∏
06d6N
∏
α∈∆+
(Lα,d!) (h(α)⊗ t
N)Lα,d,
〈Λ, detBχ〉 vanishes if and only if 〈Λ,h(α) ⊗ t
N〉 is zero for some α ∈ ∆+ for which there
exists L ∈ Lχ and 0 6 d 6 N with Lα,d > 0. This condition on α is equivalent to requiring
that there exist some partition µ ∈ Pχ for which |µ
α| > 0, which occurs precisely when
χ − α ∈ Q+. Hence the first part is proven; as h(α) and h(−α) are proportional, for any
α ∈ ∆, the second part follows. 
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It is apparent from Theorem 7.1 that the reducibility of a Verma module M(Λ) for gˆ depends
only upon ΛN.
7.1. Symmetrizable Kac-Moody Lie Algebras. Let g be a symmetrizable Kac-Moody
Lie algebra as per Examples 2.3 and 6.13. The map
h : h∗ → h,
from Example 6.13 transports the non-degenerate form ( · | · ) on h to the space h∗ via
( χ | γ ) = ( h(χ) | h(γ) ), χ, γ ∈ h∗.
Hence, for any Λ ∈ hˆ∗ and α ∈ ∆,
〈ΛN,h(α)〉 = ( h(ΛN) | h(α) ) = ( ΛN | α ),
by definition of the map h. The following Corollary of Theorem 7.1 may be viewed as a
generalization of Corollary 7.4.
Corollary 7.3. Let g be a symmetrizable Kac-Moody Lie algebra, and let gˆ denote the
truncated current Lie algebra of nilpotency index N associated to g. Then, for any Λ ∈ hˆ∗,
the Verma module M(Λ) for gˆ is reducible if and only if ΛN is orthogonal to some root of g
with respect to the symmetric bilinear form.
7.2. Finite-dimensional semisimple Lie algebras. The following Corollary is a special
case of Corollary 7.3.
Corollary 7.4. Let g be a finite-dimensional semisimple Lie algebra, and let gˆ denote the
truncated current Lie algebra of nilpotency index N associated to g. Then, for any Λ ∈ hˆ∗,
the Verma module M(Λ) for gˆ is reducible if and only if ΛN is orthogonal to some root of g
in the geometry defined by the Killing form.
Hence the reducibility criterion for Verma modules for gˆ can be described by a finite union
of hyperplanes in h∗.
Example 7.5. Figures 1 and 2 illustrate the reducibility criterion for the Lie algebras g over
R with root systems A2 and G2, respectively. Roots are drawn as arrows. A Verma module
M(Λ) for gˆ is reducible if and only if ΛN belongs to the union of hyperplanes indicated.
7.3. Affine Kac-Moody Lie algebras. We refine the criterion of Corollary 7.3 for the
affine Kac-Moody Lie algebras. Let g˙ denote a finite-dimensional semisimple Lie algebra
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Figure 1. Criterion for A2 Figure 2. Criterion for G2
over the field k with Cartan subalgebra h˙, root system ∆˙ and Killing form ( · | · ). Let g
denote the affinization of g˙,
g = g˙⊗ k[s, s−1]⊕ kc⊕ kd,
with Lie bracket relations
[x⊗ sm, y⊗ sn ] = [x, y ]⊗ sm+n+mδm,−n( x | y )c, [ d, x⊗ s
m ] = mx⊗ sm, [ c, g ] = 0,
for all x, y ∈ g˙ and m,n ∈ Z. Let ∆ denote the root system of g, and let
h = h˙⊕ kc⊕ kd,
denote the Cartan subalgebra. Consider any Λ ∈ h˙∗ as a functional on h by declaring
Λ(c) = Λ(d) = 0.
This identifies h˙∗ with a subspace of h∗. Let δ, τ ∈ h∗ be given by
〈δ, h˙〉 = 0, 〈δ, c〉 = 0, 〈δ, d〉 = 1,
〈τ, h˙〉 = 0, 〈τ, c〉 = 1, 〈τ, d〉 = 0,
so that
(7.6) h∗ = h˙∗ ⊕ kδ⊕ kτ.
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The symmetric bilinear form ( · | · ) on h∗ may be obtained as an extension of the Killing
form on h˙∗, via
(7.7) ( δ | h˙∗ ) = ( τ | h˙∗ ) = 0, ( δ | δ ) = ( τ | τ ) = 0, ( δ | τ ) = 1.
The sum (7.6) is orthogonal with respect to this form. For any Λ ∈ h∗, let Λ˜ ∈ h˙∗ denote the
projection of Λ on to h˙∗ defined by the decomposition (7.6). The root system ∆ = ∆re∪∆im
of g is given by,
(7.8) ∆re = {α+mδ | α ∈ ∆˙, m ∈ Z } , ∆im = {mδ | m ∈ Z, m 6= 0 } .
Corollary 7.9. Let g denote an affine Kac-Moody Lie algebra, and let gˆ denote the truncated
current Lie algebra of nilpotency index N associated to g. Then, for any Λ ∈ hˆ∗, the Verma
module M(Λ) for gˆ is reducible if and only if 〈ΛN, c〉 = 0 or ( Λ˜N | α ) = m 〈ΛN, c〉 for some
α ∈ ∆˙ and m ∈ Z.
Proof. It is immediate from (7.6) and (7.7) that
Λ = Λ˜ + ( Λ | τ )δ+ ( Λ | δ )τ.
Hence
〈Λ, c〉 = ( Λ | δ )〈τ, c〉 = ( Λ | δ ).
Therefore 〈Λ, c〉 = 0 if and only if ( Λ | β ) = 0 for some β ∈ ∆im. For α ∈ ∆˙ and m ∈ Z,
( Λ | α +mδ ) = ( Λ | α ) +m( Λ | δ ) = ( Λ˜ | α ) +m〈Λ, c〉
and so ( Λ | α + mδ ) = 0 if and only if ( Λ˜ | α ) = −m〈Λ, c〉. The claim now follows from
(7.8) and Corollary 7.3. 
Example 7.10. Figures 3, 4 and 5 illustrate the reducibility criterion of Corollary 7.9 in the
case where k = R and g˙ is the Lie algebra with root systems A2, B2 and G2, respectively.
A Verma module M(Λ) for gˆ is reducible if and only if Λ˜N belongs to the described infinite
union of hyperplanes, where the length of the dashed line segment is |〈ΛN, c〉| times the
length of a short root for g˙.
7.4. The Virasoro Algebra. The following Corollary is immediate from Theorem 7.1 and
Examples 2.4 and 6.15.
Corollary 7.11. Let g denote the Virasoro algebra, and let gˆ denote the truncated current
Lie algebra of nilpotency index N associated to g. Then, for any Λ ∈ hˆ∗, the Verma module
M(Λ) for gˆ is reducible if and only if
2m〈ΛN,L0〉+ ψ(m)〈ΛN, c〉 = 0,
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Figure 3. Criterion for affine A2 Figure 4. Criterion for affine B2
Figure 5. Criterion for affine G2
for some non-zero integer m.
Hence, if ψ is defined by ψ(m) = m
3−m
12
and k = R, a Verma module M(Λ) for gˆ is reducible
if and only if ΛN belongs to the infinite union of hyperplanes indicated in Figure 6. The
extension of a functional in the horizontal and vertical directions is determined by evaluations
at c and L0, respectively.
7.5. The Heisenberg Algebra. The following Corollary is immediate from Theorem 7.1
and Examples 2.5 and 6.16.
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Figure 6. Criterion for the Virasoro algebra
Corollary 7.12. Let aˆ denote the truncated current Lie algebra of nilpotency index N
associated to the Heisenberg algebra a. Then, for any Λ ∈ hˆ∗, a Verma module M(Λ) for aˆ
is reducible if and only if 〈ΛN, ~〉 = 0.
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Appendix A. Characters of Irreducible Highest-Weight Modules for
Truncated Current Lie Algebras
Let g denote a Lie algebra with triangular decomposition and non-degenerate pairing, and let
gˆ denote the truncated current Lie algebra of nilpotency index N associated to g. Theorem 7.1
describes a reducibility criterion for Verma modules for gˆ, but provides little information on
the size of the maximal submodule. This appendix describes the characters of the irreducible
highest-weight gˆ-modules under the assumption that h is one-dimensional (and hence h0 = h).
For example, g may be the Lie algebra sl(2), the Witt algebra, or a modified Heisenberg
algebra.
For any γ ∈ h∗, let L(γ) denote the irreducible highest-weight g-module of highest-weight
γ, and for any Λ ∈ hˆ∗, let L(Λ) denote the irreducible highest-weight gˆ-module of highest
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weight Λ. Let
{ eχ | χ ∈ h∗ }
denote a multiplicative copy of the additive group h∗, so that
eχ · eγ = eχ+γ, χ, γ ∈ h∗.
If M is a vector space graded by h∗, M = ⊕χ∈h∗M
χ, such that all components Mχ are
finite-dimensional, write
charM =
∑
χ∈h∗
(dimMχ) eχ.
Proposition A.1. Let g, gˆ be as above, and let Λ ∈ hˆ∗. Let 0 6 m 6 N be minimal such
that Λn = 0 for all m < n 6 N. Then, if m > 0,
charL(Λ) = eΛ0 · (charU(g−))
m,
and if m = 0, then L(Λ) is a g-module isomorphic to L(Λ0).
Proof. Suppose that m = 0. Since g is the quotient of gˆ by the ideal ⊕0<i6Ng ⊗ t
i, the
g-module L(Λ0) is a natural gˆ-module. Moreover, L(Λ0) is an irreducible highest-weight
gˆ-module of highest-weight Λ, and so L(Λ0) ∼= L(Λ).
Suppose instead that m > 0. Then it must be that Λm 6= 0. Let gˆ
′ denote the truncated
current Lie algebra of nilpotency index m associated to g. Let
Λ′ = (Λ0, . . . ,Λm) ∈ (hˆ
′)∗,
and let M(Λ′) denote the Verma module for gˆ′ of highest-weight Λ′. Since gˆ′ is the quotient
of gˆ by the ideal ⊕m<i6Ng⊗ t
i, the gˆ′-module M(Λ′) is a natural gˆ-module. Moreover, M(Λ′)
is of highest-weight Λ as a gˆ-module. Since h is one-dimensional, M(Λ′) is an irreducible
gˆ′-module, by Theorem 7.1. Hence M(Λ′) is the irreducible gˆ-module of highest-weight Λ,
i. e. L(Λ) ∼= M(Λ′) as gˆ-modules. In particular, L(Λ) and M(Λ′) are isomorphic as hˆ∗-graded
vector spaces. Now
charM(Λ′) = eΛ0 · (charU(g−))
m
by Proposition 3.3 part (ii), and so the claim follows. 
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Appendix B. Imaginary Highest-Weight Theory for Truncated Current Lie
Algebras
Let g˙ denote the finite-dimensional Lie algebra sl(2) over the field k, with root system
∆˙ = {±α }, and let g denote the affinization of g˙ (cf. Subsection 7.3). Let h denote the
Cartan subalgebra of g, let ∆ denote the root system, and let δ denote the fundamental
imaginary root. Let
∆+ = {α+mδ | m ∈ Z } ∪ {mδ | m ∈ Z, m > 0 } ,
so that ∆ = ∆+ ∪ −∆+. Let
g+ = ⊕β∈∆+g
β , g+ = ⊕β∈∆+g
−β,
so that
(B.1) g = g− ⊕ h⊕ g+.
The subset ∆+ ⊂ ∆ is called the imaginary partition of the root system. The decomposition
(B.1) defined by ∆+ does not satisfy the axioms of a triangular decomposition in the sense
of Section 2, nor in the sense of [10]: the additive semigroup Q+ generated by ∆+ is not
generated by any linearly independent subset ofQ+. Nevertheless, there exists a non-classical
highest-weight theory for g defined by the decomposition (B.1). This imaginary highest-
weight theory, pioneered by Futorny, is remarkably different from classical highest-weight
theory ([3], [4], [14]). In particular, weight spaces of imaginary highest-weight modules may
be infinite-dimensional.
Let gˆ denote the truncated current Lie algebra of nilpotency index N associated to g. We
investigate the difficulty inherent in employing our techniques to derive reducibility criterion
for the Verma modules M(Λ) for gˆ, Λ ∈ hˆ∗. The Theorem 6.20 holds in this setting. However,
as we shall see, the degeneracy of an evaluation 〈Λ,Bχ〉 of the modified Shapovalov form
may not be deduced from the degeneracy of the evaluations 〈Λ,B|span(PL)〉, where L ∈ Pχ.
Let N = 1, and as per Sections 3 and 4, let
C = ∆+, Cˆ = C × { 0, 1 } .
All root spaces of g are one-dimensional, so the choice of basis for g+
C ∋ β ↔ x(β) ∈ gβ
is unique up to scalar multiples. Fix the order of the basis elements { x(γ) | γ ∈ Cˆ } by
firstly comparing degree in the indeterminate t, and secondly by the following order of
40
{ x(β) | β ∈ C }:
· · ·x(α− 2δ), x(α − δ), x(α), x(α + δ), x(α+ 2δ), · · · · · ·x(δ), x(2δ), · · ·
For any integer m > 0, define partitions
µm = { (α−mδ, 0) }∪{ (δ, 0) (m times) } , γm = { (α−mδ, 1) }∪{ (δ, 1) (m times) } ,
and λ = { (α, 0) }. Let χ = α ∈ Q+. Then
{ λ } ∪ {µm, γm | m > 0 } ⊂ Pχ.
Elementary computation using the Lie bracket relations shows that, for any m > 0,
B
(
y(λ), y(γm)
)
= (−2)mh(α−mδ)⊗ t0, B
(
y(µm), y(λ)
)
= (−2)mh(α−mδ)⊗ t1.
Hence, if the basis { y(µ) | µ ∈ Pχ } is to be linearly ordered so that the matrix representation
of Bχ is upper triangular, then it must be that both
y(µm) < y(λ), y(λ) < y(γm),
for all m > 0. Thus the matrix of Bχ would be bilaterally infinite.
The degeneracy of a bilaterally-infinite upper-triangular matrix can not be determined from
its diagonal entries, as the following simple example demonstrates. Let V denote the vector
space with basis the symbols
(B.2) { vm | m ∈ Z }
and let Φ : V → V be defined by linear extension of the rule
Φ : vm 7→ vm+1, m ∈ Z.
Then Φ is an automorphism of V . Order the basis elements (B.2) by their indices. Then the
matrix representation M of Φ with respect to this ordered basis will be upper triangular, in
the sense that Mi,j = 0 whenever i > j. However, the diagonal entries Mi,i are all identically
zero.
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