The effect of variance estimation of regression coefficients when disturbances are serially correlated in time series regression models is studied. Variance estimation enters into confidence interval estimation, hypotheses testing, spectrum estimation, and expressions for the estimated standard error of prediction. Using computer simulations, the robustness of various estimators, including Estimated Generalized Least Squares (EGLS) was considered. The estimates of variance of the coefficient estimators produced by computer packages were considered. Models were generated with a second order auto-correlated error structure, considering the robustness of estimators based upon misspecified order. Ordinary Least Squares (OLS) (order zero) estimates outperformed first order EGLS. A full comparison of order zero and four estimators indicate that over specification is preferable to under specification.
Introduction
In the standard linear regression model, y X u = β+ , (1) where y is the ( ) 1 T × response variable; X is an ( ) k T × model matrix; β is a ( ) 1 k × vector of unknown regression parameters; and u is a ( ) 1 T × random vector of disturbances, it is well known that Ordinary Least Squares (OLS) yield unbiased, but inefficient estimates for the regression parameters with serially correlated disturbance structures. OLS regression estimates have larger sampling variances than the Generalized Least Squares (GLS) estimator which accounts for auto-correlated nature of disturbances.
An important consideration is the estimation of the standard errors of the estimators, because estimates of the variance enter into usual inference procedures such as prediction and confidence intervals, hypotheses testing, spectrum estimation, expressions for Samir Safi is Community Service and Continuing Education Dean. E-mail: samirsafi@gmail.com. the estimated standard error of prediction, and other inferential procedures.
In practice, if using a statistical package to compute the OLS estimators the variance estimate produced would be based on GLS estimation ( Σ known), on the other hand, the variance estimate is unbiased for the true variance of the GLS estimator. It is unclear, however, how the variance estimators for EGLS estimation behave. In order to investigate how well the variance estimators function in the different cases, the ratio of the variance of the OLS estimated variance to that for the estimated GLS estimators from the simulation results was computed.
The most commonly assumed process in both theoretical and empirical studies is the firstorder autoregressive process, or AR(1), which can be represented in the autoregressive form as ( )
where ρ is the first order autoregressive disturbance parameter. The second-order autoregressive process, or AR(2) error process, may be written φ are the second-order autoregressive disturbance parameters. Numerous articles describe the efficiency of the OLS coefficient estimator relative to the GLS estimator which takes this correlation into account. Safi & White (2006) have shown that, if the error structure is autoregressive and the dependent variable is non-stochastic and linear or quadratic, the OLS estimator performs nearly as well as its competitors. When faced with an unknown error structure, however, AR(4) may offer the best choice. Koreisha & Fang (2004) investigated the impact that the EIGLS correction may have on forecast performance. They found that, for predictive purposes, not much is gained in trying to identify the actual order and form of the autocorrelated disturbances or in using more complicated estimation methods such as GLS or MLE procedures which often require inversion of large matrices. Krämer & Marmol (2002) showed that OLS and GLS are asymptotically equivalent in the linear regression model with AR(p) disturbance and a wide range of trending independent variables, and that OLS based statistical inference is still meaningful after proper adjustment of the test statistics. Grenander & Rosenblatt (1957) gave necessary and sufficient conditions for X such that the OLS and GLS estimators have the same asymptotic covariance matrix. This class of X matrices includes polynomial and trigonometric polynomial functions of time.
In addition, it is known from Anderson's (1948) results that if the columns of observations on k independent variables are linearly dependent on a set of k eigen vectors of the variance matrix of the errors, then the efficiency of the OLS estimator will be identical with the GLS estimator for most values of the autocorrelation coefficient 1 ρ < . By contrast, if this matrix is allowed to vary arbitrarily, the efficiency of the OLS relative to the GLS estimator with a known autocorrelation coefficient can approach zero. Good references of techniques for analysis in time series models are Anderson (1971) and Fuller (1996) . The GLS estimator based on an under parameterized AR(1) disturbance model structure with an estimated AR(1) coefficient denoted, EIGLS-AR(1) will have the highest variance estimation among the other estimators. For example, for some cases the variance estimation of EIGLS-AR(1) is at least more than six times higher than the OLS estimator. This indicates that EIGLS-AR(1) can be much less efficient than OLS.
This article is organized as follows: Simulation setup, definitions of the mean squared error of the variance for each of the regression coefficients, the bias and the variance of the estimated variance, and the ratio of the variance of the OLS estimated variance to that of four GLS estimators are introduced. Complete simulation results based on the variance of OLS and GLS estimated variance of each of the regression coefficients are shown and the ratio of variance estimation of OLS to that of GLS estimators for each of the regression coefficients is discussed. This simulation study was designed to compare the performance of different estimators and to characterize the effect of the design on the efficiency of OLS. Lastly, conclusions based on the comparison of the variance estimation of OLS and GLS on the regression coefficients is provided.
Methodology
The robustness of various estimators, including estimated generalized least squares (EGLS) was considered. These simulations examined the sensitivity of estimators to model misspecification.
The the ratios of the variances of the OLS estimator relative to four GLS estimated variances were compared: the GLS based on the correct disturbance model structure and known AR(2) coefficients denoted as GLS-AR(2); the GLS based on the correct disturbance model structure but with estimated AR(2) coefficients denoted as EGLS-AR(2); the GLS based on an under parameterized AR(1) disturbance model structure with an estimated AR(1) coefficient denoted as EIGLS-AR(1), and the GLS based on over parameterized AR(4) disturbance model structure with estimated AR(4) coefficients denoted as EIGLS-AR(4). AR(p) GLS corrections disturbances.
Three finite sample sizes (50, 100, and 200) and three non-stochastic design vectors of the independent variable were used; linear, quadratic, and exponential. A standard normal stochastic design vector of length 1,000 was generated, assuming the variance of the error term in AR (2) 
where j = 0,1, k is the number of simulations,
An estimate with the smallest value in (4) indicates that it was the most efficient among other estimates.
Definition 2
The bias of an estimated variance (W), of the true variance ( τ ), is the difference between the expected value of W and τ . That is,
where S-plus code was written to compute the ratio of the variance of the OLS estimated variance to that of GLS in (7) using the OLS and four GLS estimators.
Results
The simulation results based on the variances of OLS and GLS estimated variance of each of the regression coefficients using four GLS and OLS estimates are now discussed.
Tables (1) and (2) Otherwise, the OLS estimator performed less efficiently than the GLS estimator. Furthermore, if Φ = (.2,-.1), OLS was more efficient than GLS estimates; EGLS-AR(2), and EIGLS-AR(4), for The simulation results based on the ratio of the variance of the estimated variance of OLS to that of GLS of each of the regression coefficients, R β in (7) are now discussed. Tables   (4) and (5) are presented for the linear design. (4) 3.5784E-07 3.6114E-07 3.9794E-06 3.7836E-06
First, when the disturbance term is under parameterization, regardless of the sample size, the selected autoregressive coefficients, and for all the non-stochastic designs, OLS is more efficient than EIGLS-AR(1) in estimating both 0 β and 1 β . For example, as shown in Table ( (1) is at least more than six times higher than the OLS estimator. Moreover, for all cases EIGLS-AR(1) was the least efficient estimator.
Regardless of the example, shown in Table ( When Φ = (.2,-.1), OLS was more efficient than GLS estimates; EGLS-AR(2), and EIGLS-AR(4), for all sample sizes for all design vectors. For example, as shown in Table ( 5), for the linear design with sample size T=100, the ratios between the estimated variance of ( ) 0 1 , β β using OLS, EGLS-AR(2) and EIGLS-AR (4) were (0.1254,0.0572) and (0.1339,0.0677), respectively. Otherwise, OLS was less efficient than GLS estimates. The results for the other non-stochastic designs mimic the same behavior of the linear design. Table ( 6) shows the ratio between the variance of OLS estimated variance and the variance of GLS estimates for all sample sizes for the standardized normal design.
First, with Φ = (.2,-.1) and all sample sizes, the ratio between the variance of OLS estimated variance and the variance of GLS estimates; GLS-AR(2), EGLS-AR(2), and EIGLS-AR(4) were significantly smaller than one for estimating an intercept. For example, when T=50, 0 R β = (0.7679, 0.0897, 0.0178).
(See Table 6 .) However, that ratio was slightly larger than the one for estimating the slope. For example, when T=50, 1 R β = (1.1419, 1.1905,
1.2483).
Second, regardless of sample size and AR(2) parametrization, the ratio between the variance of OLS estimated variance and the variance of EIGLS-AR(1) was significantly smaller than one for estimating an intercept. 
Conclusion
This study investigated the impact that variance estimators may have on inference based on the OLS estimator. The variance estimation is important because estimates of the variance enter into the usual inferential procedures such as confidence intervals, hypotheses testing, and spectrum estimation, as well as in expressions for the estimated standard error of prediction. The major finding is that, OLS (order zero) estimates outperform first order estimated generalized least squares, EIGLS-AR(1). In particular, the ratio of the variance estimation of the regression coefficients when the disturbance term is under parametrized, i.e. EIGLS-AR(1) has the highest ratio estimation among the other estimators. This indicates that EIGLS-AR(1) can be much less efficient than OLS. 
