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Povzetek
Mozˇganske bolezni so eden od vodilnih vzrokov telesne in dusˇevne invalidnosti v sodobni
druzˇbi in imajo zelo velik socialnoekonomski ucˇinek. Pri teh boleznih se patologija pogosto
odrazˇa v obliki lezij bele mozˇganovine (LBM), ki imajo velik diagnosticˇni in prognosticˇni po-
men. Za kvantiﬁkacijo prostornine in sˇtevila LBM, ki predstavljata pomembna biomarkerja za
spremljanje in napovedovanje poteka pri mnogih mozˇganskih boleznih, kot na primer MS, so
bili razviti sˇtevilni avtomatski postopki. Objektivna in temeljita validacija teh postopkov je na
klinicˇnih MR slikah zelo tezˇavna, saj potrebujemo referencˇne obrise LBM. Referencˇni obrisi
morajo biti cˇim bolj natancˇni in zanesljivi, pridobimo pa jih lahko le z rocˇnim obrisovanjem. S
tem namenom smo razvili protokol za izdelavo referencˇnih obrisov z medsebojnim konsenzom
vecˇih obrisovalcev in pokazali, da so na ta nacˇin pridobljeni obrisi natancˇnejsˇi in zanesljivejsˇi
kot obrisi posameznih izkusˇenih obrisovalcev. Z omenjenim protokolom smo ustvarili refe-
rencˇne obrise LBM za zbirko MR slik 30 MS bolnikov, ki je bila zajeta na 3T MR napravi in je
vsebovala T1- in T2-utezˇene ter FLAIR slike. Omenjeni protokol smo uporabili tudi za izgra-
dnjo referencˇnih obrisov sprememb LBM longitudinalne MR zbirke 20 MS bolnikov, zajete na
1,5T Philips MR napravi. Longitudinalna zbirka je poleg referencˇnih obrisov sprememb vsebo-
vala za posameznega bolnika vsaj dve MR preiskavi, vsaka od preiskav pa T1- in T2-utezˇene
ter FLAIR slike.
S pomocˇjo longitudinalne zbirke slik s konsenznimi referencˇnimi obrisi smo primerjali in va-
lidirali uveljavljene in najnovejsˇe postopke za zaznavo sprememb LBM iz longitudinalnih MR
slik glave, ki temeljijo na primerjavi sivinskih vrednosti. Za validacijo smo poleg standar-
dnih metrik, ki se pojavljajo v znanstveni literaturi, uporabili novo razvito metriko Regijskega
Dice-ovega koeﬁcienta, ki nam je omogocˇala primerjavo zmozˇnosti zaznave sprememb v odvi-
snosti od njihove velikosti. Rezultati validacije so precej odstopali od izvirnih rezultatov drugih
1
2 Povzetek
avtorjev in kazˇejo na visoko odvisnost med zmozˇnostjo zaznave sprememb in uporabljeno vali-
dacijsko zbirko slik ter natancˇnostjo referencˇnih obrisov. Z namenom olajsˇanja validacije uve-
ljavljenih in novo razvitih postopkov, smo omenjeni zbirki s konsenznimi referencˇnimi obrisi
tudi javno objavili.
Postopki strojnega ucˇenja omogocˇajo primerjavo in dolocˇitev optimalnih znacˇilnic za zaznavo
sprememb LBM ter s tem tudi identiﬁkacijo slikovne informacije, ki kljucˇno vpliva na zmozˇnost
zaznave sprememb. Z uporabo razvrsˇcˇevalnika z nakljucˇnimi gozdovi smo ovrednotili in pri-
merjali pomembnost znacˇilnic za zaznavo LBM, dolocˇili nabor optimalnih znacˇilnic, zane-
sljivost ocene pomembnosti znacˇilnic in obcˇutljivost na izbrani postopek razvrsˇcˇanja. Izbor
znacˇilnic dolocˇa za zaznavo sprememb pomembne MR sekvence in njihove nastavitve, zato
lahko na ta nacˇin optimiziramo tudi postopek zajema MR slik in po potrebi iz protokola zajema
odstranimo nepotrebne MR sekvence. To lahko posledicˇno skrajsˇa cˇas zajema MR preiskave ter
tako znizˇa strosˇke preiskave in obremenitve tako bolnikov kot tudi medicinskega osebja. S pre-
dlagano metodologijo izbire optimalnih znacˇilnic lahko nacˇrtamo postopke zaznave sprememb
z visˇjo obcˇutljivostjo in speciﬁcˇnostjo, kar v klinicˇni praksi omogocˇa natancˇnejsˇe spremljanje
in boljsˇe razumevanje poteka bolezni, predvsem pa hitrejsˇe ukrepanje v primerih, ko kopicˇenje
sprememb kazˇe na neucˇinkovitost trenutne terapije.
Abstract
Neurological diseases are among the most common causes of mental and physical disabilities
in the modern society and as such present a huge socio-economic impact. At the onset and
during the progression of these diseases, for instance in Multiple Sclerosis, the underlying pa-
thological processes often result in the occurrence of scar tissue or lesions in the white matter.
These lesions are best observed by Magnetic Resonance imaging. Quantiﬁcation of white mat-
ter lesion volume and count from the MR images therefore represents an important biomarker
for diagnosis, prognosis and treatment follow-up of neurological diseases. So far many auto-
mated methods for the MR image quantiﬁcation have been developed. However, an objective
and extensive validation of such methods on real, clinical image dataset is a challenging task
since it requires accurate and reliable reference delineations of white matter lesions, which can
only be acquired by manual delineation of each lesion. To facilitate the creation of such refe-
rence delineations we proposed a protocol, in which multiple raters created a consensus based
reference delineations of white matter lesions. Validation of the proposed protocol shows that it
results in a more accurate and reliable reference delineations of lesions in comparison with the
delineations made by any single rater. The protocol was used to create reference delineations of
white matter lesions for a database of 30 MS patients, which consisted of T1- and T2-weighted
and FLAIR images MR images acquired on a 3T MR machine. The same protocol was also
employed to build a second, longitudinal database of 20 MS patients with two MR studies per
patient and corresponding reference white matter lesion changes delineations. Each study con-
sisted of T1- and T2-weighted and FLAIR images MR images acquired on 1,5T Philips MR
machine.
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Using the longitudinal MR database with reference lesion change delineations we validated and
compared state-of-the-art methods for lesion change detection based on longitudinal analysis
of intensity variations. Validation was performed using standard metrics found in the litera-
ture with the addition of a new metric – regional Dice coeﬃcient, which allowed the analysis
of methods’ performance with respect to the size of each particular lesion change. Obtained
results were not nearly as good as the ones reported by the original authors, which suggests
that the performances of the evaluated change detection methods might either be very depen-
dent on the MR image acquisition or dependent on the accuracy of ground truth segmentation.
In order to facilitate validation of existing and newly developed change detection methods the
aforementioned datasets were publicly disseminated.
Machine learning algorithms can be used to determine the set of optimal features required for
white matter lesion change detection. Identiﬁcation of such features helps us to better under-
stand which imaging information is the most important for change detection. Using a random
forest classiﬁer we evaluated and compared the importance of various features for lesion change
detection, assessed the reliability of the estimated feature importance and, ﬁnally, determined
the ability to generalize feature importance estimation to other classiﬁers. The selection of op-
timal features may inﬂuence the setup of MR acquisition parameters and sequences needed for
lesion change detection and as such can be used to optimize MR acquisition, e.g. to remove
MR sequences unnecessary for change detection. Such optimizations could potentially decre-
ase the cost and time required to acquire an MR patient study, which would beneﬁt both the
patients and the medical personnel. The proposed feature selection method can also be used to
develop change detection methods with higher accuracy and speciﬁcity, which, in turn, would
enable clinicians a better insight into disease progression, increase their understanding of the
underlying pathology and allow them to make timely and fully-informed decision in case of
ineﬀective treatments.
Izvirni prispevki k znanosti
I Izgradnja nove zbirke longitudinalno zajetih MR slik z
natancˇnimi in zanesljivimi referencˇnimi obrisi sprememb
LBM za validacijo in primerjavo postopkov za zaznavo
sprememb LBM
POGLAVJE 2
Z namenom razvoja standardiziranega postopka za validacijo in objektivno primerjavo postop-
kov za zaznavo longitudinalnih sprememb LBM, smo ustvarili longitudinalno zbirko MR slik
bolnikov obolelih zaMS, z ustreznim zlatim standardom oziroma referencˇnimi obrisi sprememb
LBM. Pri tem smo prilagodili trenutno uveljavljen proces izdelave zlatega standarda. Po pred-
hodni poravnavi slik iz zaporednih MR preiskav v skupni referencˇni prostor, smo ustvarili sliko
podobnosti sivinskih vrednosti na podlagi FLAIR slik. S pomocˇjo obrisov slike podobnosti
in opazovanjem ostalih MR slik posameznih preiskav, sta dva izkusˇena strokovnjaka ustvarila
rocˇne referencˇne obrise sprememb. Iz literature je namrecˇ znano (Moraal idr., 2009), da zlati
standard narejen s primerjavo obrisov, narejenih na posameznih MR preiskavah, zaradi varia-
bilnosti obrisov in nizˇje obcˇutljivosti ni dovolj natancˇen za validacijo postopkov zaznave spre-
memb. S pomocˇjo konsenza teh referencˇnih obrisov sprememb sta obrisovalca dolocˇila koncˇni
zlati standard. Predhodno je bila izdelana tudi presecˇna zbirka MR slik s konsenznimi refe-
rencˇnimi obrisi LBM, s pomocˇjo katere smo protokol izdelave zlatega standarda s konsenzom
tudi validirali.
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II Nova metodologija za objektivno primerjavo postopkov
zaznave sprememb LBM in njena uporaba z implemen-
tacijami postopkov na osnovi analize razlik sivinskih vre-
dnosti
POGLAVJE 3
V nedavnem pregledu podrocˇja so Xavier Llado´ idr. (2012) primerjali do sedaj objavljene re-
zultate avtomatskih postopkov za zaznavo LBM. Ugotovili so, da so postopki ovrednoteni na
razlicˇnih, obicˇajno javno nedostopnih zbirkah MR slik in z razlicˇnimi, vcˇasih tudi neprimer-
ljivimi kriteriji vrednotenja, kar onemogocˇa neposredno in objektivno primerjavo zmogljivosti
teh postopkov. Za objektivno analizo in primerjavo zmogljivosti uveljavljenih in novih postop-
kov za zaznavo sprememb LBM je potrebna standardizirana metodologija za validacijo, ki z
veliko zanesljivostjo ovrednoti natancˇnost in zanesljivost teh postopkov. Le na podlagi tega
vrednotenja lahko izberemo trenutno najprimernejsˇi postopek za klinicˇno rabo (Vrenken idr.,
2012). Za ta namen smo poleg ustrezne longitudinalne zbirke MR slik z referencˇnimi obrisi
sprememb razvili tudi novo metriko Regijskega Dice-ovega koeﬁcienta, ki nam omogocˇa pri-
merjavo zmozˇnosti zaznave sprememb v odvisnosti od velikosti le-teh. Novo metodologijo
smo uporabili za primerjavo najnovejsˇih postopkov za zaznavo sprememb LBM z analizo sivin-
skih vrednosti (Battaglini idr., 2014, Ganiler idr., 2014, Simoes in Slump, 2011, Sweeney idr.,
2013).
III Razvoj in vrednotenje novih znacˇilnic za optimalno za-
znavo sprememb LBM in optimalno longitudinalno zaje-
manje MR slik
POGLAVJE 4
Primerjava in dolocˇitev optimalnih znacˇilnic za zaznavo sprememb LBM lahko pripomore
k boljsˇemu razumevanju problema in s tem k novim, ucˇinkovitejsˇim in natancˇnejsˇim po-
stopkom, ki bi omogocˇali boljsˇe spremljanje poteka bolezni in po potrebi hitrejsˇo reak-
cijo v primerih neucˇinkovite terapije. Z uporabo ustreznih postopkov za izbiro optimalnih
znacˇilnic (Guyon in Elisseeﬀ, 2003, Saeys idr., 2007), smo primerjali pomembnosti znacˇilnic
za zaznavo LBM, ocenili pa smo tudi robustnost pomembnosti ter njeno posplosˇljivost ozi-
roma obcˇutljivost na vrsto uporabljenega postopka zaznave sprememb. Z natancˇno dolocˇitvijo
pomembnosti znacˇilnic bi lahko optimizirali tudi postopek zajema MR slik in po potrebi iz
protokola zajema odstranili odvecˇne MR sekvence.
POGLAVJE 1
Uvod
Mozˇganske bolezni so eden od vodilnih vzrokov telesne in dusˇevne invalidnosti v sodobni
druzˇbi in imajo zelo velik ter sˇe narasˇcˇajocˇ socialnoekonomski ucˇinek. Nevrolosˇke in dusˇevne
bolezni so med najvecˇjimi povzrocˇitelji invalidnosti (30% vseh bolezni), kar se odrazˇa v izje-
mno visokih strosˇkih zdravljenja in zdravstvene nege (Vos idr., 2012). Dolgorocˇno zmanjsˇanje
sˇtevila bolnikov, stopnje bolezni in visokih strosˇkov je mogocˇe le z naprednim razumevanjem
bolezni in dejavnikov tveganja, patogeneze in napredovanja bolezni ter z objektivnim in za-
nesljivim vrednotenjem novih zdravil in drugih inovativnih nacˇinov zdravljenja. Doseganje
teh ciljev je mogocˇe le z razvojem, testiranjem in validacijo naprednih postopkov, tehnologij
in sistemov, ki omogocˇajo objektivno in zanesljivo opazovanje bolnikov v daljsˇem cˇasovnem
obdobju oziroma longitudinalno (6 mesecev do vecˇ let).
Glavni izziv pri longitudinalnem opazovanju bolnikov ter oceni napredovanja bolezni in
ucˇinkov zdravljenja, je razviti tako orodje za zaznavanje majhnih kratkorocˇnih sprememb sta-
nja bolnika, ki zanesljivo in dosledno odrazˇa dolgorocˇne spremembe napredovanja bolezni ali
ucˇinkov zdravljenja. Trenutne klinicˇne preiskave obicˇajno vkljucˇujejo ocenjevanje stopnje inva-
lidnosti, ki pa jo je tezˇko izmeriti natancˇno, zanesljivo in predvsem ponovljivo. Na primer, kom-
pleksnost bolezni pri bolnikih z multiplo sklerozo MS predstavlja velik izziv za merjenje napre-
dovanja bolezni med zdravljenjem. Trenutno se pri bolnikih z MS klinicˇno meri: (i) stopnja po-
novnega zagona bolezni (relapse rate), (ii) razsˇirjena lestvica stopnje invalidnosti (ang. Expan-
ded Disability Severity Scale -– EDSS) (Kurtzke, 1983), pri cˇimer se oceni osem funkcij: vid,
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funkcijo mozˇganskega debla, piramidne, cerebralne in senzoricˇne funkcije, cˇrevesje in mehur,
ter mentalne in gibalne sposobnosti, (iii) funkcionalna analiza MS (ang. MS Functional Compo-
site — MSFC) (Josey idr., 2012), ki vkljucˇuje 8 metrsko hojo, test motorike na roki in ritmicˇni
test, (iv) sˇest minutna hoja in (v) personalizirano merjenje pospesˇkov okoncˇin (Goldman idr.,
2010). Te meritve so bodisi pridobljene v predolgem cˇasovnem obdobju (pogostost ponov-
nih zagonov), bodisi prevecˇ kompleksne za rutinsko merjenje (EDSS, merjenje pospesˇka), ali
neobcˇutljive na spremembe (EDSS), njihova najvecˇja pomanjkljivost pa je visoka variabilnost.
Druga pomembna pomanjkljivost je ta, da so znaki bolezni pogosto klinicˇno nevidni, zato dejan-
ske aktivnosti bolezni ni mogocˇe zanesljivo oceniti iz tovrstnih meritev. Poleg klinicˇnih znakov
je za vecˇino nevrolosˇkih in dusˇevnih bolezni znacˇilen pojav lezij bele mozˇganovine (LBM) v
obliki zunajcelicˇnega nalaganja beljakovin, znotrajcelicˇnega zlivanja in sprememb celicˇne mor-
fologije (Armstrong idr., 2002). Pregled 46 klinicˇnih raziskav (Debette in Markus, 2010) je
pokazal, da pojav LBM pomeni povecˇano tveganje za mozˇgansko kap, demenco in celo smrt.
Zgodnja diagnoza LBM je zato zelo pomembna, saj prisotnost LBM predstavlja enega redkih
paraklinicˇnih znakov, ki se pojavijo sˇe preden je mogocˇe zaznati kakrsˇnekoli klinicˇne znake.
Poleg tega je opazovanje in analiza LBM skozi cˇas izjemnega pomena za preucˇevanje bole-
zni, saj z ustreznim farmakolosˇkim zdravljenjem in vrednotenjem vpliva zdravljenja povecˇa
mozˇnost vplivanja na potek bolezni.
Tomografsko slikanje z magnetno resonanco (MR) je dalecˇ najbolj obcˇutljiva slikovna teh-
nika za zaznavanje LBM Rocca idr. (2013). Posamezna MR preiskava s slikanjem mozˇganov
obicˇajno vkljucˇuje T1-utezˇene, T1-utezˇene z v krvni obtok vbrizganim gadolinijem za
povecˇanje kontrasta novih LBM, T2-utezˇene, PD-utezˇene, FLAIR (ang. ﬂuid attenuated in-
version recovery – FLAIR) in DW (ang. diffusion weighted – DW) slike. LBM so najbolj vidne
v FLAIR MR slikah (Slika 1.1), pri katerih je likvor nepoudarjen, zaradi cˇesar je kontrast pe-
riventrikularnih in perisulkalnih lezij visok in zaznaven. Glede na belo mozˇganovino so LBM
svetlejsˇe v FLAIR, T2 in PD in temnejsˇe v T1 MR slikah. Analiza sivinskih vrednosti LBM v
MR slikah omogocˇa in vivo merjenje anatomsko in ﬁziolosˇko pomembnih parametrov LBM in
s tem omogocˇa njihovo kvantitativno oceno, opazovanje in statisticˇno analizo.
Kvantitativne meritve LBM, kot so njihovo sˇtevilo, velikost, oblika in anatomska lega ter ustre-
zno spremljanje sprememb teh parametrov v daljsˇem cˇasovnem obdobju, je kljub pomembno-
sti manj raziskano od kvalitativnih opazovanj LBM. Kvantiﬁkacija posameznih LBM zahteva
njihovo obrisovanje v tridimenzionalnih (3D) MR slikah, kar je obicˇajno narejeno rocˇno, na
vsaki rezini 3D slike. Na podlagi rocˇnih obrisov se dolocˇita lega in morfologija LBM, para-
metra, ki sta vkljucˇena v klinicˇne smernice za diagnosticiranje nekaterih bolezni (Polman idr.,
2011). Kljub kvantitativni naravi teh meritev pa so klinicˇne smernice pretezˇno kvalitativne
in ne kvantitativne (Josey idr., 2012). Eden od glavnih razlogov je v nezanesljivosti rocˇnega
obrisovanja LBM v MR slikah. Rocˇno obrisovanje je dolgotrajno, utrudljivo in tudi izrazito
subjektivno, zato so lahko obrisi LBM netocˇni in se obicˇajno precej razlikujejo med razlicˇnimi
obrisovalci. Zaradi tega rocˇne kvantitativne meritve (npr. volumen LBM) niso zanesljive in se
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Slika 1.1. Primeri LBM na precˇnih rezinah FLAIR slik treh razlicˇnih MS bolnikov.
LBM so vidne kot hiperintenzitetna obmocˇja znotraj bele mozˇganovine.
jih posledicˇno redko uporablja v klinicˇnih smernicah. Natancˇnost in variabilnost obrisov LBM
sta sˇe bolj kriticˇna parametra kakovosti obrisov, ko zˇelimo pri bolniku spremljati spremembe
LBM v daljsˇem cˇasovnem obdobju.
Za pridobivanje natancˇnih in zanesljivih kvantitativnih meritev LBM v longitudinalnih MR
slikah, se lahko uporabijo napredni postopki analize MR slik. Locˇimo dva razlicˇna pristopa
(Slika 1.2): prvi pristop posnema proces rocˇnega obrisovanja lezij, pri cˇimer obrise pridobimo
z uporabo avtomatskih postopkov za razgradnjo lezij (Garcı´a-Lorenzo idr., 2013, Llado´ idr.,
2012). Razgradnjo naredimo v MR slikah vseh longitudinalnih preiskav in nato sˇe kvanti-
tativno analizo teh razgradenj tako, da kvantiﬁciramo dejanske spremembe LBM. Nedavno
opravljena sˇtudija (Styner idr., 2008b), ki je objektivno primerjala trenutno uveljavljene po-
stopke razgradnje LBM je pokazala, da so rezultati avtomatskih postopkov razgradnje precej
pod pricˇakovanji, saj dosezˇejo le do 85% prekrivanja med avtomatsko pridobljenimi obrisi in
referencˇnimi obrisi, pridobljenimi z zdruzˇevanjem rocˇnih obrisov vecˇih strokovnjakov. Drugi
pristop temelji na prostorski poravnavi longitudinalno zajetih MR slik (Xavier Llado´ idr., 2012),
ki ji sledi zaznava sprememb in kvantiﬁkacija sprememb LBM, in sicer na dva nacˇina: (i) s
pomocˇjo analize polja deformacij med MR slikami in (ii) z analizo razlik med solezˇnimi sivin-
skimi vrednostmi med MR slikami.
Postopki osnovani na analizi polja deformacij potrebujejo model preslikave, ki je zmozˇen v
celoti kompenzirati vse razlike v sivinskih vrednostih med MR slikama, zajetima ob razlicˇnih
cˇasovnih trenutkih. Za ta namen je potrebno uporabiti modele netoge preslikave z visoko pro-
stostno stopnjo (Guimond idr., 2001). Taksˇni modeli se zˇe uspesˇno uporabljajo za zaznavo
majhnih deformacij preko celotnega podrocˇja mozˇganov, kot je na primer atroﬁja mozˇganskega
tkiva (Studholme idr., 2006) in za zaznavo sprememb velikosti obstojecˇih LBM (Rey idr., 2002).
Zˇal pa ti modeli ne omogocˇajo zaznavo LBM, ki se glede na prejsˇnjo MR preiskavo na novo
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Slika 1.2. Razlicˇni pristopi k zaznavanju sprememb LBM.
pojavijo ali povsem izginejo. Prav tako mora biti preslikava slik po poravnavi difeomorﬁcˇna
(tj. zvezna in odvedljiva bijektivna preslikava z zveznim in odvedljivim inverzom), kar v praksi
lahko dosezˇemo z lokalnim omejevanjem prostostne stopnje preslikave oziroma z regularizacijo
polja deformacij. Izvedba regularizacije polja deformacij je tezˇavna, saj je lahko v nasprotju z
dejansko deformacijo v slikah in je mocˇno odvisna od nastavitve parametrov. V nasprotju s
postopki, ki temeljijo na analizi polja deformacij, postopki zaznave sprememb z analizo razlik
sivinskih vrednosti MR slik potrebujejo model netoge preslikave z nizko prostostno stopnjo.
Taksˇen model kompenzira le (i) vecˇje premike bolnika, ki izhajajo iz nezmozˇnosti natancˇne
ponovne namestitve bolnika v MR napravo med preiskavami in (ii) majhne prostorske defor-
macije, ki so posledica naravnega razvoja oz. staranja mozˇganov (npr. atroﬁja mozˇganskih
tkiv).
V nasˇem delu smo se osredotocˇili na postopke zaznave sprememb z analizo razlik sivinskih
vrednosti MR slik. V literaturi so ti postopki oznacˇeni kot najbolj obetavni (Ganiler idr., 2014,
Xavier Llado´ idr., 2012), saj so spremembe v sivinskih vrednostih MR slik najbolj obcˇutljive
znacˇilnice za zaznavo longitudinalnih sprememb LBM in zato omogocˇajo natancˇen in zanesljiv
nacˇin obrisovanja sprememb LBM. Ti postopki omogocˇajo zaznavo povecˇanja oz. zmanjsˇanja
LBM, pa tudi zaznavo LBM, ki se glede na prejsˇnjo preiskavo pojavijo na novo oz. izginejo.
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1.1 Pregled postopkov za zaznavo sprememb
Postopki, ki temeljijo na analizi razlik sivinskih vrednosti MR slik, zaznavajo spremembe s pri-
merjavo ene ali vecˇih sekvenc (npr. T1-, T2-utezˇene slike, FLAIR slike, . . . ) iz prve in druge
MR preiskave. Pred analizo MR slik morajo biti izvedeni sˇtirje pomembni koraki obdelave
slik: (i) odstranjevanje sˇuma, npr. s postopkom anizotropne difuzije (Perona in Malik, 1990),
(ii) maskiranje podrocˇja mozˇganov (Iglesias idr., 2011), s katerim omejimo podrocˇje analize le
na mozˇganska tkiva, (iii) kalibracija sivinskih vrednosti (Shah idr., 2011) in obnova sivinskih
nehomogenosti (Vovk idr., 2007) ter (iv) poravnava vseh MR slik v enotni referencˇni prostor
s pomocˇjo aﬁne ali toge preslikave (Yago Diez, 2013). Med poravnanimi slikami za zaznavo
sprememb uporabljamo razlicˇne znacˇilnice (npr. razlika sivinskih vrednosti), s pomocˇjo katerih
ustvarimo polje oz. sliko podobnosti (ang. dissimilarity map), ki oznacˇuje podrocˇja s spremem-
bami LBM. S pomocˇjo ustreznega upragovljanja ali bolj napredne analize slike razlik nato
izlusˇcˇimo podrocˇja s spremembami LBM, npr. v obliki binarne maske na podlagi katere te
spremembe kvantiﬁciramo.
Pri tem lahko sliko razlik ustvarimo s pomocˇjo znacˇilnic MR slik na dva nacˇina: (i) z upo-
rabo ucˇenja na referencˇni zbirki MR slik, ti. postopki z ucˇenjem (ang. supervised methods)
ali (ii) brez ucˇenja, ti. postopki brez ucˇenja (ang. unsupervised methods). Postopki z uporabo
ucˇenja v splosˇnem dosegajo vecˇjo obcˇutljivost in speciﬁcˇnost zaznave sprememb, ker pa so
njihovi rezultati precej odvisni od kvalitete in reprezentativnosti referencˇne zbirke slik, so v
splosˇnem manj robustni pri uporabi na MR slikah razlicˇnih naprav in zaznavi LBM razlicˇnega
vzroka (Xavier Llado´ idr., 2012). Poleg tega potrebujemo za ucˇenje postopkov dovolj veliko
referencˇno zbirko MR slik z natancˇnimi in zanesljivimi obrisi sprememb tocˇno dolocˇene pa-
tologije (tiste, katere spremembe zˇelimo zaznati), kar v praksi zahteva veliko vlozˇenega truda
in zadostna sredstva. Po drugi strani so postopki zaznave sprememb brez ucˇenja bolj robu-
stni in prilagodljivi na slike razlicˇnih MR naprav in protokolov, vendar imajo obicˇajno nizˇjo
obcˇutljivost in speciﬁcˇnost zaznave sprememb. Ne glede na to ali postopek za zaznavo spre-
memb uporablja ucˇenje ali ne, je za izgradnjo slike razlik nadvse pomemben izbor ustreznih
znacˇilnic, saj le-te neposredno vplivajo na koncˇno zmozˇnost zaznave sprememb.
V zadnjih letih so bili predlagani sˇtevilni postopki za zaznavo sprememb z analizo razlik sivin-
skih vrednosti. Battaglini idr. (2014), Ganiler idr. (2014) so predlagali postopek brez ucˇenja, ki
temelji na upragovljanju slike razlik med solezˇnimi sivinskimi vrednostmi. Tako pridobljeno
binarno masko sprememb so z nadaljnjo analizo sivinskih vrednosti po podrocˇjih in s ﬁltrira-
njem sprememb po velikosti sˇe dodatno izboljsˇali. Simoes in Slump (2011) so v postopku, ki
ne potrebuje ucˇenja, kot znacˇilnice namesto slike razlik sivinskih intenzitet uporabili tako ime-
novani Generalized Likelihood Ratio (GLR), ki naj bi bil manj obcˇutljiv na sˇum, sivinske neho-
mogenosti in napake pri poravnavi. Nato so s pomocˇjo kotnega histograma vektorja sivinskih
sprememb, ki je dolocˇen na podlagi sivinskih razlik med MR sekvencami, avtomaticˇno dolocˇili
optimalni nivo upragovljanja GLR. Postopek z ucˇenjem za zaznavo sprememb so Sweeney idr.
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(2013) zasnovali s ti. Local Regression Model (LRM), ki zdruzˇuje vecˇ razlicˇnih MR sekvenc,
uposˇteva pa tudi cˇas med MR preiskavami. Med postopke z ucˇenjem spadata tudi postopka od
Nika idr. (2014) in Elliott idr. (2013). Prvi za zaznavo sprememb uporablja postopke adaptiv-
nega ucˇenja slovarja (ang. adaptive dictionary learning techniques) iz lokalnih podrocˇij sivin-
skih vrednosti, drugi pa kombinacijo razgradnje MR slik v posamezni preiskavi in slike razlik
med preiskavami.
Kljub sˇtevilnim novim postopkom za zaznavo sprememb LBM, le-ti sˇe vedno niso dobro validi-
rani in standardizirani (Josey idr., 2012). Zgoraj omenjeni avtorji so svoje postopke primerjali
na razlicˇnih, javno nedostopnih validacijskih zbirkah MR slik in z razlicˇnimi kriteriji vredno-
tenja, kar onemogocˇa objektivno medsebojno primerjavo teh postopkov. Zaradi tega je eden
od glavnih ciljev te doktorske disertacije tudi razvoj postopkov, ki omogocˇajo standardizirano
validacijo in objektivno medsebojno primerjavo postopkov zaznave sprememb LBM ter dru-
gih patologij in anatomskih struktur. Opazˇamo, da se z razvojem novih postopkov povecˇuje
tudi sˇtevilo znacˇilnic uporabljenih za zaznavo sprememb (razlika sivinskih vrednosti, GLR,
LRM, itd.). Kljub temu pa sˇe ne obstaja sˇtudija s temeljito analizo vpliva posameznih znacˇilnic
na postopek zaznave sprememb. Dolocˇitev optimalnih znacˇilnic lahko pripomore k boljsˇemu
razumevanju problema zaznave sprememb in s tem k novim, ucˇinkovitejsˇim in natancˇnejsˇim
postopkom, ki bi omogocˇali boljsˇe spremljanje poteka bolezni in po potrebi primernejsˇi in hi-
trejsˇi odziv v primeru neucˇinkovite terapije. Z boljsˇim razumevanjem vplivnosti znacˇilnic na
zaznavanje sprememb bi lahko optimizirali tudi postopek zajema MR slik (npr. iz protokola
zajema odstranimo MR sekvence, ki so odvecˇne), kar bi lahko pohitrilo zajem MR preiskav ter
s tem znizˇalo strosˇke in obremenitev tako bolnikov kot tudi medicinskega osebja.
1.2 Validacija postopkov za zaznavo sprememb
Standardizacija validacije je predpogoj za (i) objektivno primerjavo (avtomatskih) postopkov
za zaznavo sprememb in (ii) njihovo vpeljavo v klinicˇno prakso. V literaturi zasledimo razlicˇne
nacˇine validacije, ki uporabljajo razlicˇne kriterije vrednotenja. Za dolocˇanje stopnje ujemanja
med podrocˇji zaznanih sprememb in referencˇnimi obrisi oz. zlatim standardom, se najpogo-
steje uporabljajo kriteriji vrednotenja, ki so enaki tistim za validacijo postopkov razgradnje:
obcˇutljivost, speciﬁcˇnost, Dice-ov koeﬁcient podobnosti (DSC) in natancˇnost. Robustnost in
ponovljivost postopkov lahko validiramo s pomocˇjo ti. scan-rescan zajemom MR slik, pri cˇimer
pacienta slikamo vsaj dvakrat, med zajemom pa bolnik izstopi iz MR naprave in se nato po-
novno namesti. S pomocˇjo takega zajema lahko dolocˇimo negotovost zaradi zajema MR slik
in namesˇcˇanja pacienta, obicˇajno s pomocˇjo koeﬁcienta variacije (Xavier Llado´ idr., 2012). Po
nam dosegljivih informacijah trenutno sˇe ne obstajajo smernice, ki bi dolocˇale najprimernejsˇi
nacˇin validacije postopkov zaznave sprememb LBM iz longitudinalno zajetih MR slik glave.
Objektivna validacija postopkov za zaznavo sprememb LBM je na klinicˇnih MR slikah zelo
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tezˇavna, saj potrebujemo referencˇne obrise LBM, ki pa jih lahko dobimo le rocˇno z obri-
sovanjem. Zaradi subjektivnosti in posledicˇno nenatancˇnosti rocˇnega obrisovanja, je naj-
boljsˇi pristop za pridobitev referencˇnih razgradenj zdruzˇevanje obrisov vecˇih izkusˇenih radi-
ologov (Styner idr., 2008b). Pri dosedanjem pregledu literature nismo zasledili nobene javno
dostopne zbirke slik z zadostno biolosˇko in patolosˇko variabilnostjo in dovolj natancˇnimi ter za-
nesljivimi referencˇnimi obrisi, ki bi omogocˇali vrednotenje postopkov zaznave sprememb LBM
(Poglavje 2.1.1). Nedavno so Xavier Llado´ idr. (2012) v pregledu podrocˇja primerjali zmoglji-
vosti avtomatskih postopkov za zaznavo in kvantiﬁkacijo longitudinalnih sprememb LBM pri
bolnikih z MS. Primerjava je bila osnovana na rezultatih objavljenih v literaturi. Ker so bili re-
zultati v pregledani literaturi pridobljeni na razlicˇnih zbirkah MR slik in so uporabljali razlicˇne,
vcˇasih celo med seboj neprimerljive kriterije vrednotenja, ta primerjava ne omogocˇa objektivne
izbire trenutno najzmogljivejsˇega avtomatskega postopka za zaznavo sprememb LBM.
Za objektivno in zanesljivo validacijo ter na tem temeljecˇe primerjalne sˇtudije postopkov, potre-
bujemo novo zbirko slik, ki bo temeljila na reprezentativnih longitudinalno zajetih MR slikah, z
natancˇnimi in zanesljivimi referencˇnimi obrisi LBM, natancˇno dolocˇen protokol in kriterije za
vrednotenje (Klein idr., 2009, Song idr., 2010). Trenutno je v pripravi podobna javno dostopna
zbirka longitudinalno zajetih MR slik za validacijo postopkov razgradnje LBM (Pham, 2015),
vendar vsebuje le referencˇne obrise LBM v posameznih MR preiskavah, ne pa tudi obrisov raz-
lik. Kljub temu, da so na voljo dvoji referencˇni obrisi dveh radiologov, je velika slabost teh
referencˇnih obrisov ta, da imajo zelo veliko variabilnost, tako med radiologoma kot tudi med
posameznimi preiskavami, in zato niso primerni za validacijo postopkov za zaznavo sprememb
LBM. Poleg tega mora primerna validacijska zbirka vsebovati slike vsaj dvajsetih bolnikov,
slike pa naj bodo zajete tekom dveh ali vecˇ MR preiskav. Zbirka mora vsebovati slike bolnikov
z mozˇgansko boleznijo katere razvoj se dejansko odrazˇa v spremembah LBM. Z javno objavo
take validacijske zbirke bi lahko mocˇno spodbudili nadaljnji razvoj in raziskave na podrocˇju
postopkov analize slik.

POGLAVJE 2
Validacijska MR zbirka slik
Povzeto po:
A NOVEL PUBLIC MR IMAGE DATASET OF MULTIPLE SCLEROSIS PATIENTS
WITH LESION SEGMENTATIONS BASED ON MULTI-RATER CONSENSUS
ZˇIGA LESJAK, ALFIIA GALIMZIANOVA, ALESˇ KOREN, MATEJ LUKIN, FRANJO PERNUSˇ,
BOSˇTJAN LIKAR IN ZˇIGA SˇPICLIN
POSLANO V OBJAVO
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2.1 Uvod
Kvantiﬁkacija volumna in sˇtevila LBM iz MR slik predstavlja pomemben biomarker za pro-
gnozo in spremljanje sˇtevilnih nevrolosˇkih ter kardiovaskularnih bolezni (Debette in Markus,
2010), kot na primer MS, pri kateri se patologija odrazˇa v obliki LBM. Le-te so posledica vne-
tja bele mozˇganovine, zaznati pa jih je mogocˇe kot hiper-intenzivna podrocˇja na T2-utezˇenih
(T2w), proton density weighted (PD) in ﬂuid attenuated inversion recovery (FLAIR) MR sli-
kah. Kronicˇne LBM pa se na T1-utezˇenih sliki (T1w) odrazˇajo kot hipo-intenzivna podrocˇja.
LBM se obicˇajno pojavijo v zgodnjih fazah bolezni, njihov volumen in sˇtevilo pa se lahko
kasneje tekom bolezni povecˇuje in/ali zmanjsˇuje. Uher idr. (2016) ugotavljajo, da je sˇtevilo
T2w LBM in njihov volumen eden izmed boljsˇih pokazateljev napredka MS bolezni za nasle-
dnjih 12 let, hkrati pa so izredno pomembni tudi za spremljanje poteka bolezni in odziva na
zdravljenje (Popescu idr., 2013, Stangel idr., 2015). Za kvantiﬁkacijo omenjenih biomarkerjev
potrebujemo natancˇno in zanesljivo zaznavo in razgradnjo LBM.
Lezije lahko obrisˇemo s pomocˇjo rocˇnega obrisovanja, vendar je to naporno in cˇasovno zelo zah-
tevno opravilo. Hkrati je zaznavanje LBM in njihovo rocˇno obrisovanje podvrzˇeno tudi subjek-
tivni oceni obrisovalca, kar privede do visoke variabilnosti razgradenj tako znotraj enega obriso-
valca kot tudi med razlicˇnimi obrisovalci (Grimaud idr., 1996, Styner idr., 2008a, Zijdenbos idr.,
2002). Posledicˇno rocˇno obrisovanje ni dovolj natancˇno za zanesljivo pridobivanje biomarker-
jev (Filippi idr., 1995). To je tekom zadnjih dvajsetih let privedlo do razvoja sˇtevilnih avtomat-
skih metod (Garcı´a-Lorenzo idr., 2013, Llado´ idr., 2012). Glavni izzivi pri razvoju predstavljajo
pogosto prenizka robustnost na sˇtevilne MR artefakte (sivinske nehomogenosti, vpliv delnega
volumna, sˇum, ...) in visoka biolosˇka variabilnost mozˇganov ter patologij. Kljub sˇtevilnim me-
todolosˇkim napredkom, ki bi premostili omenjene izzive, sˇe vedno ni znano katera metoda, ozi-
roma celo katera skupina metod bi bila najprimernejsˇa za pridobitev biomarkerjev (Vrenken idr.,
2013).
Za dolocˇitev najboljsˇega oziroma standardiziranega postopka za pridobitev biomarkerjev na-
mrecˇ potrebujemo obsezˇno in objektivno validacijo metod na zlatem standardu (ang. gold stan-
dard) – zbirki slik, ki vsebuje zelo natancˇne obrise LBM. Zbirke slik z zlatim standardom so
lahko sinteticˇne ali klinicˇne. Pri sinteticˇnih zbirkah so obrisi natancˇno deﬁnirani, medtem ko
se za izgradnjo referencˇnih obrisov zlatega standarda na klinicˇnih slikah najpogosteje uporablja
rocˇne ali polavtomatske metode obrisovanja LBM (Llado´ idr., 2012). Da bi se izognili napakam,
ki jih posamezni obrisovalec naredi pri izgradnji referencˇnih obrisov, lahko metode validiramo
na podlagi vecˇih posameznih obrisov razlicˇnih obrisovalcev, t.i. srebrni standard (ang. silver
standard) (Styner idr., 2008a) ali pa le-te obrise s pomocˇjo posebnega algoritma (npr. STA-
PLE) zdruzˇimo v novo referencˇno masko LBM (Commowick in Warﬁeld, 2009, Warﬁeld idr.,
2004). Slabost tega pristopa je, da potrebujemo za natancˇen srebrni standard veliko sˇtevilo obri-
sovalcev, saj se obrisi posameznikov med seboj mocˇno razlikujejo, ta variacija pa se sˇe dodatno
spreminja v odvisnosti od anatomske lokacije opazovanih LBM ter cˇasom oziroma utrujenostjo
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obrisovalcev. Poleg zadostnega sˇtevila obrisovalcev potrebujemo v klinicˇni zbirki tudi zado-
stno sˇtevilo bolnikov, da pokrijemo celoten razpon biolosˇke in patolosˇke variabilnosti. Zato
predstavlja izgradnja zbirke z zlatim standardom cˇasovno zelo zahteven izziv.
Llado´ idr. (2012) so naredili primerjavo razlicˇnih postopkov za razgradnjo lezij glede na re-
zultate objavljene v znanstveni literaturi, zˇal pa le-ta ne omogocˇa objektivne primerjave po-
stopkov v klinicˇnem okolju. Avtorji so namrecˇ zmozˇnosti svojih postopkov v vecˇini ocenjevali
na razlicˇnih zasebnih, javno nedostopnih zbirkah slik z neznanimi referencˇnimi obrisi LBM.
Za objektivno primerjavo bi potrebovali javno dostopno zbirko slik z zlatim standardom refe-
rencˇnih obrisov LBM, skupaj z enotno metodologijo validacije. To bi hkrati odstranilo tudi
potrebo po ponovni implementaciji zˇe obstojecˇih algoritmov za namene njihove validacije, kar
bi dodatno pospesˇilo hitrost razvoja metod na podrocˇju zaznave LBM. V naslednjem poglavju
bomo opisali prednosti in slabosti javno objavljenih zbirk MR slik z referencˇnimi obrisi LBM.
2.1.1 Javno dostopne validacijske zbirke slik
Javno dostopen simulator MR slik BrainWeb (Cocosco idr., 1997) omogocˇa izgradnjo zbirke
T1w, T2w in PD slik. Uporabnik lahko v simuliranih slikah izbira med tremi razlicˇnimi sto-
pnjami celotnega volumna vrisanih lezij (ang. total lesion load - TLL) ter razlicˇnimi debelinami
MR rezin, stopnjami sˇuma in sivinskih nehomogenosti. Poleg simuliranih slik so na voljo tudi
ustrezni referencˇni obrisi normalnih mozˇganskih tkiv in vrisanih lezij. Zˇal pa simulator vsebuje
le eno predlogo mozˇganov. Zato je simulator BrainWeb ustrezno orodje za hitro, prototipno te-
stiranje novih postopkov razgradnje, ni pa ustrezno za njihovo temeljito objektivno validacijo,
saj ne vsebuje zadostne biolosˇke in patolosˇke variabilnosti.
Prva javno dostopna zbirka klinicˇnih MR slik s pripadajocˇimi obrisi LBM je bila narejena v
okviru tekmovanja MS lesion segmentation (Styner idr., 2008a). Zbirka vsebuje slike 52 MS
bolnikov zajete na razlicˇnih 3T Siemens MR napravah. Slike posameznega bolnika vsebu-
jejo T1w, T2w in FLAIR slike, ki so bile prostorsko poravnane in prevzorcˇene na izotropno
locˇljivost 0,5 mm. Na osnovi teh slik sta dva obrisovalca, neodvisno drug od drugega obri-
sala LBM, te obrisi pa so bili uporabljeni kot referencˇni obrisi za ovrednotenje avtomatskih
postopkov razgradnje LBM. Zˇal so variacije med obrisi LBM obeh obrisovalcev, z relativno
razliko volumna 68%, povprecˇno razdaljo med povrsˇinami obrisov 4,85 mm in 75% prekriva-
njem obrisov, zelo velike (Garcı´a-Lorenzo idr., 2013). Prav tako ni jasno ali sta obrisovalca
za obrisovanje uporabljala isti, vnaprej dogovorjen protokol, kar v splosˇnem zmanjsˇa ome-
njene variabilnosti (Rovaris idr., 1999). Dodatni slabosti te zbirke slik sta tudi nizka kakovost
slik in ocˇitne napake, ki so nastale zaradi neustrezne predobdelave slik. Kljub temu se ome-
njena zbirka MR slik pogosto uporablja za validacijo novih postopkov za razgradnjo lezij, saj
omogocˇa popolnoma objektivno ovrednotenje postopka. Avtorji izziva namrecˇ omogocˇajo, da
se jim posreduje rezultate razgradnje LBM, le-te pa ovrednotijo na standardni nacˇin, z vna-
18 2 -Validacijska MR zbirka slik
prej dolocˇenim ﬁksnim naborom metrik in z uporabo validacijskega dela zbirke MR slik, ki ni
javno objavljen (Styner idr., 2008a). Kljub objektivnosti validacije pa je zaradi visoke stopnje
variabilnosti med obrisi LBM vprasˇljivo, cˇe lahko s to zbirko zanesljivo primerjamo razlicˇne
metode.
Zbirko klinicˇnih MR slik z referencˇnimi obrisi so objavili tudi v okviru tekmovanja ang. lon-
gitudinal lesion segmentation (Pham, 2015). Zbirka vsebuje slike 20 MS bolnikov pri cˇimer
ima vsak bolnik od 3–5 MR preiskav, zajetih na 3T MR napravi v razlicˇnih cˇasovnih obdobjih.
Vsaka od MR preiskav vsebuje T1w, T2w, PDw in FLAIR slike. T1w slike so zajete z izotropno
resolucijo 1 mm, medtem ko imajo ostale slike resolucijo 1 mm znotraj posamezne rezine in 3
mm med posameznimi rezinami. Slike za posameznega bolnika so bile prostorsko poravnane
na referencˇno T1w sliko in prevzorcˇene na izotropno resolucijo 1 mm. V okviru zbirke so na
voljo tako originalne kot tudi predobdelane slike. LBM v vsaki od skupaj 80 MR preiskav, so
bile rocˇno obrisane s strani dveh obrisovalcev. Trenutno celotna zbirka sˇe ni na voljo, saj je
spletna stran, ki bo omogocˇala validacijo na omenjeni zbirki sˇe v izgradnji.
Najnovejsˇe tekmovanje na podrocˇju avtomatske razgradnje MS lezij (Crimi idr., 2016), vsebuje
zbirko MR slik 53 MS bolnikov zajetih v razlicˇnih zdravstvenih ustanovah, na sˇtirih razlicˇnih
3T in 1,5T MR napravah. Vsaka MR preiskava vsebuje poleg 2D PD in T2w slik tudi 3D
FLAIR slike in T1w slike, zajete z in brez kontrastnega sredstva. Trenutno so javno dostopno
na voljo le slike 15 MR preiskav v surovi in predobdelani (prostorsko poravnane, odstranjen
sˇum in sivinske nehomogenosti, znano podrocˇje mozˇganov) obliki. LBM vsake preiskave je
neodvisno eden od drugega rocˇno obrisalo 7 razlicˇnih obrisovalcev. Obrise so nato s pomocˇjo
LOP STAPLE algoritma (Akhondi-Asl idr., 2014) zdruzˇili v referencˇne obrise LBM, ki se upo-
rabljajo za vrednotenje metod razgradnje LBM. Avtorji navajajo, da bo v kratkem na voljo
spletna platforma za objektivno ocenjevanje postopkov razgradnje LBM na osnovi omenjene
zbirke slik.
Za objektivno zanesljivo validacijo metod je kriticˇno, da klinicˇna zbirka MR slik vsebuje na-
tancˇne referencˇne obrise. Eden izmed nacˇinov za pridobitev natancˇnih obrisov je s pomocˇjo
konsenza vecˇih strokovnjakov. Ideja konsenza je, da se vecˇ razlicˇnih obrisov posameznih obri-
sovalcev uskladi in rocˇno zdruzˇi, kar bi moralo privesti do manjsˇe variabilnosti obrisov glede na
variabilnost znotraj oziroma med posameznimi obrisovalci. Pojavlja se torej vprasˇanje: “Kako
dobri so referencˇni obrisi pridobljeni s konsenzom in kaksˇna je njihova variabilnost?”. Za od-
govor na to vprasˇanje bi morali vecˇkrat ponoviti rocˇno obrisovanje in zdruzˇevanje obrisov s
konsenzom, kar bi privedlo do dveh koncˇnih konsenznih referencˇnih obrisov, s pomocˇjo ka-
terih bi lahko ocenili variabilnost konsenza. V primeru, da je variabilnost manjsˇa, bi bili taki
referencˇni obrisi primernejsˇi za validacijo in primerjavo avtomatskih metod za razgradnjo lezij.
V tem poglavju bo predstavljen protokol za izdelavo referencˇnih obrisov LBM na zbirki MR
slik 30 MS bolnikov, zajetih na 3T MR napravi. LBM so obrisali trije razlicˇni obrisovalci, ki
so jih kasneje skupaj pregledali in s konsenzom zdruzˇili v koncˇne referencˇne obrise. S tem so
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kriticˇno ocenili svoje prvotne obrise in izglasovali kaj je oziroma ni LBM, oziroma obrise kate-
rih LBM bi morali popraviti. Za obrisovanje LBM so uporabljali programsko opremo razvito v
okviru Laboratorija za slikovne tehnologije, Fakultete za elektrotehniko, Univerze v Ljubljani,
ki omogocˇa vizualizacijo MR slik in pol-avtomatsko razgradnjo.
2.2 Izgradnja validacijske zbirke z referencˇnimi obrisi
2.2.1 Zajem MR slik
Validacijska zbirka vsebuje slike 30 MS bolnikov, ki so bile zajete na 3T Siemens Magne-
tom Trio MR napravi v Univerzitetnem klinicˇnem centru v Ljubljani. Vsaka MR preiskava
vsebuje 2D T1w (turbo inversion recovery magnitude, TR=2000 ms, TE=20 ms, TI=800
ms, FA=120◦, vzorcˇenje=0,42×0,42×3,30 mm), 2D T2w (turbo spin echo, TR=6000 ms,
TE=120 ms, FA=120◦, vzorcˇenje=0,57×0,57×3,00–3,30 mm) in 3D FLAIR slike (TR=5000
ms, TE=392 ms, TI=1800 ms, FA=120◦, vzorcˇenje=0,47×0,47×0,80 mm). Tak zajem, ki je
sicer del klinicˇne prakse za zajem MR slik MS bolnikov v UKCLJ, ustreza tudi trenutnim MA-
GNIMS1 smernicam (Rovira idr., 2015) za zajem referencˇnih in kontrolnihMR slik za spremlja-
nje MS bolnikov. Vsi bolniki so podali pisno soglasje za uporabo svojih MR slik za namen tega
dela, njihove slike pa so bile za raziskovalne namene tudi dodatno anonimizirane. V tabeli 2.1
so prikazani demografski podatki o bolnikih, njihovo bolezensko stanje in nacˇin zdravljenja.
2.2.2 Predobdelava MR slik
Pred pricˇetkom obrisovanja LBM so bile vse zajete MR slike podvrzˇene predobdelavi. Naj-
prej je bilo na podlagi T1w slike avtomatsko dolocˇeno podrocˇje mozˇganov (Iglesias idr., 2011).
Nato so bile T1w in T2w slike znotraj posamezne MR preiskave prostorsko poravnane v pro-
stor FLAIR slike. Pri tem je bila uporabljena aﬁna transformacija, minimizacija medsebojne
informacije in kubicˇna interpolacija (Klein idr., 2010). Glede na transformacije pridobljene s
poravnavo, je bila z interpolacijo najblizˇjega soseda v FLAIR prostor preslikana tudi maska po-
drocˇja mozˇganov. Na koncu smo z vseh slik odpravili sˇe sivinske nehomogenosti (Tustison idr.,
2010a). Pri kasnejsˇi razgradnji LBM so bili uposˇtevani le slikovni elementi, ki so lezˇali zno-
traj maske podrocˇja mozˇganov, razgradnja pa je bila narejena v originalnem, nespremenjenem
FLAIR prostoru.
1Magnetic resonance imaging in MS
(www.magnims.eu)
20 2 -Validacijska MR zbirka slik
Tabela 2.1. Demografski podatki bolnikov in predpisan postopek zdravljenja
Spol Starost Tip MS Zdravljenje
23 zˇensk
7 mosˇkih
od 25 do 64 let
Mediana: 39 let
22 RR
2 SP
1 PR
2 CIS
2 benigna MS
1 neznano
1 Avonex
3 Betaferon
1 Copaxone
1 Extavia
5 Gilenya
1 Myfenax
2 Rebif
6 Tysabri
1 neznano
9 brez zdravil
RR–recidivno–remitentna; SP–sekundarno–progresivna; PR–primarno–remitentna;
CIS–klinicˇno izoliran sindrom (ang. clinically isolated syndrome)
2.2.3 Orodje za polavtomatsko razgradnjo
Za razgradnjo LBM smo razvili posebno programsko opremo BrainSeg3D, ki omogocˇa hitrejsˇe,
lazˇje in natancˇnejsˇe obrisovanje 3D MR slik. Orodje je osnovano na odprtokodnem programu
za vizualizacijo medicinskih slik Seg3D (CIBC, 2016) in omogocˇa interaktivno lokalno polav-
tomatsko razgradnjo. Orodje je javno dostopno na http://lit.fe.uni-lj.si/tools.
Za boljsˇo zaznavo LBM so obrisovalci lahko opazovali poravnane T1w, T2w in FLAIR slike
hkrati eno ob drugi. Pri polavtomatski razgradnji je moral obrisovalec za vsako posamezno MR
rezino in za vsako posamezno lezijo rocˇno dolocˇiti vsaj eno lokalno podrocˇje, znotraj katerega
je bila kasneje opravljena avtomatska razgradnja na osnovi sivinskih vrednosti. Podrocˇje je
moralo zajemati del ali celotno lezijo (slika 2.1b). Na izbranem podrocˇju se je nato v realnem
cˇasu prikazal predogled koncˇne segmentacije, katerega je obrisovalec s klikom bodisi sprejel ali
zavrnil (slika 2.1c).
Lokalna avtomatska razgradnja je osnovana na razvrsˇcˇanju z rojenjem (ang. K-means cluste-
ring), ki na osnovi sivinskih vrednosti v izbrani okolici izlusˇcˇi izbrano hiperintenzitetno FLAIR
podrocˇje. V osnovi se slikovni elementi razvrstijo v 3 grucˇe, pri cˇimer so zacˇetni centri po-
sameznih grucˇ dolocˇeni s K-means++ algoritmom (Arthur in Vassilvitskii, 2007). V primeru,
da dobljene grucˇe niso ustrezne, lahko obrisovalci rocˇno dolocˇijo poljubno sˇtevilo grucˇ s po-
stavitvijo semenskih tocˇk (ang. seed points), ki predstavljajo zacˇetne centre grucˇ. Pridobljena
vecˇrazredna razgradnja je naknadno obdelana s 3 × 3 medianinim ﬁltrom in analizo povezanih
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Slika 2.1. Po vrsticah so prikazani trije primeri uporabe interaktivnega polavtomat-
skega orodja za razgradnjo: (a) precˇni prerezi FLAIR slike, (b) prerezi FLAIR slike
z oznacˇenim lokalnim podrocˇjem razgradnje (zeleno) in sˇe ne potrjenim prikazom
razgradnje tega lokalnega podrocˇja (modro). Rumeni krizˇci prikazujejo semenske
tocˇke, ki so jih rocˇno dolocˇili obrisovalci. (c) Rocˇno potrjena razgradnja (rdecˇe).
komponent. Za koncˇno razgradnjo je izbrana tista komponenta, ki vsebuje centralni element
izbrane lokalne okolice. Rezultati razgradnje so v realnem cˇasu interaktivno prikazani na sliki,
obrisovalec pa lahko obris potrdi ali zavrne, oziroma spremeni lokalno okolico. Primeri uporabe
orodja so prikazani na sliki 2.1.
Izkazalo se je, da lahko s takim orodjem ucˇinkovito pridobimo natancˇne razgradnje LBM, ki
v primerjavi z rocˇnim obrisovanjem izkazujejo nizˇjo variabilnost znotraj obrisov posameznega
obrisovalca (Lesjak idr., 2015).
2.2.4 Protokol razgradnje LBM
Slika 2.2 prikazuje protokol razgradnje LBM. LBM so obrisali trije razlicˇni obrisovalci; specia-
lizant radiologije in dva izkusˇena nevroradiologa z vecˇ kot desetletnimi izkusˇnjami na podrocˇju
analize MR slik bolnikov z MS.
Pred zacˇetkom obrisovanja so se vsi obrisovalci seznanili z uporabljenim protokolom: LBM naj
se obrisˇe na FLAIR sliki, pretezˇno v precˇnem preseku. Obrisovali naj bi samo T2w/FLAIR hi-
perintenzivne lezije znotraj bele mozˇganovine. Da bi se izognili obrisovanju periventrikularnih
FLAIR hiperintenzitet, ki so posledica MR artefaktov v okolici lateralnih ventriklov, so priso-
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Slika 2.2. Protokol za pridobitev in validacijo referencˇnih obrisov LBM.
tnost LBM na teh podrocˇjih preverili tudi na stranskih in cˇelnih prerezih. Podobno so storili
tudi za jukstakortikalne lezije, pri katerih so si dodatno pomagali z dolocˇitvijo natancˇne meje
med sivo in belo mozˇganovino s pomocˇjo T1w slike. Hiperintenzitetna podrocˇja na FLAIR
sliki znotraj korteksa niso bila obrisana. Prav tako niso bile obrisane FLAIR hipointenzitetne
kortikalne lezije in FLAIR hipointenzitetne LBM, ki so lahko posledica drugih patologij.
Najprej so vsi obrisovalci neodvisno obrisali vse LBM vseh 30 bolnikov. Nato so skupaj pri-
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Slika 2.3. Precˇni, stranski in cˇelni prerezi FLAIR slike s konsenznimi obrisi LBM
ter njihova 3D vizualizacija dveh razlicˇnih bolnikov; zgornji z visokim in spodnji z
srednjim celokupnim volumnom lezij.
merjali vse obrise, z namenom da pridejo do konsenznih referencˇnih obrisov (ang. consensus
segmentation). Pri tem so najprej, za vsakega bolnika z ALI operacijo zdruzˇili binarne ma-
ske vseh obrisanih LBM s cˇimer so dobili najbolj obcˇutljivo mozˇno razgradnjo LBM, ki je
predstavljala izhodisˇcˇe konsenznih referencˇnih obrisov. Nato so z enakimi orodji kot za prvo-
tno obrisovanje, skupaj, v vecˇih fazah, previdno pregledali in popravili izhodisˇcˇne konsenzne
obrise. V prvi fazi so se osredotocˇili na vprasˇljive lezije, tj. podrocˇja, ki jih pri prvotnem obri-
sovanju LBM niso oznacˇili vsi trije obrisovalci. V drugi fazi so dodali vse lezije, ki so jih pri
individualnem obrisovanju spregledali vsi trije obrisovalci. V tretji fazi pa so se osredotocˇili na
to kako so lezije obrisane in mejo le-teh po potrebi popravili. Slika 2.3 prikazuje dva primera
koncˇnih konsenznih referencˇnih obrisov na posameznih rezinah MR slik, slika 2.4 pa podrobno
prikazuje konsenzne obrise enega od bolnikov.
MR preiskave vseh tridesetih bolnikov so bile obrisane po enakem, zgoraj opisanem protokolu.
2.2.5 Validacija konsenznih referencˇnih obrisov
Da bi lahko ocenili kvaliteto konsenznih referencˇnih obrisov LBM, so vsi trije obrisovalci po
enakem protokolu (slika 2.2) LBM na slikah vseh 30 bolnikov obrisali dvakrat. V prvem krogu
so obrisali lezije na celotnih FLAIR slikah, medtem ko so v drugem krogu, zaradi cˇasovne
zahtevnosti, na vsaki sliki obrisali le 5 precˇnih FLAIR rezin. Da bi se izognili pristranskosti
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Slika 2.4. Podroben animiran 3D prikaz FLAIR slike in LBM pridobljene s kon-
senznih obrisov. Animacija je na voljo le v elektronski razlicˇici dokumenta.
in napakam zaradi spomina obrisovalcev, se je drugi krog obrisovanja zacˇel sˇele pol leta po
zakljucˇku prvega kroga.
Precˇne rezine, ki so bile obrisane v drugem krogu so bile izbrane avtomatsko, in sicer tako, da
so vselej lezˇale na intervalu od 5% do 95% celotnega razpona precˇnih rezin znotraj podrocˇja
mozˇganov. S tem smo se izognili skrajno supra- in infra-tentorjalnim rezinam, ki le redko vse-
bujejo LBM. Pri prvih 15 nakljucˇno izbranih MR preiskavah so bile obrisane vse LBM petih
zaporednih precˇnih rezin, katerih precˇno sredisˇcˇe je bilo nakljucˇno izbrano na podrocˇju zgoraj
opisanega intervala. Pri preostalih 15 MR preiskavah pa so bile LBM obrisane na petih po-
polnoma nakljucˇno izbranih precˇnih rezinah znotraj omenjenega intervala. S taksˇnim izborom
rezin smo se poskusˇali izogniti pristranskosti obrisov; bodisi proti zaznavi LBM, bodisi proti
natancˇnosti obrisovanja meje LBM.
Cilj tega poizkusa je bil dolocˇiti, ali so tako pridobljeni konsenzni referencˇni obrisi LBM bolj
ponovljivi oziroma izkazujejo manjsˇo variabilnost v primerjavi z obrisi posameznih obrisoval-
cev. Za oceno variabilnosti obrisov smo na izbrani podmnozˇici precˇnih rezin primerjali obrise
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med konsenznimi referencˇnimi obrisi prvega kroga obrisovanja in konsenznimi referencˇnimi
obrisi drugega kroga obrisovanja. Za vse tri ocenjevalce smo ocenili tudi variabilnost med in
znotraj posameznega obrisovalca. Variabilnost med in znotraj posameznega obrisovalca smo
izracˇunali tudi za 10 MR preiskav s tekmovanja razgradnje MS lezij iz leta 2008 (Styner idr.,
2008a), ki imajo na voljo obrise dveh obrisovalcev.
Variabilnost med posameznimi razgradnjami oziroma obrisi smo ocenili s pomocˇjo DSC (Dice,
1945) in ASSD. Variabilnost med konsenznimi obrisi smo dobili s povprecˇenjem DSC oziroma
ASSD preko vseh 30 MR preiskav, medtem ko smo variabilnost med in znotraj obrisovalcev do-
bili s primerjanjem in povprecˇenjem rezultatov vseh mozˇnih kombinacij dveh razlicˇnih obriso-
valcev. Kot dodatno mero smo uporabili tudi Pearson-ov koeﬁcient (r) (Pearson, 1895), ki smo
ga izracˇunali med TLL za vsako MR preiskavo. Variabilnost (r) med in znotraj posameznega
obrisovalca je bila izracˇunana s povprecˇenjem vseh (r), za razlicˇne kombinacije primerjanih
obrisovalcev.
Analizirali smo tudi variabilnost med posameznimi obrisovalci v smislu TLL in sˇtevila zaznanih
lezij v odvisnosti od anatomske lokacije. Na FLAIR sliki posameznih bolnikov smo s pomocˇjo
analize povezanih komponent poiskali posamezne slikovne elemente, ki so pripadali dolocˇeni
leziji. Lezije smo nato glede na to kje so se nahajali njihovi slikovni elementi razdelili v eno
od sˇtirih anatomskih podrocˇij: periventrikularne, jukstakortikalne, infratentorialne in lezije glo-
boke bele mozˇganovine (ang. deep white matter). Lezije v teh podrocˇjih, poleg lezij v hrbte-
njacˇi, ki pa ni bila slikana za namen te sˇtudije, so namrecˇ kljucˇnega pomena za diagnosticiranje
MS po 2010 McDonalds-ovem kriteriju (Polman idr., 2011).
Konsistentno dolocˇitev anatomskih podrocˇij smo izvedli s pomocˇjo poravnave atlasov na T1w
slike posameznega bolnika. Atlase smo poravnali s pomocˇjo javno dostopnih metod za po-
ravnavo vecˇih atlasov (ang. multi-atlas co-registration), koncˇne oznake podrocˇij pa smo do-
bili z zlivanjem oznak (ang. label fusion) (Cardoso idr., 2015). Atlas je vseboval oznake 145
razlicˇnih anatomskih podrocˇij, ki smo jih zdruzˇili v zgoraj nasˇteta podrocˇja. Posamezne lezije
smo oznacˇili kot periventrikularne oziroma jukstakortikalne, cˇe je bil katerikoli del lezije od
ventriklov oziroma korteksa oddaljen 2 mm ali manj. Kot infratentorialne lezije smo oznacˇili
vse lezije, ki so lezˇale znotraj podrocˇja malih mozˇganov in mozˇganskega debla, vse ostale pa
smo oznacˇili kot lezije globoke bele mozˇganovine.
Rezultati in diskusija
Iz tabele 2.2 je razvidno, da je bila, glede na DSC, Personov r in ASSD, variabilnost med
konsenznimi obrisi nizˇja v primerjavi z variabilnostjo med in znotraj posameznih obrisovalcev,
kar kazˇe na to, da so konsenzni referencˇni obrisi zanesljivejsˇi in bolj konstanti.
Variabilnost med in znotraj obrisovalci na opisani zbirki slik (DSC med 0,67 in 0,73) je pri-
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Tabela 2.2. Variabilnost DSC in ASSD znotraj in med posameznimi obrisovalci
ter med konsenznimi obrisi. Pearson-ov koeﬁcient korelacije r je bil izracˇunan na
podlagi TLL. Vrednosti prestavljajo povprecˇja pridobljena na podlagi MR slik vseh
30 bolnikov. Podatki o variabilnosti med obrisovalci s tekmovanja razgradnje LBM
MS Challenge 2008 pa so izracˇunani s povprecˇenjem vseh desetih obrisov, ki so na
voljo.
Variabilnost razgradnje DSC r ASSD
Med konsenznimi obrisi 0,776 0,779 1,06
Znotraj posameznega obrisovalca 0,676 0,710 1,73
Med posameznimi obrisovalci 0,724 0,731 1,32
Med posameznimi obrisovalci (MS challenge 2008) 0,237 0,275 5,86
merljiva z variabilnostjo (0,71–0,81), opisano v znanstveni literaturi (Zijdenbos idr., 1994). V
tem delu so avtorji prav tako uporabili polavtomatska orodja za razgradnjo MR slik, vendar so
uporabili zbirko 2D MR slik zajeto na 1,5T MR napravi. Visˇjo variabilnost, ki smo jo dobili
na svojih podatkih lahko verjetno pripisˇemo dejstvu, da je na slikah zajetih s 3T MR napravo
vidnih vecˇ lezij (Di Perri idr., 2009), prav tako pa uporaba 3D FLAIR slik sˇe dodatno povecˇa
obcˇutljivost na LBM (Patzig idr., 2014).
Zbirka slik s tekmovanja o razgradnji MS lezij iz leta 2008 (Styner idr., 2008a) vsebuje podobne
slike kot zbirka opisana v tem poglavju, v smislu uporabljene tehnologije in nacˇina zajema.
Vendar pa je prekrivanje obrisov posameznih obrisovalcev obcˇutno slabsˇe (DSC 0,237). Kljub
temu se danes sˇe vedno zelo pogosto uporablja za ucˇenje in kvantitativno validacijo novih av-
tomatskih metod razgradnje LBM, saj je bila to ena izmed prvih javno dostopnih zbirk. Njena
ustreznost za taksˇne namene pa je zaradi nenatancˇnosti obrisov precej vprasˇljiva. Za razvoj
naprednejsˇih postopkov avtomatske razgradnje, njihovo validacijo in primerjavo, bi namrecˇ po-
trebovali zbirko slik z natancˇnejsˇimi in bolj zanesljivimi referencˇnimi obrisi LBM.
Zgoraj opisan proces zdruzˇevanja obrisov LBM v koncˇne konsenzne obrise, je obcˇutno povecˇal
obcˇutljivost zaznave lezij (slika 2.6), kar kazˇe na subjektivno naravo zaznave lezij pri rocˇnem
obrisovanju. Dodatni pokazatelj subjektivnosti (in/ali vpliva utrujenosti obrisovalca) je viden
tudi na sliki 2.6. Pri obrisovanju MR slik z majhnim sˇtevilom lezij (do 2 ml) so bili nekateri
obrisovalci namrecˇ preobcˇutljivi, drugi pa premalo obcˇutljivi glede na konsenzne obrise, med-
tem ko so bili na slikah z vecˇjim sˇtevilom lezij (nad 2 ml) vsi obrisovalci konsistentno premalo
obcˇutljivi, kar je privedlo do nizˇjega TLL. Skupen TLL konsenznih obrisov je bil statisticˇno
signiﬁkantno (p < 0, 05, Wilcoxonov test) visˇji v primerjavi s TLL kateregakoli posameznega
obrisovalca. Glede na konsenzne referencˇne obrise vsebuje zbirka skupno 3316 obrisanih LBM
s skupnim volumnom 567 ml. Mediana TLL za posameznega bolnika znasˇa 15, 2 ml (0, 337
– 57, 5 ml, IQR: 31, 1 ml). Razporeditev posameznih LBM iz celotne zbirke slik glede na
njihov volumen je prikazana na sliki 2.5, na sliki 2.7 pa je prikazana prostorska razporeditev
lezij konsenznih obrisov, ki je bila pridobljena s pomocˇjo preslikave vseh konsenznih obrisov
v skupni prostor MNI152 atlasa (Fonov idr., 2009), z uporabo poravnave z deformabilnimi B-
zlepki (Klein idr., 2010).
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Slika 2.5. Histogram prostornin posameznih obrisanih LBM.
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Slika 2.6. TLL, ki ga je izmeril posamezni obrisovalec v primerjavi s TLL konsen-
znih obrisov za vsako od 30 MR preiskav. Za lazˇjo primerjavo je TLL posameznih
obrisovalcev normaliziran glede na konsenzni TLL.
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Slika 2.7. Prostorsko prikazana verjetnost pojavnosti LBM glede na konsenzne
obrise. Visˇje vrednosti ponazarjajo vecˇjo verjetnost, da na tem mestu pride do po-
java LBM.
Glavne prednosti konsenznih obrisov so visˇja obcˇutljivost na zaznavo lezij in vecˇja ponovljivost
njihovih kvantiﬁkacij. Pregled obrisov, ki je bil del konsenza, je v vecˇini prispeval k odkritju
novih lezij, ki so jih obrisovalci predhodno spregledali, v nekaterih primerih (zlasti pri slikah z
nizkim TLL) pa so odstranili tudi nekaj lazˇno zaznanih lezij (npr. zaradi MR artefaktov).
V tabeli 2.3 vidimo kako so posamezni obrisovalci obrisali lezije glede konsenzne obrise ter
glede na razlicˇne anatomske lokacije. Vidimo, da je obcˇutljivost obrisovalcev mocˇno odvisna
od opazovanega anatomskega podrocˇja. Najpogosteje so lezije zgresˇili v infratentorialnem (46–
68%) in jukstakortikalnem (9–49%) podrocˇju. Povprecˇen obrisovalec je tako pri posameznem
bolniku zgresˇil priblizˇno 15, 6 lezij v jukstakortikalnem in 3, 8 lezij v infratentorialnem po-
drocˇju, kar je zaskrbljujocˇe. Te sˇtevilke lahko namrecˇ glede na trenutne kriterije za diagnozo in
spremljanje MS bolezni (Polman idr., 2011) zˇe vplivajo na diagnozo oziroma odlocˇitev o nacˇinu
zdravljenja.
Ena izmed pomanjkljivosti te raziskave je, da je bila ponovljivost konsenznih referencˇnih obri-
sov ocenjena s ponovitvijo eksperimenta z enako skupino obrisovalcev. Zanimivo bi bilo pri-
merjati konsenzne obrise, ki bi jih naredila druga skupina obrisovalcev z enakimi orodji in
opisanim protokolom. S tem namenom bodo opisana zbirka slik in uporabljena orodja tudi
javno objavljena.
2.3 Longitudinalna zbirka MR slik
Za validacijo postopkov za zaznavo sprememb lezij (ang. lesion changes – LC) potrebujemo
ustrezno longitudinalno zbirko MR slik, bodisi z referencˇnimi obrisi LBM za vsako od MR pre-
iskav, bodisi z referencˇnimi obrisi sprememb med posameznimi MR preiskavami. Iz literature
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je znano (Moraal idr., 2010a), da lahko longitudinalne spremembe LBM zaznamo, obrisˇemo
in kvantiﬁciramo bolje z uporabo slike razlik, ki jo dobimo, cˇe odsˇtejemo sivinske vrednosti
istolezˇnih slikovnih elementov dveh poravnanih, normaliziranih slik (npr. FLAIR). V primeru,
da sta sliki ustrezno normalizirani (glej poglavje 3.3.1), lahko spremembe enostavno zaznamo
kot hipo- ali hiper- intenzitetna podrocˇja slike razlik.
Izgradnja referencˇnih obrisov sprememb LBM s pomocˇjo slike razlik prinasˇa, v primerjavi z
obrisovanjem LBM na posameznih slikah primerjanih MR preiskav, poleg visˇje obcˇutljivosti
na spremembe tudi sˇtevilne druge prednosti; izognemo se napakam, ki so posledica nenatancˇne
dolocˇitve mej lezij, je cˇasovno manj zahtevna, saj obrisujemo le eno sliko namesto dveh, hkrati
pa nam ni treba obrisati vseh lezij temvecˇ le spremembe le-teh. Seveda lahko s takimi refe-
rencˇnimi obrisi vrednotimo izkljucˇno postopke za zaznavo in kvantiﬁkacijo sprememb LBM. V
tem podpoglavju bomo zdruzˇili ugotovitve o izgradnji validacijskih zbirk iz prejsˇnjega poglavja
in predstavili longitudinalno zbirko slik z referencˇnimi obrisi sprememb LBM.
2.3.1 Zajem in predobdelava MR slik
Longitudinalna validacijska zbirka vsebuje referencˇne in kontrolne MR preiskave 20 MS bol-
nikov. Slike so bile zajete na 1,5T Philips MR napravi v Univerzitetnem klinicˇnem centru v
Ljubljani. Vsaka MR preiskava vsebuje 2D T1w (spin echo sequence, TR=600 ms, TE=15 ms,
FA=90◦, vzorcˇenje 0,9×0,9×3 mm brez razmika med rezinami), 2D T2w (spin echo sequence,
TR=4500 ms, TE=100 ms, FA=90◦, vzorcˇenje 0,45×0,45×3 mm brez razmika med rezinami)
in 2D FLAIR sliko (TR=11000, TE=140, TI=2800, FA=90, vzorcˇenje 0,9×0,9×3 mm brez
razmika med rezinami). Vsi bolniki so podali pisno soglasje za uporabo svojih slik za namen
izdelave tega dela, njihove slike pa so bile za raziskovalne namene tudi dodatno anonimizirane.
V tabeli 2.4 so prikazani demografski podatki o bolnikih, njihovo bolezensko stanje in nacˇin
zdravljenja, na sliki 2.9 pa cˇas med zaporednimi MR preiskavami bolnikov, ki je znasˇal od 81
do 723 dni (mediana: 311, IQR: 223).
Pri izgradnji longitudinalne zbirke z referencˇnimi obrisi je ustrezna predobdelava izjemno po-
membna. V nasˇem primeru smo uporabili predobdelavo, ki med drugim vkljucˇuje tudi intenzi-
tetno normalizacijo in je podrobno opisana v poglavju 3.3.1.
2.3.2 Protokol obrisovanja sprememb LBM
Za izdelavo validacijske zbirke smo na predobdelanih MR slikah uporabili protokol in orodja,
opisana v poglavju 3. Longitudinalne zbirke slik vseh 20 bolnikov sta obrisala dva obrisovalca,
protokol pa je bil ustrezno prilagojen (slika 2.8) za izdelavo referencˇnih obrisov sprememb:
• Obrisovala sta hipo- in hiper- intenzitete na sliki razlik pridobljene iz referencˇne in kon-
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trolne FLAIR slike
• Med obrisovanjem sta obrisovalca poleg slike razlik opazovala tudi poravnane referencˇne
in kontrolne FLAIR, T1w in T2w slike
• Podrocˇja, ki so hiper-/hipo- intenzitetna zaradi MR artefaktov niso bila obrisana
Individualni obrisi so bili nato zdruzˇeni v konsenzne referencˇne obrise LC.
2.3.3 Opis konsenznih obrisov sprememb LBM
Mediana sprememb LBM je glede na konsenzne referencˇne obrise znasˇala 6,2 cm3 (IQR: 6,5
cm3). Razporeditev volumnov LC cˇez celotno zbirko slik je prikazan na sliki 2.9, tabela 2.5 pa
prikazuje razlicˇne velikostne razrede LC in njihovo zastopanost.
2.4 Diskusija
V tem poglavju smo predstavili dve novi zbirki MR slik glave MS bolnikov z ustreznimi refe-
rencˇnimi obrisi, primernimi za validacijo postopkov avtomatske analize LBM. Predstavljen in
podrobno opisan je bil tudi postopek za pridobitev referencˇnih obrisov LBM s konsenzom vecˇih
obrisovalcev. Prva zbirka je primerna za validacijo postopkov razgradnje LBM in vkljucˇuje MR
slike 30 MS bolnikov, pri cˇimer je imel vsak bolnik le eno MR preiskavo. Slike so bile zajete
na 3T Siemens MR napravi s sekvencami, ki so uveljavljene v klinicˇni praksi. Druga zbirka je
bila zajeta na 1,5T Philips MR napravi in vkljucˇuje 20 MS bolnikov. Za vsakega bolnika so na
voljo slike dveh MR preiskav z ustreznimi referencˇnimi obrisi za validacijo postopkov zaznave
sprememb LBM.
Referencˇni obrisi lezij prve zbirke so bili narejeni s konsenzom treh izkusˇenih obrisovalcev, ki
so za obrisovanje uporabili orodja, razvita v okviru Laboratorija za slikovne tehnologije, Fa-
kultete za elektrotehniko, Univerze v Ljubljani. Protokol je zahteval, da vsak od obrisovalcev
obrisˇe slike vseh 30 bolnikov. Obrise posameznih bolnikov so nato isti obrisovalci zdruzˇili v
enotni konsenzni obris LBM. Enak postopek so obrisovalci ponovili cˇez pol leta, s cˇimer smo
lahko ovrednotili variabilnost postopka pridobivanja konsenznih referencˇnih obrisov. Izkazalo
se je, da so konsenzni obrisi boljsˇi v primerjavi z obrisi posameznih obrisovalcev, saj je v pri-
merjavi z variabilnostjo med in znotraj posameznega obrisovalca, njihova variabilnost obcˇutno
manjsˇa. Ta dognanja smo uporabili tudi za izgradnjo referencˇnih obrisov sprememb LBM, ki
so del predstavljene longitudinalne zbirke MR slik.
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Slika 2.8. Protokol za pridobitev konsenznih referencˇnih obrisov sprememb LBM
iz longitudinalne zbirke predobdelanih MR slik.
2 -Validacijska MR zbirka slik 33
????????????????????
??? ??? ??? ??? ???
???
???
???
?
?
??
???
???
??????
??
???
??
??
??
???
???
??
??
????
???
??
?
?
??
??
??
Slika 2.9. Histogram prostornin posameznih obrisanih LC (levo) in cˇasovna razlika
med MR preiskavami za posameznega bolnika (desno).
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Tabela 2.4. Demografski podatki bolnikov in predpisan postopek zdravljena.
Spol Starost Tip MS Zdravljenje
14 zˇensk
6 mosˇkih
od 19 do 50 let
Mediana: 34 let
1 sekundarno–progresivna
14 recidivno–remitentna
5 neznano
2 brez zdravil
6 Gilenya
2 Copaxon
2 Tysabri
1 Tecﬁdera
1 Aubagio
6 neznano
Tabela 2.5. Uvrstitev LC v razlicˇne velikostne razrede glede na njihovo prostornino.
Velikostni razred Sˇtevilo slikovnih
elementov LC
Prostornina LC
(mm3) Sˇtevilo LC Sˇtevilo bolnikov
Zelo male do 10 do 24 161 20
Male 11-20 24 – 48 201 20
Srednje 21-50 48 – 120 205 20
Velike 51-100 120 – 240 110 18
Zelo velike 101 in vecˇ 240 in vecˇ 126 18
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3.1 Uvod
Longitudinalno slikanje mozˇganov se redno uporablja v klinicˇni praksi za spremljanje stanja
bolnikov s cerebro-vaskularnimi in nevrodegenerativnimi boleznimi, kot sta multipla skleroza
in Alzheimerjeva bolezen. Izkazalo se je, da je stanje te bolezni mocˇno korelirano s spre-
membami mozˇganskih struktur (Ramirez idr., 2014, Rocca idr., 2013, Susanto idr., 2015), ki se
pogosto pojavijo sˇe pred klinicˇnimi znaki (Lebrun idr., 2008, Risacher idr., 2009). Spremembe
v mozˇganih se lahko pojavijo lokalno, le v dolocˇenih strukturah, kot na primer LBM. Pogo-
sto prihaja tudi do sprememb na podrocˇju celotnih mozˇganov v obliki povecˇane stopnje izgube
mozˇganske prostornine (ang. Brain Volume Loss – BVL) oziroma atroﬁje. V tem poglavju se
osredotocˇamo na MS in z njo povezanim znacˇilnim pojavom LBM in njihovimi longitudinal-
nimi spremembami. LBM so namrecˇ tesno povezane s stanjem bolnika in so se izkazale kot
dober pokazatelj napredka bolezni (Patti idr., 2015, Popescu idr., 2013). Slikanje z MR se je za-
radi visoke obcˇutljivosti izkazalo za dalecˇ najprimernejsˇe orodje za zaznavo sprememb v LBM
Rocca idr. (2013). Kljub temu potrebujemo za zaznavo sprememb LBM izredno obcˇutljive
postopke za obdelavo slik, saj so lahko spremembe lezij v opazovanih obdobjih, ki navadno tra-
jajo od nekaj mesecev do dveh let, zelo majhne; tako v smislu spremembe prostornine kot tudi
spremembe sivinskih vrednosti MR slik (Vrenken idr., 2013, Wei idr., 2004, Xavier Llado´ idr.,
2012).
Trenutno se v klinicˇni praksi spremembe LBM zaznava ocˇno, kvantiﬁcira pa predvsem s
pomocˇjo rocˇnega obrisovanja lezij na referencˇni in kontrolni MR sliki. Za vrednotenje sta-
nja bolnikov z MS se ob vsaki MR preiskavi zajame slike razlicˇnih modalitet; najpogosteje
so to T1w, T2w, PD in FLAIR slike. Za zanesljivo zaznavo LBM je potrebno socˇasno opa-
zovanje MR slik razlicˇnih modalitet za vsako od primerjanih preiskav (Vrenken idr., 2013).
Istocˇasno opazovanje vecˇih modalitet in obrisovanje LBM na vsaki od sˇtevilnih rezin 3D MR
slik, je izredno naporno in cˇasovno zahtevno, predvsem pa subjektivno. Posledicˇno imajo rocˇni
obrisi LBM visoko variabilnost, tako med razlicˇnimi obrisovalci, kot tudi znotraj posameznega
obrisovalca (ang. intra–observer variability), kar onemogocˇa zanesljivo zaznavo in kvantiﬁka-
cijo sprememb LBM. Avtomatski postopki premostijo nekatere tezˇave rocˇnih metod, izboljsˇajo
zanesljivost in ponovljivost meritev in so se kot taki izkazali za boljsˇe pri zaznavi sprememb
LBM.
V tem poglavju objektivno primerjamo in validiramo najnovejsˇe postopke za zaznavo spre-
memb LBM iz longitudinalnih MR slik glave, ki temeljijo na primerjavi sivinskih vredno-
sti. Pri tem bomo uporabili zbirko longitudinalno zajetih MR slik MS bolnikov z znanimi
referencˇnimi obrisi sprememb LBM, ki je bila opisana v poglavju 2.3. Primerjali bomo po-
stopke (Ganiler idr., 2014, Simoes in Slump, 2011, Sweeney idr., 2013), ki lahko zaznajo vse
vrste sprememb LBM: novonastale, rastocˇe in izginjajocˇe LBM, kot tudi LBM, ki so od pred-
hodne preiskave popolnoma izginile. Ti postopki za zaznavo sprememb so zˇe bili validirani
(Ganiler idr., 2014, Rousseau idr., 2007, Seo in Milanfar, 2009, Simoes in Slump, 2011), ven-
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dar nikoli na isti zbirki MR slik, ki bi omogocˇala objektivno primerjavo. Vsi trije primerjani
postopki, od katerih eden potrebuje predhodno ucˇenje (Sweeney idr., 2013), so bili razdeljeni
na podsklope in analizirani glede na to kako zaznavajo spremembe, tj. glede na nacˇin izgradnje
slike podobnosti in na nacˇin, kako le-to razgradijo. Posamezne podsklope vsakega postopka
smo najprej analizirali posamezno, da smo dolocˇili vpliv le-tega na zmozˇnost zaznave spre-
memb celotnega postopka. Nato smo analizirali tudi delovanje razlicˇnih kombinacij podsklopov
razlicˇnih metod in pri tem poizkusˇali najti najboljsˇo kombinacijo za zaznavo sprememb LBM.
3.1.1 Avtomatski postopki za zaznavo sprememb LBM
K avtomatski zaznavi sprememb LMB lahko pristopimo na vecˇ razlicˇnih nacˇinov
(Xavier Llado´ idr., 2012): 1) z longitudinalno volumetricˇno analizo, 2) s poravnavo slik s
pomocˇjo deformabilnih preslikav in 3) z longitudinalno analizo sivinskih vrednosti MR slik
(Patriarche in Erickson, 2004). Longitudinalna volumetricˇna analiza oponasˇa rocˇni pristop, saj
se pri tem postopku LBM avtomatsko obrisˇe (oziroma razgradi) na referencˇni in kontrolni sliki,
spremembe pa se dolocˇi s primerjavo obeh razgradenj (Garcı´a-Lorenzo idr., 2013, Llado´ idr.,
2012). Zˇal so take razgradnje LBM obicˇajno podvrzˇene visokim variabilnostim in niso zelo
natancˇne, ter kot take niso primerne za zanesljivo zaznavo sprememb, ki so po naravi patologije
relativno majhne. Pri zaznavi sprememb s pomocˇjo poravnave z deformabilnimi preslikavami,
slike referencˇne in kontrolne preiskave med seboj poravnamo, nato pa iz polja deformacij oce-
nimo spremembe. Na ta nacˇin lahko izmerimo povecˇanje oziroma zmanjsˇanje posameznih
LBM, ne moramo pa zanesljivo zaznati novih LBM in lezij, ki so popolnoma izginile (Rey idr.,
2002, Studholme idr., 2006). Dodaten problem predstavlja tudi regularizacija polja deforma-
cij, ki jo je v primeru poravnave mozˇganskih struktur tezˇko nadzirati. Za razliko pa postopki,
ki temeljijo na longitudinalni analizi sivinskih vrednosti MR slik, za poravnavo med slikami
referencˇne in kontrolne preiskave uporabljajo enostavnejsˇo poravnavo s togimi ali aﬁnimi pre-
slikavami. Spremembe LBM so nato zaznane z analizo sivinskih vrednosti istolezˇnih slikov-
nih elementov (Moraal idr., 2009). V tem poglavju smo se osredotocˇili na postopke zaznave
sprememb na podlagi analize sivinskih vrednosti, saj so sivinske vrednosti MR slik ene po-
membnejsˇih znacˇilnic za zaznavo sprememb LBM, hkrati pa zmorejo zaznati tako rastocˇe in
izginjajocˇe LBM, kot tudi nove lezije in lezije, ki so popolnoma izginile.
Postopki, ki temeljijo na analizi sivinskih vrednosti, so v splosˇnem sestavljeni iz sˇtirih pod-
sklopov (3.1): 1) predobdelava MR slik, 2) izgradnja slike podobnosti, 3) razgradnja slike
podobnosti za pridobitev maske podrocˇja sprememb in 4) naknadna obdelava (ang. postpro-
cessing) maske sprememb za dolocˇitev koncˇne maske sprememb LBM. Vecˇina postopkov,
ki temeljijo na analizi sivinskih vrednosti, uporablja podoben postopek za predobdelavo MR
slik, ki vkljucˇuje dolocˇitev podrocˇja mozˇganov (ang. brain extraction), dolocˇitev podrocˇja bele
mozˇganovine (ang. white-matter masking), normalizacijo MR intenzitet in prostorsko porav-
navo MR slik. Ti postopki za predobdelavo MR slik so zˇe podrobno raziskani in ovrednoteni
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v sˇtevilnih raziskavah (Roura idr., 2014, Shinohara idr., 2014, Yago Diez, 2013). Z naknadno
obdelavo, ki je v splosˇnem podobna za postopke zaznave sprememb z analizo sivinskih vre-
dnosti (Xavier Llado´ idr., 2012), pa z uporabo strokovnega znanja morfologije LBM, njihove
oblike, lokacije, velikosti in intenzitete MR slik, odstranimo cˇim vecˇ lazˇno pozitivno zaznanih
(ang. false positives) sprememb LBM (Battaglini idr., 2014, Ganiler idr., 2014).
Glavna razlika med postopki za zaznavo sprememb, ki temeljijo na analizi sivinskih vredno-
sti, je nacˇin izgradnje slike podobnosti in njena razgradnja. Sliko podobnosti lahko dobimo s
pomocˇjo postopkov, ki se zanasˇajo na ucˇenje (ang. supervised methods) in za delovanje potre-
bujejo zbirko ucˇnih slik z natancˇno razgrajenimi spremembami LBM, ali pa s postopki brez
ucˇenja (ang. unsupervsed methods), ki se zanasˇajo zgolj na referencˇne in kontrolne MR slike.
Sˇtevilni postopki za zaznavo sprememb LBM brez ucˇenja, zgradijo sliko podobnosti enostavno,
z odsˇtevanjem prostorsko poravnanih referencˇnih in kontrolnih MR slik (Battaglini idr., 2014,
Duan idr., 2008, Ganiler idr., 2014, Moraal idr., 2009, 2010b,c). Battaglini idr. (2014) za raz-
gradnjo slike podobnosti uporabijo upragovljanje z nizkimi vrednostmi, s cˇimer dobijo veliko
lazˇno pozitivnih podrocˇij sprememb LBM. Nato s pomocˇjo pravil, ki temeljijo na strokovnem
znanju o pojavnosti, velikosti in intenziteti LBM, iz teh regij izkljucˇijo sˇtevilne lazˇno zaznane
spremembe. Ganiler idr. (2014) za dolocˇitev maske sprememb LBM sliko podobnosti uprago-
vljajo s pragom, ki je za 5 standardnih deviacij vecˇji od povprecˇne vrednoti intenzitete slike
podobnosti na podrocˇju bele mozˇganovine. Pri naknadni obdelavi zavrzˇejo vse zaznane spre-
membe, ki so manjsˇe od treh slikovnih elementov. Ker je slika podobnosti zgrajena s pomocˇjo
enostavnega odsˇtevanja istolezˇnih slikovnih elementov precej obcˇutljiva na sˇum, slabo norma-
lizacijo intenzitet in napake pri prostorski poravnavi, se nekateri postopki zanasˇajo na slike
podobnosti, zgrajene z uporabo statistike na sivinskih vrednostih v sosednjih slikovnih ele-
mentih. Primer take slike podobnosti je slika podobnosti, ki temelji na posplosˇenem razmerju
verjetnosti (ang. Generalized Likelihood Ratio – GLR) (Bosc idr., 2003). Le-ta uposˇteva distri-
bucijo intenzitet znotraj lokalne okolice vsakega slikovnega elementa na referencˇni in kontrolni
sliki, enostavno pa jo lahko razsˇirimo za uporabo na vecˇih modalitetah hkrati (Bosc idr., 2003,
Simoes in Slump, 2011). To so storili Simoes in Slump (2011), ki so za dolocˇitev podrocˇja spre-
memb iz slike podobnosti uporabili avtomatsko dolocˇen prag, ki je bil pridobljen z minimizacijo
odmika kotnega histograma vektorja sprememb (ang. angular histogram of change vectors) iz
prostora T1- in T2-utezˇenih MR slik. Nika idr. (2014) so uporabili lokalna podrocˇja referencˇnih
in kontrolnih slik za adaptivno ucˇenje slovarja (ang. adaptive dictionary learning). Za oceno
podobnosti med slikami so kontrolne slike izrazili kot linearno kombinacijo lokalnih podrocˇij
slike in naucˇenega slovarja. Za pridobitev boljsˇih znacˇilnic in vecˇjo racˇunsko ucˇinkovitost,
so dobljene linearne koeﬁciente preslikali v prostor nizˇje dimenzije s pomocˇjo analize glavnih
komponent (ang. Principal Component Analysis – PCA), sliko podobnosti pa zgradili z uporabo
L1 normo nizˇje dimenzijskega prostora znacˇilnic. Zˇal je zmogljivost te metode na klinicˇnih MR
slikah nejasna, saj je bila metoda razvita in kvantitativno ovrednotena le na sinteticˇni zbirki slik.
Postopki za zaznavo sprememb na podlagi analize sivinskih vrednosti z ucˇenjem, iz zbirke slik
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z referencˇnimi obrisi izlusˇcˇijo znacˇilnice in njihove povezave, s pomocˇjo katerih se naucˇijo raz-
graditi nove slike. Sweeney idr. (2013) so uporabili model logisticˇne regresije (ang. Logistic
Regression Model – LRM), ki za izgradnjo slike podobnosti uporabi sivinske vrednosti refe-
rencˇnih in kontrolnih slik vecˇih modalitet in njihove razlike. V zajem vzame tudi cˇas, ki je
pretekel med referencˇno in kontrolno preiskavo. Elliott idr. (2013) so s pomocˇjo referencˇne
in vsaj ene kontrolne MR slike izvedli skupno, cˇasovno konsistentno, Bayesovo razgradnjo
mozˇganskih struktur. Verjetnost pojavnosti posameznih mozˇganskih struktur, intenzitete refe-
rencˇnih in kontrolnih slik in sliko njihovih razlik so nato uporabili kot znacˇilnice na podlagi
katerih so naucˇili razvrsˇcˇevalnik z nakljucˇnim gozdom (ang. random forest classiﬁer), ki je
na izhodu podal sliko podobnosti. Koncˇna podrocˇja sprememb so dolocˇili z upragovljanjem z
rocˇno nastavljenim pragom. Ena od slabosti metod ki uporabljajo ucˇenje je, da so slabo po-
splosˇljive, saj so mocˇno odvisne od slik uporabljenih za ucˇenje in s tem tudi od MR naprave
oziroma njenih parametrov zajema slik.
3.1.2 Validacijski izzivi
Avtorji omenjenih postopkov za zaznavo sprememb vselej navajajo dobre rezultate. Ker pa so
bili te rezultati pridobljeni na lastnih, neenotnih zbirkah slik, pogosto pa vsebujejo tudi razlicˇne
metrike ocenjevanja zmozˇnosti postopkov (Llado´ idr., 2012), je objektivna primerjava teh po-
stopkov iz originalnih rezultatov avtorjev nemogocˇa. Objektivno primerjavo postopkov nadalj-
nje onemogocˇa uporaba razlicˇnih postopkov za pred- in naknadno obdelavo, ki so, kljub temu
da ne predstavljajo jedra postopkov za zaznavo sprememb, kriticˇnega pomena. Eden od pro-
blemov, ki onemogocˇajo objektivno primerjavo, je tudi pomanjkanje javno dostopnih zbirk z
ustreznimi referencˇnimi obrisi oziroma zlatim standardom. Skop nabor zbirk, ki so javno na
voljo in njihove pomanjkljivosti smo zˇe opisali v poglavju 2. Za objektivno primerjavo v tem
poglavju bomo zato uporabili lastno validacijsko zbirko, katere obrisi so bili narejeni s konsen-
zom vecˇih strokovnjakov in je podrobneje opisana v poglavju 2.3.
3.2 Validacijske metrike
Za kvantitativno ovrednotenje razgradenj moramo najprej dolocˇiti eno ali vecˇ validacijskih me-
trik, ki rezultate postopkov zaznave sprememb primerja z referencˇni obrisi sprememb in na
podlagi primerjave poda sˇtevilcˇno oceno kvalitete rezultatov. Vecˇina metrik, ki se uporabljajo
pri avtomatski razgradnji slik, deluje na podlagi primerjanja istolezˇnih slikovnih elementov na
binarni maski rezultatov postopka in maski referencˇnih obrisov. Slikovne elemente teh mask
lahko tako razdelimo v sˇtiri razrede: resnicˇno pozitivni (ang. true positive – TP), lazˇno pozi-
tivni (ang. false positive – FP), resnicˇno negativni (ang. true negativ – TN) in lazˇno negativni
(ang. false negative – FN). Dobri rezultati bi tako vsebovali cˇim vecˇ elementov iz skupin TP in
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Tabela 3.1. Validacijske metrike, ki se pogosto uporabljajo za validacijo postopkov
razgradnje LBM in zaznavo njihovih sprememb.
Ime Deﬁnicija
Tocˇnost (ang. Accuracy) |TP|+|TN||TP|+|TN |+|FP|+|FN|
Stopnja napake (ang. Error rate) |FP|+|FN||TP|+|TN |+|FP|+|FN|
Dice-ov koeﬁcient podobnosti (DSC) 2×|TP|2×|TP|+|FP|+|FN|
Obcˇutljivost (ang. Sensitivity),
Delezˇ resnicˇno pozitivnih vzorcev
(ang. True positive rate – TPR)
|TP|
|TP|+|FN|
Speciﬁcˇnost (ang. Speciﬁcity),
Delezˇ resnicˇno negativnih vzorcev
(ang. True negative rate – TNR)
|TN|
|TN|+|FP|
Nespeciﬁcˇnost (ang. Fall-out),
Delezˇ lazˇno pozitivnih vzorcev
(ang. False positive rate – FPR)
1 − Speciﬁcity
TN in hkrati cˇim manj iz skupin FP in FN, kar v praksi dosezˇemo s kompromisom, saj obicˇajno
povecˇanje TP hkrati povecˇa tudi FP, zmanjsˇanje FN pa zmanjsˇa tudi TN. V tabeli 3.1 so pri-
kazane metrike, ki se uporabljajo za ocenjevanje avtomatskih postopkov razgradnje LBM. Od
prikazanih metrik se v praksi najpogosteje uporablja obcˇutljivost, speciﬁcˇnost in Dice-ov koeﬁ-
cient podobnosti, tako za razgradnjo LBM, kot tudi pri zaznavi njihovih sprememb (Llado´ idr.,
2012, Xavier Llado´ idr., 2012).
Poleg omenjenih metrik obstajajo sˇe druge, ki jih v tabeli nismo omenili. Za primerjavo zveznih
podatkov se uporablja zvezne ekvivalente omenjenim metrikam, kot na primer probabilisticˇni
podobnostni koeﬁcient, ki je za zvezne podatke ekvivalenten DSC. Drugo skupino predstavljajo
metrike, ki temeljijo na razdaljah. Za njihovo uporabo moramo iz binarne maske rezultatov in
binarne maske referencˇnih obrisov najprej izlusˇcˇiti obrise lezij (povrsˇino), nato pa primerjati
razdalje med povrsˇinami posameznih zaznanih in referencˇnih lezij. Kljub temu, da je postal
DSC dalecˇ najpogosteje uporabljena metrika (Xavier Llado´ idr., 2012) za ovrednotenje postop-
kov razgradnje in zaznave sprememb LBM pri MS, sˇe zdalecˇ ni idealna, saj je njegova vrednost
precej odvisna od velikosti objektov, ki jih zaznavamo.
3.2.1 RDSC
DSC nam poda globalno stopnjo prekrivanja dveh binarnih mask, na primer razgrajene slike
podobnosti in referencˇnih obrisov sprememb LBM. Zˇal pa na njegovo vrednost precej vpliva
kolicˇina pozitivnih vzorcev. Znano je namrecˇ, da bo DSC v splosˇnem vecˇji, cˇe se na sliki na-
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hajajo vecˇji in vecˇ elementov. Hkrati nam ne omogocˇa ovrednotiti prekrivanja tocˇno dolocˇenih
skupin vzorcev, kot na primer vrednotenje zmozˇnosti zaznave sprememb LBM za razlicˇne veli-
kosti le-teh. Da bi premostili te pomanjkljivosti smo vpeljali novo metriko imenovano regijski
Dice-ov koeﬁcient podobnosti (ang. Regional Dice Similarity Coefﬁcient - RDSC). Za izracˇun
RDSC, najprej z uporabo postopka povezanih komponent (ang. connected components) na obeh
primerjanih maskah poisˇcˇemo skupine slikovnih elementov, ki pripadajo isti spremembi LBM.
Za vsako posamezno spremembo LBM (tj. vse slikovne elemente, ki pripadajo dolocˇeni pove-
zani komponenti) na referencˇni maski sprememb poisˇcˇemo korespondencˇno spremembo LBM
na primerjani maski. Da sta spremembi korespondencˇni, se mora prostorsko prekrivati vsaj
1 slikovni element obeh mask. Za vsaki korespondencˇni spremembi nato deﬁniramo: 1) TP
vzorce kot sˇtevilo prekrivajocˇih se slikovnih elementov obeh sprememb LBM, 2) FN kot sˇtevilo
slikovnih elementov, ki so na referencˇni maski oznacˇeni kot sprememba LBM, na primerjani
maski pa so negativni, 3) FP kot sˇtevilo slikovnih elementov, ki so na primerjani maski oznacˇeni
kot spremembe LBM, na referencˇni maski pa so negativni. RDSC nato izracˇunamo na enak
nacˇin kot DSC, le da za izracˇun uporabimo zgoraj omenjeno deﬁnicijo TP, FN in FP.
3.3 Validacija in primerjava metod osnovanih na primerjavi
sivinskih vrednosti
Proces zaznave sprememb LBM lahko razdelimo na sˇtiri korake (slika 3.1): 1) Predobdelava
MR slik, pri cˇimer prostorsko poravnamo vse slike v skupni prostor, normaliziramo sivinske
vrednosti ter odpravimo sivinske nehomogenosti. Ker se LBM vselej nahajajo znotraj bele
mozˇganovine, v tem koraku izracˇunamo tudi masko bele mozˇganovine in celotnega podrocˇja
mozˇganov, s pomocˇjo katerih kasneje omejimo podrocˇje nadaljnje obdelave. 2) Izracˇun slike
podobnosti, ki je pridobljen kot funkcija istolezˇnih slikovnih elementov kontrolnih in refe-
rencˇnih slik oziroma njihovih okolic. Zvezna vrednost slike podobnosti predstavlja verjetnost,
da je na tem mestu prisˇlo do spremembe. 3) Razgradnja slike podobnosti, s katero pridobimo
masko podrocˇij na katerih je prisˇlo do sprememb med referencˇno in kontrolno preiskavo (t.i.
maska sprememb). 4) Naknadna obdelava znotraj katere zmanjsˇamo lazˇno pozitivne zaznave
sprememb, ki so prisotne zaradi nepopolnosti korakov 1-3. V tabeli 3.2 so prikazane glavne
karakteristike posameznih korakov treh postopkov za zaznavo sprememb LBM, ki smo jih pri-
merjali (Ganiler idr., 2014, Simoes in Slump, 2011, Sweeney idr., 2013). Primerjani postopki
se razlikujejo zlasti po nacˇinu izgradnje slike podobnosti in njeni razgradnji (korak 2 in 3).
V nadaljevanju se simbola B in F nanasˇata na zbirki predobdelanih referencˇnih (ang. baseline)
in kontrolnih (ang. follow-up) MR slik, kjer B = {BM(x)} in F = {FM(x)},M pa predstavlja
zbirko MR modalitet, na primer:M = {T1w, T2w,FLAIR, . . . }.
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Slika 3.1. Sˇtirje glavni koraki postopkov za zaznavo sprememb LBM
3.3.1 Predobdelava longitudinalnih MR slik
Primerjani postopki za zaznavo sprememb se lotijo predobdelave na podoben, vendar ne pov-
sem enak nacˇin (tabela 3.2). Da bi lahko postopke primerjali neodvisno od nacˇina predobdelave
slik, smo obstojecˇe postopke predobdelave slik primerjanih postopkov analizirali in razvili la-
sten proces predobdelave (slika 3.2), ki smo ga uporabili pri primerjavi vseh treh postopkov.
Postopek predobdelave vzame surove referencˇne in kontrolne T1-/T2-utezˇene in FLAIR slike
ter vrne intenzitetno normalizirane, prostorsko poravnane T1-, T2-utezˇene in FLAIR slike z
odpravljenimi sivinskimi nehomogenostmi. Hkrati izlusˇcˇi in vrne tudi masko podrocˇja celotnih
mozˇganov in masko podrocˇja bele mozˇganovine.
Prvi korak predobdelave predstavlja izracˇun maske podrocˇja celotnih mozˇganov s pomocˇjo refe-
rencˇneB in kontrolne F T1w slike z uporabo BET 2 (Smith, 2002). Sledi odpravljanje sivinskih
nehomogenosti s pomocˇjo postopka N4 (Tustison idr., 2010b) in razgradnja z modelom Gaus-
sovih mesˇanic (ang. Gaussian mixture model) s postopkom Atropos (Avants idr., 2011), ki ju iz-
vajamo iterativno na maskirani T1w sliki, dokler se spremembe sivinskih nehomogenosti in raz-
gradnje ne ustalijo. Po ustalitvi dobimo B in F T1w sliki z odpravljenimi sivinskimi nehomo-
genostmi in razgradnje normalnih mozˇganskih struktur, tj. bela in siva mozˇganovina ter likvor.
V naslednjem koraku poravnamo T1w, T2w in FLAIR sliko posamezne preiskave v skupni
prostor. Za boljsˇo poravnavo na njih predhodno odpravimo sivinske nehomogenosti. Celoten
proces poravnave v skupni prostor se torej opravi v dveh fazah: najprej poravnamo maskiraneB
in F T1w slike z odpravljenimi sivinskimi nehomogenostmi na surove T2w in FLAIR slike iste
MR preslikave. Za poravnavo uporabimo aﬁno preslikavo, kot cenilko uspesˇnosti poravnave pa
maksimizacijo skupne informacije (ang. mutual information maximization) (Avants idr., 2011,
Maes idr., 1997). S pomocˇjo pridobljenih preslikav preslikamo masko celotnih mozˇganov iz
prostora T1w slike v prostor T2w in FLAIR slike, ki jima nato odstranimo sivinske nehomo-
genosti. V zadnjem koraku prostorske poravnave znotraj posamezne MR preiskave obdelano
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T2w in FLAIR sliko poravnamo na T1w sliko, pri cˇimer uporabimo predhodno pridobljeno
aﬁno preslikavo za inicializacijo postopka poravnave. Sledi poravnava FLAIR slik B in F MR
preiskave v skupni prostor, pri cˇimer ponovno uporabimo aﬁno preslikavo, za cenilko pa ma-
ksimiziramo normalizirano korelacijo (ang. normalized correlation maximization) (Avants idr.,
2011). Po poravnavi FLAIR slik preslikamo vse slike obeh preiskav v novi referencˇni prostor,
ki se nahaja “na polovici” med B in F FLAIR slikama, s cˇimer zagotovimo enakomeren vpliv
interpolacije in njenih artefaktov na vse obdelane slike obeh MR preiskav. To storimo tako, da
aﬁno preslikavo T iz prostora B FLAIR slike v prostor F FLAIR slike razdelimo, pri cˇimer do-
bimo novi transformaciji T1/2 in T−1/2, ki iz prostora B oz. F FLAIR slik, slike preslikata v nov
prostor, pri cˇimer velja T = T1/2 · T−1−1/2. Za poravnavo T1w in T2wB inF slik v novi referencˇni
prostor pa zdruzˇimo predhodno izracˇunane aﬁne preslikave znotraj posamezne preiskave, s pre-
slikavami T1/2 oziroma T−1/2. Poravnava in prevzorcˇenje preslikanih slik, N4 odprava sivinskih
nehomogenosti in Atropos razgradnja so bile izvedene s pomocˇjo orodja ANTs (Avants idr.,
2011).
Ker nas pri iskanju LBM zanima le podrocˇje znotraj bele mozˇganovine, smo maski bele
mozˇganovine ΩB in ΩF , pridobljeni s pomocˇjo razgradnje B oziroma F T1w slik, preslikali
v nov referencˇni prostor. Njuna unija predstavlja podrocˇje Ω znotraj katerega bomo iskali spre-
membe LBM. Z omejitvijo podrocˇja iskanja sprememb LBM na Ω, obcˇutno zmanjsˇamo sˇtevilo
lazˇno pozitivno zaznanih sprememb ob robovih mozˇganskih struktur,ki se pojavijo zaradi slabe
poravnave in artefaktov delnega volumna (ang. partial volume artifacts).
Naslednji korak v procesu predobdelave je normalizacija sivinskih vrednosti. V nadaljevanju
xi ∈ Ω, i = 1, . . . ,N predstavlja prostorsko urejene koordinate, kjer je N sˇtevilo slikovnih
elementov znotraj Ω. Sivinske vrednosti nato normaliziramo s pomocˇjo srednje vrednosti μ
in standardnega odklona σ sivinskih vrednosti znotraj bele mozˇganovine Ω, za vsako od MR
modalitetM v B in F , podobno kot so to storili Sweeney idr. (2013). Za primer normalizacije
B bi tako uporabili:
B′M (x) =
BM (x) − μ (BM (xi) ; xi ∈ Ω)
σ (BM (xi) ; xi ∈ Ω) , (3.1)
kjer B′M(x) predstavlja intenzitetno normalizirano sliko. Na enak nacˇin normaliziramo tudi
sivinske vrednosti v F . Normalizacijo opravimo za vsak slikovni element znotraj x. V nada-
ljevanju tega poglavja bomo vselej uporabljali normalizirane slike, ki jih bomo zaradi boljsˇe
berljivosti zapisali krajsˇe kot BM (x)← B′M(x) in FM (x)← F ′M(x).
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3.3.2 Izracˇun slike podobnosti
V drugem koraku zaznave sprememb uporabimo predobdelane B in F slike, s pomocˇjo katerih
izracˇunamo sliko podobnosti na tri razlicˇne nacˇine: 1) s pomocˇjo slike razlik sivinskih vrednosti
(ang. subtraction of intensity images – STI) (Ganiler idr., 2014), 2) z uporabo posplosˇenega
razmerja verjetnosti (ang. generalized likelihood ratio – GLR) (Simoes in Slump, 2011) in 3) z
modelom logisticˇne regresije (ang. logistic regression model – LRM) (Sweeney idr., 2013). V
nadaljevanju bodo podrobneje predstavljeni omenjeni nacˇini izracˇuna slike podobnosti.
Slika razlik sivinskih vrednosti (STI)
Najenostavnejsˇi nacˇin za izgradnjo slike podobnosti predstavlja slika razlik sivinskih vrednosti,
ki jo izracˇunamo tako da odsˇtejemo sivinske vrednosti istolezˇnih slikovnih elementov refe-
rencˇnih BM in kontrolnih FM MR slik istih modalitetM (Ganiler idr., 2014):
DMSTI (xi) = ‖FM (xi) − BM (xi)‖ , (3.2)
pri cˇimer ‖·‖ predstavlja L2 normo razlik istolezˇnih slikovnih elementov. Vecˇja kot je vrednost
DMSTI (x), vecˇja je verjetnost, da je na mestu slikovnega elementa x prisˇlo do spremembe. Za
izracˇun slike podobnosti DMSTI (x) lahko uporabimo eno ali vecˇ modalitet MR slik, npr. T1w,
T2w in/ali FLAIR slike, pri cˇimer FM (x) in BM (x) predstavljajo vektorje vrednosti istolezˇnih
slikovnih elementov. V okviru postopkov za zaznavo sprememb znotraj tega poglavja, smo za
izracˇun slike podobnosti po tej metodi uporabili le FLAIR slike, saj so te najobcˇutljivejsˇe za
zaznavo sprememb LBM.
Posplosˇeno razmerje verjetnosti (GLR)
Sliko podobnosti na osnovi posplosˇenega razmerja verjetnosti (Simoes in Slump, 2011), smo
izracˇunali iz referencˇnih in kontrolnih T1w in in FLAIR slik. Ta postopek predpostavlja, da
so sivinske vrednosti normalno porazdeljene, cˇemur je v splosˇnem znotraj bele mozˇganovine
zadosˇcˇeno. Za izracˇun slike podobnosti za vsak slikovni element xi∈Ω znotraj podrocˇja bele
mozˇganovine Ω, izberemo okno s stranico dolzˇine W slikovnih elementov, katerega sredisˇcˇe se
nahaja na xi. Vrednost slike podobnosti lahko nato izracˇunamo kot:
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Slika 3.2. Predobdelava referencˇnih in kontrolnih MR slik: 1) dolocˇitev podrocˇja
mozˇganov z uporabo BET2, 2) iterativna razgradnja zdravih mozˇganskih tkiv in
odprava sivinskih nehomogenosti s postopkom N4, 3) poravnava slik znotraj posa-
mezne MR preiskave, 4) poravnava slik obeh preiskav in 5) preslikava vseh slik in
mask v skupen referencˇni prostor.
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DMGLR (xi) = − 12
∑
j∈W(xi)
[(
BM
(
x j
) − μ̂B)T C−1v (BM (x j) − μ̂B)
+
(
FM
(
x j
) − μ̂F)T C−1v (FM (x j) − μ̂F)
−(BM (x j) − μ̂0)T C−1v (BM (x j) − μ̂0)
−(FM (x j) − μ̂0)T C−1v (FM (x j) − μ̂0)] ,
(3.3)
pri cˇimer je Cν kovariancˇna matrika sˇuma (ang. noise covariance matrix), μ̂B in μ̂F pa predsta-
vljata srednjo vrednost intenzitet bele mozˇganovine na B oziroma F slikah in μ̂0 = (μ̂B + μ̂F)/2
(Simoes in Slump, 2011). Z enacˇbo (3.3) dobimo sliko podobnosti pri kateri visoke vrednosti
predstavljajo vecˇjo verjetnost, da je na tem mestu prisˇlo do sprememb.
Model logisticˇne regresije (LRM)
Pri tem postopku izracˇunamo sliko podobnosti tako, da naucˇen model logisticˇne regresije
(Sweeney idr., 2013) uporabimo na MR slikah razlicˇnih modalitet, slikah razlik sivinskih vre-
dnosti posamezne modalitete in cˇasovni razliki med MR preiskavami (Δt):
DMLRM = β0 + β1Δt + β2BFLAIR + β3(FFLAIR − BFLAIR)
+β4(FFLAIR − BFLAIR) Δt + β5BT1 + β7(FT1 − BT1) Δt
+β8BT2 + β9(FT2 − BT2) + β10(FT2 − BT2) Δt,
(3.4)
kjer β0 . . . β10 predstavljajo vnaprej naucˇene koeﬁciente modela za razlicˇne modalitete. Visoke
vrednosti slike podobnosti DMLRM ponovno predstavljajo vecˇjo verjetnost, da je na tem mestu
prisˇlo do sprememb.
3.3.3 Razgradnja slike podobnosti
Vsak od treh primerjanih postopkov uporablja razlicˇen pristop za razgradnjo slike podobnosti,
ki nam poda podrocˇje sprememb LBM (tabela 3.2). Sliko podobnosti ki je bila pridobljena s
pomocˇjo modela logisticˇne regresije in vsebuje vrednosti verjetnosti sprememb med 0 in 1, so
originalni avtorji razgradili s pomocˇjo upragovljanja z rocˇno dolocˇenim pragom (Sweeney idr.,
2013). Ganiler idr. (2014) so za razgradnjo slike podobnosti uporabili upragovljanje, pri cˇimer
so prag dolocˇili s pomocˇjo neparametricˇnega statisticˇnega testa empiricˇne funkcije verjetnostne
gostote (ang. probability density function – PDF), pridobljene iz slike podobnosti. Pri tem je
vnaprej dolocˇen parameter stopnje zaupanja α dolocˇal koliksˇen del slike podobnosti bo klasiﬁ-
ciran kot podrocˇje brez sprememb in koliksˇen del kot osamelci (ang. outliers), ki predstavljajo
spremembe LBM. Glede na tip slike podobnosti so osamelci izbrani iz enega ali dveh repov
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empiricˇno dolocˇene funkcije verjetnostne gostote. Slabost taksˇne razgradnje na osnovi stopnje
zaupanja (ang. conﬁdence level thresholding – CLT) je, da je sˇtevilo slikovnih elementov, ki
so oznacˇeni kot spremembe, odvisno od vrednosti α. V splosˇnem je pri bolnikih z razlicˇno
prostornino sprememb LBM, optimalna vrednost α razlicˇna in vnaprej neznana. To predstavlja
problem pri avtomatizaciji postopka, saj bi morali za optimalno zaznavo sprememb parameter
α rocˇno nastaviti za vsakega pacienta in vsako MR preiskavo posebej.
Postopek za razgradnjo opisan v delu Simoes in Slump (2011) za razgradnjo slike podobnosti
prav tako uporablja upragovljanje. Vendar pa optimalni prag dolocˇi s pomocˇjo analize kotnega
histograma vektorja sprememb (ang. change vector – CV), deﬁniranega kot CVM = FM − BM.
Kotni histogram vektorja sprememb se izracˇuna iz kotov:
∠CV = arctan
(
CVFLAIR
CVT1w
)
(3.5)
Pri nizkem pragu vsebuje kotni histogram veliko sˇuma, njegova povprecˇna vrednost pa je
obcˇutno vecˇja od 0 (vsebuje odmik od abscisne osi). Z visˇanjem praga se zacˇnejo izlocˇati ne-
signiﬁkantne spremembe, hkrati pa se zmanjsˇuje tudi odmik histograma od abscisne osi (slika
3.3). Optimalno vrednost praga lahko dolocˇimo tako, da visˇamo prag, dokler odmik histograma
ne pade pod vnaprej dolocˇeno majhno vrednost ε. V nadaljevanju bomo ta nacˇin razgradnje
imenovali upragovljanje histograma vektorja sprememb (ang. Change Vector Angular Histo-
gram Thresholding – CVAHT).
Za primerjavo zmogljivosti postopkov za razgradnjo slike podobnosti CLT in CVAHT, smo
uporabili sˇe tretjo metodo, ki je predstavljala optimalni prag. Tega smo dolocˇili tako, da smo s
pomocˇjo izcˇrpnega iskanja (ang. exhaustive search) preko celotne zbirke slik poiskali prag, ki je
maksimiziral DSC med masko zaznanih sprememb, dolocˇeno z upragovljanjem z optimalnim
pragom in masko referencˇnih obrisov sprememb.
3.3.4 Naknadna obdelava
Maska sprememb pridobljena z razgradnjo slike podobnosti, v splosˇnem vsebuje sˇtevilne lazˇno
pozitivno zaznane spremembe. Te so najpogosteje posledica artefaktov kot so: delni volumen,
nepopolna normalizacija intenzitet in odprava sivinskih nehomogenosti, napake pri poravnavi
slik in/ali visoka stopnja sˇuma. Vecˇino lazˇno pozitivno zaznanih sprememb predstavljajo po-
samezni slikovni elementi ali pa izredno majhne skupine le-teh in jih enostavno odpravimo s
ﬁltriranjem glede na velikost podrocˇja sprememb (Ganiler idr., 2014). Pri ﬁltriranju glede na
velikost podrocˇja sprememb najprej s pomocˇjo povezanih komponent (ang. connected compo-
nents) razdelimo slikovne elemente v skupine, ki pripadajo dolocˇeni spremembi. V primeru, da
je skupna prostornina dolocˇene skupine slikovnih elementov nizˇja od vrednosti ϑ, se to skupino
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Slika 3.3. Upragovljanje slike podobnosti po postopku CVAHT: z visˇanjem praga
se odmik kotnega histograma priblizˇuje vrednosti nicˇ. Visˇanje praga ustavimo, ko
odmik histograma pade pod vnaprej dolocˇeno nizko vrednost ε.
izlocˇi iz koncˇne maske zaznanih sprememb.
3.3.5 Rezultati
Pri validaciji postopkov za zaznavo sprememb, smo se osredotocˇili predvsem na glavna dva
koraka zaznave sprememb; izracˇun slike podobnosti in razgradnja le-te. Na zbirki 20 MR slik,
ki je podrobneje opisana v poglavju 2.3, smo validirali vse kombinacije postopkov za izracˇun
slike podobnosti (STI, GLR in LRM) in metod za njihovo razgradnjo (CLT, CVAHT). Pri
tem smo za boljsˇo primerljivost rezultatov uporabili skupni postopek predobdelave in naknadne
obdelave slik (slika 3.4).
Izracˇun in ovrednotenje slike podobnosti
S pomocˇjo predobdelanih referencˇnih in kontrolnih T1w, T2w in FLAIR slik, smo glede na
enacˇbe (3.2), (3.3) in (3.4) izracˇunali slike podobnosti DMSTI, DMGLR in DMLRM. Slika po-
dobnosti DMSTI je bila izracˇunana iz B in F FLAIR slik, saj imajo le-te najboljsˇi kontrast med
LBM in belo mozˇganovino. Za izracˇun slike podobnosti DMGLR so bile uporabljene T1w in
FLAIR slike, za DMLRM pa T1w, T2w in FLAIR slike. Za izracˇun DMLRM smo uporabili koe-
ﬁciente βi, ki so jih objavili avtorji opisanega postopka. Primeri slik podobnosti pridobljenih z
razlicˇnimi postopki so prikazani na sliki 3.5.
Za oceno zmozˇnosti posamezne slike podobnosti za zaznavo sprememb LBM, smo izracˇunali
ROC krivuljo (ang. Reciever Operation Characteristic Curve), pri cˇimer smo spreminjali vre-
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dnost CLT parametra α od 0 do 1, kar je analogno upragovljanju slike podobnosti s pragom, ki
se spreminja od visoke do zelo nizke vrednosti (slika 3.7, levo). Opazimo, da ima ROC krivulja
DMLRM v obmocˇju FP 0-0,1 obcˇutno nizˇjo obcˇutljivost na spremembe, kot ROC krivulji DMSTI
in DMGLR. Zmozˇnost za zaznavo sprememb posamezne slike podobnosti je bila pridobljena z
izracˇunom mediane in IQR povrsˇine pod ROC krivuljo (ang. Area Under the Curve - AUC).
Na sliki 3.7 so prikazane vrednosti AUC za vse tri vrste slik podobnosti. Postopka STI in GLR
sta se z mediano AUC 0,94 (IQR: 0,03) in 0,93 (IQR: 0,03) izkazala kot najboljsˇa, medtem ko
so imele slike podobnosti pridobljene s postopkom LRM nizˇjo mediano AUC in obcˇutno vecˇjo
varianco (IQR: 0,18).
Razgradnja slike podobnosti
V tem sklopu smo primerjali postopka CLT in CVAHT na vseh razlicˇnih tipih slik podobnosti.
Za ovrednotenje zmozˇnosti razgradnje smo izracˇunali DSC med maskami razgrajenih slik po-
dobnosti in referencˇnimi obrisi sprememb LBM. Pri vrednotenju postopka CLT smo s pomocˇjo
krizˇne validacije (ang. cross validation) dolocˇili optimalno vrednost parametra stopnje zaupa-
nja α. Kriterij optimalnosti je predstavljala maksimizacija DSC. Enak postopek smo uporabili
tudi za dolocˇitev optimalne vrednosti parametra ε pri vrednotenju postopka CVAHT. Slika 3.8
prikazuje graﬁcˇni prikaz kvantilov DSC za razgradnje s postopkoma CLT in CVAHT in za op-
timalno razgradnjo za vse tipe slik podobnosti, tabela 3.3 pa prikazuje mediano in kvantilne
razmike DSC. Pri uporabi optimalne razgradnje se najbolje odrezˇe GLR slika podobnosti pri-
dobljena z mediano DSC 0,57 (IQR: 0,17), sledi postopek STI z mediano DSC 0,54 (IQR:
0,13) in LRM z mediano DSC 0,43 (IQR: 0,33). Od vseh primerjanih nacˇinov izgradnje slike
podobnosti, se je GLR izkazal kot najboljsˇi in najkonsistentnejsˇi ne glede na uporabljen tip raz-
gradnje. Kljub temu pa sta se postopka za razgradnjo CLT in CVAHT izkazala kot signiﬁkantno
slabsˇa (Wilcoxonov test, p < 0, 05) v primerjavi z optimalno razgradnjo.
Za oceno zmozˇnosti zaznave sprememb LBM glede na velikost sprememb, smo izracˇunali tudi
RDSC in uspeh zaznave sprememb, pri cˇimer je bila zaznava sprememb LBM sˇteta za uspesˇno,
cˇe se je vsaj 5% (zaokrozˇeno na naslednje vecˇje celo sˇtevilo) prostornine izracˇunane spremembe
LBM prekrivalo z referencˇno masko sprememb LBM. Na sliki 3.9 so, glede na velikost zaznane
spremembe LBM, prikazani graﬁcˇni prikazi kvantilov RDSC in uspesˇnost zaznave sprememb
LBM. Za vsako velikostno skupino sprememb LBM so primerjane vse kombinacije razlicˇnih
nacˇinov izracˇuna slike podobnosti in postopkov razgradnje (skupaj z optimalno razgradnjo). Iz
rezultatov je razvidno, da uspesˇnost zaznave v splosˇnem raste z velikostjo sprememb LBM. To
je opazno zlasti pri GLR sliki podobnosti, pri kateri je uspesˇnost zaznave signiﬁkantno visˇja
(Wilcoxonov test, p < 0, 05) za srednje in velike spremembe LBM, v primerjavi z malimi in
zelo majhnimi spremembami. Mediana RDSC se giblje med 0,29 in 0,71, pri cˇimer se visˇje
vrednosti pogosteje pojavljajo pri zaznavi vecˇjih sprememb. Na sliki 3.9 so prikazane tudi si-
gniﬁkance razlik (Mann–Whitney U test p < 0, 05) med posameznimi slikami razlik in postopki
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Slika 3.4. Proces validacije postopkov za zaznavo sprememb. Iz predobdelanih re-
ferencˇnih in kontrolnih slik se izracˇuna slika podobnosti po treh razlicˇnih postopkih:
STI, GLR in LRM. Hkrati so bile te predobdelane slike uporabljene tudi za izde-
lavo referencˇnih obrisov (Poglavje 2). Vsaka od slik podobnosti je nato razgrajena z
vsakim od postopkov razgradnje: CLT, CVAHT in upragovljanje z optimalnim pra-
gom, pri cˇimer dobimo 9 razlicˇnih razgradenj podrocˇij sprememb LBM. Z nakna-
dno obdelavo znizˇamo sˇtevilo lazˇno pozitivnih zaznanih sprememb. Koncˇne maske
zaznanih sprememb LBM nato primerjamo z referencˇnimi obrisi. Za namen valida-
cije izracˇunamo razlicˇne metrike: analiza ROC krivulje, DSC, RDSC in uspesˇnost
zaznave sprememb.
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Slika 3.5. Aksialne rezine korespondencˇnih referencˇnih (1. stolpec) in kontrol-
nih (2. stolpec) FLAIR slik sedmih MS bolnikov in referencˇni obrisi sprememb
LBM (3. stolpec). Na desni so prikazane korespondencˇne slike podobnosti DMSTI,
DMGLR in DMLRM za vsako od rezin.
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Slika 3.6. Aksialne rezine FLAIR MR slik treh razlicˇnih MS bolnikov: referencˇna
slika (1. stolpec), kontrolna slika (2. stolpec) in njuna razlika (3. stolpec).
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Slika 3.7. ROC krivulja (levo) in vrednosti AUC (desno) za posamezne slike po-
dobnosti razgrajene po postopku CLT.
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Slika 3.8. Zmozˇnosti zaznave sprememb LBM vseh treh vrst slik podobnosti glede
na DSC. Postopka za razgradnjo CLT in CVAHT sta se, v primerjavi z upora-
govljanjem z optimalnim pragom, odrezala signiﬁkantno slabsˇe (Wilcoxonov test,
p < 0, 05).
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Tabela 3.3. Vpliv naknadne obdelave na razgradnje sprememb LBM pridobljene
z razlicˇnimi postopki. Rezultati so podani v mediani DSC (IQR) in mediani FPR
(IQR) pred in po naknadni obdelavi.
Metrika
Naknadna
obdelava
Razgradnja
Slika podobnosti
STI GLR LRM
Mediana DSC
(IQR)
Pred
CLT 0,48 (0,16) 0,48 (0,16) 0,37 (0,25)
CVAHT 0,15 (0,17) 0,49 (0,22) 0,35 (0,31)
Optimalno 0,54 (0,13) 0,57 (0,17) 0,43 (0,33)
Po
CLT 0,52 (0,24) 0,51 (0,20) 0,38 (0,31)
CVAHT 0,19 (0,20) 0,49 (0,22) 0,36 (0,34)
Optimalno 0,58 (0,13) 0,57 (0,17) 0,45 (0,34)
Mediana
FPR × 10−2
(IQR × 10−2)
Pred
CLT 0,31 (0,34) 0,24 (0,26) 0,25 (0,21)
CVAHT 10,26 (11,71) 0,09 (0,08) 0,23 (0,24)
Optimalno 0,24 (0,40) 0,25 (0,32) 0,25 (0,44)
Po
CLT 0,09 (0,09) 0,23 (0,24) 0,15 (0,12)
CVAHT 8,59 (11,91) 0,09 (0,08) 0,15 (0,14)
Optimalno 0,08 (0,19) 0,24 (0,30) 0,12 (0,32)
za razgradnjo le-teh.
Ucˇinek naknadne obdelave
Z velikostnim ﬁltriranjem smo v postopku naknadne obdelave skusˇali zmanjsˇati sˇtevilo lazˇno
pozitivnih vzorcev. Pri tem smo prag velikostnega ﬁltriranja ϑ nastavili na prostornino 7,29
mm3 oziroma 3 slikovne elemente na uporabljenih slikah. Vpliv naknadne obdelave na mediano
DSC in mediano FPR je prikazan v tabeli 3.3. Naknadna obdelava je konsistentno izboljsˇala
vrednosti DSC, skupno za 3,9% (IQR: 13,9%), skupno sˇtevilo FP pa se je zmanjsˇalo za 26,8%
(IQR: 44,3%). Pri STI in LRM slikah podobnosti je naknadna obdelava FPR zmanjsˇala za 17%
do 67%, medtem ko je bil njen ucˇinek na GLR slike podobnosti zanemarljiv (<5%). Postopek
izracˇuna GLR slike podobnosti ima namrecˇ vgrajeno lokalno glajenje, s cˇimer zadusˇi zaznavo
majhnih sprememb zˇe pri izracˇunu (3.3).
3.4 Diskusija
V okviru tega poglavja smo primerjali in validirali tri razlicˇne postopke za zaznavo sprememb
LBM na osnovi analize sivinskih vrednosti, z uporabo longitudinalne validacijske zbirke MR
slik 20 MS bolnikov, ki je podrobneje opisana v poglavju 2. Pri tem smo se osredotocˇili na
glavna koraka taksˇnih postopkov zaznave sprememb: izgradnjo slike podobnosti in razgradnjo
le-te. Do sedaj so bili ti postopki preverjeni le na sinteticˇnih zbirkah MR slik z zelo omejenim
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Slika 3.9. Zmozˇnost zaznave sprememb LBM glede na RDSC in uspesˇnost zaznave
sprememb za vse mozˇne kombinacije izracˇuna slike podobnosti in razgradnje. Re-
zultati so prikazani locˇeno za posamezne velikostne skupine sprememb LBM. Z
zvezdico (*) oznacˇeni rezultati so signiﬁkantno slabsˇi (Wilcoxonov test, p < 0, 05)
v primerjavi z uporabo upragovljanja z optimalnim pragom. Kara (♦), trikotnik ()
in krog (◦) oznacˇujejo signiﬁkantno slabsˇe rezultate med slikami podobnosti STI,
GLR oz. LRM pri enakem postopku razgradnje.
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sˇtevilom bolnikov (npr. BrainWeb - (Cocosco idr., 1997)) ali pa na javno nedostopnih zbirkah
slik, ki so bile dostopne le originalnim avtorjem. To je onemogocˇalo zanesljivo objektivno pri-
merjavo zmozˇnosti zaznave sprememb LBM. Glavni prispevek tega poglavja je torej objektivna
primerjava omenjenih postopkov za zaznavo sprememb LBM. Hkrati so bili ovrednoteni tudi
posamezni koraki vsakega od postopkov in razlicˇne kombinacije le-teh, z namenom poiskati
najboljsˇo kombinacijo za zaznavo sprememb LBM.
Za sistematicˇno ovrednotenje in primerjavo postopkov so bile vse MR slike obdelane z ena-
kim postopkom predobdelave. Ta je vkljucˇeval dolocˇitev podrocˇja mozˇganov, odpravo sivin-
skih nehomogenosti, prostorsko poravnavo slik in normalizacijo sivinskih vrednosti (slika 3.2).
Postopek je soroden postopku, ki so ga nedavno uporabili Ganiler idr. (2014), vendar se od
njega razlikuje v dveh pogledih. Ganiler idr. (2014) so za normalizacijo sivinskih vrednosti
uporabili ujemanje vrednosti histograma (ang. histogram matching) (Shah idr., 2011), ki potre-
buje predhodno ucˇenje in lahko v primeru vecˇjih patologij deluje nezanesljivo (Shinohara idr.,
2014). Zato smo v nasˇem postopku predobdelave sivinske vrednosti normalizirali z oceno sre-
dnje vrednosti in standardnega odklona sivinskih vrednosti bele mozˇganovine, kot so to storili
Sweeney idr. (2013) in Shinohara idr. (2014). Spremenjen je bil tudi nacˇin razgradnje bele
mozˇganovine. Tu smo razgradnjo s pomocˇjo elasticˇne poravnave atlasa, ki je v splosˇnem manj
robustna, zamenjali s postopkom razgradnje Atropos (Avants idr., 2011). Kvalitativno se je po-
stopek predobdelave izkazal za izredno zanesljivega za MR slike, zajete na isti MR napravi z
enakimi parametri zajema.
Predobdelane slike so bile uporabljene za izracˇun slike podobnosti, z razgradnjo le-te pa smo
nato dobili masko sprememb LBM. Vsak od treh nacˇinov za izracˇun slike podobnosti je bil
ovrednoten z analizo ROC krivulje (AUC) in DSC. Z istimi metrikami so bile ovrednotene tudi
razlicˇne kombinacije slik podobnosti in postopkov razgradnje. Analiza ROC krivulje je poka-
zala, da imata sliki podobnosti STI in GLR najvisˇji AUC (mediana >0,93) medtem ko je slika
podobnosti zgrajena z modelom LRM, izkazala nizˇji AUC (slika 3.7). Kljub temu, da lahko za
izracˇun slike podobnosti STI enostavno uporabimo vecˇ MR modalitet, se je izkazalo, da dobimo
najboljsˇe rezultate, cˇe uporabimo le FLAIR slike. V primeru T2-utezˇenih slik ticˇi razlog v MR
artefaktih, ki se pojavljajo na meji z likvorjem, ki ima v primerjavi z okolico izredno visoke
sivinske vrednosti. Na T1-utezˇenih slikah pa so vidne le dolocˇene vrste LBM (Ge, 2006). Oba
pojava z vnosom dodatnih variacij otezˇujeta razgradnjo slik podobnosti in s tem nizˇata zmozˇnost
zaznave sprememb LBM. Za izracˇun GLR slike podobnosti potrebujemo oceno kovariancˇne
matrike sˇuma na podrocˇju bele mozˇganovine. Kakrsˇnekoli napake pri izracˇunu podrocˇja bele
mozˇganovine bi lahko tako posledicˇno vplivale tudi na kvaliteto slike podobnosti GLR. Kljub
temu, da je slika podobnosti LRM dosegla najnizˇje vrednosti AUC, izkazuje visoko odpornost
na sˇum in skoke sivinskih vrednosti na mejah maske bele mozˇganovine (slika 3.5). Ker bi v
primeru ucˇenja koeﬁcientov LRM na nasˇi zbirki slik favorizirali LRM metodo, smo za izracˇun
LRM slike podobnosti raje uporabili koeﬁciente modela, ki so jih objavili avtorji (Sweeney idr.,
2013).
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Ovrednotili smo dva avtomatska nacˇina razgradnje slike podobnosti: razgradnjo na osnovi sto-
pnje zaupanja (CLT) in razgradnjo s pomocˇjo analize kotnega histograma vektorja sprememb
(CVAHT). Za primerjavo smo s pomocˇjo izcˇrpnega iskanja in maksimizacijo DSC izracˇunali
tudi optimalni prag za razgradnjo slike podobnosti. Tako CLT kot tudi CVAHT se izkazˇeta
kot statisticˇno signiﬁkantno slabsˇa (Mann-Whitney U test, p < 0, 05) v primerjavi z optimal-
nim upragovljanjem (tabela 3.3). To kazˇe na potrebo po izboljsˇanju in/ali novih postopkih za
razgradnjo slike podobnosti, saj bi le-ti lahko obcˇutno izboljsˇali zaznavo sprememb LBM.
Preucˇili smo tudi zmozˇnost za zaznavo sprememb glede na velikost posamezne spremembe
(slika 3.9). Izmed vseh preverjenih kombinacij postopkov, so se kot najbolj robustni na razlicˇne
velikosti sprememb LBM izkazali postopki, ki uporabljajo STI sliko podobnosti. Postopki,
ki so za zaznavo sprememb uporabljali GLR, so bili mocˇno obcˇutljivi na velikost zaznanih
sprememb in so zaznali manj kot 50% srednjih, majhnih in zelo majhnih sprememb. Poleg tega
so imeli tudi mocˇno spremenljiv RDSC preko razlicˇnih podrocˇij velikosti sprememb. Iz tega
lahko sklepamo, da so visoke DSC vrednosti, ki jih je dosegla slika podobnosti GLR (tabela 3.3)
predvsem posledica dobrih zmozˇnosti zaznave velikih sprememb.
Kot najboljsˇi postopek za zaznavo zelo majhnih sprememb, se je izkazal postopek s STI sliko
podobnosti in CLT razgradnjo, ki je imel signiﬁkantno visˇje vrednosti RDSC, v primerjavi z
GLR in LRM. Kljub temu so bile zmozˇnosti zaznave zelo majhnih sprememb z uporabo CLT
razgradnje vedno signiﬁkantno slabsˇe v primerjavi z optimalnim upragovljanjem. Razlog za
to se skriva v odvisnosti med celotno prostornino sprememb in parametrom stopnje zaupanja
α. Stopnja zaupanja α namrecˇ predpostavi, da bo vsaka slika vsebovala tocˇno dolocˇen delezˇ
sprememb, kar pa v splosˇnem ne drzˇi, saj prostornina sprememb mocˇno niha od primera do
primera. Posledicˇno s ﬁksnim parametrom α ne moramo dosecˇi optimalne razgradnje slike
podobnosti. Kljub temu se je CLT razgradnja STI slike podobnosti izkazala kot dokaj natancˇna,
tako v smislu DSC (0, 48) in RDSC (> 0, 45), kot tudi stabilnosti za zaznavo sprememb razlicˇnih
velikosti, saj je preko celotnega podrocˇja razlicˇnih velikostnih razredov sprememb odrazˇala
visoko uspesˇnost zaznave (>75%). Kljub dokaj stabilnemu delovanju te metode sˇe niso zrele za
avtomatsko uporabo v klinicˇni praksi.
Iz klinicˇne prakse je namrecˇ znano, da so pricˇakovane spremembe LBM v roku enega leta, pri
bolnikih z recidivno–remitentno MS, 0, 25 ± 0, 5 ml (Giorgio idr., 2014). Trenutne klinicˇne
smernice za zajem MR slik MS bolnikov (Rovira idr., 2015) narekujejo zajem 2D FLAIR slik z
locˇljivostjo 1 × 1 × 3 mm. Pri takem nacˇinu zajema bi klinicˇno signiﬁkantna meja predstavljala
spremembo 83±167 slikovnih elementov. Za uporabo v klinicˇni praksi bi tako morali sˇe dodatno
izboljsˇati zaznavo manjsˇih sprememb, pri cˇimer bi pomagala tudi vpeljava zajema 3D FLAIR
slik z izotropno locˇljivostjo 1 mm ali manj.
Zmozˇnost zaznave sprememb lahko dodatno izboljsˇamo z naknadno obdelavo v okviru katere
poizkusˇamo zmanjsˇati sˇtevilo lazˇno zaznanih sprememb. V nasˇem primeru smo uporabili veli-
kostno ﬁltriranje, ki je odstranilo vse zaznane spremembe manjsˇe od treh slikovnih elementov.
3 -Validacija in primerjava postopkov za zaznavo sprememb 61
To je izboljsˇalo mediano DSC za 3, 9% (IQR: 13, 9%) in mediano FPR za 26, 8% (IQR: 44, 3%).
Naprednejsˇe naknadne obdelave imajo zmozˇnost odstranjevanja lazˇno zaznanih sprememb le na
tocˇno dolocˇenih anatomskih lokacijah, za katere je znano, da vsebujejo veliko lazˇno zaznanih
sprememb (npr. meja bele in sive mozˇganovine). Ti postopki pa potrebujejo dobro elasticˇno
poravnavo atlasov. Eden izmed mozˇnih pristopov je tudi izlocˇitev lazˇno zaznanih sprememb na
podlagi modeliranja in analize oblike lezij (Goldberg-Zimring idr., 2003), kar pa potrebuje zelo
natancˇno razgradnjo lezij na referencˇnih in kontrolnih slikah.
V tem poglavju primerjani postopki predpostavljajo, da analizirane slike vsebujejo spremembe
med referencˇno in kontrolno MR preiskavo. Cˇe primerjamo MR preiskave med katerimi do
sprememb ni prisˇlo ali pa so bile te zelo majhne, kar je v klinicˇni praksi pogost primer, po-
sledicˇno dobimo veliko sˇtevilo lazˇno zaznanih sprememb (FP). Za prakticˇno uporabnost postop-
kov zaznave sprememb LBM potrebujemo tako bodisi sˇe boljsˇe postopke, ki niso preobcˇutljivi
v primerih z malo ali brez sprememb LBM, bodisi boljsˇe postopke naknadne obdelave, ki znajo
na inteligentni nacˇin odstraniti vecˇ lazˇno pozitivnih sprememb. Taksˇno naknadno obdelavo bi
lahko dosegli s pomocˇjo strojnega ucˇenja na znacˇilnicah visˇjega nivoja, ki jih dobimo z analizo
oblike, teksture in lokacije podrocˇja zaznanih sprememb (Wang idr., 2011).
Rezultati predstavljeni v tem poglavju izpostavljajo pomen natancˇne in poenotene validacije.
Vse metrike zmozˇnosti zaznave sprememb, ki smo jih dobili, so bile namrecˇ obcˇutno slabsˇe
kot tiste, ki so jih v svojih delih objavili avtorji (Ganiler idr., 2014, Simoes in Slump, 2011,
Sweeney idr., 2013). To nakazuje na mocˇno odvisnost med zmozˇnostjo zaznave sprememb
in uporabljeno validacijsko zbirko slik ter natancˇnostjo referencˇnih obrisov sprememb. Prav
tako moramo poudariti, da je bila validacijska zbirka slik uporabljena v tem poglavju, zajeta
na eni MR napravi z enakimi protokoli, kar ni nujno praksa v klinicˇni uporabi. Za analizo
vpliva uporabe razlicˇnih MR naprav bi potrebovali razsˇirjeno validacijsko zbirko MR slik, z vecˇ
razlicˇnih MR naprav razlicˇnih proizvajalcev.

POGLAVJE 4
Dolocˇitev znacˇilnic za optimalno zaznavo
sprememb bele mozˇganovine
Povzeto po:
DOLOCˇITEV OPTIMALNIH ZNACˇILNIC ZA ZAZNAVO SPREMEMB BELE MOZˇGANOVINE
ZˇIGA LESJAK, BOSˇTJAN LIKAR, FRANJO PERNUSˇ, ZˇIGA SˇPICLIN
POSLANO V OBJAVO
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4.1 Uvod
Proces avtomatske zaznave sprememb med dvema ali vecˇimi slikami vkljucˇuje primerjanje la-
stnosti solezˇnih struktur v teh slikah. Te lastnosti opisˇemo z znacˇilnicami struktur, pri cˇimer
je najosnovnejsˇa znacˇilnica sivinska vrednost. Znacˇilnice so lahko tudi bolj kompleksne, kot
naprimer oddaljenost opazovanega slikovnega elementa od ventriklov, histogram sivinskih vre-
dnosti v okolici opazovanega slikovnega elementa, na podlagi prostorsko poravnanega atlasa
dolocˇena a priori verjetnost, da opazovani slikovni element pripada dolocˇeni mozˇganski struk-
turi, itn. Izbira primernega nabora znacˇilnic je vselej pogojena s problemom, ki ga zˇelimo resˇiti.
Pri nacˇrtovanju postopkov za analizo in razgradnjo medicinskih slik se pogosto srecˇamo s
tehnicˇnimi vprasˇanji, povezanimi s predobdelavo in pripravo znacˇilnic, kot naprimer: Kaksˇen
tip glajenja slik naj uporabim? Katere MR sekvence naj uporabim? Ali naj slike predho-
dno prevzorcˇim v skupni prostor? V kaksˇnem vrstnem redu naj izvedem te postopke? Tudi s
stalisˇcˇa klinicˇne uporabe tehnologij analize slik imamo razlicˇna vprasˇanja: Kateri protokoli
zajema slik so najustreznejsˇi za kasnejsˇo avtomatsko obdelavo? Kaksˇna naj bo prostorska
locˇljivost zajema slik? V primeru majhnega zacˇetnega nabora znacˇilnic lahko optimalen na-
bor znacˇilnic poisˇcˇemo na trivialen nacˇin, in sicer s poizkusˇanjem razlicˇnih kombinacij. Z
vecˇanjem zacˇetnega nabora znacˇilnic pa tak pristop kaj hitro postane neprakticˇen in racˇunsko
prezahteven, saj se prostor iskanja optimalnih znacˇilnic z vecˇanjem zacˇetnega nabora povecˇuje
eksponentno. Iz teh razlogov se v primeru vecˇjega zacˇetnega nabora znacˇilnic zanasˇamo na
naprednejsˇe postopke za iskanje optimalnih znacˇilnic.
Najpogosteje uporabljeni postopki za zaznavo sprememb v beli mozˇganovini so postopki, ki
temeljijo na analizi vrednosti solezˇnih slikovnih elementov. Ti v osnovi primerjajo vrednosti
ene ali vecˇ znacˇilnic solezˇnih elementov, ter se na osnovi njihovih podobnosti odlocˇijo ali je
na opazovanem podrocˇju prisˇlo do spremembe. V okviru tega poglavja bomo na primerih lezij
bele mozˇganovine (LBM), pri bolnikih obolelih z MS, raziskali razlicˇne nacˇine za ocenjevanje
pomembnosti znacˇilnic za zaznavanje sprememb bele mozˇganovine. Kot osnovno orodje za
dolocˇitev pomembnosti znacˇilnic in izbor optimalnih znacˇilnic bomo uporabili razvrsˇcˇevalnik
z nakljucˇnimi gozdovi. Nato bomo z uporabo drugih razvrsˇcˇevalnikov preverili zanesljivost z
nakljucˇnimi gozdovi ugotovljene pomembnosti znacˇilnic, in ugotovili, cˇe lahko dobljene zane-
sljivosti posplosˇimo ter znacˇilnice uporabimo tudi v kombinaciji z drugimi razvrsˇcˇevalniki.
4.1.1 Izbiranje znacˇilnic
Izbiranje znacˇilnic (ang. feature selection) je proces izbire najboljsˇe podmnozˇice znacˇilnic
iz (zacˇetnega) nabora vseh znacˇilnic. Z izbiranjem znacˇilnic zmanjsˇamo dimenzijo prostora
znacˇilnic, brez da bi spremenili njihov pomen. Ravno v tem se razlikujejo od postopkov za
znizˇanje dimenzionalnosti prostora znacˇilnic, ki temeljijo na projekcijah (npr. metoda osnov-
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nih komponent - ang. principal component analysis) ali kompresiji (npr. z uporabo teorije
informacij). Izbiranje znacˇilnic prinese sˇtevilne prednosti, od katerih so najpomembnejsˇe: 1)
izogib prenasicˇenja (ang. overﬁtting) pri ucˇenju razvrsˇcˇevalnika in s tem povezano izboljsˇanje
razvrsˇcˇanja, 2) pohitritev in poenostavitev razvrsˇcˇevalnika in 3) poglobljeno razumevanje po-
membnosti znacˇilnic, uporabljenih za izgradnjo razvrsˇcˇevalnika. Slednje zˇelimo uporabiti za
boljsˇe razumevanje znacˇilnic, uporabljenih za zaznavo sprememb LBM.
Iskanje optimalnih znacˇilnic vnese v proces izgradnje razvrsˇcˇevalnika dodaten nivo zahtev-
nosti. Za razliko od izgradnje razvrsˇcˇevalnika brez izbora znacˇilnic, kjer le naucˇimo ozi-
roma poisˇcˇemo optimalne parametre razvrsˇcˇevalnika, moramo pri izgradnji razvrsˇcˇevalnika
z izborom znacˇilnic razsˇiriti dimenzijo prostora iskanja z dodatnim podprostorom optimal-
nih znacˇilnic. Tako moramo v procesu ucˇenja razvrsˇcˇevalnika poiskati optimalne parametre
razvrsˇcˇevalnika pri trenutni optimalni podmnozˇici znacˇilnic, pri tem pa se moramo zavedati,
da v splosˇnem optimalni parametri razvrsˇcˇevalnika s polnim naborom znacˇilnic niso nujno
enaki optimalnemu naboru znacˇilnic pri razvrsˇcˇevalniku, ki je zgrajen z optimalno podmnozˇico
znacˇilnic (Daelemans idr., 2003). Postopke izbora znacˇilnic delimo glede na to kako se lotijo
problema iskanja optimalnega podprostora znacˇilnic (Saeys idr., 2007).
Glede na nacˇin delovanja lahko postopke izbiranja znacˇilnic razdelimo na: 1) postopke s ﬁl-
triranjem, 2) z ovojem (ang. wrapper methods) in 3) z vgrajenim izborom (ang. embedded
methods). Postopki s ﬁltriranjem ocenijo ustreznost posameznih znacˇilnic z intrinzicˇnimi la-
stnostmi podatkov – najpogosteje z razvrsˇcˇanjem znacˇilnic glede na neko oceno pomembnosti,
pri cˇimer so najmanj pomembne nato odstranjene iz nabora znacˇilnic. Prednosti teh postopkov
so preprostost implementacije, racˇunska nezahtevnost in dobro skaliranje za visoko dimenzi-
onalen zacˇetni nabor znacˇilnic. Postopki so neodvisni od razvrsˇcˇevalnika, kar omogocˇa, da
izbor znacˇilnic naredimo le enkrat, nato pa z dobljenim optimalnim naborom znacˇilnic pre-
izkusˇamo razlicˇne razvrsˇcˇevalnike. To je hkrati tudi njihova pomanjkljivost, saj je izbor optimal-
nih znacˇilnic v splosˇnem vezan na uporabljeni razvrsˇcˇevalnik. Dodatna slabost teh postopkov je
tudi, da so v veliki vecˇini univariatni, kar pomeni da pri izbiri optimalnih znacˇilnic uposˇtevajo le
eno znacˇilnico naenkrat in zanemarijo njihove medsebojne odvisnosti. S tem namenom so bili
kasneje razviti sˇtevilni multivariatni postopki, ki na racˇun visˇje racˇunske zahtevnosti uposˇtevajo
tudi odvisnost med razlicˇnimi znacˇilnicami.
Postopki za izbiro znacˇilnic z ovojem delujejo tako, da problem iskanja parametrov
razvrsˇcˇevalnika “ovijejo” z dodatnim nivojem – iskanjem po prostoru vseh razlicˇnih mozˇnih
podmnozˇic polnega nabora znacˇilnic. Tako moramo za vsako mozˇno podmnozˇico znacˇilnic
ponovno naucˇiti razvrsˇcˇevalnik. Ker pri tem racˇunska zahtevnost raste eksponentno s sˇtevilom
znacˇilnic v zacˇetnem naboru, se za iskanje optimalnega nabora znacˇilnic v prostoru vseh pod-
mnozˇic znacˇilnic, navadno uporablja hevristicˇno iskanje. Glavni prednosti teh postopkov sta
uposˇtevanje interakcije med podmnozˇicami znacˇilnic in razvrsˇcˇevalnikom ter uposˇtevanje med-
sebojnih odvisnosti znacˇilnic. V primerjavi s postopki s ﬁltriranjem, so ti postopki podvrzˇeni
prenasicˇenju ter racˇunsko zelo zahtevni.
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Tabela 4.1. Pregled razredov za izbiro znacˇilnic
Razred Prednosti Slabosti Ime postopka
Filtriranje
(univariatno)
Hitri, dobro skali-
ranje, neodvisni od
razvrsˇcˇevalnika
Ne uposˇtevajo med-
sebojnih odvisnosti
znacˇilnic
χ2, Evklidska
razdalja
Filtriranje
(multivaria-
tno)
Uposˇtevajo med-
sebojno odvisnost
znacˇilnic, neodvisni od
razvrsˇcˇevalnika
Racˇunsko zahtevni,
slabo skaliranje
Korelacijska
izbira znacˇilnic,
Markov blanket
ﬁlter
Postopki z
ovojem
Preprosti, uposˇtevajo
razvrsˇcˇevalnik,
uposˇtevajo medsebojne
odvisnosti znacˇilnic
Racˇunsko zahtevni,
obcˇutljivi na pre-
nasicˇenje
Sequential for-
ward selection,
Beam search,
Simulated anne-
aling, Genetic
algorithms
Postopki z
vgrajenim
izborom
Uposˇtevajo
razvrsˇcˇevalnik,
uposˇtevajo medsebojne
odvisnosti znacˇilnic
Izbor odvisen od izbra-
nega razvrsˇcˇevalnika
Odlocˇitvena
drevesa, utezˇeni
naiven Bayesov
razvsˇcˇevalnik,
utezˇeni vektorski
SVM
Tretji razred postopkov za izbiro znacˇilnic predstavljajo postopki z vgrajenim izborom, pri ka-
terih je iskanje optimalnega nabora znacˇilnic zˇe vgrajeno v sam razvrsˇcˇevalnik. Tako pri iska-
nju optimalnih parametrov razvrsˇcˇevalnika hkrati isˇcˇemo tudi optimalno podmnozˇico znacˇilnic.
Prednost teh postopkov je v tem, da uposˇtevajo interakcijo med razvrsˇcˇevalnikom in pod-
mnozˇico znacˇilnic, hkrati pa so racˇunsko ucˇinkovitejsˇi kot postopki z ovojem. Pregled po-
stopkov za izbiro znacˇilnic skupaj z njihovimi prednostmi in slabostmi, je prikazan v tabeli
4.1.
4.1.2 Izbor znacˇilnic z uporabo nakljucˇnih gozdov
Uporaba nakljucˇnih gozdov je v zadnjih letih postala eno izmed glavnih orodij tako pri
strojnem ucˇenju na splosˇno, kot tudi za speciﬁcˇne naloge, kot je obdelava medicinskih slik
(Dı´az-Uriarte in Alvarez de Andre´s, 2006, Elliott idr., 2010, Heidema idr., 2006). V literaturi
so se nakljucˇni gozdovi za namen razvrsˇcˇanja znacˇilnic odrezali zelo dobro zˇe na sˇtevilnih pro-
blemih, tudi pri razvrsˇcˇanju nelinearnih podatkov s kompleksnimi medsebojnimi interakcijami.
Nakljucˇna drevesa spadajo v skupino skupinskih metod (ang. ensamble methods), ki za vsak
problem razvrsˇcˇanja uporabijo vecˇ posameznih odlocˇitvenih dreves. Posamezna odlocˇitvena
drevesa so zgrajena na podlagi nakljucˇne podmnozˇice ucˇnih podatkov (ang. bootstraping);
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tako je vsako drevo zgrajeno z razlicˇnim, nakljucˇno izbranim naborom znacˇilnic. Razvrsˇcˇanje
oziroma napovedno vrednost, ki predstavlja verjetnost razvrstitve z nakljucˇnimi gozdovi do-
bimo tako, da zdruzˇimo razvrstitve posameznih dreves v gozdu. V primerjavi s posameznimi
odlocˇitvenimi drevesi se nakljucˇni gozdovi izkazˇejo za natancˇnejsˇe in bolj zanesljive. Zˇal pa
se njihovo strategijo razvrsˇcˇanja, za razliko od posamicˇnih odlocˇitvenih dreves, ne da tako
enostavno interpretirati. Pri posameznih odlocˇitvenih drevesih lahko pomembnost posamezne
znacˇilnice hitro razberemo zˇe iz njenega polozˇaja v odlocˇitvenem drevesu, pri nakljucˇnih goz-
dovih pa moramo za dolocˇitev pomembnosti znacˇilnic uporabiti druge pristope.
Najenostavnejsˇi pristop za dolocˇitev pomembnosti znacˇilnic v nakljucˇnem gozdu je, da eno-
stavno presˇtejemo kolikokrat je bila dolocˇena znacˇilnica uporabljena v vseh posameznih dreve-
sih gozda. Ta pristop v splosˇnem ni najbolj primeren, saj potrebujemo za oceno pomembnosti,
poleg pojavnosti posameznih znacˇilnic v gozdu odlocˇitvenih dreves, uposˇtevati sˇe koliko vzor-
cev je posamezna razvejitev v drevesu na podlagi dolocˇene znacˇilnice locˇila in kako dobro.
Naprednejsˇi pristop za dolocˇitev pomembnosti znacˇilnic dobimo, cˇe s sˇtevilom vzorcev utezˇeno
povprecˇimo sposobnost locˇevanja posameznih znacˇilnic za vse razvejitve vseh dreves v gozdu
(Friedman, 2001). Pri tem lahko sposobnost locˇevanja merimo z izboljsˇanjem Gini koeﬁcienta,
oziroma z zmanjsˇanjem entropije, od koder izhaja tudi ime ocene pomembnosti: Gini pomemb-
nost (ang. Gini Importance - GI).
Najnaprednejsˇa mera za izracˇun pomembnosti znacˇilnic s pomocˇjo nakljucˇnih gozdov je takoi-
menovana pomembnost tocˇnosti s permutacijo (ang. Permutation Accuracy Importance - PAI).
Za oceno pomembnosti po tem postopku potrebujemo dodatno validacijsko zbirko podatkov
X. Nato posamezen stolpec, ki predstavlja eno znacˇilnico v vhodnih podatkih Xj nakljucˇno
premesˇamo in na ta nacˇin iznicˇimo njen vpliv na napovedno vrednost Y. Pomembnost posame-
zne permutirane znacˇilnice nato dolocˇimo tako, da podatke s permutirano znacˇilnico uporabimo
na nakljucˇnem gozdu in opazujemo spremembo napovednih vrednosti Y. Pomembnost permu-
tirane znacˇilnice lahko tako deﬁniramo kot relativno razliko v tocˇnosti napovednih vrednosti
Y pred in po permutaciji, pri cˇimer lahko za deﬁnicijo tocˇnosti izberemo razlicˇne validacijske
metrike. Ta postopek ponovimo za vsako posamezno znacˇilnico katere pomembnost zˇelimo
oceniti. Prednost postopka PAI je, da ni speciﬁcˇen za nakljucˇne gozdove in ga lahko zato upo-
rabljamo za oceno pomembnosti znacˇilnic razlicˇnih razvrsˇcˇevalnikov.
4.2 Analiza robustnosti in posplosˇljivosti
Za dolocˇitev pomembnosti znacˇilnic za zaznavo sprememb smo uporabili postopek z vgraje-
nim izborom znacˇilnic, ki temelji na razvrsˇcˇanju vzorcev z nakljucˇnimi gozdovi. Le-ta nam
namrecˇ zˇe po svoji zasnovi omogocˇa dolocˇanje pomembnosti posameznih znacˇilnic. Za ucˇenje
in validacijo naucˇenega nakljucˇnega gozda smo uporabili longitudinalno zbirko MR slik z re-
ferencˇnimi obrisi sprememb LBM, ki je podrobneje opisana v poglavju 2. Slike iz baze smo
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Tabela 4.2. Parametri uporabljeni pri izgradnji nakljucˇnih gozdov.
Opis parametra Vrednost Omejitve
sˇt. odlocˇitvenih dreves na bolnika
(k)
sˇt. znacˇilnic min 15, maks 40
sˇt. znacˇilnic uposˇtevanih za razcep
√
sˇt. znacˇilnic
maksimalna globina odlocˇitvenih
drevesa
√
sˇt. znacˇilnic min 3
koncˇno sˇtevilo odlocˇitvenih dreves 150
min. sˇt. vzorcev za razcep 300
min. sˇt. vzorcev v listu 50
psevdo-nakljucˇno locˇili v dve skupini, pri cˇimer je testna skupina vsebovala 2/3 slik, validacijska
skupina pa preostalo 1/3 slik. Pri razporejanju slik bolnikov smo pazili, da sta bili obe skupini
uravnotezˇeni, v smislu enake porazdelitve skupnega volumna LBM pri posameznih bolnikih.
Pri izgradnji nakljucˇnih gozdov moramo biti pozorni tudi na razprsˇenost vzorcev in razmerje
med posameznimi razredi vzorcev, ki jih zˇelimo zaznati. Ker je sprememb LBM v primerjavi
s prostornino celotne bele mozˇganovine izredno malo, smo morali posebno pozornost name-
niti tudi ustrezni izbiri ucˇnih vzorcev znotraj posameznega bolnika. Izkazˇe se da nakljucˇni
gozdovi delujejo najbolje, cˇe sta obe skupini vzorcev enakomerno zastopani. Zato smo pri
ucˇenju razvrsˇcˇevalnika poleg celotnega nabora pozitivnih vzorcev (LBM), za vsakega bolnika
izbrali sˇe enako sˇtevilo negativnih vzorcev (iz podrocˇja zdrave bele mozˇganovine). Da bi zajeli
vecˇji del variabilnosti negativnih vzorcev, smo za vsakega bolnika vzorce vzorcˇili vecˇkratno,
pri cˇimer smo pozitivne vzorce enostavno pomnogoterili, medtem ko so bili negativni vzorci
vselej izbrani nakljucˇno. Ker so bili vzorci normalizirani zˇe kot del postopka predobdelave pri
pripravi zbirke slik (poglavje 2), koncˇnih izbranih vzorcev za ucˇenje izbora znacˇilnic in ucˇenje
razvrsˇcˇevalnika nismo dodatno normalizirali.
Pri izgradnji nakljucˇnega gozda moramo izbrati sˇtevilne parametre kot so: sˇtevilo odlocˇitvenih
dreves v gozdu, najvecˇja globina odlocˇitvenih dreves, sˇtevilo vzorcev uposˇtevanih pri vsakem
razcepu odlocˇitvenega drevesa, itn. V nasˇem primeru smo izbrali parametre iz literature, ki
so se pri podobnih problemih izkazali za ustrezne (Criminisi in Shotton, 2013, Liaw in Wiener,
2002) ter jih po potrebi prilagodili. Ustreznost izbranih parametrov smo kvalitativno preverili
z opazovanjem DSC razvrsˇcˇevalnika na ucˇni in validacijski zbirki slik, pri razlicˇnih vrednostih
parametrov (sˇtevilo dreves, maksimalna globina dreves, itd.), med in po ucˇenju. Uporabljeni
parametri so prikazani v tabeli 4.2.
Z ustrezno pripravljenimi vhodnimi ucˇnimi vzorci lahko zacˇnemo ucˇiti nakljucˇni gozd. Gozd
smo ucˇili postopoma in sicer tako, da smo za vsakega od n bolnikov naucˇili po k odlocˇitvenih
dreves. Celoten gozd je tako obsegal n × k odlocˇitvenih dreves. Ker je lahko to sˇtevilo dreves
veliko in s tem ucˇenje racˇunsko zelo zahtevno, hkrati pa lahko pride do prenasicˇenja, smo po
koncˇanem ucˇenju obdrzˇali le t najboljsˇih dreves, ostala pa smo zavrgli. Za dolocˇitev najboljsˇih
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odlocˇitvenih dreves smo uporabili vzorce iz slik istih bolnikov kot za ucˇenje, le da vzorcev
nismo decimirali, za kriterij zmozˇnosti dreves pa smo uporabili metriko DSC. Ustreznost mo-
dela smo na koncu ovrednotili z izracˇunom obcˇutljivosti (ang. true positive rate - TPR), nespe-
ciﬁcˇnosti (ang. false positive rate - FPR) in metriko DSC na validacijski zbirki slik.
S pomocˇjo naucˇenega in validiranega nakljucˇnega gozda, smo nato opazovali pomembnost po-
sameznih znacˇilnic z dvema razlicˇnima postopkoma: GI in PAI. Uporabili smo nabor naslednjih
petnajstih znacˇilnic:
• Sivinske vrednosti referencˇnih in kontrolnih T1w, T2w in FLAIR slik (6 znacˇilnic)
• Vse mozˇne kombinacije STI slike podobnosti (7 znacˇilnic)
• Oddaljenost opazovanega slikovnega elementa od stene ventriklov in roba mozˇganov
(2 znacˇilnici)
Taksˇen nabor preprostih znacˇilnic nam omogocˇa enostavnejsˇe ovrednotenje rezultatov, saj po-
znamo pomen posameznih znacˇilnic, zaradi njihovega relativno nizkega sˇtevila pa je nabor ugo-
den tudi s stalisˇcˇa racˇunske zahtevnosti. Zanimalo nas je kako stabilne oziroma zanesljive so
tako pridobljene ocene pomembnosti znacˇilnic, zato smo nakljucˇni gozd naucˇili vecˇkrat, pri
cˇimer smo pri posameznem procesu ucˇenja odstranili po eno znacˇilnico iz celotnega zacˇetnega
nabora in s pomocˇjo korelacije opazovali kako se kot posledica odstranitve znacˇilnice spremeni
ocena pomembnosti preostalih znacˇilnic.
Ker se v praksi pogosto uporabljajo razlicˇni razvrsˇcˇevalniki, smo v nadaljevanju preverili ali
se napovedi pomembnosti znacˇilnic z uporabo nakljucˇnih gozdov lahko posplosˇijo na druge
razvrsˇcˇevalnike. Vprasˇali smo se: “Ali so znacˇilnice, ki so pomembne za razvrsˇcˇanje z uporabo
nakljucˇnih gozdov, enako pomembne tudi, cˇe uporabimo druge postopke razvrsˇcˇanja?”. Da
bi odgovorili na to vprasˇanje, smo na enaki ucˇni zbirki slik naucˇili nekatere od pogosto upo-
rabljenih razvrsˇcˇevalnikov: kvadraticˇna diskriminantna analiza (ang. Quadratic Discriminant
Analysis – QDA), Adaboost in naivni Bayes (ang. Naive Bayes). Zanimalo nas je tudi kako
sprememba parametrov razvrsˇcˇevalnika vpliva na oceno pomembnosti znacˇilnic, zato smo po-
novno naucˇili nov nakljucˇni gozd, tokrat s spremenjenimi parametri: maksimalna globina dre-
vesa 5, minimalno sˇtevilo vzorcev za razcep 2, minimalno sˇtevilo vzorcev v listu 1 in 150 dreves
v gozdu, pri cˇimer so bila drevesa izracˇunana na podlagi slik vseh bolnikov. Za vse naucˇene
razvrsˇcˇevalnike smo izracˇunali metriko pomembnosti znacˇilnic PAI, pri cˇimer smo za kakovost
razvrsˇcˇanja uporabili metriko DSC. S korelacijo PAI novih razvrsˇcˇevalnikov in originalnega na-
kljucˇnega gozda pa smo primerjali, cˇe so ocene pomembnosti pridobljene z nakljucˇnim gozdom
prenosljive na druge razvrsˇcˇevalnike.
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Tabela 4.3. Metrike kakovosti razgradnje slik z nakljucˇnim gozdom na ucˇni in
validacijski zbirki slik.
Obcˇutljivost (TPR) Nespeciﬁcˇnost (FPR) DSC
Ucˇna zbirka 0,834 0,055 0,882
Validacijska zbirka 0,823 0,080 0,863
4.2.1 Rezultati
Tabela 4.3 kazˇe metrike, ki jih naucˇeni nakljucˇni gozd dosega na validacijski zbirki slik. Vi-
dimo, da se rezultati med ucˇno in validacijsko zbirko slik le malo razlikujejo, kar kazˇe na to, da
je nakljucˇni gozd dobro naucˇen in da ne prihaja do obcˇutnega prenasicˇenja.
V tabeli 4.4 in na sliki 4.1 so prikazane vrednosti metrik GI in PAI pomembnosti posameznih
znacˇilnic (mediana in IQR). Mediana in IQR sta bili uporabljeni namesto srednje vrednosti in
standardne deviacije, ker je bilo mozˇno zˇe kvalitativno oceniti, da porazdelitve vrednosti niso
normalne. Izracˇun mediane in IQR je bil narejen na posameznih razredih vzorcev iz validacijske
zbirke.
Oba postopka za dolocˇitev pomembnosti kot najboljsˇo znacˇilnico izbereta STIFLAIR, kar dodatno
potrjuje razlog za uporabo STIFLAIR za zaznavanje sprememb LBM, kot je bilo ugotovljeno v
poglavju 3. Napovedi GI in PAI se kljub dolocˇenim odstopanjem dobro ujemata tudi za ostale
znacˇilnice (korelacija Pearson r = 0, 82). Opazimo tudi, da pri dolocˇenih znacˇilnicah PAI
dosega negativne vrednosti. Pri teh znacˇilnicah je kljub skrbni izbiri parametrov in validaciji
prisˇlo do rahlega prenasicˇenja razvrsˇcˇevalnika. Posledicˇno se rezultati razgradnje sprememb
LBM, in s tem vrednost validacijske metrike izboljsˇajo, ko pri izracˇunu PAI “izklopimo” to
znacˇilnico.
Stabilnost ocene pomembnosti znacˇilnic GI in PAI, dolocˇena kot korelacija GI/PAI med na-
kljucˇnim gozdom, naucˇenim na polni ucˇni zbirki in nakljucˇnim gozdom, ki je bil naucˇen na
ucˇni zbirki z odstranjeno dolocˇeno znacˇilnico, je prikazana v tabeli 4.5. Iz rezultatov vidimo
da je GI izredno stabilna, saj znasˇa njena povprecˇna korelacija 0,991 in se ne glede na to ka-
tero znacˇilnico odstranimo iz nabora zacˇetnih znacˇilnic le malo spremeni (minimalna vrednost
korelacije rmin = 0, 978). Pomembnost PAI izkazuje nizˇjo stabilnost (povprecˇna korelacija
r¯ = 0, 822) in vecˇjo variabilnost le-te, pri cˇimer je padec korelacije s PAI vecˇji za znacˇilnice
ki so pomembnejsˇe. Med padcem korelacije s PAI in pomembnostjo znacˇilnice po GI lahko
namrecˇ opazimo relativno visoko negativno korelacijo r = −0, 798.
Preden lahko analiziramo zmozˇnost prenosa pridobljenih ocen pomembnosti znacˇilnic na druge
razvrsˇcˇevalnike, je le-te potrebno ustrezno naucˇiti. Uspesˇnost ucˇenja razvrsˇcˇevalnikov smo pre-
verili na enak nacˇin kot pri ucˇenju originalnega nakljucˇnega gozda. Relativne razlike naucˇenih
razvrsˇcˇevalnikov med ucˇnim in validacijskim setom niso presegale 4% DSC. Za vsak posame-
zni razvrsˇcˇevalnik, smo s pomocˇjo validacijske zbirke izracˇunali tudi PAI, ki smo ga s pomocˇjo
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Slika 4.1. Pomembnosti znacˇilnic glede na metriki GI in PAI. Znacˇilnice so urejene
glede na padajocˇe vrednosti mediane GI.
Tabela 4.4. Pomembnosti znacˇilnic glede na metriki GI in PAI. Znacˇilnice so ure-
jene glede na padajocˇe vrednosti mediane GI.
Ime znacˇilnice
Mediana GI
(×10−2)
GI IQR
(×10−2)
Mediana PAI
(×10−2)
PAI IQR
(×10−2)
STIFLAIR 5,08 29,01 1,17 3,35
STIFLAIR+T2w 4,69 29,23 0,93 0,59
STIFLAIR+T1w 1,97 14,64 0,07 1,23
dVENT 0,99 5,80 0,84 0,85
FLAIR2 0,66 4,25 0,31 0,54
FLAIR1 0,38 3,27 0,45 0,53
STIT1w 0,00 0,00 0,00 0,02
STIFLAIR+T2w+T1w 0,00 0,04 -0,04 0,13
T1w1 0,00 0,13 0,01 0,08
T1w2 0,00 0,26 -0,02 0,10
STIT1w+T2w 0,00 0,63 -0,05 0,16
T2w1 0,00 0,80 0,14 0,23
T2w2 0,00 1,05 0,14 0,27
STIT2w 0,00 1,36 -0,07 0,35
dIC 0,00 1,46 0,34 0,19
dVENT – oddaljenost od ventriklov, dIC – oddaljenost od roba mozˇganov
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Tabela 4.5. Stabilnost ocene pomembnosti znacˇilnic glede na GI in PAI.
Odstranjena znacˇilnica Korelacija z GI Korelacija s PAI
T1w1 0,983 0,819
T1w2 0,988 0,799
T2w1 0,988 0,826
T2w2 0,996 0,848
FLAIR1 0,995 0,867
FLAIR2 0,986 0,858
STIT1w 0,997 0,833
STIT2w 0,996 0,849
STIFLAIR 0,978 0,589
STIT1w+T2w 0,990 0,868
STIFLAIR+T1w 0,997 0,862
STIFLAIR+T2w 0,996 0,729
STIFLAIR+T2w+T1w 0,994 0,819
dVENT 0,995 0,890
dIC 0,991 0,876
Povprecˇje 0,991 0,822
dVENT – oddaljenost od ventriklov, dIC – oddaljenost od roba mozˇganov
Tabela 4.6. Korelacija PAI razlicˇnih razvrsˇcˇevalnikov s PAI in GI nakljucˇnega
gozda.
Razvrsˇcˇevalnik Korelacija s GI Korelacija s PAI
QDA 0,332 0,287
Adaboost -0,042 0,470
Naive Bayes 0,550 0,543
Random Forest 0,096 0,535
korelacije primerjali s PAI in GI iz nakljucˇnega gozda (tabela 4.6). Iz tabele in slike 4.2 je
razvidno, da se razlicˇni razvrsˇcˇevalniki kljub temu, da dosegajo primerljive zmozˇnosti v smislu
validacijskih metrik (npr. DSC), zanasˇajo na razlicˇne kombinacije znacˇilnic.
4.3 Diskusija
V okviru tega poglavja smo preucˇili enega od racˇunsko relativno nezahtevnih postopkov za
dolocˇanje pomembnosti znacˇilnic za zaznavo sprememb LBM iz longitudinalnih MR slik glave.
Pri tem smo se osredotocˇili zlasti na stabilnost oziroma zanesljivost postopka izbora optimalnih
znacˇilnic ter prenosljivost teh znacˇilnic na druge postopke razvrsˇcˇanja. Splosˇen in zanesljiv
postopek za dolocˇitev pomembnih znacˇilnic za zaznavo sprememb LBM, bi namrecˇ pripomogel
k boljsˇemu razumevanju problema oziroma kriticˇne informacije za zaznavo teh sprememb, kar
bi lahko posledicˇno privedlo do novih, izboljsˇanih postopkov zaznave sprememb LBM ter do
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Slika 4.2. Tri najbolj pomembne znacˇilnice glede na PAI za razlicˇne
razvrsˇcˇevalnike: naivni Bayes, Adaboost, QDA in nakljucˇni gozd s spremenjenimi
parametri.
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optimalnejsˇega izbora in nastavitev sekvenc zajema MR slik.
Primerjali smo dve razlicˇni metriki (GI in PAI) za vrednotenje pomembnosti znacˇilnic. S tem
namenom smo naucˇili nakljucˇni gozd na naboru petnajstih znacˇilnic, ki so bile v relevantni
literaturi pogosto uporabljene v postopkih za zaznavo sprememb LBM, osnovanih na primer-
javi sivinske informacije: intenzitete referencˇnih in kontrolnih T1w, T2w in FLAIR slik ter
intenzitete razlicˇnih kombinacij STI slik razlik. Dodali smo tudi znacˇilnice o anatomskem
polozˇaju na podlagi oddaljenosti opazovanega slikovnega elementa od ventriklov in od roba
mozˇganske skorje. Analiza pomembnosti znacˇilnic je potrdila izbor STIFLAIR za zaznavo spre-
memb LBM v poglavju 3, kot pomembnejsˇa pa je izpostavila tudi STIFLAIR+T2w in razdaljo med
opazovanim slikovnim elementom in ventrikli. Te ugotovitve sovpadajo z dosedanjimi ugoto-
vitvami nevroradiologov in drugih strokovnjakov, saj se razlike v lezijah najlepsˇe opazijo na
STI sliki podobnosti FLAIR ali T2w slik, najpogosteje pa se pojavljajo v neposredni okolici
ventriklov (Moraal idr., 2009).
Oceno pomembnosti z GI dobimo inherentno zˇe iz naucˇenega nakljucˇnega gozda, medtem ko
PAI izracˇunamo s pomocˇjo dodatne validacijske zbirke in je kot taka uporabna tudi za oceno
pomembnosti znacˇilnic drugih razvrsˇcˇevalnikov. Pomembnost GI se izkazˇe kot izjemno robu-
stna na rahle spremembe v naboru uporabljenih znacˇilnic, medtem ko PAI izkazuje rahlo nizˇjo
robustnost, zlasti cˇe iz nabora znacˇilnic odstranimo pomembnejsˇe znacˇilnice. Kljub temu je ko-
relacija med ocenami pomembnosti GI in PAI, pridobljenimi z originalnim nakljucˇnim gozdom
in nakljucˇnimi gozdovi, ki so jim bile odstranjene speciﬁcˇne znacˇilnice visoka in v povprecˇju
dosega 0,991 za GI in 0,822 za PAI.
Vidimo tudi, da posplosˇitev izbora optimalnih znacˇilnic z uporabo nakljucˇnih gozdov na
razlicˇne druge razvrsˇcˇevalnike sˇe zdalecˇ ni trivialna. Primerjava z drugimi razvrsˇcˇevalniki
je pokazala, da se pomembnost posameznih znacˇilnic spreminja od razvrsˇcˇevalnika do
razvrsˇcˇevalnika (slika 4.2). Do razlik v oceni pomembnosti znacˇilnic pa lahko pride zˇe znotraj
posameznih razvrsˇcˇevalnikov, kot smo to pokazali na primeru nakljucˇnih gozdov. S spreminja-
njem parametrov razvrsˇcˇevalnika namrecˇ hitro dobimo drugacˇno oceno pomembnosti znacˇilnic,
zato moramo biti pri izgradnji razvrsˇcˇevalnika izredno previdni ter ga vselej dobro validirati.
Eden izmed ciljev dolocˇitve pomembnosti znacˇilnic za longitudinalno zaznavo sprememb LBM,
je vsekakor tudi izboljsˇanje oziroma optimizacija zajema MR slik v klinicˇni praksi. V zadnjem
cˇasu se namrecˇ radiologi v klinicˇni praksi vse pogosteje srecˇujejo s problemom izbire ustreznih
MR sekvenc in njihovih parametrov za cˇim bolj optimalen zajem slik bolnika. Katere in ko-
liko razlicˇnih sekvenc naj zajamejo, kaksˇno naj bo vidno polje in kako tanke naj bodo rezine
zajetih 3D MR slik? Vsi ti parametri zajema predstavljajo kompromis med cˇasom zajema slik
in njihovo kakovostjo. V klinicˇni praksi sˇe danes MR slike pogosto pregledujejo rocˇno, rezino
po rezino. Za tak nacˇin pregledovanja se slike navadno zajema v debelejsˇih rezinah (npr. 3mm
ali celo 5mm), saj v praksi radiolog zaradi cˇasovnih omejitev stezˇka pregleda slike z vecˇjim
sˇtevilom rezin.
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Kljub temu zadnje klinicˇne smernice za zaznavanje sprememb LBM iz MR slik, priporocˇajo
zajem 3D izotropnih MR slik s prostorsko locˇljivostjo 1mm Vrenken idr. (2013). V literaturi
namrecˇ porocˇajo, da izotropno zajete MR slike s prostorsko locˇljivostjo 1mm ali manj, obcˇutno
doprinesejo k natancˇnosti avtomatske analize slik. Sklepamo lahko, da bi slike visˇje locˇljivosti
izboljsˇale tudi postopke zaznave sprememb LBM. Zanimivo bi bilo ovrednotiti vpliv locˇljivosti
slik na zaznavanje sprememb LBM, za kar bi potrebovali razsˇirjeno zbirko slik s slikami, za-
jetimi pri razlicˇnih prostorskih locˇljivostih. V primeru, da bi se izkazalo, da so za avtomatsko
zaznavo sprememb LBM potrebne slike visˇje locˇljivosti, ki za zajem potrebujejo dalj cˇasa, bi
bilo smiselno preucˇiti tudi ali lahko katero od MR sekvenc opustimo. Za rutinsko spremljanje
bolnikov z MS se namrecˇ uporabljajo sˇtevilne MR sekvence kot so T1- in T2- utezˇene slike, T1-
utezˇene slike s kontrastom, FLAIR, DWI, itn. V primeru da se izkazˇe, da posamezne sekvence
ne pripomorejo veliko k avtomatski analizi sprememb LBM, bi zajem le-teh lahko opustili in s
tem skrajsˇali cˇas, ki ga potrebujemo za kontrolno slikanje MS bolnika, kar bi lahko zmanjsˇalo s
tem povezane strosˇke obravnave.
Treba pa se je zavedati, da optimalni protokol zajema MR slik za zaznavo sprememb LBM ni-
kakor ni zadosten za rutinsko spremljanje tako kompleksne bolezni kot je MS. LBM so namrecˇ
le eden izmed pomembnih slikovnih biomarkerjev bolezni MS. Za ostale biomarkerje, kot so
na primer lezije ob mozˇganski skorji ali pa meritve atroﬁje posameznih predelov mozˇganov, bi
bil optimalen izbor MR sekvenc za avtomatsko analizo gotovo drugacˇen. Za optimalen nabor
protokolov za MR slikanje bolnikov z MS, bi tako morali oceniti vpliv razlicˇnih MR sekvenc
na postopke za zaznavo sprememb sˇtevilnih razlicˇnih pomembnih slikovnih biomarkerjev, ter
pri tem uposˇtevati cˇasovne in ﬁnancˇne omejitve s katerimi se srecˇujemo v klinicˇni praksi.
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