According to the lack of initial pheromone which leads to the long searching time of the Binary Ant Colony algorithm (BACO), a novel method named Binary Ant Colony Algorithm with Particle Optimization Feature (PBACO) is proposed in this paper. Starting from one-dimensional cellular automata model, the initial solution is produced by Binary Particle Swarm Optimization (BPSO). Then mapping mechanism is introduced to convert the position of particle into pheromone, in this way, a path with distinct discrepancy level of pheromone is generated in the shortest time, and the total searching time of BACO is greatly reduced. At last, PBACO combined with fractal dimension is utilized to solve attribute reduction problem. Six datasets are used to conduct experiments. Experimental results show that our proposed method has comparatively high classification accuracy.
Introduction
The intelligent algorithm enlightened by biological system draws more and more attention by people. Inspired by foraging behavior of ants, Ant Colony Optimization (ACO) [1] was firstly proposed by M. Dorigo and his colleagues in the 1990s. It has been applied to many combinatorial optimization problems [2] [3] [4] . In order to broaden the application field of ACO, BACO was proposed [5] , which has been applied to many application fields, from continual problems to discrete problems, such as function optimization problem, 0/1 knapsack problem and so on [6, 7] . However, it still has some drawbacks, for example, it's easily trapped into local optimal solutions and takes more time to converge as well as the parameters selection lack theory support. Although some researchers have done a lot of work to address the above-mentioned problems, the long running time of BACO still remains unsettled. Some literatures introduced parallel mechanism to BACO to shorten the running time, however, with the increasing of problem size, improving the algorithm efficiency which can enhance the speed is more effective than using the parallel mechanism [8] .
At initial stage of BACO, pheromone quantity in each cell was equal and heuristic information was neglected. For lacking of pheromone, the ants search slowly and require a long time to build a path with distinct discrepancy level of pheromone. Inspired by social behavior of bird flock as well as the manner of position and velocity updating of particles, BPSO presents higher searching performance [9] . In order to overcome the drawbacks of long running time of BACO, a new kind of revised algorithm named Binary Ant Colony Algorithm with Particle Optimization Feature (PBACO) is proposed in this paper.
The rest of this paper is arranged as follows: In Section 2, we describe BPSO and BACO, and ascribe BPSO and BACO within a unified framework. In Section 3, PBACO combined with fractal dimension is involved to solve attribute reduction problem. Section 4 gives the experimental results and analysis. Finally, the conclusion is given in Section 5.
Design of PBACO

Description of BACO and PBSO
In order to describe the detail behavior of particle and ant, Cellular Automata (CA) is used as a description tool. Supposing the population size of particle is popsize and the particle starts from the first cell, regarding the particle's position transformation rules (Eq. (1-3) ) as cell converting function, BPSO can be obtained. Likewise, supposing the population size of the ant is popAnt and the ant starts from the first cell, regarding the pheromone transformation rules (Eq. (4)) as cell converting function, BACO can be obtained. In this way, BPSO and BACO can be ascribed within a unified framework by using one-dimensional cellular automata model (shown as Fig. 1 ). Using one-dimensional CA to express BPSO and BACO can reflect the essence of computation to some extent [10] .
(1)
Here, parameters of BPSO are defined as follows:v ij (t) ∈ [−v max , v max ] represents the speed of particle, x ij (t) ∈ [−x max , x max ] is the position of particle, p g (t) is the position of globe best particle, sign(x) = 1/(1 + e −x ) is sigmoid function, c 1 , c 2 are accelerating constant, φ 1 , φ 2 are independent random numbers. Also, the parameters of BACO are defined as follows: τ ij (t) represents the remaining pheromone on ith (i = 1, 2, · · · , L; j ∈ 0, 1) cell at state 0 or state 1. p i0 (t) and p i1 represent the probability to choose 0 or 1 at ith cell respectively.
Mapping Mechanism from BPSO to BACO
BPSO and BACO have different optimization mechanism. BPSO uses updated position to achieve optimization, whereas BACO uses pheromone to guide the search. So how to map BPSO to BACO and use BPSO to optimize BACO's initial pheromone are focused in this paper. Here, a new mechanism, mapping of the matrix of the optimal particles, is involved in this section.
Supposing that the length of the cell array is L (shown as Fig. 1 ), and population size of the particle is popsize. Then popsize/2 individuals with high fitness are selected from the last iteration to form the matrix T 1 (popsize/2×L) . To avoid falling into a local optimum, another popsize/2 individuals are generated randomly to form the matrix T 
Taking the first column of matrix T popsize×L for example, pheromone in cell state 1 is (4/6×100), and pheromone in cell state 0 is (2/6 × 100). After several iterations, a path with distinct discrepancy level of pheromone has been formed quickly.
Convergence Analysis of PBACO
Wei-qing Xiong [5] and Han Huang [11] have given the convergence analysis of BACO. During the proof, we find that in iteration t, the corresponding stochastic process {ξ(t)} +∞ t=0 of BACO is only associated with the stochastic condition (Y (t − 1), T (t − 1)), but not related to stochastic condition in iteration (t − 2) and before it. Meanwhile, the initial state (Y (0), T (0)) of BACO can be chosen randomly. Basing on the above mapping mechanism, a path with distinct discrepancy level of pheromone, which provide more optimum initial solutions to BACO, is built. That is to say, the initial solution offered by this paper would be more preferable to the average or random pheromone distribution, but it does not affect the convergence of BACO.
PBACO and Fractal Dimension Solve Attribute Reduction Problem
Fractal Feature and Fractal Dimension
Attribute reduction plays an important role in big data preprocessing which aims to choose a subset from original attributes by eliminating the redundant, uninformative ones without losing the original value of the data [12] . Here, PBACO is employed as a search strategy and fractal dimension [13] is taken as evaluation criteria to solve attribute reduction problem. Recently, a number of ways to calculate fractal dimension have been proposed, and box-counting approach is widely accepted due to its simplicity. Assuming an L-dimensional dataset which has L attributes, the data points are included in a L-dimensional lattice whose radius is r and the correlation fractal dimension of this dataset can be calculated by the following Eq. (5):
where, s(r) = C 2 r,i is the number of data points that are included in the ith lattice and r is radius. [r 1 , r 2 ] is scale-free space. Each dimension of the dataset will be represented as a decimal real number. The number of data points that are included in each box depending on r and the coordinate values of data points can be counted, then the quadratic sum C 2 r,i under this radius can be calculated. A series of point-pair like (logr, logs(r)) will be obtained according to different radius and the slope of resulting line is the correlation fractal dimension, m(m = ⌈D 2 ⌉) is the number of attribute subset.
Construction of the Objective Fitness
BPSO is used to form the initial pheromone of BACO and BACO is used to produce the global optimum attributes subset. The objective function is as follows:
Construction of the Initial Solution
When using PBACO to solve attribute reduction problem, the 0/1 cell array of the optimum particle (1/0 represents that the attribute has been selected or not) is introduced to initialize the pheromone of BACO. For example, the cell array M=(0, 1, 1, 0) which has been got by the optimum particle after several iterations implies that the second and the third attribute should be chosen. Meanwhile, the mapping mechanism has been involved to convert the position of the particle into the pheromone using by the ants.
Congestion Control Strategy and Illegal Individual Modification Operator
In order to overcome the drawbacks of PBACO that the ants are easily trapped into local optima, congestion control strategy is introduced by setting a flow value N In the process of the attribute reduction, it is inevitable that the ant or particle will produce some illegal solutions. To maintain the validity of individuals, the illegal ones should be modified. Supposing that after iteration t, if the number of attribute subsets is greater or less than the given number, we will proceed real time judging modification. For instance, when the number of cell state 1 is more than m, we reset the redundant 1 to 0, thus keeping the number of 1 in a solution equal to m.
Pheromone Update
After ant completes one circle, pheromone in each cell should be adjusted. Here, global updating rule and local updating rule are introduced to keep balance between the ability to find more excellent solutions at first and quick convergence later.
where, s iter is a local best solution, s bs is a global best solution, 0 < ρ < 1 is global pheromone decay parameter, 0 < θ < 1 is local pheromone decay parameter, s(s 1 , s 2 , · · · , s L ) is the corresponding cell array of the ant, z 1 (s), z 2 (s) respectively represent the increment of pheromone for the global best and local best. Also the MAX-MIN principle is used in the pheromone correction
Main Steps of Attribute Reduction
The basic steps about attribute reduction problem based on PBACO combined with fractal dimension are as follows: 
Time and Space Complexity Analysis
Time and space complexity are used to estimate the efficiency of the algorithm. Assuming that, N points is the number of points of the original dataset, L is the attributes number of original dataset, m is the attributes number of subset, popsize is the population size of particle, popAnt is the population size of ant.
According to the main steps, popN c iterations are needed from step (2) to step (6) , and antN c iterations are needed during step (8) to step (11) . Therefore, the time complexity of the whole algorithm is as follows:
The population size has been set to popsize = popAnt = ⌈L/m⌉ in [13] , therefore, the abovementioned time complexity formula can be simplified as follows:
was the iteration numbers in [13] .
N c was the iteration number presented in [13] . We can notice that the time complexity of our method is less sensitive to the number of attributes L of the original dataset, and the population size is not a predominant influence. Likewise, the space complexity is S = O(population · L).
Stimulation Studies
Experiments Settings
In all experiments of the following sections, the parameters except for N r θ (j), ρ, θ which are largely independent on problems are set to the following values:
Meanwhile, parameters such as popsize, popAnt, popN c, antN c will be discussed in detail later. Six datasets from UCI Machine Learning Repository have been used to assess the performance of the proposed algorithm. Table 1 shows the details of the datasets. 
Analysis of Experimental Results
In order to analyze the feasibility and effectiveness of our method, 10-fold cross validation and SVM are utilized to evaluate the best and mean classification accuracy before and after attribute reduction. Also, the Radius Base Function (RBF) has been used for the kernel function of the SVM, and set the parameters of grid searching method to c ∈ [
. The classification accuracy before and after attribute reduction about the six datasets are illustrated in Table 3 .
From Table 2 , the results obtained by PBACO combined with fractal dimension are quite impressive. Meanwhile, this algorithm can significantly reduce the dimension of the original dataset, which can also effectively reduce the storage space.
Comparing with original dataset, Table 5 indicates that the subset selected by our algorithm keeps excellent classification ability. And the difference of classification accuracy before and after the attribute reduction is minimal, also the classification accuracy of Bupa, Wdbc, Cleveland Heart are higher than original dataset.
Comparison with Other Algorithms
Rough Set based Attribute Reduction (RSAR) approach provides theoretical background for Attribute Reduction problems. However, nature inspired algorithms are more powerful for such complex problem, efforts have been made to combine the RSAR approach with nature inspired algorithms to improve the performance [15] such as AntRSAR (RSAR based on ACO), GenRSAR (RSAR based on Genetic Algorithm), PSORSAR (RSAR based on PSO), BeeRSAR (RSAR based on Bee Colony Optimization), FARSAR (RSAR based on Firefly Algorithm). While the methods [13, 16] and our method takes the fractal dimension as the evaluation criteria. Table 4 shows the reduction results in terms of size of the reduction found by various methods, and it indicates that results produced by our method are similar to those in the references [13, 16] . Moreover, comparing to AntRSAR, GenRSAR, PSORSAR, BeeRSAR and FARSAR, the methods [13, 16] and our method produce better results in Breast Cancer. Due to the same evaluation criteria, the methods [13, 16] and our method produce the subset with the same size, but they have different strategy. The method [13] took ACO as the search strategy, while the method [16] took an improved discrete Glowworm Swarm Optimization algorithm. The experimental results from Table 5 illustrate that except for Bupa whose mean classification accuracy is less than [13] , the best and mean Classification accuracy of the rest dataset are better than [13] . Meanwhile, using our method, the best and mean Classification accuracy of the Wdbc and Lung Cancer is better than [16] .
The main purpose in this paper is employing the higher searching performance of BPSO to overcome the drawbacks of BACO. Usually, the running time of the algorithm has been used to evaluate the performance. However, programming skills, programming language as well as machine configuration bring lots of differences, here, the iteration number of BACO and the iteration number of PBACO have been used as the basis of the comparison. Table 6 indicates that, comparing with BACO, PBACO has less iteration numbers with better time performance.
Influence of the Parameters
PBACO involves a few parameters, in this section, we will discuss some parameters which influence the algorithm greatly. Here, we take the Breast Cancer for example, and each experiment has been carried out at least 50 times so as to obtain meaningful statistical results.
According to the analysis of the time complexity, the iteration number affects the time performance badly. The total iteration number of PBACO is the sum of popN c and antN c. There should also be a reasonable combination between popN c and antN c. If popN c is set too high, it will dominate and makes the algorithm trapped into a local optimum prematurely. Here, 4 typical iteration combination groups are set: (1+9), (2+8), (3 +7), (4+6). Taking (1+9) for example, 1 denotes the iteration number of BPSO, while 9 denotes the iteration number of BACO. Here the population is popsize = popAnt ∈ {10, 20, 30, 40}. Fig. 2 (a) shows that the number of optimal solutions by running 50 times increases with the population size. Finally, we find the iteration combination group (3+7) is the best.
Also, population size is the key factor to affect the time and space performance. Here, we set the iteration combination group (popN c + antN c) → (3 + 7) , and the population size is popsize = popAnt ∈ {10, 20, 30, 40, 50, 60, 80, 100}. Fig. 2 (b) illustrates that, the number of optimal solutions by running 50 times obtained by PBACO increase with the population size. Also, the higher data dimension is, the bigger population size is. 
Conclusions and Future Work
The main contributions of this paper are:
(1) Ascribing BACO and BPSO which are completely different in optimization mechanisms within a unified framework (one-dimensional CA). (2) The position of optimal particle of BPSO is used to initialize the initial pheromone of ant by the mapping mechanism, which provide a more optimum initial solution to BACO and shorten the running time of BACO. (3) A novel algorithm named PBACO combined with fractal dimension is used to solve the attribute reduction problem, experimental results shows our method has comparatively high classification accuracy.
In the real word, the interaction between populations forms a community; the interaction between communities will emerge as a kind of swarm intelligence. How to construct multi-cellular automata model to describe the behavior of hierarchical emergence will be an issue to be studied in future.
