An analytic approach to understanding and predicting healthcare coverage.
The inequality in the level of healthcare coverage among the people in the US is a pressing issue. Unfortunately, many people do not have healthcare coverage and much research is needed to identify the factors leading to this phenomenon. Hence, the goal of this study is to examine the healthcare coverage of individuals by applying popular analytic techniques on a wide-variety of predictive factors. A large and feature-rich dataset is used in conjunction with four popular data mining techniques-artificial neural networks, decision trees, support vector machines and logistic regression-to develop prediction models. Applying sensitivity analysis to the developed prediction models, the ranked importance of variables is determined. The experimental results indicated that the most accurate classifier for this phenomenon was the support vector machines that had an overall classification accuracy of 82.23% on the 10-fold holdout/test sample. The most important predictive factors came out as income, employment status, education, and marital status. The ability to identify and explain the reasoning of those likely to be without healthcare coverage through the application of accurate classification models can potentially be used in reducing the disparity in health care coverage.