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MODULI SPACES OF COLORED GRAPHS
MARKO BERGHOFF AND MAX MU¨HLBAUER
Abstract. We introduce moduli spaces of colored graphs, defined as spaces
of non-degenerate metrics on certain families of edge-colored graphs. Apart
from fixing the rank and number of legs these families are determined by var-
ious conditions on the coloring of their graphs. The motivation for this is
to study Feynman integrals in quantum field theory using the combinatorial
structure of these moduli spaces. Here a family of graphs is specified by the
allowed Feynman diagrams in a particular quantum field theory such as (mas-
sive) scalar fields or quantum electrodynamics. The resulting spaces are cell
complexes with a rich and interesting combinatorial structure. We treat some
examples in detail and discuss their topological properties, connectivity and
homology groups.
1. Introduction
The purpose of this article is to define and study moduli spaces of colored graphs
in the spirit of [HV98] and [CHKV16] where such spaces for uncolored graphs were
used to study the homology of automorphism groups of free groups. Our motivation
stems from the connection between these constructions in geometric group theory
and the study of Feynman integrals as pointed out in [BK15]. Let us begin with a
brief sketch of these two fields and what is known so far about their relation.
1.1. Background. The analysis of Feynman integrals as complex functions of their
external parameters (e.g. momenta and masses) is a special instance of a very gen-
eral problem, understanding the analytic structure of functions defined by integrals.
That is, given complex manifolds X,T and a function f : T → C defined by
f(t) =
∫
Γ
ωt,
what can be deduced about f from studying the integration contour Γ ⊂ X and
the integrand ωt ∈ Ω(X)?
There is a mathematical treatment for a class of well-behaved cases [Pha11],
but unfortunately Feynman integrals are generally too complicated to answer this
question thoroughly. They have however enough (combinatorial) structure allowing
for the deduction of partial results by various methods, although many have not yet
been put on a rigorous mathematical footing.1 For example, Cutkosky’s theorem
[Cut60], relating the imaginary part of a Feynman integral to a simpler integral over
generalized residues (in physics terms, certain edge propagators put on mass-shell),
was just recently proven in [BK15]. Along the way, Bloch and Kreimer mention
the idea of studying Outer space and variants thereof to gain new insights into the
analytic structure of Feynman integrals.
1For what is known, [ELOP66] is the classic reference for physicists while [HT66] advocates a
more mathematical point of view.
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Outer space CVn is a topological space that arises in geometric group theory
where it is used to study the automorphism group of a free group Fn. Inspired by
ideas from Teichmu¨ller theory, it is constructed as a space in which points are equiv-
alence classes of marked metric graphs. The group Out(Fn) = Aut(Fn)/Inn(Fn)
outer automorphisms of Fn acts on CVn by permuting these markings [CV86]. The
quotient of CVn by this action is a moduli space for connected metric graphs of rank
n without vertices of valence one or two (or genus n tropical curves, see [Cap11]).
Moreover, it is a rational classifying space for Out(Fn), hence computes the group
homology H∗(Out(Fn);Q).
There are many homotopy equivalent models for Outer space. For instance, CVn
deformation retracts to its so-called spine, a simplicial complex whose elements
naturally assemble into cubes. This produces a cubical complex with its elements
represented by pairs (G,F ) of (marked) graphs and spanning forests F ⊂ G. Fur-
thermore, the group action behaves nicely on the spine of Outer space, allowing
to set up a cubical chain complex to compute H∗(Out(Fn);Q) as the (cubical)
homology of the moduli space of rank n graphs.
The connection to physics, as proposed by Bloch and Kreimer, is established by
the fact that this cubical complex also captures the combinatorial structure of cut
and reduced graphs which show up in the study of Feynman integrals as complex
functions of their external parameters. More precisely, to any pair (G,F ) where F
is a spanning forest of G they associate two new graphs, a reduced graph obtained by
collapsing all edges of G which do not connect different components of the spanning
forest F and a cut graph where all those edges connecting different components are
put on-shell (see [Kre16] for details and examples). This data allows to analyse
a Feynman integral through the study of simpler integrals, i.e. to determine its
singular loci and branch cuts together with their associated discontinuities.
On the other hand, the same data describes the boundary operator in the cubical
chain complex for CVn or CVn/Out(Fn), respectively. Hence, the combinatorial
topology of these spaces seems to be related to the analytic structure of Feyn-
man integrals. So far this holds at least for every cell, i.e. every pair (G,F ) (see
[BK15, Kre16]), understanding the relations between neighboring cells is the main
motivation for the present article.
1.2. Moduli spaces of colored graphs. In contrast to the elements in Outer
space or the moduli space of graphs, physicists usually consider Feynman diagrams
as graphs with additional structure. Depending on a chosen theory one needs
to distinguish between different masses or particle types assigned to graph edges.
Moreover, there are rules for which particles may interact, so that not all vertex
types will be allowed. Such additional data can be represented, as a first approxi-
mation, by coloring the edges of a graph. Adjusting the definitions to this case we
obtain moduli spaces parametrizing (isomorphism classes of) colored metric graphs.
These spaces share structures similar to the uncolored case, e.g. the cubical decom-
positions described above, allowing to mimic the ideas of [HV98] to compute their
homology groups algorithmically.
The idea (or hope) is that understanding the combinatorics and topology of these
spaces will give new insight into the study of Feynman integrals. A closer look at
this connection and its applications will be pursued in future work, including a
comparison to the algebraic approach to Feynman integrals via coactions that has
received quite some attention lately (see for instance [ABDG17]).
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In the present paper we focus on the mathematical properties of these spaces
which are pretty interesting in their own right. While we give rather general def-
initions, our concrete results are mainly focused on three special types of moduli
spaces for rank one graphs
(1) with arbitrary colorings of their edges by a fixed number of colors m,
(2) which are holocolored, i.e. each edge has a different color,
(3) which are holocolored with the additional feature that edges keep the in-
formation of their coloring when collapsed.
In physics terms we think of the first type as a moduli space for all possible Feynman
diagrams in a theory with m different scalar particles. The second type models the
“generic case” thereof where only diagrams with different masses occur (this case is
much simpler from an analytic perspective). The third space of holocolored graphs
with “remembered edges” is built to model a diagrammatic account of the operator
product expansion (see for example [BZJ81] or [IZ05]). Here, in contrast to the
analysis of a Feynman integral by looking at its cut and reduced graphs, the type
of a new vertex formed by collapsing an edge depends on the label of the latter. To
model this effect we therefore consider a space of graphs where edges of zero length
still carry a color.
1.3. Results. In the three above mentioned cases we study the homology groups
of these spaces. Our main computational tool, generalizing the ideas of [HV98] to
the colored case, is a cubical chain complex that allows to compute their rational
homology with computer assistance. The results can be found in Tables 1, 2 and
4 below. Moreover, we discuss some special cases in detail and derive a couple of
general results for the case of rank one graphs, showing that
• all moduli spaces of arbitrary colored graphs are simply connected.
• the computer results suggest that the homology groups of these moduli
spaces are independent of the number of allowed colors, except in the top
dimensional rank. We comment on some partial results to prove this con-
jecture.
• the highest non-trivial Betti number of the moduli space of m-colored
graphs with s legs is given by a polynomial in m of degree s.
• for both types of moduli spaces of holocolored graphs with s legs we obtain
the highest non-trivial homology group by an explicit construction, showing
that it is isomorphic to Z 12 (s−1)!.
• for all three types of moduli spaces we calculate the Euler characteristic.
1.4. Organisation. Section 2 serves as a quick reminder on graphs and cell com-
plexes, setting up the necessary definitions and notational conventions used through-
out this work. In Section 3 we recall the notion of moduli spaces of graphs in the
classical sense and discuss their most important properties. Then we define moduli
spaces of colored graphs formally and consider several examples of special colorings
in detail. The remaining two sections are concerned with the topology of these
spaces. In Section 4 we study the case of arbitrarily colored graphs. For this we
introduce a cubical chain complex that computes the rational homology of these
spaces. Then we list and discuss the results of these calculations for the rank one
case and prove some general statements on homological and homotopical properties
of these spaces. Section 5 deals with holocolored graphs, with or without remem-
bered edges. We display the results of computer calculations in the cubical complex
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as well as some direct results obtained by algebraic and combinatorial methods, i.e.
calculation of the top dimensional homology groups and the Euler characteristics.
Acknowledgements. Both authors owe many thanks to Dirk Kreimer, not only
for sparking interest in this topic with his original ideas, but also for steady sup-
port and encouragement. We also thank Sam Yusin for helpful discussions. M.B.
thanks Karen Vogtmann for all the valuable advice and discussions and her hospi-
tality during his stay at the 2017-2018 Warwick EPSRC Symposium on Geometry,
Topology and Dynamics in Low Dimensions.
2. Preliminaries
Let us start by introducing the basic definitions and notational conventions for
the central objects in this article, graphs and cell complexes. This is standard
material, but as some definitions vary slightly in the literatur, we recall them here.
2.1. Graphs. Graphs are very versatile mathematical objects that show up in a
variety of fields including discrete mathematics, computer science and quantum
field theory. They prominently arise in the perturbative approach to the latter in
form of Feynman diagrams which represent integrals contributing to probability
amplitudes in high-energy particle scattering processes (see for example [IZ05]).
There are various possibilities to define graphs,2 each suited for different pur-
poses. Physicists often use a definition based on half-edges which allows for a
distinction between internal and external edges as needed for Feynman diagrams.
Definition 2.1. A graph is a tuple G = (V,H, s, c) consisting of a set of vertices
V = V (G), a set of half-edges H = H(G), a map s = sG : H → V which connects
each half-edge to its source vertex and a map c = cG : H → H with c2 = idH that
connects half-edges with each other; if h1 6= h2 ∈ H are two distinct half-edges with
c(h1) = h2, the pair {h1, h2} is called an (internal) edge3 of G, otherwise h1 = h2
is called an external edge, leg or hair. We denote the set of internal edges of G by
E(G).
A subgraph γ ⊂ G is a graph such that V (γ) ⊂ V (G), H(γ) ⊂ H(G) and
sγ = sG|H(γ), cγ = cG|Hγ . Subgraphs can have external legs, but we will only
consider so-called internal subgraphs, i.e. subgraphs without legs.
The following notations occur frequently throughout this article.
• The rank or loop number of G is denoted by |G| or h1(G) (the first Betti
number of G viewed as a CW-complex).
• For any vertex v ∈ V (G) we denote its valency by |v| := |s−1(v)|.
• G is called one-particle irreducible (1PI), bridge-free or core if it is con-
nected and still connected upon removal of any internal edge e ∈ E(G). In
case G is not 1PI, the edges leaving the graph disconnected upon removal
are called bridges or separating edges.
• A graph G is called admissible if it is 1PI and |v| ≥ 3 for all v ∈ V (G).
• A graph F is called a k-forest if it has no loops, i.e. |F | = 0, and k connected
components. In particular, a 1-forest is called a tree. A subgraph F ⊂ G
2Here we always consider non-empty finite multi-graphs.
3By using ordered pairs (h1, h2) one obtains oriented edges; G is then called a directed graph.
MODULI SPACES OF COLORED GRAPHS 5
is called a spanning k-forest if F is a k-forest and V (F ) = V (G). If k = 1,
then F is said to be a spanning tree.
• A graph with a single vertex, n internal edges and s legs is called a rose
with n petals (and s thorns) and denoted by Rn,s.
Sometimes, especially for topological considerations, it will be more convenient
to think of graphs as one dimensional CW -complexes. In this case legs can be
modeled as attached to univalent vertices or as additional labels (basepoints) on
some vertices of G (the definition of admissibility has then to be adjusted, allowing
for univalent vertices or for labeled bivalent vertices, respectively).
In the following we will need two operations on graphs, removing and contracting
edges.
Definition 2.2. Let G be a graph and γ ⊂ G an (internal) subgraph.
• G\γ denotes the graph G with all edges of γ removed, i.e. V (G\γ) = V (G)
and E(G\γ) = E(G) \ E(γ).
• G/γ is the graph G with all edges of γ collapsed: For γ connected, G/γ
is obtained from G by collapsing γ to a single vertex, i.e. γ is replaced by
a vertex with all edges connecting γ and G\γ attached to it. If γ is not
connected, G/γ is defined by shrinking each connected component in this
manner.
The case where the subgraph γ is a forest will occur frequently in this text. In
that case the number of loops does not change when contracting γ, |G/γ| = |G|.
In particular, if γ is a spanning tree, then G/γ is a rose with |G| petals.
So far we have considered graphs as purely combinatorial objects. To obtain more
structure, a graph can be endowed with a metric by means of a length function that
assigns to each edge a positive real number.
Definition 2.3. A metric graph is a pair (G,λ) where G is a graph and λ a map
λ : E(G)→ R>0 giving each edge of G a length. The volume of G is defined as the
sum of all edge lengths,
volλ(G) :=
∑
e∈E(G)
λ(e).
Thus, given a metric graph G the distance between two points can be defined as
the minimum length of a path connecting them, turning G into a metric space.
If we additionally allow for an edge e ∈ E(G) to have zero length, we typically
identify (G,λ) with the contracted graph (G/e, λ|E(G)\{e}).
Lastly, we need a notion of maps between graphs that makes sense in both the
combinatorial and topological setting.
Definition 2.4. Let G,G′ be graphs. By a map f : G → G′ we mean a cellular
map between G and G′ viewed as CW-complexes (see Definition 2.8 below). In
addition, we require f to map legs to legs or basepoints to basepoints, respectively.
2.2. Cell complexes. All spaces we encounter in this work are cell complexes,
built from cells of various types. In this section we give a short account of these
types, taking a geometric approach following [Hat02] and [Swi02].
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2.2.1. Semi-simplicial and cubical complexes. First, we consider spaces that decom-
pose into simplices.
Definition 2.5. A topological space X together with a collection of continuous
maps σα : ∆
n → X (with n ∈ N dependent on α) is called a semi-simplicial or
∆-complex if
• All restrictions of σα to the interior of ∆n are injective such that each x ∈ X
is in the image of exactly one such restriction.
• For all σα : ∆n → X the restriction to any face is a map σβ : ∆n−1 → X.
• For any α, any A ⊂ X: σ−1α (A) is open ⇐⇒ A is open.
Obviously, one may take also other types of building blocks to decompose a given
space. For instance, by replacing simplices with cubes. This method has certain
computational advantages, some of which are utilized in Sections 4 and 5.
Let I denote the interval [0, 1] ⊂ R and define the standard n-cube as the product
of intervals n := In = [0, 1]× . . .× [0, 1] and 0 := {0}. Given a topological space
X we want to decompose it into an union of such cubes. The direct analog to
a simplicial complex is to restrictive for the purpose of this work. Therefore, we
mimic the above definition of a ∆-complex:
Definition 2.6. A (singular) n−cube in X is a continuous map σ : n → X. If σ
is injective, the cube is called regular, otherwise degenerate.
The i-th (primary) faces of a cube σ : n → X are defined as the maps
f i+σ : n−1 −→ X, (x1, . . . , xn) 7−→ σ(x1, . . . , xi−1, 0, xi+1, . . . , xn)
and
f i−σ : n−1 −→ X, (x1, . . . , xn) 7−→ σ(x1, . . . , xi−1, 1, xi+1, . . . , xn).
Definition 2.7. A topological space X together with a collection of continuous
maps σα : n → X (with n ∈ N dependent on α) is called a cubical complex if
• All restrictions of σα to the interior of n are injective such that each x ∈ X
is in the image of exactly one such restriction.
• For every σα : n → X the restriction to any primary face is a map
σβ : n−1 → X.
• For any α and any A ⊂ X: σ−1α (A) is open ⇐⇒ A is open.
For a more detailed treatment of cubical complexes the interested reader is re-
ferred to [Mas91].
2.2.2. CW-complexes. By replacing simplices or cubes by disks Dn := {x ∈ Rn |
||x|| ≤ 1} and allowing much more general gluing maps we obtain the notion of
CW-complexes. Instead of a formal definition, we give a building recipe for these
kind of spaces (as in [Hat02], for a precise definition see [Swi02]).
Definition 2.8. A CW- or (regular) cell complex is a space K constructed induc-
tively as follows.
• Start with a discrete set K(0), the set of 0-cells of K.
• Inductively form K(n) from K(n−1) by attaching n-cells Dnα via maps con-
tinuous maps ϕα : S
n−1 ≈ ∂Dnα → K(n−1). Thus, K(n) is the quotient
space of K(n−1) unionsqα Dnα under the relation x ∼ ϕα(x) for x ∈ ∂Dnα. The n-
cells enα of K are the homeomorphic images of D
n
α\∂Dnα under this quotient
map.
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• K = ∪K(n) with the weak topology: A set U ⊂ K is open if and only if
U ∩K(n) is open for all n.
The spaces K(n) are referred to as the n-skeleta of K. Given two CW-complexes,
a continuous map f : K → L is called cellular if f(K(n)) ⊂ L(n) for all n.
Clearly, cell complexes provide a very flexible setting to deal with topological
spaces. One major advantage is that for a CW-decomposition of a given space
much fewer cells are needed than in the simplicial or ∆ setting.
2.3. Cubical homology. Given any of the above types of decompositions of a
space X there is a corresponding chain complex whose homology is isomorphic
to the singular homology of X. Simplicial and cellular homology are well-known,
but one may also use cubes to calculate H∗(X). The chain complex (C∗ (X), ∂∗)
associated to a cubical complex (X, {σα}α∈A) is constructed by defining the chain
groups Cn (X) to be the free abelian groups generated by all (regular) cubes σα :
n → X. The boundary morphism ∂n acts linearly on the n-chains and its action
on a single generator σα is defined by
(2.1) ∂σα := ∂+σα + ∂

−σα,
where
∂+σα :=
n∑
i=1
(−1)i−1f i+σα =
n∑
i=1
(−1)i−1σα|Ii−1×{0}×In−i ,
∂−σα :=
n∑
i=1
(−1)if i−σα =
n∑
i=1
(−1)iσα|Ii−1×{1}×In−i .
This produces a chain complex whose homology is isomorphic to the singular
homology of X. It must be remarked though that caution is required when dealing
with degenerate cubes, i.e. cubes σ : n → X which are not injective (cf. [Mas91]).
The treatment of this technicality is omitted here since it does not occur in the
cases considered in this work.
3. Moduli spaces of graphs
Moduli spaces of (uncolored) graphs can be defined as quotients of Culler-
Vogtmann Outer space CVn and generalizations thereof. Points in the latter are
tuples (G,λ, g) where (G,λ) is a metric graph of rank n and g a marking, a (homo-
topy class of a) homotopy equivalence between G and the rose graph Rn [CV86].
Roughly speaking, Outer space CVn is a moduli space of marked metric graphs
that is equipped with an action of Out(Fn) which acts by changing the markings.
Defining a moduli space of graphs as the orbit space of this action has certain
advantages,4 but for the sake of brevity and having the application to Feynman di-
agrams in mind we stick to a more direct definition. Nevertheless, our construction
is heavily inspired and conceptually quite close to the case of Outer space and its
generalizations.
For more on the “approach from Outer space” we refer to the survey in [Vog16].
4The same holds for an algebro-geometric approach via tropical curves, see for example the
survey in [Cap11].
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3.1. The uncolored case. For n > 1 let (G,λ) denote an admissible graph G =
(V,E) of rank n and without legs, employed with a metric λ : E → R≥0. We define
an equivalence relation on the set of such metric graphs by declaring (G,λ) to be
equivalent to (G′, λ′) if the metrics differ only by a scaling factor. More precisely, if
Z ⊂ E and Z ′ ⊂ E′ denote the sets of edges in G and G′ on which λ and λ′ vanish,
then λ′ ◦ ϕ ∝ λ for an isomorphism ϕ : G/Z → G′/Z ′,
(3.1) (G,λ) ∼ (G′, λ′)⇐⇒ ∃ ϕ : G/Z ∼−→ G′/Z ′, c > 0 s.t. λ′ ◦ ϕ = c on E \ Z.
This relation allows to consider metric graphs with their volume normalized
to one. In addition, if λ vanishes on some Z ⊂ E we identify (G,λ) with the
contracted graph G/Z and λ|E\Z normalized appropriately. If λ vanishes only on
forests F ⊂ E, the metric is called regular, otherwise degenerate.
Definition 3.1. The moduli space of rank n graphs MGn is defined as
MGn :=
{
(G,λ) | G admissible with |G| = n, λ a regular metric on G}/∼.
As a topological space MGn is best understood by first considering the space
Kn =
⊔
G∈Gn
σG
where Gn = {[G] | G admissible and |G| = n} is the set of isomorphism classes5
of admissible rank n graphs and σG an open (|E| − 1)-dimensional simplex, the
interior of ∆G = {(xe)e∈E |
∑
xe = 1}.
A face of ∆G lies in Kn if and only if the edge set {e ∈ E | xe = 0} forms a
forest in G. On the other hand, some faces of ∆G may be missing, namely those
corresponding to edge variables xe vanishing on subgraphs γ ⊂ G with |γ| > 0.
Points in these faces are said to lie at infinity.
Thus, the open simplices of Kn are glued together using the face relations
σG ⊂ σG′ ⇐⇒ ∃F ⊂ G′ a forest with G′/F = G,
so that Kn is a relative simplicial complex, i.e. a pair K = (X,Y ) where X is a
simplicial complex and Y ⊂ X a subcomplex, such that K = X \ Y (cf. [Sta87]).
Each G represents also a cell in MGn. It is given by taking the quotient with
respect to the relation which identifies a point in σG with a regular metric λ on
G, normalized to unit volume. If all edges of G were distinguishable, this relation
would be one-to-one, but if G has nontrivial automorphisms, then this operation
“folds the simplex onto itself”, see for example Figure 1.
This is however the only bad thing that can happen, so MGn can be described
as a CW-complex with missing cells. Since an admissible graph of rank n can have
at most 3n− 3 edges (all vertices trivalent), we find dimKn = dimMGn = 3n− 4.
Another way to understand the topology of MGn is to first replace Kn by a
subspace SKn to which it deformation retracts and then take the quotient as de-
scribed above. The space SKn ⊂ Kn is a simplicial complex and plays the same
role for Kn as does the spine for Outer space. It can be defined as the geometric
realization of the poset (Gn,) where
(3.2) Gn := {G | G adm. ∧ |G| = n}, G  G′ ⇐⇒ ∃F ⊂ G′ a forest : G = G′/F.
5In the following we omit the notation [·], tacitly picking representatives of each class. Note that
some constructions demand for exchanging these representatives, e.g. to make sense of G = G′/F .
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Figure 1. MG1,3: Here all three vertices and opposite points in
each of the three edges are identified. Hence, MG1,3 ∼= S2.
Hence, a k-simplex in SKn is represented by a chain G0  . . .  Gk of k+ 1 graphs
in the poset Gn.
Since an admissible graph can have at most 3n − 3 edges, we find dimSKn =
2n− 3 as the maximal number of edges of its spanning trees.
The whole construction and the decompositions described above naturally gen-
eralize to the case of graphs with s external edges. Here we think of these legs as
labeled basepoints (at the vertices of G) and adjust the definition of admissibil-
ity accordingly. One then considers basepointed metric graphs (G, {v1, . . . , vs}, λ)
and declares two such tuples to be equivalent if and only if there is a basepoint-
preserving isomorphism ϕ : (G/Z, {v1, . . . , vs}) ∼−→ (G′/Z ′, {w1, . . . , ws}) and c > 0
such that λ′ ◦ ϕ = cλ on E \ Z (as above, Z ⊂ E and Z ′ ⊂ E′ denote the sets of
edges on which λ and λ′ vanish).
Definition 3.2. For n, s ∈ N the moduli space of rank n graphs with s legs MGn,s
is defined as
MGn,s :=
{
(G, {v1, . . . , vs}, λ)
∣∣∣∣ G admissible with s legs v1, . . . , vs,n loops and λ : E → R≥0 regular
}/
∼
.
For s > 0 these moduli spaces play the same role for a sequence of groups Γn,s
as doesMGn for Out(Fn). Here Γn,s is the group of (relative) homotopy classes of
self-homotopy equivalences of a rank n graph fixing its s legs, say of the rose graph
Rn,s with n petals and s thorns,
Γn,s := pi0(aut(Rn,s)) =⇒ Γn,0 = Out(Fn),Γn,1 = Aut(Fn), . . .
For a precise definition and further reading on these groups with applications in
geometric group theory we refer to [CHKV16] and the survey in [Vog16].
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Similar to the case of MGn one might first look at the space
Kn,s :=
⊔
G∈Gn,s
σG
where now Gn,s denotes the set of isomorphism classes of admissible rank n graphs
with s legs. It decomposes into an union of simplices with missing faces. For
s ≥ 2 it makes sense to consider the case n = 1 as well for which the intersection
of two simplices may be the union of more than one of their faces, cf. Figure 1.
Therefore, Kn,s forms in general a “relative ∆−complex”, a ∆-complex with some
of its simplices deleted. MGn,s is then obtained from Kn,s by identifying points in
its cells σG with metrics λ on the corresponding graphs G.
From the definition of admissibility and by an Euler characteristic argument we
deduce dimKn,s = dimMGn,s = 3n+ s− 4.
For n > 1 there is a deformation retract SKn,s ⊂ Kn,s, defined analogously to
the case without legs, which is a simplicial complex of dimension 2n−3+s. It may
be used to set up a cubical chain complex that allows to compute the homology of
MGn,s as was done in [HV98] for the case s = 1. Moreover, these moduli spaces
are rational classifying spaces for the groups Γn,s so that these complexes compute
the group homology H∗(Γn,s;Q).
3.2. Moduli spaces of colored graphs. In the previous section we used edge-
metrics to define topological spaces populated by (admissible) graphs. When physi-
cists draw Feynman diagrams to represent particle scattering processes, edges may
describe different kinds of particles. To encode this additional piece of data we now
consider colored edges.
Definition 3.3. Let G = (V,E) be a graph and m ∈ N. An m-coloring of G is a
map c : E → {1, 2, ...,m}.
An m-coloring of a graph represents some (physical) property of the edges which
can take m different values. For example one might think of a Feynman diagram
in a scalar field theory of three different massive particles as a graph endowed with
a 3-coloring, one color for each particle in the theory.6
Analogous to the constructions in the last section metric graphs endowed with
a coloring can be represented by points in a moduli space of colored graphs. Here
we will consider three different cases in detail: Spaces in which any m-coloring
is allowed and spaces of holocolored graphs in which only injective colorings with
a fixed set of colors are admitted, so that each edge is assigned a different color.
In the latter case two types of spaces are distinguished, one using colored graphs
as before while the other deals with graphs which retain the information of their
coloring upon shrinking edges.
To make things precise, we start with a definition of equivalence for colored
metric graphs. For this we define two relations by
(G,λ, c) ∼ (G′, λ′, c′)⇐⇒

for Z = {λ = 0} ⊂ E,Z ′ = {λ′ = 0} ⊂ E′
exists ϕ : G/Z
∼−→ G′/Z ′ with
c′ = ϕ ◦ c|E\Z and λ′ ◦ ϕ = λ|E\Z .
6In many actual quantum field theoretical calculations, the spin of particles adds an additional
feature; half-integer spin particles come as oriented edges.
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and
(G,λ, c) ∼∗ (G′, λ′, c′)⇐⇒

exists ϕ : G
∼−→ G′ with c′ = ϕ ◦ c and
for Z = {λ = 0}, Z ′ = {λ′ = 0} exists
ψ : G/Z
∼−→ G′/Z ′ with λ′|E′\Z′ ◦ ϕ = λ|E\Z .
Note that the defintion of ∼ allows to forget the color of an edge that is collapsed
to zero length. Therefore, this is the appropriate generalization of the relation (3.1)
to the colored case and we keep using the same symbol. On the other hand, the
relation ∼∗ requires matching colors also for edges of zero length. In addition, in
the presence of legs we require all maps to preserve basepoints as in Definition 3.2.
Definition 3.4. Let n, s ∈ N and define the moduli space of m-colored graphs as
MCGmn,s :=
{
(G, {v1, . . . , vs}, λ, c)
∣∣∣∣ G adm. with s legs, |G| = n,λ regular, c : E → {1, . . . ,m}
}/
∼
.
Definition 3.5. For n, s ∈ N set C := {1, . . . , 3(n− 1) + s} and define
- the moduli space of holocolored graphs by
MHGn,s :=
{
(G, {v1, . . . , vs}, λ, c)
∣∣∣∣ G adm. with s legs, |G| = n,λ regular, c : E → C injective
}/
∼
.
- the moduli space of holocolored graphs with remembered edges by
MRGn,s :=
{
(G, {v1, . . . , vs}, λ, c)
∣∣∣∣ G adm. with s legs, |G| = n,λ regular, c : E → C injective
}/
∼∗
.
If n > 1, then arguing as in the uncolored case we see that each moduli space is
the quotient of a space that decomposes into a disjoint union of open simplices, one
for each isomorphism class of admissible colored graphs with n loops and s legs. In
the case of m- and holocolorings the face relations are again given by contracting
forests, but now with the additional requirement of matching colors. In the case of
remembered edges this is a bit more delicate; here it is best to think of a point as
given by either
• an admissible colored metric graph with additional labels on its vertices
that keep track of the contracted edges (cf. Section 5.2), or
• an admissible colored combinatorial graph with all legs distinct and without
identifying edges of length zero and contracted edges, λ(e) = 0 6⇒ G = G/e,
and adjust the partial order accordingly.
In any case, for n > 1 all moduli spaces contain deformation retracts that have
the structure of simplicial or cubical complexes (the case n = 1 is slightly different
and will be considered in detail in Section 4.1).
The only (and rather nontrivial) difference is that the notion of isomorphic graphs
now depends on the coloring. In particular, the folding due to automorphisms does
not occur if all edges are colored differently. Therefore, both spaces of holocolored
graphs,MHGn,s andMRGn,s, decompose directly into ∆-complexes with missing
faces. Their building blocks are the open simplices σ(G,c) as described above, one
for each isomorphism class of admissible colored graphs (G, c). On the other hand,
the moduli spaces of arbitrarily colored graphs MCGmn,s have no such restrictions
and contain thus rather “wildly folded” simplices.
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In the following sections we will study the topology of these three spaces in the
one-loop case. This case has two advantages: No missing faces occur and the class
of admissible graphs is very simple, allowing for direct calculations that would get
quickly out of hand for graphs of higher rank. In addition, the analytic properties
of Feynman integrals for one-loop diagrams are well understood whereas all other
cases still remain quite mysterious.
Before we continue let us briefly describe two other moduli spaces that should
also be of interest for the study of Feynman diagrams; a detailed analysis is reserved
for future work.
Directed graphs: A directed graph is a graph G together with an orientation
of its edges, i.e. each edge e ∈ E has a source and target vertex, denoted by v−(e)
and v+(e), respectively. We encode this data by a map o = (v−, v+) : E → V × V .
To define the notion of equivalence for directed metric graphs we henceforth
assume that for a point (G,λ, o) the metric λ is strictly positive - otherwise we
replace G by G/Z where Z ⊂ E is the set of edges of zero length with respect to λ.
Definition 3.6. Let ∼′ denote the generalization of the equivalence relation (3.1)
to the case of (basepointed) directed metric graphs,
(G,λ, o) ∼′ (G′, λ′, o′)⇐⇒
{
(G,λ) ∼ (G′, λ′) and for all e ∈ E :
o(e) = (x, y) =⇒ o′(ϕ(e)) = (ϕ(x), ϕ(y)).
Then for n, s ∈ N the moduli space of directed graphs is defined as
MDGn,s :=
{
(G, {v1, . . . , vs}, λ, o)
∣∣∣∣ G adm. with s legs, |G| = n, directedby o : E(G)→ V (G)2 and λ regular
}/
∼′
.
The definition of ∼′ is compatible with the equivalence of colored graphs, so
that the above construction naturally generalizes to moduli spaces of colored di-
rected graphs. Moreover, if necessary, we may also allow only for some edges to be
oriented and/or colored, although the notation blows up considerably in this case.
Restriction on vertex types: In a realistic quantum field theory not all types
of particle interactions are allowed which translates in the language of Feynman
diagrams to restrictions on the possible vertex types.
For instance, in quantum electrodynamics there is only one interaction vertex, a
trivalent node connecting the three edge types present in this theory, an electron,
a positron and a photon. Hence, a corresponding moduli space, say of 3-colored
graphs (ignoring orientations; in fact electrons and positrons call for directed edges
as well), should have fewer top-dimensional cells. Namely those only having vertices
connecting three different edge types. In lower dimensions other vertices should be
admitted though since all graphs obtained by contracting edges in allowed graphs
contribute to the analysis of the corresponding Feynman integrals (or to the opera-
tor product expansion). In this exemplary case we should define a moduli space of
QED Feynman diagrams asMCG3n,s\Z where Z is the union of all top-dimensional
open cells that correspond to graphs having forbidden vertices and all lower dimen-
sional cells corresponding to graphs that cannot be obtained by shrinking edges in
allowed graphs.
Again, using colored and/or directed edges is a mere technicality and can in
principle be implemented as above.
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Remark 3.7. All but the last type of moduli spaces come with a canonical projection
map to MGn,s, defined by forgetting the additional structure put on graphs and
inducing a surjection on homology. We discuss this map in the case of m- and
holocolored graphs below.
4. m-colored graphs
The primary focus of this and the following sections will be the calculation of
the rational homology H∗(X;Q) for X = MCGm1,s, MHG1,s and MRG1,s. The
main computational tool for this endeavor is a cubical chain complex that was used
in [HV98] to calculate the rational homology of MGn,1. For n > 1 the method
generalizes directly to the case of s > 1 and colored graphs. For n = 1 the same
ideas work although coming from a slightly different setup.
4.1. The cubical complex. In the following letXms :=MCGm1,s denote the moduli
spaces of m-colored one-loop graphs with s legs. We now describe a decomposition
of Xms into cubes.
For any colored graph (G, c) the set of regular metrics, normalized to volume one,
describes a closed (no faces at infinity) simplex of dimension d = |E| − 1. However,
as discussed in the previous section, the images of these simplices under the quotient
operation with respect to ∼ do not assemble themselves into a simplicial or semi-
simplicial complex. The structure can be saved though by performing a barycentric
subdivision before taking the quotient.
For this we start with the space
Km1,s :=
⊔
(G,c)∈Gm1,s
∆(G,c),
Gm1,s denoting the set of isomorphism classes of admissible m-colored rank one
graphs, and consider its barycentric subdivision BKm1,s. A k-simplex in BK
m
1,s
is represented by a chain (G0, c0)  . . .  (Gk, ck) of k + 1 colored graphs where
the partial order  on Gm1,s is given by
(G, c)  (G′, c′)⇐⇒ ∃F ⊂ G′ a forest with G = G′/F and c = c′|E′\F .
These simplices can be reassembled into cubes. In this picture a k-cube is given
by a colored graph (G, c) and a forest F ⊂ G with k = |E(F )| edges. This cube,
denoted by (G,F, c), is the collection of k! simplices in BKm1,s where each simplex
is given by choosing an order (e1, . . . , ek) on the edges of F and setting
G0 = G/F, G1 = G/(e1, . . . , ek−1), . . . , Gk−1 = G/e1, Gk = G
and
c0 = c|E\E(F ), c1 = c|E\{e1,...,ek−1}, . . . , ck−1 = c|E\{e1}, ck = c.
This decomposition of BKm1,s is fine enough to survive the quotient operation
with respect to ∼, i.e. when identifying points in ∆(G,c) with metrics λ on G: No
pair of points in a cube belong to the same equivalence class, so no folding occurs
and only entire cubes can get identified with each other. Therefore, we find a similar
decomposition of Xms into cubes, one for each pair (G,F, c) where (G, c) ∈ Gm1,s and
F ⊂ G a forest.
Example 4.1. Figure 2 depicts the cubical decomposition of X13
∼= MG1,3 (cf.
Figure 1). Here the label of a cube (G,F ) is drawn as a graph with the edges of F
colored in red. Vertices and edges with the same label have to be identified.
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Figure 2. A geometric representation of X13 as a cubical complex.
4.2. Rational homology. The case without colors, or equivalently a single color
m = 1, serves as a good starting point to understand the computation and compare
results with already established knowledge. A lot is already known about the
homology ofMGn,s. In fact, the cases s = 0 and s = 1 encode the group homology
of Out(Fn) and Aut(Fn), an active area of research. For the case s > 1 the rational
homology of MGn,s is fully determined for n = 1, 2 in [CHKV16]. For n = 1 we
have
(4.1) Hk(MG1,s;Q) =
{
Q(
s−1
k ) if k ≤ s− 1 is even
0 otherwise.
Interest in these homology groups stems from the fact that gluing together graphs
of low rank along their legs induces so-called assembly maps in homology which
produce potential new homology classes in Out(Fn) and Aut(Fn) for larger n.
For the moduli space of m-colored graphs a cubical chain complex can be used
to compute H∗(MCGmn,s;Q), for n > 1 by generalizing the construction of [HV98]
to the colored case and for n = 1 by using the cubical complex described in the
previous section.
In both cases we obtain similarly defined cubical chain complexes that compute
the rational homology of MCGmn,s. The chain groups Ck(MCGmn,s) are the free
abelian groups generated by all cubes (G,F, c) where |E(F )| = k.7 The boundary
operator ∂ from (2.1) can easily be generalized to act on these triples (G,F, c).
We define the action of ∂m : C∗(MCGmn,s) → C∗(MCGmn,s) on a cube (G,F, c) ∈
7In fact, for n > 1 not all cubes contribute. In this case the cubical chains are defined
analogously to the cellular chains of a CW-complex; the “cells” are the quotients of cubes with
respect to ∼ and under this operation some cubes become trivial in homology relative to their
boundary. This does not happen in the case n = 1, so we omit a discussion of this technicality.
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H0 H1 H2 H3 H4
X21 2 - - - -
X22 1 0 - - -
X23 1 0 6 - -
X24 1 0 3 9 -
X25 1 0 6 0 84
H0 H1 H2 H3
X31 3 - - -
X32 1 1 - -
X33 1 0 20 -
X34 1 0 3 103
H0 H1 H2 H3
X41 4 - - -
X42 1 3 - -
X43 1 0 49 -
X44 1 0 3 426
H0 H1 H2
X51 5 - -
X52 1 6 -
X53 1 0 99
H0 H1 H2
X61 6 - -
X62 1 10 -
X63 1 0 176
H0 H1 H2
X71 7 - -
X72 1 15 -
X73 1 0 286
Table 1. The dimension of the homology groups Hk(X
m
s ;Q) for
1 ≤ m ≤ 7 and various s.
Ck(MCGmn,s) by
(4.2) ∂mk (G,F, c) :=
k∑
i=1
(−1)i−1
(
(G,F\ei, c)− (G/ei, F/ei, cei)
)
,
where cei := c|E\{ei} is the coloring of G with the edge ei collapsed. By construc-
tion this operator squares to zero.
From now on we stick to the one-loop case, i.e the spaces Xms =MCGm1,s. As in
the uncolored case (cf. [HV98]) the homology groups of Xms can be calculated by a
computer program (for details see [Mu¨h18]). Endowing graphs with the additional
data of a coloring leads to an even greater growth of the number of cubes with
increasing s. Consequently, computing the homology of Xms by explicit calculation
gets more difficult when increasing the number of colors. Thus, the maximal number
of external legs s to which the calculations can be performed decreases with m.
The results for the homology dimensions for different numbers of colors are listed
in Table 1, a specific choice of generators for each group can be found in [Mu¨h18].
4.3. Special cases. In some cases the usual suspects in the algebraic topologist’s
toolbox allow for direct derivation of results.
For s = 1 the moduli spaces Xm1 simply consists of m points, one for each rose
graph R1,1 colored by c ∈ {1, . . . ,m}. Hence, H0(Xm1 ;Z) ∼= Zm and all other
homology groups are trivial.
Note that in every other case Xms is path-connected and therefore H0(X
m
s ;Z) ∼=
Z. For s = 2 this allows to calculate the first homology group by an Euler charac-
teristic argument.
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Proposition 4.2. For Xm2 we have
H1(X
m
2 ;Z) ∼= Z
(m−1)(m−2)
2 .
Proof. Instead of giving a combinatorial proof, we use a Mayer-Vietoris sequence
to provide some insight into the topology at work.
Divide the space Xm2 into X
m
2 = A˚ ∪ B˚ with
A := {(G,F, c) | m ∈ Im(c)},
B := {(G,F, c) | c(e) 6= m for at least one e ∈ E}.
The subspaces A and B are depicted in Figure 3 and Figure 4, respectively. In these
figures, black labels represent the labels of external legs, while red labels represent
the coloring.
Figure 3. The subspace A ⊂ Xm2 containing all cubes corre-
sponding to graphs with at least one edge of color m.
Figure 4. The subspace B ⊂ Xm2 containing all cubes corre-
sponding to graphs with at least one edge not colored by m.
The intersection A∩B consists of all cubes corresponding to graphs that contain
an edge colored with m but with the other edge colored differently. Figure 5 illus-
trates this intersection. A is contractible and B deformation retracts to a subspace
homeomorphic to Xm−12 by shrinking all cubes containing an edge colored by m to
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Figure 5. The intersection A ∩ B of the involved subspaces is a
disjoint union of line segments.
zero length. Their intersection A ∩ B consists of m − 1 disjoint lines and can be
deformation retracted to m− 1 disjoint points.
The reduced Mayer-Vietoris sequence for Xm2 and its subspaces A and B reads
0 −→ H˜1(A ∩B;Z) −→ H˜1(A;Z)⊕ H˜1(B;Z) −→ H˜1(Xm2 ;Z)
−→ H˜0(A ∩B;Z) −→ H˜0(A;Z)⊕ H˜0(B;Z) −→ 0
Now H˜n(A;Z) = 0 since A is homotopy equivalent to a point. By the additivity
axiom
H˜1(A ∩B;Z) ∼=
m−1⊕
i=1
H˜1({∗};Z) = 0
and
H0(A ∩B;Z) ∼= H0(
m−1⊔
i=1
{∗};Z) ∼= Zm−1.
Hence, H˜0(A ∩ B;Z) ∼= Zm−2 and furthermore H˜1(B;Z) ∼= H˜1(Xm−12 ;Z). There-
fore, the above long exact sequence contains a short exact sequence which after
application of the above isomorphisms reads
0 −→ H˜1(Xm−12 ;Z) −→ H˜1(Xm2 ;Z) −→ Zm−2 −→ 0,
where the first zero is H˜1(A ∩ B;Z). Since Zm−2 is free, this sequence splits and
we immediately obtain
H˜1(X
m
2 ;Z) ∼= H˜1(Xm−12 ;Z)⊕ Zm−2.
With this the proposition follows by induction. 
We finish this section with a general remark on the calculation of the rational
homology and the role of the colors in it.
Note that MCGmn,s naturally contains m copies of MGn,s as the subspaces cor-
responding to all graphs whose edges are colored identically. We use this fact by
considering the subspace
A := {(G,λ, c) ∈MCGmn,s | c is constant}
18 MARKO BERGHOFF AND MAX MU¨HLBAUER
and the long exact sequence of the pair (MCGmn,s, A). To simplify notation we set
X :=MCGmn,s. The exact sequence then reads
. . .→ Hk+1(X,A;Q)→ Hk(A;Q)→ Hk(X;Q)→ Hk(X,A;Q)→ . . .
We have A ∼= unionsqmi=1MGn,s and therefore Hk(A;Q) ∼= Hk(MGn,s;Q)m for all
k ∈ N0. This establishes a close connection between the colored and uncolored case
via the relative homology groups Hk(X,A;Q).
The above ansatz and variations of it - utilizing various filtrations induced by the
coloring - may also be used to improve computer calculations. In addition, there are
many interesting maps between these moduli space for different n, s and m given
by attaching self-loops, adding, removing or gluing legs and recoloring edges. The
most interesting case surely is the variation of n which will be pursued in future
work (cf. [CHKV16] for applications of these ideas in the uncolored case).
4.4. Homological stability. In the case of more than two legs s > 2 the first
homology groups of Xms stabilize in the sense that H1 is trivial for all numbers of
legs and colors.
Proposition 4.3. For all s ≥ 3 and m ≥ 1
H1(X
m
s ;Z) = 0.
Proof. The statement is a corollary of Theorem 4.7 which states that all of these
spaces are simply connected. 
The results in Table 1 suggest that this stability with respect to m actually holds
for all groups Hi(X
m
s ) with i < s− 1.
Conjecture 4.4. For all m > 1 and 0 ≤ i < s− 1 there is an isomorphism
Hi(X
m
s ;Q) ∼= Hi(X1s ;Q) = Hi(MG1,s;Q).
For general rank n, consider the cubical chain complexes used to compute the
homology groups of MCGmn,s. For any m ∈ N there is a canonical map that forgets
the coloring of each graph,
f (m) : C∗(MCGmn,s) −→ C∗(MGn,s),
(G,F, c) 7−→ (G,F ).
In the other direction there is a also a map defined by equipping a graph with
all possible colorings
c(m) : C∗(MGn,s) −→ C∗(MCGmn,s),
(G,F ) 7−→
∑
all colorings c
1
m|E(G)|
(G,F, c).
A short calculation shows that both maps are chain maps. Let f
(m)
∗ and c
(m)
∗
denote the corresponding induced homomorphism on homology. Then we find
Proposition 4.5. f
(m)
∗ ◦ c(m)∗ = idH∗(MGn,s;Q), that is f (m)∗ is surjective and c(m)∗
is injective.
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Proof. Let k ∈ N0. For all [x] ∈ Hk(MGn,s;Q) represented by
∑
i qi(Gi, Fi) with
qi ∈ Q we have
(f
(m)
∗ ◦ c(m)∗ )[x] =
[∑
i
qi(f
(m) ◦ c(m))(Gi, Fi)
]
and
(f (m) ◦ c(m))(Gi, Fi) = f (m)
( ∑
all colorings c
1
m|E(G)|
(Gi, Fi, c)
)
=
∑
all colorings c
1
m|E(G)|
f (m)(Gi, Fi, c)
=
∑
all colorings c
1
m|E(G)|
(Gi, Fi)
= (Gi, Fi).

This means in particular that dimHk(X
1
s ;Q) ≤ dimHk(Xms ;Q) holds for all k,
s and m, proving “one half” of the conjecture.
4.5. Homotopy type. Now we take a look at the degree of connectivity of the
spaces Xms .
First consider the case s = 1. The moduli spaces Xm1 simply consist of m
points, one for each rose graph R1,1 colored by c ∈ {1, . . . ,m}. Hence, pi0(Xm1 ) =
{1, . . . ,m}.
All other spaces Xms are path-connected, hence also connected.
Proposition 4.6. For s = 2 and m ∈ N we have pi1(Xm2 ) ∼= F 12 (m−1)(m−2).
Proof. Xm2 is a one-dimensional CW-complex. Its zero-cells are represented by m i-
colored roses ri and m “banana graphs” (i.e. a double edge connecting two vertices)
bj , where both edges have length
1
2 and are colored by a single color j. The one-
skeleton of Xm2 is formed by arcs βi, connecting bi to ri by collapsing one of its two
edges, and by arcs βij , connecting ri to rj by either collapsing the i-colored or j-
colored edge (note that in the cubical description of Xm2 the latter arcs correspond
to the union of two one-dimensional cubes). The arcs βi are pairwise disjoint, hence
contracting them defines a deformation retraction from Xm2 to the complete graph
Km on m vertices (viewed as CW-complex). This, in turn, is homotopy equivalent
to a wedge of
(
m−1
2
)
= 12 (m − 1)(m − 2) circles S1, each one being a generator of
pi1(X
m
2 ). 
Rather surprisingly, in the general case the fundamental group does not recognize
the number of colors.
Theorem 4.7. For s ≥ 3 and m ≥ 1 all the moduli spaces Xms are simply con-
nected.
Remark 4.8. The theorem should be optimal in the sense that the spaces Xms
cannot be higher connected. This follows from the Hurewicz theorem (see e.g.
[Hat02]) together with the results for H2(X
m
s ;Q) in Table 1. In fact, as a corollary
we find pi2(X
m
s )⊗Q ∼= H2(Xms ;Q). Hence pi2(Xms ) also stabilizes for m ≥ 1.
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For the proof we need a general fact about CW-complexes that allows to compute
their fundamental groups by a rather elementary process.
Proposition 4.9 (Proposition 6.48 in [Swi02]). Let X be a connected CW-complex.
Let i : X(1) → X denote the inclusion of its one-skeleton and choose a basepoint
x0 ∈ X(1). Then i∗ : pi1(X(1), x0)→ pi1(X,x0) is an epimorphism and ker i∗ is the
normal subgroup generated by the elements [ϕα] for ϕα : (S
1, s0) → (X(1), x0) the
attaching maps of the two-cells e2α.
Proof. (of Theorem 4.7) By Proposition 4.9 we only need to consider X := (Xm2 )
(2),
the two-skeleton of Xms . It has the following CW-structure:
• Its 0-dimensional cells ri and bi(U, V ) correspond to
- all roses Ri with their single edge colored by i ∈ {1, . . . ,m},
- all banana graphs Bi(U, V ) with both edges of length
1
2 and colored
by i ∈ {1, . . . ,m} and U unionsq V = {1, . . . , s} a partition of the set of legs
to the two vertices of Bi.
• Its 1-dimensional cells correspond to
- arcs βi(U, V ) of length
1
2 parametrizing banana graphs Bi(U, V ) with
two edges of unequal length, both colored by i ∈ {1, . . . ,m} and U unionsq
V = {1, . . . , s},
- arcs βi,j(U, V ) = of unit length parametrizing banana graphsBi,j(U, V )
with both edges colored differently by i, j ∈ {1, . . . ,m}, i 6= j, and
U unionsq V = {1, . . . , s}.
• Its 2-dimensional cells Si,j,k(A,B,C) parametrize “triangle graphs” (i.e.
cyclic graphs on three labeled vertices) Ti,j,k(U, V,W ), colored by i, j, k ∈
{1, . . . ,m}, and U unionsqV unionsqW = {1, . . . , s} distributing the legs onto the three
vertices of Ti,j,k.
The attaching maps can be described as follows. Arcs βi(U, V ) connect ri to
bi(U, V ), and arcs βi,j(U, V ) connect ri to rj . A two-cell Si,j,k(A,B,C) is attached
to three arcs βk,j(A unionsq B,C), βi,k(A,B unionsq C) and βi,j(A unionsq C,B), represented by
bananas obtained from Ti,j,k(A,B,C) by collapsing a single edge (here βi,i := βi if
i, j, k are not all distinct).
Step 1. Replace X with a simpler homotopy equivalent space.
Let Z ⊂ X denote the subcomplex consisting of all m arcs from the rose vertices
ri to the banana vertices bi(U, V ) and m−1 arcs from ri to ri+1 defined by varying
the edge lengths in Bi,i+1(Ui, Vi) (here i ∈ {1, . . . ,m− 1} and Ui unionsq Vi = {1, . . . , s}
freely chosen partitions). Note that Z forms a maximal tree in the one-skeleton
of X. In particular, all zero-dimensional cells of X lie in Z. Therefore, in the
process of collapsing this subcomplex all these cells get identified to a single vertex
y0. Since Z is contractible, the quotient map pi : X → Y := X/Z is a homotopy
equivalence (see e.g. [Hat02]).
The quotient Y has the following CW-structure:
• It has a single vertex y0.
• Its 1-dimensional cells βi,j(U, V ) are arcs describing bananas Bi,j(U, V )
with both their edges colored differently by i, j ∈ {1, . . . ,m}, i 6= j, and
U unionsq V = {1, . . . , s}. If j = i + 1, then U unionsq V is any partition except the
special choice from the definition of Z, i.e. U 6= Ui, V 6= Vi. Note that
every arc describes a loop in Y , based at y0.
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• Its 2-dimensional cells are disks Si,j,k(A,B,C) parametrizing triangle graphs
Ti,j,k(A,B,C) where i, j, k ∈ {1, . . . ,m} and A unionsq B unionsq C = {1, . . . , s}. The
attaching maps of these disks are described below. In the special case
i = j = k we have ∂Si,i,i(A,B,C) = {y0}, so Si,i,i(A,B,C) is a sphere.
Step 2. Calculate pi1(Y, y0).
Since the one-skeleton of Y is a wedge of circles, pi1(Y, y0) is generated by all
arcs βi,j described above, subject to relations induced by the attaching maps of
two-cells. We now show that these relations kill all generators.
Figure 6. Arcs in the two-skeleton of Y .
Let βi,j(U, V ) be such a generator. First we consider the case j = i + 1 and
assume U ∩ Ui 6= ∅ (otherwise we permute U and V ). The arc βi,i+1(U, V ) is one
boundary component of the disk Si,i,i+1(A,B,C) with
(4.3) ∂Si,i,i+1(A,B,C) = βi,i+1(A unionsqB,C) ∪ βi,i+1(A,B unionsq C)
such that A = U and B unionsq C = V . We choose
B = Ui ∩ V, C = (Ui \ U)4V,
where 4 denotes the symmetric difference of sets. Note that C is also given by
{1, . . . , s}\ (U ∪ (Ui∩V )). Then the other boundary component of Si,i,i+1(A,B,C)
is the arc
β∗ := βi,i+1
(
U ∪ (Ui ∩ V ), {1, . . . , s} \ (U ∪ (Ui ∩ V ))
)
.
If U ⊂ Ui, this is the arc βi,i+1(Ui, Vi) which has been collapsed in the construction
of Y . In other words, the disk Si,i,i+1(A,B,C) has only βi,i+1(U, V ) as boundary.
Thus, βi,i+1(U, V ) is homotopic to the constant loop,
[βi,i+1(U, V )] = [y0] = e ∈ pi1(Y, y0).
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If not, then the arc β∗ lies in the boundary of another disk Si,i,i+1(M,N,R) with
∂Si,i,i+1(M,N,R) = βi,i+1(M unionsqN,R) ∪ βi,i+1(M,R unionsqN)
for
M = {1, . . . , s} \ (U ∪ (Ui ∩ V ))
R =
(
U ∩ (Ui ∩ V )
) ∩ Ui = Ui
S = {1, . . . , s} \ (M unionsqR).
Then we find ∂Si,i,i+1(M,N,R) to be given by
βi,i+1(Ui, Vi) ∪ βi,i+1
(
U ∪ (Ui ∩ V ), {1, . . . , s} \ (U ∪ (Ui ∩ V ))
)
and therefore [βi,i+1(U, V )] = [β∗] = [y0] = e. This is depicted in the left picture in
Figure 6.
Algebraically, this sequence of relations reads
e = β−1∗ · βi,i+1(U, V ), e = βi,i+1(Ui, Vi)−1 · β∗
and since βi,i+1(Ui, Vi) = e this shows βi,i+1(U, V ) = e.
Now suppose i 6= j − 1, say i < j − 1. In this case, βi,j(U, V ) is the boundary
component of a disk Si,j,k(A,B,C) for k = i+ 1, A unionsq C = U and B = V ,
∂Si,j,k(A,B,C) = βj,k(A unionsqB,C) ∪ βi,k(A,B unionsq C) ∪ βi,j(A unionsq C,B)
= βj,i+1(A unionsqB,C) ∪ βi,i+1(A,B unionsq C) ∪ βi,j(U, V ).
By the previous arguments we know that the loop βi,i+1(A,B unionsq C) is trivial in
pi1(Y, y0). Now repeat this step for the other arc βj,i+1(AunionsqB,C) =: βi+1,j(M,N),
i.e. choose a disk Si+1,j,i+2(I, J,K) with I unionsqK = M and J = N , such that
∂Si+1,j,i+2(I, J,K) = βj,i+2(I unionsq J,K) ∪ βi+1,i+2(I, J unionsqK) ∪ βi+1,j(M,N).
Again, βi+1,i+2(I, J unionsq K) is trivial, so this equation expresses βi+1,j(M,N) by
βi+2,j(IunionsqJ,K). Repeat this process until after j−(i+1) steps all arcs are revealed
to be trivial, so that we conclude βi,j(U, V ) = e. 
Remark 4.10. This method of proof does not work for the moduli spaces of holo-
colored graphs (indeed, MHG1,3 and MHG1,3 are homeomorphic to the two-
dimensional torus T 2 which has Z2 as fundamental group). Roughly speaking,
although Xms seems to be more complicated at first sight, the additional “stuff”
allows to simplify the relations in the presentation of pi1(X
s
m) as we have done
above.
4.6. Euler characteristic. The Euler characteristic of Xms can be computed by
simply counting all admissible colored graphs representing cells in Y ' Xsm, the
CW-complex described in the proof of Theorem 4.7.
Proposition 4.11. The Euler characteristic χ(Xsm) is given by
χ(Xsm) = 2
s−1m(1−m)
2
+
m(m+ 1)
2
+
s∑
k=3
(−1)k−1
{
s
k
}
(k − 1)!
2
mk.
Proof. Recall the notation from the proof of Theorem 4.7. The CW-complex
Y has a single zero-dimensional cell, represented by a rose graph with s thorns
R1,s. One-dimensional cells are represented by banana graphs Bi,j(U, V ) with
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i 6= j ∈ {1, . . . ,m} and U unionsq V = {1, . . . , s}, except the especially chosen elements
Bi,i+1(Ui, Vi). Hence, there are{
s
2
}
m(m− 1)
2
− (m− 1)
different representatives. The same argument gives the number of cells of dimension
k− 1. It is the number of leg partitions times non-equivalent vertex configurations
times colorings of a graph with k edges. This number is given by the formula{
s
k
}
(k − 1)!
2
mk
and therefore
χ(Xsm) =m−
{
s
2
}
m(m− 1)
2
+
s∑
k=3
(−1)k−1
{
s
k
}
(k − 1)!
2
mk
=2s−1
m(1−m)
2
+
m(m+ 1)
2
+
s∑
k=3
(−1)k−1
{
s
k
}
(k − 1)!
2
mk.

For m = 1 this simplifies considerably.
Proposition 4.12. The sequence χ(s) := χ(MG1,s) is given by
χ(1) = 1, χ(s) = 2s−2 or χ(1) = 1, χ(s) =
s−1∑
k=1
χ(k)
with generating function G(t) = t(1− t)(1− 2t)−1.
Proof. For s > 2 a long, but straightforward calculation, using
{
s+1
k
}
= k
{
s
k
}
+{
s
k−1
}
, shows that χ(s + 1) − χ(s) = χ(s) from which both formulae follow. For
G(t) =
∑
s=1 χ(s)t
s we calculate
tG =
∑
s=1
χ(s)ts+1 = χ(1)t2 + χ(2)t3 + . . .
=
χ(2)
2
t2 +
χ(2)
2
t2 +
χ(3)
2
t3 + . . .
=
G− χ(1)t
2
+
χ(2)
2
t2
and therefore G(t) = t(1− t)(1− 2t)−1. 
4.7. Highest non-trivial Betti number. Let bs(m) denote the highest rank
Betti number hs−1(Xms ) = dimHs−1(X
m
s ;Q) which, if Conjecture 4.4 holds, is
the only Betti number of Xms depending on m. Above we have seen that b1(m) =
h0(X
m
1 ) = m and b2(m) =
1
2 (m − 1)(m − 2). Moreover, the results in Table 1
suggest that bs(m) grows polynomially in m.
Theorem 4.13. The Betti number bs(m) = hs−1(Xms ) grows at most polynomially
in m of degree s.
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Proof. Let s ≥ 3. By Proposition 4.11 the Euler characteristic χ(Xms ) is a polyno-
mial in m of degree s. Moreover, the number of (k − 1)-dimensional cells in Xms is{
s
k
} (k−1)!
2 m
k, so that
hk−1(Xms ) ≤ dimCk−1(Xms ;Q) =
{
s
k
}
(k − 1)!
2
mk
bounds the (k − 1)-th Betti number from above by a polynomial of degree k.
This shows that bs(m) is bounded by a polynomial of degree s, except if χ(X
m
s ) =
0 which may happen for at most finitely many m.8 
Remark 4.14. If Conjecture 4.4 holds, this growth estimate is sharp, i.e. bs is indeed
a polynomial in m of degree s. It could then be determined explicitly, either by com-
puting χ(Xms ) and the uncolored homology groups from (4.1) or by interpolating
the values bs(m) for m = 1, . . . , s+ 1.
5. Holocolored graphs
In contrast to the case of arbitrarily colored graphs the spaces MHG1,s and
MRG1,s can be directly (without subdivision of cells) considered as ∆-complexes.
Therefore, we may use instead of the cubical chain complex the associated semi-
simplicial chain complex which has fewer generators. We thereby obtain a graph
complex, somewhat in the spirit of Kontsevich’s graph homology [Kon93, Kon94],
that computes the homology of the moduli spaces of holocolored graphs.
5.1. The moduli spaces MHG1,s. Let X˜s denote the space MHG1,s. In the
semi-simplicial chain complex for X˜s the k-dimensional chain groups are generated
by simplices ∆(G,c), one for each isomorphism class of admissible colored graphs on
k + 1 edges. As in the cubical case we abbreviate these generators by (G, c). The
boundary operator of this chain complex contains the terms with shrunken edges
only and reads9
∂k(G, c) :=
k∑
i=1
(−1)i−1(Gei , cei).
Recall that the number of allowed colors is 3(n−1)+s which in the one loop case
equals s, the maximal number of internal edges of the graphs representing elements
in X˜s.
Example 5.1. While for s = 1, 2 the space X˜s is just a single point or a single
edge, respectively, the space X˜3 is homeomorphic to the two-dimensional torus T
2.
Its ∆-complex structure consists of six 2-simplices, nine 1-simplices and 3 vertices
with identifications as depicted in Figure 7.
As in the previous case the homology of the moduli space of holocolored graphs
can be calculated with the help of a computer program. The dimensions of the
homology groups of the spaces X˜s that could be obtained are listed in Table 2 for
1 ≤ s ≤ 5. A particular choice of generators for these groups can be found in
[Mu¨h18].
8Furthermore, the integer root theorem implies bs(m) 6= 0 for all even m ∈ 2Z \ {0}.
9Note that this simple definition works only for the case n = 1. Otherwise it might not be
possible to shrink an edge to zero length, owing to the occurrence of missing faces.
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Figure 7. A geometric representation of X˜3 as a ∆-complex.
H0 H1 H2 H3 H4
X˜1 1 - - - -
X˜2 1 0 - - -
X˜3 1 2 1 - -
X˜4 1 0 36 3 -
X˜5 1 0 6 824 12
Table 2. The dimension of the homology groups Hk(X˜s;Q) for
1 ≤ s ≤ 5 and 0 ≤ k ≤ 4.
5.1.1. Homology in the highest non-trivial dimension. The groups Hs−1(X˜s;Z) can
be determined explicitly by merging the simplices in the ∆-decomposition of X˜s
into larger cubes.
Proposition 5.2. For s ≥ 3 we have
(5.1) Hs−1(X˜s;Z) ∼= Z
(s−1)!
2 .
Proof. We describe a cubical chain complex that computes Hs−1(X˜s;Z).
A point (G,λ, c) ∈ X˜s can be thought of as embedded in R2 by drawing a circle
of finite radius (which is 12pi for normalized graphs) to represent the union of all
of its edges. Fix an arbitrary point on the circle and identify it with a leg/vertex
v0 ∈ V (G). The length of each edge is uniquely determined by fixing s − 1 angles
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θ1, . . . , θs−1 representing the position of the legs/vertices v1, . . . , vs−1 ∈ V (G) on the
circle with respect to the position of the distinguished vertex v0. For convenience
we choose a parametrization such that angles θi reach from 0 to 1.
In this way (G,λ, c) can be represented by a tuple (θ1, . . . , θs−1, σ) where σ ∈ Σs
encodes the coloring c. This representation is not unique, since we have
(θ1, . . . , θs−1, σ) ∼ (θs−1, . . . , θ1, σ−)
where σ− denotes the permutation
(
1 2 ... s
σ1 σs ... σ2
)
.
This defines a cubical complex in which each [σ] ∈ Σs/Z2 designates an s − 1
dimensional cube w[σ] := (θ1, . . . , θs−1, [σ]). On the associated chain complex the
cubical boundary operator ∂ = ∂+ + ∂− is then given by
∂+w[σ] =
s−1∑
i=1
(−1)i−1(θ1, . . . , θi−1, 0, θi+1, . . . , θs−1, [σ])
and
∂−w[σ] =
s−1∑
i=1
(−1)i(θ1, . . . , θi−1, 1, θi+1, . . . , θs−1, [σ]).
To describe the face relations in this complex we define a “shuffling” operator
τ+ : Σs → Σs by
τ+σ := τ+
(
1 2 ··· s
σ1 σ2 ··· σs
)
=
(
1 2 ··· s−1 s
σ2 σ3 ··· σs σ1
)
.
Letting any external leg rotate once around the graph leads to a cyclic permu-
tation of the edges. More precisely, for any [σ] ∈ Σs/Z2 we have
(θ1, . . . , θi−1, 0, θi+1, . . . , θs−1, [σ]) = (θ1, . . . , θi−1, 1, θi+1, . . . , θs−1, [τ+σ]).
This immediately yields
(5.2) ∂s−1w[σ] = ∂
+
s−1w[σ] + ∂
−
s−1w[σ] = ∂
+
s−1w[σ] − ∂+s−1w[τ+σ].
The highest non-trivial homology group Hs−1(X˜s;Z) is just ker ∂s−1 and equa-
tion (5.2) sets up a linear system of equations to determine this kernel. To make
this explicit, we quotient out the cyclic permutations generated by τ+. The quotient
group is thus (Σs/Z2)/Cs ∼= Σs/(Cs n Z2) ∼= ΣS/Ds for Ds the dihedral group. It
consists of n(s) := s!2s =
(s−1)!
2 equivalence classes and we choose a representative
σ1, . . . , σn(s) for each one.
The matrix representation of ∂s−1 with respect to the basis{
∂+s−1w[σi], ∂
+
s−1w[τ+σi], . . . , ∂
+
s−1w[τs−1+ σi]
}
i=1,...,n(s)
of the target space Cs−2(X˜s) then reads
A∂s−1 =

A
A
. . .
A
 ,
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containing n(s) copies of
A =

1 0 0 · · · 0 −1
−1 1 0 · · · 0 0
0 −1 1 · · · 0 0
...
...
...
. . .
...
...
0 0 0 · · · 1 0
0 0 0 · · · −1 1

.
The matrix A can easily be brought into row-echolon form and reveals its rank
to be rank(A) = s − 1. Thus, the space of solutions of the homogeneous system
defined by A∂s−1 is
(s−1)!
2 -dimensional and we obtain
Hs−1(X˜1,s;Z) ∼= Z
(s−1)!
2 .

5.1.2. Permuting colors. Let ΣC := Perm(C) ∼= Σ3(n−1)+s denote the group of
permutations of the set of colors C. It acts on MHGn,s by changing the coloring,
for g ∈ ΣC by g.(G,λ, c) := (G,λ, g ◦ c).
This action respects the “relative semi-simplicial structure” by mapping open
k-simplices to open k-simplices. Furthermore, it does so transitively on each set of
open k-simplices inMCGn,s. The stabilizer of a point (G,λ, c) depends only (up to
isomorphism) on the number of edges of its representing graph G; if G has k edges
we find its stabilizer as the set of permutations that act only on the colors not in
the image of c,
∀x = (G,λ, c) ∈MCGn,s : ΣCx ∼= Perm(C \ im(c)) ∼= Σ3(n−1)+s−k.
This shows that the orbit space of this action is the moduli space of uncolored
graphs MGn,s and the projection pi : MCGn,s → MCGn,s/ΣC = MGn,s is a
branched covering map, i.e. a covering map outside a nowhere-dense set, in this
case outside of B = {(G,λ, c) ∈MCGn,s | |E(G)| < 3(n− 1) + s}.
For n = 1 this means that if we decompose X˜s into a simplicial complex, for
instance by performing two barycentric subdivisions, then the action of ΣC ∼= Σs
is simplicial, i.e. for every g in ΣC the map v 7→ g.v is simplicial.10
In that case the projection pi : X˜s → X˜s/ΣC =MG1,s that forgets the coloring
is a simplicial branched covering map, i.e. a simplicial covering map outside the
nowhere-dense set X˜
(s−2)
s , the (s− 2)-skeleton of X˜s.
Moreover, we have in complete analogy to Proposition 4.5
Proposition 5.3. The quotient map pi :MHGn,s →MGn,s that forgets the color-
ing of edges induces a surjection pi∗ on homology.
Proof. On the cubical level the right-inverse to pi∗ is induced by the map
i : C∗(MGn,s) −→ C∗(MHGn,s), (G,F ) 7−→
∑
all holocolorings c
1
κG
(G,F, c)
for κG =
( |C|
|E(G)|
)
the number of holocolorings of G. 
10A map between two simplicial complexes f : K → K′ is simplicial if it sends every simplex
in K to a simplex in K′ by a map taking vertices to vertices.
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5.1.3. The Euler characteristic of X˜s. The number of k-simplices in the moduli
space of holocolored graphs can be determined by combinatorial means.
For an admissible graph G with k internal edges, denote the set of all holocol-
orings (with s available colors) of G by Ck,s(G), and the set of its non-equivalent
external leg structures with s legs by Sk,s(G).
For an one-loop holocolored graph G with k internal edges there are
(
s
k
)
ways
to choose which colors the edges of G can have. Furthermore, there are k! ways to
permute these edges to get different graphs, except in the case k = 2 where both
permutations of edges yield the same graph. Thus,
(5.3) |Ck,s(G)| =
(
s
k
)
k!
1 + δk,2
=
s!
(s− k)!(1 + δk,2) .
The leg structure is uniquely determined by a partition of the s legs into k non-
empty groups and an element of Sk/(Ck n Z2) which represents their ordering.
There are
{
s
k
}
number of ways to choose such a partition where
{·
·
}
denotes the
Stirling number of the second kind [AS64],{
n
k
}
=
1
k!
k∑
j=0
(−1)k−j
(
k
j
)
jn.
For k ≥ 3 the group Sk/(Ck n Z2) has k!2 1k = (k−1)!2 elements. Thus, there are
exactly this many ways to order the s legs to yield distinct graphs. For k = 1 and
k = 2 there is clearly only one way to organize the legs. Hence,
(5.4) |Sk,s(G)| =
{
s
k
}
(k − 1)!
2
(1 + δk,1 + δk,2).
With this the number of (k − 1)-simplices Nk,s in X˜s can be calculated. Each
such (k − 1)-simplex belongs to a one-loop holocolored graph with k edges and s
legs. There are |Ck,s(G)| · |Sk,s(G)| such graphs since the choices of coloring and
leg structure are independent, so by (5.3) and (5.4)
Nk,s =
(
s
k
)
k!
{
s
k
}
(k − 1)!
2
(1 + δk,1) =
(k − 1)!
2− δk,1
(
s
k
) k∑
j=0
(−1)k−j
(
k
j
)
js.
This in turn can be used to calculate the Euler characteristic of X˜s,
χ(X˜s) =
s∑
k=1
(−1)k−1Nk,s
=
s∑
k=1
(−1)k−1 (k − 1)!
2− δk,1
(
s
k
) k∑
j=0
(−1)k−j
(
k
j
)
js
=
s∑
k=1
k∑
j=0
(−1)j+1 j
s(k − 1)!
2− δk,1
(
s
k
)(
k
j
)
.
For 1 ≤ s ≤ 8 the Euler characteristic obtained by this formula can be found in
Table 3.
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s 1 2 3 4 5 6 7 8
χ(X˜s) 1 1 0 34 -805 26541 -1122506 59485588
Table 3. The Euler characteristic of X˜s for 1 ≤ s ≤ 8
5.2. Graphs with remembered edges. When considering Feynman graphs in
the operator product expansion [BZJ81, IZ05], an edge collapsed to zero length
still carries the physical information assigned to it (for instance, its mass or par-
ticle type). More precisely, the vertex it gets identified with describes a new type
of interaction, depending on the type of the contracted edge. Thus, from a physics
perspective it is worthwhile to consider an alternative complex in which face rela-
tions respect this restriction.
Recall the definition of MRGn,s where again n is the number of loops, s the
number of external legs and the number of colors is taken to be the maximal
number of internal edges that can occur, |C| = 3(n− 1) + s. Note that we consider
the same ground set of holocolored graphs but identify points with respect to a
different relation ∼∗ given by
(G,λ, c) ∼∗ (G′, λ′, c′)⇐⇒ ∃ϕ : G −→ G′ homothety s.t. c = c′ ◦ ϕ.
5.2.1. The homology of MRG1,s. In the following let n = 1 and denote by X¯s the
space MRG1,s. Up to s = 3 there is no difference between this space and the
moduli space of holocolored graphs with “forgetful edges”. A difference can only
occur if there are at least two vertices to which more than one leg is connected. In
particular, Hs−1(X¯s) ∼= Hs−1(X˜s) which is given by equation (5.1). Hence,
Hs−1(X¯s;Z) ∼= Z
(s−1)!
2 .
Moreover, note that an analogous statement to Proposition 5.3 holds also for
X¯s or MRGn,s. Here the projection pi :MRGn,s →MGn,s forgets the coloring of
edges and the type of vertices.
For computer aided calculation of the rational homology of X¯s the representation
of a simplex has to be slightly modified to account for the new face relations induced
by ∼∗. The color of shrunken edges is now relevant when identifying faces of
different simplices. We therefore add a weight to each vertex that has more than
one leg attached. This weight is the set of colors of the edges that were collapsed
to that vertex (i.e. one for each additional leg).
The homology groups in the one-loop case for up to five legs that were calculated
with computer assistance are listed in Table 4. An explicit choice of generators can
again be found in [Mu¨h18].
H0 H1 H2 H3 H4
X¯1 1 - - - -
X¯2 1 0 - - -
X¯3 1 2 1 - -
X¯4 1 0 18 3 -
X¯5 1 0 48 166 12
Table 4. The dimension of the homology groups Hk(X¯s;Q) for
1 ≤ s ≤ 5 and 0 ≤ k ≤ 4.
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5.2.2. The Euler characteristic of X¯s. We give an explicit formula for the Euler
characteristic of X¯ by explicitly counting the simplices in each dimension.
Let k ≥ 1 and consider the one-loop graph G with k vertices and no external
legs. We start by fixing one coloring of the k internal edges of this graph. There
are
(
s
k
)
choices of k colors out of the total s and for each such choice there are
1
2 (1 + δ1,k)(k − 1)! distinct ways to distribute these colors on the internal edges
of G. Now we add the legs and the remaining colors. The number of ways to
distribute the latter set depends on the partition of the former set induced by the
vertices. Let i1, . . . , ik be the number of legs attached to the k vertices, ordered by
1 ≤ i1 ≤ · · · ≤ ik. There are
(
s−k
i1−1
)
choices for the colors at the vertex corresponding
to i1,
(
s−k−(i1−1)
i2−1
)
for the one corresponding to i2, and so on. Multiplying all these
contributions yields a factor of (s−k)!∏k
n=1(in−1)!
. Furthermore, there are
(
s
i1
)
ways to
label the legs at the vertex corresponding to i1,
(
s−i1
i2
)
for i2, and so on. This
leads to an additional factor of s!∏k
n=1 in!
. Finally, we have to count all the ways to
distribute one of these partitions of legs among the k vertices. There are k! ways
to do this but since we already included all ways of labelling the legs, we need
to consider all such ways that differ only by a permutation of vertices with equal
valency as identical. Thus, with
g(i1, . . . , ik) :=
k!∏
n∈{i1,...,ik} |{m ∈ {1, . . . , k} | im = n}|!
we obtain the number of holocolored one-loop graphs with remembered edges with
k vertices and s legs Ns,k as
Ns,k = (1 + δ1,k)
(k − 1)!
2
(
s
k
) ∑
1≤i1≤···≤ik∑k
n=1 in=s
s!(s− k)!∏k
n=1 in!(in − 1)!
g(i1, . . . , ik)
= (1 + δ1,k)
(s!)2
2k
∑
1≤i1≤···≤ik∑k
n=1 in=s
g(i1, . . . , ik)∏k
n=1 in!(in − 1)!
.
The Euler characteristic χ(X¯s) can now readily be obtained by summation over
all k with alternating signs,
χ(X¯s) = (s!)
2
s∑
k=1
(−1)k−1(1 + δ1,k)
2k
∑
1≤i1≤···≤ik∑k
n=1 in=s
g(i1, . . . , ik)∏k
n=1 in!(in − 1)!
.
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