ABSTRACT e rapid growth of the Internet has led to the widespread use of newer and richer models of online shopping and delivery services. e race to e cient large scale on-demand delivery has transformed such services into complex networks of shoppers (typically working in the stores), stores, and consumers. e e ciency of processing orders in stores is critical to the pro tability of the business model. Motivated by this se ing, we consider the following problem: given a set of shopping orders each consisting of a few items, how to best partition the orders among a given number of shoppers working for an online shopping service? Formulating this as an optimization problem, we propose a family of simple and e cient algorithms that admit natural constraints such as number of items a shopper can process in this se ing. In addition to showing provable guarantees for the algorithms, we also demonstrate their e ciency in practice on real-world data, outperforming strong baselines.
INTRODUCTION
In an online shopping home delivery service (such as Amazon Fresh or Google Express), customers place online orders for items to be delivered at home, each order comprising one or more items from a certain store. ese orders are sent in batches to the store where pickers pick the items in the orders physically from the store so as to be dispatched for shipping back to the customer. e job of picking the items in the collection of orders needs to be divided among a certain number of pickers. Since an order is directly sent for delivery a er its items have been picked, it is important that an entire order is assigned to exactly one picker and is not split across multiple Permission to make digital or hard copies of part or all of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for pro t or commercial advantage and that copies bear this notice and the full citation on the rst page. Copyrights for third-party components of this work must be honored. For all other uses, contact the owner/author(s). CIKM'17, November 6-10, 2017, Singapore. pickers. is ensures that the dispatching operation remains simple and e cient. us, the orders need to be partitioned among the pickers. Each picker is to be given a pick-list that contains a list of items s/he is supposed to pick by physically walking through the store. To keep the business model pro table, it is key to minimize the amount of walking required for picking items in a pick-list.
When a collection of orders at a store is partitioned among the pickers, it makes sense to partition these orders among the pickers so that 'similar' or 'nearby' orders get assigned to the same picker. Clearly, it would be best to partition orders in the way that two orders are together if the items in one order are physically near the items in the other order and can be picked easily without requiring too much of extra walking. E.g., it is be er to assign an order of milk and cheese and another order of bu er and yogurt to the same picker, since in most stores, these items are in the same or nearby aisles. us we want to partition the orders among the pickers so that the sum of tour lengths of all the pickers is minimized (the sum objective). In practice, one is also o en interested in completing the picking of all the orders at the earliest possible time. If the completion time is to be optimized, then we get a variant of this problem where the maximum tour length among all the pickers is to be minimized (the max objective).
Our work. In this paper, we study order partitioning problems for both these natural objectives, and their variants. Our goal is to develop algorithms that are easy to implement in practice, have provable guarantees of performance, and are more e ective than natural heuristics.
A rst-cut approach to solving the order partitioning problem would be to replace all the items in one order by a single item that acts as a representative for the order (e.g., an item close to the geometric center of the actual items in the order) and solve the partitioning problem on the centers, i.e., partition the centers so as to minimize the sum of tour lengths over them. While visiting a center, one can extend the walk to pick all the items represented by it. However, it is easy to construct simple examples where this heuristic performs very poorly and does not have (constant-factor) approximation guarantees (Section 3).
Our main contribution is a simple 4-approximation algorithm for minimizing the sum objective over the tour lengths of all the pickers.
is algorithm is based on the primal-dual LP-based approach for the Steiner forest problem [1, 18] , and carefully combining it with a solution to the minimum spanning tree (MST) problem. For the max objective, we employ a heuristic on top of our primal-dual algorithm so as to bound the size of each tour, and show that this additional optimization does not signi cantly a ect the sum objective while signi cantly improving the max objective.
We also perform experiments on real-world data obtained from an online shopping service as well as from publicly available market basket datasets. Our experiments show that our algorithms perform much be er than natural baseline algorithms for the partitioning problem.
RELATED WORK
Clustering of points into a small number of groups so that nearby points fall in the same group is a common task in many applications, and has been widely studied in the literature. A well-motivated variant is the problem of clustering with constraints, which has been studied in the data mining and machine learning communities [14, 15, 17] . In this se ing, we have the usual clustering problem on a set of points, but certain constraints that force speci c pairs of points to go to the same cluster, or to di erent clusters, must be satis ed (cf. [13] ). While the constraints in our problem are of the rst typeitems in an order must not be split across shoppers-the clustering cost in our case is given not by the distances among the points but by the tour induced on the points. Clustering with constraints is typically solved by either modifying the clustering objective to penalize constraint violations or enforcing the constraints to be satis ed during the assignment step in the clustering. Our approach is also similar in spirit in that we enforce the constraints to be satis ed when we create the clusters. However, unlike the mostly heuristic work on clustering with constraints, we strive to obtain a principled approach for our problem.
Our problem can broadly be classi ed as a vehicle routing problem (VRP), an area that has been widely studied in the operations research and approximation algorithms communities (see [19, 28] for books on VRP in operations research; in approximation algorithms, some of the well-studied variants include orienteering [6, 7, 10] , dial-a-ride [9, 20, 21] , and capacitated VRP [8, 22, 26] ). Technically, the closest problem to ours is that of Arkin, Hassin, and Levin [4] and others [3, 5, 16, 27] on the minimum and min-max vehicle routing problem (also called the multiple TSP or mTSP problem in the operations research literature). e problem se ing resembles ours: given a set of points in a metric space and a certain number of vehicles with the requirement that each point has to be covered by a vehicle, minimize the average or maximum distance traveled by a vehicle. For these problems, the above papers obtain constantfactor approximations, where the constant is 3 or more. e crucial di erence in our problem is that all points in an order must be visited by the same vehicle, i.e., an order cannot be split among multiple vehicles. is introduces heterogeneity in the connectivity requirement of the point set and renders the existing VRP algorithms unusable. We note that many other variants of VRP have also been studied, e.g., with service time windows, vehicle capacities, loading and unloading constraints, etc. However, to the best of our knowledge, ours is the rst work to consider heterogeneous connectivity requirements of the point set, thereby requiring us to develop a new algorithm distinct from the existing VRP literature.
e traveling salesperson problem (TSP), a special case of VRP where there is only a single vehicle, is one of the most well-studied problems in combinatorial optimization [2] . ere are natural versions of TSP where instead of points, we are given subsets of points.
e goal is to obtain a tour with minimum cost and touch at least one point from each subset.
is problem, called the set TSP or generalized TSP, has been studied in the operations research community [23, 25] . For the case of a single shopper, our problem simply asks for the shortest tour that picks all items across all orders, thereby resembling TSP. But, for multiple pickers, our problem deviates from the existing TSP literature because of the constraint that all items in the same order must be picked by the same picker.
Next, we comment on the relationship between our problem and the well-known Steiner forest problem. Recall that in the Steiner forest problem, one is given a collection of sets of points (terminals) and the objective is to nd a Steiner forest of minimum cost so that all the terminals in one set are connected by a tree in the forest. e classical algorithm for this problem uses a linear program (LP) and its dual. e algorithm can be viewed as increasing dual variables and picking Steiner forest edges as the dual LP constraints become tight. Our problem di ers from the Steiner forest problem in that not only are we required to connect all the items in one order but also have no more than a given number of trees (the number of pickers in the store). e second di erence is that we are interested in computing a collection of tours as opposed to a forest.
Finally, while there has been a lot of work on market basket analysis [24] , our work asks a completely new data processing question on market basket data.
PRELIMINARIES 3.1 Background and problem formulation
We now formalize the problem of designing tours for pickers in a store to collect the items in a set of orders so as to ensure that the total distance traversed by the pickers is minimized and all items in an order are assigned to the same picker.
Let G = (V , E) be a weighted graph that represents the store map, where the vertices are the item locations and the weight d u, ≥ 0 on an edge denotes the shortest walking distance between u and . We are given k ≥ 1, the number of pickers, and a set of orders each comprising a subset of store items. For ease of exposition, we identify each order by a distinct color. Let C denote the set of colors and therefore, each order is of the form V c ⊆ V for a unique c ∈ C. Our goal, then, is to design tours for the k pickers such that each order belongs to a single tour, with the sum objective or the max objective in mind.
In practice, it is desirable that the number of items be approximately balanced across the pickers. ere are several possible ways to encode this requirement. Perhaps the most natural way would be to set an upper bound on the number of items that are picked by a picker. Unfortunately, adding such an upper bound constraint makes it di cult to obtain a provable guarantee on the approximation factor of the algorithm; instead, we give a heuristic solution for the problem of minimizing the maximum tour length among the pickers. In other scenarios, we would like each picker to pick at least a given number of items to recoup the overhead of engaging the picker. In this case, we encode balance requirements as a given lower bound > 0 on the number of items that a picker has to pick. e interpretation is that no picker engaged by the algorithm Session 7D: Application Driven Analysis CIKM'17, November 6-10, 2017, Singapore should have a sparse workload, which is consistent with a more balanced workload among the pickers. For this problem, we give an algorithm with a provable approximation factor. We describe this algorithm rst, and then give the heuristic that minimizes the maximum tour length of the pickers. 1 For technical ease, we would like each item to be unique to an order. In our graph formulation, this is easily enabled by replication: replace each item in each order by the pair (item, order) and connect these replicas with edges of length 0. It is easy to see that the overall cost remains unchanged by this transformation. Let V c denote the vertices with color c (V C is known as a vertex color class). A er our transformation, the color classes become disjoint.
e problem we solve in this paper, dubbed the balanced traveling k-salesperson (k-) problem, is then to nd at most k tours (cycles), each containing at least items, that cover all the vertices in the graph with the constraint that all vertices of a color class must belong to the same tour and with the objective of minimizing the sum (or the maximum) lengths of the tours. Our main technical contribution in this paper is to provide a simple, e cient, and provably good algorithm for the kproblem, where we optimize the sum objective, and a heuristic where we optimize the max objective.
A general partitioning framework
Before we delve into the technical details, we note that the kproblem is, in fact, a representative of a broader class of problems where a set of points with a distance metric is divided into color classes, and has to be partitioned into at most k subsets such that each vertex color class is contained in one of the subsets. Several problems can be de ned in this framework, with di erent objectives. For instance, as we mentioned in Section 2, clustering problems naturally t this framework-one can de ne k-means, k-median, or k-center problems with the constraint that every color class has to be contained in a single cluster. A natural algorithmic strategy for this category of problems is to replace each color class by a representative point, and use these representative points in solving the problem at hand. For instance, one can nd the optimal representative point for each color class in the clustering problems, and run a standard clustering algorithm on the representative points. It is not hard to show that this strategy loses an approximation factor of at most 2 for the clustering objectives (in fact, for k-means there is no loss in the approximation factor). Similarly, for the kproblem, a natural strategy would be to construct optimal tours for individual color classes, contract the edges in these tours, and then nd the optimal k tours on these contracted points. is clearly yields a feasible solution, but unfortunately, the length of the tours produced by this two-stage algorithm can be Ω(k) times the optimum.
To see, consider an instance (see Fig. 1 ) with k 2 colors, where each color class has k points. e color classes are partitioned into k group where in each group, the points of the color classes are placed on a cycle with unit length edges between adjacent points. e color classes of the point on any cycle are de ned in a round-robin manner, i.e., a cycle can be further partitioned into k contiguous segments, each segment containing one point from every color class in that cycle. Furthermore, the color classes are grouped into k groups, with one color from each cycle in a group, and a complete graph of edge length α < 1 is de ned on the points belonging to di erent cycles if they are in the same group. All other distances are de ned by the shortest paths of this graph. e optimal solution is to de ne each cycle as a tour, and this has a total length of k 3 . However, the algorithm outlined above will rst construct tours of length k 2 for each color class, contract these tours, and then construct k tours, one for each group. e total length of these tours is Ω(k 4 ), thereby yielding an approximation factor of Ω(k). Our algorithm (Section 4) will instead give a factor 4 approximate solution to this instance.
ALGORITHMS
In this section we present our main algorithm to solve the kproblem. e overall algorithm uses some closely related problems as building blocks. First, we de ne these problems. Balanced Steiner k-forest (k-). e input comprises a graph G = (V , E) with edge costs where the vertices are partitioned into color classes {V c : c ∈ C}. For given parameters k and , the goal is to nd at most k trees, each containing at least vertices, that cover all the vertices in the graph. e constraint is that all vertices of a color class must belong to the same tree, and the objective is to minimize the sum of costs of edges in the trees. Balanced Steiner forest ( ). e input comprises a graph G = (V , E) with edge costs where the vertices V are partitioned into color classes {V c : c ∈ C}. e goal is to nd a minimum cost spanning forest that connects all vertices in every color class (i.e., every vertex color class is contained in some tree of the forest). In addition, the forest must satisfy the balance constraint-every tree in the forest must contain at least vertices, for a given balance parameter > 0. is is identical to the kproblem without the constraint that the number of trees in the spanning forest cannot be more than k. k-spanning forest (k-): e input comprises a graph G = (V , E) with edge lengths. e goal is to nd a minimum cost spanning forest with at most k trees, for a given parameter k. is is identical Session 7D: Application Driven Analysis CIKM'17, November 6-10, 2017, Singapore to kproblem without the inseparability constraints on the vertex color classes and the balance constraints. Fig. 2 gives the overall algorithm for the kproblem using an algorithm for the kproblem (on the same input instance), which in turn, comprises two algorithms for the and k-problems. e k-algorithm simply removes the most expensive k − 1 edges from a minimum spanning tree of the graph (which can be computed using, e.g., Kruskal or Prim's algorithm [12] ). is leaves us with the task of describing the algorithm for the problem. An algorithm for the problem. e problem combines two sets of constraints-that every vertex color class must belong to a single tree in the spanning forest (we call these Steiner forest constraints) and every tree contains at least vertices (we call these balance constraints). If these constraints are considered in isolation, then the corresponding problems have existing primal dual algorithms (Goemans and Williamson [18] , see also Agrawal, Klein, and Ravi [1] ), each with an approximation factor of 2. Using these algorithms separately would yield an approximation factor of 4 for the algorithm; instead, we show that a re ned combination of the algorithms yield an approximation factor of 2 for the problem.
First, we de ne a linear program (LP) to represent the problem. Let x u be the indicator variable for whether edge (u, ) is in the solution or not. To simplify notation, we denote by S the cuts that separate a vertex color class (we call these separating cuts) or contain less than vertices:
We call S the set of demand cuts. e LP is now given in Fig. 3(a) . If we insist that x u ∈ {0, 1}, then the formulation is an integer linear program, which exactly captures the problem but is NPhard to solve. Instead, we use the fractional relaxation given in Fig. 3(a) , which can be solved in polynomial time, in our algorithm. Our algorithm is a primal dual algorithm and hence requires us to de ne the dual LP. To simplify notation, we de ne:
e algorithm has two phases, namely, a "forward add" phase followed by a "reverse delete" phase. Initially, the primal solution X is empty and the active duals are the singleton vertices {{ } : ∈ V }. At any intermediate stage, the active duals correspond to the demand cuts among the connected components of the primal solution X . We also call the other (non-demand) connected components of X inactive cut duals. e active duals are raised uniformly until one of the dual constraints becomes tight. We view this as a timeindexed process where the active duals increase at unit rate. At any time t, we denote the current de nition of X by X t . When a dual constraint becomes tight, the edge corresponding to the tight constraint is added to the primal solution X , and the components and active cut duals are recomputed. (See Fig. 4(a) for a depiction of the graph during the forward add phase.) e forward add phase ends when there is no active dual among the components of X . Let T be the time index at this point. Clearly, X T is a feasible solution for the kproblem instance. In the reverse delete phase, the algorithm de nes the nal solution F . To this end, F is initialized to X T and edges in F are considered in reverse order of their addition to X (in the forward delete phase). In other words, the edge added to X at time T is considered rst and that added at time 0 is considered last in the reverse delete phase. When an edge is considered, it is removed from F if such removal preserves the feasibility of F as a solution for the kproblem instance. We view the reverse delete phase as a time-indexed process as well, but one where the time index decreases from T back to 0, and denote the current de nition of F at time t by F t . (See Fig. 4(b) for a depiction of the graph during the reverse delete phase.) e nal solution is the set F a er the reverse delete phase, which by our notation is F 0 .
In Section 6, we give a theoretical analysis of the overall algorithm and prove the following. T 4.1. e kproblem can be approximated to within a factor of 4.
A heuristic for max objective
While the kalgorithm satis es the balance constraint among all the pickers it selects, it does not guarantee the utilization of all pickers. As we described earlier, a more stringent balance constraint is one that imposes an upper bound on the number of items that in a picklist. Unfortunately, this problem is related to the k-densest subgraph problem, which is a notoriously hard problem to approximate. Indeed, the problem of nding the tour that maximizes the number of orders for a single picker, under an upper bound on the tour length, generalizes the k-densest subgraph problem. While this does not directly imply an approximation hardness for the kproblem with an upper bound, it suggests that proving an approximation guarantee for this problem might be di cult.
erefore, we resort to heuristics to impose a stringent balancing requirement, while keeping the structure of the kalgorithm. We keep one additional piece of information regarding the state of each order in a component during the course of the forward add phase in the kalgorithm. Speci cally, we keep the number of ful lled orders, i.e., orders completely contained in a component, as the forward add phase of the algorithm progresses. Using this information, we run the forward add phase of the algorithm until either of the following happens.
(i) e number of items in ful lled orders of a component in the solution reaches the maximum limit on the number of items that can be assigned to a picker (ideally n/k for n items and k pickers). In this case, the ktree for this component is added to nal solution (set of trees), the corresponding orders removed from the input, and the kalgorithm is restarted on the new input instance from the beginning.
(ii) e forward add phase of the kalgorithm completes and outputs a forest. In such a case, we complete the algorithm by running the reverse delete phase on this forest.
Finally, edges of the resulting forest in the second case above are contracted and a truncated Kruskal's algorithm is run to produce the remaining k − w trees, where w is the number of trees added to the solution in the rst case above. Note that this results in a total of k trees, as desired. Computational complexity. e algorithm in Fig. 2 can be implemented in near-linear time. More precisely, on a graph with m edges and n vertices, it takes O((m + n) log 2 n) time.
is can k-BTSP Algorithm be achieved by using a standard algorithm (such as Kruskal's algorithm) that runs in O(m + n log n) time to implement the ksubroutine, and the implementation of the primal-dual schema in O((m + n) log 2 n) time due to Cole et al. [11] to implement the subroutine. For the heuristic that minimizes the max objective, the primal-dual subroutine might be repeated k times, thereby giving an overall running time of O(k(m + n) log 2 n).
BSF Algorithm
Starting location. e above algorithms assume that the k pickers can have arbitrary starting locations. In some systems, all pickers must start at the same location. For the sum objective, this reduces the problem to the k = 1 case, i.e., the traveling salesman problem. For the max objective, we simply add the starting location to each of trees, whether it be produced by the forward add phase or a er the truncated Kruskal's algorithm.
(a) (b) Figure 4 : (a) A depiction of the forward add phase. e edges in bold are those in X t . e components represented by solid circles correspond to active cut duals, while the ones that are dashed represent inactive cut duals. Edges between the cut duals are not shown for clarity-none of these edges is in X t . e value of is 3. (b) A depiction of the reverse delete phase of the algorithm. e edges in bold are those in F t . e cut duals-active (solid circles) and inactive (dashed circles)-corresponding to the vertices in G t are shown. Other edges between the cut duals that are not in F t are not shown for clarity. e value of is 3 
EMPIRICAL ANALYSIS
We measured the e ciency of our algorithm on store data obtained from an online shopping service, by comparing its performance with three natural baselines that we describe in Section 5.1. Our algorithms consistently outperform the baselines both on sum Session 7D: Application Driven Analysis CIKM'17, November 6-10, 2017, Singapore and max objectives. One might also be tempted to compare our approximation-based approach with an exact algorithm that employs a commercial LP-solver and might be practical for reasonably sized real world instances (notwithstanding the exponential worstcase running time). e di culty in this approach is that our ILP formulation uses an exponential number of constraints, which even encoding it for the ILP solver takes exponential time. (Note that this exponential dependence is for any instance, not just worst-case instances.) While the connectivity constraints can be encoded into polynomial constraints using standard ow-cut duality, we do not know of a similar succinct encoding for the balance constraints.
Baselines
Clearly, there are two key components to the order partitioning problem, viz., assignment of the orders to the pickers and the design of the tour for every picklist. We o er three baselines for comparing the di erent algorithms. e heuristics progress in the degree of sophistication used in the de nition of the underlying allocation and tour design.
Baseline 1. e rst baseline, R G , uses a näive allocation rule of ordering the orders in descending order of their sizes and then allocating them to the available pickers in a round robin manner. is was generally observed to produce reasonably balanced allocations (we will present these observations in more detail when we compare the algorithms). Next, we adopt a natural rule o en used by pickers in stores, viz., greedily select the item closest to the current position of the picker and proceed in this manner until the shopping list is exhausted. Note that we always allocate an entire order to the picker in the rst step.
us, at the end of the tour, the picker would have picked all the items in orders on her list independent of the sequence in which the items in each order are picked. Algorithm 1 illustrates the greedy selection procedure. e function back(T ) returns the last vertex in tour T .
Algorithm 1 ComputeGreedyTour
T ← {s} 4: while S ∅ do 5:
S ← S \ u 7:
end while 9: end function Baseline 2. e second baseline, R MST, adopts a more complicated tour generation step. In fact, it mimics the second step of kalgorithm in Section 4. Instead of incrementally building the tour, we compute the MST over the set of vertices V input to the procedure. Note that this can be converted to a TSP tour by losing at most a factor 2 in the performance of the heuristic by doubling the edges of the MST and obtaining a Eulerian tour on the resulting graph. We ignore this step as it is common to all the heuristics and report the MST cost as the cost of the heuristic. category  M1  S1  1  O1  sku1 detergent  M1  S1  2  O1  sku3  soda  M1  S1  3  O2  sku1 detergent  M1  S1  4  O2 sku6 door mats Table 1 : Schema of the store order data Baseline 3. e third baseline, G MST, further improves on the allocation step. Instead of assigning orders in a round robin manner to the pickers, it allocates the next order to the picker whose set of unique items including the new order is the smallest. Consider the following example. Suppose there are two pickers A and B with picklists P A = {(a, c), (a, b, c)} and P B = {(a)} respectively. is results in item sets I A = {a, b, c} and I B = {a}. When the next order N = (a, c, d) needs to be allocated, we check |I i ∪ N | − |I i | and assign N to the picker i with the smallest value of this di erence. Such an assignment ensures a balanced allocation even as it tries to keep orders with overlapping items together. is can greatly help the shopper minimize her tour cost. Indeed, we observe this in our experiments.
Store map generation
In order to get up to date information on the layout of items in each store, we also periodically created the underlying store graph representing the layout of the store in terms of access times between any two items (sections) in the store. Depending on the availability of data, we smoothed the item to its category and used a graph representing distances between categories of products in a store. We veri ed that there was no substantial loss in accuracy because of the smoothing step. e access times themselves were obtained from historically aggregated behavior of pickers in the stores. When there was no edge information available, we completed the graph using Djikstra's shortest path algorithm and made sure the metric property was always satis ed.
Datasets
Dataset. We ran our algorithms on order data collected from four stores served by the online shopping service. e data was collected over a xed duration of time during the day in each store and resulted in between 300 and 900 items for processing in each store. All data was su ciently scrubbed so as to not leak any sensitive information. Table 1 illustrates the schema of the order data used in this study. ere was su cient coverage of items across hundreds of categories in each store. In fact, a large fraction (over 40%) of items were unique in each store order list. Further, more than 50% of the orders had two or more items. Ta-Feng dataset. We also considered a large publicly available dataset containing four months of shopping transactions of the Ta-Feng supermarket. is data was released by ACM RecSys 2 . In order to use this data in our context, we need one critical piece of information this data lacks, viz., the store layout. To achieve this, we mapped the product categories in the data to our categories for which we have layout information in a grocery store. e mapping involved a simple step of associating the top categories in our catalog to a similarly ranked order of categories in the data set. is was performed under the assumption that item distributions in basket data across grocery stores tend to be similar. Another approach would have been to physically reconstruct the map of a grocery store by visiting a store.
Experimental results
We report the performance of all ve methods-the kalgorithm from Section 4, the heuristic from Section 4.1, and the three baselines-for both the sum and max objectives and di ering the number of pickers. e experiments con rm our expectation that the kalgorithm signi cantly outperforms the baselines for the sum objective, but does not achieve good balance and therefore is outperformed on the max objective. To remedy this shortcoming, we designed the kheuristic, which as expected performs well on the max objective. Crucially, the kheuristic does not sacri ce the gains of the kalgorithm on the sum objective and achieves similar performance, signi cantly outperforming the baselines. With this evidence, we conclude that the kheuristic is a desirable practical algorithm, which performs well on both the sum and max objectives. We detail the comparisons for both objectives next. Sum objective. We rst compare the performance of the algorithms with respect to the sum objective, i.e., the sum of tour lengths of all the active pickers selected by the algorithm. In order to keep the exposition clear, the cost is normalized with respect to the least e cient run of the R G algorithm for each store. Table 2 illustrates the relative performance of the three baselines for all four stores and the Ta-Feng dataset. koutperforms the best of baseline heuristics (G MST) by 7%-125%. Even as the relative performance of all the algorithms decreases as the number of pickers increase, kdegrades much more slowly as the number of pickers increase. e decrease in relative performance is possibly due to decrease in order density, i.e., the number of similar or close by items assigned to a picker, as the number of pickers increase. e slower degradation in picker performance implies that kdoes a be er job of assigning similar orders to the same picker. However, the metric where ksu ers is the utilization of the pickers as it does not support a constraint on the maximum number of items a picker can process. Indeed, the number of pickers chosen by the algorithm never went up above 3 (except store 2) while all the baselines did well on the utilization of pickers. e kheuristic does not su er on this metric, but achieves comparable performance to the kalgorithm on the sum objective. Table 2 also illustrates the performance of the algorithms on the T F dataset for the sum objective. e overall trends are similar to the online shopping dataset. Speci cally, one noticeable di erence is the relatively good performance of the kheuristic compared to the kalgorithm for the sum objective. us, the kheuristic is also a good alternative to the kalgorithm for this metric. Max objective.. We next compare the algorithms with respect to the max objective, i.e., the maximum of the tour lengths of all the active pickers selected by the algorithm. Again, we report the relative performance of the algorithms compared to the least performing baseline, viz., R R G , i.e., we peg the value of R R G to 1.0 and scale the other algorithms accordingly. As Table 2 shows, the kalgorithm starts to outperform the baseline algorithms as the number of pickers increases and remains competitive with the baselines for smaller numbers of pickers. One interesting observation is that in the regime that kheuristic performs well, the kalgorithm does poorly in terms of the max objective. is is because kalgorithm is not able to partition the items into the required number of pickers while the kheuristic does not run into this problem and hence is able to reduce the cost of the MST. us, one possible implementation could be to use the kalgorithm for small number of pickers and adopt the heuristic as the number of pickers grows larger.
Interestingly, on the T F dataset, the relative di erence in the performance between the kalgorithm and the kheuristic is similar. is behavior was slightly di erent in the case of the sum objective where the heuristic out-performed the algorithm even for smaller number of pickers. However, the overall trends are similar to the online shopping dataset.
Finally, we observe that the kheuristic is also balanced in terms of the number of items assigned to each picker. Further, it always utilizes all the available pickers in the picklist assignment.
THEORETICAL ANALYSIS
In this section, we show that the approximation factor of the overall kalgorithm is 4 ( eorem 4.1). First, we analyze the approximation ratio of the algorithm. Recall that F 0 represents the set of edges output by the algorithm. Let
Recall that the primal objective is
and the dual objective is S ∈S S . Let S t be the set of active duals in the forward add phase at time t. By the above formulas, at time t, the dual changes at the rate of the number of active duals, i.e., at the rate |S t |, while the primal changes at the rate of S ∈S t |F S |. We will show that
which will establish the ratio of primal and dual solutions. Let us de ne G t as a meta graph corresponding to time index t where the components in X t are contracted into single vertices.
Note that in the forward add phase at time t, the vertices in G t exactly correspond to the active and inactive duals. e set of edges in G t is denoted E t . Note that these are exactly the edges in F t that are not in X t , since the connected components formed by edges in X t are contracted in G t . erefore,
e following are direct consequences of the algorithm. and comprises X t (which is as above) and E t , which forms an acyclic subgraph on the vertices of G t .
P . e acyclicity of X t follows since if an edge is added to X in the forward add phase, it must be a crossing edge of the partition de ned by the current connected components of X . e claims follow from the de nitions of F t , G t , and E t .
We will show that
Recall that this immediately gives an approximation factor of 2 for the algorithm. We show this bound in two steps. Note that ∪ S ∈S t F S = E t . An edge in E t is said to be a special edge if it is the only edge incident on an inactive dual leaf (i.e., degree 1) vertex in G t . By Fact 6.1, the edges in E t form a forest-we call a tree in this forest that contain at least one special edge as a special tree. L 6.2. At any time t, if R is a special tree in G t , then R contains exactly one special edge, and exactly one inactive dual vertex.
P
. Let e be a special edge in E t incident on an inactive cut dual S at time t. Since S is inactive, it is not a demand cut, and therefore, in particular, not a separating cut (recall that separating cuts are those that separate some vertex color class). Hence, F t \ {e} does not separate any vertex color class. Consider time t * when edge e was added to X in the forward add phase. Since t * ≥ t, we have F t * ⊇ F t . Hence, F t * \ {e} does not separate any vertex color class either. erefore, the fact that e was not removed from F t * at S 2 S 1 S Figure 5 : A depiction of special edges in the proof of the approximation factor. e solid edge is special and the dashed edges are the other edges in E t . e solid circles represent cut duals at time t and the dotted circles represent cut duals at time t * . time t * of the reverse delete phase implies that such removal would have violated a balance constraint (recall that a balance constraint enforces that any tree in F must contain at least vertices).
Let S 1 and S 2 be the components of X t * that e is incident on, where S ⊆ S 1 . A we argued above, it must be the case that the removal of e from F in the reverse delete phase at time t * would have made one of S 1 or S 2 to violate their respective balance constraints, |S 1 | < or |S 2 | < . Since S is an inactive cut dual at time t, it is not a demand cut and hence |S | ≥ . It follows that |S 1 | ≥ since S 1 ⊇ S, and therefore, |S 2 | < . Moreover, since e is the only edge in F t * in the cut (S 2 , V \ S 2 ), it must also be the only edge in this cut in F t (since F t ⊆ F t * ). (See Fig. 5 for a depiction.) Since S is a leaf in G t , it follows that the component containing edge e in F t is a subset of S 2 ∪ S. To prove the lemma, we then need to show that all components in X t that are subsets of S 2 correspond to active duals, i.e., to demand cuts. is follows from the fact that |S 2 | < k and is a demand cut itself; therefore, all its subsets are also demand cuts.
We are now ready to bound the cost of the solution (i.e., the length of the edges in F 0 ) in terms of the dual objective. L 6.3. e length of edges in F 0 produced by the algorithm is at most 2 times the objective of the feasible dual solution produced by the algorithm.
. To show the lemmas, we will prove that at any time t,
Let S R denote the active duals in a tree R in G t . First, suppose R is special. en, by Lemma 6.2, the number of edges in R is exactly S R , since every component except one corresponds to an active dual. It follows that
Now, consider a non-special tree R. By the de nition of special trees, every inactive cut dual in R has at least two edges in E t incident on it. If tree R has r vertices in G t , then it has r − 1 edges in E t . erefore,
Summing over all trees R in G t , we get the desired bound.
Lemma 6.3 immediately yields an approximation factor of 2 for the algorithm by weak duality, thereby proving Lemma 6.4. L 6.4. e approximation factor of the algorithm is 2.
Next, we show that the algorithm for the k-problem produces an optimal solution. L 6.5. For any k, removing the k − 1 most expensive edges from a minimum spanning tree gives an optimal spanning k-forest.
. Fix k. We will prove a slightly stronger property that removing the t most expensive edges from the minimum spanning tree gives a forest that contains an optimal spanning k-forest for any t ≤ k − 1. Se ing t = k − 1 yields the lemma.
We use induction on t. For the base case, we consider t = 0, i.e., need to show that an (call it T ) contains an optimal k-spanning forest (call it F ). Suppose not, and let (u, ) ∈ F \ T . Since F is acyclic, there is some edge, say (x, ), on the u − path in T that is not in F . Furthermore, the cost of (x, ) is no less than the cost of (u, ), else replacing (x, ) by (u, ) in T produces a spanning tree of lower cost. Hence, we can replace (u, ) by (x, ) in F without increasing its cost or the number of trees.
ese swaps can be repeatedly performed until F ⊆ T . Now, we consider the inductive case. Assume that F ⊆ T t −1 , where T t −1 is the forest with the most expensive t −1 edges removed from T . Let (u, ) be the most expensive edge in T t −1 . If (u, ) F , then the induction holds. So, we assume that (u, ) ∈ F . en, there is some other edge (x, ) ∈ T t −1 that is not in F . Since the cost of (x, ) is no more than the cost of (u, ), we can replace (u, ) by (x, ) in F without increasing its cost or the number of trees. At this point, we have F ⊆ T t = T t −1 \ {(u, )}, and the induction holds.
Combining the optimality of the k-algorithm with Lemma 6.4 gives the overall approximation factor of the kalgorithm. T 6.6. e approximation factor of the kalgorithm is 3.
e approximation factor of the kalgorithm is clearly upper bounded by 6 since every edge is doubled from the 3-approximate ksolution. We will now give a more re ned analysis (this idea has been used earlier, e.g., in Goemans and Williamson [18] ) to obtain a tighter approximation factor of 4 for the kalgorithm. First, let us write an LP relaxation for the kproblem. Let x u be the indicator variable for whether edge (u, ) is in the solution or not. Recall that S denotes the set of demand cuts, i.e., separating cuts and those with less than vertices. Let Π denote the set of partitions containing more than k subsets-we call these separating partitions. Here, we will crucially need the fact that the graph is a metric, i.e., has edges between all vertex pairs (note that this is ensured by taking the shortest path on the actual input graph and shortcu ing). We also de ne a demand partition of the vertices as one that has more than k vertex subsets and let Π be the set of demand partitions: Π := {π = (π 1 , π 2 , . . . , π r ) : r > k}.
For any edge (u, ), let Π u be the set of demand partitions that the edge crosses:
Π u = {π = (π 1 , π 2 , . . . , π r ) ∈ Pi : ∃i j, u ∈ π i , ∈ π j }.
e LP relaxation is now given by: Minimize (u, )∈E d u x u such that | {u, }∩S |=1
x u ≥ 2 for all S ∈ S (u, ):Π ∈Π u x u ≥ |π | − k for all π ∈ Π x u ≥ 0 for all (u, ) ∈ E Note that we are not insisting that the selected edges form at most k tours for the separating partitions, rather that they form at most k connected components. is is a strictly weaker requirement but we will eventually produce a solution that comprises at most k tours.
We now de ne the dual LP. Recall that S u (resp., Π u ) denotes the demand cuts (resp., demand partitions) that edge (u, ) is part of. e dual LP is given by:
Maximize 2 · S ∈S S + π ∈Π (|π | − k) · z π such that
S , z π ≥ 0 for all S ∈ S, π ∈ Π
We compare the solution produced by the algorithm with the optimal cost of the kinstance. L 6.7. e cost of the solution produced by the algorithm is at most the optimal cost of the kinstance.
Session 7D: Application Driven Analysis CIKM'17, November 6-10, 2017, Singapore P . Consider the following solution for the kdual: for every cut dual, we set it exactly as in the algorithm, and for every partition dual, we set it to 0. By feasibility of the dual, this solution is also feasible for the kdual. However, note that the kdual objective is twice that of the dual objective. erefore, by Lemma 6.3, the cost of the solution is no more than the objective of the kdual, which in turn is upper bounded by the optimal cost of the kinstance by weak duality.
By Lemma 6.5, the cost of the solution produced by the kalgorithm is equal to the optimal cost of the k-instance, which is at most the optimal cost of the kinstance. Combining Lemma 6.7 with this, we get the following bound on the cost of the solution produced by the kalgorithm. L 6.8. e cost of the solution produced by the kalgorithm is at most 2 times the optimal cost of the kinstance.
Recall that the kalgorithm doubles every edge in the ksolution and uses shortcu ing on any Eulerian tour of the resulting graph to produce the k tours comprising the nal solution. Using the above lemmas, we can therefore conclude that the approximation factor of the kalgorithm is 4 ( eorem 4.1).
CONCLUSIONS
In this paper, we considered the problem of assigning store orders to a set of pickers and designing their routes for picking the items in their assigned orders. We formulated a general partition framework and de ned this problem in the framework. We then used primal dual optimization techniques to give a provably good approximation algorithm. is is substantially be er from an analytical perspective than the natural approach of replacing each order with a representative item and designing the tours based on these representatives. From an empirical perspective, we compared the performance of our algorithm to a set of baselines on various real world datasets. Our algorithm outperforms the baselines on the desired objective of minimizing the total length of the paths traversed by the pickers. We also considered the practically important goal of balancing the workload evenly among the pickers, and showed that our algorithm is comparable with or be er than the baselines on this objective as well. We leave the design of a provable algorithm with the explicit goal of balancing the tour lengths of the pickers as future work.
