G-equivalence in group algebras and minimal abelian codes by Ferraz, Raul Antonio et al.
ar
X
iv
:1
20
3.
57
42
v1
  [
cs
.IT
]  
26
 M
ar 
20
12
IEEE TRANSACTIONS OF INFORMATION THEORY, VOL. ??, NO. ??, JANUARY 20?? 1
G-equivalence in group algebras and minimal
abelian codes
Raul Antonio Ferraz, Marineˆs Guerreiro, and Ce´sar Polcino Milies,
Abstract—Let G be a finite abelian group and F a field such
that char(F) 6 | |G|. Denote by FG the group algebra of G over
F. A (semisimple) abelian code is an ideal of FG. Two codes I1
and I2 of FG are G-equivalent if there exists an automorphism
ψ of G whose linear extension to FG maps I1 onto I2.
In this paper we give a necessary and sufficient condition
for minimal abelian codes to be G-equivalent and show how to
correct some results in the literature.
Index Terms—group algebra, G-equivalence, primitive idem-
potent, abelian codes.
I. INTRODUCTION
LET G be a finite group and F a finite field such thatchar(F) 6 | |G|. Two ideals I1 and I2 of the group
algebra FG are said to be G-equivalent if there exists an
automorphism ψ of G whose linear extension to FG maps
I1 onto I2.
This definition was introduced R.L. Miller [9] in the context
of Coding Theory. S.D. Berman [1] and, independently, F.J.
MacWilliams [8] defined abelian codes as ideals in finite
abelian group algebras and R.L. Miller [9] used G-equivalence
to compare codes with the same weight distribution.
In this paper, we address the problem of determining G-
equivalence of minimal ideals in semisimple abelian group
algebras and prove that the G-equivalence classes of minimal
ideals depend on the structure of the lattice of the subgroups
of G.
In Section II we prove preliminary results about idempotents
and in Section III we establish a correspondence between
G-equivalence classes of minimal abelian ideals in FG and
certain isomorphism classes of subgroups of G. In Section IV,
we use these facts to show that some of the results of [9] are
not correct and, in the final section, we exhibit particular cases
for which such results hold.
II. SUBGROUPS AND IDEMPOTENTS
The irreducible central idempotents of the rational group
algebra QG were computed in [5, Theorem 1.4] in the case
when G is abelian; in [7, Theorem 2.1] when G is nilpotent;
in [10, Theorem 4.4] when G is abelian-by-supersolvable
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and in [2, Theorem 7] an algorithm to write the primitive
idempotents in given.
In what follows, we shall establish a correspondence be-
tween primitive idempotents of FG and certain subgroups of
G.
Definition II.1. Let G be a group. A subgroup H of G is said
a co-cyclic subgroup if the factor group G/H 6= 1 is cyclic.
We use the notation
Scc(G) = {H |H is a co-cyclic subgroup of G}.
We recall the following results that are used throughout this
paper.
Let G be a finite abelian p-group and F a field such
that char(F) 6 | |G|. Given a subgroup H of G, denote
Ĥ = 1|H|
∑
h∈H h and, for an element x ∈ G, set x̂ = 〈̂x〉.
For each co-cyclic subgroup H of G, we can construct an
idempotent of FG. In fact, we remark that, since G/H is
a cyclic p-group, there exists a unique subgroup H♯ of G
containing H such that |H♯/H | = p. Then eH = Ĥ − Ĥ♯ is
an idempotent and we consider the set
{Ĝ} ∪ {eH = Ĥ − Ĥ♯ |H ∈ Scc(G), G/H 6= {1}}. (1)
In the case of a rational abelian group algebra QG, the
set above is the set of primitive central idempotents [5,
Theorem 1.4]. Also, the following results holds.
Theorem II.2. [3, Lemma 5] Let p be a prime rational integer
and G a finite abelian group of exponent pn and Fq a finite
field such that p 6 | q. Then (1) is a set of pairwise orthogonal
idempotents of FqG whose sum is equal to 1.
Theorem II.3. [3, Theorem 4.1] Under the hypotheses above,
the set (1) is the set of primitive idempotents of FqG if and
only if o(q¯) = φ(pn) in U(Zpn), where ϕ denotes Euler´s
totient function.
We shall repeatedly use the following rather obvious fact.
Lemma II.4. Let G be a finite abelian p-group and H ≤ G.
Then G/H is a cyclic group if and only if there exists a unique
subgroup L such that H < L ≤ G and [L : H ] = p.
In the sequel, for a finite abelian group G, we write G =
Gp1 × · · · × Gpt , where Gpi denotes the pi-Sylow subgroup
of G, for the distinct positive prime numbers p1, . . . , pt.
Lemma II.5. Let G = Gp1 × · · · × Gpt be a finite abelian
group and H ∈ Scc(G). Write H = Hp1 × · · · ×Hpt , where
Hpi is the pi-Sylow subgroup of H . Then each subgroup Hpi
is co-cyclic in Gpi , 1 ≤ i ≤ t.
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Proof: For H ∈ Scc(G), the quotient G/H ∼= Gp1/Hp1×
· · · ×Gpt/Hpt is cyclic, hence each factor Gpi/Hpi must be
cyclic. Therefore, Hpi ∈ Scc(Gpi), 1 ≤ i ≤ t.
With the notation above, for each H ∈ Scc(G), define an
idempotent eH ∈ FG as follows. For each 1 ≤ i ≤ t, either
Hpi = Gpi or there exists a unique subgroup H♯pi such that
[H♯pi : Hpi ] = pi. Thus, let eHpi = Ĝpi or eHpi = Ĥpi − Ĥ
♯
pi ,
respectively, and define
eH = eHp1 eHp2 · · · eHpt . (2)
For any other K ∈ Scc(G), with K 6= H , we have Kpi 6=
Hpi , for some 1 ≤ i ≤ t, hence eHpi eKpi = 0 and so eHeK =
0. Thus, we have the following.
Proposition II.6. Let G be a finite abelian group and F a
field such that char(F) 6 | |G|. Then
B = {eH |H ∈ Scc(G)}
is a set of orthogonal idempotents of FG.
A similar construction of idempotents for rational group
algebras of abelian groups is given in [5, Section VII.1]. For
the rational case, these idempotents are primitive while for
finite fields this is usually not true.
To study the G-equivalence of ideals, we need to understand
how the group of automorphisms Aut(G) acts on the lattice of
the subgroups of G and hence on the idempotents in the group
algebra which arise from these subgroups. From now on, we
use the same notation for an automorphism of the group G
and its linear extension to the group algebra FG.
Lemma II.7. Let G be a finite abelian group, H ∈ Scc(G)
and eH its corresponding idempotent defined as in (2). Then,
for any ψ ∈ Aut(G), we have ψ(eH) = eψ(H).
Proof: By Lemma II.5, H = Hp1×Hp2×· · ·×Hpt , where
Hpi is the pi-Sylow subgroup of H which is co-cyclic in Gpi
(the pi-Sylow subgroup of G), for each 1 ≤ i ≤ t. Since
ψ ∈ Aut(G), ψ(H) = ψ(Hp1) × ψ(Hp2) × · · · × ψ(Hpt).
Then each ψ(Hpi) is the pi-Sylow subgroup of ψ(H) and is
also co-cyclic in Gpi . Hence ψ(H♯pi) = ψ(H)
♯
pi and the result
follows.
Lemma II.8. Let G be a finite abelian group and F a field
such that char(F) 6 | |G|. Then, in the group algebra FG, we
have:
1 = Ĝ +
∑
H∈Scc(G)
eH . (3)
Proof: Let G = Gp1 × Gp2 × · · · × Gpt , with Gpi the
pi-Sylow subgroup of G, 1 ≤ i ≤ t. By Theorem II.2, we
have
1 = Ĝpi +
∑
Hpi∈Scc(Gpi)
(Ĥpi − Ĥ
♯
pi). (4)
Thus:
1 =
t∏
i=1
Ĝpi + ∑
Hpi∈Scc(Gpi )
(Ĥpi − Ĥ
♯
pi)

=
∑
eHp1 eHp2 · · · eHpt ,
where either eHpi = Ĝpi or eHpi = Ĥpi − Ĥ
♯
pi , 1 ≤ i ≤ t.
Therefore,
1 = Ĝ +
∑
H∈Scc(G)
eH .
Lemma II.9. Let G be a finite abelian group and F a field
such that char(F) 6 | |G|. For each primitive idempotent e ∈
FG, there exists a unique H ∈ Scc(G) such that e · eH = e
and e · eK = 0, for any other K ∈ Scc(G).
Proof: By Lemma II.8, 1 = Ĝ +
∑
H∈Scc(G)
eH . Multiply-
ing by e, we have:
e = e
Ĝ + ∑
H∈Scc(G)
eH
 = e · Ĝ + ∑
H∈Scc(G)
e · eH . (5)
As eH · eK = 0, for H 6= K co-cyclic subgroups of G, the
right hand side of (5) is a sum of orthogonal idempotents.
Therefore, as e is a primitive idempotent, only one summand
is non-zero and this proves the lemma.
Set:
P(FG) = {e ∈ FG | e is a primitive idempotent in FG}.
Under the same hypotheses of Lemma II.9, the following map
is well-defined:
Φ : P(FG) −→ Scc(G)
e 7−→ Φ(e) = He,
(6)
where He is the unique co-cyclic subgroup of G such that
e · eHe = e.
Theorem II.10. Let G be a finite abelian group, F a field such
that char(F) 6 | |G| and H ∈ Scc(G). Then eH is the sum of
all primitive idempotents e ∈ P(FG) such that Φ(e) = H .
Proof: Write 1 =
∑
e∈P(FG)
e. Then
eH =
∑
e∈P(FG)
eHe =
∑
Φ(e) 6=H
eHe +
∑
Φ(e)=H
eHe =
∑
Φ(e)=H
e.
Remark II.11. For a primitive idempotent e ∈ FG and its
correspondent subgroup H = He, as in (6), we have:
eK̂ = e ⇔ K ≤ H and eK̂ = 0 ⇔ K 6≤ H.
Proof: By (2), eH = eH1eH2 · · · eHt , where either eHi =
Ĝi or eHi = Ĥi − Ĥ
♯
i , where Hi denotes the pi-Sylow of H ,
1 ≤ i ≤ t.
Let K ≤ H . Then Ki ≤ Hi ≤ H♯i , where Ki is the pi-
Sylow of K . Hence K̂iĤi = Ĥi and K̂iĤ♯i = Ĥ
♯
i . Thus either
K̂iĜi = Ĝi or K̂ieHi = K̂i(Ĥi − Ĥ
♯
i ) = Ĥi − Ĥ
♯
i = eHi .
Therefore,
eK̂ = eeHK̂ = e(eH1eH2 · · · eHt)(K̂1K̂2 · · · K̂t) = eeH = e.
If K 6≤ H , then there exists at least one Ki 6≤ Hi. In this case,
H♯i ⊂ KiHi, hence K̂iĤ
♯
i = K̂iĤi and K̂ieHi = K̂i(Ĥi −
Ĥ♯i ) = K̂iĤi − K̂iĤi = 0. This proves the remark.
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Proposition II.12. Let G be a finite abelian group and F
a field such that char(F) 6 | |G|. If e ∈ FG is a primitive
idempotent, then Ge ∼= G/He.
Proof: It is clear that Ge is a group. Consider pi : G −→
Ge given by pi(g) = ge. Clearly He ⊂ ker(pi). For g ∈
ker(pi), pi(g) = e implies ge = e, hence 〈̂g〉e = e and, by
Remark II.11, 〈g〉 ⊂ He. Therefore, g ∈ He and ker(pi) =
He, proving the lemma.
Let G be a finite abelian group. We recall that its character
group is G∗ = Hom(G,C∗), with multiplication defined by
(f · g)(x) = f(x) · g(x), for all f, g ∈ G∗ and x ∈ G. Also
for a subgroup H of G, define
H⊥ = {f ∈ G∗|f(h) = 1, for all h ∈ H}.
The following facts on character groups can be found in [12,
Chapter 10] and will be used in the next sections.
Theorem II.13. Let G be a finite abelian group. Then:
(1) G∗ ∼= G.
(2) If H ≤ G, then G contains a subgroup isomorphic to
G/H .
(3) H⊥ is a subgroup of G∗ and H⊥ ∼= (G/H)∗.
(4) Let S(G) be the set of all subgroups of a group G. Then
the map
Ψ : S(G) −→ S(G∗)
H 7−→ H⊥
is a bijection and satisfies:
(a) If H ⊂ K then H⊥ ⊃ K⊥ (with proper inclusion
preserved).
(b) If H is a cyclic subgroup of order ps in a finite abelian
p-group G of exponent pr, with r ≥ s, then H⊥ is a co-cyclic
subgroup of G such that G∗/H⊥ ∼= Cps ∼= H .
(c) If H is a co-cyclic subgroup such
that G/H ∼= Cps in a finite abelian
p-group G of exponent pr, with r ≥ s, then H⊥ is a
cyclic subgroup isomorphic to Cps .
III. G-ISOMORPHISMS OF SUBGROUPS
We say that two subgroups H and K of a group G are
G-isomorphic if there exists an automorphism ψ ∈ Aut(G)
such that ψ(H) = K .
Notice that isomorphic subgroups are not necessarily G-
isomorphic. For example, for a prime p, if G = 〈a〉×〈b〉 with
o(a) = p2 and o(b) = p, then 〈ap〉 and 〈b〉 are isomorphic
but not G-isomorphic, since 〈b〉 is contained properly only in
〈ap〉 × 〈b〉 and 〈ap〉 is contained in 〈a〉 and in 〈aib〉, for all
1 ≤ i ≤ p− 1.
For finite abelian groups, Propositions III.1, III.6 and III.7
below establish a correspondence between G-equivalent min-
imal ideals and G-isomorphic subgroups.
Proposition III.1. Let G be a finite abelian group and F a
field such that char(F) 6 | |G|. If e, e1 ∈ P(FG) are such
that ψ(e) = e1, for some automorphism ψ ∈ Aut(G) linearly
extended to FG, then
ψ(He) = Hψ(e) = He1 ,
i.e., He and He1 are G-isomorphic.
Proof: Given e, e1 ∈ P(FG), from Lemma II.9, there
exist He, He1 ∈ Scc(G) such that
e · eHe = e and e1 · eHe1 = e1.
Hence, by Lemma II.7,
ψ(e) = ψ(e · eHe) = ψ(e)ψ(eHe) = ψ(e) · eψ(He). (7)
Since ψ(e) is also a primitive idempotent in FG, Lemma II.9
shows that there exists a unique subgroup in G satisfying (7),
hence ψ(He) = Hψ(e). As ψ(e) = e1, we have ψ(He) = He1 .
The converse of the Proposition III.1 is also true and it
will be proved in Proposition III.7 as we still need more
information. We set
LAut(G) = {ψ ∈ Aut(G) |ψ(H) = H, for all H ≤ G}.
Lemma III.2. Let G be a finite abelian group, g ∈ G and
r ∈ N with gcd(r, o(g)) = 1. Then there exists ψ ∈ LAut(G)
such that ψ(g) = gr.
Proof: We can write |G| = k · s such that k and o(g)
have the same prime divisors and gcd(s, o(g)) = gcd(k, s) =
1. By the Chinese Remainder Theorem, there exists x ∈ Z
satisfying
x ≡ r ( mod k) and x ≡ 1 ( mod s).
This implies gcd(x, k) = gcd(x, s) = 1, hence gcd(x, |G|) =
1. Therefore, defining ψ : G −→ G by ψ(h) = hx, we have
ψ ∈ LAut(G) and ψ(g) = gx = gr.
Lemma III.3. Let G be a finite abelian group and ψ ∈
Aut(G). Then ψ ∈ LAut(G) if and only if there exists r ∈ N
such that gcd(r, |G|) = 1 and ψ(g) = gr, for all g ∈ G.
Proof: Suppose ψ ∈ LAut(G). For each g ∈ G, we have
ψ(〈g〉) = 〈g〉, hence ψ(g) = grg , for some rg ∈ N such that
gcd(rg , |G|) = 1.
Write G ∼= Cs1 × Cs2 × · · · × Cst , with Csj = 〈aj〉 of
order sj ||G| and sj+1|sj , 1 ≤ j ≤ t. Thus ψ(aj) = arjj ,
with gcd(rj , |G|) = 1, 1 ≤ j ≤ t. As sj |s1, then rj ≡ r1 (
mod sj), 1 ≤ j ≤ t, and rg ≡ r1 ( mod sj), 1 ≤ j ≤ t.
Therefore, we can take rg = r1. This proves the lemma, since
the converse is clear.
Lemma III.4. Let G be a finite abelian group and F a field
such that char(F) 6 | |G|. Then B = {eH |H ∈ Scc(G)} is
both a basis for the algebra
A = {α ∈ FG |ψ(α) = α, for all ψ ∈ LAut(G)}
and the set of primitive idempotents of A.
Proof: For an element g ∈ G, set
γg =
∑
gcd(i,o(g))=1
0≤i≤o(g)
gi.
We claim that γg ∈ A, for all g ∈ G. Indeed, by Lemma III.3,
for each ψ ∈ LAut(G), there exists r ∈ N such that
gcd(r, |G|) = 1 and ψ(h) = hr, for all h ∈ G. Hence
ψ(γg) =
∑
gcd(i,o(g))=1
0≤i≤o(g)
gir = γg.
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It is easy to see that given two elements g1, g2 ∈ G, either
γg1 = γg2 or they have disjoint supports in FG.
Let Γ = {g1, g2, . . . , gs} be a complete set of elements in
G such that γgi 6= γgj , for i 6= j.
We claim that {γg | g ∈ Γ} is an F-basis of A. Indeed,
by considering the respective supports, it is clear that the set
{γg | g ∈ Γ} is linearly independent. Now given α ∈ A and
g ∈ G, the coefficients of g and gr in α, for all r ∈ N with
gcd(r, o(g)) = 1, must all be equal, by Lemma III.2. Thus,
we may write:
α = ag1γg1 + ag2γg2 + · · ·+ agsγgs ,
hence {γg | g ∈ Γ} is a basis for A.
Notice that there exists a bijection between the set of cyclic
subgroups of G and the set {γg | g ∈ Γ}. By Theorem II.13,
there exists also a bijection between the set of the cyclic
subgroups of G and Scc(G), hence dimA = |Scc(G)|.
By Lemma II.7, it is clear that B ⊂ A. In order to prove
that B is linearly independent in FG, assume that∑
K∈Scc(G)
aK eK = 0, (8)
with aK ∈ F. Multiplying (8) by eH , for a fixed H ∈ Scc(G),
we get aH eH = 0, implying aH = 0, for all H ∈ Scc(G).
Therefore, B is linearly independent in FG and thus a basis
for A.
For an element eH ∈ B, assume, by way of contradiction,
that eH = e1 + e2, with e1 and e2 orthogonal idempotents of
A. As B is a basis for A, we can write
ei =
ni∑
j=1
bjieHj , with eHj ∈ B, bij ∈ F, 1 ≤ j ≤ n, i = 1, 2.
By Proposition II.6 we have either eHj0 eH = eH (when
Hj0 = H) or eHj eH = 0, for j 6= j0. Hence eieH = bj0eH ,
if Hj0 = H , for some j0 or eieH = 0, otherwise, i = 1, 2. As
eH = eH(e1 + e2), we have that either e1 = 0 or e2 = eH or
e1 = eH and e2 = 0. Therefore, eH is primitive in A.
To finish the proof, write 1 =
∑
H∈Scc(G)
aHeH , with
aH ∈ F. For K ∈ Scc(G), multiply by eK and get
eK =
∑
H∈Scc(G)
aHeKeH = aKeK implying aK = 1, for
all K ∈ Scc(G).
Remark III.5. Notice that Lemma III.4 shows that
A =
⊕
eH∈B
F · eH .
Proposition III.6. Let G be a finite abelian group and F a
field such that char(F) 6 | |G|. If e1, e2 ∈ P(FG) and He1 =
He2 , then there exists an automorphism ψ ∈ LAut(G) whose
linear extension to FG maps e1 to e2.
Proof: Let H ∈ Scc(G) be such that e1eH = e1, that is,
He1 = H . By Theorem II.10 have
eH =
∑
Hf=H
f, where f ∈ P(FG). (9)
By Proposition III.1, for any ψ ∈ LAut(G), we have
ψ(e1)ψ(eH) = ψ(e1)eψ(H) = ψ(e1)eH = ψ(e1). (10)
Let
e0 =
∑
ψ(e1), (11)
where the sum runs over all distinct images of e1 by ψ ∈
LAut(G). Then e0 is an idempotent and ϕ(e0) = e0, for all
ϕ ∈ LAut(G), that is, e0 ∈ A. Hence, by Lemma III.4,
e0 =
∑
eH∈B
aH eH .
By construction of e0 and (10), we have e0eH = e0 and
e0eK = 0, for all K ∈ Scc(G) with K 6= H . As eH is a
primitive idempotent of A, it follows e0 = eH .
Now comparing the expression of eH in (9) and (11), by
the uniqueness of the sum of primitive idempotents, each f in
the sum (9) is such that f = ψ(e1), for some ψ ∈ LAut(G).
As e2 is one of the idempotents in (9), the result follows.
Proposition III.7. Let G be a finite abelian group and F a
field such that char(F) 6 | |G|. If e1, e2 ∈ P(FG) are such
that ψ(He1) = He2 , for some ψ ∈ Aut(G), then there exists
an automorphism θ ∈ Aut(G) whose linear extension to FG
maps e1 and e2, i.e., the ideals of FG generated by e1 and e2
are G-equivalent.
Proof: Since ψ(He1) = He2 , for ψ ∈ Aut(G), by
Lemma II.7, we have
ψ(e1) eHe2 = ψ(e1)ψ(eHe1 ) = ψ(e eHe1 ) = ψ(e1).
Hence, by the uniqueness, we have Hψ(e1) = He2 . Now,
by Proposition III.6, there exists a local automorphism δ ∈
LAut(G) such that δ(ψ(e1)) = e2. Therefore, taking θ =
δψ ∈ Aut(G), the result follows.
IV. APPLICATIONS TO CODING THEORY
We denote by Cn the cyclic group of order n. In the context
of Coding Theory, the following results appear in [9].
Theorem A [9, Theorem 3.6] Let G be a finite abelian group
of odd order and exponent n and denote by τ(n) the number of
divisors of n. Then there exist precisely τ(n) non G-equivalent
minimal abelian codes in F2G.
Theorem B [9, Theorem 3.9] Let G be a finite abelian group
of odd order. Then two minimal abelian codes in F2G are G-
equivalent if and only if they have the same weight distribution.
Unfortunately these statements are not correct. The errors
arise from the assumption, implicit in the last paragraph of [9,
p. 167], that if e and f are primitive idempotents of F2Cm
and F2Cn, respectively, then ef is a primitive idempotent of
F2[Cm × Cn].
We exhibit below counterexamples to both Theorems A and
B that were first communicated in [4]. However, Theorem A
does hold under certain restrictive hypotheses, as we show in
the next section.
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Proposition IV.1. Let p be an odd prime such that 2¯ gen-
erates U(Zp2) and G = 〈a〉 × 〈b〉 an abelian group, with
o(a) = p2 and o(b) = p. Then F2G has four inequivalent
minimal codes, namely, the ones generated by the idempo-
tents e0 = Ĝ, e1 = b̂ − ̂〈ap〉 × 〈b〉, e2 = â − Ĝ and
e3 = ̂〈ap〉 × 〈b〉 − Ĝ.
Also all minimal codes of F2G are described in the follow-
ing table with their dimension and weight.
Code Primitive Idempotent Dimension Weight
I0 e0 = âb̂ = Ĝ 1 p
3
I1 e1 = b̂− ̂〈ap〉 × 〈b〉 p
2 − p 2p
I1j e1j = âjpb− ̂〈ap〉 × 〈b〉 p
2 − p 2p
j = 1, . . . , p− 1
I2 e2 = â− Ĝ p− 1 2p
2
I2i e2i = âbi − Ĝ p− 1 2p
2
i = 1, . . . , p− 1
I3 e3 = ̂〈ap〉 × 〈b〉 − Ĝ p− 1 2p
2
Proof: In order to use Theorem II.3, first we need to find
all subgroups H of G such that G/H is cyclic. Notice that
the p + 1 distinct subgroups of order p2 of G are
〈
abi
〉
, for
i = 0, . . . , p− 1, and 〈ap〉 × 〈b〉. The p+1 distinct subgroups
of order p of G are
〈
ajpb
〉
, for j = 0, . . . , p − 1, and 〈ap〉.
The subgroups
〈
ajpb
〉
, for all j = 0, . . . , p− 1, are contained
only in 〈ap〉 × 〈b〉 and 〈ap〉 is contained in all subgroups of
order p2. Besides, all quotients of G by these subgroups are
cyclic, except G/ 〈ap〉 which is the unique noncyclic quotient
of G. The quotient of G by 〈ap〉 × 〈b〉 is also cyclic.
Now applying Theorem II.3, we have the following minimal
codes generated by primitive idempotents.
The code I0 = F2G · e0, where e0 = Ĝ and dim I0 = 1.
As 〈b〉 is uniquely contained in 〈ap〉 × 〈b〉, we have
I1 = F2G · e1, where e1 = b̂ − ̂〈ap〉 × 〈b〉, and dim I1 =
φ(p2) = p2 − p. The codes I1j = F2G · e1j , where
e1j = âjpb − ̂〈ap〉 × 〈b〉, for all j = 1, . . . , p − 1, are all
equivalent to I1, since the extension to the group algebra F2G
of the isomorphism ψj : G → G given by ψ(a) = a and
ψ(b) = ajpb, for each j, maps I1 onto I1j .
Let I2 = F2G · e2, where e2 = â − Ĝ, and I3 = F2G · e3,
where e3 = ̂〈ap〉 × 〈b〉 − Ĝ. We have dim I3 = dim I2 =
φ(p) = p− 1. We also have the codes I2i = F2G · e2i, where
e2i = âbi − Ĝ, for i = 1, . . . , p− 1, all equivalent to I2 with
corresponding isomorphism ϕi : G→ G given by ϕ(a) = abi
and ϕ(b) = b.
We prove now that the codes Ik, with k = 0, 1, 2, 3, are
four inequivalent minimal codes in F2G.
It is obvious that I0 is not equivalent to any of the other
codes Ik , for k 6= 0, and also that I1 is not equivalent to either
I2 or I3. Let us prove that I2 and I3 are inequivalent.
Notice that supp(e2) = G\〈a〉, which contains elements of
order p, and supp(e3) = G \ 〈ap〉 × 〈b〉, which only contains
elements of order p2. Hence, if there is an isomorphism
ψ : G→ G such that ψ(e2) = e3, we would have elements of
order p being mapped to elements of order p2, a contradiction.
Therefore, I2 is not equivalent to I3.
It is clear that the minimal code I0 has weight p3, as all its
nonzero elements have this weight.
For 1 ≤ j 6= k ≤ p − 1, as supp(ajpb̂) ∩ supp(akpb̂) = ∅,
the element (ajp + akp)e1 = (ajp + akp)̂b is in I1 and has
weight 2p. Notice that I1 ⊂ F2G · b̂, thus the weight of any
element of I1 must be a multiple of p. Hence, if there is an
element in I1 of weight p, it should be of the form aib̂. But
aib̂ · e1 = ai(ap + a2p+ · · ·+ a(p−1)p)̂b 6= aib̂ which implies
aib̂ 6∈ I1, for any 1 ≤ i. Therefore, the weight of I1 is 2p.
The weights of I2 and I3 will follow from the proof of the
next proposition.
Proposition IV.2. The (inequivalent) minimal codes I2 and
I3 of Proposition IV.1 have the same weight distribution.
Proof: An F2-basis for the code I2 is
β = {µi = (Gˆ− â)b
i = Gˆ− aˆbi|1 ≤ i ≤ p− 1}.
For 1 ≤ i 6= j ≤ p− 1, we have supp(aˆbi) ∩ supp(aˆbj) = ∅.
Hence, for an element α ∈ I2, we have:
Case 1. α is a sum of an even number of µi’s. Thus
α = µi1 + · · ·+ µi2k = 2kĜ− aˆ(b
i1 + · · ·+ bi2k),
which is an element of weight 2kp2. Besides, in I2 we have
at least
(
p− 1
2k
)
distinct elements with weight 2kp2.
Case 2. α is a sum of an odd number of µi’s. Thus, for
k′ ≥ 1,
α = µi1 + · · ·+ µi2k′−1 = Gˆ− aˆ(b
i1 + · · ·+ bi2k′−1),
which is an element of weight
p3 − (2k′ − 1)p2 = p2(p− 2k′ + 1) = 2kp2
(where k′ = p+1−2k2 ). Hence, in I2, there are
(
p− 1
2k′ − 1
)
=(
p− 1
p− 2k
)
distinct elements with weight 2kp2.
Therefore, for each k ≥ 1, there are
(
p− 1
2k
)
+(
p− 1
p− 2k
)
=
(
p
2k
)
elements of weight 2kp2 in I2.
Similarly, an F2-basis for the code I3 is
γ = {δi = e3a
i = Ĝ− âpb̂ai|1 ≤ i ≤ p− 1}.
For 1 ≤ i 6= j ≤ p − 1, supp(âpb̂ai) ∩ supp(âpb̂aj) = ∅.
Hence, for an element α ∈ I3, we have:
Case 1. α is a sum of an even number of δi’s. Thus
α = δi1 + · · ·+ δi2k = 2kGˆ− â
pb̂(ai1 + · · ·+ ai2k ),
which is an element of weight 2kp2. Besides, in I3 we have
at least
(
p− 1
2k
)
distinct such elements with weight 2kp2.
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Case 2. α is a sum of an odd number of δi’s. Thus, for
k′ ≥ 1,
α = δi1 + · · ·+ δi2k′−1 = Ĝ− â
pb̂(ai1 + · · ·+ ai2k′−1),
which is an element of weight
p3 − (2k′ − 1)p2 = p2(p− 2k′ + 1) = 2kp2,
where k′ = p+1−2k2 . Hence, in I3, there are
(
p− 1
2k′ − 1
)
=(
p− 1
p− 2k
)
distinct elements with weight 2kp2.
Therefore, also in I3, for each k ≥ 1, there are
(
p− 1
2k
)
+(
p− 1
p− 2k
)
=
(
p
2k
)
elements of weight 2kp2.
As
(p−1)/2∑
k=1
(
p
2k
)
= 2p−1, this proves that the weight
distribution of I2 and I3 are the same, but I2 and I3 are not
equivalent. Besides, the weight of these codes is 2p2.
Observe that the group G of Proposition IV.1 has exponent
p2 and τ(p2) = 3, however, F2G has four inequivalent
minimal codes. This is a counterexample to Theorem A.
Notice that Proposition IV.2 actually exhibits a counterex-
ample also to Theorem B.
In the following proposition, we study the minimal codes
in F2(Cpn × Cp), for an odd prime p and n ≥ 3. Its proof is
similar to the proof of Proposition IV.1. This gives a whole
family of counterexamples to Theorem A.
Proposition IV.3. Let n ≥ 3 be a positive integer and p an
odd prime such that 2¯ generates U(Zp2 ) and G = 〈a〉 × 〈b〉
be an abelian group, with o(a) = pn and o(b) = p. Then the
minimal codes of F2G are described in the following table.
Code Dimension Weight
I0 = 〈âb̂〉 = 〈Ĝ〉 1 p
n+1
I1 = 〈 ̂〈ap〉 × 〈b〉 − Ĝ〉 p− 1 2p
n
I1i = 〈âbi − Ĝ〉 p− 1 2p
n
i = 0, . . . , p− 1
I2 = 〈 ̂
〈
ap
2
〉
× 〈b〉 − ̂〈ap〉 × 〈b〉〉 p(p− 1) 2pn−1
I2i = 〈âpbi − ̂〈ap〉 × 〈b〉〉 p(p− 1) 2p
n−1
i = 1, . . . , p− 1
. . . . . .
Ik = 〈
̂〈apk〉× 〈b〉 − ̂〈apk−1〉× 〈b〉〉 pk−1(p− 1) 2pn−k+1
Iki = 〈
̂apk−1bi − ̂
〈
ap
k−1
〉
× 〈b〉〉 pk−1(p− 1) 2pn−k+1
i = 1, . . . , p− 1
. . . . . .
In−1 = 〈〈̂b〉 − ̂
〈
ap
n−2
〉
× 〈b〉〉 p(n−1)(p− 1) 2p
In−1,i = 〈 ̂ap
n−1
bi − ̂
〈
ap
n−2
〉
× 〈b〉〉 p(n−1)(p− 1) 2p
i = 1, . . . , p− 1
There are 2n inequivalent minimal codes in F2(Cpn × Cp).
The following table presents the correspondence between
the classes of G-isomorphisms of subgroups and the G-
equivalence classes of minimal codes in F2(Cpn ×Cp), listing
representatives of these classes.
Subgroups Codes
G I0 = 〈Ĝ〉
〈a〉 I11 = 〈â− Ĝ〉
〈ap〉 × 〈b〉 I1 = 〈 ̂〈ap〉 × 〈b〉 − Ĝ〉
〈apb〉 I21 = 〈âpb− ̂〈ap〉 × 〈b〉〉〈
ap
2
〉
× 〈b〉 I2 = 〈 ̂
〈
ap
2
〉
× 〈b〉 − ̂〈ap〉 × 〈b〉〉
. . . . . .〈
ap
k
b
〉
Ik+1,1 = 〈âp
k
b− ̂
〈
ap
k
〉
× 〈b〉〉〈
ap
k+1
〉
× 〈b〉 Ik+1 = 〈 ̂〈apk+1〉 × 〈b〉 −
̂〈apk〉× 〈b〉〉
. . . . . .
〈b〉 In−1 = 〈̂b− ̂〈ap
n
−1〉 × 〈b〉〉
V. A POSITIVE RESULT FOR CODES
In [4] we showed that Theorem A holds in the special
case of minimal codes in F2(Cpn ×Cpn). We now prove this
Theorem in a more general situation.
Lemma V.1. If H is a cyclic subgroup of order ps in a group
G ∼= Cpr × · · · × Cpr︸ ︷︷ ︸
m
, with s ≤ r, then there exists a cyclic
subgroup of G, of order pr, containing H .
Proof: Write G = 〈g1〉 × · · · × 〈gm〉, with o(gi) = pr,
1 ≤ i ≤ m. Since H is a cyclic subgroup of G, we have H =
〈gj1p
t1
1 g
j2p
t2
2 · · · g
jmp
tm
m 〉, with gcd(ji, p) = 1 and 0 ≤ ti ≤ r,
1 ≤ i ≤ m. Then one of the exponents tk, 1 ≤ k ≤ m,
is minimal and, for such tk, we consider the element a =
gj1p
t1−tk
1 · · · g
jkp
0
k · · · g
jmp
tm−tk
m ∈ G. As gcd(jk, p) = 1, we
have o(a) = pr and 〈aptk 〉 = H , as G ∼= Cpr × · · · × Cpr︸ ︷︷ ︸
m
.
Theorem V.2. Let m and r be positive integers. If G =
Cpr × · · · × Cpr︸ ︷︷ ︸
m
is a finite abelian p-group, then any co-
cyclic subgroup of G contains a subgroup isomorphic to
Cpr × · · · × Cpr︸ ︷︷ ︸
(m−1)
. Hence the subgroups of G isomorphic to
Cpr × · · · × Cpr︸ ︷︷ ︸
(m−1)
are precisely the minimal co-cyclic sub-
groups of G.
Proof: Let H ∈ Scc(G). Then, by Theorem II.13(3),
H⊥ is a cyclic subgroup of G∗. By Theorem II.13(1) and
Lemma V.1, there exists K⊥ ∼= Cpr a subgroup of G∗ such
that H⊥ ⊂ K⊥. Then K = Ψ−1(K⊥) is a subgroup of G
such that K ∼= Cpr × · · · × Cpr︸ ︷︷ ︸
(m−1)
and K ⊂ H , proving the
theorem.
As a consequence of the results above, we get:
Proposition V.3. Let m and r be positive integers. If G =
Cpr × · · · × Cpr︸ ︷︷ ︸
m
is a finite abelian p-group and F is a field
with char(F) 6= p, then a primitive idempotent of FG is of
the form K̂ · eh, where K is a subgroup of G isomorphic to
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Cpr × · · · × Cpr︸ ︷︷ ︸
(m−1)
and eh is a primitive idempotent of F〈h〉,
where h ∈ G is such that G = 〈h〉 ×K and 〈h〉 ∼= Cpr .
Proof: Let e be a primitive idempotent of FG and H be
the unique co-cyclic subgroup ofG such that e = Ĥ ·e, by The-
orem ??. By Theorem V.2, there exists K ∼= Cpr × · · · × Cpr︸ ︷︷ ︸
(m−1)
contained in H such that eK̂ = e.
Let h ∈ G be such that G/K = 〈Kh〉. Since |G/K| = pr
and exp(G) = pr, it follows directly that o(h) = pr. Hence,
we can write:
e = K̂ · e
= K̂
∑
g∈K
α0,gg
 1 + · · ·+
∑
g∈K
αpr−1,gg
hpr−1

= K̂
(
β0 · 1 + β1 · h+ · · ·+ βpr−1 · h
pr−1
)
, (12)
where βi =
∑
g∈K
αi,g ∈ F and ht 6∈ K , 1 ≤ t ≤ pr − 1.
Let ψ : G −→ G/K be the natural homomorphism. Since
e = K̂ · e is an idempotent in FG, we have
ψ(e) = ψ(K̂ · e)
= ψ
(
K̂(β0 · 1 + β1 · h+ · · ·+ βpr−1 · h
pr−1)
)
= β0 · 1 + β1 · h+ · · ·+ βpr−1 · h
pr−1
is also an idempotent.
Claim: eh = ψ(e) = β0 · 1 + β1 · h+ · · · + βpr−1 · hp
r−1
is a primitive idempotent in F〈h〉 ∼= F(G/K).
Indeed, if eh = e1 + e2, with e1 and e2 orthogonal
idempotents in F〈h〉, then
e = K̂ · eh = K̂ · e1 + K̂ · e2,
with (K̂ · ei)2 = K̂ · ei, for i = 1, 2, and K̂ · e1K̂ · e2 = 0,
as e1 · e2 = 0. Since e is a primitive idempotent, then either
K̂ · e1 = 0 or K̂ · e2 = 0. Suppose K̂ · e1 = 0 and write
e1 = γ0 · 1 + γ1 · h+ γ2 · h2 + · · ·+ γpr−1 · hp
r−1
. Then
0 = K̂ · e1
=
1
|K|
(∑
k∈K
k
)
(γ0 + γ1 · h+ · · ·+ γpr−1 · h
pr−1)
=
1
|K|
[(∑
k∈K
γ0k
)
+ · · ·+
(∑
k∈K
γpr−1k
)
hp
r−1
]
implies γi = 0, 0 ≤ i ≤ pr−1, as the summands in (13) have
disjoint supports in FG. This proves the proposition.
These results can be applied and extended as follows.
Corollary V.4. Let m and r be positive integers,
a finite abelian p-group G = Cpr × · · · × Cpr︸ ︷︷ ︸
m
and Fq a finite field with q elements such that
o(q¯) = φ(pr) in U(Zpr ). Then the minimal abelian
codes in FqG are as follows:
Primitive Idempotent Dimension Weight
Ĝ 1 prm
K̂(ĥp − ĥ) p− 1 2pr(m−1)+(r−1)
K̂(ĥp2 − ĥp) p(p− 1) 2pr(m−1)+(r−2)
K̂(ĥp3 − ĥp2) p2(p− 1) 2pr(m−1)−(r−3)
· · · · · ·
K̂(ĥpi − ĥpi−1) pi−1(p− 1) 2pr(m−1)−(r−i)
· · · · · ·
K̂(1− ĥpr−1) pr−1(p− 1) 2pr(m−1)
where h is as in Proposition V.3. Consequently, the number of
non G-equivalent minimal abelian codes is r + 1 = τ(pr).
Corollary V.5. Let n ≥ 2 be an integer, G = Cn × · · · × Cn︸ ︷︷ ︸
m
an abelian group and Fq a finite field such that gcd(q, n) = 1.
Then the primitive idempotents of FqG are of the form K̂ ·eh,
where K is a subgroup of G isomorphic to Cn × · · · × Cn︸ ︷︷ ︸
(m−1)
,
h ∈ G is such that G = K × 〈h〉 and eh is a primitive
idempotent of Fq〈h〉.
Proof: Let n = pn11 pn22 · · · pntt , with pi rational primes,
1 ≤ i ≤ t, and pi 6= pj , for i 6= j and ni ≥ 1. Let Gi =
Cpri
i
× · · · × Cpri
i︸ ︷︷ ︸
m
be the pi-Sylow subgroup of G.
Let 0 6= e ∈ FqG be a primitive idempotent. By Lemma II.9,
there exists a unique H ∈ Scc(G) such that e · eH = e and
e · eK = 0, for any other K ∈ Scc(G), with K 6= H . By (2),
eH = eH1eH2 · · · eHt , where eHi = Ĝi or eHi = Ĥi − Ĥ
♯
i ,
for Hi the pi-Sylow of H . Hence, as 0 6= e is primitive, we
have
e · eH = e ⇒ e · eHi = e.
By Proposition ?? and Theorem V.2, there exists Ki =
Cpri
i
× · · · × Cpri
i︸ ︷︷ ︸
(m−1)
a subgroup of Gi such that Ki ≤ Hi and
e = e · K̂i, for all 1 ≤ i ≤ t. Hence
e = e · K̂1 = e · K̂2K̂1
· · ·
= e · K̂t · · · K̂2K̂1 = e ̂Kt · · ·K2K1
∼= e( ̂Cn × · · · × Cn︸ ︷︷ ︸
(m−1) factors
).
Let K = Cn × · · · × Cn︸ ︷︷ ︸
(m−1) factors
. Then G/K ∼= Cn. Take a ∈ G such
that G/K = 〈Ka〉. Similarly to the proof of Theorem V.3, we
show that o(a) = n and that ψ(e) is a primitive idempotent
of Fq〈a〉, where ψ : FqG −→ Fq(G/K).
Using the results from this section and from Section III, we
obtain the following.
Theorem V.6. Let G be a finite abelian group of exponent n
and F a finite field such that char(F) 6 | |G|. Then the number
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of non G-equivalent minimal abelian codes is precisely τ(n)
if and only if G is a direct product of cyclic groups isomorphic
to one another.
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