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ÉGALISEUR LINÉAIRE AVEUGLE AVEC RECOUVREMENT 
SIMULTANÉ DE LA PORTEUSE 
Madjid Aksas 
SOMMAIRE 
Avec le développement des communications numériques sans fil, les systèmes radio 
numériques à haut débit ont pris une place importante. Parmi les parties de ces systèmes 
qui influencent considérablement leurs performances, on trouve l'égalisation et la 
synchronisation. 
La première est destinée à éliminer les interférences entre symboles (lES) créées par les 
canaux multi-chemins. Le comportement du canal est en général inconnu et susceptible 
de varier dans le temps. Dans ce cas, 1' égaliseur doit fonctionner de manière adaptative 
pour s'adapter à ces variations temporelles. Dans la perspective de transmettre à haut 
débit et afin d'améliorer l'efficacité spectrale, une des solutions proposées est 
l'utilisation de l'égalisation aveugle. Ceci permet d'éviter l'utilisation de séquences 
d'entraînement et toute la bande de transmission peut alors être utilisée pour transmettre 
de l'information. 
Lors de la démodulation, la synchronisation de la porteuse est une opération d'une 
grande importance puisqu'elle permet d'ajuster la phase de l'oscillateur local avec celle 
utilisée à l'émission. Les modulations M-QAM à grande efficacité spectrale sont très 
sensibles aux variations de phase, et des précautions supplémentaires doivent être prises 
afin de garantir un bon fonctionnement du système. 
Dans le cadre de notre travail de recherche, nous avons étudié et conçu un égaliseur 
linéaire aveugle avec récupération de la phase de la porteuse. Pour améliorer 
les performances du système, une approche différente de celle généralement utilisée, a 
été proposée. Elle se base sur la réalisation simultanée de l'égalisation et du 
recouvrement de la phase, et utilise le principe de la minimisation de 1' erreur 
quadratique moyenne par la méthode du gradient stochastique. Les simulations réalisées 
sous le logiciel SPW montrent que la technique proposée donne des performances 
intéressantes par rapport à l'approche classique. Les gains de performances peuvent 
atteindre 10 dB sont obtenus. 
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JOINT BLIND EQUALIZATION AND CARRIER RECOVERY 
Madjid Aksas 
ABSTRACT 
U sed in a high rate digital link, synchronization as well as equalization are two 
important processes aimed to retrieve the transmitted data with less errors. The equalizer 
is dedicated to the suppression of inter-symbol interference (ISI) created by the 
channel's multi-path effect. The behavior of the channel is unpredictable and is prone to 
change with time. The equalization process has to be adaptive those variations. on the 
other hand, the goal of the synchronization is to adjust the phase of the local oscillator 
(used in the demodulator) with that of the carrier used in the transmit side. However, the 
spectrally efficient modulations techniques, M -QAM, are very sensitive to 
synchronization variations in the receive side. 
In this thesis, a thorough investigation was made on the carrier phase recovery process. 
Therefore, a technique is proposed to improve the performance of the system. This 
technique uses the principe of reducing the average quadratic error of the stochastic 
gradient method. The simulation results show an improvement in the performance, 
relative to the conventional approach of up to 10 dB 
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INTRODUCTION 
Dans le cadre du projet de recherche en vue de l'obtention du diplôme de maîtrise, nous 
avons travaillé sur la conception d'un égaliseur aveugle avec recouvrement simultané de 
la phase de la porteuse pour les communications numériques sans fil. Ce travail est 
motivé par le grand intérêt qui est porté à l'égalisation aveugle. 
Problématique 
Depuis l'avènement des systèmes de communications numériques sans fil, leur 
utilisation ne cesse de croître et la demande pour des communications de plus en plus 
fiables et avec des débits de plus en plus grands est devenue importante. Avec ces 
nouvelles exigences en terme de quantité d'information et les contraintes de disponibilité 
de bandes de fréquences, un nouveau défi est apparu et a pris une importance majeure 
dans la conception des systèmes de communication. En effet, la capacité de transmettre 
le maximum de données dans un minimum de largeur de bande, i.e. augmentation de 
l'efficacité spectrale, est devenue le facteur déterminant et le gage de survie pour les 
fournisseurs de service sans fil. Pour arriver à cet objectif, une des approches proposées 
consiste en la réduction des bits ne contenant pas de l'information dans les messages 
transmis. En effet, plusieurs systèmes de communication utilisent des égaliseurs qui ont 
pour rôle d'identifier le canal et de compenser ses effets sur les signaux transmis 
(élimination des interférences entre symboles). Cette partie du système emploie, en 
grande majorité, des séquences d'entraînement qui consistent en un nombre de bits bien 
connus, qui sont transmis en même temps que les bits d'information. Malheureusement, 
leur proportion par rapport aux bits d'informations peut être assez importante, ce qui se 
traduit par une chute de l'efficacité spectrale. En réalisant l'égalisation de façon aveugle, 
c'est-à-dire sans recourir à l'utilisation de séquences d'entraînement, un plus grand 
nombre de bits d'informations peut être envoyé, ce qui a pour effet d'augmenter 
1' efficacité spectrale. 
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Parmi les facteurs qui affectent les performances des égaliseurs, on trouve le bruit de 
phase qui peut être d'origine thermique ou généré par le système de communication. 
Pour remédier à ce problème, la solution classique consiste à utiliser une boucle à 
verrouillage de phase (PLL). Ce circuit fonctionne de manière à verrouiller un 
oscillateur local sur la fréquence et la phase du signal appliquée à son entrée. Cependant, 
lorsque le transmetteur lui-même génère un bruit de phase, le circuit de PLL ne 
fonctionne pas toujours de manière adéquate, ce qui affecte les performances de 
1' égalisation. 
Objectif 
L'objectif de notre travail est d'étudier et d'améliorer les performances d'un égaliseur 
aveugle linéaire permettant, simultanément, d'annuler les interférences entre symboles 
causées par le canal multitrajets et de réaliser le recouvrement de la phase. 
Contrairement à l'approche classique, on propose de concevoir un système qui utilise les 
statistiques du signal pour réaliser à la fois l'égalisation, de manière aveugle, et le 
recouvrement de la phase. Ceci est obtenu par un algorithme de gradient stochastique 
basé sur la minimisation de l'erreur quadratique moyenne (MMSE). 
Afin de simuler le fonctionnement du système conçu, nous avons utilisé un simulateur 
numérique SPW (Signal Processing Workstation) sous une plate-forme UNIX. Dans 
notre travail, nous avons utilisé le modèle de canal de Rummler qui utilise deux chemins 
distincts : l'un direct et l'autre réfléchi. Afin d'introduire le bruit de phase, nous avons 
utilisé un générateur aléatoire Gaussien qui fait varier la phase des symboles. La 
constellation utilisée est la 16 QAM. 
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Structure du mémoire 
Ce mémoire est structuré comme suit : le premier chapitre est consacré à la description 
du système de transmission numérique expliquant les principaux blocs et les principales 
techniques utilisées pour la transmission de l'information depuis la source jusqu'à la 
destination. Le second chapitre présente les différents algorithmes utilisés dans 
l'égalisation et le recouvrement de la porteuse. Le troisième chapitre explique en détail 
1' architecture de 1 'égaliseur proposé avec les paramètres du système. Enfin, le dernier 
chapitre présente les performances de 1 'égaliseur dans différentes situations (estimation 
et non estimation de phase dans l'égaliseur et présence et absence du bruit de phase). 
Enfin, on termine par une conclusion et quelques recommandations. 
Contribution 
Le travail présenté dans ce mémoire a contribué à l'amélioration des performances de 
l'égalisation aveugle en réalisant conjointement le recouvrement de la phase de la 
porteuse. En effet, en présence d'un bruit de phase au niveau de l'émetteur et en 
transmettant à travers un canal de transmission hostile, un égaliseur classique a tendance 
à diverger. En intégrant à l'égaliseur un module qui estime le bruit de phase et le 
minimise, nous avons démontré que des améliorations importantes, en terme de 
performances, peuvent être obtenues. 
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CHAPITRE 1 
SYSTÈME DE TRANSMISSION NUMÉRIQUE 
1.1 Introduction 
Les systèmes de transmission numérique véhiculent de l'information entre une source et 
une destination en utilisant un support physique comme le câble, la fibre optique ou 
encore la propagation sur un canal radioélectrique. Les signaux transmis peuvent être 
soit directement d'origine numérique comme dans les réseaux de données, soit d'origine 
analogique (parole, image ... ) mais convertis sous une forme numérique. L'objectif du 
système de transmission est d'acheminer le signal de la source vers le destinataire avec 
un minimum d'erreur. Des études ont montré que dans les canaux hertziens micro-ondes 
à grandes capacités, la propagation par trajets multiples est la cause principale de la 
dégradation de la qualité de transmission. Pour compenser les effets dispersifs de ces 
canaux, on a recours à plusieurs techniques telles que la diversité de fréquence, la 
correction en fréquence intermédiaire et l'égalisation en bande de base. Dans ce 
chapitre, nous présenterons les éléments de la chaîne de transmission depuis la source 
jusqu'à la destination. 
1.2 Chaîne de transmission numérique 
Dans la transmission en bande de base, le signal est transmis sur le canal sans 
1' opération de modulation qui translate le spectre du signal pour le centrer sur une 
fréquence porteuse fo. Le schéma synoptique d'un système de transmission en bande de 
base [27] est illustré à la Figure 1. À l'émission, le signal à transmettre est composé de 
nombres binaires {an} codés en un ensemble de données qui module l'amplitude des 
impulsions s(t) au taux de transmission des symboles Rs. Les filtres d'émission et de 
réception optimisent le rapport signal à bruit et limitent la largeur de bande du signal. 
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Le canal de transmission est considéré comme étant le milieu de propagation de 1' onde 
transmise. Il est modélisé par un filtre linéaire de réponse impulsionnelle h(t) suivi d'un 
bruit additif gaussien. À la réception, le signal est injecté à l'entrée d'un filtre de 
réception de réponse impulsionnelle gr(t) et sa sortie est échantillonnée à la cadence liTs 
d'émission des symboles d(k). Ces derniers sont envoyés vers un circuit de décision. 
Enfin, le décodeur restitue les bits estimés â(k) correspondant à bit a(k) émis. 
réception 
filtre 
d'émission 
d(k) ~(t) 1--s-l(t);---. Canal 
hft) 
Décodeur 
binaires 
Figure 1 Système de transmission numérique 
1.2.1 Codeur de source et de canal 
Le codage de source vise à la compression du message afin de minimiser les ressources 
nécessaires à la transmission (temps, puissance, bande passante, surface de stockage, 
etc.). Ce codage permet de diminuer le coût de la transmission. Le codage de canal a 
pour objectif de protéger le message contre les perturbations du canal de transmission. Il 
y a donc antagonisme entre codage de source et codage de canal, l'objectif du premier 
étant de diminuer la redondance du message de source, et celui du deuxième d'en ajouter 
dans un but de protection. 
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1.2.2 L'émetteur 
Le message numérique issu du codeur de canal, en tant que suite d'éléments binaires, est 
d'une grandeur abstraite. Pour le transmettre et l'adapter au canal de transmission, il est 
donc nécessaire de lui associer une représentation physique sous forme d'un signal 
électrique. C'est la première fonction de l'émetteur, appelée généralement opération de 
modulation. Le choix d'une modulation se fait en considérant l'occupation spectrale du 
canal, les performances et la complexité du modulateur/démodulateur. La modulation 
adéquate permet aussi d'adapter le signal modulé au milieu de propagation. Parmi les 
autres traitements effectués par l'émetteur, on peut citer le filtrage du signal modulé 
avec un filtre passe bas pour limiter sa bande passante. Le modulateur élabore parfois un 
signal dont le spectre est centré autour d'une fréquence dite intermédiaire plus basse et 
l'émetteur effectue ensuite une translation de fréquence qui permet de centrer le signal 
modulé autour de la fréquence radio souhaitée. Si on transmet k bits d'information codés 
à la fois en utilisant M = 2k formes d'ondes distinctes si(t), i = 1, ... M, cette méthode est 
appelée la modulation M-aires (multiniveaux). La modulation d'amplitude en quadrature 
(QAM) est une modulation M-aire en deux dimensions qui sera décrite plus en détail par 
la suite. 
Le filtre de mise en forme permet au signal modulé d'être plus résistant en présence 
d'interférences entre symboles en concentrant l'énergie du signal au centre de chaque 
symbole. Il contribue aussi à réduire la largeur de bande de transmission. Un filtre de 
mise en forme typique est le filtre de type cosinus surélevé. 
1.2.3 Techniques de modulation 
L'objectif de la modulation est d'adapter le signal à émettre au canal de transmission. 
La transmission de données peut se faire des deux manières suivantes: 
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Modulation en bande de base; dans ce cas, le signal est directement transmis sur 
le canal. 
Modulation avec porteuse; dans ce cas, le signal émis est centré sur une porteuse. 
Les modulations qui translatent le spectre du signal vers la fréquence porteuse sans en 
modifier la forme sont appelées modulations linéaires. Par contre, les modulations qui 
modifient la forme du spectre du signal en bande de base sont dites non linéaires [12]. 
L'équation ( 1.1) montre la forme générale du signal modulé : 
(1.1) 
où Ai, fi et Bi, sont respectivement 1' amplitude du signal, la fréquence et la phase de la 
porteuse. On fait varier certains des paramètres de la porteuse en fonction du signal 
modulant (l'information utile). Par exemple, on note les trois modulations de base 
suivantes: 
1. La modulation d'amplitude ASK est l'amplitude du signal d'une porteuse haute 
fréquence qui est modifiée proportionnellement à l'amplitude instantanée du 
signal d'information. 
2. La modulation de fréquence FSK est l'amplitude de la porteuse maintenue à une 
valeur constante, tandis que sa fréquence est modifiée par le signal utile. 
3. La modulation de phase PSK ressemble à la modulation de fréquence mais la 
phase de la porteuse est modifiée par le signal modulant. Dans la modulation de 
phase, les composantes réelles et imaginaires sont dépendantes car leurs valeurs 
sont contraintes selon un ordre spécifique dans le but de produire une enveloppe 
constante du signal. 
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1.2.3.1 L'efficacité spectrale 
L'efficacité spectrale, comme son nom l'indique, est le nombre de bits par unité de 
fréquence. On définit l'efficacité spectrale 11 par la relation suivante : 
(1.2) 
Rb: taux de bits d'informations (bits/s). 
W: la largeur de bande du signal transmis (Hz). 
Suivant le type de canal utilisé (satellite, câble, hertzien, terrestre), on dispose d'une 
largeur de bande déterminée par des considérations techniques et administratives. Les 
conditions techniques (SNR et échos) sont très différentes entre la réception de signaux 
provenant: 
• Des satellites : 
stables et sans écho 
SNR faible (8 à lü dB) 
• D'un câble: 
SNR élevé (30 dB) 
Possibilité de très longs échos 
• De liaison hertzienne : 
Échos importants, surtout en mobile et en agglomération 
Variations de niveau reçu importantes 
1.2.3.2 Modulations M-aires 
L'avantage des modulations M-aires est de réduire considérablement le débit de 
transmission pour 1' adapter aux possibilités du type du canal utilisé. La modulation 
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M-aires la plus commune est la modulation QAM. Elle nécessite une linéarité suffisante 
pour permettre une reconnaissance des données à la réception. Par exemple, la 
modulation 256 QAM qui envoie huit bits par symbole est huit fois plus efficace qu'une 
modulation BPSK, par exemple elle ne nécessite qu'une bande passante de 10 Kbits/s 
pour transporter un signal de 80 Kbits/s. Comme le bruit et la distorsion peuvent affecter 
l'amplitude et la phase du signal de porteuse, ils peuvent entraîner une erreur de lecture 
du démodulateur. Plus le décalage est important, plus le taux d'erreur sur les bits (BER) 
est élevé. Dans le cas où le signal d'entrée est fortement déformé ou atténué, le récepteur 
perd totalement le verrouillage des symboles. Si la fréquence d'horloge des symboles ne 
peut plus être extraite correctement par le récepteur (c'est-à-dire la fréquence et le 
moment exact où chaque symbole individuel est transmis), l'information ne peut pas être 
correctement récupérée. 
1.2.3.3 Modulation d'amplitude en quadrature (QAM) 
La modulation utilisée dans ce mémoire est celle de 16 QAM. Cette dernière est 
constituée de deux modulations simultanées : la modulation en phase et la modulation en 
en amplitude [31]. Les constellations de signaux pour un système QAM ( 4, 16, 64, 256, 
1024) sont souvent carrées. Si la séquence d'informations binaires à l'entrée du 
modulateur est de longueur 4, alors le modulateur aura une constellation de 16 points car 
la grandeur de celle-ci est donnée par M= 2k (k est le nombre de bit par symbole). 
Chaque point de la constellation est situé aux valeurs :ta ou :t3a pour un système 16 
QAM (voir la Figure 2). La valeur de a est définie selon l'énergie du symbole. 
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Q 
0101 0111 1101 1111 
• • 3a • • 
0100 0110 1100 1110 
• • 
a 
• • 
a 3a 
• • • • 
0001 0011 1001 1011 
• • • • 
0000 0010 1000 1010 
Figure 2 Constellation 16 QAM 
Les symboles si transmis sur le canal peuvent être représentés mathématiquement, en 
utilisant une représentation géométrique dans un espace orthogonal de dimension 2, avec 
une base orthonormée composée des signaux ( rp1, rp2) tel que : 
2 
si = l:Sijrp J' 
j=l 
où Su est la composante du si sur la base ( rp1, rp2). 
Avec: 
T {1 frpl (t)rp2 (t) = d SI 1 = J 
SI i :;t: j 
On peut décomposer les signaux si (i =1, ... , M) de l'équation (1.1): 
(1.3) 
(1.4) 
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(1.5) 
(1.6) 
Si on pose: 
(1.7) 
(1.8) 
On définit ensuite: 
Ai = ai cos(O i), (1.9) 
(1.10) 
Alors: 
(1.11) 
L'énergie du signal Si est donc: 
(1.12) 
Ai= (:i:a, :i:3a), et Bi= (:i:a, :i:3a). 
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Donc, on peut dire que la modulation M-QAM (quadrature amplitude modulation) est 
une modulation d'amplitude de deux porteuses en quadrature. C'est la somme d'un sinus 
et d'un cosinus modulés séparément en amplitude par deux composantes I (en phase, 
équivalent à Ai) et Q (en quadrature, équivalent à Bi). Beaucoup de systèmes de 
transmission modernes utilisent les signaux QAM. Toutes les impulsions transmises ont 
les mêmes formes et largeurs de bande. Elles different par leurs amplitudes maximales et 
leurs angles de phase qui dépendent du modulateur. La modulation M-QAM est utilisée 
pour les liaisons numériques, les micro-ondes à grande capacité, les modems à haute 
vitesse ainsi que pour d'autres services avancés. 
1.2.4 Canal de transmission 
Le canal de transmission est le lien physique qui transmet l'information de l'émetteur au 
récepteur. Il est caractérisé par sa bande passante, les trajets multiples du canal et le bruit 
qu'il génère. La capacité théorique, C (bits/s), du canal est exprimée par la relation de 
Shannon [6] : 
C = W log 2 ( 1 + ~). (1.13) 
Dans l'équation 1.13, W et SIN sont respectivement la bande passante du canal et le 
rapport signal à bruit dans la bande de transmission. 
1.2.4.1 Évanouissement sélectif en fréquence 
Les effets d'un canal à multitraj ets dépendent des caractéristiques des signaux et en 
particulier de leurs bandes fréquentielles. Dans le cas des signaux numériques, cela 
revient souvent à la durée des symboles. On constate deux types d'évanouissements du 
canal: 
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Évanouissement non sélectif en fréquence. 
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Pour l'évanouissement sélectif, la bande passante des symboles est supérieure à la bande 
du canal. Dans ce cas, il y a apparition d'interférences entre symboles. Pour 
1' évanouissement non sélectif, toutes les composantes spectrales du signal sont affectées 
de la même façon par le canal (l'atténuation et un déphasage variant dans le temps). La 
période des symboles est donc très supérieure à la dispersion du canal) et, dans ce cas, 
l'interférence entre symboles générée par le canal est négligeable. 
Le modèle du canal utilisé dans ce mémoire est celui de Rummler (voir Figure 3), qui 
crée deux chemins de propagation: l'un est direct et le second est réfléchi. Sa réponse 
dans le domaine temporel est donnée par 1' équation mathématique suivante : 
Avec: 
a : gain du signal transmis. 
fi : gain du signal réfléchi. 
H(t) = a[o(t)- fi5(t- r)] 
't : différence entre deux délais de propagation. 
(1.14) 
Selon Rummler [28], le délai entre le signal direct et son écho est de l'ordre de 6.25 ns. 
Dans les liaisons micro-ondes point à point avec ligne en vue directe, la profondeur du 
creux du canal en dB est donnée par la relation suivante : 
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~-----------------------~ 
s(t) 
Gain de fJ 
1 réflexion 
_________________________ ! 
y(t) 
• 
Figure 3 Modèle d'un canal de Rummler 
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(1.15) 
Le gain de réflexion f3 est variable (f3 = 0, ... ,0.99), et permet de varier la profondeur de 
l'évanouissement du canal dans le domaine fréquentiel (Figure 4). 
L'évanouissement A en dB du signal à la sortie du canal est représenté par: 
H(f)rlB 
{(Hz) 
Figure 4 Modèle d'atténuation de Rummler 
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1.2.5 Bruit Gaussien 
Dans tous les systèmes de communication, il y a toujours une certaine quantité de bruit 
introduit. Ce bruit peut provenir de plusieurs sources [32] comme : 
composante imparfaite; 
bruit thermique; 
interférences des autres communications. 
On distingue deux types de bruits : 
bruit additif; 
bruit multiplicatif (atténuation). 
Dans le premier cas, le bruit étant souvent modélisé comme un bruit blanc, ses 
caractéristiques (fréquence et amplitude) ne dépendent pas du temps. Contrairement, 
dans le deuxième cas, les caractéristiques du bruit (coloré) dépendent du temps. 
x 
Figure 5 Distribution Gaussienne 
Dans le cadre de ce mémoire, nous considérons que le bruit est modélisé selon un bruit 
blanc additif et la fonction de densité de probabilité du bruit suit une distribution 
gaussienne de moyenne nulle (Figure 5). Lorsqu'un bruit gaussien est appliqué à l'entrée 
d'un filtre linéaire, on retrouve aussi un bruit gaussien à la sortie. 
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Figure 6 Filtrage d'un bruit Gaussien 
La densité spectrale de puissance du bruit à la sortie du filtre (Figure 6) est donnée par : 
s (/) = IH(/)12 s .(/), 
no nz 
(1.16) 
Si le bruit est blanc additif et gaussien avec une densité spectrale bilatérale de puissance 
No/2, alors: 
N 
s (/) = __QIHC/)12, 
no 2 (1.17) 
1.2.6 Générateur de gigue de phase 
Le phénomène de la gigue de phase est causé principalement par les variations aléatoires 
de la fréquence de la porteuse. Ces variations peuvent être considérées suivant une 
distribution gaussienne autour de la fréquence centrale avec une certaine largeur de 
bande. La génération du bruit de phase a été effectuée à partir d'un générateur de bruit, 
à distribution gaussienne, suivi d'un filtre passe-bas de largeur de bande désirée. La 
puissance de ce bruit est ajustée en fonction de la puissance désirée, de la largeur de 
bande et du facteur de mise en forme a du filtre de Nyquist. Ainsi, en multipliant la 
puissance désirée par la largeur totale du spectre, on obtient la densité spectrale du bruit 
(No). On divise alors ce dernier par le produit de la largeur de bande du filtre et de 2 fois 
Reproduced with permission of the copyright owner.  Further reproduction prohibited without permission.
17 
le facteur de forme a afin d'obtenir la puissance nécessaire du bruit de phase à injecter 
[4]. La puissance du bruit de phase filtré est donnée par la formule suivante: 
Pf 
n=--s 
L.2a. 
(1.18) 
où fs, Pet L sont respectivement la fréquence d'échantillonnage, la puissance désirée du 
bruit et la largeur de bande du filtre passe bas et n est la puissance désirée du bruit filtré. 
Le signal représentant le bruit de phase est défini par : 
ln (t) = ejn(t). 
.19) 
1.2. 7 Critère de Nyquist 
Le problème traité dans cette section est l'interférence entre symboles (IES) adjacents 
créée principalement par les deux filtres d'émission et de réception lors de la 
transmission des symboles sur la largeur de bande limitée du canal. Pour éliminer l'IES, 
on doit concevoir un filtre de mise en forme des signaux numériques à 1' émetteur ainsi 
qu'un filtre de réception approprié. La mise en forme du symbole discret d(t) est obtenue 
en utilisant un filtre d'émission dont le module de la réponse temporelle ge(/) suit la 
forme d'un filtre de Nyquist (voir Figure 7) (11]. 
- (l+a)R/2 
f 
Figure 7 Réponse impulsionnelle du filtre de Nyquist 
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D'après la Figure 8, le signal à la sortie du filtre d'émission [31] s'écrit: 
s(t) = L:g d(t- kT). 
k ek 
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(1.20) 
La valeur instantanée de l'amplitude du symbole est prise à l'instant de décision kT. 
Sk est la valeur de s(t) à l'instant t =kT. 
Filtre 
d'émission 
s(t) 
ge(t) 
Canal physique 
canal 
bruit 
n(t) 
Filtre de 
réception 
gr(t) 
Figure 8 Modèle de l'émission 
y(t) ~) 
kT 
(1.21) 
Pour que l'interférence lES soit nulle au récepteur à l'instant d'échantillonnage kT, on 
fait l'analyse suivante : 
y(t) = "Id (t)g (t -nT) * g (t) * g (t) + n(t)j* g (t) . Lit n e c r r (1.22) 
n 
où ge(t), gc(t) et gr(t) sont respectivement filtre d'émission, de canal et de réception. 
Posons: 
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On trouve: 
p(t- nT) = g (t-nT)* g (t) * g (t), 
e c r 
y(kT) = n
0
(kT)+dkp(0)+ Ldk(t)p((k-n)T). 
n-:Fk 
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(1.23) 
(1.24) 
(1.25) 
dk est l'information désirée à l'instant kT. La somme représente l'lES et n0 {kT} est un 
élément de bruit échantillonné à la sortie de gr(t). Pour ne pas avoir d'interférence entre 
symboles, il est clair qu'on doit avoir : 
Alors: 
{
1, 
p((k- n)T) = 
0 
L P(f - k 1 T) = T 
k 
{
1, 
p(nT) = 
0 
III~ 112T' 
n=O 
n-:FO 
(1.26) 
(1.27) 
(1.28) 
On appelle ce type de filtre qui élimine les interférences des symboles adjacents à 
l'instant kT, filtre de Nyquist. Il faut alors concevoir des filtres à l'émission et à la 
réception de sorte que la réponse p(t) respecte le critère de Nyquist pour O-IES, et la 
largeur de bande du canal est [31] : 
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(1.29) 
Rs et a sont respectivement le taux de symbole et le facteur de mise en forme (roll-off) 
O<a<l. 
La réponse P(f) est liée à la fonction cosinus surélevé (raised-cosine). 
1· 
' 
p (!)= 1-a Iii 1+a --< <--2T - - 2T (1.30) 
La réponse temporelle de p(t) de Nyquist est [31] : 
(1.31) 
Donc, le filtre de Nyquist a pour rôle de mettre en forme le signal à transmettre et de 
réduire l'interférence entre les échantillons adjacents. Le maximum d'énergie est 
localisé à l'instant t =kT et il réduit l'interférence entre échantillons (Figure 9). 
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P{t) 
(\ P(t-2) \J \4011111----
" \ ,, \ 
1 \ \ 
1 \ 
1 \ 
P(t-1) 
t 
Figure 9 Superposition des échantillons adjacents 
En effet, toutes les réponses temporelles s'annulent pour les instants kT, sauf pour k =O. 
Il faut donc bien choisir l'instant d'échantillonnage. Les réponses fréquentielles des 
filtres d'émission et de réception correspondent en effet à la racine carrée de la réponse 
fréquentielle d'un filtre de Nyquist en cosinus surélevé. Elles vérifient donc l'équation 
suivante: 
(1.32) 
On utilise un filtre de type « square root raised eosine », dont le module de la réponse en 
fréquence Ge(j) a la forme de la racine carrée de l'équation (1.21). 
1.2.8 Diagramme de l'œil 
L'utilisation du diagramme de l'œil permet de contrôler le degré d'lES. En l'absence 
d'lES, l'œil est complètement ouvert. À l'instant de décision, tous les trajets passent par 
deux points seulement en binaire et par M points en M-aire. La Figure 10 montre le 
diagramme de l'œil pour M = 4 niveaux. On remarque qu'à l'instant d'échantillonnage t 
=kT, l'œil est complètement ouvert, ce qui veut dire que l'lES est nul [16]. 
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Figure 10 Diagramme de l'œil 
Donc, le diagramme de l'œil est une superposition de plusieurs symboles reçus sur un 
oscilloscope synchronisé à l'instant d'échantillonnage [16]. Il peut nous renseigner sur 
plusieurs mesures de distorsion (Figure 11) : 
(a) Ouverture verticale: immunité au bruit. 
(b) Ouverture horizontale : immunité au déphasage de 1 'horloge. 
( c) Pente : immunité à la gigue d'horloge. 
( d) Fluctuation du point de passage par zéro : amplitude de la gigue. 
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distorsion 
d'amplitude 
timing jitter 
instant d'échantillonnage optimal 
Figure 11 Imperfection indiquée par le diagramme de l'œil 
1.2.9 Conclusion 
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Au cours de ce chapitre, nous avons vu les principaux blocs de base qui constituent le 
système de communication numérique depuis la source jusqu'à la destination. D'abord, 
à l'émission, l'information est codée, modulée et mise en forme avec filtrage avant 
qu'elle soit transmise sur le canal. Ces opérations sont nécessaires afin de protéger le 
signal transmis contre le bruit et l'évanouissement du canal. Le signal reçu est toujours 
perturbé à cause des interférences entre symboles. Donc, il lui faut d'autres opérations 
de traitement comme le filtrage, l'égalisation, le décodage et la démodulation. Par 
conséquent, le chapitre ll présentera quelques algorithmes d'égalisation linéaires et non 
linéaires et la synchronisation de la phase. 
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CHAPITRE 2 
ALGORITHMES D'ÉGALISATION 
2.1 Introduction 
Les évanouissements causés par les trajets multiples et l'effet du profil de délai 
dégradent les canaux de communications numériques en introduisant des interférences 
entre symboles. Ces phénomènes se manifestent quand la valeur quadratique moyenne 
du profil de délai est significative par rapport à la durée des symboles transmis et se 
traduisent par l'apparition d'un niveau de probabilité d'erreur élevé. 
À la sortie du filtre de Nyquist, après le canal, le symbole qu'on veut extraire se trouve 
perturbé par l'interférence due aux symboles voisins et il n'est généralement pas 
possible de le détecter. Donc, il faut mettre en œuvre des techniques qui réduisent 
l'interférence des symboles voisins sur le symbole courant. Dans de telles situations, la 
performance du système peut être améliorée par l'égalisation adaptative. Plusieurs 
techniques d'égalisation ont été utilisées pour compenser les effets indésirables des 
canaux de transmission à caractéristiques non idéales. Ces techniques servent à ajuster 
les coefficients des filtres. Dans ce chapitre, nous allons traiter de quelques algorithmes 
d'égalisation adaptative, puis des principales techniques d'égalisation et de 
synchronisation de la phase. 
2.2 Stabilité des filtres numériques 
L'opération d'égalisation consiste à définir des solutions optimales avec des structures 
d'égaliseurs stables de longueur finie et des algorithmes d'adaptation qui seront traités 
dans ce chapitre. 
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2.2.1 Filtre à réponse impulsionnelle finie (RIF) 
La sortie du filtre numérique RIF peut s'exprimer comme une combinaison linéaire des 
échantillons présents à son entrée. Les coefficients ci du filtre constituent la réponse 
impulsionnelle du filtre H(z) : 
N 
H ( z) = I c .z- i 
l 
i = 0 
H(z) possède N racines zi dans le plan complexe, appelées les zéros de la fonction de 
transfert H(z). Elle peut s'écrire sous la forme de produit de facteurs : 
N 
H(z)=c0 Il (1-ziz-
1) 
i=l 
(2.1) 
(2.2) 
Les filtres RIF sont toujours stables, c'est pour cela qu'ils sont très utilisés dans les 
systèmes d'égalisation. 
2.2.3 Filtre à réponse impulsionnelle infinie (RH) 
Les filtres RIT conservent une trace des échantillons qui leur ont été appliqués pendant 
une durée infinie, en utilisant une boucle de réaction (filtre récursif) de la sortie sur 
1' entrée. Chaque échantillon de sortie est une combinaison linéaire des échantillons 
présents à l'entrée du filtre et des échantillons précédemment déterminés en sortie du 
filtre. La fonction de transfert d'un filtre RII est un rapport de deux polynômes enz. Les 
racines du numérateur et du dénominateur sont respectivement appelées les zéros et les 
pôles de la fonction de transfert. Soit H(z) la fonction de transfert d'un filtre RIT, on dit 
que H(z) est causale si: 
Reproduced with permission of the copyright owner.  Further reproduction prohibited without permission.
26 
lim{H(z )} ~ c (2.3) 
où c est une constante finie. 
Un filtre RIT causal possédant tous ses pôles et zéros à l'intérieur du cercle unitaire 
JzJ = 1 est appelé filtre à phase minimale. Un filtre numérique RIT anticausal possédant 
tous ses pôles et zéros à l'extérieur du cercle unitaire est appelé filtre à phase maximale 
[6]. 
2.3 Égaliseur linéaire 
Les égaliseurs adaptatifs les plus simples sont construits à partir d'un filtre transversal 
RIF dont les coefficients sont généralement actualisés par des algorithmes du gradient 
stochastique. Pour favoriser la convergence d'un égaliseur, on utilise souvent une 
séquence d'apprentissage, c'est-à-dire une séquence de données connues par le 
récepteur. Ces techniques sont valables lorsqu'il s'agit d'un canal de faibles variations et 
lorsqu'on a une connaissance parfaite des caractéristiques du signal [31]. 
2.3.1 Égaliseur transversal 
C'est un filtre linéaire FIR avec des coefficients ajustables. Il permet de réduire de façon 
considérable les interférences entre symboles. 
Les égaliseurs adaptatifs mettent à jour leurs paramètres sur une base périodique pendant 
la transmission des données. Ainsi, ils sont capables de suivre la variation temporelle de 
la réponse du canal (Figure 12). 
La sortie de l'égaliseur à l'instant kT est donnée par: 
N 
y( kT)= 2:: ci (k)x(kT -iT). 
i=-N 
(2.4) 
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Une telle notation permet de situer le coefficient central à co et est peut être plus adapté à 
un DFE. Si le critère de Nyquist est respecté et que tous les coefficients d'égaliseur sont 
initialisés, la structure transversale peut fonctionner correctement. Par contre, ce type 
d'égaliseur ne permet pas de corriger les distorsions dues aux évanouissements profonds 
des canaux à trajets multiples caractérisés par une forte sélectivité en fréquence de leur 
fonction de transfert [12]. Pour un filtrage linéaire à réponse impulsionnelle finie, 
1' adaptation des coefficients par une méthode du type Newton (algorithme des moindres 
carrés exacts) procure un avantage considérable lors de la phase de convergence initiale 
par rapport à la méthode du gradient stochastique (algorithme des moindres carrés 
moyens) [ 6]. 
Figure 12 Égaliseur transversal 
2.3.2 Égaliseur récursif 
Un égaliseur récursif linéaire est composé de deux filtres : 1 'un est transversal et 1' autre 
est de réponse impulsionnelle infinie. Dans des canaux à phase non minimale, 
1' algorithme LMS présente des inconvénients liés aux raisons de stabilité du filtre RIT. 
La sortie de l'égaliseur peut s'exprimer par (Figure 13).: 
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0 N 
y( kT)== L: c. (k)x(kT- iT) + L: w. (k)y(kT- iT). 
i=-N 1 i==l 1 
(2.5) 
Figure 13 Égaliseur récursif 
2.3.3 Adaptation de forçage à zéro 
Ce type d'adaptation a été développé par Lucky [9], la réponse impulsionnelle du canal-
égaliseur est donnée par l'expression suivante : 
g(k) = L;c.x(k-i) 
. l 
l 
(2.6) 
où ci les coefficients de 1' égaliseur et x(k-i) les échantillons de la réponse du canal. Pour 
un canal dont la réponse est limitée à L échantillons et un égaliseur à N coefficients, la 
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somme dans l'équation 2.6 comprend N+L-1 termes. En introduisant cette notation, la 
sortie de l'égaliseur s'écrit : 
(2.7) 
où a(k) et a(k-i) sont respectivement le bits transmis à l'instant k et k-i. 
Le premier terme de l'équation ci-dessus représente le signal utile, le deuxième est 
l'interférence entre symboles et le troisième terme est le bruit en sortie de l'égaliseur. Le 
but de cet algorithme est de forcer g0 à 1 et chaque coefficient ci (i -:t. 0) annule 
l'échantillon gide l'lES. L'ajustement des coefficients de l'égaliseur par l'algorithme de 
forçage à zéro est donné par : 
* c.(k+l)=c.(k)-,u a (k-i)e(k) 
l l c 
(2.8) 
où f.1.c et a*(k-i) sont respectivement le pas de l'algorithme le conjugué de a(k-i). 
D'après Lucky, cet algorithme peut être simplifié en n'utilisant que les signes des 
arguments: 
c. ( k + 1) = c . ( k) - ,u sgn( a * ( k - i)) sgn( e( k)) . 
l l c 
(2.9) 
où sgn désigne le signe mathématique. 
Cet algorithme est utilisé dans les applications pratiques, notamment dans le domaine 
des communications sans fil. Mais il présente deux inconvénients : il n'est pas basé sur 
une analyse mathématique rigoureuse car il provoque un problème de convergence pour 
les canaux d'évanouissements profonds et il ne minimise pas le rapport signal à bruit 
[12]. 
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2.3.4 Algorithme du gradient stochastique 
Nous allons maintenant présenter l'algorithme d'adaptation du gradient stochastique le 
plus communément utilisé du fait de sa simplicité de mise en œuvre [24]. Soit un 
égaliseur transversal du type FIR dont les coefficients sont présentés par un vecteur c(k), 
de dimension 2N+ 1 tel que : 
a(k) 
canal 
n(k) 
bruit 
égaliseur y(k) 
transversal 1-----1~ =F f--_. â(k) 
Figure 14 Égaliseur transversal dans une chaîne de transmission 
La sortie de l'égaliseur transversal est donnée par l'équation: 
y(k) = x(k)ct (k). 
(2.10) 
2.11) 
où c1 (k) désigne le vecteur transposé de c(k) et x(k) est le vecteur des échantillons 
présents dans l'égaliseur. Le problème est de trouver le vecteur c(k+ 1) qui minimise la 
fonction de coût Jk(c) lorsque son gradient par rapport au vecteur des coefficients est 
nul : 
\lJ(c(k)) = 0. (2.12) 
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où le gradient est défini par le vecteur suivant : 
VJ(c(k)) = [ 8J(c) ... 8J(c) ... àJ(c) ]t 
àc(-N)' 'àc(O)' 'àc(N) 
L'algorithme du gradient stochastique est défini par la relation suivante : 
c(k + 1) = c(k)- Jl V J(c(k)). 
c 
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(2.13) 
(2.14) 
où représente VJ(c(k)) l'estimation stochastique du gradient défini par la relation (2.12) 
et j.!C le pas de l'algorithme. Cet algorithme permet une adaptation itérative des 
coefficients de l'égaliseur. La vitesse de convergence des coefficients vers la solution 
optimale dépend de la valeur du pas d'adaptation. Pour garantir la stabilité de cet 
algorithme, le choix du pas Jlc doit être inférieur à Jlmax [2] avec : 
2 
Jlmax = --2-, Na x 
(2.15) 
où d x et N sont respectivement la puissance du signal à 1' entrée de 1 'égaliseur et le 
nombre de coefficients. La valeur optimale du pas qui permet une convergence rapide 
est donnée par : 
1 
Jlopt = --2- · Na x 
(2.16) 
Généralement, plus le pas est grand, plus la convergence de l'algorithme est rapide mais 
le risque de l'instabilité est grand et vice-versa. Donc, le choix du pas est un compromis 
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entre la vitesse de convergence et le bruit propre à 1' état permanent. Dans ce qui suit, 
nous allons présenter quelques algorithmes du gradient stochastique. 
2.3.4.1 Algorithme adaptatif LMS-DA 
Si la séquence de données est connue par le récepteur, la fonction de coût est égale à 
l'erreur quadratique moyenne entre la sortie de l'égaliseur y(k) et la donnée émise a(k) 
[19]. 
(2.17) 
L'expression des coefficients d'adaptation est donnée par : 
c(k + 1) = c(k)- JI x* (k)[a(k )- y(k )]. 
c 
(2.18) 
Cet algorithme converge vers un minimum global de J, mais lors de l'adaptation des 
coefficients ci, il génère un bruit appelé bruit de gradient. Ce bruit est d'autant plus faible 
que la valeur du pas d'adaptation est petite. En contrepartie, le choix d'un pas 
d'adaptation petit a pour effet de ralentir la vitesse de convergence de l'algorithme [19]. 
2.3.4.2 Algorithme adaptatif LMS-DD 
Dans ce cas, la séquence de données est inconnue, donc on utilise les données décidées 
par le circuit de décision et la fonction objective du coût est donnée par l'expression: 
J LMS-DD (k)= E[/â(k)- y(k)j2 J. (2.19) 
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L'algorithme d'adaptation est défini par : 
c(k + 1) = c(k)- ,u x \k)[â(k )- y(k )] . 
c 
(2.20) 
Cet algorithme est moins performant puisqu'il génère plus de bruit (erreurs de décisions) 
par rapport à celui LMS-DA. De plus, lorsque la fonction de coût possède des 
minimums locaux et que les erreurs de décisions sont nombreuses, alors l'algorithme ne 
converge pas nécessairement vers la solution optimale. C'est la raison pour laquelle cet 
algorithme n'est pas très utilisé durant la phase d'acquisition [19]. 
L'algorithme du gradient LMS est plus performant que celui du forçage à zéro puisqu'il 
minimise l'effet conjoint du bruit additif et de l'lES. Cela est dû au fait que le terme 
a(k-i) est remplacé par x(k) dans le cas de l'algorithme du gradient LMS [12]. 
2.4 Égaliseur adaptatif 
2.4.1 Principe de fonctionnement 
L'égaliseur adaptatif est un filtre transversal composé de ligne de retard kT. Chaque 
intervalle de retard est connecté à un gain variable dont les échantillons seront 
additionnés pour déterminer la sortie du filtre y(k). Les poids ci(k) sont déterminés par 
un processus d'optimisation défini par un algorithme d'adaptation pour la recherche des 
valeurs optimales qui permettent d'éliminer les interférences entre symboles engendrés 
par le canal. Ces coefficients permettent, à partir des échantillons de distorsion combinés 
reproduits lors de la transmission à travers le canal, de reproduire la séquence a(k) des 
symboles d'information transmise après un certain délai. 
Reproduced with permission of the copyright owner.  Further reproduction prohibited without permission.
34 
2.5 Égaliseur non linéaire 
Les égaliseurs non linéaires sont utilisés dans des applications où la réponse 
impulsionnelle du canal est à forte distorsion. Ce type d'égaliseur est connu aussi sous le 
nom d'égaliseur récursif avec décision dans la boucle. 
2.5.1 Égaliseur récursif avec décision dans la boucle (DFE) 
La Figure 14 illustre le schéma synoptique d'un égaliseur récursif avec décision dans la 
boucle. Une amélioration importante des performances des égaliseurs peut être obtenue 
en ajoutant une décision dans la boucle de retour. Le principe de base de cette structure 
[1] est que les symboles âk-l réinjectés dans le filtre arrière sont susceptibles d'éliminer 
une très grande partie des interférences entre le symbole désiré et les symboles 
antérieurs. Cette nouvelle structure est non linéaire. Une erreur de décision fait réinjecter 
des valeurs fausses dans la partie récursive, donc le bruit dans la boucle de retour est 
augmenté au lieu d'être réduit. Ce phénomène de propagation d'erreur dégrade les 
performances du système surtout en présence d'un faible rapport signal à bruit [6, 12]. Si 
l'on supprime la boucle arrière, on se retrouve avec la structure d'un égaliseur linéaire 
qui consiste en un filtre transversal avant (FFF). 
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Figure 15 Égaliseur DFE 
Les coefficients des deux filtres avant et arrière sont déterminés en utilisant 1' algorithme 
du gradient : 
c(k + 1) = c(k)- f.lce(k)w(k). (2.21) 
L'erreur e(k) est : 
e(k) = y(k)- â(k). (2.22) 
La sortie de l'égaliseur y(k) s'écrit: 
0 N 
y(k)= L: c.x(k-l)+L:w;â(k-i). 
-Nl 1 
(2.23) 
où wi sont les coefficients du filtre arrière. 
2.5.2 Probabilité maximale de vraisemblance (MLSE) 
L'objectif de MLSE est de tester les séquences possibles des symboles et de choisir la 
séquence qui a une probabilité maximale de sortie. Un MLSE est utilisé particulièrement 
quand le délai du canal est élevé. Cette méthode est implémentée par l'algorithme de 
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Viterbi [26]. Le schéma fonctionnel d'un récepteur de MLSE basé sur le DFE (boucle de 
décision) est donné à la Figure 15. Le MLSE exige la connaissance des caractéristiques 
de canal afin de calculer la métrique (chemin) pour prendre la décision exacte. Le MLSE 
exige également la connaissance de la distribution statistique du bruit altérant le signal. 
Ainsi, la distribution de probabilité du bruit détermine la forme de la métrique pour la 
démodulation optimale du signal reçu. 
Sortie du canal Séquence estimée 
x 
y(t) {yk} ~ Filtre ... 1 MLSE 1 
.. 
adaotatif 1 1 
A~ 
{si} 
, 
1 délai 1 
+~}- Estimateur ... 
de canal """ 
e(k) A~ 
Figure 16 L'algorithme MLSE dans le circuit de réception 
2.5.3 Algorithme de Godard 
Le premier algorithme aveugle a été proposé par Sato [8] pour les signaux numériques 
modulés en amplitude. Il minimise la valeur de l'erreur quadratique moyenne : 
Jk = y(k)-msgn(y(k)]. (2.24) 
où m est un paramètre qui représente le nombre d'états de la modulation utilisée. 
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L'algorithme de Godard [7] ne nécessite ni la connaissance des données émises, ni celle 
des données décidées. La fonction de coût utilisée, appelée fonction de dispersion 
d'ordre p, est donnée par: 
(2.25) 
où Rp est une constante réelle définie par : 
(2.26) 
La fonction de dispersion d'ordre 2 (p = 2) est :fréquemment utilisée en pratique et 
l'algorithme d'adaptation est alors défini par : 
Après dérivation, on trouve : 
aJP 
c(k +1) = c(k)- ,u --, 
c ac(k) 
c(k + 1) = c(k)- ,u ex* (k)y(k{JyJ(k)2 - R2 ). 
où x*(k) est le conjugué du signal d'entrée x(k) du filtre adaptatif. 
D'après l'équation (2.28), l'algorithme de Godard ne tient pas en considération 
(2.27) 
(2.28) 
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l'erreur de phase du canal et celle de la porteuse. Dans ce cas, l'algorithme est appelé 
CMA (constant modulus algorithm) puisqu'il minimise l'erreur entre la sortie de 
l'égaliseur et la constante R2 définie ci-haut [18]. Il est important de noter que cet 
algorithme ne converge pas vers la solution optimale dû au fait que la fonction définie 
par l'équation 2.25 peut avoir des minimums locaux notamment pour un nombre de 
coefficients restreints de l'égaliseur [19]. 
2.5.4 Algorithme d'adaptation MCMA 
Kil Nam Oh et Yong O. Cin [18] ont proposé des techniques permettant de passer de 
l'algorithme de Godard à l'algorithme MCMA (l'algorithme CMA modifié). Pour une 
dispersion d'ordre (p = 2), la fonction objective J(k) à minimiser est modifiée et ses 
parties réelle et imaginaire sont séparées : 
(2.29) 
où JI(k) et JQ(k) sont respectivement la partie réelle et imaginaire de la fonction objective 
de la sortie de l'égaliseur: y(k) = YJ(k) + iYQ(k). 
Avec: 
yI (k) = El(YI (k)- R2,I ) 2 J 
YQ(k) = E[(y~(k) -R2,Q)2 ]. 
Les constantes Rv et R2,Q sont exprimées par : 
(2.30) 
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(2.31) 
L'algorithme d'adaptation des coefficients complexes pour une structure d'égaliseur 
avant (FFF) est le même que celui de CMA (équation 2.28). Pour une structure 
d'égaliseur arrière, l'algorithme pour l'ajustement des coefficients est: 
~* 
c(k + 1) = c(k) + Jl a (k)e(k). 
c 
(2.32) 
où â* (k) = (â(k-1), ... ,â(k-L))f. 
Avec cet algorithme aveugle à la sortie de l'égaliseur, il reste une erreur de phase, soit 
celle du canal ou celle de la porteuse que l'on doit estimer et compenser. Il est donc 
nécessaire de faire suivre l'égaliseur d'un circuit de récupération de porteuse, 
généralement piloté par un algorithme de type MCMA. 
2.6 Synchronisation 
Pour chaque signal transmis, on peut lui associer un certain modèle de bruit, de 
déphasage et/ou de perte de puissance. Le modèle de canal le plus couramment utilisé 
est le canal à bruit blanc additif Gaussien. Il y a d'autres types de canaux 
d'évanouissement utilisés dans les communications mobiles à haut débit comme celui de 
Rummler, Rice et Rayleigh. 
Reproduced with permission of the copyright owner.  Further reproduction prohibited without permission.
40 
La synchronisation traite divers problèmes d'estimation de paramètres qui doivent être 
résolus pour qu'une chaîne de transmission fonctionne d'une manière satisfaisante. Pour 
une démodulation cohérente, l'estimation de la phase de la porteuse (non modulée) à 
l'entrée du récepteur est primordiale. Cette opération est appelée opération de 
synchronisation de la porteuse. Il peut être résolu de deux manières : 
Soit on superpose au signal utile émis un résidu de porteuse et on estime en 
continu la phase de ce dernier, cette technique implique toutefois une utilisation 
d'énergie importante. 
Soit on extrait la porteuse et 1 'horloge à partir du signal reçu. 
Dans ce qui suit, l'attention sera portée essentiellement sur l'estimation de phase de la 
porteuse. 
2.6.1 Estimation de phase 
On propose deux approches pour la récupération de la phase de la porteuse : 
1. On génère un signal supplémentaire qui permet au récepteur de synchroniser son 
oscillateur local sur la fréquence et la phase du signal transmis. 
2. On estime la phase directement à partir du signal reçu. Cette dernière est la plus 
utilisée pratiquement. 
Le détecteur de phase calcule la distance euclidienne entre le point du signal reçu et les 
M symboles transmis et choisit le point le plus proche de celui du signal reçu. La figure 
16 montre un schéma synoptique d'un démodulateur QAM où deux filtres adaptés sont 
utilisés pour corréler le signal reçu avec une porteuse en quadrature de phase. 
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calcul de 
la distance 
euclidienne 
Figure 17 Schéma synoptique d'un démodulateur QAM 
Considérons une modulation M-QAM où le signal transmis peut s'exprimer par: 
s{t) =A cos (2nf/ + Ht))- B sin (2nfct + $(t)) . 
Ce signal est démodulé par une porteuse en quadrature : 
cc(t) = cos(2ifct + ~(t)) 
cs (t) = -sin(2ifct + ~(t)) . 
41 
(2.33) 
(2.34) 
La multiplication des deux composantes de s(t), respectivement par Cc et c5, suivie d'un 
filtrage passe-bas donne un signal r(t) en phase et en quadrature : 
Reproduced with permission of the copyright owner.  Further reproduction prohibited without permission.
r1 (t) =kA co{ tjJ(t)- cp(t))- k B sin( fjJ(t)- cp(t)) 
rQ (t) = k B co{fjJ(t)- cp(t)) +kA co{fjJ(t)- f/JCt)). 
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(2.35) 
Notons que pour une modulation en amplitude, l'effet de l'erreur de phase 
(,dt/J(t) = rjJ(t) - ~(t)) est de réduire la puissance du signal reçu par un facteur de 
[cos (A@i. Alors une erreur de phase de 10° peut engendrer une perte de 0.13 dB et une 
erreur de 30° induit une perte de 1.25 dB. L'effet de cette erreur est plus sévère sur les 
performances des systèmes utilisant les modulations M-QAM et M-PSK) [24]. On voit 
donc une dégradation des performances suite aux erreurs de phase, d'où l'intérêt d'une 
estimation plus précise avec des méthodes qu'on verra par la suite. Pour estimer la phase 
de la porteuse d'un signal transmis, deux critères sont souvent utilisés dans la littérature 
[24] : 
le critère du maximum de vraisemblance ML (Maximum Likelihood); 
le critère de la probabilité maximale a posteriori MP (Maximum a Posteriori). 
L'approche du deuxième critère considère les paramètres à estimer comme aléatoires, ils 
sont caractérisés par une fonction de densité de probabilité a priori [30]. 
2.6.1.1 Estimation de phase par le critère du maximum de vraisemblance 
Soit un signal reçu r(t) tel que : 
r(t) = s(t- r )+ n(t) 
s(t) = Re[ A exp(J27ifJ )] (2.36) 
où n(t) est le bruit blanc Gaussien additif, r est le délai de propagation dû au canal de 
transmission et A est l'amplitude du signal modulé s(t). 
Le signal r(t) peut s'écrire en notation complexe: 
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r(t) =Re[ A exp(Jt/J) + n(t) exp(J2rcfct )] . (2.37) 
Pour le traitement suivant, on considère que les paramètres tjJ et r sont inconnus et 
déterministes. On suppose que la phase est fixée sur la durée d'observation du signal 
reçu r(t) et qu'une partie des données est connue par le récepteur. 
L'estimation de la phase consiste à maximiser la fonction de vraisemblance [24] 
exprimée par l'expression: 
(2.38) 
où Test la période sur laquelle l'estimation est prise. 
Pour déterminer la valeur de tjJ qui maximise 1' équation, on suppose que le délai rest nul 
et la fonction A s'écrit ainsi : 
A(tft) = exp[--1 J(r(t )Y dt+ 2_ J[r(t )s(t,tjJ)]dt --1 f[s(t,tfJ)]2 dt]. (2.39) 
NoT NoT NoT 
Remarquons que le premier terme de l'équation 2.39 est indépendant de tjJ et le troisième 
terme, qui représente l'énergie du signal, est constant durant l'intervalle T quelle que soit 
la valeur de tjJ. C'est le deuxième terme qui fait intervenir explicitement la phase t/J. La 
fonction A peut s'écrire : 
A (t/J) = c exp[2_ J[r(t )s(t, tjJ) ]dt] . 
NoT 
(2.40) 
où c est une constante. 
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À partir du logarithme de A, on cherche l'estimateur~ de maximum de vraisemblance 
de ç6. 
A 1 (ç6) = _2_ l f[r(t )s(t, ç6) ]dt] , g No T (2.41) 
On remplace s(t) par l'équation (2.33), l'équation (2.38) devient alors: 
A1 (ç6) = 
2
A l f[r(t )cos(21if/ + ç6 )]dt]. 
g No T 
(2.42) 
L'estimation au sens du maximum de vraisemblance s'obtient en annulant la dérivée de 
A par rapport à ç6. 
dAI (ç6) 2Al [ ( ")] J d~ ~ N, j r(t)sin 211[J +if> dt ~ 0, (2.43) 
~ 
ç6 est donnée par : 
{ 
f r(t )sin(21ifct )dt } 
~ = -tg -1 -=-T--:-:--;---.,--f r(t )cos(21ifct )dt · 
T 
(2.44) 
Cette équation fournit l'estimation de la correction de phase basée sur des symboles 
pilotés en acquisition ou des décisions en mode de poursuite. 
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Figure 18 Estimateur ML d'une porteuse non-modulée 
D'après l'équation 2.44, l'estimateur à maximum de vraisemblance de la phase ~ est 
obtenu en supposant que le signal s(t, ifJ) ne porte pas les séquences d'information ak. Si 
s(t, ifJ) contient des séquences d'informations, deux approches ont été proposées dans la 
littérature pour résoudre ce problème. Pour plus de détails, le lecteur peut être référé à la 
référence [24]. Dans la première, à la séquence d'apprentissage ou d'acquisition, on peut 
envoyer une séquence de bits connus par le récepteur. L'algorithme de synchronisation 
qui utilise cette séquence est dit DA. Lorsqu'on utilise les décisions comme s'il 
s'agissait des symboles vrais â(k) = a(k), on parle d'algorithme d'estimation dirigé par 
les décisions DD. On distingue aussi les structures «feedforward» et les structures 
«feedback». La structure «feedforward» obtient 1' estimation du paramètre et la fournit 
ensuite au bloc de correction de phase. Donc, le paramètre est estimé à partir du signal 
reçu et la correction est effectuée par la suite. Par contre, les structures du types 
«feedback» donnent une estimation de l'erreur commise sur le paramètre et fournissent 
une correction à la phase ou au rythme. 
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2. 7 Conclusion 
Une étude théorique des principaux algorithmes d'adaptation relatifs aux égaliseurs 
linéaires et non linéaires a été présentée dans ce chapitre. En plus, quelques critères 
d'estimation de la phase que crée la porteuse sont pris en compte dans cette étude. En 
effet, ces techniques servent à éliminer les IES créées par les canaux d'évanouissements 
et le bruit de phase que génère la porteuse. Dans le chapitre suivant, nous présenterons 
l'étude et la réalisation d'un égaliseur linéaire avec récupération de la phase de la 
porteuse. 
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CHAPITRE3 
ARCHITECTURE PROPOSÉE 
3.1 Introduction 
La plupart des signaux transmis dans un canal sont soumis au bruit blanc, aux lES, de 
plus, le problème de synchronisation de fréquence et de l'horloge se pose. Les récepteurs 
doivent donc être en mesure d'éliminer les interférences avant d'être démodulés, d'où la 
nécessité d'utiliser un égaliseur. Il existe plusieurs formes d'égaliseurs. Au cours de ce 
chapitre, nous allons présenter un modèle de système numérique émetteur-récepteur 
développé sous le logiciel SPW. Ce système utilise un égaliseur linéaire avec 
recouvrement simultané de la phase propre à la porteuse. Après une brève description du 
circuit de l'émetteur, nous avons fait une étude de l'égaliseur conçu ainsi que des 
algorithmes d'adaptation des coefficients et de l'estimation de la phase. 
3.2 Circuit de l'émetteur 
À 1 'émission, les données sont transmises sous forme de symboles de 4 bits 
(n = log2(M)), où M = 16, le nombre de signaux à transmettre avec une modulation 
M-aires de 16 QAM. Le système fonctionne à un taux de symbole (Rs = 10 
Msymboles/s) et avec une fréquence d'échantillonnage de 320 MHz. À la sortie du 
modulateur 16 QAM, nous avons ajouté le bruit pour simuler l'effet de la gigue de la 
phase propre à la porteuse. Ce phénomène est causé par les variations aléatoires de la 
porteuse générée par 1' oscillateur local. Dans le domaine fréquentiel, ce bruit apparaît 
comme une modulation de phase en bande latérale centrée autour de la fréquence 
porteuse fc. La largeur de bande de ce bruit est approximée à 20 KHz et sa puissance est 
à -10 dBW. D'autre part, la transmission des symboles à travers le canal nécessite 
l'utilisation d'un filtre. Ce filtre permet en effet d'adapter les symboles à la bande 
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passante du canal. Deux filtres identiques de même paramètre sont conçus pour être 
utilisés au niveau de l'émetteur et du récepteur. Ces filtres sont du type racine carrée 
d'un cosinus surélevé. Le tableau ci-dessous présente les différents paramètres de 
chacun des blocs utilisé dans l'émetteur. 
Tableau I 
Paramètres de l'émetteur 
Blocs Paramètres 
Modulateur 16 QAM 
Taux de transmission : 10 Msymboles/s 
Fréquence d'échantillonnage: 320 MHz 
Nombre d'échantillons/symbole: 32 
Gigue de phase en degré rms 9.4 
Filtres de mise en forme Nombre de coefficients : 128 
Facteur de mise en forme a: 0.33 
3.3 Récupération d'horloge 
La synchronisation entre 1 'horloge locale et 1 'horloge d'émission est une fonction 
essentielle du récepteur dans les systèmes de transmissions numériques. La récupération 
de la phase de l'horloge d'émission permet de réaliser l'opération d'échantillonnage en 
minimisant l'lES. Dans ce travail, nous n'allons pas étudier la récupération de la phase 
de l'horloge. Nous limiterons notre traitement en utilisant un échantillonneur à l'entrée 
de l'égaliseur à deux fois le taux de symbole et un autre à la sortie de l'égaliseur au taux 
de symbole. La conception de notre égaliseur est basée sur des délais d'une demi-
période d'un symbole. De ce fait, l'échantillonnage à deux fois la cadence des symboles 
est nécessaire à l'entrée de l'égaliseur. Dans le domaine temporel, chaque symbole 
contient 32 échantillons. L'échantillonneur à l'entrée échantillonne le signal à chaque 16 
échantillons. Pour avoir le maximum d'énergie au moment de l'échantillonnage, 
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l'horloge doit être retardée d'une certaine valeur comprise entre 0 et r -1 ( r = 16). Le 
signal sera ensuite échantillonné à l'entrée de l'égaliseur à chaque coup d'horloge. À la 
sortie de l'égaliseur, le signal est échantillonné de nouveau pour restituer les symboles 
reçus sur 32 échantillons. 
3.4 Égaliseur à suréchantillonnage 
L'égaliseur à suréchantillonnage consiste à échantillonner le symbole reçu par un 
nombre plus élevé d'échantillons, mais le choix le plus courant en pratique est d'utiliser 
deux échantillons par symbole qui réalise un compromis entre la complexité de calcul et 
les performances de 1' égaliseur. 
Ce type d'égaliseur possède deux avantages importants: 
1. Il permet le choix avec précision de l'instant d'échantillonnage, car ce dernier 
influe considérablement sur les performances d'un système d'égalisation. 
2. Il possède une structure optimale de réception vu un échantillonnage utilisant 
plusieurs points par durée de symbole, suivi d'un égaliseur synchrone (un 
échantillon par symbole) [6]. 
Le modèle de 1' égaliseur choisi dans ce travail est un égaliseur linéaire à 
suréchantillonnage ou fractionnaire espacé (Figure 18). Les lignes de retard sont 
espacées à une fraction d'intervalle de symbole T. Le coefficient espacé r doit satisfaire 
la condition de la largeur de bande du signal à l'entrée de l'égaliseur, soit !JI< -1-. 
2r 
Dans l'implémentation digitale [25], rest de l'ordre de KT où K et M sont des entiers 
M 
et M > K (en pratique r = .!_ K, M = 2). 
M 
La sortie de l'égaliseur est donnée par : 
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N T 
y(k) = L c.x(t0 +kT-i-) 
i = -N z 2 
(3.2) 
où k, i et N sont des entiers. 
L'égaliseur fractionnaire espacé en vertu de son taux d'échantillonnage peut synthétiser 
une meilleure combinaison de caractéristiques du filtre adapté et de 1' égaliseur T -espacé. 
Ce dernier est très sensible à l'instant d'échantillonnage du signal, alors qu'un FSE 
(fractionnaly spaced equalizer) peut compenser les délais de distorsion sévère et réduire 
le bruit d'amplitude. Ce type d'égaliseur est surtout utilisé pour les canaux à largeur de 
bande étroite et de réponse impulsionnelle inconnue [25]. 
3.5 Structure de l'égaliseur 
La structure d'égaliseur que nous avons réalisé est inspirée du modèle FSE. Il est 
composé de 7 coefficients adaptatifs (c_3, c_2, ... , c3) avec des lignes de retard d'une 
demi-période du symbole pour qu'il s'adapte mieux aux caractéristiques du canal utilisé 
(voir Figure 18). La longueur de ce filtre est de 7 étages, comme le montre l'équation ci-
dessous: 
3 T 
y(k) = L c.x(kT-i-) 
i = -3 l 2 (3.3) 
T T T 
= c _ 3x(kT +3l)+c _ 2x(kT + 22)+ ···+c3x(kT -32) 
Les délais et les coefficients sont complexes. On notera ainsi que le nombre de 
coefficients de l'égaliseur est un facteur de performance déterminé par la longueur de la 
réponse impulsionnelle du canal. 
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Figure 19 Structure de l'égaliseur 
3.6 Algorithme d'adaptation des coefficients ci(k) 
Les coefficients ci(k) s'ajustent au fur et à mesure que les caractéristiques du canal 
changent. L'égaliseur peut se baser sur ses propres décisions pour évaluer les 
coefficients optimaux selon le canal à un moment précis. Ce travail est basé 
essentiellement sur l'algorithme de minimisation de l'erreur quadratique moyenne 
(EQM) avec recouvrement de l'estimation de phase dans les coefficients ci(k) [7]. 
Le principe de l'erreur quadratique moyenne est donné par la fonction objective 
suivante: 
(3.4) 
où z(k) est le kème échantillon du signal démodulé et â(k) la donnée estimée par le circuit 
de décision. La fonction Jk à minimiser est l'espérance mathématique de l'erreur 
quadratique moyenne entre la sortie de l'égaliseur et la donnée estimée. 
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L'allure de la fonction Jk est une parabole à N dimensions possédant un minimum 
global. Pour chercher ce minimum, il faut trouver une combinaison de coefficients qui 
annule la dérivée de la fonction objective Jk par rapport à chacun des coefficients. 
Le signal récupéré à l'entrée du circuit de décision z(k) est: 
z(k) = y(k)e-j~k) (3.5) 
La dérivée de la fonction objective par rapport aux coefficients ci(k) est donnée par 
l'équation 3.6 : 
oJ * 
__!_ = 2E e(k). oe (k) 
oc. OC;(k) 
l 
(3.6) 
où 1 'opérateur * indique le conjugué du signal e(k). 
Donc: 
oe*(k) ~·*(k) 
= ej~(k) uy 
oc. ( k) oc. ( k) 
. l l 
(3.7) 
La sortie de y(k) est donnée par l'équation suivante : 
N T 
y(k) = 2:: c.x(k-i-) 
-Nz 2 
(3.8) 
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avec: 
ay*(k) ax*(k-iT) 
2 
=-----='--
ac. ( k) ac. ( k) 
l l 
L'algorithme des coefficients c{k) est donné par la relation: 
aJ 
c.(k+1)=c.(k)-,u k 
l l cac .(k) 
l 
Après développement des équations ci-dessus, on trouve: 
* T ·~(k) 
ci(k+1)=c.(k)-,u e(k)x (k-i-)e1 
l c 2 
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(3.9) 
(3.10) 
(3.11) 
De façon récurrente, tous les coefficients c{k) sont ainsi déterminés. Ces dernières 
valeurs correspondent donc à un fonctionnement optimal de l'égaliseur. 
3.7 Algorithme d'adaptation de la phase tj(k) 
La minimisation de l'erreur quadratique moyenne est très utilisée pour l'optimisation des 
fonctions dans les systèmes de communications numériques. Elle est aussi utilisée pour 
optimiser la phase du signal reçu en minimisant l'erreur quadratique moyenne. Pour un 
système de communication numérique, idéalement, on devrait avoir à la sortie du circuit 
de décision a(k) = â(k), mais ce résultat est loin d'être obtenu dû aux imperfections de la 
chaîne, du bruit du canal et de l'erreur de la phase de la porteuse. La dérivée de Je, par 
rapport à r/J, s'écrit : 
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aJ c = 2E{Re[e * (k). ae * (k)]} = 2E{Re[e * (k). Bz(k) ]} 
8ifJ(k) 8ifJ(k) 8ifJ(k) (3.12) 
sachant que : 
8z(k) = _ "z(k) 
8ifJ(k) J (3.13) 
En reportant (3.12) dans (3.11), l'algorithme de phase s'écrit: 
(3.14) 
Noter que x*(k) et z*(k) sont respectivement les conjugués de x(k) et z(k). 
Une solution classique aux problèmes de l'lES et du recouvrement de phase consiste à 
utiliser deux dispositifs séparés : un égaliseur adaptatif et une boucle de verrouillage de 
phase (PLL). Cette dernière permet de verrouiller un oscillateur local sur la fréquence et 
la phase du signal appliqué à son entrée. Selon la position du circuit de PLL en aval ou 
en amont de l'égaliseur, nous avons différentes difficultés. En effet, si la boucle de 
verrouillage de phase est placée avant l'égaliseur, il fonctionne difficilement du fait des 
interférences entre symboles. Cependant, celle-ci se comporte comme un bruit parasite 
dégradant les performances du système. Dans le cas contraire, il récupère à la fois les 
interférences et le Doppler. Dans ce cas, aucune boucle de phase n'est nécessaire. Un tel 
système ne peut compenser que des décalages très faibles car la capacité de poursuite 
d'un égaliseur se dégrade rapidement lorsque le nombre de ses coefficients augmente. 
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La capacité de poursuite d'un égaliseur adaptatif se dégrade lorsqu'il y a une variation 
rapide de phase qui affecte de la même manière les coefficients du filtre d'égaliseur et en 
particulier lorsque le nombre de ses coefficients augmente [ 6]. 
Pour remédier à toutes ces difficultés citées dans la problématique, nous avons considéré 
le problème dans sa totalité : estimation conjointe de l'égaliseur et de la phase de la 
porteuse. En d'autres termes, cette estimation conjointe est composée de deux 
algorithmes couplés : les coefficients c(k) de l'égaliseur et l'estimation de phase fj(k). 
Donc, on fait apparaître explicitement un paramètre global d'estimation de phase dans 
l'algorithme des coefficients c(k) afm de ralentir la vitesse de variation des paramètres 
de l'égaliseur. Cela veut dire qu'il faut introduire un algorithme de récupération de 
phase affectant tous les coefficients de l'égaliseur. 
Le pas d'égalisation Il (!.le ou Il~) détermine la vitesse de convergence de l'adaptation. 
Si le pas d'égalisation est grand, il permet d'avoir une convergence plus rapide. Par 
conséquent, il peut avoir un risque de non convergence. Si le pas est petit, l'algorithme 
peut converger vers une solution optimale avec un temps de convergence plus grand par 
rapport au cas précédent. 
3.8 Conclusion 
Nous avons présenté dans ce chapitre la structure de l'émetteur basée sur la modulation 
16 QAM. Le choix des paramètres liés à l'émetteur tels que le nombre de coefficients et 
le facteur de mise en forme des filtres, la puissance et la largeur de bande du bruit de 
phase est important pour le bon fonctionnement du système. D'autre part, la 
récupération d'horloge demeure un point crucial dont il faut tenir compte. 
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CHAPITRE4 
RÉSULTATS ET ANALYSE DES PERFORMANCES 
Ce chapitre présente les résultats de simulation d'un égaliseur aveugle linéaire avec 
recouvrement conjoint de la phase de la porteuse dans le système 16 QAM décrit 
précédemment. La Figure 19 montre le schéma synoptique du système conçu sous le 
logiciel SPW. La première partie de ce chapitre présente les résultats des simulations 
effectuées avec l'algorithme de récupération de la phase sans canal de transmission. Ceci 
a pour but de tester le fonctionnement de l'algorithme et d'ajuster ses paramètres (pas, 
bande passante et puissance du bruit de phase). Ensuite vient la présentation des 
performances obtenues en considérant le canal de transmission. 
4.1 L'algorithme de récupération de la phase sans canal de transmission 
Le système conçu fonctionne avec une fréquence d'échantillonnage de 320 MHz et un 
taux de transmission de 10 Msymboles/sec. L'estimation de la phase ~(k)dépend de 
trois paramètres : le pas de l'algorithme Jlrp, la puissance et la largeur de bande du bruit 
de la phase générée à l'émetteur par le bloc du bruit de phase. Pour simuler l'effet du 
bruit de phase, on a choisi une largeur de bande de 20KHz et un pas d'optimisation de 
0.07. Le circuit de récupération de la phase est montré à la Figure 20 Il contient la 
modulation 16 QAM avec le bruit de phase en émission, le circuit de décision et 
1' algorithme de récupération de la phase en réception. 
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Figure 21 Schéma synoptique du circuit de récupération de la phase 
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Pour montrer le bon fonctionnement du circuit, la Figure 22 montre une constellation 16 
QAM en présence d'un bruit de phase et une autre constellation obtenue avec la 
récupération de la phase. La puissance du bruit choisie est de - 40 dB 
__ ,,r~· 
-+., 
+ + 3 + 
+ 2 2 
+ ...;. + 
-2 -1 2 -3 -2 -1 2 4 
-1 + -1 + 
-2 -2 "">"~ T 
+ + -3 + 
-4 
Figure 22 Constellations de bruit de phase et de sa récupération 
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Le bruit de phase a un grand effet sur la rotation des points de la constellation, donc la 
puissance du signal reçu diminue et la probabilité d'erreur par bit (BER) augmente. La 
figure 23 montre le signal du bruit de phase pour une puissance de -5 dB. La première 
courbe à partir d'en haut représente le bruit de phase à l'émission en degré. La deuxième 
courbe montre le bruit de phase en émission en radian, et la dernière donne l'estimation 
du bruit de phase en réception. Il est clair, d'après cette figure, que l'algorithme de 
récupération de phase avec la méthode basée sur la minimisation de l'EQM fonctionne 
convenablement puisque les deux signaux sont identiques malgré la puissance élevée du 
bruit. 
Figure 23 Bruit de phase en émission et son estimation en réception 
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4.2 Choix des paramètres de l'algorithme d'égalisation 
Afin de fixer les paramètres de l'égaliseur, nous avons effectué des simulations en 
considérant un évanouissement du canal de 15 à 20 dB. Le but de cette première étape 
est d'ajuster les paramètres de tout le système comprenant l'émetteur et le récepteur. Ces 
paramètres sont le pas de l'algorithme d'égalisation, le coefficient a (Roll-Off) et le 
nombre de coefficients des filtres de mise en forme, l'instant d'échantillonnage, etc. Le 
premier choix du paramètre Ile était fixé à 10-5. Cependant, après l'ajustement précis de 
tous les paramètres, le choix de fle a été changé afin d'avoir de meilleurs résultats. Pour 
que l'égaliseur fonctionne correctement et converge vers une solution globale optimale 
avec un grand nombre d'itérations (plus d'un million), le pas d'adaptation f1c est choisi 
pour une valeur de 10-3 en utilisant l'algorithme du gradient de minimisation de l'EQM 
Une fois le pas de l'algorithme choisi, on initialise tous les coefficients de l'égaliseur à 
0, sauf la partie réelle du coefficient central qui est initialisée à 1. Les coefficients c(k) et 
l'erreur e(k) s'adaptent à chaque 16 échantillons car le signal d'entrée d'égaliseur est 
échantillonné à deux fois le taux de symbole, soit 16 échantillons avec un retard qui 
varie entre 5 et 8 échantillons à l'intérieur des deux échantillonneurs. Le nombre de 
coefficients des filtres du type racine carrée de cosinus surélevé en émission et en 
réception est de 128. 
4.3 Diagramme de l'œil 
Pour montrer les performances de l'égaliseur avec recouvrement simultané de la phase 
en fonctionnement réel, nous avons généré un bruit de phase de -10 dB (9.4° rms) à 
l'émission et utilisé un canal de transmission avec un évanouissement de 28 dB. La 
Figure 24 montre les résultats obtenus. 
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Figure 24 Diagramme de l'œil et Constellation 
On remarque, dans la courbe gauche de la figure, que le diagramme de l'œil est bien 
ouvert, ce qui indique qu'il n'y a pas d'interférences entre symboles à la sortie d'un 
égaliseur. Ceci est montré également dans la courbe droite de la figure qui montre la 
constellation obtenue à la réception. 
61 
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4.4 Erreur quadratique moyenne (EQM) 
Dans tout système de communication numérique, l'objectif est de transmettre 
l'information avec le minimum d'erreurs possible. Afin de quantifier cette erreur, on 
peut utiliser l'erreur quadratique moyenne (EQM). La figure 25 montre la courbe de 
l'EQM en fonction du nombre d'itération, obtenue avec un évanouissement de canal de 
28 dB, une puissance de bruit de -10 dB et un pas de 1' algorithme de Jl = 1 o-3. 
10 
200000 400000 600000 800000 
t 
1000000 
or----+----4---~----~----r----+----+---~----~--~ 
-10 
-20 
-30 
-40 
EQM 
Figure 25 EQM de 28 dB d'évanouissement et bruit de phase de -10 dB 
On remarque que dans les premières itérations, l' EQM décroît rapidement pour atteindre 
la valeur de -20 dB en 20 000 itérations. Ensuite, l'erreur diminue lentement pour 
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arriver à -33.6 dB en 1 000 000 d'itérations. Le Tableau II montre les résultats obtenus 
del 'EQM avec un égaliseur sans bruit de phase pour un million d'itérations. 
Tableau II 
Égalisation de canal sans bruit de phase 
Gain de Évanouissement EQM 
réflexion~ du canal (dB) (dB) 
0.80 13.98 -57.90 
0.85 16.48 -57.40 
0.86 17.07 -57.30 
0.87 17.72 -57.20 
0.88 18.42 -53.60 
0.89 19.17 -52.80 
0.90 20.00 -52.10 
0.91 20.91 -50.70 
0.92 21.94 -49.70 
0.93 23.09 -47.60 
0.94 24.43 -44.40 
0.95 26.02 -40.10 
0.96 27.96 -36.30 
0.965 29.19 -34.10 
0.968 29.90 -31.30 
0.97 30.46 -29.60 
0.977 32.76 -22.70 
0.979 33.55 -20.00 
0.98 33.98 -19.50 
0.982 34.90 -17.30 
D'après ces résultats, l'erreur quadratique moyenne augmente au fur et à mesure que 
l'évanouissement du canal augmente. Ainsi, pour un évanouissement de 14 dB, on 
obtient une erreur de -57.90 dB. À partir de 34 dB d'évanouissement, l'EQM devient 
supérieure à -20 dB. 
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4.4 Égalisation de canal 
Afin de montrer les performances du système, nous avons fait une étude comparative en 
considérant les cas suivants : 
1. Absence du bruit de phase à l'émission avec recouvrement de phase dans 
1' égaliseur. 
2. Absence du bruit de phase à l'émission sans recouvrement de phase dans 
1 'égaliseur. 
3. Présence du bruit de phase à l'émission avec recouvrement de phase dans 
l'égaliseur. 
4. Présence du bruit de phase à l'émission sans recouvrement de phase dans 
l'égaliseur. 
Dans chacun des cas, nous avons considéré deux pas différents : /-II = 1 o-3 et f-12 = 1 o-5. 
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4.4.1 Égalisation avec recouvrement de phase en l'absence du bruit 
Le Tableau III donne les résultats trouvés dans le cas d'un égaliseur sans bruit de phase 
avec la phase connectée. 
Tableau III 
EQM avec recouvrement de phase en l'absence du bruit 
Gain de Évanouissement EQM EQM 
réflexion p du canal (dB) 111=10-3 112=10-5 
0.80 13.98 -57.90 -43.50 
0.85 16.48 -57.40 -43.50 
0.86 17.07 -57.30 -42.80 
0.87 17.72 -57.20 -40.50 
0.88 18.42 -53.60 -40.50 
0.89 19.17 -52.80 -40.30 
0.90 20.00 -52.10 -40.00 
0.91 20.91 -50.70 -38.00 
0.92 21.94 -49.70 -37.60 
0.93 23.09 -47.60 -36.70 
0.94 24.43 -44.40 -35.00 
0.95 26.02 -40.10 -32.10 
0.96 27.96 -36.30 -27.20 
0.965 29.19 -34.10 -25.60 
0.968 29.90 -31.30 -22.30 
0.97 30.46 -29.60 -19.70 
0.977 32.76 -22.70 -10.40 
0.979 33.55 -20.00 -5.00 
0.98 33.98 -19.50 -4.86 
0.982 34.90 -17.30 -4.68 
Nous constatons que pour un pas 111=10-3, l'EQM limite est inférieure à celle obtenue 
pour f12=10-5, de 5 à 15 dB. La figure 26 montre bien ce résultat. 
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On remarque, d'après cette figure, que pour que le système utilisant un pas de 10-5 arrive 
aux même performances que celles, obtenues avec un pas de 1 o-3, il doit utiliser un 
nombre d'itérations 10 fois plus grand. Donc, la convergence de l' EQM dans le premier 
cas nécessite moins d'itérations pour arriver au minimum global de la fonction objective. 
Pour mettre en évidence l'effet du pas de l'algorithme sur les performances du système, 
la figure 27 illustre les deux courbes de l'EQM en fonction du nombre d'itérations pour 
chacun des pas J-L1 = 10-3 et J-Lz=l0-5• Les courbes sont obtenues dans le cas d'un 
évanouissement du canal de 28 dB. 
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On constate que l'erreur quadratique moyenne utilisant un pas de 10-3 converge plus 
rapidement par rapport à celle utilisant un pas de 1 o-s, et ce à partir des premières 
itérations. 
4.4.2 Égalisation sans recouvrement de phase en l'absence du bruit 
Le Tableau IV donne les résultats trouvés dans le cas d'un égaliseur sans recouvrement 
de phase en l'absence du bruit. 
Reproduced with permission of the copyright owner.  Further reproduction prohibited without permission.
68 
Tableau IV 
EQM sans recouvrement de phase en l'absence du bruit 
Gain de Évanouissement EQM EQM 
réflexion f3 du canal (dB) /li=J0-3 112=10-5 
0.80 13.98 -57.40 -54.90 
0.85 16.48 -57.40 -54.90 
0.86 17.07 -57.10 -54.75 
0.87 17.72 -57.00 -54.40 
0.88 18.42 -53.10 -54.00 
0.89 19.17 -52.50 -45.90 
0.90 20.00 -52.40 -45.50 
0.91 20.91 -50.30 -45.50 
0.92 21.94 -49.00 -45.00 
0.93 23.09 -47.70 -43.00 
0.94 24.43 -44.00 -39.70 
0.95 26.02 -40.30 -35.30 
0.96 27.96 -38.30 -29.60 
0.965 29.19 -38.20 -25.40 
0.968 29.90 -31.60 -6.44 
0.97 30.46 -29.50 -5.20 
0.977 32.76 -23.00 -4.34 
0.979 33.55 -21.00 -4.10 
0.98 33.98 -19.00 -3.94 
0.982 34.90 -17.00 -3.43 
Les résultats obtenus sont semblables à ceux du Tableau III (égalisation de canal avec 
recouvrement de phase en absence du bruit) pour le pas 111=10-3• La seule différence 
réside dans le cas où l'évanouissement du canal est inférieur à 26 dB. Ceci est dû au fait 
qu'à de petits évanouissements, l'erreur de phase introduite par le canal est petite. Dans 
ce cas, l'égaliseur n'a pas besoin de l'estimation des phases pour adapter ses 
coefficients. La figure 28 illustre bien ces remarques. 
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La Figure 29 illustre l'erreur quadratique moyenne sans recouvrement de phase et en 
1' absence de bruit. 
-40 
EQM 
500000 
Figure 29 EQM sans recouvrement de phase en l'absence du bruit 
On remarque, d'après les courbes de cette figure, que les performances obtenues sont 
semblables à celles présentées à la figure 27. En effet, lorsque que nous avons des 
évanouissements inférieurs à 30 dB, l'erreur de phase introduite par le canal est petite. 
Dans ce cas, 1' égaliseur n'a pas besoin de réaliser le recouvrement de phase. 
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4.4.3 Égalisation avec recouvrement de phase en présence du bruit 
Le Tableau V donne les résultats trouvés dans le cas d'un égaliseur avec recouvrement 
de phase en présence de bruit. 
Tableau V 
EQM avec recouvrement de phase en présence du bruit 
Gain de Évanouissement EQM EQM 
réflexion fJ du canal (dB) /11=10-3 /12=10-5 
0.80 13.98 -42.00 -41.50 
0.85 16.48 -42.00 -41.50 
0.86 17.07 -42.00 -41.50 
0.87 17.72 -42.00 -41.50 
0.88 18.42 -42.00 -41.50 
0.89 19.17 -41.10 -41.30 
0.90 20.00 -40.00 -39.90 
0.91 20.91 -39.40 -38.00 
0.92 21.94 -39.20 -37.60 
0.93 23.09 -39.00 -36.70 
0.94 24.43 -37.10 -35.00 
0.95 26.02 -35.30 -32.00 
0.96 27.96 -32.70 -27.60 
0.965 29.19 -31.20 -24.50 
0.968 29.90 -29.10 -20.80 
0.97 30.46 -27.80 -18.80 
0.977 32.76 -21.30 -11.60 
0.979 33.55 -19.30 -8.60 
0.98 33.98 -18.30 -8.42 
0.982 34.90 -16.20 -5.23 
On s'intéressera particulièrement, lors de l'analyse des performances, aux cas 
d'évanouissements profonds allant de 29 à 35 dB. Les résultats obtenus nous montrent 
l'efficacité de l'égaliseur en présence du bruit. D'abord, pour un grand pas 
Reproduced with permission of the copyright owner.  Further reproduction prohibited without permission.
72 
d'optimisation Jli et dans le cas d'évanouissements supérieurs à 28 dB, les résultats des 
deux tableaux ill et V, en terme d'erreur quadratique moyenne, sont pratiquement 
similaires avec une différence de 2 à 3 dB seulement. Par contre, si l'évanouissement du 
canal est inférieur à 28 dB, l'égaliseur converge avec une vitesse très lente pour atteindre 
une valeur d'EQM de -42 dB après un million d'itérations, voir Figure 30. Les résultats 
obtenus s'expliquent par le fait que, quand le pas d'adaptation Jli = 1 o-3 est grand, cela 
veut dire que la largeur de bande de l'égaliseur est grande par rapport à celle du bruit. 
L'égaliseur dans ce cas arrive à suivre les variations du bruit par l'intermédiaire de 
1' estimation du bruit de phase estimé~ . 
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Figure 30 EQM en fonction de l'évanouissement avec recouvrement 
de phase en présence du bruit 
Si nous comparons les résultats obtenus au Tableau V pour les deux pas JL1=10-3 et 
JL2=10-5 avec des évanouissements du canal supérieurs à 28 dB, nous constatons une 
différence de 7 à 11 dB en terme d'erreur quadratique moyenne et de convergence. 
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En conclusion, la convergence de 1' égaliseur dépend de la valeur de sa largeur de bande 
en présence du bruit de phase. Si elle est grande par rapport à celle du bruit, l'égaliseur 
converge bien, par contre si elle est petite, l'égaliseur devient moins performant. Si les 
évanouissements du canal sont inférieurs à 28 dB, les résultats obtenus, avec les deux 
pas, diffèrent légèrement. La Figure 30 illustre bien ce résultat. 
La Figure 31 montre que l'erreur quadratique moyenne utilisant un pas de 10-3 converge 
beaucoup plus rapidement par rapport à celle utilisant un pas de 10-5, et ce à partir des 
premières itérations. Ceci est dû au fait que plus la largeur de bande de l'égaliseur est 
grande par rapport à celle du bruit, plus l'égaliseur peut facilement annuler le bruit de 
phase engendré à son entrée, donc sa convergence est meilleure. 
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Figure 31 EQM avec recouvrement de phase en présence du bruit 
4.4.4 Égalisation en présence du bruit sans recouvrement de phase 
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Le Tableau VI donne les résultats trouvés dans le cas d'un égaliseur sans recouvrement 
de phase en présence du bruit. 
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Tableau VI 
EQM sans recouvrement de phase en présence du bruit 
Gain de Évanouissement EQM 
réflexion p du canal (dB) J12=J0-5 
0.80 13.98 -40.30 
0.85 16.48 -40.30 
0.86 17.07 -40.30 
0.87 17.72 -38.90 
0.88 18.42 -38.60 
0.89 19.17 -37.10 
0.90 20.00 -29.70 
0.91 20.91 -29.00 
0.92 21.94 -28.50 
0.93 23.09 -25.70 
0.94 24.43 -21.70 
0.95 26.02 -16.50 
0.96 27.96 -9.90 
0.965 29.19 -7.04 
0.968 29.90 -5.83 
0.97 30.46 -5.55 
0.977 32.76 -5.29 
0.979 3.55 -5.02 
0.98 3.98 -4.97 
0.982 34.90 -4.87 
Pour analyser ces résultats, nous comparons les résultats des tableaux V et VI avec un 
pas de 1 o-s. Dans cette analyse, on considère deux cas différents : 
1. Lorsque la phase est connectée à l'égaliseur linéaire avec recouvrement 
simultané de la phase. Dans ce cas, 1' égaliseur est capable de suivre les variations 
rapides de bruit de phase et l'égaliseur converge (voir Figure 31 ). 
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2. Lorsque la phase est déconnectée de l'égaliseur, ce dernier n'effectue plus de 
recouvrement de la phase. Il converge, dans ce cas, avec une vitesse plus lente 
par rapport au premier cas. 
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Figure 32 EQM en fonction de l'évanouissement avec et sans 
recouvrement de phase en présence du bruit 
Dans le cas d'un pas de l'égaliseur de 10-\ celui-ci diverge complètement. Pour régler 
ce problème, nous avons diminué le pas de l'algorithme de phase de 0.07 à 0.001. Dans 
ce cas, on obtient une convergence, mais 1' erreur quadratique moyenne ne dépasse pas 
-4 dB, quel que soit l'évanouissement du canal. Les résultats obtenus sont prévisibles, 
car lorsque le pas de l'algorithme de phase est égal à 0.07, l'égaliseur diverge, vu que la 
largeur de bande du bruit de phase est supérieure à celle de l'égaliseur. Ce dernier ne 
peut pas éliminer le bruit de phase sur toute sa largeur de bande sans recouvrement de 
phase. Ceci cause alors la divergence de l'égaliseur. Par contre, lorsque nous avons 
diminué la valeur du pas à 10-3, les largeurs de bandes de l'égaliseur et celle du bruit de 
phase sont devenues égales et l'égaliseur converge vers une valeur très faible de l'erreur 
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quadratique moyenne (-4 dB). Ce résultat s'explique par le fait que l'égaliseur converge 
et suit les variations du bruit de phase, sauf qu'il n'a pas la possibilité d'éliminer le bruit 
de phase généré à l'émission puisque la phase estimée est déconnectée de l'égaliseur et 
le pas ,uq~n'est pas bien ajusté par rapport à sa valeur initiale de 0.07. 
La figure 33 montre l'efficacité d'utilisation de l'algorithme de recouvrement de phase 
dans l'égaliseur en présence du bruit. 
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Figure 33 EQM avec et sans recouvrement de phase en présence du bruit 
Comme expliqué dans la section 4.4.3, lorsque la largeur de bande de l'égaliseur est 
supérieure à celle du bruit, l'égaliseur converge correctement avec le recouvrement de 
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phase. Cependant, dans le cas contraire, 1' égaliseur peut converger sans recouvrement de 
phase mais les performances obtenues sont nettement plus faibles. Voir la Figure 33. 
4.5 Conclusion 
Au cours de ce chapitre nous avons présenté la performance de l'égaliseur en présence et 
absence de bruit de phase et connectant et déconnectant l'estimation de la phase à 
l'égaliseur. Nous avons analysé et interprété les résultats obtenus dans des conditions de 
fonctionnement contraignantes en considérant des niveaux de puissance de bruit de 
phase élevés avec des largeurs de bande importantes. 
Il apparaît clairement que le système conçu pour réaliser simultanément l'égalisation 
aveugle et le recouvrement de la phase peut fonctionner de manière satisfaisante jusqu'à 
des évanouissements du canal de 35 dB. Les performances obtenues ont été comparées à 
celles d'un égaliseur aveugle classique et on a obtenu une amélioration allant jusqu'à 
10 dB en terme d'erreur quadratique moyenne (Figure 32). 
' 
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CONCLUSION GÉNÉRALE 
Avec le développement des systèmes numériques de communications sans fil, de plus en 
plus d'applications adoptent ce support et on assiste à une explosion de la demande en 
termes de débit de transmission. Dans ce contexte, l'augmentation de 1' efficacité 
spectrale est devenue un facteur majeur pour répondre à ce besoin. Dans cette 
perspective, nous avons étudié et conçu un système qui permet de réaliser, 
simultanément, une égalisation aveugle afin d'éliminer les IES, et le recouvrement de la 
phase de la porteuse, afin d'immuniser l'égaliseur contre les effets de bruit de la phase. 
En effet, l'utilisation d'une égalisation aveugle a pour avantage de ne pas nécessiter de 
séquences d'entraînement. Ceci permet d'utiliser toute la bande de fréquence pour ne 
transmettre que de l'information utile. 
Dans notre travail, nous avons considéré deux approches. La première considère un 
égaliseur suivi d'un étage de recouvrement de phase et la deuxième approche utilise un 
égaliseur linéaire avec recouvrement simultané de la phase. Dans le premier cas, les 
coefficients de 1' égaliseur et ceux de la phase sont indépendamment adaptés et 
1' égaliseur ne tient pas compte de la correction de la phase. Dans le deuxième cas, les 
deux coefficients sont conjointement estimés. 
La première étape des simulations a porté sur le choix des paramètres du système de 
transmission et de réception en supposant qu'il n'y a pas de bruit de phase. Ces 
paramètres sont: le pas de l'algorithme, l'instant d'échantillonnage, le nombre de 
coefficients de l'égaliseur avec leur initialisation, le facteur de mise en forme et le 
nombre de coefficients des filtres d'émission et de réception. 
Dans l'étape suivante, nous avons conçu l'égaliseur qui réalise simultanément le 
recouvrement de phase en présence d'un bruit en émission. Avec cette structure, notre 
système fonctionnait adéquatement jusqu'à un évanouissement du canal de -35 dB pour 
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un bruit de phase de -10 dBm dans une largeur de bande de 20 KHz. Comparé à un 
système qui utilise séparément une égalisation et un recouvrement de phase, notre 
système démontrait une performance supérieure, en terme d'erreur quadratique 
moyenne, allant jusqu'à 10 dB pour des évanouissements profonds du canal. 
Travaux futurs 
Suite à ce travail, voici quelques suggestions de travaux qui peuvent faire l'objet de 
projets de recherche. On recommande ainsi: 
1. Conception d'un système qui utiliserait, en plus du recouvrement simultané de la 
phase, un recouvrement de l'horloge. 
2. Appliquer cette approche aux modulations QAM d'ordre supérieur (32, 64, 256, 
1024) ainsi qu'aux autres types de modulation et étudier le comportement de ce 
système dans ces conditions. 
3. Étudier les performances de cette approche pour un égaliseur DFE. 
Il serait intéressant de réaliser une implémentation matérielle du système conçu afin de 
vérifier pratiquement les performances obtenues. 
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Control automatique du gain (AGC) 
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Algorithme d'adaptation des coefficients c(k) 
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