Abstract. This paper is concerned with the asymptotic stability of the initial-boundary value problem of a singular PDE-ODE hybrid chemotaxis system in the half space R+ = [0, ∞). We show that when the non-zero flux boundary condition at x = 0 is prescribed and the initial data are suitably chosen, the solution of the initial-boundary value problem converges, as time tend to infinity, to a shifted traveling wavefront restricted in the half space [0, ∞) where the wave profile and speed are uniquely selected by the boundary flux data. The results are proved by a Cole-Hopf type transformation and weighted energy estimates along with the technique of taking the anti-derivative.
Introduction
This paper is concerned with the following PDE-ODE hybrid chemotaxis model
which was proposed in [18] to describe interaction between signaling molecules vascular endothelial growth factor (VEGF) and vascular endothelial cells during the initiation of tumor angiogenesis (see also in [2, 3] ), where u(x, t) and c(x, t) denote the density of vascular endothelial cells and concentration of VEGF, respectively. The parameter D denotes the cell diffusion rate, ξ > 0 is referred to as the chemotactic coefficient measuring the strength of chemotaxis and µ > 0 denotes the degradation rate of the chemical VEGF. Note that the chemical diffusion is neglected since it is far less important than its interaction with endothelial cells (cf. [18] ). Among other things, the system (1.1) can be regarded as a particular form of the wellknown Keller-Segel system (cf. [16] ) describing the propagation of traveling wave band formed by bacterial chemotaxis observed in the experiment of Adler [1] where u denotes the bacterial density and c the concentration of nutrients. A distinguishing feature of the chemotaxis system (1.1) lies in the singular logarithmic sensitivity based on the Weber-Fechner law (cf. [16] ). The mathematical derivation such kind of chemotaxis models has been previously given in [17, 36] . As a major phenomenon observed in the various experiments for chemotaxis (cf. [1, 8, 45] ), the traveling wave has become one of the most genuinely interesting research topics in chemotaxis and a large amount of pivotal theoretical works have been developed (cf. [11, 12, 33, 35, 39, 40, 42] ). By convention, traveling wave solution of (1.1) is a non-constant smooth solution over R = (−∞, +∞) in a self-similar ansatz in the form of (u, c)(x, t) = (U, C)(z), z = x − st, x ∈ (−∞, ∞) with (general) boundary conditions (i.e. asymptotic states) U (±∞) = u ± , C(±∞) = c ± , U ′ (±∞) = C ′ (±∞) = 0, where ′ = d dz , z is called the moving coordinate and s > 0 is the wave speed. In addition the asymptotic states u ± ≥ 0, c ± ≥ 0 due to their biological nature. Upon a substitution of the above wave ansatz into (1.1), (U, C) satisfies
In view of the second equation of (1.2) and the fact µ > 0, we have C ′ ≥ 0, which implies c + > 0. This, along with C ′ (+∞) = 0, yields u + = 0. With these observations and the special structure of ODE system (1.2), one can solve the solution (U, C) explicitly as (see [42] ) (1.4) From the afore-mentioned results, we find that there are two free (arbitrary) parameters u − and c + , which in turn indicates that the system (1.1) may have infinite many traveling wave profiles over (−∞, ∞). This is, however, unrealistic for a practical problem. Hence one immediate question concerned is how the free parameters u − and c + can be determined ? Since the above traveling wave solution in the whole space R = (−∞, ∞) propagates from the left to the right, it has been assumed that the source/force driving the traveling waves comes from the place at −∞, which is not physical since the site where the source/force is placed could not be infinitely far for a realistic problem. Most of (if not all) real experiments are indeed completed in various confined apparatuses. For instance, the experiment finding the chemotactic traveling waves of bacterial in the celebrated work [1] was performed in a capillary tube, and the one observing the rippling wave patterns of myxobacteria was done in a gasket apparatus [45] . This motivates us to consider the problem in the half space with a physical boundary and see if the free parameters appearing in the traveling wave profiles can be determined by the prescribed boundary conditions, and furthermore investigate whether the solution of the resulting initial-boundary value problem converges to any traveling wave profile (i.e. stability of traveling waves). Toward this end, in this paper, we consider the system (1.1) for (x, t) ∈ R + × R + where R + = [0, ∞), with the following initial and boundary conditions (u, c)(
(Du x − ξu(ln c) x )(0, t) = η(t), t ∈ R + (1.6) where c + > 0 and η(t) is a function of time t convergent at ∞:
(1.7)
Note that no boundary condition is imposed for the solution component c since its equation is just an ODE without a spatial structure. The boundary condition (1.6) means that cell density has a non-zero flux across the boundary. This is indeed the case in view of the process that the model (1.1) describes: migration of vascular endothelial cells (denoted by u) towards the signaling molecules VEGF (cf. [18] ) (denoted by c) where the vascular endothelial cells come from the blood in the vessel by crossing the vessel wall. Hence if we regard the vessel wall as the physical boundary of our problem, then the non-zero flux boundary as (1.6) is a natural choice. It is the purpose of this paper to exploit the asymptotic behavior of solutions of (1.1) with (1.5)-(1.6). Specifically we shall prove that the solution of (1.1) with (1.5)-(1.6) on [0, ∞) will approach the traveling wave solution of (1.1) in (−∞, ∞) restricted on [0, ∞) where the asymptotic state u − and wave speed will be uniquely determined by the asymptotic boundary datum η − and the parameter c + is nothing but the asymptotic state of initial value c 0 as x → ∞. In other words, though the system (1.1) has infinite many traveling waves profiles over (−∞, ∞), the solution of (1.1) over half space with initial-boundary conditions (1.5)-(1.6) will converge to a uniquely selected traveling wavefront profile. Our results will not only address the determination of free parameters, but also assert that the movement of vascular endothelial cells in the initiation of tumor angiogenesis (cf. [18] ) can stabilize into a traveling wavefront profile with a unique wave speed.
To exploit the stabilization problem depicted above, one has to overcome some obstacles appearing in the analysis of the model (1.1). One is the singularity at c = 0 in the first equation of (1.1). This singularity has its biological and mathematical grounds (cf. [15, 36] ) and is irreplaceable to generate traveling wave patterns (cf. [29] ) although it brings great challenges to the stability analysis of traveling wave solutions. The other is the second equation of (1.1) is an ODE lacking a spatial structure and as a result the regularity of solution component c may be problematic. Hence working on the system (1.1) directly will be rather difficult. In this paper, as usual, we break these barriers by employing a Cole-Hopf type transformation (cf. [36, 43] 8) which turns the system (1.1) into a parabolic-hyperbolic system without singularity
with χ = µξ > 0. The initial-boundary conditions (1.5)-(1.6) become
where v + = − 1 µ lim x→+∞ c 0x c 0 = 0. Therefore our plan is to work on the transformed problem (1.9)-(1.11) first and then transfer the results back to the original problem (1.1) with (1.5)-(1.6) by solving c in terms of v from (1.8). The detailed results and some new ideas developed in this paper will be elaborated in section 2 when appropriate. Next we recall some existing results related to the transformed system (1.9) and hence the original chemotaxis system (1.1). First, the one-dimensional problem has been studied extensively from various aspects such as the existence/stability of traveling wave solutions [6, 14, 23, 25, 26, 32] , global dynamics of solutions in the whole space [9, 20, 30, 49] or in the bounded interval [13, 21, 24, 41, 48] . Recently the half-space problem of (1.9) on [0, ∞) with non-homogeneous Robin boundary conditions on u was considered in [4] where the point-wise estimates of solutions converging to constant steady states was derived. The multidimensional form corresponding to (1.9) reads (cf. [44] ) 12) where v := − 1 µ ∇c c is a vector. In the whole space R d (d ≥ 2), when the initial datum is close to the constant ground state (ū, 0), numerous results have been obtained to the system (1.9). First the local well-posedness and blowup criteria of large-amplitude classical solutions have been established in [7, 19] where in particular the global well-posedness and large time behavior of classical solutions have been obtained in [19] Hao [10] established the global existence of mild solutions in the critical Besov spaceḂ
2,1 ) d with minimal regularity in the Chemin-Lerner space framework. The global well-posedness of strong solutions of (1.9) in R 3 was established in [5] if (u 0 −ū, v 0 ) L 2 ×H 1 is small. If the initial datum has a higher regularity such that (u 0 −ū, v 0 ) H 2 ×H 1 is small, the algebraic decay of solutions was further derived in [5] . Recently, Wang, Xiang and Yu [44] established the global existence and time decay rates of solutions of
, the global existence and decay properties of solutions under Neumann boundary conditions were obtained in [24] for small data. When the chemical diffusion is considered, namely the second equation of (1.1) is replaced by c t = c xx −µuc, we refer to [22, 27, 28, 37, 41, 44, 46, 47] and references therein for various interesting results. Finally we state the organization of the rest of this paper. In section 2, we shall derive some preliminary results and then state our main results on both the transformed system (1.9) and the original system (1.1). In section 3, we prove our main results.
Preliminaries and main results
Before proceeding, we clarify some notations used throughout this paper for convenience.
Notations. In the sequel, we use C > 0 to denote a generic constant which may change from line to line. H m (R + )(m ≥ 0) is the usual Sobolev space whose norm is abbreviated
, and H m w (R + ) denotes the weighted Sobolev space of measurable function f such that
2.1. Wave selection. As mentioned before, we shall work on the transformed problem (1.9)-(1.11) first. For this, we need to study the traveling wave solutions of (1.9) over (−∞, ∞) and identify which wave will be selected by the given initial boundary value problem (1.9)-(1.11).
To this end, we substitute the wave ansatz
into (1.9) and obtain that
From (1.8) and (1.4), one can easily see that
Hence, by (1.4) , the boundary conditions of (2.1) read
Then integrating (2.1) over [z, +∞) yields
The second equation of (2.3) implies −sv − = u − , which in combination with (1.3) leads to
Now by (1.4) and (2.4), we obtain the existence of traveling wave solutions to the transformed system (1.9).
Lemma 2.1. Assume that u − and v − satisfy (2.4). Then the system (2.1)-(2.2) has a monotone traveling wave solution (U, V )(z) = (U, V )(x − st) which is unique up to a translation and has an explicit form:
where the wave speed s is given by (2.4) and U ′ < 0, V ′ > 0.
In the following, we will first study the convergence of solutions of (1.9)-(1.11) to a shifted traveling wave solution (U, V )(z) restricted on [0, ∞), and then transfer the results back to the original chemotaxis system (1.1) with (1.5)-(1.6). We note that the system (1.9)-(1.11) is confined on the half space [0, +∞) with a non-zero flux boundary condition given at x = 0, while the traveling wave solution (U, V )(z) is defined on the whole space (−∞, +∞) with boundary condition (U, V )(−∞) = (u − , v − ). It is easy to see that the traveling wave (U, V )(x − st) at x = 0 satisfies
Since we expect that the solution (u, v) of (1.9)-(1.11) converges to the traveling wave (U, V ) asymptotically in time, owing to (1.7) and (1.11), it is necessary that
where the fact v − < 0 has been used. The condition η − < 0 means that there exists a continuous supplement of bacteria (or cell) at the boundary x = 0 to keep the flux of the bacteria being inward. A simple calculation from (2.6) and equations in (2.4) yields
This implies that the wave profile (2.5) with (2.7) restricted on [0, ∞) is anticipated to be selected as the asymptotic profile of the initial-boundary value problem (1.9)-(1.11). The rest of this paper will be devoted to proving this conjecture with some appropriate initial data. For convenience, in the sequel, we still use the notation u − and v − , but keeping in mind they are uniquely determined by η − through (2.7).
Set-up of initial data and statement of main results.
It is known in [14] that if the initial function is a small perturbation of the traveling wave (U, V )(x − st) in some suitable topological space, the solution of the Cauchy problem of (1.9) will converge to a shifted traveling wave (U, V )(x − st − x 0 ) where the shift x 0 is determined by the initial data. However, for the system (1.9) on the half space [0, ∞), a boundary layer may exist at the boundary x = 0 because the boundary value of the traveling wave profile (U, V )(x − st) at x = 0 varies in time. Namely
may occur since the value u(0, t) is unknown due the non-zero flux boundary condition (1.11), see an illustration in Fig.1 (a). To control this boundary layer effect, we shall use the idea of Matsumura-Mei [31] by shifting the traveling wave far away from the boundary initially with a shift β > 0 being a large constant, so that the boundary value of the shifted wave profile at x = 0 is sufficiently close to u − . By setting the initial datum as a small perturbation of the shifted traveling wave profile (U, V )(x − st − β), the initial boundary value u 0 (0) will be close to u − as long as β is sufficiently large (see Fig.1(b) ). Then we anticipate that the resulting boundary value of the solution will asymptotically converge to u − as time tends to infinity due to the dissipation structure of the model. Accordingly we may expect that the time-asymptotic profile of the solution to (1.9)-(1.11) is (U, V )(x − st + α − β) restricted on [0, ∞) with another shift α to be determined. The same transformed system (1.9) with homogeneous Dirichlet boundary condition on u was studied in a previous work [32] and the convergence to traveling wave solutions restricted on [0, ∞) was obtained only for the non-physical case U (∞) = u + > 0, V (−∞) = v − = 0 in the sense that the solution of (1.9) was not able to give meaningful results to c when it was passed to the original chemotaxis system (1.1) via (1.8), see [32, Remark 2.1] . In this paper, we consider different boundary conditions on (U, V ) given by (2.2) directly derived from traveling wave profile (U, C). Moreover the dynamic non-zero flux boundary condition (1.11) gives no information on the boundary value of u explicitly, which is significantly different from [32] and [31] wherein the fixed boundary value was directly imposed. Hence extra boundary estimates are needed in this paper to prove the stability result. More importantly, the result of (1.9) with (a) (b) Figure 1 . Illustration of the boundary layer effect.
the non-zero flux boundary condition (1.11) can now be successfully transferred to (1.1). Apart from these differences, we determine the shift α based on the first equation of (1.9) instead of the second one of (1.9) as used in [32] , which enables us to derive our desired results with the non-zero flux boundary condition (1.11).
Below we shall briefly show how the shift α is determined and then state our main results of this paper. Indeed from the first equation of (1.9), we have
Integrating this equation over R + with respect to x, by the boundary conditions (1.11) and (2.6), we get
where we have used the first equation of (2.3) and s = −χv − owing to (2.4). Integrating (2.8)
To determine α, we look for the solution satisfying
Hence, it follows that
which enables us to determine α as
In view of (2.5), one can easily calculate that
Thus, the formula of deriving the shift α reads
Under (2.10), by (2.9), one verifies
as desired. In view of (2.10), the shift α is determined by the initial perturbation around the traveling wave U (x − β). With the anti-derivative technique usually used for the conservation laws (cf. [38] ), one is motivated to define the initial perturbation by
We also assume that η(t) is a small perturbation of η − in the sense of
for some small constant δ > 0. Typical candidates of η(t) include functions satisfying |η
We are now ready to state our main results as follows.
Theorem 2.1. Assume that v + = 0, η − < 0, and that η(t) satisfies (2.13). Let (U, V ) be a traveling wave of (1.9) satisfying (2.2) with u − , v − given by (2.7). There exists a constant ε 0 > 0 such that if Φ 0 2,w 0 + Ψ 0 2 + Ψ 0x 1,w 0 + δ + β −1 ≤ ε 0 and ( Φ 0 1 + δ)β ≤ 1, then the initial-boundary value problem (1.9)-(1.11) with x ∈ [0, ∞) has a unique global solution (u, v)(x, t) satisfying Furthermore, the solution has the following asymptotic profile
Base on the Cole-Hopf transformation (1.8), we are able to transfer the stability results back to the original chemotaxis model (1.1) with (1.5)-(1.6).
Theorem 2.2. Assume that η(t) satisfies (2.13) and that η − < 0, c + > 0. Let (U, C) be a traveling wave profile of (1.
then the initial-boundary value problem (1.1) with x ∈ [0, ∞) and (1.5)-(1.6) has a unique global solution (u, c)(x, t) satisfying
and possessing the following asymptotic profile:
Proofs of the main results

3.1.
Reformulation of the problem. In this section, we will first prove Theorem 2.1 for the transformed problem (1.9)-(1.11) with (x, t) ∈ R + × R + by the weighted energy method, and then prove Theorem 2.2 by passing the results to the original chemotaxis model (1.1) with (1.5)-(1.6) under the Cole-Hopf transformation (1.8). By (2.11), one sees that the shift α is selected such that
Then we employ the technique of anti-derivative to study the asymptotic behavior of solutions to (1.9)-(1.11) and define
Then by (1.9) and (2.11), (φ, ψ) satisfies
with initial condition
and boundary condition
Note that there are two distinguishing differences from the stability of traveling wave solutions in the whole space R established in the previous works (e.g. see [14, 25] ). First the initial perturbation here is not required to be of zero integral. Second the boundary value is dynamic (depending on time). The solution space of the reformulated problem (3.2)-(3.4) is
for T ∈ (0, +∞], where the weight function w is defined by (2.15) . Set
Clearly, if φ ∈ H 2 w , then φ ∈ H 2 since w ≥ 1. Thus the Sobolev embedding theorem yields
For the reformulated problem (3.2)-(3.4), we shall prove the following results.
Theorem 3.1. There exists a positive constant ε 1 , such that if N (0) + β −1 + δ ≤ ε 1 , then the initial-boundary value problem (3.2)-(3.4) has a unique global solution (φ, ψ) ∈ X(0, ∞) such that
for any t ∈ [0, ∞), where w 0 := w(x, 0). Moreover, it holds that
To apply the results of Theorem 3.1 to the problem (1.9)-(1.11), we need to further clarify the relation between the initial data (φ 0 , ψ 0 ) and (Φ 0 , Ψ 0 ) since they not exactly the same. In view of (2.10), the shift α = α(β) is a function of β and the asymptotic behavior of α can be characterized as follows.
Proof. By (2.10), one has
Since |Φ 0 (0)| ≤ Φ 0 1 , and ln(1 + e We now present the relation between (φ 0 , ψ 0 ) and (Φ 0 , Ψ 0 ).
Proof. It first follows from (3.3) and (2.12) that
By Lemma 3.1, |α| ≪ 1. Thus, owing to (2.5), we have |B(x)| ≤ . This gives us that Clearly Theorem 2.1 is a direct consequence of Theorem 3.1 and Lemma 3.2. In the remaining part of this section, we will focus on the proof of Theorem 3.1, which follows from the local existence theorem and the a priori estimate given below. 
Proposition 3.2 (A priori estimate).
Assume that (φ, ψ) ∈ X(0, T ) is a solution obtained in Proposition 3.1 for a positive constant T . Then there is a positive constant ε 2 > 0, independent of T , such that if
for any 0 ≤ t ≤ T , then the solution (φ, ψ) of (3.2)-(3.4) satisfies (3.6) for any 0 ≤ t ≤ T .
The local existence in Proposition 3.1 can be proved using the standard iteration method (see [34] ), and the details will be omitted for brevity. Now it remains to derive the a priori estimates in Proposition 3.2. Without loss of generality, we assume that N (t) ≪ 1, |α| ≪ 1 and β ≫ 1 in what follows.
We first derive the basic L 2 -estimate. 
Proof. Multiplying (3.2) 1 by φ/U and (3.2) 2 by χψ, and adding them, we obtain 1 2
From Young's inequality:
(3.10)
By (2.3), it is easy to see that
By (3.5) and Young's inequality, the last term in (3.11) is estimated as
The boundary term in (3.11) can be estimated as follows. With the fact ln(1 + x) ≤ x for all x ≥ 0, one has
Thus, by (3.4) and (2.13), we have
In addition, by Lemma 2.1, it holds that U (−st+α−β) > U (0) = u − 2 and |V (−st+α−β)| ≤ |v − |. Hence
where we have used (3.5) . Substituting (3.12) and (3.14) into (3.11), and noting the fact that 15) one gets (3.9) immediately and the proof is completed.
We next present the estimate of the first order derivatives of (φ, ψ). Proof. The proof is divided into three steps.
Step 1. Weighted energy estimate. Multiplying (3.2) 1 by φ t /U , noting that
where we have used the equation
17) we then obtain
Dφ 2
Integrating this equation over [0, +∞) × [0, t] along with Young's inequality which gives
U 3 , and noting that U x < 0, we have
(3.18) By Young's inequality, one has 19) where ǫ > 0 is a small constant to be determined later, and we have used
To estimated the boundary term, noting that by (3.4),
we have
It then follows from (3.13) and (2.13) that
Thus, substituting (3.19) and (3.21) into (3.18), by Lemma 3.3, and observing that
(3.23)
Step 2. Elliptic estimate. The first equation of (3.2) gives
Taking square and dividing the above equation by U leads to
Owing to (3.17), 2Dχφ (3.23) and Lemma 3.3, we obtain
where we have used
It further follows from (3.23) that
Step 3. To complete the proof of (3.16), it remains to estimate We then multiply (3.17) by wψ x to obtain ψ xt wψ x = wψ x φ xx , which leads to wψ 2
, and using the fact that
we have 1 2
which in combination with (3.15), (3.25) and (3.27) gives
Thus, it holds that 30) since N (t) is small enough. The desired estimate (3.16) follows from (3.9), (3.25), (3.26) and (3.30).
We now derive the estimates of the second order derivative of (φ, ψ). Proof. We differentiate (3.2) with respect to x to get
Multiplying the first equation of (3.32) by φxxx U , integrating the result over [0, ∞) × [0, t] and noting that
2U .
(3.33) By Young's inequality, we get
Thus, in view of (3.22) , the first term on the RHS of (3.33) satisfies
(3.34)
By (3.32) 1 and (3.22) again, the second term on the RHS of (3.33) can be estimated as
where we have used the following inequality obtained by the Cauchy-Schwarz inequality:
We next estimate the boundary term in (3.33) . In view of (3.2) 1 and (3.4),
Thus, it follows that
(3.35)
Next we estimate the terms on the RHS of (3.35) . First by the integration by parts, the first term on the RHS of (3.35) equals to
.
By (3.17) , the second term on the RHS of (3.35) equals to
Notice that for a function f ∈ H 1 (0, ∞), it holds that
Thus, by Lemma 3.4, the following holds:
Similarly, the last two terms of (3.35) satisfy
and by (3.17)
Then substituting above results into (3.35) yields
(3.36)
Feeding (3.34)-(3.36) into (3.33), we obtain
(3.37)
We next estimate
Multiplying the first equation of (3.32) by ψ xx , we have
Since the second equation of (3.32) gives 39) it follows that
Then integrating (3.38) over [0, ∞) × [0, t] and noting that
where we have used the fact (3.5). Then it follows from Lemma 3.4 that D and adding the resulting inequality to (3.37), we get
Because 1/U (x − st + α − β) > 1/u − for x > 0, now choosing ǫ ≪ 1, we then have When N (t) is small enough, the above inequality gives Proof of Theorem 3.1. In fact we only need to prove (3.7) in Theorem 3.1 since the rest of assertions follows from Proposition 3.2 directly. From the global estimate (3.6), we have φ x (·, t), ψ x (·, t) 1,w → 0 as t → +∞.
Hence, for all x ∈ R + , it follows that Hence (3.7) is proved. It remains to derive the asymptotic behavior of c. By Theorem 3.1, we have ψ x (t) 1,w → 0 as t → ∞ and ψ(t) is bounded for all t > 0. Then This completes the proof of Theorem 2.2.
