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Abstrat
An operator algebra implementation of Markov hain Monte Carlo al-
gorithms for simulating Markov random elds is proposed. It allows the
dynamis of networks whose nodes have disrete state spaes to be spe-
ied by the ation of an update operator that is omposed of reation
and annihilation operators. This formulation of disrete network dynam-
is has properties that are similar to those of a quantum eld theory of
bosons, whih allows reuse of many oneptual and theoretial strutures
from QFT. The equilibrium behaviour of one of these generalised MRFs
and of the adaptive luster expansion network (ACEnet) are shown to be
equivalent, whih provides a way of unifying these two theories.
1 Introdution
The aim of this paper is to present a theoretial framework for building reurrent
network models where the states of the network nodes are disrete-valued, whih
will dene a general framework for disrete information proessing that an
be implemented in various omputational arhitetures. The introdution of
reurrene into networks makes them muh more diult to analyse and ontrol
than feed-forward networks. The basi reason for these diulties is that loopy
propagation in reurrent networks auses eah network observable to be a sum
of an innite (or, at least, a very large) number of ontributions.
One type of network that an be modelled using this framework is a network
of spiking neurons, where the presene or absene of a spike is a binary quantity
(i.e. it is disrete-valued). However, in this paper, there is no spei aim to
model biologial information proessing, but there will nevertheless be points of
ontat between the general information proessing framework presented here
and the spei details of biologial information proessing.
The only onsistent way of proessing information is to use Bayesian meth-
ods [1℄, whih represent information by using the joint probability of the states
of the network nodes, and proess information (or make inferenes) by manip-
ulating these joint probabilities aording to well-dened rules suh as Bayes
theorem. The Bayesian approah ahieves its onsisteny by not disarding any
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of the various alternative inferenes that an be made, and by following up the
onsequenes of all of the alternatives it ensures that there are never any of the
ontraditions that would otherwise our, suh as reahing onlusions that
depend on whih route one takes through the maze of inferenes.
Bayesian information proessing needs a exible way of representing and
manipulating joint probabilities. An ideal framework for this is Markov random
eld (MRF) theory [2℄, beause it allows one to systematially build up a joint
probability model out of piees that have a simple funtional dependene on the
underlying state variables. For networks that have a nite number of nodes, eah
of whih has a nite number of states, the MRF approah allows all possible joint
probability models to be onstruted, so use of the MRF framework imposes no
artiial onstraints. Beause the MRF approah onstruts a joint probability
model, it an be leanly oupled to any other probability modelling approah.
The implementation of MRFs is usually done using stohasti Markov hain
Monte Carlo (MCMC) omputations, unless the MRF happens to have a parti-
ularly simple topology whih allows a simpler deterministi implementation to
be ahieved (e.g. a tree-like topology allows exat omputations to be done). In
this paper no simplifying assumptions will be made about the network topology,
in order to reate the most general possible theoretial framework for disrete
information proessing. The simplest type of MCMC omputation stohasti-
ally updates the joint state of the MRF, so that it moves around its joint state
spae visiting every joint state with a frequeny that is proportional to the joint
probability speied by the MRF. More sophistiated MCMC omputations do
the same thing but with an ensemble of joint states of the MRF; these are known
as partile ltering algorithms [3℄.
The main result that is presented in this paper is a new way of desribing
MCMC algorithms, in whih the updating of the MRF joint state (i.e. the
joint state of the network nodes) is deomposed into a set of more elementary
operations, whih are the reation and annihilation of network node states. In
the simplest ase, a single MCMC update hanges the joint state of an MRF by
modifying its state at a single node of the network, whih an be deomposed
into rst annihilating the old node state then reating the new node state.
Any MCMC algorithm an be omposed out of a sequene of suh reation
and annihilation operations. Furthermore, the properties of the operators that
enat these reation and annihilation operations are very familiar to physiists,
beause they are idential to the properties of the reation and annihilation
operators that appear in a quantum eld theory (QFT) of bosons [4℄. This
allows a lot of prexisting oneptual and omputational mahinery to be brought
to bear upon the problem of desribing MCMC algorithms. By drawing an
analogy with multi-partile QFT states, the MRF framework an be onsistently
generalised so that eah node of the network exists in a multiply oupied state,
rather than a singly oupied state. There are also many other points of ontat
with QFT.
The generalisation of the MRF framework to multiply oupied node states
allows ontat to be made with a partiular type of self-organising network
(SON) theory known as the adaptive luster expansion network (ACEnet) [5℄.
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One of the aims of a SON is to disover for itself what network arhiteture to
use to solve an information proessing task, so it must be able to dynamially
hange its arhiteture. This requires splitting and merging of network nodes,
and also the reation of appropriate links between them. In an MRF, if a node
is split into two nodes there is no onsistent way of assigning a pairwise state to
the resulting pair of nodes, unless the preexisting single node had two (or more)
states assigned to it in the rst plae. This is exatly what multiple oupany
in the generalised MRF framework provides, using reation and annihilation op-
erators to manipulate these states. Thus the reation and annihilation operator
approah allows MRF theory and SON theory an be leanly unied.
The struture of this paper is as follows. In Setion 2 the theory of MRFs
is summarised, together with the details of MCMC algorithms for simulating
MRFs. In Setion 3 the main new ontribution of this paper is presented,
whih is an operator implementation of the MCMC algorithm that generalises
MRF theory to multiple oupany states. Finally, in Setion 4 some simple
appliations are used to illustrate the use of this operator implementation, one
of whih is the demonstration that the equilibrium state of a partiular type of
multiply oupied MRF has the same properties as ACEnet.
2 Markov Random Fields
The aim of this setion is to review the MRF framework for building and ma-
nipulating the joint probability models that are used when doing Bayesian in-
formation proessing. This inludes some informal material in whih multiple
oupany of node states is disussed before giving the more formal development
later on in Setion 3.
Setion 2.1 introdues MRFs and the Hammersley-Cliord expansion of joint
probabilities, and Setion 2.2 desribes an MCMC algorithm for sampling the
joint states of an MRF. Setion 2.4 introdues the onept of a multiple ou-
pany state whih is essential for the generalisation of MRFs that is presented
later in Setion 3. Finally, Setion 2.3 desribes how MRFs an be used to do
Bayesian inferene.
2.1 Basi Markov Random Field Theory
MRFs are a exible way of onstruting joint probabilities based on the Hammersley-
Cliord expansion (HCE), whih is dened as [6℄
Pr(x ) =
1
Z
∏
k
∏
c
pkc (x c) (1)
where x is the joint state (x1, x2, · · · , xN ) of an MRF with N nodes, k is the
order of the term in the expansion (i.e. k is the number of omponents of x
that the term depends on, whih is thus a k-tuple), c labels the partiular k-
tuple (or k-lique) that the term depends on, x c is the k-tuple (or lique state),
pkc (x c) is the probability fator (or lique fator) assoiated with x c, and Z
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is a normalisation fator to ensure that the total probability sums to unity as∑
x
Pr(x ) = 1, so Z is dened as
Z ≡
∑
x
∏
k
∏
c
pkc (x c) (2)
There are some minor tehnial issues to do with exatly how the states of the
x c are enumerated in the HCE to ensure that states are not double-ounted,
but these are not important here.
To ompute the average 〈S 〉 of a statisti S(x ) you need to evaluate the
following
〈S〉 =
∑
x
Pr(x )S (x )
=
∑
x
∏
k
∏
c
pkc (xc)S(x)∑
x
∏
k
∏
c
pkc (xc)
(3)
where the probability fator Pr(x ) appropriately weights the ontribution of
eah x in the sum, so that overall the orret weighted average 〈S〉 is omputed.
Despite the funtional simpliity of the HCE expression for Pr(x ), it is usually
not possible to evaluate Equation 3 in losed-form, so numerial tehniques must
be used.
An intuitive feel for how Equation 3 an be evaluated an be obtained by
noting that the relative probability of a pair of joint states x 1 and x 2 is given
by
Pr(x 1)
Pr(x 2)
=
∏
k
∏
c p
k
c ((x 1)c)∏
k
∏
c p
k
c ((x 2)c)
(4)
where the normalising Z fator in Equation 1 anels, and also any fators in
ommon between the numerator and denominator of the ratio in Equation 4 will
anel. Thus, if the joint states x 1 and x 2 dier in only a few of their vetor
omponents, then any of the probability fators pkc (x c) that do not depend on
these diering omponents will anel out, leaving a relatively simple expression
for the ratio
Pr(x1)
Pr(x2)
. This anellation is a key property of the funtional form
of the HCE in Equation 1. One a simple expression for the relative probability
Pr(x1)
Pr(x2)
of a pair of joint states x 1 and x 2 is available, it an be used to dene
an MCMC algorithm (see Setion 2.2) for hopping around between the various
joint states x , and whih is designed to visit eah joint state with a frequeny
that is propartional to Pr(x ), as is required for omputing a numerial estimate
of 〈S 〉 in Equation 3.
2.2 Markov Chain Monte Carlo Algorithm
It is possible to onstrut an MCMC algorithm for hopping between joint states
of an MRF that respets their relative probability of ourrene. It is not triv-
ially obvious how to design a hopping algorithm with these properties, beause
one has to onsider the net eet of all of the ways that one's proposed algo-
rithm an hop in to and out of eah state, and to hek that this does indeed
give rise to the orret joint Pr(x ).
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Consider a network of nodes whose joint state of its nodes splits into two
parts (x ,y) whose joint probability is Pr(x ,y). This joint probability an be
split into two parts as
Pr(x ,y) = Pr(x |y) Pr(y) (5)
where Pr(x |y) and Pr(y) are obtained from Pr(x ,y) as Pr(x |y) ≡ Pr(x ,y)∑
x
Pr(x ,y)
and Pr(y) ≡
∑
x
Pr(x ,y). Now update the joint state using (x ,y)
Pr(x ′|y)
−→
(x ′,y) where x ′ is a sample that is drawn from Pr(x ′|y), where Pr(x ′|y) is
a onditional probability that has the same dependene on its arguments as
Pr(x |y) above. The joint probability Pr(x ′,y) of the updated joint state is
then
Pr(x ′,y) = Pr(x ′|y) Pr(y) (6)
Comparing Equation 5 with Equation 6 shows that the new joint probability
Pr(x ′,y) is the same funtion of its arguments as the old joint probability
Pr(x ,y), by onstrution. This would not be the ase if the sample x ′ was
drawn from a Pr(x ′|y) that did not have the same dependene on its arguments
as Pr(x |y) above.
The above argument shows that if you have a network whose joint proba-
bility is Pr(x ,y), and assuming that the network starts in an initial joint state
(x ,y) that has joint probability Pr(x ,y), then updating the joint state using
(x ,y)
Pr(x ′|y)
−→ (x ′,y) guarantees that the new joint state (x ′,y) has joint prob-
ability Pr(x ′,y) (whih has the same dependene on its arguments as Pr(x ,y)).
Thus the joint probability of the joint state of the network nodes maps to itself
under the update presription (x ,y)
Pr(x ′|y)
−→ (x ′,y).
Typially, a sequene of updates is applied, where the joint state of the
network is split into two parts in dierent ways for suessive updates, so that
eventually all the nodes in the network are visited for updating. The overall
eet is that updating auses the network to move around in the joint state
spae of its nodes, whilst guaranteeing that the joint probability of the network
node states stays the same.
On the other hand, if the initial joint state (x ,y) does not have joint prob-
ability Pr(x ,y), then Pr(x ′,y) and Pr(x ,y) will not be the same funtions of
their arguments, so the joint probability will hange as the updating sheme is
applied. If a sequene of updates (using a variety of splittings of the network
of nodes, as desribed above) is applied then this evolution an onverge to
a xed point where the joint probability is stationary under updating. How-
ever, onvergene to a unique xed point is not atually guaranteed, beause an
inappropriate update presription ould be used that leads to non-ergodi be-
haviour where the whole joint state spae is not explored, for instane. However,
in pratial problems with soft joint probabilities onvergene usually ours.
In an MRF the ratio of onditional probabilities
Pr(x ′1|y)
Pr(x ′2|y) that is used to
generate the MCMC updates (x ,y)
Pr(x ′|y)
−→ (x ′,y) is given in Equation 4. If
the joint states x
′
1 and x
′
2 dier in only a few of their vetor omponents,
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then there is a lot of anellation in
Pr(x ′1|y)
Pr(x ′2|y) so the fully simplied expression
for
Pr(x ′1|y)
Pr(x ′2|y) is relatively simple. This is what makes MCMC algorithms so
appropriate for MRF networks.
2.3 Inferene Using an MRF
Image proessing is an area where MRFs have proved to be partiularly useful
[7℄. The starting point is to dene an MRF model of the joint probability Pr(x )
of the image pixels
Pr(x ) ≡
∑
y
Pr(x ,y)
Pr(x ,y) = Pr(x |y) Pr(y)
(7)
where Pr(x ) is expressed as the marginal probability of Pr(x ,y) after the hid-
den variables y have been averaged over, and both Pr(x |y) and Pr(y) may be
written as produts of fators using the HCE in Equation 1. The hidden vari-
ables y are the unobserved auses that determine the values of the image pixels
x , and are thus the ausal fators that are used to onstrut a generative model
of the image. This generative model an be multi-layered with several levels of
hidden variables.
To ompute the probability of the joint state of the hidden variables y given
an observation of the image pixel values x the posterior probability Pr(y |x )
must be used, whih may be obtained using Bayes theorem as
Pr(y |x ) =
Pr(x |y) Pr(y)∑
y
Pr(x |y) Pr(y)
(8)
An MCMC algorithm (see Setion 2.2) an then be used to draw samples from
Pr(y |x ). Note that suessive samples produed by the MCMC algorithm are
strongly orrelated with eah other beause the MCMC algorithm has a nite
memory time; this makes MCMC run times (for a given size of error bar) muh
longer than would be the ase if the samples ould be somehow independently
drawn from Pr(y |x ).
Also, if Pr(y |x ) has a single well-dened peak of probability, then the MCMC
algorithm an be used to loate this, usually with the assistane of a simulated
annealing algorithm to soften Pr(y |x ) during the early stages of the algorithm,
and then MCMC utuations about this peak an be observed in order to dedue
the robustness of the solution.
Typially, in image proessing appliations there is a single overwhelmingly
likely hidden variables interpretation of the image pixels (i.e. Pr(y |x ) has a sin-
gle well-dened peak of probability). However, the above approah graefully
(and onsistently) degrades when the interpretation is ambiguous (i.e. Pr(y |x )
does not have a single well-dened peak of probability). This graeful degrada-
tion in the fae of ambiguity is one of the strengths of the Bayesian approah.
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2.4 Multiply Oupied States
It is useful to develop a onrete way of visualising the hopping proesses that
underlie the MCMC algorithm desribed in Setion 2.2. This is a prerequisite
for the generalisation of MCMC algorithms that developed later in Setion 3.
The state x of an N -node MRF is x ≡ (x1, x2, · · · , xN ), and for a given
x eah of its omponents xi lives in one of an assumed nite number m of
states that are available to xi, where for simpliity we assume that all the xi
have the same number of states m. One way of representing eah xi is as an
m-omponent vetor (0, 0, · · · , 0, 1, 0, · · · , 0, 0), where the 1 identies whih of
the m states xi happens to have. This representation is essentially a histogram
with m bins, with a single sample oupying one of the bins. The whole state of
the N omponent x vetor is then represented by N suh histograms, eah with
a single 1 plaed in the appropriate bin to identify the state of all of the xi
for i = 1, 2, · · · , N . Naturally, this use of histograms is an exeedingly wasteful
oding of the state x beause it onsists mostly of 0 entries. However, it does
allow the hopping operations that are generated by the MCMC algorithm to be
represented diretly as operations in whih eah 1 hops around between the
bins of its histogram. More importantly, this representation of the MRF state
is suitable for the generalisation in Setion 3 where eah histogram will have
multiple samples oupying its bins (i.e. multiple states will be reorded at eah
MRF node). This is disussed in more detail below.
Figure 1 shows a Markov hain with 7 nodes (i.e. N = 7), eah of whih has
7 possible states (i.e. m = 7). The state spae of eah node is represented by
one of the retangles, the partiular bin that is oupied by a sample is shown
as a blob (the unoupied bins are shown as dots), and the partiular 2-lique
interations (see Equation 1) that are ativated by the oupied node states are
shown as bold lines.
1. The top row of Figure 1 shows a random initial state of the Markov hain.
2. The middle row of Figure 1 shows that the sample in node 3 has been
annihilated. This is the rst step of an MCMC update, in whih a node
is hosen at random and its state is erased.
3. The bottom row of Figure 1 shows that a sample in node 3 has been
reated. This is the seond step of an MCMC update, in whih a sample
is reated in node 3 whose state was previously erased in step 2 above. The
inuene of the neighbouring nodes is used to probabilistially determine
the state in whih to reate the sample, as desribed in Setion 2.2.
The histogram representation allows generalisations of the MCMC algorithm
in whih eah MRF node is oupied by more than one sample, when it is said
to be multiply oupied. Figure 2 shows an example of this type of MRF state.
It is important not to onfuse multiply oupied states with other uses of
state spae:
1. Histograms with more than one sample are not the same as ensembles of
histograms eah with one sample. This is beause the former allow for the
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Figure 1: Steps of an MCMC update of a Markov hain with N = 7 and m = 7.
possibility that the MCMC algorithm an ause the samples to interat
with eah other, whereas the latter is a means of running multiple standard
MCMC algorithms in parallel.
2. Histograms with more than one sample ould be viewed as having a single
super-state that reorded as a single state the entire ontents of the
histogram bins, whih would disguise the fat that the histogram was
atually onstruted out of samples oupying the histogram bins. The
higher level super-state desription is mathematially equivalent to the
lower-level desription in terms of individual samples, but it does not
allow the development of detailed MCMC algorithms. We prefer to view
the higher level super-state desription as an interpretation that is used
after the lower level details have been worked out using the tehniques
that are presented in this paper.
In Figure 2 the histogram assoiated with eah node ontains more than
one sample. Suh multiple oupany was not present in the basi MRF theory
of Setion 2.1, so the detailed form of the MCMC algorithm of Setion 2.2
must now be generalised. Multiple oupany is explored in detail in Setion
3 using reation and annihilation operator tehniques to hop samples between
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Figure 2: Multiply oupied Markov hain showing a random state.
histogram bins, whih is ahieved by annihilating a sample from one bin and
reatng a sample in another bin, as illustrated in Figure 1.
When more than one sample per histogram is allowed then various new types
of proessing beome possible:
1. The number of samples per histogram an be varied with time. This
requires birth and death rules as well as migration (or hopping) rules
for the histogram samples. In this ase the reation and annihilation
operators would be applied in ways that do not enfore onservation of the
number of samples in eah histogram, so annihilation without subsequent
reation (and vie versa) are permitted operations. This is how reversible
jump MCMC algorithms [8℄ might be implemented using reation and
annihilation operators.
2. The samples an interat with eah other in ompliated ways to form
bound states, whih would then behave like higher level symbols (i.e.
sets of interating histogram samples) that are onstruted out of sub-
symbols (i.e. the histogram samples themselves). This is illustrated in
Figure 3, Figure 4 and Figure 5 below.
Figure 3: Multiply oupied Markov hain showing a tube-like joint state.
Figure 3 shows a multiple-sample version of Figure 1 that is more highly
strutured than the example shown in Figure 2. For illustrative purposes, the
samples are now assumed to be in neighbouring states at eah node rather than
spread out at random; typially this would be the ase for Markov hains whose
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properties are optimised to enode information in a topographially ordered
way. The 2-liques that then ontribute typially form the tube-like joint state
of ativated 2-liques shown in Figure 3.
Figure 4: Multiply oupied Markov hain showing two parallel tube-like joint
states.
Figure 4 shows another possibility that an arise with multiple sample o-
upany, where the oupany of eah node splits into two separate lusters of
samples, and where the probability fators assoiated with the 2-liques is suh
that only node states that are both in the top half of the diagram are onneted
(and similarly for the bottom half of the diagram), so that there are no ati-
vated 2-liques running between the top and bottom halves of the diagram (or
at least the ontribution of these is negligible). Eetively, this multiply ou-
pied Markov hain has two ompletely independent Markov hains embedded
within it, eah of whih has its own tube-like joint state of ativated 2-liques.
This type of struture emerges in multiply oupied Markov hains that have
a limited number of states available to eah node of the hain, and whih are
optimised to enode information topographially (whih ensures that the tube-
like joint states are loalised in the node state spaes). This type of behaviour
emerges when SON training methods are used, but it will not be disussed
further in this paper.
Figure 5 shows how Figure 4 an be modied if the two tube-like joint states
have some node states in ommon, whih binds the tubes together. An extreme
version of this binding between tubes an our if the situation is as shown in
Figure 4, but additionally there are some weak interations between the tubes.
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Figure 5: Multiply oupied Markov hain showing two parallel tube states
bound together.
3 Operator Implementation of MCMCAlgorithms
The aim of this setion is to present a theoretial framework for expressing
MCMC algorithms, whih is based on operators that have very simple algebrai
properties, but whih is nevertheless suiently exible that it allows a large
lass of MCMC-like algorithms to be represented.
Setion 3.1 gives some bakground material that motivates the use of MCMC
algorithms as the primary means of building dynamial models for disrete net-
works. Setion 3.2 introdues reation and annihilation operators for manipu-
lating samples in multiply oupied network nodes. Setion 3.3 uses these basi
operators to onstrut a omposite operator for generating MCMC updates,
Finally, Setion 3.4 summarises a diagrammati representation of MCMC algo-
rithms.
3.1 Bakground
The aim here is to rewrite the MCMC algorithm for running an MRF (see
Setion 2.2) using operator algebra. This will allow the algorithm to be run in
state spaes where the basi MCMC algorithm has not previously been used, and
will thus generalise the algorithm. Throughout this setion the emphasis is on
using the MCMC algorithm as the starting point for deduing the properties of
an MRF, so the MRF is viewed as orresponding to the equilibrium behaviour of
a (stohasti) disrete-time dynamial system. Hitherto, the MCMC algorithm
ould be viewed as an artefat of a partiular way of sampling from an MRF,
but here it is viewed as the way in whih the MRF atually behaves. This
moves slightly away from the original motivation for using MRFs to model and
manipulate joint probabilities for use in Bayesian alulations (see Setion 1),
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but this hange of emphasis allows full advantage to taken of the exibility of
the MCMC approah, and in partiular its generalisation to multiply oupied
states.
This jump to using disrete-time dynamial systems as the starting point
for building models allows a muh larger lass of behaviours to be explored,
inluding ones that do not have a orresponding HCE representation of the
equilibrium behaviour (i.e. as a simple produt of probability fators, as in
Equation 1), or do not have a steady state equilibrium behaviour at all (e.g. a
limit yle rather than a limit point, et).
The MCMC approah models everything as part of a dynamial evolution
proess, where a stati statistial model of the world is obtained by taking a
snapshot of the evolution of the dynamial system. Those who insist on starting
from a xed graphial model based on the HCE (or a set of suh models) might
be disappointed that this is not the starting point that is used here. However,
they should note that the underlying proess that generates their graphial
model in the rst plae is atually dynamial, and that their model merely
desribes the statistial properties through a time slie of this dynamial proess;
in other words, their model desribes only a marginal distribution. For instane,
an MRF image model does not attempt to model the history of the dynamial
proesses that ause the (hidden) objets to eventually give rise to the observed
pixel values. Analogously, all MRFs derive from a hidden dynamial proess.
The results presented in this setion make use of reation and annihilation
operator tehniques to generate the hopping proesses that underlie MCMC al-
gorithms, whih allows MCMC algorithms to be written using a very ompat
notation. These operator tehniques will be familiar to physiists who use quan-
tum eld theory (QFT) [4℄, and for the onveniene of physiists the notation
used here is the same as is used in QFT. Generally, reation and annihilation op-
erators an be used to generate birth and death proesses (respetively), whih
thus inrease and derease the dimensionality of the state spae (respetively),
so this approah naturally lends itself to desribing proesses that orrespond
to reversible jump MCMC algorithms [8℄.
3.2 Creation and Annihilation Operators
In this setion the mathematial development of the properties of reation and
annihilation operators is deliberately presented in an informal way, by express-
ing it in terms of operations on the samples oupying histogram bins. This is
to enourage a onrete and intuitive understanding of how these operators at
on samples, rather than to merely think of them as objets that have partiular
algebrai properties. To a physiist who is familiar with the use of these teh-
niques in QFT, the explanations will appear to be very long-winded and the
derivations very avalier, and to them we apologise.
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3.2.1 Multiply Oupied States
The multiply oupied states desribed in Setion 2.4 an be manipulated by
suitably dened reation and annihilation operators.
Multiply oupied states an viewed as hsistograms with multiple samples
oupying the histogram bins. These histograms an be represented thus:
1. Empty histogram: |0〉. This represents the bins (an indeterminate number
of them) of a histogram with no samples in any of the bins. The notation
|0〉 has been hosen to orrespond exatly to the vauum state as used
by physiists; it represents the bakground in whih we will reate and
annihilate histogram samples (or partiles).
2. Histogram with one sample in bin i: ai
†|0〉. The |0〉 represents the empty
histogram (as dened above), and the reation operator ai
†
ating from
the left represents the ation of reating one sample in bin i of the empty
histogram. The notation ai
†
has been hosen to orrespond exatly to the
operator for reating a partile in state i as used by physiists, and the
notation ai
†|0〉 orresponds exatly to the notation for a single partile in
state i. The use of the dagger notation † (i.e. adjoint operator) is hosen
to make our notation ompatible with that used in QFT [4℄, whih will be
disussed in more detail in Setion 3.2.8.
3. Histogram with ni samples in bin i : (ai
†)ni |0〉. This is a multiply oupied
histogram, whih is obtained by operating on the empty histogram |0〉
multiple times with the reation operator ai
†
.
4. Histogram with ni samples in bin i (for i = 1, 2, · · · ,m):
∏m
i=1 (ai
†)ni |0〉.
This is a straightforward generalisation of the above, where reation op-
erators are applied multiple times to all of the histogram bins.
The above representation of histogram states does not provide a means for
freely manipulating them. In order to be able to do this it is neessary to be
able to annihilate samples as well as reate them as above.
3.2.2 Creation and Annihilation Operators
The annihilation operations disussed below may be ahieved by using the an-
nihilation operator ai whih is the adjoint of the reation operator ai
†
. See
the disussion on adjoint operators in Setion 3.2.8 for more details on why the
reation operator ai
†
and annihilation operator ai are adjoints of eah other.
Note that in the desription immediately below the behaviour of ai
†
and ai or-
responds to our intuitive notion of how these operators should behave, rather
than formally derived from their algebrai properties whih are presented later
on in Setion 3.2.3.
Annihilating a sample from an empty histogram erases the state spae it-
self. This simply denes what happens when you try to remove a sample from
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an already empty histogram, whih is very useful for leaning up algebrai ex-
pressions involving ai and |0〉. In eet, this denes the vauum |0〉 as the
referene state for determining the oupany of eah histogram bin.
ai |0〉 = 0 (9)
whih an be represented for a 4-bin histogram for any i as
(0, 0, 0, 0)
ai−→ 0 (10)
Annihilating a sample from a 1-sample histogram leaves an empty histogram.
This denition is the ommon-sense notion of what should happen when you
reate a sample in a histogram bin, then annihilate it again. Thus
aiai
† |0〉 = |0〉 (11)
whih an be represented for a 4-bin histogram and for i = 3 as
(0, 0, 0, 0)
ai
†
−→ (0, 0, 1, 0)
ai−→ (0, 0, 0, 0) (12)
Annihilating the wrong sample (i.e. j 6= i) from a 1-sample histogram erases
the state spae itself. This is a generalisation of Equation 9 in whih the his-
togram already ontains one sample, but it is in a dierent bin from the one
from whih we are trying to remove a sample.
ajai
† |0
〉
= 0 j 6= i (13)
whih an be represented for a 4-bin histogram and for i = 3 and j 6= i as
(0, 0, 0, 0)
ai
†
−→ (0, 0, 1, 0)
aj
−→ 0 (14)
Equation 12 and Equation 14 an now be ombined to give (the illustration
shows the i = 3 ase)
(0, 0, 0, 0)
ai
†
−→ (0, 0, 1, 0)
aj
−→
(0, 0, 0, 0) j = i
0 j 6= i
(15)
If the loation of the oupied bin is unknown, yet you want to be ertain that
you annihilate the sample, then you have to attempt to annihilate a sample from
every one of the histogram bins. This ombines the properties of both Equation
11 and Equation 13. Note that |0〉 (the empty histogram) is dierent from 0
(no histogram at all, i.e. not even an empty one).(∑m
j=1 aj
)
ai
† |0
〉
= a1ai
† |0
〉
+ a2ai
† |0
〉
+ · · ·+ aiai† |0
〉
+ · · ·+ amai† |0
〉
= 0 + 0 + · · ·+ 0 + |0〉+ 0 + · · ·+ 0
= |0 〉
(16)
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whih an be represented for a 4-bin histogram and for i = 3 as
(0, 0, 0, 0)
ai
†
−→ (0, 0, 1, 0)
∑m
j=1
aj
−→ (0, 0, 0, 0) (17)
Annihilating a sample from a 2-sample histogram (samples in dierent bins,
i.e. i1 6= i2) leaves two 1-sample histograms. This is a generalisation of Equation
16 in whih the histogram starts with two samples (known to be in dierent bins)
rather than one sample.
(∑m
j=1 aj
)
ai1
†ai2† |0
〉
=
a1ai1
†ai2† |0
〉
+ · · ·+ aiiai1
†ai2† |0
〉
+ · · ·
· · ·+ ai2ai1
†ai2† |0
〉
+ · · ·+ amai1
†ai2† |0
〉
=
0 + · · ·+ 0 + ai2
† |0
〉
+ 0 + · · ·
· · ·+ 0 + ai1
† |0
〉
+ 0 + · · ·+ 0
= ai1
† |0
〉
+ ai2
† |0
〉
i1 6= i2
(18)
whih an be represented for a 4-bin histogram and for (i1, i2) = (1, 3) as
(0, 0, 0, 0)
ai1
†
−→ (1, 0, 0, 0)
ai2
†
−→ (1, 0, 1, 0)
∑m
j=1
aj
−→
(1, 0, 0, 0)
+
(0, 0, 1, 0)
(19)
Annihilating a sample from a 2-sample histogram (samples in the same bin,
i.e. i1 = i2 = i) leaves two opies of the same 1-sample histogram (beause
either of the two samples an be annihilated to leave one sample). This is a
variation of Equation 18, and it is the rst example of attempting to annihilate
a sample from a bin that has more than one sample in it. The number of ways
of annihilating a sample from a multiply oupied bin is equal to the number of
samples in the bin.
(∑m
j=1 aj
) (
ai
†)2 |0〉 = a1
(
ai
†)2 |0〉+ a2(ai†)2 |0〉+ · · ·
· · ·+ ai
(
ai
†)2 |0〉+ · · ·+ am(ai†)2 |0〉
= 0 + 0 + · · ·+ 0 + 2ai† |0
〉
+ 0 + · · ·+ 0
= 2ai
† |0
〉
(20)
whih an be represented for a 4-bin histogram and for i1 = 1 as
(0, 0, 0, 0)
ai1
†
−→ (1, 0, 0, 0)
ai1
†
−→ (2, 0, 0, 0)
∑
m
j=1 aj
−→
(1, 0, 0, 0)
+
(1, 0, 0, 0)
(21)
3.2.3 Creation and Annihilation Operator Commutation Relations
Now that some of the required properties of reation and annihilation operators
have been established, we are in a position to guess what their general alge-
brai properties should be, so that we an do arbitrarily ompliated operator
manipulations on states of arbitrary oupany.
15
All of the above behaviour of reation and annihilation operators (apart
from ai|0〉 = 0 in Equation 9) an be summarised in the following ommutation
relations
aiaj
† − aj†ai = δi,j
aiaj − ajai = 0
ai
†aj† − aj†ai† = 0
(22)
where δi,j is a Kroneker delta (δi,j = 1 if i = j, and δi,j = 0 if i 6= j). These
ommutation relations are usually written in shorthand notation as[
ai, aj
†] = δi,j
[ai, aj ] = 0[
ai
†, aj†
]
= 0
(23)
The [ai, aj ] = 0 and [ai
†, aj†] = 0 ommutation relations follow from the fat
that a sequene onsisting solely of annihilation operators (or solely of reation
operators) has the same eet whatever the order in whih the operators appear
in the sequene. However, this order independene property vanishes when the
sequene ontains interleaved reation and annihilation operators, as will be
explained below.
The [ai, aj
†] = δi,j ommutation relation may be illustrated for a 4-bin empty
histogram and for j = 3 as
(0, 0, 0, 0)
aj
†
−→ (0, 0, 1, 0)
ai−→
(0, 0, 0, 0) i = j
0 i 6= j
(0, 0, 0, 0)
ai−→ 0
aj
†
−→ 0
(24)
and for the general histogram as
(n1, n2, · · · )
aj
†
−→ (n1, n2, · · · , nj + 1, · · · )
ai−→
(ni + 1) (n1, n2, · · · ) i = j
ni (n1, · · · , ni − 1, · · · , nj + 1, · · · ) i 6= j
(n1, n2, · · · )
ai−→ ni (n1, · · · , ni − 1, · · · )
aj
†
−→
ni (n1, n2, · · · ) i = j
ni (n1, · · · , ni − 1, · · · , nj + 1, · · · ) i 6= j
(25)
and by taking the dierene of the aiaj
†
(i.e. the rst line in Equation 25
above) and the aj
†ai (i.e. the seond line in Equation 25 above) results above
the ommutator relation [ai, aj
†] = δi,j is orretly veried. The key result
is the i = j ase in Equation 25 whih has a fator ni + 1 in the aiaj
†
ase
and a fator ni in the aj
†ai ase, whih arises beause the number of ways of
annihilating a sample is equal to the number of samples in the histogram bin
whih the annihilation operator ats upon, and this number is one greater in
the ase where a reation operator got to at on the bin before the annihilation
operator got its hane to at on the same bin.
Note that the ommutation relation in Equation 23 extends the properties
of the reation and annihilation operators independently of the states that they
at upon, so that the operators now have spei eets on histograms with
multiple samples in multiple bins; these extended properties were not spei-
ed in the development up as far as Equation 21. Thus the partiular hoie
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of ommutation relation in Equation 23 denes a spei set of ombinatori
fators for how one an selet samples for reation and annihilation, whih are
desribed above and whih have intuitively reasonable properties.
The above properties of the reation and annihilation operators have been
justied by appealing to simple operations on the samples in histogram bins,
whih leads automatially these operators having the same ombinatori proper-
ties as the reation and annihilation operators that are used in a QFT of bosons
[4℄.
3.2.4 Commutation Relations Generalise MCMC Algorithms
In Setion 3.2.3 a set of ommutation relations was dened based on the required
properties of the reation and annihilation operators in a variety of simple ases
that were disussed in Setion 3.2.2. However, these ommutation relations do
more than just summarise these speial ases, they extend the use of reation
and annihilation operators to all situations, inluding ases where the histogram
bins are oupied by an arbitrary number of samples. Thus these ommuta-
tion relations provide an algebraially simple route to generalisation of MCMC
algorithms. No doubt there are other generalisations of the standard MCMC
algorithm, but none of them will have the algebrai simpliity of the properties
dened in Setion 3.2.3.
For instane, onsider the multiply oupied state (a1
†)n1 · · · (am†)
nm |0〉.
As in QFT [4℄, the reation operators an be used to onstrut a Fok spae
of states with all possible oupanies, and this Fok spae an be explored by
applying reation and annihilation operators. This type of exploration orre-
sponds to what is done in reversible jump MCMC algorithms [8℄, where the
sope of MCMC updates is extended so that they sample from various models,
in additional to the sampling within a single model that usually ours.
It an be seen that the eet of
∑m
j=1 aj is to ount the number of samples
in eah histogram bin (i.e. the number of ways of annihilating a sample from a
bin is equal to the number of samples in the bin), and to also annihilate one of
the samples from eah bin, as is shown in Equation 26.

 m∑
j=1
aj

(a1†)n1(a2†)n2 · · · (am†)nm |0
〉
=
n1
(
a1
†)n1−1(a2†)n2 · · · (am†)nm |0〉
+n2
(
a1
†)n1(a2†)n2−1 · · · (am†)nm |0〉
.
.
.
+nm
(
a1
†)n1(a2†)n2 · · · (am†)nm−1 |0〉
(26)
The above deit of one sample after the appliation of
∑m
j=1 aj an be retied
by altering the operator as
∑m
j=1 aj −→
∑m
j=1 aj
†aj , beause the inlusion of
aj
†
to the left of aj ensures that a sample will be reated in bin j to make up
for the one that aj annihilated. Note that there is only one way of reating a
sample in a bin, but there are as many ways of annihilating a sample as there
are samples in the bin.
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The result in Equation 26 an be summarised as follows for n ≥ 1 (note that
the r.h.s. is 0 for n = 0)
ai
(
aj
†)n |0〉 = nδi,j(aj†)n−1 |0〉 (27)
whih an be represented for a 4-bin histogram and for j = 3 as
(0, 0, 0, 0)
(aj†)
n
−→ (0, 0, n, 0)
ai−→
n (0, 0, n− 1, 0) i = j
0 i 6= j
(28)
This result may be used in general to move annihilation operators to the right
of all reation operators. The result in Equation 27 is easily proved by using
[ai, aj
†] = δi,j to progressively move ai to the right through one aj† at a time,
and then using ai|0〉 = 0 to disard any terms that ontain ai|0〉.
3.2.5 Doing Calulations with Creation and Annihilation Operators
Using expliit notation (e.g. (0, 0, 0, 0)
ai
†
−→ (0, 0, 1, 0)) for what the reation and
annihilation operators are doing to the samples in the histogram bins is very
tedious in ases that are not muh more ompliated than the ones disussed
above. The purpose of introduing reation and annihilation operators is to
replae the manipulation of histogram samples by algebrai manipulations based
on the properties ai|0〉 = 0 and [ai, aj†] = δi,j , whih also has the desirable side
eet that the alulations an be ompletely automated by using symboli
algebra tehniques. In general, expliit notation should be needed only to
verify what is being done to the samples in the histograms, and to hek that
this orresponds to what was intended.
From a theoretial point of view the ommutation relations in Equation 23
are an algebrai way of doing the book-keeping to keep trak of how reation
and annihilation operators onstrut and modify histogram states depending on
the order in whih the operators are applied. The [ai, aj
†] = δi,j ommutation
relation an be written in the form aiaj
† = aj†ai + δi,j , whih an then used to
replae aiaj
†
by aj
†ai + δi,j , whih eetively moves the annihilation operator
to the right (giving the aj
†ai term) whilst piking up a ommutator (the δi,j
term) as a side eet. This says that annihilation after reation (i.e. aiaj
†
)
is the same as annihilation before reation (i.e. aj
†ai), exept for when the
operators are applied to the same bin, whih triggers the appearane of the δi,j
term for reasons disussed above.
As a manual exerise, it an be veried that operators with the above prop-
erties (i.e. ai|0〉 = 0 and [ai, aj†] = δi,j) orretly annihilate a sample from
a 2-sample histogram (samples in any bins); this generalises Equation 20 to
the ase where the bins are not assumed to be the same. The strategy in this
derivation (and in all other derivations using reation and annihilation oper-
ators) is to move the annihilation operators to the right of all the reation
operators (using aiaj
† = aj†ai + δi,j), thus generating a sum of terms of the
form (a†a†a†a† · · · )(aaaa · · · )|0〉, and wherever there is a non-zero number of
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annihilation operators ating on |0〉 the term may be removed (using ai|0〉 = 0).
This leaves a sum of terms that ontain only reation operators ating on |0〉.
The detailed derivation of the eet of applying
∑m
j=1 aj to ai1
†ai2†|0〉 is as
follows(∑m
j=1 aj
)
ai1
†ai2† |0
〉
=
(∑m
j=1 ajai1
†
)
ai2
† |0〉
=
∑m
j=1
(
ai1
†aj + δi1,j
)
ai2
† |0〉
=
∑m
j=1
(
ai1
†(ajai2
†) + δi1,jai2
†) |0〉
=
∑m
j=1
(
ai1
†(ai2 †aj + δi2,j) + δi1,jai2†
)
|0〉
=
∑m
j=1
(
ai1
†ai2†aj + δi2,jai1† + δi1,jai2†
)
|0〉
=
∑m
j=1
(
ai1
†ai2†(aj |0〉) + δi2,j(ai1† |0〉) + δi1,j(ai2† |0 〉)
)
= ai1
† |0〉+ ai2
† |0 〉
(29)
After this sort of manipulation has been done a few times it is not neessary to
write down all of the intermediate steps as above, beause the manipulations
have a very simple form where eah annihilation operator ai is moved freely
to the right, exept that whenever it passes through a orresponding reation
operator aj
†
an additional term is reated (i.e. the δi,j ommutator term). In
more ompliated ases it is more onvenient to replae manual manipulations
with symboli manipulations.
3.2.6 Number Operator
The above results (e.g. see Equation 26) allow the denition of a number oper-
ator N that ounts the total number of samples in the histogram. Thus
N ≡
m∑
i=1
ai
†ai (30)
This gives
N
(
a1
†)n1(a2†)n2 · · · (am†)nm |0〉 = (n1 + n2 + · · ·+ nm) (a1†)n1(a2†)n2 · · · (am†)nm |0〉
(31)
where the total number of histogram samples n ≡ n1 + n2 + · · · + nm is the
quantity that is measured by applying N . For instane, N (aj†)
nj |0〉 an be
represented for a 4-bin histogram and for j = 3 as
(0, 0, 0, 0)
(aj†)
nj
−→ (0, 0, nj, 0)
N
−→ nj (0, 0, nj, 0) (32)
The struture of N in Equation 30 makes it lear how to dene the number
operator Ni for bin i of the histogram, so that N =
∑m
i=1Ni where Ni is
dened as
Ni ≡ ai
†ai (33)
and Ni(aj†)
nj |0〉 may be represented for a 4-bin histogram and for j = 3 as
(0, 0, 0, 0)
(aj†)
nj
−→ (0, 0, nj, 0)
Nj
−→
nj (0, 0, nj, 0) i = j
0 i 6= j
(34)
19
3.2.7 Orthogonality and Completeness
The states onstruted using the reation operators desribed above are orthogo-
nal and omplete. Consider the general histogram state (a1
†)n1(a2†)
n2 · · · (am†)
nm |0〉
and attempt to annihilate its samples. The strategy of the proof will be to
demonstrate that there is a unique set of annihilation operators that you have
to use in order to reover the empty histogram state |0〉.
Apply a single annihilation operator a1 (using Equation 27 to move it to the
right)
a1
(
a1
†)n1(a2†)n2 · · · (am†)nm |0〉 = n1(a1†)n1−1(a2†)n2 · · · (am†)nm |0〉 (35)
Now apply the same annihilation operator n1−1more times to eventually obtain
(a1)
n1
(
a1
†)n1(a2†)n2 · · · (am†)nm |0〉 = n1!(a2†)n2 · · · (am†)nm |0〉 (36)
Repeat this pattern of annihilation suessively for bins 2, 3, · · · ,m of the his-
togram to obtain
(am)
nm · · · (a2)
n2(a1)
n1
(
a1
†)n1(a2†)n2 · · · (am†)nm |0〉 = n1!n2! · · ·nm! |0〉
(37)
where the resulting state is (proportional to) the empty histogram |0〉.
Thus we reover the empty histogram by applying exatly those annihilation
operators to the histogram that orrespond to the reation operators that we
used to onstrut the histogram in the rst plae. The fat that the empty
histogram an be reovered only by applying the same set (n1, n2, · · · , nm) of
annihilation operators as reation operators means that the states are orthogo-
nal, and the fat that all possible states are onstrutable using the appropriate
set (n1, n2, · · · , nm) of reation operators means that the states are omplete.
The onstant of proportionality n1!n2! · · ·nm! is the number of ways in whih
the annihilation operators an annihilate the histogram samples, whih orre-
sponds to the total number of ways of permuting the samples within the his-
togram bins (but not permuting between bins). If this permutation fator is not
required then the states ould be dened as
1√
n1!n2!···nm! (a1
†)n1(a2†)
n2 · · · (am†)
nm |0〉,
and a similar normalisation fator
1√
n1!n2!···nm! should be inluded with the an-
nihilation operators when this whole state is to be annihilated. It is a matter
of tast whether the normalisation fator is inluded along with the state, or
whether it is not inluded but is then subsequently divided out from the results
of alulations.
3.2.8 States and Adjoint States
The above results on orthogonality and ompleteness an be written more rigor-
ously by introduing the adjoint state. Intuitively, the adjoint state is obtained
by time-reversing everything, so that instead of making operators at to the
right (with operators that at later being plaed further to the left), the oper-
ators in an adjoint state at to the left (with operators that at earlier being
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plaed further to the right). Note that between these two viewpoints the time
order of operator ation orresponds to the order in whih the operators appear
in the operator produt. Also note that a reation operator ating to the right
(i.e. reate a sample as time inreases, as in ai
†|0〉) behaves in the same way
as an annihilation operator ating to the left (i.e. annihilate a sample as time
dereases, as in 〈0|ai† = 0). In this ase ai†|0〉 says (reading from right to left)
that there is an empty histogram in the distant past whih later has a sample
reated in bin i, whereas 〈0|ai† says (reading from left to right) that there is an
empty histogram in the distant future whih earlier has a sample annihilated
from bin i to give 0 (i.e. 〈0|ai† = 0).
Introdue a notation for a histogram with oupanies (n1, n2, · · · , nm)
Θn1,n2,··· ,nm ≡
(
a1
†)n1(a2†)n2 · · · (am†)nm |0〉 (38)
and its adjoint state for reating a histogram with oupanies (n1, n2, · · · , nm),
but done in the reversed time sense where there is an empty histogram in the
far future, whih is then populated as we move bakwards in time
Θ†n1,n2,··· ,nm = 〈0| (am)
nm · · · (a2)
n2(a1)
n1
(39)
The orthogonality property an then be stated as
Θ†ν1,ν2,··· ,νmΘn1,n2,··· ,nm = δn1,ν1δn2,ν2 · · · δnm,νmn1!n2! · · ·nm! (40)
where the result in Equation 37 is used, and where 〈0||0〉 ≡ 1 is dened. The
ompleteness property then orresponds to the following resolution of the iden-
tity operator
∑
n1,n2,··· ,nm
1
n1!n2! · · ·nm!
Θn1,n2,··· ,nmΘ
†
n1,n2,··· ,nm = 1 (41)
where the states that this operator ats upon are assumed to be onstruted in
the same way as Θn1,n2,··· ,nm (i.e. using reation operators).
3.2.9 Summary of Useful Results
1. Creation operator for bin i: ai
†
. When applied to a histogram state this
reates one sample in bin i.
2. Annihilation operator for bin i: ai. When applied to a histogram state
this annihilates one sample from bin i in as many ways (i.e. ni) as there
are samples already in bin i. The result is ni opies of the histogram state
with one sample annihilated from bin i. This inludes the speial ase
ni = 0 where the histogram is annihilated altogether to give 0.
3. Annihilation operator for all bins:
∑m
i=1 ai. This produes a generalisation
of what ai alone does. For eah i (i = 1, 2, · · · ,m) the result is ni opies of
the histogram state with one sample annihilated from bin i, whih gives
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a total of
∑m
i=1 ni histograms. This operator is useful for preparing a
histogram for an MCMC update beause it removes a sample at random
from the histogram (i.e. it prepares
∑m
i=1 ni opies of the histogram in
eah of whih a dierent sample has been annihilated).
4. Annihilate an empty histogram: ai|0〉 = 0. This denes the vauum state
as a referene state for determining the oupany of eah histogram bin.
This denition is very useful for removing terms that do not ontribute to
the overall histogram state.
5. Creation/annihilation ommutator: [ai, aj
†] = δi,j . This summarises the
basi interation between the reation and annihilation operators. It is
mainly used in the form aiaj
† = aj†ai+δi,j to move annihilation operators
to the right of reation operators, whih eventually brings the annihilation
operators so that they at diretly on |0〉, where they an be removed
(using ai|0〉 = 0).
6. Annihilation/annihilation and reation/reation ommutators: [ai, aj ] = 0
and [ai
†, aj†] = 0. These summarise the fat that a sequene onsisting
solely of annihilation operations (or solely of reation operations) has the
same eet whatever the order in whih the operators appear in the se-
quene.
7. Moving an annihilation operator to the right: ai(aj
†)n|0〉 = nδi,j(aj†)
n−1
|0〉:
This is the basi result that is used to remove annihilation operators from
expressions. The ai is moved progressively to the right through the aj
†
(using aiaj
† = aj†ai + δi,j) until it reahes the |0〉, where it is disarded
(using ai|0〉 = 0).
8. Number operator for bin i: Ni = ai†ai. This annihilates then reates a
sample in bin i. Beause there are ni ways of annihilating a sample but
only 1 way of reating a sample, the net eet is to ount the number ni
of samples in bin i.
9. Total number operator for all bins: N =
∑m
i=1 ai
†ai. This ounts the total
number of samples in the histogram. This follows diretly from Ni = ai†ai
above.
10. State and adjoint state: Θn1,n2,··· ,nm = (a1†)
n1
(a2
†)n2 · · · (am†)
nm |0〉 and
Θ†n1,n2,··· ,nm = 〈0|(am)
nm · · · (a2)
n2(a1)
n1
(respetively). The adjoint
state an be applied to the left of a state and the annihilation operators
then moved to the right using ai(aj
†)n|0〉 = nδi,j(aj†)
n−1
|0〉 to demon-
strate orthogonality (assuming 〈0||0〉 ≡ 1). The adjoint of ai|0〉 = 0
implies 〈0|ai† = 0.
11. Orthogonality: Θ†ν1,ν2,··· ,νmΘn1,n2,··· ,nm = δn1,ν1δn2,ν2 · · · δnm,νmn1!n2! · · ·nm!.
Here 〈0||0〉 ≡ 1 is assumed by denition.
12. Completeness: All states Θn1,n2,··· ,nm are onstrutable by using the ap-
propriate set (n1, n2, · · · , nm) of reation operators.
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3.2.10 Multiple MRF Nodes
The above results are for a single MRF node. When there are multiple nodes,
eah MRF node has it own set of reation and annihilation operators, whih have
all of the properties desribed above. Operators for dierent nodes ommute
with eah other beause they at on dierent state spaes, so the generalised
form of Equation 23 is [
asi , a
t†
j
]
= δi,jδs,t[
asi , a
t
j
]
= 0[
a
s†
i , a
t†
j
]
= 0
(42)
where s and t are node indies. There are analogous generalisations of all the
results in Setion 3.2.9.
3.3 MCMC Update Operator
In Setion 2.4 it was shown how the state of an N -node MRF an be repre-
sented as a set of N histograms eah of whih ontains one sample in one of
the histogram bins, and how MCMC updates of the MRF an be represented as
hopping operations where eah sample hops around between the bins of its his-
togram. The aim now is to use the reation and annihilation operators dened
in Setion 3.2 to implement these MCMC hopping operations.
The MCMC update operator H an be onstruted in several easy steps, in
whih eah MCMC hopping operation is broken down into annihilation followed
by subsequent reation of a sample.
1. Annihilate a sample (see the middle row of Figure 1). Apply
∑m
j=1 aj
to the histogram state to annihilate one sample from eah bin, whih
prepares
∑m
i=1 ni opies of the histogram in eah of whih a dierent
sample has been annihilated. The output of this operation is thus a linear
ombination of histogram states, where eah state is weighted by the same
fator of unity (i.e. all states are equally likely). This linear ombination
of
∑m
i=1 ni terms (of whih only m are distint) represents the ensemble
of all the possible outomes of annihilating one sample.
2. Create a sample (see the bottom row of Figure 1). Apply
∑m
i=1 piai
†
to
eah histogram state in the ensemble generated above, whih prepares
m opies of the histogram in eah of whih a dierent sample has been
reated, and weight eah of these m histogram states so that where the
sample is reated in bin i the state is weighted by a fator pi. If the pi
satisfy pi ≥ 0 and
∑m
i=1 pi = 1 then pi an be interpreted as the proba-
bility of reating a sample in bin i. Atually, the normalisation ondition∑m
i=1 pi = 1 an be omitted beause the relative size of the pi is all that
is required. The output of this operation is thus a linear ombination of
histogram states, where eah state is weighted by the appropriate proba-
bility fator pi orresponding to the bin i in whih a sample has just been
reated. This linear ombination of m terms represents the ensemble of
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all the possible outomes of reating one sample in one of the bins of a
histogram.
Conatenate these two operators to dene the MCMC update operator H
H ≡
m∑
i=1
piai
†
m∑
j=1
aj (43)
where the ation of
∑m
j=1 aj produes
∑m
i=1 ni histograms, then the ation of∑m
i=1 piai
†
on eah of these
∑m
i=1 ni histograms produesm histograms. Finally,
all of these histograms should be regrouped so that multiple opies of idential
histograms are represented as a single opy with an appropriate weighting fator.
The weighting fator that is applied to the state (as used here) represents
probability itself rather than probability amplitude (as used in the orrespond-
ing QFT). However, if a QFT is Wik rotated to beome a Eulidean QFT
then it is equivalent to quantum statistial mehanis [4℄, where the state is a
probability-weighted mixture of states. So the approah disussed in this paper
has a mathematial struture that is similar to the Eulidean version of a QFT
of bosons.
The piees piai
†aj of the MCMC update operator may be represented dia-
grammatially as
pi

 j
aj
−→ ·
ai
†
−→ i
⇑
source


where state j omes in from the left and is annihilated by aj , and a new state
i is reated by ai
†
whih then goes out to the right, and the probability of
this transition ourring is pi whih depends only on the output state (so it
is memoryless), whih is in turn generated by a soure (e.g. MRF neighbours,
external soure, et). The whole MCMC update operator H is the sum of this
diagram over states i and j.
This result an be generalised to an MRF with N nodes (with node s having
ms states)
H −→
N∑
s=1
ms∑
i=1
psia
s†
i
ms∑
j=1
asj (44)
whih an be written using the transition operator T si,j ≡ a
s†
i a
s
j that hops a
sample from bin j to bin i at node s.
H =
N∑
s=1
ms∑
i,j=1
psiT
s
i,j (45)
In pratie the reation probability psi depends (via a produt of lique fa-
tors, as desribed in the disussion on the HCE in Setion 2.1) on the states of
the other nodes in the MRF. This probability an be omputed by applying an
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appropriately designed operator to the MRF node states. Thus use the number
operator for bin k at node t (whih is N tk ≡ a
t†
k a
t
k) weighted by p
s,t
i,k to deter-
mine the 2-lique ontribution (i.e. pairwise interations between nodes of the
MRF) for reation in bin i at node s due to bin k at node t being oupied.
This operator expression is appropriate for any number of samples in bin k at
node t, beause the number operator N tk automatially determines the number
of samples as needed, and then uses this number to weight any lique fator
that involves this node.
This use of sample number to weight lique fators is onsistent beause it
guarantees that a single sample at eah node (i.e. standard HCE) is physially
equivalent to the situation where eah of these samples is ut into a number
of equal-sized sub-samples, beause the additional fators then generated by
the number operator applied to these sub-samples are exatly anelled by the
additional fators then generated by the fat that interations between sub-
samples are proportionally weaker than interations between samples.
This allows psi to be replaed by an operator P
s
i , whih an be used to
onstrut a psi based on whatever samples it nds in the histograms in the
neighbourhood C(s) of node s of the MRF.
psi −→ P
s
i ≡
∏
t∈C(s)
mt∑
k=1
p
s,t
i,kN
t
k (46)
This result should be ompared with the produt form of the HCE in Equation 1,
where the
∏
t∈C(s)(· · · ) in Equation 46 orresponds to the
∏
c(· · · ) in Equation
1, and the sum over operators
∑mt
k=1(· · · ) in Equation 46 is needed to over all
the possibilities that might appear in the (· · · ) inside
∏
c(· · · ) in Equation 1.
More generally for 3-liques the operator Psi is given by
psi −→ P
s
i ≡
∏
t1,t2∈C(s)
mt1∑
k1=1
mt2∑
k2=1
p
s,t1,t2
i,k1,k2
N t1k1N
t2
k2
(47)
whih may be straightforwardly generalised to higher order liques.
Inserting the operator-valued version of psi into Equation 45, the MCMC
update operator H beomes (using 2-liques only)
H −→
N∑
s=1
ms∑
i,j=1
T si,j

 ∏
t∈C(s)
mt∑
k=1
p
s,t
i,kN
t
k


(48)
with analogous expressions for higher order liques. This operator-valued ob-
jet H an be applied to any MRF state, whether it is a onventional single
sample per node state, or has multiple samples per node. This is the key ad-
vantage of using operators, beause they are eetively general proedures (e.g.
algorithms) that an be applied to any state that is onstruted using reation
operators. The algebra of the reation and annihilation operators provides a
unied framework for handing all of these possibilities onsistently.
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The funtional form used in Equation 48 is enfored by bakward ompat-
ibility with the MCMC update operator for an MRF shown in Equation 44,
where the fator psi is a produt of lique fators that interset with node s (i.e.
for 2-liques only, it is generated by the
∏
t∈C(s)
∑mt
k=1 p
s,t
i,kN
t
k fator in Equa-
tion 48). However, the framework developed here allows for any funtional form
built out of reation and annihilation operators, so a very large lass of update
operators H an be onstruted suh as:
1. The operator that generates the produt of lique fators
∏
t∈C(s)
∑mt
k=1 p
s,t
i,kN
t
k
an be replaed by some other funtional form, suh as a non-linear sig-
moid squashing funtion σ(
∑
t∈C(s)
∑mt
k=1 p
s,t
i,kN
t
k), as is typially done in
neural network implementations of reurrent networks. One possible
way of viewing the relationship between this non-linear sigmoidal version
and the lique produt an be obtained by perturbatively expanding the
sigmoid to obtain various powers of its argument
∑
t∈C(s)
∑mt
k=1 p
s,t
i,kN
t
k,
whih inludes terms that look like the original lique produt
∏
t∈C(s)
∑mt
k=1 p
s,t
i,kN
t
k,
plus other higher order terms.
2. The hopping operator T si,j = a
s†
i a
s
j an be replaed by some other fun-
tional form, suh as one that inreases (i.e. birth) or dereases (i.e. death)
the number of samples, whih may be used to allow the update operator
H to explore histogram states with various oupanies. Note that if this
part of the overall update operatorH is used alone as the update operator
(i.e. without the lique fator piee above), then it an be used to generate
the prior behaviour that the histogram state has before any interations
with other histograms are inluded.
The eet of the reation and annihilation operators an be viewed in terms
of elementary operations on histograms (as desribed in Setion 3.2), and their
operator algebra an be used to do alulations in whihH is applied to multiply
oupied states to generate MCMC updates. It is also possible to use symboli
algebra to do these operator manipulations automatially. In general, the eet
of the MCMC update operatorH on a set of histogram states an be represented
as a type of Feynman diagram, in whih eah vertex represents a produt of
operators ating on an inoming state to produe an outgoing state (if any),
and a (weighted) sum of suh diagrams represents the orresponding (weighted)
sum of produts of operators (note that here the weights are probabilities rather
than probability amplitudes).
Note that the MCMC update operatorH in Equation 48 is number-onserving
in the sense that its transition operator T si,j ≡ a
s†
i a
s
j auses samples to hop from
bin j to bin i at node s, without gain or loss of the total number of sam-
ples at node s. Formally, this property may be written as [H,N s] = 0 where
N s ≡
∑ms
i=1N
s
i is the total number operator at node s. This result an be seen
intuitively beause it may be written as HN s = N sH, whih states that when
you measure the total number of samples at node s then do an MCMC update,
you get the same result as when you do an MCMC update then measure the
total number of samples at node s, so there must be number onservation.
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The steps in the derivation of the number onservation property [H,N u] = 0
are as follows
[H,N u] =
∑N
s=1
∑ms
i,j=1
[
T si,j
(∏
t∈C(s)
∑mt
k=1 p
s,t
i,kN
t
k
)
,N u
]
=
∑N
s=1
∑ms
i,j=1

 T si,j
(∏
t∈C(s)
∑mt
k=1 p
s,t
i,kN
t
k
)
N u
−N uT si,j
(∏
t∈C(s)
∑mt
k=1 p
s,t
i,kN
t
k
)


=
∑N
s=1
∑ms
i,j=1
(
T si,j
(∏
t∈C(s)
∑mt
k=1 p
s,t
i,kN
t
k
)
N u
−T si,jN
u(
∏
t∈C(s)
∑mt
k=1 p
s,t
i,kN
t
k)
)
=
∑N
s=1
∑ms
i,j=1

 T si,j
(∏
t∈C(s)
∑mt
k=1 p
s,t
i,kN
t
k
)
N u
−T si,j
(∏
t∈C(s)
∑mt
k=1 p
s,t
i,kN
t
k
)
N u


= 0
(49)
using [N u, T si,j ] = 0 (T
s
i,j auses hopping at node s but onserves total num-
ber at node s, and also trivially onserves total number at all other nodes) to
make the replaement N uT si,j −→ T
s
i,jN
u
, and [N u,N tk] = 0 (number opera-
tors always ommute) to make the replaement N u(
∏
t∈C(s)
∑mt
k=1 p
s,t
i,kN
t
k) −→
(
∏
t∈C(s)
∑mt
k=1 p
s,t
i,kN
t
k)N
u
. Note that the fat that [N u, T si,j ] = 0 and [N
u,N tk] =
0 are simple to derive from the basi reation/annihilation ontent of the various
operators.
The overall eet of using reation and annihilation operators is to formalise
the at of manipulating samples in histograms, so that these manipulations
are now represented algebraially. One ould avoid the use of this algebrai
approah (espeially when eah histogram has only a single sample, as in a
standard MRF), but as the manipulations beome more ompliated (e.g. subtle
interdependenies between histograms) it is better to do them by using this
algebrai approah.
3.4 Diagrammati Representation of MCMC Algorithms
A sequene of MCMC updates (e.g. see Setion 2.2) in whih x and y are
alternately updated by sampling from Pr(x ,y) is illustrated below where eah
arrow represents a dependeny. The graph struture shows that the updates
are memoryless. For instane, x 2 depends on y1 via Pr(x 2|y1), but it does not
depend on x 1.
x 1 x 2 −→ x 2 x 3 −→ x 3 · · ·
ր
ր
ր
ց
ց
ց
ր
ր
ր
ց
ց
ց
· · ·
y1 −→ y1 y2 −→ y2 y3 · · ·
Pr(x 2|y1) Pr(y2|x 2) Pr(x 3|y2) Pr(y3|x 3)
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The above diagram an be skeletonised by omitting all inessential labelling in
order to emphasis the information ow, in whih ase the result looks like this
· · −→ · · −→ · · · ·
ր ց ր ց · · ·
· −→ · · −→ · · · · ·
If this skeletonisation is used to draw an information ow diagram for a sequene
of MCMC updates of a 4 node Markov hain, then a typial result looks like
the diagram below.
· −→ · −→ · −→ · · −→ · −→ · −→ · −→ · −→ · −→ · · · ·
±1 ց ր ց
· · −→ · −→ · −→ · · · · −→ · −→ · −→ · · · ·
±2 ց ր ր ց
· −→ · · · −→ · −→ · −→ · −→ · · · · · · ·
±3 ր ր ր
· −→ · −→ · −→ · −→ · −→ · −→ · −→ · −→ · −→ · −→ · · · ·
+1 +2 −3 −1 −2 −2 +1 −3 +2 −3
For illustrative purposes the Markov hain is drawn in the up-down diretion
in the diagram, with the horizontal diretion being used for the disrete time
steps that are generated by the MCMC update proedure. The ±n notation
at the left hand side shows the labelling onvention that is used for the update
that ours at eah time step, where +n indiates an interation between a
node and its right hand neighbour (right is down in the diagram), and −n is
the analogous notation for the left hand neighbour. The ±n notation along the
bottom of the diagram shows the atual update interation that ours at eah
time step. The partiular sequene of MCMC updates that is represented in
the diagram above is unimportant beause it is random.
There are 6 separate basi diagrams that are used to build the above diagram
whih are shown in the diagram below. Usually a randomly seleted sequene
of these diagrams forms the MCMC algorithm, but other hoies are possible.
· −→ · · · · −→ · · −→ · · −→ · · −→ ·
ց ր
· · · −→ · · −→ · · · · −→ · · −→ ·
ց ր
· −→ · · −→ · · · · −→ · · · · ·
ց ր
· −→ · · −→ · · −→ · · −→ · · −→ · · −→ ·
+1 −1 +2 −2 +3 −3
The skeletonised struture of the diagrams an now be simplied further to
make it look more symmetrial as shown in the diagram below, where the piees
of the above diagrams are drawn individually in more symmetrial fashion.
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· −→ · =⇒ −→ · −→
· −→ ·
ց
· ·
=⇒
−→ · −→
↓
−→ · −→
· −→ ·
ր
· ·
=⇒
−→ · −→
↑
−→ · −→
This redues the desription of the MCMC algorithm to a set of basi diagrams
in whih the state of a node evolves freely (i.e.
−→ · −→
) or is involved
in an interation (i.e.
−→ · −→
↓
and
−→ · −→
↑
). These diagrams
allow for the possibility that a node has a memory of its previous state (i.e.
an arrow omes in from the left), so the MCMC diagrams above are a speial
ase in whih this memory is disarded.
These diagrams an be used to represent higher order MCMC algorithms
whih amalgamate the eet of several basi MCMC updates. Thus, start by
dening an MCMC update operator H. For a pair of MRF nodes this is il-
lustrated in Equation 50, whih is of the form H ≡ I + H1 + H2. The I is
the identity whih orresponds to no update ourring, and the H1 and H2
piees orrespond to updates that our on one or the other of the two nodes,
respetively.
H ≡

 −→ · −→
−→ · −→

+

 −→ · −→↓
−→ · −→

+

 −→ · −→↑
−→ · −→


(50)
Multiple MC updates may then be generated by iterating H to reate powers of
H. For instane, H2 may be derived as by expanding out {I +H1 +H2}
2
and
olleting together similar terms, as shown in Equation 51 and Equation 52.
H2 = A0 +A1 + A2 (51)
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where
A0 ≡

 −→ · −→ · −→
−→ · −→ · −→


A1 ≡

 −→ · −→ · −→↓
−→ · −→ · −→

+

 −→ · −→ · −→↓
−→ · −→ · −→


+

 −→ · −→ · −→↑
−→ · −→ · −→

+

 −→ · −→ · −→↑
−→ · −→ · −→


A2 ≡

 −→ · −→ · −→↓ ↓
−→ · −→ · −→

+

 −→ · −→ · −→↑ ↑
−→ · −→ · −→


+

 −→ · −→ · −→↓ ↑
−→ · −→ · −→

+

 −→ · −→ · −→↑ ↓
−→ · −→ · −→


(52)
The result in Equation 51 and Equation 52 may be simplied to Equation 53
and Equation 54 (using I2 = I and IHi = HiI = Hi).
H2 = B0 +B1 +A2 (53)
where
B0 ≡

 −→ · −→
−→ · −→


B1 ≡ 2

 −→ · −→↓
−→ · −→

+ 2

 −→ · −→↑
−→ · −→


(54)
In the diagrammati expression forH2 in Equation 54 the rst row represents no
interation, the seond row one interation, and the third row two interations.
Note that the order in whih the interations our is important (i.e. H1H2 6=
H2H1 in general) so the diagrams in the third row annot be ombined. On
the other hand IHi = HiI = Hi so the diagrams in the seond row an be
ombined.
These diagrams are atually Feynman diagrams, whih desribe operator
expressions in an visually appealing way. In this ase they show how the various
operations invoked by the piees of the MCMC update operator H t together
in various ways to generate the diagrammati representation of the higher order
MCMC update operatorH2. This example is simple enough that the results are
obvious, but the diagrammati tehnique generalises to arbitrarily ompliated
ases.
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4 Appliations of the MCMC Update Operator
The aim of this setion is to show some simple pratial uses of the operator
approah that is desribed in Setion 3. No attempt will be made to do extensive
omputations, beause these will be presented in future papers in this disrete
network dynamis series of papers.
Setion 4.1 illustrates how the MCMC update operator orretly generates
MCMC updates for histograms that are eah oupied by a single sample, thus
ensuring bakwards ompatibility between the operator approah and the stan-
dard MCMC algorithm for sampling MRFs. Setion 4.2 generalises this to the
ase of multiply oupied states, and derives the equilibrium state of a single
node MRF whih has the same properties as ACEnet [5℄.
4.1 Update of Single-Sample States
As a hek on the result for H in Equation 48 verify that the appliation of
H to a standard MRF state (i.e. one sample per node) leads to the expeted
standard form of the MCMC update.
In a standard MRF only a single bin iu is oupied at eah node u. For an
N -node MRF this denes a pure state Ψ(i1, i2, · · · , iN ) that has the form
Ψ(i1, i2, · · · , iN ) ≡
(
N∏
u=1
a
u†
iu
)
|0〉 (55)
The rst operator to onsider in Equation 48 is the number operator N tk (for
measuring how many samples are in bin k at node t). When N tk is applied to
Ψ(i1, i2, · · · , iN) it gives
N tkΨ(i1, i2, · · · , iN ) = N
t
k
(∏N
u=1 a
u†
iu
)
|0〉
= δit,kΨ(i1, i2, · · · , iN )
(56)
so the number δit,k is 1 if the bin at node t being examined (i.e. k) mathes the
bin in whih the sample at node t is to be found (i.e. it), and is 0 otherwise.
Insert this result into the
∏
t∈C(s)
∑mt
k=1 p
s,t
i,kN
t
k part of H in Equation 48 to
obtain the following simpliation(∏
t∈C(s)
∑mt
k=1 p
s,t
i,kN
t
k
)
Ψ(i1, i2, · · · , iN ) =
(∏
t∈C(s)
∑mt
k=1 p
s,t
i,kN
t
k
)(∏N
u=1 a
u†
iu
)
|0〉
=
(∏
t∈C(s)
∑mt
k=1 p
s,t
i,kδit,k
)
Ψ(i1, i2, · · · , iN )
=
(∏
t∈C(s) p
s,t
i,it
)
Ψ(i1, i2, · · · , iN)
(57)
whih is equal to Ψ(i1, i2, · · · , iN ) weighted by the produt of the 2-lique fators
that involve node s. This result orretly omputes the 2-lique inuene of the
neighbours of node s that is expeted in a standard MCMC algorithm.
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H in Equation 48 also involves the transition operator T si,j . Apply T
s
i,j to
Ψ(i1, i2, · · · , iN) to obtain
T si,jΨ(i1, i2, · · · , iN ) = T
s
i,j
(∏N
u=1 a
u†
iu
)
|0〉
= as†i a
s
ja
1†
i1
a
2†
i2
· · · as†is · · · a
N†
iN
|0〉
= as†i a
1†
i1
a
2†
i2
· · ·
(
a
s†
is
asj + δis,j
)
· · · aN†iN |0 〉
=
a
s†
i a
1†
i1
a
2†
i2
· · · as†is · · · a
N†
iN
asj |0 〉
+δis,ja
1†
i1
a
2†
i2
· · · as†i · · · a
N†
iN
|0〉
= δis,jΨ(i1, i2, · · · , is−1, i, is+1, · · · , iN)
(58)
where the annihilation operator asj is moved to the right, piking up a non-zero
ommutator only when it moves past the reation operator a
s†
is
(i.e. both the
reation and the annihilation are at the same node so they do not ommute if
is = j), and nally meets the empty state |0〉 whih it annihilates. This result
is equal to Ψ(i1, i2, · · · , is−1, i, is+1, · · · , iN) weighted by a fator δis,j , whih
orresponds to a new pure state in whih the sample at node s has hopped to
bin i, weighted by 1 if the sample at node s started o in bin j, and 0 otherwise.
This is exatly the behaviour that is expeted of the transition operator T si,j .
Finally, inserting the results in Equation 57 and Equation 58 into H in
Equation 48 gives
HΨ(i1, i2, · · · , iN ) =
∑N
s=1
∑ms
i,j=1 T
s
i,j
(∏
t∈C(s)
∑mt
k=1 p
s,t
i,kN
t
k
)
Ψ(i1, i2, · · · , iN )
=
∑N
s=1
∑ms
i,j=1 δis,j
(∏
t∈C(s) p
s,t
i,it
)
Ψ(i1, i2, · · · , is−1, i, is+1, · · · , iN )
=
∑N
s=1
∑ms
i=1
(∏
t∈C(s) p
s,t
i,it
)
Ψ(i1, i2, · · · , is−1, i, is+1, · · · , iN)
(59)
The ation of H on the pure state Ψ(i1, i2, · · · , iN ) produes a weighted sum of
states (or mixed state), beause the eet of H at eah node s is to simultane-
ously reate ms states Ψ(i1, i2, · · · , is−1, i, is+1, · · · , iN ) (for i = 1, 2, · · · ,ms),
eah of whih has its own probability fator
∏
t∈C(s) p
s,t
i,it
(i.e. produt of 2-
lique fators), whih is a total of m1m2 · · ·mN states with their orresponding
probability fators. Note that this ensemble of histograms should be regrouped
so that multiple opies of idential histograms are represented as a single opy
with an appropriate weighting fator. Thus HΨ(i1, i2, · · · , iN ) is preisely the
ensemble of states from whih the standard MCMC update algorithm draws its
updated state.
This veries that the update operator H generates the orret behaviour
when only a single bin iu is oupied at eah node u, as is the ase in stan-
dard MCMC simulations of MRFs. Similarly, higher order liques produe the
same onsisteny between what the update operator H generates and what the
standard MCMC algorithm generates, so the assumed operator form of H is
bakwardly ompatible with MCMC simulations of standard MRFs with a sin-
gle sample per node.
Standard MCMC algorithms randomly selet a single state from the above
ensemble of states generated by the ation of the update operator H; the prob-
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ability of a partiular state being seleted is given by the probability fator
that weights that state in the ensemble. More sophistiated MCMC algorithms,
known as partile ltering algorithms [3℄, selet several states from the ensemble
whih allows several alternative updates to be simultaneously followed, whih
allows the probability over alternatives to be represented in a sampled form.
However, all of these approahes t into the same theoretial framework where
the update operator H generates the full ensemble of alternatives.
Note that pure states and mixed states are related to doubly distributional
population odes [9℄. Thus a pure state speies a single joint state of the MRF
nodes, whereas a mixed state speies a range of alternative joint states of the
MRF nodes. The operator algebra presented in this paper provides a omplete
and onsistent framework for using MCMC algorithms to manipulate these pure
and mixed MRF states, or equivalently the orresponding doubly distributional
population odes.
4.2 Equilibrium Multi-Sample State
The aim of this setion is to demonstrate in detail that the MCMC update
operator H ≡
∑m
i=1 piai
†∑m
j=1 aj has an equilibrium state whih has the same
properties as ACEnet [5℄.
In Setion 4.1 the appliation ofH to a pure stateΨ(i1, i2, · · · , iN) onverts it
into a mixed state (see Equation 59). The aim now is to derive the equilibrium
mixed state that self-onsistently maps to itself under the ation of H. This
would orrespond to a mixed state that ontains exatly the right mixture of
pure states to balane the hopping rates generated by H. In physis this is
known as the detailed balane ondition. When there is a single sample per
node this equilibrium mixed state orresponds to the equilibrium ensemble that
the standard MCMC update algorithm seeks to generate.
It is not possible in general to analytially derive this equilibrium mixed
state; if it were then MCMC algorithms would not be needed. This intratabil-
ity arises beause the lique fators ause the samples at neighbouring nodes (i.e.
nodes in the same lique) to interat with eah other, whih leads to the devel-
opment of indiret long-range orrelations between nodes by asading together
multiple diret short-range interations (i.e. paths of inuene are built out of
interlinked lique fators). The summation over all possible paths via whih
the nodes an interat indiretly with eah other is not analytially tratable,
exept in simple ases suh as when the nodes interat along a 1-dimensional
hain (or any ayli graph of interations). More interesting ases, suh as 2-
dimensional sheets of node interations, are not analytially tratable in general
(although there are speial ases that are exeptions, suh as the 2-dimensional
Ising model).
One ase whih an be solved analytially is the ase of an MRF with a single
node that interats with a xed external soure. In eet, this is an N -node
MRF in whih N − 1 of the nodes are frozen, and their inuene on the single
remaining (unfrozen) node is represented by the external soure. This ase is
interesting beause it is the model that is used in the simplest version (i.e. single
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oding layer) of ACEnet [5℄; it is therefore prudent to use the operator methods
developed in this paper to verify that the MCMC equilibrium state orresponds
to the behaviour that is observed in ACEnet.
The state spae of a multiply oupied 1-node MRF is an n-sample his-
togram. The aim now is to derive the equilibrium state of an n-sample his-
togram under the ation of repeated MCMC samplings generated by H =∑m
i=1 piai
†∑m
j=1 aj (see Equation 43), where the probabilities pi are derived
from a xed external soure. The equilibrium mixed state Ψ must satisfy the
self-onsistent bound state equation
 m∑
j=1
pjaj
†

( m∑
i=1
ai
)
Ψ = λΨ (60)
where λ is an eigenvalue. In other words the MCMC update operator must map
the equilibrium state into a multiple of itself, as is expeted of an equilibrium
state. Beause orret normalisation of the state and of the MCMC update op-
erator have not been imposed (to avoid lots of distrating normalisation fators
appearing in the mathematis), the eigenvalue is not the expeted λ = 1, but
nevertheless the value of λ may be readily interpreted (see after Equation 69).
The mixed state Ψ an be expanded as a weighted mixture of pure states
thus
Ψ =
∑
n1,n2,··· ,nm
ψ(n1, n2, · · · , nm)
m∏
k=1
(
ak
†)nk |0〉 (61)
where (ak
†)nk |0〉 is (up to a normalising onstant) a histogram with nk sam-
ples in bin k,
∏m
k=1 (ak
†)nk |0〉 is (up to a normalising onstant) a histogram
with oupany (n1, n2, · · · , nm), ψ(n1, n2, · · · , nm) is the probability (up to a
normalising onstant) of this histogram ourring, and
∑
n1,n2,··· ,nm(· · · ) is a
mixture of suh histograms. Note that it is not neessary to introdue the nor-
malising onstants expliitly beause all we are trying to do is to demonstrate
that Ψ is a solution of Equation 60.
First of all, fore the total number of samples to be onstrained. In physiists'
terminology, the ase with a xed number of samples is a anonial ensemble,
rather than a grand anonial ensemble in whih the total number of samples
would be allowed to vary. Thus write Ψ as
Ψ =
∑
n1,n2,··· ,nm
δn,n1+n2+···+nmψ(n1, n2, · · · , nm)
m∏
k=1
(
ak
†)nk |0〉 (62)
where the Kroneker delta δn,n1+n2+···+nm ensures that only terms in
∑
n1,n2,··· ,nm(· · · )
that satisfy the ondition n = n1 + n2 + · · ·+ nm an ontribute.
Now nd the state Ψ that satises the onsisteny ondition in Equation 60.
34
First substitute Equation 62 into the left hand side of Equation 60 to obtain
∑
n1,n2,··· ,nm
δn,n1+n2+···+nmψ(n1, n2, · · · , nm)

 m∑
j=1
pjaj
†

( m∑
i=1
ai
)
m∏
k=1
(
ak
†)nk |0〉
(63)
Now use that ai(aj
†)n|0〉 = nδi,j(aj†)
n−1
|0〉 to move all of the annihilation
operators to the right in the (
∑m
j=1 pjaj
†)(
∑m
i=1 ai)
∏m
k=1 (ak
†)nk |0〉 part of the
expression in Equation 63 to obtain the following simpliation
(· · · ) |0 〉 =
(∑m
j=1 pjaj
†
)∑m
i=1 ni
(
a1
†)n1 · · · (ai†)ni−1 · · · (am†)nm |0 〉
=
∑m
j=1 pj


nj
(
a1
†)n1 · · · (am†)nm |0 〉
+
∑m
i = 1,
i 6= j
ni
(
a1
†)n1 · · · (ai†)ni−1 · · · (aj†)nj+1 · · · (am†)nm |0〉


(64)
where the ases i = j (annihilation and reation within a single bin) and i 6= j
(annihilation in one bin and reation in another bin, i.e. hopping) have to be
onsidered separately.
The ontribution for a given nal state j (but summing over the initial state
i) an be represented diagrammatially as follows
pjnj

 i (= j)
ai−→ ·
aj
†
−→ j
⇑
source

 + pj∑mi = 1,
i 6= j
ni


i (6= j)
ai
ց
·
aj
†
−→ j
⇑
source


whih is a sum of ontributions of the form
pj ni


i
ai
ց
·
aj
†
−→ j
⇑
source


where the overall fator of ni omes from the fat that the annihilation operator
ai has ni samples to hoose from in the initial state.
The oeients of orresponding ontributions to the left hand side and
right hand side of the equilibrium ondition in Equation 60 an now be mathed
up. Note that this mathing of oeients is allowed beause the set of states∏m
k=1 (ak
†)nk |0〉 is orthogonal and omplete (see Setion 3.2.7). This leads to
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the following onsisteny equation that interrelates the ψ(n1, n2, · · · , nm).
m∑
j=1
pj


njψ(n1, n2, · · · , nm)
+
∑m
i = 1,
i 6= j
(ni + 1)ψ(n1, · · · , ni + 1, · · · , nj − 1, · · · , nm)


= λψ(n1, n2, · · · , nm) (65)
Now dene a trial solution to this equation (where n = n1 + n2 + · · ·+ nm)
ψ(n1, n2, · · · , nm) =
n!
n1!n2! · · ·nm!
p1
n1p2
n2 · · · pm
nm
(66)
This trial solution orresponds to plaing n samples at random into the his-
togram, using sampling probabilities (p1, p2, · · · , pm) for eah of the m bins.
The probability fator p1
n1p2
n2 · · · pmnm is the probability of eah possible way
of plaing n samples (taking aount of the order in whih the samples are
plaed), and the multinomial fator
n!
n1!n2!···nm! is the number of possible order-
ings of samples that leave the histogram unhanged (i.e. permute within bins
but not between bins). It is reasonable to expet this to be the solution beause
the eet of H (i.e.
∑m
i=1 piai
†∑m
j=1 aj) is to randomly annihilate a sample
from the histogram, and then to reate it again with probability pi in bin i
(whih is a memoryless operation), so the ψ(n1, n2, · · · , nm) given in Equation
66 should be an equilibrium solution for updates generated by H.
Substitute this trial solution into the onsisteny equation Equation 65 to
obtain
m∑
j=1
pj


nj
n!
n1!···nm!p1
n1 · · · pmnm
+
∑m
i = 1,
i 6= j
(ni + 1)
n!
n1!···(ni+1)!···(nj−1)!···nm!p1
n1 · · · pini+1 · · · pjnj−1 · · · pmnm


= λ
n!
n1! · · ·nm!
p1
n1 · · · pm
nm
(67)
Canel the fatorials and the probability fators.
m∑
j=1
pj

nj +
m∑
i = 1,
i 6= j
nj
pi
pj

 = λ (68)
Solve this equation for the eigenvalue λ, and use that
∑m
i=1 pi = 1 and
∑m
j=1 nj =
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n to simplify the result.
λ =
∑m
j=1 pjnj +
∑m
j=1
∑m
i = 1,
i 6= j
pinj
=
∑m
j=1 pjnj +
(∑m
i,j=1 pinj −
∑m
j=1 pjnj
)
= (
∑m
i=1 pi)
(∑m
j=1 nj
)
= n
(69)
Thus λ = n whih is the (xed) total number of samples in the histogram.
The soure of this fator is H ≡
∑m
i=1 piai
†∑m
j=1 aj , where eah annihilation
operator aj has nj to hoose from in the initial state, so the sum of annihilation
operators
∑m
j=1 aj generates
∑m
j=1 nj = n separate ontributions. The fat that
λ is a onstant means that the onsisteny equation (i.e. Equation 65) has an
eigenvalue λ that is independent of the hoie of (n1, n2, · · · , nm), whih means
that the update operator H has the same eet on eah pure state omponent
of the equilibrium state Ψ (as is required in order for Ψ to satisfy Equation 60).
The result in Equation 69 veries that the trial solution proposed in Equa-
tion 66 is orret, and that the equilibrium histogram state orresponds to
plaing n samples at random into the histogram using sampling probabilities
(p1, p2, · · · , pm) for eah of the m bins.
Summarise these results:
1. Basi MCMC update operator: H = (
∑m
j=1 pjaj
†)(
∑m
i=1 ai)
2. General state (xed n): Ψ =
∑
n1,n2,··· ,nm δn,n1+n2+···+nmψ(n1, n2, · · · , nm)
∏m
k=1 (ak
†)nk |0〉
3. Equilibrium ondition: (
∑m
j=1 pjaj
†)(
∑m
i=1 ai)Ψ = λΨ
4. Equilibrium state: ψ(n1, n2, · · · , nm) =
n!
n1!n2!···nm!p1
n1p2
n2 · · · pmnm with
λ = n
The equilibrium state is a mixture of pure states, where eah pure state is
weighted by the probability of its ourrene. In this approah the state Ψ of the
system orresponds to the entire probability-weighted ensemble of alternative
histograms. In eet, these histograms mix with eah other under the updating
ation of the xed external soure that auses the samples in the bins of eah
histogram to hop from bin to bin, whilst onserving the total number of samples
in the histogram (i.e. there is migration of samples but no birth or death of
samples). The equilibrium ondition ensures that the mixing that ours due to
the hopping of samples has no net eet on the probability-weighted ensemble
of alternative histograms.
This ompletes the demonstration that the simplest (i.e. a single node)
multiple oupany MRF has the same properties as ACEnet [5℄, whih is dened
as having an equilibrium state that is generated by the random (but probability-
weighted) plaement of n samples into a set of histogram bins. Also, larger SONs
an be built out of multiple linked ACEnet modules, and these orrespond to
37
MRFs with a larger number of nodes. This uniation of MRFs and SONs is
possible beause both approahes an be viewed as implementing algorithms
for manipulating samples in histogram bins, and all suh algorithms an be
expressed by using the algebra of reation and annihilation operators. A key
advantage of this MRF/SON uniation is that the tehniques that are used to
train SONs (i.e. to disover struture in data) an now be used to train MRFs,
whih allows the MRF graph struture (i.e. nodes and onnetions) to adapt
itself so that it is better mathed to the data it is trying to model.
The MCMC updating of MRFs whose nodes are oupied by multiple sam-
ples potentially leads to lots of interesting properties. The derivation above
shows how a single node MRF behaves under the inuene of a xed external
soure, but more interesting behaviour ours when either the MRF has a single
node but the external soure is variable, or if the MRF has multiple interating
nodes so that eah node sees the variable state of the other nodes. This last
ase is espeially interesting in MRFs that are trained as SONs, beause it leads
to behaviours in whih the samples that oupy the nodes at olletively, and
thus ause the joint node states to behave like extended symbols (see Setion
2.4 for some diagrams that illustrate this point in more detail).
5 Conlusions
The work desribed in this paper assumes that Markov random eld models are
used to implement Bayesian inferene. The key ontribution of this paper is an
implementation using reation and annihilation operators of MCMC algorithms
for simulating MRFs. This theoretial framework has a similar struture to that
used in quantum eld theories of bosons in physis [4℄. An equilibrium solution
of the MCMC update operator is derived whih is shown to be equivalent to the
equilibrium behaviour of the adaptive luster expansion network (ACEnet) [5℄,
whih is a type of self-organising network that omputes using disrete-valued
quantities.
This point of ontat between MRF theory and SON behaviour allows the
theories of these two elds to be unied. Although MRFs and SONs are super-
ially dierent (MRFs have one sample per node, whereas ACEnet SONs have
multiple samples per node), the underlying operators that are used to manip-
ulate them are the same. MRF theory ould benet from this uniation by
being able to make use of SONs to build MRF networks in a data-driven way.
SON theory ould benet from this uniation by being able to make full use
of the rih theoretial theory of MRFs.
It is very onvenient that MRFs and SONs are unied within a QFT frame-
work, beause suh theories are used extensively by physiists to desribe the
interation of partiles, and many tehniques have been developed to ompute
results using suh theories. We have found that it is very easy to transfer knowl-
edge from QFT to the unied MRF/SON framework presented in this paper.
Also, the diagrammati notation (i.e. Feynman diagrams) makes it muh easier
to understand what MCMC algorithms are atually doing, without beoming
38
submerged in large amounts of theory.
Future papers in this disrete network dynamis series of papers will fous
in detail on the onsequenes of implementing MCMC algorithms using update
operators built out of reation and annihilation operators.
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