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Abstract
Light-matter interaction in nanostructured materials is studied theoretically in re-
lation to spontaneous emission dynamics of quantum dots in photonic crystals.
We present a novel solution method to the Lippmann-Schwinger equation for
use in electric eld scattering calculations. The method is well suited for multiple
scattering problems such as photonic crystals and may be applied to problems with
scatterers of arbitrary shape and non-homogeneous background materials. The
method is formulated in the general case and details and examples are provided
for the implementation in two dimensions. Application of the method is illustrated
by calculating light emission from a line source in a nite sized photonic crystal
waveguide
Fractional decay from semiconductor quantum dots is investigated. By the in-
troduction of a measure for the degree of fractional decay we quantify to which
extent the eect is observable in a given material. We focus on the case of inverse
opal photonic crystals and locate the position in the crystal where the eect is most
pronounced. Furthermore, we quantify the inuence of absorptive loss and give
example calculations with experimental parameters for PbSe quantum dots in Si
inverse opals showing that absorption has a limiting but not prohibitive eect. In
addition, we discuss how the resonant nature of the phenomenon puts rather severe
restrictions on the stabilization of the system in possible experiments.
Last, we examine the inuence on the decay dynamics of a quantum dot from
other quantum dots. Using a self-consistent Dyson equation approach we describe
how scattering from other quantum dots can be included in the Green's tensor
for a passive material system. We numerically calculate both local and non-local
elements of the Green's tensor for a photonic crystallite slab and apply the method
for an example calculation with two quantum dots at specic locations in the unit
cell. In this way it is explicitly shown how the decay dynamics of one quantum dot
is qualitatively changed by the scattering properties of another.
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Resumé
Lys-stof vekselvirkning i nanostrukturerede materialer studeres teoretisk med fokus
på spontan emission af lys fra kvantepunkter i fotoniske krystaller.
Vi præsenterer en ny metode til løsning af Lippmann-Schwinger ligningen med
anvendelser i elektromagnetiske spredningsproblemer. Metoden er velegnet til at
undersøge lysudbredelse i fotoniske krystaller og kan benyttes til beregning af spred-
ning fra objekter med vilkårlig form i en inhomogen baggrund. Vi præsenterer meto-
den i generel form og giver detaljer og eksempler vedrørende implementeringen i to
dimensioner. Anvendelse af metoden illustreres ved beregning af lysudbredelse fra
en linjekilde i en fotonisk krystal-bølgeleder.
Ved at indføre et mål for spaltede henfald kvanticeres det, i hvor høj grad
eekten vil være mulig at observere i et givet materiale. Vi fokuserer på inverse
opaler og bestemmer positionen i krystallen, hvor eekten er mest udtalt. Indy-
delsen af absorption i materialet analyseres, og vi giver eksempler på udregninger
med eksperimentelle parametre for blyselenid kvantepunkter i inverse opaler af sili-
cium, der viser, at absorption har en målbar, men ikke ødelæggende indvirkning.
Vi diskuterer hvordan krav til stabilisering af systemet lægger begrænsninger på
mulige eksperimenter.
Endeligt studeres indydelsen på spontan emission fra andre kvantepunkter i en
prøve. Ved hjælp af en selvkonsistent metode baseret på Dysons ligning beskrives
det, hvordan spredning fra kvantepunkter kan inkluderes i Greens tensor for et pas-
sivt materialesystem. Numerisk beregnes både lokale og ikke-lokale elementer af
Greens tensor for en fotonisk krystal-membran, og der gives et eksempel på bereg-
ninger med to kvantepunkter, der eksplicit viser, at den spontane emission fra et
kvantepunkt kan ændres kvalitativt på grund af spredning fra et andet kvantepunkt.
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Chapter 1
Introduction
1.1 Invitation: Spontaneous emission from semi-
conductor quantum dots
In order to introduce some central concepts in the theory of light-matter interaction
in micro- and nanostructured media, we start out by describing an experiment in
which spontaneous emission of light from InAs quantum dots (QDs) was investigated
using time-resolved measurements. The QDs in the experiment were grown by
molecular beam epitaxy resulting in small protrusions of InAs atop a thin so-called
wetting layer. Both dots and wetting layer were surrounded by GaAs as illustrated
in Fig. 1.1.
Carrier connement within the QDs leads to quantization of the allowed ener-
gy levels as known from atomic physics. Therefore, for most of our purposes we
can think of the QDs as articial atoms with two distinct energy levels that are
controlled in the manufacturing process. Fig. 1.1 illustrates the basic ideas of the
experiment. Using a pump laser an excitation is created in the system. Subse-
quently, the system decays to the ground state under the emission of a photon with
a frequency corresponding to the energy dierence between the excited state and
the ground state. Detection of the emitted light thus signies that a spontaneous
emission event has occurred.
1.1.1 Sample preparation and characterization
The experiment was performed by measuring on a single sample that was specially
prepared so that nominally identical QDs were located at dierent distances to a
silver mirror. Below, we briey discuss details of the sample preparation and the
1
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|e〉
|g〉
E = ~ω
Figure 1.1: Left: Sketch of a self-assembled InAs quantum dot in GaAs. As InAs
(yellow atoms) is grown on top of GaAs (blue atoms), the QDs appear as small
lumps of InAs on top of a thin so-called wetting layer in order to minimize the
surface energy. Subsequently, the QDs are overgrown with another layer of GaAs.
Right: Sketch of the decay dynamics. A pump laser creates an excitation in the
QD, and subsequently the system decays under emission of a photon with energy
E = ~ω, corresponding to the energy dierence between the two states.
experimental setup. Starting from a GaAs wafer with embedded InAs QDs at a
depth 302 nm, a total of 32 terraces were etched into the GaAs to dierent heights
above the QD layer. After the etching process, an optically thick layer of silver was
added to cover the terraces, eectively resulting in a silver mirror as seen from the
position of the QDs. At a nal step, the thin sample (approximately 1 µm) was
placed on a block of sapphire (Al2O3) for support as illustrated in Fig. 1.2.
Ag
GaAs
QDs
GaAs
Al2O3
C
o
u
n
t
s
Height [nm]
Figure 1.2: Left: Atomic Force Micrograph of a QD sample before overgrowth of
GaAs, showing the QDs as nanometer sized bumps on the surface with the height
distribution shown in the histogram. Figure from Ref. [1]. Right: Sketch of a cut
through the sample showing how the QDs are placed at dierent distances to the
silver mirror.
The sample was kept in a He closed cycle cryostat at constant temperature.
Within the cryostat the sample could be translated in all three spatial directions,
2
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so that the focus could be changed through the 32 dierent terraces on the sample.
The system was pumped by a mode-locked laser source producing pulses of fem-
tosecond width at a repetition rate of approximately 80 MHz. The emitted light
was collected and sent through a spectrometer with a) a CCD camera for spectral
measurements or b) a silicon avalanche photodiode (APD) for time resolved mea-
surements. Fig. 1.3 shows the spectrum of the emitted light. Apart from the pump
that is clearly visible at around 850 nm, we notice that the spectrum is broad-
ened, so that light at a continuum of wavelengths is emitted from the sample. This
so-called inhomogeneous broadening of the QDs arise from the experimental condi-
tions; the pump laser excited a lot of dierent QDs in the sample which had slightly
dierent sizes due to the manufacturing process. Since the QD energy levels arise
from carrier connement, the distribution in sizes maps directly onto a distribution
in emission energies.
800 850 900 950 1000 1050
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0.4
0.6
0.8
1
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[
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.
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.
]
λ0 [nm]
Figure 1.3: Spectrum of the QD sample.
Although the spectrum shows that light was emitted from many QDs, the
monochromator in the experimental setup enabled a spectral ltering. This, com-
bined with low pump powers, resulted in the collection of light from QDs of ap-
proximately the same size only. Throughout the experiment, measurements were
performed at a constant wavelength of λ0 = 1020 nm, and the pump power was
kept suciently low that only the lowest lying states in the QDs were excited.
1.1.2 Quantum dot lifetime measurements
After the initial spectral characterization, time correlated measurements were car-
ried out in order to investigate the spontaneous emission. At the repetition rate
of 80 MHz, the pump laser was used to excite carriers in the QDs, and a timer
was started. The subsequent decay of the carriers back to the ground state was
monitored from the emitted photon using the APD which stopped the timer in case
3
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of a detection event. Based on the APD detection events, a histogram of detection
times was created that we will refer to as the decay curve. Figure 1.4 shows decay
curves obtained from QDs at dierent distances from the silver mirror.
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Figure 1.4: Decay curves from QDs at emission wavelength λ0 = 1020 nm and tem-
perature T = 45 K. The QDs are placed at dierent distances from the silver mirror.
Solid lines show double exponential ts to the curves with the tted parameters in
the tables to the right.
As with most other decay processes in nature, we expect to nd an exponential
decrease, characterized by a decay constant. From Fig. 1.4 we recognize that there
are (at least) two rates, namely a fast rate, Γ
fast
, which is evident at times t / 6 ns,
and a slow rate, Γ
slow
, which becomes pronounced only at longer times. Therefore,
we t the experimental results to a model of the type
f(t) = A
fast
exp(−Γ
fast
t) +A
slow
exp(−Γ
slow
t).
The table in Fig. 1.4 lists the results of the ts for the two decay curves, including
the goodness of t parameter χ2
R
[2]. There is a pronounced dierence in the fast
decay rate which is clearly visible in the gure. Due to the sample preparation and
the spectral ltering, we know that the QDs are nominally identical, which means
that the dierence in decay curves must stem from the dierence in distances to
the silver mirror. Moreover, these distances are two orders of magnitude larger
than the size of the QDs, which means that the carriers are not directly inuenced
by the silver mirror. This leads us to the somewhat unintuitive conclusion that it
is properties of the environment that changes the rate of decay of the QDs. This
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phenomenon was rst pointed out by Purcell [3] and is a striking feature of the
quantum mechanics of spontaneous emission.
1.1.3 Interpretation
Given the solid state nature of the QDs, we expect the total rate of decay from a
QD, ΓT , to be the sum of two contributions, namely a radiative and a non-radiative
rate
Γ
T
= Γ
R
+ Γ
NR
, (1.1)
where the non-radiative decay rate, Γ
NR
, represents the sum of all non-radiative
decay channels and is assumed to be independent of the position (as long as it is
suciently far away from interfaces between dierent media, such as in the exper-
iment). The non-radiative decay rate is important for applications since it deter-
mines the so-called quantum eciency, i.e. the fraction of initially excited carriers
that ultimately leads to emitted photons.
The experiment directly shows that contrary to the non-radiative decay rate,
the radiative decay rate Γ
R
may change with position. It is reasonable to expect
that the decay rate depends also on intrinsic properties of the QD (in the same way
that the emitted eld from a classical dipole depends on the dipole moment), so
that
Γ
R
= α
I
ρx(r), (1.2)
where now α
I
denotes intrinsic properties of the QD and ρx(r) denotes the inu-
ence from the surroundings. Since the intrinsic properties are independent of the
surroundings, the radiative decay rate can be written as
Γ
R
= Γhom
R
ρx(r)
ρ
hom
, (1.3)
where Γhom
R
is the reference radiative decay rate of the QD in the homogeneous
material described by ρhom. The ratio ρx(r)/ρhom is known as the Purcell factor. It
describes how much faster or slower the decay occurs in a given environment than
in the homogeneous medium.
There is a subtle issue in the above interpretation. The measured decay curves
tted well to an exponential function, and we therefore assigned a decay rate to
the QD. Implicitly we thus made a model of the excitation in the QD, whereas
the experiment measured the intensity of the emitted light and not the excitation.
Indeed, each detection event consisted of the absorption of light in which a photon
was annihilated, and an electron was promoted to an excited state in the APD
semiconductor chip. Using a simple rate equation picture we can readily account for
the exponential decay in the measured data. Given that the number of excitations
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of the QDs decay exponentially, and that every radiative decay of an excitation
results in the creation of a photon, we have the relations
P˙
e
= −Γ
T
P
e
P˙
ph
= Γ
R
P
e
,
where P
e
(t) and P
ph
(t) denote the number of QD excitations and photons, respec-
tively. From the rate equations it follows that the number of photons that are
created between times t and t+∆t is given as
∆P
ph
(t) = Γ
R
∫ t+∆t
t
P
e
(τ)dτ =
Γ
R
Γ
T
(1− e−ΓT∆t)e−ΓTt, (1.4)
where we have assumed that P
e
(0) = 1. Using the rate equation picture, we can
thus argue that in the case of an exponential decrease in the number of excitations,
the number of created photons also decreases exponentially.
The APDs measure intensity 〈I(t)〉 which is proportional to the number of pho-
tons per second impinging on the imaging chip. The measurements in Fig. 1.4 thus
represents the integrated intensity, and from Eq. (1.4) we may directly associate
the rate of change in the measurement histograms with the total decay rate Γ
T
. In-
tensity measurements are convenient from an experimental point of view, but both
P
e
(t) and 〈I(t)〉 are in principle measurable quantities. The choice of whether to
focus on one or the other relates to the objective of the particular experiment or
theory. For the remainder of this section we will focus on the probability P
e
(t) that
at time t an excitation exists within the QD, and we will refer to P
e
(t) as the decay
curve.
The experiment is similar to experiments performed by Drexhage in the 1970's
using dye molecules [4]. Whereas the focus of the series of experiments by Drexhage
was the direct observation of the Purcell eect, experiments similar to the one
described has been carried out recently as a means to characterize the QDs. Since
the radiative decay rate is proportional to both intrinsic and extrinsic properties, one
of the properties can in principle be measured if the other is known. For real QDs,
however, there may also be a signicant non-radiative contribution to the decay rate,
as discussed above. Through systematic measurements of the decay rate for QDs
subject to dierent values of ρx(r) one is able to separate the radiative contribution
from the non-radiative contribution [1, 5]. Fig. 1.5 shows the results in Ref. [5]
in which measurements similar to the one described were tted to a theoretical
prediction for ρx(r) in order to determine the values Γ
hom
R
= 0.95 ± 0.03 ns−1 and
Γ
NR
= 0.11± 0.03ns−1.
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Figure 1.5: Decay rates of InAs QDs in GaAs as a function of distance to an air
interface. The data show a clear oscillatory behavior due to ρx(r), as shown by the
solid curve. The dashed line shows an alternative theoretical ρx(r) curve that is
designed to account for dissipation close to the interface. Figure from Ref. [5].
1.2 Controlling light emission and scattering: Quan-
tum dots in photonic crystals
Based on the experiment in section 1.1 we will now discuss and motivate the the-
oretical work in this thesis. For now, we will not discuss the mathematical details
but rather focus on a qualitative introduction to the basic elements of light-matter
interaction.
1.2.1 Light scattering calculations and the electromagnetic
Green's tensor
On distances much larger than the wavelength, light can simply be described as rays
- the so-called ray picture of light [6]. This explains how, in the experiment, we
could use lenses to focus the emitted light onto the detection part of the setup. At
distances that are comparable to the wavelength, however, this picture is no longer
valid as the wave nature of light becomes important. Indeed, the dierence in decay
rate for QDs at dierent distances from the silver mirror may be interpreted as an
interference phenomenon, and we note that the variations in decay rates in Fig. 1.5
is similar to the eective wavelength of light in GaAs.
Fig. 1.6 shows the electric eld from a line source in air in the vicinity of two
dielectric cylinders of refractive index nR = 3.5 in air. Light is emitted from the
line source and scatters o the cylinders. Even with only two cylinders, a complex
7
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interference pattern results.
In order to properly model the propagation of light waves in micro-structured
materials, one has to account for scattering from all dierent obstacles in a coherent
way, so that interference eects will be included in the description. In classical
electromagnetic theory, this is done using the electromagnetic propagator, or Greens
tensor, which may be interpreted as the electric eld at point r due to an oscillating
dipole at the point r′. In a theoretical description of the experiment in section 1.1,
the Green's tensor is the mathematical object that describes light propagation from
the QDs to the detector. The eld in Fig. 1.6 is exactly the Green's tensor. Given
the complexity of many micro-structures, the calculation of the Green's tensor is
a highly non-trivial task in the general case, and usually numerical methods are
employed.
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Figure 1.6: Two dimensional Green's tensor describing propagation of light emitted
from a line source as indicated by the red dot. Scattering due to the two cylinders
results in a complicated interference pattern.
A silver mirror represents a very simple geometry in which to study interference
eects. This is convenient from both a theoretical and an experimental point of
view. Theoretically, calculations describing the light scattering in case of a simple
interface structure are fast due to the symmetry of the problem. Experimentally,
the symmetry relaxes the requirements on the sample preparation because only the
QD position relative to the interface is important. The simple interface structure,
however, limits the number of interfering waves. Other, more advanced, structures
exist that exploit the scattering and interference eects arising in periodic struc-
tures.
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1.2.2 Photonic crystals
Photonic crystals (PCs) are fascinating materials that oer unique possibilities for
light-propagation control [7, 8, 9]. As the name suggests, PCs are materials with
a periodic structuring on a length scale comparable to the wavelength of light.
Multiple scattering from the periodic structure alters the eective properties of the
material in a controlled way. In order to achieve as strong scattering as possible,
PCs are typically made from a dielectric with a high refractive index such as Silicon.
The multiple scattering may even lead to photonic band gaps - frequency intervals
in which no electromagnetic eld is allowed to propagate in the material. Such
materials are ideally suited for the creation of optical circuits and even cavities
where light may, in principle, be perfectly conned.
In practice, the manufacturing of full three dimensional PCs has proven to be
very dicult. One type of crystal that has been successfully produced is the so-
called inverse opals. Fig. 1.7 shows a sketch of the unit cell. Inverse opals are made
by inltrating an fcc crystal of polystyrene spheres with dielectric and subsequently
evaporating the polystyrene, leaving a complicated periodic structure [10].
Figure 1.7: Left: Sketch of inverse opal unit cell with two QDs placed at the
high-symmetry points Γ (in the center of the air sphere) and H (between six air
spheres). Right: Sketch of a PC slab consisting of a periodic array of air holes in a
semiconductor membrane.
As an alternative to full three dimensional PCs, so-called PC slabs are made
from thin semiconductor membranes by etching periodic arrays of holes as illus-
trated in Fig. 1.7. The index contrast connes light to in-plane motion through
total internal reection while scattering o the periodic array of air holes aects the
spectral distribution of modes in the same way as a Bragg mirror, yet eective in all
in-plane directions. The planar nature of these structures makes them compatible
with standard semiconductor fabrication techniques. In addition, the material mak-
ing up the membrane may be conveniently grown using standard epitaxial growth
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techniques, thus directly enabling the inclusion of self-assembled QDs. From a the-
oretical point of view, the connement to in-plane motion in PC slabs means that
many aspects of light propagation in these materials may be understood from two
dimensional models. This greatly simplies the generally very complex scattering
calculations. This work is concerned with modeling of inverse opals and PC slabs
only. Other experimental realizations of three dimensional PCs include woodpile
crystals [11] and the so-called Yablonovite [12, 13].
1.2.3 Quantum optics and the local density-of-states
Whereas many optical phenomena may be adequately described in a semi-classical
model, spontaneous decay of an initially excited emitter can only be fully understood
in a framework in which both the emitter and the light eld is quantized. Early
theory of spontaneous emission dates back to Einstein [14] and Dirac [15] as well
as Wigner and Weisskopf who used a full quantum optical description, combined
with a novel approximation, to show how the coupling of an excited atom to the
continuum of modes in vacuum naturally leads to an exponential decay [16]. One
can show that given an initial condition in which an electron is in an excited state
of an atom, the probability that at time t the electron is still in the excited state
decays exponentially with time. The calculations by Wigner and Weisskopf can be
applied also to semiconductor QDs to reveal an exponential decay.
In the mathematical framework of quantum optics the electromagnetic modes
are described as harmonic oscillators. Therefore, the distribution of modes at the
position of the QD is of special importance as it describes the number of oscillators
with which the QD can interact. The calculated decay rate turns out to be propor-
tional to the number of electromagnetic modes, and the quantum optical theory of
Wigner and Weisskopf thus seems to agree with the measurements in Figs. 1.4 and
1.5 which did indeed show an exponential decay with a rate that we could argue
was proportional to properties of the environment. From the theory we can now
argue that it is the electromagnetic properties of the environment that inuences
the decay rate. The number of electromagnetic modes at a given position is usually
referred to as the local density-of-states (LDOS) [17] and is exactly the parameter
ρx(r) that we introduced in Eq. (1.3).
The LDOS may be calculated analytically for a very limited set of material
structures, and usually numerical methods have to be used. Since the Green's
tensor contains naturally contributions from all scattering sites in the material it
can be used also to obtain the LDOS. Fig. 1.8 shows the LDOS of a Si inverse opal
at the two high-symmetry positions Γ and K. A band gap is clearly visible around
ωa/2pic ≈ 0.8 where the LDOS drops to zero, indicating that no modes exist in the
material at this frequency.
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Figure 1.8: LDOS of a Si inverse opal at the two positions Γ (gray histogram) and
H (blue histogram) as indicated in Fig. 1.7. Dashed line indicates the free space
LDOS, ρ0(ω) = ω
2/3pi2c3.
1.2.4 Quantum dot decay dynamics
Variations in the LDOS may lead to a suppression or an enhancement of the mea-
sured decay rate as shown explicitly in Figs. 1.4 and 1.5. It may even change the
qualitative behavior of the decay dynamics as the decay needs not always be ex-
ponential, and the emitter needs not always to decay fully. Indeed, depending on
the variations in the LDOS the decay may happen in a number of fundamentally
dierent ways as illustrated in Fig. 1.9.
When interacting with a continuum of electromagnetic modes, the decay is a
Markovian process. Once the energy is transferred from the emitter to the electro-
magnetic eld it is irreversibly lost, and the emitter ends up in the ground state.
A continuum of modes in the language of coupled oscillators amounts to a LDOS
that varies slowly as a function of frequency. In this case the theory of Wigner and
Weisskopf shows that the decay curves are decaying exponentials. It follows directly
that the rate may be enhanced relative to the rate in the homogeneous medium by
changing the distribution of optical modes at the location of the emitter. This is
the famous Purcell eect.
If the emitter can interact only with a single mode of the electromagnetic eld
there will be an interchange of energy back and forth between the emitter and the
eld. This may happen in cavities of very high quality, for example in PCs. In this
case the LDOS will exhibit a sharp peak at the frequency of the cavity resonance
resulting in a coherent interchange of energy between the two leading to oscillations
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Figure 1.9: Dierent QD decay dynamics. Top: Exponential decay characteristic
of a single oscillator interacting with a continuum of modes. Middle: Interaction of
two oscillators leading to continuous interchange of energy between the two known
as vacuum Rabi oscillations. Bottom: A single oscillator interacting with a detuned
continuum of modes leading to fractional decay. The gure is inspired by a similar
illustration by Weisbuch et al. [18].
in the decay curve known as vacuum Rabi oscillations.
An interesting situation occurs when the emitter is tuned spectrally very close
to the sharp edge of the band gap of a PC. In this case the emitter may undergo a
so-called fractional decay in which the probability tends to a nite, non-zero value
at long times [19, 20]. The interaction of the QD with modes of low (or even zero)
group velocity at the band edge leads to a situation in which some of the energy
is preserved in the system and some is lost to the environment. This phenomenon
clearly represents a very counter intuitive example of the quantum nature of the
decay in which the electron is not fully excited, yet has not fully decayed either.
1.2.5 Experiments and applications
On the experimental side, manipulation of the spontaneous decay rate due to the
Purcell eect in PCs has been shown in a number of experiments. These include
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both the use of inverse opals [21] and PC slabs [22, 23]. Advances in fabrication
have enabled the study of physics of optical microcavities [24]. The high LDOS
achievable in a small cavity leads to fast decay due to the Purcell eect as has been
demonstrated in cavities in a number of systems including PC slabs [25]. The so-
called strong coupling regime of an emitter interacting with a single optical mode
has been observed (using spectral analysis) for cavities in photonic crystal slabs
[26] as well as in other types of optical cavities [27]. The controlled positioning of
a microcavity around a single self-assembled QD in a PC slab was demonstrated
in Ref. [28]. These results have spurred a lot of theoretical interest due to an o-
resonant coupling of the QD to the optical mode in the microcavity, most likely due
to phonon interactions [29, 30, 31]. Fractional decay has yet to be experimentally
demonstrated. During this PhD project we have carried out quantitative calcu-
lations in order to assess the possible demonstration of this novel quantum eect
using QDs in Si inverse opals.
As for applications, the suppression of spontaneous emission in photonic crys-
tals was proposed originally as a means to achieve more ecient solar cells and
semiconductor lasers [7, 8].
Light-matter interaction involving a single or a few QDs will nd applications in
the emerging eld of quantum information technologies, especially for secure com-
munication [32] and quantum networks [33]. Single photon sources as well as single
photon switches and transistors are key elements in optical quantum networks. The
use of single photon sources for quantum cryptography has been demonstrated ex-
perimentally [34], and recently the high Purcell factor and the built in directionality
of the emitted light achievable in wave guides in photonic crystal slabs has been pro-
posed [35, 36] and experimentally demonstrated [37] as a means to achieve ecient
and compact single photon sources.
Deterministic creation of entangled photon pairs are of particular interest for
quantum cryptography [38, 39] as well as for quantum imaging [40, 41], quantum
teleportation [42] and quantum computing [43, 44]. Entangled photon pairs may
in principle be emitted from bi-exciton decay in QDs, and the eld has received
attention both theoretically [45] and experimentally [46].
1.3 Overview of this thesis
In chapter 2 we set up the theoretical framework that will be used throughout the
thesis. Many of the results in the chapter will be well known to the reader, but are
repeated here in order to present a coherent overview of the theory and to illustrate
how the results relate to each other. For use in the modeling of nanophotonic
structures, and in particular in the context of light-matter interaction in photonic
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crystals, we focus on a scattering type formulation of light propagation based on
the electric eld Green's tensor.
Using the Green's tensor for the background medium, one may recast Maxwell's
wave equation as a scattering problem, in which case the solution is given in terms
of the so-called Lippmann-Schwinger integral equation [47]. During the project
we have developed a novel approach to the numerical solution of the Lippmann-
Schwinger equation. The method may be applied to systems with scatterers of
arbitrary shape and non-homogenous background materials. In chapter 3 we for-
mulate the method in the general case and give details of the implementation in two
dimensions as well as example calculations. We illustrate the method by calculating
light emission from a line source in a nite sized photonic crystal waveguide.
Depending on the objective, one will naturally focus on properties of either
the excitations in the QD or the emitted eld as discussed in section 1.1.3. As
noted in Ref. [48], this amounts to a choice between two pictures in which to solve
a quantum optical problem of light-matter interaction: an all-matter picture or
an all-light picture. In chapter 4 we work in the all-matter picture and examine
fractional decay in three-dimensional photonic crystals. Working in an all matter
picture, the dynamics are governed by the LDOS as illustrated in section 1.2.4. We
perform high resolution calculations of the LDOS in a Si inverse opal in order to
assess the possible realization of fractional decay in these systems. Furthermore,
we quantify the inuence of absorptive loss and show that it is a limiting but not
prohibitive eect.
For many applications it is desirable to have an interaction between the QDs
and the electromagnetic eld that is as large as possible. High-quality QDs show
an impressive light-matter interaction which is important for applications such as
single-photon sources. Likewise, this is important for novel quantum optics exper-
iments aimed, for example, at the experimental demonstration of non-Markovian
decay dynamics as described in section 1.2.4. However, if the QD interacts strongly
with light it means that it will itself act as a scatterer for the light. This may have
consequences for measurements as it may change the LDOS or even result in dif-
ferent decay curves. In chapter 5 we choose an all light approach to study multiple
QD dynamics in photonic crystal slabs.
Finally, chapter 6 holds the conclusions.
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Theory of light-matter
interaction
2.1 Introduction
This chapter provides an overview of the theory of light-matter interaction used
for calculations in this work. It is not the objective to derive the theory from rst
principles, and we will present derivations only if they serve to clarify particular
results. Rather, we refer to the literature for the derivations and focus on a coherent
presentation of the parts of the theory important for our purpose.
2.1.1 Overview of Chapter 2
The theory divides naturally into three parts: light propagation and scattering, QD
dynamics and the coupling of the two. In section 2.2 we discuss the theory of light
propagation and scattering based on Maxwell's equations and the electromagnetic
Green's tensor. In addition, we discuss canonical quantization of the eld in terms
of quantum mechanical eld operators and elements of PC theory.
Section 2.3 is concerned with QD models and a proper description of excitations
in the form of excitons. Section 2.4 presents the typical coupling formalism employed
in the literature, and we derive and solve equations of motion for the QD dynamics
as well as for the electric eld emitted from a QD.
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2.2 Modeling light propagation and scattering
As we aim to model light-matter interaction in semiconductors we will concider only
non-magnetic materials with no free charges or currents. Therefore, we start from
Maxwell's equations in the form
∇ ·D = 0 (2.1a)
∇ ·B = 0 (2.1b)
∇×E = − ∂
∂t
B (2.1c)
∇×H = ∂
∂t
D, (2.1d)
where E and B are the electric and magnetic elds, respectively, while D and H
denote the electric displacement and auxiliary magnetic elds, respectively. The
elds are related through the constitutive relations
D = 0E+P = 0rE (2.2)
H =
1
µ0
B, (2.3)
where 0 and µ0 are free space permittivity and permeability, respectively and r is
the relative permittivity. For non-magnetic materials we have 
r
= n2
R
, where n
R
is the refractive index. P denotes the intrinsic polarization of the passive material.
In the case of an excitation event in a QD an exciton is formed, and in this case
we model the polarization due to the exciton motion as an additional extrinsic
polarization as discussed in section 2.2.1.
Eqs. (2.1c) and (2.1d) together with the constitutive relations provide the wave
equation for the electric eld,
∇×∇×E(r, t) + r
c2
∂
∂t2
E(r, t) = 0, (2.4)
with time-harmonic solutions of the form
E(r, t) = E(r)e−iωt. (2.5)
The position dependent electric eld E(r) solves the vector Helmholtz equation
∇×∇×E(r)− k20r(r)E(r) = 0, (2.6)
where 
r
(r) is the position dependent relative permittivity and k0 = |k0| = ω/c is
the wave number in vacuum. Eq. (2.6) is a generalized eigenvalue equation and we
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refer to the vector eigenfunctions and corresponding frequencies as fµ(r) and ωµ,
respectively. The vector eigenfunctions are normalized as∫
V

r
(r) f∗µ(r) · fλ(r) dr = δµ,λ. (2.7)
As discussed in section 1.2.3, the LDOS enters naturally in quantum optical
calculations of light-matter interaction. The LDOS is a classical property of the
electromagnetic eld and is calculated as a sum over all electromagnetic modes in
the system as
ρx(ω, r) =
∑
µ
|ex · fµ(r)|2 δ(ω − ωµ), (2.8)
where we have included a projection of the modes onto the direction ex. Since
all calculations in this work are based on the projected LDOS, Eq. (2.8), we will
typically refer to this simply as the LDOS. In a homogeneous material the LDOS is
independent of position and projection direction and depends only on frequency as
ρ
hom
(ω) =
n
R
ω2
3pi2c3
.
This is shown explicitly in appendix D.
2.2.1 Electric eld from a point source - the Green's tensor
By the introduction of an extrinsic polarization, Pex(r, t), the wave equation for
the electric eld is rewritten as
∇×∇×E(r, t) = − ∂
2
∂t2
µ0 {0r(r)E(r, t) +Pex(r, t)} ,
which, by transforming to the frequency domain and rearranging, takes on a familiar
form with the extrinsic polarization acting as the source:
∇×∇×E(r, ω)− k20r(r)E(r, ω) =
k20
0
Pex(r, ω). (2.9)
In this case the electric eld may be calculated as [49, 50]
E(r, ω) =
∫
G(r, r′, ω)
k20
0
Pex(r
′, ω)dr′, (2.10)
in which G(r, r′, ω) is the electric eld Green's tensor for the material system. The
Green's tensor is the solution to the equation
∇×∇×G(r, r′, ω)− k20r(r)G(r, r′, ω) = Iδ(r− r′), (2.11)
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subject to the Sommerfeld radiation condition [51], and diers depending on the
dimensionality. A similar equation denes the magnetic eld Green's tensor. We
will work only with the electric eld version and we will refer to this as the elec-
tromagnetic Green's tensor to emphasize the wave nature of the eld. Appendix A
lists G(r, r′, ω) for homogeneous media in dierent dimensions. Apart from homo-
geneous materials, closed form expressions for the Green's tensor are restricted to a
limited set of simple geometries such as spherically layered structures [52] and strat-
ied media [53, 54]. A comprehensive theoretical treatment of electric and magnetic
eld Green's tensors in various geometries is given by Tai [49]. The denition of the
Green's tensor in Eq. (2.11) is consistent with that of Refs. [49, 50, 55]. It diers
by a factor of (−1) from the Green's tensor in Ref. [48] and by a factor of k20 from
that of Refs. [56, 57].
The interpretation of the Green's tensor becomes clear if we use Eq. (2.10) to
calculate the eld from a point source, Pex(r, ω) = d(ω)δ(r− r′), as
E(r, ω) =
∫
G(r, r′′, ω)
k20
0
d(ω)δ(r′′ − r′)dr′′
= G(r, r′, ω)
k20
0
d(ω), (2.12)
which shows that the i'th column of the Green's tensor may be interpreted as the
electric eld at r due to a point source at r′ oriented in the direction ei.
For a given material system, as dened by 
r
(r), the Green's tensor may be
expanded on the eigenmodes of the wave equation as [50, 58]
G(r, r′, ω) = c2
∑
µ
fµ(r)f
∗
µ(r
′)
ω2µ − (ω + iη)2
, (2.13)
where the innitesimal but positive imaginary part iη ensures causality of the
Green's tensor [48]. Eq. (2.13), together with the identity
lim
→0
Im
{
1
ω2µ − ω2 − i
}
=
pi
2ωµ
(δ(ω − ωµ)− δ(ω + ωµ)) ,
may be used to relate the Green's tensor to the LDOS as
ρx(ω, r) =
2ω
pi c2
Im {exG(r, r, ω) ex} . (2.14)
2.2.2 The Lippmann-Schwinger equation
In section 2.2.1, the solution to the inhomogeneous problem in Eq. (2.9) was found
as an integral over the electromagnetic Green's tensor and the source term. The
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procedure is not limited to extrinsic sources but may equally well be applied to
scattering problems in which the electric eld appears on the right hand side. In
order to reformulate Eq. (2.6) as a scattering problem, we consider the change in
permittivity, ∆ε(r) = 
r
(r) − 
B
(r), caused by the introduction of scattering sites
into the background medium described by 
B
(r). With this denition, Eq. (2.6) is
rewritten as
∇×∇×E(r)− k20BE(r) = k20∆(r)E(r), (2.15)
which is an implicit equation since the electric eld itself enters on the right hand
side. The solution to Eq. (2.6) with 
r
(r) = 
B
(r) is denoted by EB(r) and rep-
resents the incoming eld. The full solution to Eq. (2.6) is the sum of the incom-
ing eld and the scattered eld. It is given by the Lippmann-Schwinger equation
[47, 55],
E(r) = EB(r) +
∫
V
GB(r, r′) k20∆ε(r
′)E(r′)dr′, (2.16)
in which GB(r, r′) is the Green's tensor for the background medium. As in Eq.
(2.16), we will typically omit the explicit frequency dependence of the Green's tensor
to ease notation. In two and three dimensions the real part of the Green's tensor
diverges in the limit r′ = r. This means that for integrals in which r is inside the
scattering volume (such as in this work) an alternative formulation of the Lippmann-
Schwinger equation must be employed in which the singularity is isolated in an
innitesimal principal volume δV and treated analytically [59]. In this case we
follow Ref. [55] and rewrite the Lippmann-Schwinger equation as
E(r) = EB(r) + lim
δV→0
∫
V−δV
GB(r, r′) k20∆ε(r
′)E(r′)dr′ − L∆r(r)

B
E(r),
where the exclusion volume δV is centered on r′ = r and L is a dimensionality
dependent source dyadic. Expressions for the source dyadic are listed by Yaghjian
for various shapes of the exclusion volume [59]. We will work only with circular
exclusion areas in two dimensions and spheres in three dimensions for which we
have
L2D =
1
2


1 0 0
0 1 0
0 0 0

 and L3D =
1
3


1 0 0
0 1 0
0 0 1

 .
The Dyson equation
From Eq. (2.12) we may interpret each column in the Green's tensor as an elec-
tric eld. Therefore, the full Green's tensor for a given material system may be
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calculated from a scattering formulation similar to Eq. (2.16) known as the Dyson
equation [50, 55],
G(r, r′) = GB(r, r′) +
∫
V
GB(r, r′′) k20∆ε(r
′′)G(r′′, r′)dr′′. (2.17)
Using the Dyson equation, known results for simple geometries may be used as
background Green's tensors in numerical calculations of the Green's tensor for more
complicated structures.
2.2.3 Quantization of the electromagnetic eld
The physical electric eld is real, and in applications one will therefore attribute
physical signicance only to the real part of Eq. (2.5). In quantum optics the
electric eld is promoted to an operator. Owing to the fundamental postulates of
quantum mechanics, the operator of a dynamical variable must be Hermitian. This
means that we must write the eld as a sum of positive and negative frequency
parts, each of the form of Eq. (2.5), with corresponding annihilation and creation
operators, respectively. There is a freedom of choice in the exact form of the elds
since any linear combination of solutions to Eq. (2.4) will itself be a solution. In
this work we use the following description of the vector potential and the electric
and magnetic elds, respectively:
A =
∑
µ
εµ
ωµ
(
fµ(r) aµ e
−i ωµt + f∗µ(r) a
†
µ e
i ωµt
)
(2.18a)
E = − ∂
∂ t
A = i
∑
µ
εµ
(
fµ(r) aµ e
−i ωµt − f∗µ(r) a†µ ei ωµt
)
(2.18b)
B = ∇×A. (2.18c)
Eqs. (2.18) are consistent with Refs [48, 60, 61, 62, 63]. The operators aµ and a
†
µ
are annihilation and creation operators, respectively, for a photon in mode µ. These
satisfy bosonic commutation relations,
[aµ, a
†
λ] = δµ,λ. (2.19)
The eld distribution functions fµ(r) are eigenfunctions of Eq. (2.6) with eigen-
values (ωµ/c)
2
and are normalized according to Eq. (2.7). The eld normalization
constant εµ is given as
εµ =
√
~ωµ
2 0
, (2.20)
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where ~ is the reduced Planck constant. The normalization is consistent with the
fundamental postulate by Planck that the energy in a given mode of the electro-
magnetic eld is found in quanta of ~ωµ. Indeed, the Hamiltonian is given as
H
EM
= 0
∫
V

r
(r)E†(r) ·E(r) dr (2.21)
which, by the use of Eqs. (2.18b) and (2.19)-(2.20), we may write as
H
EM
=
∑
µ
0ε
2
µ
(
a†µaµ + aµa
†
µ
)
=
∑
µ
~ωµ
(
a†µaµ +
1
2
)
. (2.22)
The terms ~ωµ/2 are attributed to the electromagnetic vacuum and are usually
omitted [60].
2.2.4 Modeling photonic crystals
The theory of PCs is thoroughly described in the textbook by Joannopoulos et al.
[64]. In this section we discuss only those elements of the theoretical framework
that are needed for the present work. PCs are characterized by a periodic lattice
with decorations in the form of a change in permittivity. The lattice is dened by a
set of basis vectors ai which denes also a set of reciprocal basis vectors bi through
the relation
ai ·bj = 2piδij . (2.23)
All lattice vectors R and reciprocal lattice vectors G may be expanded on the basis
vectors and reciprocal basis vectors, respectively, as
R =
N∑
i
ai ai and G =
N∑
i
bi bi,
where N denotes the dimensionality of the crystal (typically two or three).
With this notation, the PCs of interest may be characterized completely by the
permittivity 
r
(r) = 
r
(r +R). Bloch's theorem [64] ensures that the solutions to
the wave equation in PCs may be written in the form
Ek(r) = e
ik · ruk(r), (2.24)
in which uk(r + R) = uk(r) for all lattice vectors R. Due to the Bloch form of
the solution, we focus the analysis to wave vectors k in the rst Brillouin zone of
the reciprocal lattice, dened as the set of points closer to k = 0 than to any other
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reciprocal lattice site (the central Voronoi cell). For any wave vector k′ there exists
a reciprocal lattice vector G so that k′ = k+G with k in the rst Brillouin zone.
Inserting in Eq. (2.24) we have
Ek′(r) = e
ik · ruk′(r)eiG · r (2.25)
which is itself a valid Bloch mode of the form in Eq. (2.24) since from Eq. (2.23) it
follows that G ·R = 2piM with integer M and hence
uk′(r +R)e
iG · (r+R) = uk′(r)eiG · r.
Although the solutions in Eqs. (2.24) and (2.25) have the same form they are not
the same solutions. Hence, they do not necessarily have the same frequencies but
rather belong to dierent bands of the PC band structure, and we shall therefore
index the modes by the wave vector k as well as the band number n so that Eq.
(2.6) takes the form
∇×∇×En,k(r) = ω
2
n(k)
c2

r
(r)En,k(r). (2.26)
Due to the symmetries of the lattice, solutions at dierent k points may have
identical frequencies. An obvious example is time-reversal symmetry which holds
for all photonic crystals of interest in this work. It leads to the physically quite
reasonable condition that waves traveling in exact opposite directions will have
identical frequencies; ωn(k) = ωn(−k) [64]. In order to remove redundancy due to
symmetry, investigations are typically restricted to the boundaries of the irreducible
Brillouin zone. This is dened as the set of points in the Brillouin zone for which
the solutions En,k(r), with corresponding eigenfrequencies ωn(k), are not related
to the solutions at other k points via any of the symmetries of the lattice.
The PC band structures are typically calculated as the eigenvalues of the elec-
tromagnetic wave equation with periodic permittivity, 
r
(r) = 
r
(r+R), under the
assumption that the solutions have Bloch form, Eq. (2.24). For calculations on
non-magnetic materials it is easier to work with the wave equation for the Hk(r)
eld which, under the assumption Hk(r) = exp(ik · r)uk(r), reduces to the form
(ik+∇)× 1

r
(r)
(ik+∇)× uk(r) = ω
2(k)
c2
uk(r). (2.27)
For a given material distribution 
r
(r), Eq. (2.27) may be discretized and solved
using any suitable numerical method.
2.2.5 An overview of existing calculation methods
A large number of dierent methods are being explored in the investigation of light
propagation in microstructured materials such as photonic crystals. In order to re-
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late the methods that we have used in this project to other methods in the literature,
we give in this section an overview of relevant existing calculation methods.
Finite Dierence Time-Domain calculations
The Finite Dierence Time-Domain (FDTD) method [65] is the workhorse of many
light propagation calculations and is regularly employed in the design of PC struc-
tures. Although originally developed for electromagnetic problems it has applica-
tions in other areas including quantum mechanics [66]. We shall focus only on
applications with relation to our work, namely band structure calculations and cal-
culations of the Green's tensor and LDOS.
As an alternative to the formulation in terms of an eigenvalue equation, as in
Eq. (2.27), one can employ FDTD calculations in order to trace out the band
diagram. In this approach, so-called Bloch boundary conditions are enforced on the
FDTD calculation domain in order to make the eld conform to the Bloch form, Eq.
(2.24). Using a collection of randomly distributed broad band sources, all relevant
modes of the system are excited and allowed to propagate for a suciently long time
that a subsequent Fourier transform will reveal only the strongest resonances of the
system. These correspond to the eigenmodes, and the FDTD approach thus oers
an alternative to the formulations based on Eq. (2.27). In section 5.2 we use both
plane wave calculations and the FDTD method to calculate the band structure of
a photonic crystal slab.
FDTD has been used for calculations of the LDOS in photonic crystals; notably
in Ref. [67] where the Purcell eect due to the mode in a PC wave guide was
calculated using FDTD. The need for dening proper boundary conditions such as
perfectly matched layers make FDTD calculations in periodic structures compli-
cated, and the method may be restricted to problems with well dened modes such
as wave guides. For nite sized structures this problem does not arise, and FDTD
has been used for the calculation of the LDOS in photonic crystallites [68] and nite
sized waveguides [35].
For Calculations of the Green's tensor using FDTD the system is excited by a
broad band point source at a given location r′ and the system is evolved in time
through Maxwell's equations and monitored at any position r within the calculation
domain. In this case Eq. (2.12) establishes the connection between the measured
eld and the source from which the Green's tensor is derived. This procedure is
used for the calculation of the Green's tensor in a PC slab in section 5.2. Although
it is a stable and well established method, FDTD is extremely demanding in terms
of both memory and time, easily reaching runtimes of several days for practically
relevant structures.
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Plane wave expansion
Plane wave expansion of Eq. (2.27) has been widely used for the study of photonic
crystals through band structure calculations [69, 70]. In plane wave calculations,
the elds uk(r) and the inverse permittivity r(r)
−1
are expanded on lattice plane
waves as
uk(r) =
∑
G
uG(k)e
iG · r
and
1

r
(r)
=
∑
G
ηGe
iG · r, (2.28)
and the accuracy is thus set by the calculation of the matrix elements uG and ηG
as well as the number of plane waves as controlled by the cuto in the wave vectors
G. Due to the particular choice of expansions, the plane wave method is ne for
full three-dimensional photonic crystals but does lead to problems in calculations
on PC slabs where the analysis is limited to modes below the light-line [71].
The LDOS for photonic crystals has previously been investigated using plane
wave expansions [72, 73, 74] in which the modes were found as the solutions to Eq.
(2.28) and summed according to Eq. (2.8).
Multipole methods
The Generalized Multipole Technique [75] employs an expansion of the electromag-
netic eld in terms of so-called multipoles that are solutions to the wave equation
in spherical coordinates (cylindrical coordinates in two dimensions). The expan-
sion is performed in each region of the material, and a set of linear equations for
the expansion coecients is obtained by imposing proper boundary conditions for
the elds. Since the basis functions are solutions to the wave equation, Maxwell's
equations are automatically fullled within each region, and an error estimate can
be obtained by evaluating to what degree the boundary conditions are met.
For calculations involving large numbers of scatterers in an otherwise homo-
geneous background, Rayleigh-multipole methods have been used for calculations
on microstructured bres [76, 77, 78, 79] as well as photonic crystals composed of
cylinders [80, 81] or spheres [82, 83]. The use of multipole expansions for the elds
ensures a signicant reduction in the number of basis functions, thus enabling calcu-
lations on complex structures of practical interest. For simple scatterers, analytical
expressions for the expansion coecients are available which signicantly increases
calculation speeds and accuracy.
Method of moments and the coupled dipole approximation
The Lippmann-Schwinger equation is an example of a volume integral equation for
the electric eld. Various volume and surface integral methods exist for the electric
and magnetic elds. These methods typically rely on discretization to express the
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integrals as linear systems of equations - a procedure known as the method of
moments. In the discretization process the solution is expanded in terms of linearly
independent basis functions which vary in complexity depending on the specic
method employed [84]. A particularly simple and convenient choice of basis function
is the pulse basis function, but higher order basis functions have been applied [85].
The application of pulse basis functions to the Lippmann-Schwinger equation results
in what is usually termed the coupled (or discrete) dipole approximation (CDA)
[86, 87].
The CDA allows for relatively easy implementation as well as the physically
attractive property that the resulting eld can be directly interpreted as the sum of
the eld from all the individual cells in the scattering structure oscillating as dipoles
in response to the incoming eld. However, depending on the desired accuracy
and the nature of the scattering problem at hand, the required number of basis
functions may become too large for practical calculations on e.g. photonic crystals.
In addition, this type of discretization may lead to stability problems which, for
example, limit the eciency in the case of high refractive index contrasts [84].
The CDA has previously been applied to two dimensional scattering problems
in inhomogeneous backgrounds [88], and the application of the CDA to the calcu-
lation of the Green's tensor in a photonic crystal slab was reported in Ref. [89]. In
Refs [90, 91] an iterative scheme was suggested for the solution of the Lippmann-
Schwinger equation which has been applied also for the calculation of light propa-
gation in nite sized photonic crystals [92]. This elegant formulation is based on the
combined use of the Lippmann-Schwinger equation and the Dyson equation to solve
the linear equation system. However, the number of operations scales as O(N3).
This means that the method is similar in performance to most traditional solvers
whereas advanced solvers may show better performance [84].
Other methods
Other numerical methods of great importance in modeling of optical devices include
the Finite Element Method (FEM) [93]. Like FDTD, the FEM is a brute force nu-
merical technique that can handle many dierent geometries. In addition, very
ecient matrix inversion algorithms are available for the sparse matrix equation
system resulting from typical FEM discretization. For three dimensional calcula-
tions, however, the memory requirements for solution of the full vector eld problem
may become too large for many applications.
Last, we note that the expansion in Eq. (2.13) has been used for derivations of
analytical approximations to the Green's tensor in optical wave guides and micro-
cavities [94, 95, 96].
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2.3 Quantum dot models
QDs allow for connement of carrier motion to limited regions of the host dielec-
tric. This leads to a quantization of the allowed energy levels as known from atomic
physics but realized in semiconductor materials. The energy level structure can
therefore in principle be engineered by changing the QD size and shape. In semi-
conductors, excitations appear as the creation of an electron-hole pair subject to a
number of many particle eects, e.g. coulomb interaction. However, for most mod-
eling purposes we may simply regard the QD as a two level system with a ground
state and an excited state, similar to the electronic states of an atom. Also, as
in the case of atoms, the QDs have an intrinsic dipole moment. Although we will
eectively model the QDs as two-level systems with parameters taken from mea-
surements, in this section we will discuss some aspects of QD modeling in order to
illustrate the theoretical foundations.
As a starting point we consider a perfect semiconductor crystal in the ground
state for which all states in the valence band are lled and all states in the conduction
band are empty. This is the so-called Fermi vacuum |F〉 [97]. We describe the
electronic properties of the semiconductors close to the band extrema in which the
parabolic approximation is valid. The extrema are found at k = 0 for materials
of interest in this work. The electrons in the perfect crystal are described by the
Hamiltonian HC which includes all many body eects such as coulomb interaction
between all electrons and nuclei.
We model excitations, such as created by the pump laser in the experiment in
section 1.1, by the removal of an electron in the valence band and the simulta-
neous creation of an electron in the conduction band, as illustrated in Fig. 2.1.
Semiconductor theory and eective mass theory suggests that the missing electron
E V
e
Eg
V
h
Figure 2.1: Left: An excitation in the bulk semiconductor consisting of an electron
in the conduction band and a hole in the valence band. Right: By the inclusion of
Coulomb interaction an exciton is formed. In addition, the QD geometry leads to
connement potentials V
e
and V
h
for the electron and hole, respectively.
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in the valence band be treated as a hole with positive charge and negative mass.
The excitation event thus creates the state
|Xk
e
,k
h
〉 = c†
e,k
e
c†
h,k
h
|F〉 (2.29)
where c†
e,k and c
†
h,k denote electron and hole creation operators, respectively [97].
Being fermion operators, these satisfy anticommutation relations,
{cn,k, c†m,k′} = δn,mδ(k− k′), m, n ∈ {e, h}. (2.30)
Due to the innite periodic lattice, the single-particle wave functions may be indexed
by the wave vector k, and owing to Bloch's theorem they may be written in the
form
ϕn,k(r) = 〈r|c†n,k|F〉
=
eik · r√
V
un,k(r), (2.31)
in which V is the volume of the crystal and un,k has the periodicity of the lattice.
The states |Xk
e
,k
h
〉 are eigenstates of the Hamiltonian for the perfect crystal
HC . Due to the dierence in charge, we model the electron-hole system by adding
an attractive Coulomb interaction term. To model connement within the QD we
will add also a potential in both the conduction band and the valence band, as
indicated in Fig. 2.1. The additional terms in the Hamiltonian ruins the symmetry
of the perfect lattice, and as a consequence the eigenstates are no longer dened
by a single wave vector. In this case we may expand the eigenstates of the full
Hamiltonian as a superposition of the excitations in Eq. (2.29) as
|X〉 =
∑
k
e
,k
h
χ(k
e
,k
h
)c†
e,k
e
c†
h,k
h
|F〉, (2.32)
and by projecting onto the position eigenvectors and using the Bloch form of the
solutions in the perfect lattice we obtain the exciton wave function
X(r
e
, r
h
) = 〈r
e
, r
h
|X〉
=
∑
k
e
,k
h
χ(k
e
,k
h
)〈r
e
, r
h
|c†
e,k
e
c†
h,k
h
|F〉
=
1
V
∑
k
e
,k
h
χ(k
e
,k
h
)eike · reu
e,k
e
(r
e
)eikh · rhu
h,k
h
(r
h
)
= χ(r
e
, r
h
)u
e,0(re)uh,0(rh), (2.33)
where we have evaluated the lattice-periodic functions un,k at k = 0, which is
reasonable for excitations close to the band edge, and we have identied the sum as
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the two-dimensional Fourier transform of the function χ(k
e
,k
h
). The two-particle
exciton wave function χ(r
e
, r
h
) solves the eective mass equation [98, 99]:
H(r
e
, r
h
)χ(r
e
, r
h
) = Eχ(r
e
, r
h
), (2.34)
in which E is the energy and
H(r
e
, r
h
) = E
g
+
p2
e
2m∗
e
+
p2
h
2m∗
h
+ V
e
(r
e
) + V
h
(r
h
)− q
2
4pi0r|re − rh| ,
where E
g
is the band gap and pn and m
∗
n denote momentum operators and electron
or hole eective masses, respectively. V
e
and V
h
are the connement potentials for
electrons and holes, as indicated in Fig. 2.1. The last term represents the attractive
Coulomb potential in which q = −1.602× 10−19C is the electron charge.
Depending on the relative size of the Coulomb interaction and the particular
form of the connement potentials, the solution to Eq. (2.34) takes on a number of
dierent forms. In the limit of zero connement, the solutions are Wannier excitons
for which the wave functions are given in terms of center of mass and relative
coordinates with a characteristic Bohr radius,
a0 =
4pi~20r
q2m∗
R
,
where m∗
R
= m∗
e
m∗
h
/(m∗
e
+m∗
h
) is the reduced mass [98].
For non-zero connement potentials, an explicit model for V
e
(r
e
) and V
h
(r
h
)
is needed. A strong and a weak coupling regime may be dened on the basis of
the connement energy relative to the exciton binding energy or, equivalently, the
size of the QD relative to the Bohr radius [100]. In the strong coupling regime the
Coulomb interaction may be ignored and Eq. (2.34) is separable in electron and
hole parts that depend only on r
e
and r
h
, respectively. In this case the solutions
are products of solutions to the single-particle Schrödinger equation in the eective
mass approximation,
χ(r
e
, r
h
) = ψ
e
(r
e
)ψ
h
(r
h
).
For most materials of interest these are relatively easy problems to solve using
numerical methods, e.g. FEM [101, 102]. The correspondence between results
from these simple numerical models and measurable quantities such as energy and
oscillator strength has been tested with good agreement [1].
An interesting model has been presented by Sugawara [103] in which the in-
plane potential of a QD is modeled with a parabolic potential and innite potential
barriers are used in the out of plane direction. In this case Eq. (2.34) is solvable
with analytical solutions spanning both the weak and the strong coupling regimes.
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For most calculations we will not be concerned with the explicit form of the
exciton state but simply dene an exciton creation operator through the sum in Eq.
(2.32) and write the exciton state formally as
|X〉 = b†x|F〉.
The exciton, by denition, is an eigenstate of the Schrödinger equation H
QD
|X〉 =
~ωx|X〉 and we may conveniently write the Hamiltonian as
H
QD
=
∑
x
~ωxb
†
xbx, (2.35)
where the sum runs over all excitons. Being composed of electron and hole creation
operators, the exciton operators inherit the fermion anticommutation relations,
{bx, b†y} = δx,y.
2.4 Coupling formalisms
Having discussed calculation of light propagation and scattering as well as QD
models, we now turn to formalisms related to the coupling of light and matter. We
shall be concerned with systems containing a single excitation only. In this case,
for the coupled system, we are interested in properties connected to the composite
state
|Ψ〉 =
∑
x
cx|x, 0〉+
∑
µ
cµ|0, µ〉
where |x, 0〉 = b†x|F〉 denotes the state with one exciton in QD x and no photons
and similarly |0, µ〉 = a†µ|F〉 denotes the state with no excitons and one photon in
mode µ.
With the above choice of state we are eectively working in the one-excitation
subspace of the entire Hilbert space. This potentially limits the validity of the
calculations, so a motivation and discussion of the suciency of calculations in this
subspace is in order. The choice of a single excitation in the system is reasonable for
calculations in connection with experiments such as the one described in Section 1.1,
since the excitation power was kept well below one excitation per QD. For higher
excitation powers, the probability of bi-exciton states would be non-negligible, and
we would have to expand the basis set in order to get an adequate description. Even
with only one excitation in the system, quantum mechanics allows for the excitation
of virtual states on short time scales. However, the restriction of the analysis to the
one-excitation subspace corresponds essentially to the rotating wave approximation
in which one keeps in the equations only terms corresponding to energy conserving
transitions [104].
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Physical observables will depend on the state |Ψ〉 as well as the time-evolution
governed by the interaction Hamiltonian. Below, we discuss rst the interaction
Hamiltonian. Afterwards, in section 2.4.2, we will discuss the derivation of the
equations of motion in the Schrödinger and Heisenberg pictures. In addition to the
distinction between Schrödinger and Heisenberg pictures, quantum optical calcu-
lations of light-matter interaction are typically carried out in one of two pictures
with respect to the objective. One can work in an all matter picture in which the
electromagnetic eld is integrated out to reveal the dynamics of the atom or QD.
Alternatively, one can work in an all light picture in which the atomic dynamics are
integrated out to get the temporal behavior of the light at given positions [48]. The
two pictures are complementary, and the choice of Hamiltonian as well as the for-
mulation of the equations of motion will depend on the objective. In section 2.4.3
we set up equations of motion for the internal QD dynamics in the Schrödinger
picture, and in section 2.4.4 we consider the eld from a quantum emitter in the
Heisenberg picture.
2.4.1 Interaction Hamiltonian
The interaction Hamiltonian in quantum optics is the subject of some controversy in
that it is typically formulated in one of two ways. The minimal coupling Hamiltonian
is formulated in terms of the vector and scalar potentials A and Φ and reads [61]
H
int
=
1
2m0
(p− qA)2 + V (r) + qΦ+ 1
2
∫
0r(r)E
2 +
1
µ0
B2dr
= H
EM
+H
QD
− q
2m0
(p ·A+A ·p) + q
2
2m0
A2 + qΦ, (2.36)
where we have identied the Hamiltonians for the uncoupled electromagnetic eld
and QDs, cf. Eqs. (2.22) and (2.35). Using the generalized Coulomb gauge
∇ · (
r
(r)A(r)
)
= 0 and Φ = 0
and dropping the small q2A2 term, the interaction part is usually rewritten in the
form
(Minimal Coupling) Hmin
int
= − q
m0
p ·A. (2.37)
Instead of the minimal coupling Hamiltonian, the so-called multipolar Hamilto-
nian is often used in quantum optics calculations. In this formulation the carriers
couple to the displacement eld D = 0r(r)E+Pex [105], where Pex describes the
extrinsic polarization due to the carriers in the QD, cf. Eq. (2.9). In the dipole
approximation, the multipolar Hamiltonian reads
(Dipole) Hdip
int
= −qr ·D/0r(r). (2.38)
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Often the dipole Hamiltonian is expressed in terms of the electric eld only, thus
neglecting the extrinsic polarization due to the excitons themselves. In order to
account for the extrinsic polarization, a slightly dierent formulation in terms of an
auxiliary eld F = D/0r(r) was used in Ref. [48].
Starting on a fundamental level, one can show that the Lagrangians of the
minimal coupling Hamiltonian and the multipolar Hamiltonian are equal up to a
total time derivative. This means that although the Hamiltonians are dierent in
form they must be connected by a canonical transformation and thus must lead to
the same physics [61]. However, if one makes approximations to the Hamiltonians
(such as the dipole approximation) they may lead to dierent results. This is similar
to the fact that two dierent series that give the same sum are likely to give dierent
sums if they are truncated.
2.4.2 Equations of motion
Central to quantum mechanical calculations is the historical and fundamental choice
between the two dierent viewpoints of the Schrödinger picture, in which the quan-
tum mechanical state carries the time evolution, and the Heisenberg picture, in
which the time evolution is contained in the operators [97].
In the Schrödinger picture the time-evolution is governed by the Schrödinger
equation
i~
∂
∂t
|Ψ(t)〉
S
= H |Ψ(t)〉
S
,
and we write the general state as
|Ψ(t)〉
S
=
∑
x
cx(t)|x, 0〉 +
∑
µ
cµ(t)|0, µ〉
=
∑
x
cIx(t)e
−iωxt|x, 0〉+
∑
µ
cIµ(t)e
−iωµt|0, µ〉,
where we have written explicitly the time dependence of the expansion coecients
due to the Hamiltonian H0 = HQD +HEM of the uncoupled system. In the uncou-
pled system this is the only time-dependence and cx and cµ are constants.
Typically in calculations of light-matter interaction, a so-called interaction pic-
ture is introduced in which the state carries the time evolution due to the interaction
only and thus ignoring fast oscillations due to the bare energies of the uncoupled
system [104]. In the interaction picture, the general state is written as
|Ψ〉
I
= exp
(
i
~
H0t
)
|Ψ〉
S
=
∑
x
cIx(t)|x, 0〉+
∑
µ
cIµ(t)|0, µ〉
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and evolves in time according to the equation
i~
∂
∂t
|Ψ〉
I
= H
I
|Ψ〉
I
,
where the interaction picture Hamiltonian is given as
H
I
= exp
(
i
~
H0t
)
H
int
exp
(
− i
~
H0t
)
.
Inserting the state in the interaction picture Schrödinger equation and projecting
onto the basis states |x, 0〉 and |0, µ〉 we obtain the equations of motion for the
expansion coecients
c˙Ix(t) = −
i
~
∑
µ
〈x, 0|H
I
|0, µ〉cIµ (2.39a)
c˙Iµ(t) = −
i
~
∑
x
〈0, µ|H
I
|0, x〉cIx. (2.39b)
In the Heisenberg picture, we solve for the time evolution of the general operator
O based on the Heisenberg equations of motion.
i~
∂
∂t
O = [O, H ].
In particular, we may solve for the time evolution of the annihilation operators bx
and aµ in which case we nd
b˙x = −iωxbx − i
~
[bx, Hint] (2.40a)
a˙µ = −iωµaµ − i
~
[aµ, Hint], (2.40b)
with the adjoint equations providing the time dependence of the creation operators.
2.4.3 Quantum dot decay dynamics in the Schrödinger picture
This section describes the calculation of QD decay dynamics in the Schrödinger pic-
ture. The analysis follows the general method outlined in Ref. [62] which elegantly
demonstrates how the QD dynamics are governed only by the local electromag-
netic properties of the medium as described by the LDOS. In chapter 4 we will use
this general formalism for the detailed analysis of non-Markovian decay in photonic
crystals.
We consider the decay of a single QD that we model as a two-level system as
discussed in section 2.3. For the analysis we use the minimal coupling Hamiltonian
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in the dipole approximation where the size of the QD (or the size of the exciton
wave function) is assumed to be small compared to variations in the vector potential
so that we may set fµ(r) = fµ(rQD) = fµ,0. The typical procedure is now to expand
the momentum operator in the states |X〉 and |F〉 as
p = pFX |F〉〈X |+ pXF |X〉〈F| = pxbx + p∗xb†x
where pij = 〈i|p|j〉 are momentum matrix elements and where we have set pXX =
pFF = 0 (see below). In this way we write the interaction Hamiltonian as
H
int
= − q
m0
∑
µ
εµ
ωµ
(
pxbx + p
∗
xb
†
x
) · (fµ,0aµ + f∗µ,0a†µ)
from which the interaction picture Hamiltonian follows:
H
I
= − q
m0
∑
µ
εµ
ωµ
(
pxbxe
−iωxt + p∗xb
†
xe
iωxt
) · (fµ,0aµe−iωµt + f∗µ,0a†µeiωµt) .
In the rotating wave approximation we drop the two fast oscillating terms and
keep only the two terms oscillating at the angular dierence frequency∆µ = ωµ−ωx
to arrive at the nal form of the interaction picture Hamiltonian,
H
I
= −~
∑
µ
(
gµb
†
xaµe
−i∆µ + g∗µbxa
†
µe
i∆µ
)
, (2.41)
where
gµ =
q
m0
p∗x√
2~0ωµ
ex · fµ,0.
As expected, the interaction picture Hamiltonian in the rotating wave approxima-
tion involves only energy conserving terms. Therefore, if we pump the system with
only one quantum of energy the dynamics are restricted to the one-excitation sub-
space. In the above derivation we assumed that pXX = pFF = 0. Typically,
for light-matter calculations in atomic physics, the symmetry of the electron wave
functions are used to argue that this is the case. The self-assembled QDs are not
spherically symmetric, and so this argument does not hold. However, if we had
retained the two additional terms, these would have resulted in terms in the inter-
action picture Hamiltonian oscillating at the angular frequency ωµ and thus would
have been dropped in the rotating wave approximation. Also, these terms would not
appear if we expanded the interaction Hamiltonian in the one-excitation subspace,
since they correspond to the process of annihilation or creation of a photon without
the creation or annihilation of an exciton.
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With the interaction picture Hamiltonian, Eq. (2.41), the equations of motion
take on the simple form
c˙Ix = i
∑
µ
cIµgµe
−i∆µt
(2.42a)
c˙Iµ = i c
I
x g
∗
µ e
i∆µt, (2.42b)
from which we nd, by integration of Eq. (2.42b) and insertion into Eq. (2.42a),
the equation of motion for the expansion coecient cIx:
c˙Ix = −
∑
µ
|gµ|2
∫ t
0
cIx(t
′)e−i∆µ(t−t
′)dt′.
From the discussion in section 1.1 the decay is expected to depend on properties
of both the QD and the electromagnetic environment. The physical details of the
coupling is hidden in the parameter |gµ|2. In order to make the dependence on the
LDOS explicit we follow Ref. [62] and add an integral over a Dirac δ-function to
rewrite the expression as
c˙Ix(t) = −α
∑
µ
∫ ∞
0
|ex · fµ,0)|2
ω
∫ t
0
cIx(t
′) e−i(ω−ωx)(t−t
′)dt′ δ(ω − ωµ) dω
= −α
∫ ∞
0
∫ t
0
cIx(t
′) e−i(ω−ωx)(t−t
′) ρx(ω, rQD)
ω
dt′ dω, (2.43)
in which α = q2 p2/2 ~m2 0 and ρx(ω, r) is the projected LDOS, Eq. (2.8). From
Eq. (2.43) we can now directly appreciate how the LDOS governs the QD decay
dynamics, as discussed in section 1.2.4.
The Wigner-Weisskopf approximation
If we assume that the LDOS varies slowly across the spectral linewidth of the emitter
we may evaluate it at ω = ωx and pull it outside the integral in Eq. (2.43). This
assumption is valid for a large set of materials because of the oscillatory term in
the integral which will average to zero for frequencies much larger or smaller than
ω = ωx. With this assumption we lower the limit in the frequency integral to −∞
and rewrite the integral as
c˙Ix(t) ≈ −α
ρx(ωx)
ωx
∫ t
0
cIx(t
′)
∫ ∞
−∞
e−i(t−t
′)(ω−ωx)dωdt′
= −α ρx(ωx)
ωx
∫ t
0
cIx(t
′) 2piδ(t′ − t)dt′
= −Γ
2
cIx(t),
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which corresponds to an exponential decay with decay constant given as
Γ =
pi q2 p2
~m20 0
ρp(ωx)
ωx
.
In the above integration, the δ-function leads to a factor of 1/2 because it is centered
at the end point of the integration interval.
Single-mode eld - Vacuum Rabi oscillations
Optical microcavities oer the possibility of enhancing a single mode in a given
frequency interval. For such structures the LDOS shows a very sharp peak and
may be approximated by a Dirac δ-function of the form
ρx(ω) = k δ(ω − ωx),
for the case of the emitter being perfectly resonant with the cavity mode. Substi-
tuting into Eq. (2.43), the frequency integral is evaluated to reveal the equation:
c˙Ix(t) = −κ2
∫ t
0
cIx(t
′) dt′,
where κ2 = αk/ωx. The solution is harmonic oscillations of the form c
I
x(t) = cos(κ t)
as can be veried by direct substitution. Introducing a δ-function in the LDOS
means that the expansions of the electromagnetic eld operators in Eqs. (2.18)
reduce to a single term each. In this case it would be more natural to use a Jaynes-
Cummings model [106] to solve the equations of motion instead of the more general
method presented here.
2.4.4 Field from quantum emitter in the Heisenberg picture
In section 2.2.1 the electric eld from a polarization point source was expressed in
a simple and compact form in Eq. (2.12) based on the electromagnetic Green's
tensor. It is tempting to ask if a similar equation holds for a quantum mechanical
emitter in the form of a QD emitting a single photon if we exchange the classical
electric eld and the polarization by quantum mechanical operators. Using the
dipole Hamiltonian and a harmonic oscillator model for the emitter it was shown
in Ref. [48] that the answer is positive, provided that the Green's tensor is slightly
modied. In this section, following Refs. [57, 95], we discuss the derivation in the
framework of fermionic operators.
Expanding the dipole operator d = qr on the exciton states we write the dipole
Hamiltonian, Eq. (2.38) in the form
H
int
= −i
∑
µ,x
εµ
(
dxbx + dxb
†
x
) · (fµ,xaµ − f∗µ,xa†µ) ,
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where we have assumed that the dipole moments are real, and where the eld modes
fµ,x = fµ(rx) are evaluated at the location of QD x. In the expansion of the dipole
operator we have dropped the dXX and dFF terms as they will eventually lead to
dynamics that are not restricted to the one-excitation subspace. Introducing the
coupling strength
hµx = iµdx · fµ,x,
we may use Eqs. (2.40) to set up the equations of motion for the creation and
annihilation operators as
a˙µ = −iωµaµ + i
~
∑
x
h∗µx(bx + b
†
x)
a˙†µ = i ωµa
†
µ −
i
~
∑
x
hµx(bx + b
†
x)
b˙x = −iωxbx − i
~
∑
µ
(hµxaµ + h
∗
µxa
†
µ) b
z
x
b˙†xb
†
x = i ωx +
i
~
∑
µ
(hµxaµ + h
∗
µxa
†
µ) b
z
x,
where we have dened the operator
bzx = [b
†
x, bx] = b
†
xbx − bxb†x.
The equations of motion may be simplied considerably due to the restriction
of the dynamics to the one-excitation subspace. By expanding the operators on the
states |F〉, |X〉 = b†x|F〉 and |µ〉 = a†µ|F〉 we realize that within this subspace we
have the identities
a†µb
z
x = −a†µ
aµb
z
x = −aµ,
which eectively renders the equations of motion identical to those of the harmonic
oscillator model in Ref. [48]. This is consistent with the intuitive argument that
in the limit of one excitation the distinction between fermions and bosons due to
symmetry becomes irrelevant.
Instead of working in the time domain as in section 2.4.3, we may follow Refs.
[48, 57, 95] where the equations of motion are solved in the frequency domain. The
procedure is clearly explained in Ref. [48], and we will not repeat it here. With this
approach, the electric eld at position rd from an exciton at a dierent position rx
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is given as
E(rd, ω) =
G(rd, rx, ω)Sx(ω)
1− exG(rx, rx, ω)exUx(ω)
= G(1)(rd, rx, ω)Sx(ω), (2.44)
where
Sx(ω) = ex
(
idxω
2
0c2
)[
bx(0)
ω − ωx +
b†x(0)
ω + ωx
]
represents the source, cf. Eq. (2.12), and
Ux(ω) =
(
d2xω
2
~0c2
)(
2ωx
ω2x − ω2
)
is a scattering potential due to the polarizability of the exciton itself. Comparing to
Eq. (2.12) we have identied the object multiplying onto the source in Eq. (2.44) as
the proper Green's tensor, G(1)(rd, r1, ω), which includes the self interaction from
the exciton in the QD.
In Ref. [48] it was shown that the electromagnetic propagator that enters the
equations of motion is slightly dierent from the Green's tensor of classical electro-
magnetism. The two are dierent only at r = r′, however, and furthermore only
the real part is dierent. It is well known that the real part of the Green's tensor
diverges in this limit. For this reason, when calculating spontaneous emission in the
dipole approximation a renormalization is usually employed [48]. This renormaliza-
tion eectively renders the explicit functional form irrelevant, and in this work we
therefore keep the formulation in terms of the classical Green's tensor G(r, r′). As
noted in section 2.2.1, the Green's tensor in this work, Eq. (2.11), is dierent by a
factor of (−1) from the Green's tensor in Ref. [48]. For this reason we have changed
the source and the scattering potentials accordingly to keep the same notation.
In chapter 5.3 we use this method to investigate scattering from multiple QDs
in a photonic crystal slab.
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Multiple scattering
calculations using the
Lippmann-Schwinger
equation
3.1 Introduction
For a proper treatment of light propagation in micro- and nanostructured media
such as PCs, the full wave nature of the electromagnetic eld needs to be taken into
account. In this section we describe a solution method for the Lippmann-Schwinger
equation that is well suited for calculations in nite sized PCs. We believe that the
method will nd applications in modeling of nanophotonic structures and devices
such as waveguides, junctions and lters as well as switches and single photon
sources based on PCs.
In order to motivate the formulation and to illustrate dierences and similarities
with respect to existing methods, we rst consider a small example problem.
3.1.1 An example scattering problem
We consider the simple scattering problem in Ref. [91] of a plane wave incident along
the x-axis on a dielectric plate at normal incidence, as depicted in Fig. 3.1. Due to
symmetry, the scattering of the two polarizations is identical in this case, and both
the reected and the transmitted wave propagate parallel to the x-axis resulting
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r
x
Figure 3.1: An example scattering problem. A plane wave A exp(ik
B
x) is incident
along the x axis onto a dielectric plate at normal incidence..
in a one-dimensional, scalar problem. This problem is among the simplest possible
scattering problems and can be solved easily using most numerical methods. In
particular, we may follow Ref. [91] and employ the CDA with an iterative solution
scheme. Fig. 3.2 shows the CDA solution as a histogram to emphasize the pulse
basis functions used in the solution. The chosen discretization corresponds to 20
basis functions per wavelength in vacuum and 10 basis functions per wavelength in
the dielectric.
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Figure 3.2: Amplitude of the solution to the scattering problem in Fig. 3.1 in the
case of a dielectric barrier at x0 = 1 with permittivity  = 4 and thickness L = 1/2
in vacuum. The amplitude and wavelength of the incident light is A = 1 and
λ0 = 0.8µm, respectively. Histogram shows the solution obtained from the CDA
with a discretization of ∆x = 0.04µm and the solid curve shows the analytical
solution.
The simplicity of the scattering problem, and the fact that the scatterer is ho-
mogeneous, means that the scattering problem can be solved analytically. This is
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done by writing, in each section of the scattering structure, the eld in terms of the
solutions to the wave equation in that material. In one dimension the solutions are
forward and backward traveling plane waves and so we expand the eld as
E(x) =


A exp(ik
B
x) +B exp(−ik
B
x) x < x0 − L/2
C exp(ik
R
x) +D exp(−ik
R
x) |x− x0| < L/2
E exp(ik
B
x) x > x0 + L/2
(3.1)
and match the elds at the interfaces according to the boundary conditions. In this
way a linear equation system is obtained that may be directly solved to yield the
coecients en. The solid red curve in Fig. 3.2 shows the analytical solution.
The histogram style in Fig. 3.2 illustrates how the numerical solution is never
better than the sampling. In particular, for the simple pulse basis functions, the
solution in cell n has the same value for all x within the cell and drops abruptly
to another value in the next cell. The abrupt jumps in the numerical solution
caused by the use of pulse basis functions may result in stability issues in vectorial
calculations in two and three dimensions. The problem may be removed through
the use of more sophisticated basis functions which would come at the expense of
larger calculation times. For the scalar problems in one dimension the method is in
fact convergent which is seen directly from the error analysis in Ref. [91].
The numerical solution is calculated rst at positions within the dielectric plate.
The solution at positions outside the plate is subsequently calculated directly from
the Lippmann-Schwinger equation which is now an explicit equation. With the
chosen discretization, the rst part of the calculations is done using only 12 basis
functions, which underscores the utility of the integral type formulation when the
scattering geometries are small. It is a striking feature of the solution in Fig. 3.2
that even with the simplest possible type of basis function the solution was estimated
to good accuracy using only 12 basis functions. When compared to the analytical
solution that was calculated from a system of 4 equations this is quite impressive
and underscores the value of having to solve for the eld only within the scatterer. It
is evident from Fig 3.2, however, that the discretization is somewhat coarse and the
ratio of 10 basis functions per wavelength is probably as low as one would typically
go in these kinds of calculations. In the present problem, the number of unit cells
obviously scales linearly with the number of scatterers, the size of the scatterers
and the refractive index. In higher dimensions however, the number of cells depend
quadratically (in two dimensions) and cubically (in three dimensions) on the size of
the scatterers, which may result in enormous memory requirements.
The increase in memory requirements in two and three dimensions, together
with the stability problems for vectorial calculations when expanding on pulse basis
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functions, lead us to look for an alternative basis of functions.
3.1.2 A hybrid method
In this PhD project we have developed a multiple scattering solution method to the
Lippmann-Schwinger equation. The solution method is inspired by the analysis in
section 3.1.1 which shows that an integral formulation is desirable because it limits
the calculations to the extend of the scatterers. At the same time, the analytical
result suggests that the best expansion will be in terms of solutions to the wave
equation in the dierent regions of the calculation domain.
In our approach, the Lippmann-Schwinger equation is rst expanded on a basis
of solutions to the homogeneous Helmholtz equation and solved within the scatter-
ing elements. Solutions at points outside the scattering elements are subsequently
calculated directly using the Lippmann-Schwinger equation. Because of the integral
formulation, the method may benet from known results for the Green's tensor in
the background material while the normal mode expansion reduces the number of
basis functions needed, thus enabling calculations on material systems of practical
relevance. In view of the discussion in section 2.2.5 the method may be viewed
as a hybrid between integral type method of moments calculations and multiple
scattering multipole methods. In particular, although we use an integral equation
formulation, we make use of a number of theorems which are regularly employed
in multipole methods in order to simplify the evaluation of the scattering matrix
elements.
Due to the hybrid formulation, a very low number of basis functions is needed.
As an example; for a desired relative tolerance of 10−3 in PC calculations in two
dimensions, one can typically work with around 10 basis functions per scatterer as
shown in section 3.6. In the CDA, FDTD, FEM or other brute force numerical
technique, one would typically work with at least 10 sampling points per eective
wavelength in both directions. In addition, for FDTD and FEM the full calculation
domain including the background will need to be discretized. For square scatterers
with each side having the length L = 0.3λ0, the demand for 10 sampling points per
wavelength leads to approximately 100 points per scatterer for a refractive index of
n = 3. This number scales quadratically (and cubically in three dimensions) with
the refractive index.
3.1.3 Overview of chapter 3
In section 3.2 we formulate the method in a general form which is suited for both one,
two and three dimensional problems. In section 3.1.1 the basic ideas are illustrated
by a one dimensional example before proceeding to the two dimensional case in
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section 3.4. We present details of the implementation in two dimensions and note
that a similar approach is possible for three dimensional problems as well. Section
3.5 presents example scattering calculations in two dimensions and in section 3.6
these solutions serve as examples to discuss a practical method of evaluating the
accuracy of a given calculation. Last, in section 3.7, the calculation method is
extended to inhomogeneous backgrounds.
3.2 General formulation of the method
We consider scattering of monochromatic light, E(r, t) = E(r) exp(−iωt), in ge-
neral systems consisting of a nite number of piecewise constant dielectric and
non-magnetic perturbations to a piecewise homogeneous background, as illustrated
in Fig. 3.3.
k
B
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D2
D3
n
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n
B
Figure 3.3: Sketch of general scattering geometry.
We will solve for the total eld, E(r), inside the scattering material only, as
the solution everywhere else can be subsequently obtained by use of the Lippmann-
Schwinger equation. The incoming eld, EB(r), is a solution to the wave equation
with no scatterers and thus in general can be expanded on the solutions to the wave
equation in the bulk background material, φBn (r). In a similar way, the total eld
inside a given scatterer may be expanded on the solutions in the bulk dielectric,
φn(r). Based on these considerations we construct a basis consisting of solutions to
the scalar wave equation, each with support on only one of the scattering sites,
ψn(r) = Knφq(r)Sd(r) (3.2a)
ψBn (r) = K
B
n φ
B
q (r)Sd(r), (3.2b)
where we have dened a combined index n = (q, d, α), in which q is a parameter (or
set of parameters) describing the solution and d denotes the particular subdomain
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Dd of the scattering material we consider, e.g. which cylinder. For convenience, the
eld component α ∈ {x, y, z} is included in the index n as well. Kn and KBn are
normalization constants and
Sd =

 1, r ∈ Dd0, otherwise
denes the support. The solutions ψn(r) have wave numbers corresponding to the
index of the scattering material, kd = ndk0, where nd denotes the refractive index in
the subdomain Dd, and ψ
B(r) have wave numbers corresponding to the background,
k
B
= n
B
k0. To ease the notation, we will write n in place of any of the indices q, d, α
as this will not lead to ambiguities.
We dene an inner product as
〈ψm|ψn〉 =
∫
ψ∗m(r)ψn(r) dr, (3.3)
which is in general non-zero for m 6= n, and the basis functions are normalized so
that 〈ψn|ψn〉 = 〈ψBn |ψBn 〉 = 1. By expanding the electric elds as
E(r) =
∑
n
enψn(r)en
EB(r) =
∑
n
eBnψ
B
n (r)en,
where en is a unit vector, and projecting onto the basis formed by ψmem and ψ
B
mem,
the Lippmann-Schwinger equation may be rewritten in matrix form as
(
1 + Lmn
∆

B
)∑
n
〈ψm|ψn〉en =
∑
n
〈ψm|ψBn 〉eBn + k20∆ε
∑
n
Gαβmnen, (3.4)
in which
Gαβmn =
∫
V
ψ∗m(r) lim
δV→0
∫
V−δV
GBαβ(r, r
′)ψn(r
′)dr′dr, (3.5)
with the directions α, β corresponding to the indices m,n written explicitly for
clarity.
Eqs. (3.2) - (3.5) hold the complete formulation of the method. The form of
the central matrix equation (3.4) is only slightly dierent from that of the CDA in
that the left hand side is generally a matrix (although this matrix is very sparse,
since basis functions belonging to dierent scattering domains are orthogonal by
construction). The underlying strategy and the practical implementation of the
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two methods, however, are very dierent. In the CDA, the projection onto the
basis functions is straight forward resulting typically in a very large matrix equation
system that is subsequently solved by iterative methods. In the present method, it
is the projections onto the basis functions that are potentially time consuming but
eventually leads to a relatively small system of equations.
3.2.1 Basis functions in dierent dimensions
The basis functions are solutions to the scalar wave equation. In one dimension the
basis functions are forward and backward traveling plane waves,
ψ1Dn (x) = Kn exp(qkdx)Sd(x), (3.6a)
ψB,1Dn (x) = K
B
n exp(qkBx)Sd(x), (3.6b)
in which n = (q, d, α) with q ∈ {−1, 1}.
In two dimensions we use the solutions to the wave equation in cylindrical coor-
dinates (r,ϕ) dened with respect to the local coordinate system in the subdomain
Dd,
ψ2Dn (r) = KnJq(kdr)e
iqϕ Sd(r) (3.7a)
ψB,2Dn (r) = K
B
n Jq(kBr)e
iqϕ Sd(r), (3.7b)
in which Jq with q ∈ Z denotes the Bessel function of the rst kind of order q.
In three dimensions we use the solutions to the wave equation in the local spher-
ical polar coordinates (r,θ,ϕ) dened in the subdomain Dd,
ψ3Dn (r) = Knjq(kdr)Ylq(θ, ϕ)Sd(r) (3.8a)
ψB,3Dn (r) = K
B
n jq(kBr)Ylq(θ, ϕ)Sd(r), (3.8b)
in which jq with q ∈ Z denotes the spherical bessel function of the rst kind of order
q and Ylq are spherical harmonics [51].
3.3 One dimensional example: The example scat-
tering problem revisited
In this section we apply the framework of section 3.2 to the example scattering
problem in section 3.1.1. We solve for the electric eld inside the dielectric plate
where the eld is expanded on only two plane waves of the form in Eq. (3.6a) with
K = 1/
√
L and k1 = k2 = kR. Eq. (3.4) is a 2x2 matrix equation,
 1 ∆12
∆21 1



 e1
e2

 =

 ∆B11 ∆B12
∆B21 ∆
B
22



 eB1
eB2

+ k20∆

 G11 G12
G21 G22



 e1
e2

 ,
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where the indices 1 and 2 denote forward and backwards traveling waves, respec-
tively, and
∆12 = ∆
∗
21 =
1
L
∫ x0+L
x0
e−2ikRxdx
is non-zero for the values of k
R
and L in the example. Similarly, ∆Bmn is non-zero
and we have for example
∆B12 =
1
L
∫ x0+L
x0
e−i(kR+kB)xdx.
The projections GB12 of the Green's tensor onto the basis function set is given in Eq.
(3.5) and we get for example
G12 =
1
2k
B
L
∫ x0+L
x0
∫ x0+L
x0
e−ikR(x+y)eikB|x−y|dxdy.
The integrals ∆12, ∆
B
mn and Gmn are suciently simple to allow for analytical
solutions. The incoming wave is a forward traveling wave and so we set eB1 = 1
and eB2 = 0 and solve the matrix equation to obtain the two unknowns e1 and e2.
Comparing to Eq. (3.1) we must get e1 =
√
LC and e2 =
√
LD. Note that in one
dimension the basis function set completely spans the solution space, so there is no
error due to truncation.
3.4 Implementation in two dimensions
In two dimensions the light travels in the xy-plane, r = (x, y), and the vector
equation decouples into two independent equations for the Transverse Electric (TE)
and the Transverse Magnetic (TM) polarizations. In the case of TE polarization,
the electric eld is oriented in the xy-plane, whereas for TM polarization the electric
eld is oriented along the z-axis and the scattering calculation is essentially a scalar
problem.
The matrix elements need to be evaluated for basis functions within the same
domain (self-terms) as well as dierent domains (scattering terms). The case of a
homogeneous background is of special interest as one will often be able to separate
the background Green's tensor into terms corresponding to a homogeneous back-
ground and a number of additional scattering terms. Therefore, we focus in this
section on evaluation of the matrix elements for a homogeneous background Green's
tensor and return to the additional terms due to scattering in an inhomogeneous
background in section 3.7. Explicit expressions for the elements in the background
Green's tensor is given in Eqs. (A.3),
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A number of mathematical results exist that can dramatically speed up the
calculations of the matrix elements and the implementation in general. This is
discussed in sections 3.4.1-3.4.4.
3.4.1 Self-terms
The evaluation of the self-terms is complicated by the divergence in the Green's
tensor for r′ = r and the fact that the integrand couples r′ and r, eectively resulting
in a four-dimensional integral. In the following, a method for the evaluation is
described in which the four-dimensional integral, Eq. (3.5), is rewritten in terms
of a number of one and two dimensional integrals. This method is suitable for
evaluation of general matrix elements. For special scattering geometries, however,
other methods may be more ecient, and we discuss one such case by comparing
to results from Mie scattering.
y
x
R
r
r′
D
P −D CD
Figure 3.4: Sketch of the local coordinates used for calculation of the self-term in
scattering domain D.
Figure 3.4 shows a sketch of the local coordinates used for evaluation of the
integral. In order to eciently treat the divergence, for each r we rst integrate r′
over the entire plane P less the principal volume centered on r. Subsequently, the
integral for r′ /∈ D is subtracted. For this integral the limit δA→ 0 is trivial since
r′ 6= r. The matrix element is thus rewritten as Gαβmn = Aαβmn − Bαβmn, in which
Aαβmn =
∫
D
ψ∗m(r) lim
δA→0
∫
P−δA
GBαβ(r, r
′)ψn(r
′)dr′dr
and
Bαβmn =
∫
D
ψ∗m(r)
∫
P−D
GBαβ(r, r
′)ψn(r
′)dr′dr.
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Using the Graf addition theorem (cf. appendix B.1), we can simplify the evalu-
ation of Aαβ by expanding the function ψn(r′) around the point r, so that
Aαβmn = KmKn
∑
µ
∫
D
Jm(kRr)Jn+µ(kRr)e
i(n+µ−m)ϕ
×
∫
P−δA
GBαβ(0,R)Jµ(kRR)(−1)µe−iµθRdRdr
= KmKn
∑
µ
∫
D
Jm(kRr)Jn+µ(kRr)e
i(n+µ−m)ϕdr× Iαβµ , (3.9)
where k
R
= ndk0 and we have exploited the fact that the integration over R =
(R, θR) is over the entire plane (less the principal volume) and thus does not depend
on r. The integral over R, denoted by Iαβµ above, is nonzero only for µ ∈ {−2, 0, 2}
and the evaluation can be reduced to a number of one dimensional integrals as
shown in appendix C.1. In addition, we note that the simple angular dependence
of the integrand in many cases allows for a reduction of the remaining integral over
r to a sum of one dimensional integrals. In appendix C.2 we illustrate this for the
case of regular polygons.
Evaluation of Bαβmn may also be substantially simplied using the Graf addition
theorem to expand the Hankel function in terms of Bessel and Hankel functions
dened in the local coordinate system. The expansion diers depending on the sign
of r − r′. For r′ > r we write the integrand as
b
αβ
mn(r, r
′) = ψ∗m(r)G
B
αβ(r, r
′)ψn(r
′)
= KmKn
∑
µ
Jm(kRr)e
−imϕLαβ
{
i
4
Jµ(kBr)e
−iµϕ
}
×Hµ(kBr′)Jn(kRr′)ei(n+µ)ϕ
′
, (3.10)
whereas, for r′ < r we write
b
αβ
mn(r, r
′) = KmKn
∑
µ
Jm(kRr)e
−imϕLαβ
{
i
4
Hµ(kBr)e
iµϕ
}
× Jµ(kBr′)Jn(kRr′)ei(n−µ)ϕ
′
, (3.11)
in which
Lαβ = δα,β + ∂α∂β
k2
B
where δα,β is the Kronecker delta. For circular scatterers we always have r
′ > r
and the expression for Bαβmn factors into a number of one dimensional integrals.
Similarly, the evaluation of Bαβmn for non-circular scatterers may be conveniently
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split depending on whether r′ is outside or inside the circumscribing circle (denoted
by CD in Fig. 3.4). In the former case, the expression factors into separate integrals
for r and r′, whereas in the latter case the two integrations are coupled. Again, the
simple angular dependence of the integrands in many cases allows for a reduction
of these integrals to a number of one and two-dimensional integrals, cf. appendix
C.2.
Relation to Mie scattering
The scattering of an incoming plane wave o a single circular cylinder (or sphere)
is referred to as Mie scattering. Analytical solutions to such problems can be ob-
tained by expanding the elds inside and outside the cylinder on cylindrical wave
functions and matching these in accordance with the boundary conditions [107].
Due to dierences in the boundary conditions, the solutions are usually calculated
for the magnetic eld in the case of TE polarization and for the electric eld in the
case of TM polarization. It is rewarding to compare the latter with the solutions
to Eq. (3.4). In the case of a single circular scatterer and TM polarization, all
basis functions with m 6= n are orthogonal under the inner product in Eq. (3.3).
Therefore, Eq. (3.4) is diagonal and may be solved directly for the coecients en:
en =
〈ψn|ψBn 〉eBn
1− k20∆Gzznn
.
Given that we already know the solution en we may solve for the matrix elements
instead:
Gzznn =
en − 〈ψn|ψBn 〉eBn
k20∆en
, (3.12)
which provides an analytical expression for the matrix elements, thus avoiding any
numerical quadrature. Incidentally, Eqs. (3.9), (3.10) and (3.12) may be used along
with the Mie scattering solution to show the identity:∫ ∞
0
H0(kBr)J0(kRr)rdr =
−2i
pi(k2
R
− k2
B
)
,
for k
R
6= k
B
.
3.4.2 Scattering terms
For the calculation of scattering terms, the integration domains for r and r′ are
completely separated in space, and so the Green's tensor is well behaved at all
points of interest. In this case we employ the Graf addition theorem twice to
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Figure 3.5: Sketch of local coordinates for r and r′ in two independent scatterers.
express the Hankel function in terms of the distance between the centers of the two
local coordinate systems, as illustrated in Fig. 3.5,
Gαβmn =
i
4
∑
µ,λ
Hµ+λ(kBL)(−1)µei(µ+λ)θ
×
∫
Dm
KmJm(kmr)e
−i mϕLαβ {Jλ(kBr)e−iλϕ}dr
×
∫
Dn
KnJµ(kBr
′)Jn(knr
′)ei (n−µ)ϕ
′
dr′, (3.13)
where (L, θ) are cylindrical coordinates of O′ with respect to O, cf. appendix
B.1. Eq. (3.13) shows that the scattering matrix calculation factors into terms
that depend only on the geometries of the individual scatterers and the distance
between them. Since the Hankel functions as well as the Bessel functions are well
behaved at all points of interest, the integrals may be directly evaluated. Note that
the procedure outlined above is compromised when L < Rm + Rn, where Rm and
Rn are the radii of the circumscribing circles of domains Dm and Dn, respectively.
This could happen in the case of close non-circular scatterers. In this case the Graf
addition theorem is not valid and one can employ a strategy based on Eqs. (3.10)
and (3.11) instead.
3.4.3 Background electric eld
The incident background electric eld, EB(r), is a solution to the wave equation
without the scatterers. In the case of a bulk background, the solutions are plane
waves, and the expansion in terms of cylindrical wave functions is readily obtained
using the Jacobi-Anger identity, as discussed in appendix B.1. In the case of a
plane wave, A exp(ik · r), traveling at an angle θ with respect to the x axis we
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immediately get
eBn = A
in
KBn
e−i n θeikB ·Rneθ · en,
in which Rn denotes the position of the scattering domain Dn and eθ is a unit
vector in the direction of the electric eld.
Instead of using plane waves as the background electric eld we may use the
columns of the 2D Green's tensor. These are related to the electric eld at r due to
a line source at r′ [55]. Comparing to Eq. (2.17) it is evident that the solution to
the Lippmann-Schwinger equation in this case exactly produces the corresponding
columns of the full 2D Green's tensor for the scattering problem. By expanding the
Green's tensor in terms of cylindrical wave functions,
G(r, r′) =
∑
n
L{Hn(kBL)e−inθ} (−1)nJn(kBr′)einϕ′ ,
we may identify the expansion coecients corresponding to the β'th column as
eBn =
(−1)n
KBn
Lnβ {Hn(kBL)e−inθ} , (3.14)
which is valid for L > Rn, where Rn is the radius of the circumscribing circle of
domain Dn, cf. Fig. 3.4. The (bounded) basis function set, Eqs. (3.7), is not suited
to sample the Green's tensor with r inside any of the scatterers. In this case one
may possibly extend the basis function set with the inclusion of functions of the
form ψ˜n = KnHn(kRr) exp(inϕ).
Due to the truncation of the basis set, the divergence in the Hankel functions
may result in poor sampling of the Green's tensor even for r outside but close to
one of the scatterers. To get an estimate for the distances at which the sampling
becomes a problem we may look at the series expansions for the radial parts of the
terms in the Green's tensor, cf. Eqs. (A.3):
i
4
H0(x) =
i
4
− 1
2pi
{ln(x/2) + γ}+O(x2)
i
4
H1(x) =
1
2pix2
− 1
4pi
{ln(x/2) + γ}+ 1 + ipi
8pi
+O(x2)
i
8
H2(x) =
1
2pix2
+
1
8pi
+O(x2).
(3.15)
For the TM polarization, the absolute value of the Hankel function has dropped to
1 at k
B
R ≈ 2 exp(−2pi
√
1− 1/16− γ) ≈ 0.0031. For the TE polarization, the xy
term has dropped to 1 at k
B
R ≈
√
1/(2pi − 1/4) ≈ 0.41. The same value holds for
the xx and yy terms.
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3.4.4 Exterior solution
The matrix equation (3.4) is solved using standard linear algebra routines to yield
the solution at any point inside the scattering domains. The solution at points
outside the scatterers can be subsequently obtained directly from the Lippmann-
Schwinger equation which is now an explicit equation:
E(r) = EB(r) +
∫
D
GB(r, r′) k20∆ε(r
′)
∑
n
enψn(r
′)endr
′. (3.16)
The sum in Eq. (3.16) runs over all basis functions in all scattering domains.
Again, the calculation may be simplied considerably by use of the Graf addition
theorem to rewrite the equation in terms of the distances from the centers of the local
coordinate systems. Considering for simplicity the case of just a single scattering
domain D, the equation is rewritten as
E(r) =EB(r) +
i
4
k20∆ε
∑
µ,n
L{Hµ(kBL)eiµθ} (−1)µen
× en
∫
D
KnJn(kRr
′)Jµ(kBr
′)ei (n−µ)ϕ
′
dr′, (3.17)
where (L, θ) are now cylindrical coordinates of O′ with respect to r.
3.4.5 Solution of the linear equation system
In the case of practically relevant structures, Eq. (3.4) may consist of several thou-
sand coupled linear equations. In this case a simple solution based on e.g. Gaussian
elimination is impossible due to accumulation of error, and iterative methods such as
the conjugate gradients method are usually employed. Iterative methods typically
rely on solving the equation system
Ae = eB
by varying the vector e in order to minimize the residual
ξ = |Ae− eB|.
For solution of the system of equations we have used a biconjugate gradients
stabilized method, which seems to be able to converge to the desired accuracy in
most cases. For relatively small systems, however, we typically solve the equation
system using a Moore-Penrose pseudoinverse based on singular value decomposition
[108]. After solving the system with the pseudoinverse, we calculate the residual
and nd that the pseudoinverse returns solutions with very low relative residuals,
typically ξ ≈ 10−10. For large systems, the solution step may be the far most
expensive part of the calculation.
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3.5 Two dimensional examples
To illustrate the method, we present in this section two example scattering problems;
TE plane wave scattering from circular cylinders and calculation of the TM Green's
tensor for a collection of square cylinders.
3.5.1 Plane wave scattering from circular cylinders
We consider a TE plane wave incident on a small crystallite of air cylinders in a
high-index dielectric. Because of the cylindrical symmetry, the self-term matrix
elements are non-zero only for m − n ∈ {−2, 0, 2}. Calculation of the scattering
matrix elements, Eq. (3.13), is also substantially simplied because the angular
integration leads to non-zero values only for terms with µ = n and λ+m ∈ {−2, 0, 2}.
Fig. 3.6 shows the absolute square of the total eld as a function of position in
the xy-plane. Also we show the magnitude of the Ex and the Ey components of the
eld along the line y = 0 through the centers of three of the cylinders. Clearly, the
x component shows a number of discontinuous jumps, whereas the y component is
continuous in accordance with the boundary conditions.
We note that the air cylinders act to partly block the light, resulting in the
formation of a standing wave in the upper left part of the gure. Although an innite
triangular lattice of air holes will exhibit a photonic band gap at certain frequencies,
this band gap is located at higher frequencies for the material parameters in the
example [64]. Instead, we ascribe the blocking of the light as arising from the lower
average refractive index of the crystallite relative to the background.
Typically we use the same number of basis functions in each scattering domain
and for each polarization, so that |q| ≤ Q
max
. This calculation was performed
using Q
max
= 10, resulting in a matrix equation system of 294 unknowns. Using
the method outlined in sections 3.4.1 and 3.4.2 and using an absolute tolerance on
the numerical integrals of 10−6, the average calculation time per scattering matrix
element was less than 0.1 s for the self-terms and less than 0.01 s for the scattering
terms on a 2.4 GHz processor. Making use of the symmetry of the crystallite we
reduced the problem to the calculation of matrix elements for scattering between
19 dierent pairs of scatterers only. In addition, the form of Eq. (3.13) suggests
that for identical scatterers the integrals across the domains Dm and Dn can be
handled once only and stored for use in subsequent calculations of matrix elements
for scattering between other pairs of scatterers. Using this approach, the total
time for the calculation of all matrix elements was approximately 13 s. Due to the
small size of the scattering problem, the solution of the linear equation system was
handled in approximately a second.
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Figure 3.6: Example calculation. A TE plane wave of unit amplitude, EB(r) =
e exp(i n
B
k0 · r), is incident from the top left on a crystallite consisting of seven air
holes (nd = 1) in a high-index dielectric background (nB = 3.5). Parameters are
k0 = (
√
3/2,−1/2) and R
PC
= 0.3a where R
PC
is the radius of the cylindrical holes
and a = 0.3λ0 is the distance in between. Top: Absolute square, |E(r)|2, of the
resulting eld as a function of position in the xy-plane. Bottom: Absolute value of
the components Ex(x) (red solid line) and Ey(x) (blue dashed line) along the line
y = 0.
3.5.2 Green's tensor for a collection of square cylinders
In this section we apply the framework of section 3.4 to non-circular scatterers. In
addition, we use the Green's tensor for the homogeneous material as the background
eld, so that we may interpret the solution as the Green's tensor for the entire
structure including the scatterers, as discussed in section 3.4.3. We consider a
geometry consisting of four square dielectric rods in air. The calculation of the
matrix elements for the square scatterers is carried out in appendix C.2. Due to
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the four-fold rotational symmetry, the self-term matrix elements are non-zero only
for m− n = 4p with p ∈ Z.
In Fig. 3.7 we show the real and imaginary parts of the TM Green's tensor
Gzz(r, r
′) as a function of r for constant r′ indicated in the gure. The calculation
was performed using Q
max
= 10, resulting in only 84 unknowns. We used an
absolute tolerance on the numerical integrals of 10−6, and the average time per
scattering matrix element was 0.7 s for the self-terms and 0.04 s for the scattering
terms. Based on symmetry, the problem was reduced to the calculation of scattering
matrix elements between 9 pairs of scatterers resulting in a total time for the matrix
element calculations of approximately 200 s and a solution time of less than a second.
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Figure 3.7: Real (top) and imaginary (bottom) part of the total TM Green's tensor
Gzz(r, r
′) as a function of r with k0r
′ = (−1, 1/4) (as indicated by the red dot) in a
structure consisting of four dielectric rods (nd = 3.5) of square cross section in air.
Parameters are a = 2L where a is the distance between the rods and L = λ0/4 is
the side length.
The real part of the Green's tensor diverges in the limit r→ r′ which is the case
also for the results in Fig. 3.7. Indeed it must be the case, since the results are
obtained as the sum of the background eld and the scattered eld, as discussed
in section 3.4.4. The scattered eld is well behaved at all points, however, so
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the divergence in the Green's tensor stems from the divergence in the background
Green's tensor only. This divergence is logarithmic in the case of TM polarization
as discussed in section 3.4.3 which is the reason why it does not show up at the
chosen discretization. The imaginary part of the Green's tensor is continuous at all
points. In the limit r = r′ it is proportional to the LDOS, cf. Eq. (2.14).
3.6 Error analysis
The numerical error in the calculations stems primarily from evaluation of the ma-
trix elements and the truncation of the basis set. After solving the linear equation
system, Eq. (3.4), the accuracy of a given solution may be estimated by substitution
back into the Lippmann-Schwinger equation. To this end we dene the local error
as
E
L
(r) = |EB(r)−E
num
(r) +
∫
GB(r, r′) k20∆ε(r
′)E
num
(r′)dr′|, (3.18)
and we note that since EB(r) and GB(r, r′) are known analytically Eq. (3.18) can
be used as a measure for the accuracy of a given calculation even if the analytical
solution is not known. Based on the local error, we dene the global relative error
as
E
G
=
∫ E
L
(r)dr∫ |EB(r)|dr ,
where the integrals are taken over the area of the scattering sites only. Fig. 3.8 shows
the global error of the solutions to the problems in Figs. 3.6 and 3.7 as a function
of the number of basis functions used in the expansions and dependent on the error
in the matrix elements. The error analysis was performed by rst calculating the
matrix elements to high precision using an absolute error tolerance on the numerical
integrals of 10−6. Subsequently, for each value of Q
max
the corresponding linear
equation system, Eq. (3.4), was constructed, and a random complex number of
xed modulus, δGmn, was added to each element in the matrix of modulus larger
than δGmn before solving the equation system.
The analysis shows an exponential like decrease in the global error as a func-
tion of the number of basis functions, underscoring the massive reduction in basis
functions due to the expansion in normal modes when compared to conventional
discretization methods. This is the case for the cylindrical holes in Fig. 3.6 as well
as for the square rods in Fig. 3.7. The convergence is faster in the case of the cylin-
drical holes which is partly because the basis functions have the same symmetry as
the scatterers and partly because the plane wave eld is easier to approximate than
the (divergent) Hankel function, as noted in section 3.4.3. From Fig. 3.8 we argue
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Figure 3.8: Global error as a function of the number of basis functions used in the
expansion of the electric elds (controlled by Q
max
). Circular markers correspond
to the problem in Fig. 3.6 with dierent curves corresponding to dierent xed
errors on the relevant matrix elements as indicated. Square markers correspond to
the problem in Fig. 3.7 calculated for the Green's tensor (Gzz) and plane waves
(PW ) as the background eld.
that the articial error on the matrix elements acts to limit the minimum achievable
global error, and the analysis thus conrms that the global error is controlled by
the number of basis functions as well as the accuracy of the numerical quadrature.
We note that the measure in Eq. (3.18) may be viewed as a test of self-consistency
of the method which is of principal importance for any solution to Eq. (2.16). From
Fig. 3.8 it is evident that the measure is also of practical importance since, for a
given tolerance on the numerical integrals, it can be used to estimate the number
of basis functions needed to reach the minimum global error.
3.7 Inhomogeneous backgrounds
As an example of the utility of the method, we present in this section results for
the investigation of light propagation near the edge of a nite sized two dimensional
PC. We consider a PC made from 80 circular rods of refractive index nd = 3.4 in
a lower-index background (n
B
= 1.5). The cylinders are placed in a square lattice,
and a short waveguide is created by the omission of 4 rods along the (11) direction
of the crystal. The waveguide along with the crystal is terminated by an interface to
air. We focus on TM polarized light and calculate the Green's tensor of the system
Gzz(r, r
′). Although the integral expressions become larger, a similar procedure as
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the one outlined below may be used for the calculation of TE polarized light as
well as for multiple interfaces. We start by extending the formalism of the previous
sections to the case of a non-homogeneous background Green's tensor in section
3.7.1 and go on to show example calculations of light emission from a nite sized
PC in section 3.7.2.
3.7.1 Additional scattering near interface
For the scattering calculations near a dielectric interface we use the Green's tensor
for the dielectric half-space as the background Green's tensor in Eq. (2.16). The
2D Green's tensor for general stratied media is given in Ref. [54] in terms of an
integral in k-space. Below, we discuss the calculation of the elements Gzzmn in the
special case of a single dielectric interface. We consider TM polarized light incident
on an interface at y = 0 between two media with refractive indices n
A
and n
B
,
respectively. We will deal only with scatterers in the lower layer (layer B) and so,
following Ref. [54], the 2D Green's tensor is given as
GBzz(r, r
′) = − yˆyˆ
k22
δ(R)
+
i
4pi
∫ ∞
−∞
1
k
B,y
ei kx(x−x
′)ei kB,y|y−y
′|dkx
+
i
4pi
∫ ∞
−∞
FS
BA
k
B,y
ei kx(x−x
′)e−i kB,y(y+y
′)dkx, (3.19)
where kl,y =
√
k2l − k2x with kl = nlk0, l ∈ {A,B} and
FS
BA
=
k
B,y − kA,y
k
B,y + kA,y
=
√
k2
B
− k2x −
√
k2
A
− k2x√
k2
B
− k2x +
√
k2
A
− k2x
is the Fresnel reection coecient.
In Eq. (3.19), the rst two terms correspond to the Green's tensor of the homo-
geneous material, whereas the last term gives the reection o the interface. This
means that the evaluation of the matrix element Gzzmn naturally splits into a direct
homogeneous material part and an indirect interface scattering part. The former
is exactly what was handled in sections 3.4.1 and 3.4.2, so we concentrate in this
section only on the scattering contribution GSmn:
GSmn =
i
4pi
∫ ∞
−∞
FS
BA
(kx)
k
B,y(kx)
∫
Dm
∫
Dn
ψ∗m(r)e
i kx(x−x
′)
× e−i kB,y(kx)(y+y′)ψn(r′)dr′drdkx. (3.20)
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In order to carry out the integration, we rst write (x, y) = (X,Y )+(r cosϕ, r sinϕ)
and (x′, y′) = (X ′, Y ′) + (r′ cosϕ′, r′ sinϕ′), where (X,Y ) and (X ′, Y ′) denote the
absolute coordinates of the centers of the local coordinate systems. We then recast
the expression in terms of local coordinates as
GSmn =
i
4pi
∫ ∞
−∞
FS
BA
(kx)
k
B,y(kx)
ei(kx(X−X
′)−k
B,y(kx)(Y+Y
′))
×
∫
Dm
KmJm(kmr)e
−imϕei kB r cos(ϕ−θ(kx))dr
×
∫
Dn
KnJn(knr
′)ei nϕ
′
ei kB r
′ cos(ϕ′−θ′(kx))dr′dkx, (3.21)
where we have rewritten the inner products of the wave vectors and the position
vectors in the two domains in terms of the angles between them. This angle becomes
imaginary whenever k2x > k
2
B
. As in the case of the homogeneous background, we
are able to simplify the expression further by factoring out the integrals over the
domains Dm and Dn. To this end we use the Jacobi Anger identity, cf. appendix
B.1, to rewrite the matrix elements as
GSmn =
i
4pi
∑
λ,γ
iλ+γ
×
∫ ∞
−∞
FS
BA
(kx)
k
B,y(kx)
ei(kx(X−X
′)−k
B,y(kx)(Y+Y
′))e−i(λθ(kx)+γθ
′(kx))dkx
×
∫
Dm
KmJm(kmr)Jλ(kBr)e
i (λ−m)ϕdr
×
∫
Dn
KnJn(knr
′)Jλ(kBr
′)ei (γ+n)ϕ
′
dr′. (3.22)
Due to the circular symmetry, the angular integrations over the domains Dm and
Dn lead to non-zero values only for λ = m and γ = n. In these cases the radial
integrals have well known analytical values (see appendix B.3), leaving only a nal
integration over kx.
3.7.2 Light emission in nite sized photonic crystal waveguide
We may now combine the scattering calculations for a homogeneous background
with the procedure in section 3.7.1 in order to include the additional scattering
from an interface. In Fig. 3.9 we show a contour plot of the absolute value of the
Green's tensor |Gzz(r, r′)| along with real and imaginary parts at positions along
the x-axis. Results are shown for k0r
′ = (0,−7.58) in the center of the waveguide
at the location of one of the missing rods. In an innite waveguide this would be
the location of the eld antinode of the waveguide mode.
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Figure 3.9: Top: Absolute value, |Gzz(r, r′)|, of the TM Green's tensor for a nite
sized PC waveguide consisting of 80 rods of refractive index nd = 3.4 in a background
with an interface between a low-index dielectric (n
B
= 1.5) and air (n
A
= 1). The
results are calculated as a function of r with k0r
′ = (0,−7.58) (indicated by the
red dot and vertical dashed line). Bottom: Real (red) and imaginary (blue) parts
of Gzz(y, r
′) along the line x = 0. Parameters are R
PC
= 0.25a where R
PC
is the
radius of the cylindrical holes and a = 0.28λ0 is the distance in between.
The periodic Bloch-mode character of the waveguide mode is evident also in the
case of this nite waveguide, and the structure acts as a resonator greatly increasing
the absolute value of the Green's tensor for positions r inside the waveguide as
compared to the bulk medium. For r → r′ the real part of Gzz(r, r′) diverges.
This is the case also in Fig. 3.9, but the divergence is too weak to show up at the
chosen discretization. Although the nite waveguide acts as a resonator, light can
propagate out of the end facet. Fig. 3.10 shows |Gzz(r, r′)| at positions outside the
structure. As noted in section 3.4.3, the Green's tensor is related to the electric
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eld at point r due to a line source at point r′. Therefore, we may interpret the
gure as the emission pattern from the source inside the waveguide. Due to the
resonator eect of the waveguide structure, the emission pattern does not show up
on the scale of the contour plot in Fig. 3.9.
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Figure 3.10: Contour plot of emission pattern, |Gzz(r, r′)|, of the system in Fig. 3.9
but for positions outside the PC.
3.8 Conclusion
We have described a procedure for solving the Lippmann-Schwinger equation for
electromagnetic scattering in which the eld along with the electric eld Green's ten-
sor is expanded inside each scatterer on a basis of solutions to the scalar Helmholtz
equation. We have presented the method in a general form that is suited for both
one, two and three dimensional problems, and we have shown a simple example of
implementation in one dimension and provided a thorough discussion of the imple-
mentation in two dimensions. In this case, the projection of the electric eld and
the Green's tensor onto the basis set is facilitated by the use of a number of addition
theorems to simplify the integral expressions.
The chosen basis set ensures that all basis functions have the correct wave num-
ber. This, combined with the need for solving the system inside the scattering
elements only, results in a relatively small linear equation system as compared with
other methods. Consequently, the method is fast and capable of handling large
material systems such as PCs. In two dimensions, the use of a local cylindrical
wavefunction basis avoids the introduction of ctitious charges which may lead to
instabilities for large refractive index contrasts in the case of TE polarization [84],
and the integration scheme is free of staircasing errors along the boundaries. Due
to the formulation in terms of the Green's tensor for the background medium there
is no need for a calculation domain, and the radiation condition is automatically
satised as are the boundary conditions (limited only by the numerical precision
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chosen). The accuracy of the method is thus limited only by the number of basis
functions and the tolerances on the numerical integrals employed for the evaluation
of the scattering matrix elements. We have introduced a measure of accuracy based
on self-consistency that is of principal as well as practical importance. Once the
matrix equation has been set up, it holds all information necessary to carry out
scattering calculations on the geometry at the chosen frequency. It can thus be
stored and used for dierent choices of incoming elds as well as for the calculation
of the Green's tensor between dierent points r and r′.
We have illustrated the method by two example problems, and we have shown
an application of the method where we have calculated the Gzz component of the
Green's tensor for a nite sized PC waveguide. Similar calculations will nd appli-
cation in the development of nanophotonic devices such as in design of junctions
or cavities in PCs or investigation of emission patterns from single photon sources.
Using a similar procedure, the method may be extended to three dimensional scat-
tering geometries, and although we have focused on applications in micro- and
nanophotonic structures we believe the method may be of use in other areas of
electromagnetic scattering calculations as well.
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Fractional decay of quantum
dots in photonic crystals
4.1 Introduction
Section 1.2.4 described how variations in the LDOS may lead to qualitatively dif-
ferent decay dynamics. Especially how a heavily modied LDOS, such as observed
in some PCs, may result in the marvelous quantum optical phenomenon that we
called fractional decay. Fractional decay has been investigated theoretically by a
number of authors [19, 20, 109] and continues to be of interest [110]. In this chapter
we consider the phenomenon in the context of quantum dots in photonic crystals.
By a pure fractional decay we understand a decay in which the probability ampli-
tude for the excited state tends to a nite non-zero value at long times, |cx(t)|2 → k,
(0 < k < 1), for t→∞. For these solutions it is natural to dene a degree of frac-
tional decay as d
f
= 1 − k. If we include the eects of absorptive losses the decay
curves inevitably tend to zero at long times, but nevertheless we may still meaning-
fully assign a degree of fractional decay to these solutions also.
For the calculations we employ the general approach of Vats et. al [62] and
use the minimal coupling Hamiltonian in the dipole approximation, as discussed
in section 2.4.3. Contrary to the general treatment in Ref. [62], we focus on the
possible realization of fractional decay using specic and realistic structures. In
particular, the investigations are based on the actual LDOS of a three dimensional
PC obtained from plane wave calculations. Due to the resonant nature of the light-
matter coupling, the qualitative nature of the dynamics are governed by the LDOS
in a narrow frequency interval around ω = ωx. At rst sight this is encouraging
for the theoretical analysis since we can focus on a narrow frequency range of the
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LDOS. However, the relevant frequency range turns out to be several orders of
magnitude smaller than typical resolutions in LDOS calculations. To overcome this
problem we use plane wave calculations to set up an analytical approximation to
the band edge LDOS.
The LDOS model is extended to include eects of absorptive losses. Absorption
is shown to be a limiting factor and we present quantitative results showing the
degree of fractional decay achievable for available QDs and practically relevant
material loss.
4.1.1 Overview of chapter 4
Section 4.2 starts out with a general discussion of the method and reviews some of
the results from section 1.2.4 as illustrative examples. Motivated by the examples, it
is discussed how a measure for the degree of fractional decay may be obtained from
analysis of the decay dynamics in the frequency domain. In section 4.3 we employ
the measure for analysis of fractional decay in the so-called anisotropic band gap
model.
In section 4.4 we carry out detailed investigations of the LDOS close to the band
edge of a Si inverse opal based on an analytical approximation to numerical plane
wave calculations. In this way we are able to assess the validity of the anisotropic
band gap model. Using perturbation theory we extend the model to include eects
of absorptive loss in the LDOS. Finally, in section 4.5 we investigate the degree of
fractional decay that can be obtained in Si inverse opals with absorptive losses.
4.2 Calculation of decay curves
Following Ref. [62] the equations of motion may be solved in the frequency domain
using the initial condition cx(t = 0) = 1. In this case the analysis of the decay is
based on the spectrum for the expansion coecient cx(ω),
cx(ω) =
1
αG(ω)− i (ω − ωx) , (4.1)
where α is a measure of the light-matter coupling strength, cf. section 2.4.3, and
ωx is the exciton frequency. The function G(ω) is given for frequencies above the
integration path in the complex plane as
G(ω) = i ω
∫ ωC
0
ρx(z)
z2(ω − z)dz, (4.2)
where ρx(ω) denotes the LDOS, and we have introduced an upper cuto to make
the integral nite. Eq. (4.2) may be used along with the spectrum, Eq. (4.1),
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to investigate the degree of fractional decay. To motivate the analysis we consider
rst the case of an integration path along the real axis in which case we obtain the
important limiting form
G(ω) = G
R
(ω) + iG
I
(ω), (4.3)
where the two functions G
R
(ω) and G
I
(ω) are dened as
G
R
(ω) = pi
ρ(ω)
ω
(4.4)
G
I
(ω) = ωP
∫ ωC
0
ρx(z)
z2(ω − z)dz, (4.5)
with P denoting the Cauchy principal value of the integral.
4.2.1 Illustrative examples
With ρx(ω) = 0 we have G(ω) = 0 and the spectrum has a simple pole at ω0 = ωx
which, upon transforming back to the time domain, results in the constant function
|cx(t)|2 = 1. This has the direct physical interpretation that if the only decay
mechanism is through spontaneous emission, and if no optical modes are available,
then no decay can occur.
Exponential decay
For ρ(ω) > 0 the eect of G(ω) is to shift the pole away from the real axis and into
the fourth quadrant of the complex ω plane. For weak light-matter interaction, the
spectrum will have a single pole, ω0, leading to an exponential decay. If the LDOS
varies suciently slowly we can estimate the position of the pole from Eq. (4.3) by
evaluating G(ω) at ω = ωx. This is the pole approximation, and in this case we
nd
ω0 ≈ ωx + αGI(ωx)− iαGR(ωx), (4.6)
so we may write the spectrum as
cx(ω) =
i
ω − ω0 .
The time-domain dynamics may now be readily found through the inverse Fourier
transform,
cx(t) =
1
2pi
∫ ∞
−∞
i
ω − ω0 e
−iωtdω = e−iω0t, t > 0, (4.7)
where we have closed the integration path in the lower half of the complex plane.
The physically observable decay curves are given as |cx(t)|2 denoting the probability
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that an excitation exists in the QD at time t. From the above analysis we nd that
for a slowly varying LDOS the decay rate is given as
Γ = 2piα
ρx(ωx)
ωx
.
Pure fractional decay
For the probability amplitude to go to a nite constant value there will need to be
at least one pole on the real axis. From Eq. (4.7) we realize that any pole with
a non-zero imaginary part will lead to a decaying exponential function and so will
not meet the criterion we have set up for a pure fractional decay. From Eq. (4.4)
it is evident that if the pole is real then ρ(ω0) = 0. This means, that a necessary
condition for pure fractional decay to occur is for the LDOS to be zero at least
for one frequency. The real part of the pole is determined by ωx and the function
G
R
(ω), which will move the pole in the direction of the negative real axis (the Lamb
shift). In the general case, and in particular for fractional decay calculations, the
pole approximation is not valid, so Eq. (4.6) cannot be used. From the spectrum,
Eq. (4.1), we see that ρx(ω0) = 0 at whatever frequency solves the equation
ω0 − ωx − αGR(ω0) = 0.
4.2.2 A measure for the degree of fractional decay
The analysis in section 4.2.1 illustrates how a pole in the spectrum results in a
decreasing exponential term. The decay rate is proportional to the imaginary part
of the pole, and in the limiting case of pure fractional decay this may be zero. We
write a general pole term as
a−1
ω − ω0 ,
and we note that the absolute square of the residue, |a−1|2, represents the relative
magnitude of the pole term and is equal to the value of the exponential part at
t = 0. In the case of slow variations in the LDOS we have |a−1|2 = 1 and the
spectrum consists only of a single pole term. This is characteristic of the weak
coupling Purcell regime. For structures in which the LDOS show large variations
around the emitter frequency the single pole approximation is no longer valid. In
this case we can usually still nd a pole, but there may also be other contributions
to the spectrum. Therefore, in general the spectrum may be written as a pole term
and a rest term as
cx(ω) =
a−1
ω − ω0 + c
′(ω).
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If |a−1|2 < 1 the rest term must be non-zero in order to meet the initial condition
|cx(t = 0)|2 = 1. Consequently, this signies a deviation from the Purcell regime
and we dene
d
f
= 1− |a−1|2
as a measure of the degree of fractional decay. This measure is reasonable when de-
scribing fractional decay curves since it measures the deviation from the exponential
decay of the Purcell regime. For the pure fractional decay |a−1|2 gives exactly the
limiting value of the decay curves for long times. The measure is convenient from a
mathematical point of view also, since it can be calculated simply from the deriva-
tive of the denominator in Eq. (4.1) at the location of the pole. The denominator,
Φ(ω), is expanded in a Taylor series around the pole as
Φ(ω) = αG(ω)− i(ω − ωx) = Φ′(ω0)(ω − ω0) +O
(
(ω − ω0)2
)
,
where we have used the notation
f ′(ω0) =
d
dω
f(ω)
∣∣∣
ω=ω0
.
From the Taylor series it follows that we can rewrite the spectrum in the form of a
pole term and a non-zero rest term as
cx(ω) =
1/Φ′(ω0)
ω − ω0 +
1
Φ′(ω0)(ω − ω0) +O ((ω − ω0)2) −
1
Φ′(ω0)(ω − ω0)
=
1/Φ′(ω0)
ω − ω0 +
O ((ω − ω0)2)
(Φ′(ω0)(ω − ω0))2 +O ((ω − ω0)3)
.
In practice, we rst calculate the pole term and then simply subtract this from the
spectrum to get the rest term.
4.2.3 Estimates of the residue
In the Purcell regime, the term αG(ω) is small compared to the exciton frequency
ωx. Indeed, from the analysis of exponential decay in section 4.2.1 it follows that
the decay rate is simply Γ = 2αG
R
. With ωx ≈ 1015 s−1 and typical values for Γ in
the range of ns
−1
(as seen in Fig 1.4) we have αG
R
(ωx)/ωx ≈ 10−6. Therefore, in
order to estimate the residue of the pole term we may use, as a rst approximation,
the derivative of Φ(ωx). With this, the derivative of the denominator is given as
Φ′(ωx) = αG
′
R
(ωx) + i(αG
′
I
(ωx − 1)),
and the absolute square of the residue readily follows as
|a−1|2 =
(
(αG′
R
(ωx))
2 + (αG′
I
(ωx)− 1)2
)−1
. (4.8)
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We are mainly interested in material systems for which the decay dynamics deviate
from the Purcell regime. Due to the formulation in terms of an integral, the function
G
I
is somewhat complicated to work with. The function G
R
, on the other hand, is
a lot simpler and is basically the scaled LDOS. In addition, both terms in Eq. (4.8)
are positive, so provided that G′
R
(ωx) = G
′
R
(ω0) we may state
αG′
R
(ωx) > 1 (4.9)
as a sucient (but not necessary) condition that the dynamics deviate from the
Purcell regime. This represents a mathematical formulation of the argument used
in section 2.4.3 to justify the Wigner-Weisskopf approximation; namely that the
LDOS should vary little over the spectral linewidth of the emitter.
At this point it is illustrative to introduce a scaled (and dimensionless) LDOS
through the substitution
ρx(ω) =
ω2x
3pi2c3
ρ˜x(ω˜) = ρ0(ωx)ρ˜x(ω˜),
where ρ0(ω) denotes the DOS of free space, and where we have introduced a scaled
(and dimensionless) frequency through the substitution
ω = ωxω˜.
In terms of the scaled quantities we may write the condition in Eq. (4.9) as
βpi
d
dω˜
(
ρ˜x(ω˜)
ω˜
)
= βpi
(
ρ˜′x(ω˜)
ω˜
− ρ˜x(ω˜)
ω˜2
)
> 1, (4.10)
where the dimensionless coupling strength beta is dened as
β =
p2q2
6~m2pi20c3
,
and is related directly to the decay rate in free space as
Γ0 = 2piωxβ.
Experimental values for β range from β ≈ 10−8 for InAs QDs [111] to β ≈ 6× 10−8
for PbSe QDs [112] with so-called interface defect QDs possibly reaching values of
β ≈ 10−6 [113]. The coupling strength β arises naturally when recasting the expres-
sion for the spectrum, Eqs. (4.1) and (4.2) in dimensionless form. However, a large
variety of dierent coupling parameters are used by dierent authors. Appendix E
provides a discussion of the relation of β to the oscillator strength. The second term
in Eq. (4.10) is typically vanishing and we will ignore it, leaving the approximate
condition
β
ρ˜x(ω˜)
ω˜
& 1. (4.11)
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We are thus left with the convenient guideline as to the kind of material systems
that are likely to show fractional decay dynamics:
• The LDOS should be zero at least at one frequency, so that the we can hope
to nd g(ω0) = 0 and hence a real pole.
• The relative slope of the LDOS should be on the order of β−1 so that deviations
from the Purcell regime will occur.
This is in accordance with the choices of LDOS used in Refs. [19, 20, 109]. Obvious
candidates for material systems are three dimensional PCs which may show a full
photonic band gap and for which the slope of the LDOS may be very large. Dierent
models for the LDOS has been used in the literature, including both isotropic and
anisotropic gap models [114] in which the LDOS at the band edge takes the forms
(Isotropic gap) ρisox (ω) =
K
iso√
ω − ω
BE
(Anisotropic gap) ρBEx (ω) = KBE
√
ω − ω
BE
,
with K
iso
and K
BE
being material constants of dimensions [K
iso
] = s1/2/m3 and
[K
BE
] = s3/2/m3.
The validity of both LDOS models have been questioned in the literature. No-
tably in Ref. [115], where the authors use dense sampling of the LDOS to conclude
that the anisotropic model can be valid only in a region below∆ωPC = 0.005 (2pic/a)
from the band edge. From the above analysis, however, we realize that this fre-
quency range should be compared to the light-matter coupling strength. For the Si
inverse opal (
Si
= 11.76), the upper band edge is located at ω
BE
= 0.8163 (2pic/a).
If we choose to scale the photonic crystal so that the band edge is at the emitter
frequency we therefore have
aωx
2pic
= 0.8163.
This means, that in the scaled frequencies, ω˜ = ω/ωx, the restriction on the validity
of the anisotropic model, as stated in Ref. [115], reads
∆ω˜ = 0.005
2pic
aωx
≈ 6× 10−3,
which is more than 4 orders of magnitude larger than the intrinsic bandwidth set by
β. In section 4.4 we show that for most spatial positions in the lattice, the limiting
form of the LDOS in high-index inverse opals is indeed given by the anisotropic gap
model. At this point, however, it is illustrative rst to apply the analysis to this
model.
69
Chapter 4. Fractional decay of quantum dots in photonic crystals
4.3 Fractional decay in the anisotropic gap model
In this section the analysis in section 4.2.2 is used to investigate fractional decay
in the anisotropic gap model. For convenience in the numerical modeling we will
often use the scaled frequencies ω˜ = ω/ωx. The spectrum, Eq. (4.1), is given as
c˜e(ω˜) =
1
β G˜(ω˜)− i (ω˜ − 1) ,
in which the function G˜(ω˜), upon insertion of the anisotropic band gap model for
the LDOS, is given for frequencies above the integration path as
G˜(ω˜) = i ω˜
∫ ∞
ω˜
BE
K˜
BE
√
z˜ − ω˜
BE
z˜2(ω˜ − z˜) dz˜
= i K˜
BE
ω˜
pi
2ω˜2
√
ω˜
BE
(
−2ω˜
BE
+ ω˜ + 2
√
ω˜
BE
− ω˜
√
ω˜
BE
)
= −i K˜
BE
ω˜
pi
2ω˜2
√
ω˜
BE
(√
ω˜
BE
− ω˜ −
√
ω˜
BE
)2
(4.12)
with the scaled material constant dened through the relation
K
BE
=
ρ0(ωx)√
ωx
K˜
BE
.
For the calculations we will normally have ω˜
BE
≈ 1. The integral representation of
G˜(ω˜) is valid only for frequencies above the integration path, but using Eq. (4.12)
we may directly make an analytical continuation to the entire complex plane. In
this way we are able to calculate the pole term and the residue to arbitrary accuracy.
By denition, the atomic frequency is at ω˜ = 1, so detuning of the emitter with
respect to the band edge is handled by changing the value of ω˜
BE
. To this end we
write ω˜
BE
= 1 + ∆, in which ∆ is the detuning. For large positive detunings the
band edge is at much higher frequencies than the emitter frequency (the emitter is
deep within the band gap), and very little or no decay at all is expected. For large
negative detunings the emitter frequency is deep within the continuum of modes
above the band edge and one will expect the Wigner-Weisskopf approximation to
hold, leading to exponential decay.
4.3.1 Denition of the square root
There is a subtlety in Eq. (4.12) because the square root is multiple valued with
values in either of two Riemann sheets as illustrated in Fig. 4.1. The branch cut
is dened by the integration path which will typically be along the real axis from
ω˜
BE
to innity. It is possible, however, to dene a new square root in which the
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phase φ of the complex number Z = |Z| exp(iφ) is chosen to lie in a given interval.
Irrespective of the denition of the square root, the second Riemann sheet is found
by using −√ω˜
BE
− ω˜ in Eq. (4.12).
 
 
Figure 4.1: Sketch of the Riemann surface for the square root function. The function
is multiple valued with values in either of two Riemann sheets. For a given point
on the surface, only by circling the center twice do we arrive the same point.
Fig. 4.2 shows the absolute value of the denominator in Eq. (4.1) calculated
on the two dierent Riemann sheets for the case of β = 5.5×10−8, K˜
BE
= 10 and
∆ = 8.645×10−7. We have rotated the branch cut from the real axis into the lower
half of the complex plane. This means, that one pole is found on the rst Riemann
sheet and one is found on the second Riemann sheet. Note that the function is
continuous across the branch cut in the sense that as one traverses the branch cut
one should continue onto the other Riemann sheet as illustrated in Fig. 4.1.
4.3.2 Movement of poles
The pole dening the decay process is located below (or potentially on) the real
axis. Fig. 4.3 shows the movement of the poles in the complex ω˜ plane as the
detuning is varied. For large negative detunings the pole of interest is situated
to the right of and below the band edge in the complex plane. As the detuning is
increased the pole wanders towards the band edge, in the process inevitably crossing
over to the second Riemann sheet. At a critical detuning, ∆0, the two (complex
conjugate) poles collide on the real axis and start to move in opposite directions.
For β = 5.5×10−8 and K
BE
= 10 the critical detuning is at ∆0 = −8.6394× 10−7.
At another critical detuning one of the poles reaches the band edge frequency and
crosses over once again to the rst Riemann sheet. The gray shaded area in the
right gure indicates the interval in which the real part of the pole is less than
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Figure 4.2: Logarithm of the absolute value of the denominator in the spectrum
calculated on the rst and on the second Riemann sheet, respectively, in the neigh-
borhood of the location of the poles. The branch cut is chosen to lie in the lower
half of the complex plane as indicated by the red line, thus exposing the pole just
below the real axis.
the band edge. If the branch cut was chosen to be vertically downwards from the
band edge, this would indicate the interval in which both poles are on the second
Riemann sheet.
For convenience, we shall refer to the pole in the upper half of the complex
plane as pole 1 and the other pole as pole 2. At the critical detuning we can no
longer distinguish the two, but nevertheless we shall refer to the pole traveling in
the direction of positive frequencies as pole 2, since this is the pole that we are
ultimately interested in.
4.3.3 Residues
When the pole is on the rst Riemann sheet the absolute value of the residue and the
imaginary part of the pole denes the long time behavior of the temporal solution.
In particular, if the pole has a non-zero imaginary part the temporal solution will
eventually decay to zero. This is the case for ∆−∆0 < 0 as seen in gure 4.3, right.
On the other hand, if the pole is located on the real axis, the temporal solution will
tend to a non-zero stable value given as the absolute square of the residue. This
is fractional decay and will happen at detunings above the gray shaded area in the
gure. For detunings in the region of the gray shaded area there are no poles on
the rst Riemann sheet, and hence the pole does not dene the long time behavior
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Figure 4.3: As the detuning is varied, the poles of the spectrum move around in
the complex plane. Left: Movement of poles in either of the two Riemann sheets,
corresponding to the two dierent signs of the square root. Right: Position of the
pole of interest that was originally in the rst Riemann sheet below the real axis.
The gure shows the real and the imaginary part, respectively, as a function of the
detuning ∆. ∆0 = −8.6394× 10−7 denotes the critical detuning.
of the temporal solution.
Fig. 4.4, left shows the absolute value of the residues of the two poles as a
function of the detuning ∆. Again, the gray shaded area denes the qualitatively
dierent regimes. At large negative detunings the poles are complex conjugates and
the absolute values of the residues are equal. As the poles collide on the real axis the
residues seem to diverge. As noted above, this has no implications for the temporal
solutions as both poles are on the second Riemann sheet. At a certain critical
detuning one pole crosses over to the rst Riemann sheet and the decay becomes
fractional. At this detuning the absolute value of the residue is zero (corresponding
to a full decay at long times) but increases with increasing detuning. Fig 4.4, right
shows three examples of temporal solutions at detunings above the critical detuning
where the pole reenters the rst Riemann sheet and fractional decay occurs.
From Fig. 4.4 it is seen that the detuning can always be varied to achieve an
arbitrarily large a degree of fractional decay. This is consistent with the analysis
in sections 4.2.3 from which we know that non-Markovian dynamics are expected
whenever the relative slope of the LDOS is larger than the intrinsic bandwidth set
by β. In the calculations we have modelled the LDOS using a square root for which
the relative slope diverges. Therefore, in principle we can always tune the frequency
to obtain as large a degree of fractional decay as wanted. We note that the region
of fractional decay, as dened by |a−1|2 < 1, extends for several decades of ∆−∆0,
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Figure 4.4: Left: Absolute value of the residues of the two poles as a function of
detuning, ∆. Right: Examples of temporal solutions at three dierent detunings
as function of normalized time Γ0 t, where Γ0 is the decay rate in vacuum. Dashed
lines show the part of the solution corresponding to the pole term.
slowly approaching the limit |a−1|2 = 1.
In practice, a relative detuning of ∆ = 10−12 means that the system will have to
be stabilized to within ∆ω ≈ 103 s−1 which is several orders of magnitude ner than
any available spectrometer. This apparent problem is linked to the formulation in
which there seems to be only one material parameter of importance, namely the
product βK
BE
. In real samples there will likely be other important parameters
dening the decay dynamics, and the obtainable degree of fractional decay will
depend on the size of βK
BE
relative to these parameters. One such parameter is
the material absorption, as we will discuss in sections 4.4 and 4.5. When material
losses are included in the model there will be an optimum detuning for which the
degree of fractional decay is largest. In this case the optimum detuning is found
within a frequency interval dened by the size of the light-matter coupling strength
relative to the absorption.
4.4 High resolution local density-of-states
We now aim at applying the criterion in Eq. (4.11) to evaluate the possibility of
non-Markovian decay of QDs in three dimensional PCs. To this end we must be
able to assess whether or not the relative slope of the LDOS can reach values on the
order of β−1. This in turn puts rather severe constraints on the calculation methods
employed, because the LDOS will need to be sampled at a much higher resolution
than what is typical for such calculations. Fig. 4.5 shows the band diagram for
a close packed inverse opal photonic crystal made from Silicon (
r
= 11.76). All
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plane wave calculations in this section were performed using code based on Ref. [74],
kindly shared by Dr. Femius Koenderink. The band diagram shows a band gap with
the upper and lower band edges dened by the W and X points in the irreducible
Brillouin zone, respectively. Based on the band diagram, and the discussion of a
suitable LDOS for the observation of fractional decay in Section 4.2.3, we realize
that inverse opals are promising candidates for a model system showing fractional
decay.
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Figure 4.5: Band structure of a close packed Si (
r
= 11.76) inverse opal along with
a sketch of the Brillouin zone. The irreducible Brillouin zone is indicated in the
sketch along with the high-symmetry points.
In this section we rst discuss typical calculations of the LDOS in photonic
crystals using plane wave expansion. In order to evaluate the possibility of non-
Markovian decay we focus on the upper band edge and set up an analytical expres-
sion for the LDOS close to the band edge based on an expansion of the relevant
dispersion surfaces in powers of the k vector. Based on the model LDOS we next
use perturbation theory to include the eects of material absorption which acts to
broaden the features of the LDOS.
4.4.1 Calculations using plane wave expansion
The LDOS is typically calculated using a plane wave expansion technique [72, 73,
74]. In this way the eigenmodes are found along with the corresponding eigen-
frequencies and are summed according to Eq. (2.8). The calculations result in
histograms which converge to the true LDOS only in the limit of vanishing bin-
width, ∆ω˜. In the case of perfect sampling in k-space the calculations result in the
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discretely sampled function h(ω˜i),
h(ω˜i) =
1
∆ω˜
∫ ω˜i+∆ω˜
ω˜i
ρ˜(ω˜′) dω˜′. (4.13)
In practice, however, we calculate only the solutions at a nite number of k points.
The binwidth, ∆ω˜, and the sampling in k-space are intimately connected, so that
∆ω˜ ≈ ∆k|∇ω˜(k)|,
in which |∇ω˜(k)| represents the group velocity [74]. This means that smaller bin-
width necessarily comes at the price of ner sampling in k-space and hence longer
calculation times.
Fig. 4.6 shows an example of the function h(ω˜i) at the Γ and P points of a close
packed Si inverse opal (hole radius per lattice constant R/a = 1/
√
8 ≈ 0.3536). The
binwidth in the calculations was ∆ω˜ = 0.005 and the histograms were calculated
using 725 plane waves and 26670 k points in half of the rst Brillouin zone. The
small binwidth was chosen in order to illustrate the limiting form of h(ω˜i) close
to the band edge as seen in the insets. Despite the large number of k points,
the overall appearance of the LDOS histograms is somewhat rugged and irregular
spikes indicate that the number of data points (one for each band at each k point)
is almost too low for the chosen binwidth. For the same reason we were forced to
lower the number of plane waves for these calculations - the analysis in section 4.4.2
is carried out using 1243 plane waves. The appearance of the LDOS histograms
can be smoothened by using a larger binwidth or a larger number of k points at
the prize of longer computation times as discussed above. Although the number
of k points is large, it is by no means unique in the literature. For comparison,
the results in Ref. [74] were obtained using 145708 k points and a binwidth of
∆ω = 0.01(2pic/a) (roughly equivalent also to ∆ω˜ = 0.01). We note that chosen
binwidth is comparable to the binwidth in Ref. [115] in which the anisotropic band
gap model was questioned based on the appearance of the LDOS histograms close
to the band edge. From the insets in Fig. 4.6 we see that the LDOS at the Γ point
does in fact follow a square root behavior close to the gap, whereas the LDOS at
the P point does not.
4.4.2 Detailed analysis of the band edge
As discussed in section 4.2.3, the binwidth ∆ω˜ = 0.005 is four orders of magnitude
too large to sample the slope of the LDOS that is required for non-Markovian decay
to be observable. Therefore, in this section we take a semi-analytical approach in
which the numerical dispersion curves close to the band edges are approximated by
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Figure 4.6: Examples of discrete samplings h(ω˜i) of the LDOS of the Si inverse opal
at the Γ (left) and P (right) points in the Wigner-Seitz cell. In both histograms
the band gap is clearly visible just below ω˜ = 1. Dashed curve indicates the scaled
LDOS in free space ρ˜0 = ω˜
2
. In both gures, the inset shows a zoom in at values
close to the upper band gap edge. The black curve in the left inset shows the
limiting square root behavior of the LDOS close to the band edge.
analytical functions and integrated to get an analytical expression for the LDOS.
The LDOS is given originally as the sum in Eq. (2.8) which may be written, in the
limit of large quantization volume, as an integral,
ρx(r, ω) =
∑
p
V
(2pi)3
∫
|ex · fµ(r)|2δ(ω − ωk) dk,
where the sum is now over the two polarizations p only. Owing to the periodic struc-
ture of the material, the frequencies are dened by k vectors in the rst Brillouin
zone only and may be ordered in bands of index n. Considering the contribution
from just a single band, one may use standard methods from solid state physics
[116, 117] to rewrite the integral as
ρx(r, ω) =
∑
p
V
(2pi)3
∫
Sn(ω)
|ex · fµ(r)|2
|∇ωn(k)| dS, (4.14)
in which the integral is now over the surface of constant frequency in the n'th band.
Appendix D.1 illustrates the procedure for the homogeneous medium.
Close to the band edge, the LDOS of the Si inverse opal is dened only by the
ninth band. Further, the band edge is dened only by the high-symmetry point X
in k-space, which means that the dispersion surface is an ellipsoid. By making a
suitable expansion of the integrand in Eq. (4.14) in terms of k we may evaluate
the resulting integral analytically to obtain the correct behavior of the LDOS. The
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integral is carried out over the dispersion surface in the rst Brillouin zone. How-
ever, one cannot restrict the analysis to the irreducible Brillouin zone because the
projected mode functions, |ex · fµ(r)|, are not invariant under the symmetry opera-
tions that applies to the underlying lattice [73]. Details of the calculations may be
found in Appendix F. By expanding the dispersion surface in a coordinate system
centered on the X point as
ω = ω0 +
1
2
(
ωxxk
2
x + ωyyk
2
y + ωzzk
2
z
)
it is shown that to lowest order in ω the limiting form of the LDOS at the band
edge is given by the anisotropic gap model as
ρBEx (r, ω) =
Ix
(2pi)2
√
2
ω2xxωzz
√
ω − ω
BE
= K
BE
√
ω − ω
BE
, (4.15)
where ωxx and ωzz denote, respectively, the curvatures of the dispersion surface in
the directions parallel and perpendicular to the Brillouin zone surface and where
Ix = V
6∑
n=1
|ex · fµ(r, Xn)|2
denotes the sum of the projected eld strength at the 6 X points in the Brillouin
zone. For non-vanishing Ix the band edge is seen to follow the square-root behavior
of the anisotropic gap model. The solid curve in the inset of Fig. 4.6 (left) illustrates
how the analytical approximation conforms to the purely numerical histogram close
the band edge.
Fig. 4.7 shows the values of K
BE
along lines between symmetry points of the
Wigner-Seitz cell of a Si inverse opal with hole radius per lattice constant of R/a =
0.3436. The analytical approach allows for the use of only 5 k points in each
direction for the determination of the curvature and we have used 1243 plane waves
to ensure convergence. The maximum value of K
BE
is found at the H point (blue
sphere in the sketch of the inverse opal unit cell in Fig. 1.7). This value may be
further increased by reducing the radius of the air spheres as shown by the dashed
curve in Fig. 4.7. The large value of K
BE
at the H point makes this the position
in the crystal where non-Markovian eects are most pronounced.
The radius of the air spheres R = 0.3436 a used in the calculation of Fig. 4.7. is
slightly less than that of the close packed crystal. For the close packed crystal the
air spheres touch at the N points. This means that the thickness of the dielectric
vanishes at these points, resulting in a divergence of the electric eld component
parallel to the surfaces of the spheres. The eect is visible already at the chosen
value of R/a as a pronounced increase of the value of K
BE
for the x polarization.
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Figure 4.7: The parameter K
BE
(in units of ρ0(ωx)/ω
1/2
x ) as a function of position
in the Wigner-Seitz cell (shown in the inset) for the three principal emitter orienta-
tions. Grey dash-dotted line shows values of K
BE
at the H point for dierent R/a
(top scale).
In addition to the numerical problems at the N point, we experienced some trouble
converging the results for the z polarized emitter at positions along the Γ−H route.
Since these positions are less relevant for the discussion in this work we have left
them out.
4.4.3 Inuence of material loss
In order to introduce loss in the material, a small imaginary part is added to the
permittivity,

R
→ 
R
+ i 
I
,
which in turn leads to a small (imaginary) shift in frequency. For small losses we
use rst order perturbation theory [64, 118, 119] to write ω = ω(0) − iδ, where ω(0)
is the frequency in the absence of losses and
δ =
ω(0)
2
〈Eµ|i I|Eµ〉C
〈Eµ|i R(r)|Eµ〉V =
ω(0)
I
2 
R
f,
where subscript C denotes the volume of the lossy material only, and subscript V
denotes the entire volume. The parameter f is given as
f =
〈Eµ|R(r)|Eµ〉C
〈Eµ|R(r)|Eµ〉V < 1
and is a measure of the concentration of the electric eld energy in the high-index
material [64]. In this part of the calculation we do not worry about the actual mode
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proles, but simply set f = 1 to get an upper bound for δ. If the material loss is
assumed to be independent of k we may rewrite the band edge LDOS in Eq. (4.15)
as [120]
ρBEx (r, ω) = KBE(r)
∫ ∞
ω
BE
√
z − ω
BE
δ/pi
(ω − z)2 + δ2 dz, (4.16)
in which we can identify a Lorentzian approximation to the Dirac δ-function illus-
trating that the eect of absorption is to broaden the modes. For δ → 0 we recover
the square root LDOS of the anisotropic gap model. The integral may be readily
calculated to yield the LDOS in closed form:
ρBEx (r, ω) = KBE(r)
δ√
2
√
(ω − ω
BE
)2 + δ2 − 2(ω − ω
BE
)
. (4.17)
Fig. 4.8 shows the LDOS close to the band edge at zero detuning for three
dierent values of the loss parameter δ. For ω  ω
BE
the function tends to the
square root behavior of the lossless crystal, whereas for ω < ω
BE
it remains non-zero
and extends below the band edge of the lossless crystal.
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Figure 4.8: LDOS close to the band edge at zero detuning for K˜
BE
= 10 and three
dierent values of the loss parameter δ. Clearly, as δ → 0 we recover the square
root function of the anisotropic gap model indicated in Gray.
The inclusion of loss in the material compromises the expansion, Eq. (2.8),
of the LDOS in the eigenmodes of the vector Helmholtz equation. In this case
the problem can be reformulated in terms of the electromagnetic Green's tensor
[121]. The Green's tensor approach ensures that the quantization is consistent
with the Kramers-Kronig relations as well as the canonical commutation relations
for the electromagnetic eld operators. This method avoids the use of a mode-
decomposition of the LDOS, which in principle is not possible in lossy materials
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with refractive index n = n
R
+ in
I
because the modes are not normalizable. In the
case of a full Green's tensor approach the equations of motion will be the same as in
our treatment, the only dierence being that the LDOS is replaced by the imaginary
part of the Green's tensor. It is shown in Ref. [121] that in the limit of small loss,

I
 
R
, the two formulations coincide, and therefore the perturbative approach is
valid. An illustrative example is provided in Ref. [122] where an increase of n
I
is
shown to broaden the features in the imaginary part of the Green's tensor similar
to the introduction of modes in the gap below the band edge observed in Fig. 4.8.
4.5 Fractional decay of quantum dots in inverse
opals with material losses
We now consider a specic example of colloidal PbSe QDs, emitting at ωx = 1.3×
1015s−1 (β = 5.5×10−8 [112]) and placed at the H point in a close packed Si inverse
opal for which we set K
BE
= 10ρ0(ωx)/ω
1/2
x in accordance with the calculation
results in Fig. 4.7.
4.5.1 Calculation of the spectrum
For the case of the LDOS in Eq. (4.17), the integral expression for G(ω), Eq. (4.2),
can no longer be evaluated analytically. This means that we cannot make a direct
analytical continuation into the lower part of the complex plane as we did for the
analysis of fractional decay in the anisotropic gap model in section 4.3. Instead
the integral is evaluated numerically. In that case a branch cut is introduced along
the integration path which may result in the pole not being visible on the resulting
Riemann sheet. However, the poles may in that case be found by extending the
integration path from the real axis into the complex plane. Fig. 4.9 illustrates the
procedure for the case of δ = 0 corresponding to the anisotropic band gap model.
By integrating along an ellipse into the lower part of the complex plane we recover
the position of the pole from the analytical result in Fig. 4.2.
In a similar way we are able to perform an integration into the upper part of
the complex plane to reveal the second pole. Note however, that the two poles are
located on dierent Riemann sheets. The spectrum is given through Eq. (4.2) for
frequencies above the branch cut only which means that only the pole in the lower
part of the complex plane is of relevance in the calculation of the spectrum. When
losses are included the situation is complicated by the fact that the extra square
roots in Eq. (4.17) introduce branch cuts of their own. Dening u = ω˜ − ω˜
BE
, the
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Figure 4.9: Logarithm of the absolute value of the denominator in Eq. (4.12)
calculated by numerical quadrature along the elliptical path extending into the
lower half of the complex plane, in this way exposing the pole.
LDOS is written for convenience as
ρ˜(u) = K˜
BE
δ√
2
√
1√
u2 + δ2 − u.
If the inner square root is chosen to have branch cuts along the negative real axis,
the function 1/(
√
u2 + δ2 − u) will have branch cuts extending vertically upwards
from u = iδ and downwards from u = −iδ, as illustrated in Fig. 4.10. For nite
Im
Re
ω˜1 ω˜BE ω˜2
Figure 4.10: Branch cuts of the function 1/(
√
u2 + δ2 − u). Also shown in the
gure is the integration path into the lower part of the complex plane, revealing the
position of the pole.
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loss we integrate from a lower cuto, ω˜1, to an upper cuto, ω˜2, along a path in the
lower part of the complex plane and expose the relevant pole, cf. Fig. 4.10.
When carrying out calculations using the analytical result for the lossless LDOS
it was necessary to dene a new branch cut of the square root, cf. section 4.3.1.
For the direct numerical calculations, however, we may simply choose the branch
cuts of both square roots in Eq. (4.17) to be along the negative real axis. This
reproduces the analytical result in the case of no loss (simple square root LDOS)
in the limit of vanishing loss δ → 0 in Eq. (4.17). For investigations of fractional
and near-fractional decay we choose to integrate along the contour indicated by the
dashed line in Fig. 4.10. This ensures that the pole is exposed for the detunings
that are relevant in these calculations.
4.5.2 Decay dynamics in crystals with material losses
We now turn to the calculations of decay dynamics in the case of material losses. As
we have emphasized in section 4.2.3, the decay is a resonant process and is governed
by the LDOS in a narrow frequency interval around ω˜ = 1. The remaining LDOS
contributes an overall Lamb shift to the spectrum. To model this eect we include
an integration using ρx = ρ0 for ω˜ < ω˜1 = 0.95 (corresponding to the lower band
edge) and for ω˜ > ω˜2 = 1.01. A cuto is chosen at ω˜C = 10
5
corresponding to the
Compton frequency [62]. For 0.95 < ω˜ < 1.01 the integral is carried out using the
accurate band edge LDOS ρx(r, ω) = ρ
BE
x (r, ω) in Eq. (4.17).
Fig. 4.11 shows decay curves calculated using the LDOS of a Si inverse opal with
added material losses. The decay curves are calculated using dierent material
loss and a constant detuning of ∆ = −8.309 × 10−7. For vanishing losses the
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Figure 4.11: Decay from PbSe QDs at the H point in an Si inverse opal (βK
BE
=
5.5×10−7) at detuning ω
BE
/ωx = 1−8.309×10−7 and dierent losses as indicated.
Dashed curves show exponential parts only.
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population tends to a non-zero value at long times with d
f
= 0.16. At small nite
losses a fractional eect is still visible with d
f
= 0.13 at an absorption of α = 3 ×
10−5cm−1 (δ/ωx = 10
−10) and d
f
= 0.04 at α = 3× 10−4cm−1 (δ/ωx = 10−9). We
note that absorption in Si at this frequency may be as low as α ≈ 10−7cm−1 (δ/ωx ≈
10−13) [123]. Fig. 4.11 therefore shows that fractional decay may be observable for
real QDs in dielectric photonic crystals exhibiting absorptive losses.
At this point we return again to the validity of the perturbative inclusion of
losses in the calculation of the LDOS. We now realize that the losses considered
in this work are indeed extremely small and correspond to length scales that far
exceed the size of typical photonic crystals. The absorption length is L = 33m for
α = 3×10−4 cm−1 which is the largest value of the absorption coecient used.
Therefore the criterion n
I
<< n
R
is certainly met in our calculations and the
perturbative approach is fully valid.
For a given material system the detuning of the emitter relative to the band
edge denes the exact modes, and hence the group velocity, of the emitted light.
This was illustrated in the left panel of Fig. 4.4 for the anisotropic gap model of
the LDOS. In Fig. 4.12 we show similar calculations for the LDOS in Eq. (4.17) in
the case of constant material absorption δ = 5×10−10ωx and three dierent values
of βK
BE
. For small values of the light-matter coupling strength there is hardly any
minimum to be seen, whereas for the larger values of βK
BE
the curve corresponds
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Figure 4.12: Absolute square of the residue |a−1|2 as a function of scaled detuning
(∆ − ∆1)/βK˜BE, where ∆1 is the detuning corresponding to the minimum. The
material loss is δ = 5×10−10ωx and the three curves correspond to dierent light-
matter coupling strength βK˜
BE
as indicated. Note that both ∆1 and βK˜BE is
dierent for the three curves.
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more closely to the zero loss case in Fig. 4.4. We note that for βK˜
BE
= 1×10−5
the relative detunings are on the order of ∆ ≈ 10−8 which means, that the system
should be stabilized within ∆ω ≈ 107 s−1.
Fig. 4.12 shows that when material absorption is included in the model it is
no longer possible to achieve an arbitrarily large degree of fractional decay. Rather
there is an optimum detuning that will give the largest possible eect and we there-
fore dene the parameter D
f
as the maximum value of d
f
= 1−|a−1|2 for optimized
detuning. In Fig. 4.13 we show D
f
as a function of βK˜
BE
. The curves were ob-
tained for each βK˜
BE
by varying the detuning as in Fig. 4.12 in order to nd the
maximum value of d
f
. The gure shows that a profound degree of fractional decay
is possible for a range of experimentally relevant material parameters. However, as
discussed above the resonant nature of the phenomenon may be a problem since
the system will have to be stabilized within a very narrow frequency interval.
Larger values of βK˜
BE
will lead to larger frequency intervals for which |a−1|2 < 1
and thus relax the stabilization requirements. The chosen parameter values are
consistent with the analysis in section 4.4 but leads to a very narrow frequency
interval. We note that Ref. [62] used a less conservative estimate of this parameter
and found fractional decay within a larger bandwidth on the order of the decay
rate. This does not seem to conform to the results obtained for Si inverse opals but
may hold for other material systems.
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Figure 4.13: Degree of fractional decay obtainable versus light-matter coupling
strength, βK
BE
, at dierent absorption, δ, as indicated.
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4.6 Conclusion
In conclusion we have investigated QD decay dynamics using a Laplace transform
technique in which the equations of motion are solved in the frequency domain to
reveal the spectrum. The spectrum may be conveniently split into a pole term and
a rest term. We have discussed how properties of the pole term in a given spectrum
may be used to dene deviations of the decay dynamics from the Purcell regime
of exponential decay. Motivated by this discussion we have dened a measure for
the degree of fractional decay, and as an example we have applied the measure
to decay curves calculated in the anisotropic band gap model. In this model one
can in principle obtain an arbitrarily large degree of fractional decay by tuning
the emitter precisely into resonance with the modes of vanishing group velocity at
the band edge. We have discussed how this is a mathematical artifact due to the
simplicity of the model for the LDOS.
In order to model real PCs we used an analytical expression to the band edge
LDOS in inverse opals. This allowed us to investigate which positions in the crys-
tal that are most suitable for observation of fractional decay. Furthermore, we
have extended the analysis to include absorptive losses and calculated the degree
of fractional decay obtainable for given losses and light-matter coupling strengths.
Contrary to the lossless material case, it turns out that there is an optimum detun-
ing for which the degree of fractional decay is the largest. This optimum detuning
depends on the material loss and the light-matter coupling strength. The analysis
shows that absorption has a limiting but not prohibitive eect and that fractional
decay may be possible to achieve, e.g. using PbSe QDs in Si inverse opals. The
experimental verication, however, may be dicult since the system will have to
be stabilized within a very narrow frequency interval. This is clearly on the very
edge (and possible beyond) what can be measured with today's spectrum analyz-
ers. However, the analysis shows that fractional decay may be within reach of
experimental verication if one can nd a suitable material system.
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5.1 Introduction
QDs not only act as sources for the light but also inevitably lead to additional
scattering. The mere inclusion of a QD in an otherwise perfect PC will change the
electromagnetic response of the system as described by the Green's tensor. The
linewidth of typical QDs, however, is extremely narrow compared to the spectral
properties of most PCs. In many cases this allows us to apply the Wigner-Weisskopf
approximation in calculations of spontaneous emission as discussed in sections 2.4.3
and 4.2.3. In the context of light scattering, it means that the QDs will act as
scatterers within a very narrow frequency interval only.
In this chapter we work in an all light picture to investigate how resonant inter-
action of neighbor QDs within a PC slab aects spontaneously emitted light. The
Green's tensor arises naturally in calculations of light emission and propagation in
micro structured media such as PCs. Indeed, according to Eq. (2.44) the electric
eld at point r due to a point source at rx is given as
E(r
d
, ω) = G(1)(r
d
, rx, ω)Sx(ω),
where G(1)(r
d
, rx, ω) contains the exciton self-interaction. Apart from the eect of
the QD itself we have made no assumptions about the Green's tensor and so, in
principle, it could contain scattering contributions from other QDs in the sample.
This is the main idea behind the approach that we will take in this section where
the eect of scattering due to QDs are added to the Green's tensor for the passive
crystal using a self-consistent Dyson equation approach. Our procedure is somewhat
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similar to the iterative method that has been developed by Martin et al. for the
evaluation of the Green's tensor in the CDA [55]. It has recently been used for the
investigation of QD light emission [56] and entanglement [57] in PC cavity systems
for which analytical approximations to the Green's tensor were used. In this work
we present the method in a general form and apply it to a numerically calculated
Green's tensor.
Calculations of the Green's tensor for experimentally relevant structures can be
very time-consuming, but it may be worth the eort as the Green's tensor includes in
principle information of all scattering channels in the structure. For the calculations
in this chapter we use FDTD calculations for the background Green's tensor and
focus on nite sized photonic crystallites in a dielectric slab. Similar PCs have
previously been investigated in Ref. [68] in which the LDOS was calculated at
a number of positions within the Wigner-Seitz cell. Contrary to Ref. [68] we
present both local properties G(r, r) and non-local properties G(r, r′) describing
the interaction of spatially separated QDs within the PC.
The Green's tensor governs not only the coupling between QDs within the PC
but also propagation to the detector above the PC membrane. In an all light
picture we solve for the dynamics of the electric eld operators at a given location
corresponding to the detector. In many experiments, such as the one described in
section 1.1, we are not interested in the electric eld itself but rather the intensity.
Indeed, in a number state, such as the one photon state, the number of photons and
hence the energy is well dened. The electric eld on the other hand is not, and
the expectation value of the electric eld operator vanishes [63]. We therefore focus
on the intensity of the emitted light at the position of the detector and show how
the resonant interaction with other QDs may qualitatively change the expectation
value from that of the one QD case.
5.1.1 Overview of chapter 5
Section 5.2 presents calculations of the Green's tensor for a nite sized photonic
crystallite in a dielectric slab. In addition, we discuss how many of the properties
of the Green's tensor in this case can be understood from a simple schematic mode
description. In section 5.3 we introduce the method for modeling nanophotonic
structures with several QDs. The method is presented in a general form that allows
for direct interpretation in terms of dierent possible scattering channels by which
the light can travel from a QD to the detector. In addition, we discuss how the
method may be extended to account for local eld corrections in a simple and
intuitive manner. Finally, in section 5.4 the results of sections 5.2 and 5.3 are
combined to study spontaneous decay dynamics of a two QD system in which an
excited QD within the sample is inuenced by another spatially separated QD.
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5.2 Finite sized photonic crystallite in dielectric slab
This section studies light scattering in nite sized photonic crystallites as described
by the Green's tensor. Whereas the LDOS has been calculated for a number of
innite PCs as well as nite sized two and three-dimensional structures, there has
only been a limited number of publications concerned with the general Green's
tensor. To aid us in understanding various contributions to the Green's tensor we
employ band structure calculations, since properties of the band structure show up
in even fairly small periodic structures.
The material system under investigation consists of a slab of GaAs (n = 3.523)
of thickness h = 150 nm with a nite-sized hexagonal PC of air holes with radius
r = 93.3 nm. The lattice constant is a = 298 nm, so that r/a = 0.313. The periodic
arrangement is terminated to form a small hexagonal crystallite with side length L
as illustrated in Fig. 5.1. The crystallites are similar to those investigated in Ref.
[68], except that material parameters have been changed slightly to match those
used in the experiment by Julsgaard et al. [23].
a
2r
Kr
Γ Mr
L
h H
Figure 5.1: Sketch of the crystallites investigated in this work. Of special importance
are the high-symmetry points in the center and along the edge of the Wigner-Seitz
cell. In this work we focus on the points Γ = (0, 0, 0), Kr = (0, a/
√
3, 0) and
Mr = (a/2, 0, 0).
For the applications in section 5.4 the QDs are assumed to be placed inside the
crystal as in Ref. [23] to act as sources of single photons. We therefore consider
only positions in the middle of the slab. Maxwell's equations are scalable in the
sense, that if we scale all lengths in the system, the solutions must be the same but
for a scaling of the frequency. To scale all lengths, however, the thickness of the
slab needs to be scaled as well. This means that the results in this work does not
immediately apply to the analysis of results obtained in Ref. [23] for other choices
of r/a.
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5.2.1 Photonic crystal slab analysis
For the analysis we rst calculate the band diagram of the innite PC slab. Fig. 5.2
shows results for the even modes calculated with both the plane wave method and
FDTD as discussed in section 2.2.5. The plane wave calculations were performed
using the free plane wave software package mpb by Steven G. Johnson, which is
based on Ref. [70]. FDTD calculations were done using the commercial FDTD
software FDTD solutions from Lumerical Inc. We have left out the odd modes in
Fig. 5.2 since the QDs in section 5.4 are assumed to be placed in the center of the
slab and thus couple only to even modes. The plane wave method is restricted to
frequencies inside the light cone (illustrated in grey), whereas the FDTD method
allows us to track the modes also at frequencies outside the light cone. Horizontal
dashed lines in the gure indicate frequencies of special interest in the present study;
the frequency of the rst band at the M point and the frequencies dening the in-
plane bandgap between the rst band at the K point and the second band at the
M point.
0
0.1
0.2
0.3
0.4
Γ K
M
M KΓ Γ
ω
a
/
2
pi
c
Figure 5.2: Band diagram for even modes in the innite PC slab calculated with
both the plane wave method (red solid line) and using FDTD (circles). The light
cone is indicated by the gray shading. Inset shows the Brillouin zone along with
high-symmetry points and the mode prole at the K point.
5.2.2 Green's tensor and the local density-of-states
We now turn to the results of the Green's tensor calculations using FDTD. Ap-
pendix H provides an overview of the calculation procedure. Visualization of the
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full Green's tensor is dicult for several reasons. The vector nature of the electro-
magnetic eld means that the Green's tensor consists of nine complex scalars, each
of which has a two fold spatial dependence as well as a frequency dependence. We
will restrict the analysis to the to positions Kr and Mr and plot dierent elements
of the tensor as function of frequency.
Of particular interest in the context of light emission from QDs is the projected
LDOS which is proportional to the imaginary part of the Green's tensor at r = r′.
Fig. 5.3 shows the x-projected LDOS at the Kr point (as illustrated in Fig. 5.1) in
the Wigner-Seitz cell centered on the central air hole in a crystallite of size L = 6 a.
Comparing to the band structure in Fig. 5.2 the in-plane band gap is clearly visible
as a pronounced depletion of the LDOS over a wide frequency interval.
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Figure 5.3: X-projected LDOS at the Kr point in a crystallite of size L = 6 a.
The LDOS is normalized to that of the homogeneous material, so that the curves
correspond to the Purcell eect. Inset: Zoom in on the LDOS at frequencies close
to the lower band edge. Also shown (blue dashed line) is the case L = 12 a showing
additional Fabry-Perot like resonances. Vertical dashed lines indicate the (lower)
band edge of the innite crystal.
We note that peak 3 does not coincide with the band edge as calculated in Fig.
5.2 due to the nite size of the structure. In the inset we show a zoom in of the
LDOS at frequencies below the band gap. Also, we show the x-projected LDOS at
the same point, but for a crystallite of size L = 12 a. The sharp resonances at peaks
1 and 3 shift in this case, so that the position of peak 3 seems to converge towards
the in-plane band edge as the size of the crystal is increased. We have calculated
the LDOS for a number of dierent sizes of structures including L = 18 a which
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Figure 5.4: Normalized mode proles at constant frequency ωa/2pic = 0.26, corre-
sponding to peak 3 in Fig. 5.3 as excited by an x-oriented (left) and a y-oriented
(right) polarization point source at the Kr point indicated by the white dot.
seems to conrm this assumption.
The peaks in the LDOS are due to Fabry-Perot like resonances that shift de-
pending on the size of the crystallite [68]. Using a run-time fast fourier transform
[124] we may further investigate the nature of the resonances by calculating the
eld at specic frequencies. Fig. 5.4 shows the normalized intensity of the eld at
ωa/2pic = 0.26 corresponding to peak 3 in Fig. 5.3 as excited by both an x-oriented
and a y-oriented polarization point source at the Kr point. The calculations were
done with an apodization to lter out the contribution from the source at early
times, and the elds thus represent the (quasi) modes of the structure that are
initially excited by the source and decays with a nite lifetime given by the width
of the peaks in the LDOS. The eld proles in Fig. 5.4 display a periodic structure
multiplied by an envelope function to account for scattering at the crystallite edges.
In addition, the left gure is somewhat similar to the prole of the Bloch mode in
the inset of Fig. 5.2, conrming that the crystallite acts as a connement potential
for the Bloch modes.
Left panel of Fig. 5.5 shows the projected LDOS at the positions Kr and Mr.
At ωa/2pic = 0.26 we observe a quenching of the x-projected LDOS at theMr point
and a corresponding increase in the y projected LDOS. Light propagation between
the two points is described by the Green's tensor G(Kr,Mr, ω). In the right panel
of Fig. 5.5 we show the four elements that are relevant for in-plane oriented electric
elds. We notice a pronounced peak of the element Gxy and a quenching of the
element Gxx at ωa/2pic = 0.26.
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Figure 5.5: Left: Projected LDOS at the two positions Kr andMr with projections
along the x or y-directions as indicated. Values are in units of the projected LDOS
in the homogeneous material, so that the gure eectively shows the Purcell eect.
Right: Absolute values of elements in the propagator between the pointsKr andMr
in units of G0(ω) = nω/(6pic) corresponding to the imaginary part of the projected
Green's tensor in the homogeneous material.
Analysis of mode proles
There is an interesting overall patterning of the modes in Fig. 5.4 that relates
to the eld proles of the Bloch modes and the orientation of the emitter. The
Green's tensor may be written in general as a sum over all modes as in Eq. (2.13)
and so includes contributions also from radiation modes. The sharp peaks in the
LDOS, however, indicate that resonances in the structure that may be associated
with modes account for the vast majority of the scattering dynamics in the system
at these frequencies.
In Fig. 5.6 we show the real part of the components Ex and Ey of the eld from
Fig. 5.4 left. At this frequency the modes consist of electric elds that circle the
air holes. The modes in Fig. 5.6 are periodic with E(r + 3R) ≈ E(r), where R is
a lattice vector. This is consistent with the fact that the frequency ωa/2pic = 0.26
corresponds to the K point in the Brillouin zone for which |k| = 2pi/3a. The
statement is only an approximation since from Fig. 5.4 we realize that there is
an overall envelope multiplying onto the elds to account for the nite size of the
crystal.
Owing to symmetry, the modes of the system must be six fold degenerate but
due to time-reversal symmetry we will limit the analysis to only three. In order to
obtain an approximate description of the coupling we now consider the eld in the
left panel of Fig. 5.6 as one of the three modes at the given frequency. Similarly,
the two other modes are each circling a dierent set of air holes in the crystallite as
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Figure 5.6: Plots of scaled in-plane eld vectors for the modes in Fig. 5.4.
illustrated in Fig. 5.7
|1〉 |2〉 |3〉
Figure 5.7: Schematic illustration of the three modes in the photonic crystallite
each circulating one set of air holes.
We may use the schematic mode proles in Fig. 5.7 directly to understand how
light emitted from a QD at the Kr point is inuenced by QDs at other positions in
the crystal, notably the Mr point. Even though the modes are degenerate due to
the symmetry of the crystallite the position and orientation of the emitter breaks
this symmetry and allows for controllable coupling to one or more of the modes.
Since the Kr point is directly between the three air holes, an emitter at this
point will in principle couple equally well to all three modes. However, for an x-
oriented emitter the modes |2〉 and |3〉 interfere destructively, so that only mode
|1〉 is excited. In the example in the left panels of Figs. 5.4 and 5.6, rotating the
emitter by pi/3 will result in the mode |2〉 being excited instead. Similarly, the eld
in the right panels of Figs. 5.4 and 5.6 may be understood as the sum of the modes
|2〉 and |3〉. Indeed, a y-oriented emitter at the Kr point is orthogonal to mode |1〉
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but must couple equally well to modes |2〉 and |3〉.
The simple mode description can be used to understand the Green's tensor
calculations in Fig. 5.5. Since all three modes are circling the air holes in the
crystal, the x-projected LDOS at the Mr point must vanish. Similarly, the y-
projected LDOS is enhanced as the sum of the modes |1〉 and |2〉. For the non-local
coupling, the large value of the xy term in the Green's tensor is understood as
coupling through mode |1〉, and the yy term must stem from modes |2〉 and |3〉.
5.3 Additional scattering from quantum dots
Given the Green's tensor for the passive photonic crystal, we can use a Dyson
equation approach to self-consistently include additional scattering that arise when
QDs are embedded in the structure. The Dyson equation is written in general as
G(r, r′, ω) = GB(r, r′, ω) +
∫
GB(r, r′′, ω)U(r′′, ω)G(r′′, r′, ω)dr′′,
where the integral is over all space and where U(r, ω) is a generalized scattering
potential, e.g. due to the inclusion of QDs. In particular, U(r, ω) may contain
both a passive change in permittivity and a dynamic polarizability term due to
the excitons. However, in the following we assume that GB(r, r′) already contains
corrections due to the passive change in permittivity, and we thus consider only
the dynamic polarizability. We will return to the question of the passive change
in permittivity in section 5.3.1. The excitons are modeled as polarization point
sources, and so we will write the potential as
U(r, ω) =
∑
n
δ(r− rn)eQDUn(ω) =
∑
n
δ(r − rn)Un(ω),
where δ(r) is the Dirac δ-function and rn is the position of the n'th QD. This is
consistent with Ref. [48] and the discussion in section 2.2.1. In the following we
will drop the explicit ω dependence to ease the notation. We now use the Dyson
equation along with Eq. (2.44) iteratively to add QDs to the system one at a time
and we adopt the convention that G(N) represents the Green's tensor for the system
with N QDs. For the simple case of two QDs in the system we illustrate the method
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by calculating the Greens's tensor between points r
d
and r1 through the sequence:
G(1)(r
d
, r2) = G
B(r
d
, r2) +G
B(r
d
, r1)U1G
(1)(r1, r2)
G(1)(r2, r2) = G
B(r2, r2) +G
B(r2, r1)U1G
(1)(r1, r2)
G(2)(r2, r1) = G
(1)(r2, r1) +G
(1)(r2, r2)U2G
(2)(r2, r1)
⇒ e2G(2)(r2, r1) = e2G
(1)(r2, r1)
1− e2G(1)(r2, r2)e2U2 (5.1)
G(2)(r
d
, r1) = G
(1)(r
d
, r1) +G
(1)(r
d
, r2)U2G
(2)(r2, r1). (5.2)
Comparing Eqs. (2.44) and (5.2), we can immediately interpret the additional term
as arising due to the light scattering o QD 2 before arriving at r
d
as illustrated in
Fig. 5.8.
r
d
r1 r2
Figure 5.8: Sketch of dierent scattering channels in a system with two QDs. The
solid lines correspond to the two dierent paths evident in Eq. (5.2), whereas the
dashed lines correspond to additional dressing of the Green's tensor due to multiple
scattering among the two QDs.
From the denominator in Eq. (5.1), we note that G(2)(r2, r1) includes the self
interaction due to multiple scattering o QD 2. Eq. (5.1) is equivalent to Eq. (2.44),
only now with the one QD Green's tensor in place of the background Green's tensor.
By substituting r
d
for r1 in Eq. (5.1) and interchanging the spatial positions (using
the general relation enG(rn, r) = G(r, rn)en) we have
G(2)(r
d
, r2)e2 =
G(1)(r
d
, r2)e2
1− enG(1)(r2, r2)e2U2
, (5.3)
which gives the coupling from QD 2 to the detector when there is another QD
present. Although it is not immediately obvious, one can show that Eqs. (5.2) and
(5.3) are identical under the interchange of QD 1 and QD 2 - as they should be, of
course, as it should not matter in which order the QDs are added to the system. In
addition, we note that Eq. (5.2) may be rewritten in the form of Eq. (47) in Ref.
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[48]. Although we have illustrated the method in the case of two QDs, the method
obviously works for any number of QDs.
The direct application of the Dyson equation is compromised whenever r is
inside the source volume (that is, whenever r = rn) due to the divergence in the
real part of the background Green's tensor. Formally, this is also the case in the
calculations leading to Eq. (5.1). The above discussion, however, suggests that the
procedure is really self-consistent and one can arrive at Eq. (5.1) directly from Eq.
(2.44) by simply using G(1)(r, r′) as the background Green's tensor. This further
illustrates that the method is consistent with Ref. [48].
5.3.1 Local eld corrections using a Coupled Dipole Approxi-
mation approach
In the calculations above, we assumed that G(r, r′) includes already the additional
scattering due to a passive change in permittivity from the QDs. Although the
QDs are tiny compared with the typical length scales in electromagnetic scattering
calculations this is not a priori justied. In the following we will analyze scattering
from the passive QDs in the framework of the CDA as formulated in Ref. [55].
An introductory example
As an introduction, we consider the calculation of the electric eld at point r in a
material system with a scattering object in the form of a small (passive) homoge-
neous lump of semiconductor material at the position r
QD
as sketched in Fig. 5.9.
r
r
QD
Figure 5.9: Sketch of the geometry for calculations of local eld corrections for a
self-assembled QD.
Following the iterative scheme of Ref. [55] we rst solve for the electric eld at
the location of the QD. The Lippmann-Schwinger equation reads
E(r
QD
) = E0(r
QD
) + k20∆ lim
δ→0
∫
V
QD
−δV
GB(r
QD
, r′)E(r′)dr′
− L∆

B
E(r
QD
), (5.4)
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where V
QD
denotes the QD volume with an exclusion volume δV centered on r′ =
r
QD
and ∆ = 
QD
− 
B
. In the dipole approximation the electric eld varies little
over the extend of the QD. Hence we evaluate it at r′ = r
QD
and rearrange the
terms to get the explicit expression
E(r
QD
) =
(
1− k20∆M+ L
∆

B
)−1
E0(r
QD
) (5.5)
where
M = lim
δ→0
∫
V
QD
−δV
GB(r
QD
, r′)dr′.
Using the expression for E(r
QD
) the electric eld at the point r can be directly
calculated from the Lippmann-Schwinger equation:
E(r) = E0(r) + k20∆
∫
V
QD
GB(r, r′)E(r′)dr′.
Since the observation point is outside the QD the Green's tensor is bounded and
there is no need for an exclusion volume. Working in the dipole approximation we
evaluate both the Green's tensor and the electric eld at r′ = r
QD
to arrive at the
expression for the electric eld:
E(r) = E0(r) + k20∆VQDG
B(r, r
QD
)E(r
QD
)
= E0(r) + k20∆VQDG
B(r, r
QD
)
(
1− k20∆M+ L
∆

B
)−1
E0(r
QD
). (5.6)
The value of M is dependent on the shape of the QD as well as the shape of
the innitesimal exclusion volume. The latter dependence, however, is precisely
balanced by the L term in such a way that the right hand side of the Lippmann-
Schwinger equation is independent of the shape of the exclusion volume [59]. For a
spherical QD of radius R it is convenient to choose also a spherical exclusion volume
in which case
M =
2
3k2
B
(
(1− ik
B
R)eikBR − 1) I, (5.7)
where k2
B
= k20B as stated in Ref. [55]. For typical QDs we have R ≈ 10 nm and
k
B
= k
B
Ωx/c ≈ 107m−1 giving kBR ≈ 1/10. In this case we have
|k20∆Mαα| ≈ 0.003
∆

B
, α ∈ {x, y, z},
which is two orders of magnitude smaller than the terms Lαα∆/B due to the
spherical exclusion volume, cf. section 2.2.2. Due to the diagonal forms of both M
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and L Eq. (5.6) is written more compactly as
E(r) = E0(r) +
k20∆VQDG
B(r, r
QD
)
1− k20∆Mαα + Lαα∆
B
E0(r
QD
). (5.8)
It is illustrative to arrive at this result also using the Dyson equation. In order
to properly handle the divergence in the background Green's tensor in the limit
r = r
QD
, we write the equation as
G(r
QD
, r) = GB(r
QD
, r) + k20∆ lim
δ→0
∫
V
QD
−δV
GB(r
QD
, r′)G(r′, r)dr′
− L∆

B
G(r
QD
, r), (5.9)
where the integration is over the QD volume except for an innitesimal exclusion
volume centered on r′ = r
QD
. The Green's tensor G(r′, r) varies little over the
extend of the QD, and in the dipole approximation we evaluate it at r′ = r
QD
to
arrive at the expression for the Green's tensor
G(r
QD
, r) =
GB(r
QD
, r)
1− k20∆Mαα + Lαα∆
B
. (5.10)
Given the Green's tensor for the scattering structure including the QD, the electric
eld at point r is calculated through the explicit equation [55]
E(r) = E0(r) + k20∆
∫
V
QD
G(r, r′)E0(r′)dr′,
where, in the dipole approximation, we evaluate the integrand at r′ = r
QD
and pull
it outside the integral to arrive at Eq. (5.8).
The analysis illustrates how the Dyson equation in the form of Eq. (5.9) is the
counterpart to the Lippmann-Schwinger equation. This is not surprising, since we
may interpret the columns of the Green's tensor G(r, r′) as the electric eld at
the point r due to a point source at the point r′. In Eq. (5.9) we interchanged
the arguments of the Green's tensor in order to make the equation for each of the
columns of the Green's tensor match the form of Eq. (5.4). This was done in order
to use the prescription of Yaghjian [59] for the evaluation of the integral.
The dipole approximation is crucial for the above derivations because it allows
us to evaluate most of the integrands at r′ = r
QD
. This means that we eectively
work in a real cavity model in which the Green's tensor is evaluated at the point in
the center of the QD (or any other point inside the QD). Due to the divergence in
the background Green's tensor this does not vary slowly across the QD, and so we
have to keep it giving rise to the M and L terms in Eqs. (5.8) and (5.10).
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As discussed above, the shape of the exclusion volume does not play a role since
it is balanced by the M term. Obviously, if we neglect the M term the shape of
the principal volume does matter. In this case the spherical exclusion volume is
most reasonable since for any QD with 3 nite dimensions we can perform the M
term integral in two steps. First, we integrate to a sphere of dimension R
I
that is
fully contained in the volume of the QD as illustrated in Fig. 5.9. This results in
a term similar to Eq. (5.7) but with R exchanged for R
I
. Next, we integrate the
background Green's tensor over the remaining part of the QD. This integral has no
divergence and hence can be evaluated to arbitrary accuracy. Since the M term
with spherical exclusion volume is small for a spherical QD it is likely to be small
for any shape of QD as long as the sizes are comparable.
Application and discussion
Based on the introductory example, we now use the Dyson equation to investigate
the eect of scattering due to the inclusion of the QDs themselves. We start by con-
sidering the case r
QD
= r1 entering the self interactions in Eq. (2.44). Substituting
into Eq. (5.10) we get
GB1 (r1, r) =
GB0 (r1, r)
1 + 13
∆

B
=
3
B
2
B
+ 
QD
GB0 (r1, r), (5.11)
where we have ignored the small contribution due to the M term and we have
adopted the notation convention that GBN (r, r
′) denotes the Green's tensor for the
system including the passive scattering from N dots. Eq. (5.11) is consistent with
the calculations of the Green's tensor of a small particle in the limit of zero radius
[125].
In the case of observation points that do not coincide with any QD, the Dyson
equation along with Eq. (5.11) can be used to calculate GB1 (r, r
′) as
GB1 (r, r
′) = GB0 (r, r
′) +GB0 (r, r1)k
2
0∆QDVQDG
B
1 (r1, r
′)
= GB0 (r, r
′) +GB0 (r, r1)k
2
0∆QDVQD
3
B
2
B
+ 
QD
GB0 (r1, r
′), (5.12)
where V
QD
denotes the volume of the QD. In the limit of vanishing QD volumes we
recover GB1 (r, r
′) = GB0 (r, r
′) indicating that in this approximation the background
Green's tensor is unaltered by the inclusion of the QDs unless any (or both) of the
observation points coincide with a QD.
Using the above procedure, we can now add an additional QD to the system as
GB2 (r2, r) =
3
B
2
B
+ 
QD
GB1 (r2, r) =


3
B
2
B
+
QD
GB0 (r2, r) r 6= r1(
3
B
2
B
+
QD
)2
GB0 (r2, r1) r = r1,
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where we have implicitly assumed that the permittivity of the two QDs are the
same.
The above analysis derives directly from the Dyson equation in the dipole ap-
proximation after dropping theM terms. In the case of r 6= r1, the above expression
for GB2 (r2, r) is consistent with Refs. [126, 127].
The rate of spontaneous emission from a point source is proportional to the
imaginary part of GB(r1, r1), but in this limit we can no longer directly apply the
prescription of Yaghjian for the evaluation of the scattering integral. Nevertheless,
if we set r = r2 in the above expression for G
B
2 (r2, r) the rate of decay as obtained
from Eq. (2.44) is consistent with the Glauber-Lewenstein real-cavity model for
the local-eld correction factor to the rate of spontaneous decay [128, 129]. This
is not surprising, since the dipole approximation dictates that the Green's tensor
be evaluated at the center of the QD, as discussed above, and hence a real cavity
model is really implicit in this simple theory.
The above analysis and discussion suggests that our method is of use in the
evaluation of additional scattering contributions to the Green's tensor for r 6= r′,
whereas it is not entirely justied that we can apply it to the local problem r = r′.
However, the small refractive index contrast between the InAs QDs and the GaAs
background material means that local eld corrections are negligible and we will
ignore them in this work. For calculations on other material systems, however, local
eld eects may be of importance. In this case the simple procedure outlined in
this section may be of value.
5.4 Decay dynamics
In this section we use the numerical calculations of the Green's tensor from section
5.2 as a basis for the general Dyson equation approach of section 5.3. We consider
the decay dynamics of a QD at the point r1 = Kr within the PC slab in Fig. 5.1
with L = 6a. We shall refer to this as QD 1. From the analysis of section 5.2.2,
especially Fig. 5.4, we expect that the QD will couple to other QDs in the crystal,
and we therefore place an additional QD (QD 2) at the point r2 =Mr.
For the analysis we work in an all light picture where we solve for the expectation
value of the electric eld intensity operator at the detector position r
d
= (0, 0, 3.3a)
above the Γ point and outside the membrane. From the discussion in section 2.4.4,
the solution to the equations of motion in the frequency domain is given as
E(r
d
, ω) = G(2)(r
d
, r1, ω)S1(ω), (5.13)
where, comparing to Eq. (2.44), we have replaced G(1)(r
d
, r1) with G
(2)(r
d
, r1) as
given in Eq. (5.2) to account for the extra scattering o QD 2.
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As discussed in section 5.3, the Green's tensor may be interpreted as consisting
of a direct term and a scattering term. The direct term depends on the LDOS
at Kr as well as the propagator from this point to the detector. The scattering
term, on the other hand, depends on the LDOS at both Kr and Mr as well as the
propagator between the two positions and the propagator from Mr to the detector.
Fig. 5.10 shows the magnitude of the propagators from the QD positions to the
detector as a function of frequency. The curves are somewhat monotonous and do
not reect the resonances of the modes of the photonic crystallite. We note that
the o-diagonal elements of the propagators vanish, so that the polarization of the
light at the detector position reects the orientation of the emitter at either of the
two points.
0.24 0.25 0.260
0.02
0.04
0.06
0.08
0.1
 
 
ωa/2pic
|G
α
β
(r
d
,r
)|/
G
0
Kr, xx
Kr, yy
Mr, xx
Mr, yy
Propagators at ωa/2pic = 0.26
IM{Gyy(r1, r1)} 3.29
IM{Gyy(r2, r2)} 6.60
Gyy(r1, r2) 0.32− 2.23i
Gyy(rd, r1) 0.03 + 0.01i
Gyy(rd, r2) 0.05 + 0.02i
Gxy(r1, r2) 0.86− 3.94i
Figure 5.10: Left: Absolute values of the propagators between the detector at the
position r
d
= (0, 0, 3.3a) (outside the slab above the Γ point) and the points r1
and r2. Both the Gxx and the Gyy elements are shown. The xy components are
vanishingly small and are not shown. Right: Explicit values of the propagators of
interest for the calculation at ω = ω1. All propagators are in units of G0(ω) =
nω/(6pic), corresponding to the imaginary part of the projected Green's tensor in
the homogeneous material.
The two QDs are assumed to have nearly identical resonance frequencies, so that
ω2 = ω1 +∆ω, where ω1 = 1.65×1015 s−1 is the resonance frequency of QD 1. The
frequency is chosen so that ω1a/2pic = 0.26, corresponding to peak 3 in Fig. 5.3.
In addition, we consider the QDs to have dipole moments of equal magnitude
d1 = d2 = 1.00× 10−28Cm,
which is consistent with Ref. [5].
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5.4.1 Decay dynamics in the time-domain
We consider the experimental condition in which QD 1 is excited at t = 0 and decays
under the emission of a single photon. The initial condition is thus |Ψ(t = 0)〉 =
b†1(0)|F〉. The time dependent dynamics of the coupled QDs may be obtained from
the inverse Fourier transform of the spectrum, Eq. (5.13). Appendix G discusses
the inverse transform in detail. Note, that although the propagators show rich
behavior as a function of frequency they may be considered slowly varying within
the bandwidth associated with the decay dynamics. Indeed, a decay time of 1 ns
corresponds to a bandwidth of ∆ω
BW
= 109 s−1 which, in the scaled frequencies,
corresponds to ∆ω
BW
a/2pic = 1.5 × 10−7. Therefore, the pole approximation is
valid for the evaluation of the transforms in accordance with the Wigner-Weisskopf
approximation in sections 2.4.3 and 4.2.3. The electric eld operator at the position
of the detector is given as the sum of a direct term and a scattering term as
E(r
d
, t) = ED(r
d
, t) +ES(r
d
, t),
in which the scattering term itself consists of two terms; one term, ES2 , that scatters
o QD 2 before arriving at the detector and another term, ES21, that rst scatters o
QD 2 and then back to QD 1 before arriving at the detector. In order to illustrate
the role of the electromagnetic propagator we rst consider the case where both
QDs are polarized in the y-direction and secondly the case where QD 1 is polarized
in the x direction and QD 2 is polarized in the y-direction.
Two emitters with the same polarization
Both QDs have equal dipole moments pointing in the y-direction. The relevant
electromagnetic propagators are shown in Figs. 5.5 and 5.10. Fig. 5.11 shows the
time dependent expectation value of the intensity operator at the detector position,
〈I(r
d
, t)〉 = 〈E+(r
d
, t) ·E−(r
d
, t)
〉
,
where E+(r
d
, t) and E−(r
d
, t) are positive and negative frequency parts of the eld,
respectively, as discussed in Appendix G. For reference, we also show the intensity
expectation value in the case of QD 1 only.
The inuence of QD 2 changes qualitatively the decay of QD 1 as measured
through the intensity at the detector position. The change in the emission process
can be interpreted as the result of absorption and reemission at QD 2 (for the
ES2 term) and at both QD 2 and then at QD1 (the E
S
21 term) of the light that is
originally emitted at QD 1. The process is a genuine coherent quantum mechanical
phenomenon in which only a single photon is emitted. In particular, the interference
at the detector is the interference of the photon with itself.
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Figure 5.11: Intensity at the position r
d
of the light emitted from QD 1 at position
Kr with a second QD at the position Mr with relative detuning ∆ω˜ = ∆ω/ω1 as
indicated (red, green and blue lines). For reference, we show also the case of a
single QD only (gray dashed line). The intensity is normalized to the intensity of
the single QD case at t = 0.
In order to illustrate the eect of the additional terms due to QD 2, we show
in Fig. 5.12, for each of the three detunings the spectra belonging to the three
scattering channels. The spectra are given as
S(ω) = 〈E−(−ω) ·E+(ω)〉 = 〈(E+(ω))† ·E+(ω)〉,
and we have normalized them simply to the maximum value of the spectrum in the
single QD case. Although not directly observable in practice, we show the spectra
belonging to each of the three scattering channels individually, as this allows a bet-
ter understanding of the inuence of each of the three terms. In addition to the
spectra, we show also the corresponding time domain dynamics. For each of the
three channels, we plot the absolute square of the electric eld at the detector po-
sition. For the largest detuning ∆ω˜ = 10−5 we have multiplied the spectra and the
intensities related to the two scattering channels by a factor of 60 in order to make
them visible in the gures. At this detuning the splitting of the spectrum is visible
as is the resulting decaying oscillations. The frequency of the oscillations is related
to the dierence in resonance frequency of the two QDs - for small dierences in the
resonance frequencies the frequency of the oscillations increases, and eventually the
time-dependence of the term ES2 becomes linear in t, cf. Eq. (G.5). Consequently,
the time-dependence of |ES2(rd, t)|2 becomes quadratic for small times and increases
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Figure 5.12: Spectra (left) and decay curves (right) corresponding to the three
dierent decay channels in the two QD case: the direct term ED (red solid lines)
and the scattering terms ES2 (green dashed line) and E
S
21 (blue dashed-dotted line).
Results are shown for the three dierent detunings ∆ω˜ = 10−5 (top), ∆ω˜ = 2×10−6
(center), ∆ω˜ = 10−7 (bottom), where ω˜ = ω/ω1. The curves corresponding to the
scattering channels have been multiplied by 60 for the case of ∆ω˜ = 10−5. In
addition, the full decay curves are shown in gray. These are identical to the curves
in Fig. 5.11.
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until eventually the decaying exponential factor takes over. The relatively small
dierence in resonance frequencies is the reason that no oscillations are visible in
the ES2 terms for the two smaller detunings.
Emitters with orthogonal polarization
We now change the system by rotating the dipole moment of QD 1 to the x-direction.
In addition, a polarization lter is introduced so that only y-polarized light is ob-
served at the detector. Since the o-diagonal elements of the propagators out of the
slab are vanishing, the only way the x-polarized QD 1 can emit y-polarized light
above the slab is by scattering o QD 2.
Fig. 5.13 shows the intensity of y-polarized light at the detector position as
a function of time. There is no direct coupling from QD 1 to the detector and
the intensity expectation value is qualitatively dierent from that of the y-polarized
emitter due to the process of absorption and reemission from QD 2. Eectively, only
the scattering term ES2 is non-vanishing, and comparing to Fig. 5.12 we recognize a
clear similarity although the scattering term is much larger in this case. The larger
coupling between the orthogonal dipoles may be directly understood from the in-
plane eld vectors in Fig. 5.6 in which the electric eld lines circle the central air
hole, thus favoring the orthogonal emitters.
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Figure 5.13: Intensity of y-polarized light at the position r
d
emitted from QD 1 at
position Kr with dipole moment in the x-direction. The intensity is normalized as
in Fig. 5.11.
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5.5 Conclusion
We have investigated multiple QD decay dynamics in photonic crystal slabs. Work-
ing in an all light picture, the analysis has illustrated how QDs, in addition to
sources of light, may act as resonant scatterers for light within the crystal.
As an example material system we have focused on PC slabs. Calculation of the
Green's tensor for passive PC slabs was handled with FDTD to provide both local
and non-local Green's tensors as a function of frequency at specic locations in the
crystal. Based on the band structure as well as spatial fourier analysis, scattering
properties of the crystal was shown to be related to pseudo modes or resonances
due to the nite size of the crystallite.
The additional scattering due to QDs in the PC may be included in a Green's
tensor description of the PC. We have described a self-consistent Dyson equation ap-
proach which allows for inclusion of QDs in the model in an intuitive and physically
appealing way. The model allows for a direct interpretation in terms of dierent
scattering channels by which light emitted at one QD may travel to the detector
either directly or by scattering o other QDs. It is similar to the use of the CDA
for scattering calculations, and we have discussed how some insight into local eld
corrections can be gained from this simple model.
Based on the numerical Green's tensor calculations a model system consisting of
two QDs inside the PC slab was constructed using the self-consistent Dyson equation
approach. The scattering properties of the QDs were shown to have a profound eect
on the expectation value of the electric eld intensity operators at the detector
position outside the crystal. The eect may be interpreted as resonant excitation
and subsequent emission at one QD of the light that was originally emitted from
the other QD. By deliberate coupling of the two QDs through the modes of the PC
slab it was illustrated how this eect may be exploited to emit light of opposite
polarization than that of the emitter.
The method that we have presented is perfectly general and is based only on the
Green's tensor of the passive background material. We have illustrated the method
with the example of two QDs, but the simple form of the Dyson equation approach
allows for an easy extension of the method to many QDs. The resonant scattering
of light o other QDs in the sample is likely to be important in experiments aiming
at measuring properties of single QDs, since it could inuence the measured light in
an uncontrolled way. On the other hand, it oers additional possibilities in terms
of light propagation control that may be of interest in applications.
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Conclusion
Steady improvements in quality and control of PCs and QDs have resulted in a
number of beautiful solid state quantum optics experiments. Many of these explore
eects that may be of practical importance also outside of the laboratory.
The design and development of future optical components rely heavily on ade-
quate descriptions of light propagation in micro and nanostructured environments.
Although the governing dierential equations have been known for over a century,
analytical solutions are available only for a limited number of highly symmetrical
problems. Therefore, in most cases of practical interest, numerical methods are
employed. Ideally, the numerical method should be accurate enough to capture
all relevant physics and allow for understanding the dierent scattering channels;
yet it should be fast enough to ensure acceptable runtimes for practically relevant
structures.
During the work in this PhD project we have developed a new method for the
solution of the Lippmann-Schwinger integral equation for use in electric eld scat-
tering calculations. The method is a hybrid between the well established Rayleigh
multipole methods and so-called method of moments calculations. The combination
of the two approaches allows for a very fast convergence in terms of number of basis
functions while at the same time allowing calculations with scatterers of arbitrary
shape and non-homogeneous background. We have formulated the method in the
general case, and we have given details and examples of the implementation in two
dimensions. The method is not limited to micro- and nanophotonic structures and
may well nd applications in other areas of electromagnetic scattering calculations.
Central to the work in this project has been spontaneous emission of light from
QDs. We have discussed how variations in the LDOS may lead to the suppression
or enhancement of the rate of spontaneous emission, and how even the qualitative
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behavior of the decay dynamics may be changed. In particular, if an emitter is tuned
very close to the sharp edge of the band gap of a photonic crystal the emitter may
undergo a so-called fractional decay, where the coupling to modes of very low group
velocity leads to a situation in which some of the energy is preserved and some is lost
to the environment. In order to quantify the phenomenon we have discussed how
one can assign a degree of fractional decay to a given decay curve. Our calculations
show that the eect will be visible only if the product of the coupling strength and
the slope in the LDOS curve is suciently high. In the inverse opal photonic crystals
the limiting form of the LDOS near the band edge can be shown to be a square root
and so, in principle, could lead to this counter intuitive decay. Whether it is possible
to manufacture a crystal of high enough purity and subsequently place a quantum
dot inside it at the correct location is still an open question. In the calculations
we used an analytical expression to the band edge LDOS in Si inverse opals to nd
the optimum position in the crystal for the observation. The analytical expression
allowed for the inclusion of absorptive material loss in the model which was shown
to be a limiting factor. In addition, we have discussed how the stabilization of the
system during measurements may be very dicult because the eect is visible only
in a very narrow frequency interval for the PCs in this study.
QDs not only act as sources of light but also inevitably scatter light in the
material. We have described a self-consistent Dyson equation approach by which
QDs can be added iteratively as perturbations to the background Green's tensor
for the material. In order to obtain a suitable background Green's tensor, we used
FDTD calculations providing both local and non-local properties of light scattering
in the crystal. It was shown how many properties of the Green's tensor may be
understood from electromagnetic resonances in the structure that can be interpreted
as modes of the system. By application of a Dyson equation approach based on
the numerical Green's tensor it was shown how the presence of a second QD inside
the PC slab may act to qualitatively change the decay dynamics. This eect may
be of importance in experiments and could be utilized for advanced control of light
propagation in micro- and nanostructured media.
Whether in quantum optical communications, solar cells, lasers or other devices,
technologies based on solid state quantum optics exploit fascinating quantum me-
chanical aspects of the light-matter interaction. With steady improvements in the
manufacturing of both quantum dots and photonic crystals these technologies will
likely form important parts of future optoelectronics industries.
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The Green's tensor in
homogeneous media
This appendix summarizes the explicit expressions for the electromagnetic Green's
tensor in homogeneousmedia in which the waves are characterized by a wave number
k
B
= n
B
k0, where nB is the refractive index and k0 = c/ω.
1D
In one dimension the light travels along the x-axis with the eld oriented along the
z-direction. The scattering calculation in this case is a scalar problem. The one
dimensional Green's function is given as
GB
1D
(x, x′) =
i
2k
B
exp(ik
B
|x− x′|). (A.1)
2D
In two dimensions the light travels in the xy-plane, r = (x, y), and the vector
equation decouples into two independent equations for the Transverse Electric (TE)
and the Transverse Magnetic (TM) polarizations. In the case of TE polarization, the
electric eld is oriented in the xy-plane, whereas, for TM polarization the electric
eld is oriented along the z-axis, and the scattering calculation is essentially a scalar
problem. The two dimensional Green's tensor is given as
GB
2D
(r, r′) =
(
I+
∇∇
k2
B
)
i
4
H0(kB|r− r′|), (A.2)
where H0 is the Hankel function of the rst kind of order 0. Second derivatives
for the general cylindrical wavefunctions ∂α∂β{Zλ(kr) exp(iλϕ)} are provided in
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appendix B.2. Since the system is invariant along the z-axis, the dierentiation in
this direction vanishes and the Green's tensor reduces to the form
GB
2D
=


Gxx Gxy 0
Gyx Gyy 0
0 0 Gzz

 ,
illustrating the decoupling of the two polarizations. Explicit expressions for the
elements of the Green's tensor are given in Ref. [55] and follow from Eq. (A.2) and
the expressions in appendix B.2,
Gxx(r, r
′) =
i
4
sin2(θ)H0(kBR) +
i
4
cos(2θ)
k
B
R
H1(kBR), (A.3a)
Gxy(r, r
′) =
i
8
sin(2θ)H2(kBR), (A.3b)
Gyx(r, r
′) = Gxy(r, r
′), (A.3c)
Gyy(r, r
′) =
i
4
cos2(θ)H0(kBR)− i
4
cos(2θ)
k
B
R
H1(kBR) (A.3d)
Gzz(r, r
′) =
i
4
H0(kBR), (A.3e)
in which (R, θ) are cylindrical coordinates of r′ with respect to r and Hn is the
Hankel function of the rst kind of order n.
3D
In three dimensions the light travels in any of the three directions, and in general we
cannot decouple the dierent polarizations. The three dimensional Green's tensor
is given as
GB
3D
(r, r′) =
(
I+
∇∇
k2
B
)
exp(ik
B
|r− r′|)
4pi|r− r′| (A.4)
and we note that
exp(ik
B
|r− r′|)
4pi|r− r′| =
ik
B
4pi
h0(kB|r− r′|),
where h0(r) is the spherical Hankel function of the rst kind of order 0. Eq. (A.4)
may be written explicitly as [55, 50](
1 +
ik
B
R− 1
k2
B
R2
+
3− 3ik
B
R− k2
B
R2
k2
B
R4
RR
)
exp(ik
B
R)
4piR
,
where R = r− r′ and R = |R|.
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Miscellaneous cylinder
function results
In this appendix we list a number of results for cylinder functions and cylindrical
wavefunctions that have proven useful in the derivations.
B.1 Addition theorems for multipole expansions
The expansion of the Lippmann-Schwinger equation in chapter 3, and especially
the calculation of matrix elements, relies heavily on the use of cylindrical wave-
functions. A number of addition theorems exist for cylindrical wavefunctions which
may simplify the calculations considerably. Of special interest in this work is the
Jacobi-Anger identity and the Graf addition theorem [51]. Below we summarize the
results in forms suitable for the present application.
B.1.1 Jacobi-Anger identity
For a plane wave traveling at an angle θ with respect to the x axis, the expansion
in terms of cylindrical wavefunctions is given by the Jacobi-Anger identity,
ei k0r cos(ϕ−θ) =
∞∑
n=−∞
ine−i n θJn(k0r)e
i nϕ, (B.1)
in which (r, ϕ) are cylindrical coordinates and Jn is the Bessel function of order n.
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B.1.2 Graf's addition theorem
The Graf addition theorem may be used to express the cylindrical wavefunctions
in one local coordinate system in terms of cylindrical wavefunctions in a dierent
local coordinate system.
θ
r r′
L
O
O′
Figure B.1: Sketch of relative coordinates as used in the expression for Graf's
addition theorem.
We consider the cylindrical coordinates r = (r, ϕ) and r′ = (r′, ϕ′), centered at
two dierent positions O and O′, respectively, where (L, θ) denote the coordinates
of O′ with respect to O as shown in Fig. B.1. Using this notation we express the
Graf addition theorem as
Zn(kr)e
in(ϕ−θ) =
∞∑
µ=−∞
Zn+µ(kL)Jµ(kr
′)(−1)µeiµ(θ−ϕ′), (B.2)
where Zn is a solution to Bessel's dierential equation for integer n. If Zn = Jn,
the expansion is valid for all values of r′, otherwise it is valid only for r′ < L.
B.2 Derivatives for cylindrical wavefunctions
Ref. [51] provides general derivatives for the cylindrical wavefunctions Zλ(kr) exp(iλϕ),
in which (r, ϕ) are cylindrical coordinates and Zλ is a solution to Bessel's dierential
equation for integer λ. Below we summarize the results for the double derivatives
that enter the matrix elements in chapter 3:
∂2
∂x2
{
Zλ(kr)e
iλϕ
}
=
k2
4
{
Zλ+2(kr)e
i(λ+2)ϕ + Zλ−2(kr)e
i(λ−2)ϕ
−2Zλ(kr)eiλϕ
}
, (B.3)
114
Special integrals involving Bessel functions
∂2
∂y2
{
Zλ(kr)e
iλϕ
}
= −k
2
4
{
Zλ+2(kr)e
i(λ+2)ϕ + Zλ−2(kr)e
i(λ−2)ϕ
+2Zλ(kr)e
iλϕ
}
, (B.4)
∂2
∂x∂y
{
Zλ(kr)e
iλϕ
}
= −ik
2
4
{
Zλ+2(kr)e
i(λ+2)ϕ − Zλ−2(kr)ei(λ−2)ϕ
}
.
(B.5)
B.3 Special integrals involving Bessel functions
Below we summarize, for easy reference, a few results that are important in con-
nection with this work:∫ R
0
Jn(kRr)Jn(kBr)rdr =
R (k
B
Jn(kRR)J
′
n(kBR)− kRJ ′n(kRR)Jn(kBR))
k2
R
− k2
B
,
(B.6)
for k
R
6= k
B
. In the case k
R
= k
B
= k we have the result:
∫ R
0
(Jn(kr))
2
rdr =
R2
2
(
(J ′n(kR))
2 + (1 − n
2
k2R2
)(Jn(kR))
2
)
. (B.7)
From Eqs. (3.9), (3.10) and (3.12) we have the relation:∫ ∞
0
H0(kBr)J0(kRr)rdr =
−2i
pi(k2
R
− k2
B
)
, (B.8)
for k
R
6= k
B
.
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Practical evaluation of
matrix elements
C.1 Calculation of Iαβµ
In this appendix we evaluate the integral
Iαβµ =
∫
P−δA
GBαβ(0,R)Jµ(kRR)(−1)µe−iµθdR,
which enters the expression for Aαβ in Section 3.4.1.
For TM polarization, (α, β) = (z, z), the angular integration is nonzero only
for µ = 0 and the resulting integral may be evaluated by comparing to the Mie
scattering result as discussed in section 3.4.1.
For TE polarization, the integrand has a pole at the origin, so we rewrite this
integral in a form more suitable for numerical quadrature. Although the procedure is
the same, the resulting integrals dier slightly, depending on which of the elements
of the Green's tensor we consider (see Ref. [55] for explicit expressions for the
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elements). For Ixxµ we get
Ixxµ =
i
4
∫ ∞
0
∫ 2pi
0
{
sin2 θH0(kBR) +
cos(2θ)
k
B
R
H1(kBR)
+
2i
pi
cos(2θ)
k2
B
R2
}
Jµ(kRR)(−1)µe−iµθRdθdR
− i
4
lim
δR→0
∫ ∞
δR
∫ 2pi
0
2i
pi
cos(2θ)
k2
B
R2
Jµ(kRR)(−1)µe−iµθRdθdR
=
ipi
4
∫ ∞
0
{
(−1
2
δµ,−2 + δµ,0 − 1
2
δµ,2)H0(kBR)
+ (δµ,−2 + δµ,2)
(
H1(kBR)
k
B
R
+
2i
pik2
B
R2
)}
Jµ(kRR)RdR
+
1
2
lim
δR→0
∫ ∞
δR
(δµ,−2 + δµ,2)
Jµ(kRR)
k2
B
R2
RdR,
where δµ,λ is the Kronecker delta. The rst integral is now well behaved and may
be directly evaluated, whereas for the second integral we may use the identity
lim
δR→0
∫ ∞
δR
J2(kRR)
k2
B
R2
RdR =
1
2k2
B
.
In a similar way we rewrite the expressions for Iyyµ and I
xy
µ as follows:
Iyyµ =
ipi
4
∫ ∞
0
{
(
1
2
δµ,−2 + δµ,0 +
1
2
δµ,2)H0(kBR)
− (δµ,−2 + δµ,2)
(
H1(kBR)
k
B
R
+
2i
pik2
B
R2
)}
Jµ(kRR)RdR
− 1
4k2
B
(δµ,−2 + δµ,2).
Ixyµ = −
pi
4
∫ ∞
0
(δµ,−2 − δµ,2)
(
1
2
H2(kBR) +
2i
pik2
B
R2
)
Jµ(kRR)RdR
+
i
4k2
B
(δµ,−2 − δµ,2).
C.2 Simplication of matrix element calculations
Evaluation of the matrix elements may be substantially simplied and may typically
be reduced to the evaluation of a number of integrals of dimension at most two.
We rst describe a general procedure for the integration and apply it to the specic
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case of a square scatterer in section C.2.1. Subsequently, we illustrate the utility of
the procedure in the calculation of matrix element for TM polarization in section
C.2.2.
Although we focus on square scatterers in TM polarization, the procedure may
be extended directly to TE polarization as well as to scatterers of any shape for
which the angle can be expressed as a function of the radius in cylindrical coordi-
nates.
C.2.1 A procedure for integrating across a square domain
In general, the integrals for the calculation of the matrix elements may be written
as
IA =
∫
A
f(r)eixϕrdϕdr, (C.1)
in which f(r)r is any integrable function of the radial coordinate and x ∈ Z. A
denotes the area of integration which may be a sub domain of a scatterer. In the
case of a square scatterer, the matrix elements may be naturally split into a sum of
four such integrals diering only by a phase factor:
IA =
(
1 + eipix/2 + eipix + ei3pix/2
)∫ pi/4
−pi/4
∫ R(ϕ)
0
f(r)eixϕrdrdϕ, (C.2)
in which
R =
R0
cos(pi/4− ϕ)
expresses the perimeter of the square in terms of the angle, cf. Fig. C.1. Using the
identity
N−1∑
k=0
ei2pixk/N =

 N, for x = pN, p ∈ Z0, otherwise,
we realize that the integral is nonzero only for certain values of x. Due to the
simple angular dependence, we further simplify the integral by changing the order
of integration and expressing the limits for the angular integration as a function of
radius:
IA = 4
∫ R
0
f(r)gx(r)rdr,
where, for x ∈ Z, we have
gx(ϕ) =

 2Φ(r), for x = 02x−1 sin(xΦ(r)), otherwise, (C.3)
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ϕ
rR0
R
r′
A4
A3
A2
A1
Figure C.1: The integration across a square scatterer is reformulated in terms of
a number of integrals across a quarter of the square (indicated by the dark gray
shading).
with
Φ(r) =

 pi/4, for r < R0pi/4− arccos (R0/r) , for R0 < r < R.
C.2.2 Example calculations
As an example of the utility of the above approach, we apply the procedure to
simplify the integrals in the case of TM polarization. Example results for the cal-
culation of the TM Green's tensor for a collection of square scatterers are presented
in section 3.5.2.
Self-term
Using the procedure of section 3.4.1, the matrix element is rst written as Gzzmn =
Azzmn − Bzzmn, where
Azzmn =
∫
D
Jm(kRr)Jn(kRr)e
i(n−m)ϕrdϕdr × ipi
2
∫ ∞
0
H0(kBr)J0(kRr)rdr
=
∫
D
Jm(kRr)Jn(kRr)e
i(n−m)ϕrdϕdr × 1
(k2
R
− k2
B
)
.
Comparing to Eq. (C.1) we identify f(r) = Jm(kRr)Jn(kRr) and x = n −m.
Thus we see that Azzmn is non-zero only for n−m = 4p with p ∈ Z. In this case we
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rewrite the integral as a one-dimensional integral as
Azzmn =
4
(k2
R
− k2
B
)
∫ R
0
Jm(kRr)Jn(kRr)gn−m(r)rdr,
which we may easily evaluate using numerical quadrature. For the Bzzmn term the
integration over r′ is split depending on the sign of r− r′ . Eq. (3.10) is written as
b
zz
mn(r, r
′) = KmKn
i
4
∑
µ
Jm(kRr)Jµ(kBr)e
i(µ−m)ϕHµ(kBr
′)Jn(kRr
′)ei(n−µ)ϕ
′
,
for r′ > r, and we have used the relation Z−m = (−1)mZm. Similarly, Eq. (3.11)
is written as
b
zz
mn(r, r
′) = KmKn
i
4
∑
µ
Jm(kRr)Hµ(kBr)e
i(µ−m)ϕJµ(kBr
′)Jn(kRr
′)ei(n−µ)ϕ
′
,
which holds for r′ < r.
In addition, it is convenient to split up the integration depending on the sign
of r′ − R and to split up the integration over r as well, depending on the sign of
r −R0. In this way we end up with a total of 5 integrals for Bzzmn. As we shall see,
three of these integrals reduce to products of one-dimensional integrals whereas the
last two may be expressed as two-dimensional integrals.
Case I: r < R0 and r
′ < R
The integration over r is non-zero only for µ = m in which case the integral is
written as
BImn = KmKn
ipi
2
∫ R0
0
Jm(kRr)Jm(kBr)rdr
∫
Hm(kBr
′)Jn(kRr
′)ei(n−m)ϕ
′
dr′,
where the integration over r′ is now over all points outside the square for which
r′ < R. Based on the discussion in section C.2.1, we realize that this integral is
non-zero only for n−m = 4p, p ∈ Z, in which case it can be written in terms of a
single integral across the domain A3 in Fig. C.1.
Case II: r < R0 and r
′ > R
The integral is now over two circular domains and is non-zero only for µ = m = n
in which case we get
BIImm = ipi2KmKn
∫ R0
0
Jm(kRr)Jm(kBr)rdr
∫ ∞
R
Hm(kBr
′)Jm(kRr
′)r′dr′.
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Case III: r > R0 and r
′ > R
The integration over r′ is nonzero only for µ = n and the integral is written as
BIIImn = KmKn
ipi
2
∫
Jm(kRr)Jn(kBr)e
i(n−m)ϕdr
∫ ∞
R
Hn(kBr
′)Jn(kRr
′)r′dr′,
where the integration over r is now over all points within the square for which
r < R. Similar to Case I, we may realize that the integral is non-zero only for
n−m = 4p, p ∈ Z in which case we can recast it in terms of a single integral over
A2.
Case IV: r > R0 and r
′ < R and r′ < r
The integral is written as
BIVmn = KmKn
i
4
∑
µ
∫
Jm(kRr)Hµ(kBr)e
i(µ−m)ϕdr
×
∫
Jµ(kBr
′)Jn(kRr
′)ei(n−µ)ϕdr′,
where now the integration over r is over all points within the square for which
r > R0, and the integration over r
′
is over all points outside the square for which
r′ < r. The integrands depend non-trivially on both ϕ and ϕ′. For both integrals,
however, we can use the discussion in section C.2.1 to conclude that for (p, q) ∈ Z2
we must have
µ−m = 4p ∧ n− µ = 4q ⇒ n−m = 4(p+ q) = 4s, s ∈ Z
in which case the two integrals may be recast in terms of single integrals over A2
and (part of) A3 respectively. Unfortunately, the dierence in the expression for
the integrands depending on the sign of r − r′ means that r will have to enter in
the upper limit of integration for r′, eectively coupling the two integrations. For
n−m = 4s, s ∈ Z, we thus have
BIVmn = 4iKmKn
∑
p
∫ R
R0
Jm(kRr)Hm+4p(kBr)g4p(r)r
×
∫ r
R0
Jm+4p(kBr
′)Jn(kRr
′)g′4(s−p)(r
′)r′dr′dr,
where gx(r) is given in Eq. (C.3) and g
′
x(r
′) derives from integrating exp(ixϕ′)
within the limits of A3 set by r
′
:
g′x(r
′) =

 exp (ixpi/4) 2Φ
′(r′), for x = 0
exp (ixpi/4) 2x sin(xΦ
′(r′)), otherwise,
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with Φ′(r′) = arccos (R0/r).
Case V: r > R0 and r
′ < R and r′ > r
The integral is written as
BVmn = KmKn
i
4
∑
µ
∫
Jm(kRr)Jµ(kBr)e
i(µ−m)ϕdr
×
∫
Hµ(kBr
′)Jn(kRr
′)ei(n−µ)ϕdr′,
and an analysis similar to case IV reveals that the integral is nonzero only for
n−m = 4p, p ∈ Z in which case we can recast it in terms of a two single integrals
over A2 and (the rest of) A3. Again, however, these integrals are coupled, since r
will enter as the lower limit of integration for r′:
BVmn = 4iKmKn
∑
p
∫ R
R0
Jm(kRr)J4p−m(kBr)g4p(r)r
×
∫ r
R0
H4p−m(kBr
′)Jn(kRr
′)g′4(s−p)(r
′)r′dr′dr.
In both the cases IV and V, a sum over p remains. The terms in the sum,
however, drop rapidly to zero as the orders of the Bessel and Hankel functions
increase.
Scattering terms
For the scattering terms, Eq. (3.13) is written for TM polarization as
Gzzmn =
i
4
∑
µ,λ
Hµ+λ(kBL)(−1)µ+λei(µ+λ)θ
×
∫
Dm
KmJm(kmr)Jλ(kBr)e
i(λ−m)ϕdr
×
∫
Dn
KnJµ(kBr
′)Jn(knr
′)ei (n−µ)ϕ
′
dr′, (C.4)
where now the two domains of integration is separated in space and we can apply
the procedure of section C.2.1 to each of the two integrations separately. From
this we conclude that for (p, q) ∈ Z2 only terms with λ −m = 4p and n − µ = 4q
are non-zero. Note, however, that the sums over both µ and λ remain in the nal
expression. As in cases IV and V for the self-terms, the terms drop rapidly with
increasing |λ| and |µ|.
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Local density-of-states in
homogeneous media
Homogeneous media are characterized by the linear dispersion
ω =
c
n
|k|, (D.1)
in which n =
√

r
is the refractive index. The modes are plane waves indexed by
µ = (k, p), where k and p are wave vectors and polarizations, respectively. The
waves are normalized according to Eq. (2.7) as
fµ(r) =
e ik · r√

r
V
eµ,
where V is the normalization volume. The expression for the projected LDOS, Eq.
(2.8), then reads
ρ
hom
(ω, r) =
∑
µ
|ex · eµ|2 | e
ik · r
√

r
V
|2 δ(ω − ωk). (D.2)
In order to evaluate the LDOS we convert the sum over wave vectors into an
integral as ∑
k
→
∫
Ωk
V
(2pi)3
dk,
where Ωk is the volume of the reciprocal space. Dening a coordinate system so that
ex = zˆ, we may choose one polarization to be orthogonal to ex as shown in gure
D.1. The projection of the other polarization is given as ex · eµ1 = cos(pi/2 − θ) =
sin θ.
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ex
k
θeµ1
eµ2
Figure D.1: Sketch illustrating the projection of the EM eld onto the direction ex.
Rewriting the integral using polar coordinates we get the projected LDOS:
ρ
hom
(ω, r) =
1
(2pi)3
∫ 2 pi
0
∫ pi
0
∫ ∞
0
sin2 θ|e
ik · r
√

r
|2 δ(ω − ωk) sin θ k2dk dθ dφ.
=
1
(2pi)2
∫ pi
0
∫ ∞
0
sin3 θ
1
n2
δ(ω − ωk)
(nωk
c
)2
dθ
∂k
∂ω
dω
=
nω2
3pi2c3
. (D.3)
This is the LDOS that should be used to describe spontaneous emission from an
emitter in a homogeneous medium, even if the orientation of the dipole moment of
the emitter is random, since we can always choose the zˆ axis to lie along ex and
end up with the same result.
D.1 Alternative derivation
It is illustrative to derive Eq. (D.3) in an alternative way based on Eq. (4.14).
Again, we work with the coordinate system in Fig. D.1 in which ex = ez and
we have chosen one of the polarizations to be orthogonal to ex. The integration
is carried out over surfaces of constant frequency which, given the homogeneous
medium dispersion in Eq. (D.1), are concentric spheres centered on the origin. The
integral is calculated as
ρ
hom
(ω) =
V
(2pi)3
∫ 2pi
0
∫ pi
0
sin2 θ
|∇kω(k)|
1
n2V
(n
c
ω
)2
sin θ dθ dϕ
=
nω2
(2pi)3c3
∫ 2pi
0
∫ pi
0
sin3 θ dθ dϕ
=
nω2
3pi2c3
. (D.4)
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The Coupling parameter β
The parameter β is dened in section 4.2.3 as
β =
q2p2
6~m20pi
20c3
. (E.1)
Note that β is dimensionless and is related to the vacuum decay rate at the (angular)
frequency ωx as
Γ0(ωx) = 2piωxβ. (E.2)
A formulation in terms of β, Eq. (E.1), is natural when recasting the equations in
dimensionless form. Note that β includes also a factor of 1/3pi2c3 from the projected
LDOS of free space. The parameter β is not identical to the parameter called β in
the article by Nipun Vats et al. [62]. We will refer to the parameter in Ref. [62]
as β
NV
. We used the same letter because they appear at the same place in the
equations, but whereas β is dimensionless, β
NV
is not. Indeed, using the relation
d2 =
q2p2
ω2xm
2
0
, (E.3)
where d is the dipole moment, we may write β as
β =
ω2xd
2
6pi2~0c3
,
and we see that
β =
2
c3
β
NV
.
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E.1 Relation to oscillator strength
As discussed above, the dimensionless parameter β is convenient from the point of
view that it arises naturally when recasting the equations of motion in dimensionless
form. It is a measure of the light-matter coupling strength, and it is related directly
to the decay rate in free space through Eq. (E.2). However, other people use other
measures for the light-matter coupling strength such as the oscillator strength. The
oscillator strength is dened as (see eg. Ref. [61] or the supporting information for
Ref. [112]):
f
eg
=
2m0ωxd
2
3~q2
.
Comparing to Eq. (E.1) and using Eq. (E.3) we see that
β =
q2ωx
4m0pi20c3
f
eg
= 2.99× 10−24 s× ωxfeg. (E.4)
In Fig. 1 of Ref. [111], the energy is shown as a function of radius. Choosing a
radius of r = 2.5 nm we read o the energy ~ωx = 1.2eV. The oscillator strength is
shown as function of radius in Fig. 3 of Ref. [111]. At r = 2.5 nm we read o an
oscillator strength of f InAs
eg
= 1.7. Inserting in Eq. (E.4) we get
β = 2.99× 10−24 s× 1.2 eV
~
1.7 = 9.3× 10−9 ≈ 10−8.
In Ref. [112] the authors t a theoretical curve to experimental data to get the
emission energy (in eV) as a function of quantum dot diameter d (in nm):
E
PbSe
(d) = 0.278 +
1
0.016d2 + 0.209d+ 0.45
The oscillator strength is shown as a function of diameter in Fig. 4(e) of Ref. [112].
Reading o an approximate slope for the linear t, we write the oscillator strength
as a function of diameter d (in nm) as
fPbSe
eg
(d) ≈ 29
9
d.
Using these relations, we see that quantum dots of diameter d = 4.5 have an energy
of E
PbSe
(4.5) = 0.86 eV and an oscillator strength of fPbSe
eg
(4.5) = 14.5. Inserting
in Eq. E.4 we get
β = 2.99× 10−24 s× 0.86 eV
~
14.5 = 5.66× 10−8.
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Local density-of-states from
dispersion surfaces
At the X-point the Brillouin zone is invariant under rotations of pi/2 and pi around
the axis from the Γ point to the X point. Therefore, the limiting forms of the
dispersion surfaces at these points are ellipsoids. Working in a coordinate system
centered on the X-point, the dispersion surface is expanded as
ω′ =
1
2
(
ωxxk
2
x + ωyyk
2
y + ωzzk
2
z
)
,
or equivalently
1 =
(
kx
a
)2
+
(
ky
b
)2
+
(
kz
c
)2
, (F.1)
where a =
√
2ω′/ωxx and similarly for b and c and ω
′ = ω − ω
BE
. The absolute
value of the gradient is given as
|∇kω| =
√
ω2xxk
2
x + ω
2
yyk
2
y + ω
2
zzk
2
z , (F.2)
where, due to the symmetry of the Brillouin zone, two of the curvatures ωii will
be equal. Which, however, depend on which of the 6 X points we consider. Due
to the ellipsoidal shapes of the dispersion surfaces, the dierential area element dA
depends on the coordinates. We may express the vector k on the dispersion surface
as
k(θ, ϕ) = (a sin θ cosϕ , b sin θ sinϕ , c cos θ), (F.3)
and the dierential area element is then given as dA = |kθ × kϕ| dθ dϕ, where the
subscripts refer to partial dierentiation. Carrying out the derivatives and the cross
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product we get
|kθ × kϕ|2 = b2 sin2 θ
(
a2 cos2 θ + c2 sin2 θ
)
.
Note, that for spherical dispersion surfaces we have a = b = c and the expression
reduces to dA = a2| sin θ| dθ dϕ, cf. Eq. (D.4). At any X point we may in general
choose a local coordinate system at k = k0, so that in this coordinate system we
have a = b 6= c. Using these coordinates, the area element is given as
dA = a2| sin θ|
√
cos2 θ +
c2
a2
sin2 θ =
2ω′
ωxx
| sin θ|
√
cos2 θ +
ωxx
ωzz
sin2 θ.
Further, using Eq. (F.3), the absolute value of the gradient, Eq. (F.2) may be
expressed as
|∇kω(k)| =
√
2ω′ ωzz
√
cos2 θ +
ωxx
ωzz
sin2 θ,
so that the LDOS is given as
ρx(ω
′, r) =
6∑
n=1
V
(2pi)3
∫
S
In(θ, ϕ, r)
|∇kω(k)| dA
=
6∑
n=1
V
(2pi)3
√
2ω′
ω2xx ωzz
∫ θmax
θmin
∫ ϕmax
ϕmin
In(θ, ϕ, r) | sin θ| dθ dϕ, (F.4)
where the sum is now over the 6 X points and In(θ, ϕ, r) = |ex · fµ,n(r)|2 denotes the
projected electric eld at the n'th X point. The X points are located in the center
of the Brillouin zone edges and the integration limits are simply θ ∈ [0, pi/2], ϕ ∈
[0, 2pi]. To rst order we simply set In(θ, ϕ, r) = In,0(r) so that the LDOS is given
as
ρx(ω
′, r) =
6∑
n=1
V
(2pi)3
√
2ω′
ω2xx ωzz
In,0(r)
∫ pi/2
0
∫ 2pi
0
| sin θ| dϕdθ
=
I0(r)
(2pi)2
√
2ω′
ω2xx ωzz
, (F.5)
in which
I0(r) = V
6∑
n=1
|ex · fµ,n(r)|2.
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Time dependence of coupled
quantum dot dynamics
In this appendix we calculate the time dependent dynamics of coupled QDs as
the Fourier transforms of the solutions to Heisenberg's equations of motion in the
frequency domain.
From Fig. 5.8 and Eq. (5.2) we may interpret the eld at the detector as the
sum of contributions from two scattering channels. Therefore, it is instructive to
consider rst the case of a single QD. This is done in section G.1, and in section
G.2 we consider the full system of two QDs.
G.1 The single quantum dot case
To calculate the electric eld at the detector position, r
d
, we follow Ref. [48] and
rewrite Eq. (2.44) as
E(r
d
, ω) =
(ω21 − ω2)GB(rd, r1, ω)e1
ω21 − ω2 − i2ω1X1(ω)
S1(ω)
[
b(0)
(ω − ω1) +
b†(0)
(ω + ω1)
]
,
where Sx(ω) = idxω
2/0c
2
and
Xx(ω) = Im{exGB(rx, rx, ω)ex} d
2
xω
2
~0c2
.
At the (angular) frequencies of interest, X1 is small compared to ω1. Therefore, we
expect the poles to be found close to ω = ±ω1 and we insert this in the small term
to nd
Ω2± = ω
2
1 − i2ω1X1(±ω1).
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We can now solve for Ω± as
Ω± = ±ω1
√
1− i 2
ω1
X1(±ω1) ≈ ±ω1 − iX1(ω1), (G.1)
where we have used the identity G(r, r,−ω) = (G(r, r, ω))∗, so that both poles
have negative imaginary parts. The expression for the electric eld operator is now
rewritten and expanded in partial fractions as
E(r
d
, ω) =
GB(r
d
, r1, ω)e1S1(ω)
(ω − Ω+)(ω − Ω−)
[
(ω + ω1)b(0) + (ω − ω1)b†(0)
]
.
=
GB(r
d
, r1, ω)e1S1(ω)
Ω+ − Ω−
(
1
ω − Ω+ −
1
ω − Ω−
)
× [(ω + ω1)b(0) + (ω − ω1)b†(0)] .
=
GB(r
d
, r1, ω)e1S1(ω)
2ω1
(
1
ω − ω1 + iX1(ω1) −
1
ω + ω1 + iX1(ω1)
)
× [(ω + ω1)b(0) + (ω − ω1)b†(0)] .
The term proportional to b†(0) has a vanishing residue at the positive frequency
pole. Therefore, the positive frequency part of the electric eld may be calculated
as
E+(r
d
, t) =
1
2pi
∫ ∞
−∞
1
2ω1
GB(r
d
, r1, ω)e1S1(ω)
ω − ω1 + iX1(ω1) (ω + ω1)b(0)e
−iωtdω
= −iS1(ω1)GB(rd, r1, ω1)e1e−iΩ+tΘ(t) b(0), (G.2)
whereΘ(t) denotes the Heaviside step-function, and where we have simply evaluated
the numerator at ω = ω1. This is well justied although the Green's tensor in PCs
(and hence the numerator) varies with ω in a highly non-trivial way, since the
variations with frequency are slow compared to X1. We can in principle include
the rest of the spectrum (by numerical evaluation of the integral), but the major
contribution to the dynamics stems form the pole term and so we focus on this.
Likewise, the negative frequency part is written as
E−(r
d
, t) = −iS1(ω1)
(
GB(r
d
, r1, ω1)
)∗
e1e
−iΩ−tΘ(t) b†(0) (G.3)
and we note that E−(r
d
, t) = (E+(r
d
, t))†, so that E(r
d
, t) = E+(r
d
, t)+E−(r
d
, t) is
Hermitian. Given the initial condition |Ψ(t = 0)〉 = b†(0)|F〉, we can now calculate
the expectation value of the intensity operator
〈I(r
d
, t)〉 = 〈E+(r
d
, t) ·E−(r
d
, t)〉 = S1(ω1)2|GB(rd, r1, ω1)e1|2 e−2X1(ω1)t,
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which shows an exponential decay with the decay rate Γ = 2X1(ω1), as expected.
Last, we test the validity of the assumption that X1 is small compared to ω1.
For λ1 = 980 nm we have ω1 = 1.92×1015 s−1 and given typical QD radiative decay
rates in a homogeneous medium on the order of 1 ns we get
X1(ω1)
ω1
≈ 0.5× 10
9
s
−1
1.92× 1015 s−1 ≈ 2.5× 10
−7,
which underscores the validity of the approximations made.
G.2 Two quantum dots
Including an additional QD in the structure, we have from Eq. (5.2) :
E(r
d
) =
(
G(1)(r
d
, r1) +G
(1)(r
d
, r2)U2G
(2)(r2, r1)
)
S1
= ED(r
d
) +ES(r
d
).
The rst term is exactly the direct term and we interpret the second term as arising
from scattering o QD 2 before arriving at the detector, cf. Fig. 5.8.
Introducing the notation
Gab = eaG
B(ra, rb)eb,
we rewrite the expression for the scattered eld in terms of the background Green's
tensors as
ES(r
d
) =
GB(r
d
, r2)e2U2G21S1
(1−G11U1)(1−G22U2)−G21U1G12U2
+
GB(r
d
, r1)e2U1G12U2G21S1
(1−G11U1)
(
(1−G11U1)(1−G22U2)−G21U1G12U2
) ,
from which we see that the scattered eld itself consists of two terms; one term, ES2 ,
that scatters o QD 2 before arriving at the detector and another term, ES21, that
rst scatters o QD 2 and then back to QD 1 before arriving at the detector.
Calculation of ES2(rd, t)
Similar to the calculations for the direct term, we rewrite ES2(rd, t) as
ES2(rd, ω) =
(ω21 − ω2)GB(rd, r2, ω)e22ω2J21(ω)S1(ω)
(ω21 − ω2 − 2ω1X1(ω))(ω22 − ω2 − 2ω2X2(ω))− 4ω1ω2J21(ω)J12(ω)
,
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where Jab = UaGab is dierent by a factor of da/db from the similar parameter in
Ref. [48].
Unlike Ref. [48] we will allow for a detuning of the resonance frequencies of the
two dots, so that ω2 = ω1 +∆ω. In this case, the poles Ω appear as the solutions
to the equation
(ω21 − Ω2)2 + b(ω21 − Ω2) + c = 0,
where the parameters b and c are given as
b = −2ω1
(
X1 +X2 −∆ω − ∆ω(∆ω − 2X2)
2ω1
)
c = 4ω21
(
X1X2 −X1∆ω − J12J21 − X1∆ω(∆ω − 2X2)
2ω1
− ∆ω
ω1
J12J21
)
.
The equation may be directly solved to yield two positive frequency poles and two
negative frequency poles,
Ω1 = ω1 + γ1 − iΓ1
2
(G.4a)
Ω2 = ω2 + γ2 − iΓ2
2
(G.4b)
Ω3 = −ω1 + γ3 − iΓ3
2
(G.4c)
Ω4 = −ω2 + γ4 − iΓ4
2
, (G.4d)
where now both γn and Γn are small compared to ω1 or ω2. As in the one QD
case, all poles have negative imaginary parts. Unlike the one QD case, however,
the real parts are shifted slightly from the values of the bare frequencies due to the
interaction term. For J12 = J21 = 0 we recover the poles from the one QD case
with real parts equal to ±ω1 and ±ω2. In the case of zero detuning we recover the
results of Ref. [48]. The ES2 term is now written as
ES2(rd, ω) =
−(ω2 − ω21)GB(rd, r2, ω)e22ω2J21(ω)S1(ω)
(ω − Ω1)(ω − Ω2)(ω − Ω3)(ω − Ω4)
[
b(0)
(ω − ω1) +
b†(0)
(ω + ω1)
]
,
= −GB(r
d
, r2, ω)e22ω2J21(ω)S1(ω)
{
4∑
n=1
αn
ω − Ωn
}
× [(ω + ω1)b(0) + (ω − ω1)b†(0)] ,
where
αn =
4∏
m=1
m 6=n
1
Ωn − Ωm .
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Similar to the one QD case, the terms proportional to b†(0) have vanishing residue
at the positive frequency poles Ω1 and Ω2, and the terms proportional to b(0) have
vanishing residues at the negative frequency poles Ω3 and Ω4. Therefore, we may
write for the positive frequency part:
ES+2 (rd, t) = −
1
2pi
∫ ∞
−∞
{
α1
ω − Ω1 +
α2
ω − Ω2
}
GB(r
d
, r2, ω)e22ω2J21(ω)S1(ω)
× (ω + ω1)b(0)e−iωtdω
= i2ω2
2∑
n=1
αnG
B(r
d
, r2,Ωn)e2J21(Ωn)S1(Ωn)(Ωn + ω1)b(0)e
−iΩnt.
As in the one QD case we have ES-2 (rd, t) = (E
S+
2 (rd, t))
†
.
It is illustrative to consider the behavior of ES+2 (rd, t) for small detunings ∆ω
compared to ω1. In this case we may substitute ω1 for Ωn in the slowly varying
functions GB(r
d
, r2,Ωn), J21(Ωn) and S1(Ωn). We may further substitute 2ω1 for
(Ωn − Ω3) and (Ωn − Ω4) to arrive at the somewhat simpler expression
ES+2 (rd, t) ≈ i
ω2
ω1
GB(r
d
, r2, ω1)e2J21(ω1)S1(ω1)b(0)
e−iΩ1t − e−iΩ2t
Ω1 − Ω2
= i
ω2
ω1
GB(r
d
, r2, ω1)e2J21(ω1)S1(ω1)b(0)
(
t+O(t2)) , (G.5)
which shows that for small detunings ∆ω compared to ω1 the time dependence
is linear in t for small times . At longer times, the exponential decay due to the
imaginary parts of the exponents dominates the time dependence.
Calculation of ES21(rd, t)
Following a similar approach as for the ES2(rd, t) term we rst write
ES21(rd, ω) =
(ω2 − ω21)GB(rd, r1, ω)e1J12(ω)2ω1J21(ω)2ω2
(ω − Ω+)(ω − Ω−)(ω − Ω1)(ω − Ω2)(ω − Ω3)(ω − Ω4)
× S1(ω)
[
b(0)
(ω − ω1) +
b†(0)
(ω + ω1)
]
,
where Ω± are given in Eq. (G.1) and Ωn are given in Eqs. (G.4). Dening Ω0 = Ω+
and Ω5 = Ω− we may write the expression compactly as
ES21(rd, ω) = G
B(r
d
, r1, ω)e1J12(ω)2ω1J21(ω)2ω2
{
5∑
n=0
αn
ω − Ωn
}
× S1(ω)
[
(ω + ω1)b(0) + (ω − ω1)b†(0)
]
,
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with
αn =
5∏
m=0
m 6=n
1
Ωn − Ωm .
As before, the terms proportional to b(0) have vanishing residue at the negative
frequency poles, and so we may write
ES+21 (rd, t) =
1
2pi
∫ ∞
−∞
2∑
n=0
αn
ω − ΩnG
B(r
d
, r1, ω)e1J12(ω)2ω1J21(ω)2ω2
× S1(ω)(ω + ω1)b(0)e−iωtdω
= −i4ω1ω2
2∑
n=0
αnG
B(r
d
, r1,Ωn)e1J12(Ωn)J21(Ωn).
× S1(Ωn)(Ωn + ω1)b(0)e−iΩnt. (G.6)
Since |Ωn| − ω1 is small compared to ω1 we may again substitute ω1 for Ωn in
the slowly varying terms as well as substitute 2ω1 for (ωn − Ω3), (ωn − Ω4) and
(ωn − Ω5). In this way we write
ES+21 (rd, t) ≈ −i
ω2
ω1
GB(r
d
, r1, ω1)e1J12(ω1)J21(ω1)
2∑
n=0
e−iΩnt
2∏
m=0
m 6=n
1
Ωn − Ωm
= i
ω2
ω1
GB(r
d
, r1, ω1)e1J12(ω1)J21(ω1)
(
t2 +O(t3)) . (G.7)
Comparing to ES+2 (r, t, Eq. (G.5), we see that E
S+
21 may be important for the
dynamics, since J21(ω1)t
2
may be is smaller than t, but not negligible, within the
lifetime of typical quantum dots.
136
Appendix H
Finite dierence time-domain
calculations
In this appendix we discuss details concerning the FDTD calculations of the electric
eld Green's tensor in section 5.2. The basic idea behind the approach derives
directly from the interpretation of the Green's tensor G(r, r′, ω) as the electric
eld at the position r due to a point source at position r′, as discussed in section
2.2.1. From Eq. (2.12) we get an expression for the Green's tensor in the frequency
domain. Since FDTD is a time-domain method, we apply a Fourier transform to
arrive at a nal expression, suitable for FDTD calculations:
G(r, r′, ω) =
0E(r, ω)
k20d(ω)
=
0
k20
FFT{E(r, t)}
FFT{d(t)} , (H.1)
in which FFT denotes the Fast Fourier Transform, and E(r, t) is the electric eld
at point r from the dipole d(t) located at r′.
H.1 Implementation
The calculations were carried out using the commercial FDTD software FDTD
solutions from Lumerical Inc. In FDTD we dened a dipole point source, P
ex
(r, t) =
d(t)δ(r−r0), with time-dependent dipole moment d(t). We excited the system with
a pulse at time t0 and evolved the system in time, recording at every time step the
values of the electric eld at pre-dened detector positions within the calculation
domain.
The calculation domain was dened as in Fig. 5.1 with Perfectly Matched Layers
(PML) as boundaries. The crystallite was fully contained within the calculation
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domain with a few calculation cells of spacing between the outermost air holes and
the boundary. The membrane extended through the PMLs, so that the model in
eect consisted of an innite membrane with a single crystallite. An averaging of
the refractive index was used for cells along the edge of air holes.
Source
We used a Gaussian pulse,
d0(t) = e0A exp
(−(t− t0)2
2σ2
)
sin (ω0(t− t0)) ,
with a frequency ω0 = 1.922×1015 s−1 (corresponding to 980 nm as used in Ref. [23])
and oscillating in the direction e0. The parameter A ensures that the δ-function is
properly normalized. In a straight forward numerical implementation, the dipole
moment µ(ω) would be taken to be constant over a single cell and the delta function
would be a Kronecker delta. Thus, for the dipole in cell n we would have
P
num
(t) = δm,n
d(t)
V
cell
,
from which we see that the volume of the cell needs to be properly accounted for
in order to use Eq. (H.1) directly. For the calculations we used σ = 3.89×10−15 s,
corresponding to a bandwidth of∆ω
BW
= 6.06×1014 s−1. From Eq. (H.1) we expect
the numerical Green's tensor to be independent of the exact shape of the pulse as
long as the bandwidth is suciently large. We have veried that the calculated
LDOS is independent of the center frequency within the bandwidth of the initial
pulse.
Discretization
In FDTD the space is discretized into Yee cells. These are in general parallelepipeds,
and for the calculations on photonic crystals we chose ∆xi so that the lattice con-
stant of the PC in the direction xi was an integer number of ∆xi. As a rule of
thumb, we chose the discretization in media of refractive index n
R
suciently small
that λ0/nR < 20∆xi. The time discretization is intimately linked to the space
discretization through the Courant stability condition,
c∆t ≤ 1√
1/∆x2 + 1/∆y2 + 1/∆z2
,
where c is the speed of light. Typically, we worked close to the maximum time step
and chose
c∆t = 0.99
∆√
3
,
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where ∆ = max{∆x,∆y,∆z}. Working with smaller Yee cells results in less numer-
ical dispersion at the price of larger calculation times. Due to the FDTD algorithm,
the total runtime for simulations will typically scale linearly with both the number
of grid points and the number of time steps, so that
T ≈ kTNcells ×Ntime,
where the constant kT ≈ 1µs for the computer used for the calculations in this
work.
H.2 Accuracy
In order to assess the reliability of the calculations we compare the numerical FDTD
Green's tensor to analytical results for bulk media. The left panel of Fig. H.1 shows
the relative error on the LDOS in a bulk medium of refractive index n
R
= 3.52 as a
function of normalized frequency. The bandwidth of the source is indicated by the
dashed curve. Results are shown for dierent choices of discretization, illustrating
how the discretization controls the error as expected.
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Figure H.1: Left: Relative error in the LDOS calculations (Im{Gnumxx (0, 0)} −
Im{Gxx(0, 0)})/Im{Gxx(0, 0)} as a function of normalized frequency and for dier-
ent discretizations ∆ as indicated. Right: Relative error on the non-local elements
|Gnumxx (0, r) −Gxx(0, r)|/|Gxx(0, r)|, for the points r1 = (λ, 0, 0), r2 = (λ, λ, 0) and
r1 = (0, λ, 0).
In order to assess the reliability of non-local calculations, we show in the right
panel of Fig. H.1 the relative error on the Gxx(0, r) element of the Green's tensor
for three dierent positions relative to the origin and for ∆ = λ/30. The gure
shows a slightly larger relative error than for the LDOS calculations.
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Whereas the homogeneous material are the simplest to handle analytically, they
are likely among the hardest material systems for this kind of Green's tensor cal-
culations using FDTD, since ideally there are no reections. In practice there will
always be tiny reections from the PMLs at the calculation domain boundaries, but
for the PC calculations these were likely much smaller than the response of the sys-
tem due to the scattering in the PC itself. The error in the homogeneous material
case therefore represents the worst case error, and as a conservative estimate we
expect the relative error in the calculations to be less than 5%.
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