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Inaccuracy in selecting faculties at universities is one of the constraints experienced by students 
which affect academic values or student performance which affects the accuracy of student graduation, in 
developing a performance it is necessary to know the individual talents of the students, this is the 
background of the application The Naive Bayes Classifier (NBC) Algorithm method in admitting new 
students to find out the talents and interests of students, with the NBC method it is expected that there will 
be an increase in the activity of students in higher education. The research that we do focuses on evaluating 
the success of administering a department at a university. Our research focuses on evaluating the success 
of administering a department at a university using the Naive Bayes Classifier (NBC) algorithm. Because 
the success of student academic performance is very dependent on the level of student ability to develop 
the knowledge they have. So that to evaluate the performance of students, a method is needed, namely the 
Naive Bayes Classifier (NBC) algorithm to analyze the level of student performance. The results of this 
study will show which are very influential on the provisions of a classification of a student's academic 
performance. The results can be based on the Achievement Index (IP) so that the results obtained by the 
method used can be used as evaluation material for the university or related students. 
 




Ketidaktepatan dalam pemiliahan  fakultas di universitas adalah salah satu kendal yang dialami oleh 
mahasiswa yang berpengaruh terhadap nilai-nilai akdemik atau kinerja mahasiswa yang berdampak 
terganggunya ketepatan dalam kelulusan mahasiswa tersebut, dalam mengembangkan suatu kinerja perlu 
mengetahui bakat individu dari para mahasiswa, hal ini melatar belakangi penerapan metode Algoritma 
Naive Bayes Classifier (NBC) dalam peneriman mahasiswa baru agar mengetahui bakat dan minat dari 
para mahasiswa, dengan metode NBC diharapkan adanya penigkatan ektivitas dari para mahasiswa dalam 
perguruan tinggi. Penelitian yang kami lakukan fokus untuk mengevaluasi keberhasilan penyelenggara 
suatu Jurusan pada salah satu Universitas. Penelitian yang kami lakukan fokus untuk mengevaluasi 
keberhasilan penyelenggara suatu Jurusan pada salah satu Universitas dengan menggunakan metode 
Algoritma Naive Bayes Classifier (NBC). Karena keberhasilan kinerja akademik mahasiswa sangat 
bergantung pada tingkat kemampuan mahasiswa dalam mengembangkan ilmu yang dimiliki. Sehingga 
untuk mengevaluasi kinerja dari mahasiswa diperlukan sebuah metode yakni Algoritma Naive Bayes 
Classifier (NBC) untuk menganalisa seberapa besarkah tingkat kinerja mahasiswa. Hasil dari penelitian ini 
akan menunjukkan mana saja yang sangat berpengaruh terhadap ketentuan suatu klasifikasi kinerja 
akademik seorang mahasiswa. Adapun hasilnya dapat berdasarkan Index Prestasi (IP) sehingga hasil yang 
diperoleh dengan metode yang digunakan dapat menjadikan bahan evaluasi terhadap pihak universitas 
ataupun mahasiswa terkait. 
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1. Pendahuluan 
 Dalam dunia pendidikan, terutama dalam 
lingkup perguruan tinggi, sering kali mahasiswa 
dituntut memiliki kinerja akademik yang maksimal 
sebagai tolak ukur dalam melakukan evaluasi. 
Sedangkan aspek penting dalam menentukan 
kinerja akademik mahasiswa berkaitan dengan 
ketrampilan mahasiswa untuk mengembangkan 
ilmu. Pada saat ini, pengembangan teknologi 
sangatlah pesat sehingga memudahkan mahasiswa 
dan pengajar dalam mengakses ilmu dan informasi. 
Dari beberapa penelitian sebelumnya, 
menunjukan bahwa untuk mencapai kesuksesan 
akademik atau untuk meningkatkan prestasi 
mahasiswa sangat diperlukan mindset untuk 
berkembang dan percaya bahwa kecerdasan dapat 
tumbuh melalu kerja keras, pengalaman dan 
dorongan semangat dari orang lain. Salah satunya 
perlunya Analisa untuk mengevaluasi bagaimana 
kinerja akademik mahasiswa agar mahasiswa 
selalu termotivasi agar selalu meningkatnya 
prestasi atau kinerja akademiknya.   
Sebagai penentu keberhasilan mahasiswa 
dalam program studi bisa dilihat berdasarkan 
ketepatan dalam menyelesaikan masa studinya. 
Pada penelitian sebelumnya, evaluasi dilakukan 
menggunakan training set dan testing set pada data 
mahasiswa semester 6. Oleh karena itu, diperlukan 
sebuah metode yang efisien dengan keakuratan 
yang tinggi. Dalam penelitian ini, untuk 
mengevaluasi kinerja akademik Mahasiswa akan 
menggunakan metode Naive Bayes Classifier. 
Beberapa metode yang pernah diterapkan 
masih memiliki tingkat keakurasian yang rendah 
(Suprianto, 2020). Sehingga di penelitian ini kami 
mengusulkan untuk menggunakan metode Naive 
Bayes Classifier untuk mengevaluasi proses kinerja 
akademik pada mahasiswa di Perguruan Tinggi. 
Pada penelitian sebelumnya yang menggunakan 
metode algoritma c4.5 memperoleh hasil yakni 
dengan nilai koefiesien relasi pelatihan sebesar 
0,94353 sedangkan untuk nilai MSE  memperoleh 
nilai yakni 0,016175 dan sedangkan nilai 
koefiesien relasi pengujian adalah 0,56071 dan 
nilai MSE adalah 0,12188. Sehingga dalam 
penelitian, ini kami menggunakan metode 
algoritma Naive Bayes Classifier. Selain bisa 
dipakai untuk data kuantitatif, algoritma Naive 
Bayes ini juga bisa mengolah data kualitatif, yang 
tidak memerlukan jumlah data yang banyak 
(Astuti, Sudibyo, Kurniawan, & Rahayu, 2018). 
Sehingga kami bisa menggunakan beberapa data 
sample yang akan kita gunakan untuk melakukan 
penelitian ini. 
Algoritma Naive Bayes Classifier adalah 
algoritma klasifikasi yang berdasarkan pedoman 
berdasarkan teorema Bayes. Ciri khas dari 
algoritma Naive Bayes ini adalah pengasumsian 
yang kuat terhadap independensi terhadap masing 
masing kejadian (Ridwan, Suyono, & Sarosa, 
2013). Algoritma Naive Bayes ini bekerja dengan 




Metode yang digunakan dalam penelitian, 
yaitu menerapkan data mining dan pengolahan 
melalui proses klasifikasi dengan Algoritma Naive 
Bayes Classifier (Mustafa & Simpen, 2019). 
 
2.1 Data Mining 
Data mining suatu proses penambangan data 
dengan menggunakan teknologi pengenalan pola 
(pattern recognition), machine learning serta teknik 
matematika, statistic dan database (Rohman, 2015). 
Tujuan pemrosesan data mining yakni untuk 
menentukan hubungan antar pola yang 
mendapatkan indikasi yang bermanfaat. Maka 
dalam penelitian ini, kami menerapkan metode 
klasifikasi karena metode ini bisa 
mengelompokkan data berdasarkan keterkaitan 
data yang sudah ada serta bisa mengatasi masalah 
pada data yang besar. 
Tahap dalam pengolahan data mining, yaitu:  
1. Penghapusan data 
Penghapusan / pembersihan pada data yang 
mengganggu atau data yang tidak penting 
serta memperbaharui data yang hilang. 
2. Penggabungan data 
Penggabungan data dari beberapa sumber 
yang sudah ada, digunakan dalam 
pemrosesan data mining, disimpan disuatu 
berkas, dan terpisah dari operasional dalam 
basis data.  
3. Pemilihan data 
Pencarian selanjutnya dengan memilih data, 
data yang sudah relevan akan dipilih dan 
dikumpulkan kembali 
4. Transformasi data  
Tahap transformasi adalah tahap setelah data 
sudah dipilih. Sehingga proses coding ini 
merupakan proses yang sangat bergantung 
pada jenis dan pola informasi yang dicari 
dalam basis data 
5. Evaluasi pola 
Dari pola-pola yang dikumpulkan, akan 
dipilih pola yang menarik. Pola tersebut 
yang akan diambil. 
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6. Penyajian pola 
Setelah diambil pola yang menarik, pola 
yang diambil tersebut kemudian akan 
divisualisasikan ke pengguna. 
 
2.2 Algoritma Naïve Bayes Classifier (NBC) 
Algoritma naive bayes classifier adalah 
suatu proses pengklasifikasian dimana algoritma 
ini mengasumsikan atribut objek secara 
independen (Nasution, Djahara, & Zamsuri, 2015). 
Dalam penelitian ini, Naive Bayes Classifier 
berperan sangat penting. karena metode di dalam 
algoritma ini memiliki keakuratan yang sangat baik 
dalam pengklasifikasian (Mulyati, Yulianti, & 
Saifudin, 2017). Algoritma ini juga hanya 
membutuhkan jumlah data training yang lebih 
sedikit.   
Kelebihan lain yang didapat menggunakan 
algoritma ini adalah misalnya kita menggunakan 
dalam bahasa pemrograman codenya relatif sangat 
sederhana dan mampu digunakan untuk 
menyelesaikan masalah klasifikasi dan masalah 
biner atau multiclass. tetapi walaupun mempunyai 
kelebihan algoritma ini mempunyai kekurangan 
dalam membuat suatu keputusan, diperlukannya 
sebuah riset awal atau dengan riset masa 
sebelumnya. Keberhasilan yang dihasilkan sangat 
bergantung pada riset awal tersebut. Banyak celah 
yang bisa mengurangi efektifitas yang dirancang 
hanya untuk mendeteksi sebuah kata-kata saja, 
tidak bisa menghasilkan berupa gambar. 
 
3. Hasil dan Pembahasan 
Dalam tahap penerapan model ini akan 
menerapkan model yang akan menghasilkan model 
terbaik dari model sebelumnya. Dalam penelitian 
ini, kami mengumpulkan beberapa sample dari 380 
mahasiswa berdasarkan IPK.   
 
 
Gambar 1 Data mahasiswa 
 
Berikut tahapan metode algoritma Naive 
Bayes Classifier dengan menggunakan software 
rapid miner. 
 
3.1 Penghapusan data 
Penghapusan data ini merupakan suatu 
proses untuk menghilangkan data yang 
mengganggu (Rismayanti, 2016) (Yasmiati, 
Wahyudi, & Susilo, 2017). Proses awal ini sangat 
berpengaruh pada performa teknik data mining 
(Rifqo & Wijaya, 2017). Data yang tidak relevan 
ini misalnya data yang hilang, data yang salah ketik 
dan data yang tidak valid (Mandias, 2015). Di sini, 
kami mengambil sample dari dataset kelulusan 
mahasiswa dari 380 mahasiswa.  
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Gambar 2 Susunan model 
 
3.2 Penggabungan  data 
Tahap berikutnya adalah tahap untuk 
menggabungkan data dari beberapa sumber yang 
ada. Berikut penggabungan data dari beberapa 
sumber untuk pemrosesan data mining.  
 
 
Gambar 3 Hasil pembacaan data 
 
3.3 Pemilihan data 
Langkah selanjutnya adalah pemilihan data 
yang sudah relevan dan akan dijadikan satu 
kembali. Dalam uji data ini didapatkan nilai akurasi 
sebesar 79,82%. Untuk status kelulusan terlambat 
sebesar 76,00% dan status kelulusan tepat sebesar 
82,81%. 
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Gambar 4 Akurasi model 
 
Sedangkan untuk uji klasifikasi nilai errornya 
sebesar 20,18%. Untuk status kelulusan terlambat 




Gambar 5 Nilai kesalahan klasifikasi 
 
3.4 Transformasi data 
Proses transformasi pada data kelulusan 
mahasiswa yang sudah dipilih yang akan 
digunakan untuk proses data mining ini akan 
mengubah nilai dari atribut yang diubah menjadi 
bentuk diskrit menggunakan algoritma Naïve 
Bayes Classifier. Untuk mahasiswa yang berstatus 
bekerja, status kelulusan terlambatnya sebesar 0,75 
lalu untuk status kelulusan tepatnya sebesar 0,00. 
Sedangkan mahasiswa dengan status mahasiswa, 
status kelulusan terlambatnya sebesar 0,20 dan 
status kelulusan tepatnya sebesar 0,95. 
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Gambar 6 Grafik kinerja model 
 
3.5 Evaluasi pola 
Dari beberapa pola yang sudah 
dikumpulkan, maka tahap selanjutnya adalah 
mengevaluasi pola untuk menyajikan pola yang 




Gambar 7 Grafik pola model 
 
4. Kesimpulan 
Berdasarkan hasil penelitian yang telah kami 
dilakukan, berikut kesimpulannya:  
1. Penerapan suatu metode Naive Bayes 
Classifier untuk maksimal tolak ukur dalam 
melakukan suatu evaluasi,  dunia 
pendidikan, terutama dalam lingkup 
perguruan tinggi. 
2. Metode Naive Bayes Classifier dapat 
diimplementasikan sebagai penentu 
keberhasilan mahasiswa dalam program 




Berdasarkan hasil penelitian yang kami 
lakukan, kami mengharapkan penelitian 
selanjutnya mengembangkan hal-hal berikut ini: 
1. Keakuratan metode algoritma naive bayes 
classifier ini sesuai atau berdasarkan dengan 
jumlah. Sehingga disarankan untuk adanya 
pengembangan pada sistem. 
2. Untuk mengetahui cara evaluasi peningkatan 
dalam dunia pendidikan terutama dalam 
perguruan tinggi, diperlukan adanya 
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