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Abstract—This paper proposes a full-rate cooperative scheme
adapted to the slow fading semi-orthogonal multiple access relay
channel (MARC). It is assumed that the sources transmit on
orthogonal channels and the relay is half duplex transmitting
on the same channels as the one of the sources. The sources
employ LDPC to encode their messages before transmitting them,
while the relay uses a simple demodulate-and-forward strategy to
transmit the combination of the received codewords. The presence
of the relay does not affect the time-scheduling of the sources.
Therefore, this scheme is backward compatible to existing non-
cooperative systems. In order to cancel the interference at
the destination, we propose a joint network-channel decoder
that uses maximum a posteriori (MAP) detection and channel
decoding. Through numerical results, we show the benefits of joint
network-channel decoder. We also show that the proposed scheme
significantly outperforms, in terms of BER, the non-cooperative
system as well as the classical relay-assisted orthogonal channel
network and that it achieves the maximum code diversity.
I. INTRODUCTION
The multiple access relay channel (MARC) is a network
in which several sources communicate with a destination with
the help of a relay [1]. The MARC has received a lot of
attention in the recent years under various relaying modes.
The most studied ones are Amplify-and-Forward (AF) [1],
[2], Decode-and-Forward (DF) [3], [4], [5], Demodulate-and-
Forward (DMF) [6], and Compute-and-Forward (CoF) [7], [8].
Resource allocation plays a major role in the performance
of the MARC. In this context, the orthogonal transmission (the
situation where each transmission occupies different resources
either in time or frequency) is clearly the most studied case
[4], [9]. This methodology ensures that the process does
not introduce any additional interference, at the cost of the
use of additional resources. Conversely, in a non-orthogonal
transmission, the sources and the relay transmit simultaneously
on all channels. The benefit is a more efficient usage of the
resources, at the cost of additional interference [8], [10]. In
order to achieve diversity gain in wireless networks and to
reduce the number of transmissions by the relay, network
coding has been introduced [9], [11], [12]. Network coding
[13], refers to intermediate node (in this case the relay) sending
out a linear combination of messages instead of the messages
themselves.
Most of the works dealing with MARC based on network
coding did not consider channel coding. The joint network-
channel coding for MARC was initially proposed in [14]. In
[15], the authors propose a joint full-diversity network-channel
LDPC code for the MARC network. In [16] joint network-
channel coding based on turbo codes was applied for MARC.
All the above works consider that both the sources and relay
transmit in orthogonal fashion. In [17], the authors propose
an intermediate situation between fully orthogonal channels
and fully overlapping channels denoted as semi-orthogonal
channels, which is defined as follows. In the first transmission
phase, only the sources transmit simultaneously while in the
second transmission phase only the relay is allowed to transmit.
They study the joint network-channel coding scheme for the
semi-orthogonal MARC and compare it with the orthogonal
MARC.
In this work, we consider a specific semi-orthogonal
MARC motivated by the following scenario. Consider an
uplink situation in a classical wireless communication system
where each user has its own resources, which are orthogonal.
Assume that the operator is willing to help these users by
allowing some idle node (a relay) to forward their signals
without impairing the available resources, i.e., without allo-
cating a new channel to the relay. If the initial users do
not change their way of transmitting, they do not need to
be aware of this relaying, only the base station will have to
adapt its reception algorithm to the new situation. This is the
reason why this situation can be considered as being backwards
compatible since users operating in a classical mode will not
have to change the algorithms used for transmitting. Obviously,
if one relay is available per initial user, classical relaying
with overlapping channel can solve the problem. However,
we are interested in reducing the number of relays that are
involved in this process, i.e., in our setting, a relay helps
several users. This can be obtained by allowing the relay to
perform network coding. Furthermore, we protect the messages
against transmission errors and interference by using forward
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error corrections codes. We focus on the block fading channel
model where channel links are independent and subject to
slow Rayleigh fading and additive white Gaussian noise. In
such setting, coded information is transmitted over a finite
number of independent fading blocks to provide diversity. The
diversity order defines the slope of word error rate of the
decoder. Full diversity codes are codes that have a diversity
equal to the number of fading blocks in a codeword. Root
LDPC codes [18] are able to achieve the maximum diversity
of a block fading channel. Here, the relay performs DMF.
This is in contrast with [17] that assumes a selective DF
at the relay meaning that only correctly decoded messages
are transmitted, which is at the expense of a loss of spectral
efficiency due to the addition of Cyclic Redundancy Check
into each message. We compare the proposed transmission
scheme with the non-cooperative system as well as the classical
relay-assisted orthogonal channel network, and show that the
proposed scheme achieves full diversity and yields a lower bit
error rate (BER).
II. SYSTEM MODEL
We consider a cooperative system consisting of two sources
S1, S2, a relay R and a destination D. The sources would like
to communicate with the destination with the help of a half
duplex relay. The relay uses demodulate-and-forward strategy,
i.e., it only estimates the sources symbols. The corresponding
demodulation errors will be taken into account at the receiver.
The transmission time is divided into six periods with equal
duration. The sources transmit their messages alternately using
their dedicated channels. However, the relay does not have any
allocated channel and thus transmits its messages on the same
channels that are being used by the sources.
During the first two transmission periods, sources S1 and
S2 transmit in distinct time slots their modulated symbols x1
and x2 over the channel, respectively. During these periods the
measured outputs at the relay and the destination are given by
y1R =
√
PS1d
−α
S1R
hS1R,1x1 + z1R, (1)
y2R =
√
PS2d
−α
S2R
hS2R,2x2 + z2R, (2)
y1 =
√
PS1d
−α
S1D
hS1D,1x1 + z1, (3)
y2 =
√
PS2d
−α
S2D
hS2D,2x2 + z2, (4)
where PS1 and PS2 are the allocated power to the symbols x1
and x2, respectively; hSiD,f is the channel gain from source
Si, i = 1, 2, to the destination at frame f , f = 1, 2; hSiR,f
is the channel gain from source Si to the relay at frame f ;
dSiR and dSiD are the distance between source Si and the
relay and between source Si and the destination, respectively;
α is an attenuation exponent; zfR and zf , f = 1, 2 are the
additive noise at the relay and the destination, respectively.
After estimating the symbols sent by the sources, the relay
transmits symbol xR1 to the destination during the third time
slot. During this time slot, source S1 also transmits its symbol
x3 to the destination. Hence, the output at the destination
during this time slot is given by
y3 =
√
PS1d
−α
S1D
hS1D,3x3 +
√
PRd
−α
RDhRD,3xR1 + z3, (5)
where PR is the allocated power to the symbol xR1; hS1D,3 is
the channel gain on the link from source S1 to the destination
at frame 3; hRD,3 is the channel gain from the relay to the
destination at frame 3; dRD is the distance between the relay
and the destination and z3 is the additive noise. Similarly,
sources S1 and S2 transmit their symbols x4, x5, x6 during
the three remaining time slots, while the relay only transmits
the symbol xR2 during the last time slot.
Throughout the paper, we assume that the states of the
channel are known perfectly at the relay and the destination
and that the channel coefficients are modeled as Gaussian with
unit variance. The noises at the relay and the destination are
independent among each others, and i.i.d. with components
drawn according to a circular complex Gaussian distribution
with zero mean and variance σ2.
III. TRANSMISSION STRATEGY
This section first describes the encoding and transmission
of the messages at the sources and the relay. Then, we
present the decoding process of the desired messages at the
destination. Recall that the transmission time is divided into
six transmission periods with equal duration. Each slot has a
length equal to 2N/3 where N is the length of a codeword.
A. Encoding at the sources
For the considered model, we assume that each source
wants to transmit two information messages to the destination.
Let ui(l) of length K, be the l-th information message,
l = 1, 2, available at source Si, i = 1, 2. The infor-
mation bits are protected against transmission errors with
channel encoders. In the considered setting, each source,
Si, encodes the information message ui(l) to a codeword
ci(l) = [mi1(l), mi2(l), mi3(l)] ∈ Ci of length N using
root LDPC codes with rate R = 1/3 [18], where Ci is the
codebook. Following the partition of the codewords proposed
in [18], each m is divided into two parts: the first part contains
N/9 information bits and the second part contains 2N/9
parity bits. Then, source Si transmits its codewords using
three time slots or frames. More specifically, source S1 maps
its frames C1 = [m11(1),m12(1)], C3 = [m13(1),m13(2)]
and C5 = [m11(2),m12(2)] into symbols x1, x3 and x5,
respectively, using BPSK modulation before transmitting it
over the channel. Note that each codeword ci(l) is transmitted
using three different fading blocks: two are from the source
and the third is from the relay. Similarly, source S2 transmits
its codewords using three frames as shown in Figure 1.
B. Encoding at the Relay
After the first two transmission periods, the relay first
demodulates the received signals y1R and y2R (given in (1)-
(2)) using ML (Maximum Likelihood) method as follows
xˆf,m = argmin
x
f,m
∈{−1,1}
|yfR,m −
√
PSihSiR,fxf,m|2,
with m = 1, .., 2N/3, i = 1, 2, f = 1, 2 and x
f,m
denotes
the m-th component of symbol xf . Second, it estimates Ĉ1
and Ĉ2 from xˆ1 and xˆ2, respectively. Third, it performs
network encoding by calculating CR1 = pi
(
Ĉ1
)
⊕ pi
(
Ĉ2
)
,
S1 
S2 
R 
[m11(1),m12(1)] 
C1 
[m13(1),m13(2)] [m11(2),m12(2)] 
C3 C5 
[m21(1),m22(1)] [m21(2),m22(2)] [m23(1),m23(2)] 
C2 C4 C6 
CR1 CR2 
Encoder Reorder ui(1), ui(2) ci(1), ci(2) Ci, Ci+2, Ci+4 
ci(l) = [mi1(l), mi2(l), mi3(l)],   i,l=1,2 
Fig. 1. The transmission of the six frames for the proposed cooperation
scheme.
where pi() denotes a random interleaving function and ⊕ is
modulo 2 addition. Finally, it maps CR1 into symbol xR1
using BPSK modulation and transmits it during the third time
slot. Similarly, the relay transmits symbol xR2 during the sixth
transmission period after obtaining CR2 = pi
(
Ĉ4
)
⊕pi
(
Ĉ5
)
.
C. Decoding at Destination
The destination starts decoding after receiving the six
frames. The probabilities of decoding error at the relay,
PeR1 , Pr{CR1,k 6= C1,k ⊕ C2,k} and PeR2 , Pr{CR2,k 6=
C4,k⊕C5,k}, are assumed to be available at the destination. Let
U, C and Y be defined as U , {u1(1),u1(2),u2(1),u2(2)},
C , {c1(1), c1(2), c2(1), c2(2)} and Y , {y1, ...,y6}. The
MAP decoding rule reads:
[Û] = argmax
U
Pr{U|Y}
= argmax
U
∑
C
Pr{U|C} × Pr{C|Y}. (6)
Since the data messages are independent, we have:
Pr{U|C} =
∏
i=1,2
∏
l=1,2
Pr{ui(l)|ci(l)},
which stands for the channel decoding. The second factor in
(6) corresponds to the network coding on the coded bits. Let
Cf,k denote the k-th element of Cf then
Pr[Cf,k|Y] =
{
Pr[Cf,k|y1,y2,y3], f = 1, 2, 3
Pr[Cf,k|y4,y5,y6], f = 4, 5, 6 . (7)
The problem in (6) can be solved iteratively first by using
network decoder followed by four channel decoders as shown
in Figure 2. The iterative decoding algorithm stops either if
two successive estimated codewords are kept constant or if
the maximum number of iterations is reached. At the end of
the joint decoding process, a hard decoding is applied on the
extrinsic information of the data bits.
IV. JOINT NETWORK-CHANNEL DECODER
A. Network Decoder
For the coded bits in the first three frames, we have:
Pr[Cf,k|y1,y2,y3] =∑
Ci,k,Cj,k
i 6=j 6=f∈{1,2,3}
Pr[Cf,k, Ci,k, Cj,k|y1,k, y2,k, y3,k].
The joint probability can be expressed as follows:
Pr[C1,k, C2,k, C3,k|y1,k, y2,k, y3,k]
∝ Pr[y1,k|C1,k] Pr[y2,k|C2,k]
× Pr[y3,k|C1,k, C2,k, C3k] Pr[C1,k, C2,k, C3,k]. (8)
The last term in (8) stands for the prior information of coded
bit Cj,k, which is fed back from the channel decoders. The first
two factors in (8) can be directly computed from the channel
model in (3-4). The third term in (8) is computed as∑
CR1,k
Pr[y3,k|CR1,k, C3,k] Pr[CR1,k|C1,k, C2,k], (9)
where CR1,k = Ĉ1,k⊕ Ĉ2,k is an estimate of a network-coded
bit. Note that Ĉ1,k, Ĉ2,k are estimated at the relay and that they
may differ from C1,k, C2,k. The first term Pr[y3,k|CR1,k, C3,k]
is obtained thanks to the channel model in (5) whereas the last
term accounts for the possible decoding error at the relay of
the network-coded bits in the first three frames, denoted by
PeR1 = Pr[CR1,k 6= C1,k⊕C2,k] (see [19] for the computation
of PeR1 at the destination), which is computed as follows:
Pr[CR1,k|C1,k, C2,k] =
{
PeR1 if CR1,k 6= C1,k ⊕ C2,k
1− PeR1 if CR1,k = C1,k ⊕ C2,k .
The network decoding process for the frames f = 4, 5, 6
is performed in a similar way. After the network de-
coding process, the network decoder computes the ex-
trinsic information LCEf , f = 1, . . . , 6, of frame Cf ,
LCEf,k = LCf,k − LCAf,k, where LCf,k is the log likeli-
hood ratio (LLR) value of the coded bit Cf,k, and LCAf,k is
the LLR value of coded bit Cf,k from the previous iteration.
Then, the extrinsic information LCEf are re-ordered to pro-
vide the extrinsic information Lci(l), i, l = 1, 2, to the channel
decoder as shown in Figure 2. We denote by Lci(l) the LLR
value that corresponds to the codeword ci(l).
B. Channel decoding
The four transmitted codewords, ci(l), i, l = 1, 2, are
decoded using root LDPC decoder that has the Tanner graph
depicted in Figure 3 [18]. We can observe that the information
bits are divided into three classes of length N/9 denoted as 1i,
2i and 3i. These classes are transmitted on different channels.
The parity bits are also partitioned into three sets 1p, 2p and
3p. All information bits are connected to the rootchecks [18]
(special type of check nodes) with degree one to ensure full
diversity.
The output of the LDPC decoders which are denoted by
Lcdeci (l), i, l = 1, 2, are reordered and fed back to the network
decoder as prior information for the next iteration.
V. SIMULATIONS
The performance of the proposed system is evaluated and
compared with a system that does not consider a relay, i.e., a
non-cooperative system, and with a system that considers an
orthogonal (classical) relay channel (ORC), i.e., a cooperative
system with orthogonal transmissions. Note that the transmis-
sions for the non-cooperative system and the ORC system are
done in the same way as described in Figure 1. However, for
the first one, the transmission is conducted without considering
the relay’s transmissions, i.e., without CR1 and CR2, and for
the second one, the transmission is conducted without the
sources’ transmissions during the third and sixth transmission
periods, i.e., without C3 and C6, this means that the sources
need to puncture the information before transmitting.
Hereafter, we assume that the channels are subject to block
Rayleigh fading and that the channel gains are known at the
receivers. The transmitted power at the sources and the relay
are equal and the total power consumption in the three systems
is the same. A root-LDPC code (3006,2004) with a rate of
1/3 is used. Each data message consists of 1002 bits. The
maximum number of iterations for the LDPC decoders is set
to 10 iterations and the maximum number of iterations of the
iterative decoder is set to 5 iterations.
Figures 4 and 5 depict the BER obtained using the proposed
scheme, i.e., “Cooperative mode”, the BER obtained using the
non-cooperative scheme, i.e., “Non-Cooperative mode” and the
BER obtained using the ORC scheme, i.e., “ORC mode”. The
BERs are taken as functions of Eb/N0 (in decibels). For the
example shown in Figure 4, the two sources are equidistant
from the relay and the destination, and the relay is located
in the middle between the sources and the destination, such
that dS1R = dS2R = dRD ≈ 0.5 and dS1D = dS2D ≈ 1.
The attenuation factor α is assumed to be equal to 2. We
observe that the proposed scheme significantly outperforms
both the non-cooperative and the ORC schemes in the SNRs
of interest. Note that, in this example, the non-cooperative and
the ORC schemes have similar performance, since in the ORC
scheme the data are punctured before being transmitted. Hence,
the relay, using the ORC scheme, does not help to decrease
the BER for the given scenario. Moreover, we observe that
the proposed scheme achieves the maximum diversity, which
is equal to three, whereas the non-cooperative and the ORC
schemes have a diversity equal to 1.85 and 2, respectively.
For the example shown in Figure 5, we study the case
where the relay is located between one of the sources and the
destination such that dS1R ≈ 0.5, dS1D ≈ 1.5 and dRD ≈ 1
and the other source is located between the relay and the
destination such that dS2R = dS2D ≈ 0.5. The attenuation
factor α is assumed to be equal to 3. We observe that the
proposed scheme outperforms both schemes and that the ORC
scheme outperforms the non-cooperative scheme in the SNRs
of interest. Also, by comparing Figures 4 and 5, we can
observe that the curve of the ORC scheme is closer to the
proposed scheme since the source S1 to destination link is
worse than both the source S1 to relay link and the relay to
destination link.
In terms of complexity, we can observe in Figure 6 that
the average total number of iterations per LDPC decoder,
i.e., the number of iterations of a LDPC decoder considering
all network decoding iterations, is equal to 16 at low SNR
and 2 at high SNR. Also, we observe that the complexity of
“Cooperative mode” significantly decreases at high SNR and
approaches the one of “Non-Cooperative mode”. Comparing
the proposed scheme with the ORC scheme, we can notice that,
for a given energy, the proposed scheme has lower BER, lower
complexity and higher diversity. Moreover, the relay does not
need any additional resource and the sources do not need to
adapt their transmissions.
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Fig. 2. Structure of the joint network-channel decoder at the destination.
Fig. 3. Tanner graph of a root LDPC decoder with R = 1/3.
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Fig. 4. BER comparison. The two sources are equidistant from the relay and
the destination with dS1R = dS2R = dRD ≈ 0.5, dS1D = dS2D ≈ 1 and
α = 2.
VI. CONCLUSION
In this paper, we propose a “backwards compatible” trans-
mission scheme for the MARC network. In this scheme, the
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Fig. 5. BER comparison. The relay is located between one of the sources
and the destination and the other source is located between the relay and the
destination with dS1R ≈ 0.5, dS1D ≈ 1.5, dRD ≈ 1, dS2R = dS2D ≈ 0.5
and α = 3.
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Fig. 6. Complexity analysis. The two sources are equidistant from the relay
and the destination with dS1R = dS2R = dRD ≈ 0.5, dS1D = dS2D ≈ 1
and α = 2.
sources transmit alternately in an orthogonal fashion and the
relay, which is half duplex, assists both sources with no
additional resources (time or frequency). The relay implements
network coding in order to help both sources and to reduce the
number of transmissions. A joint network-channel decoder is
implemented at the destination to cancel the interference and
to increase the diversity of the system. The performance of
the decoder and the transmission scheme in terms of BER is
demonstrated to be largely improved at no additional cost in
terms of power or resource usage.
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