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Hier ist Sprachtext von einem Vortrag gegeben 23 Oktober 2019. Die Folien 
nummern gehen mit den Folien, die man finden kann, bei 9. Die Folien sind auch 
als Bilder am Ende in der Ergänzung. 
 
Folie 1.  
Lieber Herr Professor Dr. Nagel und liebe Gäste,  
Es freut mich, hier zu sein. Zuerst, Ich war noch nie auf ein Programm zwischen 
Jim Croce und Cindy Lauper.1 Aber wichtiger, freut es mich hier zu sein die 
Karriere und Erfolge von Professor Nagel zu fieren. Ich danke das Veranstalten 
für die Einladung. Und danke für die liebenswürdige Einleitung. 
Folie 2.  
Zuerst ist es mir sehr wichtig zu sagen, besonders als Amerikaner, dass ich und 
das Indiana Universität Pervasive Technology Institute alle Menschen 
respektieren. Klar, dass nicht jeder Amerikaner zustimmen wird. 
Folie 3.  
Diese Folien sind schon online. Wenn Sie möchten, dürfen Sie gern eine oder 
mehrere der Folien benutzen, außer der Metoostem Folie. Für diese Folie muss 
man Metoostem fragen. 
Folie 4.  
In den nächsten fünfundzwanzig oder so Minuten hoffe ich, Ihnen ein bisschen 
über das Indiana Universität Pervasive Technology Institute zu erzählen und auch 
darüber, wie wir unsere Zusammenarbeit mit der Technische Universität Dresden 
angefangen haben und was wir alles zusammen gemacht haben. Historisch 
gesehen gibt es die folgenden wichtigen Themen: Grids, Leistungsoptimierung, 
Maschinenraumeffizienz, Return on Investment, und Clouds. Am wichtigsten und 
am längsten andauernd ist die Performanceanalyse und Leistungsoptimierung. 
Zum Schluss sage ich dann ein bisschen über dem Thema „was kommt in der 
Zukunft?“ 
Folie 5.  
Indiana Universität wurde 1820 in Bloomington, Bundesstaat Indiana gegründet. 
Heute haben wir acht Universitätsgelände. Zwei davon, in Bloomington und in 
Indianapolis, setzen ihren Schwerpunkt auf Forschung. Der Präsident der Uni sitzt 
in Bloomington. Der Sitz des Pervasive Technology Institute liegt auch in 
                                                   
1 Für diesem Ehrencolloquium gab es eine Mischung von Musik und Vorträge. Direkt vor diesem Vortrag war ein 
Lied von Jim Croce. Direkt nach diesem Vortrag war ein Lied von Cindy Lauper. 
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Bloomington. Die Indiana Universität Bloomington ist berühmt für ihre Schönheit 
und Architektur.  
Folie 6.  
Zusammengenommen umfaßt die Indiana Universität viele Leute. Aber Indiana 
Universität Bloomington – das Bloomington Gelände – ist eher mit der Technische 
Universität Dresden vergleichbar. Das Pervasive Technology Institute hat 
insgesamt rund 140 Angestellte und ein jährliches Budget von rund 15 Millionen 
Dollar. 
Folie 7.  
Das Pervasive Technology Institute ist eine kollaborative Gruppe von sieben 
Zentren. Für unser Themen Heute der wichtigste Teil von dem Pervasive 
Technology Institute ist das „Research Technologies“ Gruppe. 21 Jahre war ich 
für diese Gruppe verantwortlich als  
Associate Vize Präsident von Research Technologies und Exekutive Direktor on 
dem Pervasive Technology Institute. Mein Freund Matt Link hat 2017 Research 
Technologies übernommen und nun habe ich nur meine Stelle als Leiter von 
dem Pervasive Technologies Institute. Research Technologies allein hat ein 
jährliches Budget von rund $10M Dollars und liefert HPCdienste, 
Datenspeicherdienste, und Visualisierungssysteme für der ganze Uni.  
Die sechs anderen Zentren sind eher klassische Zentren für der Informatik 
Forschung. Zusammen haben sie ein Budget von rund $5 M pro Jahr und sind zu 
ungefähr 80% abhängig von Zuschüssen von der Bundesregierung. Aber das 
gibt uns auch die Freiheit, sehr innovativ zu sein. Wir können alles machen, was 
wir wollen, solange wir Ideen produzieren und die Förderungsmittel von der 
Regierung oder von privaten Konzernen anziehen.  
Das Pervasive Technology Institute hat vier Hauptthemen. Unser größter 
Schwerpunkt ist neue Softwareerfindungen in nutzbare Softwaretools 
umzuändern. Wir sind schneller und flexibler als eine übliche Unifakultät. Wenn es 
praktische Probleme gibt, die etwas mit Informatik zu tun haben und wichtig sind 
oder sofort erledigt werden müssen, können wir sehr schnell Experten sammeln 
und Lösungen finden.  
Folie 8.  
Von Bloomington nach Dresden zu reisen ist relativ einfach. Normalerweise. 
Montag und Dienstag nicht so. Aber normalerweise fährt man nach Indianapolis 
und fliegt einfach nach Dresden. Ich bin normalerweise Delta- und KLM-Kunde, 
und deswegen fliege ich über Detroit, über Amsterdam, und dann weiter nach 
Dresden.  
Folie 9.  
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Aber wieso besucht man—oder besuche ich—Dresden? Wieso arbeiten Indiana 
Universität und die Technische Universität Dresden zusammen? Eine Basis hierfür 
war meine Ausbildung als Doktorand in den Naturwissenschaften an der Indiana 
Universität. 1982 habe ich als Doktorand eine deutsche Auswanderin nach 
Bloomington kennengelernt. Sie heißt Marion Krefeldt, in Bremen geboren und in 
Bremerhaven aufgewachsen. Wir haben uns verliebt und haben 1984 
geheiratet. Zu dieser Zeit sprach niemand in Marions Familie fließendes Englisch. 
Aus Langeweile bei Urlaubzeiten habe ich dann Deutsch gelernt. Und noch 
mein Ph.D. bin ich in Bloomington geblieben bei der Computerzentrum. 
Mein Beruf war sehr viel geändert zwischen 1996 und 1997. 1996 war ich zum 
Direktor für Hochleistungsrechnen ernannt. Und 1997 war ein sehr wichtiges Jahr 
für Indiana Universität. Wir haben unseren ersten Vizepräsidenten für Information 
Technology bekommen. Das ist nicht Informatik im Sinne eines akademischen 
Faches, sondern Computer- und Netzwerk-Dienst. Der damalige 
Universitätspräsident, Myles Brand, hat verstanden, wie wichtig die 
Informationstechnologie für eine Uni sein kann. Er hat den Dr.-Prof. Michael 
McRobbie, aus Australien, als Vize-Präsident für Informationstechnologie 
eingestellt. Und Präsident Brand hat ihm das Ziel gesetzt, dass Indiana Universität 
eine führende Position in Informationstechnologie erreicht. Das war nicht 
einfach. Wir haben ab und zu etwas gutes, interessantes oder wichtiges 
gemacht. Aber muss ich sagen, dass wir damals am bestens eine zweitklassige 
IT-Gruppe waren. Im Frühling 1997 war ich verantwortlich als wir ein SGI 
Origin2000 Supercomputer gekauft haben. Cray hat um diese Zeit SGI 
aufgekauft, und so bin ich 1997 nach Stuttgart zur Cray Users Group-Konferenz 
geflogen. Total spontan bin ich dann auch nach Mannheim gefahren, um den 
ersten Tag der International Supercomputer-Konferenz zu besuchen. Ich war 
total beeindruckt. Und dann kam ein Ereignis das für mich, ZIH, und das 
Pervasive Technology Institute hilfreich war. 
1997 war die größte Konkurrenz in Supercomputing zwischen den Vereinigten 
Staaten und Japan—also Cray und IBM gegen NEC und Fujitsu. Das National 
Center for Atmospheric Research wollte einen neuen Supercomputer kaufen, 
und das beste Angebot kam von NEC. Cray hat beim US-Handelsministerium 
eine Beschwerde gegen NEC eingereicht. Der Inhalt der Beschwerde war, dass 
die ungerechte Hilfe, die NEC von der japanischen Regierung bekommen hat, 
ungerechter war als die ungerechte Hilfe, die Cray von der amerikanischen 
Regierung bekommen hat. Die US-Regierung hat also eine Strafe gegen 
japanische Supercomputer verhängt. Jeder, der in den Vereinigten Staaten 
einen japanischen Supercomputer kaufen möchte, muss das Vierfache des 
Kaufpreises als Strafe an die US-Regierung zahlen. Danach hat das National 
Center for Atmospheric Research ein Cray gekauft. Mein Chef aber, der aus 
Australien kam, hat viel Interesse an japanische Supercomputer gehabt. Ich 
habe ihm erklärt, dass ein jährlich Besuch nach dem International 
Supercomputer Konferenz in Deutschland ein guten weg die japanische 
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Supercomputer Trends zu folgen war. Also seitdem bin ich fast jedes Jahr zur 
International Supercomputer-Konferenz gefahren.  
1998 habe ich bei der International Supercomputer-Konferenz eine Vampir-
Lizenz für Indiana Universität gekauft. Das war die Anfang der Zusammenarbeit 
zwischen Technische Universität Dresden und Indiana Universität, spezifisch 
zwischen das Pervasive Technology Institute und das Zentrum für 
Informationsdienst und Hochleistungsrehnen (ZIH, aber um dieser Zeit ZHR). Um 
dieser Zeit habe ich auch das erste Mal ein Vortrag von Herr Nagel gehört. 
Dieser Vortrag war mir sehr interessant. 
Sommer 2003 habe ich eine Gastprofessur bei der Universität Stuttgart gehabt. 
Ich habe Bioinformatik gelehrt und bei HLRS gearbeitet. Am Ende dieses Besuchs 
habe ich auch Dresden besucht, um ein Colloquium zu geben. Dabei habe ich 
Herrn Professor Dr. Nagel eingeladen, einem neuen Projekt mit meiner Gruppe 
zu machen. 
Folie 10.  
Von ungefähr 1990 bis 2010 gab es jährliche Wettbewerbe bei der US 
Supercomputing-Konferenz. 2003 war eins von den Themen das 
Gridcomputerwesen, und eine Rubrik hieß „most distributed grid.“ Das hat mich 
auf die Idee gebracht, ein internationales Grid zu erstellen.  
Folie 11.  
Für solche Wettbewerbe muss man ein interessantes Forschungsprojekt haben. 
Unseres war eine Frage über die Entwicklung der Insekten. Bilden Insekten eine 
Klade – eine entwicklungsmäßig vereinte Gruppe - oder bestehen sie aus 
mehreren Gruppen, die aber alle sechs Beine entwickelt haben? 
Folie 12.  
Wir haben gute Software, um diese Frage zu beantworten. Ein Produkt von 
meiner Gruppe war fastDNAml mit MPI. fastDNAml erstellt Entwicklungsbäume 
von DNA-Sequenzen. Die Middleware für unser Grid war PACXMPI von HLRS. Wir 
haben Vampir für die Leistungsoptimierung benutzt. Und wir haben Partner 
gesammelt. Die Technische Universität Dresden war Partner Nummer drei. Mit 
Stuttgart und Dresden an Bord war es dann einfach, weitere Partner zu 
bekommen.  
Folie 13.  
Hier sind 17 von den 67 Tierarten, deren DNA-Sequenzen wir benutzt haben.  
Folie 14.  
Man muss fragen, wieso dieses Thema als Grid-Projekt gemacht werden sollte. 
Wir hatten als Kollege Naturwissenschaftler, die Interesse in der Entwicklung der 
Insekten gehabt haben. Um solche Forschung zu betreiben, braucht man viele 
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Prozessorkerne. Dieser Wettbewerb war ein Mittel, Prozessorkerne von anderen 
HPC-Zentren als Spende zu bekommen. Sehr schlau, glaube ich bis heute. 
Folie 15.  
Und wir haben gewonnen. Wir haben unseres Project Gliederfüsslergrid genannt. 
Unser Grid umspannte sechs Kontinente – nur Antarktis hat gefehlt. Unsere Arbeit 
sagt, dass die Insekten keine einzige Gruppe bilden. Dass bleibt bis heute eine 
Debatte unter Naturwissenschaftlern. Jedenfalls haben wir festgestellt, dass 
Indiana Universität und Technische Universität Dresden gut zusammenarbeiten 
können und willen. 
Folie 16.  
Hier sind weitere Höhepunkte unserer Zusammenarbeit. Besonders wichtig war 
mein Besuch 2016 als Fulbright Senior Specialist – ich war fünf Wochen hier. 
Wichtig war auch, dass der vorherige Technische Universität Dresden 
Angestellter Robert Henschel 2008 von Dresden nach Bloomington umgezogen 
war. Sie können sehen, dass wir viel zusammen gemacht haben, und vieles 
davon hat mit Performanceanalyse und Datenanalyse zu tun. 
Folie 17.  
Hier sehen Sie eine Liste von anderen wichtigen Besuchen zwischen Technische 
Universität Dresden und Indiana Universität. Unsere Partnerschaft ist schon lange 
sehr aktiv. 
Folie 18.  
Hier sind einige von den Berichten von unserer Zusammenarbeit. Wie gesagt, wir 
sind zusammen sehr aktiv. Es gibt mehr als ein Dozent begutachtet Berichten. 
Mehr als ein Dutzend. Und als Sie sehen können, wenn Sie sehr vorsichtig diese 
Folie lesen, die Leitung von Indiana von unserer Zusammenarbeit ist im Lauf des 
Jahres geändert von mir bis Robert Henschel. 
 
Folie 19.  
Hier sehen Sie vier unserer wichtigsten Kollaborationen, die mit Leistungsanalyse 
zu tun haben. 
Wir haben zusammen die erste 100 Gbps Testumgebung mit einem 
internationalen und interkontinentalen Netzwerk gebaut. Davon haben wir in 
2008 bei der Amerikanische SC08 ein „Bandwith Challenge“ gewonnen. Wir 
haben  
2008 haben wir eine Studentengruppe gesammelt, um ein Wettbewerb bei der 
Amerikanischen Supercomputing-Konferenz zu mitteilen. Das war die Cluster 
Performance Wettbewerb. Jede Mannschaft hat Strom- und Geldgrenzen 
gesetzt bekommen. Es ging darum, eine Gruppe von Benchmark-Programmen 
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zu laufen so schnell wie möglich. Und wir haben gewonnen. Auf diesem Bild 
sieht man die „Clustermeisters“-Mannschaft. 
 
FutureGrid war ein sehr wichtiges Projekt. Es war das erste Projekt wofür wir Geld 
vom National Science Foundation bekommen haben, ein Computersystem, das 
amerikanische Forscher und Forscherinnen bundesweit benutzen konnten. Das 
war eine Testumgebung mit Rechnern an vier Standorten. Unsere Partner im 
Fördern der Performanceanalyse waren die Technische Universität und ZIH. Das 
Projekt hat vier Jahre gedauert und war sehr erfolgreich.  
Folie 20.  
Und dann gibt es Trinity. Trinity ist ein sehr, sehr wichtiges Programm für die 
Montage von RNA-Sequenzen, von dem Broad Institute in den Vereinigten 
Staaten veröffentlicht. Die biologischen Resultate sind echt super. Aber die 
Softwareingenieurung war sehr schlecht. Wir haben mit dem ZIH ein Projekt 
gemacht, Trinity zu verbessern. Wir haben relativ viel an dem Programm 
geändert und auch Optimierung benutzt. Und wir waren sehr erfolgreich. Hier 
sehen Sie relativ frühe Laufzeitresultate. Zum Schluss lief Trinity achtmal schneller 
als vorher. Und unsere optimierte Version ist jetzt die offiziell veröffentlichte 
Version von Trinity, die weltweit benutzt wird. 
Folie 21.  
Wieso ist unsere Zusammenarbeit denn so erfolgreich? Kennt Jemanden das 
Buch von Hanna Arendt, „Die Freiheit, Frei zu sein?“ Ich empfehle es. ZIH und das 
Pervasive Technology Institute haben eine andere Freiheit. Nämlich wir haben 
die Freiheit, nicht die Größten zu sein. Weil wir nicht die Größten HPC Zenten 
sind, können wir sehr fleißig und sehr flexibel sein. Wir können immer das 
machen, was Heute wichtig ist, weil wir weniger im festen Programm als die 
größte Hoechleistungsrechnencentrum in Deutschland oder in den Vereinigten 
Staaten haben. Wir haben uns gegenseitig gut verstanden. Und wir haben uns 
gegenseitig sehr geholfen. Am Anfang unsere Zusammenarbeit war das 
Pervasive Technology Institute in Leistungsanalyse und Performanceoptimierung 
noch sehr schwach. ZIH war sehr stark und hat uns sehr geholfen. Und wir 
wiederum haben dem ZIH einen festen Stand und langfristigen Partner in den 
Vereinigten Staaten gegeben. Nun gehören ZIH und das Pervasive Technology 
Institute in unseren jeweiligen Ländern zu den besten Gruppen in unserer 
Größenkategorie. 
Wir haben beide viel Interesse an Performanceanalyse und datenzentriertes 
Rechnen. Und zusammen haben wir viele sehr wichtige und einflussreiche 
Projekte ausgeführt. 
Als der Gründer unserer Zusammenarbeit von der Seite der Indiana Universität 
kann ich sagen, dass die Schönheit und die historische Wichtigkeit von Dresden 
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unsere Zusammenarbeit erweitert haben. Ich bin schon sehr früh im Leben ein 
großer Opern Fan gewesen. Ich bin ein ganz besonderer Fan von der Musik des 
Carl Maria von Webers und der Musik des Richard Wagners. Beide waren 
Hauskomponist bei der Semperoper hier in Dresden. Dadurch bin ich lebenslang 
Fan von Dresden.  
Aber es gibt noch mehr Gründe. Der Herr Prof. Dr. Nagel hat sich für Indiana als 
Partner interessiert. Herr Nagels Engagement für unsere Zusammenarbeit, und 
seine Hochqualifizierte Gruppe, waren entscheidend als Basis unserer 
Zusammenarbeit. 
Folie 22.  
Was sind die neuen Themen und was kommt in der Zukunft? Zuerst 
Performanceanalyse und Leistungsoptimierung werden immer wichtig bleiben, 
von einem Prozessor bis Exascale. Wie man Hochleistungsrechnen organisiert ist 
für Indiana Universität sowohl als auch Technische Universität Dresden sehr 
wichtig. Wir haben zum Beispiel jetzt ein Cloud-System namens Jetstream. Das ist 
für uns eine sehr wichtige Probe, und wir haben unter anderem ZIH dafür zu 
danken, weil Jetstream eines von den Resultaten unserer Zusammenarbeit mit 
dem Futuregrid System ist. 
Datenzentrumeffizienz ist ein Hauptthema für ZIH, und wir haben als 
komplementäres Thema „Return on Investment.“ Es geht darum, was man 
davon bekommt, wenn man in Computersysteme investiert. Das ist mit Cloud-
Computing eine Größe und komplizierte Frage. Benutzerfreundlichkeit ist auch 
für beide ein Thema. Und in der Zukunft, müssen wir alle über Künstliche 
Intelligenz forschen und fragen. 
Folie 23.  
Abschließend möchte ich die Höhepunkte meines Vortrags wiederholen: 
Durch unsere Zusammenarbeit haben wir die Forschung und 
Hochleistungsrechnung in Deutschland, den Vereinigten Staaten, und weltweit 
beeinflusst.  
Wir haben vieles zusammen erreicht, dass wir allein nicht erreichen könnten.  
Aus einer kleinen, unbedeutenden Gruppe in 1999 hat sich das Indiana 
Universität Pervasive Technology Institute zu einer der führenden Institutionen der 
Vereinigten Staaten in 2019 entwickelt. Ein zentraler Baustein dieser Entwicklung 
war unsere Zusammenarbeit mit dem ZIH. 
Die aktuellen Probleme haben sich im Laufe dieser zwanzig Jahre geändert. 
2003 zum Beispiel war das größte Problem, genügend Prozessorkerne zu 
bekommen und effektiv zu benutzen. Heute sind die größten Probleme die 
Organisation, der Transport, und die Analyse der Daten sowie die Organisation 
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der heutigen hohe Prozessorkernzahlen. Beide Partner sind Pioniere auf diesem 
Gebiet.  
Bei diesem Jubiläum freut es mich sehr zu sagen, dass der Herr Professor Dr. 
Nagel ein ständiger und sehr wichtiger Leiter unserer Zusammenarbeit geblieben 
ist. Wir danken ihm von Herzen. Nach 20 Jahren Zusammenarbeit unter dem 
Motto “Was ist heute wichtig?“ werden wir uns auf weitere 20 Jahre 
Zusammenarbeit freuen. Aber vielleicht sind wir in 20 Jahren Zuschauer. 
Folie 24.  
Wie normal muss ich Geldquellen danken. Besonders jetzt Microsoft, für Geld für 
Forschung über Cloudsystem Benutzerfreundlichkeit. 
Folie 25.  
Und ich muss viele Leute danken, besonders Jacqueline Papperitz un Jenny 
Baumann. 
Folie 26.  
Hier gibt’s eine sehr kurze Werbung. Bitte folgen Sie ScienceNode. 
Folie 27.  
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• Wo und was sind Indiana University und das Indiana University Pervasive 
Technology Institute?
• Wie und wieso kommt man von Bloomington, Indiana, nach Dresden?
• Überblick über die Geschichte der Zusammenarbeit zwischen IU_PTI und ZIH
• Besonders wichtige Themen:
• Grids
• Performanceanalyze und Leistungsoptimierung
• Maschinenraumeffizienz / ROI / Cloud
• Wieso war Zusammenarbeit zwischen der Technische Universität Dresden / ZIH 
und Indiana Universität / PTI erfolgreich?











• Indiana Universität (ingesamt):
• Gegründet - 1820
• Jährliches Budget - $3.5B 
Gewährte Zuschüsse 
FY 2019 - $680M
• Vizepräsidium für IT - 700 
Angestellte
• Pervasive Technology Institute:
• 140 Angestellte





























Mit IU_PTI eingegliederte Zentren:
• Research Technologies
• Center for Applied Cybersecurity Research
• Center for Scientific Cyberinfrastructure 
Research
• Data to Insight Center 
• Digital Science Center 
• Hathi Trust Research Center 
• National Center for Genome Analysis Support 
• …und das Büro des Executive Director
IU_PTI hat vier Themen:
• PTI schafft Wissen, erfindet Technologie 
und fördert Kreativität.
• PTI wandelt neue Erfindungen in nutzbare 
Softwaretools um.
• PTI vermarktet Software.
• PTI  dient dem Bundesstaat Indiana. PTI 
hilft insbesondere bei der wirtschaftlichen 










Wieso geht man von IU bis TU-Dresden?
• 1984 - Craig Stewart heiratet Marion Krefeldt, deutsche Auswanderin in die USA
• 1996 – Craig Stewart wird “Director, Research and Academic Computing”
• Februar 1997 - Michael A. McRobbie fängt als VP für Information Technology an. 
Sein Ziel, vom damaligen Präsidenten Myles Brand angegeben: Indiana University 
“zur absolut führenden Kraft in der Anwendung von Informationstechnologie” zu 
machen.
• Frühling 1997 – IU kauft ein Origin2000 Supercomputer.
• Juni 1997 –Stewart besucht die Cray User Group-Konferenz  in Stuttgart und fährt 
von dort weiter zur ISC-Konferenz in Mannheim. Stewart ist beeindruckt.
• Sommer 1997 – Die United States Department of Commerce verhängt viermal 
Gebühre gegen japanische Supercomputer, die in den Vereinigten Staaten gekauft 
wurden.
• Stewart kauft bei ISC eine Vampir-Lizenz für IU.
• September 1999 – Gründung von Pervasive Technology Labs.




2003 SCxy Konferenz und HPC 
Challenge
• US / International Supercomputing-
Konferenz (unterstützt von ACM und 
IEEE)
• High Performance Challenge – in 2003 
war ein Thema “most distributed grid”










• Vorbereitung – Bioinformatik
• DNA-Sequenzen von NCBI heruntergeladen (67 Arten)
• Sequenzangleichung mit Multi-Clustal 
• Vorbereitung – Grid
• Partners sammeln. 
– Die Technische Universität Dresden war Partner # 3 (IU und HLRS waren 
die erste zwei)
• Leistungsanalyse von fastDNAml mit Vampir
• Eingliederung mit PACXMPI – Grid/MPI Middleware (PArallel Computer 
eXtension MPI) 
• Funf Metacomputers; 8 Systemarten (viele von der Top500 Liste); 6+ 








Wieso dieses Projekt als Grid-Projekt?
• Wir brauchten Prozessorkerne
• Interessante biologische Frage
• Parallelcode, der gut laüft 
(Vampir sei Dank)
• Guter Middlewarecode 
• Ein Sieg macht immer Spaß
• Wir haben zuerst keine Name 
für unseres Projekt. Nach unser 






• Hunderte von Stammbäumen wurden in der 
SC03-Woche kalkuliert.
• Wir haben in der Kategorie Most 
geographically distributed application
gewonnen.
• Wir haben festgestellt, dass IU mit HLRS und 
ZHR gut zusammenarbeiten kann.




Weitere Höhepunkte der Zusammenarbeit
• 2006 Fulbrightbesuch von Stewart als Senior Specialist
• 2007 Bandwidth Challenge - SC07
• 2007 Michael McRobbie wird Präsident von Indiana University
• 2008 “Memorandum of Friendship and Collaboration” unterzeichnet
• 2008 Robert Henschel zieht von Dresden nach Bloomington um
• 2008 Cluster Challenge Erfolg - SC08
• 2009 FutureGrid-Zuschuss vom National Science Foundation, USA
• 2010 100Gbps Testumgebung in Dresden
• 2011 SCinet “Research Sandbox” bei SC11
• 2012 Trinity und NCGAS Leistungsanalyse
• 2013 Nature Protocol Trinity Bericht / Trinity NIH Zuschuss 
• 2014 Guido Juckeland unterricht im Sommersemester GPU bei IU
• 2015 Holger Brunst unterrichtet im Sommersemester GPU bei IU
• 2016 Abhinav Thota hält Vorlesung über Karst Desktop bei ZIH
• 2018 Junjie Li besucht Dresden für SPEC Zusammenarbeit




Andere Besuche im Rahmen der Zusammenarbeit
• 2006 
• PARCO Minisymposium über Bioinformatik in Dresden
• Holger Brunst gibt Vampirtutorial bei IU
• Craig Stewart und Stephen Simms besuchen Dresden; Matthias Müller besucht IU
• 2007 
• Michael Kluge, Guido Juckeland, Andreas Knüpfer, Robert Henschel machen beim Bandwidth Challenge mit
• 2008 
• Robert Henschel zieht nach IU, Guido Juckeland besucht IU
• Studenten aus Dresden machen beim Cluster Challenge mit
• 2009 
• Robert Henschel gibt Vampirfeedbackgespräch in Dresden
• Thomas William fängt an, am FutureGrid-Zuschuss zu arbeiten
• 2010 
• Stephen Simms und Robert Henschel besuchen Dresden, um an der 100Gbps Testumgebung zu arbeiten
• Thomas William unterrichtet Vampirworkshop bei IU
• 2011 
• Thomas William besucht IU, um an der 100Gbps SCinet Research Sandbox zu arbeiten
• 2012 
• Matthias Lieber besucht IU für das Trinity-Projekt 
• Robert Henschel besucht Dresden für Feedbackgespräche zu Trinity und Vampir
• 2013 
• Scott Michael und Craig Stewart besuchen Dresden und geben eine Präsentation über RT-Stats und die US-amerikanische Vision von 
Cyberinfrastruktur
• Thomas William fängt an, am Trinity-Zuschuss zu arbeiten, fängt auch mit jährlichen IU-Besuchen an
• 2014 
• Guido Juckeland kommt nach IU für 2 monatigen Besuch, unterrichtet 2 Kurse im Sommersemester
• 2015 
• Holger Brunst kommt nach IU für 6monatigen Besuch, unterrichtet im Somersemester and übermittelt praktisches Fachwissen zu Vampir 
und Anwendungstuning
• Ben Fulton besucht ZIH um die Arbeit am Trinity-Zuschuss zu Ende zu führen
• 2016 
• Abhinav Thota besucht ZIH um über Karst Desktop zu reden
• 2017 
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Trinity RNA-Seq Assembler Leistungsoptimierung
• Neuaufbau von Transkriptom von RNA-seq Daten
• Ziel: alle exprimierten Gene identifizieren und katalogisieren
• Herausforderung: Trinity ist die beste solcher Software und für Wissenschaftler am zuverlässigsten, hat 
aber eine sehr niedrige Leistungsfähigkeit
• Wir haben nur globale Optimierungen, die der Endnutzer gebrauchen kann. 
• leichte Plazierung und leichtes Anheften von Prozess Thread mit KMP_AFFINITY und "numactl"




Zusammenarbeit zwischen Indiana Universität und 
TU-Dresden – wieso und was kommt davon?
• Die Freiheit, nicht die Größten zu sein. Und deshalb fleisig.
• Beide haben viel Interesse an Performanceanalyse und datenzentriertes 
Rechnen.
• Wir verstehen uns sehr gut gegenseitig.
• In 2003 waren PTI und IU in Leistungsanalyse relativ schwach. TU-Dresden war 
sehr stark. Das hilft uns. Und wir haben auch TU-Dresden geholfen.
• Wir haben zusammen viele sehr wichtige und einflussreiche Projekte 
ausgeführt. 
• Jetzt gehören ZIH und PTI in unseren jeweiligen Ländern zu den besten 




Jetzt und in der Zukunft
• Wie man Hochleistungsrechnen organisiert
• Cloud-Computing (z.B. Microsoft HARC Projekt)
• Datenzentrumeffizienz
• Return on Investment (ROI – oder Rentabilität)
• Benutzerfreundlichkeit






• Durch unserer Zusammenarbeit haben wir die Forschung und Hochleistungsrechnung in Deutschland, 
den Vereinigten Staaten, und weltweit beeinflusst.
• Wir haben vieles zusammen erreicht, das wir allein nicht hätten erreichen können. Wir haben 
Forschung gefördert und die Ausbildung von vielen Student/innen, Berufsangehörigen, und zukünftigen 
Professor/innen ermöglicht.
• Aus einer kleinen, unbedeutenden Gruppe in 1999 hat sich das Indiana University Pervasive Technology 
Institute zu einer der führenden Institutionen der Vereinigten Staaten in 2019 entwickelt. Ein zentraler 
Baustein dieser Entwicklung war unsere Zusammenarbeit mit der TU-Dresden und dem ZIH.
• Die Herausforderungen haben sich im Laufe der Zeit geändert:
• 2003 war das größte Problem, genügend Prozessorkerne zu bekommen und wirksam zu nutzen. 
• Heute sind die größten Probleme die Organisation, der Transport, und die Analyse der Daten sowie 
die Organisation der heutigen Prozessorkernzahlen. Beide Partner sind Pioniere auf diesem Gebiet. 
• Der Herr Professor Nagel ist ein ständiger und sehr wichtiger Leiter unserer Zusammenarbeit 
geblieben. Wir danken ihm von Herzen und wünschen ihm nachträglich alles Wunderbare zum 
Geburtstag.
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