We extend a model of feedback and contagion in large mean-field systems by introducing a common source of noise driven by Brownian motion. Although the dynamics in the model are continuous, the feedback effect can lead to jump discontinuities in the solutions -that is 'blow-ups'. We prove existence of solutions to the corresponding conditional McKean-Vlasov equation, by realising them as suitable limit points of the finite-dimensional system, and we show that the pathwise realisation of the common noise can both trigger and prevent blow-ups.
Introduction
This paper illuminates 'blow-up' phenomena in the conditional McKean-Vlasov problem
Here B and B 0 are independent Brownian motions, X 0 is an independent random variable with law ν 0 supported on (0, ∞), and α > 0 and ρ ∈ [0, 1) are fixed constants. The common noise, B 0 , plays a pivotal role: in certain cases it has the power to provoke or prevent a blow-up, which we define as a jump discontinuity of t → L t . A key property of (MV) is that these blow-ups occur endogenously: all the random drivers are continuous, yet jump discontinuities can occur through the feedback effect alone. Our main technical results in this paper are a proof of existence of solutions to (MV), with more general diffusive coefficients, and derivations of conditions that determine if and when jumps occur.
Let ν t be defined by ν t , φ = E [φ(X t )1 t<τ | B 0 ] for test functions φ ∈ C 2 b with φ(0) = 0. Then a simple derivation using Itô's formula (see Remark 3.13) yields the nonlinear SPDE d ν t , φ = 1 2 ν t , ∂ xx φ dt − α ν t , ∂ x φ dL t + ρ ν t , ∂ x φ dB 0 t L t = 1 − ν t (0, ∞), (1.1) between jump times. That is, L t equals the loss of mass at the boundary for a stochastic heat equation on the positive half-line with a transport term proportional to the flux (∂ t L t ) across the origin. Formally, integration by parts gives that ∂ t L t = 1 2 ∂ x V t (0). The jump sizes are determined by the conditions (2.1, 2.2) introduced below.
Our interest in (MV) is as a mean-field model for the interplay between common exposures and contagion in large financial systems, as discussed in [15] . In this case X t ∈ [0, ∞) is the distance-to-default of an 'average' bank or credit-risky asset, ρ captures the extent of common exposures and α > 0 imposes a contagious feedback effect from defaults. A jump in L t corresponds to a 'default cascade' where the feedback in the accumulation of loss explodes and a macroscopic proportion of the financial system is lost instantaneously.
The above model without the common noise motivates the analysis in [14] and numerical schemes for this model have been explored in [20] . A similar financial framework also provides the motivation for [17, 18] -the latest paper extending the deterministic (ρ = 0) model to more generic random drivers (playing the role of the B here) and replacing the constant feedback parameter with a graph of interactions. At a more heuristic level, an analogous model for macroeconomic crises has been proposed in [12] based on a PDE version of (1.1).
Another motivation comes from mathematical neuroscience, where (MV) models the voltage level across a typical neuron in a large mean-field network. This application (with ρ = 0) is the focus of [5, 6, 7, 8, 9] , where the feedback term describes the jump in voltage level experienced when a neighbouring neuron spikes (i.e. hits a threshold, thus emitting an action potential and then being reset). The addition of a common noise (ρ > 0) is novel and partly captures the effect of some systemic random stimulus influencing all neurons simultaneously, perhaps due to some external influence in the environment. While such common noise mean-field models are used in the neuroscience literature, see e.g. [2, 21] , they have not been treated rigorously. Finally, we stress that common noise McKean-Vlasov systems have recently appeared in the context of mean-field games -see e.g. [3, 4] for a start.
Questions of existence and uniqueness for (MV) are delicate, not least because of the possibility of blow-ups. At present, results are only available for the case ρ = 0 [8, 9, 14, 17] , with uniqueness only known before the first blow-up [14, 17] . In Section 3 we establish global existence of a 'relaxed' version of (MV) via limit points of an associated finite particle system. It is this particle approximation that underpins The plots show different realisations of the solution to (MV) with ρ = 0.5 and the same initial condition. Each pixel represents the value of the density at that space-time point, with space on the vertical and time on the horizontal. On the right, the common noise, B 0 , decreases sufficiently quickly to cause a blow-up to occur. the aforementioned mean-field models. We mention here that the relaxation of (MV) concerns the adaptedness of L (or ν) to B 0 , but further details are left to Section 3. In Section 2, below, we derive a number of results about the possibility and timing of blow-ups. In doing so, our main objective is a simple juxtaposition of the behaviour with and without the common noise.
The possibility and timing of blow-ups
We begin by recalling the notion of a physical solution [8, 14] , which stipulates that, in (MV, ρ = 0), X t and L t must be càdlàg with jump sizes satisfying the equation
together with the minimality constraint 
No common noise ρ = 0
A simple observation is that, since ν t has a density, V t , at all times t > 0 [14, Prop. 2.1], whenever we have V t− (x) < α −1 on a neighbourhood of 0, we know that ∆L t = 0 is fixed by (2.2), and so a blow-up cannot occur at that time. Furthermore, from the proof of [14, Prop. 2.1],
with V 0 ∞ interpreted as +∞ if ν 0 does not have a density. Consequently, we have:
Corollary 2.1. For any initial condition, ν 0 , no blow-up can occur strictly after time α 2 /2π. If ν 0 has a density, V 0 , satisfying V 0 ∞ < α −1 , then a blow-up never occurs.
By working harder we can extend this approach to show that if the initial density is supported far from the boundary, then there is insufficient time for the mass to reach the boundary before the time decay in (2.3) prevents a blow-up. The next result gives a linear range in α, which is clearly not sharp, but will be useful in Section 2.2. α, +∞) then a blow-up will never occur.
Proof. The first part is immediate from [14, Thm. 1.1]. For the second part notice that, by disregarding the absorption at the origin, we have the upper bound
is sufficient.
Transformed loss processes
A question arising from [17] is what happens when we replace the linear loss term in (MV, ρ = 0) with a general function of the loss process:
with f : [0, 1) → R. The case f (x) = − log(1 − x) is considered in [17] . To avoid mass escaping to infinity, restrict to f bounded below, then we know L t → 1 as t → ∞. A first observation is that if f has a positive jump at 
then a blow-up must occur before or at time t.
Proof. For a contradiction, suppose that X is continuous up to and including time t. Then by stopping X at the first time it reaches zero
Taking expectation and using that L (·) is the law of τ
The proof is now complete by noting that L is of finite-variation, since it is continuous and increasing, and so the integral on the right-hand side can be re-written as in the statement of the result.
By taking f (x) = x and sending t → ∞, we recover [14, Thm. 1.1]. Notice that whenever the integral of f over (0, 1) is positive, then for any initial condition we can take α large enough to cause a blow-up. More interestingly, if f is chosen so that its integral over (0, 1) is positively infinite, e.g. f (x) = (1 − x) −1 , then a blowup is guaranteed for any initial conditions and any α > 0. Unfortunately, the case f (x) = − log(1 − x) from [17] has finite integral, so it is unclear from Proposition 2.3 whether a blow-up must occur for every fixed α > 0.
Common noise ρ > 0
For the deterministic (ρ = 0) model, the only parameters controlling blow-ups are the feedback strength, α, and initial condition, ν 0 . The novelty in the common noise model (MV, ρ > 0) is that there are choices of initial condition for which the realisations of the common noise determine whether a blow-up occurs or not. Note, however, that the conclusions of Corollary 2.1 still hold.
Since the solution L is no longer deterministic, the occurrence of a blow-up is now a random event. Theorem 2.5 shows that we can find initial conditions that do not blow up for the deterministic model but have a non-zero probability of blow-up when ρ > 0. The proof uses an explicit construction to show that a blow-up is forced if the sample path of B 0 is sufficiently negative so as to quickly transport the initial mass towards the boundary. Similarly, we identify analogous situations where the realisation of B 
so we are done if we can show X t ≥X t for all t ∈ [0, t 0 ). Let t be the first time X t ≤X t . Since X 0 >X 0 , by right-continuity we have t > 0. By continuity of X and the fact thatX only has downwards jumps (L has only upwards jumps), X t =X t , and this forces
But this is a contradiction, because the left-hand side is non-negative by (2.5), since X t >X t for t < t .
Theorem 2.5 (Blow-up and common noise). (i).
For every α > 0, there exists an initial density V 0 such that, when ρ = 0, any solution L to (MV) does not blow-up, while, for every ρ > 0, P(L has a blow-up) > 0. (ii). Likewise, there are initial densities such that L has a blow-up when ρ = 0, but, for every ρ > 0, P(L has a blow-up) < 1.
Proof. (i). Take the step-function
, then a blow-up cannot occur by Proposition 2.2, regardless of δ > 0. For ρ > 0, our strategy is to consider sample paths of B 0 that move the initial mass close to the boundary in very short time so that only a small amount of mass is lost, and then we apply a modified moment argument to force a blow-up. To this end, define
and fix the parameter m = −2(α − δ)/t 0 with δ < α. By Lemma 2.4, whenever ρB
, whereL is a solution to the deterministic problem
Restrict to the case where L does not blow-up on [0, t 0 ]. We are now free to tune t 0 .
where we use the notation ∆ u,v f := f (v) − f (u) for increments. Taking a conditional expectation and assuming L is continuous upto and including t (which will eventually lead to a contradiction)
To estimate the first moment, notice that
Taking expectation and using Cauchy-Schwarz and t 0 ≤ δ 2 gives
then if we also have ρB
Now fix δ > 0 sufficiently small so that the right-hand side is less than 1/2. But by comparison with Brownian motion, L t → 1 as t → ∞, so we can certainly find t 1 large enough to contradict (2.7). Therefore
(ii). Take V 0 (x) = 4α
α}. If ρ = 0 then a blow-up occurs by [14, Thm. 1.1], since EX 0 = 3 8 α < 1 2 α. For ρ > 0, defineL to be the solution to the deterministic problem with initial density
α}. SinceL is rightcontinuous,L t → 0 as t → 0, therefore by adapting the argument in Proposition 2.2 we can show that there exists t 0 > 0 such that L is continuous on [0, t 0 ]. Furthermore it is no loss of generality to take t 0 > 0 small enough so thatL t 0 ≤ 1 16 . Fix δ = 1 16 α and m > 0, then if ρB
By disregarding absorption at zero, for t ≤ t 0 we have
then we can bound the integrand to get
Hence we can further restrict t 0 > 0 so that for all t ≤ t 0 , ν t− (0, αx) < x, and so if ρB
The work so far has been independent of m, which we now fix as m = t −1 0 K. By Corollary 2.1, we know that a blow-up cannot occur after time
for all x ≤ 1. Therefore, take K large enough so that ν t− ([0, αx]) < x, which ensures no blow-up can occur on [t 0 , t 1 ] either, and hence
as required.
Existence and particle approximation
In the original formulation of (MV), the adaptedness of L to B 0 is a strong requirement. Thus it is natural to consider the 'relaxed' problem
where η denotes the canonical process on the space of càdlàg paths,
, and P is a random probability measure on D R . The purpose of this section is to prove the existence of solutions to (3.1) by recovering them as limit points of the finite particle system 
for every t ≥ 0, which is the discrete equivalent of the physical jump condition. Given this, uniqueness of (3.2) is immediate and a solution can be constructed recursively on the intervals of constancy for L N . The fact that the solutions to (3.1) will arise as limit points of (3.2) is salient, since the intended financial interpretation of (MV) is precisely as a mean-field approximation of the finite system (3.2). For further discussion of the financial modelling aspects we refer to [14, 15] . Assumption 3.1 (Structural conditions). The drift, b(t, x), is assumed to be Lipschitz in space with |b(t, x)| ≤ C(1 + |x|). The volatility, σ(t), and the correlation, ρ(t), are taken to be deterministic functions in C κ (0, T ), for some κ > 1/2, satisfying the non-degeneracy conditions 0 ≤ ρ(t) ≤ 1 − and ≤ σ(t) ≤ −1 , for some ∈ (0, 1).
x for all x > 0 sufficiently small, and X 0 ∼ ν 0 is assumed to have moments up to E|X 0 | 8 < ∞.
For future reference, we note here that the moment bound on X 0 guarantees the uniform bound
Theorem 3.2 (Existence). Suppose Assumption 3.1 is satisfied. Then there is a background space (Ω, F, P), which carries two independent Brownian motions B, B 0 and a càdlàg process (X t ) t∈[0,T ] together with a random probability measure P : Ω → P(D R ), such that (3.1) is satisfied. Moreover, if we definê
then we have the minimality constraint
The pair (P, B 0 ) is obtained as a weak limit point of the empirical measures associated to (3.2), namely (3.8), together with the common Brownian motion, B 0 .
The proof of this theorem is the subject of the remaining sections. Before proceeding, it is instructive to note that, between jumps,ν satisfies the same SPDE as the one we derived for (MV) in the introduction:
b with φ(0) = 0. This follows by a simple argument using Itô's formula (see Remark 3.13). Crucially, we do not know ifν is adapted to the driving noise B 0 . This would be the case if we could prove pathwise uniqueness of (3.3), whereby we could deduce that P is B 0 -measurable and thus it would drop from the conditional law in (3.1). This is the approach taken in [13, 15] , however, those uniqueness arguments do not extend to the present model due to the irregularities in the lossL.
As in the deterministic (ρ = 0) model, condition (2.2) constrains the smallest jump size a solution can have whilst also being càdlàg. We prove this below, with a slight adjustment to the argument in [14, Prop. 1.2]. This result is used later in the proof of Theorem 3.2. Proof. We will proceed by contradiction, so supposeL is a càdlàg solution for which the inequality is violated at some time t ≥ 0. By following the strategy in the proof of [14, Prop. 1.2] it is no loss of generality to have t = 0, so take
We must account for the common noise and drift term in the dynamics of X. To this end, we introduce the notation
Using the bounds on b from Assumption 3.1, we then have
for all t ≤ τ . Applying Gronwall's lemma gives
along that subsequence for h > 0 sufficiently small. Returning to (3.4) , it follows that
whereȲ h ∼ Normal(0, v(h)) and independent of (B 0 , P) with v(h) :=´h 0 σ(t)(1 − ρ(t)
2 )e C(h−t) dt h. Therefore, after a change of variables, we get
with Φ the normal cdf. At this point the remainder of the proof is identical to that of [14, Prop. 1.2].
Probabilistic Estimates
The key prerequisite for tightness is to control the loss process, L N , near time 0, by exploiting the regularity of the initial condition. The assumption ν 0 ([0, x]) ≤ 1− 2 α −1 x is by no means optimal, but it is already quite general (for ρ = 0, [9, 17] assumes ν 0 is supported away from the boundary) and it allows for a simple intuitive argument to control the loss of mass. Essentially, the point of the constant c = 1− 2 < 1 is that we can utilise c < 1 − c. Proof.
Step 1. Fix 1 − < λ < λ < 1. Setting ε = ε(δ) := δ 1 2 log(1/δ), we have
. Observe that, for all ε sufficiently small,
by the law of large numbers and Assumption 3.1. Note also that ν 
Step 2. Next we define
ε .
Then we claim that, for every I 0 with , it follows from Step 1, Step 2 and some straightforward estimates that
as N ↑ ∞ and δ ↓ 0, where the o(1) terms in δ are uniform in N ≥ 1. Crucially, ρ is bounded away from 1 (c.f. Assumption 3.1), so a time-change in each I i and the law of large numbers yields
as δ ↓ 0, for some c > 0, where Φ is the standard normal cdf. Noting that the cdf is O(exp{−const. × (log δ −1 ) 2 }), the indicator eventually becomes zero as δ ↓ 0 and thus the proof is complete.
The minimality constraint (2.2) will be recovered from the following observation, together with Proposition 3.3.
Lemma 3.5. Fix t < T . There is a constant C > 0 such that, for every δ > 0 sufficiently small, 
Then it must be the case that, 
Consequently,
Defining the event
Taking N ≥ δ 
for our arbitrary choice of . It remains to observe that there exists C > 0, independent of δ, such that P(E ) ≤ Cδ. To see this, we can apply Markov's inequality twice, Cauchy-Schwarz and Burkholder-Davis-Gundy (to Y ) to get
Recalling (3.7) and taking C := max{2c 1 , 1 + 2α} finishes the proof.
Finally, for reasons of continuity, we need the following lemma.
Lemma 3.6. For any T > 0 and δ > 0, we have
Proof. Since L N is increasing, and using the linear bound on the drift, the probability in question is controlled by 
Tightness, Continuity and Convergence
For the purposes of tightness, and following the ideas of [9] , we extend the particle system (3.2) to [0,T ], for a fixedT > T , by considering the empirical measures N , by virtue of its monotonicity. For properties of this topology we will be referring to [16, 22] (in [22] it is called the strong M1 topology and denoted SM 1 ). Importantly, these properties rely on the members of D R being left-continuous at the terminal time, which is the reason for the continuous extension of the particle system toT . We emphasise that (D R , M1) is a Polish space and its Borel sigma algebra is generated by the marginal projections. 
Following [16, Sec. 4] , we can deduce the tightness of (X 1,N ) N ≥1 by showing that
for all N ≥ 1, δ > 0 and 0 ≤ t 1 < t 2 < t 3 ≤T , along with
for every ε > 0. For the first condition, observe that
where Z is given by
Since L N is increasing, the final term on the right-hand side is zero and hence (3.9) follows easily from Markov's inequality by controlling the increments of Z. Finally, (3.10) holds by virtue of Proposition 3.4 and the fact that it also applies at the artificial endpointT .
Recall P N is a random probability measure on (D R , B(D R )) and note that we can write
Proposition 3.8 (Convergence of the loss). Suppose P N converges weakly to P * on (P(D R ), T wk M1 ) and let P * := Law(P * ). At P * -a.e. µ in P(D R ), the mapping µ → µ(t ≥ τ ) is continuous with respect to T wk M1 for all t ∈ T µ ∩ [0,T ) where T µ is the set of continuity points for t → µ(t ≥τ ).
Proof. First of all, we claim that, for any δ > 0, we have
To see this, notice that
By Lemma 3.6, the right-hand side of (3.12) vanishes and hence the claim is indeed true. Consequently, almost every realization of P * is supported on the subset of ζ's in D R with ζ 0 > 0 such thatτ (ζ) <T implies inf s≤δ∧(T −τ ) {ζ s+τ − ζτ } > 0 for any δ > 0.
Consider now a sequence µ
, where µ * is supported on the aforementioned subset. By the previous claim, the set of such µ * 's has full measure under P * = Law(P * ). Applying Skorokhod's representation theorem [1, Thm. 6.7] , there are càdlàg processes Z N and Z (defined on the same background space) such that Z N converges almost surely to Z in (D R , M1) with
By [22, Thm. 12.4 .1], we have Z N 0 → Z 0 > 0 almost surely, so we immediately deduce from dominated convergence that µ N (0 ≥τ ) → µ * (0 ≥τ ) = 0. For t > 0, more work is needed. Let Ω 0 be a set of full probability on which Z N → Z. Then, by [22, Thm. 13.4.1] , it holds for each ω ∈ Ω 0 that there is a set of times T ω of full Lebesgue measure in [0,T ] such that inf s≤t Z N s (ω) → inf s≤t Z s (ω) for every t ∈ T ω . Moreover, by our assumptions on the support of µ * , it holds almost surely that Z s becomes strictly negative immediately after first touching zero. Consequently, dominated convergence implies the almost sure convergencê
After taking expectations and using Tonelli, another application of dominated convergence yieldsˆI .
Then
N,ε t = µ N (t ≥τ ) for t ∈ [ε,T − ε] and ( N,ε ) N ≥1 is automatically relatively compact in the M1 topology [22, Thm. 12.12 .2], so we can pass to a convergent subsequence N k ,ε → ε . By [22, Thm. 12.4.1] , N k ,ε converges pointwise to ε on the co-countable set of continuity points for t → ε t . In particular, dominated convergence yieldŝ
Using the right-continuity, we thus deduce that
. Sending ε → 0 (and noting that we would reach the same conclusion for any subsequence), we conclude that µ
Recalling the tightness from Proposition 3.7, we let P * denote a limit point of
Despite having passed to a subsequence, we shall simply write P N ⇒ P * . For concreteness, we define Ω * := P(D R ) × C R and introduce the random variables P * (µ, w) := µ and B 0 (µ, w) := w on the background space (Ω * , P * , B(Ω * )). Note that the joint law of (P * , B 0 ) is P * with B(Ω * ) = σ(P * , B 0 ). Set L * := P * ( · ≥τ ) and consider the co-countable set of times
Fix s 0 , t 0 ∈ T ∩ [0, T ) with s 0 < t 0 and s 1 , . . . , s k ∈ [0, s 0 ] ∩ T, and let F : D R → R be given by
for arbitrary f 1 , . . . , f k ∈ C b (R). Given this, we define the functionals
and
Lemma 3.9. For P * -almost every µ, we have Ψ(µ n ), Υ(µ n ) and Γ(µ n , w n ) converging to Ψ(µ), Υ(µ) and Γ(µ, w) whenever (µ n , w
. By definition of T, it holds for each t ∈ T that µ(t ≥τ ) = µ(t− ≥τ ) and µ(η t = η t− ) = 1 for P * -almost every µ. Appealing to Proposition 3.8, it thus holds for P * -almost every µ that µ n (t ≥τ ) converges to µ(t ≥τ ) for t = t 0 and t = s 0 , . . . , s k . By invoking Skorokhod's representation theorem [1, Thm. 6.7] , it only remains to observe that almost surely
2 ] ≤ C, by assumption, so the proof is completed by (3.14) and Vitali's convergence theorem. To see that (3.14) holds, note that the t's are a.s. continuity points of Z (for P * -a.e. µ), so the claim is immediate from the properties of M1 convergence [22, Thm. 12.4.1] . Indeed, we have pointwise convergence at the continuity points of Z, and more generally Z Remark 3.10. Below we shall apply Lemma 3.9 and the continuous mapping theorem to P N ⇒ P * . Note, however, that we only established the continuity along sequences with sup n≥1 µ n , sup t≤T |η t | 2 < ∞. That this is sufficient follows from Skorokhod's representation theorem, which provides a sequence of almost surely convergent random variables (Π N , W N ) → (Π * , W * ), with laws P N and P * , thus satisfying
Define a new background spaceΩ := Ω * × D R = P(D R ) × C R × D R equipped with its Borel sigma algebra B(Ω) and the probability measureP given bȳ
For simplicity of presentation, we shall not distinguish notationally between random variables defined on Ω * and their canonical extensions toΩ. Proof. Since sup N ≥1 E|Ψ(P N )| p < ∞ for p > 1, we have uniform integrability, and, for all N ≥ 1,
By construction ofP and using the weak convergence P N ⇒ P * (along a subsequence), it follows from Lemma 3.9 and [1, Thm. 3.5] that
By definition of F we deduce that M is indeed a martingale underP. For the pathwise continuity of t → M t , note that
where W is a standard Brownian motion and the last equality follows from BurkholderDavis-Gundy. By [10, Chp. 3, Thm. 8.8], we conclude that M has a continuous version. The proof is similar for the other processes, using the continuity of Υ and Γ.
Proof of Theorem 3.2. Fix the probability space (Ω,P, B(Ω)) as introduced in (3.15) and recall that this includes fixing a limit point (P * , B 0 ) of (P N , B 0 ). Now define a càdlàg process X onΩ by X(µ, w, η) := η. Then it holds by construction ofP that
where we recall that P * is the joint law of (P * , B 0 ). Consequently, we havē P(X ∈ A | P * , B 0 ) = P * (A), ∀A ∈ B(D R ), Furthermore, Lemma 3.12 below ensures B is independent of (P * , B 0 ), so it follows that (X, P * , B 0 , B) is a solution to (3.1). Finally, by passing to a limit as N → ∞ in Lemma 3.5 and sending δ → 0, we obtain ∆L t ≤ inf{x > 0 : ν * t− ([0, αx]) < x}. SinceL is càdlàg by construction, Proposition 3.3 ensures that we have equality in (3.16) and thus the existence proof is complete.
Lemma 3.12. In the proof of Theorem 3.2, we have (P * , B 0 ) ⊥ B.
Proof. By Assumption 3.1, t → σ(t)ρ(t) is in C κ (0, T ) for some κ > 1/2. Hence the map w →ˆ· 0 σ(s)ρ(s)dw s makes sense for any Brownian path w [11, Thm. 6.8] and it agrees almost surely with the corresponding Itô integral against B 0 under P * . Moreover, if (w n ) ⊂ ∩ κ>1/2 C κ (0, T ) converges uniformly to w ∈ ∩ κ>1/2 C κ (0, T ), then the pathwise integrals also converge [11, , so by analogy with Lemma 3.9 we get Λ(µ n , w n ) → Λ(µ, w) where
As in Remark 3.10, we stress that it suffices for our purposes to only have established the continuity of Λ along sequences of Brownian paths. Next, we define the process By definition, we then havê
Thus, the above mentioned continuity of Λ and uniform integrability yieldŝ where we have used that
By (3.17), it holds for P * -a.e. ω ∈ Ω * that η → Y (ω, η) is a martingale under P * (ω). A similar argument shows that the quadratic variation of η → Y (ω, η) is´· 0 σ(s) 2 (1 − ρ(s)
2 )ds and, as in the proof of Theorem 3.2, Levy's characterisation theorem then allows us to deduce that, for P * -a.e. ω ∈ Ω * , η → Y (ω, η) is a time-changed Brownian motion under P * (ω) agreeing with the law of Y underP. In particular, P Y ∈ A, (P * , B 0 ) ∈ S =ˆS(P * (ω))({η : Y (ω, η) ∈ A})dP * (ω) =ˆSP(Y ∈ A)dP * (ω) =P(Y ∈ A)P (P * , B 0 ) ∈ S .
Finally, we can observe that B = (B t ) t∈[0,T ] is given as the uniform limit in probability (underP) of Riemann sums of´· 0 (σ(s) 1 − ρ(s) 2 ) −1 dY s . By the above, each of these finite sums are independent of (P * , B 0 ) and hence so is B. This finishes the proof.
Remark 3.13 (Deriving the limiting SPDE). To arrive at (3.3), apply Itô's formula to φ(X t∧τ ), for φ ∈ C 2 b with φ(0) = 0, noting that φ(X t∧τ ) = φ(X t )1 t<τ , to get dφ(X t )1 t<τ = b(t, X t )φ (X t )1 t<τ dt + 1 2 σ(t) 2 φ (X t )1 t<τ dt + σ(t)ρ(t)φ (X t )1 t<τ dB 0 t + σ(t) 1 − ρ(t) 2 φ (X t )1 t<τ dB t − αφ (X t )1 t<τ dL t .
This equation holds between discontinuity times ofL. Taking a conditional expectation with respect to (P, B 0 ) kills the stochastic integral in B, because of independence, and interchanging the expectation with the integrals in t and B 0 completes the derivation.
