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In this paper we present a nonlinear variation of parameters method for a neutral 
functional differential equation, without the help of the associated variational 
equation. An application is made to the study of the asymtotic behavior of 
solutions of perturbed equations. (2 1989 Academic Press. Inc. 
1. INTR~OUCT~ON 
Extending the classical variation-of-constants formula for linear systems 
of ordinary differential equations, Alekseev [ 1 ] obtained a variation-of- 
constants formula for nonlinear systems of ODE. Some applications of this 
formula to the problems of stability and asymptotic equivalence were given 
by Brauer [2, 3,4]. In [S] Hale and Meyer presented an extension of the 
variation-of-constants formula for functional differential equations, linear 
case. In [6] Shanholt developed a nonlinear formula for retarded 
functional differential equations. In [7] A. F. Ize and A. Ventura extended 
Shanholt’s formula for neutral functional differential equations of the type 
$ Dx, =f(L x,), x, = $4 (1.1) 
and its perturbed system 
g PY, =f(4 Yt) + d4 Y,h J-0 = 4. (1.2) 
Heref,g: SZ-+E”, QcRxC an open set with C=C([-r,O),F), are 
continuous nonlinear maps with f having a continuous Frechet derivative 
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with respect to X,E C and D: C + En is a continuous linear function 
satisfying 
W = 4(O) - j” C&(Ql d(e), t 2 fl, (1.3) 
-r 
where r > 0, p(t, 0), -r < 8 < 8 is an n x n matrix whose elements are of 
bounded variation and do not have singular parts. 
Our goal in this paper is to determine a formula similar to that obtained 
in [7] under a weaker hypothesis, namelyfis nonlinear and does not need 
to have a Frtchet derivative with respect to x,. We also get as in [8] two 
different forms of the variation of parameters formula for solutions y,(o, (It) 
of (1.2), where one of them is equivalent to that obtained in [7]. This is 
demonstrated in Theorems 3.1 and 3.3. 
The nonlinear variation-of-constants formula in Bernfeld and Lord [ 131 
is a special case of the one given in this paper. It would be interesting to 
generalize the results in this paper to the case where D(d) is a nonlinear 
function of 4 so as to include the results in Lord [14]. 
Application of the different forms to asymptotic behavior problems are 
given in Theorems 4.1 and 4.2. Theorems 4.2 and 4.3 generalize results 
obtained by Botura and Molfeta [ 111 for retarded functional differential 
equations and by Onuchic [ 121 for ordinary differential equations. 
2. PRELIMINARIES 
Suppose r 2 0 is a given real number, R = ( - co, co), E” is a real or 
complex n-dimensional linear vector space with norm 1.1, C( [a, b], F) is 
the Banach space of continuous functions mapping the interval [a, b] into 
F with the topology of uniform convergence. 
If [a, b] = C-r, 01, we let C= C( [ -r, 01, E”) and designate the norm 
of an element 4 in C by ]]& =suP~,~~~~ Id(e)]. Single bars are generally 
used to denote norms in different spaces, but no confusion should arise. If 
PER, A>O, and xEC([o-r, o+A], E”), then for any te[o,o+A], we 
let x, E C be defined by x,(e) = x( t + e), - r G 0 G 0. If Q is an open subset 
of R x C andf, D: Q --+ E” are given continuous functions, we say that the 
relation 
; D(t, x,) =f(t, x,1 (2.1) 
is a functional differential equation. 
A function x is said to be a solution of (2.1) if there are (T E R, A > 0 such 
that xEC([o-r, o+A], E”), (t,x,)EQ, tE[c, a+A], and x satisfies 
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(2.1) on (a,a+A). For a given PER, ~EC, (cJ,~)E~, we say x(0,4) is a 
solution of (2.1) with initial value ((T, 4) or simply (I solution of (2.1) through 
(cr., 4) if there is an A > 0 such that x(cr, 4) is a solution of (2.1) on [o - r, 
0 + A) and x,(0,&) = 4. 
In Eq. (2.1), consider now D: Sz + E” continuous on the open set 
52 c R x C and linear in 4. By the Riesz representation theorem there is an 
n x n matrix p( t, f3), 8 E [ - r, 01, t E R, of bounded variation in 8 such that 
DEFINITION 2.1. Suppose 52 is an open set in R x C and b is given in 
C--r, 0] and D: 52 -+ F is continuous and linear in 4. We say the function 
D is atomic at j? on Sz if p(t,fi’)-p(t,fl-)=A(t,fl) where A(t,p) is 
continuous in t, det A(t, j?) ~0, and there is a scalar function y(t, s, /I) 
continuous for t E R, s > 0, y( t, 0, 8) = 0 such that 
)i 
fi f s 
&(t, 0) 4(O) - 44 P) 4(P) G Y(L $3 m sup 14m. (2.3) 
8-s p -s<o<p+r 
Of course it is understood in this definition that only those values of 6 
are considered in (2.3) for which 8 E [ -r, 01. 
DEFINITION 2.2. If D is atomic at /I = 0 we say the functional differential 
equation (2.1) is a functional differential equation of neutral type (NFDE). 
Remark. In an equivalent manner we can say system (2.1) is a NFDE if 
the integral in (2.3) is nonatomic at zero. We also assume the existence, 
uniqueness, and continuous dependence on initial data for the solution of 
(2.1). For more details see [9]. 
We say function x E C( [a - r - a, o], E”), a > 0 is a solution of (2.1) on 
[a -r-a, o] through (Q, 4) if x0= 4 and for any 7~ [a-a, a], x is a 
solution of (2.1) on [t - r, a] through (7, x,). The solution x is called a 
backward continuation of 4 by (2.1). 
Let U be the values of (t, 0, 4) E R x R x C for which x,(cr, $) is defined 
and for each fixed (t, G) E R x R let U(t, a) = (4 E C: (t, Q, 4) E U}. Also, 
define the solution map T( t, a): U(t, a) c C -+ C by T( t, G) 4 = x,(u, 4). 
From the above conditions, J. K. Hale has established (in unpublished 
notes) the following: 
THEOREM 2.1. Suppose !I2 is an open set in Rx C, D in (2.1) is atomic ut 
0 and at -r on 52, and U, V(t, a) are defined as above. If the functions D, 
A(t, 0), A(t, -r) of Definition 2.1 are uniformly continuous on closed 
bounded subsets of 52 and f(t, 4) is continuous and takes bounded sets into 
409’138 I-? 
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bounded sets, and the initial value problem has unique solution, then the 
solution map T(t, 0): U(t, a) + T(t, 0) U(t, a) is a homeomorphism. 
Remark 1: Compatibility Condition. Since for any fixed t 2 0, 
x,(a,qS)(8)=q5(t+8) when t+0,<0, -r<0<0, we have that 
Considering now 8 = 0, from the relation (2.2) which defines the 
operator D and by integrating the relation (2.1) from CT to t, we get 
D(t, -x,1 - D(a, xc,) = J’ ’ fb, -4 ds, D 
which implies 
X,(O) - j” 
-r 
cdmi X,(e) -x,(o) + j” c44e)i x,(e) 
-I 
= ; As, x,) ds I 
a X,(O) -X,(O) - j” c4e-w b,(e) - xmi -I 
= : fb, x,1 ds I 
=- f [x,(O) - x,(O)] -s” 
-r 
[d,u(B)] xAe) ; xc7(e) 
=$-(s,xJds 
LT 
= f [x,(O) - -m)l - J-” C44@1 40 + 0) -4(e) --I t 
= f f; f(s, x,) ds. 
Now passing to the limit for t -+ 0 + we have 
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Therefore if the initial datum 4 is differentiable with respect to 8 and 
satisfies the compatibility condition D$ = f( cr, 4) we can say that x,( c, 4) is 
differentiable with respect to t for all t > 0. 
Remark 2. The set of maps 4 that are differentiable with respect to 8 is 
dense in C. 
In fact, for-every JE C, there exists 6 of class C’ such that $ 
approximates 6 in C. Let 
By the Lemma 3.2 [9, p. 2813 for every E > 0 we choose Q, of class C’ 
such that 06 = I and I f(a, 4 + @cc,) - f(a, $)I < E. 
Let $ = @a + 4. Then 
Now, if we take o! = a0 + v we get 
DC -f(a, 4) = Iv - Cf(o, i+ @(aa + v)) -.f(a, $)I 
%f h(v). 
Thus h(v) = Iv + O(E) and the range of h contains (0) with E and v 
sufficiently small, which shows the density of the set of the elements $ E C 
that satisfy the compability condition. 
Consider now the systems 
-$ Dx, =S(t, x,) (2.4) 
2 DY, =f(c Y,) + s(c Y,), (2.5) 
where D: C -+ E” is a continuous linear autonomous operator that satisfies 
the relation equivalent to (2.2) and f, g satisfy the same conditions as 
systems ( 1.1) and (1.2). For every solution x,(0,4) of (2.4) we can define a 
nonautonomous linear NFDE of the form 
& Dz, =fx(h x,(s, Y~(o, 4))) z,, f>S>O>O (2.6) 
with z,(g, 4) = 4 which is called the linear variational equation of (2.4) with 
respect to the solution x,(s, y,Jcr, 4)). 
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If 4 E C and z,(b, 4) is the unique solution of (2.6), we define the solution 
map T(t, 0): C + C, t 2 0, by the relation 
T(t, CJ) I = Z,(& #). (2.7) 
Since solutions of (1.6) are continuous in t, B for 0 i t < co, T(& (T) is 
strongly continuous for 0 < t < co. Also 
T(t, t)=Z, T(t, a) T(a, c()= T(t, tl), a<aGttax. 
Write Eq. (2.6) in the form 
$Dz,=W, z,), 
where L: IR + E” is continuous and linear (see, [9, p. 301 I). Let Y(t), 
t > -r, be the n x n matrix solution of bounded variation on compact sets, 
continuous from the right, of the equation 
D(Y,)=I+J’L(s, Y,)ds, t B 6, 
d 
0, 
y,(e)= z 
L 
-r<tl<O, 
8 = 0, (2.8) 
Y,(e) = [T(t, ~1 Y,l(@, eE [+, 01. 
In [7] we proved the following two facts 
LEMMA 2.1. 0” xt(sv Ys(% 4)) fmd Ys(% 4) are differentiable solutions of 
(2.4) and (2.5) with respect to t and s, respectively, then 
and T(t, s; YAC 4)) Y, s(c Y,) 
are solutions of (2.6) that coincide with Y,g(t, ~,(a, 4)) at t=s. 
THEOREM 2.2 (Extension of Alekseev’s variation-of-constants for- 
mula). Under the conditions on systems (2.4) and (2.5) a relationship 
between solutions of those systems is given by 
Yl(6 $4) =x*(5,4) + [’ T( t, s; ys(c, 4)) Yo ds, Y,(~T, (PII ds. (2.9) 
I7 
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3. MAIN RESULTS 
Consider the systems 
(3.1) 
$ DY, =f(c Y,) + At, Y,)? (3.2) 
where f, g: Q -+ E” are nonlinear continuous functions and f(t, 4) takes 
bounded sets into bounded sets, and the initial value problem has unique 
solution, and D: 52 + E” is a continuous linear function satisfying (2.2), and 
D is atomic at o and --r. 
THEOREM 3.1. Suppose that the system (3.1) admits unique solution 
x(((T, 4) for t > (r. Suppose also that 
exists and is continuous for all t B CJ and that @ ‘(t, (T, 4) exists for all t z a. 
Under these conditions any solution y,(a, ~$5) of (3.2) satisfies 
’ @-k a, 2,) J’, gb, YAa, 4)) ds 
> 
(3.3) 
as far as ~,(a, 4) exists for t 2 a as solution of 
f z,(a, 4) = @‘(t, 0, z,) Y, s(t, XAa, z,)). (3.4) 
Proof Let xJa, 4) be any solution of (3.1) existing for t > a. We are 
looking for an element z,(a, 4) of C such that 
Y,(a, 4) = x,(a, zt(a, d)h z, = 4 (3.5) 
is a solution of (3.2). 
Differentiating with respect to t yields 
Now applying D we get 
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f(c Y,(& 4)) +s(4 Y,(U, 4)) =f(& X,(6 z,)) + D @(f, 03 z ) $z,]. 
From (3.5) we have 
g(4 Y&U, 4)) = D 
[ 
@(4 0, z,) f z, . 1 
Now observe that 
x,(s, Ys) = x,(c z,), 
where z,((T, q%) is a solution of (3.4). Since in t = s we have 
x,(c Yr(~, 4)) = Yr(5 4) = x,(u, zt), 
they coincide for all I > s > u. 
Differentiating (3.7) with respect to s yields 
(3.6) 
(3.7) 
f x,h Y,) = f x,(0, zs) = a x,(u, zs) f z,. ati 
Thus 
f x,b, Y,) = @(t, 0, z,) $ z,, tas>o. (3.8) 
Now for a fixed 0 E C-r, 0) and t sufficiently close to s such that 
t+l?cs, we have 
x(t + &s, Ys(c? 4)) = Y(l + 8, 6,4) 
and thus 
Now consider B = 0. From the definition (2.2) of D we get 
=D 
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But the above integral is zero since for -r< 6 < 0 (d/ds) x1($, y,(a, 
yS(~, 4))(e) = 0 and j”I. [I&(0)] q5(0) is nonatomic at zero. 
Thus, we can conclude that for t >, s 2 0, 
Now, since ys(o,4) = x,(s, ys(c,4)) we get 
Thus 
; DY,(u, 4) =f Dxsh Y,(u, 4)) 
= 
[ 
-$ Dx,b, YAP, 4)) 
1 ,=.s 
+ ; Dx.s(f, ~,(a, 9)) 1 , I=, 
which implies 
.f(s, Ys(~, 4)) + g(s, YAU, 4)) 
=fh Y,Au, 4)) + ; Dx,(t> Y,(G, ,,,] 
f = .> 
Thus 
-$ Dx,(t, Y,(c, 4)) 1 = gh YAP, 4)) I=0 
and from the linearity of D, it follows that 
$ x,(s, Y~(o, 4)) >I = ds, YS(U? 4)). L=, (3.10) 
Therefore from (3.9) and (3.10) we can write that for all 8, -r < B < 0, 
1 (0) =YAW gt-5 Y.T(cT 4)). I=3 
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[ $ xh Ys(6 #)I 1 = y, $A& Ys(fl9 4)). ,=A- (3.11) 
Returning to (3.6) and applying (2.2) and (3.8) we can write for t =s, 
since the above integral is zero as we already have seen. 
We now analyze two facts; 
(1) the relation (3.8) is true for all t 2s 3 a; 
(2) from (3.8) we obtain 
and on t=s by (3.11) we can write 
Therefore we can write 
2 x,(4 YJ = @(t, fJ9 z,) @-lb, 67 zs) yo d& Ys(5 4)) (3.12) 
for all t 2 s > (T. 
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Then we can choose z,(o, 4) such that 
;z,(u,o)=@--l(l, u,z,) Y,g(t, y,(fl, 4)), 
which by (3.5) can be written 
f 3 0, 
t 3 u. (3.13) 
Thus the solution of (3.13) determines z,(c, 4) such that relation (3.5) 
becomes true, that is, if ~~(0, d) is a solution of (3.11) then yr(b, 4) given 
by (3.5) is a solution of the system (3.2). 
From (3.13) z,(cr, 4) must satisfy the integral equation 
z,bJ,9)=d+~‘@-1( s, (3, z,) Yo As, x,(o., 4) & ,7 (3.14) 
which establishes the relation (3.3). Notice that y,(a, 4) exists for those 
values of t 3 u for which z,(u, 4) exists and the proof is complete. 
COROLLARY 3.2. Under the assumptions qf Theorem 3.1 the following 
relation is also valid, 
“ I  
Y,(% 4) = X,(U> 4) + J ’ @(c u,z,) @-lb, u, z,) Y,g(s, ys(u, d))ds, (3.15) 
0 
where z,(o, 4) is a solution of (3.3). 
Proof: It is enough to integrate (3.12) from CJ to t and to apply (3.5). 
THEOREM 3.3. Zf in the system (3.1) f has a continuous first FrPchet 
derivative with respect to 4, then the relations (2.9) and (3.15) are equivalent. 
Proof: From Lemma 2.1 we have that if x,(s, yS(cr, 4)) and yr(~, 4) are 
differentiable solutions with respect to s of the systems (3.1) and (3.2) 
respectively, then 
and T(t, s, ys(u., 4)) Y, g(t, Y,) 
are solutions of (2.6) that coincide with Y, g(t, y,) at t = s and by unicity 
they coincide for all t 2 s. 
Then from (3.12) we can write 
T(t, s, ys(u, 4))~ @‘(I, u, z,) @-lb, 6, 2,) 
and the proof is complete. 
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4. APPLICATIONS 
In Theorem 4.1 we will make use of Formula (3.3) and in Theorem 4.2 
we will make use of Formula (3.15). 
THEOREM 4.1. In addition to assumptions of Theorem 3.1, let us suppose 
that 
6) ll@5-‘(t, ~,4) Y, At, x,(~, 4))II Gh(t, 11411) where h-?Co, + ~0) x 
R +, R + ), h( t, 0) E 0, and the trivial solution of 
ti = h(t, u), u(a) > 0 (4.1) 
is uniformly stable; 
(ii) the trivial solution of (3.1) is uniformly stable. Then the trivial 
solution of (3.2) is uniformly stable. 
Proof: By Theorem 3.1, any solution y,(~, 4) of (3.2) satisfies 
Y,(~, 4) =x,(6 Z,(% 411, (4.2) 
where z~((T, d) is a solution of (3.4). The assumption (i) then implies, setting 
m(t) = jlz,ll, the inequality 
D+m(t) = D+ llz,ll < llD+z,ll = II@‘(6 6, z,) Y, g(t, x,(0, 4))lI Q h(t, m(t)), 
which yields, by the comparison theorem [lo, Theorem 1, 4.11, the 
estimate 
llz,(5 4)II = m(t) G 44 c, lIdI 1, (4.3) 
where r(t, u, lj+ll) is the maximal solution of (4.1). 
We have from (4.2) 
IIY,(a, 4111 = IlX,(fJ> Z,(6 $))II. (4.4) 
By assumption (ii), given E > 0, d E R+, there exists a J1(s) > 0 such that 
lIXI(~, 4)II < 63 t>a if II411 <&(E). 
By the fact that u 3 0 of (4.1) is uniformly stable, we conclude that, given 
8,(~)>0, (TER+, there exists a 6(s) > 0 such that r(t, D, u(c)) <S,(E), t 2 CT, 
if O<U((T) < b(s). Thus relations (4.3) and (4.4) yield that jjglj <6(s) 
implies II y,(u, 4)II < E, t > 6, and the proof is complete. 
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THEOREM 4.2. Let us consider the system of NFDE 
-$x,=/O, x,1 
satisfying the same conditions as system (3.1) and suppose that the following 
conditions are satisfied: 
(i) there exists at least one bounded solution of (3.1); 
(ii) for every c1>0 there exists a constant N(U) > 0 such that tf 
/( ‘PII < ~1, then 
Therefore, for any given c > 0 there exists a constant K = K(c) > 0 such 
that if 11rj11 < c we have jIx,(a, q5)II <K, t 2 a, 4 E 52. Moreover any solution of 
(3.1) is uniformly stable in [a, MI). 
Proof Let A be an open subset of D and let 2 c A be a convex set. 
Then if 4,) d2 E ;i and I E [0, 11, we have 
Consider now x1(0, c(A)) as one solution of (3.1). SO 
Integrating from A = 0 to A.= 1 we get 
(4.5 1 
Without loss of generality we can suppose that 
(I) x((e, #i) is the bounded solution of (3.1) of hypothesis (i). 
Thus, there exists k > 0 such that I[x,(u, #i)/ <k, t > (5, and 
(II) Given c > 0, let #2 E A be such that ~~qS2~~ < c. Since ll4,II < K, let 
c1= sup{ c, k}. From hypothesis (ii) we have 
II@(t, n, WI G N(a) => sup Il@(t, 6, VII d N(a). 
VEX 
Now from (4.5) we have 
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which implies 
llX,(~Y 42)ll G 11X,(6 41)ll + N(a)1142 - 4111 
d k + N(a)(c + k) = K= K(c), t>o. 
So x(0,4) is bounded in the future. 
The uniform stability of xI(cr, 4) follows immediately from (4.5). In fact, 
given E > 0 we take 6 = s/N(a) = 8(s, a) = 8(s, k, c) such that II& - 4, II <S 
implies ([x,(0, &) - x,(u, 4,)/l c E Vt 2 cr, completing the proof. 
THEOREM 4.3. Consder the systems of NFDE 
&Dx,=f(t, XI), 
$ol't=f(rv Y,)+~(c Y,), 
(4.6) 
(4.7) 
satisfying the same conditions as systems (3.1) and (3.2). 
In addition assume 
(i) there exists at least one bounded solution of (4.6), 
(ii) for every a > 0 there exists a constant N(a) >O such that if 
II Yll <N(a), then II@(t, u, Y)lI <N(a) and II@-‘(t, o, Y)II <N(a), t 2 c, 
(iii) for every a > 0, there exists a continuous function h(t, a) > 0 with 
jr h(t, a) dt < co, such that if ~~q5~~ <a Ig(t, #)I < h(t, a). 
Then given E > 0 and c > 0, there is a real T= T(E, c) > 0 such that ifq5 E A 
with ~~q5~~ < c, the solutions of (4.7) are bounded in the future and 
IIYr(5 4) - X,(G 4)II -c&3 VtaraT. 
Proof: By using Theorem 4.2, hypotheses (i) and (ii) imply that for any 
given c >O there is a constant K= K(c) z=-0 such that if llq5ll CC, then 
[[x,(0, #)I[ <K for all t, 0 < t c co. 
From the variation of constants integral formula (3.15) we have 
II yt(o, @III < llxt(~, 4)II+ j-’ Il@(t, ~3 4 @-‘(s> ~3 z,) Y,ds, YAI dx (4.8) 
0 
Suppose that yt(cr 4) is not bounded in the future. 
Let us take M=K+ 1. Then there exists q =~(a) such that 
II yr(o, 4)II < M for all t, 0 < t G v(a), and IIY,~,~(~, 4111 = M. 
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From hypothesis (iii), there exists a continuous function h(t, M) > 0 wrth 
jr h(t, M) dt< co such that Ig(t, yr(u, ti))I <h(t, M) for all t on [o, q(a)]. 
From hypothesis (ii) there exists a constant N(M) >O such that 
lP(4 0, ZJll G NW, IW’( s, u, z,) <N(M) for all t on [a. q(a)], 0 <S < 2. 
Now we choose T, = T,(c), T, > u so that f; h(t, M) < I/[N(M)]2. 
Then for all ?E [o, q(a)] it follows from (4.8) that 
IIYt(Ur 4111 <K+ [Awl2 J-y h(s, M) ds 
I 
<K+ rNJw12 IN(M),2 
=K+l=M. 
Thus IIy,(u, #)I1 <M on [u, q(u)], a contradiction. Then JJ,(~, q5) is 
bounded in the future. 
From (3.15) we have 
As Il~,([r, q5)II GM on [o, co), it follows from hypotheses (ii) and (iii) 
that there exists a constant N(M) > 0 and a continuous function 
h(t, M) z 0 satisfying given E > 0 such that we can choose T= T(E, c) > T, 
suficiently Iarge so that 
and 
< E. 
Therefore, IIyJcr, 4) -x,(, q5)II <E for all t, t 2 u B T, and the proof is 
complete. 
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