The rapid developments of computational quantum chemistry methods and supercomputing facilities motivate the renewed interest in the analysis of the muon/electron interactions in µSR experiments with ab initio approaches. Modern simulation methods seem to be able to provide the answers to the frequently asked questions of many µSR experiments: where is the muon? Is it a passive probe? What are the interaction parameters governing the muon-sample interaction? In this review we describe some of the approaches used to provide quantitative estimations of the aforementioned quantities and we provide the reader with a short discussion on the current developments in this field.
Introduction
Muon spin rotation and relaxation spectroscopy (µSR) and density functional theory (DFT) were first theorized, and later implemented, roughly in the same years. [1] [2] [3] Indeed, during the development of µSR as an experimental technique for studying magnetism in solid state physics, the analysis of the experimental data has greatly benefited from the theoretical insights provided by the first embryonic density functional based simulations. 4 To the best of our knowledge, the first example of this kind dates back in 1975. 5 Dr. P. Meier provided the first results from simulations aiming at identifying the effect of a positively charged interstitial muon in elemental metals. From then on, many works 4, 6 presented and discussed ab initio methods to tackle some common sources of uncertainty that stem from complicated µSR experiments. We summarize them with the following three questions: i) where is the muon? ii) Can we estimate the parameters of the µ − e − interaction Hamiltonian? iii) Is the muon a passive probe?
A renewed effort in trying to answer the above questions with first principles simulations has begun a few years ago. Indeed, what has essentially changed from the 70s is our capabilities in simulating the electronic properties of complex materials, strongly reducing the impact of the approximations that must be adopted to solve the many body electronic (and in some cases also nuclear) problem on the parameters under investigation. It is known, for example, that DFT is very accurate in determining the bond distances and unit cell sizes even when adopting the Local Density Approximation (LDA) for the exchange and correlation potential. This is the rougher approximation, that disregards the non-local effects of the exchange interaction, and there are many cases where it is not sufficient to obtain a realistic description of the material.
Starting from the LDA, the Generalized Gradient Approximation generally improves the description of the lattice positions. From there, in recent years, many rungs have been added to the "Jacob's ladder of density functional approximations for the exchange-correlation energy". 7 Moreover, many body approaches different from DFT and ad hoc corrections to the Kohn-Sham Hamiltonian have greatly improved the ca- * E-mail address: pietro.bonfa@fis.unipr.it † E-mail address: roberto.derenzi@unipr.it pabilities of the density functional method in describing the electronic degrees of freedom of crystals and molecules. The reader is referred to one of the many review articles that discusses this topic. 8, 9 At the same time, the astonishing increase in the computational power obtained during the past 40 years has provided a tangible change in the amount of predictions that simulations can provide.
For what concerns µSR, this has also led to the possibility of addressing the three fundamental questions discussed above with fully ab initio methods.
In this short review article we will briefly address each question, respectively in Sect. 2, 3 and 5, surveying the importance of the quantum nature of the muon in Sect. 4 . The discussion is illustrated by old and recent examples of DFT aided µSR data analysis. We will limit our attention to the simulations involving positive muons since they constitute the vast majority of the experiments performed with µSR nowadays. Since the topic is still rather vast, particular attention will be devoted to the analysis of the simulations performed in crystalline materials, even though we will also touch a few aspects of the analysis of the muon/sample interactions in molecular compounds.
Where is the muon?
Part of the first experiments performed with µSR where devoted to the validation of the then new technique. For this reason the study of elemental crystals and text-book cases were predominant and represented an important development toward a more precise understanding of the muon/sample interactions. Positive muon sites identifications were mainly performed with direct experimental approaches like, for example, following the evolution of the muon frequency shift in a transverse field experiment as a function of the applied stress in a single crystal, 10 notably with the stimulus of theoretical insight, 11 or by the symmetries of the same shifts as a function of the applied field direction, 12 or again obtaining geometrical constraints on the relative position of the muon and the interacting nuclei from avoided level crossing measurements. 13 At the same time, computational methods were used to model the electronic density surrounding the muon and provide, in some cases, information regarding the interstitial position of RCoPO (R = La, Pr) 44 44 PrB 2 O 7 (B = Sn, Zr, Hf) 45 45 the muon and the interaction parameters between the muon and its surrounding electronic environment. In this context, one instructive problem that has been considered with ab initio approaches is the diffusion of the muon in copper. This topic has been widely studied both experimentally 46, 47 and theoretically. 48 From the field and orientation dependence of the decay in single crystalline samples 49 and from ab initio calculations it was soon realized that the occupied muon site is the octahedral interstitial. First principles simulations showed that this is due to the large Zero Point Motion Energy (ZPME) that exceed the self trapping energy gain and makes the tetrahedral interstitial site unstable. 48 Starting from the mid 80s, the increasing computational power allowed to tackle supercells of crystalline materials. Computational efforts were reported mainly for paramagnetic muon states, i.e. muonium, in carbon based and semiconducting materials. Within these simpler crystalline structures ab initio methods allowed the identification of the muon sites 50 and the determination important characteristic of the interaction between the muon and the investigated sample.
More recently, the advent of large computational facilities and the development of effective methods for the solution of the Kohn-Sham equations 51, 52 has led to a rebirth of the DFT approach for providing a description of the muon implantation process in the very end of its deceleration path. Indeed, since it is rarely possible to determine the muon site(s) with experimental methods, the computational approaches are becoming a precious supporting tool for µSR data analysis.
As of today the best compromise between accuracy and efficiency to identify muon sites in molecules and crystalline materials is based on a sampling of the total energy hypersurface which is obtained for the embedding of the charged particle in the host system.
The starting point is to treat the muon as a hydrogen atom within the standard Born Oppenheimer (BO) approximation used in DFT. Depending on the crystalline or molecular nature of the material under study, different approaches are used. In crystalline solids periodic boundary conditions are normally adopted and the final crystal relaxation around the muon is reproduced by choosing a suitably large supercell, in order to limit the interactions between the periodic muon replicas in the simulated system. It is very important to check the convergence of the results against the supercell size. To this aim two requirements are generally inspected:
(1) the interaction between the muon and its replicas must not influence the results, (2) the displacement of atoms must progressively decay as the distance from the muon increases.
This approach has been diffusely used for neutral and charged impurity calculations and has produced accurate results also for µSR in Si, as well as in other elemental semiconductors. [53] [54] [55] [56] [57] For molecular systems the calculation can be less computational expensive since supercells are no longer required. However, in the case of large low symmetry molecules, one must still consider all the possible muon additions to the molecule at inequivalent positions, guiding an educated guess by chemical insight. 58, 59 Table I is a partial list of crystalline compounds where the muon site is assigned, with certainty or tentatively, by experiment. The last rows list the cases where ab initio confirmed the assignment.
The stability and the formation energy barrier of the various muon embedding configurations can be estimated, within the same BO approximation, with the nudged elastic-band (NEB) approach. This method provides an efficient way to identify saddle points and minimum energy paths between known initial and final ionic configurations. Initially, a series of equally separated configurations (called images) along the reaction path is guessed. The images are kept equally separated from each other along the reaction path by adding an elastic band force acting on the images. A constrained optimization of the total energy for all the images, obtained by projecting out the perpendicular and the parallel components to the path of the spring force and of the true force respectively, provides an iterative method to identify the minimum energy path between the initial and final configurations of the muon and its neighborhood.
One of the first success stories was the discovery of a shallow donor state for hydrogen, hence for the muon as well, in Zinc Oxide. It was somehow surprising since hydrogen in p-type (n-type) semiconductors typically acts as a compensating impurity, in a stable H + (H − ) charge state at the bondcenter. 32 A 96 atoms supercell affords the calculation of the formation energies of the various charge states of the hydrogen atom and molecule in ZnO. The large H + -oxygen bond strength leads to the formation of shallow donor states with a low electron density at the hydrogen (or the muon) site, as it is shown in Fig. 1 . The formation energy depends on three critical parameters: the total energy associated to the impu- Figure 2 shows that H 1 is the lowest energy state over the entire range of Fermi-level positions within the theoretical LDA band gap (indicated with a dotted line in Fig. 2 ). We will now argue that H 1 remains the lowest energy state throughout the experimental band gap. Careful inspection of band structures and wave functions indeed indicates that hydrogen does not induce any defect level in the band gap; rather, the lowest conduction bands acquire a certain degree of hydrogen character, indicative of a hydrogen-induced resonance above the conduction-band minimum. Electrons placed in this resonance, of course, relax to the conduction-band minimum, where they can be bound to the donor in a hydrogenic state [10] . Our analysis indicates that all the relevant conduction-band states shift upwards when the LDA band gap is adjusted. This behavior can be deduced from the pressure dependence of the Kohn-Sham states, as well as from a comparison of the nlcc calculations with results that explicitly include the 3d electrons [10] . The formation energies of H 0 and H 2 shown in Fig. 2 were obtained by placing electrons in the next available unoccupied state-which turns out to be essentially the conduction-band minimum. When corrections to the LDA band gap are applied, these formation energies will therefore increase relative to that of H 1 . The Fermilevel position where the formation energies of H 1 and H 0 are equal (i.e., the donor level) will remain at or above the conduction-band minimum, and similarly for the acceptor level.
We thus conclude that H 1 is the stable charge state for all Fermi-level positions. This is distinctly different from the situation in other semiconductors, where H is amphoteric, and always assumes a charge state that counteracts the prevailing conductivity. In ZnO, only H 1 is stable, and hence hydrogen exclusively acts as a donor. The formation energy of H 1 is low enough to allow for a large solubility of hydrogen in n-type ZnO. The main reason for the difference in behavior compared to other semiconductors is the large strength of the O-H bond, which drives the formation energy of H 1 down. Figure 2 also shows that the formation energy of H 1 becomes even lower for Fermi-level positions lower in the band gap, i.e., in p-type material. Compensation by hydrogen donors is thus an important concern when acceptor doping of ZnO is attempted.
In addition to isolated interstitials, we have investigated molecular complexes. H 2 molecules prefer a location in the interstitial channel, centered on the AB Zn,Ќ site, and oriented roughly along the c axis. The H-H bond length is 0.798 Å (compared with 0.782 Å for the free molecule, at a 40 Ry cutoff). H 2 is a neutral complex and its formation energy is also included in Fig. 2 . We have also studied complex formation between hydrogen and native defects. A complex consisting of an oxygen vacancy and a hydrogen atom also behaves as a shallow donor. The calculated binding energy, expressed with respect to H 1 and V 0 O , is 0.8 eV. Oxygen vacancies are low-energy defects [3] and may form in large concentrations. In n-type ZnO, these vacancies would be neutral and electrically inactive, but the addition of hydrogen turns them into shallow donors. The hydrogen atom is located close to the center of the vacancy (to within 0.05 Å); this configuration can thus also be regarded as a substitutional hydrogen impurity located on an oxygen lattice site.
Experimental indications for hydrogen's behavior as a donor in ZnO were reported in the 1950s [11] [12] [13] , ZnO being the first semiconductor in which the properties of hydrogen were systematically studied. Those results, however, went largely unnoticed during the upsurge in research activity on hydrogen in semiconductors that started about 30 years later. Mollwo [11] observed an increase in the conductivity of ZnO crystals exposed to hydrogen at temperatures above 200 ± C. The increase in the conductivity was demonstrated to be due to indiffusion of hydrogen, for which an activation energy of 0.91 eV was measured [11, 12] . An increase in conductivity upon exposure to H 2 was also observed by Baik et al. [14] , and by Kohiki et al. [15] who introduced hydrogen by proton implantation followed by annealing at 200 rity in the selected charge state (top axis), the Fermi energy (bottom axis) and the hydrogen/muon ZPME, discussed in Sect. 4. The interplay between these quantities governs the stability of paramagnetic and diamagnetic species, although metastable states must also be taken into account in the case of epithermal implanted muons.
The experimental demonstration of the unexpected shallow donor came just one year later with the observation of its characteristic precession frequencies by Cox and co-workers, 60 confirming the ab initio predictions, and followed two years later by detailed single crystal studies. 61 One common feature of these early examples is that they forcibly concern the simplest crystal structures, that both require more manageable computational efforts, and offer few rather obvious starting guess sites for the muon. The extension to non elemental compounds with more complex structures also implies a strategy for the exploration of the candidate sites.
An example of exploration strategy along the same line of ZnO is provided by Vilão et al. 62 who compared experiments on paratelluride (αTeO 2 ) with DFT within GGA on a 3x3x3 supercell (96 atoms) including NEB calculations to discuss diffusion by means of classical energy barriers. They are thus able to identify the experimental results as a donor and a deep trap configuration.
More recently Silva et al. 31 assigned the muon species observed in yttria. Figure 2 shows the various diamagnetic and paramagnetic configurations obtained for the different charge states considered for the impurity in the simulations. The results highlight the striking difference between the embedding sites obtained with the different charge states and underline the importance of considering various electronic configurations when exploring the muon embedding sites. These examples are still guided in some degree by the chemical insight allowed by the dominant covalent nature of the bonds.
Additional strategies are devised for dominantly ionic compounds. Whenever the candidate muon sites are not easily as- The hydrogen is shown in white and by its charge states. For simplicity the Y2O3 lattice is represented by a perfect structure, where the distortion of the minicubes or the structural relaxations due to the incorporated impurity are not considered. Two different hydrogen positions appear for the Type-B configuration, Type-B(1) and Type-B(2), where the first position is assumed by the negatively charged and neutral system and the latter position only by the neutral system (the differences are due to the surrounding number of O ions). The Type-C configuration is found for the three charged states of hydrogen, and for the positively charged system this is the only stable configuration: the Type-C(1) is found to be the lowest-energy configuration, whereas the Type-C(2) is a higher-energy metastable configuration. The values refer to the distances between the hydrogen impurity with respect to the neighbor anions (GGA-PBE) and are represented in angstroms.
existence of multiple geometrical configurations with higher energies. In these stable configurations hydrogen occupied the Type-A, Type-B, and Type-C sites (see Figs. 1 
and 5).
The Type-C bond-type configuration was found to be the only stable configuration for the positively charged system. In contrast to what has been commonly found in covalent materials, the bond-center and antibonding sites are not stable sites for hydrogen in Y2O3. This suggests that this oxide has a sufficiently high degree of ionicity to destabilize these latter hydrogen configurations.
Positively charged systems (H + )
The only type of stable configuration for the positively charged system occurs when the hydrogen impurity forms a strong covalent bond with an O anion, with a bond length of 1.00Å. In this Type-C configuration, shown in signed by educated guess it is unavoidable to explore all the possible interstitial sites. To this end it is useful to set up a grid of positions and to optimize the impurity site with the use of the Hellman-Feynman theorem, that provides the intermolecular forces and allows the identification of equilibrium geometries. This procedure produces candidate interstitial positions for the muon. The number of points in the grid may usually be reduced with the help of symmetry considerations. This can substantially shrink the computational cost of the simulation.
In recent years, DFT based muon site assignment has been used in several materials. Graphene has been investigated 63 to try and clarify whether diluted hydrogen decorated defects, mimicked by muons, can give rise to magnetism. The authors support their interpretation of the experimental results with DFT predictions of hydrogen decorated carbon vacancies on 6x6 nanoribbon cluster. By contrast adsorption of positive muon on perfect graphene predicts 64 a ground state energy of 0.22 eV directly on top of the carbon atom.
Recently, µSR has played a prominent role in characterizing the newly discovered iron based high temperature superconductors. As a consequence, the muon site in these materials has been widely studied. Most of the initial estimations were based on a naive approach which relies on the analysis of the electrostatic potential of the bulk material obtained from DFT simulations. [65] [66] [67] [68] This method is the direct evolution of the point-charge model widely used in literature. [69] [70] [71] [72] Incidentally we mention that this approach has also been used for materials with diverse electronic properties. 73, 74 The results obtained from the analysis of the unperturbed electrostatic potential (UEP) are generally validated by comparison with the experiment. This is the case of the 11 superconductors. 65 A full ab-initio confirmation of the UEP predictions was provided for the isostructural compound LaCoPO with relaxed supercell calculations. 44 The remarkable success of simple electrostatic potential predictions in simpler three dimensional metals may perhaps be justified by heuristic arguments on the screening of point charges. A recent confirmation is the case of MnSi where accurate supercell calculations 38 introduce only tiny improvements on the UEP predictions. However the accuracy of the UEP method in a layered material like LaFeAsO or LaCoPO is more surprising, and it should probably be considered just a fortunate case. The method cannot be expected to produce reliable results in insulators or in two dimensional materials alternating metallic and charge reservoir layers.
Fluorides represent a notable example of insulator where the UEP method fails. 35 These materials deserve a special mention. Brewer and coworkers identified a striking effect, characteristic of several of them, where the distortion of the lattice produced by the muon on F atoms is very pronounced. 34 The muon-fluorine distance for the most distorted nearest neighbor ions is characterized in details by the experimental measurement, thanks to the quantum entanglement of the muon and fluorine nuclear spins.
This has been used as an ideal test case by Möller et al. 33 and by Bernardini et al. 35 to verify the accuracy of DFT in reproducing the crystalline distortions introduce by the muon. The first two columns of Table II show the experimental and calculated muon-fluorine distances, whose very good agreement is an important validation of the ab initio approach to the muon site identification problem.
As it has been shown from the very beginning by studying the interstitial muon site in elemental crystals, the ZPME plays a crucial role in this procedure. [75] [76] [77] Indeed the large ZPME of the muon, discussed in Sect. 4, may yield classical hopping or quantum tunneling among various interstitial positions. The case of fcc copper represent an instructive example in this perspective. 46 The barrier between the tetrahedral and the octahedral interstitial is too small to bind the muon. Thus no localized muon wave-function is found in that positions. At the same time the barrier between the octahedral sites is small enough to permit both quantum tunneling and classical diffusion for relatively small temperatures. 38 In several instances a successful identification of the muon sites based on a first principle approach relies on the additional evaluation of the ZPME, not just on the solution of a purely electronic problem, and the number of cases where this inclusion proved to be essential is steadily increasing. 31 
Interaction parameters
Another point that has been largely discussed in the literature is the estimation, from first principles, of the interaction parameters between the muon and the electrons (or possibly the nuclei) of the host material. Successful results have been reported from early studies of the hyperfine coupling for diamagnetic muon sites in metallic magnetic materials and for paramagnetic muon sites in semiconductors. 55 In the vast majority of these preliminary studies the electron density and its magnetic polarization at the muon position were used to estimate the hyperfine parameters according to 55 
H =
where the first term is the Fermi contact term and the second is the dipolar interaction, δ is the Dirac delta function, m e = −g e µ B S e and m µ = γ µ I µ are the electronic and the muon magnetic moment operators, r i is the coordinate of the i-th electron in a reference frame centered at the muon and µ 0 is the vacuum permeability.
The parent compound La 2 CuO 4 in its standard crystal group 64 has been first addressed by a 9 Cu + Mu cluster in the Generalized Gradient Approximation (GGA), without quantum treatment of the muon. 41 The authors extract spin densities on Cu, nearest neighbor O ions and the muon. They remark that spin density on oxygen, although definitely smaller than that on copper, provides a non negligible contribution through the second term of Eq. (1), in view of the much shorter distance to the bonded muon, thanks to the r −3 dependence of the dipolar term. This remark might be of more general relevance.
For chemically diamagnetic muon species the contact hyperfine coupling at the muon site is generally the result of a rather small imbalance of the spin density, and the accuracy of its determination strongly depends on that of the DFT description of the many body electronic problem. Even assuming small uncertainties of the muon site coordinates and on the electron magnetic moments a large relative numerical error on the reduced electronic spin polarization at the muon site, produces a considerable relative inaccuracy, that is usually an order of magnitude larger than that typically obtained for the dipolar coupling.
This remark applies e.g. to the one-dimensional quantum antiferromagnet AF Cu(pyz)(NO 3 ) 2 , where a 2x2x1 supercell GGA calculation 80 including the muon in both positive and neutral charge configurations predict large contact couplings for the latter and much smaller ones for the former. The rather low experimental zero field muon precession frequencies rule out the large hyperfine, neutral muon site. The authors implicitly acknowledge the inaccuracy of low spin density DFT estimation by establishing a comparison between the experimental local field and the dipolar contribution alone. This comparison justifies the qualitative statement that the Cu moment must be reduced by a large factor, of order 7-8 with respect to the nominal 1 µ B , as expected from the low dimensional nature of the magnetic order.
Thus, whenever Eq.
(1) provides a reasonably good account of the muon coupling, µSR data together with the muon site assignment allow quantitative determination of magnetic moments and, in fortunate cases, even of magnetic structures. In this perspective a promising approach based on the Bayesian analysis, 81, 82 has been proposed in order to estimate the magnetic moment size and/or the long range magnetic structure of magnetic materials. Indeed by feeding the probabilistic analysis with the DFT results obtained for the identified muon site(s) it is possible to compare quantitatively the expectations for various spin arrangements and determine the most probable long range magnetic order for the sample under investigation.
Equation (1) represents only a first approximation, since it neglects the quantum nature of the muon. Although the approximation often provides at least the correct order of magnitude, if not the exact experimental value for the hyperfine couplings at the muon site, 83, 84 there are known cases in which this approach is not sufficiently accurate. [85] [86] [87] Finally, we notice that estimating ab initio the value of the hyperfine field at the muon site may be differently challenging, depending on the material. For strongly correlated electron material it involves an accurate description of their electronic properties that is not always available with conventional DFT approaches. The reliability of the typical approximations, e.g. LDA+U, must therefore be seriously taken in consideration case by case.
At the opposite end rather accurate results can be obtained for the hyperfine coupling parameters of paramagnetic muonated radicals. [88] [89] [90] [91] [92] This is mainly due to the fact that the contact hyperfine coupling constants are proportional, in this case, to the electron density at the muon site, which is much larger for paramagnetic species. Once again, the key point in this procedure is an accurate electronic description of the molecule, usually obtained with hybrid exchange and correlation functionals. 92 
The quantum muon
In the case of both diamagnetic and paramagnetic muon centers, improved results are obtained if the quantum nature of the muon, usually far from being negligible, is taken into account. This was already considered in most of the first reports on ab initio studies of the muon. 77, 85 Since within DFT the muon is treated as a charged classical particle, the simulations must be extended in order to provide a description of the muon wave-function.
The task is fulfilled with a number of different approaches. [93] [94] [95] [96] [97] [98] [99] We mention here the estimation of the ground state energy of the muon with the analysis of the phononmodes, within the BO approximation for the electrons, 33 and the double adiabatic approximation (DAA), 38 discussed in details by Soudackov and Hammes-Schiffer 100 and Porter et al 101 in which an adiabatic energy surface for the solution of the Schröedinger equation of the muon is obtained.
More accurate approaches may be provided by the NuclearElectronic Orbitals (NEO), 102 using Hartree-Fock methods 103 on an orthogonal basis for the muon and the electrons. Finally, path integral molecular dynamics (PIMD) [104] [105] [106] [107] [108] in principle can yield the most accurate calculations. However, since these techniques are also listed in order of increasing computational costs, their use grows increasingly impractical for materials, such as mixed valence, strongly correlated electron systems, that are already intrinsically complex from an ab initio point of view.
The first two methods treat the muon as a point-like charged particle. The DAA method and the linear response evaluation of the muon phonon modes in the crystal represent the simplest and less computer intensive approaches. The DAA method approximates the potential of the muon Schrödinger equation with the DFT total electronic energy recalculated as a function of fixed muon position in a suitable grid. The phonon based mechanism yields the standard harmonic approximation to the mode frequency, which directly provides the ZPME by a projection method. It has the advantage of treating the muon and the nuclei on the same footing, but the harmonic approximation is usually not very accurate in the muon case. This is indirectly shown for example in Fig. 3 by the highly non ellipsoidal shape of the muon potential energy isosurface obtained by DAA in the case of MnSi. 38 The actual shape of the muon potential energy may be mapped within DAA, to avoid the harmonic approximation, but only inasmuch as the energy scales of the nuclei of the embedding system are well separated from those of the muon. Hence DAA may fail for systems with close-lying muon and hydrogen ions.
The NEO approach introduces a muon wave-function that is optimized together with electronic wave-functions and overcomes the BO approximation, and PIMD treats the nuclei from a quantum perspective by mapping them onto an isomorphic classical polymer of replicas of each nucleus (called bead). In ab initio PIMD, each bead requires a self consistent calculation, thus the computational cost scales linearly with number of beads.
An instance where the drastic approximation of the first two methods (and maybe also of the NEO approach) may fail is the metastability of the neutral H 0 charge state in Si, that was first tentatively assigned 109 to the tetrahedral (T) site Mu 0 T . Specifically, the existence of an absolute energy minimum at the bond-center (BC) Mu 0 BC site 109 is confirmed, in Si and diamond, by Hartree-Fock cluster calculations that identify the tetrahedral site as a local minimum. However, contrasting results regarding the height of the barrier between the two sites and the role of the ground state ZPME of Mu 0 T are reported. 53, 110, 111 Recalling that thermodynamic equilibrium may not be achieved during a muon lifetime, this finding would agree with the low temperature experimental observation of both species in all elemental semiconductors. This fact is partially confirmed by more accurate PIMD calculations in diamond. 107 Figure 4 displays both the experimental (solid line) and the theoretical PIMD (dashed line) jump rates for muons in diamond. The jump rate from the T site to the BC site is several orders of magnitude larger than that from the BC to the T site for all experimentally accessible temperatures. Therefore the simulation predicts, in qualitative agreement with experiment, that Mu 0 T must disappears from observation at high temperatures, when its jumping rate time becomes shorter than a few nanoseconds, whereas in the same temperature range the more stable Mu 0 BC does not delocalise during a few muon lifetimes.
As of today there is no universal solution to obtain a detailed description of the quantum nature of the muon. While for small molecules PIMD gives the most accurate results, this approach is usually prohibitively time consuming for muons embedded in crystalline materials. Indeed there are two aspects specific to µSR experiments that makes PIMD very computationally demanding: the small mass of the muon and, in many cases, the (low) temperature that is used in experiments. Both these conditions contribute to the growth of the required number of beads. For this reason, when performing PIMD, the ab initio methods for the electronic structure evaluation are usually abandoned in favor of less demanding apmodel, with effective charges on the O1 and O2 sites chosen to reproduce the measured CF spectrum [15] . For each Pr site, the muon-induced distortion splits the nonKramers ground state doublet into two singlets (Fig. 4) . These calculations show that the most perturbed Pr ion is not that nearest to the muon (there are three closer Pr ions that are significantly less perturbed), reflecting the highly anisotropic nature of the induced distortion field. Thus, we conclude that the muon is surrounded by a number of close Pr ions in which the CF splitting varies considerably.
We now turn to the hyperfine enhancement of the Pr nuclear spins caused by these CFs. One can consider a twostate model due to Bleaney [26] in which the non-Kramers doublet is split into two singlets jGi and jEi by a small energy ϵ. For a nucleus with spin I the Hamiltonian takes the form
Here, the field B is applied along the z direction and H X accounts for the CF and the splitting ϵ. There is an electronic matrix element α ¼ hEjĴ z jGi, whereĴ z is the electronic angular momentum. This model allows an estimate of the magnetic moment m ¼ k B Tð∂ ln Z=∂BÞ T where Z is the partition function, and yields m ¼ g I μ B I z þ g J μ B α sin θ tanhðϵ=2 cos θk B TÞ, where tan θ ¼ 2αðg I μ B B z þ A J I z Þ=ϵ. In zero-field μSR we take B z ¼ 0 and hence PRL 114, 017602 (2015) P H Y S I C A L R E V I E W 017602-4 proaches like tight-binding Hamiltonians or empirical potentials which may degrade the quality of the description of the electron density.
Is the muon a passive probe?
The muon is a positively charged particle 112 and, when it comes to rest in the lattice, it gives rise to a charged defect that can introduce appreciable local modification to its immediate electronic and ionic environment. The key question in this case is whether the muon can alter the properties of the system that it is supposed to probe in the experiment. The answer to this question can be rarely provided just by µSR experiments and it depends largely on the goals of the measurement. Since a large fraction of the muon studies are directed at magnetic materials the question can be often rephrased into "is the muon distortion capable of altering the apparent magnetic behavior of the investigated sample with respect to that of the crystal without the muon?"
The appreciable crystalline distortions are however generally not a source of concern for magnetic measurements. Their scarce influence may be explained by considering that, firstly, the muon usually forms bonds with the most electronegative atoms of the hosting system, and, in many cases, these atoms do not provide the leading contribution to the exchange integral. Secondly, when the muon does modify the exchange integral, the perturbation is usually confined to the nearest neighbor magnetic atoms. Thus the global magnetic properties are not affected by the perturbation, although the local magnetic field at the muon site may be modified. As long as µSR experiments regard the relative temperature dependence of the local field, the influence is not relevant.
DFT can be directly employed to check the variation of the magnetic moment of equivalent ions as a function of their distance from the muon. Although most often it is indeed found that the charged particle does not modify significantly the magnetic properties of its neighbors, a notably different instance is represented by the one dimensional AF Cu(pyz)(NO 3 ) 2 80 discussed earlier. For neutral supercell simulations there are a couple of muon embedding sites which donate an electron to the 3d orbitals of their nearest Cu, turning it into the diamagnetic Cu + configuration. Such a substan-tial local perturbation is, however, still hard to detect. Indeed, even though the modification does affect the local value of the magnetic field via the dipolar coupling, it has practically no effect on the collective magnetic properties of the system. Therefore the temperature dependence of the magnetic order parameter or that of its slow fluctuations, that induce muon spin relaxation, remain the same as in an unperturbed environment. By contrast, a very interesting case in which the magnetic response of the system is altered by the muon has been recently discussed by Foronda and co-authors. 45 An unexpected quasi-static local field at the muon site was observed in geometrically frustrated pyrochlore iridate Pr 2 Ir 2 O 7 . This effect was argued to be related to a muon induced perturbation of the crystal field levels of Pr which leads to the lifting of the non-Kramers degeneracy of the ground state. 113 This hypothesis has been nicely demonstrated by the results obtained with DFT simulations which provides the deformation of the oxygen tetrahedra surrounding the Pr atoms. The lifting of the degeneracy, shown in Fig. 5 , is reported for the three Pr atoms closer to the muon. The hyperfine interaction between the Pr nuclei and f orbitals is enhanced by the lifted degeneracy and the resulting magnetic moments of the three Pr atoms surrounding the muon are revealed by the µSR experiment, thus masking the properties of the nonmagnetic unperturbed system. 45 Whenever µSR results deviate drastically from expectations, one should critically consider whether they are due to specific local alteration induced by the muon on its surrounding. It also happens that unconventional muon related phenomena are invoked to justify µSR observations. These cases too may profit from a comparison with DFT predictions. For example, it has been suggested that spin polarons may interact strongly with muons, in particular in the noncentrosymmetric magnetic metal MnSi. 114 In this material the spin polaron would consist of an electron coupled to four Mn neighbors, to form a single large spin entity. Binding of the muon to the spin polaron was claimed to justify two precessions observed by Storchack et al. in high transverse magnetic field. 114 This explanation is alternative to the conventional hypothesis of a muon site made inequivalent by the application of the field, to justify the appearance of more than one frequency. For MnSi the site identification by DFT, supporting accurate transverse field experiments and a careful data analysis, proved that the observed frequencies correspond to the latter case. 37, 38 A similar instance is that of deconfined magnetic monopoles that are predicted by theory in spin ices, such as in some rare earth pyrochlores. A recent experiment claimed to have detected by µSR in Dy 2 Ti 2 O 7 a second Wien effect, also referred to as magnetricity, i.e. the dissociation of magnetic charges by an applied field. 115 A subsequent work 78 demonstrated this not to be the case, by comparing observed and simulated spectra on the same material, based on DFT site assignment. Incidentally this is a case where the error in interpretation of the earlier experiment turned out to be a trivial one, and its recognition did not actually rule out the existence of deconfined magnetic charges in Dy 2 Ti 2 O 7 . Rather, a more recent work suggested 116 that the observations of Bramwell et al. 115 are probably still due to magnetricity, although the observation in that work was rather indirect, through a large fraction of muons implanted in close contact to the sample, but outside it, in its cryostat holder.
In both the MnSi and the Dy 2 Ti 2 O 7 cases qualitative analysis could suffice to produce plausibility arguments towards the correct conclusion, but the DFT offered a precious quantitative support to the discussion of the experimental findings. This and other examples, 33 show the effectiveness of the computational approaches in confirming or rejecting the generally accepted belief that the muon behaves as a passive probe.
Limits and Perspectives
One can confidently say that DFT calculations nowadays offer methods for predicting muon candidate sites in many crystalline materials, suitable to be directly employed in the design of µSR experiments and to provide complementary information for the data analysis. We refer here to muon candidate sites because it is presently beyond the scope of DFT to actually predict the branching ratios among such sites during muon implantation, which is effectively an epithermal process.
The literature on DFT based analysis of the effect of charged impurity is vast and often provides precious guidance for the validation of the muon results obtained by numerical simulations. Three intrinsic limiting factors arise when considering DFT as a tool for complementing muon experimental observations.
Open challenges are still represented by critical compositions of solid solutions, such as certain intermetallics, or intermediate valence oxides. It is for instance still very hard to accurately simulate by DFT a specific composition like YBa 2 Cu 3 O 6.35 , at the onset of high T c superconductivity, since a very large supercell would be required. But enough insight can be often gathered by considering end members and simple intermediate compositions.
Another difficulty is sometimes caused by the mean field approach of the Kohn-Sham method, not always sufficient to describe the electronic properties of the materials in all their relevant details. This is notoriously true already for semiconductors, e.g. when excited states are involved, as for the energy gap, although in this case the shortcomings for the muon are easily circumvented. Failures may be more difficult to overcome in the case of strongly correlated systems.
A third problem is related to the BO approximation that is commonly adopted when simulating the muon with ab initio approaches. This latter issue may become rather severe when dealing with the interaction between light atoms and the muon.
Since the purpose of the present review is to concentrate on methods that may be routinely available to assist the analysis of µSR experiments, not all the known theoretical tools qualify. In this sense a universal viable way to tackle the quantum nature of the muon is still missing. Although from the theoretical point of view, many approaches have been developed, 104, 113, 117 most of them become computationally increasingly expensive with the number of atoms, and the number of electrons per atom that are included in the calculation. A compromise between accuracy and speed must be found.
Promising results have been obtained with the nuclearelectronic orbital (NEO) method 102, 118 which, by treating only a small subset of the atoms with non-BO approaches, improves the description of the muon and of other light nuclei with smaller computational costs with respect to other approaches like, for example, PIMD. For the cases where the computational cost of performing PIMD is sustainable, this approach has demonstrated high accuracy. 88 Nonetheless, as of today, its applicability is limited to simpler systems such as molecular materials, where the single DFT self consistent field simulation is computationally not expensive.
Whenever the muon coupling to its environment is dominated by dipolar interactions the site assignment is already sufficient to obtain a fully quantitative muon data analysis, and the influence of the quantum muon treatment may be much less important. By contrast, when contact hyperfine couplings are required for a chemically diamagnetic site, state of the art DFT techniques may not be sufficiently accurate, although the situation will probably change during the next years owing to the advances of both computational methods' efficiency and computational power availability.
Finally, we have shown that the methods we have described above are already a very valuable tool when critically analyzing the possibility of a muon induced effect.
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