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Abstract
Oxidative folding, the process by which folding and disulfide oxidation occur in concert,
is a critical step in the production of many extracellular proteins and is therefore centrally
linked to a vast multitude of important physiological functions. The primary focus of this
dissertation is the remarkable disulfide oxidoreductase DsbA, the sole catalyst of oxidative
folding in Escherichia coli. DsbA was the first oxidative folding catalyst to be discovered,
and remains the strongest known oxidant among the thioredoxin superfamily of disulfide
oxidoreductases due to unique biochemical and biophysical properties. Through the activ-
ity of its substrate repertoire, which includes adhesion structures and toxins, DsbA is an
essential component of many pathogenic processes and therefore is an active target for the
development of novel antibiotics. Though DsbA has been analyzed through a host of bio-
chemical, genetic, and cellular experiments over the quarter-century since its identification,
the elucidation of certain mechanistic details of its catalytic process have proven elusive to
conventional techniques. This primarily results from the experimental difficulties in indepen-
dently monitoring the progress of folding and oxidation during oxidative folding that arise
with conventional, ensemble-averaged approaches. In this work, single molecule force spec-
troscopy methods are applied to investigate the process of oxidative folding as catalyzed by
DsbA. Through observing single substrate molecules as they undergo DsbA-catalyzed oxida-
tive folding, a precise kinetic analysis of the enzyme is constructed. DsbA is demonstrated
to be a highly effective catalyst of oxidative folding, outperforming its eukaryotic counter-
part by substantial margins in every metric considered. This efficacy complements the strong
preference for simpler disulfide connectivity patterns in the Escherichia coli proteome, which
in conjunction likely represent a strategy for navigating the physiological demands that are
imposed by the inherent speed of prokaryotic life, in which a generation can be as short as
twenty minutes.
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“I’m a collection of organic molecules called Carl Sagan. You’re a collection of almost
identical molecules with a different collective label. But, is that all? Is there nothing
in (myself) but molecules? Some people find that idea somehow demeaning to human
dignity, but for myself, I find it elevating and exhilarating to discover that we live in a
universe which permits the evolution of molecular machines as intricate and subtle as
we.”
— Carl Sagan
The above quote, spoken by the astrophysicist Carl Sagan during his popular television show
Cosmos [1] in 1980, casts the phenomenon of life in stark terms. As Sagan wryly states,
life can be thought of, at its barest essence, as the association of a vast ensemble of organic
molecules. Of course, this view is an oversimplification. The term “collection of organic
molecules” does not properly convey those features of living organisms that distinguishes
them from simple aggregations of abiotic material, namely, the means to reproduce, to
adapt to a changing set of challenges, and to pass these adaptations to progeny so that
they accumulate and lead to lifeforms that are increasingly diverse and better-suited to their
environment [2]. It is these abilities that have allowed life to flourish over the past 3.5 billion
years from meager origins in the oceans [3] to the present state, in which living organisms
have colonized nearly every facet and crevice of Earth, even extending to the furthest reaches
of the solar system and beyond1.
1NASA’s Voyager 1 probe exited the bubble of solar plasma known as the heliosphere and entered
interstellar space on August 25th, 2012, becoming the first man-made object to do so [4].
1
CHAPTER 1: PROTEINS: MOLECULAR MACHINERY
Though several theories have been raised [5], the precise sequence of events that led to
the initiation of life remains unknown (and perhaps always will). There is strong evidence2,
however, that the current form of life descended from a more primitive predecessor, in which
the essential molecular functionalities of information storage (for hereditary transmission)
and catalysis (for harvesting energy and for replication of components) were performed by
a single type of polymer: ribonucleic acid (RNA). In contrast, life as it is known today
has largely isolated these tasks to two distinct types of polymers: deoxyribonucleic acid
(DNA), a more stable storage medium, and protein, a more suitable3 material from which to
construct catalysts [8] (Figure 1.1). Though it is unknown exactly how life graduated from
its RNA-dominated origin to its current form, it is widely believed that this process had
already completed before the time that the last common ancestor of all extant organisms
appeared [9]. Thus, it is not unfounded to posit that life’s successes in expansion, adaptation,
colonization, and survival are consequences of this molecular diversification.
Of the essential polymers that define life, proteins display the greatest diversity in struc-
ture and chemical properties and perhaps for this reason have come to occupy central roles
in many fundamental processes of life, including4: motility [12], the maintenance of struc-
ture [13], adhesion [14], signaling [15], regulation of gene expression [16], defense against
pathogens [17], and of course, catalysis of chemical reactions [18]. The versatility of pro-
teins, which allows these diverse tasks to be accomplished by a single type of polymer, is
imparted in large part by the breadth of the repertoire of monomeric subunits (i.e. amino
acids) from which they are assembled (Figures 1.2 and 1.3), as well as their ability to spon-
2The fact that the machinery which synthesizes protein (the ribosome) is composed primarily of RNA [6]
is perhaps the strongest evidence that the latter polymer was the basis for a form of life which predates the
usage of the former. Additionally, the observation that RNA can catalyze certain chemical reactions [7], in
addition to encoding information, lends plausibility to this hypothesis.
3Proteins are assembled from twenty distinct types monomeric units (restricting to those which can be
directly encoded). In contrast, RNA has just four distinct monomeric units (applying the same restriction).
The larger monomeric repertoire of proteins confers a greater versatility in chemical and structural properties,
which in turn results in better-performing catalysts that can access a wider range of chemical reactions [8].
4For brevity, the citations which follow each process provide a single representative example of a protein
which has major importance in that process, though many others exist.
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Figure 1.1: Top: Schematic illustrations of the three major polymers of life. Arrows represent the dominant
modes of transfer between the polymers: the so-called “central dogma” of molecular biology [10]. RNA,
synthesized as complementary copies of DNA templates, is translated into a protein sequence via the ribosome
machinery. During replication of genetic material, nascent DNA is synthesized, with the complementary
parental DNA strand serving as a template. Though not depicted, the two remaining permutations of nucleic
acid transfer (i.e. RNA → RNA and RNA → DNA) are employed in certain, infrequent cases. Therefore,
protein represents the only true dead end in this pathway, as there is no known biological machinery that
is capable of reading a protein sequence and applying it as a template for the synthesis of any type of new
material. Bottom: Crystal structure of T7 RNA polymerase in the process of transcribing RNA from a DNA
template (PDB accession code: 1MSW [11]), which conveniently contains examples of each of the three
major polymers of life. Each component has been colored to match the scheme of the illustrations above.
taneously5 fold into specific three-dimensional structures.
As a consequence of the planar nature of the individual monomeric subunits (Figure 1.3),
a strictly limited range of backbone hydrogen-bonding patterns (referred to as “secondary
structure”) form a dominant component of the folded structure of proteins6 [21, 22] (Fig-
5In certain cases, binding partners, cofactors, or chaperones may be required for folding. Most often,
however, folding is spontaneous [19].
6The consequential nature of this relationship is most prominently exemplified by the achievements of
Pauling and colleagues, who predicted the existence and structure of these patterns in 1951 (seven years
prior to the first experimental determination of a protein structure [20]) based solely upon the observation
that individual peptide units are planar [21, 22].
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ure 1.4). Protein structure is typically modular, organized into autonomously-folding7 and
structurally-discrete “domains” [24] (Figure 1.5), which in addition to providing a means to
assemble structures with complex functionality by concatenation of simpler components, can
have beneficial impacts on folding8. Once folded, proteins may associate with other protein
molecules or a host of non-protein cofactors to form functional complexes. This hierarchical
complexity allows proteins to form, from a limited set of comparatively simple components,
some of the most intricate of the molecular machines of life.
7In general, domains can fold and function in isolation from the rest of the protein. Exceptions to this
rule might occur in cases in which adjacent domains have important structural interactions with one another,
the absence of which precludes formation or maintenance of the folded structure [23].
8Such as acceleration of folding [25], or dissemination of hydrophobic regions throughout the
molecule [26].
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Figure 1.2: Top: Structural formula of an l-α-amino acid, the monomeric component of protein. R
represents a variable component, which becomes a side chain in the assembled polymer. The unionized
form is shown, though at physiological pH, the carboxylic acid is deprotonated and the amine is protonated,
forming a zwitterion. Bottom: Three-dimensional structures of six of the twenty types of amino acids
that can be directly encoded by nucleic acid, shown in zwitterionic form and with their respective three-
letter code identifiers. In these representations, carbon atoms are colored gray, hydrogen atoms are colored
white, nitrogen atoms are colored blue, oxygen atoms are colored red, and sulfur atoms are colored yellow.
Ionic or polar amino acids (such as asparagine, glutamate, and lysine) provide chemical reactivity and
a basis for specific contacts (both intra- and intermolecular). Cysteine confers access to thiol-dependent
chemistry, including the formation of protein-protein disulfide bonds (Section 1.2). Aromatic amino acids
(such as tryptophan) are often involved in hydrophobic interactions, though they commonly mediate key polar
contacts or chemical functionality. Aliphatic amino acids (such as alanine) provide little basis for chemical
reactivity or specific interaction, however, they contribute substantially to forming the hydrophobic core
of folded proteins, and therefore help offset the large entropic penalty associated with confining a flexible
polymer into a semi-rigid structure.
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Figure 1.3: Three-dimensional structure of a diglycine, consisting of two glycine subunits that have been
joined by reaction between the amine functional group of one subunit with the carboxyl group of another,
releasing water and forming a peptide bond between the two components. The atoms are represented as in
Figure 1.2. The peptide bond has substantial π-bond electron density, preventing rotation about the bond
and causing the six atoms that shown as fully opaque to align within a single plane.
Figure 1.4: Structures of an α helix (top) and a β beta sheet (bottom), common backbone hydrogen
bonding patterns in proteins that arise from the planar nature of the peptide bond (Figure 1.3). The atoms
are represented as in Figure 1.2. Side chains have been omitted for clarity, but their position is represented
with tan spheres (which mark the position of the β carbon). Hydrogen bonds are shown as green dotted
lines. The corresponding ribbon diagrams that are used to provide a more interpretable representation
of these structures are shown as outlines. Both of these structures are segments of a crystal structure of
Protein L (PDB accession code: 1HZ6 [27]), an immunoglobulin-binding protein that is commonly used as
a mechanical standard in the field of single molecule force spectroscopy.
6
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Figure 1.5: Crystal structure of a segment of the giant muscle protein titin (domains I65-I68, PDB accession
code: 3B43 [28]), demonstrating the modular nature of protein structure. The structure is composed of
multiple structurally-independent immunoglobulin-like domains (color-coded to indicate distinct domains)
that fold autonomously around separate hydrophobic cores.
7
1.1: PROTEINS UNDER FORCE
1.1 Proteins Under Force
A wealth of insight on the factors that allow proteins to self-assemble into their respective
folded, native states, as well as the structural components and extrinsic factors9 that de-
termine the stability of the native fold, has been gained through experimental approaches
that cause the disassembly of native structures. By definition, the native conformation is
the most thermodynamically-favored for a protein at physiological conditions [29]. Thus,
perturbations that destabilize the native state (with respect to the unfolded state) must be
applied to observe unfolding on experimentally-feasible scales. Whether perturbed or not,
the unfolding of a protein molecule is a consequence of stochastic thermal fluctuations [30].
Perturbation simply lowers the energy barrier of this transition, allowing it to occur with
greater frequency.
Most often, destabilizing perturbations take the form of increased temperature10 [32] or
chemical denaturants [33], such as urea or guanidinium ions. With the advent of single
molecule force spectroscopy methods in the late 1990s, it became possible to apply force to
individual protein molecules and cause them to mechanically unfold [30]. In addition to pro-
viding a new experimental avenue for studies of the denaturation of proteins, these methods
offer distinct advantages over their bulk counterparts for the purposes of capturing rare or
short-lived intermediates, determining folding or unfolding kinetics, and most especially, in
cases where the protein of interest commonly experiences a mechanical load in vivo11. In the
latter case, the vectorial nature of the physiological perturbation cannot be experimentally
replicated with bulk denaturation conditions.
When a protein is placed under a mechanical load, the tension is sustained and dispersed
9Such as solvent conditions, or presence of binding partners.
10Increased temperature, in addition to distorting the free energy landscape [31], increases the magnitude
of the thermal fluctuations that are ultimately responsible for unfolding.
11There are countless examples of proteins that operate under force in vivo. These include proteins which
provide structure within a dynamic framework (e.g. titin [30]), proteins that are involved in mechanosensing
(e.g. talin [34]), and proteins which are responsible for adhesion (e.g. cadherin [35] and the FimH adhesin
from pathogenic Escherichia coli [36]).
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across a network of hydrogen bonds [37]. Unfolding occurs when the key load-bearing ele-
ments of this network stochastically rupture [38]. In a constant-force scenario, the energy of
this rupture is equal to the product of the force (F ) and the amount of extension required
to reach the point at which the load-bearing interactions fail (∆x)12. Based on this, Bell
proposed that the force-dependent rate of rupture (k(F )) could be determined by a simple
Arrhenius equation [41]:
k(F ) = k0e
F∆x/kBT (1.1)
where k0 represents the rate at zero force, kB denotes the Boltzmann constant, and T rep-
resents the absolute temperature. While the Bell model is not a complete description of the
physics of protein unfolding13, the force dependency of unfolding (and many other types of
bond rupture) roughly follows single exponential behavior in many cases [42–46].
Major deviation from ideal Bell behavior occurs in select cases in which the rupture
rate does not monotonically increase with force. Examples of this include catch bond-
ing [36, 47], where force induces more-resilient conformations, and many enzymatic cleavage
reactions14 [43, 48–52], in which the distorted structure of the substrate inhibits binding or
catalysis.
While unfolded, proteins behave as unstructured polymers. As such, compact confor-
mations are entropically favored. With the application of force, the polymer extends to a
point at which the applied force and the entropic restoring force are equal. This effect can be
generally described with simple models of polymer elasticity. The worm-like chain model [53]
is commonly applied to this task (in the form of Marko and Siggia’s approximation [54]):
12This value is typically on the order of several Å [39, 40].
13In particular, the assumption that ∆x is constant with respect to force is probably not entirely valid,
given that a protein’s structure will distort as tension is increased.
14Including the cleavage of disulfide bonds by thioredoxin-family disulfide oxidoreductases [43, 48, 49],
such as the bacterial enzyme DsbA (the focus of Chapter 4). This phenomenon factors prominently into the
experimental design (Section 4.2).
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where s denotes the end-to-end length of the molecule, p denotes the persistence length
(a measure of the stiffness of the polymer), and Lc denotes the contour length (the max-
imal length of the polymer, which is asymptotically approached as the load is increased)
(Figure 1.6). The latter two quantities are intrinsic properties of the molecule, with p
depending mostly on the nature of the backbone of the molecule (i.e. exhibiting weak se-
quence dependency [55]) and Lc determined by the number of monomeric repeats within the
polymer [56, 57]. The Lc and p parameters can be readily measured from force-extension
experiments, in which the extension of the molecule is increased at a fixed rate while the
resulting force is measured [30, 56, 58].
Figure 1.6: Plot of the fractional extension (i.e. s/Lc) of a polymer versus the applied force, as calculated
by the worm-like chain model (eq. (1.2)). To illustrate the influence of the persistence length (p), three
force-versus-extension relationships are shown for three different kinds of polymer (indicated in the upper
left). Unstructured polypeptide (p = 0.66 nm [55]) is the most compliant, followed by single stranded DNA
(p = 2.5 nm [59]), and double stranded DNA (p = 50 nm [60]). In all cases, the polymers are the most
compliant at lower force, with the extension having a steeper dependency on the force in that region. The
elastic responses of the polymers stand in stark contrast to the simple linear response of a Hookean spring
(shown here with a spring constant of 40 pN per Lc).
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In the process of unfolding, the mechanical resilience of the folded structure fails, and
the resulting unstructured polypeptide quickly unravels under force. Under constant force,
this results in a stepwise increase in the extension of the molecule, which initiate with the
rupture of the folded structure, followed by nearly instantaneous unraveling (Figure 1.7).
The amount of increase in extension is the difference between the elastic extension of the
length of polymer that had been sequestered within the structure and the end-to-end length
of the same material while folded (Figure 1.8). By analogy, the cleavage of any load-bearing
interaction (such as an intramolecular disulfide bond [61]) under force will cause a similar
unraveling of a protein15. In this case, the amount of extension upon cleavage (∆s) is given
by:
∆s = α(∆Lc − d) (1.3)
where α denotes the fractional extension of the polymer at the given force (i.e. the force-
dependent value of s/Lc, as determined by solving eq. (1.2)), ∆Lc denotes the change in
effective contour length upon release of sequestered material16, and d denotes the length of
the load-bearing interaction prior to rupture17.
While under force, an extended and unfolded protein may collapse18 due to hydrophobic
and entropic effects19 [63]. In this process, the amount of retraction of the molecule is
governed by the same principles that determine the extension upon unfolding. Therefore, at
a given force, the stepwise changes in extension due to the collapse of a protein will have the
15In fact, unfolding under force can be viewed as a special case of unraveling after cleavage of a load-
bearing interaction. In this case, the load-bearing interaction is the sum of non-covalent interactions which
maintain the folded structure under mechanical load.
16In the case of proteins, ∆Lc is equal to 4.0 Å per amino acid [57].
17In the case of disulfide bonds, d is equal to 8 Å [61].
18Subsequently, the protein may fold from the collapsed state. Another outcome is unraveling again prior
to formation of the stable structure. The probability of each outcome is determined by the folding kinetics
of the particular protein as well as the magnitude of the applied force.
19The rate of collapse increases exponentially with increasing force [62], and can therefore be safely
assumed to be precluded at sufficiently high forces (> 100 pN, as a conservative limit).
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Figure 1.7: Demonstration of the fast rate of unraveling upon unfolding under force. A segment of a
length recording from a molecule containing an immunoglobulin domain held at 165 pN (this data is part
of the recording shown in Figure 3.4). Unfolding causes an extension of 23.9 nm, which begins at the
instant that the domain unfolds, and is completed after just 3.7 ms (defined as the time required for the
instrumental feedback mechanism to complete 90% of the restoration of force, Figure 3.5). The process
of the unraveling extension is even faster than this data demonstrates, as the response of the instrument’s
actuator and feedback controller (defined and described in Section 3.2.1) is generally the rate-limiting step.
same magnitude as the extension due to unfolding, but in the opposite direction20.
20This is demonstrated in Figures 2.9, 3.21 and 3.22.
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Figure 1.8: Schematic representation of the factors which determine the size of the stepwise extensions due
to unfolding under force. The structure with α and β components (bottom) represents a folded protein, and
the black lines represent unstructured polypeptide. The red arrows indicated the direction and magnitude
of the applied force. Dashed lines indicated the end-to-end position of the molecule after extension. The
magnitude of the step is the difference between the extension of the unfolded protein at a given force (which
can be determined by eq. (1.2)) and the end-to-end length of the folded structure. The red, blue, and green




The variable component of the amino acid cysteine terminates with a thiol (-SH ) (Figure 1.2).
As the sole amino acid21 with this property, it can uniquely access certain types of chemical
reactions through the nucleophilic properties of the thiol. Additionally, thiols can be oxidized
to form disulfide bonds in the following chemical reaction:
RSH + R′SH −−→←−− RSSR′ + 2 H+ + 2 e−
Disulfide bonds are the most common type of covalent crosslink in proteins (which
are, by default, linear polymers), and can be either intra- or intermolecular [64, 65] (Fig-
ure 1.9). Disulfides play essential roles in a variety of biochemical reactions [66] and signaling
processes [67, 68], and occur frequently in secreted or extracellular membrane-bound pro-
teins [64, 66, 69–72], where the key structural support that they provide is often requisite
in the harsh environment outside of the comparatively protected and regulated cell inte-
rior [64, 72]. Due to the ubiquity and fundamental importance of disulfide bonds in many
biological processes, it is perhaps unsurprising that their existence is believed to predate the
appearance of the last common ancestor of all extant life [73, 74].
Due to the slow kinetics of direct thiol oxidation, the primary means of disulfide intro-
duction in biological settings is through thiol-disulfide interchange reactions [66]:
RSSR′ + R′′SH −−→←−− RSSR′′ + R′SH
In this reaction, a nucleophilic substitution occurs, with the reduced thiol22 displacing one
21Of the set of twenty that are directly encoded in nucleic acid.
22Technically, the deprotonated form of the thiol (i.e. the thiolate) is the reactive species in this pro-
cess [76]. Thus, the reactivity of a thiol is inherently linked to its pKa value. For the thiols in cysteine,
this value tends towards physiological pH, with an average value of 6.8 in the context of proteins, and 8.6 in
short peptides [77]. Thus, by default, cysteine thiols are at least slightly reactive in physiological conditions,
and this reactivity can be tuned (in either direction) by adjusting the surrounding environment in the folded
protein structure to perturb the value of pKa [78].
14
1.2: DISULFIDE BONDS
Figure 1.9: Top: Structural formula of l-cystine, the simplest case of a cysteine-cysteine disulfide. Bottom:
Crystal structure of lysozyme (PDB accession code: 1YQV [75]), a secreted enzyme which defends against
bacterial infection by digesting the peptidoglycan cell wall and causing lysis. The folded structure is stabilized
by four intramolecular disulfide bonds (shown in gold).
of the previously-oxidized thiols and forming a new linkage with the non-displaced member
of the original bond. Thiol-disulfide interchange is a redox-neutral reaction, with no net loss
or gain of electrons. Thus, the total number of disulfide bonds is conserved.
Series of thiol-disulfide interchange reactions between proteins can be combined to ac-
complish three major tasks (Figure 1.10):
1. Oxidation, in which a disulfide bond is transferred to a substrate from a donor. This
is an essential process of the maturation of proteins which require disulfide bonds for
proper function. Very often, this occurs in concert with folding in a process known as
“oxidative folding” [79] (discussed in detail in Section 1.3 and Chapter 4).
2. Isomerization, in which the net count of disulfide bonds in a substrate molecule does
15
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not change, but the pairing between cysteines is shuffled. This may occur to correct
mispairings that formed during initial oxidation, which often preclude folding [72].
Disulfide isomerization can also have a modulatory or signaling role [80]. Additionally,
errant disulfide isomerization can have damaging or pathological effects in certain cases
(as demonstrated in Chapter A).
3. Reduction, in which a disulfide bond is transferred from a substrate to an acceptor.
This is necessary to reverse any errant oxidation that may have occurred due to oxida-
tive stress or exposure to oxidants, such as peroxide or molecular oxygen.
These reactions are often facilitated by various disulfide oxidoreductase enzymes23, which
are specialized to function as dedicated disulfide donors or acceptors24. The original oxidation
states of these enzymes are regenerated through secondary enzymes, which transfer electrons
to acceptors (e.g. oxygen, via ubiquinone and ubiquinol oxidase [82]) or from donors (e.g.
NADPH [83]). Thus, this process can be viewed as a chain of thiol-disulfide interchange
reactions in which disulfides are circulated between proteins, and created or destroyed only
at specialized terminals that import electrons from a pool of reducing equivalents or release
excess electrons to a terminal acceptor.
23These enzymes differ substantially in sequence but are united in that they nearly all bear a thioredoxin
fold [81], which is well-suited for thiol-disulfide interchange chemistry (as discussed in Section 4.1).
24Here “specialization” refers to a combination of intrinsic factors (e.g. redox potential and reaction
kinetics) and extrinsic factors (e.g. subcellular localization and presence of other oxidoreductase enzymes),




Figure 1.10: Schematic illustration of the three major modes of thiol-disulfide interchange reactions in
biology: oxidation (in which reduced substrates are oxidized, top), isomerization (in which the disulfide
pairings of a substrate are shuffled, center), and reduction (in which an oxidized substrate is reduced,
bottom). A disulfide oxidoreductase enzyme is depicted in blue, and the substrate is depicted in gray.
Oxidized thiol is indicated with a yellow “S”, and reduced thiol (or thiolate) is indicated with an orange
“S”. Though a single enzyme is depicted, multiple enzymes catalyze these reactions in vivo. All reactions
proceed through a mixed disulfide intermediate (shaded region). In the cases of oxidation or reduction, the





In their seminal 1957 report, Anfinsen and colleagues observed that catalytic activity grad-
ually returns to a fully denatured and reduced ribonuclease enzyme (Figure 1.11) if the
enzyme is returned to physiological conditions [33]. Though this was not the first evidence
of the spontaneous refolding of a denatured protein [84, 85], this work was fundamental in
that it demonstrated that the specific disulfide connectivity of the native structure can be
somehow uniquely encoded within a protein’s sequence, even if a large number of possible
non-native pairings exist [86]. This work, in addition to providing a dramatic confirmation of
the then-nascent paradigm that proteins can spontaneously fold into intrinsically-determined
three-dimensional structures [87], represents the first observation of oxidative folding: the
process by which proteins fold and acquire disulfide bonds concurrently.
Though the process of oxidative folding in the early work by Anfinsen and colleagues
utilized abiotic oxidation, oxidative folding in vivo is predominantly mediated by specialized
disulfide oxidoreductase enzymes, which transfer their own disulfide bonds to substrates
through thiol-disulfide interchange reactions [66] (Section 1.2).
Figure 1.11: Crystal structure of bovine pancreatic ribonuclease A (PDB accession code: 1FS3 [88]), which
has four disulfide bonds (shown in gold).
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Figure 1.12: Schematic illustration of the process of enzyme-catalyzed oxidative folding, with the general
sequence of events proceeding from left to right. As in Figure 1.10, oxidized thiol is indicated with a yellow
“S”, and reduced thiol (or thiolate) is indicated with an orange “S”. An oxidized disulfide oxidoreductase
enzyme (blue) forms a mixed disulfide complex with a reduced, unstructured substrate (gray). The substrate
proceeds with folding while in the mixed disulfide complex, until the cognate cysteine is in sufficient proximity
to carry out a thiol-disulfide interchange with the mixed disulfide (shown in detail in the inset), leaving a
folded and oxidized substrate a reduced enzyme.
These enzymes reside in oxidizing compartments of the cell25, where they form mixed
disulfide complexes with nascent, unstructured, and reduced substrates as they are imported
from the reducing environment of the cytosol [89, 90]. The substrate proceeds with folding,
often through the benefit of the folding chaperone functionality that is a common feature of
the enzymes which catalyze oxidative folding [91–95]. The enzyme-substrate mixed disulfide
complexes resolve through a thiol-disulfide interchange between the mixed disulfide and a
free thiol belonging to a substrate cysteine, resulting in a folded and oxidized substrate and
a reduced enzyme26 [96] (Figure 1.12). Thus, during oxidative folding in vivo, the physical
process of folding and the chemical process of oxidation are intertwined.
Catalysts of oxidative folding capture their substrates in mixed disulfide complexes as
they are transported through a translocation channel in an unfolded and reduced state [96–
98] (Section 4.1.1). This confers the major advantage that proteins which require stabilizing
25These compartments are the periplasm and endoplasmic reticulum in prokaryotes and eukaryotes, re-
spectively [89, 90].
26The reduced enzyme is subsequently re-oxidized by a secondary enzyme, which transfers electrons to
a non-thiol electron acceptor for de novo disulfide oxidation to replenish the pool of exchanging disulfide
bonds [89, 90] (Section 1.2).
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disulfide bonds in order to fold are oxidized shortly after their formation, rather than accu-
mulating in the unfolded (and aggregation-prone) state. Additionally, this strategy provides
a degree of insurance that proteins which can fold without oxidation have a low probabil-




Experimental Methods and Materials
This chapter describes the protocols of the experimental procedures performed in the work
described in this thesis. Additionally, rationale and relevant background theory is provided
where appropriate, with the exception of the single molecule force spectroscopy experiments
(Section 2.3), for which the background theory and related technical considerations are
discussed in detail in Chapter 3.
Many of the materials or equipment mentioned in this chapter are followed with infor-
mation enclosed within parentheses, which provides the name of the manufacturer, and if
relevant, additional information such as a model name or concentration. Any use of the word
“water” should be taken to mean distilled, deionized water. For chemicals, if a concentra-
tion or strength is not provided, it should be assumed that the pure material was used. Any
processes that are described without mention of a specific temperature were carried out at
ambient room temperature.
Abbreviations used in this chapter: AFM : atomic force microscope, BSA: bovine serum albumin,
HEPES : 4-(2-hydroxyethyl)-1-piperazineethanesulfonic acid, IMAC : immobilized metal ion affinity chro-
matography, MT : magnetic tweezers, PCR: polymerase chain reaction, SDS-PAGE : sodium dodecyl sulfate
polyacrylamide gel electrophoresis, Tris: tris(hydroxymethyl)aminomethane.
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2.1 Protein Engineering and Manufacturing
One of the most fundamental tools of a molecular biophysicist (or indeed any biologist) is the
means to isolate and manipulate components derived from nature to test hypotheses and gain
mechanistic insight. The rapid progress that has occurred in the field of molecular biology
since Watson and Crick discovered the double helical structure of DNA in 1953 [99] has
yielded a vast array of tools that enable modern biologists to disassemble and reassemble the
materials of life with relative ease. These advances, when combined with the developments
in biochemical methods that allow for the isolation and modification of engineered protein
constructs, provide a potent means for discovery.
This section describes the methods used to prepare the protein constructs used in the
body of work that comprises this thesis. Additional information about these proteins, in-
cluding relevant sequences, is provided in Chapter B.
2.1.1 Preparation of Tandem Repeat Constructs
All single molecule force spectroscopy recordings presented in this thesis used tandem repeat
protein constructs1 with eight repeat units (protein domains). The use of identical repeats
poses a significant challenge for PCR-based cloning and fusion strategies [100]. Thus, to
generate the DNA that encoded the protein constructs, a strategy was employed which
makes use of multiple rounds of restriction endonuclease digestion and ligation to assemble
the construct (Figure 2.1) [56]. This method makes use of three different endonucleases
(BamHI, BglII, and KpnI) with three distinct restriction sites (Figure 2.1, top). Two of the
endonucleases (BamHI and BglII) leave overhangs which are complementary, thus allowing
combinations of digested vectors and digested inserts to be annealed and ligated in the
manner described in Figure 2.1 (bottom). In this process, a single segment of DNA can
be doubled in each round. Additionally this process is equally capable of assembling DNA
1The rationale for which is described in Section 2.4.2.
22
2.1: PROTEIN ENGINEERING AND MANUFACTURING
constructs with heterogeneous modules (though not applied in this work).
All digestions were carried out with enzymes and reaction buffers from New England
Biolabs. Vector digestion was followed by reaction with calf intestinal alkaline phosphatase
(New England Biolabs) to dephosphorylate the 5′ ends and prevent self-ligation. DNA
gel electrophoresis (followed by excision and extraction) was used to isolate the desired
component after each digestion step. Ligation was performed using T4 DNA ligase (New
England Biolabs).
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Figure 2.1: Top: The three restriction endonuclease cleavage sites that are used in this strategy, shown
both schematically and as a DNA sequence (upper strand is 5′ to 3′, lower strand is 3′ to 5′), with the enzyme
names indicated above. The shading in the diagrams and DNA sequences indicates the separate segments
that form after enzymatic cleavage. BamHI and BglII produce complementary cohesive ends, as both leave
GATC overhangs. The long and thin gray rectangles between restriction sites represents DNA of arbitrary
length and sequence. Bottom: Demonstration of the strategy used to concatenate DNA components. The
slanted black lines indicate that the illustrated DNA segment is a part of a circular plasmid vector. Brown
DNA represents the segment that is to be concatenated. The input material is shown on the left. BglII/KpnI
digestion (upper path) leads to a digested vector that is compatible for a BamHI/KpnI insert (lower path).
Following ligation, the brown DNA segment has been duplicated. The hybrid BamHI/BglII site can not be
cleaved by either enzyme and is thus protected in further rounds of digestion. Therefore, this process can
be repeated starting with the product of the first round to obtain a construct with four tandem repeats,
and again for eight repeats. Additionally, this process can be used to assemble fusions of heterogeneous
components. In the case of this work, the DNA segment between the BglII and KpnI sites (which is never
duplicated) is a short linker encoding two cysteine codons followed by a stop codon.
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2.1.2 Protein Expression in Escherichia coli
Though the expression strategies of the different protein constructs used in this work vary in
terms of the background Escherichia coli strain and expression vector used (Chapter B), all
were expressed following the general protocol developed by Studier and Moffatt [101]. In this
method, gene expression is controlled through the use of elements of the Lac operon2 [102] and
induced via treatment with 100 µM - 1 mM isopropyl β-d-1-thiogalactopyranoside (IPTG),
a non-hydrolyzable analog of allolactose. Prior to induction, the cells were grown in lysogeny
broth to a standard density (OD600 of 0.6 - 0.8) via incubation at 37 °C with shaking (250
rpm). This range of density is considered an optimal balance between the number of cells
available to express the protein and the amount of nutrients remaining for protein expression.
After induction, the culture was maintained at 18 - 25 °C with the same amount of shaking.
DsbA from Escherichia coli was expressed without added affinity tags or other addi-
tional residues (Chapter B) but with its native signal peptide, which allowed the endogenous
periplasmic localization machinery to direct the expressed protein into the periplasm (after
which the signal peptide is cleaved) [103]. DsbA was extracted from the periplasm via the
osmotic shock method [104], in which the cells were exposed to high osmolality conditions
(via suspension in Shock buffer, defined in Table 2.3) followed by exposure to low osmolality
conditions (via suspension in Leak buffer, defined in Table 2.4). The resulting extract was
purified by anion exchange chromatography and gel filtration chromatography (described in
Section 2.1.3).
All other protein constructs were extracted via cell lysis, which was performed via high-
pressure extrusion [105] in a French pressure cell (Spectronic Unicam, FA-031 cell, 20,000
psi). The lysate was clarified via centrifugation, and the target protein further purified by
2In this expression scheme, the Lac operon elements typically control the expression of RNA Polymerase
from the T7 bacteriophage. The target gene is inserted into an expression vector which bears T7 promoter
elements. Treatment with IPTG induces expression of T7 RNA Polymerase, which in turn drives expression
of the target gene. The pQE-80L expression vector (used to express certain proteins in this work, Chapter B)
diverges from this strategy, and employs the Lac operon elements to control expression of the target gene
directly.
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immobilized metal ion affinity chromatography (IMAC) followed by gel filtration chromatog-
raphy (described in Section 2.1.3).
2.1.3 Chromatographic Purification of Proteins
IMAC was used as a primary purification step for proteins which bore a hexahistidine tag. In
this process, the target proteins are bound to a solid matrix through chelation of immobilized
metal ions by multiple histidine imidazole coordinations [106]. IMAC was performed using
immobilized Ni2+ resin (QIAGEN, Ni-NTA Agarose) in gravity flow columns. The sample
was bound either by either two passes through the column or by incubation with suspended
resin for 2-3 hours at 4 °C with gentle rocking agitation (prior to column packing). Unbound
material was removed by flowing IMAC Wash buffer (defined in Table 2.1) of a total volume
in excess of 20 times the volume of resin. The target protein was eluted by addition of IMAC
Elution buffer (defined in Table 2.2), which contains a high concentration of imidazole that
displaces the bound histidine. Fractions from the elution were collected and assayed for
purity and protein content via SDS-PAGE.
Anion exchange chromatography was employed in the purification of DsbA, in which the
enzyme bound a solid matrix through electrostatic interactions between negative charges
on the protein and the quaternary ammonium cations embedded within the matrix. This
process was performed using an Äkta FPLC system (GE Healthcare) with either a Mono
Q 10/100 GL column (GE Healthcare) or a HiTrap Q FF column (GE Healthcare, 5 mL
volume). After flowing in the sample in binding conditions (low ionic strength), unbound
material was washed out by flowing a mixture of Anion Exchange A (salt-free) and B (high
salt) buffers (defined in Tables 2.5 and 2.6) with the proportions of this mixture such that
the ionic strength within the column remains unchanged. Washing proceeded until the A280
level equilibrated, at which point gradual elution was performed by linearly increasing the
proportion of the B buffer with a shallow gradient. Fractions from the elution were collected
and assayed as described above.
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All preparations of protein constructs involved gel filtration chromatography as a final
purification step. In this process, proteins are passed through a matrix consisting of a
porous resin, the interior spaces of which are accessible to proteins to a degree that is
inversely proportional to their size. Thus, the effective volume of the column is smaller
for larger proteins, causing them to elute sooner during constant buffer flow. In addition
to further purifying the protein sample, this process removes aggregates and allows for a
complete and relatively rapid3 buffer exchange. Gel filtration chromatography was performed
using an Äkta FPLC system (GE Healthcare) with a Superdex 200 10/300 GL column (GE
Healthcare). The protein was eluted with constant flow (0.25 - 0.50 mL/min) of HEPES
buffer4 (defined in Table 2.7). Fractions from the elution were collected and assayed as
described above.
DsbA was purified from the periplasmic extract (Section 2.1.2) by repetitions of anion
exchange chromatography until the sample had no visible contaminant bands in an SDS-
PAGE assay (when stained with Coomassie blue dye). Typically, this required two or three
iterations. Following this, the sample was reduced by incubation overnight in the presence
of 10 mM dl-dithiothreitol (DTT) at 4 °C. The air in the headspace of the sample container
was displaced with argon gas and sealed in an airtight manner prior to incubation to pre-
vent oxidation. Following this, a final gel filtration chromatography step was executed. To
minimize air oxidation, fractions were collected immediately after elution, concentrated to
100 - 1800 µM, and divided into aliquots that were sized for a single experiment (roughly 4
nmol). The aliquots were immediately flash frozen in liquid nitrogen and stored under argon
at -80 °C. The interval between the removal of DTT (via gel filtration chromatography) and
freezing was less than three hours in duration for all preparations.
All other proteins were purified from the crude lysate (Section 2.1.2) by IMAC followed by
gel filtration chromatography. Protein constructs which contained cysteine residues but were
3As compared to exchange via diffusion through a dialysis membrane.
4Supplemented with 10% glycerol (for its stabilizing effect) if the target protein construct contained
HaloTag.
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not expected to form native disulfide bonds were reduced (as described in Section 2.1.4) at
several points throughout the purification process to remove disulfide-linked contaminants
or multimers. With the exception of DsbA, which was frozen to preserve reduction and
enzymatic activity, protein solutions were stored at 4 °C.
2.1.4 Chemical Modification of Proteins
Proteins were reduced with addition of 1 - 10 mM DTT or 1 mM tris(2-carboxyethyl)phosphine
(TCEP) followed by incubation at 4 °C for 10 - 60 minutes. In the presence of air, both
the reduced protein and reductants will gradually oxidize. Therefore, the protein was no
longer assumed to be completely reduced after 24 hours had passed since the addition of a
reductant.
Oxidation was performed through the addition of hydrogen peroxide to a final concentra-
tion of 0.3% (w/w) followed by incubation at 4 °C overnight. This reaction was executed prior
to gel filtration chromatography in order to remove remaining peroxide from the sample.
Specific biotinylation of AviTag-bearing proteins was accomplished through reaction with




This section describes the methods for manufacturing the non-biological materials that were
required for the experiments described in this thesis. These include the functionalized sur-
faces for force spectroscopy as well as the buffer solutions used in experiments and in the
preparation of biological materials.
2.2.1 Gold-Coated Glass Substrates
Circular glass coverslips (Ted Pella, 15 mm diameter, 0.13-0.16 mm thickness) were cleaned
via sonication (Branson, 2210 Ultrasonic Cleaner) in an alkaline glass cleaning solution
(Hellma, Hellmanex II, diluted to 1-2% in water) for at least 40 minutes at a temperature of
at least 40 °C. After a thorough washing in water, the coverslips were dried in an oven at 70
- 100 °C. The coverslips were then exposed to air plasma (Harrick Plasma, PDC-32G) for 2
minutes as a final cleaning step. Immediately after, the coverslips were placed in a thermal
evaporator (Edwards, Auto 306) and coated with a 20 nm thick layer of a 1:1 mixture of
nickel and chromium (Goodfellow, powder with maximum grain size of 420 µm) followed by
a 40 nm thick layer of gold (Goodfellow, 99.95% pure wire with 1.0 mm diameter). This
results in an atomically-smooth surface which is appropriately functionalized for protein
attachment via thiol-gold bonding.
2.2.2 Silane-Functionalized Glass Substrates
Rectangular glass coverslips (Ted Pella, Superslip® cover glass, 24 × 40 mm, 0.13-0.16 mm
thickness) were cleaned via sonication (Branson, 2210 Ultrasonic Cleaner) in an alkaline glass
cleaning solution (Hellma, Hellmanex II, diluted to 1-2% in water) for at least 40 minutes
at a temperature of at least 40 °C. After a thorough washing in water, the coverslips were
placed in acetone and sonicated for at least 30 minutes at a temperature of at least 25 °C. The
coverslips were then washed in ethanol and sonicated for at least 30 minutes at a temperature
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of at least 25 °C, and were then dried in an oven at 70 - 100 °C. The coverslips were then
exposed to air plasma (Harrick Plasma, PDC-32G) for 20 minutes as a final cleaning step and
to generate reactive radical species on the surface of the glass. Immediately afterwards, the
coverslips were immersed in a solution of (3-aminopropyl)trimethoxysilane (Sigma-Aldrich)
that was freshly diluted to 0.1% strength in ethanol and incubated for 20 minutes, allowing
the silane to react with the plasma-induced radicals. After this step, the coverslips were
thoroughly washed in ethanol and briefly dried in an oven at 70 - 100 °C. The coverslips
were then either further reacted immediately (Section 2.2.3) or stored in a sealed desiccator
chamber.
2.2.3 Magnetic Tweezers Sample Cells
Square glass coverslips (Ted Pella, Micro cover glass, 22 × 22 mm, 0.13-0.16 mm thickness)
were cleaned via sonication (Branson, 2210 Ultrasonic Cleaner) in an alkaline glass cleaning
solution (Hellma, Hellmanex II, diluted to 1-2% in water) for at least 40 minutes at a
temperature of at least 40 °C. After a thorough washing in water, the coverslips were washed
in ethanol and then dried in an oven at 70 - 100 °C. One side of the coverslip was then
made opaque by one of three methods (in order of increasing difficulty and decreasing added
thickness5): covering with black electrical tape, applying three coats of black spray paint, or
by coating with a 60 nm thick layer of a 1:1 mixture of nickel and chromium followed by a
40 nm thick layer of gold (following the method described in Section 2.2.1, beginning with
plasma exposure).
38 × 3 mm strips of paraffin film (Pechiney Plastic Packaging, Parafilm M) were placed
at the edges of the longer sides of 24 × 40 mm silane-functionalized glass coverslips (Sec-
tion 2.2.2) to create a channel parallel to the long axis of the coverslip. The square glass
5It is established in Section 3.3.1 that the maximal force that MT can apply is partially determined by
the thickness of the sample cell (with thinner cells allowing the magnets to approach closer). Thus, for cases




coverslips were placed on top of the paraffin film (with the opaque side facing up), and lightly
pressed near the edges to seal, leaving openings on opposite sides of the square coverslip.
The entire ensemble was further sealed by briefly placing on the surface of a hotplate at 80
°C. Silicon elastomer (Dow Corning, SYLGARD® 184) was applied to form wells around the
cell openings, and then cured by placing the ensemble in an oven at 100 °C for 5 minutes.
The cells were filled with a solution of 1% glutaraldehyde (Sigma-Aldrich, Grade I) in
phosphate-buffered saline (PBS) and left to incubate for 1 hour, during which time the amino-
terminated silane molecules on the glass form Schiff bases with glutaraldehyde. Because glu-
taraldehyde is bifunctional, an aldehyde group remains available for further reaction. The
cells were then drained and refilled with a 0.025% (w/v) suspension of amino-functionalized
polystyrene beads (Spherotech, Amino Polystyrene Particles, 2.89 µm nominal size) in PBS
and left to react for 20 minutes. After this, the cells were thoroughly washed with PBS
and drained, and then refilled with a solution containing 10 µg/mL of an amino-terminated
chloroalkane ligand (Promega, HaloTag® Amine (O4) Ligand) in PBS. This reaction was
allowed to proceed for at least 4 hours. Unbound ligand was removed via thorough wash-
ing, and non-specific binding sites were blocked by filling chambers with MT buffer (which
contains 1% BSA, Table 2.8) and incubating for at least 1 hour.
2.2.4 Buffer Solutions
All of the following solutions were brought to the prescribed pH by addition of HCl or NaOH







Table 2.1: Composition of IMAC Wash buffer. Used for washing harvested bacterial cells, and as the
background buffer system during lysis as well as column equilibration and washing medium for immobilized






Table 2.2: Composition of IMAC Elution Buffer. Used to elute bound protein during immobilized metal






Table 2.3: Composition of Shock Buffer. Used to osmotically shock bacteria to create fractures in the cell




Table 2.4: Composition of Leak Buffer. Used to cause periplasmic contents to leak from shocked bacteria












Table 2.6: Composition of Anion Exchange B Buffer. Used as high ionic strength component in ion






Table 2.7: Composition of HEPES Buffer. Used as eluent in gel filtration chromatography (Section 2.1.3)




BSA (thiol blocked) 1% w/v
NaN3 0.03% w/v
pH 7.4
Table 2.8: Composition of MT Buffer. Used as bathing solution in MT experiments (Section 2.3.2).
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2.3 Single Molecule Force Spectroscopy Experiments
This section presents the technical protocols for the single molecule force spectroscopy exper-
iments that were performed in this work. The protocols are presented with little discussion
of the underlying theory and rationale, as these topics are covered in significant detail in
Chapter 3.
2.3.1 Atomic Force Microscopy
AFM recordings were obtained on either a commercially-available instrument (Luigs-Neumann,
Atomic Force Spectroscope) or a prototype model with a similar design. Annotated pho-
tographs of the Luigs-Neumann instrument are shown in Figure 2.2. Recordings were taken
using silicon nitride cantilevers (Bruker, MLCT probe, “C” cantilever) (Figure 2.3).
2 - 10 µL of protein solution was placed on a freshly-washed and dried gold-coated glass
surface and allowed to adhere via formation of thiol-gold bonds6 for several minutes. A
cantilever probe chip was secured in the fluid cell with a spring-loaded clip and the ensemble
was loaded into the instrument. The path of the laser was adjusted to align with the tip of
the cantilever (Figure 2.3). 40 - 60 µL of HEPES buffer (defined in Table 2.7) was pipetted
directly onto the cantilever, and the protein-coated surface was lowered into the fluid cell
until contact. The cell was sealed by further lowering the surface until the O-ring7 that lines
the cell was lightly compressed. The path of the laser (after reflection off of the cantilever)
was vertically centered within the quadrant photodiode by manually adjusting the angle of
a mirror (Figure 2.2, component indicated with label c). The horizontal position8 of the
6The protein constructs used in AFM experiments had two additional cysteine residues placed at the
carboxy-terminus for this purpose.
7Lacking a circular cross-sectional profile, this component does not actually fit the conventional definition
of an O-ring. This unfortunate nomenclature is nonetheless used ubiquitously by manufacturers and is
preserved here for that reason.
8As demonstrated in Figure 3.3, the force experienced by the cantilever is determined by the vertical
position of the laser alone. The horizontal position can report on twisting (due to torsional forces) but this
is not expected to occur during recordings, which are taken at fixed lateral positions. Thus, this centering
step is merely to maximize the amount of laser within the photodiode.
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laser in the photodiode was then centered by manually adjusting the lateral position of the
photodiode. Following this step, the fluid cell was left to thermally equilibrate for 10 - 20
minutes. After this, calibration of the cantilever’s spring constant was performed following
the method described in Section 3.2.2. The spring constant calculation was performed au-
tomatically, using custom software written in IGOR Pro (WaveMetrics). Recordings were
automatically collected by a program that repeats the process of pushing the cantilever into
the surface to engage a protein molecule, retracting and following the prescribed pulse proto-
col, and applying a large pulling force to rupture the tether upon termination of the protocol
(provided that spontaneous detachment had not already occurred). Between recordings, the
stage was laterally adjusted in small increments to access a fresh area of the surface.
The integral and overall gain parameters for feedback control were manually adjusted by
taking sample measurements and increasing the gain values until overshooting ideal condi-
tions, at which point rapid oscillation occurs. The gain values were then decreased just below
this point, ensuring the most-constraining (and thus best-performing) feedback parameters
that would not cause aberrant oscillations. In all of the AFM experiments in this work, the
proportional and derivative gains were set to zero, and thus only the integral and overall
gain values were adjusted in this manner.
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Figure 2.2: Photograph of the Luigs-Neumann AFM instrument used in this work. The components are
mounted to a thick granite slab and the entire apparatus is on an active (i.e. feedback-stabilized) anti-
vibration table. Key components are indicated as follows: a: piezoelectric actuator, b: fluid cell, c: mirror
which directs cantilever-reflected laser into photodiode, d : laser output (the source of which is behind the
granite slab, with the light traveling through the red fiber optic cable), e: control knobs to adjust the path of
the laser, f : the photodiode and its housing, which includes stepper motors that adjust the vertical position
of the photodiode to keep the laser centered, and g : the microscope and camera for aligning the laser with
the tip of the cantilever. The housing for the actuator can flip upwards, allowing the alignment microscope
to slide to the right and focus on the fluid cell (demonstrated in Figure 2.3). The inset in the lower left
shows a gold-coated glass surface mounted on the stage (in the flipped conformation) with a drop of protein
solution in the center. The surface is adhered to the stage with a small amount of viscous grease.
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Figure 2.3: Top: Positioning of the microscope, fluid cell, and photodiode during alignment. The cantilever
chip is apparent in the center of the fluid cell. Bottom right : The fluid cell in detail. The transparent O-ring
(in the center and extending upwards) is more visible in this image. Bottom left : Image of the cantilever as
viewed through the alignment microscope. The laser is positioned at the end of the “C” cantilever, which
is the cantilever that was used in all recordings. The laser is reflected upon the back of the cantilever, but
is visible due to partial transparency of the thin cantilever. Diffraction-limited spots at the very tip of the
cantilevers correspond to the sharp probes that engage with the surface. An SEM micrograph of the probe
on the “C” cantilever is provided in Figure 3.2.
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2.3.2 Magnetic Tweezers
MT recordings were obtained using a custom-built instrument (the components of which are
listed in Table 3.3). Annotated photographs of the instrument are shown in Figure 2.4.
MT fluid cells (the assembly of which is described in Section 2.2.3) are filled with target
protein solution and incubated9 at room temperature to allow the HaloTag-bearing protein
constructs to covalently-bond with the chloroalkane functionalized glass surface [44, 108].
After this incubation, the cells are thoroughly washed with MT buffer (defined in Table 2.8).
Immersion oil was placed on the objective lens of an inverted microscope, and the fluid
cell was immobilized to the stage using tape. The cell was then lowered onto the lens and
the image was focused (using the bound, non-magnetic beads as a reference). Streptavidin-
coated magnetic beads (Life Technologies, Dynabeads® M-270) were flowed through the cell
in the absence of of an applied magnetic field. Upon settling and binding to the biotinylated
protein constructs, the permanent magnets were lowered to a position of 5 mm (which, by
eq. (3.19) entails a force of roughly 1.7 pN) to lightly pull the beads off the surface and
prevent further binding while not substantially disturbing the tethering protein molecule
or the biotin-streptavidin linkage. The cell was then manually scanned for areas in which
a non-magnetic reference bead and a magnetic protein-tethered bead were in proximity10.
Once suitable beads were found, 128 × 128 pixel regions of interest were centered (visually)
upon each bead. The reference stack was obtained (as described in Section 3.3.2) by scanning
over a range of focal positions in 20 nm increments. Measurement was then initiated, and
the magnet position was either left constant or controlled using a prescribed pulse protocol.
9The duration of the incubation in combination with the concentration of the protein solution determine
the density of bound molecules on the surface. With too high of a density, the magnetic beads are bound
with multiple tethers. With too low of a density, the magnet beads are bound infrequently or not at all. For
each batch of protein and batch of fluid cells, ideal conditions are found empirically that result in a decent
proportion of single tethers.
10The practical limit for “proximity” is a single field of view, though beads in closer proximity are
advantageous because the camera of the instrument used in this work is capable of acquiring from only a
section of the CCD array, thus improving acquisition rate.
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Figure 2.4: Photograph of the MT instrument used in this work. The components are set upon an air-
cushioned anti-vibration table. The inset in the lower right shows the fluid cell and magnets in greater
detail. Key components are indicated as follows: a: magnet actuator, b: inverted microscope, c: camera, d :




This section documents the methods that were used in the analysis of data from single
molecule AFM and MT recordings. Explanation and justification of these methods is also
provided, along with some discourse on foundational theory where appropriate.
2.4.1 Preprocessing
When necessary, data was smoothed via convolution with a Gaussian kernel (Figure 2.5).
This operation was performed using a function within the open source SciPy Python li-
brary [109]. The width (σ) of the smoothing kernel was adjusted to achieve the desired
extent of smoothing (Figure 2.6). This operation was utilized primarily for the purpose of fa-
cilitating visualization; all measurements and calculations were performed with unsmoothed
data.
Drift11 correction was performed for MT12 recordings when necessary. This was per-
formed by fitting a polynomial to the raw data and subtracting at each point the difference
between the polynomial value at that index and the value at the first point. Linear (i.e.
polynomial of degree 1) functions were used preferentially. If the data were poorly fit, the de-
gree was incremented and the curve fitting repeated until satisfactory results were obtained.
Drift corrections were only performed in the case of recordings which fulfilled the necessary
criteria for inclusion in analysis (Section 2.4.2), which includes remaining within acceptable
limits on drift.
11“Drift” is defined here as a gradual (i.e. not punctuated by steps) change in a measured signal over
time, despite constant conditions.
12The length measurement in MT recordings is determined by the image of a magnetic bead as received
by a camera (Section 3.3.2). Thus, changes to properties of the bead or its position may affect the length
measurement. This typically manifests as a gradual but non-negligible decrease in the bead’s size (possibly
due to effects of LED illumination or corresponding heat) that results in an artifactual increase in the length
signal. Unbiased drift correction is a strategy to mitigate this effect. However, the length in AFM recordings
is directly measured, and therefore changes in that signal cannot be assumed to be artifactual. Therefore,




Figure 2.5: Left : Gaussian kernels with three different width (σ) parameters (indicated to the upper right).
As σ is increased, the kernel flattens and broadens (the integral of the kernel remains equal to 1). Right :
Response of the kernels as a function of frequency. Convolution with the kernels provides a low-pass filtering,
with increasing values of σ causing the exclusion of more high-frequency signal (which is dominated by noise).
The x-axis is proportional frequency, the inverse of which provides the distance in number of data points






















Figure 2.6: Result of filtering with the Gaussian kernels presented in Figure 2.5, with width (σ) indicated
in the lower right corner. The data (a segment of the data shown in Figures 2.7 and 2.8) is from a magnetic
tweezers recording of a construct consisting of eight tandem repeats of Protein L held at a constant force.
Raw data is shown as transparent gray dots. As σ is increased, the noise is better suppressed. However, the
sharpness of the edge (due to the step occurring at roughly 6907 seconds) is also diminished as σ is increased.
The value for σ was selected so as to balance these effects.
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2.4.2 Criteria for Accepted Recordings
An important consideration in single molecule force spectroscopy experiments is whether the
probe is truly tethered by a single molecule, rather than multiple molecules. In the latter
case, the applied force will be divided between the tethers in unknown proportions, thereby
preventing the drawing of meaningful conclusions. Additionally, non-specific attachment of
contaminating material can occur, which would result in imprecise or incorrect conclusions
if not properly identified. It is therefore necessary to establish a method that can both
distinguish single tethers from multiple tethers, and positively identify the target protein
construct against contaminants.
The strategy used in this work to accomplish this involves the use of tandem repeats
of protein modules expressed as genetic fusion constructs (Section 2.1.1) [110], which in
addition to providing a degree of multiplexing also provides a robust signal that is extremely
unlikely to be reproduced by a contaminant13. Furthermore, the number of repeats can be
used as a quantifier to ensure single tethers, as multiple tethering molecules will most likely
produce more unfolding steps than the number of repeats in a single construct. This usage of
a baseline quantity which defines a single molecule is analogous to the use of single stepwise
photobleaching events as a metric to count fluorescently-labeled molecules that is commonly
applied in single molecule fluorescence experiments [111].
The drift (defined in footnote 11) in length measurement was required to stay within
a specified limit to be considered for analysis14. For MT, this limit was a maximum rate
13Contaminants may (and often do) produce stepwise extensions under force, but the probability that
these extensions resemble the regular pattern from tandem repeats diminishes with increasing number of
repeats. However, not all otherwise-acceptable recordings show the full count of expected domains (due to
non-specific attachment occurring in the middle of molecule rather than at the termini). Thus, a minimum
number of domains is established at the beginning of analysis, and only those recordings which display at
least that many domains are included. For the analysis of the oxidative folding catalyst DsbA (Chapter 4),
the minimal condition was that at least two out of eight domains be visible.
14As established in footnote 12, the drift in MT recordings is mostly artifactual, and thus limits are
imposed only to ensure that drift is not so severe as to hinder the accuracy of step size measurements.
In AFM, however, the molecule will experience effects (i.e. changes in applied force) in response to drift.
Therefore, the limits in acceptable drift for AFM recordings are set in order to define a maximum tolerance
for heterogeneity in the actual force experienced by the molecule.
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of 1 nm change in length signal of a baseline position per minute of recording. For AFM,
recordings must meet the condition that drift not exceed 10 nm per minute15.
In addition to satisfying the above conditions, all accepted AFM recordings in which the
force was relaxed to allow the molecule to collapse and refold16 met the following criteria:
1. The extension at the end of the pulse in which the force is reapplied must be within 10
nm of the extension immediately before the force was removed. As is demonstrated in
Section 3.2.3, this entails that all events that occurred before the removal of force are
accounted for in the second application of force (and therefore, that no event would
have occurred during this time if not for a premature termination of the observation).
2. The collapse upon removal of force must occur relatively quickly, with no pausing at
intermediate levels17.
3. Once collapsed, the length must remain within 45 nm of the average length of the
molecule before force was applied. This limit was selected to ensure that the extent of
the collapse was such that folding proceeded unhindered.
15For comparison, time scales of tens of seconds are common for AFM recordings. The longest AFM
observations in this work are just over 60 seconds.
16As is the case in all AFM data presented in this thesis, with the exception of Chapter A.
17This criterion was met in the overwhelming majority of recordings. Pausing in collapse is assumed to
be mostly artifactual, caused by the presence of dust or other particle contaminants that scatter the AFM
laser. This assumption is based on the correlated occurrence of hindered collapse and other hallmarks of
particle contaminants, such as excessive drift and aberrant features in the length recording.
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2.4.3 Manual Step Measurement and Classification
In the single molecule force spectroscopy recordings that were deemed acceptable for analysis
(Section 2.4.2), steps were sufficiently apparent so as to be manually detectable. The sizes
of steps were measured manually by considering the average length of a set of measurements
(usually 21 data points) located a short distance before and after the step. In cases where
the transitions were occurring too quickly to allow the use of window-averaging, single points
that were qualitatively evaluated to be indicative of the baseline position were selected. This
method, which is more prone to subjectivity and less precise than averaging, was only used
in the extreme cases in which it was required18. The time at which a step occurred was
evaluated by visually locating the midpoint of the transition.
In some cases, the distribution of measurements of step size and and dwell times revealed
distinct populations of events, which correspond to different physical processes (e.g. partial
unfolding of an oxidized domain, or reduction of a load-bearing disulfide bond, as demon-
strated in Section 4.3.1). In these cases, the recordings were then re-processed and each step
was assigned a categorical classification based mostly on step size, but also incorporating (to
a lesser extent, and only when necessary to distinguish between two similarly-sized events)
information regarding the sequential order19 of the steps in the recording or what phase20
of the recording in which the step occurred. In exceedingly rare cases, the classification was
deemed too uncertain and the entire recording was excluded from analysis.
18An example of such a situation where this occasionally occurred was the high-force unfolding pulses in
the recordings presented in Chapter 4. In this case, unfolding steps occurred on the order of the acquisition
rate; often leaving less than 10 points between steps. Conditions that cause such fast unfolding transitions
were an experimental necessity, and the resulting inaccuracy in measuring the unfolding transitions was
considered acceptable, since they were not the primary focus of the analysis (and have additionally been
well-documented previously [43]).
19For cases in which a certain event can only occur after a different event, e.g. the reduction of a buried
load-bearing disulfide, which is only exposed after partial unfolding (demonstrated in Figure 4.7).
20For cases in which a certain event can occur only after other phases have completed, e.g. errors in
oxidative folding, such as the formation of reduced domains or misoxidized conformations, which can only
form after the molecule has been unfolded and the applied force has been subsequently relaxed.
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2.4.4 Algorithmic Step Detection
Single molecule force clamp recordings often contain a multitude of unfolding and refold-
ing steps of varying magnitudes, which occur stochastically amongst a noisy background.
This can pose a challenge for unaided human detection, and when coupled with the high
volume of data that can be generated in MT21 recordings, motivates the development of an
autonomous, algorithmic approach for step detection. In addition to the improved through-
put offered by a computational approach (which is several orders of magnitude faster than
manual step detection and measurement), the results of this method are free of the bias and
inconsistency that can be introduced by human analysis.
The method described here follows the general protocol of first transforming the data to
a signal that is indicative of stepwise changes, and then finding the maximal point for each
section of the signal that lies above some threshold value. Three transformation methods
will be described here, though in principle any approach can suffice provided it meets the
following criteria:
1. The magnitude of the signal provided by the transformed data is maximal at positions
that correspond to steps.
2. The signal is adequately insensitive to high frequency noise (though ideally not at the
expense of sensitivity to steps with fast transition kinetics).
3. The transformation is relatively robust with respect to long-timescale changes in the
baseline position of the data, which occurs in the cases of time-dependent force pulses
All of the methods described in this section were implemented using the Python programming language
and associated open source analytical libraries [109, 112]. The Gaussian derivative wavelet transformation
was computed directly using a function provided within one of the aforementioned libraries; annotated code
relevant to the other methods is provided in Chapter C.
21This method was not applied to AFM recordings, which were all manually analyzed. However, a single
day’s worth of MT recordings (due to their stability) can produce the equivalent of several weeks of AFM





Perhaps the most obvious signal to indicate the position of steps is the derivative of the
noise-filtered data. This can be accomplished by convolving the raw data with a smooth-
ing kernel22 (Section 2.4.1) and computing the numerical derivative. For two continuous
functions f and g:
d
dx
(f ∗ g) = df
dx
∗ g = f ∗ dg
dx
(2.1)
thus, smoothing and differentiation are commutative operations, and furthermore it is suffi-
cient to differentiate the filter prior to convolution to obtain the same result as independent
convolution and differentiation. As the relation of eq. (2.1) holds for discrete functions, this
strategy is used to improve computation time by convolving with a wavelet that corresponds
to the derivative of a smoothing filter23 instead of the filter itself, obviating the need to
compute the differential of the data independently. The principle of eq. (2.1) was applied
by convolving the raw data with a wavelet consisting of the first derivative of a Gaussian
kernel, resulting in a signal that can be used as the basis for step detection (Figure 2.7).
This approach is arguably the easiest of the three described here to implement (as it only
involves a single convolution), but is also the least precise, in that the resulting peaks are
not as sharp as those produced by the other methods. Additionally, the response is the least
robust with respect to noise. However, with proper smoothing scale (controlled via adjusting
the standard deviation parameter) this method is fairly sensitive to fast transition kinetics,
and therefore is ideal in that case.
22“Smoothing filter” is defined here in the sense used by Schoenberg [113], i.e. a symmetric set of
coefficients bk that satisfy the constraints:
∑
k bk = 1 and
∑
k |bk| <∞. The former constraint entails that
the average position of the data will be maintained, and the latter constraint requires all coefficients to be
finite.
23As established in footnote 22, smoothing filters are symmetrical by definition. This entails that the
derivative of the filter, composed of a set of coefficients dk, will have the properties that
∑
k dk = 0 and
that the values of dk are odd about the central position. Thus, convolution with the derivative wavelet will
produce a signal proportional to the step size (and with the same directionality) and will otherwise (i.e. in
inter-step regions) result in values near zero.
46
2.4: DATA ANALYSIS
Another basis for step detection is the t-statistic approach described by Carter and
Cross [114]. For each point i in the data, the t-statistic (t) for samples of N points ahead











where X̄ and s2 refer to the mean and variance, respectively, of the set indicated by the
subscript. As is demonstrated in Figure 2.7, t increases in magnitude as a step enters the
window of points considered, reaches a maximum that is sharply centered on the step, and
then decreases as the window passes through. A major caveat of this approach is that steps
which are quickly followed by a step in the other direction (such that the time spent in the
new state is less than the size of the averaging window) tend to be silenced. While a smaller
window size can be used in these cases, this in turn increases the noise of the t signal, thus
limiting the utility of this approach in the case of data which contains steps that occur with
relatively fast kinetics24.
The third method used in this work for transforming raw data into a signal that is useful
for step detection is the computation of the multiscale product, as described by Mallat and
Zhong [115] and as implemented by Sadler and Swami [116, 117]. In this process, the data is
convolved with discrete wavelets that approximate the first derivative of a Gaussian kernel
(similar to the method described previously, but using a coarser and more compact wavelet)
with smoothing scales that grow exponentially. The resulting signals are multiplied, which
leverages the fact that meaningful (i.e. true positive) steps will produce signal at each
scale, whereas responses to noise and artifactual fluctuations will not be as consistent across
scales. Thus, the cumulative product will maintain the intensity of signal at step positions,
while diminishing the signal in inter-step regions (Figure 2.8). This method produces the
sharpest peaks and has the greatest robustness to noise of the three approaches described
24A good benchmark is that the mean dwell time be at least 1000 data points, or equivalently, the rate
of transitions is at most 1000-fold less than the mean acquisition rate.
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here by a substantial margin. However, it also bears the major caveat that the magnitude
of response to steps is highly heterogeneous (varying over several orders of magnitude), and
has a tendency to oscillate in the immediate region surrounding a step. These features pose
difficulties for the simple thresholding-based detection scheme that is used in the second
part of the step detection algorithm, in that a single threshold level will not be appropriate
for the entire signal, and each step will be identified as a cluster of multiplets rather than
a single transition. These issues could be addressed through the use a more-sophisticated
(and scale-invariant) algorithm for finding local extrema coupled with a method to identify
and reject steps which fall too close together or lead to calculated step sizes that are nearly
zero (a hallmark of false positives).
Once a step-indicating signal has been obtained, step detection can proceed via identify-
ing local extrema. This is achieved through first taking the absolute value of the indicator
signal and then identifying the maxima on each interval that is above the threshold value
(Figure 2.9). This yields a set of indices in the original data that correspond to the mid-
points of the transitions (and thus, the time of step occurrence), which are then used to
calculate step size by subtracting the average of a window of points behind the step from the
average of an equally-sized window of points ahead of the step25. Figure 2.10 demonstrates
the results of this calculation for 758 autonomously-detected steps from a 1.9-hour magnetic
tweezers recording.
Though the step-detection process itself is autonomous, human input is required to select
the optimal transformation method to use as the basis for step detection (and further, what
value to use for the input parameter of that method). In practice, this will depend on
properties of the recording, such as the signal-to-noise ratio and the rate of transitions at the
given conditions. Additionally, if precision is essential, human analysis should be applied to
confirm step placement and remove false positives. In this case, this approach will no longer
25The size of each window in actuality is the minimum between a fixed value (set as an input parameter)
and the distance to the nearest step. Therefore, if another step occurs within a window, the window is
truncated to the position of that step. The Python code for this algorithm is provided in Figure C.7.
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be truly “autonomous”, but rather an assistive approach to aid human analysis.
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Figure 2.7: Demonstration of the Gaussian derivative wavelet transform and T-statistic scan methods for
step detection. Top: A 60-second representative sample of data from a magnetic tweezers recording of a
construct consisting of eight tandem repeats of Protein L held at a constant force of 7.4 pN. A segment of
this data is also presented in Figure 2.6. The data has been smoothed via convolution with a normalized
Gaussian kernel that has a width parameter (σ) of 25 data points. Gray dots represent unsmoothed data.
The unfolding of a single domain, marked by a sudden stepwise extension of roughly 10 nm, is apparent in
the center of the trace. Center : Derivative of Gaussian wavelet transformation of the raw data shown above
for three different values of σ (which controls the width of the wavelet, and thus, the degree of smoothing),
with colors indicated in the inset in the upper right corner. As the smoothing is increased, the central peak
is broadened and shortened. However, the surrounding noise is also greatly reduced. Bottom: T-statistic
scan of the raw data shown above for three different values of window size (which controls the degree of
smoothing due to averaging), with colors indicated in the inset in the upper right corner. The use of larger
windows broadens the signal but also improves the signal-to-noise ration, thus improving detection accuracy.
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Figure 2.8: Demonstration of the multiscale product method for step detection. Top: A 2-second segment
of the recording shown in Figure 2.7. The gray dots that indicate raw data have been enlarged to increase
visibility at this scale. Center : Multiscale product transformation of the raw data shown above for cumulative
products to scales 4, 5, and 6, with colors indicated in the inset in the upper right corner. Because the
multiscale products up to different indices will vary in intensity by several orders of magnitude, the values
have been normalized by dividing each signal by its maximal value over the interval depicted. In all cases,
the central peak is very tightly localized to the position of the step, but also exhibits rapid oscillation in
this region, resulting in multiple local extrema. The shape of the peak for all three scales is nearly identical.
However, the results are distinguished by their behavior outside of the step transition, with increasing scale
greatly reducing the level of noise. Bottom: To better illustrate the effect of including higher scales, a
0.2-second inter-step segment of the above data (corresponding to the largest noise spike to the left of the
main peak) is shown in detail. At this scale, it is apparent that all degrees of multiscale product show some
measure of response to an aberrant fluctuation in the data, the intensity of which is heavily diminished as
the scale is increased. This behavior, along with the preservation of the step-induced peak in signal shown
in the center panel, form the basis for the use of this method in step-detection applications.
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Figure 2.9: Step detection via thresholding of a basis signal. Top: A 40-second sample of data from a
magnetic tweezers recording of the same construct as in Figure 2.7 and Figure 2.8, but held a lower force
(6.2 pN). This data is a segment of the recording shown in Figure 3.22. The data has been smoothed via
convolution with a normalized Gaussian kernel that has a width parameter (σ) of 25 data points. Linear
drift correction was performed by subtracting 0.496 nm from the length measurement per minute of duration
from the first measurement. Gray dots represent unsmoothed data. Bottom: Gaussian derivative wavelet
transformation of the raw (i.e. neither smoothed nor drift-corrected) data from the recording shown above.
The kernel had a width parameter (σ) of 100 data points. Segments of the signal that are greater (in absolute
magnitude) than the threshold value of 0.02 nm are highlighted in red. The maximum of each segment is
determined (following the method detailed in Figure C.6), and the index at which it occurs is taken to be the
position of a detected step (represented with transparent black lines). By comparing the placement of steps
with the recording shown above, it is apparent that the step detection process is fairly accurate (at least in
this limited sample), though it failed to distinguish two closely-spaced steps that occur just before second
3495. Errors such as this result in the small population of doublet steps that are visible in Figure 2.10.
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Figure 2.10: Scatterplot of the calculated step size (determined via the method outlined in Figure C.7) and
dwell time for all 758 autonomously-detected steps from the entire 1.9-hour recording shown in Figure 2.9
and Figure 3.22. The step size data from this plot is shown as a histogram in Figure 3.21. The points
have been colored by density (computed via Gaussian kernel density estimation), with the color scale to
the right indicating the estimated probability density. Two populations are immediately apparent, with
approximately equal but opposite step sizes. The positive steps represent unfolding, while the negative steps
represent refolding. There are several steps that are near zero that most likely represent false positives,
due to their low magnitude. Additionally, there is a small population of steps which are roughly twice as
large as expected. These correspond to doublet events, in which two steps occur very close to one another
and are therefore not distinguished (an example of this event can be seen in Figure 2.9). However, the
majority of steps have sizes and dwell times that are consistent with expectations for this protein’s behavior
at the given force, thus highlighting the utility and accuracy of this algorithmic approach. The magnitude
of the step size for unfolding and refolding is equivalent. Conversely, there is asymmetry in the kinetics of
the unfolding and refolding transitions, with unfolding steps occurring with a slightly higher rate and more




All curve fitting was performed with the scientific analysis software IGOR Pro (WaveMet-
rics). Briefly, the Levenberg-Marquardt algorithm [118] was used to find the combination of
parameters which minimizes the squared error between the predicted and observed output
values as a function of the independent variables associated with the data. IGOR requires
user input for initial guesses of the parameter values. Inputs were selected at various po-
sitions and the curve fitting repeated to qualitatively confirm that the fit equation was in
fact the global optimum. In some cases, constraints were applied to keep certain parameters
within specified bounds to facilitate convergence26. Parameter values are usually reported
as a range (e.g. value ± error), which represents a confidence interval that corresponds to
the interval between −1 × σ and +1 × σ, where σ is the estimated width of the resulting
Gaussian distribution that would result from repeated sampling and fitting. The calculation
that determines the value of σ is based on the partial derivative of the squared error mani-
fold with respect to the parameter in question and the covariance matrix of the parameters.
Curve fitting and confidence interval calculations incorporated the measurement error in the
input data through the use of the orthogonal distance regression method [119].
26This was necessary in limited cases in which the data was fit with the sum of 2 or more Gaussian
functions. Simultaneous fitting of the 3 free parameters (amplitude, width, and center) for each constituent
Gaussian can cause major instability and a failure to converge. In these cases, permissive constraints were




Single Molecule Force Spectroscopy
Though conventional biochemical, genetic, and cell-based methods have yielded an abun-
dance of insight into the features and mechanisms of proteins (and continue to do so), there
are certain key deficiencies of these methods due to the fact that they can only report on
the average properties or behavior of a large number of molecules, resulting in the failure to
observe rare populations or intermediate states, and a lack of information on specific path-
ways taken between states. Single molecule force spectroscopy methods, in which proteins
are probed with mechanical force, provide means to circumvent these complications by di-
rectly observing and manipulating single protein molecules. As a result, single molecule force
spectroscopy has provided numerous breakthroughs in areas that have proven intractable to
conventional, ensemble-averaged approaches.
This chapter covers the theoretical foundation of the single molecule force spectroscopy
experimental procedures used in the work that comprises this thesis, as well as the more
technical aspects of instrument calibration, data acquisition, experimental design, and in-
terpretation of single molecule recordings. The relevant protocols for carrying out these
experiments are described in Section 2.3.




The term “single molecule force spectroscopy” refers to any experimental method in which
a single molecule is subjected to a mechanical load while its dynamic behavior is monitored.
This approach is naturally suited to the study of proteins that commonly experience force
in vivo, for example: cadherin [35], talin [34], titin [30], and the components of bacterial
adhesion structures [36]. Additionally, because the effective extensible length of a protein is
distinctly altered by the existence of covalent cross-linkages (such as intramolecular disulfide
or isopeptide bonds), single molecule force spectroscopy is extremely sensitive to such mod-
ifications [48, 120]. For other interactions, such as non-covalent protein-protein interactions
or post-translational modifications, single molecule force spectroscopy may not yield a direct
signal. However, in many of these cases, the consequences of such events on the observ-
able mechanical behavior of the protein are of sufficient magnitude as to allow for precise
and quantitative detection [121, 122]. Thus, single molecule force spectroscopy provides an
excellent platform for the investigation of a wide range of protein phenomena.
While the field of single molecule force spectroscopy employs a range of experimental
methods, this chapter will cover only those which are pertinent to the work described in
this thesis: force clamp atomic force microscopy (AFM) and magnetic tweezers (MT). Both
methods are united in that they allow the application of a time-dependent force pulse se-
quence, which in turn enables a substantial level of control over the conformation of a protein
molecule. As will be demonstrated in Chapter 4, this degree of precise manipulation can be
utilized to impose conditions that mimic certain physiological processes, thus allowing for
their in vitro reconstruction and direct observation at the single molecule level.
Additionally, both AFM and MT involve the tethering of a single protein molecule to a
surface at one anchor site and to a probe at another. This geometry entails that the force
between the probe and surface is equivalent to the tension applied across the molecule. Most
often, these anchor points are genetically-encoded tags that have been inserted before and
after the protein of interest, and thus the tension is applied between the amino and carboxy
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termini. This arrangement is convenient in the case of domains that are found within force-
bearing tandem modular proteins, because the geometry of force application in experiments
is necessarily congruent to the geometry of mechanical stimuli experienced by the protein in
vivo (Figure 3.1).
AFM and MT differ in the details of their operations (which will be described in the
following sections of this chapter), but can be employed in similar manners. Additionally,
the differences in these techniques (summarized in Table 3.1) can be leveraged to focus
on different aspects of a phenomenon, or combined to form a complementary two-pronged
investigation. For example, the higher throughput (in terms of molecules observed) attained
Figure 3.1: Simplified schematic overview of the geometry of force application to a protein in AFM
experiments (left), MT experiments (center), and a hypothetical in vivo scenario involving a receptor/ligand
interaction between two extracellular proteins belonging to adjacent cells (right). a: A laser beam is reflected
off of a cantilever and into a quadrant photodiode. b: The target protein is tethered at each termini; red
arrows indicate the geometry of the applied force. c: A gold-coated glass coverslip mounted on a piezoelectric
actuator allows the protein to be manipulated. d : A pair of permanent magnets and a positioning apparatus
allows a controllable force to be applied to the protein. e: A magnetic bead experiences an upward force
that is inversely proportional to the separation of the bead and the magnets. f : The protein is tethered to a
functionalized glass surface. g : One member of this receptor/ligand interaction is anchored to the membrane
of a cell, in this case via a single transmembrane helix. h: Mechanical stimuli is transmitted between the
cells through the receptor/ligand interaction. i : The blue protein is anchored to its host cell, and thus
domains intermediate to the anchor points will experience force due to the relative motions of the surfaces




High force Low force
Many molecules observed Few molecules observed
Minutes-long recordings Hours-long recordings
∼ 103 Hz acquisition rates ∼ 102 Hz acquisition rates
Å-scale noise nm-scale noise
Table 3.1: Comparison between atomic force microscope (AFM) and magnetic tweezers (MT).
by AFM is useful for quick ab initio mechanical characterization of a protein (i.e. gaining
a rough sense of the step size and relative stability of the protein). MT, with its longer
observation times can then be applied to the now-characterized protein to quickly acquire
sufficient data for calculating the unfolding or refolding rates as a function of force.
Finally, and perhaps most importantly, the two instruments have access to substantially
different force ranges. AFM is capable of reliably applying forces of several tens of piconew-
tons (pN) to several nanonewtons (nN), which makes it well suited for the study of proteins
with high mechanical stability. MT, on the other hand, can apply force in the range of tenths
of pNs to ∼ 120 pN, which is compatible with the typical physiological range of forces that
proteins encounter in vivo [123, 124]. Another major benefit of the lower force range is the
ability to directly observe the collapse and folding of a protein. In the AFM, these processes
can only occur when the force is completely relaxed, which causes the resulting signal to be
undetectable.
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3.2 Atomic Force Microscopy
The term “atomic force microscopy” most often refers to the nanoscale imaging technique, in
which the interactions experienced by a cantilever (via a sharp probe on its tip, Figure 3.2)
as it laterally scans over a sample are recorded and converted to measures of the sample’s
properties (such as height or stiffness) [125]. Single molecule force spectroscopy can be
performed with this method by simply removing the lateral scanning operation, and instead
manipulating single molecules (which tether the cantilever to the surface) by adjusting the
vertical position of the stage [30, 126]. Despite the departure of this modified approach from
its microscopy origins, the original name for this method has remained deeply entrenched in
the lexicon of force spectroscopists.
A major advantage of AFM as a force spectroscopy approach is that both the applied
force and the extension of the molecule are measured directly1. Additionally, the molecule’s
extension is under control of the stage actuator, which confers flexibility in AFM experiments
because either length or force (through feedback control of the enforced length) can be
directly manipulated2.
3.2.1 Fundamentals of Operation
When force is applied to an AFM cantilever probe, it deflects. A laser beam is reflected off of
the cantilever and into a quadrant photodiode, thus allowing this deflection to be accurately
quantified (Figure 3.3). Deflections of the cantilever follow ideal Hookean behavior [127],
thus allowing the photodiode signal to be converted into a measure of force, provided that
the value of the spring constant is known3.
1As opposed to the computational method that is required to calculate the extension from individual
video frames for MT recordings (Section 3.3.2).
2In contrast, MT can only provide manipulation of force.
3Cantilever manufacturers often provide a nominal value of the spring constant. However, these values
are often inaccurate. Furthermore, heterogeneity among cantilevers (even those from the same batch) can be
substantial. Thus, it is prudent to calibrate the spring constant for each cantilever before use. This method
is demonstrated in Section 3.2.2.
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Figure 3.2: A scanning electron micrograph of the probe that resides at the tip of an AFM cantilever
at 11,000× magnification. A 1-µm scale bar is indicated. The extreme sharpness of the probe reduces the
likelihood of engaging multiple protein molecules simultaneously. This image was provided by Pallav Kosuri,
and is included here with his permission.
Manipulation of the tethered molecule is accomplished through the use of a stage ac-
tuator. Due to the requirement for fast response and high spatial resolution, the actuator
is most often a piezoelectric device. The length of the molecule can be determined via the
(enforced) position of the actuator. Typically, the accuracy of this measure is enhanced
through the use of positional indicators (such as capacitive sensors), which independently
report the actual position of the actuator (rather than the expected position, based on the
input signals).
In AFM experiments, the extension of the molecule is directly manipulated via the ac-
tuator, and the resulting force and length signals are recorded. The simplest mode of AFM
operation is force extension, which involves adjusting the position of the actuator at a fixed
rate. The benefit of this approach is that it does not require any method of communication
between the actuator’s control signal and the resulting force signal. However, this method
is also not capable of producing a steady, constant force and is therefore not well suited to
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Figure 3.3: Schematic diagram of the method for force detection in AFM. A laser is reflected off of a
cantilever and onto a quadrant photodiode. Each quadrant of the photodiode independently produces a
voltage that is proportional in magnitude to the intensity of light on its surface. When the cantilever
experiences a pulling force (right, with the force vector indicated as a red arrow), it will deflect from its
equilibrium position (indicated with a dashed line) and the position of the laser on the photodiode will be
lower than it was when the cantilever is not experiencing force (left). Thus, by evaluating the difference
in the intensities of signal in the upper two quadrants versus the lower two, a direct measurement of force
can be obtained (following proper calibration of the cantilever spring constant, Section 3.2.2). N.B.: The
representation of the cantilever in this figure slightly differs from that of Figure 3.1 in order to better depict
the deflection.
the characterization of reaction kinetics4.
With the introduction of a feedback control system, in which the position of the actuator
is dictated by the force signal, a desired force can be held regardless of conformational
changes in the protein (Figure 3.4, Figure 3.5). This so-called force clamp mode offers several
advantages over force extension mode in many cases, though sufficiently fast feedback systems
often involve complex electronics. In the case of the work described in this thesis, which is
focused on the kinetics of folding and enzymatic catalysis, force clamp is ideal for creating
conditions that can replicate the physiological scenario (as demonstrated in Section 4.2).
Additionally, force clamp provides the constant-force environment that is required for making
meaningful measurements of reaction kinetics.
In addition to the components already discussed (i.e. cantilever, laser, actuator, and
photodiode) AFM instruments require a computer for data acquisition and controlling the
actuator. The experimental protein construct can be tethered to the cantilever and the
4The rate of occurrence for many processes, especially unfolding, refolding, and enzyme/substrate inter-
actions, are heavily dependent on the magnitude of the applied force (Section 1.1).
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surface via non-specific adsorption interactions5, thus requiring no additional chemical mod-
ification of these components. AFM implementations that are capable of force clamp also
will require a mechanism for feedback control. The complete list of the essential components
of an AFM are provided in Table 3.2. A schematic illustration depicting the interactions
between the components is shown in Figure 3.6.
5Physisorption can cause proteins to non-specifically adhere to the glass surface or the silicon nitride
cantilever tips. In the experiments described in this thesis, physisorption is used for the cantilever-protein
tethering interaction, and thiol-gold chemisorption is used for the surface-protein tethering interaction. This
is accomplished by the addition of two cysteine residues at the carboxy-terminus and the use of glass sur-
faces which are coated with a thin, smooth layer of gold atoms (the preparation of which are described in
Section 2.2.1), which imparts a moderate degree of specificity (though non-specific physisorption is most
likely occurring as well). If desired, specific adherence is possible in AFM experiments provided that a
proper protein tagging and surface or cantilever modification scheme is utilized (as demonstrated by Popa
and colleagues [44]).
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Figure 3.4: Schematic illustration of force clamp operation in an AFM recording with representative data
to demonstrate the process of actuator feedback control. The trace in blue is the length signal of a protein
construct held at a constant force of 165 pN. The lower trace (in gray) is the resulting force signal from the
same recording. The scale for length, time, and force is indicated between the two traces. The length trace
is steady throughout, with the exception of a single step of roughly 25 nm near the center of the recording.
The force signal fluctuates about the setpoint (indicated with a dashed line), except near the position of
the step, where it displays a sudden decrease before recovering to its initial level (shown in greater detail in
Figure 3.5). The diagrams above provide context for these observations, with solid black lines connecting
scenes with the region of the trace in which they occur. Before the step, the protein (bridging the cantilever
and the surface) is relatively still and the photodiode signal (a reporter of the applied force) is held at the
setpoint. At some point, a load-bearing connection (indicated by the green and yellow shapes) ruptures
and causes a drop in the force as the molecule slackens. The deflection of the cantilever decreases, and the
photodiode signal changes accordingly. Via feedback control, the actuator is lowered (and the protein length
is increased) until the force and photodiode signal returns to their original values. In this case, the stepwise
extension is a result of the unfolding of a single protein domain, thus the green and yellow shapes represent
the sum of the noncovalent interactions that allow the molecule to maintain its folded structure while under
force. When these interactions fail (stochastically), the domain no longer has mechanical integrity and fully
unravels. Similar steps can occur when load-bearing covalent bonds are chemically cleaved (Section 1.1,
Section 4.3.1). N.B.: The representation of the protein in this figure differs from that of Figure 3.1 to
provide a simpler representation of the depicted conformational changes.
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Figure 3.5: A 40-millisecond segment of the force signal from Figure 3.4 shown in greater magnification.
As demonstrated in Figure 3.4, the sudden decrease is due to the rupture of load-bearing interactions within
the protein construct and resultant slackening in the tension across the molecule. The feedback controller
adjusts the position of the actuator to drive the force signal back to its original state. The transparent red
line is a single exponential fit to the data (from the point of the force slackening onwards), which yields a
decay timescale of 1.58 ± 0.25 milliseconds for the recovery of force. This entails that recovery is over 99%
complete after just 7.3 milliseconds, highlighting the fast response of the electronic feedback system that is
used to clamp the applied force to a constant value.
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Component Function
Cantilever Bears sharp probe tip, deflects in response to force
Laser Indicates cantilever deflection
Quadrant photodiode Detects cantilever deflection (via laser position)
Actuator
Controls vertical displacement of stage and thus
extension of tethered protein
Feedback controller Adjusts actuator to maintain force clamp
Computer
Reads data from actuator and photodiode, sends
commands to feedback controller, records data
Data acquisition card
Bidirectional interface between computer and
actuator, receives data from photodiode
Table 3.2: A list of the basic essential components of an AFM and the functions that they perform. The
commercially-available instrument that was used in this work (Luigs-Neumann, Atomic Force Spectroscope)
contains all of these components packaged within a single apparatus. A photograph of this instrument is
shown in Figure 2.2.
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Figure 3.6: Illustration of the essential components of the AFM and their interactions (during force clamp
mode). The cantilever, protein, surface, actuator, laser beam, and photodiode are depicted as in Figure 3.1.
Arrows represent the flow of data or signals. The photodiode signal is transmitted to the computer, where
it is recorded as the force signal (Force(t)), and to a feedback controller. The feedback controller sends a
command signal to the actuator in order to maintain the photodiode signal at the desired setpoint (which
is set by the computer). The computer additionally sets feedback parameters of the controller (i.e. overall
gain, and specific gain for proportional, integral, and derivative responses). The actuator sends a positional
signal which is received by the computer and stored as the length signal (Length(t)). For clarity, the data
acquisition card that the computer requires to interface with the other components, and the non-specific
protein attachment interactions have not been explicitly depicted.
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3.2.2 Calibration of Applied Force
In the AFM, force is measured by the deflection of the cantilever, which in turn causes
the position of the indicator laser to shift, thereby inducing a signal from the quadrant
photodiode detector (shown schematically in Figure 3.3). However, the photodiode provides
only an analog voltage signal, which indicates a measure of the incoming light intensity in
each quadrant. To convert this signal into a measure of force, two quantities must be known:
1. The Hookean spring constant of the cantilever, in units of force per displacement.
2. The scaling between cantilever displacement and response in the photodiode, in units
of voltage per displacement.
The first quantity is an intrinsic property of the cantilever. Though a nominal value is
provided by the manufacturer, it is typically not measured with sufficient accuracy6 for force
spectroscopy applications7. Furthermore, there is minor but non-negligible heterogeneity
between cantilevers, even among those within the same batch. Therefore, it is prudent to
independently determine the spring constant for each cantilever before use. The second
quantity will depend on the geometry of the experimental apparatus. While there should be
some consistency in this value among experiments conducted upon a particular instrument, it
will have substantial sensitivity to specific experimental settings (e.g. the precise positioning
of components and the magnitude of the laser) and therefore must be remeasured at the start
of each new experiment.
This section describes the calibration process to convert the photodiode signal into a measure of force.
The voltage signal from the stage actuator must also be calibrated to provide a measure of displacement
(and therefore protein length). This calibration process is performed by the manufacturer, and is therefore
not discussed here.
6For example, the manufacturer of the Bruker MLCT “C” cantilevers used in this work specifies a nominal
spring constant of 10 pN/nm, while the actual value is typically around 15 pN/nm.
7AFM imaging is far more common than AFM force spectroscopy, and for imaging purposes a precise
measure of the force that the cantilever experiences is not typically required.
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Since the position of the actuator can be directly measured (and controlled), the pho-
todiode scaling can be directly determined by pushing the surface into the cantilever and
then retracting (Figure 3.7). By evaluating the difference in voltages between the lower and
upper halves of the photodiode as a function of actuator position, the scaling (s) can be de-
termined by calculating the average slope of the trace over the region in which the cantilever





where V and q represent the voltage difference and the displacement of the cantilever from
its equilibrium position, respectively, and ∆ indicates the average rate of change of these
values over the linear region of Figure 3.7.
Figure 3.7: Determination of the scaling between the cantilever displacement and the voltage difference
between the lower and upper halves of the photodiode. The actuator is moved upward at a constant rate
to a maximum extent of 200 nm (“Approach”, transparent red), and then retracted to the original position
(“Retraction”, transparent blue). At around 50 nm, the stage makes contact with the cantilever and forces its
deflection upward. From this point onward, the vertical displacement of the cantilever is directly coupled to
the position of the actuator. The traces indicate that there is a linear scaling between the voltage difference
and the cantilever displacement. The slope of the linear region quantifies that scaling (eq. (3.1)). The
agreement between the approach and retraction traces indicate that there is no hysteresis or interference due
to errant laser reflections.
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There are several methods to determine the spring constant of an AFM cantilever [128].
In this work, a passive thermal measurement method [128, 129] was used exclusively, as
it does not require additional instrumental components and (more importantly) does not
damage or otherwise modify the cantilever. The derivation of this method follows.
The Hamiltonian (H) of a fluctuating harmonic oscillator with mass m and resonant









where p denotes the momentum of the oscillator and q denotes the displacement from the
equilibrium position (as in eq. (3.1)). By the equipartition theorem, the time-average (as-
suming ergodicity) of each degree of freedom within the Hamiltonian is equal to the thermal











with q0 indicating the contribution to the displacement that is due to the ground harmonic
alone, kB denoting the Boltzmann constant, and T denoting the absolute temperature.
Given that the spring constant (ks) is equal to mω
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which provides a relatively straightforward calculation for ks, but with the added challenge
that the fluctuations of the ground vibrational mode be isolated from the higher harmonics.
This is exceedingly difficult in the time domain but is simple in the frequency domain. To
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Figure 3.8: Power spectrum of the photodiode voltage difference as the cantilever fluctuates freely in solu-
tion. Each peak corresponds to a vibrational mode. The shaded region (from 200 Hz to 5 kHz) encompasses
the peak with the lowest resonant frequency, and therefore represents an appropriate interval for integration
to isolate the ground harmonic. The area of the shaded region corresponds to the the denominator of the
right hand side of eq. (3.9).
where q̃(ω) is the Fourier transform of q(t) and tm is the total time of observation. The
subscript to indicate the isolated contribution of the ground harmonic is not required on the
right hand side, as it is to be assumed that the limits ωa and ωb are selected such that only
the major vibrational mode is integrated (e.g. the shaded region in Figure 3.8).












therefore solving the issue of isolating the ground harmonic posed by eq. (3.5).
Noting the linearity of the Fourier transform, and utilizing eq. (3.1), provides:
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As |Ṽ (ω)|2 is simply the power spectrum of V (Figure 3.8), which can readily be obtained
from recording the photodiode signal as the cantilever fluctuates in solution, and the quantity
s can be determined via the process demonstrated in Figure 3.7, eq. (3.9) represents a formula
for ks stated in terms of quantities that are either known or can be directly measured.
71
3.2: ATOMIC FORCE MICROSCOPY
3.2.3 Example of Experimental Design and Results
Though AFM can apply forces sufficient to cleave covalent bonds [130], it cannot stably
(i.e. via force clamp mode) access the low-force regime, where folding and many other key
physiological processes occur. This limitation cannot be circumvented by improvements in
instrumental design, as it is a natural consequence of the use of a cantilever as a force probe;
due to the Brownian and thermal fluctuations of the cantilever, the tethered molecule will
experience a force that fluctuates to a certain degree about the setpoint8.
Thus, in AFM recordings, collapse and folding can only occur in the absence of an applied
force. To minimize the effect of errant fluctuations that might unravel collapsed domains in
the process of folding, the cantilever is gently pushed (typically with 5 pN of force) into the
surface during the time that the protein is allowed to fold. However, in this state, there is
no visible signal from the conformational dynamics associated with folding (demonstrated
by the featureless collapse in Figure 3.11). To circumvent this issue, AFM force clamp
experiments9 generally employ a pulse protocol which consists of the following phases:
1. Denature, in which the force is applied and the molecule is unfolded and extended.
2. Folding, in which the force is removed and the molecule is allowed to collapse and fold.
3. Probe, in which the force is applied again and the subsequent unfolding steps report
on the results of the folding phase.
Figure 3.9 shows a representative AFM recording of a protein construct which consists
of four tandem repeats of the immunoglobulin-like protein FimA (the structural subunit of
adhesive type 2 pili) from Actinomyces oris [131], subjected to the aforementioned “denature-
folding-probe” protocol. Figure 3.10 shows the unfolding steps that occur in the “denature”
8Figure 3.12 demonstrates the magnitude of these fluctuations, which typically have a width on the order
of several pN. This is a relatively small error at 100 pN (for example) but an unacceptable error at, say, 5
pN.
9At least those experiments which, like all of the AFM experiments described in this thesis, are intended
for the characterization of folding or other processes which only occur in the collapsed state. In the case
that only unfolding is of interest, a single extending pulse is sufficient.
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phase in greater detail, and Figure 3.11 demonstrates the collapse of the protein molecule and
the fast response of the piezoelectric actuator before, during, and after the “folding” phase.
Figure 3.12 shows histograms of the length and force measurements, and demonstrates the
precision of the AFM. The noise associated with the length measurements has a width on
the scale of Ångstroms. For comparison, the scale of noise in the length measurements of
MT recordings is typically on the order of nanometers (Figure 3.24).
73
3.2: ATOMIC FORCE MICROSCOPY
Figure 3.9: An 8-second representative sample from an AFM recording of a construct consisting of four
tandem repeats of the immunoglobulin-like protein FimA. The length trace is shown in the upper plot
(blue) and the force is shown in the lower plot (red). Both traces are presented as raw data, with neither
drift adjustment nor filtering. The pulse protocol follows the “denature-folding-probe” pattern commonly
employed in AFM experiments. The “denature” pulse applies an extending force (in this case, 460 pN), which
causes unfolding of single domains (seen as stepwise, upward extensions of roughly 13 nm and concurrent
downward spikes in the applied force). At the conclusion of this pulse, the “folding” pulse follows, in which
force is removed and the molecule is allowed to collapse and fold. In this case, the duration of the “folding”
pulse was just 0.1 seconds (highlighted in gray), as the rate of folding for FimA is uncommonly fast. Following
this, the “probe” pulse is executed, wherein an extending force of the same magnitude as in the “denature”
pulse is applied. The number of unfolding steps correspond to the number of domains which successfully
refolded during the “folding” phase (in this case, 3 out of 4). Domains which fail to fold do not produce
steps, but instead contribute to the increase in length that occurs immediately upon force application. Thus,
the length of the molecule at the end of both the “denature” and “probe” pulses is conserved. This property
conveys that all of the events that occurred in the “denature” phase are accounted for in the “probe” phase,
and is therefore an important benchmark for recordings to be considered in analysis. This recording is part
of the data presented in Echelman, Alegre-Cebollada et al, 2015 [131], and is included here with permission
from the authors.
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Figure 3.10: A 0.5-second segment of the recording shown in Figure 3.9, demonstrating the unfolding
events that occurred in the “denature” phase in greater magnification. At this scale, the stability of both
the force and length measurements as well as the fast recovery of the applied force following each unfolding
are readily apparent.
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Figure 3.11: A 0.2-second segment of the recording shown in Figure 3.9, demonstrating the collapse process
that occurs in the “folding” phase in greater magnification. As in Figure 3.9, this region is highlighted
in gray. The fast rate at which the piezoelectric actuator responds to commands is apparent, with the
transition between 460 and 0 pN completing in roughly 5 milliseconds. Thus, the elastic recoil of the
unfolded polypeptide (gradual decline in blue trace, taking roughly 60 milliseconds) is the rate-limiting-step
in collapse. The lack of apparent features in the length trace during the “folding” phase, despite the fact that
three domains refolded in this period (as evidenced in Figure 3.9), demonstrates the invisibility of folding
events in AFM recordings.
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Figure 3.12: Histograms of the length (left) and force (right) measurements from a transition-free segment
of the trace shown in Figure 3.9 (3.429 s, 4761 data points, beginning at 0.621 seconds). The red lines
represent fitting of Gaussian functions to the distributions, with width parameters of 2.82 Å and 1.21 pN




Magnetic tweezers instruments manipulate the position or strength of an external magnetic
field to control the application of force10 to a paramagnetic bead that is tethered to the
surface via a single biomolecule [132]. MT is comparatively insensitive to the many sources
of instability in force spectroscopy recordings, making it an ideal method for obtaining long11
observations of a single molecule. As such, it allows for the building of conclusions with data
drawn from a smaller ensemble of distinct protein molecules than those typically required in
AFM-based studies. Thus, variation (whether from molecule-to-molecule or experiment-to-
experiment) can be reduced, or at least better accounted for.
3.3.1 Fundamentals of Operation
The equation that describes the magnetic force (~F ) experienced by a paramagnetic bead with





~∇(~m · ~B) (3.10)
In the case in which the bead is tethered to a surface and the source of ~B is a set of
permanent magnets positioned above the surface, eq. (3.10) can be approximated as:
~F ≈ f(MP − zbead)ẑ (3.11)
10With certain implementations, a rotational torque can also be applied. However, this is not applicable
to the work described in this thesis and will therefore not be discussed.
11Defined here as: on the order of one to several hours.
12The magnetic moment of the bead is induced by the external field, and therefore its magnitude is
dependent on the magnitude of ~B. However, there exists a maximum limit for the magnitude of ~m (i.e.
a saturation point) [133]. Throughout this section it is assumed that the magnetic moment of the bead is
saturated and thus, constant in magnitude. The validity of this assumption may be questionable when ~B is
weak (i.e. at low applied forces). However, this concern is negligible given that the resulting approximation
for the applied force closely agrees with experimental measures of the same quantity, even over the lower
range of ~B (as will be demonstrated in this section).
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Figure 3.13: Schematic depiction of the geometry and physical basis of MT. A magnetic bead is tethered
to a functionalized glass surface via a protein that is specifically linked to both objects. In the presence of
an external field ( ~B), a magnetic moment (~m) is induced within the bead. The vertical displacement of the
source of ~B from the surface is referred to as the magnet position (MP ), and the height of the center of
the bead is labeled here as zbead. The bead experiences an upward force that (to a good approximation) is
proportional only to the vertical separation between the magnets and the bead (MP − zbead). This figure is
not drawn to scale; in actuality, MP is typically on the order of 104 times larger than zbead.
where MP (magnet position) refers to the height of the magnets above the surface, zbead
refers to the height of the bead (Figure 3.13), and f refers to an arbitrary function of the
quantity MP − zbead. Because the strength of the magnetic field generated by a permanent
magnet pair decays roughly exponentially with increasing distance [133], f can be closely
approximated as a single exponential function dependent upon the separation between the
bead and magnets [134]. Given this, and noting the vastly different magnitudes of the
two displacements13, eq. (3.11) can be approximated as a single exponential function that





where F0 (the applied force at MP = 0) and λ (the characteristic decay length for the ex-
ponential relationship) are determined empirically using known mechanical standards (Sec-
13MP is on the scale of several mm, while zbead is generally less than 10
−4 mm. Thus, MP−zbead ≈MP .
79
3.3: MAGNETIC TWEEZERS
tion 3.3.3). In general, F0 and λ depend mostly on the strength and geometry of the per-
manent magnets as well as the magnetic moment of the bead and therefore will remain
relatively constant for a given instrument operating with a given brand of magnetic bead14.
While eq. (3.12) offers a close approximation of the applied force, the intrinsic force depen-
dency on the kinetics and magnitude of folding and unfolding (described in Section 1.1) can
be leveraged to provide a precise internal measure of the force that a bead experienced, a
posteriori15.
MT is one of the simplest force spectroscopy instruments in terms of the number of
basic components that are required for operation, mainly due to the fact that force clamp
is achieved without the need for feedback control16 [135]. In terms of instrumentation, the
only basic requirements are a microscope, magnets (and equipment to manipulate them),
and data acquisition components (Table 3.3).
In contrast to AFM, in which non-specific adsorption can be used for one or both teth-
ering interactions, MT requires specific tags to be placed on both termini of the protein
construct to be experimented upon. In the work described in this thesis, a HaloTag [44, 108]
is used for covalent attachment to chloroalkane-functionalized glass surfaces and a biotiny-
lated AviTag [107] is used for non-covalent tethering to streptavidin-coated magnetic beads
(Figure 3.14).
The lower limit on the range of forces that MT can apply is governed by the upper range
of MP , which in turn is determined by the range of the actuator used to manipulate the
magnets. For the instrument used in this thesis, this lower bound was < 1 pN. In theory,
14For the instrument and beads used in this work: F0 = 159.02 pN and λ = 1.107 mm.
15This process is demonstrated in Figure 3.21.
16Feedback control is not needed for force clamp because of the scales of variation of MP and zbead. The
proportional error in the resulting force that arises from using the approximation MP − zbead ≈ MP in
eq. (3.12) is ezbead/λ − 1. Since zbead/λ will be a small quantity, a Taylor series approximation about zero
can be applied, yielding simply zbead/λ (for the sum up to and including the second term of the Taylor
Series, which is a reasonable approximation). Thus, the proportional error (or, equivalently, deviation from
force clamp) is linearly proportional (to a good approximation) to the change in length of the molecule. For
protein constructs, the maximum change in length is typically well below 1 µm, resulting in proportional
errors that remain below 1 part per thousand (for λ = 1.107 mm).
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the upper limit of the applied force is equal to F0 from eq. (3.12), although the height of the
sample cell determines the practical upper limit on the applied force (∼120 pN, at an MP
of 0.3 mm). The maximum attainable force can be augmented by increasing F0 (through the
use of stronger magnets or beads), or by decreasing the height of the sample cell. However,
given the moderate mechanical stability of the non-covalent biotin/streptavidin interaction17,
such modifications would likely be of limited utility unless also accompanied by a replacing
of the bead-tethering strategy with a covalent attachment scheme.
17Bond lifetimes on the order of hours are typical for forces < 20 pN, and on the order of minutes for












Controls vertical displacement of






Converts incoming video frames into
length signal, records data from and







computer and camera, actuator, and
objective scanner
Camera
Pike F-032b (Allied Vision
Technologies)
Captures stream of video frames
LED MCWHL5-C1 (ThorLabs) Illuminates bead








Adjusts focal length for reference
stack calibration and stabilization
Microscope IX-71 (Olympus) Structural basis of the instrument
Table 3.3: A list of the basic essential components of an MT, examples of the components from the custom-
built implementation used in this work (a photograph of which is shown in Figure 2.4), and the functions
performed by each component.
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Figure 3.14: Illustration of the essential components of MT and their interactions. The magnetic bead,
protein, glass surface, and permanent magnets are depicted as in Figure 3.13. Thin black arrows represent the
flow of data or signals, and thick green arrows represent the flow of light. An actuator relays commands from
the computer to adjust the vertical position of the magnets and relays information from a positional sensor
(indicated as a double-headed arrow) back to the computer. This data is stored as a trace of readings of the
magnet position over time (MP(t)). An LED generates light that passes through a 50/50 dichroic mirror
and the objective to illuminate the field. Light that reflects off of the beads is focused by the objective
and directed into a camera by the dichroic mirror. The computer receives incoming video frames from
the camera and processes these into measurements of the length of the tethered protein (Length(t)). The
computer sends commands to a positioner (the objective scanner) mounted within the objective to adjust the
focus for calibration and to stabilize against mechanical drift. For clarity, the inverted microscope upon which
this apparatus is constructed, as well as the data acquisition card that the computer requires to interface
with the other components, have not been explicitly depicted. Left : Insets indicate the specific linkages
that anchor the protein to the bead and the surface. The non-covalent interaction between the biotinylated
AviTag and streptavidin-coated magnetic bead is depicted in the upper panel, while the covalent linkage
between HaloTag and the chloroalkane-functionalized glass surface is shown in the lower panel.
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3.3.2 Calculation of Protein Length
The method used in this work to determine the vertical displacement of a bead from the
surface (and thus, the length of the tethering molecule) is based on the general approach
described by Gosse and Croquette [132]. This approach leverages the diffraction pattern
produced by the bead, and the fact that the appearance of this pattern is strongly dependent
on the distance between the bead and the focal plane (Figure 3.15)18.
Figure 3.15: Images of a surface-adhered bead at a baseline focal position (0 nm) and at focal positions
600 and 1200 nm below the baseline. LED illumination is reflected and diffracted by the bead, producing an
image with a concentric ring pattern. The size and spacing of these rings is dependent on the distance between
the bead and the focal plane, allowing the diffraction pattern to be used as a basis for the determination of
the z position of the bead. The images are monochromatic but have been pseudocolored to better illustrate
the pixel intensities. The color scale for all images is indicated as an inset of the 0 nm image, with the “high”
and “low” labels referring to the intensity of image (in arbitrary units).
A reference stack of images of the bead are obtained as the focal plane is adjusted in
even increments19 by the objective scanner. A minimal force is applied during this process
18This figure, and all of those which follow in this section, depict non-magnetic beads that are covalently
adhered to the surface. As will be described, these beads are used as a reference basis and are tracked in
parallel with a protein-tethered magnetic bead during a recording. The surface-adhered beads are more
suitable for demonstrative purposes due to the lack of fluctuations displayed by the magnetic beads (which
will be shown to have negligible effect on z positioning). Furthermore, the calibration and length calculation
processes are identical for both types of beads.
19Typically, 100 increments of 20 nm are used. In general, the increment size should be comparable to
the size of the stepwise changes in extension due to folding or unfolding of protein domains. A sufficient
amount of images should be taken to comfortably cover the full range of protein extension expected. In this
case the amount covered (2 µm) is well above the typical maximum extension for most protein constructs
(on the order of 100’s of nm).
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in order to lift the bead from the surface and dampen lateral fluctuations20. During the
experiment, images of the bead from each incoming video frame are compared against the
stack images to determine the z position of the bead at that point in time. The images
(both from the stack and from the incoming video frames) are pre-processed by a two-step
algorithm that distills the data to a more information-dense format, which in turn improves
computation time during calculation of the z position.
The first step in the image pre-processing protocol is to calculate the two dimensional










where Fuv represents the value of the DFT at spatial frequency u (x direction) and v (y
direction) and fxy represents the image as an N ×N array of pixels (in this case, N = 128).
The DFT is then multiplied by its complex conjugate, resulting in the real-valued amplitude
spectrum |F |21. The amplitude spectrum is phase-insensitive, allowing a great deal of toler-
ance with respect to the centering of the bead in the image as well as Brownian fluctuations
in the xy plane22. Additionally, phase-insensitivity eliminates the need for localization of
the bead in the xy plane, which necessitates additional computation time and can introduce
errors in z positioning [137]. Transforming to Fourier space also condenses the volume of the
data by a factor of two, as one of the dimensions will exhibit symmetry and thus need not
be calculated nor stored (Figure 3.16).
The second and final step of the image processing algorithm is to convert the amplitude
20It is, of course, critically important that this extensive force be sufficiently low such that unfolding or
other conformational rearrangements are not induced. Typically, a force of ∼ 4 pN is applied, which is far
too low to induce unfolding in most proteins over the several seconds that are required to record the reference
stack.
21F can be expressed as the sum of real and imaginary components (R + iI). The notation of |F | refers





22Provided that the visible diffraction pattern remains sufficiently centered such that it is not truncated
by the Kaiser window function that is applied to the image prior to DFT calculation.
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Figure 3.16: Image of a surface-adhered bead (left) and its corresponding amplitude spectrum (right) after
discrete Fourier transformation (DFT). The amplitude spectrum displays a series of concentric rings centered
at the origin. This ring pattern is reminiscent of the diffraction rings from the image, but is automatically
centered and thus avoids the need for xy-positioning. The image is the “0 nm” image from Figure 3.15 and
colored by intensity using the same scale. The amplitude spectra is displayed with the same color scheme
(indicated to the right) but using a different scaling. Note that the u dimension, because of symmetry arising
from the input being real-valued, can be defined by 65 pixels despite the original image being 128 pixels long
in the x dimension.
spectrum into a radial intensity profile. Because the amplitude spectrum is roughly rotation-
ally symmetric about the origin, this operation removes redundancy from the data without
a significant loss of information23. All pixels that fall within the edge of a circle of radius q
are averaged, and this value is stored as the intensity pq at that radial position. To minimize
the impact of pixelation, q is incremented in units of quarter pixel lengths. The assignment
of which pixels fall within each radial position has been previously calculated, and is hard-
coded into the instrumental operation software. The radial profile is only calculated over an
intermediate region of the DFT (from 40 to 140 quarter pixel units), where the amplitude
spectrum exhibits the strongest dependence on the z position of the bead (Figure 3.17).
The usage of the truncated one-dimensional radial profile rather than the two-dimensional
23“Information” is defined here as a qualitative measure of the degree of dependence of a signal upon the




amplitude spectrum as the basis of comparison for bead images confers a major benefit in
both computational speed and memory usage, as only 100 pieces of data are considered,
versus 8320 in the case of the 65 × 128 amplitude spectrum.
Figure 3.17: Amplitude spectrum (left) of the “600 nm” image from Figure 3.15 and the resultant radial
profile (right) calculated from the hard-coded pixel addressing method. The amplitude spectrum is shown in
grayscale, with a partially transparent colored image placed over it to demonstrate the range considered for
the radial profile. The radial profile is calculated by averaging a group of pixels that are approximately the
same radial distance from the origin, with bin sizes of quarter pixel lengths. The points in the radial profile
plot are color-coded to match the region on the amplitude spectrum from which they derive. Importantly,
the decaying fringe pattern is preserved through this transformation, though the volume of the data has
been greatly condensed.
Following the image processing, the resultant radial profile is compared against the pro-
files from each position in the stack by calculating the Pearson correlation coefficient:
rzi =
∑N
q=1(pf,q − p̄f )(pzi,q − p̄zi)√∑N




where rzi refers to the correlation coefficient at stack position zi, pf and pzi indicate the
profile thats belongs to the incoming frame or the ith position of the stack, respectively, pf,q
or pzi,q refer to the the value of the intensity profile at position q, and p̄f or p̄zi refer to the
mean of the intensity profile. The correlation coefficient provides a normalized measure on
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the similarity of two sets of data, yielding a value near unity24 for highly similar sets of data
or near zero for uncorrelated data.
In the final step of determining the length of the protein, a Gaussian function is fit to the
peak of r, i.e. only considering the stack positions which are nearest to the actual position of
the bead (Figure 3.18, d). The center of this Gaussian fit represents the interpolated point
in z at which r would be maximal, and thus the best estimate for the z position of the bead
(or equivalently, the extension of the protein).
There arises a minor complication due to the fact that the image of the bead must travel
through media with two distinct refractive indices: immersion oil and glass, which have
equivalent refractive indices noil/glass = 1.518, and water, with a refractive index nwater =
1.33. The reference stack is obtained by changing the distance in which the image travels
through oil, but changes in bead position due to protein dynamics will result in changes to
the distance that the image travels through the aqueous bathing buffer. Thus, the resulting
length values are multiplied by a fixed correction factor, 0.82, which was obtained empirically
by comparing the mean size of a large population of unfolding steps of a reference protein25
at a fixed force to the mean previously obtained by AFM characterization of the same
protein at the same force [46]. This value is comparable to the theoretical correction factor
of nwater/noil/glass = 0.876.
The stability of the recording is greatly improved by simultaneously tracking the z po-
sition of the surface using a nearby non-magnetic, surface-adhered reference bead and sub-
tracting that value from the z position of the magnetic bead, thereby minimizing the impact
of vibrations, mechanical drift, or any other external disturbances. Additionally, the refer-
ence bead provides a basis for feedback control of the focal position, as the objective scanner
24The Pearson correlation coefficient (r) can be negative in cases of sets of data which are inverted with
respect to the regions at which they tend to be above or below their respective means. An r value near
negative unity describes inverted but otherwise correlated data. However, in MT experiments the values of
r happen to be uniformly positive, and typically remain above ∼ 0.7.
25The I27 immunoglobulin domain from human cardiac titin, which is an extremely well-characterized




is adjusted to oppose long-term changes in the z position of the reference bead.
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Figure 3.18: a: Each image from the stack (left) is converted to a radial profile of the DFT Amplitude
spectrum. The radial profiles of the stack are shown in the image on the right, with each pixel-wide row
corresponding to a distinct position in the stack. The intensity is depicted following the color scale to the
right. b: Each incoming video frame is analyzed in the same manner as the stack images. The radial profile
on the right is depicted in two ways: as a plot in a manner similar to Figure 3.17 but following the color scale
of the collective radial profile image in a, and as an image (above) following the same color scale. c: The
radial profile of the incoming frame is compared to the stack profiles by calculating the Pearson correlation
coefficient (r). The resultant values vary from 0.7 to nearly 1.0. The values highlighted in red represent the
maximum value and the seven points that flank it on either side. d : The region of the plot from c which
contains the highlighted points is shown in greater magnification. A Gaussian function is fit to these 15 data
points, and the resultant center is taken to be the z position for the bead (1091.84 nm in this case, marked
with a vertical dashed line) The processes above the dashed line occur only once, at the beginning of the
recording. The processes below the dashed line must be carried out for each incoming video frame.
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3.3.3 Calibration of Applied Force
The magnitude of the applied force is not observed directly in MT recordings, as there is no
independent force probe (as opposed to AFM, in which the cantilever deflection provides a
direct measure of the force). Fortunately, protein dynamics are highly dependent upon force
and therefore provide a robust measure of the magnitude of the applied force. In particular,
the size of the stepwise changes in extension that occur during unfolding or refolding of
a domain increase in magnitude as force is increased (as described in Section 1.1), with a
steeper dependency at lower forces (Figure 1.6).
As described in Section 3.3.1, the magnitude of the applied force can be approximated by a
single exponential function (eq. (3.12)), which has two constant parameters: the amplitude
(F0) and the decay length scale (λ). F0 and λ depend mainly upon the geometry of the
instrument and the strength of the magnets and magnetic beads, though they do exhibit
minor bead-to-bead variation26. Therefore, empirically determining the values of F0 and λ
by best fit to experimental data calibrates eq. (3.12) to the particular instrument, and thus
provides a precise approximation of the applied force as a function of magnet position (MP ).
F0 and λ can be calculated by fitting an equation that combines the relationship between
MP and F (i.e. eq. (3.12)27) with the dependency of step size (s) upon F (i.e. the worm-like


















where kB denotes the Boltzmann constant, T denotes the absolute temperature, p denotes
26This variation is primarily due to heterogeneity of the magnetic beads. Another factor that contributes
to variation in F0 and λ is slight variation in bead position within the xy plane.
27The approximation of eq. (3.12) is taken to be exact (for notation purposes), and only the magnitude
of the force vector is considered. The latter simplification is justified as the applied force is almost entirely
in the z direction [133].
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the persistence length of the unfolded protein, and Lc denotes the contour length of the
domain28. Rearranging eq. (1.2), setting both equations equal, and solving for MP yields


















Of course, s is a function of MP , rather than the converse. Nonetheless, eq. (3.15)
provides a convenient analytical relationship between MP and s, and can be used as the
basis for curve fitting to determine the optimal values for the parameters λ, Lc, and the
product F0p.
To improve the accuracy of the fitting for the key parameters F0 and λ, values of Lc and
p (i.e. the parameters that are specific to the protein in question) can be obtained through
independent AFM characterization. Additionally, eq. (3.12) can be utilized, along with a
robust mechanical standard, to further reduce the dimensionality of parameter fitting by
determining the value of F0 in terms of λ. In this case, the overstretching transition of phage
λ DNA was used, which produces a single stepwise extension that is proportional to the
length of DNA in the construct, and due to the cooperative nature of the transition, occurs
robustly and precisely at 65 pN [142, 143]. To determine the MP which corresponds to
this force, constructs with DNA tethers were observed while MP was lowered with a linear
gradient [144]. The results of repeated measurements (Figure 3.19) are then used along with
eq. (3.12) to yield the following expression for F0:
F0 = 65e
0.99/λ (3.16)
which then allows the restatement of eq. (3.12) as a function of MP and λ alone:
F = 65e(0.99−MP )/λ (3.17)
Equating eq. (1.2) with eq. (3.17) and solving for MP yields:
28The definitions of these parameters are provided in Section 1.1.
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which leaves only λ as a free parameter for fitting, provided that Lc and p are determined
independently, as described above. Figure 3.20 depicts the step size of unfolding or refolding
of B1 domains from Peptostreptococcus magnus Protein L (hereafter referred to simply as
“Protein L”) at various values of MP . This data, when fit with eq. (3.18) and using Lc = 18.6
nm and p = 0.58 nm (obtained from prior AFM characterization [145]) places the value of λ
at 1.107 ± 0.337 mm, thus completing the calibration of eq. (3.12) for the instrument used
in this work and yielding:
F = 159.02e−MP/1.107 (3.19)
While a properly-calibrated eq. (3.12) is useful for the purposes of experimental design
(e.g. to select an appropriate MP to reproduce conditions of previous experiments), MT
Figure 3.19: A histogram of n = 34 measurements of MP at the midpoint of the overstretching transition in
constructs that were experiencing an increasing load as MP was linearly decreased. The narrow distribution
is centered at 0.99 ± 0.05 mm (mean ± standard deviation). This data is presented in Popa et al, 2015 [144],
and is included here with permission from the authors.
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Figure 3.20: Plot of Protein L unfolding and refolding step sizes at various magnet positions (black circles,
error bars indicate the standard deviation of the measurements). The relationship between magnet position
and step size is calculated by fitting these data to eq. (3.18) (black line), using Lc = 18.6 nm and p = 0.58
nm (values taken from Liu et al, 2009 [145]), yielding λ = 1.107± 0.337 mm. The gray area represents the
68.3% (1 σ) confidence interval of λ, and is broadest in the high MP regime, despite excellent agreement
with the data in that region. The applied force as a function of magnet position (eq. (3.19)) is also shown
(red line), with force values indicated on the right axis. This data is presented in Popa et al, 2015 [144], and
is included here with permission from the authors.
recordings are typically long enough as to allow a sufficiently large population of unfolding
or refolding steps to be observed from a single molecule and bead such that the inherent
stochasticity can be reliably averaged. Thus, a more precise, bead-specific (and therefore
heterogeneity-insensitive) measure of the applied force can be calculated from the kinetics
and magnitudes of unfolding and refolding steps a posteriori. This strategy is demonstrated
in Figure 3.21, which shows that unfolding and refolding steps of Protein L held for a long
duration at a constant MP can robustly report on the applied force, independent of the
approximation provided by eq. (3.19). In this case, the applied force was determined to be
6.39 pN. On the other hand, the approximated force at MP = 3.6 mm given by eq. (3.19)
is 6.15 pN, which is a 3.8% deviation from the actual value. The close agreement between
the predicted and confirmed values testifies to the accuracy of the calibrated approximation
given by eq. (3.19).
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Figure 3.21: Histogram of step sizes from 758 unfolding and refolding steps that occur within a 1.9-hour
recording of a fusion construct consisting of eight tandem repeats of Protein L. The protein construct was held
at a constant MP of 3.6 mm (representative data from this recording can be seen in Figure 3.22). The steps
were autonomously detected via the algorithm described in Section 2.4.4. Figure 2.9 and Figure 2.10 depict
the process and output (respectively) of this approach, using the same 1.9-hour recording as an example.
Steps with positive magnitudes are due to unfolding, while steps with negative magnitudes reflect refolding.
The histogram is closely fit with the sum of two Gaussian functions (red line) with centers at −7.79± 0.05
nm (left peak) and 7.71 ± 0.04 nm (right peak), and widths of 1.02 ± 0.05 nm (left) and 1.17 ± 0.06 nm
(right). The amounts of unfolding and refolding steps are roughly equivalent, as expected given that the two
processes regenerate the initial state (i.e. folded or unfolded) for each other. The average of the absolute
values of the Gaussian center parameters is 7.75 nm, which when entered into eq. (1.2) along with the values
Lc = 18.6 nm and p = 0.58 nm from prior literature [145], results in a value of 6.39 pN. This agrees closely
with the approximation of eq. (3.19): 6.15 pN.
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3.3.4 Example of Experimental Design and Results
Common strategies in MT experiments involve either holding at a constant MP for the du-
ration of the recording, or alternating between low and high MP (similar to the “Denature-
Folding-Probe” scheme of AFM experiments (Section 3.2.3)). The former is used to monitor
repeated transitions back and forth between multiple states (e.g. zero to n domains un-
folded), and is thus ideal in cases where the forward and reverse transitions are in near
equilibrium (e.g. an MP at which refolding and unfolding occur at similar rates). The lat-
ter is useful in scenarios in which it is desirable to monitor a molecule’s behavior at a certain
MP that precludes regeneration of the original state (e.g. determining unfolding properties
at a low MP , at which refolding does not occur), and thus alternation between low values of
MP and the regeneration-permissive conditions at high MP allows repeated measurements
to be obtained from the same molecule. Representative samples from recordings of Protein
L observed in constant or alternating MP experiments are shown in Figure 3.22 and Fig-
ure 3.23, respectively. These data demonstrate the stability that enables the hours-long single
molecule observations that are typical in MT experiments, and furthermore demonstrate the
accuracy and response time of the magnet actuator.
Each data point in an MT trace represents an incoming video frame that has been
converted to a length measurement following the process described in Section 3.3.2. In the
implementation of the MT instrument described here, this calculation process is occasionally
the rate-limiting step in data acquisition. Frames which are acquired before completion of the
processing of the previous frame are discarded, and this continues until the current processing
task is complete. Thus, the collection of data proceeds in an asynchronous manner, with an
average acquisition rate comparable to but slightly less than the frame rate of the camera.
The acquisition rate is 257.2 Hz and 252.9 Hz for the data in Figure 3.22 and Figure 3.23,
respectively. For comparison, the frame rate of the camera is 285.7 Hz (3.5 ms exposure) in
these experiments.
Figure 3.24 shows a histogram of length measurements from a segment of the recording
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shown in Figure 3.22, which demonstrates the typical nm-scale noise associated with the
MT recordings. For comparison, the scale of noise in the length measurements in AFM
recordings are typically on the order of Ångstroms (Figure 3.12).
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Figure 3.22: Top: A one hour segment from a 1.9-hour recording of a construct consisting of eight tandem
repeats of Protein L held at a constant MP of 3.6 mm. Unfolding of individual Protein L domains results
in a stepwise increase in extension of 7.75 nm on average (determined by analysis of the full recording,
described in Figure 3.21). Refolding results in a stepwise decrease of the same magnitude. The data has
been smoothed via convolution with a normalized Gaussian kernel that has a width parameter (σ) of 25
data points. Linear drift correction was performed by subtracting 0.496 nm from the length measurement
per minute of duration from the first measurement. Center : A ten minute section from the recording shown
above, following the same preprocessing as described above. Gray dots represent unsmoothed data. Bottom:
A ten second section from the MP signal, reported from positional sensors of the magnet actuator. The
signal shows micron-scale fluctuations tightly centered about the desired value of 3.6 mm, with an average
value and standard deviation over the entire 1.9 hour recording of 3.600 mm and 0.869 µm, respectively.
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Figure 3.23: Top: A ten minute segment from a 2.88-hour recording of the same construct as in Figure 3.22
subjected to an alternating pulse protocol consisting of 172 iterations of 30 seconds each at 3.8 mm and 1.4
mm. The low MP pulse induces relatively rapid unfolding (indicated by upward steps of roughly 16 nm
on average), while the high MP pulse allows the molecule to collapse and refold (indicated as a sudden
decrease in extension followed by a slower decline to the fully folded state). The data has been smoothed via
convolution with a normalized Gaussian kernel that has a width parameter (σ) of 25 data points. No drift
correction was necessary at this scale. Center : A one minute section from the recording shown above (blue),
following the same smoothing as described above. Gray dots represent unsmoothed data. The unfolding
steps are more apparent at this scale. Bottom: The MP signal, reported from positional sensors of the
magnet actuator, corresponding to the section shown above. The fast response of the actuator used in this
implementation is apparent, with transitions often occurring in the span of two data points (several ms).
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Figure 3.24: A histogram of raw length measurements from a relatively flat and transition-free segment of
the trace shown in Figure 3.22 (118.5 s, 30885 data points, beginning at 6030.3 seconds). The distribution
strongly follows a Gaussian curve (red line), with a width parameter of 4.00 nm. The corresponding full




DsbA: a Potent Catalyst of Oxidative
Folding
This chapter describes the motivation, design, execution, results, and interpretation of
a single molecule force spectroscopy study of the disulfide oxidoreductase DsbA, the sole
catalyst of oxidative folding in Escherichia coli [103]. DsbA bears unique biochemical and
biophysical properties that distinguish it from all other known disulfide oxidoreductases [147],
and has a central role in many pathogenic processes due to the diverse activities of its broad
substrate repertoire [72].
In this work, single molecule atomic force microscope (AFM) methods are applied to
measure the kinetics of several key reactions between DsbA and a model substrate protein,
which are then used to provide a comparative analysis of DsbA and related enzymes. As
will be demonstrated, DsbA is a more potent catalyst of oxidative folding than its eukary-
otic counterpart, which is perhaps a consequence (or prerequisite) of the faster timescales of
prokaryotic life. A mechanistic model for the catalysis of oxidative folding by DsbA is con-
structed from the kinetic analysis, which offers an elegant explanation for the broad substrate
specificity of DsbA and structurally-related enzymes. Measurements of non-oxidative side
The work presented in this chapter was published as an article titled “Monitoring Oxidative Folding of
a Single Protein Catalyzed by the Disulfide Oxidoreductase DsbA” in the June 5th, 2015 issue of the Journal
of Biological Chemistry [146].
Abbreviations used in this chapter: AFM : atomic force microscope, PDI : protein disulfide isomerase.
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reactions suggest novel reaction intermediates that involve surprisingly strong intermolecular
non-covalent interactions, which occur independently from the covalent mixed disulfide bond
between the enzyme and substrate. This hypothesis, which is supported by independent ob-
servations of exclusively non-covalent DsbA-substrate complexes [93, 148, 149], highlights





In their study of the synthesis of the enzyme β-lactamase in Escherichia coli, Pollit and
Zalkin noted that disulfide oxidation of the enzyme occurred nearly instantaneously after it
was exported from the reducing environment of the cytosol [150]. The fast disulfide-formation
kinetics were inconsistent with the slow process of air oxidation, suggesting that disulfide
introduction was mediated through an unknown catalytic mechanism. Motivated by this
finding, Bardwell and colleagues conducted a genetic screen for components of the catalytic
disulfide-formation system in E. coli [151]. This work resulted in their 1991 discovery of
DsbA, an enzyme that is required for the formation of disulfide bonds in vivo [103].
DsbA belongs to the thioredoxin superfamily, an extensive group of disulfide oxidore-
ductases which possess low mutual sequence identity but are defined by a common struc-
tural element: the thioredoxin fold [81]. These enzymes most often contain hydrophobic
regions on their surfaces that provide a basis for non-specific binding to unstructured sub-
strates1 [152, 153]. In addition to their typical broad specificity, these enzymes are united
in their use of a catalytic CXXC motif, through which they participate in various thiol-
disulfide interchange reactions [81]. In these reactions, the enzyme forms a mixed disul-
fide between a substrate cysteine and the surface-protruding amino-terminal cysteine. The
carboxy-terminal cysteine, recessed deeper within the enzyme’s structure, is reserved to
provide a release mechanism through thiol-disulfide interchange [96, 154–156] (Figures 4.1
and 4.2).
Thioredoxin, the namesake of the superfamily, was the first of these enzymes to be
characterized. Originally discovered as an electron donor for ribonucleotide reductase2 in
E. coli [18], it was shortly thereafter identified as a general protein disulfide reductant [157]
1Disulfide oxidase enzymes typically interact with nascent, unfolded substrates. Disulfide reductase or
isomerase enzymes most often interact with misfolded substrates. As both kinds of substrates are expected
to have larger unstructured regions and a higher degree of exposed hydrophobic regions than folded proteins
typically have, a moderate basal affinity for unstructured polypeptide is a necessary feature of these enzymes.




Figure 4.1: Schematic illustration of the two possible outcomes after formation of a mixed disulfide complex
(center) consisting of a disulfide oxidoreductase enzyme (blue) and a substrate (gray) bound by an inter-
molecular disulfide bond. Oxidized thiol is indicated with a yellow “S”, and reduced thiol (or thiolate) is
indicated with an orange, green, or red “S”. The green and red arrows indicate the results of a thiol-disulfide
interchange involving the mixed disulfide and the thiol of the same color. The opposing black arrows indi-
cate that these reactions are reversible. The enzyme’s carboxy-terminal cysteine (red) provides a means for
release of the enzyme in the oxidized form, leaving the substrate reduced. In contrast, if a substrate cysteine
(green) participates in thiol-disulfide interchange, a reduced enzyme is released, with the substrate retaining
the disulfide bond. Thus, through the use of a redox-active pair of cysteines at the catalytic site, a single
structural motif can accommodate the catalysis of both oxidation and reduction.
and has since been found in every facet of extant life [73]. Its activity, along with that of
glutaredoxin, maintains the reducing conditions within the cytosol and repairs errant protein
oxidation [158].
Owing to its unique structural features (Figure 4.2), DsbA is the most oxidizing3 member
of the thioredoxin superfamily (Table 4.1). Protein disulfide isomerase (PDI), the eukaryotic
counterpart of DsbA is a comparatively milder oxidant, though both enzymes are sufficiently-
oxidizing such that they will reliably introduce disulfides into most nascent protein substrates
(Table 4.1).
In vivo, both PDI and DsbA catalyze the oxidative folding of nascent substrates [89, 90],
and also bear oxidation-independent folding chaperone capabilities [93, 95]. Their respective
3The intrinsic propensity of a chemical to function as an oxidant is indicated by its redox potential, a
quantification of the chemical’s affinity for electrons. A higher redox potential indicates a more favorable
energetic change upon reduction. A reducing enzyme should therefore have a lower redox potential than





Thioredoxin (E. coli) -270 mV [159]
Thioredoxin (human) -230 mV [160]
Monomeric cysteine -220 mV [161]
PDI -175 mV [162]
DsbA -89 mV [163]
Table 4.1: Redox potentials of several disulfide oxidoreductases from the thioredoxin superfamily and of
monomeric cysteine (a general proxy for substrate cysteine thiols). All values are presented relative to
the standard hydrogen electrode. A redox potential below that of free cysteine means that the enzyme
is thermodynamically-favored to reduce most substrates, while a redox potential above this value corre-
spondingly entails that the enzyme will tend to oxidize most substrates. The multiple values provided for
thioredoxin correspond to orthologs, with the species indicated in parentheses. References for the redox
potentials are indicated in the table.
approaches to oxidation slightly differ, however, with DsbA employing a brutish strategy
which almost always leads to oxidation of sequentially-consecutive cysteines (regardless of
whether the resulting pairing is correct) [164–166], while PDI has a more gentle trial-and-
error approach involving repeated cycles of release and reformation of mixed disulfides until
the correct pairings are found [167]. Additionally, PDI has disulfide isomerase activity4 that
can correct non-native disulfide bonds as they form [168]. In contrast, DsbA has no isomerase
activity, which is instead compartmentalized to a separate enzyme in prokaryotes [89]. These
contrasting features, along with the comparative kinetic analysis that is described in the
sections that follow, highlight the divergence in the strategies for oxidative folding employed
in eukaryotes and prokaryotes, and the distinct physiological constraints to which they are
adapted.
4In fact, PDI was first identified as a disulfide isomerase (as its name indicates) [168], and was not




Figure 4.2: Crystal structures of three important members of the thioredoxin superfamily of disulfide
oxidoreductases. From left to right : the catalytic “a” domain of human PDI (red, PDB accession code:
4EL1 [170]), an archetype of eukaryotic disulfide-oxidation catalysts, DsbA from E. coli (blue, PDB accession
code: 1A2J [147]) a representative example of prokaryotic disulfide-oxidation catalysts, and thioredoxin from
E. coli (green, PDB accession code: 1XOB [171]) the primary disulfide reductant found in all clades of
life [73]. The thiol sidechains of the cysteine residues are shown in gold. The enzymes are shown in their
most common in vivo oxidation state, i.e. oxidized in the case PDI and DsbA, and reduced in the case of
thioredoxin. All three enzymes bear a thioredoxin fold, which consists of a single, central β-sheet with several
peripheral α-helices, one of which initiates near the carboxy-terminal cysteine of the CXXC catalytic motif.
The amino-terminal cysteine (located closer to the perspective of the viewer, and slightly to the left), which
participates in the formation of mixed disulfide bonds with substrates during catalysis, protrudes from a
recessed, hydrophobic region on the surface of the enzymes. This hydrophobic groove allows for non-specific
interaction with unstructured substrates. The amino-terminal cysteine is characterized by a pKa value that
is substantially reduced from that of typical cysteines [172–174], entailing that the reactive, deprotonated
thiolate form has a greater prevalence at physiological pH. In addition to the common thioredoxin domain,
DsbA contains a helical domain (dark blue) which contributes to the hydrophobic substrate-interaction
region [175]. The structure of DsbA allows for specific polar and electrostatic interactions between the amino-
terminal cysteine and surrounding residues that stabilize the thiolate form [147]. This feature, which is unique
to DsbA among the thioredoxin superfamily, causes the reduced state of the enzyme to be thermodynamically
favored and therefore contributes to the extreme oxidizing potency of DsbA [147].
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4.1.1 Production of Disulfide-Bonded Proteins in Escherichia coli
Due to the reducing conditions of the cytosol, proteins which are designated for disulfide oxi-
dation must first travel to the periplasm (Figure 4.3), an oxidative compartment between the
inner and outer membranes of gram-negative bacteria where the disulfide-forming machin-
ery of the Dsb system resides [89]. Periplasmic targeting is accomplished through a short5
amino-terminal signal element, which is proteolytically removed from the protein during
maturation [176]. Targeting can proceed through two routes: post-translational, in which
the protein is completely synthesized but maintained in an unstructured state by the SecB
chaperone [177], or co-translational, in which synthesis is halted after the emergence of the
signal peptide, and continued only once the ribosome and nascent polypeptide coordinate
with the import machinery [178]. Post-translational targeting is the default mode for soluble
proteins, with co-translational targeting reserved for the import of integral membrane pro-
teins [176]. In either case, periplasmic import is mediated through SecA, an ATPase which
drives the nascent, unstructured protein through the SecYEG channel [179]. In eukaryotes,
the process of targeting and import into the endoplasmic reticulum for PDI-mediated oxi-
dation is largely analogous to the periplasmic import process that occurs in E. coli, though
import is almost exclusively co-translational [176, 180].
Cysteine residues of the nascent protein form mixed disulfides with DsbA, the sole disul-
fide oxidant of the system [89, 103], as they emerge from the Sec translocon [96] (Figure 4.4,
A). The mixed disulfide is resolved through a thiol-disulfide interchange with a second sub-
strate cysteine, resulting in the introduction of a disulfide bond within the substrate and the
release of a reduced DsbA [97]. The inner membrane protein DsbB oxidizes DsbA through
thiol-disulfide interchange and passes the resulting electrons to ubiquinone6, thus regenerat-
ing the initial oxidation state of DsbA and completing the catalytic cycle [182]. The mixed
5Roughly 20 amino acids in length [176].
6In aerobic conditions, ubiquinol oxidase will subsequently reduce ubiquinone and offload the electrons
to oxygen as a terminal electron acceptor [82].
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Figure 4.3: Illustration of an Escherichia coli cell at 1,000,000× magnification. DNA (shown in yellow)
occupies a large portion of the cell interior, with protein synthesis (carried out by ribosomes, shown in
purple) occurring near the cytosolic periphery. The cytosol is a reducing environment, and therefore disulfide
introduction is restricted to the periplasm, a narrow space between the outer and inner membranes (shown as
arcing yellow bands with embedded green proteins) of gram-negative bacteria. Proteins that are designated
to be oxidized are targeted and imported into the periplasm prior to folding into their native structures. The
disulfide-forming machinery of the Dsb system (not explicitly shown) resides in the periplasm, and interacts
with its substrates as they fold in order to form the correct disulfide pairings. This illustration is the work
of David S. Goodsell and was originally published in his book “The Machinery of Life” [181]. It is included
here with permission from Dr. Goodsell and his publisher.
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disulfide resolution process almost always occurs with the consecutive cysteine residue within
the substrate’s sequence, regardless of whether the subsequent disulfide bond can be accom-
modated within the native structure [164–166]. Thus, oxidation by DsbA typically results in
disulfide pairings between the most amino-terminal cysteine and the cysteine which imme-
diately follows it, continuing in this consecutive fashion with any remaining cysteine pairs.
The bias for consecutive oxidation exhibited by DsbA introduces oxidation errors in the
case of substrates whose native structure includes nonconsecutive disulfide bonds. Folding of
these misoxidized substrates can very often only occur after disulfide isomerization7, which is
catalyzed by the dedicated isomerase DsbC [89, 164–166]. DsbC is a disulfide oxidoreductase
that shares some structural features with DsbA, including a catalytically-active thioredoxin
domain with an α-helical extension [183]. Unlike DsbA, DsbC bears an additional amino-
terminal domain, which mediates homodimerization [183]. Dimerization of DsbC allows it
to interact with larger, partially-structured substrates through the hydrophobic cleft of its
flexible “V”-shaped dimeric structure [183]. To function as an isomerase, DsbC must be
maintained in a reduced state (Figure 1.10). This is accomplished by the inner membrane
protein DsbD, which reverses DsbC oxidation by drawing electrons from cytoplasmic thiore-
doxin8 [184, 185].
The oxidative branch of this system (DsbA/B) pumps electrons out of the periplasm while
the isomerization branch (DsbC/D) is simultaneously drawing electrons in to the periplasm.
Wasteful electron transfer between the two branches is protected against by structural fea-
tures of the Dsb system, which prevents the soluble members from interacting with each
other’s membrane-bound redox state regenerators [186, 187]. Additionally, DsbC is resistant
to direct oxidation by DsbA [188].
Eukaryotes utilize a contrasting approach, with a single enzyme (PDI) functioning as both
7Incorrect disulfide bonds almost always preclude folding, as the positions of cysteine pairs are constrained
in a manner that is not compatible with the native structure [72].
8Which in turn is reduced via thioredoxin reductase with NADPH as an electron donor. Thus, electrons
for DsbC-mediated isomerization ultimately are drawn from the cytoplasmic NADPH pool [89, 184, 185].
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oxidant and isomerase. For complex substrates with an interweaving disulfide connectivity,
this strategy is ideal as it allows for a greater degree of proofreading through trial-and-error
oxidation [167]. However, for simple substrates (e.g. those with a single disulfide bond and no
unpaired cysteines), the compartmentalized prokaryotic approach allows for faster turnover
and bypassing of unnecessary isomerization [97]. Correspondingly, the secreted proteome of
E. coli and many other prokaryotes displays a strong bias against unpaired cysteines and
a favoring of fewer disulfides in general [69, 70]. Thus, the prokaryotic oxidative folding
strategy employs simple but fast machinery, which is ideally suited to process their simple
substrate repertoire at the fast pace of prokaryotic life, in which cell division can occur on
intervals as short as twenty minutes [189].
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4.1.2 Role in Pathogenicity
Many of DsbA’s substrates play central roles in E. coli pathogenicity, and are unstable or
otherwise harmless without the stabilizing disulfide bonds that DsbA introduces. These
include components of adhesion structures: such as type I [190] and P pili [191], which are
used to adhere to the urinary tract in uropathogenic E. coli (UPEC) infection, or type IV
pili [192], which enable enterotoxigenic E. coli (ETEC) to adhere to host intestinal cells.
Additionally, the diarrhea-inducing toxins secreted by ETEC must be oxidized by DsbA to
function [193, 194]. DsbA-mediated oxidative folding of FlgI is necessary for the formation
of functional flagella [195, 196], which in turn can mediate adhesion and virulence [197].
There are substantially more examples found in both gram-negative and gram-positive9
pathogens, including Mycobacterium tuberculosis, Salmonella enterica, Yersinia pestis, Vib-
rio cholerae, Pseudomonas aeruginosa, Actinomyces oris, and Corynebacterium diphtheriae,
in which an array of DsbA homologs provide requisite oxidation to various substrates that
mediate pathogenicity [72, 199].
Therefore, bacterial disulfide-formation machinery has emerged as an attractive target for
the development of novel antibiotics. Therapies developed by such efforts would confer the
major benefit of mitigating virulence rather than killing pathogenic bacteria, which reduces
the selective pressure that favors the formation of antibiotic resistance while leaving the host
microbiome intact [200]. To this end, several research groups have embarked on efforts to
develop peptide [148, 149, 149] or small molecule inhibitors [201–203] of DsbA homologs or
the DsbB-like enzymes that oxidize them.
9Gram-positive bacteria possess a single membrane, and thus lack a proper periplasm to compartmen-
talize the disulfide oxidation processes. Nonetheless, DsbA-like enzymes have been identified in many gram-
positive bacteria, which utilize cavities within the peptidoglycan cell wall as oxidative compartments [69].
However, this strategy is only selectively employed, with disulfide bonds (and the machinery to form them)
completely absent from several phylogenetic clades of gram-positive bacteria [69, 72]. Furthermore, some
gram-positive disulfide-formation systems have a narrow substrate repertoire, indicating that they serve a
more specialized function than their gram-negative counterparts, which typically have broad (often proteome-
wide) specificity [198]. A notable exception to this is the Actinobacteria phylum, in which disulfide-bonds are
found more generally throughout the proteome to such an extent that removal or inhibition of the disulfide




DsbA was first identified in 1991 [103], and has since been thoroughly characterized by a host
of in vitro and in vivo analyses. While, these efforts have yielded a wealth of insight, key
mechanistic questions remain unanswered, mostly due to the difficulty in detecting oxidation
and folding independently and with high precision. Additionally, there are few techniques
that are capable of observing the transient semiextended mixed disulfide intermediates that
occur in vivo immediately after Sec translocation [179].
In this work, single molecule force spectroscopy methods were applied to study the ki-
netics of DsbA-catalyzed oxidative folding. These methods are capable of independent de-
tection of folding and oxidation with exquisite sensitivity. Additionally, the application of
a mechanical load to the substrate allows for the faithful recreation of the semiextended
enzyme-substrate mixed disulfide intermediates that form immediately following the me-
chanical extension of the substrate by the Sec translocon (Figure 4.4). Thus, the difficulties
faced by traditional biochemical approaches can be circumvented, allowing for a thorough,
high-resolution kinetic analysis of catalyzed oxidative folding. Included in this analysis is
the characterization of rarely-occurring but mechanistically-important side reactions that
result in failures to produce a correctly-folded and oxidized substrate and have been largely
unexplored in previous work.
The kinetics of DsbA-catalyzed oxidative folding were measured through direct observa-
tion of the enzyme’s activity on single molecules of a model substrate protein: a mutated
form of the I27 immunoglobulin domain from human cardiac titin, in which the two native
cysteines (at positions 47 and 63) have been mutated to alanine and two cysteines have been
introduced in place of the native residues at positions 32 and 75 (hereafter referred to as
“I2732-75”). Whereas the native cysteines were not in sufficient proximity to form a disulfide
bond, the introduced cysteines are (Figure 4.5). The resulting engineered disulfide bond is
buried within the core of the protein, and is therefore solvent accessible only when the protein
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Figure 4.4: A: In vivo, nascent proteins are translocated into the oxidative environment of the periplasm
via the SecYEG translocon, emerging as semi-extended, unfolded, and reduced polypeptide. Oxidized DsbA
forms a mixed disulfide with a substrate cysteine. Upon completion of translocation, the collapsed mixed
disulfide complex undergoes folding and resolution of the mixed disulfide. This leads to the formation of a
folded and oxidized substrate, while a reduced DsbA is released. The requisite SecA ATPase, which drives
the substrate through the SecYEG channel, has been omitted for clarity. B : In the AFM experiments, force
is applied to a single substrate molecule with buried disulfide bonds. Though a monomer is depicted for
simplicity, the construct used in the experiments consisted of eight tandem repeats of the substrate domain.
Force induces unfolding, whereupon the disulfide is solvent-exposed and can then be attacked by reduced
DsbA, yielding a mixed disulfide complex. The force is then relaxed, allowing the substrate to collapse. This
enables folding and oxidation, and the initial redox states of enzyme and substrate are recovered.
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Figure 4.5: Solution NMR structure of the I27 domain from human cardiac titin (PDB accession code:
1TIT [205]), the basis for the I2732-75 model substrate used in these experiments. Two native cysteines at
positions 47 and 63, which are unable to form a disulfide, have been mutated to alanine. Positions 32 and
75 (originally glycine and alanine, respectively) have been mutated to cysteine. The location of the resulting
β carbon of the new cysteines is marked in gold. These cysteines are close enough to each other to oxidize,
resulting in a solvent-inaccessible disulfide bond [43]. The red and blue coloring indicates the part of the
domain that extends from the partial unfolding of the oxidized domain and the subsequent reduction of the
now-exposed disulfide, respectively.
which provides a degree of multiplexing and a basis for discriminating contaminating mate-
rial (described in Section 2.4.2). This construct has been used in many prior single molecule
force spectroscopy studies, and is therefore well-characterized [43, 48, 49, 57, 73, 204].
DsbA-I2732-75 mixed disulfide complexes were assembled during single molecule observa-
tions through the reaction of oxidized I2732-75 and reduced DsbA. This is an inversion with
respect to the redox states of oxidative enzymes and their substrates in vivo. Either pathway
leads to identical mixed disulfide complexes (and therefore, identical subsequent oxidative
folding reactions), but the approach used in this work is advantageous because it allows for
the direct detection of mixed disulfide formation, as the unfolding and subsequent reduction
of the substrate produces well-defined signals (as is described in Figure 4.7).
The method of stimulating the formation of mixed disulfide complexes begins with the
application of a force of 165 pN to a single protein construct for a duration of 0.5 seconds
(Figure 4.6). This pulse is generally sufficient to unfold all I2732-75 domains, but is far
too weak to break covalent bonds [130]. Unfolding exposes the previously-buried substrate
disulfide to the surrounding solvent, and therefore allows the reduced DsbA in solution (at

























Figure 4.6: A representative experimental trace, illustrating the force pulse sequence and the resultant
length profile exhibited by the substrate. The step-wise extensions correspond to domain unfolding or
disulfide reduction within the substrate molecule. The force protocol is divided into three periods: denature,
folding, and probe. The purpose of the denature period is to unfold the substrate and form mixed disulfide
complexes. During the folding period, the force is relaxed and the substrate collapses, which allows oxidative
folding to proceed. Because the oxidative folding events that occur in the collapsed state are not directly
detectable in the absence of force, the force is reapplied in the probe period to cause extensions that report
on the results of the folding period.
Because tension applied across a substrate tends to decrease activity of thioredoxin-folded
enzymes [49], the applied force is decreased to 50 pN for the remainder of the extension
period to accelerate the rate of DsbA-catalyzed reduction. This dual-pulse approach allows
for the temporal isolation of unfolding and reduction, which increases the homogeneity of
arrival times for the mixed disulfide complexes and in turn reduces variability in kinetic
analyses. The combination of the 165 pN and 50 pN pulses is hereafter referred to as the
“denature period” (Figure 4.6). In the subsequent “folding period”, the force is completely
relaxed, allowing the DsbA-laden substrate to collapse and undergo oxidative folding. The
collapsed state is analogous to an early intermediate in the in vivo scenario, in which DsbA
resides in a mixed disulfide complex with a collapsed but unstructured substrate that has just
emerged from the Sec translocon (Figure 4.4). In the absence of an extensive force, folding
and oxidation yields no detectable length signal10. Therefore, a second set of extension pulses
is applied after the folding period in order to determine the results of the relaxation. This
10The rationale for the lack of a length signal in the absence of force is described in Section 3.2.1.
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is referred to as the “probe period”, as the resulting steps in the length measurement probe
the condition of the molecule after the unobservable events that occurred during the folding
period.
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4.3 Results and Interpretation
The following sections present analysis from recordings of DsbA-catalyzed oxidative folding
of single substrate molecules. The general approach of these experiments is to isolate in-
dividual stages of the overall oxidative folding reaction (including the nonproductive side
reactions that involve formation of non-native disulfides or non-oxidative release of the en-
zyme) through the use of varying force pulse protocols and analytical techniques. Much of
this analysis is presented from a comparative perspective, in which the properties of DsbA
are framed in relation to corresponding features of its eukaryotic counterpart, PDI, which
have been determined in an earlier study (described in Kosuri et al, 2012 [204]). Direct
comparison was possible because both studies employed similar methods and utilized the
same model substrate. Data that originates from the prior study is attributed in the figure
captions, and is included here with permission from the authors.
In the sections that follow, all mentions of “DsbA” refer to the enzyme from Escherichia coli, “PDI”
refers to the catalytic “a” domain from human PDI, and “Thioredoxin” refers to human thioredoxin.
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4.3.1 Formation and Detection of Intermediates, Successes, and
Failures
In the denature period (the first extension of the I2732-75 substrate), two distinct types of steps
are seen (Figure 4.7, A): 11-nm steps that occur mostly in the high-force pulse and correspond
to the unfolding of an oxidized I2732-75 domain, and 13-nm steps that occur mostly in the
low-force pulse and correspond to the reduction of an unfolded, oxidized I2732-75 domain and
the concurrent formation of a mixed disulfide complex (Figure 4.7, B). In the probe period,
two additional types of steps can be seen (Figure 4.7, A): 25-nm steps which represent the
unfolding of a reduced I2732-75 domain that forms due to non-oxidative enzyme release11, and
16-nm steps that correspond to reduction of errant interdomain disulfides that form when
cysteines belonging to adjacent domains oxidize [204] (Figure 4.7, B). This configuration
precludes the native fold, and serves as a proxy for the non-native disulfides that occur in
vivo as a result of errors in oxidative folding that connect non-cognate cysteines [184]. The
reduction of the non-native disulfide produces a larger extension than the reduction of the
native12 Cys32-Cys75 disulfide because a longer length of polypeptide is exposed to force upon
reduction (48 residues in the non-native case, versus 43 for the native disulfide) [57, 61, 204].
The 16- and 25-nm steps represent failures in oxidative folding, as the folded and oxidized
structure has not been recovered. In contrast, occurrences of pairs of 11- and 13-nm steps
indicate a successfully-folded and oxidized domain. Domains that have neither folded nor
oxidized do not produce steps, but contribute to the extension that occurs immediately after
force application. Thus, the extension at the end of the denature period is roughly equivalent
to the extension at the end of the probe period.
11Release occurs through thiol-disulfide interchange between the mixed disulfide and the enzyme’s
carboxy-terminal cysteine (Figure 4.1).
12The engineered disulfide bond is, by definition, not technically “native”. However, its presence is not
prohibitive to the native fold, analogous to a true native disulfide.
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Figure 4.7: A: Logarithmic 2D histograms of step size versus time of occurrence are shown for the denature
(left) and probe (right) periods. The times used for the probe period have been synchronized to the beginning
of the 165 pN portion of the probe extension. The dashed line indicates the transition from 165 pN to 50
pN at 0.5 s. The segregation of reduction and unfolding events is immediately evident. To the right of
both 2D histograms are corresponding normalized histograms for step sizes. The black line indicates a fit of
the 1D histogram with a sum of Gaussian functions. The component terms of these fits are indicated with
colored transparent regions. In the denature histograms, two populations are seen. In the probe histograms,
three populations are clearly visible, with a minor fourth population that manifests only as a shoulder on
the central population, but is clearly absent from the denature events. B : Schematics illustrate the events
that correspond to the four classes of steps shown in A (not to scale). The color of the arrows corresponds
to the color of the Gaussian region shown in A. The numbers above each schematic provide the centers of
the Gaussian fits from the probe histogram. Each schematic is labeled with the molecular event that is
consistent with the associated step sizes.
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4.3.2 Oxidation Occurs Late in the Folding Pathway
The number of 13-nm steps that occur in the denature period is equivalent to the number
of oxidized domains that were reduced during this time and thus, the maximum number of
domains that could undergo oxidative folding. After the folding period, each domain that
succeeds in oxidative folding displays another set of 11- and 13-nm steps. Therefore, the
ratio of 13-nm steps in the second extension over the number in the first extension reports
on the normalized amount of oxidative folding that occurred. By varying the length of the
folding period (∆t Folding), the degree to which oxidative folding occurs can be influenced.
For long folding times, the mixed disulfide complexes had more time to properly resolve and
yield oxidized and folded domains. With shorter folding pulses, fewer domains were able to
complete oxidative folding (Figure 4.8, A).
The normalized fractional completion of DsbA-catalyzed oxidative folding versus ∆t Fold-
ing is plotted in Figure 4.8 B. For comparison, folding kinetics data for oxidized and reduced
I2732-75 in the absence of enzyme is also shown, as well as oxidative folding kinetics of the
same substrate when catalyzed by PDI [204].
The folding kinetics of the reduced substrate provides the baseline “intrinsic” folding
rate of the substrate without the influence of a disulfide. The oxidized substrate folding
kinetics demonstrates the drastic accelerating effect on folding due to the presence of the
disulfide. DsbA-catalyzed oxidative folding occurs with kinetics that fall in between these
two extremes, demonstrating a distinct but moderate increase in the folding rate due to
oxidation. Given that the folding rate of pre-oxidized substrate is 32.3-fold faster than that
of the reduced form, this comparatively mild 3.2-fold acceleration due to DsbA points to
a relatively late introduction of the disulfide bond, likely after the majority of folding has
occurred. An earlier introduction would presumably exhibit a more drastic acceleration of
the folding rate due to the extremely potent influence of the substrate disulfide bond. PDI
displays similar behavior although with a notably milder acceleration of the folding rate.
This suggests that oxidation occurs slightly faster in the presence of DsbA than it does in
120
4.3: RESULTS AND INTERPRETATION
the presence of PDI.
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k = 0.35 ± 0.08 s-1
PDI
k = 0.70 ± 0.19 s-1
DsbA
k = 0.22 ± 0.05 s-1
red. substrate





































Figure 4.8: A: Representative extension traces demonstrating the effect of varying ∆t Folding are shown.
Arrowheads indicate ∼13-nm “reduction” steps, each of which directly corresponds to a single folded and
oxidized domain. In the upper trace, a 1-s ∆t Folding is applied. The absence of steps in the probe period
indicates an absence of refolding and reoxidation occurring during the short ∆t Folding. A 10-s ∆t Folding
is used in the lower trace, allowing five of seven domains to complete oxidative folding. B : By varying ∆t
Folding and plotting the fractional recovery of natively oxidized domains, the kinetics of DsbA-catalyzed
oxidative folding can be determined (blue circles). For comparison, data for the kinetics of PDI-catalyzed
oxidative folding (red squares) as well as the folding kinetics for oxidized (dark gray triangles) and reduced
(light gray diamonds) substrate in the absence of enzyme is also shown. The non-DsbA data was originally
presented in Kosuri et al, 2012 [204], and is included here with permission from the authors. Schematic
illustrations to the right indicate the process being measured. Error bars represent S.E., calculated using the
bootstrap method. Solid lines represent single exponential models of the data, with the rate (k) parameter
provided in the schematic to the right. The data have been normalized by multiplying by the inverse of the
amplitude of a single exponential fit of the unnormalized data; thus the amplitude for all fits is 1.0.
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4.3.3 Non-native Disulfides Form Rarely but With Fast Kinetics
Throughout the single-molecule recordings that were collected in this study there exists an
infrequent type of extension, with step sizes intermediate to the 13-nm native reduction
steps and the 25-nm unfolding of reduced domain steps. These steps were distinguished by
their size (∼16 nm) from the similarly sized but distinctly smaller steps that correspond to
reduction of native disulfides (∼13 nm) (Figure 4.9, B). Additionally, these steps appear
only in the probe period, after the substrate has been unfolded and collapsed (Figure 4.7,
A). These events therefore correspond to the reduction of errant non-native interdomain
disulfides [204] (Figure 4.7, B). Because both cysteines are buried in the native structure,
the non-native disulfides must form while the cysteines are still exposed and thus before
many native contacts have formed.
The kinetics of non-native disulfide formation can be determined by comparing the fre-
quency of of ∼16-nm steps (as a fraction of total domains, indicated by the number of native
reductions in the denature period) against ∆t Folding. This data is shown in Figure 4.10 for
both DsbA and PDI. Both enzymes have similar rates for the kinetics of non-native disul-
fide formation, which are slightly faster than their respective rates for catalyzed oxidative
folding (Figure 4.8). This is consistent with a process that can only occur only early in the
folding pathway. However, DsbA is overall more efficient in preventing non-native disulfide
formation, bearing a maximum frequency roughly half of the same value for PDI.
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14.97 ± 0.04 nm
native
12.83 ± 0.02 nm
A B
Figure 4.9: A: Due to the use of a tandem repeat substrate, interdomain disulfides can form between
adjacent domains as errors in oxidative folding. The schematic diagram illustrates how this can occur,
with solid arrows representing the general trajectories necessary for a native disulfide and a dashed arrow
representing that of a non-native interdomain disulfide. For simplicity, just two domains are shown, but
this scenario can arise at the junction between any adjacent pair of the eight domains in the substrate. B :
Because more residues are exposed to force upon reduction of a non-native disulfide compared with a native
disulfide, there is a larger increase in extension. The schematics represent the condition of two domains that
will, when extended, lead to native (left) or non-native (right) reductions. A typical representation of the
resultant length recording is shown below each illustration. A histogram of the data is shown to the right of
this, with step sizes calculated from the difference between the centers of the overlaid Gaussian fits.
A = 0.047 ± 0.014
k = 0.86 ± 0.82 s-1
DsbA
A = 0.082 ± 0.014






















Figure 4.10: The proportion of non-native to native reduction steps are plotted against ∆t Folding to
measure the kinetics of non-native disulfide formation. As before, data for DsbA are shown in blue circles,
data for PDI are shown in red squares. The PDI data was originally presented in Kosuri et al, 2012 [204],
and is included here with permission from the authors. For both enzymes, non-native disulfides form with
a rate that is significantly faster than their respective rates of native disulfide oxidation (Figure 4.8). The
amount of non-native disulfides asymptotically approaches a value of about 1 in 21 domains for DsbA, and
about 1 in 12 domains for PDI. The discrepancy in amplitude indicates that DsbA is less likely to cause
misfolding or incorrect disulfide pairings than PDI. Error bars represent S.E., calculated using the bootstrap
method. Solid lines represent single exponential models of the data, with the rate (k) and amplitude (A)
parameters provided in the legend to the right.
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4.3.4 Non-oxidative Release is Unlikely
Non-oxidative release can occur, in principle, at any time prior to the completion of substrate
oxidation. However, this reaction is more favored while the mixed disulfide complexes are
held extended. During this time, collapse and therefore oxidative folding are prohibited by
force, but the non-oxidative release reaction is presumably unaffected by force because the
mixed disulfide bond is unstrained.
During the folding pulse, the reduced domains that form as a consequence of non-oxidative
release can refold but do not reoxidize and thus display a 25-nm unfolding step upon reap-
plication of force (Figure 4.7). If DsbA does not release, it can catalyze oxidative folding
and produce a pair of 11- and 13-nm steps. The ratio of 25-nm steps to 13-nm steps in the
probe period therefore describes the average ratio that DsbA is “on” or “off” at the time
that folding occurs. As the length of the denature pulse is increased, the fraction of 25-nm
steps increases because the mixed disulfide complexes are held extended longer (on average),
giving the enzyme a larger change to release (Figure 4.11).
The extent of non-oxidative release was determined by comparing the fractional occur-
rence of 25-nm steps versus the lifetimes of the mixed disulfide complexes. The calculation of
this lifetime was slightly complicated due to the fact that folding events are not directly de-
tectable, and thus it is impossible to determine the time at which a mixed disulfide complex
was resolved by folding. Even if this information were accessible, it would not be possible
to match each folding event, which indicates the resolution of a mixed disulfide, with the
corresponding reduction step that indicates the creation of that particular mixed disulfide
complex. Thus, direct measurement of the lifetimes of the mixed disulfide complexes is not
possible in these experiments. The sum of the length of the low-force pulse of the denature
period (∆t Denatlow) and the length of the folding period (∆t Folding) was therefore used
as the measure of time in kinetic analysis (Figure 4.12). Although this sum represents the
total length of time that a mixed disulfide could exist, it also serves as a reasonable proxy
for the average lifetime given that most reduction steps occur early in the low-force pulse
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Figure 4.11: The kinetics of non-oxidative release are probed by varying the length of the low-force part
of the denature period (∆t Denatlow), which is the maximum amount of time a mixed disulfide could be
held extended (i.e. if it formed immediately upon transition to the low force). Non-oxidative release is
easily detected by the formation of a reduced domain, which unfolds in a single 25-nm step. As ∆t Denatlow
increases, it becomes more likely that the enzyme has released before collapse occurs. This is reflected by
a higher incidence of 25-nm steps. As release can also occur in the collapsed state prior to folding, the
total maximum possible lifetime of a mixed disulfide is given by the sum of ∆t Denatlow and∆t Folding.
Shown here are representative traces for short (10-s) and long (55-s) extension and folding times. As before,
white arrowheads indicate a ∼13- nm reduction step. Gray arrowheads indicate a ∼25-nm reduced domain
unfolding step. For the shorter trace, no release occurred as demonstrated by a lack of 25-nm steps. During
the longer extension, three of the six refolded domains were left reduced as a result of non-oxidative release.
To the right of the length traces are normalized step size histograms drawn from all recordings with the
same force protocol (n ≥ 26).
(72.8% in the first 3 s and 87.5% in the first 5 s; n = 1195). The data were fit closely by
a single exponential function, giving a rate of release of 0.07± 0.02 s-1 and an amplitude of
0.44± 0.04 (Figure 4.12).
Similar data for the non-oxidative release of PDI and the reductase thioredoxin from
mixed disulfide complexes is also shown in Figure 4.12 for comparison. Thioredoxin repre-
sents the fastest-releasing enzyme of the group, with kinetics faster than the detection limit
of this approach and an amplitude of 1.0 (i.e. the enzyme released from the mixed disulfide
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complex prior to folding in every observation). PDI releases at a rate of 0.10 ± 0.03 s-1,
which is 1.43 times faster than DsbA. This discrepancy, and the roughly 2-fold increase in
amplitude, describe PDI as an overall less reliable oxidant, as non-oxidative release prior to
folding has a greater probability of occurring. Interestingly, the order of oxidizing strength
of these three enzymes matches the order of both the rate and amplitude of mixed disulfide
release, with the more-oxidizing enzymes tending towards slower and less-frequent release
(Table 4.2).
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A = 1.0
Thioredoxin
A = 0.44 ± 0.04
k = 0.07 ± 0.02 s-1
DsbA
A = 0.84 ± 0.11
























 + ∆t Folding (s)
Figure 4.12: The kinetics of non-oxidative release are determined from the plot of fractional occurrence
of reduced domains versus length of ∆t Denatlow + ∆t Folding. The data for DsbA (blue circles) is shown
alongside the same measurements for PDI (red squares) and the reductase thioredoxin (green diamonds).
The non-DsbA data was originally presented in Kosuri et al, 2012 [204], and is included here with permission
from the authors. Error bars represent S.E., calculated using the bootstrap method. Solid lines represent
single exponential models of the data, with the rate (k) and amplitude (A) parameters provided in the legend
to the right. Thioredoxin has a very fast rate of release, such that all domains were reduced after oxidation
in every recording regardless of the time alloted for release (which on the lower end approached the limit of
experimental feasibility). As such, the rate of release cannot be determined from this assay, as it is beyond
the upper detection limit. For purely illustrative purposes, the plot of a single exponential with a rate of 1
s-1 is shown as a possible model of the data. DsbA has a rate of release that is slightly slower than that of
PDI, and only reaches about half of the amplitude.
Enzyme Amplitude Rate Redox Potential
Thioredoxin 1.0 Faster than detection limit -230 mV [160]
PDI 0.84± 0.11 0.10± 0.03 s-1 -175 mV [162]
DsbA 0.44± 0.04 0.07± 0.02 s-1 -89 mV [163]
Table 4.2: The asymptotic amplitude and rate of non-oxidative release (Figure 4.12) for disulfide oxidore-




The aim of this study was to produce a detailed kinetic investigation into the bacterial oxida-
tive folding catalyst DsbA. This work represents the first measurements of the reaction kinet-
ics of oxidative folding, erroneous non-native disulfide oxidation, and non-oxidative release
occurring between DsbA and substrate. Kinetic analyses, such as this work, can provide new
insight to many questions that have been left unanswered by thermodynamic approaches,
such as bulk redox potential measurements. This is especially salient for oxidative folding
in particular, as it is a nonequilibrium process under kinetic control in vivo13 [207]
Through comparative analysis, it was revealed that DsbA appears to follow a similar
catalytic strategy as its eukaryotic counterpart, with both enzymes playing a passive role
through functioning as a general protein folding chaperone, and by donating a disulfide bond
to a nascent substrate (Section 4.4.2). However, in the kinetic analysis described in the
preceding sections, DsbA emerged as a more effective oxidative folding catalyst overall. The
most striking disparity between the prokaryotic and eukaryotic enzymes lies in the kinetics
of non-oxidative release (Figure 4.12), which casts DsbA as a more reliable oxidant than
PDI. Expanding this comparison to the highly reductive thioredoxin, it appears that the
rate and amplitude of release are inversely correlated with the redox potential of the enzyme
(Table 4.2). This broad comparison suggests that the equilibrium affinity of a disulfide
oxidoreductase for electrons is at least partially determined by the rate and propensity by
which it releases from a mixed disulfide complex.
The slower and milder propensity for non-oxidative release exhibited by DsbA may impart
a greater versatility in terms of substrate repertoire. That is, DsbA is more likely to reliably
catalyze oxidative folding even for excessively slow-folding substrates. This is likely an
important feature given that several key substrates are oxidized by DsbA independently
of folding, which occurs only after oxidation and with the assistance of a specific folding
13Exemplifying this view, Bessette and colleagues found that the redox potentials of DsbA mutants are
poor predictors of their ability to complement a DsbA-null background [206].
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chaperone. For these substrates, which include the structural and adhesive subunits of the
Fim and Pap pilus systems, random diffusion rather than folding drives the cognate cysteines
together [190, 191]. Because this process is not guided by a funneled free energy landscape,
unlike folding, it may take longer or have greater heterogeneity in the time required for
oxidation.
Even for enzymes that primarily oxidize substrates, non-oxidative release is necessary to
avoid irreversible, non-productive “traps”, such as when both cognate cysteines are occupied
with enzyme. A slower release means that these traps may be more likely and could lead
to errors for substrates with complex, intercrossed disulfide bond pairings. However, faster
release means a greater likelihood of failure to oxidize substrate, which can have disastrous
consequences if the substrate manages to fold while reduced and bury the reactive cysteines.
Compared with PDI, DsbA is a more efficient catalyst of oxidative folding for the simple
substrate studied here, displaying a faster rate of folding (Figure 4.8) and introducing fewer
errors in the process (Figure 4.10). A slower rate of release suggests that DsbA is more
likely to oxidize a substrate than is PDI (Figure 4.12), but may be less effective at correctly
oxidizing complex substrates. Consistent with this hypothesis, the substrate repertoire of
DsbA in E. coli appears to be under selective pressure to favor simpler disulfide bonding
patterns, with the majority of disulfide-bonded substrates having just two cysteines [70].
This allows for the success of an effective but brutish oxidizing enzyme, which offers a
fast overall turnover rate at the expense of capability to oxidize complex substrates. In
contrast, PDI is a larger and more-intricate machine, with four thioredoxin domains (to
DsbA’s one) [170], the capability to function as a monomer or a homodimer [208], and
dual isomerase/oxidase functionality [155]. While DsbA almost always oxidizes consecutive
cysteines (regardless of whether this results in correct pairing) [164–166], PDI employs a
patient trial-and-error strategy to meander into the correct oxidation pattern [167]. Thus,
prokaryotes appear to favor simple but fast disulfide-formation machinery, and constrain
the complexity of their proteomes accordingly. Eukaryotes employ a diverging strategy, in
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which the oxidative folding catalyst is adapted to oxidize complex substrates at the expense
of turnover rates for simpler substrates. Due to the ubiquity of disulfide-bonded proteins
in a wide range of biological processes, the differences in the strategies for oxidative folding
catalysis likely reflect adaptations to unique sets of physiological demands, such as the many




There are appreciable differences in the proportion of non-oxidative release (i.e. the am-
plitude of the kinetics shown in Figure 4.12) among the three enzymes considered in this
work. Thioredoxin, representing the clear upper limit, fully reduced all substrate domains
in every observation. PDI obtained nearly complete reduction as well (albeit with far slower
kinetics). Conversely, the fractional occurrence of domains that were reduced due to DsbA
activity levels off at 0.44. One compelling explanation for this observation is the existence of
strong non-covalent interactions between unfolded substrate and enzyme, which have been
documented previously by others [93, 148, 149] but are largely absent from the current
paradigm of enzyme-catalyzed oxidative folding. In this hypothesis, the non-covalent inter-
actions stabilize a previously-unidentified state in which the disulfide has returned to the
enzyme but unbinding and diffusion have not yet occurred. Disulfide isomerization can then
recover the mixed disulfide (Figure 4.13). If this hypothesis is correct, the apparent stability
of the non-covalent interactions suggests that they likely play a critical role in guiding folding
through chaperone capabilities, as well as providing a means to safeguard against premature
non-oxidative release.
The experiments in this study utilized extension pulses with durations approaching one
minute, pushing the limits of practical feasibility of the current instrumentation. These
limitations preclude observation of the consequences of enzyme unbinding, which would be
irreversible and slowly drive the amplitude of release to unity. This comparatively slow
unbinding process could be illuminated via longer observation times, which are available
using certain methods (such as magnetic tweezers). However, given that E. coli has a
generation time that can be as short as twenty minutes [189], these longer time scales are





Figure 4.13: A schematic illustration of a theoretical model that accounts for the non-unity amplitude
of non-oxidative release kinetics (Figure 4.12), and is based upon the hypothetical strong non-covalent
interactions between the enzyme and the substrate that exist even in the absence of the covalent mixed
disulfide bond. From the initial mixed disulfide state (bottom left), disulfide isomerization is possible (bottom
center), cleaving the mixed disulfide. Non-covalent interactions can remain, however, allowing backward
reaction to the initial state and the establishment of equilibrium. From the non-covalently bound state,
unbinding of the oxidized enzyme may occur (bottom right), and this is virtually irreversible due to the
predominance of the reduced enzyme in solution. Upward arrows indicate the two outcomes of folding from
the three extended states: recovery of oxidation (top left) if the mixed disulfide is present at the time of




The rate of DsbA-catalyzed oxidative folding is accelerated more than 3-fold compared with
the intrinsic folding rate of the reduced I2732-75 substrate in the absence of enzyme (Fig-
ure 4.8). This relatively mild acceleration, in contrast to the 32.3-fold acceleration of the
folding rate of the oxidized substrate, indicates that oxidation occurs only after folding is
nearly complete. This behavior suggests a passive placeholder role for DsbA during the
catalysis of oxidative folding, wherein the enzyme occupies one substrate cysteine, primes it
for oxidation, and remains in place until folding drives the cognate cysteine into proximity.
This model is also consistent with the observation of the kinetics of interdomain disulfide for-
mation, a proxy for non-native oxidation that can occur in vivo and lead to misfolding [184].
The low frequency and fast-leveling kinetics of the probability of non-native disulfide for-
mation (Figure 4.10) suggest that incorrect disulfide pairings are inhibited by the folding
reaction. Thus, with the enzyme as a passive partner, folding itself drives native oxidation
while opposing non-native oxidation (Figure 4.14).
PDI, the milder eukaryotic counterpart of DsbA, was previously shown to follow the
passive placeholder model as well [204]. The commonality in catalytic strategies utilized by
the two enzymes, despite originating from separate domains of life, suggests that the passive
placeholder mechanism is a general archetype for catalysis of oxidative folding. Notably,
this substrate-driven model offers an elegant explanation for the typically-broad substrate
specificity that is exhibited by oxidative folding catalysts, wherein a small set of enzymes
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Figure 4.14: A: Placeholder model of DsbA catalysis based upon the preceding kinetic analysis (Figures 4.8
and 4.10). The completion of folding (top) is illustrated by a gradual shift from white to gray. Non-native
disulfides (center) have a low probability of forming upon initial collapse, but this drops quickly as the
native structure develops. In contrast, native disulfides (bottom) are comparatively unlikely to form initially
but become more probable as folding brings cognate cysteines into proximity. B : A representative folding
process is shown that recapitulates the diagrams in A. Substrate oxidation, mediated through a thiol-disulfide




Perspectives and Future Directions
The preceding study of DsbA provides new perspective on a fundamental prokaryotic ox-
idative folding system. Through comparison with a eukaryotic counterpart, the study also
yields insight on how both systems are adapted to their physiological niche. However, in
the process of this study, new questions have been raised. For example, the hypothetical
non-covalent intermediate stage in the non-oxidative release reaction remains unconfirmed,
and the extent to which it participates in oxidative folding is unclear. Additionally, the
inability of the atomic force microscope to directly observe the process of oxidative folding
while the mixed disulfide complexes are collapsed limits the resolution of the conclusions
that can be drawn regarding the interactions between enzyme and substrate, and obscures
the finer details of the folding-oxidation interplay during this process.
The successful application of these single molecule force spectroscopy methods to di-
verse enzymes highlights their generality, and motivates the extension of this survey to other
catalysts of oxidative folding. Apart from broadening the mechanistic perspective, charac-
terization of these enzymes can additionally yield general conclusions on the host organism’s
physiological constraints and adaptation strategies, given their central role in protein pro-
duction. The following sections present the design and preliminary results of new studies
that build upon the previous work in order to address these issues.
Abbreviations used in this chapter: AFM : atomic force microscope, MT : magnetic tweezers.
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5.1 Oxidation-Independent Chaperone Capabilities
The apparent strength of the hypothetical non-covalent intermediates suggests that they
would unavoidably participate in any oxidation-independent folding chaperone functionality
exhibited by DsbA. Therefore, the existence of oxidation-independent folding chaperone
capability (which has been observed previously and independently [93]) provides a degree of
implicit evidence for strong non-covalent interactions. This chaperone functionality is likely
important for the folding of DsbA’s substrates in vivo, but has not yet been characterized
in detail.
Chaperone activity can be observed through low-force magnetic tweezers (MT) experi-
ments, in which collapse and folding are directly observable1. In the presence of a chaperone,
folding is accelerated, and therefore the perturbed folding rate of a substrate in the presence
of a putative folding chaperone reflects the degree of folding facilitation.
To this end, preliminary experiments to characterize the effect of DsbA on the dynamics
of Protein L were performed. Protein L contains no cysteines, precluding disulfide-mediated
enzyme-substrate interactions. Initial results (shown in Figure 5.1) suggest that DsbA fa-
cilitates the folding of Protein L, as the rate of folding and unfolding are both accelerated
nearly four-fold in the presence of the enzyme. This observation can be interpreted as a
consequence of an accelerated rate of folding, which in turn increase the average number of
domains that are available to extend, therefore increasing the apparent rate for unfolding as
well.
1As opposed to atomic force microscope (AFM) experiments, in which folding can only be observed
indirectly.
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Figure 5.1: Step sizes and dwell times obtained via algorithmic step detection (Section 2.4.4) applied to two
different magnetic tweezers recordings of a construct consisting of eight repeats of Protein L at a constant
magnet position of 3.4 mm (7.4 pN) in the presence (red) of 25 µM reduced DsbA or in standard buffer (blue).
Histograms for the dwell time distributions are shown above the scatterplots. As Protein L does not contain
cysteines, oxidative enzyme-substrate interaction was precluded. Additionally, 1 mm DTT was added to the
solution to prevent air oxidation of DsbA. The presence of DsbA appears to have an accelerating effect on
both unfolding (positive) and folding (negative) transitions. One interpretation of this result is that DsbA
solely facilitates collapse or folding (as expected), and the faster folding kinetics in turn allows for more
unfolding events by increasing the rate at which the unfolding-competent (i.e. folded) state is regenerated.
The apparent DsbA-accelerated folding rate stands in apparent contrast to the results of Figure 5.2, in
which the presence of DsbA (as a mixed disulfide complex) completely blocked collapse. It stands to reason
that non-oxidative DsbA-substrate interactions are more labile than those mediated through mixed disulfide
bonds, and thus more able to accommodate collapse. The intrinsic difference between the two substrates
could also contribute to this disparity. Above each dwell time histogram, the mean ± standard deviation
of the dwell time distribution is indicated. The difference between these two distributions is statistically
significant (via unpaired two-sample t-test, α = 0.05).
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5.2 The Interplay Between Folding and Oxidation
A major limitation of the AFM is the inability to directly observe protein dynamics in the
absence of an applied force. Thus, in creating the conditions that are required for oxidative
folding to occur, the ability to resolve precise details of enzyme-substrate interactions during
this process are forfeited. Though kinetic analysis can overcome this limitation to an extent
(as demonstrated in Chapter 4), direct and independent observation of collapse, folding,
and oxidation is ultimately required for a complete characterization of oxidative folding.
MT, unlike AFM, can reliably produce stable low-force conditions, which permit collapse
and folding while still providing a basis for direct detection of the underlying processes and
associated intermediate stages.
The strategy employed in the AFM-based kinetic analysis of DsbA (Chapter 4) has been
adapted for MT, though preliminary results indicate that peculiarities in the behavior of the
DsbA-substrate mixed disulfide complexes at low force may pose significant challenges in
the effort to directly observe oxidative folding. Specifically, there is an apparent inhibition
of collapse for the DsbA-laden substrate that causes it remain extended, even at low forces
and with long incubation times (Figure 5.2). This could be a consequence of a partial
raveling of the unfolded substrate around the enzyme, which in turn makes it more rigid (i.e.
confers a higher persistence length, Figure 1.6) and less able to collapse. While the apparent
increase in rigidity poses an experimental difficulty, it is in and of itself an interesting and
unanticipated result, and may prove to be a fertile ground for exploring the nature of the
non-covalent interactions between the substrate and enzyme.
Assuming the halted collapse issue can be surpassed2, the low-force oxidative folding assay
can definitively address how folding intermediates factor into oxidative folding. In particular,
the role of the mechanically labile molten globule intermediate state3 [209, 210] (Figure 5.3)
2The obvious choice to do so is through complete removal of the applied force during collapse. How-
ever, this would substantially obscure the collapse and folding dynamics, and therefore result in the same
shortcomings that are present in the AFM analysis.
3The presence of a molten globule intermediate state which matures into the native state is a common
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in oxidative folding is thus far unexplored. MT allows for the observation of the maturation
of the molten globule state to the mechanically stable native state, and can detect substrate
oxidation independently. Therefore, MT observations should easily determine the extent to
which oxidation must precede molten globule maturation, and vice versa (Figure 5.4).
feature in the folding process of many proteins. There are some exceptions to this, including Protein L (the
subject of the experiments described in Section 5.1), which does not show maturation and increased stability.
It could be that the maturation corresponds to the annealing of a distributed hydrogen-bonding network,
which the 62-amino acid Protein L is simply too small to accommodate. Additionally, the native state in
Protein L could be so unstable that it routinely ruptures and reforms at ambient temperature.
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Figure 5.2: Consecutive segments from a magnetic tweezers recording of a construct consisting of repeats of
oxidized I2732-75, with an alternating force cycle (the corresponding magnet position is depicted in red, with
the resultant force value indicated). Gaps correspond to featureless stretches at low force (≤ 2 minutes) that
have been omitted to show the extension regions in greater magnification. In this experiment, several cycles
of unfolding and refolding of the molecule preceded the segment shown here, each of which demonstrated
the presence of six oxidized domains. In the first folding period shown here, reduced DsbA was added to the
open fluid cell to a final concentration of 40 µM. In the subsequent extension, reduction steps can be seen in
addition to the partial unfolding of oxidized domains, resulting in a larger final extension. Histograms of the
data for the first and second extension pulses are shown (bottom), which better illustrate the events. After
DsbA is added, three unfolding steps occur, followed by two larger extensions that correspond to reduction
of the newly-exposed disulfide bonds and formation of mixed disulfide complexes. The penultimate step
(marked with an asterisk) is an unfolding, which is shortly thereafter followed by a reduction. Perhaps the
most interesting result is that, in contrast to the AFM experiments (Chapter 4), the DsbA-laden substrate
was completely unable to collapse and refold, despite repeated attempts with lower forces.
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Figure 5.3: Ten minute segments from separate magnetic tweezers recording of the same construct (eight
repeats of the I10 immunoglobulin-like domain from human cardiac titin). Data that has been smoothed
via convolution with a normalized Gaussian kernel (with a width parameter (σ) of 25 data points) is shown
in blue, while raw data is shown in gray. The two molecules are under similar constant mechanical loads
(top: 6.15 pN, bottom: 5.14 pN) but have been subjected to different pulse protocols shortly before these
representative samples begin. The molecule in the top trace was completely unfolded, and then allowed to
completely refold by lowering the applied force to < 1 pN. Conversely, the molecule in the bottom trace
was placed at 5.14 pN directly after complete unfolding. The pre-folded protein is much less mobile than
its unfolded counterpart. The interpretation of this result is that most of the domains in the top trace
are in their native structure and are therefore mechanically stable. The few fluctuations that can be seen
are likely due to a single domain, which unfolded at some point under the mild mechanical load. On the
other hand, the domains in the bottom trace are in mechanically labile molten globule states, and undergo
rapid extensions and collapses. Given enough time, these two molecules will reach an identical equilibrium.
However, from these recordings it is evident that the negative collapse steps do not entail recovery of the
mechanically stable native state. Rather, collapse of a domain yields a mechanically labile molten globule
state, which is indistinguishable from the native state by length alone, but is easily identifiable due to its
drastically lower mechanical resistance. Folding occurs after the initial collapse and formation of a molten
globule, along with the subsequent maturation into the native structure (provided that the molten globule
is not first unraveled and re-extended upon stochastically yielding to the mechanical load).
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Figure 5.4: Two possible models for the process of oxidative folding that incorporate a molten globule
intermediate. Following initial unfolding and extension, the applied force is reduced, allowing the substrate
to collapse in the presence of a oxidative folding catalyst. Once a disulfide bond is formed, the effective
extensible length (i.e. the contour length) is correspondingly-shortened, and collapse/extension fluctuations
will have a lower amplitude. In case 1 (top), the transition to the native state (marked by the onset of long
period of stability) occurs without any indication of a disulfide bond forming. Once the domain unfolds
again, the presence of the disulfide is visible as a limit on the domain’s apparent contour length. Therefore,
in this model, folding precedes (and may be a prerequisite for) oxidation. In case 2 (bottom), oxidation
occurs prior to acquisition of the native state, and thereafter may facilitate folding by enforcing aspects of
the native structure (at the very least, proper distance of the cognate cysteines). It stands to reason that
these two models are not mutually exclusive, and the relative proportions by which they occur depend on
the nature of the substrate and enzyme.
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5.3 Extending the Survey of Oxidative Folding
The investigation of the oxidative folding catalyst DsbA mutually complemented similar
work focused on PDI, the eukaryotic counterpart to DsbA, allowing for general conclusions
to be drawn due to the central role of the enzymes in the processing of a significant portion of
their respective proteomes. By extension, characterization of other disulfide oxidoreductases
can provide similar insight about the physiological demands faced by the organisms to which
the enzymes belong. Additionally, expanding the comparative analysis could confirm or
disprove general trends that have only just begun to emerge, such as the conformance to the
passive placeholder model for oxidative folding catalysis (Section 4.4.2), and the kinetics of
release correlating with redox potential (Section 4.3.4). One attractive candidate for analysis
is the enzyme MdbA from Actinomyces oris, which can provide a unique perspective from
the enzymes previously considered because it is membrane-bound and functions within the
peptidoglycan cell wall [69] rather than within a dedicated oxidative compartment (which
gram-positive bacteria do not possess). MdbA has been demonstrated to be capable of both
forming mixed disulfides and catalyzing oxidative folding in vitro [199], suggesting that it
will be amenable to the same sort of analysis as was conducted for DsbA and PDI.
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munoglobulin from force distribution analysis. PLoS Comput Biol 5, e1000306 (2009).
[38] Brujic, J., Hermans, R. I. Z., Garcia-Manyes, S., Walther, K. A. & Fernandez,
J. M. Dwell-time distribution analysis of polyprotein unfolding using force-clamp spec-
troscopy. Biophysical Journal 92, 2896–2903 (2007).
147
REFERENCES
[39] Fisher, T. E., Oberhauser, A. F., Carrion-Vazquez, M., Marszalek, P. E. & Fernandez,
J. M. The study of protein mechanics with the atomic force microscope. Trends in
Biochemical Sciences 24, 379–384 (1999).
[40] Li, H., Carrion-Vazquez, M., Oberhauser, A. F., Marszalek, P. E. & Fernandez, J. M.
Point mutations alter the mechanical stability of immunoglobulin modules. Nature
Structural Biology 7, 1117–1120 (2000).
[41] Bell, G. I. Models for the specific adhesion of cells to cells. Science (New York, N.Y.)
200, 618–627 (1978).
[42] Schlierf, M., Li, H. & Fernandez, J. M. The unfolding kinetics of ubiquitin captured
with single-molecule force-clamp techniques. Proceedings of the National Academy of
Sciences of the United States of America 101, 7299–7304 (2004).
[43] Wiita, A. P., Ainavarapu, S. R. K., Huang, H. H. & Fernandez, J. M. Force-dependent
chemical kinetics of disulfide bond reduction observed with single-molecule techniques.
Proceedings of the National Academy of Sciences of the United States of America 103,
7222–7227 (2006).
[44] Popa, I., Kosuri, P., Alegre-Cebollada, J., Garcia-Manyes, S. & Fernandez, J. M.
Force dependency of biochemical reactions measured by single-molecule force-clamp
spectroscopy. Nature Protocols 8, 1261–1276 (2013).
[45] Perez-Jimenez, R. et al. Probing the effect of force on HIV-1 receptor CD4. ACS Nano
8, 10313–10320 (2014).
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Superoxide dismutase 1 (SOD1) is an enzyme that is responsible for the conversion of
superoxide anion into peroxide and oxygen, and therefore plays a central role in mitigating
damage from the reactive oxygen species that result from the metabolism of oxygen [212].
Over 150 mutations in SOD1 have been linked to familial cases of amyotrophic lateral sclerosis
(ALS) [213], a fatal and debilitating neurodegenerative disease [214]. These mutations have
highly heterogeneous impacts on the stability or enzymatic activity of SOD1 [215–217]. This
observation, along with the demonstration that SOD1 null mutations do not cause ALS
symptoms [218], has led to the theory that ALS onset and progression are decoupled from
the loss of the protective superoxide-clearing function that SOD1 normally confers [219, 220].
Rather, it is thought that ALS is caused or aggravated by the presence of insoluble aggregates
that contain SOD1, which is a common feature of the disease [219, 221].
Human SOD1 contains four cysteine residues, with a disulfide bond between Cys57 and
Cys146 [212, 222]. Two additional cysteines (at position 6 and 111) remain as free thiols [222],
The work presented in this appendix was published as an article titled “Altered Thiol Chemistry in
Human Amyotrophic Lateral Sclerosis-linked Mutants of Superoxide Dismutase 1” in the September 26th,
2014 issue of the Journal of Biological Chemistry [211].
Abbreviations used in this appendix: AFM : atomic force microscope, ALS : amyotrophic lateral sclerosis,
SOD1 : superoxide dismutase 1.
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Figure A.1: A: Crystal structure of Human SOD1 (PDB accession code: 2C9V [222]). The N terminus
(Nt) and the C terminus (Ct) are indicated. The four cysteine residues appear as yellow sticks and are
labeled according to their position in the sequence. Cys57 and Cys146 form an intramolecular disulfide bond,
which bounds a loop containing Cys111. The segment of the loop between Cys57 to Cys111 is colored in blue,
and the rest of the loop, up to Cys146, is colored in green. B : Schematic representation of the loop defined
by the disulfide in SOD1.
and are therefore available to participate in thiol-disulfide interchange reactions with the
native disulfide (Figure A.1). The resultant non-native disulfide-bonded states have been
shown to participate in the formation and stabilization of SOD1 aggregates [223–227]. Due
to the constraints of the folded structure, disulfide isomerization is only possible while SOD1
is unfolded. This can occur in vivo through stochastic thermal fluctuations or mechanical
unfolding. The latter is induced during translocation of SOD1 from the cytosol to the
mitochondrial intermembrane space via the TOM complex [228–231].
In single molecule atomic force microscope (AFM) observations, SOD1 can be mechan-
ically extended, allowing the disulfide isomerization reaction to proceed. In these experi-
ments, the various outcomes of SOD1 disulfide isomerization can be readily identified based
on the different sizes of the stepwise increases in the molecule’s extension that are con-
current with thiol-disulfide interchange reactions (as described in Section 1.1). Figure A.2
depicts the manner by which individual disulfide isomerization pathways can be unambigu-
ously distinguished. From these observations, it was determined that Cys111 is the major
thiol participant in disulfide isomerization, with Cys6 displaying no reactivity in any of the
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Figure A.2: Single molecule AFM recordings of constructs consisting of human SOD1 flanked by three
repeats of the I27 immunoglobulin domain from human cardiac titin. The force (black traces) is increased
from 0 to 250 pN at a loading rate of 50 pN/s, and then held constant at 250 pN. The bathing solution
in these experiments contained 2.5 mM TCEP (a disulfide reductant). The composition of these constructs
entails that the appearance of four or more I27 unfolding steps (marked with black dots in the colored
extension traces) indicates that SOD1 was present in the recording. SOD1 unfolding was only rarely visible
in this analysis (marked with gray dots), suggesting low stability. These recordings represent the three
types of outcomes that were observed in this analysis: A: intermolecular disulfide reduction due to TCEP,
B : disulfide isomerization resulting in a Cys111-Cys146 disulfide bond and subsequent TCEP reduction, C :
disulfide isomerization resulting in a Cys57-Cys111 disulfide bond and subsequent TCEP reduction. The
extension traces have been colored to match Figure A.1.
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Figure A.3: A: SOD1 structural schematic overlaid with dashed arrows that indicate the three types of
possible reactions. k1, k2, and k3 represent the rate constants associated with each pathway. B : Relative
frequencies of the reaction pathways at various TCEP concentrations. Green squares correspond to Cys111
attack at Cys146 (pathway A), blue triangles correspond to Cys111 attack at Cys57 (pathway B), and red
circles correspond to TCEP reduction of the native Cys57-Cys146 disulfide bond (pathway C). Both wild
type (left, n ≥ 45) and G93A (right, n ≥ 24) demonstrate a favoring for pathway B over pathway A, though
this regioselectivity is greatly enhanced in the mutant. As TCEP concentration is increased, intermolecular
reduction (pathway C) becomes more frequent, though the relative ratio between the frequencies of pathway
A and pathway B remains roughly consistent. At a given TCEP concentration, the mutant is more likely
to undergo intermolecular reduction (pathway C) than the wild type enzyme is. Error bars represent S.E.,
calculated using the bootstrap method. Solid lines were obtained using the kinetic model described in
Solsona, Kahn et al [211].
recordings collected.
To gain insight on the relationship between disulfide isomerization in SOD1 and ALS
progression, the AFM analysis was applied in parallel to both the wild type enzyme and
the G93A mutant, which is the basis for a common murine model of ALS [232]. These
results are summarized in Figure A.3. Cys111 displayed a distinct regioselectivity in thiol-
disulfide interchange reactivity, substantially favoring nucleophilic attack at Cys146 in both
cases. As TCEP concentration is increased, this relative favoring is maintained, although the
intermolecular reduction reaction eventually dominates and reaches nearly 100% frequency.
The G93A mutant demonstrates strongly enhanced regioselectivity, with nucleophilic
attack of Cys111 at Cys146 occurring 3.2 times more frequently than attack at Cys57. This is
a 2.5-fold increase of the 1.3-fold favoring demonstrated by the wild type enzyme. The scale
of this perturbation is remarkable given that the sole chemical consequences of the G93A
mutation is the substitution of a hydrogen with a methyl group at a location that is not
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especially nearby to any direct participant in the disulfide isomerization reactions.
In vivo, the enhanced regioselectivity of the G93A mutant would manifest as a higher
proportion of SOD1 with non-native Cys111-Cys146 disulfide bonds. Given that this muta-
tion inflicts ALS-like symptoms in mice, it seems plausible that this non-native disulfide
configuration of SOD1 is more prone to aggregation than other configurations, and that its
abundance can therefore be used as a molecular indicator of disease risk or prognosis. This
hypothesis can also account for sporadic cases of ALS, which occur independently of muta-
tions in SOD1, as the basal regioselectivity of wild type SOD1 could lead to an abundance
of the aggregation-prone configuration in permissive conditions.
While the G93A mutant displayed an enhanced regioselectivity of the disulfide isomeriza-
tion reaction involving Cys111, there was also clear evidence of lower overall Cys111 reactivity.
This manifests in Figure A.3 as a higher proportion of intermolecular disulfide reduction for
a given TCEP concentration. A compelling explanation of this result is that Cys111 is more
solvent-exposed on average in the mutant background, and therefore has a greater chance to
undergo oxidation prior to observation1. In these experiments, this manifests as a decreased
reactivity towards thiol-disulfide interchange. However, it has been demonstrated that cer-
tain types of Cys111 oxidation leads to more aggregation in vivo [224, 226, 233, 234]. This
apparent discrepancy can be resolved by noting that the pool of oxidants and interacting
partners is far more expansive and diverse in vivo than in the experiments presented here,
and therefore the type of oxidative-adducts that form in vivo may actually be more reactive
than the free thiol. Additionally, although SOD1 molecules with oxidized Cys111 may be less
prone to intramolecular disulfide isomerization, they could be more reactive for intermolec-
ular crosslinking. The latter event, though by necessity not readily observable in a single
molecule assay such as this, is likely an important step in the formation of large, insoluble
aggregates.
1In these experiments, no thiol oxidants were deliberately added. However, the presence of a small
amount of oxidizing contaminant cannot be ruled out. Additionally, exposure to air can result in oxidation.
In either case, a greater amount of solvent exposure would render a thiol more prone to oxidation.
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Appendix B
Catalog of Proteins Used in This
Work
This appendix provides information on the protein constructs that were used in this work.
The architecture of the constructs, as well as the expression vectors and Escherichia coli
strains used in their expression are provided in Table B.1. The sequences of the major
components of these constructs, as well as information on the corresponding DNA sources,
are provided in Figures B.1 to B.3. Throughout this thesis, references to “Protein L” should
be taken to mean the B1 domain of Protein L from Peptostreptococcus magnus (Y47W
mutant). Likewise, “I2732-75” should be taken to mean the I27 domain from human cardiac
titin (G32C/C47A/C63A/A75C mutant).
Protein Vector Strain Architecture
DsbA pET11a BL21(DE3) Single unit, no additional residues
Protein L pFN18a ERL [235] HaloTag-GS-(Protein L-RS)8-H6G2-AviTag
I2732-75 pQE80L BLR(DE3) MRGSH6GS-(I27
32-75-RS)8-C2
Table B.1: A list of the protein constructs used in this this work. The expression vector and Escherichia
coli strain are indicated. All vectors and strains are commercially available (pET11a: Novagen, pFN18a:
Promega, pQE80L: QIAGEN, BL21(DE3): ThermoFisher Scientific, BLR(DE3): Novagen), with the ex-
ception of the ERL strain, which was generated by Shin and colleagues [235]. The protein sequences for
the major components are provided in Figures B.1 to B.3. Subscripts indicate repetition, and single letters
correspond to single amino acids.
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Figure B.1: Protein sequence of DsbA from Escherichia coli, represented in single-letter code format. The
source DNA is a synthetic, codon-optimized gene, which was generously provided by James Bardwell and
Guoping Ren. The first 19 residues (shown in gray) comprise the signal peptide, and are cleaved off during
protein expression.
Figure B.2: Protein sequence of a mutated form of the B1 domain of Protein L from Peptostreptococcus
magnus, represented in single-letter code format. The sequence contains a single mutation: Y47W. The
source DNA is a synthetic gene, which was generously provided by David Baker and colleagues [236].
Figure B.3: Protein sequence of a mutated form of the I27 domain from human cardiac titin., represented
in single-letter code format. The sequence contains four mutations: G32C, C47A, C63A, A75C. The source
DNA was obtained by PCR subcloning of a human cardiac muscle cDNA clone [30, 56].
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Appendix C
Python Implementation of Step
Detection Algorithm
This appendix includes the Python code for the step detection algorithm described in Sec-
tion 2.4.4, and elaborates on some of the more technical aspects of its implementation. The
details of the code are described in the captions of the figures that follow. In these descrip-
tions, it is assumed that the reader has a basic knowledge of Python syntax.
The process of convolution with a Gaussian derivative kernel was carried out in entirety
with a single function provided by the open source SciPy Python library [109], and is there-
fore not documented here. Much of the remainder of the numerical analytical procedures
were taken from the open source NumPy Python library [112], which is the only external
dependency (i.e. not within the Python standard library) of the following code (Figure C.1).
The calculation of the t-statistic for two sets of points (eq. (2.2)) is relatively straightfor-
ward mathematically. However, the direct computational approach (i.e. iterating over each
point in the data array, moving one unit at a time) for this calculation proved to be many
orders of magnitude slower than the other two approaches described in Section 2.4.4 (both
of which are convolution-based). Thus, parallel computing and memoization strategies were
implemented to significantly reduce the computation time for conducting the t-statistic scan
(Figure C.2). Briefly, the data is decomposed into a number of frames, each of which consists
of indices of a base value plus multiples of the window parameter. The frames are split into
multiple independent processes, each of which carries out an iteration of the drone function
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(Figure C.3). This function leverages (via memoization) the even spacing between points to
halve the number of calculations needed to compute the t-statistic. The t-statistic cannot be
meaningfully calculated at the very edges of the data (i.e. within window points from either
end), thus blocks of zeros are added to allow the returned signal to maintain the length of
the input data. In practice, typical window sizes will amount to a few seconds worth of data,
whereas the typical length of the recordings analyzed will be on the order of hours. Thus,
the effect of this loss is negligible.
The function for computing the multiscale product (Figure C.4) per the method of Mallat
and Zhong [115] is based upon the implementation by Sadler and Swami [116, 117].
The approach for step detection from a suitable basis signal is detailed in Figure C.6.
Briefly, the signal is segmented into intervals which cross the input threshold. The index
of the maximum of each interval is determined and taken to be the assigned step location.
From this point, a function (Figure C.7) determines the size of the step by averaging over a
window of points before and after the step and comparing those values.
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1 from math import sqrt
2 import multiprocessing as mp
3 import numpy as np
Figure C.1: Block of necessary imports for the code in this section. In line 1, a single function (to compute
the square root of a number) is imported from the standard Python math library. For single values, this
function is over 20-fold faster than the equivalent function from numpy. Line 2 imports the standard library
multiprocessing (which provides utilities for parallel computing via multiple processes) and assigns it a
two-letter alias by which it is referred in the remainder of the code. In line 3, the open source numerical
analysis package numpy is imported and assigned an alias, as in the previous line.
1 def t_scan(L, window = 1e3):
2 size = L.size
3 window = int(window)
4 frames = range(window)
5 n_cols = (size / window) - 1
6 t_stat = np.zeros((window, n_cols))
7 pool = mp.Pool(processes = mp.cpu_count() - 1)
8 results = [
9 pool.apply_async(_t_scan_drone, args=(L, n_cols, frame, window))
10 for frame in frames
11 ]
12 results = [r.get() for r in results]
13 for index, row in results:
14 t_stat[index] = row
15 t_stat = np.concatenate((
16 np.zeros(window),
17 t_stat.transpose().ravel(order=’C’),
18 np.zeros(size % window)
19 ))
20 return t_stat
Figure C.2: Function for conducting t-statistic scan via decomposing into frames of data. This function
handles the assignment of tasks (iterations of _t_scan_drone, Figure C.3) to multiple processes that run in
parallel, accepts their results, and converts them to a linear array. Input data (L) is passed in as a numpy
array. The window argument controls the width of the window and thus, the degree of smoothing. Lines
2-5 establish the variables that will be used throughout the function. An empty window × n_cols array
is created in line 6 to store the incoming results. The pool object created in line 7 forms the basis of the
multiple processor functionality. All available CPU’s are used, with one reserved for background system
tasks (for stability purposes). In lines 8-12, the individual process tasks are assigned and then retrieved.
The only passed argument which varies is the frame index, which assigns a unique frame for each iteration
of _t_scan_drone. In lines 13-14, the results of each drone calculation is placed in the storage array, using
the returned index variable (which is identical to the assigned frame value) as a placement key. Lines 15-19
handle the conversion of the results to a linear array, padded on both ends with blocks of zeros so that the
returned array has the same length of the input array.
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1 def _t_scan_drone(L, n_cols, frame, window=1e3):
2 size = L.size
3 window = int(window)
4 root_n = sqrt(window)
5 output = np.zeros(n_cols)
6 b = L[frame:window + frame]
7 b_mean = b.mean()
8 b_var = b.var()
9 for i in range(window + frame, size - window, window):
10 a = L[i:i + window]
11 a_mean = a.mean()
12 a_var = a.var()
13 output[i / window - 1] = (root_n * (a_mean - b_mean) /
14 sqrt(a_var + b_var))
15 b_mean, b_var = a_mean, a_var
16 return frame, output
Figure C.3: Drone function for use by t_scan. The underscore prefix is a Python convention to indicate
that the function is intended to be private (only accessible to other functions of the module). Lines 2-4
establish the variables that will be used throughout the function. Line 5 creates an empty array to store
the result. In lines 6-8, the first slice of the array is created, and the mean and variance are calculated
and stored for a window of points behind the current index. In the for loop (lines 9-15), the t-statistic
calculation is performed. Lines 10-12 mirror the process of slicing and computing the mean and variance
as was performed in lines 6-8, but for a window of points ahead of the current index. The t statistic is
computed and stored in the output array in lines 13-14. In line 15, the variables for the forward slice
(a) are passed to the variables for the rear slice (b). This memoization step prevents the recalculation of
redundant values and thus improves performance. The frame parameter is returned unmodified, along with
the output (line 16), to allow correct placement in the receiver array in t_scan.
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1 def mz_fwt(x, n=2):
2 N_pnts = x.size
3 lambda_j = [1.5, 1.12, 1.03, 1.01][0:n]
4 if n > 4:
5 lambda_j += [1.0] * (n - 4)
6 H = np.array([0.125, 0.375, 0.375, 0.125])
7 G = np.array([2.0, -2.0])
8 Gn = [2]
9 Hn = [3]
10 for j in range(1, n):
11 q = 2**(j - 1)
12 Gn.append(q + 1)
13 Hn.append(3 * q + 1)
14 S = np.concatenate((x[::-1], x))
15 S = np.concatenate((S, x[::-1]))
16 prod = np.ones(N_pnts)
17 for j in range(n):
18 n_zeros = 2**j - 1
19 Gz = _insert_zeros(G, n_zeros)
20 Hz = _insert_zeros(H, n_zeros)
21 current = (1.0 / lambda_j[j]) * np.convolve(S, Gz)
22 current = current[(N_pnts + Gn[j]):(2 * N_pnts + Gn[j])]
23 prod *= current
24 if j == (n - 1):
25 break
26 S_new = np.convolve(S, Hz)
27 S_new = S_new[(N_pnts + Hn[j]):(2 * N_pnts + Hn[j])]
28 S = np.concatenate((S_new[::-1], S_new))
29 S = np.concatenate((S, S_new[::-1]))
30 return prod
Figure C.4: Function which computes the multiscale product of wavelet transforms as described by Mallat
and Zhong [115] and as implemented by Sadler and Swami [116]. The function computes the cumulative
product of the first n scales of the Mallat/Zhong forward wavelet transform. This code is essentially a direct
translation of the MATLAB code provided by Sadler and Swami [117], and for the most part preserves their
(somewhat terse) variable nomenclature. The helper function _insert_zeros is described in Figure C.5.
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1 def _insert_zeros(x, n):
2 newlen = (n + 1) * x.size
3 out = np.zeros(newlen)
4 indices = range(0, newlen - n, n + 1)
5 out[indices] = x
6 return out
Figure C.5: Helper function for use by mz_fwt. The underscore prefix is a Python convention to indicate
that the function is intended to be private (only accessible to other functions of the module). The function
returns an array in which the elements of the input array (x) are placed with padding of n zeros spaced
between them.
1 def find_steps(array, threshold):
2 steps = []
3 array = np.abs(array)
4 above_points = np.where(array > threshold, 1, 0)
5 ap_dif = np.diff(above_points)
6 cross_ups = np.where(ap_dif == 1)[0]
7 cross_dns = np.where(ap_dif == -1)[0]
8 for upi, dni in zip(cross_ups, cross_dns):
9 steps.append(np.argmax(array[upi:dni]) + upi)
10 return steps
Figure C.6: Function which determines local maxima of array by first segmenting it into intervals over
which the value is greater than the threshold, and then locating the maximum position for each interval.
In line 2 an empty Python list is created to store the results. In line 3, the absolute value of the input array
is computed, allowing maximal values to identify both upward and downward steps (the latter will produce
negative signal for all step detection methods used in this work with the exception of even-valued cumulative
multiscale products). Line 4 makes use of a numpy function to construct an array which has values of 1 where
the array is greater than the threshold and otherwise is 0. Line 5 computes the point-to-point difference in
result from the previous line. This will yield the value of +1 at positions in which the threshold is crossed
and array is ascending and -1 at positions in which threshold is again crossed on the descent of each peak.
Lines 6-7 sort these events into separate arrays, which will define the beginning and ending limits of each
interval to be assessed. In lines 8-9, the index which corresponds to each interval’s maximum is identified
and added to the steps list.
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1 def get_step_sizes(array, indices, window=1000):
2 step_sizes = []
3 step_error = []
4 indices = sorted(indices)
5 last = len(indices) - 1
6 for i, index in enumerate(indices):
7 if i == 0:
8 q = min(window, indices[i+1]-index)
9 elif i == last:
10 q = min(window, index-indices[i-1])
11 else:
12 q = min(window, index-indices[i-1], indices[i+1]-index)
13 a = array[index:index+q]
14 b = array[index-q:index]
15 step_sizes.append(a.mean() - b.mean())
16 step_error.append(sqrt(a.var()+b.var()))
17 return step_sizes, step_error
Figure C.7: Function for measuring sizes of steps (indicated by the input list indices) in the input array.
The associated error with each measurement is also computed and returned. Lines 2-3 initiate empty lists
for storing the results. In line 4, the indices list is sorted to guarantee ascending order (the output of
find_steps is sorted at creation, but most likely will not remain so if any manual step placement was
carried out afterwards) Line 5 simply accesses and stores the value of the last index of the indices list to
serve as identification of whether the current step is the last one (line 9). Lines 6-16 handle the actual
calculation of the step size and error. In this process, the minimum between the value of window and the
distances to the next and the previous steps is identified and stored as the variable q. Lines 7-10 check
whether the step to be analyzed is the first or last step, and if so carry out a specialized q calculation which
considers only the previous or next step, as appropriate. The value of q sets the length of the slices of array
(lines 13-14) that are considered to be the baseline before and after the step. Lines 15-16 carry out the
determination of the step size by subtracting the means of the baselines and then determines error (as a
combined standard deviation of the two array slices).
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