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ZETA-DETERMINANTS OF STURM–LIOUVILLE OPERATORS WITH
QUADRATIC POTENTIALS AT INFINITY
LUIZ HARTMANN, MATTHIAS LESCH, AND BORIS VERTMAN
Abstract. We consider Sturm–Liouville operators on a half line [a,∞), a > 0,
with potentials that are growing at most quadratically at infinity. Such opera-
tors arise naturally in the analysis of hyperbolic manifolds, or more generally
manifolds with cusps. We establish existence and a formula for the associated
zeta-determinant in terms of the Wronski-determinant of a fundamental system
of solutions adapted to the boundary conditions. Despite being the natural ob-
jects in the context of hyperbolic geometry, spectral geometry of such operators
has only recently been studied in the context of analytic torsion.
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1. Introduction and formulation of the main results
In this paper we will investigate the zeta-determinant of Sturm–Liouville op-
erators with potentials that are growing quadratically at infinity. More precisely,
we consider operators of the form
H = −
d
dx
(
x2
d
dx
·
)
+ x2µ2 −
1
4
+ V(x) =: Dµ + V(x) (1.1)
on the interval [a,∞), a > 0, with µ > 0 and only minimal regularity assumptions
on the potential V . Ignoring the potential V for a moment, such operators are also
referred to as totally characteristic operators and have been studied by Melrose
and Mendoza in [MeMe83]. However, the relation to our analysis here is only
formal, since [MeMe83] studies operators of totally characteristic type near x = 0,
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while here we are interested in the behavior of such operators as x approaches
infinity.
Our motivation for looking at zeta-determinants of such operators arises from
geometry of hyperbolic manifolds or more generally manifolds with cusps. Spec-
tral geometry of such manifolds has been initiated by Mu¨ller in his paper [Mu¨l83].
A recent work by the third named author [Ver14] discusses analytic torsion on
such spaces and in particular strongly relies on computations of zeta-determinants
of such operators.
With the present paper we intend to initiate further discussion of such opera-
tors, parallel to developments in the setting of regular singular operators, which
in turn are motivated by the geometry of spaces with isolated conical singulari-
ties. Analysis of such spaces has been initiated by Cheeger in his seminal papers
[Che79], [Che83], and corresponding zeta-determinants have been considered by
the second named author in [Les98]. These results have been employed in vari-
ous studies of analytic torsion on conical singularities by the first named author
jointly with Spreafico [HaSp11], [HaSp16] as well the third author jointly with
Mu¨ller [Mu¨Ve14]. We expect a similar impact of our discussion here in the setting
of manifolds with cusps.
Before stating the main result of our paper, let us briefly recall the formula for
the ζ–determinant of a second order Sturm–Liouville operator on a finite interval
with separated boundary conditions, cf. [BFK95]. Let
H0 = −
d
dx
(
p(x)
d
dx
·
)
+ V(x) (1.2)
be a differential operator on the finite interval [a, b]. Here, p, V are smooth func-
tions and p(x) > 0 for all x ∈ [a, b]. We impose separated boundary conditions at
a, b of the form
Rcf := sinθc · f ′(c) + cosθc · f(c), 0 ≤ θc < pi, c ∈ {a, b}. (1.3)
A solution of the homogeneous equation H0g = 0 is called normalized at c if
Rcg = 0 and (we set sgn(a) = 1, sgn(b) = −1)
g ′(c) = sgn(c) · p(c)−3/4, if θc = 0 (Dirichlet) ,
g(c) = p(c)−1/4, if θc > 0 (generalized Neumann) .
(1.4)
One might wonder where this normalization comes from. For a regular operator
of the form Eq. (1.2) there is a coordinate transformation y(x) :=
∫x
a
p(x ′)−
1
2dx ′,
which unitarily transforms the operator into a Sturm–Liouville operator of the
form −∂2y + V . The known normalization for the latter operator, cf. [Les98], is
equivalent to Eq. (1.4) under the transformation.
With this notation the following Theorem, which is a special case of a more
general result due to Burghelea, Friedlander and Kappeler, holds.
Theorem 1.1 ([BFK95]). Letϕ,ψ be a fundamental system of solutions to the differential
equation H0g = 0 with Raϕ = 0, Rbψ = 0 and ϕ, ψ being both normalized in the
sense of Eq. (1.4). Then the realization H0 = H0(Ra, Rb) of H0 with respect to the
boundary conditions Ra, Rb is self-adjoint and discrete. Its ζ–function has a meromorphic
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continuation to the complex plane with simple poles. 0 ∈ C is not a pole and moreover the
ζ–regularized determinant is given by
detζ(H0(Ra, Rb)) = 2 · p ·W(ψ,ϕ) = 2 · p · (ψ ·ϕ ′ −ψ ′ · ϕ). (1.5)
Note that the Wronskian p ·W(ψ,ϕ) is constant.
This result has been generalized to regular singular operators by the second
and third named authors, cf. [Les98, LeVe11].
In this paper we prove the analogue of BFK’s Theorem for operators of the form
Eq. (1.1). To the best of our knowledge this is the first example of a singular op-
erator on an unbounded interval for which such a formula for the ζ–determinant
is proven. For a function f we will use the corresponding capital letter F to de-
note the multiplication operator by f. E. g., the multiplication operator by the
coordinate function x is denoted by X.
Theorem 1.2. Fix any ν ≥ 0 and suppose the potential V in the differential expression
Eq. (1.1) satisfies V ∈ XγL1[a,∞) for a fixed γ < 2. We impose boundary conditions
at x = a of the form Eq. (1.3). The operator H is in the limit point case at infinity and
hence essentially self-adjoint on the core domain
{
f ∈ C∞0 [a,∞) ∣∣ Raf = 0}. By abuse
of notation we denote by H = H(Ra) this self-adjoint realization. Choose a fundamental
system of solutions φ,ψ to (H + ν2)f = 0, where Raφ = 0 satisfies the boundary
conditions at the left end point and ψ ∈ L2[a,∞) is square integrable. We normalize φ
as above in Eq. (1.4) and ψ by
lim
x→∞
ψ(x) · √x · Kν(µx)−1 = 1. (1.6)
Here Kν is the modified Bessel function of the second kind of order ν.
Then H(Ra) + ν
2 is self-adjoint with a discrete spectrum. Furthermore, its ζ–function
admits a meromorphic continuation into a half plane
{
z ∈ C ∣∣ Re z > r} for some r < 0
with 0 being a regular point. Therefore, its zeta-regularized determinant is well–defined.
Furthermore, we have the explicit formula
detζ(H(Ra) + ν
2) =
√
2
pi
· a2 ·W(ψ,φ)(a). (1.7)
Note that when comparing with Eq. (1.5) we have p(x) = x2.
1.1. Outline of proof and further results.
1.1.1. The model operator. The operator H is treated as a perturbation of the model
cusp operator parametrized by µ
Dµ = −
d
dx
(
x2
d
dx
·
)
+ x2µ2 −
1
4
. (1.8)
We observe that if µ = 0 thenD0 has a continuous spectrum, therefore we consider
µ > 0. A fundamental system of solutions to the differential equation (Dµ+z
2)f =
0 is explicitly given in terms of the modified Bessel functions Iz, Kz by
x−1/2 · Kz(µx), x−1/2 · Iz(µx). (1.9)
4 LUIZ HARTMANN, MATTHIAS LESCH, AND BORIS VERTMAN
Spectral problems and the analysis of the resolvent therefore ultimately reduce
to questions about the modified Bessel functions and their asymptotic behavior.
Besides the fairly standard asymptotics for large arguments and fixed order resp.
large order and fixed arguments we will also need less standard uniform asymp-
totics for large order. The necessary facts about Bessel functions are compiled in
Section 3.
1.1.2. The resolvent expansion, and meromorphic continuation of the zeta-function. The
first step is to analyze the asymptotic expansion of the resolvent trace.
Theorem 1.3. Let V ∈ XγL1[a,∞) as in Theorem 1.2 and suppose that a fixed (Dirichlet
or generalized Neumann) boundary condition for H at a is given. Then the resolvent
(H(Ra) + z
2)−1 is trace class and there is an asymptotic expansion
Tr(H(Ra)+z
2)−1 = b0 ·z−1 · log z+a0 ·z−1+a1 ·z−2+O(z−2−δ), as z→∞ (1.10)
for some δ > 0. The constants b0, a0, a1 do not depend on the potential and not on z.
Explicitly, a0 =
1
2 log
2
µa , b0 =
1
2 ; for Dirichlet boundary conditions at a we have a1 =
1
4
while for generalized Neumann conditions we have a1 = −
1
4 .
For the model operator Dµ (V = 0) there is a full asymptotic expansion
Tr(Dµ + z
2)−1 =
∞∑
k=0
ak(µ) · z−1−k +
∞∑
k=0
b2k(µ) · z−1−2k · log z, as z→∞. (1.11)
The full asymptotic expansion for the model operator is due to the third named
author [Ver14, Sec. 4], however without explicitly specifying the first few coeffi-
cients.
The symbol −
∫
will denote the Hadamard partie finie integral which we will
briefly review in Section 2.1. The well-known formula, cf. [LeTo98, (2.30)],
ζH(s) :=
∑
λ∈specH
λ−s =
sinpis
pi
·−
∫
∞
0
x−s · Tr(H + x)−1dx (1.12)
relates the zeta-function of H = H(Ra) to the resolvent trace and the asymptotic
expansion Eq. (1.10) implies that ζH(s) has a meromorphic continuation to Re s >
−δ with 0 being a regular point. Therefore one has
log detζH := −ζ
′
H(0) = − −
∫
∞
0
Tr(H+ z)−1dz = −2−
∫
∞
0
z · Tr(H + z2)−1dz. (1.13)
A consequence of the expansion Eq. (1.10) is that as z→∞
log detζ(H+z
2) = 2 ·b0 ·z · log z+2 · (a0−b0) ·z+2 ·a1 · log z+O(z−δ log z). (1.14)
Note that there is no constant term, thus LIM
z→∞
log detζ(H + z
2) = 0 (Lemma 2.2).
LIM (regularized limit) is a short hand for the constant term in the asymptotic
expansion, cf. Sec. 2.1.
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1.1.3. Weyl eigenvalue asymptotics. In this subsection we discuss the asymptotic
behavior of the eigenvalue counting function N(λ) for the cusp operator H.
Note that the presence of z−1 log z as the leading term in the resolvent trace
asymptotics in Theorem 1.3 above, distinguishes our case significantly from simi-
lar discussions of regular-singular Sturm–Liouville operators over a finite interval
in [Les98] and [LeVe11]. There the singular potential in the Sturm–Liouville op-
erator leads to logarithms in the resolvent trace asymptotics as well, however in
contrast to our case, the logarithm does not appear in the leading term.
The logarithmic leading term z−1 log z is obviously a new phenomenon of our
non-compact setting and has an important consequence for the Weyl asymptotics
of the cusp operator H(Ra). Indeed, by the resolvent trace expansion, one con-
cludes that
ζH(s) −
1
Γ(s)
(
−c0(
s− 1
2
) + c1(
s − 12
)2
)
(1.15)
is continuous for Re(s) ≥ 1
2
, where the constants c0 and c1 are determined ex-
plicitly by the coefficients in the resolvent trace asymptotics and in particular
c1 = −
b0
2Γ( 12)
. Now, by a Tauberian argument, cf. Shubin [Shu01, Problem 14.1 pp.
127] and Aramaki [Ara83], one concludes for the eigenvalue counting function
N(λ) ∼
√
λ log(λ)
2Γ (1/2)2
, λ→∞. (1.16)
Note that it is by no means straightforward to conclude a similar expansion for the
eigenvalue counting function of the Laplace–Beltrami operator on cusps, which
can be written as an infinite direct sum of the cusp operators H. This is due to the
non-uniform behaviour of the resolvent trace expansion in Theorem 1.3 as µ goes
to infinity. A similar question has been studied in the joint work of the second
and third author [LeVe15].
1.1.4. Variation formula. The next step is to establish a variation formula. Let us
state it informally first: let Vt be a (sufficiently nice) one parameter family of
potentials (satisfying the overall assumptions of Theorem 1.2 and depending dif-
ferentiably on t) and denote by φt, ψt be a normalized fundamental system of
solutions to the differential equation Htf = Dµf + Vtf = 0. Then
∂t log detζHt = ∂t log
(
p ·W(ψt, φt)
)
. (1.17)
This variation formula goes back to Levit and Smilansky [LeSm77] for the situ-
ation of Theorem 1.1. For Vt = t
2 being the resolvent parameter of the model
operator it is due to the third named author [Ver14, Sec. 5]. In Section 4 we
will present an expanded version which includes some important details. For the
general case we investigate the dependence of the asymptotic behavior of a fun-
damental system of solutions at infinity on the parameter t and we prove a Boˆcher
Theorem for H+ ν2 in Section 5. Finally, we analyze the asymptotic expansion of
the resolvent trace of the perturbed operator and prove the Theorem 1.3 in Section
6 and prove the final result in Section 7.
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We apply Eq. (1.17) to Vz = V + z
2 and obtain in view of Eq. (1.14)
detζ(H + z
2
0) = p ·W(ψz0 , φz0) · exp
(
−LIM
z→∞
log
(
p ·W(ψz, φz)
))
. (1.18)
For general one dimensional elliptic differential operators on a finite interval this
formula was established in [LeTo98, Thm. 3.3].
It remains to compute the constant LIM
z→∞
log
(
p ·W(ψz, φz)
)
. The variation for-
mula Eq. (1.17) shows that this constant is independent of the potential V . There-
fore, it suffices to compute it for the model operator. In [BFK95] and [Les98] this
is done by proving another formula for the variation of generalized Neumann
conditions and then finally by computing explicit examples. Namely, on a finite
interval the ζ–determinant for − d
2
dx2
(with Dirichlet or Neumann boundary con-
ditions) can explicitly be expressed in terms of the Riemann ζ–function for which
the derivative at 0 is known (Lerch’s formula). The case of a regular singular
operator on a finite interval can also be reduced to this case; alternatively one can
take advantage of the fact that the spectrum of the Jacobi differential operator is
explicitly known [Les98].
For our model operatorDµ we need to employ a different strategy as we do not
know the spectrum of any self-adjoint realization of Eq. (1.1) for any parameter
value µ. However, for each boundary condition the normalized fundamental sys-
tem φz, ψz can explicitly be expressed in terms of the modified Bessel functions.
Consequently, the asymptotic behavior of log
(
p ·W(ψz, φz)
)
can be studied with
the help of the known asymptotics of the modified Bessel functions.
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2. Generalities: Regularized limits, ζ–determinants,
and Wronskians of Sturm–Liouville operators
For the convenience of the reader and to fix some notation we collect here some
general facts on regularized limits, zeta-determinants and Wronskians of Sturm–
Liouville operators, cf. also [Les98], [LeTo98], [LeVe11, Sec. 1], [LeVe15, Sec. 1]
and the references therein.
2.1. Regularized limits and integrals. Let f : (0,∞) → C be a function with a
(partial) asymptotic expansion
f(x) ∼
N−1∑
j=1
Mj∑
k=0
ajkx
αj logk(x) +
M0∑
k=0
a0k log
k(x) + fN(x), x ≥ x0 > 0, (2.1)
where αj ∈ C are ordered with decreasing real part and the remainder fN(x) =
o(1) (Landau notation) as x → ∞. Then we define its regularized limit as x → ∞
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by
LIM
x→∞
f(x) := a00. (2.2)
If f has an expansion of the form Eq. (2.1) as x → 0 then the regularized limit as
x→ 0 is defined accordingly.
If f is locally integrable and the remainder fN ∈ L1[1,∞) even integrable, the
integral
∫R
1
f(x)dx also admits an asymptotic expansion of the form Eq. (2.1) and
one defines the regularized integral as
−
∫
∞
1
f(x)dx := LIM
R→∞
∫R
1
f(x)dx. (2.3)
Similarly, −
∫1
0
f(x)dx := LIM
ε→0
∫1
ε
f(x)dx, if this regularized limit exists.
−
∫
is a linear functional extending the ordinary integral. However, it has some
pathologies. E. g., the formula for changing variables x 7→ λ · x in the integral
has correction terms, [LeVe15, Lemma 1.1]. Relevant for us will be the behavior
under translations. Namely, assuming that f is locally integrable with remainder
fN ∈ L1[1,∞), consider for x > 0
−
∫
∞
0
f(x+ t)dt = LIM
R→∞
∫R
0
f(x+ t)dt
= LIM
R→∞
(∫R
x
f(t)dt +
∫R+x
R
f(t)dt
)
= −
∫
∞
x
f(t)dt+ LIM
R→∞
∫R+x
R
f(t)dt.
(2.4)
In general LIMR→∞
∫R+x
R
f(t)dt 6= 0, cf. the discussion after Lemma 2.2 in [LeTo98].
However it vanishes whenever there are no terms of the form xα logk x with
α ∈ Z+ ⊂ C\{0} in the expansion Eq. (2.1). For later reference we record
Lemma 2.1. Let f : (0,∞)→ C be locally integrable with an asymptotic expansion as in
Eq. (2.1) where αj 6∈ Z+ and fN ∈ L1[1,∞). Then for all x > 0
−
∫
∞
0
f(x+ t)dt = −
∫
∞
x
f(t)dt, (2.5)
in particular LIM
x→∞
−
∫
∞
0
f(x + t)dt = 0.
Proof. The last claim is a consequence of the identity Eq. (2.5), as
LIM
x→∞
−
∫
∞
x
f(t)dt = −
∫
∞
1
f(t)dt − LIM
x→∞
∫x
1
f(t)dt = 0. (2.6)
The identity Eq. (2.6) follows from the very definition of the regularized integral,
regardless of the values of the exponents αj. 
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2.2. Zeta-regularized determinants. Let H > 0 be a self-adjoint positive operator
acting on some Hilbert space. We assume that the resolvent of H is trace class,
and that for z ≥ 0 we have
Tr(H + z)−1 =
∑
−1−δ<Re α<0
zα · Pα(log z) +O(z−1−δ), as z→∞, (2.7)
with polynomials Pα(t) ∈ C[t], Pα = 0 for all but finitely many α. Moreover, we
assume that P−1 is of degree 0, that is there are no terms of the form z
−1 · logk z
with k ≥ 1. For 1 < Re s < 2 the zeta-function (ζ–function) of H is given by,
cf. [LeTo98, (2.30)],
ζH(s) :=
∑
λ∈specH
λ−s =
sinpis
pi
· −
∫
∞
0
x−s · Tr(H + x)−1dx. (2.8)
From the asymptotic expansion Eq. (2.7) one deduces that ζH(s) extends mero-
morphically to the half plane Re s > −δ, [LeTo98, Lemma 2.1]. The identity
Eq. (2.8) persists except for the poles of the function s 7→ pisin pisζH(s). From the
assumption that degP−1 = 0 in Eq. (2.7) it follows that ζH is regular at s = 0 and
one puts
log detζH := −ζ
′
H(0) = − −
∫
∞
0
Tr(H + z)−1dz = −2−
∫
∞
0
z · Tr(H + z2)−1dz. (2.9)
detζH is called the zeta-determinant (ζ-determinant) or zeta-regularized determinant
of H. For non-invertible H one puts detζH = 0. With this setting the function
z 7→ detζ(H+ z) is an entire holomorphic function with zeros exactly at the eigen-
values of −H. The multiplicity of a zero z equals the algebraic multiplicity of the
eigenvalue z.
If P−1 is a higher order polynomial then ζH has poles at 0. One still could define
− log detζH to be the coefficient of s in the Laurent expansion about 0 of ζH(s).
However, in this case the relation log detζH = −−
∫
∞
0
Tr(H+z)−1dz would not hold
any more.
Lemma 2.2. Let H be a bounded below self-adjoint operator in some Hilbert space. As-
sume that the resolvent is trace class and that, as z → ∞, the expansion Eq. (2.7) holds.
Then, as z→∞ we have an asymptotic expansion
logdetζ(H + z) =
∑
−1−δ<Re α<0
zα+1 ·Qα(log z) +O(z−δ) (2.10)
with polynomials Qα satisfying Q
′
α = −(α + 1)Qα + Pα. Moreover, Q−1(log x) =
P−1(0) · log x, in particular LIM
z→∞
log detζ(H+ z) = 0.
Proof. This follows in a straightforward fashion from the definition of the regu-
larized integral, the relation Eq. (2.9) and Lemma 2.1. For details, cf. [LeTo98,
Lemma 2.2]. 
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With regard to Lemma 2.1 we emphasize that under the assumptions of the
previous Lemma we have for the zeta-determinant of H+ ν2
log detζ(H + ν
2) = − −
∫
∞
ν2
Tr(H+ z)−1dz = −2−
∫
∞
ν
z · Tr(H + z2)−1dz. (2.11)
The result
LIM
z→∞
log detζ(H+ z) = 0 (2.12)
contains the main result of [Fri89] as a special case. Namely, one has for z ≥ 0
and invertible H
detF(I+ zH
−1) =
detζ(H + z)
detζH
, (2.13)
where detF denotes the Fredholm determinant. This follows immediately from
the fact that the left hand side and the right hand side have the same z-derivatives
and that they coincide at z = 0. Therefore, we have as z→∞,
log detF(I+ zH
−1) = log detζ(H + z) − log detζH
=
∑
−1−δ<Re α<0
zα+1 ·Qα(log z) − log detζH+O(z−δ). (2.14)
In particular,
LIM
z→∞
logdetF(I + zH
−1) = − logdetζH, (2.15)
which is Friedlander’s [Fri89] formula.
2.3. Wronskians and their variation. Let
H0 = −
d
dx
(
p(x)
d
dx
·
)
+ V0(x), (2.16)
be a differential operator on the interval (a,∞), a > 0, with a positive continuous
function p ∈ C[a,∞), p(x) > 0, and locally integrable potential V0 ∈ L1loc[a,∞).
Furthermore, we assume that a is a regular point and that ∞ is in the limit point
case for H0. We fix a self-adjoint boundary condition Raf = 0 at a and assume
that H0 with this boundary condition is invertible.
Letψ, φ be a fundamental system of solutions to the differential equationH0f =
0 with Raφ = 0 and ψ ∈ L2[a,∞). Then the Wronskian
p ·W(ψ,φ) = p ·
(
ψ · φ ′ −ψ ′ ·φ
)
(2.17)
is constant. The Schwartz kernel (Green function) of H−10 is given by
G(x, y) =
1
p ·W(ψ,φ) ·
{
φ(x) · ψ(y), x ≤ y,
ψ(x) ·φ(y), y ≤ x. (2.18)
Suppose now that V0 depends differentiably on a parameter t. Assume that ψt
and φt are solutions as above depending differentiably on t. Denote the differenti-
ation by t by a dot decorator, e.g. ∂tφ =: φ˙ and differentiation by x by a ’ decorator,
e.g. ∂xφ =: φ
′. Differentiate the differential equation −
(
p · ψ ′) ′ + V0 · ψ = 0 by t
to obtain
−
(
p · ψ˙ ′) ′ + V0 · ψ˙(x) = −V˙0 · ψ, (2.19)
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and similarly for φ. Hence
p ·W(ψ,φ) · V˙0(x) ·G(x, x) = V˙0(x) · φ(x) ·ψ(x), (2.20)
thus
V˙0 ·φ ·ψ =
(
V˙0 ·φ
) · ψ = (∂x(p · ∂xφ˙)− V0φ˙) ·ψ
= ψ · ∂x
(
p · ∂xφ˙
)
− φ˙ · ∂x
(
p · ∂xψ
)
=
d
dx
(
p · (∂xφ˙) ·ψ− p · φ˙ · ∂xψ) = d
dx
(
p ·W(ψ, φ˙)
)
.
(2.21)
Thus if the operator V˙0H
−1
0 is trace class, then
p ·W(ψ,φ) · Tr(V˙0H−10 ) = ∫∞
a
V˙0 · φ · ψ
= p(x) ·W(ψ, φ˙)(x)∣∣x=∞
x=a
= p(x) ·W(φ, ψ˙)(x)∣∣x=∞
x=a
, (2.22)
where the second equation follows by exchanging φ and ψ in the calculation.
Note that the trace class property plus the regularity at a imply the existence of
the limit lim
x→∞
p(x)W(ψ, φ˙)(x). Furthermore,
∂t
(
p ·W(ψ,φ)
)
= p ·
(
W(ψ˙, φ) +W(ψ, φ˙)
)
. (2.23)
By Eq. (2.17) the Wronskian p ·W(ψ,φ) is a constant function in x. Moreover, if at
the regular end φ is normalized, then φ˙(a) = d
dx
φ˙(a) = 0, hence W(φ˙, ψ)(a) = 0.
Thus altogether we have proved
Proposition 2.3. Let H0 be the differential operator Eq. (2.16) and assume that (V0,t)t
depends differentiably on a parameter t. Furthermore, let φt, ψt be a fundamental system
of solutions such that φt is normalized at a and ψt ∈ L2[a,∞); assume that φt, ψt
depend differentiably on t. Then
p(a) ·W(φ,ψ)(a) = ∂t
(
p ·W(φ,ψ)) = −∂t(p ·W(ψ,φ)). (2.24)
Furthermore, if V˙0H
−1
0 is trace class and if
lim
x→∞
p(x)W(φ, ψ˙)(x) = 0
then
Tr
(
V˙0H
−1
0
)
=
1
p ·W(ψ,φ) p ·W(φ, ψ˙)
∣∣∞
a
=
1
p ·W(ψ,φ)∂t
(
p ·W(ψ,φ)
)
= ∂t log
(
p ·W(ψ,φ)
)
.
(2.25)
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2.4. Perturbative solutions, Boˆcher’s Theorem. Let H0 be as in Eq. (2.16). We do
not impose any boundary condition in this subsection. Let φ,ψ be any funda-
mental system of solutions to the differential equation H0f = 0. Without loss of
generality, we may assume their Wronskian equals 1, i.e., p ·W(ψ,φ) = 1. The
solution formula for the inhomogeneous equation H0u = v then reads
u(x) = c1 ·ψ(x) + c2 · φ(x) −ψ(x) ·
∫
∞
x
φ(y) · v(y)dy
+ φ(x) ·
∫
∞
x
ψ(y) · v(y)dx,
(2.26)
if, for all x ∈ (a,∞),∫
∞
x
|ψ(y)v(y)|dy <∞, and ∫∞
x
|φ(y)v(y)|dx <∞. (2.27)
This formula may be used to find a fundamental system of solutions with pre-
scribed asymptotics for perturbations H = H0 + V of H0. Here we just present
the general pattern. We will apply this to our concrete model operator in sec-
tion 5 below. For a solution of Hf = 0 we make the perturbative Ansatz h1(x) =
ψ(x)(1 + f1(x)). This leads to the non-homogeneous equation
H0
(
ψ · f1
)
= −V · ψ · (1+ f1). (2.28)
We denote by L the integral operator with kernel
L(x, y) = p(y) ·ψ2(y) ·
(φ(y)
ψ(y)
−
φ(x)
ψ(x)
)
. (2.29)
Then writing V =: p ·W, Eq. (2.26) leads to the ansatz
f1(x) =
∫
∞
x
L(x, y) ·W(y) · (1 + f1(y))dy. (2.30)
Note that, since (
φ
ψ
) ′
=
1
p ·ψ2 , (2.31)
we find
(Lf) ′(x) = −
1
p(x) ·ψ2(x)
∫
∞
x
p(y) ·ψ2(y) · f(y)dy. (2.32)
Now consider the following assumptions:
sup
a≤x≤y≤∞
|L(x, y)| <∞, (2.33)
lim
x→∞
ψ(x) = 0, (2.34)
ψ(x)
ψ ′(x)
= O(1), as x→∞, (2.35)
sup
a≤x≤y≤∞
p(y) ·ψ(y)
p(x) ·ψ(x) <∞, (2.36)∫ x
1
φ(y)
ψ(y)
dy = O
(
φ(x)
ψ(x)
)
, as x→∞, and lim
x→∞
φ(x)
ψ(x)
=∞. (2.37)
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Denote by Ckb[a,∞) the Banach space of k-times continuously differentiable
functions with bounded derivatives up to order k. I. e.
‖f‖Ckb :=
k∑
j=0
sup
a≤x<∞
|f(k)(x)|. (2.38)
Furthermore, the space X−γCkb[a,∞) is a Banach space with norm ‖f‖Ckb ,γ :=
‖Xγf‖Ck
b
. We write Cb[a,∞) := C0b[a,∞) for the Banach space of bounded contin-
uous functions. We also write Ck•[a,∞) ⊂ Ckb[a,∞) for the subspace of bounded
k times continuously differentiable functions which converge to zero at infinity
along with their derivatives up to order k.
Lemma 2.4. LetW be a function in L1(a,∞). Then for each γ ≥ 0 the Volterra operator
LW maps X−γCb[a,∞) continuously into XγC1•[a,∞). Moreover, as an operator in
X−γCb[a,∞) it has spectral radius zero. Finally, the map
L1[a,∞) ∋W 7→ LW ∈ L(X−γCb[a,∞)) (2.39)
is continuous from L1[a,∞) into the bounded linear operators on X−γCb[a,∞), where
for f ∈ X−γCb[a,∞)
(LWf)(x) =
∫
∞
x
L(x, y)W(y)f(y)dy. (2.40)
Proof. Clearly by Eq. (2.33),
|(LWf)(x)| ≤
∫
∞
x
|W(y)| · |f(y)|dy
≤ x−γ · ‖f‖γ ·
∫
∞
x
|W(y)|dy
(2.41)
and inductively ∣∣((LW)nf)(x)∣∣ ≤ x−γ · ‖f‖γ
n!
·
(∫
∞
x
|W(y)|dy
)n
. (2.42)
This proves that LW maps X−γCb[a,∞) continuously into C•,γ[a,∞) and that,
as an operator in XγCb[a,∞) it has spectral radius zero. It also implies the last
sentence of the Lemma.
Furthermore, from Eq. (2.32) we infer
|(LWf) ′(x)| =
∣∣∣∣ 1p(x) ·ψ2(x)
∫
∞
x
p(y) ·ψ2(y) ·W(y) · f(y)dy
∣∣∣∣
≤ C1x−γ · ‖f‖γ ·
∫
∞
x
|W(y)|dy
≤ C2x−γ‖f‖γ,
(2.43)
by Eq. (2.36). 
Theorem 2.5. Suppose that there exists x0 ∈ [a,∞) such that ψ(x) 6= 0 for x ≥ x0.
Under the assumptions Eq. (2.33), (2.34), (2.35), (2.36) and (2.37) the perturbed operator
H = H0 + V = H0 + p ·W (2.44)
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has a fundamental system of solutions h1, h2 of the form
h1(x) = ψ(x) · g1(x), h2(x) = φ(x) · g2(x), (2.45)
with gj ∈ Cb[a,∞), lim
x→∞
gj(x) = 1, j = 1, 2. Furthermore,
h ′1(x) = ψ
′(x) · g˜1(x), h ′2(x) = φ ′(x) · g˜2(x), (2.46)
with g˜j ∈ Cb[a,∞), lim
x→∞
g˜j(x) = 1, j = 1, 2 and p(x)W(h1, h2)(x) = 1.
Proof. We denote the constant function equal to one by a bold number one, 1(x) =
1 for all x. By equation Eq. (2.30) and the properties of Lemma 2.4 we conclude
that
f1(x) = (I − LW)
−1(LW1)(x) (2.47)
is in C1•[a,∞), hence
h1(x) = ψ(x) · (1 + f1(x)) (2.48)
has the claimed properties. Note that
h ′1(x) = ψ
′(x) · (1+ f1(x) + ψ(x)
ψ ′(x)
· f ′1(x)
)
, (2.49)
and by assumption Eq. (2.35), we conclude that g˜1 = 1 + f1 +
ψ
ψ ′
· f ′1 ∈ Cb[a,∞)
and
lim
x→∞
g˜1(x) = 1. (2.50)
For the second solution one finds
h2(x) = c(x) · h1(x), (2.51)
with
c(x) =
∫ x
x0
p(y)−1 · h1(y)−2dy. (2.52)
From Eq. (2.31) we infer by integrating by parts
c(x) =
∫ x
x0
1
p(y) · ψ(y)2 (1 + f1(y))
−2dy
=
φ(y)
ψ(y)
(1 + f1(y))
−2
∣∣∣x
x0
+ 2
∫ x
x0
φ(y)
ψ(y)
· g
′
1(y)
g1(y)3
dy.
(2.53)
Thus,
g2(x) =c(x)
h1(x)
φ(x)
=
1
g1(x)
−
ψ(x)
φ(x)
· ψ(x0)
φ(x0)
· g1(x)
g1(x0)2
+ 2g1(x) · ψ(x)
φ(x)
∫x
x0
φ(y)
ψ(y)
· g
′
1(y)
g1(y)3
dy.
(2.54)
By assumption Eq. (2.37), ∣∣∣ψ(x)
φ(x)
∫ x
x0
φ(y)
ψ(y)
dy
∣∣∣≤ C, (2.55)
and since lim
x→∞
g ′1(x) = 0 by Lemma 2.4, we obtain limx→∞
g2(x) = 1.
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Furthermore, direct computation shows
p(x) ·W(h1, h2)(x) = 1. (2.56)

2.5. Comparison of zeta-determinants for Dirichlet and generalized Neumann
boundary conditions. In this subsection we will show that under very mild as-
sumptions it is possible to compute the relative ζ–determinant of the operator H0
in Eq. (2.16) with respect to two different boundary conditions at the left endpoint.
Under the general assumptions of Sec. 2.3 we consider the Dirichlet boundary
condition at a, f(a) = 0, and a generalized Neumann boundary condition at a,
Raf = f
′(a) + α · f(a). Furthermore, let φ = φz, ψ = φz be a fundamental system
of solutions to the equation (H + z2)u = 0 such that φ(a) = 0,φ ′(a) = p(a)−
3
4
(that is, φ is normalized at a) and such that ψ ∈ L2[a,∞). We suppress the z–
dependence from the notation. Furthermore, we consider z such that H+ z2 with
both Dirichlet and the generalized Neumann boundary condition are invertible.
This is certainly the case if z is large enough. Consequently, ψ(a) 6= 0 6= Raψ.
Denote by HD the self-adjoint extension of H with Dirichlet boundary condition
and by Hα the self-adjoint extension of H with generalized boundary condition
Ra.
For the normalized solution φα = φα,z satisfying the generalized Neumann
condition we make the Ansatz
φα = λα · φ+ µα · ψ
φα(a) = p(a)
− 1
4 , φ ′α(a) + α ·φα(a) = 0
(2.57)
and find
µα = ψ(a)
−1 · p(a)− 14
λα = −µα · Raψ
φ ′(a)
= −
√
p(a) ·
(
α+
ψ ′(a)
ψ(a)
)
.
(2.58)
Note that µα is independent of α while ∂αλα = −
√
p(a).
Furthermore, we have for the Wronskians
p ·W(ψ,φ) = p(a) ·ψ(a) · φ ′(a) = µ−1α , (2.59)
p ·W(ψα, φα) = λα · p ·W(ψ,φ) = λα
µα
. (2.60)
Lemma 2.6. For z ≥ 0 such that ψ(a) = ψz(a) 6= 0 we have∫
∞
a
ψz(y)
2dy =
1
2z · µ2α,z
d
dz
λα,z. (2.61)
Proof. We use the formula for the Green function Eq. (2.18) of the operatorHα+z
2
and obtain for z ≥ 0 such that −z2 is in the resolvent set (and still suppressing the
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index z where appropriate)∫
∞
a
ψz(y)
2dy =
(
p ·W(ψ,φα)
)2 ∫∞
a
( ψz(y)
p ·W(ψ,φα)
)2
dy
=
(
p ·W(ψ,φα)
)2 ·φα(a)−2 ∫∞
a
( ψz(y)φα(a)
p ·W(ψ,φα)
)2
dy
=
(
p ·W(ψ,φα)
)2 ·φα(a)−2 ∫∞
a
(
(Hα + z
2)−1(a, y)
)2
dy
=
(
p ·W(ψ,φα)
)2 ·φα(a)−2 · (− 1
2z
d
dz
(Hα + z
2)−1(a, a)
)
=
(
p ·W(ψ,φα)
)2 ·φα(a)−2 · (Hα + z2)−2(a, a)
=
(
p ·W(ψ,φα)
)2 ·φα(a)−2 · (− 1
2z
d
dz
φα(a) · ψz(a)
p ·W(ψz, φα)
)
.
(2.62)
The claim now follows by noting that φα(a) = p(a)
−3/4 is independent of z and
by plugging in the known values for ψz(a) = p(a)
−1/4 · µ−1α and p ·W(ψ,φα) =
λα/µα. 
Finally, let us do the following, a priori formal, calculation for the relative ζ–
determinant of Hα and HD:
log
detζHα
detζHD
= −2−
∫
∞
0
zTr
(
(Hα + z
2)−1 − (HD + z
2)−1
)
dz
= 2 −
∫
∞
0
zTr
(
(HD + z
2)−1 − (Hα + z
2)−1
)
dz
= 2 −
∫
∞
0
z
∫
∞
a
ψ ·φ
p ·W(ψz, φz) −
ψz · φα,z
p ·W(ψz, φα,z)dz
= −
∫
∞
0
2z
p ·W(ψz, φz)
(
−
µα,z
λα,z
) ∫∞
a
ψ(y)2dydz
= −−
∫
∞
0
d
dz
log λα,zdz
= log λα,z|z=0 − LIM
z→∞
logλα,z.
(2.63)
This calculation is valid whenever the trace under the first integral has an as-
ymptotic expansion as z → ∞ as Eq. (2.7). Note that then the existence of the
regularized limit LIMz→∞ log λα,z follows automatically. In concrete situations, as
e.g. in Section 4 below, the computation of this regularized limit (ideally proving
that it is 0) is a separate issue.
Instead of formulating a formal Theorem we record for later reference that if
the computations of this subsection are valid and if LIMz→∞ log λα,z = 0 then
by Eq. (2.59), (2.60) and (2.63) the quotient detζH/pW(ψ,φ) is independent of the
boundary condition at a. Replacing H by H + ν2 (e.g. to ensure invertibility) we
even conclude from this calculation that the quotient detζ(H+ ν
2)/pW(ψν, φν) is
independent of the boundary condition at a.
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3. Asymptotic expansions of modified Bessel functions
In this section we present the relevant asymptotic expansions for the modified
Bessel functions of the first and second kind, which will be employed throughout
this paper. We employ the standard references Abramowitz and Stegun [AbSt92],
Gradshteyn and Ryzhik [GrRy15], Olver [Olv97] as well as Watson [Wat95]. We
will also refer to Sidi and Hoggan [SiHo11] in Sec. 3.2.
We begin by recalling the definitions of modified Bessel functions. Modified
Bessel functions of order z ∈ R are defined as a fundamental system of solutions
f ∈ C∞(0,∞) to the following differential equation
f ′′(x) +
1
x
f ′(x) −
(
1+
z2
x2
)
· f(x) = 0. (3.1)
A fundamental system of solutions to this second order differential equation is
given in terms of the modified Bessel functions of first and second kind
Iz(x) :=
xz
2z
∞∑
k=0
x2k
4k · k! · Γ(z+ k+ 1) , Kz(x) :=
(I−z(x) − Iz(x))
2pi sin(zpi)
, (3.2)
where Kz(x) is defined for z 6∈ Z and for z ∈ Z by the limit
Kz(x) := lim
t→z
I−t(x) − It(x)
2pi sin(tpi)
. (3.3)
We gather some important properties of the modified Bessel functions in the fol-
lowing proposition. These properties are classical and can be inferred from the
aforementioned references Abramowitz and Stegun [AbSt92], Gradshteyn and
Ryzhik [GrRy15], as well as Olver [Olv97].
Proposition 3.1.
(i) The Wronskian of the fundamental system is given byW(Kz, Iz)(x) = x
−1.
(ii) The modified Bessel functions are positive for x > 0.
(iii) For z fixed, Kz(x) is decreasing and Iz(x) is increasing.
(iv) For x fixed and z ∈ [0,∞), Kz(x) is increasing and Iz(x) is decreasing.
(v) Iz ∈ L1[0, a], but Iz 6∈ L1[a,∞), for a > 0.
(vi) Kz 6∈ L1(0, a], but Kz ∈ L1[a,∞), for a > 0.
We now begin with studying asymptotic expansions of the modified Bessel
functions. We distinguish between the following three cases: large argument x
and fixed order z, fixed argument and large order, as well as uniform asymptotic
expansion for larger order.
3.1. Asymptotics for large arguments and fixed order. We begin with an analysis
of the asymptotic behavior of the Bessel functions for fixed order z ≥ 0 and large
argument x→∞. We infer from [AbSt92, (9.7.1), (9.7.2)], see also [Wat95, p. 202,
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§7.23 (1)-(2)], that the Bessel functions admit the following asymptotic expansions
Iz(x) ∼
ex√
2pix
(
1 +
∞∑
k=1
(−1)kAk(z) x
−k
)
, x→∞, (3.4)
Kz(x) ∼
√
pi
2x
e−x
(
1 +
∞∑
k=1
Ak(z) x
−k
)
, x→∞. (3.5)
The coefficients of in the asymptotic expansions above are given explicitly by
Ak(z) =
1
8kk!
k∏
n=1
(
4z2 − (2n − 1)2
)
. (3.6)
3.2. Asymptotics for fixed arguments and large order. For the asymptotics of
modified Bessel functions for large order we refer to Sidi and Hoggan [SiHo11].
Asymptotics of Iz(x) also follows from the asymptotic expansion of the (unmodi-
fied) Bessel function [AbSt92, (9.3.1)]. Using the Stirling formula asymptotics for
the Gamma function, see e.g. [AbSt92, (6.1.37)], we infer from [SiHo11] for x > 0
fixed
Iz(x) ∼
1√
2piz
(ex
2z
)z1 + ∞∑
j=1
Bj(x)
zj
 , z→∞, (3.7)
Kz(x) ∼
√
pi
2z
(ex
2z
)−z1 + ∞∑
j=1
(−1)j
Bj(x)
zj
 , z→∞. (3.8)
The coefficients Bj are polynomials in (x/2)
2 of degree j ∈ N. At several instances
we will use a particular consequence of these expansions.
Kz+1(x)
Kz(x)
=
2z
x
+O(z−1), z→∞. (3.9)
Similar expansions hold for the derivatives just using the standard recurrence
relations of Bessel functions, cf. [AbSt92, (9.6.26)]
I ′z(x) = Iz+1(x) +
z
x
Iz(x), K
′
z(x) = −Kz+1(x) +
z
x
Kz(x). (3.10)
Combining Eq. (3.9) and (3.10) we find
K ′z(x)
Kz(x)
= −
z
x
+O(z−1), z→∞. (3.11)
3.3. Uniform asymptotic expansion for large order. We now turn to uniform
asymptotics of Bessel functions, when the order go to infinity. Following Olver
[Olv97, p. 377 (7.16), (7.17)], see also [AbSt92, (9.7.7), (9.7.8)], we have for large
z > 0 and uniformly in x > 0
Iz(zx) ∼
ezξ(x)√
2piz(1 + x2)
1
4
(
1 +
∞∑
k=1
Uk(x)
zk
)
, z→∞. (3.12)
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Similarly, for the modified Bessel functions of second kind we have for large z > 0
and uniformly in x > 0 the following asymptotic expansions
Kz(zx) ∼
√
2pi
z
e−zξ(x)
(1 + x2)
1
4
(
1 +
∞∑
k=1
(−1)k
Uk(x)
zk
)
, z→∞. (3.13)
In both cases we have introduced the following notation
ξ = ξ(x) :=
√
1+ x2 + log
x
1 +
√
1+ x2
,
p = p(x) :=
1√
1+ x2
.
(3.14)
The coefficients Uk(x) in the asymptotic expansions above, are polynomial func-
tions in p of degree 3k.
We conclude with an asymptotic expansion for a product of Bessel functions.
Using Cauchy product formula we infer from the expansions above
Iz(zx)Kz(zx) =
1
2z
1√
1 + x2
(
1+
∞∑
k=1
U˜2k(x)
z2k
)
, z→∞, (3.15)
where the coefficients U˜2k(x) are polynomials in p of degree 6k.
4. Variation formula and the determinant of the model operator
Fix µ > 0 and consider the family of scalar model cusp operators
Dµ = −
d
dx
(
x2
d
dx
·
)
+ x2µ2 −
1
4
: C∞0 (a,∞)→ C∞0 (a,∞). (4.1)
Let z ≥ 0. Then a fundamental system of solutions for the second order differen-
tial equation (Dµ + z
2)f = 0 is given in terms of the modified Bessel functions by
x−1/2Iz(µx), x
−1/2Kz(µx). By Eq. (3.4), x
−1/2Iz(µx) does not lie in L
2[a,∞). Con-
sequently, ∞ is in the limit point case for the operator Dµ + z2 and self-adjoint
extensions are obtained by imposing boundary conditions of the form Eq. (1.3) at
x = a.
Consider first the case of Dirichlet boundary conditions Raf = f(a). By abuse
of notation we use Dµ := Dµ(Ra). A normalized fundamental system, cf. Eq. (1.4)
and Theorem 1.2, of solutions to the equation (Dµ + z
2)f = 0 is then given by
ψz,µ(x) = x
−1/2Kz(µx), φz,µ(x) = x
−1/2
(
Kz(µa) · Iz(µx) − Iz(µa) · Kz(µx)
)
. (4.2)
Note that ψz,µ ∈ L2[a,∞). Furthermore,
φ ′z,µ(a) = a
−1/2 · µ ·W(Kz, Iz)(µa) = a−3/2 = p(a)−3/4, (4.3)
hence φz,µ has the correct normalization according to Eq. (1.4). The Wronskian of
the modified Bessel functions satisfies W(Kz, Iz)(x) =
1
x
. Furthermore, we point
out that Kz(µx) > 0 is nowhere vanishing for x > 0 by Proposition 3.1. In particu-
lar, Dµ(Ra) + z
2 is invertible. The Wronskian of ψz,µ, φz,µ is given by
x2 ·W(ψz,µ, φz,µ) = x · µ · Kz(µa) ·W(Kz, Iz)(µx) = Kz(µa). (4.4)
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Consequently, the Green function Gz of (Dµ + z
2)−1 is obtained as in Eq. (2.18)
Gz(x, y) =
{
(xy)−1/2 · (Iz(µx) · Kz(µy) − Iz(µa)Kz(µa)Kz(µx) · Kz(µy)), x ≤ y,
(xy)−1/2 · (Iz(µy) · Kz(µx) − Iz(µa)Kz(µa)Kz(µy) · Kz(µx)), y ≤ x. (4.5)
In particular we find for the Green function at the diagonal
Gz(x) ≡ Gz(x, x) = x−1
(
Iz(µx) · Kz(µx) − Iz(µa)
Kz(µa)
K2z(µx)
)
. (4.6)
The Green function Gz(x, y) is continuous on [a,∞)2 and by positivity of the
solutions φz,µ and ψz,µ, the kernel is non-negative and positive away from x, y =
a. Moreover, Gz(x) = O(x
−2) as x → ∞ by the asymptotic expansions Eq. (3.4)
and (3.5). Hence Gz is integrable on [a,∞) along the diagonal. Consequently, by
Mercer’s theorem, as worked out e.g., by Reed and Simon [ReSi79, §XI.4, Lemma
on p. 65] we conclude that the resolvent (Dµ + z
2)−1 is trace class and the trace of
(Dµ + z
2)−1 is given by
Tr
(
Dµ + z
2
)−1
=
∫
∞
a
Gz(x)dx. (4.7)
A similar argument holds in case of generalized Neumann boundary conditions
Ra = f
′(a) + αf(a). In that case the solution φz,µ,α, satisfying the generalized
Neumann boundary conditions, is given by
φz,µ,α(x) = cz,µ · x− 12 ·
(
Iz(µx) −
(
α− 12a
) · Iz(µa) + µ · I ′z(µa)(
α− 12a
) · Kz(µa) + µ · K ′z(µa) · Kz(µx)
)
. (4.8)
The constant cz,µ is determined by the normalization requirement Eq. (1.4), i.e.,
φz,µ(a) = p(a)
−1/4 = a−1/2. We construct the Green function as before. But now
Gz is positive only if either α ∈
[
0, 12
]
or if α > 12 and µ sufficiently large. In these
two cases we can use Mercer’s Theorem as before to obtain Tr(Dµ(Ra)+z
2)−1 inte-
grating the Green function Gz along the diagonal. If Gz is not necessarily positive,
the trace class property of (Dµ(Ra) + z
2)−1 follows by a well–known comparison
principle for elliptic operators, cf. e.g., [LMP12, Chapter 3] and [LeVe11].
Proposition 4.1. Consider Dirichlet boundary conditions Ra,1(f) = f(a) and general-
ized Neumann boundary conditions Ra,2(f) = f
′(a) + αf(a) for the model operator Dµ.
Let Dµ,1 and Dµ,2 denote the corresponding self-adjoint realizations in L
2[a,∞) with
boundary conditions Ra,1 and Ra,2, respectively. Then∥∥(Dµ,1 + z2)−1 − (Dµ,2 + z2)−1∥∥tr = O(z−2 log z), as z→∞. (4.9)
Proof. Fix any δ > δ ′ > a. We choose cut-off functions χ1, χ2 ∈ C∞0 [a, δ), as
illustrated in Figure 1, such that they are identically one over [a, δ ′] and moreover,
• supp(χ1) ⊂ supp(χ2),
• supp(χ1) ∩ supp(dχ2) = ∅.
We write η1 := 1− χ1, η2 := 1 − χ2. By construction η1η2 = η2. We consider
R(z) := η1
[
(Dµ,1 + z
2)−1 − (Dµ,2 + z
2)−1
]
η2. (4.10)
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1
δ ′ δa
χ1 χ2
Figure 1. The cutoff functions χ1 and χ2.
R(z) maps into the domain of both Dµ,1 and Dµ,2. On the support of η1 the differ-
ential expressions Dµ,1 and Dµ,2 coincide and moreover η1D(Dµ,1) = η1D(Dµ,2).
Thus we may compute
(Dµ,1 + z
2)R(z) = [Dµ,1, η1]
(
(Dµ,1 + z
2)−1 − (Dµ,2 + z
2)−1
)
. (4.11)
Arguing similarly for R(z)∗ and taking adjoints one then finds
(Dµ,1 + z
2)R(z)(Dµ,2 + z
2) = [−∂2x, η1]
(
(Dµ,1 + z
2)−1 − (Dµ,2 + z
2)−1
)
[∂2x, η2], (4.12)
where [·, ·] denotes the commutator of the corresponding operators and any func-
tion is viewed as a multiplication operator. Hence
R(z) = (Dµ,1 + z
2)−1[−∂2x, η1]
(
(Dµ,1 + z
2)−1 − (Dµ,2 + z
2)−1
)
[∂2x, η2](Dµ,2 + z
2)−1.
(4.13)
Since (Dµ,1+z
2)−1 is trace class by Mercer’s theorem as explained above, and since
the space of trace class operators forms an ideal in the space of bounded opera-
tors, we conclude that R(z) is trace class as well and continue with the following
estimate
‖R(z)‖tr ≤ ‖(Dµ,1 + z2)−1‖tr
(
‖[∂2x, η1](Dµ,1 + z2)−1‖+ ‖[∂2x, η1](Dµ,2 + z2)−1‖
)
·
·‖[∂2x, η2](Dµ,2 + z2)−1‖.
(4.14)
By Eq. (1.11), we have ‖(Dµ,1 + z2)−1‖tr = O(z−1 log z). Let f denote η1 or η2.
Then [∂2x, f] is a first order differential operator whose coefficients are compactly
supported in (a, δ), hence it maps the Sobolev space H1[a, δ] continuously into
L2comp(a, δ). Therefore we conclude for j = 1, 2 with a cut–off function χ ∈
C∞0 (a, δ) with χ = 1 in a neighborhood of supp([∂
2
x, f]),
‖[∂2x, f](Dµ,j + z2)−1‖ ≤ ‖[∂2x, f]‖H1→L2‖χ(Dµ,j + z2)−1‖L2→H1 = O(z−1), (4.15)
as z → ∞. Hence for j = 1, 2 the operator norms ‖[∂2x, η1](Dµ,j + z2)−1‖ and
‖[∂2x, η2](Dµ,j + z2)−1‖ behave as O(z−1) as z→∞. This proves∥∥((Dµ,1 + z2)−1 − (Dµ,2 + z2)−1)∣∣∣
L2(δ,∞)
∥∥
tr
= O(z−2 log z), as z→∞. (4.16)
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Note that the Schwartz integral kernel of (Dµ,2 + z
2)−1 is smooth at the diagonal
[a,∞) and hence by continuity is strictly positive (or strictly negative) over [a, δ]
for (δ− a) > 0 sufficiently small. By Mercer’s theorem, (Dµ,2 + z
2)−1 is trace class
in L2(a, δ).
The statement now follows from the fact that integrals of the Schwartz kernels
for (Dµ,1 + z
2)−1 and (Dµ,2 + z
2)−1 along the diagonal in [1, δ] admit an asymp-
totic expansion of the form
∑
∞
k=0 ak(µ)z
−1−k, where the leading order term a0 is
independent of the boundary conditions. 
The next proposition is proved in [Ver14] without specifying the leading coef-
ficients in the asymptotic expansion. By keeping track of the coefficients in the
asymptotic expansions of Sec. 3.3 we obtain the following more precise statement.
Proposition 4.2. For any boundary condition of the form Eq. (1.3) at a the corresponding
self-adjoint realization Dµ(Ra) of Dµ admits an asymptotic expansion of the resolvent
trace
Tr(Dµ(Ra)+z
2)−1 ∼
∞∑
k=0
ak(µ)·z−1−k+
∞∑
k=0
b2k(µ)·z−1−2k·log z, as z→∞, (4.17)
where a0(µ) =
1
2 log
2
µa and b0(µ) =
1
2 independent of the choice of boundary conditions
at a. Moreover, for Dirichlet boundary conditions a1(µ) =
1
4 , while for generalized
Neumann boundary conditions a1(µ) = −
1
4 .
Note that the asymptotic expansion Eq. (4.17) does not admit terms of the form
z−2 logk(z), k ∈ N. The zeta-regularized determinant ofDµ(Ra)+ν2, for any ν ≥ 0,
is therefore defined according to Sec. 2.2.
The following variation formula is due to the third named author [Ver14,
Proposition 5.1 and Theorem 5.2]. We present it here with precise formulae for
solutions and the normalizing constants. Theorem 7.1, for which we will give a
complete proof, contains the following as a special case.
Theorem 4.3. Fix a boundary condition Ra for the model operator Dµ at a. For ν ≥ 0,
let ψν,µ(x) = x
− 1
2Kν(µx) and φν,µ(x) be a normalized fundamental system of solutions
to (Dµ + ν
2)f = 0, cf. Eq. (1.3), (4.2), (4.8).
Assume that the null space of (Dµ + ν
2) is trivial. Then the zeta-regularized determi-
nant of (Dµ + ν
2) is differentiable in ν and satisfies the following variational formula
d
dν
log detζ(Dµ + ν
2) =
d
dν
log
(
x2 ·W(ψν,µ(x), φν,µ(x))
)
. (4.18)
Now we are already in a position to compute the zeta-regularized determinant
for the model operatorDµ for any boundary condtion, cf. e.g., [LeTo98, Thm. 3.3].
Theorem 4.4. Fix a boundary condition for the model operator Dµ. Then for the zeta-
regularized determinant of Dµ(Ra) + ν
2 we have
detζ(Dµ(Ra) + ν
2) =
√
2
pi
· a2 ·W(ψν, φν,Ra)(a). (4.19)
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Here, φν,Ra , ψν is a normalized fundamental system of solutions to the equation (Dµ +
ν2)f = 0, ψν(x) = x
−1/2Kν(µx) and φν,Ra is given in Eq. (4.2) (Dirichlet) resp. Eq. (4.8)
(Neumann).
Proof. From the previous Theorem and Lemma 2.2 we infer
detζ(Dµ(Ra)+ν
2) = a2 ·W(ψν, φν,Ra) ·exp
(
−LIM
z→∞
log
(
a2 ·W(ψz, φz,Ra )
))
. (4.20)
It therefore remains to compute the LIM in the exponential function on the right.
Let us first look at the case of Dirichlet boundary conditions. Let φz = φz,Ra for
Raf = f(a). Then
a2 ·W(ψz, φz)(a) = a2 · ψz(a) · φ ′z(a) = Kz(µa), (4.21)
since φz is normalized to φ
′
z(a) = a
−3/2. Using the asymptotic expansion Eq. (3.8),
we obtain
logKz(µa) = log
√
pi
2
−
1
2
log z−z log
(eµa
2z
)
+ log
(
1+O(z−1)
)
, as z→∞, (4.22)
hence LIM
z→∞
log
(
Kz(µa)
)
= log
√
pi
2
and the result follows.
Next consider a generalized Neumann boundary condition Raf = f
′(a)+αf(a)
and denote by φz,α the corresponding normalized solution satisfying Raφz,α = 0.
Then by Eq. (2.57), (2.58)
a2 ·W(ψz, φz,α)
a2 ·W(ψz, φz) = λα = −a ·
Raψz
ψz(a)
= −a
1
2 · (α−
1
2a) Kz(µa) + µ K
′
z(µa)
a−
1
2Kz(µa)
= −
(
αa −
1
2
)
− µa · K
′
z(µa)
Kz(µa)
= z+O(1) = z · (1 +O(z−1)), as z→∞.
(4.23)
The last line follows from Eq. (3.11). Taking log on both sides yields
log
(a2 ·W(ψz, φz,α)
a2 ·W(ψz, φz)
)
= log z+O(z−1), as z→∞, (4.24)
consequently the regularized limit for the Neumann boundary condition equals
that for the Dirichlet boundary condition, i.e.,
LIM
z→∞
log
(
a2 ·W(ψz, φz,α)
)
= LIM
z→∞
log
(
a2 ·W(ψz, φz)
)
= log
√
pi
2
. 
5. Boˆcher theorem for operators with quadratic potentials at infinity
In this section we will prove a version of the Boˆcher’s Theorem for pertur-
bations of the model cusp operator Eq. (4.1) and we analyse the Wronskian’s
behavior at infinity of a perturbed fundamental system of solution.
Recall that ψz(x) = x
− 1
2Kz(µx), φz(x) = x
− 1
2 Iz(µx) is a fundamental system of
solutions to the equation (Dµ + z
2)f = 0 with Wronskian
x2 ·W(ψz, φz)(x) = 1. (5.1)
STURM–LIOUVILLE OPERATORS WITH QUADRATIC POTENTIALS AT INFINITY 23
In the notation of Section 2 we have p(x) = x2. We will specialize the result of
Section 2.4 to Eq. (4.1). For this we need to verify the conditions Eq. (2.33) - (2.37).
Lemma 5.1. For the operator Eq. (4.1) we have, cf. Eq. (2.29),
L(x, y) := y · K2z(µy)
[
Iz(µy)
Kz(µy)
−
Iz(µx)
Kz(µx)
]
, (5.2)
for a ≤ x ≤ y <∞. Furthermore,
sup
a≤x≤y<∞
|L(x, y)| ≤ C(µ). (5.3)
Proof. This follows from the asymptotic expansion Eq. (3.4) and (3.5). Namely,
choose y0 such that for y ≥ y0,
Kz(µy) ≤ 2 ·
√
pi
2µy
e−µy, Iz(µy) ≤ 2 · 1√
2piµy
eµy. (5.4)
Since x 7→ Iz(µx)
Kz(µx)
is an increasing function we then have for all a ≤ x ≤ y and
y ≥ y0 ∣∣L(x, y)∣∣ = yK2z(µy) [ Iz(µy)Kz(µy) − Iz(µx)Kz(µx)
]
≤ yKz(µy)Iz(µy) ≤ 2
µ
. (5.5)
Since L is certainly continuous, it is bounded on the compact set a ≤ x ≤ y ≤ y0
and the claim follows. 
Theorem 5.2. Let
H = Dµ + X
2 ·W, (5.6)
with W ∈ L1[a,∞) and fix z ≥ 0. Then the differential equation (H + z2)f = 0 has a
fundamental system of solutions h1, h2, such that
h1(x) = ψz(x) · g1(x), h2(x) = φz(x) · g2(x), (5.7)
with gj ∈ Cb[a,∞) and lim
x→∞
gj(x) = 1, j = 1, 2. Furthermore,
h ′1(x) = ψ
′
z(x) · g˜1(x), h ′2(x) = φ ′z(x) · g˜2(x), (5.8)
where g˜j ∈ Cb[a,∞), lim
x→∞
g˜j(x) = 1, j = 1, 2, and x
2 ·W(h1, h2)(x) = 1.
Proof. We just need to verify the assumptions Eq. (2.34) - (2.37). In view of the
asymptotic expansion Eq. (3.5) it is easy to see that ψ satisfies Eq. (2.34) - (2.36).
Assumption Eq. (2.37) follows from the asymptotic expansion Eq. (3.4) and (3.5).
Namely, by these expansions
Iz(µx)
Kz(µx)
= O
(
e2µx
)
, x→∞, (5.9)
thus the assumption follows observing that quotient φz(x)
ψz(x)
is Iz(µx)
Kz(µx)
. 
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5.1. Asymptotics of Wronskians for the perturbed operator. Consider a family
of functions Wt ∈ L1[a,∞), depending on a real parameter t such that t 7→ Wt is
differentiable as a map into L1[a,∞). We apply Theorem 5.2 to study the funda-
mental system of solutions and their Wronskians for the perturbed operator
Ht + z
2 := (Dµ + z
2) + X2Wt. (5.10)
As a notational convenience we take t0 = 0 as base point. By Theorem 5.2 the
equation (Ht + z
2)f = 0 has two solutions. Let h1,t(x) be the solution of (Ht +
z2)h1,t = 0 with
h1,t(x) ∼ x
− 1
2Kz(µx) = O(x
−1e−µx), x→∞. (5.11)
Note that by Eq. (5.11) the solution h1,t is unique as the space of solutions in the
limit point case has dimension one.
Lemma 5.3. The solution h1,t(x) is differentiable in t with the estimates h˙1,t(x) =
o(x−1e−µx), ∂xh˙1,t(x) = o(x
−1e−µx) as x → ∞ and the o-constants are locally uni-
form in t, i.e., h1,t(x) − h1,0(x) = o(x
−1e−µx) as x→∞.
Proof. The o-behavior as x→∞ follows directly from Lemma 2.4. In fact,
h˙1,t = ψz · f˙1,t
∂xh˙1,t = ψ
′
z · f˙1,t +ψ · ∂xf˙1,
(5.12)
where by equation Eq. (2.47),
f˙1,t = (I − LWt)
−1(LW˙t1) + (I− LWt)
−1LW˙t(I− LWt)
−1(1), (5.13)
and
∂xf˙1,t = (I − LWt)
−1[LW˙t1]
′ + (I− LWt)
−1[LW˙tf1,t]
′. (5.14)
Then f˙1,t and ∂xf˙1,t are in C•[a,∞).
The last part follows as the o-constants are locally independent of t and
h˙1,0(x) = lim
t→0
h1,t(x) − h1,0(x)
t
. (5.15)

Now we will choose the second solution h2,t(x). By equation Eq. (2.47) there
exists x0 ∈ [a,∞) such that h1,0(x) 6= 0 for x ≥ x0. Then for t in a neighborhood
of 0 we have h1,t(x) 6= 0 for all x ≥ x0. Thus
(xh1,t(x))
−2 − (xh1,0(x))
−2 =
(h1,0(x) + h1,t(x))(h1,0(x) − h1,t(x))
x2h21,0(x)h
2
1,t(x)
= o(e2µx), x→∞. (5.16)
Define
h2,0(x) = h1,0(x)
∫ x
x0
(yh1,0(y))
−2dy, (5.17)
and
h2,t(x) = h1,t(x)
∫ x
x0
(yh1,t(y))
−2 − (yh1,0(y))
−2dy−
h1,t(x)
h1,0(x)
h2,0(x). (5.18)
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Note that, if f(x) = o(ecx), with c > 0 then for x→∞∫ x
a
f(x)dx = o(ecx), (5.19)
as well.
Lemma 5.4. Let h1,t, h2,t be a fundamental system of solutions for Eq. (5.10), which
satisfy Eq. (5.7) and (5.8). Then h2,t is differentiable in t and we have
h2,t(x) = h2,0(x) +O(x
−1eµx) = O(x−1eµx),
h˙2,t(x) = o(x
−1eµx),
∂xh˙2,t(x) = o(x
−1eµx).
(5.20)
Proof. Since
(x h1,t(x))
−2 − (x h1,0(x))
−2 = o(e2x), (5.21)
the integral ∫x
R0
(y h1,t(y))
−2 − (y h1,0(y))
−2dy = o(e2x). (5.22)
This implies that h2,t(x) = O(x
−1eµx). The orders of h˙2,t(x) and ∂xh˙2,t(x) follows
using last result and the previous lemma. 
Now we are ready to estimate the behavior of the following Wronskians as
x→∞:
Corollary 5.5. Let h1,t, h2,t be a fundamental system of solutions for Eq. (5.10), which
satisfy Eq. (5.7) and (5.8). Then as x→∞,
x2 ·W(h1,t, h˙1,t)(x) = o(e−2µx);
x2 ·W(h2,t, h˙1,t)(x) = o(1);
x2 ·W(h1,t, h˙2,t)(x) = o(1);
x2 ·W(h2,t, h˙2,t)(x) = o(e2µx).
(5.23)
In particular,
lim
x→∞
x2W(h1,t, h˙1,t)(x) = lim
x→∞
x2W(h2,t, h˙1,t)(x) = 0. (5.24)
6. Regularized determinant of the perturbed operator
In this section we establish a partial asymptotic expansion for the resolvent
trace of the perturbed operator H + ν2, which allows the definition of its zeta-
regularized determinant. In the case of the model operator we have the full as-
ymptotic expansion of the trace of (Dµ + z
2)−1 when z→∞. The Green function
Eq. (4.5) and the uniform asymptotic expansion of the modified Bessel function
Eq. (3.12) and (3.13) are the main ingredients to obtain that result. This argument
does not apply to the perturbed case, however using a Neumann series argument
we can still derive a partial asymptotic expansion for the resolvent trace.
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The results in this section are independent of the boundary conditions at x = a,
hence for simplicity we use Dirichlet boundary conditions Raf = 0 and by abuse
of notation Dµ := Dµ(Ra).
Lemma 6.1. For fixed z, µ and real numbers α, β with α+β ≤ 2 the operator Xα(Dµ+
z2)−1Xβ is a bounded operator in the Hilbert space L2[a,∞).
Proof. We apply Schur’s test [HaSu78, Thm. 5.2] to the kernel function of the
operator. Recall from Section 4 that the kernel of (Dµ + z
2)−1 is given by Gz(x, y)
Eq. (4.5). During the proof C denotes a generic constant depending on z, µ, α, β,
γ, a but not on x, y; it may change from line to line.
From Eq. (3.4) and (3.5) we conclude that∣∣ψz(x)∣∣ ≤ C · e−µx
x
,
∣∣φz(x)∣∣ ≤ C · eµx
x
. (6.1)
Furthermore, we need the inequalities∫ x
a
eµyyγdy ≤ C · eµxxγ,
∫
∞
x
e−µyyγdy ≤ C · e−µxxγ. (6.2)
We find ∫
∞
a
xα · |Gz(x, y)| · yβdy ≤ C · e−µxxα−1
∫ x
a
eµyyβ−1dy
+ C · eµxxα−1
∫
∞
x
e−µyyβ−1dy
≤ C · xα+β−2 ≤ C,
(6.3)
and reversing the roles of α, β,∫
∞
a
xα · |Gz(x, y)| · yβdx ≤ C. (6.4)
With these inequalities the claim follows from Schur’s test. 
Proposition 6.2. Fix µ and let −z2 be in the resolvent set of Dµ. For δ > 0 the operator
X
1
2
−δ · (Dµ + z2)−1/2 is of Hilbert-Schmidt class resp. X 12−δ · (Dµ + z2)−1 · X 12−δ is of
trace class.
Moreover, for real numbers α, β with α+β < 32 , the operator X
α · (Dµ + z2)−1 ·Xβ is
a Hilbert-Schmidt operator.
Proof. Since for any two z1, z2 with −z
2
1, −z
2
2 in the resolvent set the operator
(Dµ + z
2
1)
−1 · (Dµ + z22) is bounded, it suffices to prove the claim for z ≥ 0. Then
‖X 12−δ · (Dµ + z2)−
1
2 ‖HS = Tr
(
X
1
2
−δ · (Dµ + z2)−1 · X
1
2
−δ
)
=
∫
∞
a
x1−2δ ·Gz(x, x)dx ≤ C
∫
∞
a
x−1−2δdx <∞, (6.5)
since δ > 0. Here we have used that Gz(x, x) = O(x
−2) as x→∞ by Eq. (3.4) and
(3.5).
For the second part, pick δ > 0 such that 2(α + β) + 2δ < 3. Let k(x, y) be the
Schwartz kernel of (Dµ + z
2)−1X2α(Dµ + z
2)−1. From the proof of the first part we
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infer that X
1
2
−δ · (Dµ+ z2)−1 ·X 12−δ is trace class and from Lemma 6.1 we infer that
X2β+δ−
1
2 · (Dµ + z2)−1 · X2α+δ− 12 is bounded. Consequently, the product of these
two operators, X2β+δ−
1
2 · (Dµ + z2)−1 · X2α · (Dµ + z2)−1 · X 12−δ is trace class and
Mercer’s Theorem implies that
Tr
(
X2β+δ−
1
2 · (Dµ + z2)−1 · X2α·(Dµ + z2)−1 · X 12−δ
)
=
∫
∞
a
x2β+δ−
1
2 · k(x, x) · x 12−δdx
=
∫
∞
a
xβ · k(x, x) · xβdx.
(6.6)
On the other hand the operator Xβ ·(Dµ+z2)−1 ·X2α ·(Dµ+z2)−1 ·Xβ is non-negative.
Hence from Mercer’s Theorem in the version of Reed and Simon [ReSi79, §XI.4,
Lemma on p. 65] we infer that indeed∫
∞
a
xβ · k(x, x) · xβdx = Tr(Xβ · (Dµ + z2)−1 · X2α · (Dµ + z2)−1 · Xβ)
= ‖Xα · (Dµ + z2)−1 · Xβ‖2HS.
(6.7)
Since we know that the left hand side is finite we reach the conclusion. 
The argument using the kernel and applying Mercer’s Theorem twice was nec-
essary to justify the manipulation
Tr
(
X2β+δ−
1
2 · (Dµ + z2)−1·X2α · (Dµ + z2)−1 · X
1
2
−δ
)
= Tr
(
Xβ · (Dµ + z2)−1 · X2α · (Dµ + z2)−1 · Xβ
)
.
(6.8)
This rearrangement is not trivial since a priori Xβ·(Dµ+z2)−1·X2α·(Dµ+z2)−1·Xβ
need not be trace class.
Lemma 6.3. ForW ∈ L1[a,∞) and ε ≥ 0 we have
‖X1− ε2 |W| 12 (Dµ + z2)−
1
2 ‖HS = O(z−
min(1,ε)
2 ), z→∞. (6.9)
Proof. For ε > 1 we estimate,
‖X1− ε2 |W| 12 (Dµ + z2)− 12 ‖HS ≤ ‖|W|
1
2 (Dµ + z
2)−
1
2 ‖HS, (6.10)
hence it suffices to prove the Lemma for 0 ≤ ε ≤ 1.
The same argument as in the proof of Proposition 6.2 shows that
X1−
ε
2 |W|
1
2 (Dµ + z
2)−1|W|
1
2X1−
ε
2 (6.11)
is trace class, hence X1−
ε
2 |W|
1
2 (Dµ + z
2)−
1
2 is a Hilbert-Schmidt operator. We have
‖X1− ε2 |W| 12 (Dµ + z2)−
1
2 ‖2HS = Tr
(
X1−
ε
2 |W|
1
2 (Dµ + z
2)−1|W|
1
2X1−
ε
2
)
=
∫
∞
a
x2−ε|W(x)|Gz(x, x)dx
=
z
µ
∫
∞
µa
z
(
xz
µ
)2−ε ∣∣∣∣W (xzµ
)∣∣∣∣Gz(xzµ , xzµ
)
dx.
(6.12)
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Before we estimate the integral note that, for all x ≥ 0,
x1−ε
(1 + x2)
1
2
≤ 1. (6.13)
According to Eq. (4.6) we split the integral into a sum and estimate each summand
separately. For the first integral, we use the asymptotic expansion Eq. (3.15),
z2−ε
µ2−ε
∫
∞
µa
z
x1−ε
∣∣∣∣W (xzµ
)∣∣∣∣ Iz(xz)Kz(xz)dx ≤ C1 z1−εµ2−ε
∫
∞
µa
z
x1−ε
(1 + x2)
1
2
∣∣∣∣W (xzµ
)∣∣∣∣dx
≤ C2z−ε.
(6.14)
For the second integral we use the asymptotic expansions Eq. (3.7), (3.8) and
(3.13), and obtain
z2−ε
µ2−ε
Iz(µ)
Kz(µ)
∫
∞
µa
z
x1−ε
∣∣∣∣W (xzµ
)∣∣∣∣K2z(xz)dx ≤ C3 z1−εµ2−ε
∫
∞
µa
z
∣∣∣∣W (xzµ
)∣∣∣∣dx ≤ C4z−ε.
(6.15)

Theorem 6.4. Let W ∈ L1[a,∞) and ε > 0. Let Ra be a boundary condition (Dirichlet
or generalized Neumann) at a. By slight abuse of notation let Dµ := Dµ(Ra). Then the
resolvent, (Dµ + X
2−εW + z2)−1, is trace class and
‖(Dµ + X2−εW + z2)−1 − (Dµ + z2)−1‖tr = O(z−2−min(1,ε)), as z→∞. (6.16)
Consequently,
Tr(Dµ + X
2−εW + z2)−1 = Tr(Dµ + z
2)−1 +O(z−2−min(1,ε))
= b0 · z−1 · log z+ a0 · z−1 + a1 · z−2 +O(z−2−min(1,ε)), as z→∞, (6.17)
where the constants b0, a0, a1 are those of Prop. 4.2. Consequently, the zeta-regularized
determinant of the operator Dµ + X
2−εW + z2 is well-defined as explained in the Intro-
duction Sec. 1 for any z ≥ 0.
Proof. We apply the Neumann series, a priori formally,
(Dµ + X
2−εW + z2)−1 − (Dµ + z
2)−1
=
∞∑
n=1
(−1)n(Dµ + z
2)−
1
2
[
(Dµ + z
2)−
1
2X1−
ε
2WX1−
ε
2 (Dµ + z
2)−
1
2
]n
(Dµ + z
2)−
1
2
=
∞∑
n=1
(−1)nEn(z).
(6.18)
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We estimate each summand using Lemma 6.3,
‖En(z)‖tr ≤ ‖(Dµ + z2)− 12 ‖2L2‖(Dµ + z)−
1
2X1−
ε
2 |W|X1−
ε
2 (Dµ + z
2)−
1
2 ‖ntr
≤ ‖(Dµ + z2)−1‖L2‖(Dµ + z2)−
1
2X1−
ε
2 |W|
1
2 ‖nHS‖|W|
1
2X1−
ε
2 (Dµ + z
2)−
1
2 ‖nHS
≤ Cz−2‖(Dµ + z2)−
1
2X1−
ε
2 |W|
1
2 ‖nHS‖|W|
1
2X1−
ε
2 (Dµ + z
2)−
1
2 ‖nHS
≤ C · z−2 · (z−min(1,ε))n.
(6.19)
This shows that for z large enough the Neumann series indeed converges in the
trace norm and that Eq. (6.16) holds. 
7. Variation formula and the determinant of the perturbed operator
In this section we prove our main result, Theorem 1.2. The next theorem gene-
ralizes Theorem 4.3.
Theorem 7.1. LetWt be a differentiable family of functions in L
1[a,∞) and ε > 0. As
a notational convenience we take t0 = 0. Fix ν ≥ 0 and consider the perturbed operator
Ht := Dµ + X
2−εWt. (7.1)
Furthermore, let Ra be a boundary condition at a. Let ψt, φt be a fundamental system of
solutions to the equation (Ht+ν
2)u = 0, where φt is normalized in the sense of Eq. (1.4)
and ψt satisfies
lim
x→∞
ψt(x)
√
xKν(µx)
−1 = 1. (7.2)
Assume that H0 is invertible. Then we have for the variation of the zeta-regularized
determinant
d
dt
log detζ(Ht + ν
2)
∣∣
t=0
=
d
dt
log
(
x2 ·W(ψt, φt)(x)
)∣∣
t=0
. (7.3)
This theorem contains Theorem 4.3 as a special case; just put Wt = t
2X−3/2,
t = z, ν = 0, and ε = 1/2.
Proof. This theorem is a consequence of Proposition 2.3, Theorem 5.2, Corollary
5.5, Lemma 6.3 and Theorem 6.4. Firstly, by Theorem 6.4 the zeta-determinant is
defined for Ht + ν
2 for any t and ν ≥ 0, and the difference,
log detζ(Ht+ ν
2)− log detζ(H0+ν
2) = −2
∫
∞
ν
z
(
Tr(Ht+ z
2)−1−Tr(H0 + z
2)−1
)
dz,
(7.4)
is well-defined by Eq. (6.16). Moreover, Theorem 6.4 shows that the map t 7→
(Ht + z
2)−1 is differentiable as a map into the space of trace class operators and
hence
d
dt
zTr(Ht + z
2)−1
∣∣
t=0
= zTr
(
(Ht + z
2)−1(∂tWt)(Ht + z
2)−1
)∣∣
t=0
= −
1
2
d
dz
Tr
(
(∂tWt)(Ht + z
2)−1
)∣∣
t=0
,
(7.5)
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and it follows from the proof of Lemma 6.3 that the latter is O(z−2−min(1,ε)) as
t → ∞ locally uniformly in t. Therefore, by Dominated Convergence Theorem,
we may differentiate under the integral and find
d
dt
log detζ
(
Ht + ν
2
)∣∣
t=0
= Tr((∂tWt)
(
Ht + ν
2
)−1
)
∣∣
t=0
. (7.6)
By Theorem 5.2, there exists a fundamental system of solutions to (Ht + ν
2)u =
0 given by h1,t and h2,t, such that h1,t satisfy Eq. (7.2). Consider φt a linear
combination of h1,t and h2,t normalized as Eq. (1.4) and ψt = h1,t. Now the result
follows from Corollary 5.5 and Proposition 2.3. 
Proof of Theorem 1.2. We conclude the section with a proof of our main result,
Theorem 1.2. We conclude by Theorem 7.1 for any γ < 2, potential V ∈ XγL1[a,∞)
and boundary conditions Ra at x = a
detζ
(
H(Ra) + ν
2
)
= c0(a, µ) · a2 ·W(ψ,φ)(a), (7.7)
where the constant c0(a, µ) does not depend on V . The same argument as in
Theorem 4.4 shows that c0(a, µ) does not depend on the boundary condition. In
particular, the equality holds in the special case of a trivial potential V ≡ 0 and
hence by Theorem 4.4
c0(a, µ) =
detζ
(
H(Ra) + ν
2
)
a2 ·W(ψ,φ)(a) =
√
2
pi
. (7.8)
This completes the proof1. 
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