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A B S T R A C T
This thesis is a feasibility study of the competitive double-gamma decay measure-
ment with the AGATA gamma-ray tracking array. This process consists in the
decay of an excited nuclear state to another via emission of two prompt gammas,
even when the emission of a single photon is possible and is generally character-
ized by low branching ratios (10−6 − 10−8). A simulation study as well as a first
approach to experimental data are discussed, in order to test different aspects of
this experimentally challenging measurement. Particular emphasis is placed in
the tracking algorithm which allows to reconstruct a scattering event based on
the position and energy of every interaction point within the AGATA germanium
detector.
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Part I
S C I E N T I F I C I N T E R E S T S O F T H E D O U B L E - G A M M A
D E C AY P R O C E S S A N D T H E E X P E R I M E N TA L
A P PA R AT U S
This first section serves as an introduction to the various concepts that
will be discussed in the course of the thesis. The scientific interest
of this decay process within nuclear structure and more in general
nuclear physics will be motivated. Emphasis will be put on why the
versatility of the AGATA tracking array makes it a good candidate for
future challenging measurements of this decay process.

1
I N T R O D U C T I O N
The double-gamma decay is an electromagnetic process where two photons are
emitted simultaneously. It can occur between states where a single photon tran-
sition is prohibited due to spin conservation (namely in a 0+ → 0+ transitions)
as well as in competition with the single gamma emission or other nuclear decay
processes.
Figure 1: Decay scheme for the
emission of a sin-
gle photon (blue) and
a double-gamma via
the transition in the
virtual nuclear state.
The theory behind the decay [1] is well described
by the perturbative QED formalism, together with
the knowledge of the nuclear structure of the de-
caying nucleus. Feynman diagrams are thus intro-
duced, while the nuclear matter is treated non-
relativistically. The concept of virtual particle or
propagator, which is crucial in the quantum field
theory reasoning, is thus substituted by the idea
of virtual nuclear state. The heuristic interpretation
of a virtual particle or nuclear state (Figure 1) is
that, if short enough for the uncertainty principle,
a quantum state can temporarily violate the con-
servation laws thus permitting the development of
the process. In the figure, in red, is shown the tran-
sition through one virtual higher energy nuclear
state; the width of the decay is found by summing
over all possible virtual states.
This decay channel was first observed 1959 and the following decades. First
measurements were limited to setting an upper limit on the branching ratios,
while successful observations were later carried out with 16O, 40Ca and 90Zr [2]
between the ground state and the first excited nuclear state (0+ → 0+). Due to
the conservation of the total angular momentum, a pure gamma transition is not
possible. In the case of 16O, for instance, with a branching ratio of Γγγ/Γtot =
(6.6± 0.5) 10−4, the state can decay via simultaneous E1-M1 multipolarity transi-
tions.
A recent article [3] was published on Nature regarding a first observation of
this process for transitions where the single-gamma decay is allowed, namely in
the case of 137Ba between the 112
−
and 32
+
states, with Γγγ/Γγ = (2.05± 0.37) 10−6.
The measurement took place at TU Darmstadt and made use of an array of LaBr3
scintillators, taking advantage of the good timing properties of these detectors to
distinguish real events from a background composed by natural radiation and
photons scattering between nearby detectors.
While some attempts of measuring this process with High Purity Germanium
(HPGe) detectors have been carried out [4], none of them resulted in a positive
outcome.
3
4 introduction
The thesis will mainly focus on the perspectives and challenges of the mea-
surement with the state-of-the-art gamma spectrometer AGATA. The intent is to
quantify, in a first test of the problem with this particular setup, if its ability to re-
construct scattering gamma-rays will be able to overcome the various challenges
that this measurement poses. A detailed simulation of the response of the array
to single and double-gamma emissions in 137Ba will be proposed. The intent of
such a decision is to asses the problem in the arguably simplest case scenario, thus
serving as a first test of feasibility of the measurement. While this decay channel
can occur in any gamma nuclear transition, the branching ratio can vary widely
and, in general, is more important for higher multipolarity transitions, which are
characterized by lower transition probabilities.
1.1 scientific motivations
From an experimental standpoint, the interests behind the measurement are mul-
tiple. In the search of the future of gamma spectroscopy, the scientific community
needs to determine the capabilities and limits of the current experimental appa-
ratuses in order to understand where it is necessary to invest research effort and
funds. In fact, as every field of research is characterized by the ever lasting quest
for its future scopes, knowing the potential and limits of the available setups is
crucial for the progress of the scientific knowledge.
From a theoretic point of view, a nuclear model can be thought as a mathemati-
cal and physical tool to explain observed phenomena as well as predict what has
not been yet observed. While a model often needs some experimental input, its
success is also tested on its ability to reproduce what is measured. Having more
observables means being able to further put the model to the test. In fact, the de-
cay width and thus the branching ratio, as hinted in Section 1.2, depends on off-
diagonal matrix elements which allows to characterize nuclear properties such as
electric polarizabilities and magnetic susceptibilities. Different observables might
be sensible to different aspects of nuclear wave-functions and a complete set of
measurable quantities is the key to understand the properties of the nuclear mat-
ter and its interactions.
At last, the quest for the detection of neutrino-less double-beta decay is one of
major open question in contemporary physics. This decay process is considered
one of the most promising to observe lepton-number violation experimentally and
its observation would prove that neutrinos are their own antiparticles. The lifetime
of the decaying state depends on the nuclear matrix element, which is sensitive
to the nuclear structure of the parent and daughter nuclei. A reliable calculation
of these quantities has not been agreed on as many models are in disagreement,
limiting the full understanding of the experimental reach in the topic [5]. Recent
theoretic developments, which are still under investigation [6], point towards a
similarity between matrix elements relative to this very process and those of the
double-gamma decay, making its study a very compelling topic.
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1.2 double-gamma decay : the physical process
The theory behind this decay process has been studied extensively in 1960 by D.
P. Grechukhin ([7] and previous works) and a more complete formulation has
been given by J. L. Friar [8] and by the authors of the first double-gamma decay
observation with 16O [1].
The combination of the quantum field theory treatment with non relativistic
nuclear matter has been proved in good agreement with the experimental results
even in the competitive double gamma case [3].
Up to the second perturbative order, which coincides with the emission of two
photons, three diagrams contribute to the process:
|A〉
k ′ k
|A ′〉 |A〉
k ′ k
|A ′〉 |A〉
k ′
k
|A ′〉
The final Feynman amplitude consists in the interference of the three diagrams,
where the rightmost is introduced as a correction to the non relativistic treatment
of the nuclear Hamiltonian, and is usually referred to as the Seagull amplitude.
In the Dirac notation, the quantum initial and final states are labeled as:|F〉 = |α ′ I ′,M ′,P ′〉 ⊗ |k, λ〉 ⊗ |k ′, λ ′〉
|I〉 = |α I,M,P〉
Where
α Nuclear structure quantum numbers
I and M Initial total nuclear angular momentum numbers
I ′ and M ′ Final total nuclear angular momentum numbers
P Single particle momentum
k, k ′ and λ, λ ′ Photon wavenumbers and helicities
The Hamiltonian of the process consists in the nuclear matter current jµ cou-
pled to the electromagnetic field Aµ and with the the seagull correction term Bµν
coupled with two electromagnetic fields:
Hint =
∫
d3x jµ(x)Aµ(x)︸ ︷︷ ︸
H1
+
1
2
∫
d3xd3y Aµ(x)Aν(y)Bµν(x,y)︸ ︷︷ ︸
H2
Developing the time ordered product of the couplings, a second order process
is characterized by a "nuclear matter propagator" between two quadri-positions
x and y for the first diagrams, while the remaining diagram is in itself a second
order perturbation.
Thus the Feynman amplitude of the process takes the following form
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Mfi =−
ie2√
4ωω ′
µ(k, λ)ν(k ′, λ ′)
∫
d3xd3yeik·x+ik
′·y 〈α I,M,P| (T [Bµν(x,y)]
−iT [Jµ(x)Jν(y)]) |α
′ I ′,M ′,P ′〉
Which is used to compute the final partial differential decay width of the state,
which includes the phase spaces as well as the quadrimomentum conserving
Dirac delta:
d9Γ = (2pi)4δ4(Pf− Pi+ k+ k
′)
∑
f
(
d3Pf
(2pi)3
)(
d3k
(2pi)3
)(
d3k ′
(2pi)3
)
(2pi)2
4ωω ′
∣∣M¯fi∣∣2
The differential width is of the ninth order due to the three particle final state,
however the Dirac delta fixes 4 degrees of freedom, thus resulting in a 5 d.o.f
differential width (d5Γ/dωdΩdΩ ′). The development of the calculation involves
switching to the Landau gauge in the multipole expansion and rotating the quan-
tization axis in a reference system where it is parallel to the photon wave-vector
with the rotation matrices DLM(θ,φ). The Feynman amplitude obtained has the
following form [1]:
Mfi =(−1)
If−Mi
∑
LL ′JMM ′SS ′
(2J+ 1)(−1)L+L
′
{
If J Ii
−Mf m Mi
}
{
L L ′ J
M M ′ −m
}
λSλS
′
PJ(ML,M ′L ′,ωω ′)DLM−λ(θ,φ)D
L ′
M−λ ′(θ
′,φ ′)
The result is a transition amplitude which depends on the sum over all virtual
states matrix elements, namely the so called generalized polarizabilities P = Pres +
Psg. The first two diagrams contribute to the polarizabilities with Pres:
PresJ (S
′L ′SL,ωω ′) =2pi(−1)ii+If
√
2L+ 1
√
2L ′ + 1∑
n
({
L ′ L J
Ii If In
}
〈If||O(S ′,L ′,ω ′)||In〉 〈In||O(S,L,ω)||Ii〉
En − Ei +ω
+
+ (−1)L
′+L+J
{
L ′ L J
Ii If In
}
〈If||O(S,L,ω)||In〉 〈In||O(S ′,L ′,ω ′)||Ii〉
En − Ei +ω ′
)
And for the seagull amplitude:
P
sg
J (ML,M
′L ′,ωω ′) =−
√
pi
(2L+ 1)3/2(2L ′ + 1)3/2√
2L+ 1
{
L ′ L J
0 0 0
}{
L ′ L J
L ′ L 1
}
ω ′L ′
(2L ′ + 1)!!
ωL
(2L+ 1)!!
〈If|| i
L ′+L
m
∑
J
e2J |rJ|
L+L ′Yj(rˆJ)||Ii〉
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These expressions depend on the off-diagonal matrix element relative to the mag-
netic and electric multipole operators in the long wavelength approximation (due
to the Bessel functions expansion):
O(EL,ω) =
√
L+ 1
L
iLωL
(2L+ 1)!!
∫
d3x ρ(x)|x|LYLM(xˆ)︸ ︷︷ ︸
M(EL,M)
O(ML,ω) =
√
L+ 1
L
iL−1ωL
(2L+ 1)!!
∫
d3x j(x)(x×∇)|x|LYLM(xˆ)︸ ︷︷ ︸
M(ML,M)
The generalized polarizabilities need to follow the common selection rules on
parity and angular momentum conservation:
(−1)L+S+L
′+S ′ = piipif
|Ii − If| 6 J 6 |Ii − If|
|L− L ′| 6 J 6 |L+ L ′|
In the case of 137Ba, a good approximation is to consider only the lowest spin
transition J = 4 and a single particle nuclear model. This isotope is one neutron
away from the shell closure of N = 82, and in first approximations, all protons
are coupled in pairs and can be neglected. As a consequence, the nuclear levels
can be considered as neutron hole excitation to the higher lying states. If only
the main contributions to the width are taken into account (M2-E2 and M1-E3
multipolarities), it is possible to obtain Γγ/Γγγ = 2.06× 10−6 [9]. A more complete
model (QPM, quasi-particle phonon model) [3], returns a ratio between decay
widths of Γγ/Γγγ = 2.69× 10−6.
1.3 gamma interaction with matter
A gamma-ray spectroscopy experiment relies on the ability to fully absorb the
incident photon in the detector in order to measure its energy with the highest
possible precision. A high interaction cross section is thus crucial in this field of
study.
Specifically, to fully deposit its energy, the photon has to interact via photoelec-
tric effect [10], as a Compton scattering interaction, for instance, only allows for
a partial deposition of energy. As a consequence, maximizing the cross section of
the former will improve the results in the measured spectrum.
Germanium detectors have found their use in high resolution gamma-ray spec-
troscopy thanks to their high atomic number which allows for high photoelectric
cross sections as well as good semiconductor properties resulting in good energy
resolution (if properly cooled at liquid nitrogen temperatures).
In the detection of gamma rays, the study of their interactions with matter is
necessary. In general there are four types of interaction:
• Rayleigh scattering: the photon is elastically scattered, changing direction but
keeping unchanged energy. Due to these reasons, this process could be a
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challenge for a tracking array, however its low cross section in the energies
of interest, compared with the other interaction mechanisms greatly reduces
the problem.
• Photoelectric absorption: the photon is absorbed by a shell electron which
passes in the conduction band, producing a signal proportional to the en-
ergy of the incident gamma minus the electron shell binding energy. This
process is dominant for energies below 200 keV.
• Compton scattering: the photon is scattered depositing some of the energy in
the electron it has interacted with. A kinematic condition relates the scatter-
ing angle with the energy of the scattered gamma ray:
E ′ =
E0
1+ E0
mec2
(1− cosΘ)
(1)
• Pair production: a photon passing through matter has the possibility of in-
teracting with a non quantized field producing a particle-anti particle pair,
namely electron and positron in the range of energies of nuclear physics.
This process has a threshold of two times the mass of the electron and mainly
occurs at energies above 7 MeV.
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Figure 2: Interaction cross section of a gamma ray with Ge. Photoelectric effect dominates
the interaction at low energies while pair production is mostly relevant at high
energies. Compton interaction is prominent in the range or energy of interest in
nuclear physics. Figure adapted from [11].
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The cross section σ can be defined as the proportionality constant which binds
the change of particle flux as a function of the material thickness:
dΦ
dz
= −nσΦ =⇒ Φ = Φ0e−nσz
Where n is the numeric density of scattering centers and z the material thickness.
The number of particles passing through matter decays exponentially with z. The
cross section itself is a function of many parameters, notably, in the case of a
photon, the energy of the incident gamma ray and the properties of the material.
In the case of Germanium the attenuation cross sections as a function of the
energy is shown in Figure 2 with contributions from the various processes broken
down.
In gamma spectroscopy, the ideal detector would have high P/T ratio, high
efficiency and energy resolution. While the perfect detector does not exist, to max-
imize the photoelectric absorption process, a high number of electrons (high Z)
is needed, as the photoelectric cross section is proportional to σph ∝ Zx with
x ∈ [4, 5].
1.4 the experimental challenge
As discussed in reference [3], one of the most pressing experimental challenges in
the observation of the competitive double-gamma decay arises from its branching
ratio, which is more than five orders of magnitude smaller than that of the main
transition channel. In an ensemble of nuclei undergoing gamma decay from a
given excited state, a large number of gamma quanta are emitted, which generates
two fundamental challenges:
1. a photon with energy E0 can deposit part of its energy E1 in one detector
of the array and scatter to another one where E2 is measured. If the photon
is fully absorbed, E1 + E2 = E0. This type of event is very common in the
range of energies of interest, as shown in Section 1.3. Since the sum of the
energies registered in both detectors equals the transition energy, it presents
the same signature of the (competitive) double-gamma decay (Figure 3).
2. two gamma quanta, can be emitted independently by two nuclei with a
time difference too small to be discriminated and deposit a fraction of their
energy in two detectors, such that the energy sum is again close to E0. Al-
though these random coincidences can be subtracted from truly simulta-
neous events, they cause a substantial statistical uncertainty, thereby pre-
venting the observation of the much rarer competitive double-gamma decay
unless an effective suppression method is found.
Due to these problematics, various arrays have different methods to suppress
these events. Fast scintillators like LaBr3 (used in reference [3]) have a time reso-
lution which can range between 100 ps to 1 ns, depending on their size, allowing
to discriminate prompt and scattered events based on their time difference.
High purity germanium detectors, on the other hand, do not have this capability
due to a lower timing resolution (in the order of 10 ns). In fact, a quick calculation
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returns that in this resolving time, a photon has traveled about 3m, a length much
higher than the dimensions of a typical HPGe array.
Figure 3: Representation of a single gamma-
ray (in yellow) scattering inside an
array of detectors. In green and red
the emission of two simultaneous
photons.
However, other powerful methods
have been or will be attempted, such as
Compton shields (GAMMASPHERE,
[4]) or the fact that the angle of scat-
tering and the energy of the scattered
photon are binded by equation 1.
If it is possible to detect both the an-
gle of scattering θ and the scattered en-
ergy E ′, it is also possible to discrim-
inate the first type of events from the
second, as multiplicity two gammas do
not have the same restrictions.
AGATA, the array tested in this the-
sis has this exact capability: to mea-
sure the position of interaction of the
photon thanks to a segmentation of
the Germanium crystals. As a conse-
quence, what needs to be understood is weather the precision of a discrimination
based on this property will be enough to operate a selection as effective as the one
used in reference [3].
In fact, thanks to its high energy resolution, angle resolving capabilities and
higher efficiencies, the AGATA array would be an excellent candidate for the
measurement of the competitive double-gamma decay. If capable, the array would
open the possibility of numerous observations of this very process in other nuclei.
1.5 agata : the advanced gamma tracking array
The array [12] is the state-of-the-art gamma-ray spectrometer, combining the high
energy resolution of HPGe detectors with high efficiency and angular resolution.
The idea behind the setup is to make use of multiple segmented HPGe crystals
in order to detect not only the energies of the gamma interactions within the
array, but also their positions. This allows for the reconstruction of the path taken
by the gamma ray, as will be discussed more in detail in the following sections.
The ability to reconstruct scattering photons makes the use of Compton shields
[10] unnecessary, so that higher solid angle coverage can be taken up by HPGe
detectors, ultimately leading to higher efficiencies.
This gives the setup an unprecedented versatility, crucial feature for the scope
of the measurement considered in this thesis.
The array, in its current state consists in 35 detectors with 36 segments each
and a common central core, as shown in Figure 4. The long term project plans
to cover the 4pi solid angle with a total of 180 crystals, which would allow for an
unprecedented photopeak efficiency of ≈ 43% at 1MeV for multiplicity 1 photons
(3% resolution) and an even more astonishing efficiency of ≈ 28% for multiplicity
30 gammas at the same energy [12].
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(a) (b)
Figure 4: (a) Render of the segmented crystal with the cross section in various depths.
(b) Render of the current crystal configuration as simulated with the AGATA
simulation code [13] as well as current experimental setup. The pentagonal hole
is present for the beam line, as the array is currently located at back scattering
angles with respect to the target.
The AGATA detectors consist in n-type high purity germanium (HPGe) crystals
with tapered hexagonal shapes and, when properly arranged, form a 90 mm thick
segmented Germanium shell, with 235 mm inner radius. Each crystal is enclosed
in a vacuum sealed aluminum canister of 0.8 mm thickness. The segmented hexag-
onal HPGe crystals (Figure 4 (a)) are grouped in triple clusters [14] which have
a common refrigerating liquid nitrogen dewar. Each of the three crystal in the
cluster has a color assigned (R, G or B), and is polarized by a HV tension of up to
5000 V via the core electrode.
The specified FWHM at 1.33 MeV is lower or equal to 2.35 keV (≈ 1.8% reso-
lution) for the core and 2.3 keV for the segment. The nominal position resolution
depends strongly on the energy of the incident gamma [15], and its reference
value is set at around 4− 5 mm. In practice, both quantities depend on the state
of the crystal, namely how much neutron damage is affecting the detector, as will
be observed in Chapter 3, sections 3.2.3 and 3.2.1.
The basic data acquisition of such a complex array can simplistically synthe-
sized in eight main steps [12]:
1. The segmented HPGe crystals produce various electric signals after the in-
teraction of a gamma ray. The segment signal is sent to individual low noise
preamplifiers.
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2. The output is sent to the digitizers where a trigger is applied on the core
signals and, when activated, acquires the signal of all 36 segments.
3. The traces are converted into digital format by custom digitizers which trans-
fer the produced data to the pre-processing electronics.
4. The pre-processed data is sent to a server where a pre-PSA filter (Pulse
Shape Analysis) is applied and a first calibration is performed. The traces
are analyzed by the chosen PSA algorithm [16] and the interaction position
and energy deposited are computed.
5. Once the position is obtained by the PSA filter, a neutron damage algorithm
is applied to correct for the loss in the collected charge and to recover the
best possible energy resolution.
6. An event builder merges the data of all the crystals and creates events, in-
tended as sets of interaction points within a chosen time interval.
7. Built events are merged with ancillary detectors, if present.
8. The merged events are tracked by the algorithm of choice, in order to recon-
struct the path of the gammas using the interaction points, thus reducing the
Compton distribution generated by photons scattering on the Germanium
crystals.
While a more complete description of the electronics as well as other experi-
mental aspects are presented in reference [12], an introductory discussion on the
PSA and the tracking algorithm is hereby proposed.
1.5.1 PSA: Pulse Shape Analysis
When a gamma ray interacts with the detector, a pulse of current is registered in
the inversely polarized semiconductor. The shape of the pulse can be studied to
determine the position of the interaction due to many reasons [17, 18], some of
these aspects include:
• The difference in drift velocity between holes and electrons makes the signal
dependent on the distance of the interaction from the core central contact,
as depicted in Figure 5 (top).
• The anisotropy of the drift velocity in the crystalline structure of the semi-
conductor (dependent on the crystal plane) generates a variation of the pulse
on the φ angle of the detector.
• Mirror charges are also generated in segments nearby the one that has been
hit (Figure 5 (bottom)). These shapes can also be analyzed and are depen-
dent on the interaction position.
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Figure 5: Simulated signals in an AGATA detector: (top) Central contact signal for sev-
eral interaction radii. (bottom) Induced signal in a not-hit segment (transient
signal) depending on the position interaction in the hit segment. The insert in
the bottom panel indicates the relative position interaction position. The differ-
ence in drift velocity between holes and electrons as well as the drift velocity
dependence on the crystalline plane differentiate the measured signals (Figure
adapted from [19]).
While the shape determines the position, the total collected charge is propor-
tional to the deposited energy; the determination of the proportionality coefficient
is referred to as the calibration of a detector. In AGATA the calibration process is
performed multiple times at various levels of the data acquisition system.
1.5.2 Tracking algorithm
The tracking is the main focus of this work as the ability to reconstruct an event
is, as will be argued, one of the main limiting factors in the measurement of the
competitive double-gamma decay. This process, due to its low-branching ratio, re-
quires a precise reconstruction of every event, namely it needs to be able to not
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only track correctly a double-gamma event but also to avoid errors in reconstruct-
ing single photons. There are multiple algorithms developed to carry out this task
in AGATA, the performance of each has been thoroughly tested and compared
[20]. The most commonly used algorithm is called forward tracking, of which two
versions exist: MGT [21] and OFT (Orsay Forward Tracking) [20].
The OFT algorithm consists in assigning to a path, a ordered set of interaction
points, a merit factor which is related to the probability that the gamma ray has
scattered accordingly and thus deposited the measured energy as registered by
the hit segments.
Figure 6: Schematic representation of gamma rays emitted from a source and interacting
by Compton effect in one of AGATA’s triple clusters (adapted from [22]). The
angle of scattering and the deposited energy Eγi are related by equation 1.
The first step taken by the tracking algorithm is called clustering. Groups of
interaction points, clusters, are created by progressively incrementing the aper-
ture from a minimum angle and grouping points with angle inferior to it. The
maximum aperture angle search is a function of the number of interaction points.
While this feature is important in an in-beam experiment, the maximum angle
was set to 2pi in the course of the simulation, to test all possible configurations of
clusters.
Each cluster is then assigned a merit factor which consists in the product of
various terms that are related to:
• The probability of the gamma ray to pass through a given distance of ger-
manium.
• The photoelectric absorption cross section if the interaction point is consid-
ered the last hit.
• The likelihood of a Compton event, based on the kinematic relation of
electron-photon scattering:
exp
(
−
(Egeom − Em)
2
σ2
)
(2)
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where Em is the measured energy, Egeom is the energy computed with the
Compton formula and σ is related to the position uncertainty (and not nec-
essarily the position uncertainty).
The algorithm features some parameters to best adapt it to the experimental
situation. These can largely affect the performance of the tracking and a certain
emphasis will be placed in this topic in the course of the next Chapter. Table 1
contains a brief description of each of them together with their standard values
(def.).
After the assignment of a merit factor, clusters are sorted and validated by
requiring a merit factor above minprobtrack or minprobsing, if they consist of single
interaction points.
parameter def . value function
sigma_thet 0.25 Position resolution factor
minprobsing 0.15 Minimum probability to accept a cluster as a sin-
gle interaction point
minprobtrack 0.05 Minimum figure of merit value to accept a clus-
ter
Table 1: Description of OFT parameters. Def. values represent the standard parameters
and will be used in the following chapter for reference.
Figure 7: Different values of the parame-
ters return widely different re-
sults of the tracked spectrum,
changing the peak to total ra-
tio as well as the counts in the
photopeak.
At last, sigma_thet is a parameter that can
be thought as a weighting factor on the test
of equation 2: lower values will force more
importance on the geometric position of
the interaction and higher values will place
more relevance on the remaining factors.
Figure 7, shows how the same data rel-
ative to different tracking parameters is af-
fected by different combinations. In a spec-
troscopy experiment, the values are typi-
cally chosen to maximize the peak-to-total
ratio, thus requiring the best separation be-
tween the peak and the background.

Part II
T E S T S O F F E A S I B I L I T Y
This section contains a detailed simulation of the response of the ar-
ray to simulated emissions of single- and double-gamma events. The
ability of the tracking algorithm to reconstruct the scattered photon is
put to the test. A first approach to a new dedicated algorithm for this
experimental challenge is discussed.

2
S I M U L AT I O N O F S I N G L E A N D D O U B L E - G A M M A D E C AY S
The first step to undertake is the simulation of the response of the array at the
isotropic emission of a single 661.7 keV gamma ray, relative to the 112
− → 32
+
decay of 137Ba. This test will quantify how many single gammas are wrongly
tracked by the OFT algorithm as a function of the tracking parameters (Table1).
This simulation [13] of the response of the array is obtained in various steps:
• Events are generated randomly. Each event consists in a statement of vari-
ous parameters such as the particle type, multiplicity, energy, direction of
emission, position and velocity of the emitting source. In the current case an
event expresses either the emission of a single photon or the simultaneous
emission of two photons with fixed energy sum. The source is positioned
at the nominal position, that is in the symmetry center, where the reaction
target is usually located.
• Events are input in the AGATA Simulation code [12] which makes use of
Geant4 together with the given geometry of the array to simulate stochasti-
cally the interaction of radiation with matter. The deposited energy as well
as interaction position are returned if the particle has hit the detector at last.
• If multiple hits occur within 5 mm of each other, they are packed in a single
interaction point by weighting the interaction position on the energy and
adding the energies together.
• The energies of interaction are smeared by Gaussian distributions with an
energy dependent relation [15] based on experimental data.
• At last, the OFT algorithm, modified to force the maximum clustering angle
at 2pi, clusters interaction points and generates a merit factor for each cluster.
For each event, the algorithm returns a list of tracked gamma with their
reconstructed energies and the position identified as the first hit. To cross-
check the response of the tracking algorithm, the total energy deposited in
each crystal of the array is included in the output.
• The tracked file is read by a scripted function and later analyzed to produce
histograms and graphs in the ROOT data analysis framework.
The position smearing present in the OFT simulation code showed issues in its
output, moving a consistent number of points outside the detector, up to 200 mm
away from its surface.
This problem could be observed about once every 104 events.
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Figure 8: Histogram of the energy (with infinite resolution) deposited in every hit for the
661.7 keV photon, when simulating the AGATA array in its current configura-
tion. At low energy peaks corresponding to the X-rays of Ge are present. A peak
slightly lower than the main full energy peak is also visible. This consists in mul-
tiple peaks which correspond to an energy equal to 661.7− Ex keV, where Ex
represents one of the X-rays of Germanium. In fact, with a lower cross section,
the photon can be absorbed by a more binded electron.
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Figure 9: Interaction points in 3D space, the graph shows the geometry of the array and
a uniform distribution of the hits.
As a consequence the smearing was disabled, relying on the packing of the
interaction points and the energy smearing for the realism of the simulation. This
certainly returns optimistic results compared to a real experiment. The energy
dependence of the position resolution in the AGATA detectors has been studied
by Söderstorm et al. [15] and consist in a Gaussian distribution with an energy
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dependent FWHM. The influence of this position smearing on the performance
of the tracking can be studied in further works.
Figure 8 shows the deposited energy by a 661.7 keV gamma before the energy
smearing and shows the spectrum of a Germanium detector with infinite energy
resolution. The graph is useful to understand some absorption processes simu-
lated. The low energy peak corresponds to the X-rays of Ge. The peak at the
incident gamma ray energy corresponds to a gamma ray which is absorbed by
photoelectric effect in the first interaction. As one can observe in Figure 2, 600
keV is the region of transition between dominant photoelectric absorption and
Compton scattering, as a consequence the full absorption peak is present.
Figure 9, on the other hand simply shows the interaction points in three dimen-
sional space, highlighting the geometry of the array and its triple-cluster structure.
2.1 generating double-gamma events
Double-gamma decay events have been generated with the correct angular and
energy distributions. These observables depend on the transition multipolarity
combination and each has its branching ratio. In the case of 137Ba the M2-E2 and
M1-E3 transitions are those which contribute most, as argued in reference [3].
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Figure 10: Angular and energy distributions for the two main transition multipolarities.
To generate the events, the built-in random generator of ROOT was used. This
has a period of 219937− 1, well above the number of simulated events, and proved
to be fast enough for its scopes. In the code, an event is generated as follows:
• A random versor xˆ1 in 3D space is generated with an isotropic distribution
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• By sampling from a uniform distribution, based on the branching ratio, the
type of event is chosen. For 137Cs the main events are three (single gamma
(M4), double-gamma (M2-E2) or (M1-E3)):
– Single Gamma: The direction of the gamma is that of xˆ1 and the energy
is that of the transition.
– Double-gamma: The multipolarities of the gamma transitions are as-
serted (quadrupol-quadrupole or dipole-octupole), the energy of the
first gamma E1 is sampled from the energy distribution of the given
transition (Figure 10 (right)) while the other energy is fixed by Etr−E1.
An angle α is sampled from the angular distribution (Figure 10 (right))
and another random 3D versor xˆ2 is generated. The first gamma is as-
signed E1 and xˆ1. The second gamma is assigned the fixed energy and
a position computed by R(α, vˆ)xˆ1, where R is a matrix which rotates xˆ1
by an angle α around vˆ = xˆ1 × xˆ2.
• Each event is written into a file respecting the format required by the exter-
nal event generator from the AGATA simulation code.
• The code has an option to plot a distribution of the generated events to
check the soundness of the algorithm.
By generating exclusively double-gamma events (with M2-E2 or M1-E3 multi-
polarities) one can obtain the distributions shown in Figure 10. The distributions
have different areas, due to the fact that an M2-E2 transition is more likely to
occur.
2.1.1 Quantifying the performance of the tracking
Figure 11: Tracked multiplicity of
the simulated single
gamma. In blue the de-
fault parameters, in red
the optimal combination
and in green the second
best (Section 2.2).
By not taking into account the timing of events
(no random coincidences) and not consider-
ing the radiation background, as well as many
other experimental aspects, this test is meant
as the ideal case scenario for the measurement,
and yet it returns many informations on the
current limitations of the array. While it is cer-
tainly possible to include background as well
as other experimental aspects in the simulation,
the choice of attaining to the simplest case was
made to benchmark the performance of the
tracking on its own.
Different values of the parameters described
in section (1.5.2) affect the outcome, as one can
bias the algorithm towards uniting events and
also induce a higher discard rate due to more
strict requirements.
However, requiring more severe conditions
hinders the measurement of the real double-
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gammas by inaccurately merging together in-
teraction points belonging to separate photons.
Figure 11 represents the multiplicity returned by the tracking algorithm with
the condition of a total energy within 2 keV from the transition energy, when only
the emission of a single gamma is simulated. Together with the default parameters
(Table 1), the graph shows data relative to the optimal parameters found in Section
2.2. Multiplicity two events as well as even higher multiplicity photons are found,
even if only a real single gamma is simulated.
This aspect in itself represents the major obstacle in the measurement of such a
low branching ratio event such as the competitive double-gamma decay.
From a graphical perspective, it is hard to represent the effect of three parame-
ters, however limiting to minprobsing and minprobtrack, it is possible to obtain the
two dimensional plots in Figure 12. These are relative to the tracking of the same
set of 1 million simulated events with a total of 900 different combinations of the
two parameters in intervals centered around the claimed typical value (Table 1)
and with the default sigma_thet.
For instance, by increasing the value of minprobtrack, one expects a lower num-
ber of falsely tracked single gammas as the code is requiring a higher confidence
to accept an event, and this is the case in Figure 12 (top left, top right). If no com-
bination is able to reach the desired merit factor, the tracked event is discarded
and only the total energy deposited in the corresponding crystals is sent to the
output. In this case AGATA is treated as a traditional non-segmented HPGe array.
Since Sigma_thet is related to the error in position of the array and serves as a
weighting parameter to bias the algorithm towards placing more importance in
the Compton constrain of the merit factor, low values are expected in applications
where tracking precision is crucial.
The number of multiplicity one events is also decreasing for high values of
both parameters (Figure 12 (bottom left)) as the high thresholds are prompting
the algorithm to reject more events. At last, the peak to total (bottom right) is
maximized for high values of minprobsing and lower values of minprobtrack.
The region where the tracking is recognizing most single gammas as fold 1
corresponds to high values of both parameters. In fact while a high minprobtrack
requires a low uncertainty for the event to be accepted, a high value of minprobsing
means single interaction points are unlikely and thus the algorithm is trying to
aggregate as much as possible the hits.
On its own, the rejection of the incorrectly tracked single gammas does not
hold much significance, as the tracking performance of double gammas has not
yet been taken into account.
24 simulation of single and double-gamma decays
0 0.05 0.1 0.15 0.2 0.25 0.3
Minprobtrack
0
0.05
0.1
0.15
0.2
0.25
0.3
M
in
pr
ob
sin
g
1000
2000
3000
4000
5000
6000
7000
False multiplicity 2 events
0 0.05 0.1 0.15 0.2 0.25 0.3
Minprobtrack
0
0.05
0.1
0.15
0.2
0.25
0.3
M
in
pr
ob
sin
g
0.01
0.02
0.03
0.04
0.05
0.06
0.07
0.08
0.09
Ratio of tracked multiplicity 2 and 1
0 0.05 0.1 0.15 0.2 0.25 0.3
Minprobtrack
0
0.05
0.1
0.15
0.2
0.25
0.3
M
in
pr
ob
sin
g
30
40
50
60
70
80
90
100
110
310×
Number of multiplicity 1 events
0 0.05 0.1 0.15 0.2 0.25 0.3
Minprobtrack
0
0.05
0.1
0.15
0.2
0.25
0.3
M
in
pr
ob
sin
g
0.35
0.4
0.45
0.5
0.55
0.6
0.65
0.7
0.75
Tracked P/T
Figure 12: Various outputs of the tracking as a function of minprobsing and minprobtrack.
As the parameters are three, this graph only serves as an example as the value
of sigma_thet is fixed throughout.
2.2 optimizing the parameters
In order to optimize the tracking parameters, the same number of double and sin-
gle gamma events have been tracked with a different combination of parameters
within the intervals stated in Table (2). A total of 3× 106 events for both single and
double gammas were used as input for the tracking algorithm. The chosen num-
ber of events was decided by taking into account that some of the combinations
of parameters were rejecting a considerable amount of events.
Despite the known issue on the position smearing, the choice was made to keep
it enable during the optimization, thus avoiding unrealistic parameters especially
for sigma_thet which is related to the position uncertainty.
A reconstructed event was selected as either a wrongly tracked single gamma
or a correctly tracked double-gamma if the energy sum was within 2 keV from
the transition energy and the distance between the first interactions of the two
reconstructed photons was above 125mm, as a large fraction of incorrectly tracked
single gammas populates this region (Section 2.5).
Table 2 records the optimal values as found by the described procedure. As the
value of the ratio is not affected by rapid variations, a more complex maximum-
searching algorithm was not considered any more beneficial compared to a simple
grid search.
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parameter minimum maximum step optimal
sigma_thet 0.3 5.8 0.5 0.8
minprobsing 0.05 0.4 0.05 0.4
minprobtrack 0.05 0.3 0.05 0.15
Table 2: OFT parameters intervals. The value of minprobsing corresponds to the interval
edge, however allowing for an even higher value might lead to unrealistic results.
2.3 considerations on the rejection ratios
Since the double-gamma decay is characterized by continuous distributions, it’s
search is not limited to finding a peak. One expects a background distribution
(noise generated by Compton events or natural background) summed with the
expected double-gamma distribution. The data analysis consists in estimating the
background and subtracting it to the data in order to observe the distribution.
Intuitively, to do so, the integral of the signal and noise distribution must be of
the same order of magnitude.
Since the number of single and double gammas produced in the event gener-
ator will not be the same in the following analysis section, the rejection ratio R
between measured and generated events must be used in future considerations.
Only events where the full energy has been deposited in the array are considered,
by requesting a total energy within 2 keV of the transition. It is useful to define
No,i, where i = γ,γγ, as the number of observed multiplicity two gammas when
one (i = γ) or two (i = γγ) photons are simulated.
No,i is proportional to the detector calorimetric efficiency  corresponding to
the ratio between gammas that have fully deposited their energy in the array
and the number of photons emitted N. In a measurement (or a simulation), the
intensity of the source (number of simulated events) is known, as well as the
number of detected photons No,γ, which can be extracted from the spectrum of
the energy of the sum of the cores.
The value of the efficiency  depends on the event type (single or double
gamma). At last, the rejection ratio R depends on the performance of the tracking:
relative to its probability to reconstruct incorrectly one gamma in two gammas
(Rγ) or to correctly track two gammas (Rγγ). Thus the following relation holds for
single gammas tracked with multiplicity two:
No,γ = RγNγ
The number of measured double-gammas with branching ratio BRγγ = Γγγ/
∑
i Γi
is thus given by:
No,γγ = RγγNBRγγ γγ
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Requiring a ratio between single gammas incorrectly tracked as multiplicity two
and double gammas tracked correctly of approximatively one, yields the condi-
tion:
BRγγ =
Rγγ
Rγγγγ
(
No,γ
No,γγ
)
≈ Rγγ
Rγγγγ
(3)
This condition states that the ratio defined in equation 3 represents a good
benchmark for the sensitivity to the competitive double gamma decay process.
2.4 how much are the results affected
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Figure 13: Energy distribution of double
gammas with M2-E3 and M1-E3
multipolarities. In blue the mea-
sured distribution with the de-
fault parameters together with the
distribution with optimal param-
eters (red), and another combina-
tion showing similar performance
(green) (Table 2).
The scope of the tracking is to recon-
struct the path of the gamma ray in-
side the HPGe shell in order to extract
its energy from its different interaction
points in the crystals. The tracking al-
lows to reconstruct part of the Comp-
ton scattered events, thus reaching
P/T capabilities similar to a Compton-
suppressed array while considerably
increasing the detection efficiency due
to the absence of Compton shields.
However, by changing the tracking pa-
rameters which include some accep-
tance thresholds (Table 1), one can also
inadvertently introduce significant bi-
ases on the measured quantities. One
way to test this aspect is to consider the
energy distribution of one of the two
tracked double-gammas with the op-
timal parameters found and with the
default parameters. Figure 13 shows
the distribution generated by the event
and what is observed by setting differ-
ent tracking parameters.
While the original events and the de-
fault parameter spectra have been nor-
malized to be comparable, the remain-
ing spectra with the optimal parame-
ters (Table 2), have been normalized with the same constant as the default spec-
trum (blue). This allows the comparison of the energetic intervals where the track-
ing is applying a bias by either rejecting double-gamma events or merging them
together.
In fact, the central energy region is more affected by this bias, which decreases
moving away from the symmetry axis. This bias, however, can be predicted by a
simulation and be used to reconstruct the original distribution. Many other graphs
are affected by the tracking conditions but, notably, the angular distribution does
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not show significant differences and is mainly affected by the geometry of the
array.
The spectrum was generated by picking randomly the first or second of the
tracked gammas if their sum was within 2 keV from the transition energy.
2.5 analysis of the simulation
In the following section, a quantitative analysis of the simulated data will be dis-
cussed. The data is generated by simulating 1× 108 double-gamma events and
1.339× 109 single-gamma events tracked with the parameters found in the previ-
ous chapter.
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Figure 14: Normalized distributions for simulated single and double-gamma events
tracked with multiplicity two and energy condition (equation 4). (a) Angu-
lar distribution, at small aperture angles: many single gammas are incorrectly
tracked while many double-gammas are merged into a single event. At very
low aperture, the minimum clustering angle defined in the tracking algo-
rithm automatically unites the interaction points. (b) Energy distribution, sin-
gle gamma events present two peaks due to Compton back-scattering.
Most graphs have been normalized to make comparison possible. It is to be
noted that the found parameters are lowering considerably the number of recon-
structed gammas to bias the array towards a more precise event reconstruction.
Figure 14 shows the energy and angular distributions for both single and dou-
ble gamma events. As introduced in Section 2.3, to exclude photons which have
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deposited some energy in the crystal and later escaped detection via Compton
interaction, a condition on the total energy of multiplicity two events was set:
|E1 + E2 − 661.7 keV| < 2 keV (4)
The energy distribution was generated by selecting randomly between first and
second tracked photon, as the OFT algorithm, due to its merit factor ordering and
selection procedure, does not order randomly the events, generating an asymmet-
ric histogram. While the energy distribution is mainly affected by the tracking,
as seen in the previous section (2.4, Figure 13), the angle distribution depends
also on the geometry of the array as little solid angle coverage is available for
events with large aperture due to the available detectors in the AGATA array. At
the same time, small angles can not be reconstructed due to limitations on the
position precision of the array and notably due to the tendency of the tracking to
merge nearby clusters. Small-angle events (< 0.4 radians), however, mainly consist
in single 661.7 keV gammas reconstructed as fold two events.
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Figure 15: Distance between multiplicity two
tracked events.
It is important to identify classes
of events that are commonly tracked
inaccurately by OFT. This translates
into identifying and excluding regions
of various graphs where many sin-
gle gammas are inaccurately tracked
as double as well as locating regions
where double-gammas mostly concen-
trate.
The angular distribution (Figure 14
(a)) clearly shows that events with
aperture below 0.4 radiants can not
be measured due to the high number
of single gammas tracked with fold 2.
However, the measured aperture does
not take into account one dimension,
the depth of the interaction. As a conse-
quence, the best choice is to introduce
the distance between tracked points
(Figure 15). As many single gammas
concentrate for distances below 125
mm, the parameter optimization was
performed for distances above this
threshold.
As the photon absorption is characterized by an exponential decay (Section
1.3), a similar trend would be desirable in the plot; however a pronounced tail is
present at high distances. The exponential absorption is evident only in the first
100 mm of Germanium.
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(a) Single 661.7 keV photons
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(b) Double-gammas
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Figure 16: Normalized matrices of the aperture angle and the distance between the first
interaction and the source for single (a) and double-gamma (b) events. (c) is the
difference between the normalized matrices and highlights in the blue region
a double-gamma prevalence.
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This is explained by the somewhat spherical geometry of the array, as photons
can easily scatter from one side to the other of AGATA, thus being registered with
large aperture while passing only through air.
Plotting the sum of the interaction depths and the aperture angle proves this
point since, for single events, photons that interact further in depth in the germa-
nium are less likely to scatter back to the other side, having lost a considerable
amount of energy via Compton effect (Figure 16).
To identify and quantify events, two dimensional plots can be created for sin-
gle and double-gamma events (Figures 16, 18 and 19). After the normalization of
the histograms, a subtraction between graphs relative to the double and single-
gamma simulations will be performed (panels (c)). The two-dimensional differ-
ence plot is shown in logarithmic scale on the z axis to highlight the regions of
interest. Negative regions are shown in solid red and correspond to areas where
a high amount of incorrectly tracked single gammas are present.
Double-gamma events are less energetic compared to the single gamma coun-
terparts. As a consequence, the absorption cross section is higher and, on average,
they interact more on the surface of the detector, thus completely excluding this
region in Figure 16 is not a viable choice. Nonetheless, a clear region of interest,
which is not considerably affected by the tracking parameters, emerges. In fact, us-
ing the default tracking values, yields a figure with higher statistics and a similar
difference plot.
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Figure 17: Scattering angle and scattered
energy of single gamma events
tracked as fold 2 with default OFT
parameters.
Another consideration can be taken
regarding events that are likely Comp-
ton scattered single gamma simulated
photons. By plotting the scattering an-
gle between gamma rays and the en-
ergy of the second gamma, one can ob-
tain a graph similar to Figure 17. The
latter is relative to a simulation of sin-
gle gammas transitions tracked using
the default OFT parameter values. The
definition of this graph leaves an un-
certainty as the event time order is un-
known, the choice is made depending
on which combination returns the best
similarity to the Compton formula in
absolute value. The red line in overlay
shows the Compton formula of equa-
tion 1.
Clearly, the tracking algorithm is
able to recognize Compton scattered
photons in proximity of the line de-
scribed by equation 1, where a valley is
present. However, the highest concen-
tration of badly evaluated events still resides nearby the formula if the default
OFT parameters are used.
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(a) Single 661.7 keV photons
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(b) double-gammas
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Figure 18: Normalized matrices of the scattering angle and the energy of the scattered
photon for simulated single (a) and double (b) events. The Compton-scattered
photon is chosen as the one which most closely follows equation 1. (c) is the
difference between the normalized matrices and highlights in blue regions of
double-gamma prevalence.
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The same graph can be generated for single and double-gamma events with the
optimal parameters set (Figure 18).
In this case the distribution of the incorrectly tracked photons is more regular
and uniform and no patterns are found near the Compton formula. Unfortunately
the region of high concentration of mistakes tends to coincide with a very similar
region of prevalence of double-gammas correctly tracked.
The difference of the normalized plots shows a double-gamma preponderance
area between the scattering angles of 1.7 and 2.6 radians.
Plotting a 2 dimensional histogram with the energy difference between the
gamma and the aperture angle with respect to the source also reveals some in-
formation. Calling x = E1 − E2 and knowing that E1 + E2 = Et (Et = 661.7 keV)
(energy condition 4), one can reformulate the Compton formula as:
θ = arccos
(
1−
4mec
2 x
E2t − x
2
)
Where θ is the usual scattering angle. Relating the latter with the aperture angle
is not trivial as they are not mapped by a one to one relation, meaning that for a
given scattering angle many aperture angles correspond and vice versa. This will
create a distribution, and it is to be expected that such distribution will be centered
around the symmetry of the system. For symmetry reasons, a rough estimate of
this condition is the following, obtained by requesting a scattering angle θ on an
isosceles triangles with aperture α:
θ ≈ pi+α
2
The top red line in the Figure 19 (a) corresponds to this relation and proves that
the ridges present are mainly due to back scatter events from one side of the array
to the other. At lower aperture angles, this configuration cannot be observed as the
photon which interacts in the detector, scattering at high angles and low apertures
only passes through Germanium.
For the double-gamma graph, in principle one would observe on the x-axis the
relative angle distribution of Figure 14 and on the y-axis a distribution similar to
that of the energy of one of the emitted gammas. Formally, if fE(E1) is the dis-
tribution of the energy of the photon and fx(x) is the distribution of the energy
difference, the change of variable x = g(E1) = E1 − E2 = 2E1 − Et generates the
following energy difference distribution, which is observed in the y-axis projec-
tion:
fx(x) =
∣∣∣∣ ddxg−1(x)
∣∣∣∣ fx (g−1(x)) = 12fE
(
x+ Et
2
)
The energy difference of the normalized histograms shows regions to avoid
nearby the ridges and for small aperture angles while locating a prevalence of
well tracked double-gammas in between these regions, negative areas are marked
in red.
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(a) Single 661.7 keV photons
0 0.2 0.4 0.6 0.8 1 1.2 1.4 1.6 1.8 2
Aperture angle (rad)
600−
400−
200−
0
200
400
600
En
er
gy
 d
iff
er
en
ce
 (k
eV
)
0
5
10
15
20
25
6−10×
(b) double-gammas
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Figure 19: Normalized matrices of the aperture angle and the energy between the tracked
gammas for single (a) and double (b) events. (c) is the difference between the
matrices and highlights in the blue region the double-gamma prevalence.
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2.5.1 Event selection
It is possible to operate a selection on the events on a two dimensional graph.
These techniques are often called graphical cuts and will be operate in regions
where mostly correctly tracked double-gammas are present. By doing so, a better
rejection ratio is expected, while hopefully losing few information on the double-
gamma decay.
Regions marked in red in Figures 16 (c), 19 and 18 will be avoided, so that
regions of double-gamma data prevalence will be measured.
Table 3 reports a summary of the final results of the procedure described in this
Section.
event type  Ri R ′i R
′
i
γ 8.97× 10−2 7.04× 10−5 3.81× 10−6 4.24× 10−5
γγ 1.78× 10−2 3.27× 10−3 1.15× 10−3 6.47× 10−2
Ratio γ/γγ 5.04 2.15× 10−2 3.31× 10−3 6.55× 10−4
Table 3: Final simulation ratios after event selection with 1.339× 109 single gammas sim-
ulated and 1× 108 double-gammas with the optimal parameters. The last line
corresponds to the conditions found in equation 3 and need to be confronted
with the branching ratio.
While the efficiency  is the calorimetric efficiency for the 661.7 keV photons
which fully deposit their energy in the array (within 2 keV, as defined in Section
2.3) and R represents the rejection ratio defined in the same section, R ′ is the
ratio after the event selection procedure. Thus, the second column presents the
percentage of observed double-gammas for a single and real double-gamma event
after the tracking. This depends on the rejection ratio of the algorithm as well as ,
since an inferior number of double-gammas fully deposits its energy in the array
in the current setup while R ′ is the percentage of double-gammas detected after
the graphical cuts.
Notably, the last column states the ratio of detected single gammas and double
gammas if the two event types were to have the same calorimetric efficiency. Af-
ter the event selection, the tracking algorithm is discarding 35.3% of the double
gammas while only 0.00424% of single events is reconstructed as two photons.
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Figure 20: Spectrum of one of the two double gammas tracked before and after graphical
cut A (Figure 18), after cut B (Figure 16) and after cut C (Figure 19). Many
events are lost due to the poor separation between single and double-gammas,
in green the final distribution.
While graphical cuts are able to improve by one order of magnitude the ratio,
they are also destructive for the measurement of the data itself. In fact, plotting
the single photon energy distribution of a double gamma event before and after
the graphical cut alters the expected distribution. Figure 20 shows the effects of
the cuts labeled as follows:
• A: Figure 18 (energy of the scattered gamma and scattering angle)
• B: Figure 16 (distance sum and aperture between the gammas)
• C: Figure 19 (energy difference and aperture angle)
Cut A and C, operate directly on the energy of the gamma, thus having a large
impact on the distribution compared to cut B. On the other side, cut A is able to
reject 38% more single gammas compared to B and so contributes in larger part
to the final rejection ratio.
2.6 future perspectives
In which direction should further developments focus on if the final goal is the
measurement of the double-gamma decay, i.e. a very low branching ratio event?
Many options are possible, most of them are not simple to achieve:
• An improvement of the PSA resolution: the tracking would benefit greatly from
an improvement of the position resolution, since hits that occur near to each
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other are affected by high scattering angle uncertainty. This can be tested in
further simulations up to an arbitrary precision.
• A leap forward in the tracking algorithm: testing other options might reveal ben-
eficial, including a more complex statistical analysis, or the improvement of
the position error estimate. Some new developments focus on this aspect, by
making use of a more complete statistical analysis, namely Bayesian meth-
ods, to refine the algorithm precision ([23, 24])
• A full solid angle coverage of the detector: the completion of the full angular
coverage of the array is planned and, from the point of view of this mea-
surement, might be essential.
This last point will be briefly discussed on the next section 2.6.1.
2.6.1 AGATA 4pi
This setup would allow for measurement of relative angles between 0 to pi radians
and a higher double-gamma detection efficiency. In fact, in the previous simula-
tion, double-gammas were affected by a lower efficiency as both of the photons
needed to end up in the covered solid angle. In the case of full solid angle cov-
erage, the double-gamma full energy deposition is increasing substantially more
than the single gamma efficiency.
Thanks to the higher detection efficiency, a total of 7.68× 107 single gammas
were simulated (γ = 0.522) as well as 3.00× 107 double-gammas (γγ = 0.325).
A quick check was performed to identify the best parameter values, by using the
same parameter intervals (2) but limiting sigma_thet below or equal to 1.8. The
identified values were: sigma_thet= 0.8, minprobtrack= 0.15 and minprobsing= 0.4.
In Figure 21 the equivalent graphs of Figures 16, 18 and 19. A more clear event
separation is evident, thanks to the higher angular acceptance. Notably the same
trends are evident; Figure (a) shows a similar region of incorrectly tracked single
gammas and the same can be said for the remaining plots.
This data is intended as a mere test of the concepts applied in the previous
section and a more precise analysis should be performed with the full array.
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Figure 21: Analogous graphs of Figures 16, 18 and 19, consisting in the difference of nor-
malized graphs of single and double-gammas for the full array AGATA 4pi.
Regions marked in solid red corresponds to a prevalence of incorrectly tracked
single gammas.
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2.7 a different merit factor for the double-gamma analysis
Due to the results of the previous section a new approach was investigated for the
analysis process. From a concrete standpoint, the project can be thought as a first
implementation of a new algorithm and from a statistical point of view, a new
direction was searched. While its intent is not to replace the current algorithm, its
purpose is to test if a more precise understanding of the event selection of double-
gammas events can be reached. As a consequence, the code is not versatile as
its only focus is to compute the merit factor for single or double events and, by
disabling the clustering procedure and testing all permutations, its analysis is
more resource demanding. Due to time constrains, the algorithm [25] was not
thoroughly tested and characterized, many improvements can and should me
made on the event thresholds. Numerical integration should be introduced in the
future for double events which have passed the selection test. While the algorithm
is now running considering the array as a spherical shell, the geometry can be
included in the computation of the distance in germanium of the first hit, by
including the position of the center of the faces of the crystals (similarly to what
is done in the new implementation of OFT). While this function has not been used,
it could also be extended to compute the distance in germanium between different
hits, by including the position of the corners of the crystals. This possibility has
not been included yet, as the code must be thought as a work in progress.
Considering a photon interacting N times inside the array, with N− 1 Compton
scattering events and a final photoelectric absorption, the probability related to
the event Ps can be approximated by the formula:
Ps =
N−1∏
i=1
(
dσc
dΩi
exp(−nσc,i rge,i)
)
nσph,N exp(−nσph,N rge,N) (5)
Where σc is the Compton cross section and rge is the distance in germanium
that the gamma ray passes, n the numerical density and σph the photoelectric
absorption cross section. These quantities depend on the stochastic variables Eˆ
and xˆ which are constrained by the Compton formula. If the position and energy
errors are Gaussian, the distributions are a function of the measured energy and
positions (Ei and xi) the form:
Pn = exp
(
−
|xi − xˆi|
2
σ2xi
)
exp
(
−
(Ei − Eˆi)
2
σ2Ei
)
(6)
Pn is independent on the path order and should be constant in every permuta-
tion, moreover it does not contain the integration variables xˆ and Eˆ. Numerical
integration over the random variables should return a likelihood for each possible
path. This feature is not yet implemented. To test the algorithm, the random vari-
ables, in first approximation, were replaced by the measured values in equation
5. A discrimination factor (P ′n), similar to the one in OFT (equation 2), was added
in place of equation 6. In this case σ (equation 2) corresponds to an error on the
energy of the scattering photon computed by propagating the error of the cosine:
cos(θi−1,i,i+1) =
(xi − xi−1) · (xi+1 − xi)
|xi − xi−1| |xi+1 − xi|
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And the final error on E(θ):
δE =
∣∣∣∣∂E∂θδ cos(θ)
∣∣∣∣ where δ cos(θ) =√ ∑
α={i−1,i,i+1}
∇xˆα cos(θi−1,i,i+1) · δxˆα
Where the error on the ith component of the position is found from the general
error position δr as: δxˆα,i = δr/
√
3. At last, in the current implementation, Ps
and P ′n are multiplied to obtain the final merit factor. This factor is rescaled on
the number of interaction points. This means that the merit factor is still not
optimal as in the ideal case the number of interaction points should count as
discriminating factor in the event selection.
With the current limitations, by setting a condition on the ratio of merit fac-
tors between single and double-gamma events it is possible to obtain rejection
ratios in the range of [10−1, 10−2]. While these results are still very preliminary
and approximations within the code are still rough, they represent a first step in
the development of a dedicated algorithm for the study of the competitive dou-
ble gamma decay. A more complete approach from a statistical and operational
standpoint is under development [23, 24].
2.7.1 The code
The tracking code was developed in C++ to take advantage of an abstract imple-
mentation through classes and a fast runtime, without any significant downsides.
One of the main challenges in developing the algorithm was to avoid to com-
pute multiple times the same quantity. This is not a simple task for this algorithm
as each vertex of interaction depends on the previous two. Permutations were
thus computed in lexicographic order and the merit factor relative to the path
was recorded at each step, in order to be able to recover the computed data.
2.7.2 Needed developments
Due to the discrete position resolution of the array, it is possible for a Compton
scattered gamma ray to lose most of its energy in the process and to be later
absorbed by photoelectric effect nearby, too close for the detector to be able to
discern the two interaction points. To obviate, it should be introduced an effec-
tive photoelectric cross section σph,eff. Moreover, numerical integration for the
computed errors should be introduced, as the error on the cosine of the scattering
angle widely depends on the distance between interaction points and the linear
approximation is not viable in the most extreme cases. The program can be rela-
tively easily multi-threaded, with performance increasing linearly as it is possible
to assign an event to every core, without needing data sharing between the cores.
At last, in some cases the same quantity is still computed more than once and a
thought out process to avoid the issue could be implemented.

Part III
A P R E L I M I N A RY E X P E R I M E N TA L T E S T
This section contains a preliminary analysis of experimental data taken
with AGATA and a 137Cs source. The scope is to familiarize with the
analysis procedure as well as ponder some of the challenges of the
experiment. Some preliminary qualitative comparison between the ex-
perimental and simulated data will be carried out.

3
E X P E R I M E N TA L D ATA F R O M A 137C S S O U R C E
Figure 22: Photo of the AGATA tracking array at the time of the measurement. The source
was placed at the nominal position inside the reaction chamber of aluminum.
Facing the detector from the front, and not shown in this picture, NEDA [26],
the neutron detector which makes use, among other, of lead shielding.
The following experimental data was taken at the GANIL laboratory in Caen,
France, where AGATA is currently located. It was measured with a source of
137Cs with an activity of 28.7 kBq. While the complete setup consisted in 12 triple
crystals as shown in the simulation, crystal 09A was not operational at the time
of the experiment. The overall performance was very satisfactory with few issues
arising during the time span of the data taking.
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The data was saved in the form of long traces, thus allowing multiple replays
of the data preprocessing, pulse shape analysis and post-processing of the acqui-
sition procedure. These allowed to tweak the configuration settings such as the
cross talk matrices or the trapping parameters for some of the crystals. This choice
proved crucial as some issues were solved by taking advantage of the mentioned
features.
A replay consists in reproducing a part of choice of the signal analysis process.
Through the femul emulator [27], it is possible to run a specific step (PSA, post
PSA, event builder, tracking) on a specific crystal, on a group of crystals or on
the full array. This feature proved very advantageous as the computational power
needed to run a full replay is outside the reach of a common computer and would
not allow to appreciate the tweaks made in the various procedures in a reasonable
time frame. A full PSA replay was needed only for four crystals.
Additional data consisting on a 60Co calibration and background runs of two
days were taken. The high statistics acquired with 60Co allowed the generation
of the cross talk matrices on a problematic crystal, as well as the update of the
trapping parameters [28] (required for the neutron damage correction) on another
detector.
A complete electronics (digitizers) restart was needed after the calibration due
to the presence of double peaks in the core signals of two detectors.
While Chapter 2 focused on a simple emission of single or double gamma, in
reality the process is more complicated. Figure 23 shows the decay scheme of the
mother isotope 137Cs. This nucleus decays always via emission of a β− particle,
with a 94.7% branching on the 112
−
state of 661.7 keV. The decay percentage on the
lower lying level 12
+
can be considered negligible and not much of a disturbance
to the measurement (5.8× 10−4%).
7/2+
137Cs
0.0 30.08 Y 9
β− : 100% I(%)
94.70
11/2−
661.7 2.552M
661.7, 85.10%, M4
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5.3
3/2+
137Ba
0.0
Figure 23: β− decay scheme of 137Cs. The 112
−
state decays via a M4 transition to the 32
+
ground state level.
Another experimental aspect of the decay are the X-rays emitted by the electrons
of 137Ba subsequent to the decay. Their energies range from 31.8 keV to 37.3 keV
[29].
Moreover computing the number of single gammas which fully deposit their
energy in the array returns an information of interest. Taking into account the
difference in efficiency as well as the double gamma discard rate (Table 3), it is
possible to estimate that for the observation of a total of 10000 double gamma
events, 259.7 Tb of data are needed, if the full traces are saved. Only recording
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the hits would greatly reduce the amount of data, while losing the possibility of
further replays.
3.1 calibration of the array
Before analyzing the data produced by AGATA, a calibration of the array and
other procedures are needed. The calibration consisted in aligning the energy
spectra of 35 crystals each with 36 segments and a common core, for a total of
1260 independent spectra.
The calibration data was taken only with 60Co. A calibration with this isotope
on its own will not result in optimal outcomes at low energy, as the decay features
two nearby peaks at 1332.5 keV and 1173.2 keV, resulting in low precision on the
offset of the calibration. However, at the time of the measurement a 152Eu source
was not available.
After a first post-PSA calibration, the energy spectra were showing the afore-
mentioned peak centroids well within 1 keV of each other, while low energy peaks
were affected by unsatisfactory alignment (more than 3 keV on some segments).
While this problem can be fixed by using the Europium source, an adequate, al-
though not optimal, calibration was reached via a linear regression on the Gaus-
sian fit of the two Cobalt peaks as well as the highest statistics Cesium data. Due
to the higher statistics of the Cesium run, a weight on the regression point equal
to the square root of the counts within the Gaussian was used. The regression
was carried on via minimization of the weighted least squares, by solution of the
normal equation θ = (XTX)−1XTy, where X is the matrix containing the fitted
centroids multiplied by their weight and θ is the vector of the coefficients (offset
and gain). An attempt to include the 40K background peak at 1460.8 keV peak was
made. This isotope is commonly present in nature and appears clearly in the mea-
sured spectrum. Fitting the peak, however, proved inconsistent results as some
of the segments did not have enough counts for its correct detection. However,
the peak lies close to the fitted 60Co peaks and, when included was not showing
benefits in the outcome of the calibration.
The Force-Core-to-Segment procedure, while in most cases is able to improve the
spectrum by using the core signals, in others had to be disabled on a specific crys-
tal. In fact, when a segment was affected by a resolution considerably higher than
the other, the Force-Core-to-Segment procedure was introducing some artifacts. A
hit that is registered at higher energy in the affected segment due to the high peak
width, tricks the procedure into redistributing more of the core energy to the seg-
ment itself, while lowering the energy given to all other segments, thus creating
a left tail on all the peaks of the crystal. This effect can be destructive for the
tracking and to avoid artifacts or unwanted results, the procedure was disabled
on the problematic crystals and the output of the segment showing unsatisfactory
resolution was discarded. Segments (sgm.) affected by this issue were sgm. 5 of
crystal 02C and sgm. 5 of crystal 06C.
In other cases (00A, 01B, 11A and 14C ), a choice to eliminate a segment affected
by low resolution at the pre-processing level and generate its signal from the cross
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talk matrix was made. This is possible only if all other segments are performing
well.
Figure 24: Matrix of spectra relative to the 137Cs 661.7 keV peak after calibration and
neutron damage correction in every segment of all crystals A of every triple
cluster. The last column from the right represents the core signals at different
gains and the sum of the segment spectra.
3.2 challenges of the measurement
3.2.1 PSA clustering
The hit position as a function of the emission angle is expected to show a uniform
distribution for a single gamma emission from a source. The interaction hits in
the crystal should be uniform on the plane equidistant from the source while
in the depth dimension, the number of interactions should decay exponentially
starting from the maximum located on the surface. The exponential attenuation
coefficient depends on the numeric density of scattering centers in the crystals
(electrons) and on the cross section of the interaction process.
Figure 25 shows three cross sections of a single crystal:
• A longitudinal cross section (b): most hits are registered in the first cm of
Germanium. However, the maximum number of counts does not occur at
the surface (located at 0 mm), but slightly after, around 5 mm. The PSA
struggles at recognizing hits on the limiting surface of the segment, the
same effect is visible deeper in the crystals, where the individual segments
are clearly distinguished by contours generated by a lower number of hits.
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• A cross section parallel to the detector front-face at a distance of 18 mm (c)
and 74 mm (d): interaction points are clustered in some regions while other
show fewer counts. This effect is observed in all depths of the crystal.
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Figure 25: Examples of PSA clustering in one AGATA crystal (02B) with the 137Cs source.
The binning corresponds to the position resolution of the PSA. (a) is a plot of
the sum of all interactions in the crystal and shows the shape of the HPGe
crystal. (b) shows the interaction points in the longitudinal cross-section of
the same crystal, while (b) and (c) represent the cross-section at two different
depths, 18 mm and 74 mm from the surface, respectively.
This phenomenon poses a challenge for the tracking, which relies on an un-
biased measurement of the gamma interaction position to compute the merit fac-
tors. This bias, in theory, could introduce systematic errors in the tracking event
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reconstructions, and more precise quantization should be performed to asses its
entity.
Some crystals are affected more than others by the issue and the particular
example shown in Figure 25, 02B, was showing one of the most not-uniform dis-
tributions.
3.2.2 Stability of the system
Due to the rarity of the decay, the measurement is expected to span over multiple
days or months. Thus the overall stability of the array is a crucial aspect to take
into account. During the data taking session presented in this thesis, no significant
issues were found, aside from the regular resetting, from the run control, of the
unlinked optical links of some crystals.
The energy spectra could, in theory, fluctuate over time due to changes on the
environmental condition of the crystals or issues related to the electronics stability.
This might be destructive for a good outcome of the tracking, as a particular preci-
sion on the energy calibration is necessary. To test this aspect it is possible to plot
the energy deposited in every hit as a function of time; if the spectral lines remain
stable during the course of the experiment, the issue can be disregarded. The mea-
surement was performed during over 45 hours and a negligible variation of less
than 0.5 keV was observed, as a consequence Figure 26 shows the single segment
spectrum over time, namely crystal 11B, segment 6. Once again no fluctuations
can be observed.
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Figure 26: Spectrum of the deposited energy in a single segment (6 of crystal 11B) as a
function of time. The segment remained remarkably stable in the time span
of the acquisition, with no fluctuations evident, even during the filling of the
dewars with liquid nitrogen.
3.2.3 Neutron damage corrections
Every detector subject to in beam experiments can experience a high flux of ener-
getic neutrons. These particles, due to their neutral charge, are able to penetrate
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deeply in the Germanium crystals and damage their crystalline structure creating
traps for the electrons that have the consequence of lowering the energy resolution
of the detector.
The effect is quite evident in spectral peaks (Figure 27) as the impurities in the
structure can cause a lower amount of collected charge, leaving a significant left
tail in the pick.
The issue can be corrected, as described in reference [28] and is able to improve
dramatically the resolution of the affected peaks.
The procedure consists in evaluating the trapping sensitivity, a quantity de-
pendent on the collection efficiencies of the charge carriers, as a function of the
detector volume during the PSA. The trapping sensitivity is then used to correct
segment by segment the hit energy and the original energy resolution can be opti-
mally recovered up to a certain quantifiable limit of degradation due to statistical
fluctuations caused by trapping effects.
Figure 27: 10B crystal before (red) and after (black) the neutron damage correction. Every
panel in the matrix represents a single segment.
In the case of this data acquisition session, the trapping coefficients of one crys-
tal had to be generated as the neutron damage procedure was overcompensating
the correction and generating right tails in some peaks. This procedure was able
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to improve the resolution by a factor of up to 2 in the peaks most affected by the
issue.
3.2.4 Background radiation
Figure 28: Normalized histogram of
gamma multiplicity for the
experimental data and the
simulation, obtained with the
same tracking parameters.
Background radiation is a very important
aspect to take into account for the double-
gamma decay measurement that is char-
acterized by such a low branching ra-
tio. Figure 29 shows the gamma spectrum
obtained during the measurement with
the 137Cs source. Many contaminants are
present and the most prominent peaks are
labeled. One can observe 40K as well the ra-
diation caused by nuclei in the decay chain
of 232Th (such as 208Tl and 228Ac) and
those from 238U or 234U (such as 214Bi).
Figure 30, on the other hand, shows the
fold two coincidences in the region of inter-
est. Diagonal lines correspond to Compton
scattered photons not fully reconstructed
while vertical or horizontal lines repre-
sent a coincidence of a completely tracked
gamma with a photon which has not fully
deposited its energy in the array.
Figure 28 shows multiplicity of the
tracked gammas without any conditions applied in the simulation and in the
experiment when the same tracking parameters were set.
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Figure 29: Gamma-ray energy spectrum taken during this measurement with the 137Cs
source. The enhanced low energy portion shows the X-rays of 137Ba (36.3 keV)
subsequent to the β− decay of 137Cs and of 208Pb (75.0 keV) which is observ-
able due to the presence of lead shielding in the nearby NEDA array [30, 31].
The lower and more intense 137Ba X-ray emission at 32.2 keV is not observed
due to the fact that the electronics threshold was set higher.
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Figure 30: Gamma-gamma coincidence matrix for two tracked gammas. In the region of
interest, the matrix shows the expected simultaneous observation of two 661.7
keV gammas as well as the 511 keV peak (pair production peak of higher energy
background gammas). Other interesting features are the Compton edges (477.3
keV) in coincidence with the lower end of the Compton distribution.
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3.3 how does the simulation compare
The most interesting aspect of a first experimental approach is to compare the
experimental results with the ones obtained in the simulation. Using the param-
eters found in Section 2.2, it is possible to operate a direct comparison. The data
here presented has been selected with the same conditions of the simulation (Sec-
tion 2.5) and with an additional condition on the time difference on the tracked
gammas inferior to 5 ns.
The experimental 2D plots shown in Figure 31 present similar features to Fig-
ures 16, 18 and 19 (a) (which correspond to the simulation of a single gamma
event).
While the same configurations are evident, Figure 31 (b) presents a distribution
of events corresponding to Compton scattered photons. In the simulation, how-
ever, the tracking parameters were showing promising results in that regard, as
no peak was seen in correspondence to the red line (equation 1) after the optimiza-
tion. Further investigation is needed to understand what is causing this issue.
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Figure 31: Experimental data relative to: (a) Figure 16, (b) Figure 18 and (c) Figure 19.
Scattering photons have been reconstructed with the same tracking parameters
as the simulation (Table 2). The red lines in (b) and (c) correspond to what has
been described in Section (2.5).

4
C O N C L U S I O N S A N D F U RT H E R P E R S P E C T I V E S
In this thesis the capability of AGATA to measure the rare competitive double-
gamma decay has been studied with a detailed simulation. This consists in a rare
process, in which an excited state of a nucleus decays emitting two gamma rays
despite the emission of a single photon is allowed. From a theoretical standpoint,
the decay is correctly described as a second order process in perturbative QED.
The measurement, would not only return more detailed physical information,
namely on the energy and angular distributions of the photons, but also test the ca-
pabilities of the advanced gamma-ray spectrometer AGATA. The main challenge
that the measurement faces is the suppression of Compton events without relying
on timing properties due to the resolution limitations of germanium detectors.
The thesis is focused on assessing whether the good energy resolution and spatial
reconstruction properties of the detector, together with a strict event selection and
optimization, are able to overcome the difficulties of such measurement.
The emission of single and double-gamma photons has been simulated and
optimal values of the algorithms were found for this specific measurement. The
performance of the tracking was characterized and a further event selection was
performed. While the measurement of the competitive double-gamma decay has
proved itself challenging from an experimental standpoint, the current work only
represents a starting point and a statement of the current capabilities. In fact,
while the tracking algorithm showed a good performance with its optimal param-
eters (Table 3), the need for a specific algorithm is argued in this thesis. In that
sense, the community is also working towards new tracking algorithms based on
a different statistical approach [23, 24]. Since the array is in continuous develop-
ment and improvement by the AGATA community, many progresses are expected
as the research proceeds and many of them will likely be of crucial importance
for the measurement of the competitive double-gamma decay. At last, a prelim-
inary analysis of data taking with AGATA and a 137Cs source was performed.
The background activity as well as the neutron damage correction and the stabil-
ity of the calibration over time during the time span of the experiment have been
discussed. While the analysis is only preliminary, a final comparison between the
experimental data and the simulation has been performed.
Increasing the experimental position resolution, as well being able to recognize
multiple hits within the same segment could be crucial for future measurements.
This aspects can be tested with a simulation by modifying the packing volume,
which consists in the minimum resolvable distance between two different interac-
tion points. This aspect is of great importance especially for low-energy photons.
More refined statistical analysis of the process could greatly improve the per-
formance of the tracking, and improvements can be made in that regard.
55
56 conclusions and further perspectives
At last, a future increase of the solid angle coverage of the AGATA array will
improve the sensitivity of the double-gamma detection, opening new possibilities
for the measurement of lower branching ratio double-gamma decays.
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