We say that a graph has a matching cutset if its vertices can be coloured in red and blue in such a way that there exists at least one vertex coloured in red and at least one vertex coloured in blue, and every vertex has at most one neighbour coloured in the opposite colour. In this paper we study the algorithmic complexity of a problem of recognizing graphs which possess a matching cutset. In particular we present a polynomial-time algorithm which solves this problem for graphs of diameter two.
Introduction
A set M of independent edges in a graph G = (V , E) is called a matching. A matching M is called perfect if every vertex of V (G) is incident to an edge of M. Moreover a matching M is almost perfect if all the vertices of V (G) but one are incident to an edge of M. A set S of edges (or vertices) of a graph G is called a cutset (in G) if G − S has more components than G.
Furthermore if a cutset is a matching of G, then it is called a matching cutset. In other words we say that a graph has a matching cutset if its vertices can be coloured in red and blue in such a way that there exists at least one vertex coloured in red and at least one vertex coloured in blue, and every vertex has at most one neighbour coloured in the opposite colour. The problem of recognizing graphs with a matching cutset (let MATCHING CUTSET denote this problem) is well-studied in the literature. Here are some of the most important results. Chvátal [6] proved that MATCHING CUTSET is NP-complete even for graphs with maximum degree 4. Result of Moshi [13] that MATCHING CUTSET is NP-complete, even if the input is restricted to bipartite graphs of minimum degree 2, was extended by Le and Randerath [10] to bipartite graphs with one colour class consisting only of vertices of degree 3 and the other colour class consisting only of vertices of degree 4. In the same paper [13] Moshi presented an O(n 3 m) algorithm for graphs without induced cycles of length greater than 4 which determines whether G has a matching cutset, where n = |V (G)| and m = |E(G)|. He also proved that if G is a line graph, then we can determine in O(m) time whether G has a matching cutset. The importance of MATCHING CUTSET follows e.g. from its strong connection with other well-known problem, i.e. problem of deciding whether a given graph has a set I of a pairwise non-adjacent vertices such that I is a cutset (let STABLE CUTSET denote this problem). Brandstädt proved that the solution of STABLE CUTSET for line graphs can be obtained from the solution of MATCHING CUTSET.
Theorem 1 ([1]). If L(G) has a stable cutset, then G has a matching cutset. If G has a matching cutset, then L(G) has a stable cutset.
In this paper we consider only finite undirected graphs without loops or multiple edges. The neighbourhood of a vertex v is N(v) = {u : vu ∈ E(G)}. The closed neighbourhood of v is N [v] = N(v) ∪ {v}. For a set X ⊆ V (G), N(X ) is the set of vertices outside X which are adjacent to at least one vertex of X . The degree of a vertex v will be denoted by
Minimal (maximal) vertex degree of the graph G will be denoted by δ(G) (∆(G)).
The distance dist G (u, v) in a connected graph G of two vertices u, v is the length of the shortest path in
Let R(G) (B(G)) denote the set of vertices which are coloured in red (blue) and let us denote by E 2 (G) the set of all bichromatic edges of G, i.e. the set of edges whose end vertices are coloured in different colours. When no confusion is possible, we denote R(G), B(G) and E 2 (G) by R, B and E 2 , respectively. The set of the uncoloured vertices of G will be denoted by U(G) or briefly by U.
A set W of vertices of a graph G is said to be a module of G, if every vertex outside W is either adjacent to all the vertices of W or to none of them. Empty set, singletons and V (G) are trivial modules. If G has only trivial modules, then it is called prime. Modular decomposition is a representation of the modules of a graph. It has been studied widely since in special graph classes it can be used to achieve a linear-time solution for NP-complete problems. There are many polynomial and even linear-time algorithms for finding modular decomposition. For an extensive survey, see [5, 7, 11, 12] . In this paper we will restrict our attention to graphs of diameter 2. There are many papers in which properties of these graphs are investigated, see for example: [2, 3, 8, 9] and their references.
Let P (2) denote the class of prime graphs of diameter 2 and for a set F ⊆ E(G) let V F = uv∈F {u, v}.
Many of the papers which concern MATCHING CUTSET focus on graphs which are rather sparse what is implied by the small ∆(G) of the considered graphs. Even though the graphs are sparse and have so small ∆(G) most of the results are negative. For a change we would like to present a positive result. The aim of this paper is to prove that MATCHING CUTSET is polynomial for a graph G of diameter 2. One can see that graphs of diameter 2 are quite dense. We also do not put any bounds on ∆(G). The proof will consist of two parts Theorems 2 and 3 which concern the graphs belonging to P (2) and graphs with diam(G) = 2 which are not prime, respectively. The motivation for this division is a very interesting structure of the graphs in P (2) (see Corollary 1).
Prime graphs of diameter two Lemma 1. If δ(G) = 1, then G has a matching cutset.
It is easy to see that if we colour a vertex v, such that d(v) = 1, in red and all the other vertices in blue we obtain the required colouring. In this situation only one edge will belong to the matching cutset. Proof. Suppose that a graph G ∈ P (2) of odd order n has a matching cutset. Furthermore suppose that there exists a vertex
and v is not adjacent to a vertex u ∈ R (u ∈ B) with the property that u ∈ V M . We know that there exists a vertex u ∈ B (u ∈ R) such that uu ∈ E 2 and hence dist(v, u ) ≥ 3. This is a contradiction of the fact that G ∈ P (2). So v must be adjacent to all the vertices in V M which are coloured in red (blue), but not adjacent to any blue (red) vertex. Now suppose that there exist vertices
Once again we get a contradiction because dist(u, v) ≥ 3. So assume that there exist at least two vertices which do not belong to V M . We have already shown that they must be either all in R or all in B, but then we get another contradiction since the set of the vertices which do not belong to V M would create a non-trivial module. Because n is odd there must exist one vertex which does not belong to V M . This observation completes the proof.
From this lemma follow these corollaries. It is easy to see that the next remark is true.
Remark 1.
If an edge e belongs to a triangle of G, then e does not belong to a matching cutset.
Now we can formulate our first theorem.
Theorem 2.
If a graph G ∈ P (2), then we can decide in polynomial time whether G has a matching cutset.
Proof. For a better understanding of the proof it will be based on two algorithms. 3 ). However its average time complexity may be better (see Remark 2) . The E Algorithm uses four subroutines. The correctness of these subroutines will be proved in a sequence of claims.
E Algorithm
Input: a graph G ∈ P (2) of order n such that ∆(G) ≤ n 2 , δ(G) ≥ 3 and n is even, Output: matching cutset of the graph G or a message that the graph G does not have a matching cutset. The Labelling subroutine is responsible for giving the labels to the edges of the graph. An edge gets a label 0 if it belongs to a triangle in the graph. Such label means that this edge cannot belong to the matching cutset. If there exists a vertex such that all the edges but one, which are incident to it, have label 0 then the last unlabeled edge gets a label 1. We know that the matching cutset is perfect (in this case), so label 1 means that the edge which gets it must belong to the matching cutset. Please notice that during the Labelling subroutine not all the edges must be labeled. One can see that this subroutine takes O(n 3 ) time.
Labelling
Input: a graph G ∈ P (2) of order n such that ∆(G) ≤ n 2 , δ(G) ≥ 3 and n is even, Output: the graph G with partially labeled edges.
Let l : E → {0, 1} be a partial function and l(e) = 0 if e belongs to a triangle of G,
Label the edges of the graph in accordance with definition of function l;
The next subroutine will choose an edge from which we will start the colouring. The end vertices of the chosen edge will be coloured in red and blue. Time complexity of this subroutine is O (1) . Initialization Input: a graph G ∈ P (2) of even order n such that ∆(G) ≤ n 2 , δ(G) ≥ 3 with edges labeled by the Labelling subroutine, Output: the graph G with one bichromatic edge. if S 1 = φ then take an edge e = uv ∈ S 1 and colour u in red and v in blue; else take an edge e = uv ∈ S colour u in red and v in blue; S ← S − {e};
The Extension subroutine can be described as the set of rules which enable us to extend the colouring initialized by the previous subroutine. Time complexity of this subroutine is clearly O(n 2 m). Extension Input: a graph G ∈ P (2) of even order n such that ∆(G) ≤ n 2 , δ(G) ≥ 3 with at least one bichromatic edge coloured by the Initialization subroutine, Output: the graph G with a partial colouring of the vertices or the matching cutset of the graph G or a message that the graph does not have a matching cutset or a message that the given colouring cannot be extended.
Use the following rules until none of the rules will be satisfied. (The order of rules is not important.) (R1) if there exists an uncoloured vertex v such that:
or there exists a coloured vertex which has at least two neighbours coloured in the opposite colour then if you have started the colouring with an edge e ∈ S 1 then return a message that there does not exist a matching cutset; stop E Algorithm; else remove the existing colouring; return a message that given colouring cannot be extended; 
Claim 3. If the Extension subroutine of the E Algorithm was executed and it was not decided whether a graph G has a matching cutset and the existing colouring can be properly extended, then |V (Q )| ≤ 2 for each connected component Q of the graph G such that V (Q ) ⊆ U.
Proof. Suppose that, contrary to our Claim, |V (Q )| ≥ 3. Hence, there must exist a path P 3 on three vertices with V (P 3 ) ⊆ Q (not necessarily as an induced subgraph). Let x, y, z ∈ V (P 3 ) and xy, yz ∈ E. The vertices x, y (y, z) have a common neighbour t neither in R nor in B because {t, x, y} ({t, y, z}) would induce K 3 which would be coloured by the Extension (R5, R6). So we must consider three cases. Let e = uv ∈ E 2 and c(u) = r, c(v) = b. Furthermore let u x , u y , u z ∈ N(u) be the neighbours of x, y, z, respectively in R and v x , v y , v z ∈ N(v) be the neighbours of x, y, z, respectively in B. Please notice that there are no bichromatic edges between u x , u y , u z and v x , v y , v z , otherwise x, y, z would be coloured by the Extension (R4). Case 1 (see Fig. 1 ). u x , u y , u z and v x , v y , v z are pairwise distinct. From dist(u x , v y ) = 2 and dist(u x , v z ) = 2 it follows that there must exist vertices z , z ∈ U such that u x z , v y z , u x z , v z z ∈ E. It is obvious that z , z ∈ U otherwise x, y, z would be coloured by the Extension (R4 and R2 or R3). What is more z = z or else it would have to be coloured (it would have two neighbours coloured in blue). From Claim 2 we know that Q must be monochromatic. Hence, let c(x) = c(y) = c(z) = r. Then the edges xv x , yv y , zv z belong to E 2 and z , z must be coloured in blue. But in that case u x would have two neighbours coloured in blue and we get a contradiction with the existence of a matching cutset. Similarly we get a contradiction when
Case 2 (see Fig. 2 ). Let x, z have exactly one common neighbour, i.e. v x = v z and u x , u y , u z are pairwise distinct. If we colour x, y, z in red, then v x would have two red neighbours and we would not obtain a matching cutset. So c(x) = c(y) = c(z) = b. Since diam(G) = 2 there must exist vertices w, w , w ∈ U such that wu x , wv y , w u y , w v x , w u z , w v y ∈ E. Hence w, w , w must be coloured in red otherwise u x , u y , u z would have two neighbours coloured in blue. But for such colouring we have a vertex v y which has two neighbours coloured in red, i.e. w and w . Similarly we get a contradiction when u x = u z and v x , v y , v z are pairwise distinct. Proof. Let x, y ∈ U and xy ∈ E. x, y have a common neighbour t neither in B nor in R or else {t, x, y} would induce K 3 which would be coloured by the Extension (R5, R6). So let u x , u y and v x , v y be the neighbours of x, y in R and B, respectively. Vertices v x , v y , u x , u y are not adjacent to the vertices in the opposite colour otherwise x, y would be coloured (R4). Because of this and the fact that diam(G) = 2, there must exist vertices z x , z y ∈ U (if z x , z y / ∈ U then x, y would be coloured by the Extension (R4, R2, R3)) such that u x z x , z x v y , z y u y , z y v x ∈ E. Furthermore z x = z y otherwise it would have two neighbours coloured in red and two coloured in blue. Now, it is easy to see that because of the symmetry of the problem and Claim 2 we can assign either c(x) = c(y) = r and c(z x ) = c(z y ) = b or c(x) = c(y) = b and c(z x ) = c(z y ) = r to properly extend our colouring (see Fig. 3 ).
The Pairs subroutine is based on the above claims. Time complexity of this subroutine is O(n 2 m 2 ).
Pairs
Input: a graph G with the partial colouring of the vertices which was made by the Extension subroutine, Output: the matching cutset of the graph G or a message that the graph does not have a matching cutset or a message that the given colouring cannot be extended.
if there exist at least three uncoloured vertices which induce a connected subgraph of the graph G then if you have started the colouring with an edge e ∈ S 1 then return a message that there does not exist a matching cutset; stop E Algorithm; else remove the existing colouring; return a message that given colouring cannot be extended; else while there exist uncoloured vertices do take an arbitrary edge with two uncoloured end vertices and colour its end vertices in red; call Extension; if the Extension returned a message that given colouring cannot be extended then return a message that given colouring cannot be extended; stop Pairs; return E 2 as a matching cutset; stop E Algorithm; end Pairs;
It is easy to see that E 2 defined by the E Algorithm is a matching and a cutset of the graph G. Let G has an odd order. In this situation we will use the already mentioned O Algorithm. It is easy to see that its construction and correctness follows directly from Lemma 2 and its time complexity is bounded by O(n 2 m).
and n is odd, Output: either a matching cutset or a message that it does not exist. Depending on the number of vertices of a graph G ∈ P (2) we can use either the O Algorithm or the E Algorithm to decide whether G has the matching cutset. Time complexity of both of these algorithms is polynomial and their correctness follows from previous Lemmata and Claims.
Remark 2. If in a graph
G there is at most one vertex of degree 3 or δ(G) ≥ 4, then all the vertices of the graph G will be coloured by the Extension subroutine of the E Algorithm.
Graphs of diameter two with nontrivial module
We now turn our attention to graphs which possess nontrivial module.
Theorem 3. If diam(G) = 2 and G is not prime, then we can decide in polynomial time whether G has a matching cutset.
Proof. In our proof we will use a modular decomposition of the graph G. Once more we will consider only graphs with δ(G) ≥ 2. Part 1. Suppose that G has a module W * such that W * satisfies one of the following conditions: (1)- (5), there must exist a vertex t ∈ N(v) − W * which is adjacent to W * * (otherwise dist(w 1 , v) = dist(w 2 , v) ≥ 3). t must be coloured in red because it has two neighbours w 1 and w 2 coloured in red. Now we have the required contradiction since v has two neighbours coloured in red, i.e. x and t. So without loss of generality we can colour in red all the vertices in N [W * ]. According to the fact that no vertex can have two neighbours in the opposite colour, we must colour in red all the neighbours of coloured modules of order at least 2. Furthermore we must colour in red the modules of order at least 3 which are adjacent to a coloured vertex. We also colour in red every module and vertex which has at least two coloured neighbours. We must repeat these operations as long as we can. After that every uncoloured module or vertex has exactly one neighbour coloured in red (if this condition would not be satisfied we would get a contradiction with the fact that diam(G) = 2) and the order of these modules will be at most 2.
Claim 5. Every remaining uncoloured module of order 2 must be coloured in red.
Proof. Let P = {x, y} be an uncoloured module of order 2 and z = N(P) ∩ R. Firstly suppose that xy / ∈ E. Because δ(G) ≥ 2 and |N(P) ∩ R| = 1, then x, y must have an uncoloured neighbour t. Also t must have a neighbour m ∈ R, otherwise we would have a contradiction with the fact that diam(G) = 2. If z = m, then xz, xt, tz and zt, ty, yz induce triangles in G so x, y, t must be coloured in red. Now suppose that z = m. If we colour x (y) in blue, then we must colour t in blue and y (x) in red. But in this situation t would have two neighbours m and y coloured in red. So now suppose that xy ∈ E. Then xy, xz, yz induce a triangle in G. Hence x, y must be coloured in red.
So we must colour every uncoloured module of order 2 and all his neighbours in red. After this operation all the remaining uncoloured vertices do not belong to any module. It is obvious that we can also colour in red every pair of vertices x, y such that xy ∈ E and N(x) ∩ R = N(y) ∩ R and every vertex v, such that |N(v) ∩ R| ≥ 2. After these operations every vertex v ∈ U has exactly one neighbour in R. For every x, y ∈ A xy / ∈ E or else they would be already coloured in red. Since δ(G) ≥ 2 and diam(G) = 2, every vertex x ∈ A has at least one uncoloured neighbour which does not belong to A. Furthermore, if x is not adjacent to a vertex p which belong to the set U − A, then there exists a vertex t ∈ U − A such that xt, tp ∈ E. From these observations follows that if we colour every vertex x ∈ A in red, then we have to colour in red all the other vertices. This is a clear contradiction of the fact that G has a matching cutset. So suppose that we would colour in blue a vertex x ∈ A. All the other vertices in A would had to be coloured in red. Let y be one of these vertices.
Firstly suppose that x and y have a common neighbour t ∈ U (t / ∈ A) and r be a neighbour of t which belongs to the set (N(t) ∩ R) − A. From previous observations we know that such vertex exists, what is more r is the only one vertex which belongs to the set (N(t) ∩ R) − A. Now t must be coloured in blue (otherwise x would have two neighbours coloured in red) but then t has two neighbours coloured in red, i.e. y and r. Hence suppose that x and y do not have a common neighbour (see Fig. 5 ).
Let t ∈ N(x) ∩ U (t / ∈ A). Since diam(G) = 2 there must exist a vertex z ∈ N(y) ∩ U (z / ∈ A) such that zt ∈ E. As previously t and z must have a neighbour r 1 ∈ (N(t) ∩ R) − A and r 2 ∈ (N(z) ∩ R) − A, respectively. Because x is coloured in blue, it follows that t and z must be coloured in blue. Now we have the required contradiction since z has two neighbours r 2 and y coloured in red.
(⇐) It is easy to see that if there does not exist a vertex v ∈ R such that |N(v) ∩ U| > 1, then we can colour every vertex in U in blue to obtain a matching cutset.
Part 2. Suppose that G has no modules which satisfy any of the conditions (1)- (6) ] in red. As previously we can also colour in red every pair of vertices x, y such that xy ∈ E and N(x) ∩ R = N(y) ∩ R and every vertex v, such that |N(v) ∩ R| ≥ 2. After that we can use Claim 6 to decide whether G has a matching cutset. We can now formulate our main result which is obtained by combining the two previous Theorems. 
Conclusion
In this paper we proved that MATCHING CUTSET is polynomial for graphs of diameter 2. This result also gave us the information about complexity of STABLE CUTSET for special graph class, i.e. if an input graph G has a line graph of diameter 2, then the problem is polynomial. An interesting question arises.
Problem 1.
What is the greatest value of the diameter of the graph for which MATCHING CUTSET is solvable in polynomial time?
