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CONVERGENCE OF PERTURBED ALLEN–CAHN EQUATIONS
TO FORCED MEAN CURVATURE FLOW
LUCA MUGNAI AND MATTHIAS RO¨GER
Abstract. We study perturbations of the Allen–Cahn equation and prove the
convergence to forced mean curvature flow in the sharp interface limit. We allow
for perturbations that are square-integrable with respect to the diffuse surface area
measure. We give a suitable generalized formulation for forced mean curvature flow
and apply previous results for the Allen–Cahn action functional. Finally we discuss
some applications.
1. Introduction
In this paper we study perturbed Allen–Cahn equations of the form
ε∂tuε = ε∆uε − 1
ε
W ′(uε) + gε in ΩT , (1.1)
uε(0, ·) = u0ε in Ω, (1.2)
∇uε · νΩ = 0 on (0, T )× ∂Ω, (1.3)
where the spatial domain Ω is given by an open bounded set in Rn with Lipschitz
boundary, (0, T ) is a fixed time intervall, ΩT := (0, T ) × Ω, and W is the standard
quartic double-well potential
W (r) =
1
4
(1− r2)2.
We are interested in the asymptotics of (1.1) in the sharp interface limit ε → 0 for
forcing terms gε that satisfy
sup
ε>0
∫ T
0
∫
Ω
1
ε
gε(t, x)
2 dxdt =: Λ < ∞. (1.4)
Perturbations of this type arise for example in models for diffusion-induced grain
boundary motions [9], in models for phase transitions [7], [41], [39], and in image
processing [6].
If gε = 0 then (1.1) reduces to the standard Allen–Cahn equation. It is well
known that in this case the sharp interface limit is given by the evolution of phase
boundaries by mean curvature flow [2, 19, 27]. Our goal is to prove that solutions of
the perturbed equation (1.1) converge to motion by forced mean curvature flow,
v = H + g. (1.5)
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2 LUCA MUGNAI AND MATTHIAS RO¨GER
Here v describes the velocity vector of an evolution of phase boundaries (Γt)t∈(0,T ),
H(t, ·) denotes the mean curvature vector of Γt, and g is an appropriate limit of
gε∇uε.
Since the limit evolution in general allows for the formation of singularities in finite
time it is necessary to consider suitable generalized formulations of (1.5). In the
analysis of mean curvature flow different techniques have been sucessfully applied, in
particular viscosity solutions [2, 12, 13, 19, 20], De Giorgi’s barriers method [4, 5, 10,
18], and geometric measure theory formulations. We follow here the latter approach
and use in particular many ideas from the work of Brakke [8] and Ilmanen [27] on
mean curvature flow and the convergence of the Allen–Cahn equation, respectively.
To avoid problems with cancellations of phase boundaries we consider not only the
evolution of the phases but also the evolution of certain energy measures. In the case
of a smooth limit evolution and ‘nicely behaving’ approximations these measures
coincide with the surface area measures associated with the phase boundaries, but in
general they may be supported on additional hidden boundaries or may carry a higher
mulitplicity. Generalizing hypersurfaces in this way is in the spirit of the theory of
(integral) varifolds, which allows to give a meaning to geometric quantities such as
mean curvature and second fundamental form, and which provides good compactness
properties. In the context of phase transition problems this technique has been
successfully applied to a couple of different problems [11, 39, 26, 40, 36, 35, 37].
Our main result is the convergence of solutions to (1.1) to an L2-flow of energy
measures that move by forced mean curvature flow. The concept of L2-flows was
develloped in [35] and describes an evolution of integral varifolds with square inte-
grable weak mean curvature and square integrable generalized velocity. We verify
the evolution law (1.5) in a pointwise formulation almost everywhere with respect to
the energy measures. For a precise formulation of our main result see Section 3.
One benefit of our approach is that we do not use a comparison principle neither
for the perturbed Allen–Cahn equation nor for the forced mean curvature flow. This
makes our technique quite flexible compared to viscosity solution approaches or to the
use of maximum principles to prove the non-positivity of the discrepancy measures,
as pursued in [27]. Compared to previous results on forced mean curvature flow
[2, 3, 10] and on the convergence of perturbed Allen–Cahn equations our results are
more general in the regularity that is required for the forcing term. We do only
need that the forcing term is (uniformly) L2-integrable with respect to the (diffuse)
surface energy measures. On the other hand our proof is limited to space dimensions
n = 2, 3 and our formulation of the limit equation is weaker.
This paper borrows many ideas from our analysis of the Allen–Cahn action func-
tional [35], which is defined for any smooth function u : ΩT → R by
Sε(u) :=
∫ T
0
∫
Ω
(√
ε∂tu+
1√
ε
(− ε∆u+ 1
ε
W ′(u)
))2
dx dt. (1.6)
The functional Sε is connected to the small noise limit of the probability of rare
events in the stochastically perturbed Allen–Cahn equation [30]. The assumption
(1.4) on gε yields a uniform bound on the action for solutions (uε)ε>0 of (1.1). By
[35] this implies the convergence of diffuse surface area measures associated to uε
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to an L2-flow in the limit ε → 0. In this paper we discuss the convergence of the
evolution laws and present some applications. In particular, we prove the convergence
of diffuse approximations to the Mullins–Sekerka problem with kinetic undercooling
in dimensions n = 2, 3, which improves earlier results by Soner [39].
An important ingredient to derive the compactness of action-bounded sequences
and solutions of (1.1) is stated in a (modified) conjecture of De Giorgi [15]: Consid-
ering
Eε(u) :=
∫
Ω
(
ε
2
|∇u|2 + W (u)
ε
)
dx, (1.7)
Wε(u) :=
∫
Ω
1
ε
(
− ε∆u+ 1
ε
W ′(u)
)2
dx (1.8)
the sum Eε +Wε Gamma-converges, up to a constant factor c0, to the sum of the
Perimeter functional P and the Willmore functional W ,
Eε +Wε → c0P + c0W , W(u) =
∫
Γ
H2 dHn−1, (1.9)
where Γ denotes the phase boundary ∂∗{u = 1} ∩ Ω and where
c0 :=
∫ 1
−1
√
2W (s) ds. (1.10)
This statement was proved in space dimensions n = 2, 3 by Ro¨ger and Scha¨tzle [36]
and provides a diffuse version of Allard’s compactness theorem for integral varifolds
(in the special case of a uniform L2 bound on the mean curvature and n = 2, 3). In
particular we avoid the use of a diffuse version of Huisken’s monotonicity formula
[24] to derive the rectifiability of the limiting energy measures, as it was done in [27].
2. L2-flows and diffuse surface area measures
In this section we state our weak formulation for evolutions of mean curvature flow
type. For basic notions from geometric measure theory we refer to [1, 38].
Notation 2.1. A (general) varifold on Ω is a Radon measure on the Grassmannian
Gn−1(Ω), i.e. the euclidean product of Ω with the space of unoriented (n− 1) planes
in Rn. A Radon measure µ on Ω is (n− 1)-integer rectifiable if in µ-almost all points
x ∈ Ω the (n− 1)-dimensional (measure theoretical) tangent plane Txµ exists and if
µ-almost everywhere the (n − 1)-dimensional density θn−1(µ, ·) is integer-valued. A
varifold V on Ω is (n−1)-integer rectifiable if there exists an (n−1)-integer rectifiable
Radon measure µ on Ω such that∫
Gn−1(Ω)
ζ(x, S) dV (x, S) =
∫
Ω
ζ(x, Txµ) dµ(x)
for all ζ ∈ C0c (Gn−1(Ω)). This gives a one-to-one correspondence between (n − 1)-
integer rectifiable varifolds and (n−1)-integer rectifiable Radon measure on Ω. In this
paper we will identify the corresponding objects and use the term integral varifold.
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The first variation δµ of an integral varifold µ in direction of a vector field η ∈
C1c (Ω,Rn) is defined by
δµ(η) :=
∫
Ω
divTxµ η(x) dµ(x),
where divTxµ denotes the divergence restricted to the (n−1)-plane Txµ. We say that
µ has a weak mean curvature vector Hµ ∈ L1loc(µ, Rn) if for all η ∈ C1c (Ω, Rn) the
first variation is given by
δµ(η) = −
∫
Ω
H(x) · η(x) dµ(x).
For a family of measures (µt)t∈(0,T ) we denote by L1 ⊗ µt the product measure
defined by (L1 ⊗ µt)(η) := ∫ T
0
µt(η(t, ·)) dt
for any η ∈ C0c (ΩT ).
We next recall the definition and basic properties of L2-flows [35], which describe
evolutions of integral varifolds with square integrable mean curvature vector and
square integrable generalized velocity.
Definition 2.2. Let (µt)t∈(0,T ) be any family of integral varifolds such that µ :=
L1⊗µt defines a Radon measure on ΩT and such that µt has a weak mean curvature
H(t, ·) ∈ L2(µt, Rn) for almost all t ∈ (0, T ).
If there exists a positive constant C and a vector field v ∈ L2(µ,Rn) such that
v(t, x) ⊥ Txµt for µ-almost all (t, x) ∈ ΩT , (2.1)∣∣∣ ∫ T
0
∫
Ω
(
∂tη +∇η · v
)
dµtdt
∣∣∣ ≤ C‖η‖C0(ΩT ) (2.2)
for all η ∈ C1c ((0, T )×Ω), then we call the evolution (µt)t∈(0,T ) an L2-flow. A function
v ∈ L2(µ,Rn) satisfying (2.1), (2.2) is called a generalized velocity vector.
Remark 2.3. This definition is based on the observation that for a smooth evolu-
tion (Mt)t∈(0,T ) with square-integrable mean curvature H(t, ·) and square-integrable
normal velocity vector V (t, ·)
d
dt
∫
Mt
ζ(t, x) dHn−1(x)−
∫
Mt
∂tζ(t, x) dHn−1(x)−
∫
Mt
∇ζ(t, x) · V (t, x) dHn−1(x)
=
∫
Mt
H(t, x) · V (t, x)ζ(t, x) dHn−1(x).
Integrating this equality in time and using Ho¨lders inequality on the right-hand side
implies (2.2).
Any generalized velocity is (in a set of good points) uniquely determined by the
evolution (µt)t∈(0,T ). In particular, in the case that (µt)t∈(0,T ) describes a smooth
evolution of smooth hypersurfaces the generalized velocity coincides with the classical
velocity of hypersurfaces.
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Proposition 2.4. [35, Proposition 3.3] Let (µt)t∈(0,T ) be an L2-flow and set µ :=
L1 ⊗ µt. Let v ∈ L2(µ, Rn) be a generalized velocity field in the sense of Definition
2.2. Then (
1
v(t0, x0)
)
∈ T(t0,x0)µ (2.3)
holds in µ-almost all points (t0, x0) ∈ ΩT where the tangential plane of µ exists.
The evolution (µt)t∈(0,T ) uniquely determines v in all points (t0, x0) ∈ ΩT where both
tangential planes T(t0,x0)µ and Tx0µ
t0 exist.
We next define on the level of phase field approximation diffuse surface area mea-
sures.
Definition 2.5. For ε > 0, t ∈ (0, T ) define a Radon measures µtε on Ω,
µtε :=
(ε
2
|∇uε|2(t, ·) + 1
ε
W (uε(t, ·))
)
Ln, (2.4)
and for ε > 0 Radon measures µε on ΩT ,
µε :=
(ε
2
|∇uε|2 + 1
ε
W (uε)
)
Ln+1. (2.5)
We will show, that the surface area measures µtε converge in the limit ε→ 0 to an
L2-flow.
To the diffuse surface energy measures µtε we associate a normal direction νε(t, ·),
varifolds V tε , and Radon measures µ˜ε, respectively, defined by
νε :=
{
∇uε
|∇uε| if |∇uε| > 0,
~e1 else,
(2.6)
V tε (η) :=
∫
Ω
η(x, νε(t, x)
⊥) dµtε(x) for η ∈ C0c (Ω×Gn,n−1), (2.7)
µ˜ε := ε|∇uε|2 Ln+1. (2.8)
3. Main results
Theorem 3.1. Let n = 2, 3 and let (uε)ε>0, (gε)ε>0, and (u
0
ε)ε>0 be given such that
(1.1)-(1.4) holds, and such that
sup
ε>0
µ0ε(Ω) =: Λ0 < +∞. (3.1)
Then there exists a subsequence ε → 0, a phase indicator function u ∈ BV (ΩT ) ∩
L∞(0, T ;BV (Ω; {−1, 1}), an L2-flow (c−10 µt)t∈(0,T ), and a vector-field g ∈ L2(µ;Rn)
such that the following properties hold:
(1) Convergence of phase fields
uε → u in L1(ΩT ), (3.2)
uε(t, ·) → u(t, ·) in L1(Ω) for all t ∈ [0, T ]. (3.3)
Moreover, u ∈ C0, 12 ([0, T ], L1(Ω)).
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(2) Convergence of diffuse surface area measures
µε → µ as Radon-measures on ΩT , (3.4)
µtε → µt for all t ∈ [0, T ], as Radon measures on Ω, (3.5)
µt ≥ c0
2
|∇u(t, ·)|. (3.6)
(3) Convergence of force fields
lim
ε→0
∫
ΩT
−η · ∇uεgε dx dt =
∫
ΩT
η · g dµ (3.7)
holds for all η ∈ C0c (ΩT ).
(4) Motion law.
v = H + g (3.8)
holds µ-almost everywhere, where H(t, ·) denotes the weak mean curvature of
µt and where v denotes the generalized velocity of (µt)t∈(0,T ) in the sense of
Definition 2.2.
Remark 3.2. Our formulation of forced mean curvature flow can be understood as
a generalized formulation of forced mean curvature flow for phase boundaries. In
particular, H, v, and g restricted to the phase interface ∂∗{u = 1} are a property of
u and do not depend on µ. In fact, by [35, Proposition 4.5] we know that V := v · ∇u|∇u|
belongs to L1(|∇u|) and that for every η ∈ C1c (ΩT )∫ T
0
∫
Ω
V (t, ·)η(t, ·) d|∇u(t, ·)| dt = −
∫ T
0
∫
Ω
u(t, x)∂tη(t, x) dxdt,
holds. By (2.3) and the rectifiability of ∂∗{u = 1} we conclude that V is Hn-almost
everywhere on ∂∗{u = 1} uniquely determined by u. Moreover, by [31] we have that
H(t, ·) restricted to ∂∗{u(t, ·) = 1} is Hn−1-almost everywhere uniquely determined
by u(t, ·). Therefore (3.8) shows that also g restricted to ∂∗{u = 1} is a property of
u.
Remark 3.3. Our main results hold also if Ω is unbounded, with the only change
that the limiting phase field u does not belong to L1(ΩT ) but for all D b Ω to
L1((0, T )×D) and that the convergence in (3.2), (3.3) is for all D b Ω in L1((0, T )×
D) and L1(D), respectively. To obtain the corresponding compactness properties,
in Proposition 4.2 we use in the case that Ω is bounded the Modica–Mortola result
[33] on the Gamma convergence of the diffuse area. If Ω is unbounded one uses the
Gamma convergence with respect to the L1loc topology [14] instead.
4. Proof of Theorem 3.1
At several instances we will pass to subsequences ε→ 0 without relabelling. Many
arguments are from [35]; to make the paper self-consistent we give in any case at
least a sketch of proof.
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4.1. Uniform estimates. By our assumption (1.4) we have a uniform bound on the
action functional for the sequence (uε)ε>0, i.e.
Sε(uε) =
∫
ΩT
(√
ε∂tu+
1√
ε
(− ε∆u+ 1
ε
W ′(u)
))2
dx dt =
∫
ΩT
1
ε
g2ε dxdt ≤ Λ.
In particular all results from [35] apply. We next prove uniform bounds for the surface
area and for diffuse analog of the velocity and mean curvature. We denote by wε the
chemical potential, that is the L2-gradient of the diffuse surface energy,
wε := −ε∆uε + 1
ε
W ′(uε).
From (1.3), (1.4) we deduce that for any 0 ≤ t0 ≤ T
Λ ≥
∫ t0
0
∫
Ω
1
ε
(
ε∂tuε + wε
)2
dxdt
=
∫ t0
0
∫
Ω
(
ε(∂tuε)
2 +
1
ε
w2ε
)
dxdt+ 2Eε(uε(t0, ·))− 2Eε(uε(0, ·)),
which, by (1.4) and (3.1), yields that∫
ΩT
(
ε(∂tuε)
2 +
1
ε
w2ε
)
dxdt ≤ Λ + 2Λ0, (4.1)
max
0≤t≤T
Eε(uε(t, ·)) ≤ 1
2
Λ + Λ0. (4.2)
We next derive an estimate on the change of the diffuse surface area measures in
time.
Lemma 4.1. There exists C = C(Λ,Λ0) such that for all ψ ∈ C1(Ω)∫ T
0
|∂tµtε(ψ)| dt ≤ C‖ψ‖C1(Ω). (4.3)
Proof. Using (1.3) we compute that
2∂tµ
t
ε(ψ) =
∫
Ω
1
ε
gε(t, x)
2ψ(x) dx−
∫
Ω
(
ε(∂tuε)
2 +
1
ε
w2ε
)
(t, x)ψ(x) dx
− 2
∫
Ω
ε∇ψ(x) · ∂tuε(t, x)∇uε(t, x) dx. (4.4)
By (4.1), (4.2) we obtain∣∣∣2 ∫
ΩT
ε∇ψ · ∂tuε∇uε dxdt
∣∣∣ ≤ ∫
ΩT
|∇ψ|(ε(∂tuε)2 + ε|∇uε|2) dxdt
≤C(Λ,Λ0, T )‖∇ψ‖C0(Ω) (4.5)
and deduce from (1.4), (4.1), (4.4), (4.5) that∫ T
0
|∂tµtε(ψ)| dt ≤ C(Λ,Λ0, T )
(
‖ψ‖C0(Ω) + ‖∇ψ‖C0(Ω)
)
,
which proves (4.3). 
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4.2. Convergence of phase fields and diffuse surface area measures.
Proposition 4.2. There exists a subsequence ε→ 0 and a phase indicator function
u ∈ BV (ΩT , {−1, 1}) ∩ L∞(0, T ;BV (Ω)) such that (3.2), (3.3) hold. Moreover u ∈
C0,1/2(0, T ;L1(Ω)).
Proof. By (4.1), (4.2) we can apply the compactness and lower bound from Mod-
ica and Mortola [33, 32] in the time-space domain and obtain the existence of
u ∈ BV (ΩT , {−1, 1}) such that (3.2) holds for a subsequence ε → 0 and such that
uε(t, ·) → u(t, ·) for almost all t ∈ (0, T ). Next we apply again [33, 32] and we obtain
from (4.2) that u(t, ·) ∈ BV (Ω) with uniformly bounded BV -norm. Moreover, for
the function
G(r) :=
∫ r
0
√
2W (s) ds (4.6)
and almost all t ∈ (0, T ) we have G(uε(t, ·)) → c02 u(t, ·) and hence for almost all
t1, t2
c0
2
∫
Ω
|u(t1, x)− u(t2, x)| dx = lim
ε→0
∫
Ω
|G(uε(t1, x))−G(uε(t2, x))| dx
=
∫
Ω
∣∣∣ ∫ t2
t1
∂τG(uε(τ, x)) dτ
∣∣∣ dx
=
∫
Ω
∣∣∣ ∫ t2
t1
∂τuε(τ, x)
√
2W (uε(τ, x)) dτ
∣∣∣ dx
≤
(∫
ΩT
ε(∂τuε(τ, x))
2 dxdτ
)1/2∣∣∣ ∫ t2
t1
∫
Ω
2
ε
W (uε(t, x)) dxdt
∣∣∣1/2
≤
√
|t1 − t2|C(Λ,Λ0, T ),
where we have used (4.1), (4.2). This shows that u can be extended to u ∈
C0,1/2([0, T ], L1(Ω)). Then we also obtain uε(t, ·) → u(t, ·) for all t ∈ (0, T ). 
We next prove the convergence of the surface area measures µε and µ
t
ε for almost
all times.
Proposition 4.3. There exists a subsequence ε → 0 and Radon measures µt, t ∈
[0, T ], such that (3.5), (3.6) hold, such that
µε → µ as Radon measures on ΩT , µ = L1 ⊗ µt, (4.7)
and such that for all ψ ∈ C1(Ω) the function
t 7→ µt(ψ) is of bounded variation in (0, T ). (4.8)
Proof. [35, Proposition 4.2] By (4.2) we see that µε is uniformly bounded. Therefore
we can select a subsequence ε → 0 such that µε → µ for a Radon-measures µ on
ΩT . Choose next a countable family (ψi)i∈N ⊂ C1(Ω) which is dense in C0(Ω). By
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Lemma 4.1 and a diagonal-sequence argument there exists a subsequence ε→ 0 such
that for all i ∈ N and almost all t ∈ (0, T )
mi(t) := lim
ε→0
µtε(ψi) exists and (4.9)
t 7→ mi(t) is of bounded variation on (0, T ). (4.10)
Next it is possible to extend (4.9) to the co-countable subset of [0, T ] where none of
the functions mi has a jump. In a second step we can pass to a subsequence such
that (4.9) holds for all t ∈ [0, T ]. Taking now an arbitrary t ∈ [0, T ] by (4.2) there
exists a subsequence ε→ 0 such that
µt := lim
ε→0
µtε exists. (4.11)
Hence µt(ψi) = mi(t) and since (ψi)i∈N is dense in C0(Ω) we can identify all limit
points of (µtε)ε>0 and obtain (4.11) for the whole sequence above and for all t ∈ [0, T ],
which proves (3.5). Moreover, by [32] we have
lim
ε→0
µtε ≥ lim sup
ε→0
|∇G(uε(t, ·))| ≥ |∇G(u(t, ·))| = c0
2
|∇u(t, ·)|.
By the Dominated Convergence Theorem we conclude that for any ζ ∈ C0(ΩT )∫
ΩT
ζ dµ = lim
ε→0
∫
ΩT
ζ dµε = lim
ε→0
∫ T
0
∫
Ω
ζ(t, x) dµtε(x) dt =
∫ T
0
∫
Ω
ζ(t, x) dµt(x) dt,
which implies that µ decomposes as in (4.7). 
4.3. Integrality of the limit measures. One key result is that the limits µt of the
diffuse surface area measures are not just Radon measures but geometric objects in
the sense of being, up to a constant, integer-rectifiable with a weak mean curvature
H(t) ∈ L2(µt). To derive this property we crucially use a compactness property and
lower bound proved in [36].
Proposition 4.4. For almost all t ∈ (0, T )
1
c0
µt is an integral (n− 1)-varifold,
µt has weak mean curvature H(t, ·) ∈ L2(µt,Rn).
Moreover, ∫
ΩT
|H|2 dµ ≤ lim inf
ε→0
∫
ΩT
1
ε
w2ε dxdt < C(Λ,Λ0) (4.12)
and for the Radon measures µ˜ε defined in (2.8) we obtain that
µ˜ε → µ as Radon measures on ΩT . (4.13)
Finally we deduce that for all η ∈ C0c (Ω,Rn)
lim
ε→0
∫
ΩT
η(t, x) · wε(t, x)∇uε(t, x) dxdt =
∫
ΩT
η(t, x) ·H(t, x) dµ(t, x). (4.14)
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Proof. By (4.1), (4.2) and Fatou’s Lemma
lim inf
ε→0
(
µtε(Ω) +
1
ε
∫
Ω
w2ε(x, t) dx
)
< +∞, (4.15)
holds for L1-a.e. t ∈ (0, T ). For every t ∈ (0, T ) such that (4.15) hold we can
apply [36, Theorems 4.1 and 5.1, Proposition 4.9]. Hence there exists a subsequence
εi → 0 (i → ∞) (that may depend on t) such that µtεi converge as Radon measures
(by (3.5) the limit is given by µt), and such that
1
c0
µt is an integral varifold with weak mean curvature H(t, ·) ∈ L2(µt),∫
Ω
|H(t, x)|2 dµt(x) ≤ lim inf
ε→0
1
ε
∫
Ω
wε(t, x)
2 dx. (4.16)
Moreover, for any subsequence εi → 0 (i → ∞) such that (4.15) is satisfied by [36,
Theorem 4.1, Proposition 4.9] we have
V tεi
i→∞→ µt as varifolds on Ω, (4.17)
εi
2
|∇uεi(t, ·)|2 −
1
εi
W (uεi(t, ·)) → 0 in L1(Ω), (4.18)
and by [36, Proposition 4.10] for any ψ ∈ C1c (Ω)
lim
i→∞
∫
Ω
ψ(x) · wεi(t, x)∇uεi(t, x) dx = − lim
i→∞
δV tεi(ψ) (4.19)
= − δµt(ψ) =
∫
Ω
ψ(x) ·H(t, x) dµt(x).
By a refined version of Lebesgue’s Dominated Convergence Theorem it follows [35,
Proposition 6.1] that
ε
2
|∇uε|2 − 1
ε
W (uε) → 0 in L1(ΩT ), (4.20)∫
ΩT
η · wε∇uε dxdt →
∫
ΩT
ψ ·H dµ. (4.21)
In particular we deduce (4.13) from (4.20) and (3.4) since
lim
ε→0
µ˜ε = lim
ε→0
(
µε +
(ε
2
|∇uε|2 − 1
ε
W (uε)
)
Ln+1
)
= µ.
Finally (4.12) follows from (4.16), Fatous Lemma, and (4.1). 
4.4. Existence of a generalized velocity.
Lemma 4.5. There exists a function v ∈ L2(µ,Rn) such that
lim
ε→0
∫
ΩT
−η(t, x) · ε∂tuε(t, x)∇uε(t, x) dxdt =
∫
ΩT
η(t, x) · v(t, x) dµ(t, x) (4.22)
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for all η ∈ C0c (ΩT ,Rn), and such that∫
ΩT
|v|2 dµ ≤ lim inf
ε→0
∫
ΩT
ε(∂tuε)
2 dxdt. (4.23)
Moreover, (c−10 µ
t)t∈(0,T ) is an L2-flow with generalized velocity v in the sense of Def-
inition 2.2.
Proof. We prove the lemma in three steps.
Step 1. We define approximate velocity vectors vε : ΩT → Rn by
vε :=
{− ∂tuε|∇uε| ∇uε|∇uε| if |∇uε| 6= 0,
0 otherwise.
(4.24)
and deduce from (4.1) that∫
ΩT
|vε|2 dµ˜ε ≤
∫
ΩT
ε(∂tuε)
2 dxdt ≤ Λ + 2Λ0. (4.25)
Therefore (µ˜ε, vε) is a measure-function pair in the sense of [25]. By (4.13) and [25,
Theorem 4.4.2] we deduce that there exists a subsequence ε → 0 and a function
v ∈ L2(µ,Rn) verifying
− lim
ε→0
∫
ΩT
η · ε∂tuε∇uε dxdt = lim
ε→0
∫
ΩT
η · vε dµ˜ε =
∫
ΩT
η · v dµ,
for every η ∈ C0c (ΩT ,Rn), which shows (4.23).
Step 2. We claim that (c−10 µ
t)t∈(0,T ) is an L2-flow with generalized velocity v. First
we have to verify (2.1). With this aim let
Pε := Id− νε ⊗ νε.
Moreover denote by P (t, x) : Rn → Txµt ⊂ Rn the orthogonal projection onto Txµt
whenever this tangential plane exists, and set P (t, x) to be the orthogonal projection
onto ~e⊥1 ⊂ Rn otherwise. Equation (2.1) follows from the identity∫
ΩT
η(t, x) · P (t, x)v(t, x) dµ(t, x) = lim
ε→0
∫
ΩT
η(t, x) · Pε(t, x)vε(t, x) dµ˜ε(t, x) = 0,
(4.26)
which holds for all η ∈ C0c (ΩT ). The proof of this statement uses arguments from [34,
Proposition 3.2]. By the varifold convergence of V tε and a Lebesgue-type argument
one first obtains strong convergence (in the sense of [25]) for the measure function
pair (µ˜ε, Pε). Furthermore, by (4.22) we have weak convergence for the measure
function pair (µ˜ε, vε) and (4.26) follows, see [35, Lemma 6.3] for details.
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Step 3. In order to conclude we have to prove that (2.2) holds. By similar calculation
as in (4.4) we compute that for any η ∈ C1c (ΩT ),
2∂tµ
t
ε(η(t, ·)) =
∫
Ω
1
ε
gε(t, x)
2η(t, x) dx−
∫
Ω
(
ε(∂tuε)
2 +
1
ε
w2ε
)
(t, x)η(t, x) dx
+ 2
∫
Ω
∂tη(t, x) dµ
t
ε(x)− 2
∫
Ω
ε∇η(t, x) · ∂tuε(t, x)∇uε(t, x) dx.
(4.27)
Integrating this equality in time and using (1.4), (4.1) we deduce that∣∣∣ ∫
ΩT
∂tη(t, x) dµε(t, x)−
∫
ΩT
ε∇η(t, x) · ∂tuε(t, x)∇uε(t, x) dxdt
∣∣∣
≤C(Λ,Λ0)‖η‖C0(ΩT ). (4.28)
Due to (3.4) and (4.22) this implies (2.2). 
4.5. Convergence to forced mean curvature flow. We are now ready to pass
to the limit ε→ 0 in (1.1).
Proposition 4.6. There exists a subsequence ε → 0 and a function g ∈ L2(µ,Rn)
such that
lim
ε→0
∫
ΩT
−η · ∇uεgε dx dt =
∫
ΩT
η · g dµ (4.29)
for all η ∈ C0c (Ω,Rn) and∫
ΩT
|g|2 dµ ≤ lim inf
ε→0
∫
ΩT
1
ε
g2ε(x, t) dxdt. (4.30)
Moreover (µt)t∈(0,T ) and g satisfy∫
ΩT
η · v dµ =
∫
ΩT
η · (H + g) dµ (4.31)
for all η ∈ C0c (Ω,Rn), which implies (3.8). Finally the energy inequality
−
∫
ΩT
∂tζ dµ ≤
∫
ΩT
v · ∇ζ dµ− 1
2
∫
ΩT
(|v|2 + |H|2)ζ dµ
+
1
2
‖ζ‖C0(ΩT ) lim infε→0
∫
ΩT
1
ε
g2ε dxdt. (4.32)
holds for all ζ ∈ C1c (ΩT ) with ζ ≥ 0.
Proof. From (1.4) we deduce that
~gε := − gε
ε|∇uε|νε
satsifies for all ε > 0 ∫
ΩT
|~gε|2 dµ˜ε ≤
∫
ΩT
1
ε
g2ε dxdt ≤ Λ.
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Since µ˜ε → µ by (4.13) we deduce from [25] the existence of a subsequence ε → 0
and of g ∈ L2(µ) such that (4.30) and
lim
ε→0
∫
ΩT
η · ~gε dµ˜ε =
∫
ΩT
η · g dµ for all η ∈ C0c (ΩT )
holds. By the definition of µ˜ε and ~gε this is equivalent to (4.29). Multiplying (1.1)
with −η · ∇uε and integrating yields∫
ΩT
−η · ε∂tuε∇uε dxdt =
∫
ΩT
η · ∇uεwε − η · gε∇uε dxdt.
Using (4.14), (4.22), (4.29) we can pass to the limit ε→ 0 in this equation and arrive
at (4.31).
To prove (4.32) we rewrite (4.27) and integrate in time to obtain∫
ΩT
−∂tζ dµε = −
∫
Ω
ε∇ζ(t, x) · ∂tuε(t, x)∇uε(t, x) dxdt
− 1
2
∫
ΩT
ζ
(
ε(∂tuε)
2 +
1
ε
w2ε
)
dxdt+
∫
ΩT
1
2ε
g2ε ζ dxdt.
By (3.4), (4.22), and (4.12), (4.23) we then deduce (4.32). 
5. Applications
5.1. Small perturbations of the Allen–Cahn equation and motion by mean
curvature. For ‘small perturbations’ of the Allen–Cahn equation in the sense that∫
ΩT
1
ε
g2ε(t, x) dxdt → 0 as ε→ 0 (5.1)
Theorem 3.1 implies that we obtain motion by mean curvature in the limit. This
shows a stability of the convergence of the Allen–Cahn equation to mean curvature
flow. In fact, we obtain here the convergence to an enhanced motion in the sense of
Ilmanen [28].
Proposition 5.1. Assume that (1.1)-(1.3) hold, and that the perturbations (gε)ε>0
satisfy (5.1). Then the conclusions of Theorem 3.1 hold with g = 0. Moreover,
(µt)t∈(0,T ) is a Brakke motion. If we in addition assume that the initial data are
well-prepared, in the sense that
lim
ε→0
µ0ε →
c0
2
|∇u(0, ·)|, (5.2)
then the L2-flow ( 1
c0
µt)t∈(0,T ) together with the current associated to ∂∗{u = 1} is an
enhanced motion in the sense of [28] with initial condition ∂∗{u(0, ·) = 1}.
Proof. By (5.1) we can apply Theorem 3.1 and by (4.30) we obtain that g = 0. From
(4.32) and (3.8) we further conclude that
−
∫
ΩT
∂tζ dµ ≤
∫
ΩT
H · ∇ζ dµ−
∫
ΩT
ζ |H|2 dµ (5.3)
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holds for all ζ ∈ C1c (ΩT ) with ζ ≥ 0. This is a time-integrated version of Brakkes
inequality. Now one derives from (5.3), following Evans and Spruck [21, Theorem
7.1], that (µt)t∈(0,T ) is a Brakke motion.
Further, we have proved in [35, Proposition 8.2] that there exists a nonnegative
function p ∈ L2(µ) such that
c0
2
|∇′u| ≤ pµ,
where ∇′ = (∂t,∇x)T denotes the time-space gradient in R × Rn. This implies by
(4.2) that ∫
(t,t+τ)×Ω
c0
2
d|∇′u|(t, x)
≤ ‖p‖L2(µ)
(∫ t+τ
t
µs(Ω) ds
)1/2
≤ τ 12‖p‖L2(µ)C(Λ,Λ0, T ). (5.4)
By (3.6), (5.2), (5.4), and since (µt)t∈(0,T ) moves by Brakke motion, we can conclude
that (µt)t∈(0,T ) and ∂∗{u = 1} constitute an enhanced motion with initial condition
∂∗{u(0, ·) = 1}. 
Remark 5.2. For an enhanced motion Ilmanen [28] proves consistency and regularity
results. In particular, the initial surface ∂∗{u0 = 1} can be perturbed to one whose
evolution is smooth Hn-almost everywhere in ΩT .
Remark 5.3. Actually the conclusions of Proposition 4.6 still hold under weaker
assumptions on the perturbation gε, namely it is sufficient that (gε)ε>0 satisfies (1.4)
and that (3.7) holds with g = 0.
5.2. Equation with perturbed double-well potential and a drift term. In
this section we consider (1.1) with perturbations of the form
gε(t, x) = εbε(t, x) · ∇uε(t, x) + fε(t, x)
√
2W (uε(t, x)) (5.5)
with bε : ΩT → Rn, fε : ΩT → R given. Whereas the first term describes a drift, the
term fε(t, x)
√
W (uε(t, x)) may arise from a perturbation of the double well potential.
Kobayashi [29], for instance, introduced such a term as a thermodynamic driving force
in a model for dendritic crystal growth. He proposed a potential of the form
Wε(r,m) = W (r) +
(2
3
(r + 1)3 − 2(r + 1)3
)
m,
with m = εf , where f may be a function depending on other quantities such as the
temperature. This gives
∂rWε(r,m) = W
′(r) + 2(r2 − 1)m = W ′(r) + 4m
√
W (r).
and yields in (1.1) a pertubative term
gε = 4f
√
W (uε).
Barles and Soner [3] and Barles, Soner, and Souganidis [2] considered phase field
models of Allen–Cahn type with a perturbation of the form (5.5). They proved the
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convergence to forced mean curvature flow in a viscosity solutions formulations under
the assumption that bε = bε(x) and fε = fε(t, x) are uniformly Lipschitz continuous
in time and space.
Our Theorem 3.1 covers this situation under weaker assumptions on the regularity
of the forcing term.
Proposition 5.4. Consider (1.1) with a perturbation of the form (5.5) and assume
that there exists Λ1 > 0 independent of ε > 0 such that∫ T
0
sup
x∈Ω
(
|fε(t, x)|2 + |bε(t, x)|2
)
dt ≤ Λ1. (5.6)
Then the conclusions of Theorem 3.1 hold. Moreover, we obtain that the limiting
forcing term is given by
g(t, x) = −(P (t, x)− Id)b− f(t, x), (5.7)
where P (t, x) : Rn → Txµt denotes the orthogonal projection onto the tangential plane
Txµ
t of µt and b and f are determined by∫
ΩT
b · η dµ = lim
ε→0
∫
ΩT
bε · η ε|∇uε|2dxdt, (5.8)∫
ΩT
f · η dµ = lim
ε→0
∫
ΩT
fε
√
2W (uε)∇uε · η dxdt. (5.9)
Finally, in the case that bε, fε are continuous and converge as ε → 0 uniformly in
ΩT to b̂ and f̂ , then b = b̂ on supp(µ) and f µ =
c0
2
f̂∇u.
Proof. We have to verify that gε satisfies (1.4). We first show a uniform bound on the
diffuse surface surface area. With this aim we set as above wε = −ε∆uε + 1εW ′(uε)
and compute
d
dt
∫
Ω
(ε
2
|∇uε|2(t, x) + 1
ε
W (uε(t, x))
)
dx
=
∫
Ω
wε(t, x)∂tuε(t, x) dx
=
∫
Ω
−1
ε
w2ε(t, x) + wε(t, x)
(
bε(t, x) · ∇uε(t, x) + 1
ε
fε(t, x)
√
W (uε(t, x))
)
dx
≤
∫
Ω
(ε
2
|bε(t, x)|2|∇uε(t, x)|2 + 1
ε
fε(t, x)
2W (uε(t, x))
)
dx
≤ sup
x∈Ω
(
|fε(t, x)|2 + |bε(t, x)|2
)∫
Ω
(ε
2
|∇uε|2(t, x) + 1
ε
W (uε(t, x))
)
dx.
Hence Gronwall’s inequality and (5.6) imply that
Eε(uε(t, ·)) ≤ Eε(uε(0, ·))eΛ1 . (5.10)
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Under the assumption (3.1) on the initial data we deduce that∫
ΩT
1
ε
gε(t, x)
2 dx dt ≤ 2
∫
ΩT
(
ε|bε(t, x)|2|∇uε(t, x)|2 + 1
ε
fε(t, x)
2W (uε(t, x))
)
dx dt
≤ 4
∫ T
0
sup
x∈Ω
(
|fε(t, x)|2 + |bε(t, x)|2
)
Eε(uε(t, ·)) dt
≤ 4Λ0eΛ1Λ1, (5.11)
which verifies (1.4). Therefore we obtain (1.5) with g satisfying (3.7). To prove the
representation formula (5.7), with b, f as in (5.8), (5.9), we compute∫
ΩT
−η · ∇uεgε dxdt =
∫
ΩT
−η · (Pε − Id)bε dµ˜ε
−
∫
ΩT
fε
√
2W (uε)∇uε · η dxdt (5.12)
To characterize the limit of the right-hand side of this equation we first observe that
by (4.2), (5.6) we have
sup
ε>0
∫
ΩT
|bε|2 + |~fε|2 dµ˜ε ≤ 2 sup
ε>0
∫ T
0
sup
x∈Ω
(
|bε(t, x)|2 + fε(t, x)2
)
Eε(uε(t, ·)) dt < ∞,
where we defined
~fε := fε
√
2W (uε)
ε|∇uε| νε. (5.13)
By (4.20) and [25, Theorem 4.4.2] there exist b, f ∈ L2(µ) and a subsequence ε→ 0
such that (5.8) and∫
ΩT
f · η dµ = lim
ε→0
∫
ΩT
~fε · η dµ˜ε = lim
ε→0
∫
ΩT
η · fε
√
2W (uε)∇uε dxdt,
which is (5.9), are satisfied. By varifold convergence and an argument similar to that
one used in [34, Proposition 3.2], [35, Lemma 6.3] one obtains that (Pε, µ˜ε) converges
to (P, µ) strongly as measure-function pairs. Together with (5.8) this implies that
lim
ε→0
∫
ΩT
−η · (Pε − Id)bε dµ˜ε = ∫
ΩT
−η · (P − Id)b dµ.
By (5.9), (5.12), this proves the characterization of g.
In the case that bε → bˆ uniformly in ΩT we obtain from (5.8) that b = bˆ on
supp(µ). To characterize f in (5.9) we observe that for G as in (4.6)∫
ΩT
η · fε
√
2W (uε)∇uε dxdt =
∫
ΩT
η · fε∇G(uε) dxdt.
By [32] we have that ∇G(uε) → c02∇uε weakly as measures and since fε → f
uniformly we conclude that∫
ΩT
f · η dµ = c0
2
∫
ΩT
fη · ∇u.
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
Remark 5.5. By the same arguments we also can allow for pertubations of the form
gε = εfε|∇uε| as were considered by Benes and Mikula [7] in a model for phase
transitions and by Benes, Chalupecky´, and Mikula in image processing [6].
5.3. Application to Mullins-Sekerka problem with kinetic undercooling.
Here we apply our main Theorem in a situation where the forcing term in the limit
is not concentrated on the phase interface but rather given by the trace of a Sobolev
function in the ambient space. As a concrete application we prove the convergence
of phase field approximations of the Mullins–Sekerka problem with kinetic under-
cooling. This improves in space dimensions n = 2, 3 an earlier result by Soner [39].
Throughout this section we will assume Ω = Rn. As noticed in Remark 3.3 our
main results apply also to this case. Let us consider the Allen–Cahn equation with
perturbations gε that are given by
gε(t, x) = θε(t, x)
√
2W (uε(t, x)), (5.14)
where we now assume that θε(t, ·) ∈ C1(Ω) for all t ∈ R and that
sup
ε>0
∫
ΩT
(
θ2ε + |∇θε|2
)
dxdt < ∞. (5.15)
We first show that we can derive from this control of θε in the bulk that the assump-
tion (1.4), which was necessary to apply Theorem 3.1, is satisfied by gε.
Proposition 5.6. Let sequences (uε)ε>0, (θε)ε>0 be given and define gε by (5.14).
Assume that (5.15) is satisfied and that uε, gε are solutions of (1.1)-(1.3). Further-
more let (3.1) hold for the initial data u0ε and assume that we have a uniform upper
bound on the density of the diffuse surface area measures,
sup
x∈Rn, R>0
µtε(BR(x))
Rn−1
≤ K(T ), ∀ t ∈ [0, T ). (5.16)
Then gε satisfies (1.4).
Proof. By [42, Theorem 5.12.4] it follows from (5.16) that for any ϕ ∈ C1c (Rn)∣∣∣∣∫
Rn
ϕ(x) dµ(x)
∣∣∣∣ ≤ KnM(µ)∫
Rn
|∇ϕ| dx. (5.17)
For R > 1 we choose a smooth cut-off function ϕR ∈ C1c (Rn) with ϕR ≥ 0 on Rn,
ϕR ≡ 1 on BR, ϕR ≡ 0 on B2R, and ‖∇ϕR‖L∞(Rn) ≤ 1. We then obtain that
1
ε
∫
BR
g2ε(t, x) dx =
∫
BR
θ2ε(t, x)
W (uε(t, x))
ε
dx ≤
∫
Rn
ϕR(x)θ
2
ε(t, x) dµ
t
ε(x). (5.18)
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Applying (5.17) with ϕ = ϕRθ
2
ε(t, ·) we deduce that the right-hand-side of (5.18) is
estimated by∫
Rn
ϕR(x)θ
2
ε(t, x) dµ
t
ε(x) ≤ KnK(T )
∫
Rn
|∇(ϕRθ2ε(t, ·))| dx
≤ KnK(T )
∫
Rn
θ2ε(t, ·)|∇ϕR|+ 2ϕR|θε(t, ·)∇θε(t, ·)| dx
≤ KnK(T )
∫
Rn
(
2θ2ε(t, ·) + |∇θε(t, ·)|2
)
dx.
With R → ∞ we deduce from (5.18), the last inequality, and (5.15) that (1.4)
holds. 
Next we apply Proposition 5.6 to the phase-fields approximation of the Mullins-
Sekerka problem with kinetic undercooling introduced in [39]. More precisely, let
(uε, θε)ε>0 be the unique, bounded, smooth solutions on Q := (0,+∞) × Rn to the
following Cauchy problem
ε∂tuε = ε∆uε − W
′(uε)
ε
+
√
2W (uε)θε in Q, (5.19)
∂tθε = ∆θε −
√
2W (uε)∂tuε in Q, (5.20)
uε(0, ·) = u0ε, θε(0, ·) = θ0ε , in Rn. (5.21)
Proposition 5.7. Let n = 2, 3 and let (uε, θε)ε>0 satisfy (5.19)-(5.21). Assume that
the initial data u0ε, θ
0
ε are well-prepared in the sense of [39, Section 2.4] and that
sup
ε>0
‖u0ε‖L∞(Rn) ≤ 1, (5.22)
sup
ε>0
∫
Rn
(
ε
2
|∇u0ε|2 +
W (u0ε)
ε
+ (θ0ε)
2
)
dx < C1 (5.23)
hold. Then there exists a subsequence ε→ 0 (not relabelled) and functions
θ ∈ L∞loc(0,∞;L2(Rn)) ∩ L2loc(0,∞;H1,2(Rn)),
u ∈ BVloc(Q) ∩ L∞(0,∞;BVloc(Rn, {−1, 1}),
such that
θε → θ weakly in L2loc(0,∞;H1,2(Rn)), (5.24)
θε(t, ·) → θ(t, ·) in L2loc(Rn), for every t ≥ 0, (5.25)
and
uε → u in Lploc(Q) for all 1 ≤ p <∞. (5.26)
Moreover the conclusion of Theorem 3.1 hold. In particular, there exists a measurable
function α : ∂∗{u = 1} → N such that, in the generalized formulation of Theorem
3.1,
v = H − 1
α
θν Hn − almost everywhere on ∂∗{u = 1}, (5.27)
where ν denotes the inner normal of {u = 1} on ∂∗{u = 1}.
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Finally we have for every η ∈ C∞c (Q) that
−
∫
Q
(∂tη + ∆η)θ dxdt =
c0
2
∫
Q
u∂tη dxdt. (5.28)
Remark 5.8. An example of well-prepared intial data is given by θ0ε = θ
0 ∈ C2c (Rn),
and u0ε(x) := γε(d∂E(x)/ε), where d∂E denotes the signed distance from the smooth
boundary of the open subset E of Rn, while γε are appropriate approximations of
the optimal transition profile tanh(·/√2).
Proof of Proposition 5.7. We show that Proposition 5.6 can be applied. The key
estimates have been proved in [39]. Firstly by (5.22) and the maximum principle
|uε(t, x)| ≤ 1 for every (t, x) ∈ Q. Hence (5.14) is satifsfied. Next, solutions of
(5.19)-(5.21) satisfy the energy identity
µtε(Rd) + ‖θε(t, ·)‖2L2(Rn) +
∫ t
0
∫
Rn
(
ε(∂tuε)
2 + |∇θε|2
)
dxdt = µ0ε(Rd) + ‖θ0ε‖L2(Rn)
(5.29)
and (5.24)-(5.26) follow from (5.29) and [39, Section 2.3, Proposition 3.4]. Finally
the crucial estimate (5.16) was shown in [39, Proposition 7.2]. By Remark 3.3 and
Proposition 5.6 we now can apply Theorem 3.1. To derive the limiting forcing term
g we consider the function G defined in (4.6) and observe that that by (3.7) for all
η ∈ C1c (Q)∫
Q
η · g dµ = lim
ε→0
∫
Q
−η · θε
√
2W (uε)∇uε dxdt
= lim
ε→0
∫
Q
−η · θε∇G(uε) dxdt
= lim
ε→0
∫
Q
G(uε)∇ · (ηθε) dxdt = c0
2
∫
Q
u∇ · (ηθ) dxdt, (5.30)
where we have used (5.24), (5.26). Now let α(t, x) := θn−1(c−10 µ
t, x) denote the
(n− 1)-dimensional density of c−10 µt in x. By the integrality of c−10 µt we obtain that
α is integer valued Hn-almost everywhere. From (5.30) we deduce that
gc0α = −c0θν
Hn-almost everywhere on ∂∗{u = 1} and (5.27) follows from (3.8).
To derive (5.28) we first multiply (5.20) with η ∈ C1c (Q), integrate over Q, do some
partial integrations, and use that
√
2W (uε)∂tuε = ∂tG(uε). This gives∫
Q
∂tηθε dxdt =
∫
Q
∇η · ∇θε − ∂tηG(uε) dxdt
and by (5.24), (5.26) we conclude that (5.28) holds. 
Remark 5.9. Proposition 5.7 improves the results obtained in [39] for space dimen-
sions n ≤ 3. Firstly we have shown that c−10 µt are for L1-a.e. t ∈ (0,+∞) integer
rectifiable, which implies by [8, Section 5.8] that the generalized mean curvature
vector H(t, ·) is µt-a.e. orthogonal to Txµt. Secondly we are closer to a pointwise
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formulation of the interface motion law on the phase boundary. The occurrence of
an integer factor α in (5.27) is typical in the varifold approach to the convergence in
phase field equations, see for example [11] and [40], or [37] for a situation where this
problem could be resolved.
5.4. Application to a model for diffusion induced grain boundary motion.
As another application we discuss a model for diffusion induced grain boundary
motion proposed by Cahn, Fife, and Penrose [9] that was analyzed in a couple of
different papers [22, 16, 17, 23]. The model describes the dynamics of two phases
of different orientations in a polycrystalline film and of the concentration of certain
atoms that diffuse along the grain boundaries from outside into the film. The system
is driven by the reduction of surface area of the grain boundary and a driving force
that depends on the concentration of the metal. In the model a free surface area of
the form
Fε(uε, cε) =
∫
Ω
ε
2
|∇uε|2 + 1
ε
W (uε) +
1
2ε
c2ε + (uε + 1)f(cε) dx (5.31)
is considered, where uε is a phase field that describes two different crystal-lattice
orientations indicated by the values uε = ±1 and where cε denotes the concentra-
tion field of atoms. Here W is a double well potential (typically a double obstacle
potential) and f is a given globally Lipschitz continuous function with f(0) = 0 and
f(r) ≥ 0 for r ∈ [0, 1], which is the range of physically meaningful values for cε. A
gradient flow dynamic is assumed, with respect to a scalar product that is of L2-
type in the first component and of H−1-type with degenerate mobility in the second
component,
‖(v1, v2)‖2(uε,cε) := ‖v1‖2L2(Ω) +
∫
Ω
D(uε)|∇Z(v2)|2
for a tangent vector (v1, v2) at (uε, cε) and for a suitable degenerate mobility function
D. Here z = Z(v2) denotes the solution of
−∇(D(uε)∇z) = v2.
These choices lead to a system of equations
ε∂tuε = ε∆uε − 1
ε
W ′(uε) + f(cε), (5.32)
ε∂tcε = ∇ ·
(
D(uε)∇
(
cε + ε (uε + 1)f
′(cε)
))
, (5.33)
complemented by initial and boundary conditions,
uε(0, ·) = u0ε, cε(0, ·) = c0ε in Ω (5.34)
∇uε · νΩ = 0, D(uε)∇cε · νΩ = 0 on (0, T )× ∂Ω. (5.35)
We choose in the following W to be the standard quartic double well potential,
assume that f is linear and consider the convergence as ε→ 0 of (5.32) only.
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Proposition 5.10. Let a sequence (uε, cε)ε>0 of solutions of (5.32)-(5.35) be given,
let f(r) = r, and assume that the initial data satisfy
Fε(u0ε, c0ε) ≤ Λ0 (5.36)
for all ε > 0. Then there exists a subsequence ε → 0, a phase indicator function
u ∈ BV (ΩT ) ∩ L∞(0, T ;BV (Ω; {−1, 1}), a L2-flow (µt)t∈(0,T ), and a function c ∈
L2(µ;Rn) such that the conclusions of Theorem 3.1 hold. In particular we obtain
that for all η ∈ C0c (ΩT )
lim
ε→0
∫
ΩT
η · ∇uεcε dx dt =
∫
ΩT
η · c dµ (5.37)
and that
H = v + c (5.38)
holds µ-almost everywhere.
Proof. Let us firstly notice that for every for every ε small enough
1
2ε
W (uε) +
1
4ε
c2ε ≤ 1 +
1
ε
W (uε) +
1
2ε
c2ε + cε(1 + uε)
Since t 7→ Fε(uε(t, ·), cε(t, ·)) is nonincreasing under the gradient flow dynamics we
obtain from the above inequality and (5.36) that
1
2
Eε(uε(t, ·)) + 1
4
∫
Ω
1
ε
c2ε(t, x) dx ≤ Ln(Ω) + Fε(uε(t, ·), cε(t, ·)) ≤ Λ0 + Ln(Ω).
This latter inequality furnishes the uniform bound needed to apply Theorem 3.1, and
the conclusions follow. 
Remark 5.11. We do not address here the questions of convergence in (5.33) and
of the right choice for the mobility function D in the case of a quartic double-well
potential. We expect that taking (5.33) into account will improve the convergence of
cε and in (5.32) and will allow to prove (5.33) for more general Lipschitz functions f .
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