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Resumo 
O que pretendemos com este trabalho é avançar o entendimento dos semigru-
pos maximais de interior não vazio no grupo linear especial Sl(n,IR). Uma das 
classes de semigrupos maximais no grupo Sl( n, IR) é formada pelos semigrupos de 
compressão de cones convexos, pontuais e geradores em IRn. 
Tomamos um cone convexo VJ.r, pontual e gerador e formamos o semigrupo de 
compressão S (W) formado pelas matrizes reais g com determinante positivo tais 
que gW esteja contido em W. lVIostramos que S(W.) é conexo. Concluimos daí 
que S (W) é formado pelo semigrupo de compressão de matrizes com determinante 
um também é conexo. Mostramos também que existe g em Sl(n,IR) tal que 
gW está contido em -w·. Concluimos que S(VJ.r) não é um semigrupo maximal, 
no entanto é um semigrupo maximal entre os conexos. Estas informações nos 
permitem determinar completamente os semigrupos maximais conexos de SI( n, IR) 
para n = 2,3. 
Estudamos o cone infinitesimal L( S (W)) associado ao semigrupo de com-
pressão S(W). Damos uma representação de L(S(W)) usando a aplicação mo-
mento de uma representação de uma álgebra de Lie. Para isto introduzimos uma 
órbita nilpotente da ação de SI( n, IR) no produto tensorial de um espaço vetorial 
V pelo seu duaL Identificamos este produto tensorial com a álgebra de Lie g[(V) 
das transformações lineares de V. 
Tratamos também de cones auto-duais e mostramos alguns resultados interes-
santes. 
Além disso, definimos vários outros cones no espaço das matrizes, associados 
a um cone W de Rn. Nosso objetivo foi desenvolver no-vas ferramentas que aju-
dassem a entender o semigrupo S (W). Discutimos algumas propriedades destes 
cones e estabelecemos relações entre eles. 
lX 
Abstract 
The purpose of this work is to ad:vanced the understanding about the maximal 
semigroups with nonempty interior in the speciallinear group Sl(n,R). 
The compression semigroup of a convex pointed and generating cone form one 
of the classes of maximal semigroups in the group Sl(n,R). 
Let W C Rn be a pointed and generating cone and form the compression 
semigroup S (W) of the real matrices with positive determinant leaving W invari-
ant. We prove that S(W) is path connected. Sw = {g E Sl(n,R): gvV C W} is 
connected too. 
Also we prove the existence of g in Sl(n,R) such that gl-F C -W. So that Sw 
is not a maximal semigroup. However we get that Sw is a maximal connected 
semigroup. This informations leave us determinate completely the connected 
maximal semigroups in SI( n, R) to n = 2, 3. 
We study the infinitesimal cone L(S(W)) associated to the compression semi-
group S(Ul). 
We give a representation of L(S(W)) using the moment map of the represen-
tation of a Lie algebra. To do this we introduce a nilpotent orbit of the action of 
Sl(n, JR) on the tensorial product of the vetorial space V by its dual. We identify 
this tensorial product with the Lie algebra gl (V) of the linear transformations of 
v. 
We a1so treat the self dual cones and prove some interesting results. 
Furthermore, we define some other cones in the matrix space, associated to 
the cone W. Our objetiveis introduce new results to help the understanding of 
the semigroup S (W). We discuss some properties and relations between of these 
cones. 
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2 Sumário 
Introdução 
O que pretendemos com este trabalho é avançar o entendimento dos 
semigrupos maximais de interior não vazio no grupo linear ~pedal 
Sl( n, IR). De acordo com a t-eoria geral de se~grupos eni grupos semi-
simples, desenvolvida em [11], uma das classes ·de semigrupos m'a."Cimais 
no grupo SI( n, R) é formada pelos semigrupos de compressão de co~es 
em Rn, isto é, por semigrupos do tipo 
Sw = {g E Sl(n,JR): gl-V c W} 
onde U' é um cone convexo, pontual e gerador em lRn. Essa classe 
de semigrupos maximais está naturalmente associada a uma das fron-
teiras de Sl (n,lR), o espaço projetivo pn-l: O objetivo deste trabalho 
é estudar as propriedades desses semigrupos. 
No Capítulo 1 fazemos u:rn catálogo dos principais conceitos e re-:. 
sultados que serão usados ao longo da tese. Coloc.amos .a definição de 
um cone em um espaço vetorial topológico e suas especificidades. Im-
portante ressaltar, além de todas as definições abordadas. o teorema 
da invariança de um cone lV gerador sob a ação de um campo vetorial 
localmente Lipschitziano. 
Damos também, com relação a semigrupos, uma série de definições 
e resultados. Definimos conjunto de controle e conjunto de controle 
invariante que são conceitos importantes nas técnicas abordadas neste 
trabalho. Fazemos ainda uma discussão sobre v-ariedades Grassman-
nianas Grk ( n), dos s1,1bespaços de dimensão k de lRn, que são variedades 
compactas de dimensão k(n- k) com uma ação transitiva de SI (n,JR). 
Fechando o capítulo, citamos dois resultados sobre a eXistência de con-
junto de controle invariante em variedades homogêneas compactas. 
3 
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No Capítulo 2 tomamos nr um cone convexo, pontual e gerador, 
· formamos seu semigrupo de compressão 
S(l-V) = {g É Gl+(n,JR): gW c W} 
onde Gl+(n,JR) representa o grupo de matrizes reais com determinantes 
positivos. Nosso propósito neste capítulo foi provar que os semigrupos 
S(U.T) e Sw são conexos. Mostramos também.que existe g E Sl(n,JR) 
tal que gW C -",r de onde concluímos que Sw não é um semigrupo 
maximal. Entretanto, podemos concluir que Sw é um semigrupo ma-
ximal conexo, no sentido que.8e Sw C T com T um semigrupo conexo 
de Sl(n,lR), então ou T...:... Sw ou T-:- Sl(n,lR). 
Também do fato que Sw é conexo concluímos que se C representa 
a classe de semigrupos S c Sl(n,:R) rom intS =f. 0, maximais conexos 
do tipo pn-:I, então 
C = { Sw : w· c Rn é um cone pontual e gerador} 
Isto permite determinar completamente os semigrupos maximais cone-
xos de Sl( n, R) para n = 2, 3 .. 
A partir do capítulo 3 estudamos·o cone infinitesimal L(Sw) as-
sociado ao semigrupo de compressão Sw. Neste capítulo damos uma 
caracterização de L ( Sw) usando a aplicação momento de uma repre-
sentação de uma álgebra de Lie. Para isto introdl,lZímos uma órbita 
nilpotente da ação de SI( n, R) em V 0 V* onde V é um espaço vetorial 
e o produto tensorial V 0 V* é.identificado com álgebra de Lie gl(V) das 
transformações lineares de V. Afais especificamente, a órbita nilpotente 
é dada por 
i.{) = {v 0 <P E v 0 V* : <PC v) = o} . 
Definimos também um subconjunto de :.p por . 
Q(lV) = {v 0 </> E V 0 V* : v E l~~ </> E lV*, </>(v) = O} . 
Sabendo que tr(t• 0 <P) = </>(t•) e como <f>( v)= O, .temos que Q(W) pode 
ser visto como um subconjunto de sl(V). Concluímos na proposição 
3.1 que L(Sw) é o cone dual de Q(W) em relação à forma traço. 
Uma pergunta que surgé naturalmente é a de saber que subconjun- . _ 
tos da órbita <p são Q(W) para algum W. 
.-
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Depois de dar uma série de condições necessárias para que isto 
aconteça, enunciamos e demonstramos dois resultados nesta direção .. 
T:r;atamos ainda neste. capítulo de cones auto-duais e mostramos 
alguns resultados interessantes. Entre eles mostramos que se Sw = 
Sw·, entã? W = •W*. 
No Capítulo 4 definimos vários outros cones no espaço das matrizes, 
associados a um cone W de :Rn. Nosso objetivo foi desenvolver novas 
ferramentas que ajudassem entender o semigrupo S(W). Discutimos 
algumas propriedades destes cones e estabelecemos relações entre eles. 
Entre estes cones definimos K(S(W)) o cone-semigrupo associado 
·a S(lV) po~ 
K(S(W)) = fe(co(S(W))) 
e 
l-V ®.W* = {v ®a : v E W, a E W*} . 
· ~1ostramos que K(S(W)) é o conjunto das transformações lineares que 
deixam W invariante e que K(S(W)) é o cone dual de n· ® W* em 
relação à forma traço. 
Jvlostramos que se K ·é um cone-subálgebra na álgebra das ma-
trizes, então K = K(S(W)) para algum W. Além disso, estabelecemos 
condições para que um conjunto de matrizes de posto um seja igual a 
W ® W* para algum W. 
Outros resultados estão relacionados com a descrição do· cone de 
Li e L( S"') de Sw, a partir de n.r, em termos da aplicação momento da 
representação canônica de SI( n, :R) em :Rn. 
Estudamos também os duais dos cones de Lie dos semigrupos. Nesse 
sentido foram provados alguns teoremas que caracterizam os subcon-
juntos da órbita adjunta das matrizes nilpotentes de p'OSto um, que são 
imagens, pela aplicação momento da representação canônica, de cones 
convexos e pontuais .. ESsas caracterizaÇões aparecem como condições 
necessárias e suficientes para tais conjuntos. Além do mais -estudamos 
os cones convexos nos espaços das transformações lineares~ gerados pe-
los semigrupos. Pro"\'aiilOs que todo cone convexo fechado por produtos 
associativos deixa invariante um cone pontual em lRn, estabelecendo 
~a relação estreita entre os cones semigrupos _na álgebra das matrizes 
com os cones no espaço euclideano. Relacionamos também o cone de Lie 
--
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do semigrupo de compressão de um cone em lR" com o correspondente 
cone de matrizes, no caso de cones poliedrais. 
Esses resultados fornecem informações valiosas e originais sobre a 
est~tura dos semigrupos no grupo das matrizes unimodulares e cer-
tamente deverão ser aplicados no estudo de semigrupos em grupos de 
Li e. 
Capítulo 1 
Cones,seiDigrupos e 
conjuntos de controle 
Este capítulo se destina a introduzir algumas definições e resultados que 
serão necessários no desenvolvimento do trabalho. Para mais detalhes 
ver [3] 
1.1 Cones 
Definição 1.1 Um subconjunto W de um espaço tletorial t.opológico L 
é chamado um cone se ele satisfaz as seguintes condições: 
1.. W+'fVcW; 
2. w.nr c w e 
'9. feW=W. 
Dois espaços vetoriais topológicos L e L estão em dualidade se 
existe uína função bilinear contínua 
(x, w) .t---;- {w, x} :L xL-IR 
tal que (w.l.x} =O para todo x E L implica w =O e (w~x) = O para 
todo w E L implica x = O. 
7 
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O subconjunto H (lV) = W n - W, o maior subespaço vetorial con-
tido em lV, é chamado a aresta do cone e W será chamado pontual se 
a aresta for singular. Um cone será chamado gerador se L= R"- W . 
..,.._ 
Definição 1.2 Se L e L são espaços t'etoriais topológicos sobre R, em 
dualidade, então chamaremos cone dual de W em relação a esta du-
alidade ao conjunto 
W* = { w E L : (w, x) > O, paro todo x E lV}. 
Chamaremos anulador de W em relação à esta dualidade a 
wl. = { w E L : (w, x) = o, paro todo X E lV} .·· 
Definição 1.3 (i} Paro qualquer subconjunto M de L definimos 
opw(Af) = op(Af) =A! ..L n W* 
e chamamos este conjunto de cone oposto de M em relação a lV. 
Observação: Se A! = { x}, escrevemos opx ao invés de opw { x}. O 
Definição 1.4 Se U' é um subconjunto de um espaço vetorial L que · 
é fechado sob adição e multiplicação por escalar niio negativo, então 
um subconjunto F de W é chamado uma face de ll' se ele tem as 
mesmas duas propriedades de W e se àlém disso as relações x + y E F 
e x,y E W implica x,y E F. 
Proposição 1.5 Paro um subconjunto Af de um cone ·w as seguintes 
afirmações valem: 
1. op(M) = W* n -M*. 
2. Se lV é fracamente fechado, então Lu(W) = d(JV- 2\f**). 
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Observação: Se X E lV, Lz = cl (W -JR.+.x) e L;= x.L n JV.l. o 
Para se ter uma boa intuição geométrica para estes conceitos COJ1Si-
deremos L um espaço vetorial real de dimensão ·finita e(.,.} um produto 
escalar que faz de L um espaço de Hilbert. Por exemplo L = lRn e · 
(x, y) = LXiYi· 
Assim L pode ser identificado com L associando com x E L o fun-
cional y ~ (x, y} . 
Desta forma Ul* de um cone W C L também pode ser "\isto como 
um subconjunto de L. 
W* = {y E L: (x, y) > O para todo x'E lV} 
Por exemplo se W é o primeiro quadrante de JR.2 ; então W* = W. 
Definição 1.6 Se L é um espaço vetorial e n.r um svhconjunto con- . 
vexo, então escrevemos · 
intaUV = {x E W: {'V y E lV- W)(3t >O) tal que x+t.y E W} 
e chamaremos este conjunto o interior algébrico de W. 
Um resultado importante no p.osso contexto é o seguinte: 
Proposição 1.7 Seja L um espaço vetorial topológico de dimensão" 
finita e W um êone gerador. Então, 
intalW = int Ul 
Outro resultado que nos interessa é este que damos agora. 
Proposição 1.8 Se L é de dimensão finita , um cone W é pontual se, 
e somente se, seu dual W* é gerador e vice-versa. 
Definição 1.9 Seja W um cone pontual em um espaço t:etoria.l topo-
~ . 
lógico L em dualidade com L. Suponha que w E intal g U-_..*. Seja A o 
hiperplano afim w-1 (1). Então B = W nA é um svhconjunto convexo 
fechado de W tal que W = JR+ · B. Um conjunto deste tipo é chamado 
de base projetiva de Ul. 
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Observação: Se C C w-1(1) é compacto, então o cone gerado p~r C 
é pontual e vice-versa. O 
Definição 1.10 SejaM um subconjunto aberto de um e5paÇO vetorial 
de dimensão finita L e · S um subconjunto fechado de L ·contido em 
M . Seja X um campo vetorial localmente Lipschitiziarw sobre M. 
Diremos que S é invariante sob X se S é invariante sob qualquer 
fluxo local sobre M gerado por X , isto. é , se as órbitas de elementos 
em S permanecem em S por todo tempo. 
Teorema 1.11 (Teorema· de invariança) Seja W um cone gerador em 
um espáÇo ·vetorial de dimensão finita L e um campo ·vetorial local-
mente Lipschitziano X L -t L. Entiio as seguintes condições são 
equi·valentes~· 
1. W é invariante sob X. 
2. X(w) E cl(W- JR+ · w) para todo w E W. 
1.2 · Semigrupos 
Seja S um subsemigrupo de um grupo de Lie G e Af uma variedade 
munida rom uma G-ação transitiva. Assim, Af é vista como wn espaço 
homogêneo de G onde S age como wn semigrupo de difeomorfismos. 
Assumiremos que S tem interior não-·vazio em G. 
Definição 1.12 Um conjunto de controle para a ação de S sobre 
Af é um subconjunto D C Af que satisfaz: 
(i) int D =J 0, 
(ii) D C cl{S:z:), para todo x E D, e 
(ili) D é maximal com as propriedades i) e ii). 
A condição ii) está relacionada à transitividade de Sem D no sen-
tido que para quáisquer dois pontos x, y E D , existe g E S com gx = y. 
Vamos agora dar algumas propriedades de conjuntos de cÕntrole: 
.-
.· 
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Proposição 1.13 Seja D um conjunto de controle para S e seja 
Então: 
Do - {X E D : 3g E intS com gx = X} 
- { x E D : x E (intS)x} . 
1. Do = (intS) D n D 
2. D c (intS)-1x, 'Vx E D0 ,se Do ::f 0 
. 3. D0 = (intS)x n (intS)-1x~ 'Vx E D0 se D0 ::f 0. 
· 4. Para qualquer x,y E D0 , existe g E intS com gx = y. 
5. ~Do é denso em D se Do=/= 0, 
11 
6. Do éS -invariante em D no sentido que hx E Do se h E S, x E D0 
e hx E D: 
7. Do ::f 0 se ~D c Dou s-1 D c D. No último caso D0 = D. 
Aqueles conjuntos de controle para os quais Do ::f 0 são chamados 
conjuntos de controle efetivo. 
Note que por 1. na proposição, todo conjunto de controle é efetivo 
no caso em que intS.é denso em S. · 
Definição i.14 Um conjunto controle de invariante ou um S 
-i.c.s para a S - ação sobre lvf é um subconjunto C C Af, C ::f 0 
satisfazendo: 
(i} fe C .· fe (S:r), para todo x E C, e 
(ii} C é maximal com a pTf)priedade {i). 
Recordemos alguns fatos que aparecem etn [11] e [10] com detalhes: 
1. Se C é fecha~o, então ele é um S-i.c.s desde que (i) esteja satis-
feita. 
-
2. Dois S-i.c.s C1 e C2 são ou disjuntos ou idênticos. 
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3. S é dito ser acessÍvel a partir de x E A1 se intSx =f. 0 e S é 
acessÍvel se E;atisfaz esta propriedade para todo x E J.,f. 
Se S é acessfvel então todo S-i.c.s é fechado. Seja C um destes 
conjuntos, então int C f= 0 e fe(intC) = C. 
4. Se C = f'lxeM feSx não é vazio, então C é o único possivel S-i.c.s 
fechado. 
5. Se N é um subconjunto compacto invariante sob S. então para 
todo x E N, fe ( Sx) contém um S-i.c.s fechado. 
Além disso, no caso em que S é acessfvel, o número de S-i.c.s 'dentro 
de N é finito. 
Vamos estabele<:er a notação Mn (IR) para o conjunto de todas as 
matrizes de ordem n com entradas reais. Também em Mn (R) definimos 
a forma traço h·): Mn (IR) X Mn (JR) - lR por (A, B) = tr(AB). 
Exemplo: Seja G = Sl(n, JR) C Mn (R) o conjunto das matrizes com 
determinante igual a um e tome S C G o semigrupo das matrizes cujas 
entradaS são não negativas. É fácil verificar que S é um subsemigrupo 
com interior diferente do vazio em SI (n,IR), Fazemos Sl(n,R) agir sobre 
pn-1 por g [v]= [gv], v E :ntn- {0}, g E Sl(n,R) onde [v] representa o 
subespaço gerado por v. O conjunto 
é um conjunto de éontrole invariante para S. Para ver isto, primeiro 
tome x = (xh ... ,xn) e y = (y1 , .•. ,yn) com xi e Yi estritamente 
positivos. Então, colocando g = hdiag(yi/xi, i = l, ... ,n) com h = 
x 1 • .x2 · · · Xn/YI·Y2···Yn, temos que g E Se g [x] = [yJ. Segue que, para [x] em iritC, feS [x] = C. Como, para todo [x] E C , existe g E S tal 
que g [x] E intC, temos que feS [x] =C, para todo [x] E C e C é de 
fato um 5-i.c.s peis C é fechado. Segue da propriedade 4 enunciada 
acima que C é o único conjunto de controle invariante para S sobre 
pn-1. o 
V am~ fazer agora uma breve discussão sobre variedades Grassman-
nianas. 
1.2. Semigrupos 13 
Seja G = SI(n,lR), S um subsemigrupo de SI(n,R) com interior não 
vazio e Grk(n) a variedade Grassmaniana de subespaços de dimensão 
k de JRn. No que segue usamos uma maneira canônica de representar 
os elementos de Grk(n). 
Tomando uma base [:J de Rn, um conjunto de k vetores linearmente 
independentes é dado por uma matriz n x k cujas colunas são coor-
denadas dos vetores em relação a {J. Desta maneira, um subespaço k 
dimensional será descrito por uma matriz n x k de posto k. Denotamos 
o conjunto destas n x k matrizes por Bk(n). . 
Dois elementos p,q de Bk(n) representam o mesmo subespaço de 
dimensão k se, e sómente se, as colunas de p são combinações lineares 
das colunas de q e isto, por sua vez~ é equivalente à existência de uma 
matriz inversível a, k x k tal que p = qa. Isto define uma relação de 
equivalência em B~,;(n) cujo conjunto de classes de equivalência está em 
correspondência um a um com Gr~,; ( n). 
Esta correspondência permite uma descrição algébrica das Grass-
mannianas. 
Desde que a imagem de um subespaço k dimensional .sob uma 
aplicação linear inversível é um subespaço de mesma dimensão, ·existe 
uma ação natural de Sl(n,R) sobre Grk(n) para qualquer 1 ~ k ~ n-1. 
Em termos da descrição dos subespaços de dimensão k romo classes 
de equivalência em B~,;(n), esta ação é meramente multiplicàção de ma-
trizes n x n por matrizes n x k. 
Imediatamente vemos, do fato que qualquer matriz n: x .k de posto 
k pode ser complementada a uma matriz n x n com deten::llnante um, 
que a ação de Sl(n,R ) sobre Gr~,;(n) é transitiva, isto é. quaisquer 
dois subespaços de mesma dimensão são levados um no ol!tro por um 
elemento de Sl(n,JR). 
Isto faz de Gr~,;(n) um espaço homogêneo de Sl(n,JR). 
A restrição da ação de Sl(n,JR) ao subgrupo SO(n,R) <ias matrizes 
ortogonais de determinante um é também transitiva sobre Gr~:(n). A 
isotropia desta ação é o subgrupo das matrizes da forma 
qtieé isomorfo a O(k) x O(n- k)/ {±1}. 
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Portanto, Gr~;(n) é wna variedade compacta de dimensão k(n -k). 
Assim, os seguintes resultados são de suma importância: 
Proposição 1.15 Suponha queM é compacta e homogênea~. Então, 
para todo x EM, existe um conjunto controle invariante em cl(Sx). 
Proposição 1.16 Seja Af variedade homogênea.. S admite exata-
mente um conjunto controle invariante sobre M se, e somente se 
C= n cl{Sx) 
xEM 
é não-'l1azio. Neste caso C é o conjunto controle invariá11J.e. 
Casos particulares de variedade homogênea são as Grassmanniana5, 
discutidas acima. Para essas variedades temos o seguinte resultado 
demonstrado em [10]. 
Proposição 1.17 Seja S C Sl (n, R) um semigrupo de interior não 
vazio. Então existe um único conjunto de controle im.1ariante para a 
ação de S em Grk (n). · 
1.3 Tipo parabólico de um semigrupo 
Nos capítulos posteriores, faremo.s uso da definição do tipo de S, esse 
conceito é central no estudo dos semigrupos. Para mais detalhes ver 
[17]. 
1.3.1 Semigrupo dó tipo e 
Considere o fiag maxirnalB = B0. Em [11]. proposição 4.1, foi mostrado 
que para cada w E W, existe um conjunto controlável D( w) tal que 
x E D(w)o se, e somente se, x é um ponto fixo do tipo w por h, onde 
h é um elemento regular real em intS. Ainda mais, foi mostrado que 
qualquer conjunto controlável D é da forma D(w) para algum w E ur. 
A bijeção w __,. D( w) permite-nos distinguir os semigrupos S através 
de subconjuntos 8 c E, onde E é o sistema simples de raíZes associ-
ado a a+, ou através da variedade homogênea B6 . No caso de SI( n, R), 
1.3. Tipo parabólico de um semigrupo 15 
um subconjunto do sistema simples de raízes é dado por um conjunto 
de multi-índices que podem ser definidos pelas raízes e do espaço ho-
mogêneo em questão. . 
Podemos ainda dizer que, os semigrupos em G podem ser diferen-
ciados de acordo com a geometria dos seus conjuntos controláveis in-
variantes. 
Ainda no artigo [11], encontra-se a demonstração que 
W(S) = {w E lV: D(w) = D(1)} 
é um subgrupo de lV gerado p~las refl~xões com respeito às raízes 
em e(S) c "E. Observa:gdo que D(1) é o conjunto de controle in·variante 
para S, vemos que faz ~entido usar S na ilotação do subgrupo Ul(S). 
Neste mesmo artigo, foi mostrado também. que l:V{S) deixa invari-
ante ·um cone em a, se S é próprio.. Como W(S) é finito temos que 
existe H E fe(a+), onde a+ é uma câmara em a, tal que H é fixo pon-
tualmente por W(S), isto é, wH =H, para todo w E l-V{S). Sabemos 
de [18], teorema 1.1.2.8, que o grupo que deixa H fixo pontualmente é 
da forma n.r~, onde e c "E e We é gerado por reflexões definidas por 
elementos em e. Assim podemos enunciar o seguinte teorema, CUJa 
demons.tração encontr-a-se em [11], teorema 4.3. 
Teorema 1.18 Seja A+ a câmara de Weyl que intercepta int(S) e seja 
"E o sistema simples de raízes definido por A+. Enião W ( S) = · ur e paro 
algum e c "E. E mais, seja Pe o subgrupo parabólico associado a e, 
1r : G / P ----7 G / Pa a projeção can6nica e C o conjunto de controle 
invariante por Sem G/P. Então C= 1r-1(1r(C)). 
Existe um e maximal satisfazendo esta propriedade, isto é, existe 
um e maximal tal que 7r-1(Ce) c B é o conjunto controlável invariante· 
em B. De fato, a existência é encontrada em [11 }, teórema 4.3. Para 
mostrar a unicidade, suponhamos que existem el e e2 satisfazendo 
a propriedade acima, então temos que W 61 = "l(S) e nr~ = W(S) 
pelo mesmo teorema citado acima, assim temos que Wa1 = W 9:2. Como 
esses dois subgrupos são parabólieos, temos que o conjunto das reflexões 
definidas por el e o conjunto das reflexões definidas por e2 são iguais, 
.-
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pois existe uma correspondência um a um entre os conjuntos de re-
flexões definidas por 8 e lVe (ver [5] seção 1.2, para mais detalhes). 
Daí, 81 . 82. . 
Assim, podemos mostrar a equivalência entre as definições do tipo 
de S usadas em [14],·[15] e [16]. · 
Proposição 1.19 Existe e E E tal que 1r91{Ce) c G/P é o conjunto 
de controle int1ariante para S e tal. que Ce está contido na 't.lariedade 
estável para algum elemento regular real, se e somente se, esse e é o 
subconjunto maximal tal que 7rE;1{Ce) c G/ Pé o conjunto de controle 
im.1ariante para S. 
Dem.onstração: Primeiro suponhamos que e é o maximal, então pela 
proposição 6.8 em [11] temos que W(S) = lVe, daí usando a proposição 
4.8 em [111 concluimos que Ce está. contido na variedade estável acima. 
Agora sui>ondo que existe el contendo e tal que 1r e; ( CeJ é o conjurito 
de controle invariante para S no flag maximal, chegaremos à seguinte 
contradição: Ce não pode estar contido numa variedade estável. De 
fato, se o conjunto de controle invariante para S no fiag maximal é 
1r9; ( Ce1 ) então o conjunto de. controle invariante para S no flag Be é 
Ce = 7re(7rã;(ce1 )). Como e c e1, segue que Ce = (r.~)-1 (CeJ, 
onde 7r~1 : :IRe --+ Be1 é a projeção. Mas a imagem inversa de uma 
projeção dessas não pode estar contida numa .variedade estável. Isso 
mostra que e é maximal. E no comentário logo acima foi mostrado que 
este maximal é único. O 
Definição 1.20 Nós de:rwtamos tal e por 8(8) e dizemos que ele é o 
tipo parabólico de S. Lembramos que qualquer semigrupo próprio com 
irderior não vazio é do tipo parohólico e para algum e, (i·er [11/}. 
Esse último teorema pode também ser esCrito de maneira mais com-
pleta, 
Teorema 1.21 Seja S C G um semigrupo propno com intS :f 0. 
Então existe um sUbconjunto e(S) c E tal que o conjunt.o controlá·vel 
im.rariánte para S, Ce(s) C Re(s) é admissível, isto é, est.á contido ~ 
célula. de Bruh.at, u( h), para algum h regular real em intS. E maf.s, se 
.· 
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e c B(S) e 1r: Be -+ B(S) é a fibmção canônica então 7r-1(Ce(s)) é 
o conjunlo controlável invariante paro S em B9 • 
Faz sentido também, denotar o tipo parabólico de S pela corres-
pondente. variedade flag B(S) = Be(s), e é claro que da mesma forma 
garante-se a existência e unicidade de Be(S)· 
Observação: Qualquer semigrupo do tipo parabólico e está contido 
propriamente em um semigrupo do tipo e' ~ e se e =I= 8'. o 
Exemplo: Sl(n,R) 
No caso particular de semigrupos com interior não \-'a.Zio em Sl(n, R), 
a classificação deste pode também ser feita usando multi-índices, como 
veremos. 
Considere G = SI( n, R) e tome a a álgebra das matrizes diagonais 
. com traço zero. 
· As raízes são o:.ii = Ãã-Ài, onde Àã(H) =~se H= diag {a1 , ... ,ll.n}. 
Um sistema simples de raízes é dado por 
~ - { ~.i+I : i = 1, ... , n - 1} 
e o grupo de Weyl é o grupo das permutações em n elementos. Ele age 
em a permutando as ~ntradas das matrizes diagonais. 
Qualquer e E ~ pode ser descrito como 
com jl + 1 < il+1 para todo l = 1, ... , k - 1, onde II(i,j) = 
{o:.r,r+I: i< r< j}. Desta forma, 1-Ve pode ser dado como o produto 
direto dos grupos de permutação' dos subconjuntos {i1, ••• ,j1 + 1}, l = 
i, ... ' k . 
. Também G / Pe é realizado como 
r(1, ... 'il - l,j} + 1, ... , i,.- l,jk + 1,jk + 2, ... 'n) 
. que representa a variedade dos fiags . 
-
b = (l'J C · •. C Vil -1 C "JJ+I C • ··C \tik-l C \-jk+l C · · · C li,.) 
.-
18 Capítulo 1. Cones,semigrupos e conjunt-OS de controle 
com Ví C lR.n sendo um subespaço de dimensão l. Denotando 
o multi-índice devido ao subconjunto 8 = II(ii,ji)U· · ·UII(ik,jk) C 
E e lembrando que 
W~ = lV(S) = II [1, i1] II (j1 + 1, i1 + j1 + 1] · · · II [:h:+ 1, n], 
aqui II [a, b] representa o grupo de permutações dos elementos do 
intervalo [a, b] = {a, a + 1, ... , b} , dizemos que o semigrupo é do tipo 
r= {ri, ... ,rt} se r(S) =r. 
Assim, temos que, as definições de tipo r, tipo parabólico e e tipo 
parabólico Be são equivalentes para este exemplo e de acordo com o 
teorema 1.21 temos equivalentemente que um semigrupo é do tipo r se 
seu conjunto rontrolável invariante em Grr(n) está contido na célula· 
aberta de Bruhat associado ao elemento regular em seu interior. O 
Capítulo 2 
Semigrupo de con1pressão de 
um cone 
Usaremos este capítulo para demonstrar que o semigrupo de compressão 
de mn cone W C Rn é conexo no caso em que W é pontual e gerador. . 
Além de demonstrar esse resultado, obteremos algumas de suas con-
sequências para o estudo dos semigrupos do grupo Sl(n,R.). 
2.1 Sw é conexo 
Seja \~l C lRn um cone conexo, pontual e gerador. Recordamos que 
W é mn cone pontual se ±v E W implica qúe :v = O. Também~ nr 
é gerador se Rn = W + ( -lV), ou equivalentemente, se intnr =/:. 0 na 
topologia usual do Rn. Nosso objetivo é mostrar que o semigrupo de 
compressão de W, 
S(W) = {g E Gl+(n,JR) : glV c lV} 
é conexo no grupo Gl+(n,R), das matrizes com determinante positivo. 
Observemos que a matriz identidade 1 bem como as matrizes esca-
lares .À·l, >.>O, estão em S(W). Analogamente, uma matriz g E S(R') 
se, e somente se, (detg)~g E S(lV). Portanto, se consideramos apenas 
o seguinte semigrupo de compressão · 
Sw = S(lil) n Sl(n,R) = {g E Sl(n,R.): gW c ll"}, 
19 
20 Capítulo 2. Semigrupo de compressão de um cone 
segue que S(W) = JR+ · Sw. Além do mais, Sw é a imagem de 
S (lV) sob a aplicação continua Gl+ ( n, lR) --7 SI ( n, lR) definida por 
g 1--7 (detg)-!g. Portanto, se um dos semigrupos S(n~) ou Sw é 
conexo, o mesmo acontece com o outro. No que· segue mostraremos 
que Sw é conexo .. 
Em primeiro lugar observamos que o semigrupo Si~, é fechado de 
Sl(n, R). De fato, seja (gi) uma sequência em Sw, com>ergindo para 
g. Tornemos :r; E W. Temos que gix E W e como W é fechado (gix) 
converge em W. Daí, tendo que (gix) converge para gx. conduimos 
que gx E W. Como x foi escolhido genericamente, segue que gW C W. 
Assim g E Sw mostrando que Sw é fechado .. 
O cone de Lie associado a Sw é definido por 
L(Sw) ={X E sl(n,lR): Vt >O, exp(tX) E Sw}. 
Antes de abordar a questão principal deste capitulo, a da ~nexidàde 
de Sw, ·vamos enunciar e demonstrar alguns resultados preliminareS que 
serão utilizados na demonstração. 
Proposição 2.1 Sejam V ·c Rn um subespaço de codimensão um com 
V n W = {O} e {3 = {ft, / 2 , ••• , fn} uma base de lRn tal qv.e ft E W e · 
{/2 , •.• , /n} C V. Tome uma matriz tf.iagonal 
H= diag{n -1, -1, -1, ... , -1} 
em relação à base (3. ·Então, para todo t ~ O, exp(tH) E Sw. ·Além 
disso, se / 1 E intW então, exp(tH) E intSw, paro todo t > O e H E 
intL(Sw)- . 
Demonstração:· Tomemos x E lV ~ x =/:. O. Como· codim V = 1 temos 
que o conjunto (!I + V) n '"' forma uma base projetiva de W. 
Temos que x = o.1!I +o.2h+· · ·+o.nfn com o.1 =f O pois Vnl-V ={O} 
e 0.2/2+· • ·+o.nfn E V. Além do mais como / 1 E W, temos que o.1 >O. 
Dai, 
1 0.2 o.n 
-x =h+ -h+···+ -fn E W. 
O.J 0.} 0.1 
Logo, a menos de um múltiplo positivo, x pode_ ser tomado na forma 
X = fi +~h + ··· + anfn· 
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Usando o fato que HJI = (n- l)fl e H fi= -fi, para i= 2,3, ... , n, 
temos que 
Hx = (n -1}/I- a2!2- ... - o.nf;. = nh- x. 
Assim, pelo teorema da invariança 1.11, exptH E Sw, para todo t >O. 
Agora, se !I E int lV, então existe um aberto U C VV contendo h. 
A base projetiva determinada por V e / 1 é dada por 
B = {x E "r: X= ft + a2f2 + ... + O-n/n} · 
Essa base é compacta pois W é pontual. 
Definamos 
(p: s[(n, R) X Rn --+ 
. (~, x) 1--T 
Temos c.p(H,x) =fi· Da continuidade de <p, temos que existem vizi-
nhanças A:z, contendo H .e C:x contendo x .tal que para todo y .E C:x e 
para todo A E Ax temos y + Ay EU C lll. 
Temos que BC U{Cx,X E B} e como B é compacto existe uma 
. quantidade finita Cx., i = 1, 2, ... , m tal que BC U C:~., i = 1, 2, ... , m. 
· Al~m disso, H E Ax,, i= 1, 2, ... , m. Tomando D = nAx,, temos 
que H E D e x + Ax E U, V x E B e para todo A E D. 
Como f! C W, o teorema da invariança 1.11 garante que D C 
L(Sw ). Dessa forma, 
H E intL(Sw) e exptH E intSw para todo t >O. O 
Antes de prosseguir ~'amos ressaltar as seguintes consequências da 
proposição acima. Com as notações do enunciado da proposição, supondo 
h E intW, temos 
L int Sw =f. 0, o que é óbvio pois exptH E intSw, para todo t >O. 
2. fe(intSw) = fe( Sw) = Sw. De fato, como Sw é fechado, temos 
que fe(intSw) C Sw. Mostremos que Sw C fe(intS"'). Como 
/ 1 E intlV, temos que exptH E ~tSw, para todo t > O. Dai 
que 1 E fe(intSw ). Seja, então, g E Sw e U um aberto qualquer 
contendo g. Existe V aberto contendo 1 tal que g V C U. Mas 
V'= V n int Sw =f. 0 pois 1 E fe(intSw) e gV' cU. De gV' cU 
e gV' c intSw temos que U n int Sw =f. 0 donde g E fe(intSw ). 
Logo Sw C fe(intSu) e assim intSw é denso em Su< -
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Damos agora um lema que vai~ para um semigrupo arbitrário S C 
Sl(n, :IR) com interior não vazio. 
Lema 2.2 Dado g E intS, seja V C Rn umg-suhe5p0.ço inmriante com 
dim Y > 2 'e tal queiJ.LI é constante onde J.L varia entre os autovalores 
da restrição de g a V. Então, S é tronsitit'o sobre os raios de V. Mais 
precisamente, seja Pv o subgrupo 
Pv ={h E Sl(n,R): hV =V} 
Então r = S n Pv é um semigrupo com interior não vazio em Pl' e 
para dois raios TI e T2 em V , começando na origem, exisf.e h' E r tal 
que h 'r1 = r2. 
· Demonstraçã6: Se V = Rn, então Pv· = Sl( n, R) que é transitivo e 
não há nada a se fazer. 
Se V é um subespaço próprio de .Rn, então, como toda transformação 
linear imrersfvel de V se estende a um elemento de Sl(n,R). a restrição 
de Pv a V é todo o grupo Gl(V). 
Gl(V) tem duas componentes conexas a saber 
GJ(V)+ ={h E Gl(V) tal que deth >O} 
. . 
e Gl(V)- ={h E Gl(V) tal que det h< 0}. 
Claramente, g E intS e g E P·v. Logo g E r e assim r é um 
semigrupo com interior não vazio, na topologia de· Gl(V). 
Denotando também por r sua restrição a V, temos que r+ =r n 
·GI(V)+ também é de interior não ·vazio, pois se P E Gl(V), então 
P2 E Gl(V)+. Isto é, se P E intr, P P E (intr)(intr) C intr o que 
implica que P 2 E intr. 
Consideremos. àgora o homomorfismo sobrejetor 
w :. Gl(V)+ 
p 
Sl(V) . 
(det Pt·ip ,k = dim V. 
A imagem r 1 = w (r+) é semigrupo de ip_!;erior não vazio em Sl(V) pois 
W é aplicação aberta. 
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Seja agora g' a restrição de g a V. Temos que g' E intf e além disso, 
os auto-·valores dessa restrição são 
para algum s 1 pois todos eles tem o mesmo módulo. 
Como g' E intr, existe urna matriz no intf com a mesma estrutura 
de blocos que g' de tal forma que os argumentos de seus auto-valores 
são racionais. Se os argumentos dos auto-valores são racionais então 
alguma potência da matriz tem auto-valores. reais positivos. Assim, 
existe 
[
À : ] g'' = A E intf 
com À> O. 
O valor de W em g" é 
e w(g'') E intf1 onde f1 = W(f+). 
No entanto, urna matriz como w(g") é da forma expX com X tri-
angular superior com zeros na diagonal 
mas essa matriz é nilpotente e em alguma base ela se escreve como 
o 1 
o 1 
o 1 
o 
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Como exp X E intr, existe e suficientemente pequeno de tal forma que 
a matriz 
o 1 o o 
o 
. 
-e .. . 
Qe= o o 
o 1 
o o -e o 
satisfaça expQe E intr. 
Mas, os auto-valores de Qe são puramente imaginários. De fato, 
considere a matriz 
. ai R E -
com -- = yç. ntao, 
Qi-1 
o J€ o o 
-..[i o 
B = PQeP-1 = o o 
o ..[i 
o -v-e o o 
que é uma matriz anti-simétrica e assim tem somente auto-valores pu-
ramente imaginários. Como B é semelhante a Q e seus auto-valores 
também são puramente imaginários. Tomando exp (tQe), "\--erificamos 
que existe em intr 1 uma matriz com blocos de Jordan do tipo 
[ 
cos tb -sentb ] 
sentb costb 
para todo t > O. Isso nos permite concluir que 
r 
1 ·. 1] E intrl. 
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~fas, Sl (V) é conexo, dai que r 1 = Sl("V). 
Agora, basta observar que a ação de r+ nos raios de V coincide com 
a de r 1' pois o que distingue os elementos desses semigrupos é apenas 
a multiplicação por números positivos. · 
Como r 1 = Sl(V), ele é transitivo nos raios de V caso dim V ~ 2. 
Assim r+ também é transitivo o que conclui a demonstração. o 
Da proposição acima segue ? seguinte 
Corolário 2.3 Consideremos W C Rn um cone pontual e gerador. 
Seja g E intSw e_ seja V C Rn um subespaço g-invariante t.al que IJ.Ll 
é constante ao variar p entre os auto-valores da restrição de .g a V. 
Suponha que V n W =J {0}. Então, dim V= 1. 
Demonstração: Se dim V > 2, o lema garante que Sw é transitivo 
nos raios de V. Tomando um raio ém V n W e considerando que· ll' 
é invariante por Sw, vemos que para todo v em V, existe w no raio 
tomado e g em Sw tal que gw =v. Dai concluimos que v E nr e assim 
temos que V esta contido em J1l o que é urna contradição com o fato 
que W é pontual. · O 
Lema 2.4 Se g E intSw então gW C intW U {0}. 
Demonstração: Seja U C intSw uma vizinhança de g. Então 
U x é um conjunto aberto contido em W para todo x E W:. Portm1to 
gx E int W para todo x E n.r. O 
Proposição 2.5 Seja g E intSw. Então, existe uma base {fi, ... , fn} 
de lRn com h E int W e tal que 
ger{f2,··. ,fn} nlV ={O} 
de tal forma que a matriz de g. nessa base se escreve em blocos 1 x 1 e 
(n- 1) x (n- 1) como 
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com À > O, det h > O e tal que os módulos dos autovaklres de h são 
todos estritamente menores que>.. 
Em outros palavras, g tem um auto-t,alor dominante real e de mul-
tiplicidade um. O auto-vetor corresporuiente está no interior de W e a 
soma dos outros auto-espaços tem interseção nula com nr. · 
Demonstração: Sejam p = max {I .XI : À é autovalor de g} e v+ a 
soma direta dos auto-espaços generalizados Vi = ker(g->.)n, associados 
aos auto-valores >. ta1 que !>.I = p. 
Também, seja v- a soma direta dos auto-espaços generalizados 
restantes. 
Afirmamos que v+ n W =f. {O}." 
Para ·ver isto, escreva para u E Rn, u = u-:1- + u- onde u+ E v+ e 
tC E v-. Então,quando k -t +<XJ, (~)k_ifu- converge para zero. Além 
disso, o fato que os autovalores de g ~m v+ tem módulo constante 
p, impli~ que existe uma subsequência kl tal que (~)k1.g11u+ comrerge 
para v=/= O seu+ =f: O.Neste.caso (~)kzgkzu converge para v E v+. Em 
particular, tome u E W. Como W é gerador, podemos escolher u tal 
que u-+ =f: O. Então O =f: v E v+ nW, pois (l),.1yk1u E W e lV é fechado, 
fi - p mostrando a a rmaçao. . · 
Pelo corolário 2.3, Se@;le que dim v+ = 1, de modo que existe so-
mente um autovalor, digamos Àma>() com l>.maxl = p, o qual obrigatori-
amente é real. 
Além dispo, o auto-espaço v-+ está contido em "' u {-w) e como 
gW C W, segue que Àmax > O. 
Tomemos um autovetor fi E v+ nW Então >.ma.J1 =gh pertence 
a intW pelo lema anterior. Portanto, / 1 E intW. 
A proposição fica portanto demonstrada, se mostrarmos que v- n 
w = {0}. 
Primeiro, notemos que v- n inHl7 = {0}, pois caso· contrário fi' 
deveria interceptar ambos semi-espaços determinados por \-r-, um sub-
espaço de codimensão um. 
~1as, isto contradiz o fato que W é um cone pontual. De fato, para 
V1 e.V2 em diferentes lados de v-, O raio definido por .ifv1 se aproxima, 
digamos, do raio gerado por h quando k --+ +oo, enquanto ·o raio 
gerado por .if'V2 se aproxima do raio gerado por -h. . 
Como ,ifv, v E W, não deixa W, de"\-erlamos ter ±/1 E ll'. 
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Finalmente, 
9cv- n W) = 9v- n9w c v- n (intlV u {O}), 
pois gW c intW U {O} pelQ lema2.4. Portanto, g(V- n W) = {0}, de 
modo que v- n W ={O} o que conclui a demonstração. O 
Uma vez superados esses preliminares podemos enunciar e demons-
trar o resultado principal deste capítulo. 
Teorema 2.6 .Se u.r é um. cone pontual e gerad.or, então Sw é conexo. 
Demonstração: Para mostrar que Bw é conexo, basta mostrar que 
intSw é· conexo, já que ·sw = fe(intSw). 
Seja S;nf = (exp L(Sw }) o semigrupo gerado por L(Sw ). Esse semi-
grupo é conexo. por caminhos, pois é infinitesimalmente gerado. Para 
mostrar que intSw é conexo, é suficiente ligar qualquer g E intSn· a 
Sw por um caminho contido em intSw. Com isso se mostra que intSw 
é conexo por caminhos. 
Fixemos g E intSw e uma base de.Rn como garantido na proposição 
2.5. Seja PC Sl(n,R) o subgrupo cujas matrizes nessa base se escrevem 
cómo 
com p, >O e Q ~ Gl+(n-l,R). Por construção g E (intSw)nP. :Mais 
ainda, seja 
H =diag{n-1,-1, ... ,-1} 
nessa ba.Se. 
Pela proposição 2.1, H E intL( Sw) e, portanto, 
exp(tH) .E (intSinf) n P 
para todo t >O. Portanto1 r= (intSinf)nP é um semigrupo de interior 
não vazio de P. Seja agora {P : P -r SI(n- I, R) a aplicação definida 
por: 
;F,. [ p,
0 
o ) (d Q) __ 1 Q. _·1 Q 
'.:1:' Q = et n-1 = pn-1 
.· 
.· 
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Essa aplicação é um homomorfismo sobrejetor. Portanto <P é uma 
aplicação aberta e dai que <P(r) é um semigrupo de. interior não-vazio 
em Sl(n -c- l,lR). · 
No entanto, exp(tH) E r para todo t >O e 
exp(tH) = diag { é(n-l), e-t, ... , e-t} 
de onde se conclui que <P ( exp( tH)) = 1. Dai que 1 E <I>(r) e como 
Sl(n ·_ l,lR) é conexo, isso mostra que<P(r) = Sl(n- l,R). 
A partir da expressão de <P, essa última afirmação tem o seguinte 
significado: para toda h' E Sl(n -l,lR), existe a> O tal que 
g' = [ aO O __ 1 h' ] E r= (intSinr) n P c intSmr 
. a n-1 
Voltando. ao elemento g E intSw fixado previamente, ele pode ser rees-
crito como 
1 
com h'= (det h)-;;=y h E Sl(n- I, R). 
Para ésse h', existe a tal que a expressão de g' acima vale. Agora, 
existem duas possibilidades: 
1. À :::; a. Então e<n-I)T À = a para algum T > O. Portanto, se H é 
a matriz diagonal dada acima, então 
· [ e<n-l)TÀ 0 ] 
exp(TH)g = O (e(n-l)TÀr .. :lh' = g' E Sinr 
pois essa é exatamente a expressão que aparece acima. 
Mas exp(tH)g E intSw para todo t ~O o que define um caminho 
· entre g e g' E Sw sem .sair do intSw. 
2: À > a. Então, da mesma forma, existe T > O tal que ( exp T H)g' = 
g e o caminho (exptH)g', t ~ o·liga g' a g sem sair de intSw. 
Em qualquer um dos dois casos, construimos um caminho ligando 
g a Smr. Como g E Sw é arbitrário isso conclui a demonstração do 
teorema. O 
·-
.· 
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2.2 Semigrupos maximais 
Nesta seç.ão uSamos a propriedade de conexão de Sw para discutir al-
guns aspectos dos semigrupos maximais em Sl (n,:JR). ComEÇamos com 
a seguinte proposição. 
Proposição 2.7 Seja S C Sl(n,JR), S maximal do tipo 1 entre os 
conexos e com intS-/:- 0. Então, existe W tal que S = Sw. 
Demonstração: Seja C C pn-l o conjunto controle i.r:7ariante de 
S. Assim C= fe(Sx), para todo x E C e podemos conclrir que C é 
conexo, compacto e está contido em um semi-espaço. 
Temos que S C Se = {g E Sl(n,:JR): gC C C} pois C= fe(Sx), 
para todo x E C. 
Seja ll: Rn- {O} ----? pn-I a projeção canônica que as:ncia a cada 
vetor não nulo de :!Rn o subespaço gerado por ele. 
Seja D = n-1(C) = n+ u n-, com n+ e n- suas o:mponentes 
conexas. 
Seja W o cone convexo gerado por n+, logo w- = -l"V é o cone 
convexo gerado por n-. 
w e vv- são cones pontuais, pois c é compacto contià.J em semi-
espaço. 
Se gD+ c D+, então gW c W e se gD+ c n- entãoglV c w-. 
Mas, como sé CO!lexO, não existe g E s tal que glV c w-, pois 
g2W c W .. Logo, se g E S temos que gW c W e gW- c n--. 
Assim, S C Sw. Mas Sé maximal e Sw é conexo,portar::t:o Sw C S. 
De tudo, podemos concluir que Sw = S que é o qu!: quedamos 
demonstrar. O 
Para ver a ligação entre Sw e semigrupos maximais em Sl( n, R) seja 
[W] o subconjunto de retas em Rn contidas em W U -lt~ <U qual é um 
subconjunto do espaço projetivo pn-I. Coloque 
S [lll] = {g E Sl(n, R) : g [IV] c [W]} 
Foi provado em [11 ), que S [W] é um semigrupo maxima1 de Sl( n, R). 
Clar~ente g E S [W] se, e somente se, g E Sw ou gW C - W. O lema 
abaixo nos fornece mais alguma informação. 
--
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Lema 2.8 Seja W C Rn um cone pontual e gerador e J.V- = -l.Y. 
Então, existe g E Sl{n,R) tal que gW c w-. 
Demonstração: A demonstração consiste de duas partes. Em pri-
meiro lugar deve ser encontrado h1 E Sl( n, R) tal que h1 W C JR+ U, 
onde U C W é um aberto suficientemente pequeno e posteriormente 
encontrar h2 E SI{ n, R) tal que ~U c w-. 
Para encontrar h1 E U, tome x E int W de tal modo que xJ. n l.Y = 
{0}, onde xJ. denota o hiperplano ortogonal a x (que existe, pois W é 
gerador e pontual e fe{int lV) = W). 
Es(X)lha uma base {t'2, ... , v.n} de x.l.. Então {3 = { x, t 12 , ••• , Vn} é 
uma base de Rn. Considere a transformação linear H cuja matriz na 
base {3 é H= diag{n -1, -1, ... , -1}. ·· 
É claro que trH =O e portanto exp{tH) E Sl{n,R) para todo tE R. 
Além do mais x é auto-vetorprincipal de exp(tH); t >O (o auto-·valor 
correspondente tem módulo maior que os demais). Isso implica que se 
y E Rn-xJ. está no mesmo semi-€spaço que x, determinado por xl., 
então exp( tH)y se aproxima da semi-reta R+ · x determinada por x 
quando t ---?. +oo. Mais que isso, considere o hiperplano afim·x + XJ.. 
Como X E int w e w é um cone pontual ' a interseção (X + xl-) n nr é 
tun conjunto compacto em x + xl- e como x é auto-~tor principal-de 
exp(tH), t > O, dada uma vizinhança U tal que x E U, existe t 0 > O 
tal que exp(tH)W C JR+U para todo t > t0 • Com h1 = exp(tH) para 
algum t > to, a primeira parte fica conclufda.. . 
A segunda parte se inicia com a observação de que existe ~x E 
int w- pois 81( n, R) é transitiva em Rn- {O}. Como h2 é uma aplicação 
continua, h.;1(intW-) é um cone aberto que contém x em seu interior. 
Tomando U uma vizinhança de x em h;1(intW-) e to como na primeira 
parte, se vê que g = ~h1 satisfaz o que se pede, isto é, gl.Y C intnr-. O 
· Deste lema concluimos que Sw não é um semigrupo maximal. En-
tretanto temos que Sw é um semigrupo maximal conexo no sentido que 
Sv.' C T com T um semigrupo conexo de SI( n, R) então T = Sw ou 
T = Sl(n, R) como mostra o corolário abaixo~ 
Corolário 2.9 Sw é maximal conexo em Sl{n,R). 
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Demonstração: Seja T um semigrupo conexo com interior não vazio 
contendo propriamente Sv,1 • Note primeiramente que T não está contido 
em S [W]. Para ver isto suponha ao contrário que T C S [1-V]. Então 
Tx C W U...:.. W para todo x E W. Entretanto, T é conexó de modo que 
se O ::f x E W então Tx. está contido em uma componente conexa de 
(W U ...:..w)- {0}, a qual é forçosamente W pois Tx é conexo e contém 
x,pois 1 E T. Portanto, teriamos T C Sw contrariando nossa hipótese 
sobre T. . 
Pela proposição 2.1 acima, qualquer reta no interior de [W] é ge-
rada por um autovetor de algum h E intSw. Isto implica que [lV] e 
pn-1 - ~J:V] são os dois conjuntos de controle de Sw .em F-1• Logo Sw 
é transitivo em int [W] bem como em pn-1 - [W]. Como T não está 
contido em S [lV], existe g E T tal que gx ·E .:tpm-1 - [lV] para algum 
x E int [lV] . Também para qualquer y E pn-1 existe g1 E Sw com 
g1y E int [lV] (pois [lV] é .o conjunto de controle·invariante de Sw ·em 
pn-1). Segue que T age transitivamente empn-1. Assim T = Sl(n,.R); 
D 
Existe uma recíproca para este corolário, mostrando que um semi-
grupo em uma certa classe de subsemigrupos maximais conexos de 
SI( n, JR.) devem ser Sw para algum cone ~ontual e gerador W. Esta 
é a classe de semigrupos que são do tipo espaço projetivo pn-1• Nos 
referimos a [13] e [14] para a definição do tipo de um semigrupo e em 
particular do tipo de Sw· e .{12] para uma discussão especifica sobre 
semigrupos em Sl(n,.R). Foi observado em [13] que se v.m semigrupo 
é conexo e do tipo pn-1 então ele está contido em Su· para algum 
cone pontual e gerador W C lR.n. Portanto tiramos do fato que Sw é 
conexo a seguinte caracterização dos semigrupos maximais conexos do 
tipo espaço projetivo: 
Corolário 2.10 Seja C a classe dos semigrupos S C Sl(n,.R), com 
intS =f 0, que são maximais conexos do tipo pn-1 . Então, 
C = { Sw : W C lR.n é um cone pontual e gerador } . 
Por definiç.ão S fW] = Sw u S~,, onde 
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S~. = {g E Sl(n,JR): gW c -W} 
Claramente, existe a inclusão SwS~ ç: S~ e (S~)2 c Sw. Isto 
mostra, em particular, que S~, tem interior não vazio. No caso em 
que n é par, -1 E Sl(n,JR), portanto, -1 E S~, para qualquer W. 
Realmente, -1 leva W exatamente sobre -H' .. Portanto a proposição 
a seguir implica que em dimensões pares, S~. = -Sw. 
Proposição 2.11 Suporiha q_ue exista k E Sl(n,JR) satisfazendo kW = 
-W. Então S~ = kSw == Swk. 
Demonstração: Claramente, kSw· e Swk estão contidos em S~ •. 
Para a inclusão contrária note que k- 1.W =. -W. Tome g E S~,. 
-Então glt' C -W, de modo que gk-1nl C H-' e k-1gl1-r C nr, isto é, 
gk-1 e k-1g estão em Sw. o 
Sob as hipóteses desta proposição segue que S". é conexo. A seguir 
provamos que isto vale em geral. 
Proposição 2.12 S~ é conexo. Portanto Sw e S~. sao as compo-
nentes conexas de S [W]. 
Demonstração: Tome g, h E S~. Ambos, gW e hW são cones 
pontuais e geradores contidos ~m - W. Tome H e {3 como na proposição 
2.1 com o primeiro elemento h de {3 em int(hl\r). Como na proposição 
H E L(Sw) e para t0 suficientemente grande, exp(t0H)(-lV) C hW. 
Em particular, exp(t0 H)(gW) C hW. 
Portanto h-1 exf>(toH)g E Sw, isto é, exp(t0 H)g E hSv.··. Desde que 
Sw é conexo por caminhos, isto implica a existência de um caminho em · 
S [Wlligando exp(toH)g a h. Entretanto, H E L(Sw), de modo que 
exp(t0 H)g e g estão na mesma componente conexa de S~., concluindo 
a prova de que s~. é conexo. o 
Finalmente, observamos que o corolário 2.10 determina completa-
mente os semigrupos ma.:xi:rllais conexos de SI( n, JR) para n = 2, 3. De 
fato, para n = 2, qualquer semigrupo é do tipo espaço projetivo e assim 
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qualquer semigrupo maximal conexo é Sw para algum cone pontual e 
gerador lV C R 2 • Para n = 3, existem dois tipos de semigrupos ma-
ximais. a saber os do tipo espaço projetivo p2 e os do tipo Gr2 (3) as 
Gr~mannianas de subespaços de dimensão dois de R3• Entretanto, 
se um semigrupoS é do tipo Gr2 (3) então seu inverso s-1 é do tipo 
projetivo: Portanto, existe a seguinte caracterização de semigrupos 
maximais conexos em 81(3, R): 
Proposição 2.13 Um semigrupo S C 81(3, R), com intS =10, é maxi-
mal conexo se, e somente se, existe um cone pontual e gerador W C R3 
tal·que ou S = Sw ou S = Sii/. 
··-
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Capítulo·3 
Cones Infinitesimais 
Neste capitulo damos uma caracterização do cone de Lie L(S~),.asso­
ciado a Sw, usando a aplicação momento da representação canônica de 
SI (n, JR) em Rn. Conclufmos que L(Sw) é o cone dual, em relação à 
forma traço, de um subconjunto Q (lV) do conjunto 
<p ={(v, c/>) E V 0 V*: cf>(v) =O}, 
das matrizes de posto um. O subconjunto Q (W) é obtido a partir de 
W via a aplicação momento. Obtemos também dois resultados que 
estabelecem condições para que um subconjuntp de <p seja Q(W) para 
algum cone pontual e gerador W. Além disso introduzimos uma seção 
com alguns resultados sobre cones auto-duai~. 
3.1 Caracterização de L(Sw) 
Seja lil C V = Rn um cone pontual e gerador e 
Sw = {g E Sl(n,lR): gW c W}. 
Denotemos por L(Sw) o cone na álgebra de Lie sl(n,R) associado a 
Sw: 
L(Sw) ={X E s[(n,1R): exp(tX) E Sw, 'ift >O}. 
Como acontece com todo cone infinitesimal de um semigrupo, L(Sw) 
é um cone de Lie no sentido em que 
exp(X) L(Sw) c L(Sw) 
35 
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para todoXE L(Sw)n-L(Sw). 
Lembremos que se Hl é pontual e gerador. então L(Sw) tem interior 
não vazio em sl(n,JR), isto é, é gerador. 
O semigrupo Sw contém o grupo dos automorfismos Gw de n.r, que 
é definido por 
Gw = {g E Sl(n,R): gW = u;r} 
É fácil ver que Gw é um subgrupo fechado, portanto, ele é um grupo 
de Lie. 
Seja V* o dual de V · lRn. Dado um elemento g E SI( n, R) denote 
por g* a transformação linear de V* induzida por g: . 
O co:p.e du~ W* é definido por 
l:l7* ={a E V*: a (v)> O, para todo ·v E W}. 
Sejam g E Sw, v E W e a E lV*. Então a(gv) ~O pois gv E W. 
Isso significa que (g-1)*a(v) >O. 
· Como v e a ·são arbitrários, temos que 
~lP . (S»!)* = { (g-1)*: g E Sw}. 
Uma vez colocadas essas notações preliminares; passaremos a bus-
car uma caracterizaÇão dos cones de matrizes que são cones de Lie de 
semigrupos Sw. Para isso é necessário discutir a aplicação momento de 
uma representação. O que será feito na próxima subseção. 
3.1.1 Aplicação momento 
Seja g uma. álgebra de Lie sen:íi-simples real que se representa no espaço 
vetorial V. A ação de g em V é denotada por Xv, X E g e v E V. 
A forma·de Cartan- Killing de g é denotada por (·, ·). Se a repre-
sentação é fiel g é vista como uma subálgebra de sl(V). Neste caso a 
forma de Cartan- "Killing é um múltiplo da forma traço 
··-(X, Y) 1-----1- tr(XY) 
.-
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onde t.r indica o traço de uma transformação linear de ~--_ Como as 
formas são múltiplas uma da outra, elas serão denotadas :p:;r ( ·, ·) in-
distintamente. 
A álgebra 9 se representa também em V* por X À = -/. o X, X E 
9, À E V*. A definição da representação em V* diz ape::as que os 
elementos de 9 são anti-simétricos em relação à dualida.d:- canônica 
entre V e V*, (v,>.)= À(v), isto é, (Xv,À) = -(v,X>.) . . 
A álgebra se representa em V x V* por 
X(v,À) = (Xv,X.A). 
A aplicação momento da representação de 9 em V é G. aplicação 
p,: V x V* -7 9* que assume valores no dual9*de 9- Ela é definida por 
JJ<(v,A)(X) = À(Xv),v E V, A E V*,X E 9-
Como 9 é semi-simples, pode-se definir a aplicação mor::'E'nto a va-
lores em 9, usando alguma forma não degenerada. Tomandc. (·,·}como 
sendo a forma traço da representação em V, use a mesma notação f1 
para a aplicação f1 : V x V* -7 g definida de forma que pJ·:, >.) seja o 
único elemento de 9 tal que 
(p(v, .-\), Z) = .-\(Zv) (3.1) 
para todo Z E 9- Isto define corretamente uma aplicação a "'"alores em 
9, porque a forma bilinear{·,·} é não degenerada. 
A interpretação geométrica de f1 é a seguinte: assumir.-do que 9 é 
subálgebra de 9f(V), a forma traço é não degenerada e é c:n múltiplo 
da forma de Cartan-Killing. A forma traço pode ser defurida. em todo 
9f(V) e como ela , é não degenerada em 9 , o ortogonal g.L satisfaz 
9 n 9.L = O e portanto 9l(V) = 9 8 9.L definindo uma projeção r. sobre 
9· Se A E 9f(V) e A= X+ Y com X E 9 e Y E 9.L, então rr(A) =X. 
Em termos da foriii:a traço, essa projeção é descrita pela fó:mula 
(A, Z) = (t.(A), Z) (3.2) 
. que vale para todo Z E 9· Como a forma traço é não degenerada, essa 
igualdade <iefine 1r(A) sem ambiguidade. 
Por outro lado, 9f(V) se identifica com V ® V* por 
.· 
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v çs:, À: u ~----+ À(u)r. (3.3) 
Em "'i.rtude de (3.2), a projeção 1r(v@ À) é o único elemento de g que 
satisfaz 
(1r(v 0 À), Z) · (v 0 À, Z) 
para todo Z E g. Observe que o segundo membro dessa igualdade é 
calculado da seguinte maneira: tome u E V. Então a composta das 
transformações lineares (v 0 À) e Z é dada por 
((v 0 À) o Z)u =.À(Zu)v. 
Portanto, (v 0 À)Z =v 0 (À o Z). Como para qualquer u 8 </>, 
tr(u 0 </>) = <f>(u) 
a forma traço avaliada em v 0 À e Z é 
(v 0 À, Z) = À(Zv) 
(3.4) 
(3.5) 
Juntando isso com a expressão dada para a projeção 7r em (3.2) é para 
a aplicação momento p, em (3.1), se chega a 
·que é a interpretação geométrica da p, que se procurava .. Isto é. J.l é a 
projeção ortogonal (em relação à forma traço) sobre g de t; 8 À visto 
como um elemento de gl(V). 
3.2 Descrição de L(Svr·) 
Voltando ao cone l'\t C V = lRn, seja lF* o cone dual (contido no 
dual de V*). O teorema da invariança para cones afirma que uma 
transformação linear X deixa lV invariante se, e só se, <f>(Xv) ~O para 
todo par (v, <f>) E nr x lV* C V x V*, tal que <f>( v) = 0 (veja f3]). Em 
outras palavras, o cone L ( Sw) está contido no cone dual. em relação à 
. forma traço, do conjunto 
{J.l (t', 9) :v E W, </>E H1*, <?(v) =O} 
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onde f-L é a aplicaç.ão momento da representação canônica. No que segue 
denotaremos este conjunto por ·Q (lr), isto é, 
Q (lV) = {v 0 4> E V 0 V* : v E lt', 4> E lV", 4>( v) = O} : 
Identificando V 0 V* com 9l(V) e sabendo que tr(v 0 4>) = 4>(-v); a 
condiÇão 4>(v) =O garante que Q(lV) é um subconjunto de sl(V). Por 
(3.5), 
4>(Xv) = tr((v 0 ,P)X) ={v@ (j>,X). 
Portanto, X ·É L(Sw) se , e só se, (t::, X) > O, para todo E: E Q(W). 
Dito de outra maneira, 
Proposição 3.1 L(Sw) é o cone dual de Q(W) em relação à forma 
troço: 
L(Sw) = Q(W)*. 
O cone dual L( Sw )* de L( Sw) é o cone gerado por Q(lV). 
Se H' é pontual e gerador~ então L( Sw) é gerador. Portanto L( Sw )* . 
é pontual, isto é, o cone gerado por Q(W) não contém subespaços. Por 
outro lado, um cone é pontual se; e somente se, ·o seu dual é gerador. 
Dessa forma, L(Sw) contém subespaços se, e só se, Q(lll) está contido 
num subespaço de .sl(V). Em outras_ palavras, o subespaço H= L(Sw )n 
-L(Sw) é não nulo se, e só se, o subespaço gerado por Q(lV) ~m sl(V) 
é próprio. 
O subespaço H é uma subálgebra, a álgebra de Lie do grupo dos 
automorfismos de W. Portanto, 
Proposição 3.2 dim Gw = O se, e só se, Q(li') gera sl(V). 
Uma observação relevante é que a proposição 3.1 mostra de uma 
maneira bastante indireta o seguinte fato: dado um cone {O} =f:. U' =f:. V, 
existem v E W e 4> E W* não nulos tais que 4>( t') = O. Em outras 
palavras, para algum O =f:. v E ll·y, opv =f:. {O}. De fato, se VV =f:. V, 
então L(Sw) =f:. sl(V), pois {O} e V são os únicos cones invariantes por 
sf(V). Dai que Q =f:. {0}. Esse fato é bem conhecido na teoria de cones. 
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O que acontece é que se v está na fronteira do cone~ então opv =/: {O} 
pois op (opv) é a face que contém v. 
Como os elementos de Sw são transformaçoos lineares .. S_-w = Sw. 
Isso se reflete na caracterização de L(Sw ): o cone dual de -lV é -W*, 
port~to Q(-W) = Q(W) e Q(-W)* = L(Sw).• 
3.2 .1 Órbita Nilpotente 
b conjunto 
<p = {(v,lj>) E V X V*: 4>(v) = 0} 
é uma órbita da ação de Sl{V) em' V x V*. De fato, esse conjunto é 
inv·ariante pois · 
(g4>)"(gv) = 4> og-1(gv) = 4>(v). 
Por outro lado, dado v E V., o grupo de isotropia Gv = {g : gv = v} 
é trailsitivo no conjunto {4>: <f>(v) ·O} pois Gv contém Sl(n- 1,IR), 
n = ·dim V, e o conjunto dos funcionais que anulam r é de dimensão 
n- 1. Isso garante que a ação de Sl{V) é transitiva em 'f· 
Por essa r.azão, o conjunto 
<p ={v 0 4> E sl(V): <f>(v) =O} 
(a notação é a mesm~, pois os dois conjuntos se identificam) é uma 
órbita da representação adjunta de Sl{V). Aliás, esse conjunto é a 
órbita·d~ e1 0 ê2 onde {ei}i=I, ... ,n é uma base de V e {êi}i=l, ... ,n é sua 
base dual em V*. Essa transformação linear de V é a transformação 
nilpotente cuja matriz tem entrada 1 na posição 1, 2 e zero nas demais. 
Se X E <p, então X 2 = O e toda transformação linear de sl(V) cujo 
quadrado é zero pertence a cp . 
Em termos dessa órbita, a proposição 3.1 pode ser reescrita como 
Proposição 3.3 L(Sw) é o dual da imagem por p. de ll' X lV* n 'P-
3.3 Estudo de Q(W) 
Como já foi definido anteriorment;e, 
Q(nr) = {v®a: v E H',a E VV*,a(v) = 0}. 
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Uma pergunta natural é: quais subconjuntos da órbita ;.p são Q(W) 
para algum W? A seguir apresentaremos algumas condições necessárias 
para que isto aconteça. Antes de dar essas condiç.ões faremos algumas 
observações e daremos algumas definições. 
A forma de <?artan.lKilling de sl(n,JR) é dada por (A, B) = tr(AB). 
Definição 3.4 Um conjunto P C cp é dito auto-dual, em relação à 
forma de Cartan-Killing, se 
1. pamX,Y E P, então (X,Y} >O e 
2. -se X E cp é. tal que (X, Y) >O paro todo Y E P, então X E P. 
Serão usadas· as fórmulas: 
• A COJilposta de v 0 ·a pÓr w 0 /3, vistas. como transformações 
lineares, é dada pór. 
(v 0 a)(w 0 /3) = o:(w)v 0/3. 
De fato, por definição, seu E IRn, então v0o:(u) = o:(u)v. Assim. 
(v0o:)(w0.B)(u) = .B(u)(v0o:)(w) = o:(w).B(u)v = o:(w)(t10,8)(u). 
• Como consequência, 
(v e a, w 0 .B) = tr{{v 0 o:)(w 0 ,8)) = o:(w),B(v), 
como segue diretamente do produto anterior. 
• De forma mais geral, se A E sf{n,R) então (A, v ®o:)= o:(Av). 
• Se A E sl(n, R) e (A, X) > O para todo X E Q(JtV), então 
exp(tA)W c ll', t >O. 
Proposição 3.5 Suponha que JV seja um cone. Então, 
Proposição 3.6 1. Se X, Y E.Q(W), então (X, Y) 2:: O. 
2. TÓme X = v 0 o: E cp tal que (X,Y) 2:: O, pafJ! todo Y E Q(lV). 
Então, 
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(a) Se ~V é gerador, en.tão t• E W ou -t' E lll. 
(b) Se fil é pontual, então a E fil* ou -à E H'*. 
9. Se W é pontual e gerador, então Q(W) é auto-dual em relação 
à forma de Cartan-Killing. 
J)emonstração: 
1. Tome v®o: e w®/3 em Q(lr). escolhidos de modo que o:, f3 E W* 
e v, w E W. Pela segunda fórmula acima 
(v 0 o:, w c' /3) - a(w)f3(v) 2:: o 
pois v, w E W e o:, f3 E Jil* e portanto o:(w) 2:: O e f3(v) > O. 
. . . 
. 2. Seja X comonoenunciadodosegundoftem. Entãoexp(tX)lll C 
l~' para t > O. Mas X 2 =O, portanto exp(tX) = 1 + tX. Em 
·outras palavras, se w E JV, então w+to:(w)v E H', para todo t > 
O.Suponha agora que U' é gerador. Então a: não é identicamente 
nula em Hl. Trocando-se -v por v e a: por -a:, se for necessário. 
pode-se assumir que o:( w) > O, para algum w E W. Usando este 
w e a invariança de W por exp( tX), conclui-se que w + xv E U' 
para todo x > O. Dai que ;w +v E W para todo x > O. Fazendo 
x ~ oo e usando o fato que li' é f~ado. chega-se a que v E U' 
como queria-'se demonstrar. Por outro lado, se H' é pontuaL 
então W* é gerador e o resultado segue do item anterior por 
transposição. 
3. Seja W pontual e gerador e tome X= v0a: E <p tal que (X, Y) > 
O para todo Y E Q(Hl). ·Assuma sem perda de generalidade 
que ·v E ll". Como foi mostrado no item anterior, a: E ll'* ou 
o: E -W*. Pelo lema a seguir, existe Y = w 0 f3 E Q(lll) tal que 
(X, Y) =f. O. Mas então O < (v 0 a:, w C::, B) = f3(v)a(w) e como 
/3( v) > O, segue que a:( w) > O. Dai que -a i lV* e , portanto, 
a ~ U'*, que é o que deveria ser demonstrado. 
o 
.· 
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Lema 3. 7 Seja l'V cone pontual e gerador. Tome X E ..; :x é não 
nulo). Então, existe Y E Q(H') tal que (X, Y) =f. O 
Demonstração: Suponha por absurdo que (X, Y) = ü para todo 
Y E Q(W). Então exp(tX)lV C W para todo tE R, pois (X~ Y) >O e 
(-X, Y) >O para todo Y E Q(W). Como W é geraddr, a(u:) =f. O para 
algum w E W. Pode-se assumir a(w) > O. Argumentand:;, como na 
demonstração da proposição anterioL conclui-se que v E lC :\Iudando 
o sinal de X , conclui-se também que -v E W contradize::do o fato 
que W é pontual. D 
Observação: Se o cone não é pontual ou não é gerador, o lt:-ma acima 
não vale. Se o cone não é gerador tome X = v ® a, com cf"W) = O, 
a =I- O. Se o cone não é pontual, então nr* não é gerador e. portanto, 
existe X= v® a com W*(t1) = O. Portanto, as condições de que P 
é auto-dual e não ortogonal a nenhum elemento de P, são n€Cessárias 
para que P = Q(W) para algum cone pontual W. Essas condições 
não são no entanto suficientes. O que pode acontecer é que mesmo que 
um conjunto seja auto-dual, o núcleo de algum de seus eler::::=!'ltos pode 
separar as imagens de outros dois. D 
Exemplo: Seja em 1R3 a base canônica { e1 , e2 , e3 } e os funcionais line-
ares a 1 = {0, 1, 1) , a2 = (1, O, -1) e a 3 = (1, -1, 0). Seja P o conjunto 
formado por X1 = e1 0 a1 , X2 = e2 0 a2. X3 = e3 ® ns. A forma 
de Cartan.:.Killing em dois elementos de P é positiva. :t\o Eiltanto, a 3 
separa e1 de e2 , e também a 2 separa e1 de e3 .Portanto, es..~ conjunto 
não pode provir de mn cone. Este exemplo não está completo porque o . 
conjuntó não contém todos os elementos que são positivos OJID P, mas 
não é d.ificil completar o conjunto para incluir também esSG. condição, 
garantindo que existe mn conjunto auto-dual que não prv...-ém de mn 
cone. D 
De alguma forma temos que introduzir condições extras que garan-
tam que P = Q{lV) para algmn J1l. 
_ Vamos trabçJ.har uma condição, que resolve o nosso prV::,lema pelo 
menos em um casoparticular. Veremos que no caso gera:. ela não é 
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ainda suficiente. 
Considere a aplicação trilinear simétrica em sl(n, R) definida por 
T(X, Y, Z) = tr(XY Z) + tr(X zy). 
Lema 3.8 Sejam X = u 0 a, Y = v 0 (3 e Z = w 0 'Y em <p tais que 
(X, Y), (X, Z) e (Y, Z) sejam estritamente positivos. Suponha que as 
componentes dos produtos tensoriais sejam escolhidas de tal forma que 
{:J(u) > O e 1(u) > O . Suponha também. que T(X, Y, Z) ~ O. Então 
1(v) >O e {:J(w) >O. 
Demonstração: Antes de mais nada XYZ = a(v){:J(w)u 0 1 e, 
portanto, tr(XYZ) = a(v){:J(w)l(u). Da mesma forma tr(Xzy) = 
a(w)1(v)f3(u). 
Dai que 
T(X, Y, Z) = a(v)[J(w)'Y(u) + a(w)-y(v)f3(u). 
Por hipótese, {:J(u) >O e 1(u) >O. Como (X7 Y) >O e (X, Z) >O, isso 
implica que a(v) >O e a(w) >O. 
Por outro lado, (Y, Z) > O e, portanto, (3( w) e 1( v) tem o mesmo 
sinal. Olhando a expressão de T acima, se vê que se esse sinal fosse 
negativo, então T(X, Y, Z) seria negativo. Port~to {:J(w) e 1(:v) são 
estritamente positivos. O 
Observação: Se ~V é cone e X, Y, Z E Q(R1 ); então T(X, Y, Z) ~ O. 
Isto segue diretamente da fórmula de T. O 
Lema 3.9 Suponha que P C <p seja auto-dual e não seja ortogonal 
a todo Z E <p • Tome X = u 0 a e considere o conjunto P( a) = 
{v: v@ a E P}. Então P(a) é um cone (con·vexo) pontual em a 0 o 
núcleo de a. 
Demonstração: Denote por C o cone convexo gerado por P(a). 
Deve-se mostrar que C= P(a). É óbvio que P(a) C C. Por outro 
lado, se x E C, então x 0 a E <p pois, a(x) =O. 
Como P é auto-dual, para mostrar que x E P( a) basta mostrar que 
(x 0 a, Z) ~ O, para todo Z E P. 
3.3. Estudo de Q(W) 45 
.i\tfas x é combinação convexa de elementos de P(o), isto é, 
com ai > O e Vi E P(o:). Como Vi E P(o) segue que (viS o., Z} > O. 
Por outro lado 
x 0 o: = a1v1 0 o:+ ... + azvz 0 o: 
o que garante que (x 0 o:, Z} >O, mostrando que C C P(o). 
Para ver que P(o) é pontual, suponha por absurdo que ±v E P(o:). 
Então ±v 0 o: E P, o que implica que ±('v 0 o., Z) > O . para todo 
Z E P , isto é, (t• 0 a, Z) = O para todo Z E P~ o que .contradiz a 
hipótese de P ser não ortogonal a nenh~ elemento de 'P·. O 
Damos agora um resultado no qual impomos algumas C<?ndiçõ_es 
adicionais a P para que exista ll'" tal que P- Q(lV). 
Proposição 3.10 Seja PC r.p tal que as seguintes condições estejam 
satisfeitas: 
1. P é auto-dual, isto é , (X, Y} > O, para todo X, Y .E P e se 
X E r.p é tal que (X, Y} >O, para todo Y E P então X E P. 
2. Não existe X E <p 'tal que (X, Y} =O , para todo Y E P. 
3. Para toda terna·X, Y, Z E P, T(X, Y, Z) >O 
4. Se X = u. <S;' o E P e Y = v 0 /3 E P são ta'is que {X, Y} = O, 
então v = au e f3 = ba: com a e b não nulos de mesmo sinal. 
Então, P = Q(lV) para algum cone pontual e gerador lr. 
Demonstração: Fixemos um X = u G o E P e tomemos R,. = cone 
convexo gerado por 
{w: w 0 r E P e o:(w) 2 O, onde se o(w) =O:::? w = au, a> O} 
Mostremos em primeiro lugar que P C Q(lV) . Para isso, tomemos um 
elemento Z = w 0 r E P e mostremos que Z E Q(W). 
Sempre podemos escolher uma representação de Z = w 21 de forma 
que w E W . De fato: 
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1. Se a(w) =f:. O , como w ® 1 = (-w) 0 (-r) , se a:(w) < O , 
escolhemos (-w) 0 (-r)· 
2. Se a:(w) =O , então {X, Z) = (u 0 n, w 0 r)= a(w)J(u) =O e 
pela condição 4 da hipótese, tem?s w = au e r = ba com a e b não 
nulos de mesmo sinal e assim w 01 = au 0 ba: . ( -au) 0 ( -ba:) 
e se a < O tomamos -a > O. 
Tomemos portanto Z = w 0 r E P de forma que w E W. Temos 
que mostrar que para todo Y = v 0 {3 E P ·tal que v . E W , então 
r( v) > O. Da mesma forma que para Z tomemos uma representação 
de Y de forma que v E W. 
Temos pe~~ condição (1) qu~ 
a(v)f3(u) >O a(w)J(u) >O {3(w)'r-(v) ~O 
e pela condição (3) que 
T(X, Y, Z) = a(v)f3(w)J(u) + a(w)J(v)f3(u) ~O. 
Se·n(w) =O, temos pela escolha de w e pela condição (4) que w = au. 
1 = bo: com a> O e b >O donde 7(v) = bn(v) ~O. 
Se r( u) . O , temos pela condição ( 4) que w = au e 1 = bo: , a e 
b não nulos, de mesmo sinal. Logo a:(w) = lr(w) = ~r(u) =O e pela 
análise anterior, novamente r( v) ~ O. 
Suponha por absurdo que 7( v) < O. 
Logo, pelo que foi de?envolvido acima, a:(w) >.o e r(u) =J. o e do 
fato que a:(w)"f(u) >o' temos r(u) >o. . 
Se {3(w) = O, então {Y, Z) = O e por {4) 1 = b/3, b não nulo e 
r(v) = b/3(v) = O o que contradiz a nossa hipótese de ser 'Y(v) < O. 
Assim, do fato que {3(w)J(v) >O e 1{v) <O temosf3(w) <O. 
De a(v){3(u) >O temos que n(v) e {3(u) são ambos positivos, ambos 
negativos ou pela condição (4) são ambos nulos. 
Como a(v) > O , não podem ser ambos negativos. Ambos posi-
tivos também não podem ser pois neste çaso teriamos T(X, Y, Z) = 
a(v)[3(w)'Y(u) + a(w)r(v)f3(u) < O o que contradiz a condição (3) da 
hipótese. 
Resta portanto análisar o caso quando ambos sãó nulos. Se são 
ambos nulos. a(v)P(u) =O e pela condição (4) v= au e {3 = ba , ã, b 
.-
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não nulos. Pela escolha da representaç.ão de Y ~.v E W e a( t') = O 
implica que ·v = au com a > O e 1(t•) = a1'(-u) > O o que é uma 
contradição. 
Assim temos 1(v) ;:::: O.e PC Q(W). 
W. é pontual e gerador. De fato, se W não é gerador tomamos 
X = v 0 a E cp tal que a(W) = O . Como P C Q(W) e como P 
é auto-dual temos X E P o que é uma contradição com a condição 
(2) . Da mesma forma se l'\l não é pontual então lV* não é gerador e 
portanto existe X = v 0 a E cp com Ul* (v) = O. 
Mostremos agora que Q(W) C P. 
Seja X E Q(W). Então temos, pela proposição 3.5, que para todo 
Y E Q(W) , (X, Y) .~ O. Mas, P c Q(U') e portanto W E P, 
(X, Y) > O e como P é auto-dual temos X E P. Logo Q(l-V) C P. O 
Damos agora um exemplo que mostra que somente as condições 1,2 
e 3 da proposição anterior não são suficientes para garantir a existência 
de um cone W tal que P = Q(W). 
Exemplo: Seja em JR4 a base canônica { e1 , e2 , e3 , e4 } e os funcionais 
lineares a 1 = (0, 1, O,'O) ; a2 = (1, O, O, O) ; 0:3 = {1, 1, O, -1) e a:4 = 
(1, 1, -1,0) . Seja p o conjunto formado por XI = el 0 Q:l ; x2 = 
e2 Q;• 0:2 ; X3 = e3@ a3. e X4 = e4 0 a4. A forma de Cartan-Killing 
em dois elementos de Pé positiva. Além disso T(XbX2,X3) > O; 
T(X1 ,X2,X4);:::: O; T(XbX3,X4 ) > OeT(X2,X3 ,X4 );:::: O. Noentanto 
'a3 separa e1 de e4 e 0:4 separa e 1 de e3. Portanto esse conjunto não 
pode provir de um cone. · 
Novamente esse exemplo não está completo porque o conjunto não 
contém todos os elementos que são positivos com P, mas não é dificil 
completar o conjl.mto para incluir também essa 'condição, garantindo 
quE' existe um conjunto que satisfaz a.S três primeiras condições da 
proposiç.ão e não provém de um cone. O 
Agora podemos enunciar o seguinte teorema de caracterização de 
Q(U'). 
Teorema 3.11 Seja PC cp tal que 
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1. P é auto-dual, isto é, (X, Y) >O, \fX, Y E Pese X E <p é tal 
que (X, Y) ~O, \fY E P, então X E P. 
2. Não existe X E <p tal que (X, Y) =O, W E P. 
3. VX,Y,Z E P, T(X,Y,Z) >O. 
4. Existe u 0 o. E P tal que dim {v : v 0 /3 E P e o. (v) = O} = L 
5. Seja u e o. como na condição 4- Então, u 0 /3 E P paro todo 
·v 0 fJ E P que satisfaz as seguintes propriedades: 
(a) f3(u) =O, 
(b) o.(t·) >O e 
(c) se o.( v)= O então v= au com a> O. 
Então, P = Q(H') paro algum cone pontual e gemdor IV. 
Demonstração: Fixemos X= u0a E P satisfazendo a condição (4) 
da hipótese. 
Para todo v 0 fJ E P, sempre podemos escolher uma :representação 
tal que a(v) ~O e no caso de a( v) =O, uma tal que v= GU , a> O. 
Assim, vamos escolher o nosso candidato a W. Seja w- o cone gerado 
· pelos conjuntos 
{v-: v 0.8 E P e o.( v) > O} 
e 
{v : v 0 (3 E P, a( v) = O e v = au, a > O} . 
Temos que n··é pontual e gerador. De fato: 
• l-l7 é pontual, pois não contém subespaços ( a( t') > O , exceto na 
semi-reta gerada por u. ) . 
. • \l--" é gerador , pois caso contrário, tomamos Z = tr 8 ') E <p tal 
que !(lV} =O e assim _(Z, Y) =O , W E P o que- contradiz a 
condição (2) da hipótese. 
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Para mostrar que P = Q (I-V), mostremos em primeiro lugar que 
P c Q(Hl). · 
Seja Z = w 0 ( E P, com representação escolhida de forma que 
a(w) > O ou se a(w) =O então w = au, a > O. A definição de nr 
garante que w E W. 
Temos que mostrar que, para todo Y =v 0 f3 E P com o(t•) >O ou 
a(v) =O e v= au, a> O, vale a desigualdade {(v) 2:: O, o que implica 
. que 1 E W* e, portanto, Z E Q (lV). 
Suponha por absurdo, que {(v)< O. 
As hipóteses do teorema implicam as seguintes desigualdades: 
1. (X, Y) = a(v)fJ(u) >O, 
2. (X,Z) = a(w)1(u) >O, 
3. (Y, Z) = f3(w)1(v) >O. e, portanto, fJ(w):::; O e que 
4. T(X, Y, Z) = a(v)fJ(w)l(u) + a(w)l(v)fJ(u) 2:: O. 
Usando essas desigualdades, juntamente com a hipótese de absurdo 
1 (v) < O, provaremos sucessivamente as seguintes relações (igualdades 
ou desigualdades): 
1. fJ(w) :::; O como segue da terceira das desigualdades acima .e da 
hipótese de absurdo: 
2. a( v) >O. Sabemos que o (v) >O. Suponha que a(·t~) =O. Então 
v = au, a > O, assim 1( u) = :1( v) < O. Disto e das desigualdades 
acima segue que a(w)·y(u) :2: O, o que implica que a(w):::; O. Mas 
por escolha a(w) > O e assim temos a(w) = O o que acarreta, 
pela condição 4 das hipóteses do teorema que w = bu , b > O, e 
1(u) = tl(w) =O o que é uma contradição. Logo o (t·) >O. 
3. fJ(u) =O. Como a(v)fJ(u) :2: O, temos fJ(u) >O. 
(a) Se fJ(u) >O e a(w) =O então por (4) w = au, a> O e assim 
fJ( w) > O. Mas. fJ(w) :::; O o que é uma contradição. 
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(b) Se (J(u.) >O e a:(w) >O então de 
T(X, Y, Z) = a(v)(J(w)t(u) + a(w)-:(r);J(u) ~O 
temos a:(v)(J(w)1(u) >O implica ,B(w)1(u) >O. Logo f3(w) e 
1( u) são não nulos e de in esmo sinal. Como [3( w) < O temos 
· que /3( w) e 1( u) são negativos e isto está em contradição 
com o fato que a:(w)r(u) >O. Logo f3(u) =O. 
4. 1(u) > O. Se 1(u) = O temos, por (5) (já que ,B(u) = 0), que 
u 01 E P eu 0 {3 E P. Por (2), existeS= x 0 6 E P .com 
f3(x) >O e b(u) >O e por (3) 
T(S, Y, u®l) > O::::} 6(v)B(u)l(x)+8(u)'y(v)f3(J;)'"~ O::::} 1(v) ~O. 
Contradição. Assim 1( u) # 0 .. Suponha então que 1( u) < O.· De 
a:(w) > O e a:(w)'Y(u) ~ O, ~emos a(w) = O e da hipótese que 
w = au, a > O, e, portanto, que 1(u) =O. C-ontradição. Logo 
1(u) >O. 
5. f3(w) =O. Como f3(u) =O temos então por (3) que 
T(X, Y, Z) = a(v)f3(w)t(u) +a(w)-y(v)f3(u) = ó(v).B(w)'Y(u) ~O 
implica que f3(w) ~O. Mas, f3(w) <O e assim (J(w) =O. 
Por fim podemos concluir a demonstração. Como ,8( u.) = O temos 
por (5) que u 0 {3 E P. Mas, por (2) que existe S = x 0 8 E P tal que 
,B(x) >O e 6(u) >O. Assim de (3) 
T(S, Z, u 0 {3) = 6(u_}y(u)f3(x) + 8(u)f3(w);(x) ~O 
o que implica que ó( w) ~ O. Além do mais, 
T(S, Y, Z) = 8(v)f3(w)1(x) + 6(w)'Y(v).B(x) ~O 
o que implica que ó( w) :$ O. Portanto, 8( w) = O. 
Observamos que, para todoS= x 0 8 E P tal que [3(x) =f. O 'temos 
obrigatoriamente que 8( w) = O. 
3.4. Cones a.uto-dua.is 
Conclufmos então que w 0 {3 E ip e para todo x 0 á E P, vale 
(w 0/3, x 0 á) = f3(x)b(w) =O, 
o que está em contradição com a hipótese.(2). 
Assim -y(v) >O e PC Q(VV). 
~Jostremos agora que Q(M7 ) C P. 
Já mostramos que W é pontual e gerador. 
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Seja X E Q(W). Então temos, pela proposição 3.5 que para todo 
Y E Q(W), (X,Y} >O. Mas PC QCW") e, portanto, para todo Y E P, 
(X, Y) >O. Como Pé auto-dual, temos X E P. Logo Q(lV) CP. 
Concluindo a demonstração. O 
3.4 Cones auto-duais 
Considere-um produto interno(·,·) em V. O produto intérno identifica 
V com V* e portanto W* fica sendo um cone em V. Um cone é auto-
dual se W* = W .. Denote a transposta, em relação a (-, 1 de uma 
transformação linear X por Xt. Da mesma forma para um conjunto A 
de transformações lineares, At = {Xt: X E A}. · 
Proposição 8.12 Se W é auto-dual, então~?= Sw. Consequente-
mente L(Sw)f = L(Sw). 
Demonstração: Sejam g E Sw = Sw· , v E W e w EU'*. Então 
(gv, w) > O ,isto é, (v,gtw) > O. Como v e w são arbitrários, isto 
mostra que gt E Sw· = Sw. Portanto S:i-· C Sw. Da mesma forma se 
mostra a. inclusão contrária. D 
Uma vez tendo o produto interno em JRn, a álgebra .sl(n,R) se de-
compõe em sl(n,R) = t EB s {decomposição de Cartan) onde t é a 
subálgebra das matrizes anti-simétricas (em relação a · (', ·.)) e s é o 
subespaço das matrizes simétricas. Denote por pr.~~ a projeção sobre .s 
em relação a esta decomposição. 
Proposição 3.13 No caso de um con~ auto-dual vale a igualdade 
pr.~~(L(Sw)) = L(Sw) ns. 
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Demonstração: A igualdade é consequéncia de L(Sw)' = L(Sw ). 
Tome X E L(Sw) e escreva X =A+ S com A E teSE .s. Então 
Xt = -A+ S_ E L(Sw) . Portanto S = i(X + Xt) E L(Sw) . . Isso 
mostra que pr8 (L(Sw)) c L(Sw) n.s. A inclusão contrária é imediata. 
o 
Proposição 3.14 Seja lV um ·cone pontua.l e gerador. Se Sw -:- Sn'·, 
então lV = W*. 
Demonstração: Suponha que lt' #lV*. Neste caso teremos também 
que lV f - lt'*. De fato: se existir w E lt' tal que -w E ll'*, então 
(w, ~w) =- (w,w) > 9 e assim (w,w) =O e w =0. 
~fostremos agora que se vV"1 # ±W2 , então Sw1 -::/:- Sw2 • Se 
W1 =/:- ±W2 , então podemos escolher.W1 e W2 de tal maneira que, existe 
fi E ll12 com h fi. W1 e-h f/:. .W1. Seja V um subespaço de codimensão 
1 com Vn lt' ={O} e {h, ... ,/n} base de JRn com {/2, ... ,/n} c V e 
seja H = diag { n - 1, -1, ... , -1} nessa base. Então, para todo t > O, 
éH E Sw2 (veja 2.1). Logo (éH)m E Sw2 , para todo m E N .. Seja 
( tH)"" · 
x E lV1. Temos que (:-l)""x -----+ ±/1 e assim. para t suficientemente 
grande, éH.x fi. lV1. Logo (efH)m fi. Sw1 implica Sn-1 -::/:- Sn·2 • D 
.· 
.-
Capítulo 4 
Cones de matrizes 
Já estudamos nos capítulos anteriores o cone infinitesimal L(S(W)) 
associado a6 semigrupo de compressão de um cone n.r de l!r:.. 
Neste capítulo introduzimos vários outros cones no espaço das ma-
trizes, também associados a um cone W de lRn, além do cone L(S(W)). 
Nosso objetivo é comparar os diferentes cones e estudar suas pro-
priedades procurando novos objetos para entender o semigrupo S(lV). 
Como antes seja 
S (W) = {g E Gl+ (n,lR): gW c l·r"} 
LembramO$ que S (W) = 1R+ • s~-, onde 
Sw = S(W) n SI( n, R) = {g E Sl( n, IR) : gU' c n-} 
pois as matrizes .À • 1, .À > O estão em S(W) e g E S(lr) se, e só se, 
(detg)--!ig E S(W). 
4.1 Cones 
Nesta seção reunimos alguns cones de matrizes já def:inidüS em seções 
anteriores, e introduzimos a definição de novos cones. apresentando 
algumas de s':las propriedades. 
Definição 4.1 Um conjunto de transformações .lineares K é dito um 
cone-semigrupo ou cone semi-álgebra se 
53 
54 
.· 
Capítulo 4. Cones de matrizes 
1. K é fechado na topologia usual das tmn.sformações lineares. 
2. K é fechado por combinações cônicas: se A1, •.. , A.,. E K e 
at, ... , a,. > O então 
3. K é fechado pelo produto associativo de matrizes: se A, B E K 
então AB E K. 
As duas primeiras propriedades dizem apenas que K é um cone 
fechado no espaço das transformações lineares. A terceira propriedade 
diz, por sua vez, que K é um semigrupo multiplicativo o que explica a 
escolha dos nomes. 
Seja agora S C Gl (n,JR) um semigrupo e denotemos por K (S) o 
fecho do cone convexo gerado por S no espaço de todas as matrizes: 
K ( S) = fe (co ( S)) , 
onde o fecho é tomado no espaço de todas as matrizes e co (S) significa 
o ronjunto de todas as combinações cônicas de S: 
co(S) = {a1g1 + · · · + azgl: ai> O,gi E S,l;::: 0}. 
Queremos mostrar que K (S) é um cone-semigrupo. Para isto. ob-
servando que ob-viamente K ( S) é fechado, mostremos em primeiro lugar 
que K ( S) é fechado por combinações cônicas. 
Proposição 4.2 K (S) é fechado por comhinações cônicas. 
Demonstra~o: Seja a1g1 + · · · + algl :ai > O,gi E K(S). l > O. 
Existe gf ---t gi, com gf E co (S). Assim a1g{ + · · · + algj E co (S) para 
. cada: j e do fato que a1g{ + · · · + a1gj ---t a 1g1 + · · · + a 1g1 concluimos a 
demonstração. O 
!\Iostremos agora que K ( S) é fechado por produtos associativos, 
que é o que falta para mostrar que K(S) é cone-semigrupo. 
Prop.osição 4.3 K ( S) é fechado por produtos ( associa.tit•os de ma-
trizes). 
.· 
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Demonstração: Se A, B E co (S), então AB E co (S), como segue 
de imediato de que Sé semign.1po e da definição de co (S). Por outro 
lado, se A, B E K ( S) então existem sequências An -+ A. Br-. -+ B, com 
An,Bn E co(S). Então, AnBn E co(S) e AnBn-+ AB, mostrando que 
AB E K(S). 
Fechamos agora esta questão· com o seguinte corolário. o 
Corolário 4.4 K (S) é um. cone-sem.igrupo, isto é, é fechado por com-
binações c6nicas e pelo produto {associativo de matrizes). Além. do 
mais, K ( S) é o menor cone semigrupo que contém S. 
Demonstração: Foi mostrado que K ( S) é um cone-semigrupo. É 
claro que S C K ( S) e é claro também que qualquer cone-semigrupo 
que contenhaS deve conter K (S). O 
Importante observar que se dado o semigrupoS C SI (n,JR) com 
intS =I= 0, temos que K(S) é um cone gerador, isto é, tem interior não 
vazio no espaço das matrizes. Isto vem de que S C K(S) o que aCa.rreta 
que JR+ · S C · K ( S) e assim, como inta1+ (IR+ · S) f: 0 e Gl+ é aberto em 
]Rn2 então intK(S) f: 0. 
Observação: Nada garante, em principio, que K (S) seja um cone-
semigrupo próprio (e não uma subálgebra) mesmo que S seja um semi-
grupo próprio do grupo de matrizes. · 
Esta é uma questão muit.o importante na nossa teoria. Estamos 
interessados em vários tipos de cones de matrizes associados de uma 
maneira ou de outra a cones no JRn. O exemplo a seguir nos dá uma 
indicação do possfvel comportamento de um dos tipos de cones que es-
tudaremos. O 
Exemplo: Consideramos S = GI+ ( n, JR) o conjunto das matrizes em 
Gl (n,R) com entradas não negativas. Nesse caso K (S) é o conjunto 
de todas as matrizes com entradas> O (inversfveis ou não). De forma 
mais geral, K (S) pode ser descrito de maneira semelhante a K (Gl+)· O 
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No caso em que S = Sw existem outros cones associados a S. 
Dado S (lV), o semigrupo de compressão de lll, consideremos o cone-
semigrupo K(Sw) gerado por ele. 
Agora, considere o cone dual W* c (Rn )*. Os elementos da forma 
v0a, v E Rn, a E (Rn)* podem ser vistos como transformações linear~s 
((v® a) (u) =o: (u) v). Em particular, 
lV q9 W* = {v @ o: : v E W, o: E W""*} 
é um conjunto de transformações lineares. Considere também o con-
junto Q (lV) que é definido por 
Q (H'}= {v 0 o:: v E W,o: E W*.,o:(v) = 0}. 
Seja X= v 0 o: E Q(W). Seu E lRn então Xu = a(u)v. Isso 
implica que para u E W, X u E W. Observe a diferença ~ntre W 0 W* . 
e Q (W). Nesse último os elementos v 0 o: devem satisfazer o: (v)= O, 
ao contrário de W 0 W*. É claro que Q (W') C W 0 Jr•. e também 
que, em geral, essa inclusão é própria. Associados a esses conjuntos 
consideremos · 
1. o cone co(lV®lf'*) o conjunto das combinações cônicas de H'0lV* 
e 
2. C(W) o cone-semigrupo gerado por Q(W). 
Agora, partindo do semigrupo S(~V), seja L(S(lV)) o seu gerador · 
infinitesimal 
L(S(W)) ={A: exptA E S(W) ,t;::: 0}. 
Denotemos por Sinf o semigrupo de Gl (n, R) gerado por e:x.-p (L (S(lV)). 
Introduzimos ainda mais um cone-semigrupo que chamaremos 
Kmr = K(Smr) 
o cone-semigrupo gerado por Smr. 
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4.2 Propriedades e Relações 
Uma vez definidos estes vários cones acima, vamos agora estudar algu-
mas de suas propriedades e relações de inclusão entre eles. 
Mostraremos através do lema e proposição a seguir que K(Sw) é o 
fecho topológico de S(W) no espaço 'das matrizes. 
Lema 4.5 O fecho (topológico) de S (W) no espaço das matrizes é 
{A E .Mn(lR): AW c W} 
onde Af11 (IR:.) é o conjunto ·das 'matrize~ de ordem n. 
Demonstração: 'Denote por K o c~njunto {A E Mn(lR): AlV C lt'} 
do enunciado. É claro que K é fechado. ~or isS? basta mostrar que se 
A E K então A pode ser aproximado por elementos de S (lF). Se A e 
inversfvel não há nada a demonstrar. Se A não· é inversfvel então existe 
é> O tal que para todo À E (0, é) det (A+ À· 1) =rf .0, pois o conjunto 
dos auto-valores de A é discreto. Isso garante que A+ À· 1 é inversfvel. 
:Mas se AlV ·c W e À > O então (A+ À· 1) lV também está contido · 
em R·'". Dai que A E K pode ser aproximado por elementos de S (R .. ), 
m~trando que K.é o fecho de S (l-Jl). O 
Proposição 4.6 K (S (VV)) é o conjunto das transformações lineares 
de A1'11(lR) que deixam l'V invariante: 
K (S (lt')) ={A E Mn(lR): AH7 C M'}. 
Demonstração: Denote por K o conjunto {A E Mn(lR): AlV c n·}. 
Será mostrado que K é o menor cone-semigrupo que contém S (l-\7), o 
que garante a igualdade do enunciado. 
Em primeiro lugar, K é um cone-semigrupo. · De fato, se A, B E 
K então A (BW) C AlV C W, portanto K é .fechado por produto 
associativo. Além do mais, se a e b são reais positivos então aA + 
bB E K. Para ver isso tome uE W. Então, (aA+bB)u =_a(Au) + 
b (Bu). Como Au, Bu E W é W é um cone, segue que (aA + bB)u E 
M" e dai que a A + bB E K. Em outras palavras, K é fechado por 
.-
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combinaç.ões cônicas. Como K é evidentemente feChado isso completa 
a dernonstraç.ão de que K é um cone-semigrupo. 
P~lo lema anterior K .é o fecho de S (ll"). Portanto todo cone-
semigrupo deve conter K, rn~trando que K (S (Ur)) = K. O 
Na proposição a seguir relacionamos K(S (lV)) com o conjunto de 
transformações lineares lV 0 W*. 
Proposição 4.7 K (S (lV)) é o cone dual de \V 0\V* em. relação à 
forma troço, isto é, 
K ( S (lV)) = {A : tr (A (v 0 c:t)) > O paro todo v 0 a E H' 0 W*}. 
(4.1) 
De~onstração: ObserVe que tr (A (v 0 a)) = c:t (Av). Portanto, A 
está no segundo me:r:nbro de (4.1) se e só se a (Av) 2:: O para todo v E ll'. 
e todo a E tV*. Ma.s essa é exatamente a condição para que AtV C lV 
(isto é, Av pertence ao dual de W* (= W) para todo v E lV). Como 
foi demonstrado que 
K (S (W)) ={A: AW c lV} 
vale a igualdade do enuncia~o. o 
Agora, só para registrar enunciamos o seguinte corolá.rio, que é ob-
tido· diretamente das proposições anteriores. 
Corolário 4.8 O fecho topológico de S(l'F) é igual ao dual de W @lV* 
em relação à forma troço. 
Definição 4. 9 Denát.emos por C (lV) o cone-semigrupo gerado pelo 
conjunt-o Q (W). 
Lembrando a definição de Kw, feita acima, uma pergunta que surge 
naturalmente é sobre a relação entre C (lF) e Kinf. A proposição a 
~guir responde a esta pergUnta. . 
Proposição 4.10 C (W) C Kinf· 
.· 
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Demonstração: A inclusão C (lV) C Km.r é demonstrada facilmente: 
tome X E Q(lV). Então, X 2 =O pois X= v 0 a e a(d =O. De 
X 2 = O segue que exp (tX) = 1 + tX. Como X deixa n· invariante, 
essa ~xpressão garante que exp (tX) E S (W) para todo t 2: O, isto é, 
X E L (S(W)) e exp(tX) = 1 + tX E Smr.Seja t > O. Então, por 
definição de Kinf, ,! exp (tX) = ,! +X está em Kinf. Tomando limite 
·. t t 
quando t --T +oo, X = lim (~+X) E Kinf.Portanto, Q (H~) C Ki:nf. 
Como Kmr é wn cone-semigrupo e C (W) é, por definição~ o menor 
cone-semigrupo contendo Q (lV), segue que C (lV) C Kinf· O 
A proposição a seguir junta algumas informações que tínhamos an-
teriormente com a proposição acima estabelecendo mais uma relação 
entre K(S(W)) e L(S(W)) nwna cadeia de inclusões bastante elucida-
tiva. 
Proposição 4.11 Q (W) c C (l-V) c Kini c K (S (W)) c L (S(lV)). 
Demonstração: . A primeira inclusão é só a definição. a segunda 
é· a proposição anterior, a terceira segue também por defrnição, já a 
última inclusão pode ser vista de duas maneiras diferentes: em primeiro 
lugar, foi mostrado que K ( S (l-V)) = {A : AlV C lV}. É claro que 
se AlV C W então A2W C W, etc., as potências de A deixam lV 
invariante. Isso implica que exp (tA) W C W se t >O pois exp (tA) é 
wna soma com coeficientes positivos de potências de A (e n· é fechado). 
Outra demonstração é: denote por (·)*tr o dual no espaço das matrizes 
em relação à forma traço. Sabe-se que L (S(lV)) = Q (ll')*tr. Por 
outro lado, foi mostrado acima que K (S (W)) = (W 0 n··)*tr. Mas. 
Q (lV) C W 0 lV*. Portanto, 
L (S(lV)) . Q (lV)*tr :::> (lV 0 Jli*)*tr = K (S (lV!). 
o 
Vamos agora estudar algumas propriedades e algumas relações entre 
K (S (W)) e co (lV ®ll'*). 
Por definição K (~ (lV)) é wn cone-.semigrupo, em particular é wn 
cone no espaço das matrizes. Esse cone satisfaz as propriedades: 
.-
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Lema 4.12 ~V ®lV* é um subconjunto de K (S (JV)). 
Demonstração: Tome v 8 a: E lV @ H:"* e u E lF. Deve-se mostrar 
que a ( u) v = (v @ a) u pertence a W. Para isso tome {3 E W*. 
Então, /3 (a ( u) v) = a ( u) /3 (v) > O, pois os funcionais estão em lV* 
e os vetores em W. Isso mostra que a: (u) v E R>', concluindo que 
·v 0 a E K ( S (lV)) O 
Corolário 4.13 co (W@ W*) é um subconjunto de K (S (W)). 
Lema 4.14 co(W ® W*) é gerador. 
Demonstração: Isto vem do fato que W ® W* contém uma base de 
]Rn 0 (1Rn )* já que tanto Hl quanto W* são cones geradores. · O 
Proposição 4.15 K (S (lV)) é pontual e gerador. 
Demonstração: É pontual: suponha que ±A E K (S (R')). Se A =f:- O 
então existe v E W tal que Av =f:- O pois W é gerador e, portanto, não 
está contido no ker A (que é um hiperplano). Para esse v, Av E R!. 
pela caracterização de K (S (W)). Como -A E K (S (nr)), segue que. 
-Av E lV. Dai que ±Av E lV. Mas, W é pontual. Então Av= O, o 
que é absurdo.· Portanto, A = O, mostrando que K ( S (R~)) é pontual. 
K ( S (vF)) é gerador pois contém co (W ® W*) . O 
Corolário 4.16 co(lV e lV*) é pontual e gerador. 
Demonstração: co (~V 0 \V*) é o dual de K (S (\V)) e, portanto, é 
pontual e gerador. O 
Proposição 4.17 co (H7 C:::' W*) é um. cone-semigrupo. 
.· 
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Demonstração: Basta verificar que é fechado por proc!utos associa-
tivos. Em primeiro lugar, tome u®o., v0{3 E W 0 W*. O seu produto 
é 
(u ®o:) (v 0 {3) =o. (v) u 0 {3, 
que está em co (W ® W*) pois u E W, {3 E W* e o. (v)~ O. Em geral, 
um elemento de co (W ® W*) é uma combinação linear com coeficientes 
positivos de W 0 W*. Pelo produto acima, o produto de duas dessas 
combinações também é uma combinação cônica de W ®Ir*. O 
4.3 Cones Poliedrais 
Em geral L ( S (\V)) pode ser grande comparado com K ( S (lf)) (veja o 
exemplo abaixo). Para cones poliedrais existe, no entant.v. uma r~laç.ão 
simples entre esses dois cones de matrizes. 
Proposição 4.18 Suponha que Ul é um cone poliedrol ;-ontual e ger-
ador. Então, 
L (S(l'F)) = K (S (lV)) +IR· 1. 
Demonstração: Deve-se mostrar que dado A E L (S(lll)), existe 
.X E JR tal que a matriz 
está em K (S (llr)). 
Como W é poliedral, pontual e gerador, o mesmo ocorre com W*. 
Sejam 'l)J, ••• 'V& e O.}, ••• ' O:p geradores de vV e \V*' r~tivamente. 
A matriz B (>.) pertence a K (S (W)) ~e, e somente se. B (>.)vi E W, 
i = 1, ... , k. Mas isso ocorre se, e só se, O:j (B (>.)vi) 2: O para i = 
1, ... , k e j = 1, ... , p. A escolha de À é feita da seguinte forma: como 
A E L (S(W)), o.i (Avi) > O se o:i (vi) =í O. Defina 
m = min{o.3 (vi): O.j (vi) =í 0}. 
Então, m >O pois se o.3 (vi) =í O então o.i (vi) > O (é aq-.:i que entra a 
hipótese do cone ser poliedral; para cones não poliedrais esse mÍnimo 
pode se zero). Defina 
l = min{o.i (Avi): i= 1, ... ,k,j = 1, ... ,p}. 
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l 
Tome .À tal que .À > Então, se ai (vi) = O, ai (B (.X) vi) -
m 
ai (Avi) 2::: O. Por outro lado, se ai (t'i) =/:O. então, 
O!j (B (.X) vi)= ai (Avi)+ >.ai (t·i) 2::: l + >.m 2::: O, 
. 
concluindo a demonstração. o 
Observação: Como :IR+ • 1 c K (S (vV)). qualquer que seja TV, a 
proposição anterior pode ser melhorada um pouco escrevendo L ( S(lV)) = 
K ( S (W)) +L · 1 o 
Como mencionado acima para cones não poliedrais essa proposição 
.. . . . 
não ·vale, como mostra o exemplo abaixo. · 
Exemplo: Em lR3 considere o cone não }X'liedral { x2 + y2· '- z2 :::;; 
O, z > O}. A matriz 
A=(~ ~1 ~) 
. . o o o 
está em L (S(n')). No entanto, nenhuma matriz B (>.) = A+>.· 1 
está em K (S (H7)), isto é, deixà invariante lV. Para ver isso tome por 
exemplo v= (0, 1, 1) E TV. Então B(>.)t' = (-1,>.,>.). que não está 
em TV pois 1 +·>.2.- >.2 = 1 >O. O 
Proposição 4.19 Se nr é poliedral, então TV 0 W* é poliedral. 
Demonstração: Suponha que TV seja cone poliedrnl. Então TV* 
também é poliedral. Sejam v1 , ••• , t'p o corljunto dos pontos extremais 
de lV e o:1, ... , o.r os pontos extremais de l"V*. Tome v 0 a E nr (;: W*. 
Ent.ão v é combinação cônica dos pontos extremais de n. e. a é· com-
binação cônica dos pontos extremais de H"* . Decompondo t', segue que 
v e&' a é combinação dos elementos vi 0 ai, o que pela decomposjção de 
a e v segue que v 0 a é combinação cônico. dos elementos ri C: ai. Em 
out.ms palavras, a quantidade finita de elementos vi 0 ai geroU' (2:: W"' 
por combinações cônicas. · O 
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Considere o cone-semigrupo C (lF) gerado por Q (l:V). Isto signÍfica 
que C (ll') é o menor conjtmto de transformações lineares que contém 
Q (li''") e é fechado po~ combinações cônicas e por produtos associativos. 
Segue que C (W) é o conjunto de todas as transformações lineares 
do tipo 
.b1B1 + • • • + brBr 
com bi >O e Bi = Xt· · ·Xp, Xi E Q(lV). 
Como cada X E Q (\V) deixa l\1 invariante, segue por essa caracter-
ização que se Z E C (W) então Zll'" c l\7 • Em particular. o conjunto 
das matrizes inversíyeis em C (l:V) está contido em S (W)±. onde 
s± (W) = .{g E Gl ( n, JR.) : .glil c R'}. 
Em outras palavras, 
Proposição 4.20 C (W) n Gl (n,JR.) c s± (n.r). 
4.4 Cones invariantes e cones-semigrupos 
O obj<:;tivo desta seção é estabelecer condições para que um cone-
semigrupo gerador e próprio no espaço das matrizes deixe invariante 
um cone em lRn. Um dos resultados que .setão demonstrados é o teo-
rema enunciado a seguir que relaciona cones no espaço das matrizes 
com cones em JR.n. 
Teorema 4.21 Seja K C :rvtn (JR) um cone-semigrupo de interior não 
vazio e próprio. Então, K deixa im~ariante um cone pontual e gerador 
\t~ C JRn. 
A demonstração deste teorema requer diversos lemas. Começamos 
observando que como K é cone próprio, existe um semi-espaço em 
Mn (IR) que o contém. Um semi-espaço.é um conjunto do tipo { 1( ·) ~ O} 
com 1 : 11n(1R) _,. 1R um funcional linear. Como a forma traço é 
não degenerada, existe X E Mn(IR.) tal que 1(Y) = tr(XY) para 
todo Y. Agora tomemos v E JR.n. Então K v é um cone em JRn e 
este cone é invariante por K pois K é um cone-semigrupo. Ãlém do 
.· 
.-
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mais, se K tem interior não vazio então K-u é gerador, pois a aplicação 
A E Mn (IR) --+ Av E IRn é uma aplicação aberta. 
Nosso problema se resume então em encontrar v E R,..· tal que Kv 
seja pontual . 
. 
. Lema 4.22 Seja K como no teorema. Se W C IRn for um cone próprio 
invariante por K, então W é pontual. 
Demonstração: De fato, seja H(lV) o maior subespaço contido em 
W. Se g E Mn(IR) deixa W invariante então gH(W) C H(lV), pois 
tomando v E H(W), temos g(±v) E W, isto é, ±gv E"-· Isto mostra 
que KH(W) C H(W). Como dimH(W) < n. e K tem interior não 
Va.zio, isto só pode acontecer se H(W) = {0}. O 
Tudo se reduz, portanto, em encontrar um v E JRn tal que K v seja 
própno~ · 
Lema 4.23 Tome X E Mn(IR) tal que tr(XY) :2: O parn úxlo Y E K. 
Suponha que exista em K um elemento da forma v 0 o: tal que 
tr(X(v0o:)) >O. 
Então, Kv é um cone próprio invariante por K. 
Demonstração: . Lembremos que tr(X(v 0 o)) = o:(Xt'). Se g E 
K então g(v 0 a) também está em K. Mas, g(v 0 o:) = (gv) 0 o:. 
NovamentR pela hipótRse sobre X tRmos que 
o(Xgv) = tr(X((gv) 0 o:)) :2: O. 
Defina f3 = o: o X. Então, temos que f3(gv) = o:(Xgt:) > O. Como 
g E K é arbitrário: segue que o cone H7 = Kv satisfaz f3(Kt·) :2: O e em 
particular K 'V é um cone próprio. · O 
Deste lema concluímos de imediato o seguinte 
Corolário 4.24 Se o conjunto 
(4.2) 
não está contido em nenhum suheSJ!!LÇO então K deixa int1ariante um 
cone lV em Rn, que é pontual e gemdor. 
.· 
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Resta portanto mostrar que o conjunto dos elementos do tipo v 0 a: 
definido em (4.2) é suficientemente grande para conter elementos em 
que tr(X(v 0 a:)) é estritamente positivo. Isto é o que faremos agora. 
Começamos afirmando que (intK) n Gl+ ( n, R) =f. 0. Pois se g E K~ 
detg =/:-O, então g2 E K n Gl+ (n, R), já que det (g2) = (detg)2 . Como 
K é gerador, existe g E intK tal que det g =f. O. Daí que existe g E intK 
com det g > O, isto é, g E Gl+ (n, R). Como consequência, segue que 
(intK) n Sl (n,R) =f. 0. De fato, tome g E (intK) n Gl+ (n, JR). Então 
h = ( y'detg) g está em intK pois K é um cone. Como det h = L 
concluímos que intK intercepta SI (n,R). 
Seja então S K = K n SI ( n,JR.), que é um semigrupo de interior não 
\-'aZio em SI (n,R) (na topologia intrínseca desse grupo). Para ver isto 
basta observar que a topologia intrínseca de SI ( n, R) é aquela herdada 
do espaço das matrizes. Portanto um aberto de Gl+ ( n, R) interceptado 
com SI (n,R) é um aberto desse grupo .. 
Considere a ação de SK no espaço projetivo pn-l das retas de JR1l. 
Em pn-I existe um único conjunto de controle invariante (veja 
proposição 1.17). Vamos denotá-lo por C. 
Definição 4.25 Um veúJr v E Rn, v =f. O, é dito ser SK-compati·vel 
com o funcional linear a: E (Rn)* se a( v) > O e se exi.ste uma matriz 
diagonalizá·vel h E intSK, com auto-valores À 1 > ..X2 > · · · > Àn tal que 
·v é auto-vetor associado a À1 e os demais auto-vetores estão contidos 
no hiperplano kera:. 
Observação: A matriz diagonalizável que aparece nesta definição pode 
ser tomada de tal foÍma que os auto-valores Àt, ... , Àn são todos pos-
itivos. De fato, se h E intSK então h2 também está no interior de SK 
e os auto-valores de h2 são todos positivos, se os de h são reais e difer-
entes de zero. O 
Antes de discutir efetivamente a existência de elementos compatíveis, 
enunciamos o seguinte lema que, apesar de não ser essencial no que 
segue, é útil para fixar as idéias. 
· Lema 4.26 Se v éS K -compat{·oel com algum a então o subespaço [v] E 
pn-l gerado por v está no interior do conjunto controlável inmriante 
c c pn-l.- . 
.-
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Demonstração: Segue dos fatos: h E intSK e hkx -t [t']. k -t +oo, 
para x num conjunto aberto denso de pn-l. Isto é, v é o atrator de h 
em pn-l e é um teorema geral que os atratores de elementos no intSK 
estão no interior do conjunto controlável invariante. O 
Lema 4.27 Seja C0 o conjunto· de tmnsitividade de C. Tome [v] E C0 . 
Então o conjunto 
C(SK, v)= {a E (lRn)* :a é SK-compat{trel com r} 
tem interior não trazio em (lRn )*. 
Demonstração: Como [v] E C0 , um teorema geral sobre ações de 
grupos semi-simples em variedades fiag garante que existe h E intS K 
diagonalizável com auto-valores ).1 . > ).2 > · · · > .Àn > O tal que v é 
auto-~>etor associado a ..\1 (veja [10], Exemplo 4.5). Denote por B = 
{v, v 2 , ••• , Vn} uma base de auto-vetores de h. 
Agora, tome um funcional a de tal forma que a(v) > O e kera 
é gerado por 'L'2, ••• , Vn (por exemplo, tome a tal que sua matrjz na 
base B é (1, O, ... , 0)). Por definição a é SK-compativel com v. (Em 
particular, C (SK,v) # 0). 
Para mostrar o interior não vazio, seja N o grupo das matrizes 
triangulares superiores em relação à base B. Isto é, N é o grupo das 
transformações lineares n tais que 
[n]s= U ~ )-
Considere a ação de N em (lRn)* definida por n ·a =a o n-1. 
Valem os seguintes resultados: 
1. Seja U C N um aberto. Então, 
U · a = { n · a E (lRn )* : n E U} 
gera o cone JR+ (U ·a) com interior não vazio em (Rn)*. De fato, 
pode-se escolher a de tal forma que sua matriz na base B é 
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(1, O, ... , 0). Dessa forma, a órbita N · a se projeta sobre wn 
conjunto aberto denso do espaço projetivo de (JRn)*. Além do 
mais, a aplicação n E N 1--7 n · a E N · a é uma aplicação aberta. 
Portanto, o conjunto U · a é wn aberto de N · a, que se projeta 
num conjunto aberto do espaço projetivo de (Rn )*. Isso implica 
. que o cone gerado por U · a é gerador em (JR.n )*. 
2. Existe um aberto U C N, vizinhança da identidade, tal que 
nhn-1 E intSx para todo n EU. De fato, a aplicação 
~: n E N 1--7 nkn-1 E SI (n,JR) 
é continua. Portanto, ~-1 (intSx) é um aber,to de N, que cont~m 
a identidade, já que h E intSx. · 
3. Se nhn-1 E intSx, com n E N, então n ·a é Sx.:.Compativel com 
v. De fato, 
ker (n ·o:) = nker (o:). · 
Dai que ker (n ·a) é o subespaço gerado pelos auto-valores '"se-
cundários" de nhn-1', já que ker (a) é .o subespaço correspondente 
para h. 
Por fim, para todo n E N, nv = v. Dai que cada elemento de U · a 
é Sx-compatfvel com v~ com a transformação linear que realiza a com-
patibilidade dada por nhn-1• Po~tanto, U ·a C C (Sx, t'), m?strando 
que C ( S K, v) tem interior não vazio em (lRn )*. O 
Corolário 4.28 O conjunto dos pares (t', a) que são Sx-compatft.,eis 
tem interior não 1.1azio em Rn x (Rn )*. 
Demonstração: Em vista do lema anterior basta variar (v] no con-
junto aberto Co, para obter um conjunto aberto em JR.n X (JRn r. o 
Lema 4.29 Suponha que v e o: são Sx-compativeis. Entáo v C a E 
K(Sx). 
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Demonstração: Tome h E intSK com auto-valores Ã1 > À2 > · · · > 
Àn com base B ={v, v2 , ••. , 'Vn} com [a:]= (1, O, ... , O) nessa base (tudo 
corno acima). A matriz das coordenadas de v em relação à base B, é 
evidentemente · (0-
· Assim, a matriz de v 0 a: é a matriz diagonal 
diag{l, O, ... , O} = ·( ~ ) .( 1 · · · O ) . 
.. . o . 
Por outro lado, 
lim :k hk = diag{l, O, .. ·., O} 
k--+oo /\1 
e esse limite está em K (SK) pois ~hk E K (SK) e K (SK) é fechado 
. Àl 
por definição. O 
Lema ·4.30 Se X=/:- O então existe um par (v, a) que é SK-com.pativel 
tal que tr (X (v 0 a))=/:- O. 
Demonstração: Considere o co:qjunto dos elementos decomponfveis 
Este conjunto não está contido em nenhum subespaço próprio do espaço 
das matrizes. Portanto, tr (X A) não é identicamente nulo em D. Agora, 
o conjunto dos pares S-compaÜveis tem interior n.ão vazio em 1Rn x 
(JR.n )*. Portanto, o conjunto 
C (SK) ={v 0 a:: t' e a: são SK..,compatfveis} 
tem interior não vazio em D. Isso garante que tr (XA) não se anula 
identicamente em C (SK)· O 
-· 
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Corolário 4.31 SejaS C SI (n, 1R) um semigrupo de interiiJ·rnão 1.1azio. 
Suponh.a que K (S) é um cone próprio no espaço das matri.::es. Então, 
S deixa inmriante um cone pontual e gemdor Ul C JRn. 
Proposição 4.~2 Seja K um cone-sttbálgebm na álgebra associativa 
das matrizes n x n. Suponha que K é próprio e gemdor. Então K = 
K (SK) onde SK = K n Sl (n, JR). 
Demonstração: Observamos. em primeiro lugar, que SK = K n 
SI (n, R) é um semigrupo de interior não vazio em SI (n,lR) como visto 
anter-iormente. Além disso K n Gl+ (n,R) = JR+. SK pois. SK c K e 
portanto JR+. s;; c K. Como detg >o para todo g E R-. SK, segue 
que JR+ · SK C Krl Gl+ (n,R). Reciprocamente, se g E K 'I Gl+ (n,R) 
então ( y'(letg) g est~ em ~ e em Sl ( n, R) e, portanto~ em S K. Isso 
significa que g E JR+ · S K. 
O teorema anterior implica que S K deixa invariante um cone W 
pontual e gerador em Rn pois S K C K e K é um cone próprio. Como 
K n Gl+ (n,R) = JR+ . SK segue que K n Gl+ (n,R) ta:nbém deixa 
invariante o cone l-Jl. 
Se não existe g E K com det g < O a demonstração acaba acima. 
Suponha portanto que existe g E K com det g < O e seja Gr ( n, R) 
o conjunto das matrizes com det . < O. Se K n Gr ( n, lR.) :I 0 então 
intK n Gl- (n,R) =f: 0. Pois Gl-. (n,R) é aberto e intK é denso em K. 
Nestas condições podemos garantir que dado é> O, existem g, h E 
K com detg >O, det h< O e 19- hl <é. De fato: tome a,b E K com 
det a < O e det b > O. O seginento ta+ (1 - t) b, O:::; t :::; 1. esÜ. contido 
emKe 
p(t) = det (ta+ (1- t)b) 
é um polinômio em t, que· é positivo em t = O e· negatiw em t = 1 
e, portanto, muda de sinal no intervalo [0, 1]. O número de raizes do 
polinômio é finito, dai que existe t 0 E (0, 1) tal que p (t) muda de sinal 
em t0 • Por continuidade de t.~---+ ta+(l- t) b, existem s1, s2 próximos de 
t0 tais que p(si) >O, p(s2) <O e lg ~ hl <é onde g = s1a + (1- s1) b 
e h = s2a + (1 - s2) b. . 
Agora considere o cone pontual e gerador W ~variante por SK e 
tome uma base B do cone. Como lV é pontual, B é compacto. 
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Assim temos também que dado ê > O, existe h E K com det h < O 
tal que para todo x E B, 
supd (hx,B) <é 
zEB 
onde d (h:c,B) = inf!IEB Jh:c- Yl· 
Para mostrar isto tome 9 e h como no item anterior com jg - hl < é 1. 
Então para todo x E B, 
l9x - hxl < é1 lxl < A1 é1 
onde A1 = supzEB lx!. Portanto, d (hx, B) < Af€1 para todo x. 
Agora podemos concluir a demonstração da proposição. Para isto 
falta mostrar que ll' é invariante por 9 E K mesmo que det 9 < O. 
Fixando um tal 9, suponha por absurdo que existe x E B tal que 
gx f/: lV. Então alguma vizinhança U de 9x não intercepta lV. Como ll' 
· é cone pode-se supor que 114 ·U = U. Considere o aberto A= 9-1Unll'. 
É daro que 114 · A = A. 
Tome h E K com supxEB d ( hx, B) < é como garantido no corolário 
do item anterior, para um é > O suficientemente pequeno. Pela pro-
posição 2.1 do capitulo 2 existe 91 E SK tal que 91 (hW) C A. Então, 
991 h 'YV C U. Mas isso contradiz o fato de que W é invariante por 
K n Gl+ (n,JR). De fato, det h< O, det91 >O e det9 <O e esses três 
elementOs estão em K. Portanto, 991 h E K e det 991 h > O, isto é, 
gg1h E K n Gl+ (n,R). o 
· Seja S C SI ( n, R) com intS =f:. 0 ·e considere as ações de S no espaço 
. projetivo :pn-1 das retas de ]Rn e na esfera sn-1 dos raios partindo da 
origem de 1Rn.Seja r.: sn-I ~ pn-1 a aplicação canônica (recobrimento 
duplo), que identifica antipodas: Em pn-l existe um único conjunto 
de controle invariante que será denotado por C. r.-1 (C) c sn-I é um 
conjunto invariante por S. Podem acontecer duas possibilidades: 
1. r.-1 (C) é um conjunto de cóntrole invariante de Sem sn-1• 
2. r.:- 1 (C) =c+ U c- com c± conjuntos de controle in\-'ariantes. 
Corolário 4.33 Suponha que r.-1 (C) é uro conjunto de controle inva-
riante. Então K ( S) é todo o espaço de matrizes. 
.-
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Dem-onstração: K ( S) é um cone. Para mostrar que é todo espaço 
basta verificar que ele não está contido num semi-espaço de Afn (IR). 
De forma equivalente, basta mostrar que se 1 : .Afn (R) -7 R é um 
funcional linear então 1 muda de sinal em K (S). Para mostrar isso 
é conveniente representar 1 através da forma traço. Como tr (XY) é 
uma forma bilinear simétrica em lvfn (R) segue que e:riste X E lvfn (R) 
tal que "f (Y) = tr (XY) para todo Y. 
Portanto, para mostrar o corolário basta mostrar que para toda 
matriz X =I O existem A,B E co(S) tal que tr(XA)tr(XB) é estri-
tamente menor que zero. Tome uma matriz X =I O qualquer. Observe 
que X (v 0 a) (u) =a (u)X (v) e, portanto, 
tr (X (v e. a))= a (X (v)). 
Da mesma forma, se g é uma matriz qualquer, 
tr (X (g (v) e a))= a (X (g (v))). 
Agora, basta escolher v@ a e g(v) 0 a em co{S) de tal forma que 
apareçam sinais diferentes. Pelo lema 4.30, existe um par (v, a) que 
é S-compatfvel tal que tr (X ( t' 0 a)) =I O. Pela hipótese do teorema, 
existe g E S tal que g (v) = -t•. Pelo lema 4.29, v 0 a E co (S). Como 
g E S, o produto de matrizes g ·(v 0 a) também está em co (S). 11as 
g . ('v e a) = g (v) 0 a. 
Como g (v) = -v, tr (X (v ®a)) e tr (X (g (v)@ a)) têm sinais difer-
entes (e são ambos não nulos), concluindo a demonstração. O 
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