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FK-ISING COUPLING APPLIED TO NEAR-CRITICAL PLANAR
MODELS
FEDERICO CAMIA, JIANPING JIANG, AND CHARLES M. NEWMAN
Abstract. We consider the Ising model at its critical temperature with external mag-
netic field ha15/8 on aZ2. We give a purely probabilistic proof, using FK methods rather
than reflection positivity, that for a = 1, the correlation length is ≥ const. h−8/15 as
h ↓ 0. We extend to the a ↓ 0 continuum limit the FK-Ising coupling for all h > 0, and
obtain tail estimates for the largest renormalized cluster area in a finite domain as well
as an upper bound with exponent 1/8 for the one-arm event. Finally, we show that for
a = 1, the average magnetization,M(h), in Z2 satisfiesM(h)/h1/15 → some B ∈ (0,∞)
as h ↓ 0.
1. Introduction
1.1. Overview. In a recent paper [6], the authors obtained upper and lower bounds
of the form C0H
8/15 and B0H
8/15 as H ↓ 0, for the exponential decay rate (the mass
or inverse correlation length) of the (βc, H) planar (Z
2) Ising model at critical inverse
temperature βc with magnetic field H ≥ 0. The lower bound derivation used methods
based on the FK random cluster representation of the Ising model, including the use of
the Radon-Nikodym derivative of the distribution of the model with external field with
respect to the distribution of the model without external field. This derivative appears
implicitly in [7] (see also [ref. 16 of [7]]), as we learned after the first version of this paper
was posted in 2017. The upper bound, on the other hand, was derived in [6] by quite
different methods based on reflection positivity.
Here we extend the FK methods of [6] in several ways. First we give (in Theorem 1
and Corollary 1) an alternative derivation of the H8/15 upper bound using only FK-based
methods. Then in Theorem 2 we show that the FK/Ising coupling of [6] is valid for the
scaling limit continuum FK measure ensemble with positive renormalized magnetic field
h, extending the continuum Edwards-Sokal type coupling shown in [2] beyond the h = 0
case. This coupling is then applied to obtain in Theorem 3 for h ≥ 0 precise tail behavior
(of the form exp (−Cx16)) for the largest total mass in the ensemble of continuum FK
measures in a bounded domain; this is analogous to the result of [14] for the tail of the
largest cluster area in critical Bernoulli percolation. Tail behavior for both continuum
and discrete FK models is derived in Sections 3 and 5 by using the FK/Ising coupling to
relate moment generating functions for cluster size to those for Ising magnetization.
Our final main result (in Theorem 4) gives very precise behavior for the magnetization
M(H) (expected spin value of the (βc, H) Ising model on Z
2) that improves the bounds
from [3] that as H ↓ 0
B1H
1/15 ≤M(H) ≤ B2H
1/15. (1)
The improved result is
lim
H↓0
M(H)
H1/15
= B ∈ (0,∞). (2)
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The derivation of (1) in [3] was fairly short, but the derivation of (2) in Subsection 1.2
below is yet shorter and uses little more than the existence of a scaling limit magnetization
field for h ≥ 0 [4, 5].
1.2. Main results. Let a > 0. Denote by P ah the infinite volume Ising measure at the
inverse critical temperature βc on aZ
2 with external field a15/8h > 0. Let 〈·〉a,h be the
expectation with respect to P ah . Let 〈σx; σy〉a,h be the truncated two-point function, i.e.,
〈σx; σy〉a,h := 〈σxσy〉a,h − 〈σx〉a,h〈σy〉a,h.
For x, y ∈ R2, let |x−y| := ‖x−y‖2 denote the Euclidean distance. Our first main result
is:
Theorem 1. There exist C2, C3, C4 ∈ (0,∞) such that for any a ∈ (0, 1], h > 0 with
a15/8h ≤ 1, and x, y ∈ aZ2 with |x− y| ≥ C2h
−8/15
〈σx; σy〉a,h ≥ C3a
1/4h2/15e−C4h
8/15|x−y|. (3)
In particular, for a=1 and any H ∈ (0, 1], we have for any x′, y′ ∈ Z2 with |x′ − y′| ≥
C2H
−8/15
〈σx′; σy′〉1,H ≥ C3H
2/15e−C4H
8/15|x′−y′|. (4)
For a = 1, define the (lattice) mass (or inverse correlation length) M˜(H) as the supre-
mum of all m˜ > 0 such that for some C(m˜) <∞,
〈σx′; σy′〉1,H ≤ C(m˜)e
−m˜|x′−y′| for any x′, y′ ∈ Z2. (5)
The following immediate corollary of Theorem 1 gives a one-sided bound for the behavior
of M˜(H) as H ↓ 0, with the expected critical exponent 8/15.
Corollary 1.
M˜(H) ≤ C4H
8/15 as H ↓ 0,
with C4 the same constant as in Theorem 1.
Let D ⊆ R2 be a simply-connected and bounded domain with a piecewise smooth
boundary. Let Φa,hD be the near-critical magnetization field in D
a := aZ2 ∩D defined by
Φa,hD := a
15/8
∑
x∈Da
σxδx, (6)
where {σx}x∈Da is a configuration for the critical Ising model on Da with external field
a15/8h and free boundary conditions and δx is a unit Dirac point measure at x. In
Proposition 1.5 of [5] (resp., Theorem 1.3 of [4]), it was proved that Φa,hD (resp., Φ
a,0
D )
converges in law to a continuum (generalized) random field ΦhD (resp., Φ
0
D). Let C
∞(D)
denote the set of infinitely differentiable functions with domain D. ΦhD(f˜) denotes the
field ΦhD paired against the test function f˜ (which was denoted 〈Φ
h
D, f˜〉 in [5]). For any
configuration ω in the FK percolation on Da with no external field and free boundary
conditions, let C (Da, f, ω) denote the set of clusters of ω in Da, where f stands for free
boundary conditions. For C ∈ C (Da, f, ·), let µaC := a
15/8
∑
x∈C δx be the normalized
counting measure of C. By Theorem 8.2 of [2],
{µaC : C ∈ C (D
a, f, ·)} =⇒ {µ0C : C ∈ C (D, f, ·)},
where =⇒ denotes convergence in distribution and the right-hand side is a collection of
measures obtained from the scaling limit; here the topology of convergence is defined by
a metric dist; for two collections, S and S ′, of measures on D,
dist(S ,S ′) := inf{ǫ > 0 : ∀µ ∈ S ∃ν ∈ S ′ s.t. dP (µ, ν) ≤ ǫ and vice versa}, (7)
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where dP is the Prokhorov distance. For h ≥ 0, let E0D,f,h be the expectation with respect
to the continuum random field ΦhD.
Before stating the next theorem, we first extend the family of random variables {µ0C}
from magnetic field h = 0 to h > 0. Letting (Ω,F ,P0D,f,0) denote the probability space
for {µ0C}, we define a new “tilted” probability measure P
0
D,f,h by
dP0D,f,h
dP0D,f,0
=
∏
C∈C (D,f,·) cosh (hµ
0
C(D))
E0D,f,0
(∏
C∈C (D,f,·) cosh (hµ
0
C(D))
) , (8)
where µ0C(D) =
∫
D
dµ0C. The finiteness of the expectation in (8) is proved in Proposition 9
below. Then for h ≥ 0, we define µ0C,h = µ
0
C as a function of ω, but on the tilted space
(Ω,F ,P0D,f,h). We now associate with the clusters C ∈ C (D, f, ·), independent uniform
(0, 1) random variables UC and define (±1)-valued variables SC,h by
SC,h =
{
+1, if UC ≤ (1 + tanh(hµ0C(D))) /2,
−1, otherwise.
(9)
We remark that the uniform random variables UC enable us to couple the models for
different values of h. Let E0D,f,0 be the expectation with respect to P
0
D,f,0. With these
definitions, we have the following representation for the near-critical magnetization field
ΦhD.
Theorem 2. Suppose D is a simply-connected bounded domain in R2 with piecewise
smooth boundary; then
ΦhD
d
=
∑
C∈C (D,f,·)
SC,h dµ
0
C,h, (10)
where
d
= means equal in distribution as generalized random fields with test function space
C∞(D¯). Indeed, for f˜ ∈ C∞(D¯),
E0D,f,he
ΦhD(f˜) =
E
0
D,f,0
{∏
C∈C (D,f,·)
[
cosh (hµ0C(D))EUC(e
SC,hµ
0
C(f˜))
]}
E0D,f,0
{∏
C∈C (D,f,·) cosh (hµ
0
C(D))
} , (11)
where
EUC(e
SC,hµ
0
C(f˜)) =
1 + tanh(hµ0C(D))
2
eµ
0
C(f˜) +
1− tanh(hµ0C(D))
2
e−µ
0
C(f˜).
Remark 1. The Radon-Nikodym derivative (8) can be shown to be the limit in L1 of the
corresponding lattice expressions and thus the continuum FK measure P0D,f,h is the weak
limit of the lattice FK measures PaD,f,h as a ↓ 0.
Remark 2. Theorem 2 and Remark 1 can be extended to different boundary conditions
on D besides free and to the full plane field Φh
R2
. In the full plane case, one can replace a
constant magnetic field by one which is zero outside [−L, L]2, using the nonconstant field
representation of the Appendix. The measure will only converge to a full plane measure
weakly as L→∞. In the full plane, also the lattice FK measure will only converge weakly
as a ↓ 0.
The next theorem is about the moment generating function for the largest renormalized
cluster area.
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Theorem 3. Suppose D is a simply-connected and bounded domain in R2 with piecewise
smooth boundary. Then for any h ≥ 0 and t ≥ 0
E
0
D,f,h
(
exp
(
t max
C∈C (D,f,·)
µ0C(D)
))
≤ C˜2e
C˜3(t+h)16/15 , (12)
where C˜2, C˜3 ∈ (0,∞) only depend on D.
Remark 3. This bound on the moment generating function shows (by an exponential
Chebyshev inequality) that the maximum cluster area has a tail decaying like e−C˜x
16
for
some constant C˜ ∈ (0,∞).
Remark 4. Propositions 5 and 6 (see also Proposition 8) in Section 3 provide a lattice
analogue to Theorem 3, but where t16/15 is replaced by t2; the upper bound there is uniform
as the lattice spacing a ↓ 0. See [14] for related results about critical Bernoulli percolation.
We conclude this section with a theorem that improves the result of [3] that on Z2, for
small H ,
B1H
1/15 ≤ 〈σ0〉1,H ≤ B2H
1/15 (13)
for some B1, B2 ∈ (0,∞). The proof is so short that we include it here in this section.
Theorem 4. There exists B ∈ (0,∞) such that
lim
H↓0
〈σ0〉1,H
H1/15
= B. (14)
Proof. Letting a = H8/15, h = 1, using translation invariance, writing Φa,h for Φa,h
R2
, 1Q
for the indicator of Q = [−1/2, 1/2]2 and N (a) for the cardinality of aZ2 ∩Q, one has
〈Φa,1(1Q)〉a,1 = a
15/8N (a)〈σ0〉1,H=a15/8 = H
−1/15a2N (a)〈σ0〉1,H. (15)
Since N (a)/(1/a)2 → 1 as a ↓ 0, it follows that
lim
H↓0
〈σ0〉1,H
H1/15
= lim
a↓0
〈Φa,1(1Q)〉a,1 = E
0
h=1
(
Φh=1(1Q)
)
, (16)
where we have dropped the subscript D in ΦhD when D = R
2. The existence of the second
limit of (16) follows from convergence in distribution of Φa,1 (see Theorem 1.4 of [5]) and
moment generating function bounds (see Proposition 3.5 of [4]). 
2. Preliminary definitions and results
In this section, we give the basic definitions and properties of the Ising model and its
coupling to the FK random cluster model. This basically follows the presentation in [6]
which we repeat here to make this paper self-contained.
2.1. Ising model and FK percolation. In this subsection, our definitions and termi-
nology (especially after the ghost vertex is introduced below) follow those of [1]. With
vertex set aZ2, we write aE2 for the set of nearest neighbour edges of aZ2. For any finite
D ⊆ R2, letDa := aZ2∩D be the set of points of aZ2 inD, and call it the a-approximation
of D. For Λ ⊆ aZ2, define ΛC := aZ2 \ Λ,
∂inΛ := {z ∈ aZ
2 : z ∈ Λ, z has a nearest neighbor in ΛC},
∂exΛ := {z ∈ aZ
2 : z /∈ Λ, z has a nearest neighbor in Λ},
Λ := Λ ∪ ∂exΛ.
Let B(Λ) be the set of all edges {z, w} ∈ aE2 with z, w ∈ Λ, and B(Λ) be the set of all
edges {z, w} with z or w ∈ Λ. We will consider the extended graph G = (V,E) where
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V = aZ2 ∪ {g} (g is usually called the ghost vertex [11]) and E is the set aE2 ∪ {{z, g} :
z ∈ aZ2}. The edges in aE2 are called internal edges while {{z, g} : z ∈ aZ2} are called
external edges. Let E (Λ) be the set of all external edges with an endpoint in Λ, i.e.,
E (Λ) := {{z, g} : z ∈ Λ} .
Let ΛL := [−L, L]2 and ΛaL be its a-approximation. The classical Ising model at
inverse (critical) temperature βc on Λ
a
L with boundary condition η ∈ {−1,+1}
∂exΛaL and
external field a
15
8 h ≥ 0 is the probability measure P aΛL,η,h on {−1,+1}
ΛaL such that for
any σ ∈ {−1,+1}Λ
a
L,
P aΛL,η,h(σ) =
1
ZaΛL,η,h
e
βc
∑
{u,v} σuσv+βc
∑
{u,v}:u∈Λa
L
,v∈∂exΛ
a
L
σuηv+a15/8h
∑
u∈Λa
L
σu
, (17)
where the first sum is over all nearest neighbor pairs (i.e., |u − v| = a) in ΛaL, and
ZaΛL,η,h is the partition function (which is the normalization constant needed to make
this a probability measure). P aΛL,f,h denotes the probability measure with free boundary
conditions — i.e., where we omit the second sum in (17). P aΛL,+,h (respectively, P
a
ΛL,−,h
)
denotes the probability measure with plus (respectively, minus) boundary condition, i.e.,
η ≡ +1 (respectively, η ≡ −1) in (17). Below we will also consider Ising measures P aD,ρ,h
for more general domains D ⊆ R2, defined in the obvious way.
It is known that P aΛL,η,h has a unique infinite volume limit as L→∞, which we denote
by P ah . Note that this limiting measure does not depend on the choice of boundary
conditions (see, e.g., Theorem 1 of [15] or the theorem in the appendix of [16]).
The FK (Fortuin and Kasteleyn) percolation model at βc on Λ
a
L with boundary con-
dition ρ ∈ {0, 1}B((Λ
a
L)
C)∪E ((ΛaL)C) and with external field a
15
8 h ≥ 0 is the probability
measure PaΛL,ρ,h on {0, 1}
B(ΛaL)∪E (Λ
a
L) such that for any ω ∈ {0, 1}B(Λ
a
L)∪E (Λ
a
L),
P
a
ΛL,ρ,h
(ω) =
2
K
(
ΛaL,(ωρ)ΛaL
)
ZˆaΛL,ρ,h
∏
e∈B(ΛaL)
(1− e−2βc)ω(e)(e−2βc)1−ω(e)
×
∏
e∈E (ΛaL)
(1− e−2a
15/8h)ω(e)(e−2a
15/8h)1−ω(e), (18)
where (ωρ)ΛaL denotes the configuration which coincides with ω on B(Λ
a
L) ∪ E (Λ
a
L) and
with ρ onB
(
(ΛaL)
C
)
∪E
(
(ΛaL)
C
)
, K
(
ΛaL, (ωρ)ΛaL
)
denotes the number of clusters in (ωρ)ΛaL
which intersect ΛaL and do not contain g, and Zˆ
a
ΛL,ρ,h
is the partition function. An edge
e is said to be open if ω(e) = 1, otherwise it is said to be closed. PaΛL,ρ,h is also called the
random-cluster measure (with cluster weight q = 2) at βc on Λ
a
L with boundary condition
ρ with external field a
15
8 h ≥ 0. PaΛL,f,h (respectively, P
a
ΛL,w¯,h
) denotes the probability
measure with free (respectively, wired) boundary conditions, i.e., ρ ≡ 0 (respectively,
ρ ≡ 1) in (18). In this paper, we use the notation PaΛL,w,h for the boundary condition
ρ with ρ|
B((ΛaL)C)
≡ 1 and ρ|
E ((ΛaL)C)
≡ 0 where ρ|
B((ΛaL)C)
(respectively, ρ|
E ((ΛaL)C)
) is
the restriction of ρ to B
(
(ΛaL)
C
)
(respectively, E
(
(ΛaL)
C
)
). In (18), we always assume
ρ|
E ((ΛaL)C)
≡ 0 when h = 0. Below we will also consider FK measures PaD,ρ,h for more
general domains D ⊆ R2, defined in the obvious way.
It is also known that PaΛL,ρ,h has a unique infinite volume limit as L → ∞, which we
denote by Pah. Again this limiting measure does not depend on the choice of boundary
conditions. The reader may refer to [12] for more details in the case h = 0; the proof for
h > 0 is similar.
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Suppose D ⊆ R2 is bounded. For any ω ∈ {0, 1}B(D
a), let C (Da, ρ, ω) denote the set
of clusters of (ωρ)Da which intersect D
a. For C ∈ C (Da, ρ, ω), let |C| denote the number
of vertices in C ∩ Da. Then the marginal of PaD,ρ,h on B(D
a) (see, e.g., pp. 447-448 of
[1]) is
P˜
a
D,ρ,h(ω) =
(1− e−2βc)o(ω)(e−2βc)c(ω)
∏
C∈C (Da,ρ,ω),g /∈C
(
1 + e−2ha
15/8|C|
)
Z˜aDa,ρ,h
, (19)
where Z˜aDa,ρ,h is the partition function, and o(ω) and c(ω) denote the number of open and
closed edges of ω respectively. In this paper, we only consider P˜aD,ρ,h with ρ satisfying
ρ|E ((Da)C) ≡ 0. In particular, in such a case one can drop the condition g /∈ C in (19).
2.2. Basic properties. The Edwards-Sokal coupling [9] couples the Ising model and FK
percolation. Let Pˆah be that coupling measure of P
a
h and P
a
h defined on {−1,+1}
V×{0, 1}E .
The marginal of Pˆah on {−1,+1}
V is P ah , and the marginal of Pˆ
a
h on {0, 1}
E is Pah. The
conditional distribution of the Ising spin variables given a realization of the FK bond
variables can be realized by tossing independent fair coins — one for each FK-open
cluster not containing g — and then setting σx for all vertices x in the cluster to +1 for
heads and −1 for tails. For x in the ghost cluster, σx = +1 (for h > 0). The coupling we
just described is for the infinite graph G = (V,E), but it is also valid for more general
graphs (infinite and finite). A different coupling for h 6= 0 between internal FK edges
and spin variables is given in Propositions 1 and 2 below as well as in the Appendix when
the magnetic field hx at vertex x may vary with x and not be a constant h. As mentioned
above, this coupling already appears implicitly in [7].
For any u, v ∈ V , we write u←→ v for the event that there is a path of FK-open edges
that connects u and v, i.e., a path u = z0, z1, . . . , zn = v with ei = {zi, zi+1} ∈ E and
ω(ei) = 1 for each 0 ≤ i < n. For any u, v ∈ aZ2, we write u
aZ2
←→ v if u←→ v and each
vertex on this path is in aZ2. For any A,B ⊆ V , we write A ←→ B if there is some
u ∈ A and v ∈ B such that u ←→ v. A 6←→ B denotes the complement of A ←→ B.
The following identity, immediate from the Edwards-Sokal coupling, is essential.
Lemma 1.
〈σx; σy〉a,h = P
a
h(x←→ y)− P
a
h(x←→ g)P
a
h(y ←→ g). (20)
Let Pa := Pah=0. By standard comparison inequalities for FK percolation (Proposition
4.28 in [12]), one has
Lemma 2. For any h ≥ 0, Pah stochastically dominates P
a.
The following lemma is about the one-arm exponent for FK percolation with h = 0. It
is an immediate consequence of Lemma 5.4 of [8].
Lemma 3 ([8]). There exist constants C˜1, C1, independent of a, such that for each a ∈
(0, 1] and any boundary condition ρ ∈ {0, 1}B((Λ
a
1)
C)∪E ((Λa1 )C),
C˜1a
1/8 ≤ PaΛ1,ρ,h=0(0←→ ∂inΛ
a
1) ≤ C1a
1/8.
Let Q := Λ1/2 be the unit square centered at the origin. Let E
a
Q,+,0 be the expectation
with respect to P aQ,+,0. Let m
a
Q be the renormalized magnetization in Q defined by
maQ := a
15/8
∑
x∈Qa
σx.
Then we have
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Lemma 4 ([4]). There exists C5 ∈ (0,∞) such that for any a > 0 and t > 0
EaQ,+,0(e
tmaQ) ≤ eC5(t+t
2).
Proof. This follows from the proof of Proposition 3.5 in [4]. 
3. Couplings of FK and Ising variables
3.1. A coupling for h > 0. In the Appendix, we discuss the coupling of FK and Ising
variables for general finite graphs with general non-negative magnetic field profiles—see
also [7]. In this subsection, we focus on the critical FK measure in a finite domain with
constant magnetic field, but general boundary conditions. The following two propositions
are generalizations of Lemma 4 and Proposition 1 in [6].
Proposition 1. Suppose ρ ∈ {0, 1}B((D
a)C)∪E ((Da)C) with ρ|E ((Da)C) ≡ 0. Then the
Radon-Nikodym derivative of P˜aD,ρ,h with respect to P
a
D,ρ,0 is
dP˜aD,ρ,h
dPaD,ρ,0
(ω) =
∏
C∈C (Da,ρ,ω) cosh(ha
15/8|C|)
EaD,ρ,0
[∏
C∈C (Da,ρ,·) cosh(ha
15/8|C|)
] , ω ∈ {0, 1}B(Da) (21)
where EaD,ρ,0 is the expectation with respect to P
a
D,ρ,0.
Remark 5. To be more precise, PaD,ρ,0 and E
a
D,ρ,0 in (21) should be P˜
a
D,ρ,0 and E˜
a
D,ρ,0
respectively. But for ease of notation, we drop the ∼ notation when h = 0. This should
cause no confusion.
Proof. By (18) and (19), we have
P˜
a
D,ρ,h(ω)
PaD,ρ,0(ω)
=
ZˆaD,ρ,0
∏
C∈C (Da,ρ,ω)(1 + e
−2ha15/8|C|)
Z˜aD,ρ,h
∏
C∈C (Da,ρ,ω) 2
=
ZˆaD,ρ,0
Z˜aD,ρ,h
∏
C∈C (Da,ρ,ω)
1 + e−2ha
15/8|C|
2
=
e−ha
15/8|Da|ZˆaD,ρ,0
Z˜aD,ρ,h
∏
C∈C (Da,ρ,ω)
cosh(ha15/8|C|),
where |Da| is the total number of vertices in Da. Since
e−ha
15/8|Da|ZˆaD,ρ,0
Z˜aD,ρ,h
only depends on
a,D, ρ, h but not on ω, the proposition follows. 
Let PˆaD,ρ,h be the Edwards-Sokal coupling of P
a
D,ρ,h and its corresponding Ising measure.
For any C ∈ C (Da, ρ, ω), let σ(C) be the spin value of the cluster assigned by the coupling.
Then we have
Proposition 2. Let ρ ∈ {0, 1}B((D
a)C)∪E ((Da)C). For ω ∈ {0, 1}B(D
a), suppose C (Da, ρ, ω) =
{C1, C2, . . .} where the Ci’s are distinct. Then for any Ci ∈ C (Da, ρ, ω) with g /∈ Ci
P
a
D,ρ,h(Ci ←→ g|ω) = tanh(ha
15/8|Ci|), (22)
Pˆ
a
D,ρ,h(σ(Ci) = +1|ω) = tanh(ha
15/8|Ci|) +
1
2
(
1− tanh(ha15/8|Ci|)
)
, (23)
Pˆ
a
D,ρ,h(σ(Ci) = −1|ω) =
1
2
(
1− tanh(ha15/8|Ci|)
)
. (24)
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Moreover, conditioned on ω, the events {Ci ←→ g} are mutually independent and the
events {σ(Ci) = +1} are mutually independent.
Proof. For each ω ∈ {0, 1}B(D
a), one sees from (19) (note that PaD,f,h(ω) and P˜
a
D,f,h(ω)
are equal) that
P
a
D,f,h(ω) ∝
(
1− e−2βc
)o(ω) (
e−2βc
)c(ω)
×
∏
C∈C (Da,ρ,ω),g /∈C
(
(1− e−2ha
15/8|C|) + 2e−2ha
15/8|C|
)
. (25)
So for any Ci, Cj ∈ C (D
a, ρ, ω) with g /∈ Ci, g /∈ Cj and i 6= j,
P
a
D,f,h(Ci ←→ g|ω) =
1− e−2ha
15/8|Ci|
(1− e−2ha15/8|Ci|) + 2e−2ha15/8|Ci|
= tanh(ha15/8|Ci|),
P
a
D,f,h(Ci ←→ g, Cj ←→ g|ω) = tanh(ha
15/8|Ci|) tanh(ha
15/8|Cj |),
with a similar product expression for the intersection of three or more of the events
{Ci ←→ g}. So conditioned on ω, these events are mutually independent. The rest of the
proposition follows directly from the Edwards-Sokal coupling. 
3.2. FK measure without external field. Let maD be the renormalized magnetization
in D, i.e.,
maD := a
15/8
∑
x∈Da
σx.
By the Edwards-Sokal coupling, for each FK measure PaD,ρ,0, there is a corresponding Ising
measure which is denoted by P aD,ρ,0. Let E
a
D,ρ,0 (respectively, E
a
D,ρ,0) be the expectation
with respect to PaD,ρ,0 (respectively, P
a
D,ρ,0). Recall that when h = 0 we always assume
ρ ∈ {0, 1}B((D
a)C)∪E ((Da)C) with ρ|E ((Da)C) ≡ 0. Then we have
Proposition 3. For any a > 0 and h > 0, we have
1 ≤ EaD,ρ,0

 ∏
C∈C (Da,ρ,·)
cosh(ha15/8|C|)

 = EaD,ρ,0 (ehmaD) ≤ EaD,+,0 (ehmaD) . (26)
Proof. The leftmost inequality in (26) is trivial since cosh(r) ≥ 1 for any r ∈ R. By the
Edwards-Sokal coupling (see, e.g., (3.2) in [5])
EaD,ρ,0
(
ehm
a
D
)
= EaD,ρ,0

 ∏
C∈C (Da,ρ,·)
(
1
2
eha
15/8|C| +
1
2
e−ha
15/8|C|
)
= EaD,ρ,0

 ∏
C∈C (Da,ρ,·)
cosh(ha15/8|C|).


The last inequality in (26) follows from the FKG inequality. 
If D is a simply-connected domain and ρ is either free or wired, then Theorem 2.6 of
[4] says maD converges weakly to a continuum magnetization variable mD (Theorem 2.6
is for a dyadic square but the same proof applies to a general simply-connected domain).
Then by Corollary 3.8 of [4], we have
lim
a↓0
EaD,ρ,0
(
ehm
a
D
)
= ED,ρ,0
(
ehmD
)
, (27)
which yields the following proposition.
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Proposition 4. If D is a simply-connected domain and ρ is either free or wired, then
lim
a↓0
E
a
D,ρ,0

 ∏
C∈C (Da,ρ,·)
cosh(ha15/8|C|)

 = ED,ρ,0 (ehmD) ≤ ED,+,0 (ehmD) .
Proof. The equality follows from (26) and (27) while the inequality follows from the FKG
inequality. 
Recall that Q is the unit square centered at the origin. For a configuration ω sampled
from the measure PaQ,w,0, let C0(ω) be the boundary cluster (note that there is only
one such cluster). For a configuration ω sampled from PaQ,ρ,0, let Amax(ω) denote the
maximum number of vertices of any FK-open cluster. Let A0(ω) := a
15/8|C0(ω)| and
Amax(ω) := a
15/8Amax(ω) be the corresponding renormalized “areas”. Then we have
Proposition 5. For any a > 0 and t > 0, we have
E
a
Q,w,0
(
etA0
)
≤ 2eC5(t+t
2), EaQ,ρ,0
(
etAmax
)
≤ 2eC5(t+t
2) for any ρ,
where C5 is as in Lemma 4.
Proof. We only prove the second inequality since the first follows from the second. By
Proposition 3 and Lemma 4, we have
E
a
Q,ρ,0
(
etAmax
)
≤ 2EaQ,ρ,0

 ∏
C∈C (Qa,ρ,·)
cosh(ta15/8|C|)


≤ 2EaQ,+,0
(
etm
a
D
)
≤ 2eC5(t+t
2), (28)
where the first inequality follows from er ≤ 2 cosh(r) and cosh(r) ≥ 1 for any r ∈ R. 
3.3. FK measure with external field. In this subsection we present three propositions
concerning the moment generating function of cluster size and one-arm events. They will
be used in Section 4 below.
For a configuration ω from the measure P˜aQ,w,h, we again let C0(ω) be the boundary
cluster and A0(ω) := a
15/8|C0(ω)| be the corresponding renormalized area. For a con-
figuration ω from the measure PaQ,w,0, let C (D
a, w, ω) = {C0, C1, C2, . . .} where C0 is the
boundary cluster. Define Ai(ω) := a
15/8|Ci| for each i ≥ 0. Let E˜aQ,w,h be expectation
with respect to P˜aQ,w,h.
Proposition 6. For any a > 0, h ≥ 0 and t > 0, we have
E˜
a
Q,w,h
(
etA0
)
≤ 2eC5((t+h)
2+(t+h))
where C5 is as in Lemma 4.
Proof. Proposition 1 implies
E˜
a
Q,w,h
(
etA0
)
=
E
a
Q,w,0
(
etA0
∏
C∈C (Qa,w,·) cosh(ha
15/8|C|)
)
EaQ,w,0
[∏
C∈C (Qa,w,·) cosh(ha
15/8|C|)
]
≤ EaQ,w,0
(
etA0
∏
i≥0
cosh(hAi)
)
≤ 2EaQ,w,0
(∏
i≥0
cosh ((t + h)Ai)
)
,
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where the last inequality follows from etr cosh(hr) ≤ 2 cosh((t + h)r) and cosh(hs) ≤
cosh((t+ h)s), valid for any r, s ≥ 0. The proof is completed by using Proposition 3 and
Lemma 4. 
The following proposition is about the one-arm event for P˜aQ,w,h.
Proposition 7. For any a > 0 and h ≥ 0, we have
P˜
a
Q,w,h(0←→ ∂inQ
a) ≤ C7(h)a
1/8,
where C7(h) ∈ (0,∞) only depends on h.
Proof. The h = 0 case follows from Lemma 3, so we assume h > 0 in the rest of the
proof. Let EaQ,+,h be the expectation with respect to P
a
Q,+,h. Then, by the Edwards-
Sokal coupling and the FKG inequality (recall that the subscripts w¯ and w refer to wired
boundary conditions, see the discussion after (18)),
EaQ,+,h(σ0) = P
a
Q,w¯,h(0←→ g) ≥ P
a
Q,w¯,h(0
aZ2
←→ ∂inQ
a)
≥ PaQ,w,h(0
aZ2
←→ ∂inQ
a) = P˜aQ,w,h(0←→ ∂inQ
a). (29)
Let Q1/2 := [−1/4, 1/4]
2 and Qa1/2 be its a-approximation. Then by the domain Markov
property and FKG inequality,
EaQ,+,h(σ0) = E
a
z+Q,+,h(σz) ≤ E
a
Q1/2,+,h
(σz) for any z ∈ Q
a
1/2
since Qa1/2 ⊆ z +Q
a for each such z. Therefore
EaQ,+,h(σ0) ≤
1
|Qa1/2|
∑
z∈Qa
1/2
EaQ1/2,+,h(σz), (30)
where |Qa1/2| is the number of vertices in Q
a
1/2.
Let maQ1/2,h := a
15/8
∑
z∈Qa
1/2
σz. Using the Radon-Nikodym derivative of P
a
Q1/2,+,h
with
respect to P aQ1/2,+,0 (see the proof of Proposition 1.5 in [5]),
EaQ1/2,+,h
(
maQ1/2,h
)
=
EaQ1/2,+,0
(
maQ1/2e
hmaQ1/2
)
EaQ1/2,+,0
(
e
hmaQ1/2
) . (31)
Note that
EaQ1/2,+,0
(
maQ1/2e
hmaQ1/2
)
≤ EaQ1/2,+,0
(
e
maQ1/2 e
hmaQ1/2
)
= EaQ1/2,+,0
(
e
(h+1)maQ1/2
)
. (32)
By Jensen’s inequality,
EaQ1/2,+,0
(
e
hmaQ1/2
)
≥ e
hEaQ1/2,+,0
(
maQ1/2
)
≥ 1, (33)
since EaQ1/2,+,0
(
maQ1/2
)
≥ EaQ1/2,f,0
(
maQ1/2
)
= 0 by the FKG inequality. Combining (33),
(32), (31) and (30), we get
EaQ,+,h(σ0) ≤
a−2
|Qa1/2|
a1/8EaQ1/2,+,0
(
e
(h+1)maQ1/2
)
≤ C7(h)a
1/8,
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where the last inequality with C7(h) < ∞ follows from a−2/|Qa1/2| → 4 as a ↓ 0 and a
similar argument as in the proof of Proposition 3.5 of [4] (see also Lemma 4 above). This
and (29) complete the proof. 
Next, we will show that the moment generating function of the boundary cluster from
P˜
a
Q,w,h is still finite even after conditioning on the event {0 ←→ ∂inQ
a}. Recall the
definitions of A0, A1, . . . right before Proposition 6.
Proposition 8. For any a > 0, h ≥ 0 and t > 0, we have
E˜
a
Q,w,h
(
etA0 |0←→ ∂inQ
a
)
≤ C8(t+ h)e
C5(h+h2+(t+h)+(t+h)2),
where C8(t + h) ∈ (0,∞) only depends on t + h and C5 is the same as in Lemma 4.
Proof. By Proposition 1,
E˜
a
Q,w,h
(
etA01{0←→∂inQa}
)
=
E
a
Q,w,0
(
etA01{0←→∂inQa}
∏
i≥0 cosh(hAi)
)
EaQ,w,0
(∏
i≥0 cosh(hAi)
)
≤ 2EaQ,w,0
(
cosh ((t+ h)A0) 1{0←→∂inQa}
∏
i≥1
cosh(hAi)
)
(34)
since etA0 cosh(hA0) ≤ 2 cosh ((t+ h)A0) and the denominator is larger than or equal
to 1. Let Γ ⊆ Qa be a possible realization in Qa (with wired boundary conditions) of the
cluster of 0 (i.e., a lattice animal containing 0) such that there is a path from 0 to ∂inQ
a
with each vertex on the path in Γ. Then
E
a
Q,w,0
(
cosh ((t+ h)A0) 1{0←→∂inQa}
∏
i≥1
cosh(hAi)
)
=
∑
Γ
cosh ((t + h) |Γ|)PaQ,w,0(C0 = Γ)E
a
Q,w,0
(∏
i≥1
cosh(hAi)|C0 = Γ
)
, (35)
where C0 is the boundary cluster and thus also the cluster of 0. Define
Γ¯ := {edges e ∈ Qa : at least one endpoint of e is in Γ},
so that Γ¯ includes both the open edges in Γ and the closed edges touching Γ.
Note that PaQ,w,0(·|C0 = Γ) is an FK measure on Q
a \ Γ¯ with free boundary conditions.
So by Proposition 3, the GKS inequalities [10, 13] used three times and Lemma 4,
E
a
Q,w,0
(∏
i≥1
cosh(hAi)|C0 = Γ
)
= EaQ\Γ¯,f,0
(∏
i≥1
cosh(hAi)
)
= EaQ\Γ¯,f,0(e
hma
Q\Γ¯) ≤ EaQ,f,0(e
hma
Q\Γ¯) ≤ EaQ,f,0(e
hmaQ)
≤ EaQ,+,0(e
hmaQ) ≤ eC5(h+h
2), (36)
where the second inequality follows from expanding the exponentials on both sides and
noticing that the extra terms from the RHS are non-negative by the GKS inequalities.
11
Therefore by (34), (35) and (36),
E˜
a
Q,w,h
(
etA01{0←→∂inQa}
)
≤ 2
∑
Γ
cosh ((t + h) |Γ|)PaQ,w,0(C0 = Γ)e
C5(h+h2)
= 2eC5(h+h
2)
E
a
Q,w,0
(
cosh ((t+ h)A0) 1{0←→∂inQa}
)
≤ 2eC5(h+h
2)
E
a
Q,w,0
(
1{0←→∂inQa}
∏
i≥0
cosh ((t + h)Ai)
)
= 2eC5(h+h
2)
E
a
Q,w,0
(∏
i≥0
cosh ((t+ h)Ai)
)
P˜
a
Q,w,t+h(0←→ ∂inQ
a), (37)
where the last equality holds because, by Proposition 1,
P˜
a
Q,w,t+h(0←→ ∂inQ
a) =
E
a
Q,w,0
(
1{0←→∂inQa}
∏
i≥0 cosh ((t+ h)Ai)
)
EaQ,w,0
(∏
i≥0 cosh ((t+ h)Ai)
) .
Proposition 3, Lemma 4 and (37) imply
E˜
a
Q,w,h
(
etA01{0←→∂inQa}
)
≤ 2P˜aQ,w,t+h(0←→ ∂inQ
a)eC5(h+h
2+(t+h)+(t+h)2). (38)
Note that by the FKG inequality and Lemma 3
P˜
a
Q,w,h(0←→ ∂inQ
a) ≥ PaQ,w,0(0←→ ∂inQ
a) ≥ C˜1a
1/8. (39)
Hence by (38), (39) and Proposition 7
E˜
a
Q,w,h
(
etA0 |0←→ ∂inQ
a
)
=
E˜
a
Q,w,h
(
etA01{0←→∂inQa}
)
P˜aQ,w,h(0←→ ∂inQ
a)
≤
2P˜aQ,w,t+h(0←→ ∂inQ
a)
P˜aQ,w,h(0←→ ∂inQ
a)
eC5(h+h
2+(t+h)+(t+h)2)
≤ C8(t+ h)e
C5(h+h2+(t+h)+(t+h)2)
with C8(t + h) = 2C7(t+ h)/C˜1. 
4. A lower bound for the correlation length (upper bound for the
mass)
In this section, we prove Theorem 1. We state and prove several lemmas first. In the
first of these, the constant C5 may be taken as in Lemma 4.
Lemma 5. There is some C5 ∈ (0,∞) so that for any a > 0, h ≥ 0, boundary condition
ρ on Qa and event E ⊆ {0, 1}B(Q
a),
P˜
a
Q,ρ,h(E) ≥ e
−C5(h+h2)P
a
Q,ρ,0(E).
Proof. By Proposition 1,
P˜
a
Q,ρ,h(E) =
∑
ω∈E P
a
Q,ρ,0(ω)
∏
i cosh(hAi(ω))
EaQ,ρ,0 (
∏
i cosh(Ai))
≥
P
a
Q,ρ,0(E)
EaQ,+,0(e
hmaQ)
≥ e−C5(h+h
2)
P
a
Q,ρ,0(E),
where the first inequality follows since cosh(r) ≥ 1 for any r ∈ R and Proposition 3, and
the second inequality follows from Lemma 4. 
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yx = (0; 0)
1
n+1
n
Figure 1. The larger box is R and the smaller one is R1. The dashed
curve is a blocking circuit.
Remark 6. It is not hard to see that Lemma 5 holds for more general domains. For
example, below we will apply it to the domain [0, 1
2
]× [0, 1
4
].
For ease of notation, we will assume x = 0 = (0, 0) and y = n~e1 = (n, 0) for some
n ∈ N and (n, 0) ∈ aZ2. Let R := [−1
2
, n + 1
2
]× [−1
2
, 1
2
] and R1 := [−
1
4
, n + 1
4
]× [−1
4
, 1
4
].
The dual lattice of aZ2 is (a/2, a/2) + aZ2. A dual edge is declared open (or blocking)
if and only if the corresponding primal edge is closed. We refer to Section 6.1 of [12] for
more details about duality. Let E(R1, R) be the event that there is a blocking circuit in
R \ R1 surrounding R1, i.e., there is a circuit of dual open edges surrounding R1 in Ra.
See Figure 1 for an illustration.
Lemma 6. There exists ǫ1 > 0 such that for any a ∈ (0, ǫ1] and h > 0
P˜
a
h
(
E(R1, R)
)
≥ e−C9(h)n,
where C9(h) ∈ (0,∞) only depends on h.
Proof. By the self-duality of critical FK percolation with h = 0 (see Section 6.2 of [12])
and RSW-type bounds (Theorem 1 of [8]), there exist ǫ1, c2 ∈ (0, 1) such that for any
a ∈ (0, ǫ1]
P
a
[0, 1
2
]×[0, 1
4
],w,0
(
∃ LR dual-open crossing of
[
0,
1
2
]
×
[
0,
1
4
])
≥ c2,
where we abbreviate ‘left-right’ to ‘LR’, and ‘top-bottom’ to ‘TB’. Then Lemma 5 and
Remark 6 imply that for any a ∈ (0, ǫ1]
P˜
a
[0, 1
2
]×[0, 1
4
],w,h
(
∃ LR dual-open crossing of
[
0,
1
2
]
×
[
0,
1
4
])
≥ c2(h), (40)
where c2(h) ∈ (0, 1) only depends on h. Similarly, one can show that there is some
c˜2(h) ∈ (0, 1) such that
P˜
a
[0, 1
2
]×[0, 1
4
],w,h
(
∃ TB dual-open crossing of
[
1
4
,
1
2
]
×
[
0,
1
4
])
≥ c˜2(h). (41)
Let F be the intersection of the two events in (40) and (41). Then applying the FKG
inequality we get
P˜
a
[0, 1
2
]×[0, 1
4
],w,h
(F ) ≥ c2(h)c˜2(h). (42)
Note that the wired boundary condition is the worst boundary condition for F to occur.
The rest of the proof follows from standard arguments in the percolation literature,
i.e., by pasting different crossings defined in F in rotated and/or translated versions of
[0, 1
2
]× [0, 1
4
] by using the FKG inequality; see Figure 2. 
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1/2
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Figure 2. Both dashed and dotted curves are dual-open (blocking) paths.
There are 3 overlapping rectangles of size 1
2
× 1
4
. If a translated version of F
occurs in each of those rectangles (as shown) then there is a long horizontal
dual-open crossing in the large rectangle of size 1× 1
4
.
Next, we find a lower bound for the probability of {0 ←→ n~e1} under the condition
that there is such a blocking circuit.
Lemma 7. There exists ǫ2 > 0 such that for any a ∈ (0, ǫ2] and h > 0
P˜
a
h
(
0←→ n~e1
∣∣E(R1, R)) ≥ C˜21a1/4e−C6n,
where C˜1 is as in Lemma 3 and C6 ∈ (0,∞).
Proof. By the FKG inequality, the probability in the lemma is larger than or equal to
P˜
a
R1,f,h
(0←→ n~e1).
By the FKG inequality and RSW-type bounds (Theorem 1 of [8]), there exist ǫ2, c3 ∈ (0, 1)
such that for any a ∈ (0, ǫ2]
P˜
a
[0, 1
4
]×[0, 1
2
],f,h
(
∃ TB open crossing of
[
0,
1
4
]
×
[
0,
1
2
])
≥ Pa
[0, 1
4
]×[0, 1
2
],f,0
(
∃ TB open crossing of
[
0,
1
4
]
×
[
0,
1
2
])
≥ c3 > 0. (43)
Let F1 be the event that there is a LR open crossing of [0,
1
2
]× [0, 1
2
] and a TB crossing
of [1
4
, 1
2
]× [0, 1
2
]. Then the FKG inequality implies
P˜
a
[0, 1
2
]2,f,h
(F1) ≥ (c3)
2. (44)
Lemma 3 and the FKG inequality imply
P˜
a
[− 1
4
, 1
4
]2,f,h
(
0←→ ∂in
([
−
1
4
,
1
4
]2)a)
≥ C˜1a
1/8.
By symmetry and the union bound, we have
P˜
a
[− 1
4
, 1
4
]2,f,h
(
0←→ the right side of
([
−
1
4
,
1
4
]2)a)
≥ C˜1a
1/8/4. (45)
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1/2
1/2
...x y
1/2
1/21/2
1/2
Figure 3. All dashed, dotted and dash-dotted curves are open paths.
There are 3 overlapping squares of size 1
2
× 1
2
on the left and 2 on the right.
In this configuration, F2 occurs in the first (leftmost) square and translated
versions of F1 occur in all other squares up to the rightmost square where
F3 occurs.
Let F2 be the event that there is a TB open crossing of [0,
1
4
]×[−1
4
, 1
4
] and 0 is connected to
the right side of
(
[−1
4
, 1
4
]2
)a
by an open path within
(
[−1
4
, 1
4
]2
)a
. Then the FKG inequality
implies
P˜
a
[− 1
4
, 1
4
]2,f,h
(F2) ≥ c3C˜1a
1/8/4. (46)
The rest of the proof follows from standard arguments in the percolation literature
by considering the intersection of F2, translates of F1 (one for each of the overlap-
ping squares covering R1 as depicted in Figure 3) and the event F3 := {n~e1 ←→
the left side of its square} ; see Figure 3. 
Our last lemma says that, conditioned on there being a blocking circuit, the cluster of
x = 0 (denoted by C(0)) is exponentially unlikely to be large.
Lemma 8. For each h > 0, there exists K(h) ∈ (0,∞) such that for any a ∈ (0, ǫ1]
P˜
a
h
(
0←→ n~e1, |C(0)| ≥ a
−15/8nK(h)
∣∣E(R1, R)) ≤ C˜21a1/4e−2C6n (47)
where ǫ1 is as in Lemma 6, C˜1 and C6 are as in Lemma 7.
Remark 7. In Lemma 8, K(h) was chosen so that the exponential decay constant in (47)
is 2C6. What really matters in the proof of Theorem 1 is that the rate strictly exceeds
the rate C6 of Lemma 7. In fact by choosing K(h) large, the rate in (47) can be made
arbitrarily large.
Proof. We choose a ∈ (0, ǫ1] such that the probability of the conditioning event in (47) is
positive by Lemma 6. Let Qa(i) := (Q+ (i, 0))a for i ∈ N; K(h) > 0 will be chosen later.
By the FKG inequality, the LHS of (47) is bounded above by
P˜
a
R,w,h
(
0←→ n~e1, |C(0)| ≥ a
−15/8nK(h)
)
≤ P˜aR,w,h
(
0←→ n~e1, |C(0)| ≥ a
−15/8nK(h)
∣∣∂inQa(i) is open ∀ 0 ≤ i ≤ n), (48)
where {∂inQa(i) is open} means that each nearest neighbor edge between two vertices
in ∂inQ
a(i) is open. When ∂inQ
a(i) is open, let Ai0 be the renormalized area of the
boundary cluster of Qa(i). Then the RHS of (48) is less than or equal to (in what
15
follows, {∂Qa open} is an abbreviation of {∂inQa(i) is open ∀ 0 ≤ i ≤ n})
P˜
a
R,w,h
(
0←→ ∂inQ
a(0), n~e1 ←→ ∂inQ
a(n),
n∑
i=0
Ai0 ≥ nK(h)
∣∣∂Qa open)
≤ P˜aR,w,h
(
0←→ ∂inQ
a(0), n~e1 ←→ ∂inQ
a(n), A00 ≥ nK(h)/3
∣∣∂Qa open)
+ P˜aR,w,h
(
0←→ ∂inQ
a(0), n~e1 ←→ ∂inQ
a(n), An0 ≥ nK(h)/3
∣∣∂Qa open)
+ P˜aR,w,h
(
0←→ ∂inQ
a(0), n~e1 ←→ ∂inQ
a(n),
n−1∑
i=1
Ai0 ≥
nK(h)
3
∣∣∂Qa open)
=
[
2P˜aQ,w,h
(
A00 ≥ nK(h)/3
∣∣0←→ ∂inQa(0))+ Prob( n−1∑
i=1
W i ≥ nK(h)/3
)]
×
[
P˜
a
Q,w,h
(
0←→ ∂inQ
a(0)
)]2
(49)
where W1, . . . ,Wn−1 are i.i.d. random variables distributed like A
0
0 from P˜
a
Q,w,h. Applying
Propositions 6, 7 and 8 and using an exponential Chebyshev inequality, we obtain that
(49) is less than or equal to
[
2C8(2h)e
C5
(
h+h2+(2h)+(2h)2
)
e−nhK(h)/3 + e
[
ln 2+C5
(
(2h)2+2h
)]
(n−1)
e−nhK(h)/3
]
×
[
C7(h)a
1/8
]2
. (50)
From (50) one can choose K(h) so large that hK(h)/3 − [ln 2 + C5(4h2 + 2h)] > 2C6 so
that the lemma holds. 
We are ready to prove Theorem 1.
Proof of Theorem 1. As mentioned earlier in this section, we will set x = (0, 0) and
y = (n, 0). By Lemma 1,
〈σx; σy〉a,h = P
a
h(x←→ y)− P
a
h(x←→ g)P
a
h(y ←→ g)
= Pah(x←→ g, y ←→ g)− P
a
h(x←→ g)P
a
h(y ←→ g)
+ Pah(x 6←→ g, x←→ y).
By the FKG inequality,
P
a
h(x←→ g, y ←→ g)− P
a
h(x←→ g)P
a
h(y ←→ g) ≥ 0.
Therefore,
〈σx; σy〉a,h ≥ P
a
h(x 6←→ g, x←→ y)
≥ Pah
(
x 6←→ g, x
aZ2
←→ y, |CaZ
2
(x)| < a−15/8|x− y|K(h)
)
, (51)
where CaZ
2
(x) is the cluster of x on aZ2 (that is, omitting all external edges) and K(h) is
the same as in Lemma 8. Let L > 0 satisfy (L/a) > a−15/8|x− y|K(h). Then the event
in (51) only depends on the status of edges in B(ΛaL) ∪ E (Λ
a
L).
Note that, because of the DLR property/domain Markov property, one can group
boundary conditions into a finite number of sets such that two boundary conditions in
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the same set induce the same Gibbs measure in ΛaL. By summing over all such sets of
boundary conditions, we see that the RHS of (51) is equal to∑
ρ˜
P
a
ΛL,ρ˜,h
(
x 6←→ g, x
aZ2
←→ y, |CaZ
2
(x)| < a−15/8|x− y|K(h)
)
P
a
h(ρ˜)
=
∑
ρ˜
P
a
ΛL,ρ˜,h
(
x 6←→ g
∣∣x aZ2←→ y, |CaZ2(x)| < a−15/8|x− y|K(h))
× PaΛL,ρ˜,h
(
x
aZ2
←→ y, |CaZ
2
(x)| < a−15/8|x− y|K(h)
)
P
a
h(ρ˜)
≥
∑
ρ˜
e−2h|x−y|K(h)PaΛL,ρ˜,h
(
x
aZ2
←→ y, |CaZ
2
(x)| < a−15/8|x− y|K(h)
)
P
a
h(ρ˜)
= e−2h|x−y|K(h) × Pah
(
x
aZ2
←→ y, |CaZ
2
(x)| < a−15/8|x− y|K(h)
)
, (52)
where the inequality follows from (22) in Proposition 2 and the elementary inequality
1− tanh(r) ≥ e−2r when r > 0.
For any a ∈
(
0,min{ǫ1, ǫ2}
]
with ǫ1, ǫ2 given in Lemmas 6 and 7, and x, y ∈ R2 with
|x− y| ≥ 1, we have by Lemmas 6, 7 and 8 that
P
a
h
(
x
aZ2
←→ y, |CaZ
2
(x)| < a−15/8|x− y|K(h)
)
= P˜ah
(
x←→ y, |CaZ
2
(x)| < a−15/8|x− y|K(h)
)
≥ P˜ah
(
x←→ y, |CaZ
2
(x)| < a−15/8|x− y|K(h), E(R1, R)
)
= P˜ah
(
x←→ y, E(R1, R)
)
− P˜ah
(
x←→ y, |CaZ
2
(x)| ≥ a−15/8|x− y|K(h), E(R1, R)
)
= P˜ah
(
E(R1, R)
)[
P˜
a
h
(
x←→ y
∣∣E(R1, R))
− P˜ah
(
x←→ y, |CaZ
2
(x)| ≥ a−15/8|x− y|K(h)
∣∣E(R1, R))]
≥ e−C9(h)|x−y|[C˜21a
1/4e−C6|x−y| − C˜21a
1/4e−2C6|x−y|]. (53)
Combining (51), (52) and (53), we have for any a ∈
(
0,min{ǫ1, ǫ2}
]
that
〈σx; σy〉a,h ≥ C10(h)a
1/4e−C11(h)|x−y| for any x, y ∈ aZ2 with |x− y| ≥ 1, (54)
where C10(h), C11(h) ∈ (0,∞) only depend on h. Equation (54) implies (by rescaling the
lattice spacing by 1/min{ǫ1, ǫ2}) that for any a ∈ (0, 1]
〈σx; σy〉a,h ≥ C12(h)a
1/4e−C13(h)|x−y| for any x, y ∈ aZ2 with |x− y| ≥ C2, (55)
where C12(h), C13(h) ∈ (0,∞) only depend on h and C2 = 1/min{ǫ1, ǫ2}.
Now letting a = H8/15 ∈ (0, 1] and h = 1 in (55), we have
〈σx; σy〉H8/15,1 ≥ C12(1)H
2/15e−C13(1)|x−y|, x, y ∈ H8/15Z2 with |x− y| ≥ C2. (56)
Rewriting (56) on the Z2 lattice, we have (setting x′ = xH−8/15 and y′ = yH−8/15) that
for any x′, y′ ∈ Z2 with |x′ − y′| ≥ C2H−8/15
〈σx′; σy′〉1,H ≥ C12(1)H
2/15e−C13(1)H
8/15 |x′−y′|. (57)
This completes the proof of (4). Then (3) follows by rewriting (57) on the aZ2 lattice
with external field a15/8h. 
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5. Proofs of Theorems 2 and 3
In this section, we prove Theorems 2 and 3. We first prove the following ancillary
proposition.
Proposition 9. Suppose D is a simply-connected and bounded domain in R2 with piece-
wise smooth boundary. Then for any f˜ ∈ C∞(D¯),
E0D,f,0(e
Φ0D(f˜)) = E0D,f,0

 ∏
C∈C (D,f,·)
cosh
(
µ0C(f˜)
) <∞. (58)
Proof. For ω ∈ {0, 1}B(D
a), let Cǫ(D
a, f, ω) denote the collection of clusters of ω having
diameter (using Euclidean distance) larger than or equal to ǫ. I.e.,
Cǫ(D
a, f, ω) := {C : C ∈ C (Da, f, ω), diam(C) ≥ ǫ}.
Similarly, we define Cǫ(D, f, ·) as the limit of Cǫ(Da, f, ·) as a ↓ 0 (see Theorem 2.1 of
[2]). Theorem 8.2 of [2] says that
{µaC : C ∈ Cǫ(D
a, f, ω)} =⇒ {µ0C : C ∈ Cǫ(D, f, ω)} as a ↓ 0, (59)
where =⇒ means convergence in distribution and the topology of convergence is defined
by the metric in (7). Note that there are finitely many elements in Cǫ(D
a, f, ω) a.s. By
the Edwards-Sokal coupling, we have
E
a
D,f,0

 ∏
C∈Cǫ(Da,f,·)
cosh
(
µaC(f˜)
) = EˆaD,f,0

exp

 ∑
C∈Cǫ(Da,f,·)
σ(C)µaC(f˜)



 , (60)
where the σ(C)’s are i.i.d. symmetric (±1)-valued random variables independent of ev-
erything else. Using the inequality cosh2(r) ≤ cosh(2r) for any r > 0, we have
sup
a>0
E
a
D,f,0

 ∏
C∈Cǫ(Da,f,·)
cosh
(
µaC(f˜)
)
2
≤ sup
a>0
E
a
D,f,0

 ∏
C∈Cǫ(Da,f,·)
cosh
(
2µaC(f˜)
)
≤ sup
a>0
E
a
D,f,0

 ∏
C∈C (Da,f,·)
cosh
(
2µaC(f˜)
)
≤ sup
a>0
E
a
D,f,0

 ∏
C∈C (Da,f,·)
cosh
(
2‖f˜‖∞µ
a
C(D
a)
)
= sup
a>0
EaD,f,0(e
2‖f˜‖∞maD) ≤ C(f˜ , D) (61)
where the last equality follows from Proposition 3, and C(f˜ , D) ∈ (0,∞) only depends on
f˜ , D, and the last inequality follows by considering a square with + boundary conditions
containing D, using the GKS inequalities and Lemma 4 (see (36)). (60) with µaC(f˜)
replaced by 2µaC(f˜) and (61) imply
sup
a>0
Eˆ
a
D,f,0

exp

 ∑
C∈Cǫ(Da,f,·)
σ(C)µaC(f˜)




2
≤ C(f˜ , D). (62)
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Equation (61) implies that {
∏
C∈Cǫ(Da,f,·)
cosh
(
µaC(f˜)
)
: a > 0} is uniformly integrable,
so combining that with (59), we obtain
lim
a↓0
E
a
D,f,0

 ∏
C∈Cǫ(Da,f,·)
cosh
(
µaC(f˜)
) = E0D,f,0

 ∏
C∈Cǫ(D,f,·)
cosh
(
µ0C(f˜)
) . (63)
From Lemma 3.3 in [2], we know that∑
C∈Cǫ(Da,f,·)
σ(C)µaC(f˜) =⇒
∑
C∈Cǫ(D,f,·)
σ(C)µ0C(f˜) as a ↓ 0. (64)
Equation (62) implies that {exp
(∑
C∈Cǫ(Da,f,·)
σ(C)µaC(f˜)
)
: a > 0} is uniformly inte-
grable, so combining that with (64), we obtain
lim
a↓0
Eˆ
a
D,f,0

exp

 ∑
C∈Cǫ(Da,f,·)
σ(C)µaC(f˜)



 = Eˆ0D,f,0

exp

 ∑
C∈Cǫ(D,f,·)
σ(C)µ0C(f˜)



 .
(65)
Equations (60), (63) and (65) imply that
E
0
D,f,0

 ∏
C∈Cǫ(D,f,·)
cosh
(
µ0C(f˜)
) = Eˆ0D,f,0

exp

 ∑
C∈Cǫ(D,f,·)
σ(C)µ0C(f˜)



 . (66)
By the monotone convergence theorem, we have
lim
ǫ↓0
E
0
D,f,0

 ∏
C∈Cǫ(D,f,·)
cosh
(
µ0C(f˜)
) = E0D,f,0

 ∏
C∈C (D,f,·)
cosh
(
µ0C(f˜)
) <∞, (67)
where the last inequality follows from (61). Theorem 3.4 of [2] says∑
C∈Cǫ(D,f,·)
σ(C)µ0C(f˜) =⇒
∑
C∈C (D,f,·)
σ(C)µ0C(f˜) as ǫ ↓ 0.
Equation (62) also implies that {exp
(∑
C∈Cǫ(D,f,·)
σ(C)µ0C(f˜)
)
: ǫ > 0} is uniformly inte-
grable, and thus
lim
ǫ↓0
Eˆ
0
D,f,0

exp

 ∑
C∈Cǫ(D,f,·)
σ(C)µ0C(f˜)




= Eˆ0D,f,0

exp

 ∑
C∈C (D,f,·)
σ(C)µ0C(f˜)



 = E0D,f,0(eΦ0D(f˜)). (68)
The proposition now follows from (66), (67) and (68). 
Now we are ready to prove Theorem 2.
Proof of Theorem 2. Since (11) implies (10), we only need to prove (11). The proof of
Proposition 1.5 in [5] implies
E0D,f,h
(
eΦ
h
D(f˜)
)
=
E0D,f,0
(
ehΦ
0
D(1D)eΦ
0
D(f˜)
)
E0D,f,0
(
ehΦ
0
D(1D)
) . (69)
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Applying Proposition 9, we have
E0D,f,h
(
eΦ
h
D(f˜)
)
=
E
0
D,f,0
(∏
C∈C (D,f,·) cosh
(
hµ0C(D) + µ
0
C(f˜)
))
E0D,f,0
(∏
C∈C (D,f,·) cosh (hµ
0
C(D))
) . (70)
An elementary calculation shows that
EUC(e
SC,hµ
0
C(f˜)) =
cosh
(
hµ0C(D) + µ
0
C(f˜)
)
cosh (hµ0C(D))
, (71)
which completes the proof. 
Next, we prove Theorem 3.
Proof of Theorem 3. The proof is similar to that of Proposition 6. By (8),
E
0
D,f,h
(
etmaxC∈C(D,f,·) µ
0
C(D)
)
=
E
0
D,f,0
(
etmaxC∈C(D,f,·) µ
0
C(D)
∏
C∈C (D,f,·) cosh (hµ
0
C(D))
)
E0D,f,0
[∏
C∈C (D,f,·) cosh(hµ
0
C(D)
]
≤ E0D,f,0

etmaxC∈C(D,f,·) µ0C(D) ∏
C∈C (D,f,·)
cosh
(
hµ0C(D)
)
≤ 2E0D,f,0

 ∏
C∈C (D,f,·)
cosh
(
(h+ t)µ0C(D)
) ,
where the last inequality follows from etr cosh(hr) ≤ 2 cosh((h + t)r) and cosh(hs) ≤
cosh((h+ t)s), valid for any r, s ≥ 0.
Combining this with Proposition 9, we have
E
0
D,f,h
(
exp
(
t max
C∈C (D,f,·)
µ0C(D)
))
≤ 2E0D,f,0

 ∏
C∈C (D,f,·)
cosh
(
(t+ h)µ0C(D)
)
= 2E0D,f,0
(
e(t+h)Φ
0
D(1D)
)
(72)
The proof is completed by using Proposition 2.2 and Theorem 1.2 of [5]. 
Appendix
FK-Ising coupling in a magnetic field. Although the material in this appendix is
essentially contained in the paper by Cioletti and Vila [7], some of the formulas are only
implicit there. We include it here for the sake of completeness. Consider an Ising model
on a finite graph G = (V, E) with pair ferromagnetic interactions Je ≥ 0 for e ∈ E and
non-negative magnetic field strength ~H = (Hv : v ∈ V) with each Hv ≥ 0. The Gibbs
measure is
1
ZG
exp

 ∑
e={u,v}
Jeσuσv +
∑
v∈V
Hvσv

.
The Edwards-Sokal coupling in this case is a measure Pˆ ~H for FK bond configurations
and spin configurations on the extended graph Gˆ = (Vˆ, Eˆ) where Vˆ = V ∪ {g} and
Eˆ = E ∪ {{v, g} : v ∈ V} where the cluster containing g is forced to have all σv = +1
and all other clusters are equally likely to be +1 or −1. Below we describe a different
20
coupling which first determines the clusters formed by only the edges in E and after that
determines whether those clusters are connected to g.
Let P˜G, ~H (resp., P˜G,0 when
~H ≡ 0) denote the FK distribution restricted to the edges
in G. For each cluster C in any configuration from P˜G, ~H , the un-normalized FK measure
contains a factor of 2
∏
v∈C e
−2Hv if none of the {v, g} edges to g from C are open (the
factor 2 is because the number of clusters in Gˆ is one higher than when C has some open
edge to g). The sum of all remaining factors is (1 −
∏
v∈C e
−2Hv). Thus for each C, the
overall factor is
(1−
∏
v∈C
e−2Hv) + 2
∏
v∈C
e−2Hv = 1 + e−
∑
v∈C(2Hv) = 2e−
∑
v∈CHv cosh(H(C)),
whereH(C) =
∑
v∈C Hv. Taking the product over all clusters C and noting that
∑
CH(C) =∑
v∈V Hv does not depend on the FK configuration, one immediately has:
Proposition A.
dP˜G, ~H
dP˜G,0
=
∏
C cosh(H(C))
E˜G,0 (
∏
C cosh (H(C)))
, (73)
where E˜G,0 is the expectation with respect to P˜G,0.
Proposition B. Conditioned on a configuration ω˜ from P˜G, ~H , the events of whether the
different clusters Ci in ω are connected directly to g and whether the spin values, σ(Ci),
are +1 or −1 are mutually independent as i varies with
PˆG, ~H(Ci ←→ g|ω) = tanh(H(Ci))
PˆG, ~H(σ(Ci) = +1|ω) = tanh(H(Ci)) +
1
2
(1− tanh(H(Ci)))
PˆG, ~H(σ(Ci) = −1|ω) =
1
2
(1− tanh (H(Ci))) . (74)
Proof. This follows from the Edwards-Sokal coupling like in the proof of Proposition 2 of
Section 3 above. 
Remark. The analysis above extends to the FK model with cluster weight q > 0 (see,
e.g., [12]) where the factor in the FK measure of 2(no. of clusters) (as in (18)) is replaced
by q(no. of clusters). This leads to a modified Radon-Nikodym factor, compared to (73),
proportional to ∏
C
[
2
q
cosh(H(C)) +
q − 2
q
e−H(C)
]
and with the RHS of the first equation in (74) modified to
tanh (H(C))
1 + (q − 2)/(e2H(C) + 1)
.
When q = 3, 4, . . ., and g is fixed as one of the q colors of the corresponding q-state Potts
model, modified versions of the other equations in (74) can be easily determined.
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