Robust machine learning algorithm to search for continuous gravitational waves by Bayley, Joseph et al.
 
 
 
 
 
 
 
Bayley, J., Messenger, C. and Woan, G. (2020) Robust machine learning algorithm to 
search for continuous gravitational waves. Physical Review D, 102(8), 083024. 
 
   
There may be differences between this version and the published version. You are 
advised to consult the publisher’s version if you wish to cite from it. 
 
 
 
http://eprints.gla.ac.uk/225747/              
      
 
 
 
 
 
 
Deposited on: 9 December 2020 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Enlighten – Research publications by members of the University of Glasgow 
http://eprints.gla.ac.uk  
  
A robust machine learning algorithm to search for continuous gravitational waves.
Joe Bayley,1 Chris Messenger,1 and Graham Woan1
1SUPA, University of Glasgow, Glasgow G12 8QQ, United Kingdom.
Many continuous gravitational wave searches are affected by instrumental spectral lines that
could be confused with a continuous astrophysical signal. Several techniques have been developed
to limit the effect of these lines by penalising signals that appear in only a single detector. We
have developed a general method, using a convolutional neural network, to reduce the impact of
instrumental artefacts on searches that use the SOAP algorithm [1]. The method can identify
features in corresponding frequency bands of each detector and classify these bands as containing
a signal, an instrumental line, or noise. We tested the method against four different data-sets:
Gaussian noise with time gaps, data from the final run of Initial LIGO (S6) with signals added,
the reference S6 mock data challenge data set [2] and signals injected into data from the second
advanced LIGO observing run (O2). Using the S6 mock data challenge data set and at a 1%
false alarm probability we showed that at 95% efficiency a fully-automated SOAP search has a
sensitivity corresponding to a coherent signal-to-noise ratio of 110, equivalent to a sensitivity depth
of 10 Hz 1/2, making this automated search competitive with other searches requiring significantly
more computing resources and human intervention.
I. INTRODUCTION
Gravitational-wave detectors such as the Laser Inter-
ferometer Gravitational-wave Observatory (LIGO) [3, 4]
and Virgo [5, 6] are sensitive to signals from many types
of astrophysical sources. One type, compact binary coa-
lescences (CBCs), has already been observed in quantity
[7–9], however, other promising source types, including
sources of continuous gravitational waves (CWs), remain
undetected. CWs are well-modelled quasi-sinusoidal sig-
nals with a duration much longer than observing times
of detectors. The sources of these signals are thought
to be rapidly rotating neutron stars, which will emit
gravitational-waves (GWs) if there is some asymmetry
around the rotation axis [10]. The signals will have
small amplitudes compared to CBCs, and only detectable
with sensitive algorithms and observing times of months
or years. These search algorithms are generally classed
as ‘targeted’, ‘directed’, or ‘all-sky’ searches, dependent
on how much is known a priori about the source from
electromagnetic (EM) observations.
Targeted searches can be performed on sources with
known sky position and spin evolution. If only the sky
position is known one can perform a directed search, and
if nothing is known one is forced to perform an all-sky
search covering sky position and source rotational fre-
quency (and usually frequency derivative). The most
sensitive of these are targeted searches which can employ
variants on coherent matched filtering [11, 12]. These use
template waveforms which are generated using the infor-
mation already known about the source, then correlated
this with the data. Directed and all-sky searches have a
much broader parameter space to search, therefore, many
templates are needed to sufficiently cover the parame-
ter space. Coherent matched filter methods have a high
computing burden in broader parameter space searches
and become unfeasible. This led to the development of
semi-coherent searches, in which the data is divided into
segments that are analysed separately and their results
combined incoherently [13, 14]. Semi-coherent searches
are generally tuned to deliver maximum sensitivity for
a given computing time. An overview of current CW
searches can be found in [15, 16].
The analysis presented here applies to an existing semi-
coherent search algorithm called SOAP [1, 17]. This is
a fast and largely modelled-independent search which
uses a Viterbi-like algorithm to find continuous tracks
of excess power in time-frequency spectrograms. When
applied to multiple detectors using a line-aware statis-
tic, SOAP looks for frequency bins which have consistent
high power in each detector. This means that, at a given
frequency and a given time, SOAP will penalise signals
which are not seen consistently in the detector network.
The algorithmic details are summarised in Sec. II.
The sensitivity of SOAP, and many other GW searches,
is limited by noise artefacts known as ‘instrumental lines’
which have been investigated in [18] for advanced LIGO.
This generic term covers a range of artefacts, includ-
ing long-duration, fixed-frequency or wandering lines to
fixed-frequency transients. There have been many tech-
niques to mitigate the effect of these lines on searches in-
cluding [19–21]. For the SOAP search, there are certain
types of instrumental line that are difficult to distinguish
from an astrophysical signal even with the development
of a ‘line aware’ statistic [1]. Currently these require one
to manually examine the problematic sub-bands to de-
termine whether they are contaminated. This process
is slow and requires significant human input and judge-
ment, and for full-band, long-duration searches it would
become impractical.
We have therefore automated this process by employ-
ing convolutional neural networks (CNNs). These have
been used extensively in image classification problems,
and we explain their use in more detail in Sec. III. CNNs
have already been shown to detect gravitational wave sig-
nals from CBCs in [22–24], have been used in searches for
burst signals [25–27] and various deep learning techniques
have been used in searching for CW signals in [27–30].
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An overview of machine learning techniques used in GW
science can be found in [31].
In Sec.II we will summarise how the SOAP algorithm
works. In Sec. III we explain how CNNs operate, and we
show how we generate data to train the CNN in Sec. IV.
We describe the entire search, from raw data to results,
in Sec. V and finally in Sec. VI we show our results from
real searches, comparing them to corresponding results
using other techniques.
II. SOAP
SOAP [1] is a search algorithm for un-modeled long-
duration signals based on the Viterbi algorithm [32]. In
its most simple form SOAP analyses a spectrogram to
find the continuous time-frequency track which gives the
highest sum of fast Fourier transform (FFT) power. If a
signal is present this is the track which is most likely to
correspond to that signal. In [1] the algorithm was ex-
panded to include multiple detectors as well as a statistic
to penalise artefacts in the data from instrumental lines.
Fig. 1 shows an example of a time-frequency spectro-
gram and the corresponding outputs from SOAP; the
three main output components are the frequency track,
the Viterbi statistic and the Viterbi map, described be-
low:
Viterbi track The Viterbi track is the most proba-
ble track through time-frequency data for given a
choice of statistic (i.e. summed short Fourier trans-
form (SFT) power).
Viterbi statistic The Viterbi statistic is the sum of the
individual statistics along the Viterbi track. In the
analysis that follows we use the ‘line-aware’ Viterbi
statistic. This is the sum of the log-odds ratios,
psignal/(pline + pnoise) along the track [1].
Viterbi map The Viterbi map shows the value of the
Viterbi statistic for every time-frequency bin in the
spectrogram, corresponding to the log-probability
that the track passes through each time-frequency
bin. Each time slice in the map is normalised indi-
vidually, i.e., each vertical slice is adjusted so that
the sum of their exponentiated values is unity. Each
pixel in the image can therefore be interpreted as a
value related to the log-probability that the signal
is in that frequency bin at that time.
In [1] we used the Viterbi ‘line-aware’ statistic (de-
scribed above) to determine whether the signal had an
astrophysical origin. This statistic reduces the effect of
instrumental lines on the analysis, but certain types of
line are not picked-up by it. For example, the statistic is
affected by broad, wandering, common lines as they offer
high power tracks in both detectors. To reduce the effect
of these instrumental lines in [1], we examined the spec-
trograms and Viterbi maps of individual bands by eye,
as in Fig. 1. Bands which appeared to be contaminated
were then manually removed from the search.
In this paper we show that we can exploit additional in-
formation in the spectrograms and Viterbi map, in com-
bination with the Viterbi statistic, to perform the process
of removing contaminated bands automatically . The
tool which we use to classify this extra information is a
convolutional neural network.
III. CONVOLUTIONAL NEURAL NETWORKS
CNNs are a type of deep neural network which are
primarily used in image processing and recognition [33–
36]. A CNN is designed to take in data, identify different
features within that data and classify what those features
or combinations of those features mean. In the context of
this work the input data is a time-frequency spectrogram
which may contain a (simulated) CW signal. The output
is then a single number which represents the confidence
that a signal is present. Values closer to 1 represent the
presence of a signal and closer to 0 represent its absence.
A CNN can learn how to identify features by training
on many labelled examples of the input data where the
output is known. For example, an input spectrogram
with a CW signal would have a label of 1. Given the set
of training examples, the many parameters of the CNN
can be updated such that it gives the best result for any
new spectrogram image. The many parameters of the
CNN relate to the key building block of neural networks:
the neuron.
A. Neurons
A neuron converts any number of inputs into a sin-
gle output value and can perform three operations which
are applied to N inputs x: multiplying each input by a
‘weight’ w, adding a ‘bias’ b and passing them through,
and applying a non-linear ‘activation function’ f . Fig. 2
shows this basic operation, where there is one weight for
every input and a single bias for each neuron. The output
O is therefore related to the inputs by
O = f
 
b+
NX
i=1
wixi
!
. (1)
The weights and bias are the parameters which the neu-
ral network ‘learns’ during training and we consider this
further in Sec. III D. The activation function is there to
explicitly impose a non-linearity to the calculation.
B. Neural Networks
To create a neural network, many of these neurons are
connected together into ‘layers’. Layers comprise a set
of neurons, each of which takes the same data as input
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FIG. 1: An example of a SOAP search. The top two panels show time-frequency spectrograms, pre-processed
according to Sec. V and representing a 0.1 Hz-wide frequency band from the LIGOs S6 observing run. The data
includes a simulated CW signal. The white areas in the spectrograms are gaps in data when the corresponding
detector was not operating. The optimal track found by SOAP is overlaid in both cases. The bottom panel shows
the normalised Viterbi map with the pixel intensity showing the log-probability that the track falls in a particular
frequency bin as a function of time.
FIG. 2: Eq. 1 can be visualized as above. Here the
inputs xi are multiplied by the corresponding weights
wi, the sum of these and the bias b are then passed
through an activation function f to the output. This
example has four inputs but there can be any number.
but which applies a different sets of weights and biases.
The output of each neuron then acts as the input to an-
other set of neurons or another layer. Neural networks
combine many of these layers together to learn abstract
representations of the data. For classification, this ab-
stract representation is distilled down to a simple out-
put. Neural networks can be made from many different
types of layers. We described a ‘fully-connected’ layer
above, in which each neuron in the layer takes in all the
data points or the previous layer’s outputs. However for
certain types of problem, such as identifying features in
images, another type of layer called a convolutional layer
is better suited.
C. Convolutional layers
Convolutional layers are an adaptation of the fully-
connected layers described above in Sec. III B, where the
input data is generally image pixels. For this type of
layer there is not a separate weight for each input data
point (pixel). Rather, there is a fixed number of weights
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FIG. 3: The convolutional layers convolve a filter with
the input image and output a convolved image the same
size as the input to pass to the next layer. Here we
show a simple 5⇥ 5 image with a 3⇥ 3 filter, the input
is padded with zeros such that the output is the same
size. When the network is trained, the values within the
filter (the red values below the inputs) are updated.
defined by a ‘filter’ size. This filter is convolved with
the input image such that the output of the layer is a
filtered image. This operation is shown in Fig. 3. The
convolutional layers equivalent to Eq. 1 is,
Oij = f
 
b+
X
m
X
n
Fmnxi m,j n
!
, (2)
where O is the output image, b is the bias, x is the input
image, F is the convolutional filter and f is the activation
function. The indices m and n iterate over the filter rows
and columns and the indices i and j iterate over the input
image rows and columns. The convolutional layer can
learn to identify features within an image by changing
the weights and bias of a filter. A convolutional layer
can apply a number of these filters as defined by the
user. If the layer has 10 filters then the output is 10
filtered images. Each of these filters can then be trained
to identify different features within the input image [34,
36].
The output of a convolutional layer comprises a num-
ber of filtered images, so potentially there is a lot of data
to feed to the next layer. A method called max-pooling
can be used to reduce the size of the output whilst re-
taining the important information within the images. A
max-pooling layer splits the image into blocks of fixed
size and takes the maximum pixel value in each block
as the output. So if the size of the max-pooling block
is 2 ⇥ 2, the output image will have 1/4 the number of
pixels of the input.
D. Training
Once the structure of the network is decided, the net-
work needs to be trained by adjusting the weights and
biases to give the desired performance. To achieve this
the networks classify the input images (the spectrograms
and Viterbi maps) using a single output neuron with a
sigmoid activation function which restricts the output be-
tween 0 and 1. The CNN is trained using a supervised
learning process in which the class of each input example
is known. We assign a label of 1 when the input is a
time-frequency spectrogram which includes a simulated
CW signal and 0 when there is no signal.
The performance of the network can be improved by
increasing the number of input examples which is sees
during training. This helps it learn the underlying fea-
tures within the data and prevents it from over-fitting to
specific examples.
Each of the training examples is then propagated
though the network to its corresponding single output
value, which lies between 0 and 1. This output is then
compared to the label of the input data using a loss func-
tion. For our two-class network the loss function, L, is
the binary cross-entropy [37]
L =  y log (p) + (1  y) log (1  p), (3)
where p is the network’s output, which has any value in
the range [0, 1] and y is the true output which has the
binary label 0 or 1. The loss function is minimised when
the output matches the truth. Its current value is used
to train the network by updating the weights and biases
through the process of ‘back-propagation’, typically using
the derivative of the loss function with respect to a weight
to update that weight [38].
E. Network Structure
In this section we describe the structure of the net-
works used in our analysis. There are three possible in-
puts for each CNN: a spectrogram, a Viterbi map and
the Viterbi statistic. Each of these are different rep-
resentations of the raw detector data. We proceed by
training a separate CNN for each input separately and
then a further three CNNs which use combinations of in-
puts: Viterbi map + spectrogram, Viterbi map + Viterbi
statistic and Viterbi map + Viterbi statistic + spectro-
gram. With the exception of the output layer, all the
CNN layers use the ‘leakyRELU’ activation function [39]
in Eq. 2 and 1. We use a sigmoid activation function for
the output neuron so that, for a given input, a CNN gen-
erates an output a value between 0 and 1. The closer this
output value is to 1 the greater the probability that the
input contains a signal, so this output value can then be
treated as a detection statistic. The structure of the net-
works for the Viterbi map (vitmap), spectrograms and
their combinations are shown in Fig. 4 and the compo-
nents are described below:
Viterbi statistic This is the simplest of the networks
and comprises a single neuron which takes in the
Viterbi statistic, applies a weight and bias and
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passes the result through a sigmoid function. This
would give the same sensitivity as the Viterbi
statistic on its own, however can now easily be com-
bined with other networks.
Viterbi map The Viterbi map CNN takes in a down-
sampled Viterbi map of size (156,89) as input, de-
scribed in Sec. IV C. As shown in Fig. 4, this CNN
consists of two convolutional layers and three fully-
connected layers. The first layer has 8 filters which
have a size of 5 ⇥ 5 pixels, the second layer has
8 filters with a size of 3 ⇥ 3 pixels. After each of
these layers we use a max-pooling layer with a size
of 8⇥ 8 pixels. This is then passed into three fully-
connected layers which all have 8 neurons and used
leakyRELU activation functions. Finally these lead
to an output neuron which uses a sigmoid activa-
tion function.
Spectrogram The spectrogram CNN takes down-
sampled spectrograms of size (156,89) as inputs
(see Sec. IVC). It has an identical structure to the
Viterbi map CNN but takes the spectrograms of
two different detectors as inputs.
The next three networks are constructed from combina-
tions of these single CNNs:
Viterbi map and spectrogram To combine the spec-
trogram and Viterbi map network we remove the
final output neuron and its 8 weights from each of
the networks and combine these to a single sigmoid
neuron with 16 new weights.
Viterbi map and Viterbi statistic In this network
we combine the Viterbi statistic with the Viterbi
map. As before, this uses the pre-trained Viterbi
map and Viterbi statistic CNNs. Again, the output
sigmoid neuron and corresponding weights are re-
moved from each network. The 8 neurons from the
Viterbi map network and the single neuron from
the Viterbi statistic network are then combined to
a single neuron with 9 new weights.
Viterbi map, Viterbi statistic and spectrogram
This combination takes all component CNNs from
above. As before the final sigmoid output and
the corresponding weights from each network are
removed. The 8 neurons from the Viterbi map and
spectrograms CNNs and the single neuron from
the Viterbi statistic are then joined into a single
output neuron with 17 new weights.
To combine CNNs we use ‘transfer learning’ [40]by tak-
ing the pre-trained weights of the networks as a starting
point for further training. In our examples we found
that we could fix the weights inside the pre-trained net-
works and just train the final 16 output weights from
the neurons as in Fig. 4. We chose to investigate combi-
nations of networks because different representations of
the data should contain slightly different information on
the presence of a signal. For example, the Viterbi statis-
tic contains no information on the structure of the track
in the time-frequency plane, and the Viterbi maps lose
some information about multiple lines in the band. The
spectrograms contain the most information but in an un-
processed form. When used in combination, the resulting
CNN should be able to pick the important features from
each of these representations.
IV. DATA GENERATION
To train the CNNs we need to generate many examples
of labelled data corresponding to the three data inputs
used above, i.e., Time-frequency spectrograms, Viterbi
maps and Viterbi statistics. The training data needs to
include many examples of possible features which could
appear, such as Gaussian noise, non-Gaussian artefacts
and CW signals. Non-Gaussian artefacts are difficult to
simulate, but it is possible to use artefacts in real data as
part of the training set. Therefore, for the majority of the
analysis that follows, the time-frequency spectrograms
used to generate the Viterbi data come from real LIGO
observing runs (see Sec. VI).
Overall, we need to consider three sets of data„ labelled
‘training data’, ‘test data’ and ‘search data’. Training
data contains a set of augmented (see Sec. IV B) time-
frequency spectrograms containing simulated signals and
is used to train each of the networks. Test data is a sep-
arate set of simulations which are not augmented. These
are used to generate efficiency curves and test the net-
work. Search data does not contain any simulated signal
injections and is used to search for real signals within the
data.
When training and testing a network it is important
that the networks are not trained and tested on the same
data. Otherwise the CNNs can learn specific features of
the training data and not the underlying distribution of
features. To avoid this, the spectrograms are split into
sub-bands of width 0.1Hz. Alternating bands are desig-
nated as ‘odd’ or ‘even’, so that bands starting at 100.1,
100.3 Hz are odd and those starting at 100.2, 100.4Hz
are even etc. The networks can then be trained on the
odd bands and tested on the even bands and vice versa.
When we search over data we will therefore have two
trained networks, one for the even bands and one for the
odd bands.
A. Signal simulations
To inject simulated signals into real data we first gener-
ate a set of signals with parameters drawn randomly from
prior distributions defined in Table I. The signal-to-noise-
ratio (SNR) of the simulations is uniformly distributed
between 50 and 150. Where the SNR is the coherently
‘recovered’ SNR defined in Eq. 5. This is calculated for
each time segment using the definition of optimal SNR
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Vitmap network 
vitmap + spect vitmap + vitstat
Convolutional
8, 5x5 filters
Max-pooling
8x8
Convolutional
8, 3x3 filters
Max-pooling
8x8
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Spectrogram network 
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Convolutional
8, 5x5 filters
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8x8
Layer size
(156x89)
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8
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FIG. 4: The structure of the Viterbi map (vitmap) and
spectrograms CNNs and the arrangement of the
combined CNNs. The Viterbi map and spectrogram
CNNs are identical other than the input to the
spectrogram CNN is two images. They each use two
convolutional layers and 3 fully connected layers before
they’re output to a single neuron which represents the
probability of belonging to the signal class. The size of
the layers as the image progresses through the network
is shown, where the image size is in parentheses. The
Viterbi statistic network is a single neuron that
transforms the statistic into a number between 0 and 1
representing the probability of belonging to the signal
class. When multiple networks are combined, the final
output neuron and the weights connecting to the
previous layer are removed, i.e. in the vitmap network
the components inside the red box are used. In the
vitmap + spect case, each network then has 8 output
neurons which are combined to a single neuron using 16
new weights.
in [41], the total SNR is then the sum of the squares
of these. The GW amplitude h0 is scaled based on the
noise power spectral density (PSD) to achieve this SNR.
The power spectrum of the signal can then be simulated
in each time segment of a time-frequency spectrogram.
This is done by assuming that the spectrogram is  2 dis-
tributed. The the antenna pattern functions are taken
into account for the given source parameters and detec-
tor such that the SNR for each time segment is calcu-
lated. This SNR is spread over neighbouring frequency
bins dependent on its location in frequency. The power
spectrum values can then be drawn from a non-central
 2 distribution with the non centrality parameter equal
to the square of the SNR. Each signal is simulated in two
detectors: LIGOs H1 and L1. The SNRs reported below
are then the sum of the squares of the SNRs from each
detector. The simulation code used in this analysis can
be found in [17].
B. Augmentation
To train a neural network, many examples of data from
each class are needed to avoid over-fitting. Simply using
data between 40 and 500Hz and splitting the data into
0.1 Hz wide sub-bands does not give enough data for the
networks to be trained effectively. We therefore use the
technique of data augmentation [42, 43] to artificially in-
crease the number of training examples. Augmentation
is the process of transforming existing data so that, to
the network, it appears to be ‘new’ data. For example,
by reversing a time-frequency band in time we get a new
realisation of noise in that frequency band. This gives
two noise realisations for each frequency band and would
double the size of the training data-set, reducing the like-
lihood of over-fitting to the training data.
We applied augmentations to the spectrograms from
each of the detectors. The augmentations that are used
on each sub-band are: reversing the data in time, flipping
the data in frequency, rolling the data in time by a small
number of segments and shifting the data in frequency
by a small number of bins. As we use real data, there
are gaps in time where the detectors were not operating.
We preserve the location of these gaps when augmenting
the data. When shifting the data in frequency we shift
each band up and down by 30 frequency bins (0.016 Hz)
and up and down by 60 frequency bins (0.032 Hz). When
rolling the data in time, we roll each sub-band by 100
time segments (100 days). Fig. 5 shows examples of the
original data, a flip in frequency, a roll in time and a flip
in time. For each frequency shift, we flip the sub-band in
time and frequency and roll the sub-band in time. This
then gives us three transformations for each of the four
frequency shifts, which including the original data gives
15 augmentations of each band and therefore 15 times
the number of training examples.
C. Downsampling
The raw spectrograms contain a large number of pixels
and, as the spectrograms pass through the network, there
are a correspondingly large number of computations to
perform and a significant burden on memory. To reduce
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TABLE I: The upper and lower limits bounding the random signal parameter. The parameters
↵, sin ( ), f, log
⇣
ḟ
⌘
, cos (◆),  0,  were sampled uniformly between these ranges. The frequencies fl and fu refer to
the lower and upper frequency of the band into which each signal is injected. Excluding the distribution of
frequencies f , all the injections parameters are sampled from the same distributions as the S6 MDC [2].
↵ [rad] sin ( ) [rad] f [Hz] log10
⇣
ḟ [Hz/s]
⌘
cos ◆ [rad]   [rad]  [rad]
lower bound 0  1 fl + 0.25  9  1 0 0
upper bound 2⇡ 1 fu   0.25  16 1 2⇡ ⇡/2
FIG. 5: The data is transformed by flipping the data in
frequency (panel 2), rolling the data in time by 100 bins
(panel 3) and flipping the data in time (panel 4). The
original summed spectrogram is show in panel 1.
Simulated signals can then be injected using this data
as noise. The plots above show a broad wandering line
to demonstrate the changes to the data when it is
augmented, however, the majority of sub-bands contain
almost Gaussian noise.
their size, the spectrograms are binned in time over one
day, i.e., every 48 time segments, as in [1]. As well as
reducing the size of the spectrogram, this increases the
SNR within a given time-frequency bin assuming that the
signal remains within the frequency bin for the majority
of the time segment. To reduce the size of the data fur-
ther we used the ‘resize’ package from scikit-image [44] to
interpolate and resize the summed spectrograms to 156
time segments by 89 frequency bins. This size was defined
based on the summed spectrograms of the S6 data-set.
This is 1/3 the number of summed segments in time and
1/2 the number in frequency. This down-sampling is ap-
plied to the spectrograms and Viterbi maps. In [1] we
demonstrated that summing spectrograms can increase
the speed and sensitivity of our search. When down-
sampling the image, we found that reducing the amount
of data had a small affect on the sensitivity of the CNNs
used.
V. SEARCH PIPELINE
The components described above were combined to
form a single search pipeline with a flow diagram shown
in Figure 6 We ran this pipeline in three modes, to train
the CNN, test the search and run a search on real data.
The elements of the flow diagram are described below:
1. SFTs These are 1 800 s SFTs generated from the de-
tector strain time-series data. This is the standard
SFT length for a number of CW searches.
2. Normalising The SFTs are then divided by their
running median with a window width of 100 fre-
quency bins. If we assume the resulting SFTs to
be  2 distributed, we can apply a correction factor
using LALSuite code XLALSFTtoRngmed [45] such
that their power spectrum has a mean of ⇠ 1. By
then multiplying this by 2, the noise-like compo-
nent of the spectrum is distributed as expected.
3. Narrowbanding The computational efficiency can
be improved if the data is divided into frequency
bands so the analysis can be completed on each
band using separate CPU nodes. In this search the
spectrograms are split into 2.1Hz-wide bands ev-
ery 2Hz, i.e. 100.0 to 102.1Hz, 102.0 to 104.1Hz
etc. The analysis on each node will further split the
data into 0.1 Hz wide sub-bands. The overlap then
allow the sub-band from 1.95-2.05 to be calculated
on one node. The band size was chosen based on
the available computational memory at the time.
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FIG. 6: The SOAP pipeline from start to finish. There are three main sections: Training (red), Testing (green) and
Searching (grey) for both the odd and even bands. The blue sections surrounding these indicate that the same
operation is applied to each of the training, test and search data. The blue sections mean that the same operations
are applied to all data in that section, for example, injections are made into training, test and search data for both
odd and even bands in step 5.
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4. Band splitting A CNN should not be trained on the
same data that it will be tested on, so each of the
0.1Hz wide sub-bands are split into ‘odd’ or ‘even’
bands. A CNN can then be trained on even bands
and tested on odd bands, and vice versa.
5a. Training data generation The training data gen-
eration is described in Sec. IV. Each of the 0.1Hz
sub-bands is ‘augmented’ (Sec. IV B). For each of
the augmented bands, the data is duplicated and
signals are injected into the copy with SNRs in the
range 50-150 to give an example of a noise class
member and a signal class member. There are two
of these sets, one for ‘even’ bands and one for ‘odd’.
5b. Testing data generation The signals in the test-
ing data followin the parameters in Tab. I are in-
jected in to 50% of the 0.1Hz sub-bands. These
signals have an SNR in the range 20-200. The SNR
range here is wider than the training set to show
how the trained networks perform on this wider
range. Again we have a set for ‘odd’ and a set for
‘even’ sub-bands.
5c. Search data This data is generated to assess the
performance of the trained network with real sig-
nals. The sub-bands described in part 4 are now
overlapping by 0.05Hz. This means that if there is
an astrophysical signal it should be fully contained
within at least one sub-band. We do assume that
the signal frequency does not change by more than
0.1 Hz over a year, which is reasonable for isolated
neutrons stars < 500Hz. There are both ‘odd’ and
‘even’ versions of this search data.
6. Summing spectrogram Following the practice
in [1] the spectrograms are summed over one
day, i.e., we sum 48 contiguous 30-minute time
segments of the spectrogram to give one time
segment per day. This is done separately for each
of the six data-sets (three for ‘odd’, three for
‘even’).
7. Generate lookup tables and run SOAP search
When the SOAP search is run using the line-aware
statistic, lookup tables which contain values of the
statistic as a function of the spectrogram power in
each detector [1] are used to increase the speed of
the analysis. These lookup tables are generated in
advance of the search. Once done, we run separate
SOAP search for each of the six data-sets (three
‘odd’, three ‘even’) separately.
8. Down-sample data At this stage there are four
saved elements for each of the six data-sets: two
spectrograms, the Viterbi map and the Viterbi
statistic. The spectrograms and the Viterbi map
are down-sampled to a size of (156 ⇥ 89) using in-
terpolation from scikit-image’s resize [44]. This size
was chosen based on the S6 MDC data-set, where
this is 1/3 the length in time and 1/2 the width in
frequency of the summed spectrograms. This was
chosen such that the CNNs trained efficiently and
still achieved a reasonable sensitivity.
9. Train networks The down-sampled training data is
then used to train the CNNs. One CNN is trained
on ‘odd’ bands and another CNN with the same
structure is trained on ‘even’ bands.
10b. Run search on testing data The trained CNNs
from part 9 are then used to classify each sub-band
in the testing data with injections. This returns a
statistic in the range [0, 1], where values closer to
one imply that an astrophysical signal is likely to
be present in the data. Here the CNN trained on
the ‘odd’ bands is tested using the ‘even’ bands and
vice versa. The algorithms are run on this test data
to asses the sensitivity of the analysis.
10c. Run search on real data The trained CNNs
from part 9 are then used to classify each sub-band
in the search data, returning a statistic in [0, 1] as
in part 10b. Once again the CNN trained on the
‘odd’ bands is run on the ‘even’ bands and vice
versa.
11a. Signal candidates The sub-bands which return a
statistic in the top 1% of all sub-bands can be taken
as potential candidates. This can then be followed-
up with other CW search methods.
11c. Efficiency curves The output statistics from the
test data-set (11b.) are examined to assess how
well the network has classified signals as a function
of the injected signal SNR. A range of efficiency
curves are generated, as detailed in Sec. VI A.
VI. RESULTS
The networks described in Sec. III E were trained and
tested on four different data-sets: the S6 MDC as in [1, 2],
our own injections into O2 data, Gaussian noise with the
same time gaps and noise floor as the S6 data-set, and
our own injections into real S6 data. Each of the searches
uses training and testing data in the frequency range of
100-400Hz, except the S6 MDC which uses data in the
range 40-500 Hz for consistency with other searches in
the challenge. All of the networks were trained using
the Adam optimiser [38] with a learning rate of 0.001.
For each training epoch the training data was split into
random batches of size 1000, where the network weights
are updated after each batch. The networks were trained
for 400, 200 and 4000 epochs for the vitstat, vitmap and
spectrogram networks respectively.
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A. Sensitivity
To investigate the sensitivity of the pipeline we use two
measures: the sensitivity depth D [41] and the optimal
SNR ⇢ [46], both described in [1]. The sensitivity depth
is defined as
D(f) =
p
Sh(f)
h0
, (4)
where Sh(f) is the single-sided noise PSD and h0 is the
GW amplitude. The optimal SNR is defined as
⇢2 =
X
X
4<
Z 1
0
h̃X(f)h̃X⇤(f)
SX(f)
df, (5)
where X indexes over detectors and h̃(f) is the Fourier
transform of the time series of the signal h(t). ⇢2 is de-
fined in [41] for a double-sided PSD but here we have
defined it for the more common single-sided case.
The sensitivity curves shown in Fig. 8,9 and 10 were
generated using a 1% false alarm probability, which we
use to set our detection threshold. This threshold is the
statistic value exceeded by just 1% of sub-bands that do
not contain an injection. The efficiency is defined as the
fraction of events which exceed the false alarm threshold
for any given SNR. The SNR is sampled uniformly be-
tween the range 20-200 as described in Sec. V. Instead of
having multiple simulations for a discrete set of SNR we
define a window around a point in SNR and count the
fraction of statistics which exceed the threshold deter-
mined by the false alarm probability within that window.
We define the window as a Gaussian with a standard de-
viation of 2, which is wide enough to contain enough
injections at a given SNR to return a reliable value. The
detection efficiency y(⇢) is
y(⇢) =
P
i H(Oi  O1%)G(⇢i;µ = ⇢,  = 2)P
i G(⇢i;µ = ⇢,  = 2)
, (6)
where Oi is the output statistic from the CNN, O1% is the
statistic value corresponding to a 1% false alarm proba-
bility, H is the Heaviside step function which has a value
of 1 for positive input arguments and 0 for negative ar-
guments. The SNR of a simulation with output Oi is
defined in Eq. 6 using ⇢i. The centre of the window
in SNR is then ⇢. The window is a Gaussian with a
mean of the current SNR and a standard deviation of 2,
G(⇢i, µ = ⇢,  = 2). The sensitivity curves for each of the
described data-sets are shown in Figs. 8,9 and 10.
For the first test, injections were made into the O2
data-set as described in Sec. IV between 100 Hz and
400 Hz. Each of the six networks described in Sec. III E
were then trained and tested on this data. Fig. 7 shows
an example of the training and validation loss and detec-
tion probability as a function of training epoch for the
vitmap network trained on simulations in O2 data. One
epoch is when the entire training set has been passed
FIG. 7: The loss and detection probability for training
and validation sets as a function of training epoch for
the vitmap network in the O2 data set. The loss
decreases for both datasets with each epoch where the
validation set converges after ⇠ 100 training epochs.
The detection probability is calculated as the fraction of
all signal simulations which exceed the 1% false alarm
value.
through the network. Fig. 7 shows that for both the
training and an independent validation set, the loss and
detection probability both converge and perform simi-
larly on each data-set, implying that the network does
not over-fit.
Figure 8 shows the sensitivity curves for the tests in
O2 for both SNR and sensitivity depth for each of the
six networks. Focusing on Fig. 8a, the least sensitive of
the CNNs is the Viterbi statistic (vitstat), and this is
expected. We know that, despite the line-aware compo-
nent to the Viterbi statistic calculation, it can still fail
to distinguish between some instrumental lines and as-
trophysical signals. The spectrogram CNN has an im-
proved sensitivity over the Viterbi statistic; this impor-
tantly does not involve the SOAP search but is run en-
tirely on down-sampled and summed spectrograms. This
network is approaching the most sensitive of the exam-
ples in Fig. 8. The difference in sensitivity between the
spectrogram and the Viterbi map CNN is most likely due
to the Viterbi map providing a distilled representation of
the spectrograms which is easier for a CNN to interpret.
It is possible that the spectrogram CNN could reach the
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same sensitivity as the Viterbi map CNN by changing
its structure or the data-set resolution. However, as ex-
plained in more detail in Sec. VIB, this network takes
⇠ 10 times longer to train than the Viterbi map network.
The remaining four networks contain the Viterbi map
(vitmap) as one of their inputs (or their only input) and
all achieve similar sensitivities. It appears therefore that
the dominant effect on sensitivity is from the Viterbi
maps component. In the following tests our focus will be
on the Viterbi map CNN as in all cases this is compet-
itively the most sensitive. For the O2 data-set we show
that, with a false alarm probability of 1%, the Viterbi
map CNN achieves a sensitivity of SNR 95 and sensitiv-
ity depth of 12 Hz 1/2 with 95% efficiency. In Fig. 8a
the sensitivity of the spectrogram CNN drops after an
SNR of 150. This is most likely due to the training set
containing simulations between and SNR of 50 and 150,
and therefore has not seen signal simulations of higher
SNR. The dip in sensitivity in Fig. 8b at lower depths is
due to the same effect.
For the second test we simulate the S6 data-set with
Gaussian noise, retaining the same gaps in the data
present in S6 but without including instrumental arte-
facts such as lines. The noise floor of S6 was also repli-
cated by scaling the SNR of each injection by an estimate
of the PSD at that frequency. Figure 9 shows the SNR
and depth sensitivity curves for the Viterbi statistic and
Viterbi map CNN for both the Gaussian noise run with
S6 gaps and for injections into the real S6 data-set. In the
Gaussian noise data-set the curves for both the Viterbi
map CNN and the Viterbi statistic, show very similar re-
sults. This is to be expected as the main use of the CNN
was to reduce the effect of instrumental lines, and there
are none in this data set. The advantage of using the
Viterbi maps in a CNN becomes clear when it is tested
on simulations into real S6 data with many instrumen-
tal lines. The two curves corresponding to simulations in
real S6 data in Fig. 9a show the sensitivity as a function
of SNR in these tests. It becomes clear that the Viterbi
map CNN reduces the effect of instrumental lines and
increases the searches sensitivity to SNR. A similar fea-
ture can be seen in Fig.9b where the use of an CNN again
greatly improves sensitivity.
These tests on S6 data also show that the effect of in-
strumental lines was far greater in this run than in O2.
This is shown in Fig. 8a where the separation between
the Viterbi statistic curves and the Viterbi map curves
is significantly smaller than the S6 curves in Fig. 9a.
For simulations into Gaussian noise following S6 gaps we
show that with a false alarm of 1% the Viterbi map CNN
achieves a sensitivity of SNR 85 and sensitivity depth of
20 Hz
 1/2 with 95% efficiency. For injections into real
S6 data the search achieves a sensitivity of SNR 115 and
sensitivity depth of 11 Hz 1/2 with 95% efficiency and
1% false alarm. We can also see from Fig. 9a that the
sensitivity of the vitmap CNN in Gaussian noise with S6
gaps is better than in real S6 data.
The final test also uses the S6 data-set, however, in this
case we use the standard set of injections used in previ-
ous CW analysis pipeline comparisonsMDC [2]. Fig. 10
shows the resultant sensitivity curves derived from these
injections. In both Fig. 10a and 10b the sensitivity curves
are substantially more noisy than in Fig. 8 or 9, mainly
due to the smaller size of the testing set. The standard
set of simulations in Fig. 10 contained ⇠ 900 signal sim-
ulations between 40 and 500 Hz where the majority of
these signals are distributed between an SNR of 0 and
150. Figures 8 and 9 are generated using 2 300 simula-
tions between 40 and 500 Hz and SNRs of 20 and 200
as described in Sec. V. Figure 10b shows the direct
comparison in depth of the results in [2] with the re-
sults from the SOAP search with the Viterbi map CNN.
This shows that we achieve a sensitivity consistent with
that of other semi-coherent searches with the exception
of the Einstein@home search [47]. Whilst we are not
the most sensitive search by this measure, the SOAP +
CNN search offers a greatly reduced computational cost
(see Sec. VIB).
This particular test was limited to signals from iso-
lated neutron stars. However, unlike some other semi-
coherent searches, SOAP is sensitive to a broad range
of continuous-wave signals, including binary sources and
sources with limited coherence times. The inclusion of
the CNN does introduce some dependency on the signal
model, as the training set for the CNN contains simu-
lations of isolated neutron stars. However, this is not a
limitation of the method: new training sets can be read-
ily generated using a different signal models. For tests in
the S6 MDC we show that with a false alarm of 1% the
Viterbi map CNN achieves a sensitivity in SNR of ⇠ 110
and sensitivity depth of ⇠ 10 Hz 1/2 with 95% efficiency.
B. Computational time
A key parameter for any CW search is the computa-
tional time it takes to run. Table II shows the timings
for different sections of the search using the S6 data-set.
This is split into three sections: data generation, CNN
training and CNN testing. The majority of the computa-
tional time taken to get from raw SFTs to results occurs
is the data generation step. The timings shown Tab. II
are for the S6 observing run where each section is run on
a single central processing unit (CPU) or graphics pro-
cessing unit (GPU), however, in practice the generation
of the data is run on multiple CPUs on a computing clus-
ter. The training and testing of a CNN is done on a single
GPU, this substantially decreases the training time com-
pared to a CPU due to the intrinsically parallel nature
of neural networks.
Starting with raw SFTs covering the 40-500 Hz band
of the S6 data-set (i.e., 22 538 time segments each 1 800 s
long, giving 828 000 frequency bins in total) and with-
out any trained networks, this search would have a total
computing time of ⇠ 386 hours on a single CPU and
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(a) (b)
FIG. 8: Tests of the six CNNs with the O2 data-set between 100-400 Hz. The efficiency plots above are for a 1%
false alarm probabilities. Fig. 8a shows the efficiency of the search as a function of SNR and Fig.8b shows the
efficiency as a function of sensitivity depth. The efficiency here is a measure of the fraction of events which exceed
the 1% false alarm probability for any given SNR. These plots both show that the sensitivity of the Viterbi statistic
is significantly below that of the different CNNs. The others group with a similar sensitivity.
(a) (b)
FIG. 9: The sensitivity of the search for simulations in real S6 data (s6) compared to simulations in Gaussian noise
(gauss) between 100-400 Hz. Figure 9a shows the efficiency of the search as a function of SNR and Fig. 9b shows the
efficiency as a function of sensitivity depth. The efficiency is the fraction of events which exceed the 1% false alarm
threshold for a given SNR or depth. The Gaussian noise injections included the same gaps in data as the S6 data set
and the SNR of the simulated signal in Gaussian noise was adjusted to replicate the expected SNR in S6 data. In
the Gaussian noise simulations the searches achieve an efficiency of 95% with 1% false alarm at an SNR ⇠ 85 and
⇠ 90 for the Viterbi map and Viterbi statistic respectively. In the real S6 noise simulations the searches achieve an
efficiency of 95% with 1% false alarm at an SNR ⇠ 108 and > 200 for the Viterbi map and Viterbi statistic
respectively.
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(a) (b)
FIG. 10: A comparison of the SOAP + CNN search with other CW searches through a standard set of injections
used in the S6 MDC [2]. We have taken the published list of detected sources for each search [2] and replotted using
the method in Sec. VI A to compare the sensitivities to the SOAP + CNN search. This includes results for all source
simulations between 40 and 500Hz. The efficiency curves are generated with a 1% false alarm probability. The
curves are substantially more noisy than in Fig. 8 or 9 as there is a smaller number simulations in a given SNR range.
GPU. However, the majority of this time is used making
the simulated data. The generation of training, testing
and search data can be easily parallelised, and in practice
this is split over 200 CPUs and takes just ⇠ 2 real-time
hours (⇠ 355 CPU hours). After this parallelisation, if
one was given S6 data without any trained networks, the
search would then take approximately 13 hours to get an
efficiency curve and a list of candidates. In this case I
assume that only the Viterbi map network is trained and
tested based on the conclusions from Sec. VI.
The computational cost can be reduced further if a
network has been trained on a previous observing run,
negating the need for new training data and the training
itself. This reduces the total run time on S6 to ⇠ 9.5
hours (on 200 CPUs). The reduction is significant but
not drastic, as the majority of the time is spent narrow-
banding the SFTs.
To reduce the time taken to generate results at the
end of an observing run, one could narrowband the SFTs
periodically as the data is taken during an observing run.
This would allow the results to be generated within ⇠
3.5 hours of the end of the run. SFTs generated on a
regular basis would allow results to be generated during
an observing run. This could be done, for example, on a
weekly basis by adding 7 days of pixels to a spectrogram,
then retraining a CNN and generating results.
The computational cost of this search is small when
compared to other existing CW searches. In [2] the ex-
pected computational cost for the first 4 months of O1
for each search is shown, where the fastest search takes
0.9 million core-hours (Hough searches) and the slowest
is 100   170 million core-hours (Einstein@Home). The
equivalent cost of the SOAP + CNN search is ⇠ 100 200
core-hours which is ⇠ 5  10 thousand times faster.
VII. SUMMARY
In this paper we summarise an extension of the SOAP
algorithm [1]. The extension makes use of a CNN to
limit the effect of instrumental lines in searches for as-
trophysical CW signals. The SOAP search has a num-
ber of outputs and in this paper we focussed on two of
these: the Viterbi statistic and the Viterbi map. The
Viterbi statistic has previously been used as a measure
of whether a given frequency band contains an astrophys-
ical signal [1]. The Viterbi map is an output map with
the same shape as the input spectrogram, with a value re-
lated to the probability that a signal passes through any
particular time-frequency bin. We use both the Viterbi
map and spectrogram as input images to a CNN and
classify each frequency band as containing an astrophys-
ical signal or not. This approach removes then need to
manually look through frequency bands and remove those
which are contaminated with non-astrophysical (instru-
mental) features.
In detail, we tested six separate CNNs which take in
a combination of three representations of the input data:
the Viterbi statistic, the Viterbi map and a normalised
spectrogram. The objective here was to combine these
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TABLE II: Approximate timings for training and
testing using the S6 data-set (the longest run we
tested), starting from 22 538 SFTs each of duration
1 800 s. The frequency range covered is 40-500 Hz. In
the training, testing and search data sections we
averaged the SFTs over one day to give 469 time
segments as input to the CNNs. The data generation
times quoted are for a single CPU however, in reality
this will be split across many separate CPUs. The
training and testing is completed on a single GPU.
Generating data on single CPU
Time [hrs]
Narrow-banding ⇠ 9
Training data ⇠ 240
Testing data ⇠ 75
Search data ⇠ 40
Training CNNs on single GPU
Training time [hrs] Loading time [hrs]
Viterbi statistic 0.03 0.2
Viterbi map 0.8 0.7
spectrogram 9 1
Viterbi map
+ Viterbi statistic 1 0.7
Viterbi map
+ spectrogram 1.4 1.6
Viterbi map
+ Viterbi statistic
+ spectrogram 1.5 2
Testing CNNs on real data on GPU
Testing [s] Loading [s]
All CNNs 5 60  160
different representations of the data to increase the ro-
bustness and sensitivity of the search. The tests found
that the CNN which uses the Viterbi map alone as input
was more sensitive than any other which used a single
data type as input. Each of the CNNs that used a com-
bination of input data types had a similar sensitivity to
the Viterbi map CNN. Therefore we concluded that the
Viterbi map provides the most useful summary of in-
formation for detecting a signal. Given that the main
aim of this investigation was to reduce the effect of in-
strumental lines on the SOAP search, it is unsurprising
that tests with Gaussian noise data (with no such lines)
showed the CNN search achieved a similar sensitivity to
the Viterbi statistic alone. The tests in Gaussian noise
with S6 gaps showed that at a 95 % efficiency and a 1%
false alarm probability the Viterbi statistic and Viterbi
map achieved a sensitivity of SNR 95 and 90 respectively.
When the same test was run in real S6 data at a 95 % effi-
ciency and a 1% false alarm probability the Viterbi statis-
tic and Viterbi map achieved corresponding sensitivities
of SNR 300 and 120 respectively. This demonstrates that
the CNN approach adds robustness to SOAP and regains
much of the sensitivity that would otherwise be lost to
the effects of instrumental lines in real detector data.
These tests were repeated using a standard set of injec-
tions into S6 data to make a direct comparison with other
CW search pipelines. At a 95% efficiency and a 1% false
alarm probability the Viterbi map CNN achieved a sensi-
tivity of SNR ⇠ 110 and a sensitivity depth ⇠ 10 Hz 1/2
. We have shown that the SOAP + CNN approach can
achieve a similar sensitivity to other semi-coherent CW
search algorithms but with a greatly reduced computa-
tional cost.
This search also offers significant flexibility in the type
of signal that is searched for. In the above examples
the focus is on isolated neutron stars, largely to make
a straight comparison with other CW searches that are
tuned for these sources. However, the search frame-
work itself is largely model-free and non-parametric. By
changing the training sets, the same pipeline can be op-
timised for different signal types, and in future work we
aim to test its ability to identify other sources of GW such
as neutron stars in binary systems. Additionally, we will
apply a more advanced Bayesian analysis to estimate ba-
sic source parameters which would then provide crucial
information for a more sensitive search by fully-coherent
pipelines.
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