ABSTRACT
INTRODUCTION
Multimedia quality is a multi-faceted concept that means different things to different people (Watson and Sasse, 1997) . Multimedia quality definition involves the integration of quality parameters at different levels of abstraction and from different perspectives. Indeed, the perception of multimedia quality may be affected by numerous factors, e.g. delay or loss of a frame, audio clarity, lip synchronisation during speech, video content, display size, resolution, brightness, contrast, sharpness, colourfulness, as well as naturalness of video and audio content -just to name a few (Ahumada & Null, 1993; Apteker, et al., 1995; Klein, 1993; Martens and Kayargadde, 1996; Roufs et al, 1992) . Moreover, as multimedia applications reflect the symbiotic infotainment duality of multimedia, i.e. the ability to transfer information to the user whilst also providing the user with a level of subjective satisfaction, incorporating the user perspective in a multimedia quality definition is further complicated since a comprehensive quality definition should reflect both how a multimedia presentation is understood by the user, yet also examine the user's level of satisfaction. Interestingly, all previous studies fail to either measure the infotainment duality of distributed multimedia quality or comprehensively incorporate and understanding the userperspective.
Inclusion of the user-perspective is of paramount importance to the continued uptake and proliferation of multimedia applications since users will not use and pay for applications if they are perceived to be of low quality. In this chapter, the author aims to introduce the reader to work relating to each of the multimedia senses and how such studies impact user perception and definition of multimedia quality. The author proposes a model in which quality is looked at from three distinct levels: the network-, the media-and the content-levels; and from two views: the technical-and the user-perspective. This model is used to help structure specifically current sight and sound literature, in order to help outline the diverse approaches used when varying and assessing multimedia quality, and ultimately to emphasise the need for fuller incorporation of the user perspective in multimedia quality assessment.
PERCEPTUAL STUDIES AND IMPLICATIONS
In this section we aim to introduce the reader to the studies relating to the four multimedia senses that lie at the core of the human perceptual / sensory experience.
Olfactory
Research in the field of olfaction is limited, as there is no consistent method of testing user capability of smell. The first smell based multimedia environment (sensorama) was developed by Heilig (1962; , which simulated a motorcycle ride through New York and included colour 3D visual stimuli, stereo sound, aroma, and tactile impacts (wind from fans, and a seat that vibrated).
A major area of olfactory research has been to explore whether scent can be recorded and therefore replayed to aid olfactory perceptual displays (Davide et al, 2001; Ryans, 2001 ). Cater (1992; 1994) successfully developed a wearable olfactory display system for a fire fighters training simulation with a Virtual Reality (VR) orientated olfactory interface controlled according to the users location and posture. In addition, researchers have used olfaction to investigate the effects of smell on a participant's sense of presence in a virtual environment and on their memory of landmarks. Dinh et al. (2001) showed that addition of tactile, olfactory and / or auditory cues within a virtual environment increased the user's sense of presence and memory of the environment.
Tactile / Haptics
Current research in the field of haptics focuses mainly on either sensory substitution for the disabled (tactile pin arrays to convey visual information, vibrotactile displays for auditory information) or use of tactile displays for teleoperation (the remote control of robot manipulators) and virtual environments. Skin sensation is essential, especially when participating in any spatial manipulation and exploration tasks . Accordingly, a number of tactile display devices have been developed that simulate sensations of contact. Whilst "Tactile display" describes any apparatus that provides haptic feedback, tactile displays can be subdivided into the follow groups:
• Vibration sensations can be used to relay information about phenomena, such as surface texture, slip, impact, and puncture . Vibration is experienced as a general, non-localised experience, and can therefore be simulated by a single vibration point for each finger or region of skin, with an oscillating frequency range between 3 and 300 Hz Minsky and Lederman,, 1996) .
• Small-scale shape or pressure distribution information is more difficult to convey than that of vibration. The most commonly used approach is to implement an array of closely aligned pins that can be individually raised and lowered against the finger tip to approximate the desired shape. To match human finger movement, an adjustment frequency of 0 to 36 Hz is required, and to match human perceptual resolution, pin spacing should be less than a few millimetres (Cohn, et al, 1992; Hasser and Weisenberger, 1993; Howe et al., 1995) .
• Thermal displays are a relatively new addition to the field of haptic research.
Human fingertips are commonly warmer than the "room temperature". Therefore, thermal perception of objects in the environment is based on a combination of thermal conductivity, thermal capacity, and temperature. Using this information allows humans to infer the material composition of surfaces as well as temperature difference. A few thermal display devices have been developed in recent years that are based on Peltier thermoelectric coolers -solid-state devices that act as a heat pump, depending on direction of current (Caldwell and Gosney, 1993; Ino et al. 2003) .
Many other tactile display modalities have been demonstrated, including
electrorheological devices (a liquid that changes viscosity electroactively) (Monkman, 1992) , electrocutaneous stimulators (that covert visual information into a pattern of vibrations or electrical charges on the skin), ultrasonic friction displays, and rotating disks for creating slip sensations (Murphy et al., 2004) .
Sight and Sound
Although the quality of video and audio are commonly measured separately, considerable findings shows that audio and video information is symbiotic in naturethat one medium can have a impact on the user's perception of the other (Watson and Sasse, 1996; Rimmel et al., 1998) . Moreover, the majority of user multimedia experience is based on both visual and auditory information. As a symbiotic relationship has been demonstrated between the perception of audio and video media, in this chapter we consider multimedia studies concerning the variation and perception of sight and sound together.
Considerable work has been done looking at different aspects of perceived audio and video quality at many different levels. Unfortunately, as a result of multiple influences on user perception of distributed multimedia quality, providing a succinct, yet extensive review of such work is extremely complex.
To this end, we propose an extended version of a model initially suggested by Wikstrand (2003) , in which quality is segregated into three discrete levels: the network-level, the media-level and the content-level. Wikstrand showed that all factors influencing distributed multimedia quality (specifically audio and / or video) can be categorised by assessing and categorising the specific information abstraction. The network-level concerns the transfer of data and all quality issues related to the flow of data around the network. The media-level concerns quality issues relating to the transference methods used to convert network data to perceptible media information, i.e. the video and audio media. The content-level concerns quality factors that influence how media information is perceived and understood by the end user.
In our work, and in addition to the model proposed by Wikstrand, we incorporated two distinct quality perspectives, which reflect the infotainment duality of multimedia: the user-perspective and the technical-perspective.
• User-Perspective: The user-perspective concerns quality issues that rely on user feedback or interaction. This can be varied and measured at the mediaand content-levels. The network-level does not facilitate the user-perspective since user perception cannot be measured at this low level abstraction.
• Technical-Perspective: The technical-perspective concerns quality issues that relate to the technological factors involved in distributed multimedia.
Technical parameters can be varied and measured at all quality abstractions. At each quality abstraction defined in our model, quality parameters can be varied, e.g. jitter at the network-level, frame rate at the media-level and the display-type at the content-level. Similarly, at each level of the model, quality can be measured, e.g.
percentage of loss at the network-level, user mean opinion score (MOS) at the medialevel, and task performance at the content-level. By determining the abstraction and perspective at which experimental variables are both varied and measured, it is possible to place any multimedia experiment in context of our model.
Using the above model we aid to produce a succinct yet extensive summary of video / audio multimedia research. The subsequently sections describes this video / audio literature in context of the identified quality definition model (see Figure 1) .
Each section concerns a quality abstraction level (network-, media-or content-level) and includes work relating to studies that adapt and measure quality factors at the defined perspectives (both technical-or media-perspective). Each subsection includes a summary of all relevant studies is provided, yet a detailed description of new studies is given at the end of the relevant section.
The Network-Level
Network-Level Quality (Technical-perspective)
• Claypool and Tanner (1999) manipulated jitter and packet loss to test the impact on user quality opinion scores.
• Ghinea and Thomas (2000) manipulated bit error, segment loss, segment order, delay and jitter in order to test the impact of different media transport protocols on user perception understanding and satisfaction of a multimedia presentation.
• Procter et al. (1999) manipulated the network load to provoke degradations in media quality.
• Loss occurs due to network congestion and can therefore be used as an indication of end-to-end network performance or "quality" Koodli and Krishna, 1998) .
• A delay is always incurred when sending distributed video packets, however the delay of consecutive packets is rarely constant. The variation in the period of delay is called the jitter. Wang et al. (2001) used jitter as an objective measure of video quality.
• The end-to-end bandwidth is defined as the network resource that facilitates the provision of these media-level technical parameters. Accordingly, the available end-to-end bandwidth is important since it determines the network resource available to applications at the media-level. Wang et al. (2001) measured bandwidth impact for their study of real world media performance.
Claypool and Tanner (1999):
Claypool and Tanner measured and compare the impact of jitter and packet loss on perceptual quality of distributed multimedia video.
Results showed that:
• Jitter can degrade video quality nearly as much as packet loss. Moreover, the presence of even low amounts of jitter or packet loss results in a severe degradation in perceptual quality. Interestingly, higher amounts of jitter and packet loss do not degrade perceptual quality proportionally.
• The perceived quality of low temporal aspect video, that is video with a small difference between frames, is not impacted as much in the presence of jitter as video with a high temporal aspect.
• There is a strong correlation between the average number of quality degradation events (points on the screen where quality is affected) and the average user quality rating recorded. This suggests that the number of degradation events is a good indicator of whether a user will like a video presentation effected by jitter and packet loss. (2000): Results showed that:
Ghinea and Thomas
• RAP enhanced user understanding, especially if video clips are highly dynamic.
TCP/IP can be used for relatively static clips. UDP/IP performs badly, in context of information assimilation.
• Use of RAP successfully improves user satisfaction (10/12 videos). TCP/IP received the lowest associated satisfaction ratings.
• RAP, which incorporates the QoS to QoP mapping , is the only protocol stack used, which was not significantly different to those identified when video were shown on a standalone system. Accordingly, RAP effectively facilitates the provision of user QoP.
Koodli and Krishna (1998): Koodli and Krishna (1998) A simulation network was used to facilitate QoS variation. Two 4 Mbs token rings were connected by a router, so that packets had to pass through the router before being received by the client. Two background traffic generators were used to generate two network conditions i) no load (with no traffic) and ii) load (with simulated traffic). During the load condition, packet loss was 'bursty' in character, varying between zero and one hundred percent, yet had an overall average between thirty to forty percent. Audio quality was subsequently dependent on network conditions.
Video material used consisted of two diametrically opposed presentations: a bank's annual report and a dramatized scene of sexual harassment. Two experiments were used:
• The first experiment was designed to investigate the effects of network QoS on a subject's assessment of quality. Two questionnaires were used: the first concerned the subjective evaluation of quality (with scores 1-5 representing very poor and very good respectively) as well as factors that had impaired quality (caption quality, audio quality, video quality, audio/video synchronisation and gap in transmission); the second questionnaire measured a participants comprehension of the material based upon their recall of its factual content. Results showed that subjects rated the quality higher in the non-load than in the load condition, with overall impression, ease of understanding and technical quality being the significantly better quality with no network load. Two factors were found to significantly impair quality in the no-load network condition: video quality and audio / video synchronisation. When a network load was added, audio quality, video quality, audio / video synchronisation as well as transmission gaps was found to significantly impair user perception of multimedia quality. No difference was measured in the level of factual information assimilated by users.
• The second experiment investigated the impact of visual degradation of the visual channel on the uptake of non-verbal signals. Again, two network load conditions were used i) no load and ii) load, to simulate network traffic. The same test approach was used, however the second questionnaire considered a) factual questions, b) content questions relating to what they thought was happening in a dramatised section of the video, i.e. the participants ability to judge the emotional state of people, and c) questions asking the user to specify his/her confidence with his/her answers. Results showed that subjects rated quality higher in the no-load condition, with overall impression, content, ease of understanding and technical quality rating being significantly higher under no-load conditions. In the no-load condition audio, video quality and audio-video synchronisation were considered to have an effect on user perception of multimedia quality. In the load network condition, caption quality, audio quality, video quality, audio/video synchronisation and gap in transmission all were shown to have an impairing impact on user perception of multimedia quality. No significant difference was measured between the level of factual information assimilated by users when using load and non-load conditions. In conclusion, Procter et al. (1999) observed that degradation of QoS has a greater influence on a subjects' uptake of emotive / affective content than on their uptake of factual content. • Ardito et al. (1994) developed a metric, which aimed to produce a linear mathematical model between technical and user subjective assessment.
• Gulliver and Ghinea (2003) manipulated use of captions.
• Kies et al. (1997) manipulated image resolution.
• Quaglia and De Martin (2002) use Peak Signal-to-Noise Ratio (PSNR) as an objective measure of quality.
• Steinmetz (1996) and Wijesekera et al. (1999) manipulated video skew between audio and video, i.e. the synchronisation between two media. In addition Steinmetz (1996) manipulated the synchronisation of video and pointer skews.
• Teo and Heeger (1994) (2001) is, to the best of our knowledge, the only study that used output frame rate as the quality criterion.
• Wikstrand and Eriksson (2002) used various animation techniques to model football matches for use on mobile devices.
Apteker et al. (1995): defined a Video Classification Scheme (VCS) to classify video
clips (see Table 1 ), based on three dimensions, considered inherent in video messages:
the temporal (T) nature of the data, the importance of the auditory (A) components and the importance of visual (V) components. "High temporal data" concerns video with rapid scene changes, such as general sport highlights, "Low temporal data" concerns video that is largely static in nature, such as a talk show. A video from each of the eight categories was shown to users in a windowed multitasking environment. Each multimedia video clip was presented in a randomised order at three different frame rates (15, 10, and 5 frames per second). The users then rated the quality of the multimedia videos on a 7 point graded scale.
Apteker et al. showed that:
• Video clips with a lower video dependence (Vlo) were considered as more watchable than those with a high video dependence (Vhi).
• Video clips with a high level of temporal data (Thi) were rated as being more watchable than those with a low level of temporal data (Tlo).
• Frame-rate reduction itself leads to progressively lower ratings in terms of watchability.
• There exists a threshold, beyond which no improvement to multimedia quality can be perceived, despite an increase in available bandwidth, which is supported by (Fukuda et al, 1997; Ghinea, 2000; Steinmetz, 1996; van den Bradnden Lambrecht, 1996) . 
Ardito et al. (1994):
The RAI Italian Television metric attempts to form a linear objective model from data representing subjective assessments concerning the quality of compressed images (Ardito et al., 1994; Ghinea, 2000) . During subjective assessment the participants were presented with a sequence of pairs of video clips, one representing the original image and the other showing the degraded (compressed) equivalent. The user is not told which of the two is the original, yet is asked to categorise the quality of the two images using a five point Likert double stimulus impairment scale classification similar to the CCIR Rec. 500-3 scale (CCIR, 1974) , with scores of 1 and 5 representing the "very annoying" and, respectively, "imperceptible" difference between the original and degraded images. All results are then normalised with respect to the original. However, large errors occur if the subjective data is applied across multiple video clips (Ardito et al., 1993) , implying high content dependency.
Ghinea and Thomas (1998):
To measure the impact of video Quality of Service (QoS) variation on user perception and understanding of multimedia video clips, Ghinea and Thomas (1998) presented users with a series of 12 windowed (352*288 pixel) MPEG-1 video clips, each between 26 and 45 seconds long, with a consistent objective sound quality. The clips were chosen to cover a broad spectrum of subject matter, whilst also considering the dynamic, audio, video and textual content of the video clip. They varied the frame per second (fps) QoS parameters, whilst maintaining a constant colour depth, window size and audio stream quality. Frame rates of 25 fps, 15 fps and 5 fps were used and were varied across the experiment, yet for a specific user they remained constant throughout. 10 users were tested for each frame rate. Users were kept unaware of the frame rate being displayed. To allow dynamic (D), audio (A), video (V) and textual (T) considerations to be taken into account, in both questionnaire design and data analysis, characteristic weightings were used on a scale of 0-2, assigning importance of the inherent characteristics of each video clip. Table 2 contains the characteristic weightings, as defined by Ghinea and Thomas (1998) . The clips were chosen to present the majority of individuals with no peak in personal interest, which could skew results. Clips were also chosen to limit the number of individuals watching the clip with previous knowledge and experience. Ghinea and Thomas (1998) . After the user had been shown a video clip, the video window was closed, and questions were asked about the video that they had just seen. The number of questions was dependent on the video clip being shown and varied between 10 and 12. Once a user had answered all questions relating to the video clip, and all responses had been noted, users were asked to rate the quality of the clip using a 6 point Likert scale, with scores 1 and 6 representing the worst and, respectively, the best possible perceived level of quality. Users were instructed not to let personal bias towards the subject matter influence their quality rating of the clip. Instead they were asked to judge a clip's quality by the degree to which they, the users, felt satisfied with the service of quality. The questions, used by Ghinea and Thomas, were designed to encompass all aspects of the information being presented in the clips: D, A, V, T. A number of questions were used to analyse a user's ability to absorb multiple media at one point in time; as correct answers could only be given if a user had assimilated information from multiple media. Lastly, a number of the questions were used that couldn't be answered by observation of the video alone, but by the users making inference and deductions from the information that had just been presented. The main conclusions of this work include the following:
Video Category
• A significant loss of frames (that is, a reduction in the frame rate) does not proportionally reduce the user's understanding and perception of the presentation (see Figure 2) . In fact, in some instances the participant seemed to assimilate more information, thereby resulting in more correct answers to questions. Ghinea and Thomas proposed that this was because the user has more time to view a specific frame before the frame changes (at 25 fps, a frame is visible for only 0.04 sec, whereas at 5 fps a frame is visible for 0.2 sec), hence absorbing more information.
• Users have difficulty in absorbing audio, visual and textual information concurrently. Users tend to focus on one of these media at any one moment, although they may switch between the different media. This implies that critical and important messages in a multimedia presentation should be delivered in only one type of medium.
• When the cause of the annoyance is visible (such as lip synchronisation), users will disregard it and focus on the audio information if considered contextually important.
• Gulliver (Gulliver and Ghinea, 2003; , Magoulas (Ghinea and Magoulas, 2001) and Thomas (Ghinea and Thomas, 1998; 2000; concerning issues including the development of network protocol stacks, multimedia media assessment, attention tracking, as well user accessibility. Gulliver and Ghinea (2003) Results showed that deafness significantly impacts a user's ability to assimilate information (see Figure 3) . Interestingly, use of captions does not increase deaf information assimilation, yet increases quality of context-dependent information assimilated from the caption / audio.
Gulliver and Ghinea (2003):
To measure satisfaction Gulliver and Ghinea (2003) used two 11-point scales (0-10) to measure Level of Enjoyment (QoP-LoE) and user self-predicted level of
Information Assimilation (QoP-PIA). A positive correlation was identified between
QoP-LoE and QoP-PIA, independent of hearing level or hearing type, showing that a user's perception concerning there ability to assimilate information is linked to his/her subjective assessment of enjoyment. Kawalek (1995) showed that loss of audio information has a more noticeable effect on the assimilation of informational content than video frame loss.
Kawalek (1995):
Users are therefore less likely to notice degradation of video clips if shown low quality audio media (see Figure 4) . 
Kies et al. (1997): Kies et al. 0(1997) conducted a two-part study to investigate the technical parameters affecting a Desktop Video Conferencing system (DVC).
Consequently, three frame rate conditions (1, 6 and 30 fps), two resolution conditions (160x120 and 320x240), and three-communication channel conditions were manipulated. Dependent measures included the results of a questionnaire and subjective satisfaction, specifically concerning the video quality. Like Ghinea and Thomas (1998) and Procter et al. (1999) , results suggest that factual information assimilation does not suffer under reduced video QoS, but subjective satisfaction is significantly decreased. In addition, a field study was used to look at the suitability of DVC for distance learning. Interestingly, field studies employing similar dependent measures indicated that participants may be more critical of poor video quality in laboratory settings.
Quaglia and De Martin (2002): Quaglia and De Martin (2002) describe a technique
for delivering 'nearly constant' perceptual QoS when transmitting video sequences over IP Networks. On a frame-by-frame basis, allocation of premium packets (those with a higher QoS priority) depends upon on the perceptual importance of each MPEG macroblock, the desired level of QoS, and the instantaneous network state.
Quaglia and De Martin report to have delivered nearly constant QoS, however constant reliance on PSNR and use of frame-by-frame analysis raises issues when considering the user perception of multimedia quality.
Steinmetz (1990; 1992; 1996): Distributed multimedia synchronisation comprises
both the definition and the establishment of temporal relationships amongst media types. In a multimedia context this definition can be extended such that synchronisation in multimedia systems comprises content, spatial and temporal relations between media objects. Perceptually, synchronisation of video and textual information or video and image information can be considered as either: overlay, which is information that is used in addition to the video information; or no overlay, which is information displayed, possibly in another box, to support the current video information. Blakowski and Steinmetz (1995) distinguished two different types of such media objects:
• Time-dependent media objects: these are media streams that are characterised by a temporal relation between consecutive component units. If the presentation duration of all components of an object is equal, then it is called a continuous media object.
• Time-independent media objects: these consist of media such as text and images.
Here the semantics of their content does not depend on time-structures.
An example of synchronisation between continuous media would be the synchronisation between the audio and video streams in a multimedia video clip.
Multimedia synchronisation can, however, comprise temporal relations between both time-dependent and time-independent media objects. An example of this is a slide presentation show, where the presentation of the slides has to be synchronised with the appropriate units of the audio stream. Previous work on multimedia synchronisation was done in (Blakowski and Steinmetz, 1995; Steinmetz, 1990; .), as well as on topics devoted to device synchronisation requirements. Steinmetz (1990; primarily manipulated media skews to measure how lip pointer and non-synchronisation impacted user perception of what is deemed 'out of synch' (Steinmetz, 1996) . A presentation was considered as being "in synch" when no error was identified i.e. a natural impression. A presentation was considered as being "out of synch" when it is perceived as being artificial, strange or even annoying. Table 3 summarises the minimal synchronisation errors, proposed by Steinmetz, that were found to be perceptually acceptable between media (see Table 3 ). • a front-end hexagonally sampled quadrature mirror filter transform function (Simoncellia and Adelson, 1990) that provides an output similar to that of retina, and is similarly tuned to different spatial orientations and frequencies.
• squaring to maximise variation.
• a divisive contrast normalisation mechanism, to represent the response of a hypothetical neuron in the primary visual cortex.
• a detection mechanism (both linear and non-linear) to identify differences (errors) between the encoded image and the original image.
Participants rated images, coded using the Teo and Heeger perceptual distortion measure, as being of considerably better 'quality' than images coded with no consideration to the user-perspective. Interestingly, both sets of test images containing similar RMS and PSNR values. A spatio-temporal filter bank simulates the visual mechanism, which perceptually decomposes video into phenomena such as contrast sensitivity and masking. Perceptual components are then combined -pooled -to produce a quality rating, by applying a greater summation weighting for areas of higher distortion. The quality rating is then normalised (on a scale from 1 to 5), using a normalised conversion. van den Branden Lambrecht and Verscheure showed MPQM (moving picture quality metric) to model subjective user feedback concerning coded video quality.
Lindh and van den Branden Lambrecht (1996): Lindh and van den Branden
Lambrecht ( metric, using 400 separate images, thus proving the CMPSNR metric as more able to predict user fidelity with a level of accuracy greater than the mean square error.
Wijesekera et al. (1999):
A number of mathematical measures of QoS (Quality of Service) models have been proposed (Towsley, 1993; Wijesekera and Stivastava, 1996) . Wijesekera and Stivastava (1996) investigated the perceptual tolerance to discontinuity caused by media losses and repetition. Moreover, Wijesekera et al.
considered the perceptual impact that varying degrees of synchronisation error have across different streams. Wijesekera et al., following the methodology of Steinmetz (1996) -that is the manipulation of media skews, to measure stream continuity and synchronisation in the presence of media losses (Wijesekera and Stivastava, 1996) and consequently, quantifies human tolerance of transient continuity and synchronisation losses with respect to audio and video media. Wijesekera et al. (1999) found that:
• Viewer discontent with aggregate losses (i.e. the net loss, over a defined duration)
gradually increases with the amount of loss, as long as losses are evenly distributed. For other types of loss and synchronisation error, there is a sharp initially rise in user discontent (to a certain value of the defect), after which the level of discontent plateaus.
• When video is shown at 30fps, an average aggregate loss below 17% is imperceptible, between 17% and 23% it is considered tolerated, and above 23% it is considered unacceptable, assuming losses are evenly distributed.
• Loosing two or more consecutive video frames is noticed by most users, when video is shown at 30fps. Loosing greater than two consecutive video frames does not proportionally impact user perception of video, as a quality rating plateau is reached. Similarly, loss of three or more consecutive audio frames was noticed by most users. Additional consecutive loss of audio frames does not proportionally impact user perception of audio, as a quality rating plateau is reached.
• Humans are not sensitive to video rate variations. Alternatively, humans have a high degree of sensitivity to audio, thus supporting the findings of Kawalek (1995) . Wijesekera et al. (1999) suggest that even a 20% rate variation in a newscast-type video does not result in significant user dissatisfaction. Where as a 5% rate variation in audio is noticed by most observers.
• Momentary rate variation in the audio stream, although initially considered as being amusing, was soon considered as annoying. This resulted in participants concentrating more on the audio defect than the audio content.
• An aggregated audio-video synchronisation loss of more that 20% frames was identified. Interestingly, consecutive synchronisation loss of more than 3 frames is identified by most users, which is consistent with Steinmetz (1996) . Blood Volume Pulse (BVP), Heart Rate (HR) and Galvanic Skin Resistance (GSR), to measure the stress caused when inadequate media quality is presented to a participant.
Twenty-four participants watched two recorded interviews conducted, using IP video tools, lasting fifteen minutes each. After every five minutes the quality of the video was changed, allowing quality variation over time. Audio quality was not varied.
Participants therefore saw two interviews with video frame rates of 5-25-5 fps and 25-5-25 fps respectively. Whilst viewing the videos, participants rated the audio / video quality using the QUASS tool (Bouch et al, 1998) , a Single Stimulus Continuous Quality (SSCQE) system where the participant continuously rated quality on an unlabelled scale. Physiological data was taken throughout the experiment. Moreover, to measure whether users perceived any changes in video quality, a questionnaire was also included. Wilson and Sasse showed that the GSR, HR and BVP data represented significant increases in stress when a video is shown at 5fps in comparison to 25fps.
Only 16% of participants noticed a change in frame rate. No correlation was found between stress level and user feedback of perceived quality. Wilson and Sasse (2000a) showed that subjective and physiological results do not always correlate with each other, which indicates that users cannot consciously evaluate the stress that degraded media quality has placed upon them. Media-Level Quality (User-Perspective) • Apteker et al. (1995) , measured 'watchability' (receptivity) as a measure of user satisfaction concerning video quality.
• Ghinea and Thomas (1998) asked respondents to rate the quality of each clip on a seven point Likert scale.
• Procter et al. (1999) ask subjects to compare the streamed video against the nondegraded original video. Quality was measured by asking participants to consider a number of statements and, using a seven-point Likert-style scale, e.g. "the video was just as good as watching a live lecture in the same room" and "the video was just as good as watching a VCR tape on a normal television".
• Steinmetz (1996) used participant annoyance of synchronisation skews as a measure of quality. In both cases only identified errors are considered as being of low quality.
• Wilson and Sasse (2000a; 2000b) used the Single Stimulus Continuous Quality QUASS (Bouch et al., 1998) tool to allow the user to continuously rate the audio / video quality, whilst viewing a video presentation.
• Wikstrand and Eriksson (2002) measured user preference concerning the animation rendering technique.
The media-level is concerned with how the media is coded for the transport of information over the network and / or whether the user perceives the video as being of good or bad quality. Accordingly, studies varying media quality, as a direct result of the user, are limited. The best example of quality related user media variation concerns attentive displays, which manipulate video quality around a user's point of gaze. Current attentive display techniques were first introduced in (McConkie and Rayner, 1975; Saida, and Ikeda, 1979) and are used in a wide range or applications, including: reading, perception of image and video scenes, virtual reality, computer game animation, art creation and analysis as well as visual search studies (Baudisch et al, 2003; Parkhurst, and Niebur, 2002; Wooding, 2002) . The perceptual work relating to the use of attentive displays is of limited benefit to the aim of this work and will therefore not be considered in this chapter.
The Content-Level
Content-Level Quality (Technical-Perspective)
• Ghinea and Thomas (1998), Gulliver and Ghinea (2003) , Masry et al. (2001) , as well as Steinmetz (1996) all varied experimental material to ensure diverse media content.
• Procter et al. (1999) used diametrically opposed presentations: a bank's annual report and a dramatized scene of sexual harassment.
• Steinmetz (1996) used three different views: head, shoulder and body, which related to the relative proportion of the newsreader shown in the video window.
• Wilson and Sasse (2000a; 2000b) measure participants Blood Volume Pulse (BVP), Heart Rate (HR) and Galvanic Skin Resistance (GSR), to measure for stress as a result of low quality video.
Content-Level Quality (User-Perspective)
• Apteker et al. (1995) measured 'watchability' (receptivity) as a measure of user satisfaction concerning video content along temporal, visual and audio dimensions. Accordingly, 'watchability' covers both media-and content-levels.
• Ghinea and Thomas (1998), Gulliver and Ghinea (2003) used questionnaire feedback to measure a user's ability to assimilate and understand multimedia information.
• Gulliver and Ghinea (2003) asked participants to predict how much information they had assimilated during IA tasks, using scores of 0 to 10 representing "none"
and, respectively, "all" of the information that was perceived as being available.
Gulliver and Ghinea also measured a participant's level of enjoyment, using scores of 0 to 10 representing "none" and, respectively, "absolute" enjoyment.
• Gulliver and Ghinea (2003) varied participant demographics to measure changes in multimedia perception as a result of deafness, deafness type and use of captions.
• Procter et al. (1999) used 'ease of understanding', 'recall', 'level of interest', and 'level of comprehension' as quality measures.
• Steinmetz (1996) tested videos using a variety of languages (Spanish, Italian, French and Swedish) in order to check lip synchronisation errors.
• Watson and Sasse (2000) varied peripheral factors, such as volume and type of microphone, to measure in a CSCW environment, the impact on user perception of audio quality.
• (2000): Watson and Sasse (2000) showed that volume discrepancies, poor quality microphones and echo have a greater impact on a user's perceived quality of network audio than packet loss.
Watson and Sasse

INCORPORATING THE USER-PERSPECTIVE
Studies have shown that at the:
• Network-Level: Technical-perspective network-level variation of bit error, segment loss, delay and jitter has been used to simulate QoS deterioration.
Technical-perspective network-level measurements of loss, delay and jitter, as well as allocated bandwidth have all been used to measure network level quality performance.
• Media-Level: Technical-perspective media-level variation of video and audio frame rate, captions, animation method, inter-stream audio-video quality, image resolution, media stream skews, synchronisation and video compression codecs have been used to vary quality definition. Technical-perspective media-level measurement is generally based on linear and visual quality models, with the exception of who uses output frame rate as the quality criterion. User-perspective media-level variation requires user data feedback and is limited to attentive displays, which manipulate video quality around a user's point of gaze. Userperspective media-level measurement of quality has been used when measuring user 'watchability' (receptivity), assessing user rating of video quality, comparing streamed video against the non-degraded original video, as well as for continuous quality assessment and gauging participant annoyance of synchronisation skews.
• Content-Level: Technical-perspective content-level variation has been used to vary the content of experimental material as well as the presentation language. Technical-perspective content-level measurement has, to date, only included stress analysis. User-perspective content-level variation has also been used to measure the impact of user demographics, as well as volume and type of microphone on overall perception of multimedia quality. User-perspective content-level measurement has measured 'watchability' (receptivity), 'ease of understanding', 'recall', 'level of interest', 'level of comprehension', information assimilation, predicted level of information assimilation and enjoyment.
A number of studies have been considered that measure the user-perspective at the content-level (Apteker et al (1995) , Ghinea and Gulliver (2003) , Ghinea and Thomas (1998) , Procter et al. (1999) , Wilson and Sasse (2000a; 2000b) . These are summarised in Table 4 which: i) Lists the primary studies that measure the user-perspective at the contentlevel, stating the number of participants used in each study.
ii) Identifies the adapted quality parameters, and defines the quality abstraction at which each parameter was adapted (N = Network-level, M = Media-level, C = Content-level).
iii) Provides a list of the measurements taken for each study and the quality level abstraction at which each measurement was taken (N = Network-level, M = Media-level, C = Content-level). Ghinea and Gulliver (2003) ; Ghinea and Thomas (1998); Proceter et al (1999) ; Wilson and Sasse (2000a; 2000b) .
Study
Participants Adapted Measured Aptker et al. (1995) 60 students
• Frame rate (M)
• Video Content (C)
• Watchability (M)(C) Gulliver and Ghinea (2003) 50 participants (30 hearing / 20 deaf)
• Information Asimilation (C)
• Satisfaction (C)
• Self perceived ability (C) Procter et al. (1999) 24 participants • Network Load (N)
• Comprehension (C)
• Uptake of non-verbal information (C) • Satisfaction (M) Wilson and Sasse (2000a; 2000b) 24 participants • Frame Rate (M)
• Galvanic Skin Resistance (C)
• Heart Rate (C)
• Blood Volume Pulse (C)
• QUASS (M) Ghinea and Thomas (1998) 30 participants • Frame rate (M)
Inclusion of the user-perspective is of paramount importance to the continued uptake and proliferation of multimedia applications since users will not use and pay for applications if they are perceived to be of low quality. Interestingly, all previous studies fail to either measure the infotainment duality of distributed multimedia quality or comprehensively incorporate and understanding the user-perspective. To extensively consider distributed multimedia quality to incorporate and understand the user-perspective it is essential that, where possible, both technical-and userperspective parameter variation is made at all quality abstractions of our model, i.e.
network-level (technical-perspective), media-level (technical-and user-perspective) and content-level (technical-and user-perspective) parameter variation. Furthermore, in order to effectively measure the infotainment duality of multimedia, i.e.
information transfer and level of satisfaction, the user-perspective must consider both:
• the user's ability to assimilate / understand the informational content of the video {assessing the content-level user-perspective}.
• the user's satisfaction, both measuring the user's satisfaction with the objective QoS settings {assessing the media-level user-perspective}, and also user enjoyment {assessing the content-level user-perspective}.
SUMMARY AND CONCLUSION
In this chapter we set out to consider work relating to each of the multimedia sensesOlfactory (smell), Tactile / Haptic (touch), Visual (sight) and Auditory (sound) -and how this impacts user perception and ultimately user definition of multimedia quality.
We proposed an extended model of distributed multimedia, which helped the extensive analysis of current literature concerning video and audio information. We have compared a number of content-level perceptual studies and showed that all previous studies fail to either measure the infotainment duality of distributed multimedia quality or comprehensively incorporate and fully understanding the userperspective in multimedia quality definition. In conclusion we show that greater work is needed to fully incorporate and understand the role of the user perspective in multimedia quality definition.
The author believes that a user will not continue paying for a multimedia system or device that they perceive to be of low quality, irrespective of its intrinsic appeal. If commercial multimedia development continues to ignore the userperspective in preference of other factors, i.e. user fascination (i.e. the latest gimmick), then companies ultimately risk alienating the customer. Moreover, by ignoring the user-perspective, future distributed multimedia systems risk ignoring accessibility issues, by excluding access for users with abnormal perceptual requirements.
We have shown that to extensively consider distributed multimedia quality , and to incorporate and understand the user-perspective, it is essential that, where possible, both technical-and user-perspective parameter variation is considered at all quality abstractions of our model, i.e. network-level (technical-perspective), medialevel (technical-and user-perspective) and content-level (technical-and userperspective). Furthermore, in order to effectively measure the infotainment duality of multimedia, i.e. information transfer and level of satisfaction, the user-perspective must consider both:
• the user's ability to assimilate / understand the informational content of the video.
• the user's satisfaction, both of the objective QoS settings, yet also user enjoyment {assessing the content-level user-perspective}.
If commercial multimedia development effectively considered the user-perspective in combination with technical-perspective quality parameters, then multimedia provision would aspire to facilitate appropriate multimedia, in context of the perceptual, hardware and network criteria of a specific user, thus maximising the user's perception of quality.
Finally, development of quality definition models, as well as user-centric video adaptation techniques (user-perspective personalisation and adaptive media streaming) offers the promise of truly user-defined, accessible multimedia that allows users interaction with multimedia systems on their own perceptual terms. It seems strange that although multimedia applications are produced for the education and / or enjoyment of human viewers, that effective development, integration and consideration of the user-perspective in multimedia systems still has a long way to go….
