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Abstract
This thesis deals with the investigation of two diﬀerent types of low-dimensional
quantum magnets using the technique of neutron scattering.
In the ﬁrst part, the magnetic properties of three Mn6-based single molecule mag-
nets are explored by means of inelastic neutron scattering. The experimental data
reveal that small structural distortions of the molecular geometry produce a signiﬁ-
cant eﬀect on the energy level diagram and therefore on the magnetic properties of
the molecule. It will be shown that the giant spin model completely fails to describe
the spin level structure of the ground spin multiplets. The data enabled the deter-
mination of the parameters of the microscopic spin Hamiltonian and based on this
it is shown that the excited S-multiplets play a key role in determining the eﬀective
energy barrier for the magnetization reversal.
The second part of this thesis presents an in-depth study of the nuclear and mag-
netic properties of the quasi-one-dimensional Heisenberg antiferromagnet CaV2O4.
The magnetism in this system arises from the partially ﬁlled t2g-levels of the V3+-
ions, which in addition give an orbital degree of freedom to the system. The crystal
structure consists of weakly coupled double-chains of edge-sharing VO6-octahedra,
where the particular octahedral staggering creates a zigzag-like arrangement of the
vanadium ions. This in return gives rise to strong magnetic direct exchange interac-
tions between nearest and next nearest neighbour vanadium ions and to geometrical
frustration. However, the strength of the exchange interactions is strongly inﬂu-
enced by the particular occupation of the t2g-orbitals.
Single crystal and powder neutron diﬀraction as well as neutron spectroscopy are
used to determine the nuclear and magnetic structure as well as the complex excita-
tion spectrum of CaV2O4. The results are analysed theoretically and from this the
leading exchange paths are deduced and discussed in terms of orbital ordering.
Zusammenfassung
Die vorliegende Arbeit beschäftigt sich mit der Untersuchung von zwei unter-
schiedlichen Arten von niedrigdimensionalen Quantenmagneten unter Verwendung
der Methode der Neutronenstreuung.
Im ersten Teil der Arbeit werden die magnetischen Eigenschaften von drei Mn6-
basierenden Einzelmolekülmagneten mit Hilfe der inelastischen Neutronenstreuung
erforscht. Die experimentellen Daten verdeutlichen, dass geringe strukturelle Ver-
formungen der Molekülgeometrie einen erheblichen Einﬂuss auf das Energieleveldia-
gramm und demzufolge auf die magnetischen Eigenschaften der Moleküle haben. Es
wird gezeigt, dass das Giant-Spin Modell nicht in der Lage ist, die Spinlevelstruktur
des Grundmultipletts zu beschreiben. Die gewonnen Daten erlauben die Bestim-
mung der relevanten Parameter des mikroskopischen Spin-Hamiltonoperators und
basierend auf diesen Erkenntnissen wird gezeigt, dass die angeregten S-Multipletts
eine Schlüsselrolle bei der Bestimmung der eﬀektiven Energiebarriere für die Um-
kehrung der Magnetisierung spielen.
Der zweite Teil dieser Arbeit präsentiert eine detaillierte Untersuchung der nu-
klearen und magnetischen Eigenschaften des quasi-eindimensionalen Heisenberg-
Antiferromagneten CaV2O4. Der Magnetismus dieses Systems resultiert von den
teilweise gefüllten t2g-Orbitalen der V3+-Ionen, welche dem System noch einen zu-
sätzlichen orbitalen Freiheitsgrad zu Verfügung stellen. Die Kristallstruktur besteht
aus schwach gekoppelten Doppelketten von eckteilenden VO6-Oktaedern, wobei die
spezielle Staﬀelung der Oktaeder zu einer zigzagartigen Anordnung der Vanadiumio-
nen führt. Dies gibt wiederum Anlass zu starken magnetischen Wechselwirkungen
zwischen nächsten und übernächsten Vanadiumnachbarn und impliziert geometri-
sche Frustration. Allerdings wird die Stärke der Wechselwirkungen stark von der
speziellen Besetzung der t2g-Orbitale beeinﬂusst.
Zur Bestimmung der nuklearen und magnetischen Struktur, sowie des komplexen
Anregungsspektrums wurde sowohl die Methode die Einzelkristall- und Pulverdif-
fraktion, als auch die der Neutronenspektroskopie verwendet. Die experimentellen
Resultate werden theoretisch analisiert und auf Grundlage dessen werden die domi-
nanten Austauschpfade bestimmt und bezüglich orbitaler Ordnung diskutiert.
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1. Introduction
Low dimensional magnetism appears in materials, where magnetic ions are arranged
within the crystal lattice in such a way, that strong interactions only appear along cer-
tain directions, giving rise to well separated clusters, chains or planes. The reduction of
dimensionality strongly enhances quantum eﬀects resulting in exotic magnetic properties
that diﬀer signiﬁcantly from those of conventional bulk magnets.
An important class of low dimensional materials are the Single Molecule Magnets (SMM).
These are (quasi-zero-dimensional) clusters of exchange coupled magnetic ions, which are
embedded in a large organic molecule and arranged on a crystal lattice. The clusters
are usually characterized by a large spin ground state S and an easy-axis anisotropy
which determines the Zero-Field Splitting (ZFS) of the S state sublevels. The resulting
magnetic bistability makes them interesting for magnetic storage applications due to
their potential to shrink the magnetic bit down to the size of one single molecule.
One dimension ‘above’ the SMM reside the one-dimensional chain magnets, which rep-
resent another class of low dimensional materials that attract a great deal of interest
among scientists. These materials consist of well separated chains of magnetically in-
teracting ions. In particular, if interactions between neighbouring ions are antiferro-
magnetic and if the ions possess a low spin moment, quantum ﬂuctuations persist down
to lowest temperatures and prevent the system from establishing long range magnetic
order. As a result the magnetic ground states and excitations show peculiar features,
such as fractional excitations, bound modes, gapped spectra and multi-particle continua.
One-dimensional structures can arise naturally in crystalline materials, either because of
bulky non-magnetic ions which are located between the chains and thus preventing the
mediation of spin-spin interactions, or because of orbital ordering phenomena leading to
spatially anisotropic electronic interactions. However, in real materials the chains are
not entirely isolated, since small (but ﬁnite) interchain interaction persist. As a con-
sequence cooperative ordering phenomena arise below a critical temperature Tc, where
thermal ﬂuctuations become weak. But even in the ordered phase, those weakly coupled
systems retain their low-dimensional character, which is particularly true for systems
with antiferromagnetic spin coupling. Here the quasi-low dimensionality gives rise to
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zero point ﬂuctuations of the spins, leading to a considerable reduction of the ordered
moment value per spin (if compared to the saturation value). While at low energies
the magnetic excitation spectrum is dominated by semi-classical transverse spin waves
(Goldstone modes), the quantum ﬂuctuations have a strong eﬀect on the magnetic exci-
tation spectra at energies that are high compared to the magnetic ordering temperature.
In this thesis representative materials of both above mentioned classes have been investi-
gated, predominantly by means of neutron scattering. The unique properties of neutrons
make this experimental technique ideal to study both the nuclear and magnetic structure
of materials as well as their elementary excitations.
Concerning the SMMs, a comprehensive inelastic neutron scattering study of three mem-
bers of the recently discovered Mn6-SMM family has been performed. The Mn6-SMMs
have become a subject of intense research, since for one member of this family a new
record barrier for the reversal of the magnetization was discovered [1]. The molecules
investigated here, only show tiny structural diﬀerences, which however, produce a sig-
niﬁcant eﬀect on the energy level diagram and therefore on their magnetic properties.
The second system that was studied in the framework of this thesis is the quasi-one-
dimensional spin-1 antiferromagnet CaV2O4. This material consists of weakly coupled
zigzag chains of V3+-ions. The particular lattice geometry gives rise to strong anti-
ferromagnetic direct exchange interactions between nearest and next nearest neighbour
vanadium ions and to geometrical frustration. However, in addition the vanadium ions
possess an orbital degree of freedom and the strength of the exchange interactions is
strongly inﬂuenced by the particular d-orbital occupation. Furthermore, a weak inter-
chain coupling leads to antiferromagnetic long range order at low temperatures. Neu-
tron scattering as well as complementary experimental techniques have been used to
determine the nuclear and magnetic structure of CaV2O4 and to explore the magnetic
excitation spectrum in the ordered phase. This combined study has shed light on the
complex interplay between lattice, spin and orbital degrees of freedom in this system.
In order to explain the experimental data, theoretical models have been employed. In
most cases the complexity of many-body systems prevents an exact solution of the given
model and one has to ﬁnd appropriate approximations that simpliﬁes the model without
adulterating the underlining physics. In the case of SMMs, a well established approx-
imation is the Giant Spin Approximation (GSA), where one assumes that the ground
state multiplet of spin S is well separated from higher lying spin multiplets, such that
the coupling to higher states can be neglected. However, the spectroscopic data for
the three Mn6 molecules reveal that the GSA completely fails to describe the spin level
structure and the relaxation dynamics of those molecules and other more sophisticated
3techniques had to be used to describe the experimental data.
The magnetic excitation spectra of CaV2O4 could be successfully reproduced by means
of linear spin wave theory. Nevertheless, some discrepancies between theory and experi-
ment have been observed for the high energy part of the spin wave spectrum and which
were attributed to quantum ﬂuctuations of the ordered spin moment.
The thesis is structured as follows. Chapter 2 provides an introduction to the theory of
low dimensional magnetism. The basic concept of magnetic exchange interactions will
be discussed, where particular emphasis is placed on the physics relevant for the mate-
rials presented in this thesis. In Chapter 3 the theory of neutron scattering is outlined,
along with a description of the basic instrumentation and concepts of data analysis. The
chapter is completed by a brief explanation of complementary techniques which have
been used, including magnetic susceptibility measurements and X-ray diﬀraction.
The results of the inelastic neutron scattering experiments on the Mn6 molecular mag-
nets are presented in Chapter 4. The experimental data are compared to those obtained
by Frequency Domain Magnetic Resonance (FDMR) measurements and the data are
analysed theoretically using the concepts introduced in Chapter 2.
In Chapter 5, a detailed study of the nuclear and magnetic structure of CaV2O4 will be
presented. The structural data are used to interpret the observed nuclear and magnetic
phase transitions and to draw conclusions about the orbital physics in the material.
Additionally, high temperature susceptibility data will be discussed and theoretically
analysed using a frustrated Heisenberg model for ﬁnite spin-1 chains. The structural
data served as a basis for the spin wave model, which was employed to interpret the
magnetic excitation spectrum of CaV2O4. The magnetic excitations are the topic of
Chapter 6.
Finally, the main results of the work on both, the Mn6-SMMs and CaV2O4 are reviewed
in Chapter 7 and some suggestions for possible future experimental and theoretical work
are given.

2. Low-dimensional quantum magnetism
This chapter gives an introduction to the ﬁeld of low dimensional quantum magnetism,
where particular emphasis is placed on two classes of systems, namely the (zero-dimensional)
single molecule magnets and the one-dimensional antiferromagnetic Heisenberg chains.
Both classes have been the subject of intensive research activities for many decades,
due to their fascinating quantum eﬀects that give rise to exotic and highly non-trivial
magnetic ground states and excitations.
Members of both classes will be presented in the framework of this thesis. Chapter
4 deals with the magnetic properties of three Mn-based single molecule magnets and
in Chapters 5 and 6 the physics of the quasi-one-dimensional Heisenberg chain system
CaV2O4 will be explored.
Before the basic properties of those low dimensional systems will be introduced in the
second and third section of this chapter, the ﬁrst section will provide a summary about
the origin of localized magnetic moments, the coupling between them and how crystal
ﬁeld eﬀects can inﬂuence the electronic and magnetic structures of those systems.
2.1. Spins, orbitals and exchange interactions
The magnetic moment of an ion arises from the orbital motion of unpaired electrons,
which are bound to the atomic nucleus via Coulomb forces, and from the spin angular
momentum of these electrons. Due to the famous Pauli exclusion principle the electrons
cannot all possess the same energy, but are forced to occupy electronic ‘shells’, with well
deﬁned angular momentum and energy. The vector sum of all individual electron spins
si and orbital angular momenta li deﬁnes the total spin S =
∑
i si and total angular
momentum L = ∑i li of the ion. Due to their spherical symmetry the vector sum for
completely ﬁlled shells is zero and therefore those do not contribute to the magnetic
moment of the ion. Generally, due to spin-orbit coupling Hso = λS · L (where λ is a
constant which depends on the particular ion), the quantities S and L are not separately
conserved and only the total angular momentum J = L+S is a good quantum number.
The way in which the spin and orbital angular momenta combine in order to give the
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energetically most favourable state is given by Hund’s rules. According to these rules,
the ground state of an isolated ion is that which maximizes the total spin S and the
total orbital angular momentum L (in agreement with the Pauli principle). Further, the
total angular momentum is J = |L − S| for less-than-half-ﬁlled shells, and J = L + S
for more-than-half-ﬁlled shells. It follows that the total magnetic moment of the ion is
given by:
μeﬀ = gJμB
√
J(J + 1), (2.1)
where μB is the Bohr magneton and gJ is the Landé factor, which is deﬁned as:
gJ =
3
2 +
S(S + 1) + L(L + 1)
2J(J + 1) . (2.2)
For spin-only systems with L = 0 the Landé factor is g  2.
So far the discussion has only focused on the properties of single isolated ions. However,
in condensed matter physics one is interested in bulk properties of materials and conse-
quently one has to deal with ions which are embedded in solids. Those ions are certainly
not isolated, but subject to the crystal ﬁeld of the surrounding atoms. If the energy
scale of the crystal ﬁeld becomes similar to the energy of the spin-orbit coupling, Hund’s
third rule is no longer valid. This is the case for many 3d-transition metal ions. For even
stronger crystal ﬁelds (which can be found in 4d and 5d transition metal compounds),
even Hund’s ﬁrst two rules are set out of action.
2.1.1. Orbital physics
The electronic wave functions in the ﬁeld of a nucleus are termed orbitals and they con-
sist of an angular and a radial part. As a result of the spherical symmetry of the atomic
potential, the corresponding eigenstates coincide with the eigenstates of the angular
momentum operator. The corresponding eigenfunctions are the well known spherical
harmonics (see e.g. [2]) and they express the angular dependence of the electron den-
sity. The orbitals of the s-electrons are spherical symmetric, while all other orbitals
have a pronounced angular dependence. This is a crucial fact, since in most cases the
local atomic environment is also not spherically symmetric, such that diﬀerent orbitals
will behave in diﬀerent ways. The magnetic and electronic properties of the materials
presented in this thesis are governed by the unpaired 3d-electrons of transition metal
ions and the corresponding d-orbitals are depicted in Fig. 2.1. The ﬁve orbitals can be
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Figure 2.1.: The angular distribution of the d-orbitals. The dxy, dxz and dyz orbitals are grouped
together and called t2g-orbitals and the dx2−y2 and dz2 orbitals are grouped together and called
eg-orbitals.
grouped into two classes, the t2g- and the eg-orbitals. The lobes of the three t2g-orbitals
point between the x, y and z axes of the local coordinate system, while the lobes of the
two eg-orbitals point along these axes.
On the ionic level the ﬁve d-orbitals are fully degenerate and, (when neglecting spin-orbit
coupling) a single d-electron can occupy all orbitals with equal probability. This changes,
if the ion is embedded in a solid. In many transition metal compounds the metal ions are
in an octahedral environment, meaning that they are surrounded by six nearest neigh-
bour anions (e.g. O2−), which are located at the corners of an octahedron. This scenario
is visualized on the left site of Fig. 2.2, where only the octahedron is shown and the
surrounding ions are omitted for clarity. If considering an ideal octahedron with cubic
symmetry1, it becomes immediately clear that the d-orbital degeneracy will be partially
lifted. The two eg-states have a charge maximum near to the negatively charged ions at
the octahedron’s corners giving rise to strong Coulomb repulsion, while the lobes of the
three t2g-orbitals point along the octahedron’s edges and are therefore less eﬀected by
the anions. Hence, the t2g-levels are lowered in energy, while the eg-orbitals are raised
1The crystal ﬁeld of the octahedron is conventionally termed cubic ﬁeld, which arises from the fact that
the symmetry of the crystal ﬁeld produced by eight ions located at the corners of a cube is identical
to those produced by the ions of the octahedron.
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cubic tetragonal orthorhombicfree ion
z
Figure 2.2.: Energy level diagram of d-orbitals in an octahedral ﬁeld. The cubic crystal ﬁeld
of the octahedron splits the d-states into a t2g-triplet and an eg-doublet. If the octahedron
experiences a tetragonal compression along the z-axis, the degeneracy is further lifted and only
the dxz- and dyz-orbitals remain degenerate. In case of an orthorhombic distortion, the degeneracy
is completely lifted. The colour of the energy levels corresponds to the colour of the orbitals.
in energy.
Often, the ideal octahedral environment is not given due to distortions in the crystal
lattice. In such cases the reduction of symmetry leads to a further lifting of d-level degen-
eracy. A commonly encountered distortion is the tetragonal one, where the octahedron
is either compressed or elongated along one of its main axes. Assuming a compression
along the z-direction (see Fig. 2.2), the orbitals which are extended in the plane parallel
to the compression axis will be less eﬀected by the repulsing forces of the two negatively
charged ions along the z-axis. As a result, the two eg-levels split, with the dx2−y2-level
being lowered in energy. One the other hand, the t2g degeneracy is only partially lifted,
since the dyz- and dxz-orbitals are equally eﬀected by the tetragonal compression. The
dxy-orbital is the energetically most favourable one since its orientation within the oc-
tahedron is the most ideal to avoid the repelling charges. Similar eﬀects occur if the
tetragonal distortion is an elongation, however, in this case the order of the split eg- and
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t2g-levels is reversed.
Finally, if the distortion is such that the distances between the three opposite lying
anion-pairs are all diﬀerent (orthorhombic distortion), the d-level degeneracy will be
completely lifted and the corresponding energy level diagram is shown in the very right
side of Fig. 2.2.
2.1.2. Orbital order and magnetic exchange
Interesting orbital physics arises in transition metal compounds that have an orbitally
degenerate ground state. For instance, in the high temperature phase of LaMnO3 the
MnO6 octahedra are in cubic symmetry. Since manganese is in the Mn3+-state it contains
four d-electrons, where three of them occupy the low-lying t2g-orbitals. The remaining
fourth electron can choose to occupy one of the two degenerate eg-orbitals, thus the
system is said to possess an orbital degree of freedom. However, the cubic phase of
LaMnO3 is only stable at high temperatures and at T ≈ 800 K a cubic-to-tetragonal
phase-transition occurs [3]. As a consequence of this transition the eg-orbital degeneracy
is lifted and the fourth electron now solely occupies the dz2-orbital. This phase-transition
was interpreted to be a direct consequence of the famous Jahn-Teller-theorem. It says
that if the ground state of an ion in a crystal ﬁeld is orbitally degenerate, than it will be
energetically preferable for the crystal to distort in such a way that the orbital degeneracy
is lifted [4]. The reason for this behaviour is simple: the electronic energy gained by the
lowering of the dz2-level is larger than the loss of elastic energy necessary to distort the
crystal. In order to minimize the total energy of the crystal the octahedral distortions
do not occur randomly, but they form a well deﬁned pattern. This phenomenon is
called the cooperative Jahn-Teller eﬀect and is the most prominent example of orbital
order. The cooperative Jahn-Teller eﬀect is not the only mechanism which causes orbital
order, another one is the kinetic exchange between electrons of neighbouring orbitals (see
below).
Magnetic exchange interactions
Many materials with localized magnetic moments show long range magnetic order below
a certain critical temperature T = Tc. The magnetic order is a result of electrostatic
interactions between electrons of neighbouring magnetic ions. Those interactions arise
from the requirement of antisymmetric wavefunctions, being a consequence of Pauli’s
exclusion principle. It was ﬁrst pointed out by Dirac, that the Hamiltonian which
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describes the electrostatic interactions can be replaced by an eﬀective spin Hamiltonian
[5], which for the simplest case of two interacting electrons with spins S1 and S2 is given
by:
H1,2 = E0 + 2JS1S2. (2.3)
In the above expression, E0 is a constant energy term and J is the exchange integral
performed over the electrostatic interaction. Depending on whether J is positive or
negative, the spins prefer an antiparallel or parallel alignment, respectively. The gener-
alization of Eq. 2.3 for many body systems is far from trivial, however, it turned out
that in most cases the eﬀect of electron-electron interactions can be approximated by
the simple sum over all spin-pair interactions. The resulting exchange Hamiltonian is
the Heisenberg model and it is discussed in detail in Sec. (2.3.1)2.
The exchange interactions that occur due to the direct overlap of orbitals of neighbouring
magnetic ions are referred to as direct exchange interactions. However, there exist many
magnetic materials, whose crystallographic geometry prevents a suﬃcient direct overlap
between neighbouring magnetic orbitals3. A prominent example is the antiferromag-
netic perovskite-type manganite LaMnO3, which was brieﬂy introduced in the previous
section. Its structure consists of corner sharing MnO6 octahedra, with the La3+ ions in-
corporated in between. Recalling that the magnetism in this system arises from the four
d-electrons of the Mn3+ cations, a look at Fig. 2.2 reveals that a direct overlap between
neighbouring d-orbitals is not possible due to the corner sharing geometry. In this case
the exchange interactions are indirect and occur via the p-orbitals of the non-magnetic
oxygen anions placed at the corners of the octahedra. This type of interaction which in-
volves an intermediate anion was ﬁrst proposed by Anderson and is called superexchange
[7]. The overlap between p- and d-orbitals gives rise to covalent mixing, thus allowing
the nominal p-electrons to partially reoccupy the cations (one speaks about a virtual
electron transfer), leading to fractional charges. Since this rearrangement depends on
the relative orientation of the d-spins of the cations, the process transmits a d-d inter-
action [8].
Whether the dominant interactions of a particular material are direct or indirect in na-
ture depends strongly on the underlying lattice geometry. Goodenough has pointed out,
that in systems where the magnetic cation occupies an octahedral site, direct exchange
2A more general form of the spin Hamiltonian will be introduced in Sec. 2.2.3.
3The direct exchange interaction does strongly depend on the orbital overlap. For example, the exchange
energy between neighbouring d-orbitals was calculated to be J ∝ R−10 (!), where R is the interionic
distance [6].
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interactions are dominant if the outer electron conﬁguration is 3dm(m ≤ 5) and if the
occupied octahedra share either a common edge or a common face [9]. In this case the
lobes of neighbouring t2g-orbitals point directly towards each other. On the other hand,
if the cation-occupied octahedra share a common corner, there can be no direct overlap
between neighbouring cation orbitals and the cation coupling occurs via superexchange
interactions mediated by an anion.
The sign and the relative strength of spin-spin interactions between any pair of cation in
octahedral geometry depends on two factors: the relative orientation within the anion
octahedra and the number of electrons in the d-shell. Anderson has pointed out that
superexchange interactions are maximized if the cation-anion-cation angle is 180◦, while
the interactions are weak in case of a 90◦ arrangement [7]. The latter also contributes
to the fact that edge- and face-sharing geometries prefer direct exchange interactions,
since in this case the superexchange angle is 90◦. Anderson’s preliminary ﬁndings were
extended by Goodenough and Kanamori, who formulated general rules for the sign of
superexchange interactions. Those rules state, that superexchange interactions are an-
tiferromagnetic if the virtual electron transfer occurs between orbitals that are each
half-ﬁlled (ferro-orbital order), while the interactions are ferromagnetic, if the virtual
electron transfer occurs between an empty and a half-ﬁlled, or an ﬁlled and a half-ﬁlled
orbital (antiferro-orbital order) [3, 10]. Apart from a few exceptions [11], those rules
are also valid for direct exchange processes. The Goodenough-Kanamori rules reveal an
interesting aspect, which is characteristic for many transition-metal compounds. They
imply that spin order is accompanied by a certain orbital order. In contrast to the coop-
erative Jahn-Teller eﬀect, this orbital order mechanism is purely electronic and results
from kinetic exchange processes.
Finally, it has to be mentioned that the superexchange is not the only indirect exchange
mechanism. The double exchange interaction occurs between ions with mixed valency
states and results from the hopping of electrons between neighbouring (mixed valency)
ions. In metallic systems, the exchange interaction between localized magnetic moments
can be mediated via conduction electrons and it is termed RKKY interaction (Ruder-
man, Kittel, Kasuya, Yosida).
2.2. Molecular magnetism
The subject of molecular magnetism deals with magnetic materials that are based on
organic matter. Among those materials the so called single molecule magnets (SMMs)
have in particular attracted a great deal of interest in the scientiﬁc world, since it was dis-
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covered that they show a slow relaxation of the magnetization at low temperatures and
thus behave as tiny nano-sized magnets [12]. Similar to conventional bulk ferromagnets,
SMMs exhibit a pronounced magnetic hysteresis, however, in contrast to the classical
‘bulk’ case, this cannot be ascribed as a cooperative eﬀect, but has a pure molecular
origin. Due to the resulting magnetic bistability, SMMs are considered as promising
candidates for ultra-high density data storage devices.
Another key feature of SMMs is, that they allow a direct observation of pure quantum ef-
fects, such as quantum tunnelling of the magnetization and quantum coherence [13, 14].
In terms of data storage, quantum tunnelling is a negative eﬀect, since it provides a
short-cut for the relaxation of the magnetization and thus leads to a loss of information.
On the other hand, the control of tunnelling eﬀects could provide an eﬀective way for
ultra-fast switching of the magnetization, a key parameter for data processing.
In detail, SMM consist of clusters of (super)-exchange coupled magnetic ions (mostly
transition metals), which are embedded in a crystal matrix of non-magnetic organic lig-
ands [15, 16, 17, 18, 19, 20]. These ligands isolate neighbouring clusters from each other,
such that magnetic inter-cluster interactions are negligible. Therefore, each molecule
can be seen as a single magnetic unit of zero dimension, carrying a total ‘giant’ spin
S. This spin S is derived from the individual spins s of the interacting ions within the
cluster by considering the particular magnetic exchange interactions between them. The
main requirement for a molecular cluster to show what is called ‘SMM behaviour’, is an
energy barrier to magnetization reorientation. This energy barrier is mainly provided
by two factors, a strong (negative) single ion axial anisotropy D and a high spin ground
state S. The anisotropy causes a zero ﬁeld splitting of the S levels into a 2S+1-fold mul-
tiplet, ranging from −MS ≤ S ≤ MS , where MS is the spin projection quantum number
belonging to the z component of the spin operator Sz (the easy axis of the molecule is
assumed to point along the z direction). In the absence of any further perturbations, the
levels +MS and −MS are energetically degenerate, but are separated from each other
by an energy barrier U = |D|S2z (Fig. 2.3).
2.2.1. Slow relaxation of magnetization
At suﬃciently low temperatures, only the two ground state levels | ± MS〉 are (equally)
occupied, so that in a macroscopic sample 〈Sz〉 = 0. However, if a magnetic ﬁeld Hz is
applied parallel to the easy axis of the molecule, the ground state degeneracy is lifted and
one of the two states in Fig. 2.3 becomes energetically favourable. Thus, in a suﬃciently
high ﬁeld and at suﬃciently low temperatures the system will be completely magnetized
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Figure 2.3.: Double well potential seen by the ‘giant’ spin of a single molecule magnet due to
an uniaxial anisotropy. The classical anisotropy potential energy is given by E(Θ) = DS2z , where
Sz = S cosΘ. U denotes the height of the energy barrier and −MS ≤ S ≤ MS are the spin
projection quantum numbers. The abscissa gives the projection angle Θ between the magnetic
moment and the easy axis of the molecule.
and behaves like a (super)paramagnet4. Once the ﬁeld is switched oﬀ again, the system
starts to relax in order to return back to its thermal equilibrium (〈Sz〉=0). One of the
key features of SMM is that the corresponding time that characterizes the relaxation
process, becomes very long at low temperatures.
The spectacular relaxation behaviour of SMM was ﬁrst discovered by Sessoli et al. in
1993 for a dodecanuclear manganese complex of formula [Mn12O12(O2CCH3)16(H2O)4]-
·2CH3COOH·4H2O (brieﬂy Mn12-ac) [12]. This molecule contains four ferromagnetically
coupled Mn4+ (s = 3/2) ions placed in a central tetrahedron. Those ions are surrounded
by eight Mn3+ (s = 2) ions, which are also ferromagnetically coupled to each other, but
antiferromagnetically aligned with respect to the four central ions (see Figure 2.4(a)).
Thus, the total giant spin of the molecule at low temperatures is S = 8×2−4×3/2 = 10.
Since the molecule further possesses a strong uniaxial anisotropy, a spin ground state
with MS = ±10 is stabilized and an energy barrier for the reversal of the magnetization
is generated.
Sessoli et al. discovered the onset of an out-of-phase component (χ′′) of the ac-suscepti-
bility below T = 7 K. This indicates, that the magnetization does not relax suﬃciently
fast in order to keep up with the applied oscillating ﬁeld. Therefore, this was a clear sig-
4The word ‘super’ refers to the fact, that the magnetic response to the external perturbation comes
from all the individual magnetic centres and is therefore large.
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nature, that the material experiences a barrier for the reorientation of the magnetization.
Further, below the blocking temperature TB ≈ 3.0 K, no changes of the magnetization
due to relaxation processes could be detected anymore, because the time scale of the
relaxation exceeded the time scale of this experimental technique.
The experiment revealed, that the relaxation time τ of the magnetization follows an
exponential behaviour, expressed by the Arrhenius law [12]:
τ = τ0 exp
U
kBT
. (2.4)
In the above equation, τ0 is a system speciﬁc constant, U corresponds to the height
of the barrier which has to be overcome and kB is Boltzmann’s constant. Villain et
al. have shown, that the ‘over the barrier’ relaxation process is mainly driven by the
coupling of the spin system to the lattice. The spin-phonon coupling allows transitions
from states |Ms〉 to |Ms ± 1〉 and |Ms ± 2〉, which means that the reversal of the mag-
netization occurs through many steps, involving a sequence of energy levels (multi-step
Orbach process) [21]. The ﬁtted values of Eq. 2.4 for data from Mn12-ac are U/kB = 61
K and τ0 = 2.1 · 10−7 s [12] and the corresponding temperature dependence of the re-
laxation is shown in Fig. 2.4(b). Towards low temperatures the relaxation time of the
magnetization becomes very long, since the thermal population of the levels is small and
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Figure 2.4.: (a) Sketch of the Mn12-ac molecule. Ions are coloured as follows: Mn3+: red, Mn4+:
pink, oxygen: blue, carbon: yellow and hydrogen: black. Reprinted (Fig. 1) with permission
from Chaboussant et al., Phys. Rev. B 70, 104422 (2004). Copyright (2004) by the American
Physical Society. (b) Characteristic relaxation time vs. temperature for Mn12-ac. The displayed
graph was obtained by plotting the Arrhenius law (Eq. 2.4) using the experimentally obtained
values: U/kB = 61 K and τ0 = 2.1 · 10−7 s [12].
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Figure 2.5.: Magnetization hysteresis loop observed for an oriented crystal of Mn12-ac [18].
Reproduced by permission of the MRS Bulletin.
the transition probability due to spin lattice coupling becomes marginal. In a system
with truly axial anisotropy, the height of the energy barrier is approximately given by
U ≈ |D|S2. Thus, the Arrhenius ﬁt provides an indirect quantitative estimate on the
magnitude of the single ion anisotropy.
However, as will be shown later in this thesis, the appearance of additional higher order
anisotropy terms strongly aﬀects the relaxation dynamics of the molecule and in this
case the barrier height obtained from the Arrhenius law takes an eﬀective value Ueﬀ,
which can diﬀer signiﬁcantly from the U derived by assuming only axial anisotropy.
2.2.2. Quantum tunnelling of the magnetization
At suﬃciently low temperatures (T < TB), single molecule magnets show a character-
istic hysteresis behaviour of the magnetization. Figure 2.5 displays a typical magnetic
hysteresis loop measured in Mn12-ac at T = 2.1 K. The measurements were performed
with a dc-magnetometer on single crystals of Mn12-ac with the easy axis parallel to the
applied ﬁeld [18]. The hysteresis is a direct consequence of the slow relaxation dynamics
of the system. More interestingly, a closer look at the data reveals that the magneti-
zation does not change smoothly with the applied ﬁeld, but undergoes several steps.
At those steps, the relaxation rate is signiﬁcantly increased, indicating that a further
relaxation mechanism is involved in the process. This mechanism has been identiﬁed as
ﬁeld tuned quantum tunnelling of the magnetization between diﬀerent states [13, 22].
When a ﬁeld is applied along the easy axis of the SMM, the spin states of both sides of
the double well potential are no longer degenerate. However, for certain regular values
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of the magnetic ﬁeld Hz, the energy levels on diﬀerent sites of the barrier do coincide
and tunnelling between those levels is allowed (see Fig. 2.6). In systems with pure axial
symmetry (and considering only second order anisotropy terms), quantum tunnelling
between states M−mS = −m and M−m+nS = −m+n can occur if the following condition
is fulﬁlled [15]:
− Dm2 + gμBmHz = −D(m − n)2 − gμB(m − n)Hz, (2.5)
which gives:
Hz(n) = n
D
gμB
, (2.6)
with n = 0, 1, 2, · · · . Therefore, this method also allows the axial anisotropy parameter
D to be estimated.
The coincidence between two energy levels at both sites of the barrier is a necessary,
but not a suﬃcient criteria for quantum tunnelling of the magnetization. Tunnelling
can only occur, if the corresponding wave functions of the two involved states are mixed
and thus a transverse interaction is required. Sources for transverse interactions are
low symmetry elements of the crystal ﬁeld (e.g. the second order transverse anisotropy
E(S2x −S2y)) or internal magnetic ﬁelds, provided either by magnetic nuclei or by neigh-
bouring molecules [18]. The mixing of states gives rise to the so called tunnel-splitting,
~g mB Hz
(a) Hz(n) = n DgμB
~g mB Hz
(b) Hz(n) = n DgμB
Figure 2.6.: Relaxation dynamics of a SMM for diﬀerent values of the axial magnetic ﬁeld. (a)
Condition 2.6 is not fulﬁlled and the relaxation only occurs via spin-phonon coupling involving
all energy levels. The process is indicated by black arrows. (b) Condition 2.6 is fulﬁlled and
the magnetization can short cut its reversal via quantum tunnelling. Red arrows indicate the
process of phonon assistant quantum tunnelling.
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where the size of the splitting (Δ) determines the tunnelling rate and in general it is
larger for mixed states which are at the top of the energy barrier [16]. Therefore, most
of the tunnelling processes occur in the thermally activated regime and are phonon as-
sisted. This process is indicated by the red arrows in Fig. 2.6(b). A direct result of
that eﬀect is, that the actual measured energy-barrier Ueﬀ is always smaller than the
one estimated by the formula U = |D|S2z .
Resonant quantum tunnelling and quantum phase interference
Pure resonant quantum tunnelling, that is tunnelling between the ground state lev-
els only, was ﬁrst observed by Sangregorio et al. in the octanuclear Fe(III) cluster
[Fe8O2(OH)12(tacn)6]8+ (brieﬂy Fe8)[23]. The Fe8, like Mn12-ac, possesses an S = 10
ground state, which is further split due to a negative single ion anisotropy, leading to
an energy barrier for magnetization reorientation of U = 22.2 K [24]. However, in con-
trast to Mn12-ac, the Fe8 cluster exhibits a noticeable transverse (in plane) anisotropy
(E(S2x −S2y)), caused by the low symmetry of the molecule. Due to this, Sz is no longer
a good quantum number of the system and therefore states +MS and −MS are mixed
and the corresponding wavefunctions are partially delocalized on both wells, giving rise
to tunnelling. In Fig. 2.7 the relaxation times for the reversal of the magnetization as
a function of temperature obtained by ac- and dc-susceptibility measurements on Fe8
powder are displayed [25]. Down to Tc ≈ 400 mK, the (ln(τ) vs. 1/T )-plot shows a
straight line, indicating that the relaxation follows the exponential law given in Eq. 2.4.
However, below Tc the relaxation becomes temperature independent, which means that
no thermally activated levels are involved in the relaxation process and thus the pure
quantum tunnelling regime is attained.
2.2.3. Spin Hamiltonian
The most common theoretical approach to describe the physics of molecular nanomag-
nets is the spin Hamiltonian approach. This approach is generally based on the assump-
tion that the orbital angular momentum of the magnetic ions is quenched and thus it can
be treated in a perturbative way. The corresponding Hamiltonian contains only spin-,
but no orbital- coordinates, since those can be replaced by spin coordinates under con-
sideration of the symmetry of the system. The assumption of a quenched orbital angular
moment is justiﬁed for most SMM, in particular for clusters containing Mn3+-ions, which
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Figure 2.7.: Relaxation of magnetization measured on a powdered sample of Fe8 in zero ﬁeld.
Reprinted from [25], Copyright (1998), with permission from Elsevier.
will be focused on throughout this thesis. This has been recently proved experimentally
by Ghigna and co-workers, who showed by means of X-ray magnetic-circular-dichroism
measurements on Mn12-ac clusters, that the z-component of the orbital angular momen-
tum 〈Lz〉 ≈ 0 for this material [26].
The spin Hamiltonian for a ﬁnite cluster of interacting magnetic ions reads:
H = Hexc + Hdip + Hcf + HB
=
∑
i>j
si · E · sj +
∑
i>j
si · Ddipij · sj +
∑
i
∑
k=0,|q|≤k
Bqk(i)O
q
k(si)
+ μB
∑
i
giBi · si,
(2.7)
where si denotes the spin operator of the ith magnetic ion of the molecule. The ﬁrst
summand in Eq. 2.7 represents the exchange interactions between the magnetic ions,
while the second and third term describe the dipole-dipole- and the local crystal ﬁeld
interaction, respectively. In the presence of a magnetic ﬁeld, a fourth term describing
the so called Zeeman interaction has to be considered. In the following the diﬀerent
terms of H will be explained in detail.
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Exchange interaction
The term describing the pairwise linear exchange interactions between the magnetic ions
is:
Hexc =
∑
i>j
si · E · sj, (2.8)
where E is a cartesian spin-spin interaction tensor of rank 2. Using group theory, this
tensor can be further decomposed into three irreducible independent components:
Eab = 13(E
xx + Eyy + Ezz)δab +
1
2(E
ab − Eba) + (2.9)
+
(1
2(E
ab + Eba) − 13(E
xx + Eyy + Ezz)δab
)
, (a, b = x, y, z).
With the expression above, Eq. 2.8 can be rewritten:
Hexc =
∑
i>j
Jijsi · sj +
∑
i>j
dij · (si × sj) +
∑
i>j
si · D0ij · sj (2.10)
where the following abbreviations were used:
J = 13(E
xx + Eyy + Ezz) (2.11)
dij = (dyzij , dzxij , dxzij ), with dabij =
1
2(E
ab
ij − Ebaij ) = −dbaij (2.12)
D0,abij =
1
2(E
ab
ij + Ebaij − Jijδab) = D0,baij (2.13)
The ﬁrst term in Eq. 2.10 represents the isotropic Heisenberg interaction, the second
term denotes the antisymmetric (Dzyaloshinsky-Moriya) exchange interaction and the
last term represents the asymmetric anisotropic exchange interaction. In general, the
isotropic Heisenberg interaction dominates the physics of the SMM and often (but not
always) the other contributions can be neglected. In fact, it was recently shown, that the
Dzyaloshinsky-Moriya interaction can play an important role for the tunnelling between
diﬀerent spin multiplets [27].
An even more general form of expression 2.10 would also include non-linear spin-spin
interaction terms, such as the biquadratic exchange interaction (∑i>j J ′ij(si ·sj)2). How-
ever, contributions from those terms are usually tiny and will not be considered within
this thesis [28].
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Dipole-dipole interaction
The second term in Eq. 2.7 describes the magnetic intra-cluster dipole-dipole interaction.
It can be derived by assuming a simple point dipole model, where the individual magnetic
moments can be represented by point dipoles, whose separation from each other has to
be much larger than their individual spatial extension [15]. In detail, the dipole-dipole
interaction is given by:
Hdip =
∑
i
∑
i<j
(
μ0
4π
)(4μ2B
R3ij
)[
si · sj − 3
R2ij
(si · Rij)(sj · Rij)
]
, (2.14)
where Rij is the vector joining the two dipoles at position i and j. Since Hdip formally
has the same structure as the asymmetric anisotropic exchange interaction (see Eqs.
2.10 and 2.13), both terms can be combined within an unique expression, which reads:
Hcomb =
∑
i>j
si · D′ij · sj =
∑
i>j
x,y,z∑
a
Jaijs
a
i s
a
j , (2.15)
where the anisotropic exchange coupling parameter Jaij contains contributions from both,
the dipole-dipole interaction and pure asymmetric exchange.
Crystal ﬁeld interactions and Stevens operator equivalent
The interaction of the magnetic ions with the crystal ﬁeld can be expressed in a symbolic
way by the following Hamiltonian:
Hcf =
∑
i
kmax∑
k=0,q≤k
Bqk(i)O
q
k(si), (2.16)
where Oqk(si) are the so called Stevens operator equivalents for the ith ion and B
q
k(i)
are crystal ﬁeld parameter [15, 29]. The index k can only take even integer values and
depends on the single ion spin, while q is equal to a multiple of the order of rotational
symmetry around the z-axis. The value of k cannot exceed k = 4 for transition metal
ions and k = 6 for f-electron systems. In particular one ﬁnds:
si = 1,
3
2 ⇒ k = 0, 2 (2.17)
si = 2,
5
2 ⇒ k = 0, 2, 4 (2.18)
si = 3,
7
2 ⇒ k = 0, 2, 4, 6. (2.19)
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However, generally not all terms of Eq. 2.16 contribute to the ﬁnal crystal ﬁeld Hamil-
tonian, since, depending on the symmetry of the system, certain crystal ﬁeld coeﬃcients
Bqk(i) vanish. For example in cubic crystal symmetry, with the quantization axis point-
ing along the fourfold axis, only the fourth- and sixth-order terms of the crystal ﬁeld
Hamiltonian are non-zero.
The Stevens operator equivalents Oqk(si) are related to the single spin operators si. Up
to the fourth order they are deﬁned as follows:
O00(si) = si(si + 1) (2.20)
O02(si) = 3(szi )2 − si(si + 1) (2.21)
O22(si) = (sxi )2 − (syi )2 =
1
2((s
+
i )2 + (s−i )2) (2.22)
O04(si) = 35(szi )4 − (30si(si + 1) − 25)(szi )2 − 6si(si + 1) + 3s2i (si + 1)2
(2.23)
O24(si) =
1
4
[
7(szi )2 − si(si + 1) − 5
]
((s+i )2 + (s−i )2) +
+14((s
+
i )2 + (s−i )2)
[
7(szi )2 − si(si + 1) − 5
]
(2.24)
O34(si) =
1
4s
z
i ((s+i )3 + (s−i )3) +
1
4((s
+
i )3 + (s−i )3)szi (2.25)
O44(si) =
1
2((s
+
i )4 + (s−i )4). (2.26)
In most single molecule magnets consisting of transition metal ions, the magnetic ions
are in a distorted octahedral symmetry. The resulting widely used second order crystal
ﬁeld Hamiltonian reads:
H2ndCF =
∑
i
B00(i)O00(si) + B02(i)O02(si) + B22(i)O22(si) (2.27)
=
∑
i
B00(i)(si(si + 1)) + B02(i)[3(szi )2 − si(si + 1)] + B22(i)[
1
2((s
+
i )2 + (s−i )2)]
(2.28)
In literature, one often ﬁnds a slightly diﬀerent notation for the crystal ﬁeld coeﬃcients,
being B02(i) = 13d(i), B
2
2(i) = e(i) and B00(i) = k(i). Using those conversions, Eq. 2.28
becomes:
H2ndCF =
∑
i
{
d(i)[(szi )2 −
1
3si(si + 1)] + e(i)[(s
x
i )2 − (syi )2] + k(i)(si(si + 1))
}
(2.29)
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The ﬁrst term in Eq. 2.29 denotes the single-ion anisotropy, while the second term
represents the in-plane or transverse anisotropy. The last term is a constant which
uniformly shifts all the energy levels and therefore can be omitted. If expression 2.29
is not suﬃcient to describe the energy level diagram of the system under investigation,
higher order terms (in agreement with the crystal symmetry) can be included. However,
the energies associated with the levels obtained with higher order terms (e.g. k = 4)
of the Hamiltonian 2.16 are typically signiﬁcantly smaller than the second order ones
(approximately one-hundredths of that [15]) and their determination by experimental
techniques is diﬃcult.
To summarize, the spin Hamiltonian which will be used to interpret the experimental
data of SMM presented in this thesis has the following form:
H =
∑
i>j
Jijsi · sj +
∑
i
∑
k=0,q≤k
Bqk(i)O
q
k(si) + μB
∑
i
giBi · si.
(2.30)
In particular, the dipole-dipole interaction will be neglected, since its contribution com-
pared to the large crystal ﬁeld anisotropy of the molecules under investigation is small.
The dimension of the total Hamiltonian matrix is given by:
d =
N∏
i=1
(2si + 1) (2.31)
and it becomes immediately clear, that depending on the values of the single spins and
the total number of interacting ions N within the cluster, d exceeds the capability of
diagonalization routines on currently available processors. It is therefore useful to ﬁnd
justiﬁable approximations, which simplify the numerical problem.
2.2.4. Spin states
In order to obtain the energy level diagram for a SMM cluster consisting of N magnetic
ions, one has to solve the equation:
H|ν〉 = E|ν〉 (2.32)
where H is the Hamiltonian given in Eq. 2.30. The eigenstates |ν〉 of the spin Hamilto-
nian are a superposition of basis vectors, which in their most natural form are given by
2.2 Molecular magnetism 23
the product states:
|s1m1〉|s2m2〉 · · · |sNmN 〉, (2.33)
where sN is the spin of the Nth ion and mN is the corresponding spin projection quantum
number belonging to sz(N). However, since generally the isotropic exchange is the
leading term in Eq. 2.30, it is more convenient to choose a basis composed of the
eigenstates of the total spin S = ∑i si [30]. To do so, one has to adopt a successive spin
coupling scheme, where the states must be uniquely identiﬁed by a set of intermediate
spin coupling quantum numbers. In the case of N magnetic ions, the following coupling
scheme can be chosen:
s1 + s2 = S˜2, S˜2 + s3 = S˜3, · · · , S˜N−1 + sN = S. (2.34)
The corresponding basis states read:
|s1s2(S˜2)s3(S˜3)sN−1(S˜N−1)sNM〉 = |(S˜)SM〉, (2.35)
where (S˜) represents the complete set of (S˜k) intermediate spin states and M are the
eigenvalues of the z component of the total spin operator S. The coupling procedure
given above is not a unique choice and a unitary transformation can be found that relates
states belonging to diﬀerent coupling schemes. With the basis states 2.35 a generic spin
state, e.g. an eigenstate of the cluster can be expressed as follows:
|ν〉 =
∑
(S˜)SM
〈(S˜)SMν〉|(S˜)SM〉. (2.36)
The coeﬃcients 〈(S˜)SMν〉 can be found by solving the eigenvector problem for the given
spin Hamiltonian H.
An elegant method to simplify numerical as well as analytical calculations when working
in the spin basis 2.35, is the irreducible tensor operator (ITO) formalism [31, 32]. In
this formalism, which exploits the full spin symmetry of the given system, the spin
Hamiltonian 2.30 can be rewritten in terms of ITO’s and the corresponding matrix
elements of H in the basis 2.35 can then be easily evaluated by using the Wigner-Eckart
theorem and a successive decoupling procedure [15].
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2.2.5. Strong exchange limit - Giant Spin Approximation
In many SMM the isotropic exchange interaction (Hiso = ∑i>j Jijsi · sj) represents the
most important contribution to the spin Hamiltonian. The isotropic interaction splits the
energy levels of the molecule into distinct multiplets that correspond to a particular total
spin value S, where the size of the level separation depends on the exchange coupling
Jij . If the inﬂuence of the crystal ﬁeld HCF and other anisotropy terms Hcomb (including
the dipole-dipole interaction) is small compared to Hiso, those terms can be treated as a
perturbation in ﬁrst order. In this so called strong exchange limit, one works in a ﬁxed
S multiplet and neglects the mixing between states belonging to diﬀerent S manifolds
caused by HCF and Hcomb. The spin Hamiltonian 2.7 can then be replaced by an eﬀective
Giant Spin (GS) Hamiltonian HGSS , which is written in terms of the total spin operator
S =
N∑
i
si. (2.37)
If one only focuses on second order anisotropy terms, one gets:
HGSS = DS(Sˆ2z −
1
3S(S + 1)) + E(Sˆ
2
x + Sˆ2y) (2.38)
In Eq. 2.38 DS and ES are global anisotropy parameter which can be derived from the
local crystal ﬁeld and asymmetric anisotropy parameter via the following expressions:
D =
∑
i
Γi(S)d(i) +
∑
i>j
Γij(S)d′(ij) (2.39)
E =
∑
i
Γi(S)e(i) +
∑
i>j
Γij(S)e′(ij), (2.40)
where Γi and Γij are projection coeﬃcients, which can be evaluated using well-established
techniques [30, 31].
The anisotropy term HGSS causes a splitting of the isolated spin S multiplet into (2S+1)
components (zero ﬁeld splitting). One of the great advantages of the Giant Spin Approx-
imation is, that one works in a ﬁxed subspace S and the dimension of the Hamiltonian
matrix is therefore drastically reduced, being only 2S + 1.
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2.2.6. Beyond the Giant Spin Approximation - S-mixing
The giant spin approach represents an exact solution of the spin system, if the full Hamil-
tonian commutes with S2, as it is the case for isotropically exchange coupled ions in a
cluster. As long as other terms in the spin Hamiltonian, such as the magnetic dipole-
dipole coupling and the local crystal ﬁeld are small compared to the isotropic exchange
term, the giant spin description is still a valid approximation, which in most cases leads
to accurate results. However, there exist some members belonging to the class of SMMs,
for which the strong exchange limit is not valid. Three examples of such SMMs will be
presented in this thesis. For those molecules, the energy separation between the ground
state level and the ﬁrst excited level is of the same order as the zero ﬁeld splitting of
the ground state multiplet. As a result, S2 is no longer a good quantum number and
spin states of diﬀerent total S are signiﬁcantly mixed (S-mixing). In this case, Eq.
2.38 becomes completely inadequate to describe the physics of the spin cluster. It was
also shown, that S-mixing tremendously aﬀects the process of quantum tunnelling of
the magnetization, since it gives rise to a strong renormalization of the tunnelling gap
[33, 34].
The most straightforward way to account for S-mixing eﬀects would be to diagonalize
the full Hamiltonian given in Eq. 2.30, however, due to the large Hilbert space of cer-
tain SMMs, the evaluation of the full eigenvector spectrum, requires enormous computer
power and in particular the use of ﬁtting routines can become very tedious.
Liviotti et al. have proposed an alternative approach based on perturbation theory,
which accounts for S-mixing by adding some additional terms to the eﬀective Hamilto-
nian HS (Eq. 2.38). These terms can be written as functions of new operators, which
depend on the total spin S and which are similar to the well known Stevens operator
equivalents [30]. In detail, a transformation is introduced, which changes the original
Hamiltonian matrix into a new one, that has very small elements in the oﬀ-diagonal
blocks. The advantage is that in the new basis, states belonging to diﬀerent multiplets
are practically uncoupled and thus they can again be described by an eﬀective Hamilto-
nian. However, it has to be mentioned, that the transformation also changes the diagonal
elements of the Hamilton matrix, leading to a renormalization of the energy level scheme
[30]. In particular, S-mixing has a strong eﬀect on the fourth order anisotropy param-
eter, e.g. Bq4 . For example, it was shown for Fe8 that the size of the coeﬃcient for the
O04 operator resulting from S-mixing, is similar to the corresponding fourth order ZFS
parameter B04 , but has an opposite sign. For this reason, much care is needed when
interpreting the experimentally obtained fourth order parameter [30].
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2.2.7. Criterion for the anisotropy barrier in SMM
There is a continuously ongoing discussion amongst chemists and physicists about pos-
sible strategies for increasing the barrier height of the SMM and thus reaching higher
blocking temperatures in order to make those systems more attractive for technical ap-
plications [17, 35, 36, 37]. When working in the strong exchange limit (expression 2.38),
the barrier height is approximately given by U ≈ |D|S2 (the weak transverse anisotropy
part will be neglected for the discussion). The strategy for reaching higher barriers seems
to be quite simple then: ﬁnd a SMM with a strong negative single ion anisotropy D and
a high ground state spin value S. Since the latter even scales with S2, the strategy to
increase S seems to be particular promising. However, even the synthesis of new SMM
with a total spin as high as S = 83/2 [38] has not brought the expected increase in
barrier height and blocking temperature. For more than ten years, the barrier record
was held by diﬀerent variants of clusters from the Mn12-family [12, 39], and it was just
recently broken by one of the hexanuclear manganese complexes which will be discussed
later in this thesis. However, even in this new Mn6 compound the blocking temperature
does not exceed TB = 4.5 K and thus making it commercially unviable.
The reason why the concept of increasing S did not work out well is, because D and S
are not independent from each other, but in fact do intrinsically belong together. This
can be easily seen from expression 2.39. The total uniaxial anisotropy D is not simply
the sum of the single ion anisotropies di of all the magnetic ions within the cluster, but
depends on certain projection coeﬃcients, which are directly related to the ground state
spin S. In a magnetic cluster where all the individual magnetic ions are ferromagnetically
coupled, the single ion contribution to the global D value is given by [15]:
D = 2si − 12S − 1 di. (2.41)
From Eq. 2.41 it becomes immediately clear that the energy barrier (U ≈ |D|S2) only
scales linearly with S. In a recent paper, Waldmann has investigated this issue in detail
and extended Eq. 2.41 to the general case of spin clusters in the strong coupling limit
[36]. He found out, that the increase of the barrier is even lower than one would expect
from Eq. 2.41, being only of the order of unity (∝ S0).
Another important role for the actual size of the energy barrier is played by the excited
spin multiplets and their position in energy. In molecules, where the exchange coupling
and the crystal ﬁeld interactions have approximately the same size, the giant spin ap-
proximation is not valid any more and the relation U ≈ |D|S2 does not hold any longer.
It is certainly one of the tasks of this thesis to investigate the role of excited spin multi-
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plets and their inﬂuence on the barrier height and relaxation dynamics of the molecules
under investigation.
2.3. One-dimensional magnetism
One-dimensional magnets present an intermediate class of compounds situated between
zero-dimensional clusters of high nuclearity and three-dimensional extended lattices.
Such compounds consist of isolated chains of exchange coupled magnetic moments, how-
ever, despite their simple geometry the underlining physics is highly complex and their
magnetic ground states and spin dynamics diﬀer signiﬁcantly from those of conventional
bulk magnets. A basic introduction will be given in the following paragraphs.
2.3.1. Magnetic ordering
To understand the relation between reduced dimensionality and the quantum nature of
systems it is helpful to recall some of the ﬁndings for 3D magnets. An array of localized
and exchange coupled spins can be described by the isotropic Heisenberg model:
H = J
∑
i,j
Si · Sj, (2.42)
where Si is the spin operator of the ith site and J is the exchange interaction between
neighbouring spins (only nearest neighbour interactions will be considered). For J < 0
the spins gain energy by aligning parallel with respect to their neighbours, leading to
a ferromagnetic state, while J > 0 denotes an antiferromagnetic spin alignment. The
vector dot product at the right side of Eq. 2.42 can be rewritten in terms of spin ladder
operators S±i = Sxi ± Syi and the resulting expression reads:
H = J
∑
i,j
1
2(S
+
i S
−
j + S−i S+j ) + Szi Szj . (2.43)
The last term in Eq. 2.43 can be interpreted as the ‘potential energy’ of the spins, where
it is conventional to choose the z-axis as the quantization axis. The term containing
the ladder operators S±i describes ﬂuctuations of the z-component of the spins, such
that it can be interpreted as the ‘kinetic energy’ part of the spin system. In case of
ferromagnetic interactions between spins (J < 0), the true ground state of the system
is simply given by a state where all spins point along the same direction and where the
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ﬂuctuations are zero. Deﬁning |Szi | = S, the ground state energy of Eq. 2.42 is given
by:
EFM = −12N |J |zS
2, (2.44)
where N denotes the number of lattice sites and z is the coordination number. In the
ground state the system has maximum polarization along the z-direction and the maxi-
mum value of the total spin is simply Sztot = NS. The expectation value Mz = 〈Sztot〉/N
is the order parameter of the ferromagnetic system. It is essential to note that in the
ferromagnetic case the order parameter is a conserved quantity, since the operator Sztot
commutes with the Hamiltonian 2.42.
The situation becomes less simple for antiferromagnets. In this case, the ground state is
not simply given by an antiparallel alignment of neighbouring spins (Néel state), in fact
such an arrangement is not even an eigenstate of the system. For a strict antiparallel
alignment, the system only lowers its energy from the z-z-part of the Heisenberg inter-
actions, however, in order to obtain the true ground state energy, one also has to allow
the spin z-component to ﬂuctuate, such that the system can account for the spin ﬂip
term in Eq. 2.43. Therefore, in contrast to the ferromagnetic case, the ground state of
the antiferromagnetic Heisenberg model shows quantum ﬂuctuations. No exact solution
exists for the ground state of an antiferromagnet in three dimensions5, however, it is
possible to give an interval in which the real ground state energy has to lie [8]:
(−1 − 1
zS
)(NzJS
2
2 ) < EAFM < −
NzJS2
2 . (2.45)
The upper boundary is simply given by the Néel state, while the lower boundary is given
for a scenario where all single bond energies can be minimized simultaneously. However,
this is not possible, simply because a spin that has formed a singlet bond with one of its
neighbours cannot form another singlet bond with another neighbour. The inequality
2.45 indicates that the largest discrepancy with the Néel state is possible for systems
with a low spin value S and a low number of nearest neighbours z. In other words,
quantum ﬂuctuations are largest for low-dimensional systems with small S.
The order parameter of the antiferromagnet is the sublattice magnetization:
Mzafm =
1
N
〈
∑
i∈A
Szi −
∑
j∈B
Szj 〉. (2.46)
5For the S = 12 antiferromagnetic Heisenberg chain an exact solution was given by Bethe [40].
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The antiferromagnet can be divided into two alternating sublattices A and B, with all
spins of A pointing up and all spins of B pointing down. This corresponds to the classical
Néel state and consequently one would expect that Mzafm is reduced from its saturation
value due to quantum ﬂuctuations:
Mzafm = S − ΔS, (2.47)
where ΔS is called the spin reduction and can be calculated by evaluating the expectation
value in Eq. 2.46. It is given by [8]:
ΔS = 12
⎛
⎝∫ dDk
(2π)D
1√
1 − γ2k
− 1
⎞
⎠ . (2.48)
In Eq. 2.48 one integrates over the D-dimensional momentum space, where γ2k is a
geometrical factor which is given by:
γ2k =
1
z
∑
δ
eikδ , (2.49)
where δ is a vector pointing to the nearest neighbour site. In the three-dimensional case
(D = 3), the integral in Eq. 2.48 gives a negligible contribution and the spin reduction
is found to be small (e.g ΔS ≈ 0.078 for the simple cubic lattice [8]). This means that
quantum ﬂuctuations are weak in a 3D system. Much more interesting, for D = 1 the
integral in Eq. 2.48 diverges (ΔS → ∞), indicating that the assumption of antiferro-
magnetic long range order made in Eq. 2.46 does not hold for one-dimensional systems.
In fact, strong quantum ﬂuctuations destroy the antiferromagnetic long range order in
the one-dimensional isotropic Heisenberg model for any value of S. This ﬁnding was
generalized by Mermin and Wagner in their theorem, which states that the isotropic
Heisenberg system does not show long range order in one and two dimensions at ﬁnite
temperatures6 [42].
6This theorem is true for both, ferromagnetic and antiferromagnetic systems. In the ferromagnetic case
quantum ﬂuctuations are not present and the breakdown of long range order for T > 0 is due to
a diverging number of low lying excitations, which result in an exponential decay of correlations at
arbitrarily small ﬁnite temperatures. [8, 41, 42].
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2.3.2. Excitations
Next the eﬀect of quantum ﬂuctuations on the excitation spectra of magnetic materials is
investigated. For the sake of convenience the basic theoretical concept will be exempliﬁed
for the ferromagnet.
Since the ferromagnetic ground state is a state with all spins pointing along the same
direction (e.g. the z-direction), the lowest lying excitation is certainly created if one
reduces the z-component of the spin by one unit (from Szi = S to Szi = S − 1) and let
this disturbance propagate through the crystal. This excited state is called a spin wave
and it corresponds to the creation of a (bosonic) quasi particle called a magnon. To
explore the resulting excitation spectrum it is convenient to rewrite the spin operators
in Eq. 2.43 in terms of magnon creation (a†i ) and annihilation (ai) operators. This can
be done by applying the transformation proposed by Holstein and Primakoﬀ [43, 44]:
S+i =
√
2S
(
1 − a
†
iai
2S
)1/2
ai, (2.50)
S−i =
√
2Sa†i
(
1 − a
†
iai
2S
)1/2
, (2.51)
Szi = S − a†iai, (2.52)
where the magnon operators satisfy the fundamental commutator relations for bosonic
operators: [ai, a†j] = δij and [ai, ai] = [a
†
i , a
†
j ] = 0. In order to study propagating
excitations it is convenient to perform a transformation into wavevector (k)-space:
a†i =
1√
N
∑
k
e−ikRia†k; ai =
1√
N
∑
k
eikRiak. (2.53)
In Eq. 2.53 Ri is the position vector of the spin at site i. In the limit of low temperatures
and small numbers of excited spin waves, a suitable approximation is to replace the
square-root in Eqs. 2.50 and 2.51 by 1 and only consider terms in the Hamiltonian that
are linear in the bosonic operators (thus neglecting magnon-magnon interactions). This
approach is called linear spin wave theory and the resulting Hamiltonian in terms of
magnon operators is given by [8]:
H = JzS
∑
k
(γk − 1)a†kak =
∑
k
ωka
†
kak, (2.54)
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where ωk = JzS(γk−1) is the ferromagnetic dispersion relation. For the one-dimensional
chain this expression simpliﬁes to ωk = 2SJ(cos ak−1), with a being the lattice spacing.
It can be noted that the dispersion of the ferromagnetic chain approaches zero for k → 0,
which is a consequence of the fundamental Goldstone theorem7 [45].
A similar approach can be used to explore the excitation spectrum of the antiferromag-
net, e.g. assuming the Néel state to be the ground state and investigate the propagating
properties of a ﬂipped spin (or a created magnon, respectively). However, as has been
mentioned before, the Néel-state is not the true ground state and one has to expect
strong discrepancies between the real excitations of the antiferromagnet and those ob-
tained with linear spin wave theory. Those discrepancies should be small for the 3D
case, while they should be tremendous for the one-dimensional case, simply because the
starting assumption of long range spin order in the ground state is not given for the
latter case.
From the analytical point of view linear spin wave theory for the antiferromagnet is quite
similar to the ferromagnetic case. The only main diﬀerence is that one has to introduce
a pair of Bose operators for each sublattice. In Appendix C the derivation of the energy
dispersion relation for the four sublattice spin wave model is described in full detail. For
the simple two sublattice case, the dispersion relation is given by:
ωk = JzS
√
1 − γ2k. (2.55)
As for the ferromagnet case, the gapless energy spectrum is a consequence of the Gold-
stone theorem. For the simple antiferromagnetic chain with each spin having two nearest
neighbours, relation 2.55 simpliﬁes to:
ωk = JzS| sin ka|. (2.56)
As previously mentioned this result should diﬀer signiﬁcantly from the exact solution,
due to the strong quantum ﬂuctuations that are present in the one-dimensional case. For
the S = 1/2 antiferromagnetic Heisenberg chain Cloizeaux and Pearson have derived the
exact dispersion law, which is given by [46]:
ωk =
π
2J | sin ka|. (2.57)
7 The Goldstone theorem states that in the case of a spontaneous symmetry breaking in the ground
state (e.g. the rotational symmetry in the current case) there must exist a branch of excitations for
which: ω(k → 0) = 0 is valid.
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Figure 2.8.: The magnetic excitation spectra of an isotropic antiferromagnetic chain with (a)
S = 12 and (b) S = 1 (Reprinted from [47, 41], Copyright (1997), with permission from Elsevier.
The blue region in (a) indicates the two-spinon continuum with the boundaries given by the
Cloizeaux and Pearson relation [46]. The dashed line is the dispersion obtained with classical
spin wave theory. The striped area in (b) indicates the multi-magnon continuum of the S = 1
chain.
Expression 2.57 diﬀers from the spin wave result by a factor of π2 (assuming S = 1/2)
implying that quantum ﬂuctuations lead to a renormalization of the excitation spectra
(see Fig. 2.8(a)). Surprisingly, despite the renormalization factor, there is no further
diﬀerence between Eqs. 2.57 and 2.56, suggesting that linear spin wave theory is an ac-
ceptable approximation also in the 1D case. However, this result is misleading, because
there are essential diﬀerences regarding the nature of the two expressions. The disper-
sion 2.56 describes twofold degenerate magnon excitations from the symmetry breaking
two-sublattice Néel state. As a consequence, this expression only holds for the reduced
Brillouin-zone, because the magnetic unit cell is doubled. In contrast, Eq. 2.57 describes
a threefold degenerate excited state, which results from a non-symmetry breaking ground
state. Due to this, Eq. 2.57 holds for the entire Brillouin zone. The fundamental excita-
tions of the antiferromagnetic S = 1/2 Heisenberg chain are spin-12 fractional fermionic
particles, which are called spinons. Since in quantum mechanics changes in angular mo-
mentum are restricted to integer units, spinons can only be created in pairs [48]. As a
consequence of this, the excitation spectrum shows a two-spinon continuum, where the
lower boundary is given by Eq. 2.57 and the upper one is given by: ωuk = πJ | sin ka2 |.
The continuum is indicated by the blue area in Fig. 2.8(a).
There is another misleading aspect of spin wave theory for one-dimensional antiferromag-
nets. The result in Eq. 2.55 suggests qualitatively similar behaviour for systems with
diﬀerent spin values S. In fact, this is far from true and there is a fundamental diﬀerence
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between antiferromagnetic chains with integer and half-integer spin values. While half-
integer spin chains have a gapless spectra, with Goldstone-like modes (ω(k → 0) = 0),
the integer spin chains are gapped. Moreover, the spin-spin correlation function 〈Szi Szi+j〉
decays with a power law for the half-integer case, giving rise to quasi-long range order,
while it decays exponentially for the integer spin chains. This essential diﬀerence was
ﬁrst pointed out by Haldane [49]. In contrast to the half-integer case, the excitations
of the integer spin chain are magnons and therefore bosons. Thus, the diﬀerence in
the excitation spectra has a topological origin and is related to the fundamental diﬀer-
ence between fermions and bosons under exchange [2]. The most widely studied integer
spin chain is the S = 1 antiferromagnetic Haldane chain. It is characterized by very
short-ranged spin-spin correlations, which follow an exponential law:
〈Szi Szi+j〉 ∝
(−1)|j|√|j| exp
(
−|j|
ξ
)
, (2.58)
where ξ ≈ 6.25 is the correlation length. The excitation spectrum is depicted in Fig.
2.8(b). The size of the energy gap that separates the ground state (singlet) from the
ﬁrst excited state (triplet) is given by:
ΔS=1(q = π) ≈ 0.41J. (2.59)
In the vicinity of q = π the dispersion relation can be described by:
ωq =
√
Δ2S=1 + (2.46J)2(q − π)2. (2.60)
Interestingly, the spectra at q = 0 is dominated by the two-magnon continuum, whose
lower boundary starts at ≈ 2ΔS=1, which is indicated by the striped area in Fig. 2.8(b)
[41].
An important quantity of the Haldane chain, is the so called string order, which deﬁnes
the order parameter of the system:
O(i, j) = 〈 − Sαi eiπ
∑j−1
l=i+1 S
α
l Sαj 〉; α = x, y, z. (2.61)
The above expression describes an alternating arrangement of spin up | + 1〉 and spin
down | − 1〉-states, which are ‘diluted’ with strings of |0〉 states of arbitrary length [41].
Due to this, string order is often referred to as diluted antiferromagnetic order.
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2.3.3. Eﬀects of anisotropy
In many real crystals the assumption of spin rotational symmetry does not hold, since the
mechanism of anisotropy forces the spins to point along a certain direction. Anisotropy
can either be caused by direction-dependent exchange interactions, or by spin-orbit cou-
pling, where the direction of the spin moment is inﬂuenced by the electron orbital motion.
The latter type gives rise to single-ion anisotropy and since this type is the one that is
relevant for the materials discussed in this thesis, the following discussion will focus
on that. Single ion anisotropy has a particular impact for antiferromagnetic materials,
which is due to the fact that it helps to stabilize the Néel order, even for low-dimensional
systems.
The eﬀects of single ion anisotropy can be expressed by the following term, which has
to be added to the Heisenberg Hamiltonian (Eq. 2.439:
Hani = −D
∑
i
(Szi )2, (2.62)
where D > 0 is the strength of the anisotropy. By performing linear spin wave theory
for the two-sublattice antiferromagnet one obtains the following dispersion relation:
ωk = zJS
√
(1 + 2D
Jz
)2 − γ2k. (2.63)
The essential diﬀerence of Eq. 2.63 compared to Eq. 2.55 is that the excitations are now
separated by an energy gap from the ground state. The size of the gap at k = 0 is given
by:
Δani = ω(k = 0) = zJS
√
(1 + 2D
Jz
)2 − 1. (2.64)
The gap size depends on both, the anisotropy parameter D and the exchange interaction
J and is related to the fact, that the anisotropy forces the spins to point along a certain
direction, such that any deviation from this direction requires a ﬁnite energy.
2.3.4. Eﬀects of 3D coupling
Often, materials which are considered as one-dimensional systems, consist of chains that
are not entirely isolated, but experience a weak coupling Jint perpendicular to the chain
direction. Interchain coupling increases the dimensionality of the system and there-
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fore it can suppress diverging ﬂuctuations, thus enabling the system to establish long
range magnetic order below a critical temperature Tc. However, even in the ordered
phase, those weakly coupled systems retain their low-dimensional character, which is
particularly true for systems with antiferromagnetic spin coupling. Here the quasi-low
dimensionality gives rise to zero point ﬂuctuations of the spins and the ordered moment
per spin is considerably reduced. While at low energies the magnetic excitation spectra
is dominated by classical transverse spin waves (Goldstone modes), the quantum ﬂuctu-
ations have a strong eﬀect on the magnetic excitation spectra at energies that are high
compared to the magnetic ordering temperature. A very typical feature, which appears
in the crossover region between the low energy spin wave spectra and the high energy
part, is the appearance of an additional longitudinal mode. This mode, which is absent
in linear spin wave theory arises due to ﬂuctuations of the spin amplitude. Longitudinal
modes have been conﬁrmed experimentally for several systems and the most prominent
examples are the S = 1/2 chain system KCuF3 [50, 51] and the S = 1 chain material
CsNiCl3 [52].
A further interesting aspect is that interchain coupling has a diﬀerent eﬀect on antifer-
romagnetic integer- and half-integer-chains, which is a direct consequence of Haldane’s
conjecture [49]. For half-integer spin chains, any ﬁnite coupling Jinter is suﬃcient to
lead to 3D order at a ﬁnite Néel temperature TN , this is because the excitation spec-
trum is gapless with a power law decay of the spin-spin correlation functions. A rough
approximation for the critical temperature (omitting logarithmic factors) is given by:
TN ∼ |Jint| [53]. In contrast, a ﬁnite value of Jint is necessary to overcome the Haldane
gap for integer spin systems and thus to induce 3D order below TN . However, even for
systems with suﬃciently large Jint the 3D ordering is a weak eﬀect and the Haldane gap
reestablishes for T > TN [8, 54].
2.3.5. Frustration
Summarizing the previous ﬁndings, the recipe for strong quantum ﬂuctuations is based
on three ingredients: low-dimensionality, antiferromagnetic spin coupling and low spin
values. However, there is an additional factor that can enhance quantum ﬂuctuations
and can even prevent materials with strong 3D interactions from establishing long range
magnetic order. This phenomena is called geometrical frustration.
Geometrical frustration denotes the inability of a system to minimize all magnetic in-
teractions simultaneously in the ground state. This issue is exempliﬁed in Fig. 2.9.
The three magnetic sites located at the corner of an equilateral triangle have two near-
est neighbours (NN) each. If there are only NN interactions which are all equal and
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Figure 2.9.: Antiferromagnetic interactions on a triangle. All interactions have the same cou-
pling strength J and therefore give rise to geometrical frustration.
antiferromagnetic, it is not possible to orient the spin on the third site such that it
satisﬁes the bond interactions with its two neighbours. Generally, frustration occurs
in systems composed of triangular plaquettes, such as the zigzag-chain (see Fig. 5.15),
the triangular lattice, the kagomé lattice or the pyrochlore structure (lattice of corner
sharing tetrahedra) [55]. The ground state of frustrated quantum materials is highly
degenerate, since despite the fact that no state exists for which all interactions can be
satisﬁed, there exist several states which are equally energetic compromises. As a result,
frustrated magnets are characterized by a strongly reduced Néel temperature, or even
by a complete suppression of 3D ordering.
For frustrated triangular-based systems with classical spins (S  1/2), the best compro-
mise between competing interactions can give rise to a non-collinear spin ordering. For
example in the classical 2D triangular lattice the ground state consists of spins which
are arranged in a 120◦ structure. However, the resulting ordering pattern is not unique
and the ground state shows a discrete two-fold degeneracy that is associated with the
permutation of the (three) sublattices of the triangular lattice [8]. The quantity that
characterizes this is the chirality, which is deﬁned as the sign of spin rotation along the
three sides of each elementary triangle. Interestingly, for one- and two-dimensional quan-
tum spin systems, where long range order is suppressed due to quantum ﬂuctuations,
cases exist, where the chiral symmetry is broken, meaning that there is an imbalance
between left- and right- rotating spins [41]. A prominent example of chiral ordering is
the S = 1 Haldane chain with frustrated nearest and next nearest neighbour interactions
[56].
3. Experimental techniques
This chapter provides an insight into the experimental techniques that have been used
in the framework of this thesis together with the corresponding basic theoretical con-
cepts. First and foremost the technique of neutron scattering has been employed in all
its variety. On the one hand, neutron diﬀraction measurements have been performed,
which allowed a detailed analysis of the nuclear and magnetic structure of the samples
under investigation, while on the other hand neutron spectroscopy served as a key tool
for the study of magnetic excitations.
The experimental investigations were completed by synchrotron powder diﬀraction and
DC-susceptibility measurements, the former being a complementary technique to neu-
tron powder diﬀraction, and thus particular helpful for the investigation of elements,
which are less sensitive to neutron radiation.
3.1. Neutron scattering
The interaction between neutrons and condensed matter provides unique information
about the spatial and temporal correlations as well as the magnetic properties (mag-
netic order, magnetization density, magnetic excitations) of materials. There are several
reasons why neutrons are so well suited for exploring those properties. First of all, the
mass of the neutron is such (mn = 1.675 × 10−24 g), that the corresponding de Broglie
wavelength λ is of the same order than the interatomic distances in solids (typically a
few Ångstöm). This leads to interference eﬀects, that yield information on the structure
of the scattering system. Secondly, the energy of neutrons produced by research sources
matches that of motions in condensed matter and therefore enables the study of excita-
tions.
Another important property of the neutron is, that it possesses a zero net charge. Due
to this, it only interacts very weakly with matter and penetrates deeply into the sample,
thus revealing important information about the bulk properties. Furthermore, it does
not experience Coulomb forces created by the electronic charge cloud and therefore it
interacts directly with the nuclei of the atoms.
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Even though, the neutron has no charge, it does have a magnetic moment and thus
it interacts with the orbital and spin angular momenta of unpaired electrons via the
dipole-dipole interaction. For this reason, neutrons are a very powerful probe of mag-
netic properties of solids.
There are two types of modern research sources, which provide neutron radiation for
scattering experiments. Either, the neutrons are ‘produced’ in a nuclear reactor, where
they arise from the spontaneous ﬁssion of 235U, or they are created in a spallation source
by bombarding heavy targets (e.g., W, Ta, Pb, or Hg) with high-energy protons. While
in the former case, the neutrons are produced continuously in time, they typically appear
in pulses in the latter case.
In the next subsections the basic theoretical concepts of a neutron scattering experiment
will be summarized. In detail, the neutron-scattering cross section for both, nuclear and
magnetic scattering will be presented. Further, an introduction to the various types of
neutron scattering techniques and instruments, which have been used in the framework
of this thesis, will be given.
The following summary is mainly based one some of the many excellent textbooks on
neutron scattering that are available in literature (e.g. [57, 58, 59, 60, 61]). Those books
are recommended for more detailed reading.
3.1.1. Neutron scattering cross section
In a typical neutron scattering experiment, a collimated beam of neutrons with well
deﬁned momentum ki and energy Ei scatters from a sample under a certain angle 2Θ
and changes its momentum and energy during the scattering process into kf and Ef .
Since the total energy and momentum are conserved quantities, the scattering event can
be expressed by the following equations:
Q = ki − kf , |Q|2 = k2i + k2f − 2kikf cos 2Θ, (3.1)
ω = Ei − Ef =

2(k2i − k2f )
2m , (3.2)
where Q is called the wave vector transfer (Fig. 3.1) and ω denotes the energy trans-
ferred to the sample. Generally, one diﬀers between two types of scattering, namely
elastic and inelastic. In the elastic case, no energy is transferred from the neutron to the
sample and it holds that |ki| = |kf |. In contrast, in an inelastic scattering process the
neutron either looses or gains energy throughout the scattering process (ω ≷ 0) and
therefore |ki| = |kf |.
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Figure 3.1.: Schematic picture of a neutron scattering event. Neutrons with a certain wavevector
ki scatter at the sample under an angle 2Θ. The scattered neutrons with wave-vector kf are
detected within a solid angle dΩ. The right picture shows the scattering triangle, which deﬁnes
the scattering wavevector Q = ki − kf .
In order to detect the neutrons which are scattered by the sample, a detector subtending
the solid angle dΩ is arranged at a large distance from the sample position (see Fig. 3.1).
The count-rate of the detector for neutrons having an energy between Ef and Ef + dEf
is then given by:
I = ηΦ0
d2σ
dΩdEf
dΩdEf . (3.3)
In this equation, η denotes the eﬃciency of the detector and Φ0 represents the incident
neutron ﬂux. The quantity d2σ/dΩdEf is called the partial diﬀerential cross section and
it is the basic quantity that is measured throughout a neutron scattering experiment
and which can be related to theoretical models.
For what concerns the probing of condensed matter, the neutron interaction with the
sample is generally weak and thus the corresponding interacting potential V can be
treated as a perturbation. In this case, Fermi’s Golden rule can be applied to calculate
the transition probability W between the initial and ﬁnal states (λi and λf ) of the
sample:
W|λikiσi〉→|λfkfσf 〉 =
2π

|〈λikiσi|V |λfkfσf 〉|2ρkf , (3.4)
where ki, σi and kf , σf denote the initial and ﬁnal wavevector and spin of the neutron.
The quantity ρkf represents the number of momentum states in the solid angle dΩ per
unit energy range for neutrons in the state kf .
By summing in Eq. 3.4 over all ﬁnal states and averaging over all incident states (as it is
generally the case in an (unpolarized) scattering experiment), one obtains the following
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expression for the partial diﬀerential cross section [57]:
d2σ
dΩdEf
= kf
ki
(
m
2π2
)2 ∑
λi,λf
pλ
∑
σi,σf
pσ|〈λfσf |V (Q)|λiσi〉|2δ(ω + Ei − Ef ),
(3.5)
where m is the neutron mass and pλ, pσ are statistical weight factors (assuming Boltz-
mann distribution) for the initial states |λiσi〉 and the δ-function ensures the conservation
of energy. For the derivation of Eq. 3.5 the neutron wave-functions were approximated
as plane waves and the density of states was calculated using ‘box normalization’. Fur-
ther, V (Q) describes the Fourier transform of the interaction potential at the scattering
wave vector Q = ki − kf :
V (Q) =
∫
drV (r)eiQ·r. (3.6)
The integration in Eq. 3.6 runs over the neutron coordinate r.
The next step is to ﬁnd an explicit expression for the interaction potential V . The
neutron can interact with a given sample in two ways, either via nuclear or magnetic
scattering. In the ﬁrst case the neutron interacts with the atomic nuclei via the strong
nuclear force, while in the second case, the interaction is due to magnetic dipole forces
between the magnetic moment of the neutron and the spin and orbital angular momenta
present in the sample.
Nuclear scattering
The interaction between an incident neutron at position r and the jth atomic nucleus
positioned at Rj can be described by a Fermi pseudo potential [57]:
Vj(r) =
2π2
m
bjδ(r − Rj). (3.7)
The δ-function arises from the fact, that the strong nuclear force has a very short range
(e.g. ∼ 105 times smaller than the de Broglie wave-length of the neutron), such that the
scattering by the nucleus is approximately spherically symmetric. In expression 3.7, bj
is the scattering length of the jth nucleus and depends on the type of the nucleus, the
isotope and the relative orientation of the nuclear and neutron spin.
By inserting 3.7 into 3.5 and summing over all nuclei, one obtains an expression for the
(unpolarized) neutron scattering cross section, which can be split into a coherent and
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an incoherent term. Using Fourier transforms, one gets:
d2σ
dΩdEf
= d
2σcoh
dΩdEf
+ d
2σinc
dΩdEf
= kf
ki
1
4π [σcohScoh(Q, ω) + σincSinc(Q, ω)] , (3.8)
where the total cross-sections σcoh, σinc for a mono atomic system are:
σcoh = 4π(b¯)2; σinc = 4π
[
b¯2 − (b¯)2
]
, (3.9)
and the dynamic correlation functions Scoh(Q, ω) and Sinc(Q, ω) are given by:
Scoh(Q, ω) =
1
2π
∫ +∞
−∞
dte−iωt
∑
j,j′
〈e−iQ·Rj′ (0)eiQ·Rj(t)〉 (3.10)
Sinc(Q, ω) =
1
2π
∫ +∞
−∞
dte−iωt
∑
j
〈e−iQ·Rj(0)eiQ·Rj(t)〉. (3.11)
The bars in Eq. 3.9 denote the average over all nuclei in the system.
The above expressions clarify the diﬀerent origins of the coherent and incoherent con-
tributions to the partial diﬀerential cross-section. Coherent scattering, which manifests
in the principal correlation function Scoh(Q, ω), arises from interference between the
same nucleus at diﬀerent times, as well as from interference between diﬀerent nuclei at
diﬀerent times. Therefore, coherent scattering provides information about the crystal
structure (Bragg peaks) and lattice excitations. In contrast, incoherent scattering arises
only from interference eﬀects of the same nucleus at diﬀerent times. It is proportional
to the variance in the neutron scattering lengths and causes an isotropic background in
neutron experiments. For single isotopes with zero nuclear spin, the incoherent cross
section is zero.
For neutron scattering on crystalline materials, the major contribution to the coherent
neutron scattering cross-section arises from elastic Bragg scattering. Due to the periodic
arrangement of atoms in the crystal lattice, the scattered neutrons interfere construc-
tively, if the Bragg condition ki − kf = τ is fulﬁlled, where τ is a reciprocal-lattice
vector. In this case, peaks in intensity can be observed in the scattering pattern. The
corresponding scattering cross-section for elastic scattering is given by:
(
d2σ
dΩdEf
)
nuc. elast.
= N(2π)
3
V0
|FN (Q)|2δ(Q − τ )δ(ω), (3.12)
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where δ(Q−τ ) reﬂects the periodicity of the crystal lattice and N is the number of unit
cells included in the volume V0. Further, the nuclear structure factor is deﬁned as:
FN (Q) =
∑
l
bl exp(iQ · rl) exp(−Wl(Q, T )). (3.13)
The sum in Eq. 3.13 runs over all l nuclei of the unit cell, located at positions rl. bl
is the scattering length of each atom and exp(−Wl(Q, T )) is the (temperature depen-
dent) Debye-Waller factor, which occurs due to thermal ﬂuctuations of the atoms about
their equilibrium positions. To determine a nuclear structure by means of single crys-
tal diﬀraction, one has to measure the structure factors for a large number of Bragg
reﬂections. This allows to set-up a model for the crystal structure and to reﬁne the
corresponding atomic parameters by comparing the calculated and measured structure
factors. The same concept also holds for powder diﬀraction measurements, however, in
this case the obtained intensity pattern represents an average of structure factors over
all crystallite orientations.
Magnetic scattering
Since the neutron possesses a magnetic dipole moment, it can scatter from the magnetic
moment of an atom via the dipole-dipole interaction. The size of the neutron magnetic
moment is given by:
μN = −γμnucσ, (3.14)
where γ = 1.913 is the gyromagnetic ratio, μnuc is the nuclear magneton and σ is the
Pauli spin operator with eigenvalues ±1. The neutron moment interacts with the internal
magnetic ﬁelds of the sample, which are caused by the spin and orbital angular momenta
of unpaired electrons. The ﬁeld produced by the ith electron of the sample being at a
distance R away, is given by:
Bi = −μ04π2μB
(
∇ ×
(
si × R
R3
)
+ li × R
R3
)
. (3.15)
si and li represent the spin and angular orbital momenta respectively of the ith electron
and μB is the Bohr magneton. The ﬁrst term in the brackets of Eq. 3.15 represents
the ﬁeld arising from the spin angular momentum, while the second term is the ﬁeld
arising from the orbital angular momentum. In many systems consisting of transition
metal ions (e.g. transition metal oxides), the orbital angular momentum is quenched
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as a result of the crystal ﬁeld, which lifts the degeneracy of the d-orbitals. For such
cases, the magnetic cross-section is purely due to spin scattering. This is e.g. the case
for Mn3+-ions, which are responsible for the magnetism in the single molecule magnets
presented in this thesis (see Chapter 4). However, the assumption of orbital quenching is
not generally valid, and especially for systems with partially ﬁlled t2g-orbitals, the orbital
angular momentum has a strong eﬀect. An example for such a system is CaV2O4, the
second sample which has been investigated in the framework of this thesis (Chapter 5).
In order to obtain an expression for the magnetic diﬀerential cross section, one needs to
deﬁne the magnetic interaction potential for a neutron with the ith magnetic ion. This
is given by:
V = −μN · Bi. (3.16)
By inserting Eq. 3.14 and 3.15 into 3.16 and further inserting Eq. 3.16 into 3.5, one
obtains (after a non-trivial amount of algebra [57]) the following expression for the partial
diﬀerential cross-section for magnetic scattering, where for the sake of simplicity only
one type of magnetic ions, with spin angular momentum only, was assumed:
(
d2σ
dΩdEf
)
mag
= (γr0)2
kf
ki
(
g
2f(Q)
)2
exp(−2W (Q, T ))
x,y,z∑
αβ
(δαβ − QαQβ
Q2
)Sαβ(Q, ω)
(3.17)
In this expression, r0 = 2.818·10−15 m is the classical electron radius, g is the Landé
splitting-factor, which equals 2 for spin only scattering and f(Q) is the magnetic form-
factor. The form-factor arises, because of the ﬁnite spatial extension of the scattering
object (electron cloud of unpaired electrons), which cannot be approximated by a δ-
function, as it is the case for nuclear scattering. Since f(Q) decreases rapidly with Q,
it limits the range in which magnetic scattering can be observed to the low-Q region.
The factor exp(−2W (Q, T )) in Eq. 3.17 is the Debye-Waller factor and the term (δαβ −
QαQβ
Q2 ) ensures, that only spin components perpendicular to Q contribute to the cross-
section. Finally, the dynamic spin correlation function Sαβ(Q, ω), which is the space and
time Fourier transform of the time-dependent spin-spin correlation function, is deﬁned
as:
Sαβ(Q, ω) =
∑
i,j
exp(iQ · (Rj − Ri))
∫ ∞
∞
dt exp(iωt)〈Sαi (0)Sβj (t)〉, (3.18)
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where Sβj (t) is the time dependent operator for the β-component of the spin of the jth
magnetic ion. Sαβ(Q, ω) is a very important property, since it contains all the informa-
tion about the magnetic structure and dynamics of the system under investigation.
The generalization to the case of magnetic ions with unquenched orbital angular mo-
mentum is straightforward. In this case, the generalized g-factor of Eq. 2.2 accounts for
the eﬀects of spin-orbit coupling and the operator S in Eq. 3.18 has to be replaced by
an eﬀective total angular momentum operator.
If long range magnetic order occurs in a crystal, meaning that the spins are periodi-
cally arranged throughout the lattice, then the magnetic scattering displays interference
elastic peaks, similar to the nuclear Bragg scattering. Magnetic Bragg peaks can be de-
tected, if the neutron wave vector transfer Q equals a magnetic reciprocal lattice vector
τM = τ + k and if further Q has a component, which is perpendicular to the direction
of the ordered spins. The quantity k is called the magnetic propagation vector. The
partial diﬀerential cross-section in the case of magnetic coherent scattering reads:
(
d2σ
dΩdEf
)
mag. coh. elast.
= (2π)
3Nm
V0
(
γr0
2
)2 x,y,z∑
αβ
(δαβ − QαQβ
Q2
)
×FαM (Q)FβM (Q)δ(Q − τm)δ(ω), (3.19)
where NM is the number of magnetic unit cells contained in the volume V0. Further,
the magnetic structure factor FαM (Q) is deﬁned as:
FαM (Q) = f(Q) exp(−W (Q, T ))
∑
l
μαl exp(iQ · rl). (3.20)
Here, μαl is the component α of the magnetic moment of the lth atom located at position
rl in the magnetic unit cell. A collection of a suitable set of magnetic Bragg intensities
and the comparison to the theoretical expression 3.20 enables a precise determination of
the magnetic structure of a given system.
3.1.2. Neutron Diﬀraction
The aim of a (neutron) diﬀraction experiment is to gain insights into the nuclear and/or
magnetic structure of a given sample. In detail, one measures the partial diﬀerential
nuclear and/or magnetic coherent elastic cross section (Eq. 3.12 and 3.19) for a broad
range of wave vector-transfer Q. By doing so, peaks in intensity appear in the detector,
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if the condition for elastic Bragg scattering is fulﬁlled:
Q = ki − kf = τ , (3.21)
|Q| = |τ | = 2|ki| sin θ = 4π
λ
sin θ. (3.22)
In the above expression, τ is a reciprocal lattice vector and 2θ is the angle between the
incident and ﬁnal beam. Under the Bragg condition, constructive interference occurs
between the neutrons that are scattered on a set of parallel lattice planes, where the
inter-planar spacing is deﬁned as d = 2π|τ | . Inserting this expression into Eq. 3.22 leads
to the well known Bragg law:
nλ = 2d sin θ, (3.23)
with λ = 2π|ki| being the wavelength of the incoming neutrons.
The integrated intensity of the observed Bragg peaks is directly proportional to the
square of the nuclear (or magnetic) structure factor |F (Q)|2, which contains detailed
information about the structural parameter, such as the atomic positions and (in the
case of magnetic scattering) the size and direction of the magnetic moments (Eq. 3.12,
3.13 and 3.19, 3.20). Thus, if a suﬃcient amount of Bragg intensities has been collected,
one can set up a structural model and compare the calculated structure factors F 2C with
the observed ones F 2O. The next step is then, to apply a reﬁnement method and optimize
the values of the structural parameters by minimizing the diﬀerences |F 2O − F 2C |.
In the following subsections, details about the experimental technique of neutron diﬀrac-
tion will be given, where it will be diﬀerentiated between single crystal diﬀraction and
powder diﬀraction. Particular emphasis will be placed on the procedure of data anal-
ysis and model reﬁnement, which becomes especially highly non-trivial in the case of
powder diﬀraction. In a powder, reﬂections belonging to diﬀerent lattice planes, which
have similar lattice spacings, give rise to strong peak overlap and therefore hamper the
extraction of exact Bragg intensities.
Even though, the title of this section implies, that the techniques and methods presented
here are especially dedicated to neutron radiation, they do also apply for synchrotron
radiation, as long as one accounts for the diﬀerently deﬁned scattering lengths (for more
details on X-rays see Sec. 3.2.1).
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Single crystal diﬀraction
If high quality single crystalline samples of suﬃcient size are available for a given mate-
rial, then single crystal diﬀraction (SCD) is the ’ﬁrst-choice method’ for determining its
crystal structure with high accuracy. SCD allows precise information about the crystal
symmetry to be obtained, the particular atomic positions, interatomic bond distances
and angles and also the thermal atomic displacement factors. Further, neutron SCD is
a unique tool to solve the magnetic structure of materials.
Four-circle diﬀractometer
From Eq. 3.22 it can be seen, that in the case of monochromatic radiation (λ = const.),
the magnitude of the scattering vector |Q| is solely controlled by the scattering angle 2θ.
The geometry of a conventional single crystal diﬀractometer is such that the incident
beam, the sample and the detector all lie on the same equatorial plane. That means,
2θ can simply be changed by rotating the detector in this plane on a circle around the
sample position. Further, the orientation of Q can be modiﬁed by rotating the crystal
around one of its axes. Therefore, by an appropriate choice of sample orientation and
detector position it is possible in equatorial geometry to measure any point in reciprocal
space that lies within the limit (−4πλ ≤ |Q| ≤ 4πλ ).
The most commonly used single crystal diﬀraction instrument with equatorial geometry
is the four-circle diﬀractometer. Instruments of this type are mostly located at neutron
reactor sources, where a steady neutron ﬂux is provided. The main parts of the four-
circle diﬀractometer are:
• the monochromator, which selects a certain neutron wavelength,
• the Eulerian cradle (with the crystal mounted on it), which allows the crystal to
rotate all over the three dimensional space,
• and the detector, which can be either a single point or an area detector.
Figure 3.2(a) shows a sketch of such an instrument. The instrumental main axis lies
normal to the equatorial plane (and therefore to the incident and diﬀracted beam) and
passes through the crystal. The four circles of the diﬀractometer are described by the
angles χ, φ, ω and 2θ. The latter two circles are coaxial, both describing a rotation
around the main axis, where one moves the cradle (ω) and the other moves the detector
(2θ). The cradle is constituted by the χ circle that carries the goniometer head with the
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Figure 3.2.: The method of single crystal diﬀraction. (a) Sketch of a four circle diﬀractometer
(taken from [62]), (b) Relation between the position of the sample S and the detector in real
space and the reciprocal lattice of the crystal. ki and kf are the incident and ﬁnal lattice
vectors, where |ki| = 2πλ denotes the radius of the circle (Ewald construction). The reciprocal
lattice vector τ points from the origin O of the reciprocal lattice towards the reciprocal lattice
point, for which the Bragg condition is fulﬁlled and therefore which lies on the circle. The red
arrows show the diﬀerent scan types.
mounted crystal on top. This circle is vertically arranged with respect to the equatorial
plane and the angle χ is deﬁned by the main axis and the spindle of the goniometer
head. Finally, the φ circle is coaxial to the goniometer and the crystal. For bringing a
reciprocal lattice point in diﬀraction condition on the equatorial plane, it is only nec-
essary to move the angles ω and χ. However, in some cases, the scattered beam might
be shadowed by mechanical parts of the diﬀractometer, such that the rotation around φ
can be helpful.
The actual data collection on a four-circle diﬀractometer follows a straightforward pro-
cedure. First, one has to ﬁnd an orientation matrix (UB-matrix), which transforms
between the three reciprocal crystal axes and the axes of the goniometer. The UB ma-
trix can be found using standard methods (see e.g. [63]) and once this has been achieved,
it is possible to calculate the position of each reciprocal lattice point and thus move the
four circles to the calculated positions and measure the Bragg intensity.
The scattered intensity in the case of Bragg reﬂection does not arise from a single point
in reciprocal space only, but from a small three-dimensional volume around the actual
Bragg position. This spread of intensity is caused by a combination of small incident
beam angular and energy divergence, as well as the mosaic spread within the crystal.
Therefore, in order to collect accurate values of integrated Bragg intensities, a scan
through the entire reciprocal space volume of each reﬂection has to be performed. Ba-
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sically, there are two diﬀerent scanning modes which are widely used for this issue. The
ﬁrst one is a pure ω-scan. For this scan type, the detector remains stationary at the ideal
diﬀraction angle 2θ, while the ω-circle is used to move the peak through the diﬀracting
position. The section that is sampled with this type of scan lies on an arc which is
centered at the origin of the reciprocal lattice. In the ω-2θ scan mode, the ω-rotation is
performed in the same way than before, but the detector on the 2θ circle moves simul-
taneously with ω, while having twice the speed. This scene is depicted in Fig. 3.2(b).
The section of reciprocal space, which is sampled in this way, lies in the direction of the
reciprocal lattice vector τ . Both scan types have certain advantages and disadvantages
and their choice depends on the particular experiment [63].
For the single crystal diﬀraction measurements presented in this thesis the thermal neu-
tron four-circle diﬀractometer E5 located at Helmholtz-Zentrum Berlin was used (see
Chapter 5 and [64]).
In some cases, the extended size of the sample environment, which is necessary to study
samples under extreme conditions (low temperatures, high magnetic ﬁelds) prevents the
use of a four circle diﬀractometer, since the Euler cradle does not provide much space
for additional attachments. In this cases, a simpliﬁed two-circle diﬀractometer can be
used, with the two circles deﬁning the rotation of the sample (ω) and of the detector
arm (2θ). However, the disadvantage of such an instrument is the limited accessible
reciprocal space of the sample, since within one orientation one is only able to access
the Bragg reﬂections of one certain scattering plane. In the framework of this thesis, the
two-circle diﬀractometer E4 at HZB Berlin has been used to study the low temperature
magnetic phase of CaV2O4 (see Chapter 5 and [64]).
Time-of-ﬂight Laue diﬀractometer
A diﬀerent diﬀraction geometry is used, if the provided neutrons appear in well deﬁned
pulses of varying wavelengths, as it is the case in a spallation neutron source. The
technique usually utilized in this case is the neutron time-of-ﬂight Laue method. For
this method, the diﬀraction angle is experimentally ﬁxed by the (ﬁxed) position of the
detector. The pulsed structure of the beam allows the time-of-ﬂight for each neutron to
be investigated and from this, the corresponding wavelengths can be derived:
λ = h
mv
= ht
m(L1 + L2)
= 2d sin θ. (3.24)
In this expression, t is the neutron time-of-ﬂight, (L = L1 + L2) is the total ﬂight path,
where L1 represents the distance from the neutron source to the sample and L2 is the
3.1 Neutron scattering 49
O
t
beam
detector
2p/ lmax2p/ lmin S
2qmin
2q
2qmax
kf
B
A
2q 2q
(a) reciprocal lattice
4
8
11
1
7
(b) SXD set-up
Figure 3.3.: (a) Real space position of detector (red) and sample S and their relation to the
available reciprocal space. The minimum and maximum magnitude of the incident neutron
wave vector are indicated by the dashed circles. (b) Sketch of the Neutron Laue single crystal
diﬀractometer SXD. The yellow arrow shows the direction of the incoming neutron pulse and
the sample position is indicated by the red sphere. From Keen et al. [65]. Copyright (2006) by
the International Union of Crystallography.
sample detector distance. Further, m is the neutron mass and θ is half the scattering
angle.
If the polychromatic neutron pulses cover a wavelength interval between λmin and
λmax, then a detector positioned at a certain diﬀraction angle 2θﬁx detects neutrons in
the wavevector range 4πλmax sin θﬁx ≤ |Q| ≤ 4πλmin sin θﬁx. Therefore, the time-of-ﬂight Laue
technique enables it to measure the scattering intensity from a reciprocal lattice point
as a function of wavelength. The corresponding structure factors hence can be obtain
by integrating the intensity over wavelength, (rather than over scattering angle). This
scenario is depicted in Fig. 3.3(a). The reciprocal space volume that is ‘scanned’ by the
instrument is deﬁned by the available neutron wavelengths-range (dashed circles) and
by the position of the sample and the detector. For instance, a point detector positioned
at B (see Fig. 3.3(a)) measures (as a function of time), the line in reciprocal space
which connects the points A and B. By placing many detectors around the sample, it
is possible to cover a huge area of reciprocal space. An instrument, where the Laue
method is utilized is the single crystal diﬀractometer SXD at the ISIS spallation neutron
source. Due to the subtle arrangement of eleven position sensitive ZnS detectors around
the sample space (see Fig. 3.3(b)), SXD picks up a huge volume of reciprocal space in
one single measurement.
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Data integration and correction
Once a suitable set of data is collected, the next step in the process of nuclear (or mag-
netic) structure determination is the integration and correction of the collected Bragg
intensities. The integration of Bragg intensities is usually a straightforward procedure
and based on conventional methods [63]. In most cases, it can be done automatically
by using special peak integration software for single- or multi-detector data. However,
a special case where conventional methods failed to extract correct Bragg intensities
will be presented in Chapter 5. In this chapter the nuclear and magnetic structure of
CaV2O4 is discussed. Due to the low crystal symmetry of this material, twinning of
Bragg reﬂections occurs and leads to signiﬁcant overlap of certain reﬂections.
The ﬁnal list of integrated intensities has to be corrected for the so called Lorentz fac-
tor. This factor corrects for the fact, that during a scan through the reciprocal lattice,
diﬀerent lattice planes remain for diﬀerent times in reﬂection position, thus causing dis-
proportionalities in the integrated Bragg intensities. In its simplest possible form the
Lorentz factor is given by L = (sin 2θ)−1 [63]. Finally, the observed intensities are related
to the square of the structure factor in the following way:
IO = SL|FO|2 = S(sin 2θ)−1|FO|2. (3.25)
Here S is an overall scale factor, which depends on the particular instrumental set-
up, the incident ﬂux and some universal constants. In some cases, one has to include
additional factors, which account for absorption and extinction eﬀects (for more details
see [63, 66]).
Reﬁnement
The ﬁnal set of corrected integrated Bragg intensities can be used for the actual reﬁne-
ment of the crystal structure. The reﬁnement is based on the least square method, and
consists of minimizing the following equation:
∑
hkl
ω(F 2O − F 2C)2 = min, (3.26)
where FO and FC are the observed and calculated structure factors for the Bragg re-
ﬂection with Miller indices (hkl), respectively, and ω = 1/σ2 is a weight factor that
accounts for the standard deviation of the observed reﬂections. In the case of nuclear
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neutron scattering, the static structure factor for the Nth Bragg reﬂection is given by:
FN (τ ) =
∑
j
b¯je
iτdje−Wj , (3.27)
where dj = (xj , yj, zj) are the positions of the jth atom in the unit cell, b¯j is the
coherent scattering length and eWj is the Debye-Waller factor, which describes the mean
displacement of the jth atom1. In the case of isotropic displacement Wj = Bj sin2 θ/λ
can be used.
If the number N of observed structure factors is greater than the number of (unknown)
structural parameters (dj , Bj), the parameter are said to be overdetermined. In this case
it is possible to evaluate the structural parameters in terms of the measured structure
factors and an iterative method can be used to ﬁnd the minimum of Eq. 3.26. Since
the calculated structure factor Fc does depend on (dj, Bj) in a complicated, nonlinear
fashion, it is important to use suitable structural starting values for the reﬁnement,
which lie already in the vicinity of the ﬁnal ones [66].
Finally, in order to indicate how well a structural model actually conforms to ‘reality’,
so called agreement factors are given for each reﬁnement. The three most common ones
are listed below:
RF =
∑
hkl ||FO| − |FC ||∑
hkl |FO|
, (3.28)
R2F =
∑
hkl |F 20 − F 2C |∑
hkl |F 2O|
, (3.29)
R2ωF =
√∑
hkl ω(F 2O − F 2C)2∑
hkl ω(F 2O)2
. (3.30)
The ﬁrst quantity is simply called (conventional) R-factor and it is the one which is most
often given in publications. This factor simply depends on the diﬀerences of the observed
and calculated structure factors and (if multiplied by 100) gives the relative deviation
between both values in percent. However, the quantity which is actually observed in a
diﬀraction experiment is the square of the structure factor. This is taken into account
by R2F . At last, the weighted R2ωF -factor is another helpful quantity, since it accounts
for the precision of the measured parameter. For the nuclear and magnetic structural
reﬁnements presented in this thesis, all three agreement factors are given.
1A similar expression is given for the magnetic structure factor, where the scattering length is replaced
by the magnetic form factor (see Eq. 3.20).
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Powder diﬀraction
It seems to be an irony of nature, that many of the materials that attract great interest
among solid state chemists and physicists are only available as powders. Compared to
single crystals, the diﬀraction from a powder leads to a signiﬁcant loss of information,
because the three-dimensional space is compressed into an one-dimensional powder pat-
tern. This in turn leads to a systematic and/or accidental overlap of diﬀraction peaks,
making it diﬃcult to determine the particular integrated intensities of each Bragg re-
ﬂection and therefore the structure factor.
However, the development of modern sources for x-ray and neutron radiation with high
quality beam and high resolution instruments, in combination with sophisticated data
analysing software narrowed the gap between single crystal and powder diﬀraction.
Nowadays, powder diﬀraction is a very powerful and unique tool for characterizing mate-
rials in terms of the types and quantities of phases present in them, the crystal structure
and unit cell, crystalline size, macro-stress and micro-strain. In addition, neutron pow-
der diﬀraction is successfully used to solve magnetic structures of materials.
One of the key-points for a successful powder diﬀraction experiment is the quality of
the powder. The ideal powder consists of a large number of small randomly oriented
crystallites. By the large number it is guaranteed, that there are enough crystallites
in any diﬀracting orientation in order to provide reproducible diﬀraction patterns. On
the other hand, those crystallites have to be small [O(10μm)], since only in this case
the intensity of the diﬀracted rays can be measured accurately. If the randomness of
the powder is not given, ‘preferred orientation eﬀects’ arise and show up in the data as
disproportionally strong intensities of some reﬂections.
Figure 3.4 gives a schematic view of an incident beam scattered by a powder. The
WƌŝŵĂƌǇ
ďĞĂŵ
lkhhkl
Figure 3.4.: Scattering from a powder sample, for details see text (Own illustration based on
[67]).
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forward- as well as the back-scattered rays form coaxial cones (Debye-Scherrer cones)
with the direction of the incident beam being the cone axis. Each cone results from
scattering of a set of lattice planes, having the same d-spacing, but not necessarily the
same lattice vector. If a two dimensional detector is placed perpendicular to the direct
beam, the cones appear on it as concentric circles. Since each circle represents a diﬀerent
scattering angle 2Θ and therefore a diﬀerent set of lattice planes, it is possible to draw
conclusions on the lattice of the scattered crystallites. In addition, the intensity of each
ring provides essential information about the type and position of the atoms within the
crystal. Consequently, the main task of a diﬀraction experiment is the detection and
recording of the scattered beam over a broad range of 2Θ. Since the intensity around
each ring is isotropic (at least if an ‘ideal’ powder is assumed), conventional powder
diﬀraction experiments only take one-dimensional cuts through the rings. In most ex-
periments using monochromatic radiation, the ﬁnal powder pattern is obtained by step
scanning a detector on a circle around the sample with small increments Δ(2Θ). The
detector can either be a single point-, a one-dimensional- or a two-dimensional detector.
In the latter case it is possible to detect large fractions of the Debye-Scherrer rings and
an integration around them can not only improve statistics, but also minimize ‘preferred
orientation eﬀects’. An example of an instrument which uses the Debye-Scherrer ge-
ometry is the high resolution synchrotron powder diﬀractometer located at the BM01B
beamline at ESRF. The set-up of this instrument is described in Sec. 3.2.1.
A diﬀerent technique is used when dealing with polychromatic radiation. In this case
the energy dispersion of the scattered neutrons or x-rays at a ﬁxed angle 2Θ is measured.
This technique is mostly applied at neutron spallation facilities, since the pulsed structure
of the neutron beam at these sources provides the possibility to use the ‘energy-selective’
time-of-ﬂight method. By recording the arrival time of each neutron of a particular pulse
in the detector, it is possible to determine the neutron wavelength and further the d-
spacing of the diﬀracting lattice planes via:
λ = h
mv
= ht
mL
= 2d sinΘ. (3.31)
In this equation m and v are the mass and velocity of the neutron, respectively, t is
the time of ﬂight and L is the length of the ﬂight path. In Fig. 3.5 the schematic of
the Special Environment Powder Diﬀractometer (SEPD), located at IPNS, Argonne is
depicted. In contrast to angle-selective diﬀractometers, SEPD has ﬁxed detectors, which
is a great advantage if special sample environments are required (e.g. pressure cells with
ﬁxed windows). In detail, the instrument consists of (two times) four detector banks
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located at diﬀerent 2Θ angles around the sample (2Θ = ±22◦, ±44◦, ±90◦, ±145◦). For
a precise crystal structure determination, usually the data recorded at the high angle
backscattering detectors are chosen, since those provide the best resolution in d-space2.
In contrast, the low angle detectors have a lower resolution, but ‘see’ a larger d-range.
Those detectors are particularly helpful for the investigation of magnetic scattering,
which appears strongest in the low Q - and therefore large d region.
The resulting powder pattern obtained with both, the ‘energy dispersive technique’ and
the ‘angular dispersive technique’ look very similar, except that one measures the time-
of-ﬂight in one case and 2Θ in the other. However, the analysis of the various patterns
does not depend on the underlying diﬀraction technique and the reﬁnement procedure,
which will be described in the next subsection is generally valid.
Figure 3.5.: Schematic picture of the time of ﬂight neutron diﬀractometer SEPD at IPNS
(picture taken from [68]).
Rietveld reﬁnement
A very powerful and successful method of extracting structural information from a pow-
der pattern was developed by Rietveld [69]. His method is based on a least-squares
reﬁnement of the entire powder pattern until the best ﬁt between a calculated and the
measured data set is reached. The calculated pattern is obtained from simultaneously
reﬁned models for the crystal structure(s), instrumental factors, diﬀraction optics eﬀects
and other characteristics of the investigated specimen.
2The d-spacing resolution for a time-of-ﬂight powder diﬀractometer is given by (δd/d)2 = (δt/t)2 +
(δL/L)2 + (cotΘδΘ)2 [67]. Therefore, for high 2Θ angles, cotΘ approaches zero, which leads to a
very good resolution.
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The key quantity which is minimized in the least square reﬁnement is the residual Sy:
Sy =
∑
i
wi(yi − yci)2. (3.32)
Here yi is the observed intensity at the ith data point, yci is the corresponding calculated
value and wi = 1/σ2(yi) is a weight. It is one of the great insights of this method,
that each individual data point (no matter if it is a strong reﬂection or background)
contributes equally to the reﬁnement. The calculated intensities yci can be obtained via
the following equation:
yci = s
∑
hkl
Lhkl|Fhkl|2φ(2Θi − 2Θhkl)PhklA + ybi. (3.33)
The sum in Eq. 3.33 runs over a certain range of neighbouring Bragg reﬂections (h,k,l)
which can contribute to the intensity of the powder pattern at position i. Further, s is
an overall scale factor, Lhkl contains the Lorentz-, polarization-, and multiplicity-factors,
φ is the peak proﬁle function, Phkl a function which corrects for preferred orientation,
A is an absorption factor and ybi is the background intensity at position i. Finally, Fhkl
is the structure factor for Bragg reﬂection (h,k,l). Each of those quantities has to be
described by a certain case speciﬁc model, which then all together provide the ﬁnal set
of reﬁnable parameters [70].
A quantity which is very important for getting a high quality ﬁt of a powder pattern
is the peak proﬁle function φ. The proﬁle shapes of Bragg reﬂections are inﬂuenced by
both, the used instrumentation (beam properties and diﬀractometer) and the special
characteristics of the investigated specimen (e.g. structure, size, shape and strain). The
ﬁnal proﬁle function of a powder pattern is therefore a convolution of various independent
symmetric and/or asymmetric angular-dependent functions. However, in most cases it
is not necessary to actually perform the convolution, since the proﬁle shape can be
approximated by analytical functions. For angle dispersive data, a widely used function
is the (modiﬁed) pseudo-Voigt function:
φpV (Θ) = ηL(Θ,ΓL) + (1 − η)G(Θ,ΓG). (3.34)
This function consists of a combination of a Lorentzian L and a Gaussian G with proﬁle
widths ΓL and ΓG, and where η = η(Γl,ΓG) is a mixing parameter. The widths are
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functions of the scattering angle Θ and can be modelled as:
Γ2G = U tan2 Θ + V tanΘ + W (3.35)
ΓL = X tanΘ + Y/ cosΘ (3.36)
where U , V , W , X and Y are reﬁnable parameters (Thomson-Cox-Hastings pseudo-
Voigt [70, 71]).
Some of the powder samples which have been investigated within this thesis showed
an anisotropic peak broadening, which could not be modelled with Eqs. 3.34, 3.35
and 3.36. The reason for this broadening could be dedicated to microscopical strain in
the crystallites. In order to account for this eﬀect a phenomenological model proposed
by Stephens was used [72]. The microscopic strain causes a distribution of the metric
parameters {A,· · · ,F}. With those parameters the d-spacing between lattice planes of
any given reﬂection can be expressed as:
1/d2hkl = Mhkl = Ah2 + Bk2 + Cl2 + Dkl + Ehl + Fhk. (3.37)
If one further assumes that the distribution of {A,· · · ,F} is Gaussian, then the variance
can be written as [72]:
σ2(Mhkl) =
∑
HKL
SHKLh
HkK lL. (3.38)
SHKL are anisotropic strain parameters, which are deﬁned for H+K+L = 4. Depending
on the crystal symmetry, the number of independent SHKL varies, where in the most
general (triclinic) case there are 15.
The anisotropic broadening contribution to the peak width is ﬁnally given by:
ΓA =
√
σ2(MHKL)
MHKL
tanΘ, (3.39)
and the overall width of the Gaussian and Lorentzian proﬁles can be expressed by a
modiﬁed version of Eq. 3.35 and 3.36:
Γ2G = U tan2 Θ + V tanΘ + W + (1 − ξ)2Γ2A(hkl), (3.40)
ΓL = X tanΘ + Y/ cosΘ + ξΓA(hkl). (3.41)
ξ is another mixing parameter, which can also be reﬁned [72].
Another important aspect of the reﬁnement is to have a measurable value for the ad-
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equacy of the applied model, so that one is able to judge about the quality of the ﬁt.
Several agreement factors have been proposed in literature and some of the most im-
portant ones will be introduced here. Similar to the reﬁnement of single crystal data a
Bragg factor RB and a structure factor RF can be deﬁned:
RF =
∑ |(Iobshkl )1/2 − (Icalchkl )1/2|∑(Iobshkl )1/2 , (3.42)
RB =
∑ |Iobshkl − Icalchkl |∑
Iobshkl
. (3.43)
Here Iobshkl and Icalchkl denote the ‘observed’ and calculated Bragg intensities of a reﬂection
(hkl). The reason why ‘observed’ is written in quotation marks is that the Bragg inten-
sities are not directly observed (in contrast to single crystal diﬀraction), but they are
deduced with the help of the underlying model.
From a pure statistical point of view, the most straightforward measure of the ﬁt quality
is the weighted pattern factor Rwp, which gives the square root of the quantity being
minimized (see Eq. 3.32), scaled by the weighted intensities:
Rwp =
{∑
wi(yi − yci)2∑
wi(yi)2
}1/2
. (3.44)
This factor describes the ﬁt quality of the whole pattern and is therefore also the most
suitable to follow the progress of the reﬁnement. Assuming the case of an ideal model,
which would perfectly ﬁt the data, one can deﬁne a ‘best possible Rwp’ value, which is
sometimes also called expected R-factor:
Rexp =
{
N − P∑
i wiy
2
i
}1/2
, (3.45)
where N is the total number of data points and P is the number of reﬁned parameters.
The ﬁnal solution should give a ratio Rwp/Rexp ≈ 1.
All the above mentioned goodness factors, allow to make statements about the quality
of the underlying model, however, one should never trust those calculated quantities
blindly. It may occur that one reaches a local minimum with an excellent ﬁt quality, but
with absolutely unphysical atomic parameters (e.g. very short bond lengths). To obtain
a meaningful result, it is therefore important to begin with a good starting model, which
lies already in the vicinity of the global minimum. Further, it is very important to use
graphical criteria of ﬁt and visualize the observed and calculated data, as well as the
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diﬀerence of them.
More detailed explanations and further insights into the Rietveld method can be found
in references [67, 70, 73].
3.1.3. Neutron spectroscopy
Knowing the static properties of a material, e.g. its nuclear and magnetic structure,
already allows a detailed understanding of its nature. However, if one wants to gain
a deeper insight into the underlying physics, e.g. the driving mechanisms for nuclear
and magnetic phase transitions, one has to include dynamic processes into the study.
This can be done by performing inelastic neutron scattering (INS) measurements and
monitoring the lost or gained energy of the scattered neutron as a function of wavevector
transfer. By doing so it is possible to study the collective motion in the material, such
as spin waves and phonons excitations, as well as (zero-ﬁeld split) energy levels of single
molecule magnets and crystal ﬁeld excitations.
INS measurements are mainly carried out on two type of instruments, the triple-axis
spectrometer and the time-of-ﬂight spectrometer. Both will be introduced in the follow-
ing.
The triple axes spectrometer
The triple-axes spectrometer is the most widely used neutron spectrometer at steady-
state neutron sources (reactor or long pulsed spallation source). Its ingenious concept of
monochromator, sample and analyser sitting each on a rotatable axis enables the highest
possible degree of versatility and allows to probe nearly any coordinate in energy and
momentum space [58]. A draft of a typical TAS is depicted in Fig. 3.6. The polychro-
matic neutron beam is guided to the instrument3, where it hits a monochromator crystal
(usually pyrolytic graphite (002) or silicium (111)) selecting neutrons with a particular
direction and magnitude of the momentum by Bragg reﬂection. After scattering at the
sample the beam is analysed using the Bragg reﬂection of an analyser crystal, which
is usually made of the same material as the monochromator. Often one uses vertically
and/or horizontally bent monochromator and analyser crystals. The former is to increase
the neutron ﬂux at the sample position by focusing the neutron beam, while the latter
is helpful to increase the detected signal and to decrease the background noise, since the
3Within the guide the neutrons are transported via total reﬂection on the smooth inside walls of the
guide tube.
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Figure 3.6.: Typical set-up of a triple axes spectrometer.
focused beam requires smaller detectors, thus giving rise to less parasitic signal. On the
other hand, focusing deteriorates the instrumental resolution and depending on the aim
of the particular experiment the best balance has to be found. The neutron detector
itself is most often made of a tube ﬁlled with 3He-gas. When hit by the neutrons, the 3He
atom decays under exothermic conditions into a proton, thus causing a 3H nucleus and
a γ-particle. Those products ionize their surrounding gas particles, causing a detectable
electron cascade.
Several collimators are placed along the beam path in order to reduce beam diver-
gence. They consist of parallel arranged plates which are coated with neutron absorbing
material. In order to avoid higher order contributions of neutrons scattered from the
monochromator, which arise in addition to the main component of wavelength λ as
higher order components with λ/n (n = 2, 3, · · · ), ﬁlter elements are placed before or af-
ter the sample. Depending on whether cold (∼ 0.1−10 meV) or thermal (∼ 5−100 meV)
neutrons are used, a nitrogen-cooled beryllium ﬁlter or a pyrolytic graphite ﬁlter is used.
The sample-to-background noise can be improved by positioning variable slits before and
after the sample and adjusting the beam width with respect to the size of the sample
and detector window, respectively.
In order to account for variations in neutron ﬂux produced by the source, the detected
neutrons are normalized to the count rate of a monitor detector that is placed in the
incident beam in front of the sample. Additionally, one sometimes ﬁnds a second moni-
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tor located in front of the analyser. This monitor helps to identify spurious signal from
higher order Bragg scattering.
The most commonly encountered way of performing TAS measurements is with the ﬁnal
neutron energy and momentum ﬁxed (so called ﬁxed kf -mode). In this way only the
magnitude of the momentum of the incoming neutrons is varied. The advantage of this
scan mode is that it provides a larger dynamic range compared to what is available with
a ﬁxed incident wavevector. Further, the incident beam monitor eﬃciency is inversely
proportional to the incident wavevector ki, such that in ﬁxed kf mode the count rate
normalized to the number of monitor counts is directly proportional to the dynamic
correlation function S(Q, ω), e.g. it automatically corrects for the factor kf/ki in Eqs.
3.8 and 3.17.
In a typical TAS experiment one usually explores the interesting (Q, ω) space with two
types of scans, namely constant-Q and constant energy scans. For the former the energy
is varied at a ﬁxed wavevector transfer, while for the latter Q is scanned at a ﬁxed energy
transfer. Both type of scans are used for the inelastic neutron scattering measurements
of CaV2O4, which are presented in Chapter 6.
As a result of the divergence of the neutron beam as well as the mosaic spread of the
monochromator crystals, the analyser crystals and the sample itself, the TAS has a
ﬁnite resolution. Therefore, the measured neutron scattering cross section for a par-
ticular point in (Q, ω)-space contains contributions from a ﬁnite volume around this
point. Knowing the particular instrumental parameter the resolution function of the
spectrometer can be calculated according to published methods [74, 75]. Additionally,
given that the resolution function is deﬁned in the four-dimensional (Q, ω)-space, the
intensity which is detected while scanning through an energy dispersive mode ( e.g. spin
waves) also depends on the particular shape of this mode. In order to simulate TAS scans
the resolution function has to be convoluted with the deﬁned dispersion and lineshape
of the measured feature. In Chapter 6 this was done by using the program rescal [76].
Within the framework of this thesis, two triple-axes spectrometers have been utilized,
the thermal neutron TAS IN20 located at the Institute Laue-Langevin in Grenoble and
the cold neutron TAS FLEX located at the Helmholtz-Zentrum Berlin. The particular
set-ups of both instruments are explained Sec. 6.2.
The time-of-ﬂight spectrometer
Time-of-ﬂight (TOF) spectrometers make use of the pulsed time-structured neutron
beam that is provided by neutron spallation sources or by a steady state reactor source
employing neutron choppers. Similar to TOF diﬀractometers introduced in Sec. 3.1.2,
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Figure 3.7.: (a) Sketch of a typical time-of-ﬂight set-up. (b) Distance vs time plot for a direct
geometry TOF spectrometer. The grey regions represent the neutron velocity distribution before
the white neutron beam gets monochromatized by the Fermi chopper and after the neutrons have
scattered from the sample, respectively.
energy analysis of the neutrons scattered at a sample is done by measuring the neutron
time of ﬂight over a known distance, e.g. from the sample to the detector.
There are two diﬀerent kind of scattering geometries which can be employed, namely the
direct and the indirect geometry. In the case of the former, monochromatic neutrons with
a ﬁxed incident energy Ei scatter at the sample position and their ﬁnal energy is recorded
by a time-resolved detector. In contrary, for indirect geometries a white pulsed beam
illuminates the sample and a particular ﬁnal energy Ef is selected by Bragg scattering
from an analyser crystal. All experiments presented in this thesis have been performed
on instruments with a direct geometry and therefore the following discussion will focus
on this type only.
Figure 3.7(a) displays a typical set-up of a direct geometry TOF spectrometer located
at a spallation source. After being guided to the instrument, the pulsed neutron beam is
monochromatized by a so called Fermi chopper4. This is a rotating device, which consists
of curved alternating layers of aluminium and boron. The former material is transparent
to neutrons, while the latter is a neutron absorber. By choosing the appropriate chopper
phase with respect to the incoming beam pulse as well as the correct frequency, only
those neutrons which have the desired incident energy (and accordingly a particular
incident velocity) are allowed to pass the chopper, while the other neutrons are blocked
4At steady state reactor sources, beam monochromatization can be also done using the Bragg reﬂection
of monochromator single crystals. In this cases the pulsed structure is created after the beam is
monochromatized using a Fermi chopper or a pair of counter rotating disc choppers. An example for
such an instrumental design is the IN6 spectrometer (See Appendix D).
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by the absorbing material. Therefore, both the energy range and width are determined
by the phase and frequency of the chopper rotation.
The neutrons scattered by the sample are detected by an array of counters covering a
large solid angle. The detectors are either single 3He tube detectors or (in the case of
latest generation TOF spectrometers) position sensitive 3He detectors. The detectors
record both, the position of the scattered neutron as well as the time at which they
are counted. In detail, the use of detector tubes allows to record the neutrons as a
function of scattering angle 2θ, but it provides a poor Q resolution along the direction
perpendicular to the scattering plane. For this reason instruments equipped with tube
detectors are mostly used for powder measurements. On the other hand, if position
sensitive detectors are available, also out-of-plane components of the scattering vector
can be measured, thus enabling to access a huge volume of (Q, ω)-space within a single
measurement and therefore being ideal for studying single crystals.
Each detector records the scattering intensity as a function of time and scattering angle
2θ. The conversion to (Q, ω)-space can be done using the equations for energy and
momentum conservation (Eq. 3.2). This yields to:
ω = Ei − Ef = Ei − 12mN
L22
(tf − ti)2 , (3.46)
Q2 = 2mN
2
(
2Ei − ω − 2 cos 2θ
√
Ei(Ei − ω)
)
, (3.47)
where mN is the neutron mass, (tf − ti) is time of the neutron from the sample to the
detector and L2 is the corresponding distance. The ﬁxed incident energy is also given
by Ei = 12mN (
L1
ti−t0 )
2, with L1 deﬁning the chopper-sample distance and (ti − t0) being
the neutron ﬂight time from the chopper to the sample. This scenario is visualized in
the phase-space diagram in Fig. 3.7(b).
In most time-of-ﬂight instruments one or more additional background choppers are po-
sitioned along the neutron guide prior to the Fermi chopper. They rotate in phase with
the Fermi chopper, but at lower speed and are used to eliminate fast neutrons and to
prevent frame overlap, which arises when the slowest neutrons of one pulse are overtaken
by the fast neutrons of the following pulse.
The resolution in energy transfer of a direct geometry TOF spectrometer is determined
by the source and chopper pulse widths (Δts and Δtc) and can be expressed by the
following formula [77]:
Δω
Ei
= 2δ0
L0
[(
1 +
(
Ef
Ei
)3/2 L1
L2
)2
+
(Δtc
Δts
)2(
1 +
(
Ef
Ei
)3/2 L0
L2
(
1 + L1
L0
))2]1/2
.(3.48)
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In the above expression L0, L1 and L2 are the distances deﬁned in Fig. 3.7 and δs is an
equivalent distance representing the time spread from the source. From Eq. 3.48 it can
be seen that the energy resolution for ﬁxed Ei improves with increasing energy transfer.
The resolution in momentum transfer is a more complicated quantity, which depends
on the detector pixel size, the ﬁnite sample size as well as the angular divergence of
the beam and its ﬁnite energy spread. The latter is because neutrons with slightly
diﬀerent energies scatter at diﬀerent angles, revealing that energy and Q-resolution are
not independent from each other.
In the framework of this thesis, the TOF spectrometers IN5 and IN6 at ILL and V3,
NEAT at HZB have been used to study the zero ﬁeld excitations of the Mn6 molecule
magnets, while the MAPS spectrometer at the ISIS spallation source has been used to
investigate the spin wave excitations in CaV2O4. All instruments are brieﬂy introduced
in Appendix D.
3.2. Other techniques
The following subsections provide a brief introduction on other techniques that have
been used for sample characterization in the framework of this thesis. Those techniques
are X-ray diﬀraction and DC-susceptibility measurements.
3.2.1. X-ray diﬀraction
Powder and single crystal X-ray diﬀraction is a widely used technique to study the nu-
clear structure of materials and serves as a complementary technique to neutron diﬀrac-
tion. The x-rays commonly employed for diﬀraction experiment are electromagnetic
radiation with wavelengths in the range ∼ 0.1 − 5.0 Å (125-2.5 keV). In contrast to
neutrons the scattering process does not occur directly between the scattering particles
(photons) and the nuclei of the atoms, but involves the electrons that surround the
atomic nuclei. The x-rays can scatter coherently and incoherently (Compton scattering)
from the electron cloud, but only the coherent scattering gives rise to Bragg reﬂections
[67]. The coherently scattered X-rays interfere with each other, such that the overall
scattering from the electrons around an atom can be described as:
f(Q) =
∫ ∞
−∞
ρ(r)e2πi(r·Q). (3.49)
f(Q) is the Fourier transform of the electron density ρ(r) and is also known as the
atomic form factor. r is the radial coordinate from the atomic nucleus and Q is the
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corresponding reciprocal scattering vector. The nuclear structure factor F (Q) measured
in a X-ray diﬀraction experiment is basically the same as the one introduced for neutron
scattering, where one simply has to replace the neutron scattering length by the atomic
form factor (cf. Eq. 3.13).
Assuming that the charge distribution has spherical symmetry, f(Q) only depends on
the magnitude of Q and can be rewritten as:
f(Q) =
∫ ∞
0
4πr2ρ(r)sin(Qr)
Qr
dr, (3.50)
with Q being the magnitude of the scattering vector. f(Q) has its maximum at f(0)
and falls of rapidly at larger Q. Further, for Q = 0, f(Q) corresponds to the numbers
of electrons Z in the atom [78]. The two last mentioned properties reveal the drawback
of X-ray diﬀraction measurements. Since the scattering intensity becomes very weak for
light atoms and at high Q (and thus large scattering angle), X-ray scattering is best
suited to study the crystal structure of materials consisting of atoms with high Z and
with a suﬃcient number of Bragg reﬂections at low scattering angle. On the other hand,
this makes X-ray diﬀraction the ﬁrst-choice method for determining the atomic positions
in crystals that consist of elements which have a very small neutron scattering length.
X-ray instrumentation
X-rays can for example be ‘produced’ in the following ways, either with a standard
laboratory X-ray high vacuum tube or as the by-product of particle acceleration in a
synchrotron. In the former case, a focused beam of electrons generated by a high volt-
age (30-60 kV) is made to bombard a metal anode in high vacuum. When hit by the
electrons, the anode (mostly made of Cu or Mo) emits a continuous energy spectrum
of radiation (‘white’ radiation) due to deceleration of the electrons by the ﬁeld of the
metal ions. More importantly however, at well deﬁned energies one observes a series of
discrete peaks in X-ray intensity. This so call ‘characteristic’ radiation is used for the
study of crystal structures and is due to ejection of an electron from one of the inner
electron shells of the metal atom. Electrons that fall back from higher shells thus give
rise to the emission of X-ray photons with a well-deﬁned energy.
Conventional X-ray diﬀractometers based on high vacuum-tube systems are commer-
cially available and belong to the basic equipment of any laboratory for sample prepa-
ration and characterization. In Sec. 5.1 data measured on the Rigaku TTRAX rotating
anode X-ray diﬀractometer will be presented.
The second source of X-ray radiation is a so called synchrotron. The basic principle of
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a synchrotron is quite simple: A linear accelerator brings a beam of charged particles
(in most cases electrons) near to the velocity of light. The accelerated particles are then
injected into a storage ring where they are kept along an almost circular path. In detail,
this path consists of alternating sections of straight parts and bending magnets. The
bending magnets are there to deﬂect the beam and therefore to guide it into the next
straight section [67]. While accelerated along the curved path, the electrons emit syn-
chrotron radiation which can therefore serve as a source for X-rays. Since the emitted
X-ray spectrum is continuous, it is possible to access a great range of wavelength (from
infrared to hard x-rays), thus making it possible to select the optimized wavelength
needed for the experiment. Further, synchrotron radiation has a much higher intensity
and much lower divergence compared to a conventional laboratory source, thus, when
used for structure determination, enabling to study very tiny crystals or performing
high-resolution powder diﬀractometry.
One out of several synchrotron facilities around the world is the European Synchrotron
Radiation Facility (ESRF) in Grenoble France. The high resolution powder diﬀractome-
ter positioned at the Swiss-Norwegian beamline (SNBL) BM01 has been used in the
framework of this thesis to study the nuclear structure of CaV2O4. Its set-up will be
explained in the following.
The ESRF delivers a 6 mrad wide fan of synchrotron radiation to SNBL from the bender
magnet BM01. This beam is divided into two parts which are guided to two separate
instruments (BM01A and BM01B). The beam part which is guided to the high resolu-
tion powder diﬀractometer (BM01B) has a fan widths of 1 mrad. BM01B is equipped
with two diﬀerent instruments, a high resolution powder diﬀractometer and an EXAFS
(extended X-ray absorption ﬁne structure) instrument, however, only the former one is
important for measurements presented in this thesis [79]. Figure 3.8 displays the in-
strumental set-up. After the beam has past a primary slit system, there is a double
crystal monochromator which selects the X-ray wavelength for the EXAFS spectrom-
eter. In case the HRPD is used, the white beam is simply guided further to another
monochromator. This monochromator is made of Si(111) crystals and has a channel-cut
geometry, which is used to provide monochromatized light parallel to the input beam
direction, where the available wavelength range is 0.4 ≤ λ ≤ 1.2 Å. Another pair of slits
is installed after the monochromator in order to minimize beam divergence. The actual
powder diﬀractometer consists of an array of 6 Si(111) analyser crystals positioned in
front of six scintillation counters, enabling to measure an extended region in scattering
angle 2Θ in one single step. The analyser/scintillator arrays are mounted on an rotary
2Θ table, allowing to access a wide range of scattering angle. Finally, the (powder)
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Figure 3.8.: Schematic layout of the BM1B beamline equipped with a two axis high resolution
powder diﬀractometer. Picture taken from [80].
sample itself is located at the centre of this table and is attached to a second inner circle
(ω), which allows rotations around the sample axis to be performed. The sample space
is constructed such, that the additional sample environment (e.g. a He-ﬂow cryostat to
cool the sample down to T = 4.5 K) can be used. The data collected at SN01B are
presented in Sec. 5.1.
3.2.2. Magnetic susceptibility
One of the elementary problems in condensed matter physics is to understand how a
physical system reacts when it experiences a perturbation from outside. The physical
quantities dealing with this problem are the so called response functions. Examples
for such response functions are the electric conductivity, the heat conductivity and the
magnetic susceptibility.
Especially interesting for the investigation of magnetic materials is the magnetic sus-
ceptibility, which describes the response to an external magnetic ﬁeld. In detail, the
magnetic susceptibility χ of a sample located in the homogeneous magnetic ﬁeld H is
deﬁned as
χ = ∂M
∂H
. (3.51)
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In Eq. 3.51 M is a vector and denotes the net-magnetization of the sample, H is an axial
vector and χ is a second rank tensor. The form of χ depends on the crystal symmetry
of the sample, however, it is always possible to choose the reference axes such, that χ
becomes diagonal with respect to these axes. In the case of a magnetically isotropic
sample, χ becomes a scalar.
The susceptibility is independent of the applied ﬁeld, as long as one works in the region
of small magnetic ﬁelds and not too low temperatures, in general the condition gμBH 
kBT has to be fulﬁlled. If this is the case, Eq. 3.51 simpliﬁes to:
χ = M
H
. (3.52)
However, there is another aspect that has to be taken into account. The magnetic
moments inside the sample cause an inner magnetic ﬁeld, which points opposite to the
applied ﬁeld direction. Therefore, the measured susceptibility is related to the ﬁeld:
H ′ = H − dM. (3.53)
Here d is the demagnetization factor, which is in general a tensor and depends on the
geometry of the sample. For elliptic samples d can be calculated as reported in [81]. The
susceptibility measured in an experiment diﬀers from the intrinsic susceptibility of the
sample and is deﬁned as:
χexp =
M
H
= M
H ′ + dM =
χintr
1 + dχintr
. (3.54)
For the sample investigated in the framework for this thesis, the demagnetization factor
was assumed to be weak and will therefore be neglected.
Experimental set-up
The standard method for measuring the magnetic moment of a sample is the inductive
detection of the magnetic signal, where the sample is magnetized by a homogeneous
magnetic ﬁeld. Following Faraday’s law, a time-varying magnetic ﬂux causes a current
to ﬂow in a closed circuit. The time-dependent induced voltage can be expressed by the
following equation
Vind =
dΦ
dt
, (3.55)
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Figure 3.9.: In an inductive measurement of the magnetisation the sample is moved inside
pick-up coils (gradiometer). Above the coil, the induced electromotive force on the position of
the magnetized sample is shown (own illustration based on [15]).
where Φ denotes the magnetic ﬂux enclosed in the pickup coil. Since the pickup coils are
in general sensitive to not only the magnetized sample itself, but also to the magnetic
ﬁeld acting on it, it is necessary to use specially designed coils. Such coils, which are
called gradiometers, consist of two or more loops wound in opposite direction, thus mak-
ing them sensitive only to the gradient of the magnetic ﬁeld. A ﬁrst order gradiometer
as it is used in a vibrating sample magnetometer (see below) is drafted in Fig. 3.9. The
magnetized sample is moved through both of the two loops and the diﬀerence between
the two voltages measured in each loop is proportional to the magnetization of the sam-
ple.
In most of the high sensitive magnetometers available nowadays, the induced current
is not directly measured, but the coils are inductively coupled to a Superconducting
QUantum Interference Device (SQUID). A SQUID consists of a superconducting ring
in which a tunnelling barrier is implemented (Josephson junction). The barrier can be
tunnelled by Cooper pairs, thus providing a good way to detect the ﬁeld-dependent
change of the ring current. Due to the laws of quantum mechanics the magnetic ﬂux
through the superconducting ring has to be a multiple of the magnetic ﬂux quantum
Φ0 = h/2e = 2.07 × 10−15 Vs. This eﬀect makes the SQUID the most sensitive detector
of magnetic ﬂux.
However, since the SQUID is superconducting, it has to be operated at very low temper-
atures (usually cooled by liquid Helium) and further due to its sensitivity to magnetic
ﬁelds, it has to be shielded from them. For this reason the SQUID can not be used for
magnetic properties measurements at very high temperatures and ﬁelds. In such cases
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another set-up called Vibrating Sample Magnetometer (VSM) is used, which will be
described below.
Vibrating sample magnetometer
In a VSM the sample is mounted on a stick which is positioned in the middle of a
ﬁrst order gradiometer pick-up coil pair (counter wound). The sample stick is moved in
a sinusoidal way within the coils and the time-varying magnetic ﬂux from the sample
induces a current, which is ampliﬁed and lock-in detected [82]. Starting from Eq. 3.55
the time-dependent induced voltage is given by the following equation:
Vcoil = 2πfCmA sin(2πft). (3.56)
In this equation f is the frequency and A the amplitude of the oscillation, m is the DC
magnetic moment of the sample, t is the time and C is a coupling constant. The precise
position and amplitude of the oscillation is controlled from the VSM motor module and
was set to f = 40 Hz and A = 2 mm throughout all the measurements reported in this
thesis.
In order to increase the signal of the induced voltage, an ampliﬁer is used and in addition
a lock-in (phase-sensitive) ﬁlter strongly reduces random noise signal and thus a high
sensitivity can be achieved (magnetisation changes less than 10−6 emu) [82].

4. The hexanuclear single molecule
magnets Mn6
This chapter deals with the investigation of the magnetic properties of three variants of
the hexanuclear molecular nano magnet Mn6. Inelastic neutron scattering experiments
have been performed in order to extract the isotropic exchange coupling and the zero-ﬁeld
splitting parameter. The obtained data have been compared to results from frequency
domain magnetic resonance studies in order to identify the character of the obtained
transitions (intra- or inter-multiplet). The ﬁndings enable quantiﬁcation of the eﬀect of
small structural distortions of the molecular geometry on the magnetic properties. It
will be shown, that the giant spin model completely fails to describe the energy level
structure of the low energy spin multiplets as well as the relaxation dynamics of the
molecules. The obtained model spin Hamiltonian is analysed theoretically and it will be
shown that the excited S multiplets play a key role in determining the eﬀective energy
barrier for the magnetization reversal for all the three compounds.
4.1. Introduction
Since the discovery of magnetic hysteresis and slow relaxation of the magnetization in
the dodecanuclear manganese complex Mn12-ac [12], plenty of eﬀort has been devoted in
order to tune the key parameter of single molecule magnets (SMM), such as the barrier
height U and the corresponding blocking temperature TB . From this point of view it is
rather surprising that it took chemists and physicists almost 14 years until they discov-
ered a complex that broke the long standing barrier record held by the Mn12 clusters
(being U ≈ 74.4 K for a high symmetry version of that family [39]).
The new record compound (U ≈ 86.4 K) belongs to a class of hexanuclear Mn3+ clusters
(from now on Mn6) which, despite the generally similar nuclear structure, display a rich
variety of spin ground states and anisotropy energy barriers [83, 1, 84, 85, 86, 87].
In the framework of this thesis, three members of this family of Mn6 clusters have
been investigated, with chemical formulas [Mn6O2(sao)6(O2CMe)2(EtOH)4]·4EtOH (1),
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[Mn6O2(Et-sao)6(O2CPh)2(EtOH)4(H2O)2]·2EtOH (2) and [Mn6O2(Et-sao)6(O2CPh-
(Me)2)2(EtOH)6] (3) [88, 83, 1]. All molecules display very similar structures consisting
of six Mn3+ ions (s = 2) arranged in two staggered triangular units (see Fig. 4.1) related
by an inversion centre.
The only major structural diﬀerence between the three clusters resides in the steric
a1
a2
a3
(a) Mn6 (1), S = 4
a1
a2
a3
(b) Mn6 (3), S = 12
Figure 4.1.: Core of molecules 1 and 3 showing the diﬀerent torsion angles (α1, α2, α3). Colour
scheme: Mn, orange, O, red, N, blue. H and C ions are omitted for clarity. Reprinted from [89].
Copyright (2010) by the American Physical Society.
eﬀect of the organic ligands used in proximity to the transition metal ions. However,
despite having very similar structures, the three molecules have very diﬀerent magnetic
properties. The coupling between the magnetic ions occurs via superexchange pathways
involving oxygen and nitrogen ions and is found to be extremely sensitive to intramolecu-
lar bond angles and distances. The particular arrangement of the magnetic ions provides
exchange couplings lying in the cross-over region between AFM and FM. For this reason,
even small structural distortions have tremendous impact on the magnetic properties of
the system. For example, while the coupling between the two triangles is ferromagnetic
for all molecules, the intra-triangular coupling changes from antiferromagnetic in (1) to
ferromagnetic in (2) and (3) due to a ‘twisting’ of the oximate linkage. This results in
a ‘switching’ of the total spin ground state from S = 4 to S = 12. Systematic synthesis
and studies of various members of the Mn6 family have revealed that the nature of the
coupling is extremely sensitive to the intra-triangular Mn-O-N-Mn torsion angles [86, 85]
(see Fig. 4.1). There is a critical value for the torsion angle of 30.9(5)◦ , above which the
pairwise exchange interaction switches from antiferromagnetic to ferromagnetic, while a
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further enhancement of the angle increases the strength of the FM interaction.
Molecules (2) and (3) have the same spin ground state S = 12 but very diﬀerent eﬀective
energy barriers (Ueﬀ ≈ 53 K for (2) and Ueﬀ ≈ 86.4 K for (3)). As will be shown later,
this diﬀerence is closely related to the exchange interactions [90].
In order to understand this rich variety of behaviors, a detailed spectroscopy character-
ization of the three molecules using inelastic neutron scattering (INS) was performed.
Further, the INS data were compared with data from frequency domain magnetic res-
onance (FDMR) measurements. FDMR is only sensitive to transitions with a predom-
inant intramultiplet character, according to the selection rules ΔS = 0,ΔMS = ±1.
In contrast, in INS both inter- and intramultiplet transitions can be observed (ΔS =
0,±1,ΔMS = 0,±1). Thus, the combination of the two techniques allows assignment of
all observed excitations [91, 92].
The determination of the model spin Hamiltonian parameters enabled the eﬀective en-
ergy barrier to be theoretically estimated. The results on the three diﬀerent systems
show how the presence of low-lying excited spin multiplets plays a crucial role in deter-
mining the relaxation of the magnetization.
In conventional systems, the eﬀects of spin-mixing can be eﬀectively modeled by the
inclusion of fourth order zero-ﬁeld splitting parameters in the giant spin Hamiltonian
[30, 93]. In the following it will be shown that this Hamiltonian is completely inadequate
for the description of the spin state energy level structure of the Mn6 SMMs.
4.2. Experimental method
The INS measurements were carried out at the time-of-ﬂight instruments IN5 and IN6 at
the Institute Laue-Langevin, Grenoble and at NEAT at the Helmholtz-Zentrum Berlin
(see Appendix D for a detailed explanation of the instruments). Molecule (1) was mea-
sured on all three instruments, while (2) was investigated on NEAT and IN5 and (3) was
measured on IN5 only. For each of the three samples ≈ 3-4 g of non-deuterated polycrys-
talline powder was ﬁlled into hollow cylindric shaped aluminum container and mounted
inside a standard orange cryostat, allowing temperatures in the range 2 ≤ T ≤ 300 K to
be accessed. A vanadium standard was used for the detector normalization and empty
can measurements were used for the background subtraction.
The neutron data were compared to spectra collected with the FDMR technique, where
the same samples as for the neutron case (but pressed into pellets) were used. The FDMR
measurements were performed by Slageren et al. on a quasi-optical spectrometer, which
employs backward wave oscillators as monochromatic coherent radiation sources and a
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Golay cell as detector (further details can be found in [89]). The analysis of the FDMR
data was not part of this thesis, but was done by Slageren et al. [89]. However, the re-
sults of this analysis will be compared to the INS data, since the complementary use of
both techniques helps to identify the particular character of the observed excited energy
levels.
4.3. Theoretical modeling and experimental results
Two diﬀerent theoretical approaches have been employed, to model the observed data
and to extract the leading exchange and crystal ﬁeld parameter. In a ﬁrst attempt, the
giant spin Hamiltonian (GSH) was used, which considers the ZFS of the ground state
multiplet only. Including only ZFS terms, the giant spin Hamiltonian for a spin state S
reads:
HS = DSSˆ2z + ES(Sˆ2x − Sˆ2y) + B04Oˆ04 (4.1)
where DS and ES are second order axial and transverse anisotropy, respectively, and
B04 is the fourth order axial anisotropy, with Oˆ04 the corresponding Stevens operator.
If S-mixing becomes apparent, the latter fourth order parameter has to be seen as an
eﬀective one, which reﬂects both, higher order crystal ﬁeld eﬀects as well as the inﬂuence
of higher spin multiplets on the ground one. For the actual calculations the <SMMS> soft-
ware package was utilized [94], which performs exact diagonalization (ED) calculations
within a given ﬁxed S multiplet.
In addition, ED calculations of the full microscopic spin Hamiltonian have been per-
formed, where isotropic exchange and single-ion ZFS were treated on equal footings.
This allowed a detailed investigation of S-mixing eﬀects and its inﬂuence on the relax-
ation dynamics of the molecule. The microscopic spin Hamiltonian includes an isotropic
exchange term for each pairwise interaction and single ion ZFS terms for each ion:
H =
∑
i<j
Jijs(i) · s(j) +
∑
i
dis
2
z(i) +
∑
i
ei(s2x(i) − s2y(i)) + ci(35s4z(i) +
+ (25 − 30s(s + 1)))s2z(i) (4.2)
where s(i) are spin operators of the ith Mn ion. The ﬁrst term is the isotropic exchange
interaction, while the second, third and fourth terms are the second order axial, second
order transverse, and fourth order axial single-ion zero-ﬁeld splitting, respectively (the
z axis is assumed perpendicular to the plane of the triangle). For the calculations it
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was assumed, that the magnetic dipole-dipole interaction in the Mn6 molecules is small
compared to the crystal ﬁeld anisotropy and it was therefore neglected.
The ED calculations for the low spin S = 4 molecule (1) have been performed with the
software packages ALPS [95] and MAGPACK [96] and additional calculations of the neu-
tron scattering cross section and the relaxation dynamics were done by Carretta et al.
[89]. The numerical investigations for the two high spin S = 12 molecules (2) and (3)
have been solely performed by Carretta et al. using their own diagonalization routine,
where the following strategy was used to obtained the best ﬁt results. In a ﬁrst step,
the molecule was assumed to possess only axial components of the anisotropy. This
approximation leads to a block-factorization of the Hamiltonian matrix according to
the MS quantum number. Since the separated MS-blocks are small, the diagonaliza-
tion is fast and therefore a ﬁtting of the observed energy levels based on a weighted
least square method could be performed. The parameter obtained in this way, served as
starting values for an extended ED run, using the full spin Hamiltonian including trans-
verse anisotropy components. To exploit the full symmetry of the spin Hamiltonian, the
method of irreducible tensor operators was employed to calculated the full energy level
diagram of the systems (see [15, 31]). Finally, for the most promising sets of parame-
ters, the dc-susceptibility has been calculated in order to check for consistency with the
experimental data. Once a suitable set of energy levels was found, the inelastic neutron
scattering function as well as the relaxation dynamics were calculated according to well
known formulas (for details see Section 3.1.1 and [97, 90]).
4.3.1. Mn6 (1) (S=4) Ueﬀ ≈ 28 K
Sample (1) was the ﬁrst reported member of the Mn6 family [88]. The building block
of the molecule is the [Mn3+3 O] triangular unit where Mn2 pairs, bridged by the NO
oxime, form a -Mn-O-N-Mn- moiety (Fig. 4.2). The Mn-O-N-Mn torsion angles (cf.
Fig. 4.1) within each triangle are 10.7◦, 16.48◦ and 22.8◦, giving rise to a dominant
antiferromagnetic exchange coupling [86]. The two triangular units are coupled ferro-
magnetically, resulting in a total spin ground state of S = 4. Four out of the six metal
ions (Mn1, Mn2, Mn1’, Mn2’) are six-coordinate and in distorted octahedral geometry
(MnO5N), with the (elongated) Jahn-Teller axis almost perpendicular to the plane of
the triangle, while the two remaining ions (Mn3, Mn3’) are ﬁve-coordinate and in square
pyramidal geometry (see Fig. 4.2). The eﬀective energy barrier was determined from
ac-susceptibility measurements to be Ueﬀ = 28 K, with τ0 = 3.6 × 10−8 s [88]. From the
eﬀective energy barrier an estimate of D ≈ −0.15 meV was derived, which is one of the
highest axial anisotropy parameter, that has ever been reported for SMM.
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Figure 4.2.: Structure of the Mn6 (1) molecular core. The Mn3+ ions are located at the vertices
of two oxo-centered triangles. Ions Mn1, Mn2, Mn1’ and Mn2’ are in octahedral geometry and
ions Mn3 and Mn3’ in square pyramidal geometry, as highlighted in ﬁlled and striped orange
(left ﬁgure). Color scheme: Mn, orange, O, red, N, blue. H and C ions are omitted for clarity.
The distance between the square pyramidal Mn3 (Mn3’) ion and the phenolato oxygen is ≈ 3.5
Å (see dashed line) and thus being too large to built a strong bond. Reprinted from [89].
Copyright (2010) by the American Physical Society.
In order to get detailed information about the leading exchange interactions within
the molecule and about the zero ﬁeld splitting parameter, inelastic neutron scattering
measurements were performed. By doing so, it was possible to characterize the ground
multiplet and to identify the positions of the lowest lying excited states.
The INS measurements were performed on ≈ 4 g of non-deuterated polycrystalline pow-
der of (1), which was synthesized as described in [88]. For the measurements, various
incident neutron wavelengths were used, ranging from 3.2 Å-6.7 Å with energy resolu-
tion between 48 μeV and 360 μeV. Figure 4.3(a) shows the INS spectra for an incident
wavelength of 4.6 Å collected on NEAT (172 μeV full width at half maximum (FWHM)
resolution at the elastic peak). In order to achieve good statistics, the data have been
summed over the scattering angle 2Θ (corresponding Q-range: 0.4 ≤ Q ≤ 1.5 Å−1).
At T = 2 K only the ground state is populated and therefore all excitations arise from
the ground state level |S = 4,MS = ±4〉. A strong peak was observed at 1.77(2) meV,
while another one was found at 2.53(1) meV. Those peaks can either arise from an intra-
multiplet transition to the |S = 4,MS = ±3〉 level and/or from transitions to other
low lying spin multiplets (e.g. |S = 3,MS = ±3〉). Both observed excitations could be
ﬁtted to Gaussian line shapes and the corresponding resolution (FWHM) was found to
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Figure 4.3.: (a) INS spectra of (1) with an incident wavelength of λ = 4.6 Å (NEAT) for
T = 2 K (blue circles) and T = 20 K (red squares). The continuous lines represent the spectra
calculated assuming a dimer model for the spin Hamiltonian (Eq. 4.3). (b) Q-dependence of
ﬁrst intra- (green circles) and inter-multiplet (black squares) transitions measured on IN6 for
λ = 4.1 Å and T=2 K. Continuous lines represent the calculated Q-dependence using the dimer
spin Hamiltonian Eq. 4.3 (assuming a dimer distance of R = 5.17 Å, which corresponds to the
distance between the centre of the two triangles). Reprinted from [89]. Copyright (2010) by the
American Physical Society.
be similar to the instrumental resolution. A closer look to the data reveals, that the
peak at higher energy possesses a small shoulder, which (as will be discussed later) can
be associated with tiny age depended structural modiﬁcations within the polycrystalline
sample.
At T = 20 K, additional excitations were detected, which must be due to transitions
from thermally populated excited states. In particular, transitions were found at 1.30(4)
meV and 1.02(8) meV. The corresponding linewidth of the peak at low energy is twice
as large as the ones at 1.30 and 1.77 meV, which might be either due to unresolved
level splitting caused by second or fourth order transverse anisotropy terms or due to an
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overlap of peaks resulting from transitions within diﬀerent S multiplets.
Some ﬁrst information concerning the character of the two observed ground state tran-
sitions can be gained by investigating the Q-dependence of the corresponding scattering
intensity. Figure 4.3 (b) shows this dependence. A characteristic oscillatory behavior has
been observed for the Q-dependence of the 2.53 meV transition (black squares), which
presents a maximum of intensity at a ﬁnite Q value (that is related to the geometry
of the molecule), and decreasing intensity as Q goes toward zero. This Q-dependence
is typical for intermultiplet-transitions in magnetic clusters and reﬂects the multi-spin
nature of the spin states [98, 99]. By contrast, the excitation at 1.77 meV (green circles)
has maximum intensity at Q = 0, and thus follows a behaviour which is expected for a
transition with ΔS = 0. Furthermore, the intensity decreases with increasing Q, follow-
ing the magnetic form factor.
Final evidence about the character of the observed excitations can be achieved by com-
paring the INS data to results from FDMR measurements. With FDMR it is only pos-
sible to detect transitions with a predominantly intra-multiplet character, thus the ones
which have solely been observed by INS are inter-multiplet transitions. Figure 4.4 shows
the FDMR spectra recorded on 350 mg unpressed powder of (1). The most pronounced
feature is the resonance line at 1.80 meV, while much weaker features can be observed
at 1.328(1) meV and 1.07(1) meV. The intensity of the higher-frequency line is strongest
at lowest temperatures, proving that the corresponding transition originates from the
ground state level. The lower frequency lines have maximumn intensity at around 30 K.
All three features agree with the ﬁndings from INS and therefore have been unambigu-
ously identiﬁed as transitions with a predominant intra-multiplet character. The strong
resonance line can be assigned to the transition |S = 4,MS = ±4〉 → |S = 4,MS = ±3〉,
while the exact assignment of the two other intra-multiplet transitions remains the sub-
ject of accurate analysis of the corresponding spin Hamiltonian (see next section). The
linewidth of the 1.33 meV line is slightly larger than that of the 1.80 meV line (41 μeV
compared to 48 μeV), which is similar to what was found with INS. As mentioned above,
this can point towards unresolved splitting due to transverse ZFS. No further features
were observed with FDMR between 0.5 and 3.0 meV.
The intense resonance line shows two shoulders to lower energies, which are assigned
to the lattice solvent loss, as has been also observed in the INS data as asymmetric line
broadening (see above). These features are not due to isomers with diﬀerent orientation
of the Jahn-Teller distortion axis, as observed for Mn12 [100], because no signature of
diﬀerent isomers is seen in ac-susceptibility. Furthermore, also the possibility of closely
spaced transitions due to frustration eﬀects, as observed in the Fe13 cluster [101], can
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Figure 4.4.: (a) FDMR spectra of unpressed polycrystalline powder of (1) recorded at various
temperatures. The intensity of the higher-frequency resonance line decreases with temperature,
while that of the lower-frequency lines increases up to 30 K, beyond which it decreases again.
Dotted lines indicate resonance lines due to impurities. (b) Expanded view of the low frequency
part of the 30 K spectrum. Reprinted from [89]. Copyright (2010) by the American Physical
Society.
be excluded, because the three intra-triangle exchange interaction are not equal.
Since no further transitions have been observed with FDMR, all additional excitations
detected by INS can be assigned to transitions with a predominantly inter-multiplet
character. The ﬁndings are summarized in Table 4.1. The spectroscopic investigations
reveal that at least one excited S multiplet lies very close to the ground state one, such
that the strong exchange limit is certainly not a good approximation for this system.
In order to interpret the results, ED calculations were performed using both the giant
spin Hamiltonian (Eq. 4.1) as well as the full microscopic spin Hamiltonian (Eq. 4.2).
Giant Spin Approximation (GSA)
If one assumes that the three observed intra-multiplet transitions all correspond to tran-
sitions within the S = 4 ground multiplet, the giant spin Hamiltonian (Eq. 4.1) can
be used to model the ground spin energy level diagram. Taking the transition ener-
gies from INS, the following crystal ﬁeld parameters of the GSH gave the best match
between theory and experiment: DS = −0.258 meV and B04 = 1.86 · 10−5 meV, where
the corresponding transition energies are listed in Table 4.11. The obtained second or-
1A similar set of parameters has been found by a ﬁt of the FDMR data, being DS = −0.263 meV and
B04 = 1.86 · 10−5 meV [89]. The small diﬀerence to the INS results is due to the slightly diﬀerent
peak positions in the FDMR spectra. This shift might be due to an age dependent modiﬁcation of
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der axial anisotropy parameter DS is much larger than other reported spectroscopically
determined DS parameters for SMM, e.g. DS=10 = −0.057 meV for Mn12-ac [102],
DS= 172
= −0.031 meV for Mn9 [92] and DS=6 = −0.142 meV for Mn3Zn2 [103]. The
main reason for this large D-value is the fact that the projection coeﬃcients for the
single ion ZFS onto the cluster ZFS (see Eq. 2.39) are larger for spin states with lower
S [31].
With the given set of parameters, the ﬁrst two intra-multiplet transitions at ≈ 1.77 meV
and ≈ 1.30 meV could be reproduced with high accuracy. In contrast, the giant spin
model is not able to account for the ≈ 1.02 meV transition (see Table 4.1). A further
evidence for the inability of the GSA to explain the INS and FDMR data is given by
the calculated energy barrier for magnetisation reversal. The obtained GSA crystal ﬁeld
parameters suggest an energy barrier of U ≈ 48 K. This value is much higher than the
one derived from susceptibility measurements, being Ueﬀ ≈ 28 K. This indicates that
the system is characterized by a more complex relaxation dynamics, involving excited
S-multiplets, which are nested within the ground state one. Indeed, the diﬀerence in
energy between the lowest and the highest energy levels of the anisotropy split S = 4
ground state is given, as a ﬁrst approximation, by |D|S2=4.2 meV. The presence of an
inter-multiplet excitation at only 2.53 meV energy transfer, therefore below 4.2 meV, in-
dicates that the ﬁrst excited S multiplet lies within the energy interval of the anisotropy
split S = 4 state. This suggests that the observed low energy excitations are possibly not
pure intra-multiplet transitions, but are expected to originate from the S = 4 ground
state and from the ﬁrst excited S multiplet. Therefore the exact assignment of those
excitations requires a more accurate analysis beyond the GSH approximation. Indeed,
one fundamental requirement for the validity of the GSH approximation, i.e. an isolated
ground state well separated from the excited states, is not fulﬁlled and S is not a good
quantum number to describe the ground state of the molecule. To model the data it is
thus necessary to use the full microscopic spin Hamiltonian of Eq. 4.2.
Full Hamiltonian
Given the low symmetry of the triangular units in (1), the number of free parameters in
Eq. 4.2 would be too large to obtain unambiguous results, considering the low number of
experimentally observed excitations. To account for the limited amount of information,
an approximate model was employed that describes the molecule as an exchange-coupled
dimer system (see Figure 4.5). More speciﬁcally, the two triangular units are described
the sample, caused by a loss of lattice solvent (see text).
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Table 4.1.: INS and FDMR peak positions of intra- and inter-multiplet excitations in Mn6 (1).
Note that because of S mixing, S is not a good quantum number and the corresponding energy
levels are characterized by their leading S component. In addition the calculated positions are
given (n.o. = not observed).
FDMR Calc. (GSH) INS Calc. (GSH) Calc. (Eq. 4.2)
Intra- 1.80 1.801 1.77(4) 1.767 1.77
multiplet 1.33 1.325 1.30(4) 1.301 1.29
1.02(8) 0.797 1.02
Inter- n.o. 2.53(3) 2.53
multiplet
Mn(1’)
S=2
Mn(3)
Mn(3’)
Mn(1)
Mn(2’)
J
Mn(2)
S=2
Figure 4.5.: Eﬀective model for the Mn6 (1) molecule. The two Mn-triangles are approximated
by a dimer of coupled S = 2 spins.
as two ferromagnetically coupled S = 2 spins (S = SA = SB), which also experience an
eﬀective uniaxial crystal-ﬁeld potential:
Hdimer = J(SA · SB) + d(S2A,z + S2B,z). (4.3)
The corresponding anisotropy parameter d is equal for the two eﬀective spin sites, since
the two Mn-triangles of the molecule are related to each other by an inversion center.
This model of course represents a strong simpliﬁcation of the real problem, e.g. it
neglects a huge number of energy levels, since the dimension of the Hamiltonian matrix
to be diagonalized decreases from 15625 in the full case down to 25 in the dimer case.
However, it can be assumed that this model correctly reproduces the low energy part
of the spectrum and since the relaxation of the magnetization mainly involves states at
low energies, it should provide suitable results concerning this issue. Recently, a similar
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Figure 4.6.: (a) Energy levels as a function of the z-component of the total spin for Mn6 (1).
The colour maps Seﬀ, where 〈S2〉 = Seﬀ(Seﬀ + 1). The transitions observed by INS and FDMR
are highlighted with arrows. The red arrows emphasize transitions that contribute to the peak
at ≈ 1.30 meV (cf. Fig. 4.3(a)). The dotted line indicates the experimentally observed energy
barrier Ueﬀ. (b) Energy level diagram calculated with the GSA. The ground multiplet has S = 4.
model was successfully used by Bahr et al. to describe the quantum tunneling of the
magnetization between diﬀerent S multiplets in the Mn6 (3) (S=12) SMM [104].
The spin Hamiltonian (Eq. 4.3) has been diagonalized numerically and the J and d
parameters have been varied to obtain a best ﬁt of the experimental data. The position
of the peak at 1.77 meV does not depend on the exchange interaction, therefore its
position sets the value of the axial anisotropy d parameter. Given the d parameter, a ﬁt
of the position of the peak at 2.53 meV sets the isotropic exchange parameter J .
The best ﬁt of the experimental data is obtained with J = −0.19 meV and d = −0.59
meV and the calculated energy level scheme is reported in Fig. 4.6(a), where for com-
parison the energy level diagram in the GSA is also reported (Fig. 4.6(b)). The value
of Seﬀ (where 〈S2〉 := Seﬀ(Seﬀ + 1)) is labeled in colour and shows that the ﬁrst S = 3
excited state is completely nested within the S = 4 ground state. From Fig. 4.6 it is
also clear that the GSH model does not account for a number of spin states diﬀerent
from the ground state S = 4 multiplet at low energies. Furthermore, the assignment of
the observed excitations can be misleading if considering the GSA only. For example,
using the GSH model, the observed peak at 1.30 meV can only be attributed to a pure
intra-multiplet excitation from |4,±3〉 to |4,±2〉, while using Eq. 4.3, it is found to be a
superposition of several inter-multiplet and intra-multiplet transitions (indicated by red
arrows in Fig. 4.6(a)). The GSA fails to describe the low energy level diagram of the
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molecule and consequently fails to describe the relaxation of the magnetization. Indeed,
the presence of excited states nested within the ground state multiplet has a signiﬁcant
eﬀect on the relaxation dynamics, as will be discussed in Section 4.4.
The extracted axial anisotropy parameter d of the two single sites is considerably larger
than the total axial anisotropy D which has been obtained with the GSH. This is be-
cause the total D reﬂects the projection of the single small d’s onto the total spin S.
In fact, the projection coeﬃcients according to Eq. 2.39 can be easily evaluated for the
spin dimer system [31]. When neglecting the dipole-dipole contributions, one obtains
for the case of two coupled s = 2 spins:
DS=4 = Γ1d1 + Γ2d2 = d(Γ1 + Γ2) = d(
3
14 +
3
14) ≈ −0.253 meV. (4.4)
This value is indeed very similar to the one obtained with the GSA.
4.3.2. Mn6 (2) Ueﬀ ≈ 53 K vs. Mn6 (3) Ueﬀ ≈ 86.4 K; (S=12)
In a paper published in 2007, Milios and coworkers reported, that the introduction of
sterically more demanding oximate ligands for the synthesis of Mn6-based clusters, re-
sults in a twisting of the Mn-N-O-Mn torsion angles [83], which causes a switching of the
intra-triangle exchange interactions from antiferromagnetic to ferromagnetic. The result
was a large increase of the spin ground state from S = 4 to S = 12. In the framework
of this thesis, two of the many reported derivatives of these S = 12 Mn6 clusters were
studied ((2) and (3), respectively). Compound (2) has undergone two structural changes
compared to (1). First of all, the distance between the phenolato oxygen and the two
square pyramidal Mn3+ ions has decreased from ≈ 3.5 Å to ≈ 2.5 Å, thus all Mn3+
ions are now in six-coordinated distorted octahedral geometry (see Fig. 4.7). Secondly,
the torsion angles of the Mn−N−O−Mn moieties have increased strongly with respect
to those in 1, being 38.20◦, 39.9◦ and 31.26◦, compared to 10.7◦, 16.48◦ and 22.8◦ for
(1). In (3), the introduction of two methyl groups on the carboxylate ligand has in-
creased the non-planarity of the Mn−N−O−Mn moieties further, giving torsion angles
of 39.08◦, 43.07◦ and 34.88◦ [1]. The result is that the weakest ferromagnetic coupling
is slightly stronger for (3) compared to (2). This eﬀect has been interpreted in terms of
the particular arrangement of the manganese dz2-orbitals with respect to the p-orbitals
of the nitrogen and oxygen ions. A large (small) Mn-O-N-Mn torsion angle results in a
small (large) overlap between the magnetic orbitals giving rise to ferromagnetic (anti-
ferromagnetic or weak ferromagnetic) superexchange interactions [105].
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Figure 4.7.: Structure of the Mn6 (2) molecular core. The Mn3+ ions are located at the vertices
of two oxo-centered triangles. All Mn ions are in octahedral geometry and the octahedra are
highlighted in orange (left ﬁgure). Color scheme: Mn, orange, O, red, N, blue. H and C ions are
omitted for clarity. Reprinted from [89]. Copyright (2010) by the American Physical Society.
Using a single J model (e.g. assuming that the intra- and inter-triangle exchange cou-
plings are equal), Milios et al. ﬁtted dc-susceptibility data for molecules (2) and (3)
and obtained: J(2)= −0.230 meV and J(3)= −0.404 meV [87, 85] (in the notation used
here).
In spite of the fact that both (2) and (3) have S = 12 ground states and similar ge-
ometrical structures, radically diﬀerent eﬀective energy barriers towards the relaxation
of the magnetization were observed, being Ueﬀ ≈ 53 K for (2) and Ueﬀ ≈ 86.4 K for (3).
In order to understand this diﬀerence, an in-depth study of the energy level structure by
means of INS has been performed. In a similar way to the previous section, the results
will again be compared to the ﬁndings from FDMR measurements. Given that some
of the exchange coupling parameters are rather small, and that the symmetry of the
complexes is quite low, signiﬁcant inﬂuence from low-lying excited spin multiplets can
be expected.
Figures 4.8(a)-(f) present the high resolution INS experimental data for compounds
(2) and (3), respectively, collected on IN5 with an incident wavelength of 6.7 Å (53
μeV FWHM at the elastic peak). While Figs. 4.8(a)-(d) display the complete energy-
wavevector map of the measured spectra, Figs. 4.8(e)-(f) show the Q-integrated data
(0.4 ≤ Q ≤ 1.6 Å−1). At the lowest temperature T = 2 K only the ground state is
populated and, due to the INS selection rules, only transitions with ΔS = 0,±1 and
ΔM = 0,±1 can be detected. The excitations lowest in energy can thus be easily at-
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(a) Mn6 (2), T = 2 K (b) Mn6 (3), T = 2 K
(c) Mn6 (2), T = 12 K (d) Mn6 (3), T= 12 K
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Figure 4.8.: (a)-(d) Energy-wave vector colourmap of the spectra recorded on IN5 for molecules
(2) and (3) using an incident wavelength of λ = 6.7 Å. The colourbar displays the corresponding
scattering intensity in arbitrary units. Data were collected at T = 2 K and T = 12 K. (e)-(f)
Q-integrated spectra of the two molecules. Continuous lines correspond to the calculated spectra
using the parameters listed in Table 4.3. Reprinted from [89]. Copyright (2010) by the American
Physical Society.
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Figure 4.9.: INS spectra collected at IN5 with incident wavelength of 3.4 Å at T = 2 K (blue)
and T = 16 K (red). Lines represent theoretical calculations using the spin Hamiltonian of Eq.
4.2. Reprinted from [89]. Copyright (2010) by the American Physical Society.
tributed to the intra-multiplet transition from the |S = 12,MS = ±12〉 ground state to
the |S = 12,MS = ±11〉 ﬁrst excited level. The position of this intra-multiplet excita-
tion is found to be at about the same energy in both compounds, e.g. ∼ 1.1 meV. The
low energy spectra does not display signiﬁcant diﬀerences between the two complexes,
indicating only slight changes in the anisotropy of the system. In contrast, the ﬁrst
inter-multiplet S = 12 → S = 11 excitation at about 1.41 meV in compound (2) is
not visible in the spectra of compound (3) at 6.7 Å. This can be understood looking
at the data at higher energy transfer, collected with an incident wavelength of 3.4 Å
(see Figs. 4.9(a) and 4.9(b)). Indeed, the ﬁrst inter-multiplet excitation is considerably
raised in energy in compound (3) with respect to compound (2), from 1.41 meV to 1.87
meV. This gives a direct evidence of an increase of the isotropic exchange parameters,
while the anisotropic parameters are approximately the same for both molecules. The
INS spectra collected at a base temperature of 2 K, enabled the direct access of a whole
set of intra-multiplet and inter-multiplet transitions allowed by the INS selection rules
in both compounds. By raising the temperature to 16 K the intensity of the magnetic
peaks decreases, thus conﬁrming their magnetic origin2. A total of ﬁve inter-multiplet
excitations for compound (2) toward diﬀerent S = 11 excited states can be detected.
For compound (3) four inter-multiplet excitations have been observed. All the magnetic
excitations are marked in Fig. 4.9 with the corresponding transition energies.
In addition, a complete set of excitations from thermally populated levels was collected
2In contrast, the feature at ∼ 3.5 meV, which is present in both samples, is due to phonons and does
not decrease upon heating.
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at high temperatures, (see spectra at T = 12 K in Figure 4.8). Those of the additional
peaks, which occur below the most intense |S = 12,MS = ±11〉 transition at ∼ 1.1 meV
can be mainly attributed to intra-multiplet transitions within the S = 12 ground state
multiplet, while additional peaks above this energy (e.g. at ∼ 1.24 meV for (2)) are
due to transitions within and/or between excited S-multiplets. However, a more pre-
cise characterization can be given after comparing the INS data to results from FDMR
measurements. All peaks of the INS spectra could be ﬁtted to Gaussian line shapes.
Down to 0.6 meV, the peak width is in agreement with the instrumental resolution,
while peaks below this energy show a slight broadening. This can be either attributed
to additional transverse components of the anisotropy which lift the degeneracy of the
|S,±MS〉 doublets, or to transitions within and between excited S-multiplets.
To complete the investigations of the transitions within the S = 12 ground-state multi-
plet, additional high resolution measurements of molecule (3) were performed using IN5
with incident wavelengths of 10.5 Å (FWHM = 13 μeV at the elastic line)(see Fig. 4.10).
These measurements allowed transitions originating from the top of the anisotropy bar-
rier to be observed.
A further conﬁrmation of the good assignment of the observed excitations is provided
by the study of their Q-dependence. As revealed from Fig. 4.11, the intra-multiplet
transition (Δ S=0) shows a distinctive Q-dependence, with a pronounced intensity at
low Q, that dies out quite rapidly following the Mn3+ form factor. In contrast, inter-
(a) Mn6 (3), λ = 8.5 Å (b) Mn6 (3), λ = 10.5 Å
Figure 4.10.: Very high resolution INS spectra of molecule (3) collected on IN5 with incident
wavelength of 8.5 Å (a) and 10.5 Å (b) at T = 2 K (blue) and 24 K (red). In (b) the energy
gain spectra is displayed and the dotted line represents theoretical calculations using the spin
Hamiltonian of Eq. 4.2. Reprinted from [89]. Copyright (2010) by the American Physical
Society.
88 The hexanuclear single molecule magnets Mn6
multiplet excitations present a ﬂatter behaviour, with considerably lower intensity at
low Q. This Q-dependence is typical for magnetic clusters and reﬂects the multi-spin
nature of the spin states [106].
The FDMR spectra for molecules (2) and (3), which have been measured by Slageren et
al. using pressed (2) and unpressed (3) powder pellets of the corresponding samples, are
depict in Fig. 4.12. For sample (2), ﬁve resonance lines have been observed, which can
be attributed to resonance transitions within the S = 12 multiplet (Fig. 4.12(a)). Thus,
the highest frequency line is assigned to the |S = 12,MS = ±12〉 → |S = 12,MS = ±11〉
transition, and so on. The magnetic origin of the peaks is further conﬁrmed by their
characteristic temperature behaviour. All detected transitions are consistent with the
INS measurements and the ﬁndings are summarized in Table 4.2. No further transi-
tions have been observed with FDMR between 0.25 meV and 2.2 meV and thus it can
be concluded, that all additional peaks observed by INS, are due to transitions with a
predominant inter-multiplet character.
Similar observations have been made for sample (3), where the FDMR measurements
reveal six sharp resonance lines (Fig. 4.12(b)). Again, the observed features can be
attributed to transitions within the S = 12 multiplet and perfect agreement with the
INS data is given (see Table 4.2). In addition, FDMR shows no further transitions in
the measured energy range (0.25 meV-2.2 meV). In particular, none of the low energy
peaks from INS below 0.5 meV were observed, even though, those do at least partially
originate from intra-multiplet transitions. This indicates that the states at the top of
(a) (b)
Figure 4.11.: (a) Energy-wavevector colormap of sample (3) collected on IN5 with incident
wavelength of 5.0 Å. (b) Q dependence of two transitions from the ground state. The blue curve
corresponds to the |S = 12,Ms = ±12 → ±11 > intramultiplet transition and the green curve
displays the |S = 12 → 11,Ms = ±12 → ±11 >. Lines represent the theoretical calculations
based on Eq. 4.2. Reprinted from [89]. Copyright (2010) by the American Physical Society.
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(a) Mn6 (2) (b) Mn6 (3)
Figure 4.12.: FDMR spectra recorded on (a) a pressed powder pallet of (2) and (b) on unpressed
polycrystalline powder of (3) at various temperatures. All except the strongest transitions are
indicated by vertical lines. Reprinted from [89]. Copyright (2010) by the American Physical
Society.
the multiplet are not purely assigned to a single S value, but are heavily (S-)mixed, such
that with the given resolution of the spectrometer, their observation is not possible.
Giant spin approximation
In a ﬁrst attempt, the GSA (Eq. 4.1) has been used to model the observed energy levels
of the ground state multiplet, where the calculations were done with the <SMMS> software
[94]. To do so, the crystal ﬁeld parameters, as they appear in Eq. 4.1, have been adjusted
manually, until the best agreement between measured and calculated data was achieved.
For sample (2), the parameters D = −0.0456 meV and B04 = −5 · 10−7 meV gave the
best ﬁt to the data and the corresponding transition energies are listed in Table 4.2. The
same results have been obtained by ﬁtting the FDMR spectra [89]. Even though, the
energy levels could be reproduced quite well with the extracted giant spin parameters,
some discrepancies remain, e.g. it was not possible to ﬁnd a set of parameters, which
could account for the exact positions of the two highest energetic transitions (∼ 1.13
meV and ∼ 0.98 meV).
The theoretical energy barrier derived from the ﬁtted crystal ﬁeld parameter is U = 76.5
K, which is signiﬁcantly higher than the one determined from relaxation measurements
(Ueﬀ = 53.1 K). This indicates, that (as for molecule (1)) the energy barrier U is not
simply determined by the ground state anisotropy, but is strongly inﬂuenced by the
mutual interplay between anisotropy and magnetic exchange interactions.
The strong inﬂuence of the exchange coupling on the relaxation behaviour can be seen
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Table 4.2.: INS and FDMR peak positions of the observed excitations for (2) and (3) in meV
(n.o. = not observed). In addition, the energy levels calculated with the GSA are given, where
the ZFS parameter extracted from the INS data were used.
(2) INS FDMR GSA (3) INS FDMR GSA
4.9(2) n.o. 5.7(2) n.o.
4.5(1) n.o. 5.3(2) n.o.
4.2(2) n.o. 4.2(2) n.o.
2.3(2) n.o. 1.87(3) n.o.
1.41(2) n.o. 1.11(1) 1.107(7) 1.11
1.24(7) n.o. 0.99(1) 0.993(6) 0.99
1.13(2) 1.127(5) 1.10 0.88(2) 0.883(6) 0.87
0.98(2) 0.975(5) 0.99 0.77(1) 0.772(7) 0.77
0.88(3) 0.873(6) 0.88 0.66(1) 0.657(7) 0.66
0.80(2) 0.803(7) 0.78 0.55(2) 0.551(10) 0.56
0.70(2) 0.687(5) 0.68 0.48(1) n.o. 0.47
0.57(4) n.o. 0.58 0.45(1) n.o. 0.47
0.34(1) n.o. 0.38
0.31(1) n.o. 0.38
0.25(1) n.o. 0.29
0.21(3) n.o. 0.29
by comparing the ﬁtting results from the GSA of molecule (2) with the ones of molecule
(3). For molecule (3), the best ﬁt of the ground multiplet energy levels was obtained
with the crystal ﬁeld parameter D = −0.0447 meV and B04 = −8.0 · 10−7 meV and
again good agreement with the results from FDMR was found. Furthermore, similar
values have been obtained from a ligand ﬁeld study based on the angular overlap model
[107]. In addition, the ﬁne structure of the INS spectra gives rise to a small transverse
anisotropy component, for which (according to the data) an upper limit of E ≤ 0.005
meV could be estimated. The energies of the ground state multiplet, assuming only axial
anisotropy, are given in Table 4.2. Apart from the discrepancies at low energy, the GSA
provides a good ﬁt of the experimental data for molecule (3) and matches the spectro-
scopic data much more closely than those of molecule (2). The better agreement results
from the stronger ferromagnetic exchange interactions in molecule (3), causing a shift
of the lowest excited S-multiplet towards higher energies and thus lessens its inﬂuence
on the ground state multiplet. However, even for molecule (3) the GSA is not able to
explain the experimentally obtained energy barrier, which is Ueﬀ = 86.4 K. The crystal
ﬁeld parameters which have been obtained from INS, suggest a lower barrier of U = 75.2
K, e.g. the theoretical value is smaller than the experimental one. This unprecedented
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ﬁnding means that the magnetization relaxation must involve states that do not belong
to the ground state multiplet.
Another interesting aspect is, that the second order axial anisotropy parameter D, for
the systems (2) and (3) is approximately six times smaller than the one for (1), even
though the crystal structures of all molecules are very similar. This underlines the fact,
that D is directly related to the total spin S, as has been introduced in Eq. 2.2.7. The
projection of the individual single ion anisotropies di onto S leads to a greater total D
for molecules, that have a lower spin ground state S.
The investigations revealed, that the GSA cannot account accurately for the ground
multiplet level splitting of both Mn6 (S = 12) molecules. More importantly, it com-
pletely fails to describe the relaxation dynamics within the molecule, since it cannot
reproduce the correct value of the energy barrier against the reversal of the magnetiza-
tion. As has been shown above, there is a strong relation between the strength of the
isotropic exchange interactions and the eﬀective barrier Ueﬀ. In order to understand this
relationship, a model is needed, which goes beyond the GSA and treats the crystal ﬁeld
splitting and the Heisenberg exchange interactions on equal footings.
Full Hamiltonian
On a microscopic basis, the Mn6 molecules can be modeled by the Hamiltonian intro-
duced in Eq. 4.2. This Hamiltonian takes into account both, the individual exchange
interactions between the diﬀerent ions within the cluster and the ZFS interactions at
the individual Mn3+ sites. The particular structure of Mn6 allows the number of free
parameters in Eq. 4.2 to be constrained, e.g. it can be assumed that the three intra-
triangle exchange interactions are equal (see Fig. 4.13). In addition, the ligand cages
of sites 1 and 3 are rather similar and thus the corresponding crystal ﬁeld parameters
were set to be equal as well. Since the molecule possesses an inversion center, sites 1 and
1’, 2 and 2’, 3 and 3’ are equivalent, which further reduces the number of parameters
(Fig. 4.13). In total, both Mn6 (S = 12) molecules could be described by a set of nine
free parameters, including three diﬀerent exchange constants J1, J2, J3 and two sets of
crystal ﬁeld parameters d1, c1, e1 and d2, c2, e2. The dominant crystal ﬁeld terms are the
second order axial ones, while the other terms (second order transverse and fourth order
axial) are much weaker. Although the INS and FDMR measurements provided a great
number of transitions to be observed, the experimental information were not suﬃcient
to ﬁx all four small c and e parameters and therefore it was chosen to constrain the
ratios c1/c2 and e1/e2 to the ratio d1/d2.
With the remaining crystal ﬁeld and exchange parameter, a successful ﬁt of the observed
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INS peak positions could be performed. For the ﬁtting, all free parameter were allowed
to vary simultaneously and for each cycle, the eigenvalues of the Hamiltonian matrix
were obtained numerically using the exact diagonalization method. The assignment of
the observed peaks to intra-multiplet or inter-multiplet transitions has been conﬁrmed
by comparison with the FDMR results, where intense transitions only occur between
states whose dominant components have the same total spin.
The results for Mn6 (2) are summarized in Table 4.3. As expected from magnetisation
measurements, the exchange in (2) is predominantly ferromagnetic, where the strongest
coupling occurs between the two triangular units (J1). The ferromagnetic coupling J2
within the triangles has about half the size of J1, while the second inter triangular cou-
pling J3 is much smaller and antiferromagnetic.
The large axial anisotropy parameters di reﬂect the strong uniaxial distortion of the
octahedral cages around the Mn ions. In contrast, the nonaxial contributions to H ap-
pear to be a few percent of the axial ones but too small to be determined precisely with
the measured data. Based on the parameters listed in Table 4.3 the INS data could be
successfully reproduced, as can be seen by the solid lines in Figs. 4.8(e) and 4.9(a).
The low energy part of the calculated energy level diagram for molecule (2) is depict in
Fig. 4.14(a), where the colourmap represents the corresponding eﬀective spin associated
with the involved spin wave function. The fact, that the ferromagnetic exchange cou-
plings have the same order of magnitude as the axial crystal ﬁeld parameter, manifests in
a nesting of several excited multiplets within the ground S = 12 one. For instance, there
are four energy levels belonging to MS = ±11 states, which lie below the eﬀective energy
J2
Mn(1’)
Mn(2)
Mn(3)
Mn(3’)
Mn(1)
Mn(2’)
J2
J2
J3
J2
J2J2
J3
J1
Figure 4.13.: Leading exchange interactions within the Mn6 molecules (2) and (3). The single
ion spins are highlighted as green arrows. Reprinted from [89]. Copyright (2010) by the American
Physical Society.
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Table 4.3.: Isotropic exchange and CF parameters for Eq. 4.2 (in meV) deduced by ﬁtting INS
and FDMR data for the two Mn6 S = 12 compounds.
Ueﬀ (K) J1 J2 J3 d1 d2 c1
(2) 53.0 -0.61(5) -0.31(3) 0.07(1) -0.23(1) -0.97(2) -0.0008(3)
(3) 86.4 -0.84(5) -0.59(3) 0.01(1) -0.20(1) -0.76(2) -0.0010(3)
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Figure 4.14.: (a) Energy levels as a function of the z-component of the total spin for Mn6
(2). The colour maps Seﬀ, where 〈S2〉 = Seﬀ(Seﬀ + 1). The black dashed line indicates the
experimentally observed energy barrier Ueﬀ. (b) Energy level diagram calculated with the GSA.
The ground multiplet has S = 12. Reprinted from [90]. Copyright (2008) by the American
Physical Society.
barrier Ueﬀ ≈ 4.6 meV and which can be associated with diﬀerent excited S-multiplets.
The nesting leads to a very large degree of S-mixing of the spin wave functions and
strongly inﬂuences the relaxation behaviour.
Similar ﬁndings have been made for molecule (3). The best agreement between the
theoretical calculations and the data from INS and FDMR could be achieved with the
exchange and crystal ﬁeld parameters listed in Table 4.3, where the corresponding cal-
culations for the INS scattering function are included in Figs. 4.8(f), 4.9(b) and 4.10.
In addition, also the characteristic Q-dependence of both, the intra- and the inter-
multiplet ground state transitions could be reproduced accurately, as can be seen from
Figure 4.11(b). Compared to (2), the ferromagnetic exchange interactions increased,
which can also be seen in the neutron data from the shift of the S = 11 multiplet to-
wards higher energies. On the other hand, the local axial anisotropy parameters remain
almost unchanged and thus the remarkable increase of the energy barrier can be directly
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Figure 4.15.: (a) Energy levels as a function of the z-component of the total spin for Mn6
(3). The colour maps Seﬀ, where 〈S2〉 = Seﬀ(Seﬀ + 1). The black dashed line indicates the
experimentally observed energy barrier Ueﬀ. (b) Energy level diagram calculated with the GSA.
The ground multiplet has S = 12. Reprinted from [90]. Copyright (2008) by the American
Physical Society.
attributed to the diﬀerent isotropic exchange interactions within the clusters3. Figure
4.15(a) shows the calculated energy level diagram for (3). Despite the stronger ferromag-
netic exchange, the nesting of S multiplets within the ground state one is still strong,
e.g. a multiplet with easy-plane eﬀective anisotropy is clearly visible around ∼ 5 meV,
well below the anisotropy barrier of the S = 12 ground state multiplet (∼ 6.8 meV).
4.4. Discussion
The experimental data collected on the three variants of Mn6 SMMs provide direct
evidence that a general feature for this class of compounds is the nesting of excited
multiplets within the ground state one. This is an unavoidable eﬀect when the isotropic
exchange parameters and the single ion anisotropy parameters possess the same energy
scale, as it is the case for Mn6. By comparing the energy level diagrams of the full
microscopic spin Hamiltonian (Figs. 4.6(a) 4.14(a) and 4.15(a)) with the level scheme
derived with the GSH (Figs. 4.6(b) 4.15(b) and 4.15(b)), it becomes immediately clear
that the giant spin mapping completely breaks down in all three molecules, not only for
the large S-mixing in the wave functions, but more fundamentally for failing to account
for the number of states located below the barrier.
3 Note that again, the non axial contributions to H were to small to be determined from a ﬁt of the
INS and FDMR data.
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Figure 4.16.: T dependence of the leading relaxation time τ . Black circles and red squares
are experimental data of (3) [83] and (2) [1], respectively. In the thermally activated regime,
τ ∼= τ0 exp(U/kBT ) with U ∼= 86.4 K, τ0 ∼= 2× 10−10 sec for (3) and U ∼= 53.1 K, τ0 ∼= 8 × 10−10
sec for (2). Solid lines are the present theoretical calculations (red for (2) and black for (3)).
The dashed line is the result for (2) when excited multiplets are neglected. Reprinted from [90].
Copyright (2008) by the American Physical Society.
Since the main diﬀerence between the two high spin Mn6 molecules (2) and (3) are the
positions of the excited S manifolds, these systems provide the possibility to investigate
the role of these manifolds in determining the relaxation behaviour. This issue has been
addressed by Carretta et al., who have performed calculations of the relaxation dynam-
ics for the two molecules, based on the ﬁndings mentioned in this section [90]. The
relaxation dynamics have been studied by modeling the phonon-assisted barrier crossing
mechanism, where the main contribution to the magneto elastic coupling comes from
the modulation of the electric-quadrupole moment of each Mn3+-ion by Debye acoustic
phonons [97]. From the calculation of the corresponding transition rates between pairs
of eigenstates of Eq. 4.2 the low temperature relaxation spectrum for the two Mn6
molecules can be evaluated [90].
Figure 4.16 displays the experimentally obtained relaxation behaviour as a function
of temperature for molecules (2) [83] and (3) [1] together with the theoretical calcu-
lations. For both systems, the relaxation spectrum is characterized by a single dom-
inating relaxation time, whose T -dependence displays a nearly Arrhenius behaviour
τ(T ) = τ0 exp(U/kBT ), in agreement with the experimental ﬁndings. This monoex-
ponential behaviour of τ is not a priori obvious, since many diﬀerent relaxation paths
passing through excited S-multiplets can contribute to the decay of the magnetisation.
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However, the reason for the presence of a single dominating time is essentially the same
as in the conventional giant spin SMM4. In spite of multiple nesting, the low energy levels
continue to retain a double-well structure (Figs. 4.14(a) and 4.15(a)), which leads to two
separated time scales in the relaxation dynamics of the magnetization M . On the one
hand, many fast intrawell processes produce a internal equilibrium of each well, while the
overall well-occupation probabilities are governed by a single very slow interwell process.
In the case of low temperatures and low magnetic ﬁelds, thermal ﬂuctuations mainly
result in unbalancing the relative population of the two wells and the regression of these
ﬂuctuations occurs through the slow process only, resulting in a single-time behaviour.
In contrast to the GSA, where the relaxation appears via a multistep process involving
only the zero ﬁeld split ground state multiplet, the process becomes less obvious when
many other excited S-multiplets are involved. In this case, the energy barrier U does not
simply reﬂect the anisotropy of the molecule, but has to be seen as an eﬀective value,
which results from a nontrivial weighted average of the energies of levels involved in
the direct interwell transition path. Thus, U is not simply determined by the ground-
multiplet anisotropy alone, but by the mutual interplay of anisotropy and exchange. For
example, the signiﬁcant increase of U in molecule (3) with respect to (2) results from
the substantially larger exchange interactions of the former one. If one artiﬁcially iso-
lates the ground spin multiplet of (2) by strongly increasing the ferromagnetic exchange
interactions, the barrier height reaches a value close to 100 K, which is indicated by the
dashed line in Fig. 4.16. It is important to stress, that the value of the eﬀective barrier
is not set by the energy of the lowest MS eigenstate.
Following the same procedure adopted for the two S = 12 molecules (2) and (3), also the
relaxation dynamics of the S = 4 molecule (1) have been studied and a very similar be-
haviour has been found. Also in this case the relaxation dynamics of M are characterized
by a single dominating relaxation time with a nearly Arrhenius like behaviour, where
the corresponding relaxation processes (fast intra-well- and slow inter-well-processes) are
the same as described above. As can be observed from the energy level diagram of Fig.
4.6(a) there are several (ground state and excited S-state) levels that can be involved in
the inter-well relaxation process, giving rise to an overall eﬀective barrier Ueﬀ diﬀerent
from the simple energy diﬀerence between the M = 0 and M = ±4 states. The corre-
sponding calculated energy barrier Ucalc= 32 K reproduces quite well the experimental
value, Ueﬀ= 28 K. The lowering of the barrier is therefore attributed to the presence of
4Since the Hamiltonian is almost axial, the z component of the total spin is conserved, even if S2 is not.
Thus, the selection rule |ΔM | ≤ 2 for phonon-induced transitions (see Sec. 2.2.1) remains relevant
and the S-mixing in the wave functions does not change the degree of time-scale separation of intra-
and inter-well processes.
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these extra paths. Indeed, the calculations for artiﬁcially isolated S = 4 yield U = 47 K
[89].
Apart from strongly inﬂuencing the phonon mediated relaxation processes, the excited
S-multiplets that are nested within the ground state one also give rise to quantum tun-
neling of the magnetization between states belonging to diﬀerent multiplets. This results
in additional steps in the ﬁeld dependent magnetization, which cannot be explained by
conventional intra-multiplet type level crossings [108, 104, 109, 110, 111]. The additional
steps result from resonant incoherent tunneling processes between diﬀerent S-multiplets.
Using the parameters given in Table 4.3 one can predict at which values of the applied
magnetic ﬁeld such tunneling occurs and it was shown in Ref. [90] that the calculated
level crossings are in good agreement with the experimentally observed ones.
Finally, some further comments can be made regarding the D value for the ground state
of each molecule. While no large diﬀerence between the local d parameter of the low (1)
and high ((2) and (3)) spin molecules is expected, the overall D value, as determined
using the GSH approximation, is much higher for the S = 4 molecule (D ≈ −0.26 meV)
than for the high spin molecules (D ≈ −0.046 meV). However, this observation should
not be misinterpreted. The diﬀerence arises from the fact that D depends on the pro-
jection of the individual single-ion anisotropies of each magnetic ion onto the total spin
quantum number S. In the case where the S-mixing is negligible and the spin ground
state is a good quantum number, the D parameter for a speciﬁc state S can be written
as linear combination of the single-ion anisotropy tensors (see Eq. 2.39 and [31]). The
projection coeﬃcients of the single ion anisotropy to spin states of diﬀerent S values can
diﬀer signiﬁcantly, giving rise to considerably diﬀerent D values. The ligand ﬁeld study
of various members of the Mn6 family provides experimental evidence for this [107]. Re-
cent theoretical studies proposed that the intrinsic relationship between S and D causes
a scaling of U that goes approximately with S0 (see Ref. [36] and [35]), raising the
question whether it is worth trying to increase the value of spin ground state to obtain
a larger energy barrier. Indeed, higher spin ground states would correspond to lower D
parameters, neutralizing the overall eﬀect on the height of the anisotropy barrier. In
recently performed electron paramagnetic resonance studies the authors proposed that
the barrier goes roughly with S1 instead [112]. In the speciﬁc case of Mn6, because of
the very large S-mixing, the projection onto a well deﬁned spin state is no more justiﬁed
and it is not possible to associate the barrier U to a deﬁned S value. However, if one
considers the eﬀective anisotropy barrier for artiﬁcially isolated S=4 and S=12 states
(i.e. U = 47 K for (1) and U = 105 K for (2)), one can conﬁrm that the barrier does
not go quadratically with S, as one could naively deduce from the equation U = |D|S2.
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Indeed, US=12/US=4 = 2.2  122/42=9. This conﬁrms what has been pointed out in
Ref. [36], i.e. even though the highest anisotropy barrier is obtained with the molecule
with the highest spin ground state, the increase of the total spin is not as eﬃcient as one
would expect and alternative routes, like increasing the single ion anisotropy, should be
considered.
4.5. Conclusions
In conclusion, by studying three diﬀerent variants of Mn6, it could be shown, that
the excited S multiplets that overlap with the ground state one, have a tremendous
inﬂuence on the relaxation processes in the molecules. The giant spin picture, which
was successfully used to describe conventional SMM having well separated S multiplets,
turned out to be completely inappropriate for the Mn6 clusters, because the eﬀective
energy barrier for the reversal of the magnetization depends crucially on the position of
the excited S-multiplets.
5. Nuclear and magnetic structure of
CaV2O4
This chapter describes (single crystal and powder) neutron and X-ray diﬀraction mea-
surements done to observe the crystal structure and magnetic order of CaV2O4 over range
of temperatures. The data reveal a complex double-chain structure of V3+-ions giving
rise to quasi-one-dimensional antiferromagnetic exchange interactions and a strongly
reduced magnetic ordering temperature. The magnetic structure was found to be non-
collinear and the corresponding interactions were interpreted in terms of orbital conﬁgu-
rations. Additionally, high temperature dc-susceptibility data are presented, which were
analysed by means of exact diagonalization calculations based on a S = 1 Heisenberg
model with antiferromagnetic nearest and next nearest neighbour exchange interactions.
5.1. Nuclear structure
The following section focuses on the nuclear structure of CaV2O4. A complementary
powder diﬀraction study has been done, using both neutron and X-ray radiation. The
data show a structural phase transition from an orthorhombic to a monoclinic structure
upon cooling. A combined reﬁnement was used in order to determine the crystal sym-
metry, the lattice parameters and the atomic positions for both structures. In addition
single crystal neutron diﬀraction was performed, which allowed particular reﬂections in
the region around the phase-transition to be investigated and thus further conclusions to
be drawn about the crystal symmetry. The obtained lattice structures were investigated
in terms of bond-distances and angles, degree of distortion and bond valences.
5.1.1. Introduction
The room temperature nuclear structure of CaV2O4 was ﬁrst investigated by Bertaut
and coworkers in 1955 [113]. By analysing the X-ray powder pattern using the method of
Fourier analysis they found out that CaV2O4 crystallizes in an orthorhombic structure
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with space group Pbnm (D162h) with a characteristically short b axis (≈ 3 Å). In 1956, 8
months after this paper, Hill et al. published an article in which they presented a de-
tailed analysis of the crystal structure of CaFe2O4 and β-CaCr2O4 [114]. Both materials
form a structure identical to that of CaV2O4, however, this work attracted a lot more
attention, and as a result nowadays this structure is known as the calcium ferrite-type
structure. Until today, a great number of other AB2O4-type compounds with CaFe2O4
structure was reported, where A and B represent the various number of elements1.
Throughout this thesis, the equivalent structural representation of [114] will be followed,
with the space group being Pnam and the short axis along the c-direction. All atoms
in CaV2O4 are placed on the Wykoﬀ position 4c, with (x, y, 14). In detail, the crystal
structure consists of two inequivalent Vanadium(III) sites, both in a distorted octahe-
dral geometry, coordinated by six oxygen ions. The VO6 octahedra of the same sites
are edge-sharing and form double chains running along the crystallographic c-direction.
The chains are joined to each other by octahedral corners in such a way, that they form
large enough tunnels to accommodate the calcium ions. The Ca2+-ions are eightfold
coordinated by oxygen, with six of the oxygen ions forming a trigonal prism, while the
two remaining ones lie on the same level as the calcium in staggered bond positions [114].
Materials with the CaFe2O4 structure are sometimes also called post-spinels. The reason
for this is that some spinel compounds transform into the 6 % denser CaFe2O4 struc-
ture under high pressure. For example the primal spinel MgAl2O4 transforms into a
CaFe2O4-type structure at pressures above 25 GPa [116]. Similar discoveries have been
made in LiMn2O4[117] and in CuRh2O4[118]. In the case of CaV2O4 it’s the large eight-
coordinated Ca2+-ions that are responsible for the post spinel structure, since they cause
chemical pressure which prevents the atoms from ordering in the spinel type fashion.
As part of this thesis, the nuclear structure of CaV2O4 was revised using high resolution
neutron as well as X-ray diﬀraction. Those two techniques complement one another, as
their scattering cross sections have diﬀerent sensitiveness to the various elements. In
the particular case of CaV2O4 the high amount of incoherent neutron scattering and
the negative scattering length of vanadium make it impossible to determine the vana-
dium positions with neutrons, and X-ray diﬀraction experiments are required. In return
oxygen has a very small X-ray scattering cross section, which makes it necessary to
determine its positions with neutron scattering. For the interpretation of the magnetic
structure, which is crucially inﬂuenced by the particular arrangement of the d-orbitals
(see Sec. 5.3), it is essential to know the inter-atomic distances and bond-angles with
1Reported elements are A=Ba, Sr, Ca, Mg, Na, La, and Eu and B=La, Pr, Nd, Sm, Eu, Gd, Tb, Dy,
Ho, Yb, Lu, Y, Sc, In, Rh, Ti, Fe, V, Cr, Al, Ru, Mn, Ga and Tl (see references in [115])
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very high accuracy, thus making a combined reﬁnement indispensable.
DC-susceptibility as well as speciﬁc heat measurements revealed that CaV2O4 under-
goes a structural phase transition upon cooling (TS ≈ 141 K) [119]. In order to ﬁnd the
origin of this phase transition and to solve the low temperature nuclear structure, de-
tailed powder and single crystal diﬀraction measurements were performed over a broad
temperature range from T = 6− 300 K. The low temperature structure was found to be
monoclinic, with the monoclinic distortion in the b-c-plane.
5.1.2. Experimental details
The powder diﬀraction measurements were performed on the Swiss-Norwegian beamline
BM01B at ESRF, the neutron time-of-ﬂight powder diﬀractometer SEPD at IPNS Ar-
gonne and on a Rigaku TTRAX rotating anode X-ray powder diﬀractometer at Ames
Laboratory. The synchrotron and the neutron measurements were performed on pow-
ders from ground single crystals grown either by the image ﬂoating zone technique (syn-
chrotron case) or in the triarc furnace (neutron case), while the lab measurement was
performed on a powder made by solid state synthesis [119].
For the synchrotron measurements the ground powder was placed in a quartz capil-
lary with a diameter of 0.5 mm (thickness of the wall: 0.01 mm) and mounted onto
a rotating sample stick. Continuous rotation of the sample during the measurement is
normally used to minimize ‘preferred orientation eﬀects’, however, due to technical prob-
lems most of the measurements were done in static mode. In the rotating mode, the slit
size deﬁning the beam width was 1.6118 mm, while for the case of a static measurement
it could be reduced to 1.04704 mm. The X-ray wavelength chosen for the experiment
was λ = 0.520114 Å and scans were performed in the range 0.5◦ ≤ 2θ ≤ 46.0◦, with
the step-size being Δθ = 1.5625 · 10−3 degrees. The diﬀracted X-rays were detected
with an array of six scintillation counters, mounted behind six Si(111) analyser crystals,
thus providing a simultaneous measurement of six powder patterns. With this set-up an
intrinsic resolution (FWHM) of ≈ 0.015◦ could be achieved. The sample was mounted
inside a cryostat under Helium atmosphere and data were collected at T=10 K, 160 K
and 300 K.
The lab X-ray powder diﬀraction measurements were carried out by Yan et al. on a
rotating anode powder diﬀractometer employing Mo Kα radiation [120]. The scattered
intensity of the powder was recorded as a function of Bragg angle (2Θ) using a scintilla-
tion detector with a step-size of 0.01 degrees and the range of measured Bragg angles was
7◦-51◦. The maximum Bragg peak intensity to lowest background intensity ratio was
close to 200 with the strongest Bragg peaks registering nearly 5500 counts at their peak
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values. The diﬀractometer was equipped with a continuous ﬂow 4He cryostat, allowing
the temperature of a sample to be controlled between T = 5 − 300 K [121].
The neutron time-of-ﬂight powder diﬀraction measurements were performed by Yan et
al. [120] at the Special Environment Powder Diﬀractometer (SEPD). For the nuclear
structure reﬁnement, only the data from the high resolution 145° backscattering detector
banks (Δd/d=0.0034) were used (see also Sec. 3.1.2).
Detailed structural information about the high temperature orthorhombic as well as the
low temperature monoclinic structure were obtained by reﬁning data with high counting
rates from all three sources measured at T = 300 K and T = 10 K. All powder pat-
terns were reﬁned by the Rietveld method [69] using the program FULLPROF [122]. The
neutron atomic scattering lengths and X-ray atomic scattering coeﬃcients provided by
the program were used. In order to obtain the structural parameters with the highest
possible accuracy, the following strategy was employed: At ﬁrst, reﬁnements of each
individual pattern were performed, where for each pattern the particular instrument de-
pendent resolution function was used. As a starting point for the structural reﬁnement
of the room temperature data the orthorhombic space group Pnam was assumed, with
the lattice parameters and atomic positions reported in the literature [113]. For each
reﬁnement only those atomic parameters, which were found to be sensitive enough to
the particular method (neutrons or photons) were allowed to vary. By comparing the
results from diﬀerent methods and transferring particular parameters, the reﬁnement
could be optimized. In the ﬁnal step, a simultaneous reﬁnement of all three patterns
was performed, allowing all structural parameters to vary at the same time and thus
providing a high level of accuracy that could not be achieved with a single data set.
All three patterns were given the same weight, since they all contain equally important
information about the crystal structure.
For the reﬁnement of the low temperature structure the same method was applied, where
the ﬁnal high temperature parameters were used as starting values. From symmetry
analysis it was found that the highest symmetric subgroup which is in agreement with
the obtained data is the monoclinic space group P21/n11, with the monoclinic angle in
the b-c-plane. In this space group the z-coordinate of the atoms is no longer at a ﬁxed
position, so that the total number of reﬁnable atomic positions increases from 14 to 21,
compared with the high T structure. In addition the monoclinic angle was also reﬁned.
Diﬀerent powder preparation methods potentially inﬂuence the powder quality in terms
of impurity and micro structural eﬀects (e.g., micro strain). However, it can be assumed
that the crystal structure well below and well above the structural phase transition is
unique, so that a combined reﬁnement of all patterns will lead to the most accurate re-
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sult. The validity of this assumption was conﬁrmed by detailed structural investigations
of diﬀerent growth of CaV2O4 by Niazi and co-workers [119].
To complete the structural investigation, single crystal neutron diﬀraction measurements
were performed on the four-circle diﬀractometer E5 at HZB, Berlin. The investigated
single crystal of CaV2O4 originated from the same image furnace growth as the one used
in the synchrotron experiment. It had a cylindrical shape with dimensions d = 4 mm
and h = 6 mm. For the experiment it was glued on a sample stick and mounted on
an Eulian cradle sample holder. A Cu-monochromator in transmission geometry (220
planes) selected neutrons of wave length λ = 0.887 Å and an Erbium resonance ﬁlter was
used in order to suppress contribution from λ/2. Bragg reﬂections were measured with
a two-dimensional position sensitive 3He detector, being 90 × 90 mm2 in area (32×32
pixel). For the low temperature investigations, the sample was mounted inside a closed
cycle Helium refrigerator allowing to access temperatures between 300 K and 6 K.
5.1.3. Experimental results and analysis
The overall reﬁnement of the entire set of three powder patterns included ∼ 20000 data
points, which were ﬁtted with a total number of 73 parameters in the high T case (300
K) and 80 in the low T case (10 K). 30 (37 for low T ) of those parameters were used to
describe the crystal structure of CaV2O4, including atomic positions, lattice parameters
and isotropic displacement factors. The rest were needed to characterize the details
of the powder pattern and included parameters for peak shape, micro strain, preferred
orientation, zero oﬀset as well as 4 overall scale factors. In addition, in the neutron case
the background was ﬁtted to a polynomial function of seventh order, whereas for the
photon pattern the background points were selected manually and interpolated linearly.
For the single crystal reﬁnement of the room temperature structure, a large data set
with a total of 3128 (988 unique) reﬂections was collected. The integrated intensity of
each reﬂection was obtained using the multi-detector data-integration program RACER.
Further, the data were corrected for absorption and extinction with the program XTAL,
and the same program was used for the reﬁnement of the crystal structure. The overall
reﬁnement included 42 parameter, where 40 of them were attributed to the crystal
structure (atomic positions, occupancies and displacement factors). The remaining two
parameters were an overall scale factor and an extinction factor. Due to the high quality
of the data, it was possible to reﬁne the components of the tensor describing the elliptical
anisotropic displacement parameters for all atoms, except the vanadium.
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Figure 5.1.: (left) Powder diﬀraction pattern of CaV2O4 samples for diﬀerent techniques taken
at room temperature. The red dots indicate the measured data, the black line indicates the
calculated data, the blue line represents the diﬀerence of both and the green bars indicate the
(hkl) positions. For the synchrotron and neutron case additional impurity phases (V2O3 and
CaVO3) were reﬁned. In this case the lower lying green bars stand for the (hkl) positions of the
impurity. Note that in Figure (c) the lattice spacing d is displayed on the x-axis (conversion from
time-of-ﬂight to d via: tof= 7543.71d− 3.41d2 − 8.7669). (right) Weighted diﬀerence plot for the
ﬁt of the corresponding ﬁgures on the left side. The inset contains the ﬁt agreement factors.
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High temperature phase
In Figs. 5.1(a), 5.1(c) and 5.1(e) the reﬁned powder pattern measured at T = 300 K
are displayed. By assuming orthorhombic crystal symmetry and space group Pnam, it
was possible for all patterns to achieve very high agreement between the measured and
the calculated data (RF ≈ 3.0%)2. For the samples made from crushed pieces of single
crystals, additionally trace amounts of an impurity phase were identiﬁed. In the case of
the synchrotron measurement, where the investigated powder was made from annealed
single crystals grown with the optical ﬂoating zone technique, we clearly identiﬁed the
impurity to be V2O3 (∼ 0.6 mol %). Using the structural parameters of V2O3 reported
by Rozier et al. [123] all additional peaks, not corresponding to the CaV2O4 main phase
could be indexed. As an example, a selected part of the powder pattern is shown in
Figure 5.2(a), where the black arrows indicate the imputity reﬂections.
On the other hand, the origin of additional peaks apparent in the neutron diﬀraction
pattern, which was obtained from crushed crystals of an annealed triarc growth, could
not be attributed to V2O3, but to CaVO3 (∼ 1.5 mol %). With the structural data
of Fálcon et al. [124] it was possible to index all additional reﬂections, which did not
belong to the CaV2O4 main phase. A selected part of the reﬁned pattern including
characteristic peaks of the CaVO3 impurity phase is displayed in Fig. 5.2(b).
A very helpful graphical tool to identify impurity phases as well as other irregularities
between the observed and calculated data is the weighted diﬀerence plot ((yi − yci)/σi
vs. 2Θ or d, respectively) shown for all three pattern in the left side of Fig. 5.1. A closer
look at Figs. 5.1(b) and 5.1(d) reveals that the lab X-ray and the synchrotron data show
some discrepancies between the observed and calculated points. In the synchrotron case,
those discrepancies can be attributed to preferred orientation eﬀects resulting from the
very thin and static capillary in which the powder was ﬁlled for the experiment. Pre-
ferred orientation leads to intensity mismatch of certain Bragg reﬂections, which either
contribute too much or too less to the scattering, compared to the case of a completely
randomly distributed powder. The intensity mismatch of Bragg reﬂections in the low 2Θ
region of the lab X-ray pattern is caused by strong asymmetric axial divergence, which
could not entirely modelled by the proﬁle function that was used. In the higher 2Θ
region again preferred orientation eﬀects might be the reason for the strong deviation
from zero of the weighted diﬀerences. However, apart from those minor irregularities,
all data could be very accurately ﬁtted by the model, as can be also seen by the low
agreement factors, displayed in Fig. 5.1.
2For a deﬁnition of RF and further agreement factors see Sec. 3.1.2.
106 Nuclear and magnetic structure of CaV2O4
12 14 16
0
2Θ (deg)
In
te
ns
ity
 (a
rb.
 un
its
)
 ↓
 ↓
V2O3
 ↓  ↓
(a) synchrotron, ﬂoating zone crystal
1.8 2 2.2
0
d (Å)
In
te
ns
ity
 (a
rb.
 un
its
)
 ↓
CaVO3
 ↓
(b) neutron, triarc crystal
Figure 5.2.: Section of powder diﬀraction pattern of CaV2O4 from (a) synchrotron data and
(b) neutron TOF data taken at T = 300 K. In (a) the V2O3 impurity peaks are indicated by
arrows, while in (b) the arrows indicate reﬂections arising from a CaVO3 impurity.
To account for the particular peak shape of Bragg reﬂections in the powder pattern,
they were ﬁtted with instrument speciﬁc proﬁle functions. In the case of lab X-rays this
function is a conventional pseudo-Voigt, while for the synchrotron case a pseudo-Voigt
function convoluted with an axial divergence asymmetry function was used. The res-
olution function of the neutron TOF instrument is a pseudo-Voigt convoluted with a
back-to-back exponential function. A remarkable eﬀect was found for the samples made
from crushed single crystals. These showed a systematic anisotropic peak broadening,
which could not be modelled with the normal resolution function of the spectrometer.
The reason for the broadening was found to be microscopic strain within the small grains
of the powder. Using a model based on the multidimensional distribution of lattice met-
rics proposed by Stephens [72], we were able to reﬁne six additional anisotropic strain
parameters, in agreement with the orthorhombic lattice (see Figure 5.3). It was found
that the strain is especially pronounced along the crystallographic c-direction (chain
direction), indicating that the bonds along the chains are stronger than perpendicular
to them. In Figure 5.3 this issue is clariﬁed by comparing two sections of the high T
synchrotron pattern, where one was reﬁned using the resolution function of the diﬀrac-
tometer, while for the other one a micro-strain model was applied. The improvement of
the reﬁnement using the latter model is obvious.
Even though the measured powder pattern are of very high quality and for all of them
an excellent ﬁt between the observed and calculated proﬁles was obtained, the most ac-
curate determination of the atomic positions was reached with the single crystal neutron
diﬀraction experiment. The reﬁnement of the single crystal data was performed in two
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Figure 5.3.: Part of the synchrotron diﬀraction pattern of the high temperature phase of
CaV2O4. (top) Comparison of the observed pattern with the calculated pattern using the
resolution function of the diﬀractometer. (bottom) Observed and calculated pattern using an
anisotropic strain model. The following anisotropic strain parameters according to equation
(3.38) have been used: S400 = 0.0307(6);S040 = 0.0177(3);S004 = 5.2(1);S220 = 0.009(2);S202 =
1.23(4);S022 = 2.09(4).
steps. At ﬁrst the atomic positions as well as the anisotropic displacement parameters
and a scale factor were reﬁned simultaneously, assuming a totally stoichiometric sample.
Secondly, those parameters were all ﬁxed and only the occupancies were allowed to vary.
The lattice parameters and the thermal displacement parameters of vanadium were not
reﬁned at all, but taken from the Synchrotron powder data. With this procedure an ex-
cellent reﬁnement result was obtained with a residual factor RF = 0.032 (Rw = 0.032).
In Fig. 5.4 the high agreement between observed and calculated structures is visualized
in a Fobs-Fcalc-plot.
The ﬁnal structural and (isotropic) thermal parameters from the powder and single
crystal reﬁnement of the high temperature nuclear phase of CaV2O4 are summarized in
Tables 5.1 and 5.2, while the corresponding unit-cell parameters are given in Tab. 5.3.
Additional information about the anisotropic thermal parameters extracted from single
crystal diﬀraction can be found in Appendix B.2. It is noticeable, that there is no appre-
ciable diﬀerence between the structural parameters obtained with diﬀerent methods on
diﬀerent samples, underlining that the powder preparation has very little inﬂuence on
the crystal structure at this temperature. The most accurate atomic positions could be
extracted from the single crystal reﬁnement, with the error bar being almost an order of
magnitude smaller than for the powder data. On the other hand, the determination of
the unit cell parameters is less precise with the single crystal data. To account for this, it
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Figure 5.4.: Observed vs. calculated integrated Bragg intensity of CaV2O4 nuclear reﬂections
measured on E5 at T = 300 K.
was decided to use the parameter obtained with synchrotron powder diﬀraction as ﬁxed
parameter in the single crystal reﬁnement, since the high resolution of the synchrotron
powder diﬀractometer allowed a very accurate determination of Bragg peak positions
and thus of the unit cell dimensions as well. It is important to mention that the combi-
nation of the neutron single crystal and the synchrotron powder data also provides the
most complementary results, since both were performed on pieces of the same ﬂoating
zone grown crystal.
Low temperature phase
Upon cooling CaV2O4 undergoes a structural phase transition from orthorhombic to
monoclinic, where the transition temperature Tc varies for diﬀerent samples between
Tc ≈ 110 − 145 K [119]. This transition is accompanied by a systematic split of Bragg
reﬂections (hkl) with l = 0. To clarify this behaviour, some selected Bragg peaks from
the synchrotron data at high and low T are shown in Fig. 5.5. The reason for the split-
ting is a monoclinic distortion of the b-c-plane, with an angle α > 90◦. The distortion
leads to a loss of the two screw axes along b and c and therefore reﬂections with (hkl)
and (h-kl) no longer appear at the same 2Θ angle. The highest space group consistent
with this reduction of symmetry is space group P21/n11. In this space group, the atomic
z-coordinate is no longer a special position and appears as an additional parameter in
the reﬁnement.
Since there is no indication of a further symmetry reduction, space group P21/n11 was
used for the reﬁnement of the low temperature powder pattern. The reﬁned neutron,
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Table 5.1.: Atomic coordinates of CaV2O4 in orthorhombic space group Pnam as obtained from
the nuclear structure reﬁnement. The z coordinate is at ﬁx position z = 1/4. The abbreviation
(p) and (sc) stand for (powder) and (single crystal), respectively.
x(Pnam) neutron (p) lab X-ray synchrotron multi neutron (sc) ref. [113]
Ca 0.7547(3) 0.7547(2) 0.7543(2) 0.7548(3) 0.75498(7) 0.759
V1 0.4331 0.4334(1) 0.4335(1) 0.4331(2) 0.4315(7) 0.428
V2 0.4194 0.4199(1) 0.4197(1) 0.4194(2) 0.4200(7) 0.428
O1 0.2082(2) 0.2111(4) 0.2114(4) 0.2095(5) 0.20997(5) 0.209
O2 0.1196(2) 0.1157(4) 0.1168(3) 0.1169(5) 0.11715(5) 0.117
O3 0.5225(2) 0.5195(5) 0.5192(4) 0.5202(6) 0.52147(6) 0.530
O4 0.4196(3) 0.4186(4) 0.4200(4) 0.4190(5) 0.41862(5) 0.437
y(Pnam) neutron (p) lab X-ray synchrotron multi neutron (sc) ref. [113]
Ca 0.6541(3) 0.6544(1) 0.6537(1) 0.6544(2) 0.65472(6) 0.654
V1 0.6117 0.6114(1) 0.61177(9) 0.6117(1) 0.6121(7) 0.605
V2 0.1046 0.1046(1) 0.10441(9) 0.1046(1) 0.1037(7) 0.105
O1 0.1616(2) 0.1617(4) 0.1583(3) 0.1608(5) 0.16232(5) 0.145
O2 0.4748(2) 0.4757(4) 0.4757(3) 0.4759(5) 0.47564(5) 0.500
O3 0.7815(2) 0.7815(4) 0.7796(3) 0.7811(5) 0.78144(5) 0.775
O4 0.4278(2) 0.4262(4) 0.4277(3) 0.4269(4) 0.42752(5) 0.413
Table 5.2.: Isotropic displacement parameter for CaV2O4 obtained by Rietveld reﬁnement of
powder data. (p) stands for powder data.
Pnam B(Å2) neutron (p) lab X-ray synchrotron multi
Ca 0.76(5) 0.77(3) 0.89(3) 0.70(4)
V1 0.48 0.62(2) 0.444(9) 0.48(2)
V2 0.48 0.62(2) 0.444(9) 0.48(2)
O1 0.31(2) 0.75(4) 0.62(4) 0.55(5)
O2 0.31(2) 0.75(4) 0.62(4) 0.55(5)
O3 0.31(2) 0.75(4) 0.62(4) 0.55(5)
O4 0.31(2) 0.75(4) 0.62(4) 0.55(5)
Table 5.3.: Lattice vectors of CaV2O4 in orthorhombic space group Pnam as obtained from
the nuclear structure reﬁnement. The abbreviation (p) and (sc) stand for (powder) and (single
crystal), respectively.
Pnam a(Å) b(Å) c(Å) α=β=γ V(Å3)
Neutron (p) 9.2081(1) 10.6772(2) 3.00761(4) 90.0 296.567(7)
Lab X-ray 9.2153(2) 10.6841(2) 3.01107(5) 90.0 296.459(8)
Synchrotron 9.20800(5) 10.67866(5) 3.00596(2) 90.0 295.573(3)
Multi 9.2078(1) 10.6772(1) 3.00798(5) 90.0 295.724(7)
Neutron (sc) 9.2015(9) 10.6756(2) 3.0057(1) 90.0 295.254(3)
Ref. [113] 9.20 10.66 3.01 90.0 295.197
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Figure 5.5.: Selected peaks of the high T and low T structure of CaV2O4, obtained with
synchrotron powder diﬀraction.
synchrotron and lab X-ray powder pattern of the T = 10 K data are shown at the left
side of Fig. 5.6, while the weighted diﬀerence plot of these data is displayed at the right
side of the same ﬁgure. For all pattern a very good agreement between the observed and
calculated Bragg intensities was obtained (2.82 ≤ RF ≤ 6.90). The impurities detected
in the high temperature case are of course also apparent in the low temperature data,
however, the reduction of symmetry of the main phase causes an increase of total Bragg
reﬂections, which leads to shadowing of peaks coming from the impurity. For this reason
it was not possible anymore to reﬁne a scale factor for the V2O3 impurity in the syn-
chrotron pattern and therefore the fraction of impurity was ﬁxed to the high T value.
Here, one additionally had to take into account that V2O3 also undergoes a structural
phase transition upon cooling from trigonal to monoclinic, and for this reason the low
T structure was used for the reﬁnement [123, 119]. On the other hand, some of the
reﬂections from the CaVO3 impurity phase apparent in the neutron powder data could
be unambiguously identiﬁed, such that a two phase reﬁnement was possible in this case.
The weighted diﬀerence plot in Fig. 5.6(f) underlines the high ﬁt quality of the neutron
powder data. The only appreciable irregularity is the one at d ≈ 3.6 Å. At this position
a magnetic Bragg reﬂection occurs, resulting from the antiferromagnetic ordering at low
T . For the ﬁnal reﬁnement this magnetic peak was removed from the pattern, however,
this topic will be picked up again in the next chapter, when the reﬁnement of the mag-
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netic structure will be discussed.
A closer look at the weighted diﬀerence plots for the synchrotron and lab X-ray data re-
veals, that the ﬁtting of the observed pattern is slightly worse, than for the high T data.
Similar to the high T case, preferred orientation eﬀects lead to an intensity mismatch of
some particular reﬂections and in addition, a small amount of underlying impurity re-
ﬂections gives rise to some minor deviations between the observed and calculated Bragg
intensities, at least in the synchrotron case. However, the main reason for the degrada-
tion of the ﬁt quality is the characteristic way in which the monoclinic splitting occurs.
As can be for example seen in the left picture of Fig. 5.5, the two split peaks (1,−3, 1)
and (1, 3, 1) have a strong asymmetric shape with a long tail in the direction of the
neighbouring twin. The overlap of both tails leads to a hyperbolic cosine-like shape,
which is very diﬃcult to model and therefore lead to a noisier ((yobs-ycalc)/σobs)-plot.
The monoclinic twinning was also the reason that prevented an accurate structure
determination of the low temperature phase from single crystal neutron diﬀraction data.
Conventional integration routines for multi-detector single crystal data (such as RACER)
fail to separate the split peaks, since most of them strongly overlap.
In Tables 5.4, 5.5 and 5.6 the ﬁnal structural parameter from the powder reﬁnement of
the T = 10 K data are summarized. As for the high temperature reﬁnement no signif-
icant diﬀerence between the particular solutions can be noticed, verifying that the low
temperature crystal structure is not (or only marginally) sample dependent. In contrast
to the orthorhombic phase, the particular atoms in the monoclinic phase are no longer
located at special Wyckoﬀ position 4c (x,y,1/4) and therefore the z-components of the
atomic positions were also allowed to vary.
A main characteristic of the monoclinic phase is the angle between the b- and c-directions
of the unit cell, which deviates from the right-angled orthorhombic one. This diﬀerence
is Δα = αm − αo ≈ 0.8◦, which indicates that the monoclinic distortion is strong in
CaV2O4. In comparison, e.g. in the vanadium(III) based perovskite materials (RVO3,
with R=lanthanide atom) which undergo a similar structural phase transition, the vari-
ation of the monoclinic angle is only Δα ≈ 0.08◦ [125], being one order of magnitude
smaller than in the present case.
In addition, the reﬁnement of the low temperature data reveals a slight reduction of
the a- and c- lattice constants, leading to an ≈ 5%-volume reduction compared to the
structure at room temperature (see tables 5.3 and 5.6). An additional reﬁnement of a
synchrotron powder pattern taken at T = 160 K allowed some further information about
the temperature dependence of the lattice constants to be deduced and will be discussed
in the next subsection.
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Figure 5.6.: (left) Powder diﬀraction pattern of CaV2O4 samples for diﬀerent techniques taken
at T = 10 K. The red dots indicate the measured data, the black line indicates the calculated
data, the blue line represents the diﬀerence of both and the green bar indicate the (hkl) positions.
For the neutron case an additional impurity phase was reﬁned (CaVO3). In this case the lower
lying green bars stand for the (hkl) positions of the impurity. Note that in Figure (c) the lattice
spacing d is displayed on the x-axis (conversion from time-of-ﬂight to d via: tof= 7535.57d −
3.74d2 − 9.7366). (right) Weighted diﬀerence plot for the ﬁt of the corresponding ﬁgures on the
left side. The inset contains the ﬁt agreement factors.
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Region of phase transition
For a better understanding of the nuclear phase transition, studies of selected Bragg
reﬂections as a function of temperature were performed using single crystal neutron
diﬀraction. In particular the measurements focused on two issues. Firstly, a temper-
ature dependent investigation of strong Bragg peaks, which are known to split in the
monoclinic phase, provided information about the character of the phase transition. On
the other hand various forbidden Bragg reﬂections were investigated in order to conﬁrm
the assumed low temperature space group symmetry.
Depending on the crystal symmetry, interference eﬀects can lead to a systematic can-
cellation of particular Bragg reﬂections. For the space groups of the high and low T
structure of CaV2O4 (Pnam and P21/n11), the following reﬂection conditions are valid:
Pnam : h0l : h = 2n; 0kl : k + l = 2n (5.1)
P21/n11 : h00 : h = 2n; 0kl : k + l = 2n (5.2)
where n is an integer. A list of Bragg reﬂections forbidden by these conditions in both
phases, were measured in the temperature range 6 ≤ T ≤ 180 K, where the list contained
the following reﬂections: ((100), (300), (500), (010), (001), (021), (041)). None of those
reﬂections showed any intensity throughout the whole T scan. Intensity found for the (1
0 0) reﬂection in a ﬁrst scan, could be later identiﬁed as multi scattering processes and
a second scan for which the scattering plane was rotated by a certain angle φ, resulted
in zero Bragg intensity.
It should also be mentioned that no additional Bragg reﬂections appeared below the
structural phase transition. For example, the reﬂection (101), which is not allowed in
Pnam, but is allowed in P21/n11, did not have any intensity. Since the investigations
brought no evidence for a further reduction of symmetry, the highest space group con-
sistent with crystal symmetry was assumed for the low temperature phase. This space
group is monoclinic P21/n113.
Apart from the forbidden reﬂections, the intensity of several strong reﬂections has been
measured as a function of temperature. Figure 5.7(a) displays the integrated intensity of
the (031) Bragg position (orthorhombic notation). Below TS ≈ 147 K, the Bragg peak
3If for example the (100) Bragg reﬂection would have gotten some intensity in the low temperature
phase, than the highest allowed space group would have been Pn11 (no. 7) instead of P21/n11 (no.
14).
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Table 5.4.: Atomic coordinates of CaV2O4 in monoclinic space group P21/n11 as obtained from
the nuclear structure reﬁnement. The abbreviation (p) stands for powder.
x(P21/n11) neutron (p) lab X-ray synchrotron multi
Ca 0.7557(3) 0.7558(3) 0.7561(3) 0.7557(3)
V1 0.4324 0.4330(2) 0.4326(2) 0.4324(2)
V2 0.4198 0.4194(2) 0.4194(2) 0.4198(2)
O1 0.2087(2) 0.2105(8) 0.2115(5) 0.2093(5)
O2 0.1197(2) 0.1151(6) 0.1191(5) 0.1197(5)
O3 0.5217(2) 0.5180(9) 0.5193(7) 0.5206(6)
O4 0.4191(2) 0.4185(7) 0.4168(5) 0.4183(5)
y(P21/n11) neutron (p) lab X-ray synchrotron multi
Ca 0.6542(2) 0.6546(2) 0.6549(2) 0.6548(2)
V1 0.6116 0.6115(2) 0.6114(2) 0.6116(2)
V2 0.1047 0.1050(2) 0.1054(1) 0.1047(2)
O1 0.1611(2) 0.1625(7) 0.1625(5) 0.1642(5)
O2 0.4746(2) 0.4749(7) 0.4763(5) 0.4757(5)
O3 0.7802(2) 0.7811(7) 0.7804(5) 0.7813(5)
O4 0.4277(2) 0.4253(7) 0.4286(5) 0.4275(5)
z(P21/n11) neutron (p) lab X-ray synchrotron multi
Ca 0.250(1) 0.252(1) 0.250(1) 0.250(1)
V1 0.2557 0.2547(9) 0.2561(8) 0.2557(9)
V2 0.2532 0.2516(9) 0.2515(8) 0.2532(9)
O1 0.251(1) 0.240(3) 0.250(2) 0.250(2)
O2 0.260(1) 0.254(3) 0.252(2) 0.254(2)
O3 0.258(1) 0.262(3) 0.245(3) 0.252(3)
O4 0.246(1) 0.246(3) 0.240(3) 0.243(2)
Table 5.5.: Isotropic displacement factors, obtained from nuclear structure reﬁnement at T = 10
K.
Pnam B(Å2) neutron (p) lab X-ray synchrotron multi
Ca 0.71(5) 0.67(6) 1.37(5) 0.83(4)
V1 0.59 0.35(3) 0.51(2) 0.59(2)
V2 0.59 0.35(3) 0.51(2) 0.59(2)
O1 0.62(2) 0.68(8) 1.05(6) 0.43(5)
O2 0.62(2) 0.68(8) 1.05(6) 0.43(5)
O3 0.62(2) 0.68(8) 1.05(6) 0.43(5)
O4 0.62(2) 0.68(8) 1.05(6) 0.43(5)
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Table 5.6.: Lattice parameters of CaV2O4 in monoclinic space group P21/n11 as obtained from
the nuclear structure reﬁnement. The abbreviation (p) stands for powder. β = γ = 90◦
P21/n11 a(Å) b(Å) c(Å) α V(Å3)
Neutron (p) 9.2035(1) 10.6873(1) 3.00246(4) 90.802(1) 295.294(7)
Lab X-ray 9.2018(3) 10.6849(3) 3.00216(8) 90.850(1) 295.14(1)
Synchrotron 9.19568(6) 10.68070(6) 2.99748(3) 90.755(1) 294.376(4)
Multi 9.19524(8) 10.68025(8) 2.99780(4) 90.767(1) 294.380(5)
(a) (031) reﬂection integrated (b) (031) 2D plot
Figure 5.7.: (a) Integrated intensity of (031) Bragg reﬂection as a function of temperature. (b)
Bragg intensity measured around the 2Θ position of the (031) reﬂection for diﬀerent tempera-
tures. Data were collected with the E5 2D multi detector.
intensity starts to increase, indicating the orthorhombic to monoclinic phase transition.
Due to twinning the orthorhombic (031) reﬂection splits below the phase transition into
the monoclinic (031) and (03¯1) reﬂections. The total integrated intensity at this position
increases at TS , because of the increased mosaic spread, which results in a reduction of
the extinction eﬀect. This eﬀect is illustrated in Figure 5.7(b), where the intensity dis-
tribution at the (031) position observed with the 2D detector for diﬀerent temperatures
is shown.
A closer look to the region of the phase transition reveals (see inset of Figure 5.7(a)),
that the transition occurs smoothly within a ΔT ≈ 10 K interval. This in turn implies,
that the structural transition in CaV2O4 is second-order.
An additional synchrotron powder pattern was collected at T = 160 K, slightly above
the structural phase transition. The results from this reﬁnement together with the ones
from the data taken at T = 300 K and T = 10 K, allow some statements on the tem-
perature dependence of the CaV2O4 lattice constants to be made. In Fig. 5.8 the three
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lattice constants and the total unit cell volume for all three investigated temperatures
are displayed, while a detailed list of the reﬁned structural parameter at T = 160 K
can be found Appendix B. Both the a- and c-lattice parameter decrease upon cooling,
and the strength of the decrease becomes less below the transition temperature TS . On
the other hand, the b lattice parameter has a minimum around the structural phase
transition and starts to increase again upon further cooling. Due to the small number of
data sets, it is diﬃcult to state, whether or not the lattice parameters change suddenly
at the phase transition; however, detailed temperature dependent investigations by Yan
et al. conﬁrmed the continuous character of the phase transition, which was observed by
single crystal neutron diﬀraction [120]. Finally, also the unit cell volume reduces upon
cooling.
Beside the investigation of the lattice parameters, the powder pattern at T = 160 K
was also checked for an appearance of phase coexistence. For this reason, a two phase
reﬁnement was performed including the orthorhombic and the monoclinic phase. This
reﬁnement, however, resulted in a vanishing scale factor for the monoclinic phase, indi-
cating that only the orthorhombic lattice is formed by the crystal at T = 160 K and no
phase coexistence occurs.
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Figure 5.8.: Temperature dependence of lattice parameters of CaV2O4, obtained from syn-
chrotron powder reﬁnement.
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5.1.4. Discussion
By means of neutron and X-ray powder diﬀraction as well as single crystal neutron
diﬀraction, detailed information about the nuclear structure of CaV2O4 could be ob-
tained. It was found that the system undergoes a structural phase-transition at TS ≈ 141
K from the orthorhombic to the lower symmetry monoclinic phase. In this section the
information obtained about the atomic conﬁguration will be used to draw conclusions
on the particular electronic and magnetic properties of the system. Therefore a closer
look will be taken at the particular arrangement of the ions within the crystal lattice,
and the speciﬁc inter-atomic distances, bond angles and bond valences will be investi-
gated. Since the most accurate determination of the structural parameter in the high T
orthorhombic phase were made from single crystal neutron diﬀraction, all further discus-
sion of this phase will be based on results from this method. For the low T monoclinic
case the structural parameters obtained from the multi pattern reﬁnement of X-ray and
neutron powder data will be used.
Figure 5.9 shows a schematic drawing of the CaV2O4 crystal structure. The crystallo-
graphic unit cell consists of two diﬀerent vanadium sites (green and orange), both having
octahedral symmetry coordinated by six oxygen ions. Neighbouring VO6 octahedra of
the same site share common edges and form double chains, which run along the crystallo-
graphic c-direction. Chains of diﬀerent vanadium sites are connected via the octahedra’s
b
a
c
(a) along c
b
a
c
(b) along c perspective
Figure 5.9.: The structure of CaV2O4 (a) projected on the a-b plane and (b) perspective view
along the c direction. The two inequivalent VO6 octahedra are highlighted in green (chain 1)
and orange (chain 2), the oxygen atoms are red and the calcium atoms are blue.
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Figure 5.10.: The structure of CaV2O4, focus on the zigzag structure. (a) and (c) display the
two double chains of VO6-octahedra, while (b) and (d) only show the vanadium geometry.
corners and four of such double chain units form closed tunnels which accommodate the
large eight-coordinated Ca2+-ions. The reason why CaV2O4 is an interesting sample
to study quantum magnetism is that the magnetic V3+-ions (spin S = 1) are arranged
in a zigzag-like fashion with almost equal distances between nearest and next nearest
neighbours. Since it is known that the leading exchange between the ions is antiferro-
magnetic in nature, such a structure potentially gives rise to geometrical frustration.
Further, neighbouring chains are well separated by the non-magnetic Ca2+-ions and the
magnetic interactions are therefore quasi-one-dimensional.
The zigzag structure is visualized in Figs. 5.10(c) and 5.10(d) in which only the vana-
dium ions are shown for clarity. Apart from the frustrated arrangement within the
chains, the interchain coupling paths also give rise to frustration due to the underlying
triangular motif. The particular interatomic distances between neighbouring vanadium
ions are summarized in Tab. 5.7. As a consequence of the two inequivalent vanadium
sites (V1 and V2) the distances between neighbouring ions along the zigzags are diﬀerent
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Table 5.7.: Intra- and inter-ionic V-V distances in Å, zz stands for (along the) zigzags, c for
(along the) chain and a and b for inter-ionic distances along a and b, respectively (see also Figure
5.10).
bond Pnam P21/n11
V1-V1(dzz1) 3.095(9) 3.079(3)
V1-V1(dzz2) 3.095(9) 3.076(3)
V1-V1(dc) 3.005960(2) 2.998(4)
V2-V2(dzz1) 3.055(9) 3.064(3)
V2-V2(dzz2) 3.055(9) 3.075(3)
V2-V2(dc) 3.005960(2) 2.998(4)
V1-V2(da1) 3.570(8) 3.572(3)
V1-V2(da2) 3.570(8) 3.566(3)
V1-V2(db1) 3.652(9) 3.672(3)
V1-V2(db2) 3.652(9) 3.617(3)
for chains of diﬀerent sites. However, the distances between neighbouring ‘leg’-ions are
equal for both chains due to translational symmetry. In the orthorhombic, as well as in
the monoclinic phase, all intra-site vanadium distances are ≈ 3 Å, whereas the legs dis-
tances are slightly smaller for both chains than the zigzag distances (≈ 3% for chain(V1)
and ≈ 1.5% for chain(V2)). Rogers et al. [126] have reported that for systems with a
V3+-V3+ separation d that lies close to a critical cation-cation spacing dcrit ≈ 2.97 Å,
below which collective electron behavior sets in, strong antiferromagnetic direct cation-
cation magnetic interactions occur. The structural results suggest that this is the case
for CaV2O4. Therefore, if interactions between the magnetic ions would only depend on
inter-ionic distances, the antiferromagnetic coupling along the legs (dc) would be slightly
stronger than the one along the zigzags. In addition, in the room temperature phase the
distances to the two nearest neighbours along the zigzags (dzz1 and dzz2) are identical
and the same is also true for nearest neighbours between diﬀerent chains (da1, da2 and
db1, db2), underlining the frustrated character of the crystal lattice (see Fig. 5.10).
The situation changes completely with the onset of the monoclinic distortion. Due to
a lowering of symmetry all ions are slightly shifted from their orthorhombic position.
This in turn leads to a situation, where the separations of nearest neighbour ions on
the zigzags are no longer equal (dzz1 = dzz2, da1 = da2, db1 = db2). Even though the
diﬀerence between the V-V distances is relatively small, it allows the development of
preferred exchange pathways and thus the monoclinic distortion causes a lifting of the
geometrical frustration. In addition the leg distances dc become shorter, suggesting a
further increase of interaction strengths along this direction.
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Table 5.8.: Distances (in Å) and valences of the intra-octahedral V-O bond.
Bond Pnam P21/n11
Bond distance (Å) bond valence distance (Å) bond valence
V1-O1 2.060(5) 0.425(5) 2.083(7) 0.399(7)
V1-O1 2.060(5) 0.425(5) 2.045(7) 0.442(8)
V1-O3 1.989(7) 0.51(1) 1.986(6) 0.519(8)
V1-O4 1.975(8) 0.53(1) 1.970(5) 0.542(8)
V1-O4 2.084(5) 0.397(5) 2.068(7) 0.416(7)
V1-O4 2.084(5) 0.397(5) 2.082(7) 0.400(7)
V2-O1 2.033(7) 0.457(8) 2.037(5) 0.451(6)
V2-O2 2.003(7) 0.494(9) 2.029(5) 0.462(6)
V2-O2 2.061(5) 0.423(6) 2.054(7) 0.432(8)
V2-O2 2.061(5) 0.423(6) 2.083(7) 0.399(7)
V2-O3 2.013(5) 0.481(6) 2.032(7) 0.458(9)
V2-O3 2.013(5) 0.481(6) 1.984(7) 0.522(10)
Up to now the magnetic interactions between vanadium ions were interpreted in terms
of a simple picture based on interionic distances only. However, an important detail has
been completely left out from the discussion so far, namely the O2−-ions. For several
reasons those play an important role for the electronic structure of the system. First of
all, since the O2−-ions are located at the corners of octahedra which enclose the V3+-
ions, they create a crystal ﬁeld potential, that lifts the degeneracy of vanadium d-orbitals
(see Sec. 2.1.1) and also leads to strong magnetic anisotropy. Moreover, they also pro-
vide a superexchange coupling path for magnetic interactions, especially also for those
ions, where the large separation excludes direct exchange mechanisms. Each V3+-ion
carries two electrons in its d-shell. In a perfectly undistorted octahedral environment,
the d-levels split into a lower lying triply-degenerate t2g- and a higher energetic doubly-
degenerate eg-level. This would mean, that the two d-electrons of V3+ would randomly
occupy the three t2g-orbitals, with an average occupation of 〈nxy〉 = 〈nxz〉 = 〈nyz〉 = 2/3
electrons per orbital. The system therefore possesses an orbital degree of freedom.
However, in CaV2O4 the situation is much more complicated, since the VO6 octahedra
are highly distorted. The intra-octahedral V-O bond distances for both vanadium sites
are summarized in Tab. 5.8 and visualized in Fig. 5.11. The data reveal, that the two
diﬀerent vanadium sites also diﬀer strongly in their octahedral environments.
Already in the orthorhombic phase for both octahedra, four out of six V-O bonds have
diﬀerent lengths. The two equally distanced bond pairs build a trapezoidal equatorial
plane, while the two remaining unequal bonds, are arranged perpendicular to this plane.
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Figure 5.11.: Distorted VO6-octahedra with V-O bond distances of CaV2O4 for the high- and
low-T structure.
This arrangement not only shows that the octahedra are distorted, but also that the
vanadium ions are shifted out of the center of the octahedra. If for the moment one ne-
glects this last issue and only focuses on the average bond distances along each octahdra
axis, the situation becomes clearest for the V(1)O6-octahedra. This octahedra contains
two long bond pairs and one short one, resulting in a compression of the octahedra
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along one of its main axis. The direction of this axis is ≈ 10◦ away from the b-direction.
A similar type of distortion can be found for the second octahedra (V(2)O6), with a
compression along the octahedra axis, which has an angle of ≈ 20◦ to the a-axis and
≈ 70◦ to the b-axis. However, this distortion is much less pronounced, with the diﬀerence
between the long and short V-O axis being only ≈ 0.9% (compared to ≈ 4.3% for the
V(1)O6-octahedra). A useful measure to express the degree of bond length distortion is
Δd, which describes the mean square relative deviation from the average bond length:
Δd =
√√√√∑i [〈V − O〉 − (V − O)i]2
〈V − O〉2 (5.3)
where 〈V −O〉 denotes the average bond length. The values Δd1 and Δd2 for both octa-
hedra can be found in Tab. 5.9. The results underline the diﬀerent degree of distortion
between both octahedra. In comparison to other t2g systems containing vanadium ions,
the distortion for both V-sites is rather large. For instance, in the low temperature
tetragonal phase of vanadium spinels, one ﬁnds distortion parameter of Δ ≈ 0.015 for
CdV2O4 [127] and Δ ≈ 0.011 for ZnV2O4 [128]. Also, in NaV2O4, a material which
is isostructural to CaV2O4 the octahedral distortion is weaker, with Δ1 ≈ 0.015 and
Δ2 ≈ 0.021 for the diﬀerent sites, respectively [129].
In terms of orbitals, a compression of the octahedra along one of its main axis leads to a
partial lifting of the t2g-orbital degeneracy. Assuming that the compression takes place
along the octahedral z-axis, the dxy-orbital, lying perpendicular to this axis, becomes en-
ergetically favourable, while the dyz- and dxz-orbitals remain degenerate, but at a higher
energy. Translated into the picture of CaV2O4 this means, that one of the two available
V3+ d-electrons occupies the low lying dxy-orbital, while the second electron occupies
the remaining two t2g-orbitals with equal probability (〈nxy〉 = 1; 〈nxz〉 = 〈nyz〉 = 1/2).
From Figure 5.11(a) one can conclude, that the compression for both VO6 octahedra is
such, that the orbital that has two of its lobes pointing along the chains legs is lowest
in energy and therefore always occupied. Since neighbouring octahedra along the chains
legs are edge-sharing, the neighbouring occupied orbitals point toward each other, giv-
ing rise to strong antiferromagnetic direct exchange interactions [9, 126]. The remaining
doubly degenerated orbitals are located within the octahedra such, that their lobes point
along the zigzags of the chains and again due to the edge-sharing arrangement neigh-
bouring zigzag orbitals point toward each other, making direct exchange also favourable
for this coupling path. However, since the two d-orbitals along the zigzags are only half
occupied by one electron and since the distances between V3+-ions along the zigzags
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Table 5.9.: Distortion parameter, from single crystal- (Pnam) and multi pattern- (P21/n11)
reﬁnement. The ﬁrst six rows show the average bond lengths along the three axis of the two VO6
octahedra in Å. The next two rows show the total average V-O distance within the octahedra
(also in Å). Δd is the octahedral distortion parameter and is deﬁned in Eq. 5.3. In the last four
rows the calculated Bond valance sum for each cation are given (with the theoretical value in
brackets) and GII is the global instability index as deﬁned in Eq. 5.5. GII gives the root mean
of the valence deviations for the j = 1 · · ·N atoms in the asymmetric unit [130, 131].
Pnam P21/n11
〈V 1 − O〉(1) 1.982(8) 1.978(6)
〈V 1 − O〉(2) 2.072(5) 2.057(7)
〈V 1 − O〉(3) 2.072(5) 2.083(7)
〈V 2 − O〉(1) 2.018(5) 2.033(5)
〈V 2 − O〉(2) 2.037(4) 2.019(7)
〈V 2 − O〉(3) 2.037(4) 2.058(7)
〈V 1 − O〉 2.042(6) 2.039(7)
〈V 2 − O〉 2.031(6) 2.037(6)
Δd1 0.052 0.054
Δd2 0.028 0.036
V1 (BVS) [3.0] 2.69(2) 2.72(2)
V2 (BVS) [3.0] 2.76(2) 2.72(2)
Ca (BVS) [2.0] 2.280(1) 2.35(2)
GII 0.163 0.173
are slightly larger than along the leg direction, the nuclear structure suggests that the
magnetic coupling strength is stronger along the legs than along the zigzags.
Up to this point, the discussion was focused on the high temperature structure only and
the situation becomes more complicated when the system enters the low temperature
monoclinic phase. The monoclinic distortion leads to a lowering of crystal symmetry,
resulting in a further increase of VO6 octahedral distortion, which is indicated by the in-
crease of the Δd-parameter (Table 5.9). In the new phase, all six 〈V-O〉 bonds within the
octahedra are diﬀerent (Table 5.8), suggesting that the orbital degeneracy is completely
lifted and that two of the three t2g-orbitals are completely occupied by one d-electron,
while the third orbital remains empty. However, due to the strong distortion and the
oﬀ-centring of the V3+-ions it is diﬃcult to tell which are the occupied orbitals. Re-
turning back to a simpliﬁed picture and averaging the bonds along the octahedral axes,
one ﬁnds for both octahedral sites one (l)ong, one (s)hort and one (m)edium bond. The
diﬀerences between the average bond-lengths 〈V-O〉 of V1O6 are δm − δs = 0.079Å,
δl −δm = 0.026 Å and between bonds of V2O6 δm −δs = 0.014 Å δl −δm = 0.025Å. This
indicates that the main distortion of the V1O6-octahedra is still the compression along
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the octahedral axis, which points approximately along the b-direction. Therefore, one
can assume that the orbital with the lobes pointing along the legs of the zigzag chains
is also fully occupied by one electron in the monoclinic phase. On the other hand, due
to the small diﬀerence in bond length, it is diﬃcult to predict, which of the orbitals
will be occupied by the second electron. Even more uncertain is the scenario for the
V2O6-octahedra, since there the diﬀerences between all three averaged bonds are small.
At this point the discussion about orbital order will be interrupted and continued at
a later part of this thesis, when the magnetic structure of CaV2O4 will be determined
(Sec. 5.3). Once the arrangement of spins and the ratio of the exchange constants is
known, it will be possible to draw further conclusions on the type of orbital order.
Apart from the issue of orbital ordering, it is also interesting to know, what causes the
oﬀ-centring of the V3+ ions within the oxygen octahedra. To shed light on this issue a
bond valance sum calculation was performed. Since the bond valence strongly correlates
with the length of a bond, it can be accurately determined from the crystal structure
using empirical formulas4 [130, 132]. Further, the ‘valence sum rule’ states, that the sum
of all bonds around each atom equals the atomic valence Vi [130, 132].
Vi =
∑
j
sij, (5.4)
where sij denotes the jth bond of the ith atom. By comparing the experimental atomic
valence and the expected theoretical valence, one can draw conclusions on the stability
of the structure.
In CaV2O4 the two vanadium sites both are in the 3+ valence state. Since they are
six-fold coordinated by oxygen atoms, the theoretical valence for each 〈V-O〉-bond is
0.5. However, a look at Tab. 5.8 reveals, that most of the bonds within the octahedra
are ‘underbonded’. In the orthorhombic phase there are 10 out of 12 〈V-O〉 bonds,
which have valences less than 0.5 and in the monoclinic phase still 9 do so. This leads
to an experimental bond valence sum per vanadium ion, which is ≈ 10% smaller than
the expected value (see Tab. 5.9). In contrast, the bond valence sum of the eight
coordinated calcium ions in the orthorhombic phase is ≈ 15% (≈ 18% in the monoclinic
phase) greater than the expected valence of 2+. This indicates, that the calcium ions
are too large for their environment and the Ca-O bonds are in compression. On the
other hand, the lattice strain induced by the calcium ions causes the vanadium ions to
4The two most commonly encountered formulas are: (R = R0 − A log10 s) and (s =
(
R
R0
)−N ), respec-
tively, where R and s are the bond length and bond valence of interest, R0 denotes the length of a
bond of unit valence and A(∼ −0.8) and N(∼ 5) are numerical parameters [130, 132].
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be ‘underbonded’. In return, in order to increase their valence, the vanadium ions move
oﬀ-centre within their octahedra.
To which extend the bond valence sum rule is violated can be measured by the ‘global
instability index (GII)’ deﬁned by Salinas-Sanchez et al. [133]:
GII =
√√√√√∑
i
⎡
⎣∑
j
(sij − Vi)2
⎤
⎦ /N. (5.5)
This measure gives the root mean square of the bond valence sum deviations for all
atoms N of the asymmetric unit cell. Values of GII greater than 0.05 suggest that
the crystal structure is strongly strained [132]. This is exactly the case for CaV2O4, as
can be seen in Table 5.9. Furthermore, the orthorhombic-to-monoclinic phase transition
leads to an increase of the GII and therefore to a further increase of lattice strain.
Role of superexchange interactions
The edge-sharing arrangement of VO6 octahedra in CaV2O4 favours direct exchange in-
teractions between neighbouring magnetic ions, since the t2g orbitals are directed toward
each other. It was already pointed out by Goodenough [9], that in edge- or face-sharing
t2g-systems where the number of t2g-electrons per cation is equal or less than three,
the leading exchange between nearest neighbours is antiferromagnetic direct exchange.
Further, he stated that in such an arrangement cation-anion-cation interactions (with
the anions located at the octahedra’s corner) are negligibly weak, a statement already
made previously by Anderson. Anderson showed that superexchange coupling between
two cations making an angle of 90◦ with interjacent O2−-ions is weak [7]. In a more
recent paper, Pen et al. investigated the orbital ordering eﬀects in triangular LiVO2
by means of a degenerate Hubbard model [134]. In their system under investigation,
the V3+-ions are in octahedral geometry (similar to CaV2O4), with nearest neighbour
octahedra sharing common edges. They estimated, that superexchange interactions via
90◦ V-O-V pathways are about an order of magnitude smaller than the direct exchange
interactions.
Even though, all V-O-V bond angles between cations within the double chain of CaV2O4
are slightly greater than 90◦ (see Tab. 5.10), superexchange interactions will be very
weak. In addition, in contrast to LiVO2, the octahedral environment is strongly dis-
torted, leading to a partial (total) lifting of t2g-orbital degeneracy in the high (low) T
phase. This fact might even lower the strength of the superexchange, since some of the
orbitals remain unoccupied and cannot contribute to the coupling.
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Table 5.10.: Vanadium-oxygen-vanadium bond angles (in deg) of CaV2O4 in the Pnam and
P21n/11 phase.
angle Pnam P21/n11
V1-O4-V1(zz1) 99.4(2) 99.3(1)
V1-O4-V1(zz2) 99.4(2) 98.8(1)
V1-O1-V1(c) 93.7(2) 93.1(1)
V1-O4-V1(c) 92.3(2) 92.5(1)
V2-O2-V2(zz1) 97.5(2) 97.3(2)
V2-O2-V2(zz2) 97.5(2) 96.8(2)
V2-O2-V2(c) 93.7(2) 92.9(2)
V2-O3-V2(c) 96.6(2) 96.6(2)
V1-O1-V2(a1) 121.4(2) 120.2(2)
V1-O1-V2(a2) 121.4(2) 121.7(2)
V1-O3-V2(b1) 131.7(2) 132.1(2)
V1-O3-V2(b2) 131.7(2) 131.3(2)
The situation is slightly diﬀerent between vanadium ions on diﬀerent sites. The con-
nection between them occurs via the corners of the surrounding octahedra, with V-O-V
bond angles greater than 120◦, as can be seen from Tab. 5.10. For cation-anion-cation
angles ∼ 135◦, weak antiferromagnetic superexchange interactions are the predicted [9].
In the high T phase of CaV2O4 this leads to frustrated interchain coupling, since dis-
tances and bond angles between nearest and next nearest neighbour inter-site ions are
equal. Below the structural phase transition, the frustration is lifted and preferred su-
perexchange pathways can develop, leading ﬁnally to the onset of antiferromagnetic long
range order. This will be discussed in detail in the next section.
5.1.5. Conclusions
In the current section a detailed study of the nuclear structure of CaV2O4 has been pre-
sented. The structure is characterized by a quasi-one-dimensional geometry that is built
up of two inequivalent V3+-zigzag chain units. The particular arrangement of the mag-
netic ions gives rise to strong frustrated antiferromagnetic direct exchange interactions
within the zigzag chains and weak frustrated antiferromagnetic interactions between the
chains. Additionally, the V3+-ions possess an orbital degree of freedom and the high
temperature orthorhombic phase suggests a partial lifting of t2g-orbital degeneracy due
to a predominantly tetragonally distorted octahedral environment. However, the inves-
tigations also revealed a structural phase-transition from orthorhombic to monoclinic
upon cooling (Ts ≈ 147 K), giving rise to a lifting of both, frustration as well as orbital
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degeneracy. Since the structural phase-transition promotes the formation of preferred
exchange paths, long range magnetic order can be expected below Ts. This issue will be
addressed in the next section, where the static magnetic susceptibility of CaV2O4 will
be analysed.
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5.2. Magnetic susceptibility
The static magnetic susceptibility of a single crystal of CaV2O4 was measured using
a Quantum Design Physical Property Measurement System (PPMS) with a Vibrating
Sample Magnetometer (see Sec. 3.2.2). The single crystal was grown with the ﬂoating
zone technique as reported in [119]. The aim of the measurement was to extract the
sample speciﬁc thermodynamic and magnetic parameters. This was done by ﬁtting the
experimental data to a Curie-Weiss function as well as to a (S = 1) J1-J2-Heisenberg
model. The latter was solved by means of exact diagonalization. The extracted ﬁt
parameter reveal important information about the strengths of the exchange couplings
between neighbouring magnetic ions and the degree of frustration of the system.
5.2.1. Introduction
Some contradictory results regarding the dc-susceptibility of CaV2O4 can be found in
literature. Kikuchi and coworkers measured the susceptibility of a CaV2O4 powder sam-
ple and observed a broad maximum at T ≈ 250 K and a spin glass-like anomaly below
T ≈ 20 K [135]. Both features were interpreted as signatures of strong low-dimensional
antiferromagnetic interactions and geometrical frustration. Furthermore, no long range
magnetic order has been observed. In contrast, the low temperature susceptibility mea-
surements by Zong et al. done on a single crystal of CaV2O4 clearly revealed a magnetic
phase-transition from the paramagnetic to the antiferromagnetically ordered state at
TN ≈ 69 K [136]. This manifests in the data as a bifurcation in the susceptibility along
two diﬀerent crystallographic directions. Also in this case, the single crystal data show a
broad maximum at higher temperatures, indicating strong low-dimensional correlations.
Motivated by results of the CaV2O4 nuclear structure investigations, which suggest
strongly one-dimensional interactions (see previous Sec. 5.1), as well as by the ﬁndings
mentioned above, the dc-susceptibility of a CaV2O4 single crystal has been remeasured.
In order to obtained more detailed information the data were taken over a broad tem-
perature range (3 ≤ T ≤ 1000 K), thus allowing the paramagnetic phase to be ﬁtted
by a Curie-Weiss law. Additionally, the low-dimensional character of the material was
investigated by ﬁtting the susceptibility to an one-dimensional spin-1 Heisenberg model
with nearest and next nearest neighbour interactions.
5.2.2. Experimental details
To measure the static magnetic susceptibility of CaV2O4, a small disc of sample was cut
from a ﬂoating zone grown crystal by using a conventional wire saw. The disc was further
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cleaved in order to get correctly sized pieces for all used crystal orientations. Data were
collected for the crystal oriented along all three main crystallographic directions with
respect to the direction of the applied magnetic ﬁeld. For all measurements a constant
magnetic ﬁeld of H = 1 T was used, while the temperature was varied between 2 K -
1000 K.
For the high temperature measurements (300 K - 1000 K) a special oven set-up was uti-
lized and the crystal was ﬁxed on a special zirconia sample stick containing a wire system
that heats the sample. The sample was glued on the stick with heat-resistant cement-
glue and wrapped in low emissivity copper foil to minimize heat leak from the hot region
to the surrounding coil-set. On the other hand, the low temperature measurements (2 K
- 400 K) were performed with the sample glued on a conventional trough-shaped brass
sample holder using GE varnish glue. In order to account for the diamagnetic back-
ground produced by the sample holders and the glue, the temperature dependence of
the ‘empty sample stick’ was measured and subtracted from the data.
5.2.3. Experimental results
The ﬁnal static magnetic susceptibility of CaV2O4 for the magnetic ﬁeld along all main
crystallographic directions is displayed in Fig. 5.12. Since in general no diﬀerence in
signal could be detected between runs with increasing and decreasing temperature, those
measurements were combined. Additionally, also the data in the overlap region, which
were measured with both the high T and low T set-up have been averaged.
The most eye-catching feature in Fig. 5.12 is the kink at TN = 72 K (Néel temperature),
which indicates the magnetic transition from the paramagnetic phase to the antiferro-
magnetic phase. Below this transition the susceptibility of the crystal starts to depend
strongly on its orientation with respect to the magnetic ﬁeld. For H||b the susceptibil-
ity drops signiﬁcantly, indicating that this direction is the easy axis of the crystal. In
contrast, the susceptibility for the ﬁeld pointing along the other two directions increases
below the transition, thus those directions deﬁne the medium and hard axis, respectively.
A close range of the data in the magnetically ordered phase is displayed in Fig. 5.13(a).
It is remarkable that the susceptibility remains ﬁnite for all ﬁeld directions, even at
lowest temperatures. This behaviour is diﬀerent to that of a conventional fully ordered
antiferromagnet, where the static susceptibility along the easy axis vanishes for T → 0
K. There are two possible explanations for this unusual behaviour. One reason could
be, that not all of the spins are fully ordered, e.g. as a result of quantum ﬂuctuations in
the ground state. Another possible scenario is that the underlying magnetic structure
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shows spin canting. Both issues will be addressed later in this thesis (see Sec. 5.3.6 and
6.5).
A second kink in the dc-susceptibility was detected at Tc = 142 K (see Fig. 5.13(b)).
This anomaly depicts the nuclear phase transition from orthorhombic to monoclinic. The
phase transition introduces a distortion in the crystal lattice with a signiﬁcant change
of bond angles and bond distances. This in turn also causes a change of the exchange
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Figure 5.12.: Single crystal static magnetic susceptibility of CaV2O4 for all three crystallo-
graphic directions (H = 1 T). Reprinted from [137]. Copyright (2009) by the American Physical
Society.
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Figure 5.13.: Magnetic susceptibility of CaV2O4 for ﬁelds along all main crystallographic direc-
tions. (a) Region of the magnetic phase-transition, (b) Region of the structural phase-transition.
In brackets the dates of the measurements are given.
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interactions between the magnetic ions.
In fact, when comparing the data for the three ﬁeld directions, one ﬁnds that the phase
transition for H||c occurs at a ∼ 15 K higher temperature than for the other two di-
rections. This is because the measurements for H||c were performed at a later date,
while the crystal was cooled and heated several times in the meantime. The repeated
driving through the phase-transition caused slight modiﬁcations in the crystal structure,
resulting in a higher transition temperature Tc. In contrast, the point of the magnetic
phase-transition remains stable.
Another remarkable feature in the dc-susceptibility is the broad maximum around T ≈
270 K (see Fig. 5.12). Such a behaviour occurs when magnetic short range correlations
are apparent and it is an indicator of low dimensional magnetism. Therefore, in order
to gain further information about the low-dimensional spin-spin correlations, the data
above the structural phase-transition have been analysed theoretically.
5.2.4. Data analysis and discussion
The experimental susceptibility χexp of CaV2O4 that is displayed in Fig. 5.12 can be
written as the sum:
χ(T ) = χs(T ) + χ0, (5.6)
where χs(T ) is the spin susceptibility and χ0 the temperature-independent orbital sus-
ceptibility. By comparing CaV2O4 to similar materials containing V3+-ions (MgV2O4
[138], V2O3 [139]), the orbital contribution to the susceptibility for this material was
estimated to be [119]:
χ0 ∼ 4.0 · 10−4cm3/mol. (5.7)
However, for the following data analysis the estimated χ0 will only serve as a benchmark
and in order to get the most suitable value it will be included in the ﬁtting process.
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Curie Weiss Fit
In the high temperature region CaV2O4 is a paramagnet and the spin part of the static
susceptibility (Eq. 5.6) can be ﬁtted using the Curie-Weiss (CW) law5:
χs(T ) =
C
T − ΘCW (5.8)
with
C = μ
2
Bp
2
3kB
(5.9)
p = g
√
S(S + 1) (5.10)
In the above equations, C is the Curie constant, ΘCW is the paramagnetic Curie tem-
perature, μB is the Bohr magneton and p can be described as an eﬀective moment of
the magnetic ions carrying a spin S (assuming a quenched orbital angular momentum).
g is the Landé-factor governing the splitting of the spin multiplet by a magnetic ﬁeld.
The value of g can be precisely determined by means of electron paramagnetic resonance
measurements. For samples containing vanadium the value of g for the V-ion was found
to lie within the range 1.92 ≤ g ≤ 2.00 [140], where neither a dependence on the ox-
idation state of the vanadium ion, nor on the atomic environment within a particular
material was found. The g-factor of CaV2O4 should therefore also be located in this
region. Additionally, one can also expect slightly diﬀerent values for g for diﬀerent ﬁeld
directions, since CaV2O4 has a non negligible single ion anisotropy [136, 119].
Expressions 5.6, 5.8, 5.9 and 5.10 have been utilized to ﬁt the high temperature region of
the measured susceptibility, where a typical Curie-Weiss (1/T )-behaviour was observed
above T ≈ 700 K, such that all data in the region (700 ≤ T ≤ 1000 K) have been
included in the ﬁt. One can see, that there are three parameters which can be varied
simultaneously throughout the ﬁtting process (g,Θ, χ0). However, these parameters are
not completely independent from each other and some constraints had to be introduced
in order to obtain trustable results. One physical constraint applies for the g-factor,
which cannot be greater than 2, since this is the possible maximum for magnetic ions
having two electrons in their d-shell. The second constraint was set for the temperature
independent orbital susceptibility χ0 which should have a value similar to Eq. 5.7. By
allowing a 50% variation from this value, the most reasonable results were obtained for
χ0 = 4.8 · 10−4cm3/mol and therefore χ0 was set to this value.
5The Curie-Weiss law originates from the mean-ﬁeld (MF) solution of the Heisenberg Hamiltonian:
H =∑
ij
JijSi · Sj + gμB
∑
j
Sj · B, where B denotes the magnetic ﬁeld.
5.2 Magnetic susceptibility 133
Table 5.11.: Results from Curie Weiss ﬁt.
g χ0/
cm3
mol C/
cm3K
mol Θ/(K) μeﬀ(μB) Jsum/meV
H||a 1.896(2) 0.00048 0.899(1) -378(2) 2.7(1) 24.4(1)
H||b 1.960(1) 0.00048 0.960(1) -399(2) 2.8(1) 25.8(1)
H||c 1.995(1) 0.00048 0.995(1) -447(1) 2.82(9) 28.92(8)
Powder 1.949(4) 0.00048 0.949(4) -407(5) 2.8(2) 26.3(3)
The crystal structure of CaV2O4 at high temperatures suggests strong antiferromag-
netic interactions between nearest neighbour (NN) and next nearest neighbour (NNN)
ions along the V3+-zigzag chains. By assuming a simple model with antiferromag-
netic exchange interactions J1 and J2 (see Fig. 5.15), it is possible to extract the sum
Jsum = J1 + J2 from the Curie-Weiss ﬁt. In a chain, where each spin has two NN and
two NNN one gets:
kBΘCW =
4
3S(S + 1)(J1 + J2) (5.11)
Here kB is the Boltzmann constant.
The ﬁnal results of the CW ﬁtting for the susceptibility along all main crystallographic
directions are listed in Tab. 5.11 and displayed in Fig. 5.14. Additionally, the three single
crystal data sets have been combined in order to create an artiﬁcial powder average.
The most remarkable result is the high negative Curie-temperature Θ, which indicates
dominant antiferromagnetic interactions. Furthermore, the fact that Θ is much greater
than the Néel temperature gives rise to geometrical frustration. An empirical measure
of frustration is given by the quantity:
f = − Θ
TN
. (5.12)
In the case of CaV2O4 f = 5.65 for the powder averaged data6. Generally, each value
of f > 1 corresponds to frustration, however, in other materials values of f  100 have
been observed (see [55]), thus indicating that CaV2O4 lies in the moderate frustration
regime. In [55] materials with f > 10 are considered to be strongly geometrically frus-
trated magnets, since their magnetic behaviour cannot be described by simple meanﬁeld
theory. In this sense it can be concluded that CaV2O4 has some degree of frustration,
6It has to be mentioned that f is a classical measure, which becomes meaningless of the Néel temper-
ature is reduced due to low-dimensionality. However, the parameter will be used in the following
discussion for addressing the issue of geometrical frustration.
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Figure 5.14.: Curie Weiss ﬁt of susceptibility data in the region 700 K≤ T ≤ 1000 K. The ﬁgures
display the inverse susceptibility 1/χ vs. T . The straight black line indicates the minimum
temperature used for the ﬁtting. In all ﬁttings a temperature independent background was
considered (χ0 = 0.00048 cm
3
mol ).
however, it is much lower than one would expect from the crystal structure. Later it will
be shown, that this behaviour can be dedicated to orbital order, which partially lifts the
frustration in CaV2O4.
The diﬀerence between the g-factor for diﬀerent ﬁeld directions (see Tab. 5.11) indi-
cates that the crystal is anisotropic even far above the Néel temperature. One ﬁnds
ga < gb < gc, however, since the absolute value of the susceptibility varied up to ±5%
between diﬀerent runs for the same crystal axis (most probably due to positioning ef-
fects), further conclusions cannot be drawn from this result.
The eﬀective moment value, which was obtained from the Curie constant corresponds to
the expected value for V3+-ions in octahedral symmetry [140] and therefore underlines
the validity of the Curie-Weiss ﬁt in the selected region of χ.
Finally, the sum of magnetic exchange interactions apparent in CaV2O4 could be de-
duced. For the powder average one gets Jsum ≈ 26 meV. This value can be seen as
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Figure 5.15.: Zigzag chain and its topological equivalent: a one dimensional chain with nearest
and next nearest neighbour coupling J1 and J2.
a ﬁrst estimate for the energy scale in CaV2O4. For instance, spin wave theory for a
system of weakly coupled S = 1 chains predicts a maximum of the energy dispersion
of Emax = 2J , being approximately 56 meV for CaV2O4. However, this value can only
be seen as a ﬁrst ‘guess’, since eﬀects of frustration and low dimensionality can lead to
signiﬁcant changes and to a renormalization of the spin wave energies. To get a more
detailed picture about the ratio of the competing interactions in CaV2O4, exact diago-
nalization calculations for a chain with frustrated interactions J1 and J2 were performed
and calculated susceptibility was ﬁtted to the experimental data.
Exact diagonalisation
The zigzag chain structure of magnetic ions in CaV2O4 can be mapped onto a sim-
ple chain model with nearest and next nearest neighbour interactions (see Fig. 5.15).
For this model one can easily formulate the Heisenberg Hamiltonian to describe the
interaction between the spins:
H =
L∑
i
Si · Si+1 + αSi · Si+2 (5.13)
α = J2
J1
. (5.14)
In the above equation J1 and J2 are nearest and next nearest neighbour exchange cou-
pling and L is the number of spin sites. For practical reasons the Hamiltonian is nor-
malized to J1 and α corresponds to the ratio of the two exchange constants. Assuming
that a restriction to a ﬁnite chain size will still give an adequate description of the
system under investigation, the model Hamiltonian (Eq. 5.14) can be solved using ex-
act diagonalization (ED). This method provides direct access to the full eigenvalue and
eigenvector spectra of the system and further allows to calculate the temperature de-
pend thermodynamic properties, e.g. the static magnetic susceptibility. ED calculations
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were performed using the code implemented in the ALPS software package [95]. A brief
introduction to the ED method is given in Appendix A.
All the numerical results discussed here are based on ED calculations of a spin-1 chain
with L = 12 sites. This number of sites provided a good compromise between system size
and calculability. Further, periodic boundary conditions (Si = SL+i) have been assumed,
such that the chain becomes a ring7. For the investigations the static magnetic suscep-
tibility for a broad region of the coupling ratio α (-1≤ α ≤5) was determined, where it
was assumed that J1 is positive (antiferromagnetic) and J2 is either positive or negative
(ferromagnetic). The numerically calculated susceptibility has the dimensionless form:
χEDJ1
Lg2μ2B
versus kBT
J1
, (5.15)
where L denotes the number of spins, g is the spectroscopic splitting factor, μB is the
Bohr magneton and kB is Boltzmann’s constant. Since the calculated data are scaled
with J1 one can extract the values of J1, J2 and g by providing a ﬁne grid of susceptibility
data points in the α-T phase-space and ﬁtting the measured data using an interpolation
function. For the current case the Matlab function interp2 has been utilized [141]. The
employed model contains four free parameters (g, α, J1 and χ0) and in order to obtain
reliable results (and to account for correlations between these parameters) the values for
g and χ0 have been constraint to corresponding values derived from the CW ﬁt.
An important issue is the selection of the correct temperature range, such that the em-
ployed model will provide trustable results. The validity of the J1-J2-model is given
for the temperature region in which the system can be described with nearest and next
nearest neighbour spin coupling only. The nuclear structure investigations revealed a
structural phase transition from orthorhombic to monoclinic at Ts ≈ 145 K, which also
manifests in the susceptibility data (see Figure 5.13(b)). The structural distortion in-
duced below Ts leads to diﬀerent distances between neighbouring V3+-ions along the
chain’s zigzags. This in return means, that the exchange along the zigzags can no longer
be explained by a single J2 parameter and thus the J1-J2-model is not a good approxi-
mation for the region below Tc. The situation becomes even worse below TN , where the
system develops antiferromagnetic long range order. In this region interchain coupling
becomes important and the simple chain model is no longer valid.
Heat capacity as well as dc-susceptibility measurements using a SQUID magnetometer
revealed another anomaly in CaV2O4 single crystal data at Ts ≈ 190K [119]. The ori-
7Periodic boundary conditions are useful in the current case, since one is only interested in the ‘bulk’
properties and not in edge eﬀects.
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Figure 5.16.: Quality of ED ﬁt with L = 12 sites vs. coupling ratio α for all ﬁeld directions
and the powder averaged data.
gin of this feature, which indicates another phase transition, is unclear at the moment,
however, it was speculated that it might be the transition to a chiral ordered phase
[119]. In this phase chiral order exists, without that the spins exhibit long range order
[142]. However, since there is no clear explanation for this transition yet, the minimum
temperature for the ED ﬁts was chosen to lie above Ts.
Another issue which has to be taken into account when deﬁning the ﬁt region for ED
data are eﬀects which arise from the numerical technique itself. When using the ED
technique one is restricted to a ﬁnite system size and one has to assume that the ﬁnite
model system gives an accurate approximation of the real bulk material. Tests per-
formed with the current chain model (S = 1) for various system sizes L revealed that
ﬁnite size eﬀects are particularly pronounced in the susceptibility at lower temperatures,
below the characteristic broad maximum of χ.
Taking into account all the points mentioned above, one can conclude that the ED data
of a spin-1 J1 − J2 model should provide reasonable ﬁts of the CaV2O4 susceptibility in
the temperature region 200 ≤ T ≤ 1000 K.
In order to have the best control of the ﬁtting parameters the following strategy was
used to ﬁnd the best solution for the given model. At ﬁrst, only J1 was kept as a free
parameter, while α was constrained to a ﬁxed value, which was manually varied over a
broad region. For each value of α the ﬁt-quality factor χ2 was investigated8, therefore
giving a ﬁrst hint in which region of α the best solution will lie in. In a second step, also
8Note, that here χ2 denotes the weighted diﬀerence between calculated and measured data and should
not be confused with the square of the susceptibility.
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α was allowed to vary, but choosing such starting parameters which lie in a region with
high agreement (low χ2).
Figure 5.16 displays the ﬁt agreement factor as function of α for all measured ﬁeld di-
rections of χ and for the powder averaged data. The ﬁts reveal two regions in which
a high agreement is achieved. The ﬁrst region is situated around α = 0, where the
NNN coupling J2 approximates zero and the system becomes a simple antiferromagnetic
S = 1 chain with NN coupling only (Haldane chain)9. The second region can be found
at higher values of α (α > 4). In this region J2 becomes the dominant exchange and
the system can be interpreted as two weakly coupled Haldane chains. For both regions
one of the couplings is much stronger than the other, in contrast to what one would
expect from the crystal structure, which suggests almost equal and frustrated couplings.
In fact, the two solutions describe magnetically equivalent situations, since both suggest
a single chain model with either J1 or J2 being the NN coupling.
After getting a clear picture about the relation between the two couplings, ﬁnally si-
multaneous ﬁts of J1 and α were performed, where the starting values have been chosen
according to regions of high agreement in Fig. 5.16. The ﬁnal results are summarized in
Tab. 5.12 and in Figs. 5.17 and 5.18. The values underline the trend of Fig. 5.16. For
all ﬁeld directions, as well as for the powder averaged data, two solutions were obtained,
depending on the particular starting values. For both solutions the obtained coupling
parameter are very similar for all ﬁeld directions, which is not surprising, since the sus-
ceptibility is almost ﬁeld independent above the magnetic ordering temperature. The
sum of the exchanges is Jsum ≈ 20 meV and therefore somewhat smaller, than the values
obtained from Curie-Weiss law. This is not unusual, since the mean ﬁeld approximation
leading to CW tends to overestimate the strength of the exchanges.
The two solutions are visualized in Fig. 5.19. Translated into the CaV2O4 zigzag
chain picture, solution 5.19(a) corresponds to a situation where the coupling between
ions along the zigzags is strong, whereas neighbouring ions along the legs are only very
weakly coupled (α ≈ 0). For the susceptibility with the magnetic ﬁeld along the a di-
rection, even a small ferromagnetic leg coupling J2 was observed. However, this value is
very close to zero and should more likely be interpreted as ‘no leg coupling’, rather than
‘ferromagnetic leg coupling’.
Solution 5.19(b) corresponds to a scenario, where the leg coupling J2 is the dominant
interaction and where the coupling along the zigzags is only weakly pronounced. The
value of the coupling ratio varies for diﬀerent ﬁeld directions from α ≈ 4.5 − 7.6. This
9The theoretical results for α = 0 are in excellent agreement with those found from quantum Monte
Carlo calculations [119]
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Figure 5.17.: ED data of S = 1 J1-J2 model ﬁt to dc-susceptibility of CaV2O4 in the region
200 K≤ T ≤ 1000 K. The left ﬁgures show the strong J1 solution (single spin1 chain), while
the right ﬁgures show the strong J1 solution (two spin-1 chains). The straight line indicates the
minimum temperature used for the ﬁtting. In all ﬁttings a constant susceptibility background is
considered (χ0 = 0.00048 cm
3
mol ).
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Figure 5.18.: ED data of S = 1 J1-J2 model ﬁt to dc-susceptibility powder averaged data of
CaV2O4 in the region 200 K≤ T ≤ 1000 K. The left Figure show the strong J1 solution (single
spin1 chain), while the right Figure show the strong J1 solution (two spin-1 chains). The straight
line indicates the minimum temperature used for the ﬁtting. In all ﬁttings a constant background
is considered (χ0 = 0.00048 cm
3
mol ).
Table 5.12.: Isotropic exchange parameter for Eq. 5.14 deduced by ﬁtting the susceptibility
data of CaV2O4. The ﬁtted parameters strongly depend on the particular starting values.
αstart J1,start g χ0/
cm3
mol α J1 (meV) J2 (meV)
H ||a 0 16 1.8961 0.00048 -0.006(1) 18.92(1) -0.11(2)
4 0 1.8961 0.00048 5.9(1) 2.96(7) 17.5(6)
H ||b 0 16 1.9600 0.00048 0.016(1) 19.48(1) 0.32(2)
4 0 1.9600 0.00048 7.6(3) 2.4(1) 18(1)
H ||c 0 16 1.9954 0.00048 0.084(2) 20.6(1) 1.73(4)
4 0 1.9954 0.00048 4.51(7) 4.21(6) 19.0(4)
Powder 0 16 1.9488 0.00048 0.031(3) 19.65(2) 0.62(6)
4 0 1.9488 0.00048 7.0(4) 2.6(1) 18(1)
variation is in fact smaller than it seems and is a direct result of the small denominator
in α = J2/J1. Actually, the particular couplings J1 and J2 are very similar for diﬀerent
J1
J2
(a) Single chain solution, α<1
J1
J2
(b) Double chain solution, α>1
Figure 5.19.: Sketch of the two solutions found by ﬁtting the dc-susceptibility of CaV2O4using
Eq. 5.14. Straight lines indicate strong coupling and dashed lines indicate weak coupling.
5.2 Magnetic susceptibility 141
directions (see Tab. 5.12). However, it has to be mentioned that the accuracy of the
ﬁts gets inevitably poorer as α increases. This has two reasons. First of all, ﬁnite size
eﬀects become more pronounced in this region, since the strong leg coupling J2 leads
to a situation of two single chains, both having N ′ = N/2 sites. This means, that the
spin-spin correlation lengths reaches the same order as the eﬀective system size N ′ and
the system can no longer be seen as ‘inﬁnite’. The second reason is, that the ED calcu-
lations have been concentrated on the region −1 ≤ α ≤ 5. Values of α above this region
were interpolated and thus are less accurate, as can be seen from the error-bars.
The remaining open question is now, which of the two solutions really matches the phys-
ical properties of CaV2O4? Non of both solutions represent a situation which one would
expect by simply inspecting the distances between the magnetic ions. As discussed in
the previous section (see Sec. 5.1.3), the distances between NN and NNN V3+-ions in
the orthorhombic phase are dleg=3.01 Å and dzz=3.08 Å. However, this small diﬀerence
between the two distances can never account for the huge inequality between J1 and J2.
It can be shown that the strength of the exchange interaction mediated between directly
overlapping d-orbitals is approximately J ∝ R−10, where R is the interionic distance [6].
The same law has been found experimentally by Bloch [143]. For CaV2O4 this relation
leads to:
α = J2
J1 =
(
dleg
dzz
)−10
≈ 1.25, (5.16)
a value much diﬀerent from what has been observed. These ﬁndings indicate that there
must exist another mechanism which selects the exchange paths and ‘decides’ about the
strengths of the interactions. The following two Chapters dealing with the magnetic
structure and excitations of CaV2O4 will shed light on this issue. It will be shown that
the exchange interactions are not only highly sensitive to orbital overlap, but (even more
importantly) to the particular orbital occupation.
As the last point of this section it is worth to discuss possible extensions to the im-
plemented J1-J2 model (Eq. 5.14), which could help to improve the quality of the
susceptibility ﬁts. A closer look at Figs. 5.17 and 5.18 reveals that the calculated sus-
ceptibility falls oﬀ quite rapidly below the broad maximum at ≈ 270 K. This is diﬀerent
to the measured data, which are more ﬂat in this region. The ﬂattening eﬀect could
be caused by single-ion anisotropy, arising due to spin-orbit coupling and the particular
octahedral environment of the magnetic V 3+-ions. The presence of single-ion anisotropy
in CaV2O4 was veriﬁed by nuclear magnetic resonance and inelastic neutron scattering
experiments, which both detected the opening of a spin gap in the magnetic excitations
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below the magnetic ordering temperature (see [136] and Chapter 6).
In order to investigate the eﬀects of anisotropy, some additional ED calculations have
been performed using the following model:
H =
L∑
i
(Si · Si+1 + αSi · Si+2) + D
J1
L∑
i
(Szi )2. (5.17)
(5.18)
Here D denotes the single ion anisotropy constant, where it was assumed that the
anisotropy axis coincides with the direction of the magnetic moments. The calcula-
tions were performed for a spin-1 chain with L = 8 sites and NN coupling only (α = 0).
The temperature dependent susceptibility for various values of D/J1 is displayed in Fig-
ure 5.20.
Indeed it can be seen, that with increasing D the susceptibility becomes ﬂatter around
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Figure 5.20.: Static magnetic susceptibility of a spin-1 chain with L = 8 sites as a function of
temperature calculated from Eq. 5.18 using ED. The results for various values of the single ion
anisotropy D are displayed.
the broad maximum. Further χ starts to drop down at a lower temperature as D in-
creases, however, it also begins to drop down more rapidly. For values D ≈ J1 a kink
develops, below which the susceptibility falls very fast down to zero. The calculated
susceptibility curves are in excellent agreement with those found from TMRG (transfer
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matrix renormalization group) calculations [144].
The calculations indicate that the extension of the Heisenberg model by an additional
single-ion anisotropy term might be able to improve the ﬁt quality. However, for several
reasons a real a ﬁt including the anisotropy was not performed. Most importantly, the
assumption that the spin direction corresponds with the direction of the anisotropy axis
is not valid for real CaV2O4. This is because the material consists of two inequivalent
vanadium sites and thus of two inequivalent zigzag chain units. The fairly diﬀerent octa-
hedral environments for both sites give rise to very diﬀerent single-ion anisotropy axes,
such that the assumption made in Eq. 5.18 does not hold. In Sec. 5.3 it will be shown
that the diﬀerent anisotropies lead to a canting of magnetic moments of neighbouring
chains.
Secondly, in order to describe the susceptibility data along all ﬁeld directions, one would
also need to calculate the transverse anisotropy, where the anisotropy axis lies perpendic-
ular to the moment direction. The calculation of this quantity is more complex and not
implemented in the ALPS software, so it was not accessible. Finally, even if one would
ﬁnd a possibility to perform accurate calculations of χ including single-ion anisotropy, it
would still be hard to actually ﬁt the data, since the high number of ﬁt parameters (J1,
α, D and eventually g) makes it very diﬃcult to ﬁnd a unique and physically correct
solution.
Another important aspect is that the above mentioned two inequivalent magnetic vana-
dium sites not only give rise to diﬀerent anisotropies, but also to diﬀerent intrachain
exchange interactions. Therefore the shape of the measured temperature-dependent
susceptibility reﬂects the overall behaviour of all intrachain interactions and care has to
be taken when interpreting the data calculated for a single chain model. In order to gain
deeper insights into the various exchange interactions of CaV2O4, careful investigations
of the magnetic structure and of the magnetic excitation spectrum are necessary. While
the former issue will be addressed in the following section, the latter is the topic of
Chapter 6.
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5.3. Magnetic structure
This section presents the magnetic structure of CaV2O4 in the antiferromagnetically
ordered phase, as obtained from single crystal neutron diﬀraction. For the investigations,
three single crystals prepared in diﬀerent ways were used (triarc as grown, triarc annealed
and ﬂoating zone grown annealed) and the neutron experiments took place on three
diﬀerent instruments, namely SXD at ISIS and E4 and E5 at HZB. The ﬁnal analysis
was focused on the data obtained on E5 with the ﬂoating zone grown crystal, since this
crystal had the purest quality and was the only one consisting of a single grain.
5.3.1. Introduction
The magnetic properties of CaV2O4 have been already studied for more than 30 years.
In 1967 Bertaut et al. [145] and Hastings et al. [146] published almost simultaneously
their results on the magnetic structure of CaV2O4. Both performed neutron powder
diﬀraction experiments at liquid helium temperature (T = 4.2 K) and applied symmetry
analysis in order to ﬁnd a spin arrangement that is in agreement with the data. Further,
both based their analysis on the assumption that the low temperature space group is
orthorhombic Pnam (setting Pbnm is used in [145]), since it was not possible to resolve
the weak monoclinic twinning (see Sec. 5.1) with former neutron powder diﬀractome-
ters. Their data revealed a doubling of the unit cell perpendicular to the principle axis,
which corresponds to a magnetic propagation vector k = (0, 12 ,
1
2) (Hastings notation).
In addition a strongly reduced magnetic moment of μ ≈ 1.0 μB was found (compared to
the expected value of 2 μB for S = 1 systems).
Using magnetic Shubnikov groups, Hastings et al. obtained three possible magnetic
structures in agreement with the measured data. All solutions gave collinear arrange-
ments of the magnetic moments, with the spins pointing along the crystallographic b
direction [146]. The same results were derived by Bertaut et al. using representation
analysis; however, they could exclude one of the proposed models, since it did not belong
to an irreducible representation of the underlying space group [145].
More recently, the magnetic structure was reinvestigated by Zong and co-workers, who
performed 51V NMR measurements on single crystals of CaV2O4. In contrast to the
previous diﬀraction work, their measurements revealed the existence of two antiferro-
magnetic substructures, canted about the b axis by a total canting angle of 19(1)◦.
Further, the ordered spin moment was found to lie in the range 1.02-1.59 μB [136].
The reduced moment value was also conﬁrmed by muon-spin spectroscopy investigations
(μ = 1.19(14) μB) [147].
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Notwithstanding the considerable eﬀort that has been devoted to solve and understand
the magnetic structure of CaV2O4, some of the most important questions remained un-
solved up to now. For instance, there is still no ﬁnal solution for the arrangement of
the magnetic moments within the crystal. Possible models in agreement with neutron
powder diﬀraction data have been proposed, however, only a single crystal diﬀraction
experiment can distinguish between them [146]. Moreover, the lowering of crystal sym-
metry from orthorhombic to monoclinic has never been taken into account in the analysis
of magnetic symmetry.
In addition, the results proposed from NMR measurements raise some further questions.
For example, NMR failed to show which spins form the two predicted substructures or
what is the relative ordering within them.
To clarify those issues, neutron diﬀraction experiments on high quality single crystals
have been performed. With this technique it was not only possible to derive a unique
solution for the magnetic structure of CaV2O4, but it could also be shown, that the
system consists of two substructures which are zigzag chains. The spins within each
chain are collinear, while spins of diﬀerent chains are canted with respect to each other.
5.3.2. The problem of twinning
The key point for a successful reﬁnement of a nuclear or magnetic structure using single
crystal diﬀraction, is the accurate determination of integrated Bragg intensities. Those
intensities are proportional to the square of the structure factor (I ∼ F 2) and can be
compared to the calculated intensities of a proposed atomic model.
The measurement of Bragg intensities becomes signiﬁcantly more diﬃcult, when twin-
ning is apparent in the crystal lattice. Twinning in a phenomenon which occurs, when
individual crystals of the same species are joined together in some deﬁnite mutual ori-
entation. The symmetry relation between the twins is described by the twin law and
depending whether or not the twin law is a symmetry operator of the crystal lattice, one
diﬀerentiates between merohedral and non-merohedral twins [148].
In the case of CaV2O4 non-merohedral twinning occurs, which means that the twin law
does not belong to the crystal class of the structure nor to the metric symmetry of the
cell. The monoclinic distortion in the b*-c*-plane, with the monoclinic angle α close
to 90◦, results in two interpenetrating reciprocal lattices, where the related symmetry
operation between both is a 180◦ rotation around the c* axis. The corresponding twin
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law can be expressed with the following matrix equation:
κtwin1 = Tˆ κtwin2 =
⎛
⎜⎜⎝
−1 0 0
0 −1 0
0 0 1
⎞
⎟⎟⎠κtwin2. (5.19)
In the above equation, κ is a reciprocal lattice vector where the subscript denotes the
corresponding lattice and Tˆ is the transformation matrix of the twin law. An equivalent
notation of the twin law in terms of reciprocal lattice points (hkl) is given by:
(hkl)twin1 = (−hkl)twin1 = (−h − kl)twin2 = (h − kl)twin2, (5.20)
where the equals sign in the middle denotes the twin law, while the other two are due
to the symmetry of the monoclinic space group.
An illustration of the twinning within the (0kl) plane is given in Fig. 5.21. Depending
on the position in reciprocal space, the Bragg reﬂections of both twins either overlap
(exactly or partially) or are completely separated. In terms of data processing, the most
diﬃcult part is to extract the intensities from overlapping reﬂections. This is because the
degree of overlap is usually not exactly known and diﬀers from reﬂection to reﬂection.
For the determination of the magnetic structure of CaV2O4 with single crystal diﬀraction
it was therefore extremely important to ﬁnd an experimental set-up that allows the
twinned peaks to be resolved with the highest possible accuracy.
5.3.3. Theoretical analysis - representation theory
In Sections 5.1 and 5.2 it was shown, that CaV2O4 undergoes two phase transitions upon
cooling. At TS ≈ 141 K a structural phase transition from orthorhombic to monoclinic
occurs, while at TN ≈ 71 K the material develops antiferromagnetic long range order.
The crystallographic space group of the low temperature phase is monoclinic P21/n11
and there are two inequivalent vanadium sites in the unit cell which are responsible for
the magnetism in the system. Due to the symmetry operations of the monoclinic space
group, the total number of magnetic atoms per unit cell is eight (four of each site), which
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Figure 5.21.: Reciprocal space diagram of the (0kl) lattice plane, showing the relationship
between the monoclinic twins. Twin 1 is coloured red and twin 2 is coloured blue. Nuclear
Bragg reﬂections are positioned at the vertices of the lattice, while magnetic Bragg reﬂections
are indicated by dots (propagation vector k = (0, 12 ,
1
2 )).
are generated by the following operations:
(1) : x, y, z (5.21)
(2) : x + 12 ,−y + 12 ,−z + 12
(3) : −x,−y,−z
(4) : −x + 12 , y + 12 , z + 12 .
Each vanadium ion is located at the general Wykoﬀ position (4e), where the positions
(x, y, z) are those given in Tab. 5.6. In addition, the spin of each magnetic moment,
being an axial vector, has components along the three crystallographic directions, such
that the total magnetic structure of CaV2O4 consists of 8 × 3 = 24 components. Those
components form a representation for the magnetic structure and with the help of group
theory, this representation can be decomposed into its irreducible representations [149].
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The great advantage of the irreducible representations (IR) of magnetic structures arises
as a consequence of Landau’s theory of second order phase transitions (see e.g. [150] and
references within). This theory states, that the order parameter of the phase transition
is a linear combination of the basis vectors of only one single IR, while the basis vectors
associated with the other IRs are necessarily zero. Therefore the number of symmetry
allowed magnetic structures is strongly reduced, being simply the number of irreducible
magnetic representations.
To obtain all magnetic IR for a given system, one needs to ﬁnd the so called little group
gk. This group contains all those point group operations g of the underlying crystallo-
graphic space group, which keep the magnetic propagation vector k invariant. The point
group associated with space group P21/n11 is C2h={E, 2x, 1¯, mxy}. It contains the
unity element E, the point rotation 2x around the crystallographic x-axis, an inversion
center 1¯ and a mirror plane mxy along the diagonal of x and y. The propagation vector
of magnetic CaV2O4 is k = (0, 12 ,
1
2) and stays invariant under each of the four symme-
try operations of C2h10, and thus the little group gk is equivalent to point group C2h.
Finally, the space group of wave vector k, including both, point symmetry and transla-
tion symmetry elements, is Gk={E, 21x(12 , 0, 0), 1¯(0, 0, 0), n(0,
1
2 ,
1
2)}, where 21x(
1
2 , 0, 0)
is a twofold screw axis positioned at (x, 14 ,
1
4), 1¯(0, 0, 0) denotes an inversion symmetry
centered at the origin and n(0, 12 ,
1
2 ) is a diagonal glide plane along (
1
4 , y, z).
The full magnetic representation Γmag of Gk can be decomposed into four one dimen-
sional irreducible representations Γkν (ν = 1, · · · , 4), where each IR is included in Γmag
three times:
Γmag = 3Γk1 + 3Γk4 + 3Γk3 + 3Γk4. (5.22)
In Tab. 5.13 the characters of the four IR of Gk are listed. Using the projection
operator method implemented in the program BasIreps [151], one can ﬁnally derive
all basis vectors Ψn which correspond to a certain IR. In the current case, there are
three basis vectors for each Γkν and those are given in Tab. 5.14. Since any linear
combination of basis vectors within one IR represents also a symmetry allowed basis
vector, the magnetic moment of a particular atom is simply given by the sum of the
basis vectors of a particular IR:
mj =
∑
n
CnΨn. (5.23)
10In fact, the inversion 1¯ and the point rotation 2x lead to k′ = (0, 1¯2 ,
1¯
2 ); however, this vector is equivalent
to k, since k and k′ are connected via a reciprocal lattice vector k = k′ + G.
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Table 5.13.: Irreducible representations of space group Gk for k = (0, 12 ,
1
2 )
E 2x 1¯ n
Γk1 1 1 1 1
Γk2 1 1 -1 -1
Γk3 1 -1 1 -1
Γk4 1 -1 -1 1
Table 5.14.: Basis vectors for axial vectors associated with irreducible representations Γk1−Γk4.
In the last column a short hand notation is given, which is based on the symbols used for diﬀerent
types of magnetic order, F=(+,+,+,+),G(+,-,+,-), C=(+,-,-,+) and A=(+,+,-,-).
site (1) (2) (3) (4)
Γk1 (x, y, z) (x + 12 ,−y + 12 ,−z + 12 ) (−x,−y,−z) (−x + 12 , y + 12 , z + 12 ) short
Ψ1 (1 0 0) (1 0 0) (1 0 0) (1 0 0) Fx
Ψ2 (0 1 0) (0 -1 0) (0 1 0) (0 -1 0) Gy
Ψ3 (0 0 1) (0 0 -1) (0 0 1) (0 0 -1) Gz
Γk2 (x, y, z) (x + 12 ,−y + 12 ,−z + 12 ) (−x,−y,−z) (−x + 12 , y + 12 , z + 12 ) short
Ψ1 (1 0 0) (1 0 0) (-1 0 0) (-1 0 0) Ax
Ψ2 (0 1 0) (0 -1 0) (0 -1 0) (0 1 0) Cy
Ψ3 (0 0 1) (0 0 -1) (0 0 -1) (0 0 1) Cz
Γk3 (x, y, z) (x + 12 ,−y + 12 ,−z + 12 ) (−x,−y,−z) (−x + 12 , y + 12 , z + 12 ) short
Ψ1 (1 0 0) (-1 0 0) (1 0 0) (-1 0 0) Gx
Ψ2 (0 1 0) (0 1 0) (0 1 0) (0 1 0) Fy
Ψ3 (0 0 1) (0 0 1) (0 0 1) (0 0 1) Fz
Γk4 (x, y, z) (x + 12 ,−y + 12 ,−z + 12 ) (−x,−y,−z) (−x + 12 , y + 12 , z + 12 ) short
Ψ1 (1 0 0) (-1 0 0) (-1 0 0) (1 0 0) Cx
Ψ2 (0 1 0) (0 1 0) (0 -1 0) (0 -1 0) Ay
Ψ3 (0 0 1) (0 0 1) (0 0 -1) (0 0 -1) Az
In the above equation mj denotes the magnetic moment of the jth atom and Cn is the
mixing coeﬃcient of the basis vector Ψn. The Cn’s are those parameters, that can be
reﬁned throughout the analysis of the diﬀraction data and they give the orientation and
the size of the magnetic moments.
What has not been taken into account so far is, that the unit cell of CaV2O4 contains
two inequivalent magnetic ions (V1 and V2), which both transform according to the
relations in 5.21. In the most general case, each site could have a diﬀerent magnetic
structure, being described by a diﬀerent irreducible representation. However, the situa-
tion is simpliﬁed for CaV2O4, because the magnetic long range order is a result of the
coupling between the diﬀerent magnetic sites. Accordingly, there is only a single critical
temperature TN (and therefore only one order parameter), meaning that the basis vec-
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Figure 5.22.: Example of a possible magnetic structure of CaV2O4, obtained with Γk3. The
arrows indicate the direction of the magnetic moments and the diﬀerent colors stand for the two
inequivalent vanadium sites. The a component is given in brackets. Note, that the c axis has
been slightly stretched for clarity reasons.
tors associated with both sites must belong to the same IR.
To exemplify the results obtained with representation analysis, a possible magnetic
structure of CaV2O4, which is described by the basis vectors of the IR Γk3, is displayed
in Fig. 5.22. The two diﬀerent vanadium sites can be distinguished by their diﬀerent
colours and subscripts, while the superscript labels the four symmetry related positions
following the notation given in 5.21. For the sake of simplicity it is assumed, that all
moments point along the b-direction and therefore only coeﬃcient C2 in Eq. 5.23 will
be non-zero. What remains is the basis vector Ψ2(Γk3). According to this vector, all
symmetry related magnetic sites have the same moment direction (F-type). Finally, all
additional magnetic sites (e.g. those to ﬁll up the unit cell) can be simply generated by
the usual lattice translations, however, one has to bear in mind, that antiferromagnetic
order breaks the translation symmetry and an additional phase e2iπk·t has to be intro-
duced, where t is the translation vector in units of the lattice vectors.
The task is now to use the data from single crystal neutron diﬀraction to identify the
single IR involved in the magnetic phase transition and ﬁt the mixing parameter Cn in
order to get the magnetic structure of CaV2O4.
5.3.4. Experimental details
Single crystal neutron diﬀraction experiments have been performed on three diﬀerent
instruments and three diﬀerently prepared samples. The samples diﬀered in their quality
(amount of impurity and graininess) and also in their nuclear and magnetic transition
temperatures as can be seen from Tab. 5.15 (see also reference [119]).
5.3 Magnetic structure 151
Measurements on SXD
The neutron time-of-ﬂight Laue diﬀractometer SXD at ISIS was used to check the mag-
netic propagation vector proposed by previous powder diﬀraction experiments [145, 146].
In detail, the structure was examined for possible incommensurability, which e.g. has
been observed in isostructural β-CaCr2O4 [152]. SXD, which uses the white beam Laue
technique, is an ideal instrument for such a task, since its eleven area detectors cover
a broad region of reciprocal space (≈ 2π steradians) and thus allow a detailed investi-
gation of nuclear and magnetic ordering phenomena (see also Sec. 3.1.2). The crystal
under investigation was grown with the triarc furnace and not annealed prior to the
measurement. For the experiment it was mounted on an aluminium pin (see Fig. 5.23)
and inserted into a closed cycle refrigerator allowing temperatures between 15 K and 300
K to be accessed. Measurements took place at room temperature and both, above TN
at 65 K and below TN at 18 K, and for each temperature up to four diﬀerent crystal ori-
entations were used. The ﬁnal data were corrected for detector eﬃciency by normalizing
them to data from a vanadium/niobium standard collected under the same conditions.
Further an ‘empty instrument’ measurement was performed and utilized to correct the
data for the background.
Finally, the SXD2001 software was used to bin the observed data in three-dimensional
volumes of reciprocal space on a 201×201×201 grid. The volume data were further
investigated by performing slices through selected regions of reciprocal space [65].
Measurements on E4
The same CaV2O4 crystal that was measured on SXD, was further investigated on the
two-axis neutron diﬀractometer E4 at HZB; however, before the experiment it was an-
nealed in order to remove internal stresses and thus to make the crystal structure more
homogeneous. The annealing procedure resulted in a signiﬁcant increase of the transi-
tion temperatures as can be seen in Tab. 5.15.
The E4 instrument is installed at the thermal neutron guide at HZB. During the experi-
Table 5.15.: Summary of single crystal neutron diﬀraction experiments on diﬀerently prepared
crystals
Instrument sample synthesis m (g) V (mm3) TN (K) TS (K)
SXD an-2-50 triarc as grown 0.068 30 53 112
E4 an-2-50 triarc annealed 0.068 30 69 141
E5 an-3-077 OFZ annealed 0.3935 137 71 145
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ment it was operated with a vertically focusing pyrolytic graphite (PG) monochromator
selecting neutrons of incident wave length λ = 2.44 Å. The neutrons scattered by the
sample were detected with a single 3He tube detector which was conﬁned to the hori-
zontal scattering plane.
The sample was mounted on a sample stick and inserted inside a conventional orange
cryostat. Measurements were performed at T = 1.5 K in the antiferromagnetically or-
dered phase and a substantial data set of magnetic and nuclear reﬂections was collected
by performing ω (sample table) scans around the Bragg peak positions at constant 2Θ
(ﬁxed detector geometry). Reﬂections were measured from two scattering planes, being
(0kl) and (hk h2 ), and thus allowing to access magnetic Bragg peaks according to propa-
gation vector k = (0, 12 ,
1
2).
10 mm
(b)(a)
Figure 5.23.: Pictures of CaV2O4 single crystals: (a) growth from the image ﬂoating zone
furnace, cut in three pieces (the smallest piece was used for the E5 experiment); (b) small piece
of a triarc grown crystal mounted onto a sample stick for the SXD experiment.
Measurements on E5
For the experiment on the four-circle neutron diﬀractometer E5 at HZB, new single
crystals of CaV2O4 were grown using an optical ﬂoating zone (OFZ) furnace (for details
see [119]). These were single-grain samples of large mass and volume (see Fig. 5.23 (a)).
The E5 instrument provides two features which make it perfect for the determination
of magnetic structures. First, the four-circle geometry allowed to access a huge area in
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reciprocal space, without being restricted to a certain scattering plane (see Sec. 3.1.2).
Secondly, the instrument was equipped with a two-dimensional position sensitive 3He
detector, which allows to detect an extended region around a Bragg position and thus
making it easier to detect and separate twinned peaks.
For this particular experiment E5 was operated with a pyrolytic graphite monochroma-
tor selecting an incident wave length of λ = 2.36 Å. A graphite ﬁlter was placed between
the monochromator and the sample, to avoid higher order contributions e.g. λ/2. The
crystal under investigation was glued on a sample stick and inserted into a close cycle
helium refrigerator, enabling temperatures between 300 K and 6 K to be accessed.
In order to achieve the best resolution to separate the twinned structure the crystal was
mounted such that the (monoclinic) b-c plane was perpendicular to the main goniome-
ter axes, for which χ=180◦ (see also Sec. 3.1.2). The advantage of this conﬁguration
was that it provided the best resolution for reﬂections within the monoclinic plane and
therefore enabled the separation of most of the twinned reﬂections.
Data sets were collected at 160 K, well above the structural and magnetic phase transi-
tion and at 6 K in the antiferromagnetic long-range ordered phase. Diﬀerent scan types
were used for detecting nuclear and magnetic reﬂections. In the case of nuclear reﬂec-
tions, ω-2θ bisecting scans were performed, such that the Bragg peak is always centred
in the middle of the area detector by moving the detector on the 2θ circle simultaneously
with ω. This scan type compensates for the mosaic spread of the monochromator, which
leads to a small spread of incident neutron wavelength. On the other hand the magnetic
reﬂections were collected by performing pure ω-scans (rocking curve). In this case the
scanning path is described by a circle and provides the best angular resolution, especially
in the low 2θ region, where the magnetic signal is strongest pronounced.
5.3.5. Experimental results
The triarc sample measured on SXD and E4 turned out to consist of multiple grains.
For this reason, it was not possible to extract an accurate list of integrated Bragg inten-
sities and thus no quantitative analysis of the data could be performed. However, both
measurements gave some qualitative results, which helped to draw conclusions about the
magnetic structure of CaV2O4 and also to make decisions for the experimental set-up of
follow up experiments using crystals with higher quality.
Figure 5.24 displays the (−2, k, l) reciprocal section of CaV2O4 for two diﬀerent tem-
peratures as obtained with the SXD instrument. While the data shown in Fig. 5.24(a)
were measured well below the magnetic ordering temperature (TN ≈ 54 K), the data in
154 Nuclear and magnetic structure of CaV2O4
Fig. 5.24(b) have been measured above TN in the paramagnetic phase. By performing
one-dimensional cuts along selected reciprocal directions, it can be clearly seen, that ad-
ditional Bragg peaks at positions (h, k, l) + (0, 12 ,
1
2 ) appear below TN , corresponding to
a magnetic propagation vector of (k = 0, 12 ,
1
2). Further, from the detailed inspection of
the whole reciprocal space map any kind of incommensurate ordering could be excluded
and therefore the data conﬁrm the results given in [145, 146].
Two additional intensity maps showing reciprocal lattice reﬂections at T = 18 K from
other selected lattice planes are displayed in Fig. 5.25. In the left side (Fig. 5.25(a))
the (3, k, l) reﬂections are shown and again additional peaks can be seen at half integer
positions of k and l in the low Q region (see red circles). Moreover, the plot reveals
additional spots which are neither located at an integer, nor at an half integer position,
indicating that those reﬂection originate from small crystal grains. The graininess of the
investigated sample becomes most obvious when looking at the (h, k, 0) lattice reﬂections
in Fig. 5.25(b). Near each main Bragg reﬂection, several additional spots are apparent,
which can not be associated with the lattice of the main crystal. It is important to men-
tion, that this ‘fan-out’ of reﬂections in this plane is not due to the monoclinic twinning,
since this only occurs for reﬂections with l = 0.
In conclusion, the graininess of the investigated sample made a further treatment of the
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Figure 5.24.: Intensity map of selected reciprocal lattice planes from SXD data measured at
(a) T = 18 K and (b) T = 65 K. Below the magnetic ordering temperature (TN (triarc) ≈ 54
K) additional peaks appear at (h, k, l) + (0, 12 ,
1
2 ) as can be clearly seen from the cuts along the
(−2, k,−0.5) direction, which are shown below. In the white regions of the intensity map no
data were recorded.
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data impossible, since no accurate intensity list could be extracted from them.
In order to increase the quality of the triarc crystal for the follow up experiment on E4, it
was annealed prior to the measurement (in ﬂowing 5% H2-He gas at 1200◦ for 96 hours).
The annealing process caused an increase of TN and Ts, indicating that the sample has
become more homogenous. However, the multi grain character was also present in the
data from E4 and from the two measured orientations, only the one with the (0, k, l)
plane as the scattering plane brought results which could be used for further analysis.
In this orientation, 51 (12 unique) nuclear and 48 (21 unique) magnetic reﬂection were
collected and as an example two of the measured magnetic reﬂections are illustrated
in Fig. 5.26. In this Figure two ω (sample angle)-scans are shown, one at the nomi-
nal (0,−12 , 12) position and the second at the nominal (0, 12 , 12) position. As expected,
a distinct splitting of the reﬂections was observed, where the two split peaks can be
assigned to diﬀerent monoclinic twins, according to the twin law introduced in Eq. 5.20.
Interestingly, the integrated intensities for the two twins at the same sample angle diﬀer
signiﬁcantly. This diﬀerence cannot be explained in terms of unequal domain fractions,
but is a result of their diﬀerent magnetic structure factors.
The observed magnetic and nuclear reﬂections within the (0, k, l)-plane were ﬁtted to
Gaussian functions and corrected for a sloping background. If possible the twins were
[3,
0,
l]
[3,k,0]
(a) b-c plane
[h,0,0]
[0,
k,
0]
(b) a-b plane
Figure 5.25.: Intensity map of selected reciprocal lattice planes from SXD data measured at
T = 18 K. Below the magnetic ordering temperature additional peaks appear at (h, k, l)+(0, 12 ,
1
2 ).
In (a) some of the magnetic Bragg peaks are highlighted by a red circle. In (b) the multi grain
character of the crystal can be seen.
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Figure 5.26.: Intensity vs. sample angle ω for two magnetic Bragg peaks observed at T = 1.5
K using the two circle diﬀractometer E4.
separated and a list containing the integrated intensities from each twin reﬂection was
created. However, the small number of usable reﬂections was not suﬃcient to perform a
meaningful reﬁnement of the magnetic structure. However, some reﬁnement tests per-
formed with the program FULLPROF [122] using the least square method, indicated that
they are canted, while the average spin direction is along the crystallographic b-direction
and that the ordered spin moment is reduced.
It was also proved that the peaks displayed in Fig. 5.26 are indeed magnetic reﬂections
by following their temperature dependence. In Fig. 5.27(a) such a dependence is shown
for the two twins at nominal (0, 12 ,
1
2) position and the disappearance of both peaks above
the Néel temperature TN is clearly visible. The integrated intensity for each twin as a
function of temperature (Fig. 5.27(b)) shows a classical Brillouin function like behaviour
with a continuous decrease of the order parameter, which becomes zero at the TN ≈ 69
K. In addition, this Figure shows, that both twin reﬂections are indeed described by
the same order parameter, since they follow the same T -dependence and have the same
transition temperature. This invalidates speculations, that one of the split reﬂections
might only occur below a second magnetic phase transition, where a reorientation of the
spins takes place11.
In conclusion, while with the given E4 set-up it was in principle possible to resolve the
peak splitting caused by the monoclinic distortion, in reality the multi grain structure of
the triarc crystal only allowed a small number of integrated intensities to be extracted,
11Zero ﬁeld cooled and ﬁeld cool susceptibility measurements of CaV2O4 crystals performed at Ames
laboratory showed the onset of a small irreversibility below T ∼ 30 K [119] and it was speculated
that at this temperature another magnetic phase-transition might occur.
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Figure 5.27.: Temperature dependence of twinned magnetic Bragg peaks at nominal (0, 12 ,
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position.
such that a quantitative analysis of the data was not possible.
The ﬁnal breakthrough in magnetic structure determination of CaV2O4 was achieved
with the experiment at the four-circle diﬀractometer E5 at HZB using new high qual-
ity single crystals, which have been grown at Ames laboratory with the optical ﬂoating
zone technique [119]. Those crystals were single grain and therefore allowed an accurate
investigation of the twinned structure.
With the set-up described in Sec. 5.3.4 it was possible to collect a set of 170 (79 unique)
nuclear and 132 (66 unique) magnetic reﬂections. To do so, ω (or ω − 2θ) scans were
performed at each nominal Bragg position and for each scan step a two-dimensional
intensity pattern was recorded. The number of total scan steps were chosen to be 52 for
the magnetic and 36 for the nuclear reﬂections.
Despite the high quality of the crystal under investigation, the ﬁnal extraction of in-
tegrated intensities from the scan data turned out to be rather challenging. This was,
because the split structure of monoclinic twins did not allow conventional integration
routines for multi-detector data (e.g. such as described in [153]) to be used. In fact,
some of the peak integration programs do consider domain structures, but the split
Bragg peaks have to be well separated in order to allow the precise determination of
domain contributions. This was not the case for CaV2O4, where most of the twin pairs
partially overlap, especially those twin reﬂections in (hkl) with a large k component.
For this reason, the correct intensities were extracted manually. A summation of all
detector signal per scan step was performed and an one-dimensional data set containing
the scattering intensity as a function of rotation angle ω was created. In those data sets
the individual reﬂections had a Gaussian shape and thus their integrated intensity could
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Figure 5.28.: Selected magnetic Bragg intensities as a function of sample angle ω. The diﬀerent
degree of twinning is displayed. If two peaks are resolved (left and middle ﬁgure), the twin at
lower angles is at the nominal (hkl) position written in the legend, while the second twin is at
position (h-kl). In the very right Figure the twins overlap (almost) completely and only the sum
of the integrated intensities could be extracted from the ﬁt. The solid line is a ﬁt the one or two
Gaussian plus a slop background.
be easily extracted by ﬁtting them to a Gaussian (area) function, where in addition a
sloping background was subtracted. By applying this method to all nuclear and mag-
netic data, it was possible to separate the monoclinic domains with high accuracy and
to create two separate lists of integrated intensities, one for each twin domain. Some
selected (magnetic) Bragg reﬂections showing the diﬀerent degrees of overlap are visual-
ized in Fig. 5.28. While the reﬂections displayed in the left and middle part of the Figure
could be easily separated, the right one is an example case of a pair of inseparable twin
reﬂections. For such reﬂections a third intensity list was set-up, containing the summed
integrated intensities of two completely overlapping reﬂections.
The ﬁnal reﬁnement of the magnetic structure was carried out using all three intensity
lists, where the lists were further subdivided into those containing nuclear and those con-
taining magnetic reﬂections. Prior to the actual magnetic structure reﬁnement a nuclear
reﬁnement was performed in order to determine an overall scale factor and an extinction
parameter. Those parameters were then ﬁxed in the magnetic reﬁnement, since they
strongly correlate with the size of the magnetic moments and thus cannot be reﬁned
simultaneously with the magnetic structure. It has to be mentioned, that throughout
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the nuclear reﬁnement all other parameter (atomic positions and lattice parameter) have
been ﬁxed to the values determined from the combined neutron and synchrotron powder
diﬀraction analysis (see Tables 5.4 and 5.6), since this method provided more accurate
results concerning the nuclear structure.
Reﬁnement procedure
The complete reﬁnement of the magnetic structure was carried out using the FULLPROF
software [122]. For integrated intensity data the software provides a reﬁnement based
on the least square method, where the sum of the square of the diﬀerences between the
observed and calculated magnetic structure factors is minimized.
For the reﬁnement of twinned structures FULLPROF provides two diﬀerent methods, which
in principle lead to the same solution, but give diﬀerent information about the agree-
ment between observed and calculated intensities. In the ﬁrst method (single pattern
method), a single input ﬁle is used, containing all integrated intensities together with a
label according to their twin aﬃliation. In this case, FULLPROF tries to reﬁne the selected
parameter by minimizing the Bragg R-factor for the overall data, where the single scale
factor is multiplied by the corresponding twin fraction.
In the second method (multi pattern method) several intensity lists can be used and
weighted with a certain factor. FULLPROF then tries to ﬁnd a solution by performing
a simultaneous reﬁnement and calculates an individual Bragg R-factor for each input
ﬁle. This method in principle allows diﬀerent scale factors and twin fractions for each
given intensity list to be used. However, for the current case only one scale and one twin
factor are used, since the given intensity ﬁles are all from the same neutron experiment.
In both cases (single and multi pattern), the twin fraction appears as an additional free
parameter and can also be reﬁned.
Reﬁnement strategies and results
The magnetic structure of CaV2O4 is completely described by the three spin components
of each of the two symmetry inequivalent magnetic sites (more general: the mixing
components of the basis functions) and by the underlying irreducible representation
(see Sec. 5.3.3). Once the correct irreducible representation has been identiﬁed, a ﬁnal
simultaneous reﬁnement of all six spin components can be performed. Another important
requirement for a successful reﬁnement is the assignment of good initial parameter values,
which ideally should already lie in the vicinity of the ﬁnal solution. If this is not the
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Table 5.16.: Reﬁnement results (single pattern method) assuming the collinear structures dis-
played in Fig. 5.29. The table lists the ﬁt-quality factors, the magnetic moment values for both
vanadium sites and the domain fractions for the two best IR.
Irreps. RF [%] R2F [%] R2F ω[%] χ2 μV1 (μB) μV2 (μB) Dom 1 Dom 2
Γk2 16.2 20.7 23.6 27.1 0.91(2) 1.05(2) 0.46(1) 0.54(1)
Γk3 13.0 15.6 18.3 16.3 1.04(1) 0.94(1) 0.459(9) 0.541(9)
case, it might occur, that the reﬁnement either does not converge, or that it leads to a
solution, which lies in a local minimum.
In the case of CaV2O4, suitable starting parameter are given by the solutions derived
from neutron powder diﬀraction data [145, 146]. Two possible magnetic models were
suggested, which could not be distinguished from the powder data and it therefore
stands to reason to investigate how these models agree with the new single crystal
neutron diﬀraction data. Although the two models were derived on the basis of the
orthorhombic space group Pnam, they coincide with the irreducible representations Γk2
and Γk3 derived within the actual monoclinic setting (see Sec. 5.3.3). Both models are
depicted in Fig. 5.29. They represent collinear structures with the spins pointing along
the crystallographic b-direction. To check those models, the reﬁnement has been set up
such, that the spins were constrained to point along the b-direction, while the size of the
two individual magnetic moments and the twin fraction were allowed to vary. The results
from the single pattern reﬁnement are tabulated in Tab. 5.16. Both models provide a
good ﬁt of the data, where the one corresponding to IR Γk3 leads to a slightly better
result. As expected from the particular character of the twinning, both domains have
almost the same fraction, indicating that the strong intensity diﬀerence between twins
is not the result of a strong domain imbalance. Moreover, the moment size is strongly
reduced for both magnetic sites and is in good agreement with the results from powder
diﬀraction (μ = 1.06(6)μB [146]). However, a close inspection reveals that both models
systematically fail to assign a non-zero intensity to the small contributions, such as the
(0, 12 ,
1
2)twin2 in Fig. 5.26(a). Therefore, in the next step of the reﬁnement, the moment
direction was no longer constrained and thus canted solutions were also allowed. With
this approach, a much better agreement with the data was found. The canted solutions
for IR Γk2 and Γk3 are listed in Tab. 5.17. While the size of the magnetic moment,
as well as the twin fraction remained almost unchanged with respect to the collinear
models, a signiﬁcant canting out of the b-direction could be observed. Further it can
be seen, that the solution corresponding to Γk3 provides appreciably better agreement
factors, than the Γk2 solution.
Figure 5.30 compares the observed and calculated intensities for the best collinear and
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Figure 5.29.: Collinear magnetic structures of CaV2O4 in moderate agreement with the data.
The projection on the a-b-plane is shown and the c-component is given in brackets.
Table 5.17.: Canted solutions for IR Γk2 and Γk3. The table lists the ﬁt-quality factors, the
total and individual magnetic moment values and the canting angles for both vanadium sites, as
well as the domain fractions.
Γk2 RF R2F R2Fω χ2 μ (μB) φ Θ Dom 1 Dom 2
V1 7.39 12.4 14.7 11.1 0.95(1) 83(1) 77(2) 0.469(7) 0.531(7)
μa μb μc
0.11(2) 0.92(1) 0.22(4)
RF R2F R2Fω χ2 μ (μB) φ Θ Dom 1 Dom 2
V2 7.39 12.4 14.7 11.1 1.06(2) 244(2) 76(2) 0.469(7) 0.531(7)
μa μb μc
-0.45(3) -0.93(2) 0.25(3)
Γk3 RF R2F R2Fω χ2 μ (μB) φ Θ Dom 1 Dom 2
V1 5.33 9.28 11.0 6.31 0.96(1) 76(1) 105(2) 0.467(6) 0.533(6)
μa μb μc
0.22(2) 0.90(2) -0.25(4)
RF R2F R2Fω χ2 μ (μB) φ Θ Dom 1 Dom 2
V2 5.33 9.28 11.0 6.31 1.01(1) 105(1) 80(2) 0.467(6) 0.533(6)
μa μb μc
-0.26(1) 0.97(1) 0.18(3)
canted model and shows that only the canted model predicts intensity for all measured
peaks. The canting could not be observed in the powder experiment, since the resolution
function of neutron diﬀractometers does not allow to resolve the peak splitting. For this
reason the reﬂections with a small intensity contribution were summed with their more
intense twins, which led to a signiﬁcant loss of information. This issue also becomes
visible, if one investigates the ﬁt agreement in terms of the particular domain aﬃliation.
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Figure 5.30.: Observed vs. calculated structure factor for the best collinear (red) and the best
canted model (blue). The mismatch of the low intensity reﬂections for the collinear model are
clearly visible.
Table 5.18.: Agreement factors for the best collinear and the best canted solution of IR Γk3.
collinear canted
Γk3 RF R2F ω RF R2Fω
IDom1 16.5 17.6 5.25 10.1
IDom2 16.6 18.7 4.90 8.11
Isum 7.71 18.9 5.74 15.9
Therefore, the ﬁt agreement factors of the multi pattern reﬁnement are summarized in
Tab. 5.18. In particular the reﬁnement of the two lists containing the integrated intensi-
ties of the separated twin fractions leads to a signiﬁcantly better quality when canting is
introduced. In contrast, the list with the non-separable and therefore summed reﬂections
provides already a fairly good agreement with the collinear model and only slightly lower
R-factors are obtained with canting. In a sense, this list provides similar information,
as a list obtained in a neutron powder measurement. It it therefore not surprising, that
the data from the summed list can be ﬁtted to the collinear model, as for the powder
case the important information about the twin contribution is not given.
Before the ﬁnal canted solution is discussed in detail, the existence of other solutions,
which are in better agreement with the data and which were not possible to obtain with
the given initial set-up parameter has to be ruled out. In particular, up to now, all in-
vestigations were based on preliminary results from powder diﬀraction experiments and
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e.g. two of the four possible irreducible representations have not been considered so far.
In order to do so, another more general method of magnetic structure determination was
performed. This method is called simulated annealing (SA) and is an adaptation of the
Metropolis algorithm, a Monte Carlo method to generate sample states of a thermody-
namic system. It does not depend on initial parameters and is therefore ideal for solving
complex and/or completely unknown structures. In detail, the SA method is based on
the concept of minimizing a ‘cost’ function E(ω) with respect to a given conﬁguration
vector ω [154, 122]. This conﬁguration contains all the parameters needed to describe
the magnetic structure, such as polar angles of the spin and magnetic moment size or
more general the set of mixing coeﬃcients of the basis functions. The cost function
itself can be simply chosen to be the crystallographic R-factor or some related function.
Starting from a random conﬁguration ωold, a new conﬁguration ωnew in the vicinity of
the old one is chosen and this new conﬁguration will be accepted with the probability
p = min(1, exp(−ΔET )), where ΔE = E(ωnew)−E(ωold) is the energy diﬀerence between
the old and the new conﬁguration. With each step of the process, the ‘temperature’ T
decreases and thus also the probability that a worse conﬁguration gets accepted becomes
smaller. The iteration stops, if either convergence or the ﬁnal number of deﬁned steps
have been reached.
In order to ﬁnd possible solutions of the magnetic structure of CaV2O4, a total number of
100 simulated annealing runs for each of the four irreducible representations were carried
out and the best solution for each IR in terms of agreement factors (or ‘cost’-functions,
respectively) is listed in Tab. 5.19. The results reveal, that the solutions obtained with
IR’s Γk2 and Γk3 are in signiﬁcantly better agreement with the data, than those ob-
tained with IR’s Γk1 and Γk4 and therefore conﬁrm the results from powder diﬀraction.
Moreover, a detailed investigation of the obtained models for Γk2 and Γk3 revealed, that
they are identical to the canted models derived with the collinear starting parameter.
Hence, the single crystal neutron diﬀraction data clearly identiﬁed the canted model
corresponding to IR Γk3 as the one representing the magnetic structure of CaV2O4.
The projections of the ﬁnal canted model (Γk3) on the a-b and b-c plane are depicted
in Fig. 5.31. The two inequivalent vanadium sites form two diﬀerent magnetic substruc-
tures, with their spins canted by almost equal, but opposite amounts from the b-direction
(see also Tab. 5.17). The total canting angle between the two substructures is 38(2)◦,
with the projections in the a-b and b-c planes of 29(1)◦ and 25(2)◦, respectively. However,
the average spin direction remains along b, which is the reason why the dc-susceptibility
measurements revealed b as the direction of the easy axis. The actual character of the
spin substructures becomes clearer, when a connection between nearest and next nearest
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Table 5.19.: Best simulated annealing results of the magnetic structure of CaV2O4 for each of
the possible four irreducible representations (k = (0, 12 ,
1
2 ))
Irrep RF R2F R2ωF χ2
Γk1 21.1 34.1 36.9 70.4
Γk2 8.76 14.1 16.9 14.7
Γk3 5.60 10.1 12.6 8.16
Γk4 21.4 36.3 37.6 73.0
neighbour spins is drawn, as has been done in Fig. 5.32. This Figure clearly shows, that
each of both substructures is a zigzag chain. Moreover, it can be seen that the spin
canting only occurs between the chains of diﬀerent sites, whereas within each chain the
spins are arranged in a collinear fashion. In both chains, the neighbouring spins along
the legs are aligned antiferromagnetically, while neighbouring spins along the zigzags are
aligned in an alternating ferromagnetic-antiferromagnetic type fashion.
As mentioned earlier, the reﬁned magnetic moment sizes per vanadium atom are strongly
reduced from the expected value 〈μ〉 = gSμB = 2μB (assuming that the orbital momen-
tum is quenched), however, no signiﬁcant diﬀerence was found between the moment
values of diﬀerent vanadium sites. The values are consistent, with neutron powder
diﬀraction (1.06(6)μB ) as well as μSR (1.19(14)μB ) and NMR results (1.02-1.59 μB)
[146, 147, 136]. NMR was also able to observe the canting and reveals two antiferro-
magnetic substructures containing equal number of spins, canted about the b axis by a
total canting angle of 19(1)◦ and projections in the a-b and b-c plane of 18(1)◦ and 6(1)◦,
respectively [136]. The canting angles in NMR are smaller than the ones obtain within
this work. To test the model derived from NMR the single crystal neutron diﬀraction
data were reﬁtted using the NMR model by ﬁxing the spin angles to the NMR values,
while keeping the moment values free. The best result was obtained with a moment value
〈μ〉 = 0.998(5)μB and had a Bragg factor of R = 8.3 %. Thus the NMR model gives an
approximately 1.5 times worse agreement than the best model obtained by single crystal
diﬀraction (R = 5.33 %). Furthermore, when also ﬁxing the ordered moment to the
proposed NMR value of 〈μ〉 = 1.3 μB, the Bragg factor is R = 40 %, which gives a total
mismatch. The reason for the discrepancy between the single crystal diﬀraction model
and the NMR model remains unclear for the moment, however, it would be interesting
to see, whether the results of this work would give a reasonable ﬁt to the NMR data.
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Figure 5.31.: Magnetic structure of CaV2O4. The best canted solution (from Γk3) is displayed.
The particular values for the angles φ and Θ can be found in Tab. 5.17.
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Figure 5.32.: Magnetic structure of CaV2O4. The spin-projections onto the b-c- and the a-b-
planes for the best canted solution (from Γk3) are displayed.
Other solutions
The Simulated Annealing runs have unambiguously identiﬁed the canted solution of IR
Γk3 (Tab. 5.17 and Figs. 5.31 and 5.32), as the one, that leads to the best agreement with
the neutron single crystal diﬀraction data. While all solutions derived with irreducible
representations other than Γk3 gave signiﬁcantly worse ﬁts of the data, one other solution
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Figure 5.33.: Magnetic structure of CaV2O4. The second best canted solution (from Γk3) is
displayed. The particular values for the angles φ and Θ can be found in Tab. 5.20.
within Γk3 was found, which had a R-value comparable to the one of the best model.
This model is displayed in Fig. 5.33 and the particular canting angles and moment values
are listed in Tab. 5.20. The only noticeable diﬀerence compared to the best solution
is a ﬂip of the spin component along the a-direction (μa) for the second vanadium site.
Therefore, the canting out of the b-direction within the a-b plane appears in opposite
direction to the one of the best solution. This causes a reduction of total canting angle
between the two chains, being 28(2)◦, with projections in the a-b plane being 17(1)◦ and
in the b-c plane being 22(2)◦.
From the given diﬀraction data, it is diﬃcult to distinguish between those both canted
models and only a neutron diﬀraction experiment using spherical neutron polarimetry
could shed light on this issue.
The best canted solution obtained with IR Γk2 has an ≈30 % worse Bragg R-factor,
than the best canted solution from IR Γk3. Allthough, this solution is not considered as a
very possible magnetic structure of CaV2O4, it is worse to mention, that the assignment
of the diﬀerent magnetic symmetry results in a systematic swap of the relative alignment
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between spins along the zigzag direction. For example the zigzag pattern afm-fm-afm-
fm within a chain of IR Γk3, has the arrangement fm-afm-fm-afm in the case of IR Γk2
symmetry.
In other words, this states that the single crystal diﬀraction data clearly favour a certain
relative spin order on the zigzags, a swap of the sign of both zigzag exchange couplings
does not keep the ﬁt quality invariant, but leads to a noticeable deterioration.
Table 5.20.: Reﬁnement results for the second best canted model in IR Γk3
Γk3 RF R2F R2F ω χ2 μ (μB) φ Θ Dom 1 Dom 2
V1 5.96 9.96 11.4 6.71 1.037(1) 67(1) 101(2) 0.468(6) 0.532(6)
μa μb μc
0.40(2) 0.93(2) -0.21(3)
V2 5.96 9.96 11.4 6.71 0.96(1) 84(1) 79(2) 0.468(6) 0.532(6)
μa μb μc
0.11(2) 0.94(1) 0.18(3)
5.3.6. Discussion
The discussions subsequent to the previous two sections dealing with the nuclear struc-
ture and the magnetic susceptibility of CaV2O4 ground to a halt, because essential
information concerning the spin structure were not available at that point. Now, with
the knowledge of the precise magnetic structure of the antiferromagnetically ordered
phase, the discussion can be continued. By comparing the various results from nuclear
and magnetic structure determination, it is possible to draw conclusions about the par-
ticular arrangement of the vanadium d-orbitals and about the character and strength of
the leading exchange interactions.
As mentioned earlier in the text, the two symmetrically inequivalent magnetic V3+-ions
(S = 1) of CaV2O4 are in octahedral symmetry, where neighbouring VO6 octahedra of
the same site are arranged in double chains and share their common edges. The oc-
tahedral crystal ﬁeld splits the d-levels into a lower lying triply degenerate t2g- and a
higher energetic eg-level, however, the degeneracy of these levels is partially lifted due
to a distortion of the octahedra. In addition, CaV2O4 possesses an orbital degree of
freedom, since its two V3+ d-electrons only partially occupy the three t2g levels. Due
to the particular edge sharing arrangement of the octahedra, lobes from t2g orbitals of
neighbouring nearest and next nearest neighbour ions point toward each other, such that
the leading exchange interactions between spins are direct-exchange. In order to be able
to state about the strengths and the character of the various magnetic interactions in
CaV2O4, it is essential to identify the ﬁlled and unﬁlled orbitals, since their contribution
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Figure 5.34.: Relative alignment of magnetic moments of CaV2O4 with respect to the VO6 oc-
tahedra as obtained from the magnetic structure reﬁnement. The spins and octahedra of the two
diﬀerent sites are coloured blue (chain 1) and pink (chain 2), respectively. (a) projection onto the
b-c-plane, the intrachain exchange constants for the monoclinic phase are labelled. (b) projection
onto the a-b plane, in addition the local octahedra axes are labelled, where zn(n = 1, 2) corre-
sponds to the direction of the tetragonal compression. Reprinted from [137]. Copyright (2009)
by the American Physical Society.
5.3 Magnetic structure 169
P21/n11Pnam
V1O6 x
d
V2O6
Figure 5.35.: Possible t2g energy level for the two diﬀerent vanadium sites of CaV2O4. The size
of the splitting is assumed to scale with the diﬀerence betwen the average V-O distances along
the three octahedral axes.
to the coupling is signiﬁcantly diﬀerent (see Sec. 2.1.1).
For the beginning, inter-chain coupling will be neglected and thus there remain six pos-
sible exchange paths (three for each chain), whose strengths are dominated by the direct
overlap and the particular occupancy of t2g-orbitals. The corresponding exchange pa-
rameter are displayed in Fig. 5.34(a). Within each zigzag chain, one ﬁnds one coupling
path between magnetic moments along the legs (Jnleg) and two coupling paths along the
chain’s zigzag direction (Jnzz(a) and Jnzz(b)), respectively. The superscript n denotes the
two diﬀerent chains. In the high temperature orthorhombic phase, the distances and
environments for both zigzag paths are identical (dnzz(a)=dnzz(b)) and thus Jnzz(a)=Jnzz(b).
On the other hand, the monoclinic distortion of the low temperature phase lifts the
frustrated zigzag arrangement, leading to slightly diﬀerent distances dnzz(a) and dnzz(b). In
this case, the two zigzag couplings can no longer assumed to be equal. Further, for both
chains and both phases the distances between neighbouring ions along the legs (dnleg) are
slightly shorter, than the corresponding zigzag distances. However, the strength of the
interactions cannot simply be deduced from distance arguments and the knowledge of
the particular orbital arrangement is necessary.
Figure 5.35 shows a schematic energy level diagram of the t2g-levels for the two vana-
dium sites. The diagram is based on the ﬁndings from nuclear structure determination
and depicts the potential level splitting above and below the structural phase transition.
It has to be mentioned, that the relative splitting of the energies is not true to scale
and was just estimated from the diﬀerence of average 〈V − O〉 distances along the main
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octahedral axes. If one neglects the oﬀ-centring of vanadium ions, then the two octahe-
dra of the high-T phase (Pnam) are in pseudo-tetragonal12 symmetry, with a tetragonal
compression along the local z-axis of the octahedra (see also Figure 5.34(b)). This com-
pression leads to a partial splitting of t2g-levels into a lower lying dxy-singlet and an
higher energetic doublet (dyz , dxz) and is stronger pronounced for the ﬁrst vanadium
site V1 (cf. Tab. 5.9). Even though, the absolute size ξ of the tetragonal splitting is not
known, it can be assumed that the two split levels are well separated and eﬀects of state
mixing play a minor role13. As a result of the distortion, one of the two V3+-electrons
occupies the energetically favourable dxy-orbital, while the remaining one partially occu-
pies both, the dyz- and the dxz-orbital. Considering the CaV2O4 topology, one ﬁnds that
the fully occupied dxy-orbitals point along the leg direction of the zigzag chain, giving rise
to a strong antiferromagnetic coupling Jnleg [126]. On the other hand, the remaining two
orbitals being only half occupied, are responsible for the coupling along the zigzag direc-
tions. The corresponding interactions (Jnzz(a) and Jnzz(b)) are identical in the orthorhombic
phase (Jnzz(a)=Jnzz(b)), but due to the half ﬁlling, their strength is assumed to be signiﬁ-
cantly weaker than Jnleg. For example, in the isovalent spinel compound CdV2O4, which
also shows a tetragonal distortion of VO6-octahedra, the estimated ratio between the
coupling along the diﬀerent t2g-directions is J(dxy)/J(dyz) = J(dxy)/J(dxz) ≈ 1.7 [127].
In the case of CaV2O4 this ratio is believed to be even larger, since the V-V distances
along the chain’s legs (dnleg) are slightly shorter than the ones along the zigzags (dnzz),
resulting in a slightly stronger orbital overlap and therefore also in a slightly stronger
exchange coupling (see Eq. 5.16). The predicted high temperature orbital states are
illustrated in Fig. 5.36(a). The susceptibility analysis in Sec. 5.2 revealed, that one
of the intrachain exchanges is much stronger than the other, but from the data it was
not possible to distinguish which one. The particular orbital arrangement derived from
the crystal structure clearly favours the scenario of a strong leg coupling, such that the
system in the high-T phase can be seen as two weakly coupled Haldane chains. Since
the zigzag coupling is supposed to be antiferromagnetic and equal along all rungs, the
coupling is frustrated.
Before the focus will set onto the actual low temperature monoclinic structure, another
important issue has to be discussed, which has been carelessly neglected so far. This
is the relativistic spin-orbit coupling λ(S · L), which describes the coupling of strength
λ between the angular momenta of both, spin (S) and orbital (L). In many studies
12‘Pseudo-tetragonal’ only refers to the local symmetry of the octahedra and not to the full crystal
structure. This assumptions holds as long as oﬀ-centring eﬀects are negligible.
13Optical and theoretical investigations on other t2g-systems with a tetragonal distortion of octahedra
revealed that the level splitting ξ ∼ 200 meV [155, 156].
5.3 Magnetic structure 171
dealing with spin-orbit eﬀects in transition metals, the spin-orbit coupling is neglected
due to its relative weakness compared to other eﬀects, such as magnetic interactions
and crystal ﬁeld eﬀects. In addition, it is very often assumed, that due to crystal ﬁeld
eﬀects, the orbital angular momentum is completely quenched (L = 0). However, in
materials with partially ﬁlled t2g-orbitals, those assumptions are in general not valid any
more. For example, the spin-orbit coupling in V3+-ions has the strength of λ ≈ 20 meV
[157], which is the same order of magnitude as the magnetic exchange interactions in
vanadates.
An octahedral crystal ﬁeld provides a splitting between t2g- and eg-orbitals, which is of
the order of ∼ 2 eV. Due to this large energy gap, the mixing between both levels can
be neglected and the orbital momentum L can be written in terms of an eﬀective or
pseudo angular momentum L′ of length L′ = 1, which operates in the t2g-subspace [8].
The relation between the real and pseudo angular momentum is found to be L = −αL′,
where α ≈ 1 for well separated t2g-eg levels [157].
Turning back to the particular case of (orthorhombic) CaV2O4, two scenarios concerning
spin-orbit coupling are possible, depending on whether the coupling λ is weak or strong.
In either cases, the tetragonal compression along the z-axis of the octahedra leads to
the occupation of the dxy-orbital by one of the two electrons. For the two remaining
t2g-orbitals, the spin-orbit interaction favours the formation of complex orbital states
dyz ± idxz. These mixed states are equally occupied by the second electron and their
existence is accompanied by an easy axis anisotropy, which forces the spins to point
along the local z-axis. The resulting orbital pattern remains similar to that presented
in Fig. 5.36(a), with a strong antiferromagentic exchange along the chain’s legs and
a weak, but frustrated antiferrmagnetic exchange along the zigzags. While the former
is again caused by the overlap of fully occupied dxy-orbitals, the latter results from a
partially occupation of the complex orbital states.
The diﬀerence of weak and strong spin orbit coupling manifests in the character of the
particular ground states. While in the case of weak spin-orbit coupling L and S can be
still assumed to be good quantum numbers, this is no longer true for the strong coupling
limit, where an eﬀective total angular moment J ′ = L′+S of size J ′ = 2 comes into play.
The resulting anisotropy is in both cases of single ion type being either proportional to
S2z or to J ′2z . Therefore the spin chains consist either of staggered spin states of Sz = ±1
(small λ) or of such with staggered states of Jz = ±2 (large λ).
In particular, if strong spin-orbit coupling is apparent, the total angular momentum will
be strongly reduced compared to the ‘spin only’ moment. This is because the orbital
angular momentum prefers an antiparallel aligned with respect to that of the spin. The
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reason for this is, that for a given site with spin value Sz = ±1, the orbital momen-
tum becomes Lz = −αL′z = ∓α. The total moment therefore takes the reduced value
(2−α)μB . This scenario has been predicted for the AV2O4 vanadium spinel compounds
[157].
The analysis of the high temperature susceptibility data reveals small diﬀerences in the
g-factor along diﬀerent crystallographic directions. This indicates the presents of weak
anisotropy, which indeed points to a situation where spin-orbit coupling is apparent.
Therefore the formation of complex orbitals is very likely, even though it is diﬃcult to
state about the strength of the spin-orbit coupling.
The next step is to discuss the orbital pattern in the low temperature monoclinic phase.
The induced monoclinic distortion lifts the geometrical frustration within and between
the V3+-chains and due to the formation of preferred coupling pathways, the system
enters the antiferromagnetically ordered phase, with the ordering pattern as shown in
Fig. 5.34.
The induced monoclinic distortion eﬀects the octahedral environments of the two in-
equivalent vanadium sites in very diﬀerent ways. Therefore, in contrast to the high-T
phase, it can no longer be assumed that the corresponding orbital pattern are equal for
both sites and a separate investigation of both zigzag chains is necessary. In the following
it will be therefore referred to the chains as chain 1 and 2, where the notation is explained
in Fig. 5.34. Among both VO6-subunits, the low temperature phase is characterized by
the onset of an additional pseudo-orthorhombic distortion14. As a result, the average
〈V-O〉 bond distances along the three octahedral axis become all diﬀerent and can be
subdivided into bonds of short, medium and long type. As for the high-T case, the
vanadium ions are somewhat oﬀ-centre, however, the corresponding eﬀects on the crys-
tal ﬁeld are assumed to be weak and will therefore be neglected throughout the further
discussion. Additionally, the distortion leads to a splitting of the previously degenerate
dyz- and dxz-orbitals, resulting in a complete lifting of the t2g-orbital degeneracy in the
low-T phase. The situation is visualized for both octahedral sites in the right part of
Fig. 5.35, where the strength of the orthorhombic distortion is denoted with δ. Since
all t2g-orbitals have diﬀerent energies, the two electrons per V3+-ion will occupy the two
lowest energetic ones. The diﬀerent size of the level splitting for the two VO6-subunits
refers to their diﬀerent degrees of octahedral distortion (cf. Tab. 5.9) and further also
gives a ﬁrst indication about their diﬀerent character. The issue is now to identify the
occupied orbitals and to derive the corresponding orbital pattern.
For the beginning the focus will be set on chains of type 1. By inspecting the average
14Again, ‘pseudo-orthorhombic’ refers to the local symmetry of the octahedra.
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Figure 5.36.: The orientation and occupancy of the vanadium t2g-orbitals in CaV2O4. (a)
displays the high temperature phase (Pnam), while (a), (b) and (c) also represent diﬀerent
possible scenarios for the low temperature monoclinic phase (P21/11). Colour code: red - fully
occupied by one electron, green - partially occupied by one electron, blue (skeleton) - empty.
Reprinted from [137]. Copyright (2009) by the American Physical Society.
〈V-O〉-bonds along the three diﬀerent axis of the V1O6 octahedra, one ﬁnds, that the
main distortion still remains the tetragonal compression along the local z1-axis. This
axis almost coincides with the crystallographic b axis, with the included angle being
∠(b, z1) ≈ 10◦. More interestingly, the spin canting out of the b-direction in the anti-
ferromagnetically ordered phase seems to follow exactly the octahedral z1-axis (see Fig.
5.34(b)). This signiﬁes that single ion anisotropy, caused by spin-orbit coupling, plays
an important role for stabilizing the magnetic structure of CaV2O415. For what concerns
the particular arrangement of the t2g-orbitals, diﬀerent scenarios are possible, depending
whether the additional orthorhombic distortion is strong or weak and on the size of the
spin-orbit coupling. In any case, the strong tetragonal distortion guarantees, that the
dxy-orbital is lowest in energy and therefore always fully occupied by one electron. If
the orthorhombic distortion is suﬃciently strong, the remaining dyz- and dxz-orbitals
are well separated in energy and the second electron always occupies that orbital which
is lower in energy. In this case, there exist two exchange paths, which provide strong
antiferromagnetic coupling due to the overlap of fully occupied orbitals (ferro orbital
15Note, that the second best canted solution (Fig. 5.33) shows the same canting of chain-1 spins as the
best solution, which is discussed here. This means, that from the point of view of magnetic structure
determination, there is no doubt about the relative spin canting for chain 1.
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order). One of these paths runs along the chain’s legs, while the second one is along one
of the zigzag rungs. On the other hand, the coupling along the second zigzag rung is
very weak, since the orbitals, which point along that direction are all empty. Such an
arrangement where every second interaction along the zigzags is strong, combined with
a strong leg exchange, is a spin-1 ladder. The corresponding orbital pattern is depicted
in Figure 5.36(b). The obtained magnetic structure is in agreement with this proposed
scenario. As can be seen from Fig. 5.34(a), neighbouring spins along the legs, as well
as along half of the zigzags are aligned antiparallel, indicating that the corresponding
exchange interactions J1leg and J1zz(a) are antiferromagnetic. If the remaining interaction
J1zz(b) is weak, the spins along the second zigzag direction are forced to point parallel to
each other, since their relative orientation is dominated by the strong antiferromagnetic
exchange with the other neighbours. This is indeed the case.
From the simple inspection of intra-octahedral bond distances it is diﬃcult to state,
whether the second occupied orbital is the dyz- or dxz-one. If only the 〈V-O〉 average
distances along the octahedral axis would matter, one could assume that the second
occupied orbital corresponds to the bonds of medium length (cf. Tab. 5.9). In the local
reference frame of the octhedra this would be the one along the x1-axis and therefore
the second occupied orbital would be the dyz-orbital. However, this does not agree with
the results from the magnetic structure reﬁnement, which state a parallel spin alignment
for the corresponding spin path and thus a weak exchange interaction. In any case, due
to the strong octahedral distortion and the additional oﬀ-centring of the vanadium ions,
more sophisticated methods, such as band structure calculations using density functional
theory are needed to clarify this issue.
Another scenario was proposed by Chern et al. [158] for the case of a weak orthorhombic
octahedral distortion (δ  ξ). If so, the system could gain more energy (compared to
the spin ladder formation) from a staggered arrangement of dyz- and dxz-orbitals, since
in this case all zigzag bonds could take advantage of an antiferro orbital order. This is
depicted in Fig. 5.36(c). The antiferro orbital arrangement leads to a weak ferromag-
netic exchange along both of the zigzags (J1zz(a) ≈ J1zz(b)<0) and due to the additional
strong antiferromagnetic leg exchange (J1leg), the system remains frustrated. This orbital
conﬁguration is also in agreement with the obtained magnetic structure of CaV2O4. In
contrast to the spin ladder solution, the system in this case can be viewed as two weakly
(ferromagnetically) coupled Haldane chains.
The spin arrangement of type 1 chains suggests the existence of single ion anisotropy,
which results from spin-orbit coupling. If this coupling (λ) is suﬃciently strong, there
is another possible orbital conﬁguration. This conﬁguration would be similar to the one
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suggested for the high-T phase, which is displayed in Fig. 5.36(a). In this case, the weak
orthorhombic octahedral distortion is not suﬃcient to split the dyz and dxz orbitals and
therefore the formation of complex orbitals (dyz ± idxz) is preferred. The result would
be again a formation of weakly coupled Haldane chains, but with the coupling between
them being antiferromagnetic and frustrated. Further, as discussed earlier, strong SO
coupling leads to a signiﬁcant reduction of the magnetic moment per V 3+-site. This
has been indeed observed for CaV2O4, being ≈ 1.0 μB (compared to 2.0 μB for free
V 3+-ions).
What is missing, is the discussion about chains of type 2, which consist of V2O6-
octahedra. As can be seen from Tab. 5.9, the octahedral distortion is generally less
pronounced for this chain type. In addition the nuclear structure data reveal, that the
main octahedral distortion in the monoclinic phase is an elongation of the octahedra
along its local y2-axis. This issue is also sketched in Fig. 5.35, where the corresponding
energy level diagram is displayed. Due to the relative elongation, the dxz-orbital is lifted
up in energy, while the remaining two orbitals (dxy and dyz) are lower in energy and
therefore they are both always occupied by one electron.
Further, the magnetic structure below TN reveals, that the direction of spins within
the second chain is almost orthogonal to the tetragonal z2-axis of V2O6 octahedra
(∠(b, z2) ≈ 75◦), as can be seen from Fig. 5.34. This means, that the correspond-
ing single ion anisotropy is small and an additional easy plane anisotropy might be
apparent.
Since the general strength of the octahedral distortion is not known, chain 2 could in
principle provide the same three orbital pattern as proposed for chain 1. However, the
particular type of octahedral distortion, together with the possible easy-plane anisotropy
suggests that chains of type 2 can be seen as spin-1 ladders [158].
5.3.7. Conclusions
The magnetic structure of the antiferromagnetically ordered phase of CaV2O4 has been
determined by means of single crystal neutron diﬀraction. The key results are a rel-
ative spin canting between spins of neighbouring V3+ zigzag chains (while the spin
arrangement within each chain is collinear) and a strongly reduced magnetic moment.
Along the zigzag rungs of the chain the spins are arranged in an ‘up-up-down-down’-
fashion. By taking also into account the results from nuclear structure reﬁnement and
dc-susceptibility measurements, it was possible to interpret the magnetic structure in
terms of particular t2g-orbital arrangements. It was concluded that the low temperature
monoclinic phase can be explained by three diﬀerent orbital models, which are all in
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agreement with the observed magnetic structure (see Fig. 5.36). Which of those models
actually represents the true physics of CaV2O4 depends on the relative strengths of oc-
tahedral distortion (and thus the size of the t2g-level splitting), as well as on the strength
of spin-orbit coupling. Since no quantitative statements can be given about the strength
of the t2g-level splitting, it is hard to clearly identify the correct model. However, the
magnetic excitation spectra for all three proposed models are very diﬀerent [159] and
thus an inelastic neutron scattering experiment can help to diﬀer between them. This is
the topic of the next chapter.
6. Magnetic excitations in CaV2O4
In this chapter the magnetic excitation spectrum of CaV2O4 in the antiferromagneti-
cally long range ordered phase will be discussed. Various inelastic neutron scattering
experiments have been performed in order to investigate the spin wave dispersions and
spin-spin correlation functions within and between the CaV2O4 zigzag chains. The ex-
periments reveal that the material is indeed a low dimensional magnet, as has been
suggested by the neutron diﬀraction and magnetization measurements presented in the
previous chapter. By comparing the experimental results to a Heisenberg model for
localized spins and applying linear spin wave theory to it, the leading exchange inter-
actions could be determined. Further the systems anisotropy could be probed, since it
manifests in the experimental data as an energy gap that separates the magnetic ground
state from the spin wave excitation spectra.
The experimental ﬁndings enable a detailed discussion about the various ordering sce-
narios of the V3+ t2g-orbitals that have been proposed on the basis of the nuclear and
magnetic structure reﬁnement and by theoretical studies [158]. Additionally, possible
signatures of low-dimensionality that persist in the long range ordered phase will be
investigated.
6.1. Introduction
Considering the fact that the magnetic structure of CaV2O4 has been the subject of
intensive studies for more than 40 years [145, 149, 136, 147, 89], surprisingly less is
known about the spin dynamics in this material. For what concerns this issue, the ar-
ticles published so far have mostly concentrated on the question whether the magnetic
excitations are gapped or gapless. In an earlier work by Kikuchi et al., powder samples
of CaV2O4 have been investigated by means of dc-susceptibility and 51V-NMR mea-
surements [135, 160]. No long range order was found down to lowest temperatures and
the authors proposed the existence of a novel gapless chiral phase. However, the fact
that the existence of magnetic long range order in CaV2O4 was conﬁrmed by several au-
thors [146, 136, 119, 89, 147, 161], raised some doubts about the quality of the samples
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measured by Kikuchi and coworkers. In fact, Sakurai et al. have studied the electronic
properties of Ca1−xNaxV2O4 for 0 ≤ x ≤ 1 and found that the antiferromagnetically
ordered phase is only stable in the vicinity of x = 0. It is therefore quite likely that the
presence of impurities has lead to the absence of long range order in [135, 160].
More recently NMR measurements on CaV2O4 single crystals revealed a peculiar tem-
perature behaviour of the vanadium ordered moments. This was interpreted in terms of
single ion anisotropy causing an energy gap in the excitation spectrum [136]. By using
a simple single chain spin wave model, a gap size of Δ ≈ 5.5 − 8.4 meV was estimated.
The complex interplay of lattice, spin and orbital degrees of freedom in CaV2O4 has been
investigated theoretically by Chern et al. using an eﬀective super-exchange model [158].
It was shown that depending on the strength of spin-orbit coupling and the degree of
octahedral distortion various orbital ordering pattern can appear along the zigzag chains
of CaV2O4. All theoretically proposed scenarios are in agreement with the nuclear and
magnetic structure discussed in Chapter 5, however, based on the structural data it is not
possible to identify an unique orbital pattern. Since magnetic interactions are strongly
eﬀected by the particular overlap and occupation of neighbouring t2g-orbitals, an in-
depth study of magnetic exchange interactions by means of inelastic neutron scattering
will shed light on the issue of orbital ordering.
6.2. Experimental details
Inelastic neutron scattering experiments have been performed on the time-of-ﬂight spec-
trometer MAPS at ISIS, UK and on the triple axes spectrometers V2 at Helmholtz-
Zentrum Berlin and IN20 at ILL, France. In the following subsections, the particular
experimental details will be discussed.
6.2.1. MAPS experiment
For the measurements at the time-of-ﬂight spectrometer MAPS at the ISIS spallation
source, an array of ﬁve co-aligned single crystals of CaV2O4 (mtotal = 4.66 g) has been
prepared, with a mosaicity of < 1.1◦ (see Fig. 6.1(a)). The crystals were arranged
such, that they covered the greatest possible area of the beam window, which helped
to achieve the maximum neutron ﬂux at the sample position and the maximum signal-
to-background ratio. All crystals were grown at Ames laboratory, US, with the optical
ﬂoating zone technique [119] and crystals from two diﬀerent growths were used for the
experiment. The samples were placed inside a helium ﬁlled aluminium container and
positioned inside a closed cycle refrigerator. In order to map out the spin correlations
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(a) (b)
Figure 6.1.: (a) Five co-aligned crystals of CaV2O4 prepared for the experiment on MAPS. (b)
Crystal of CaV2O4 mounted on a goniometer for the IN20 and V2 experiments.
along the chain direction (crystallographic c-direction), the b-c-plane was chosen as the
horizontal scattering plane, where the b axis was set parallel and the a axis perpendicular
to the direction of the incident beam (ki). This set-up allows a large range of Q in the
a-c-plane to be recorded, while contributions from b are projected into the a-c-plane.
Data were collected at incident neutron energies Ei = 70, 100, 140 and 220 meV with the
corresponding frequency of the Fermi chopper being 250, 300, 350 and 450 Hz, respec-
tively (energy resolution at the elastic line: 2.9, 4.2, 5.9 and 9.1 meV). The measurements
took place in the antiferomagnetically ordered phase at T ≈ 5 K and in addition the
temperature dependence of the excitation spectra was investigated by performing mea-
surements up to T = 160 K.
The collected raw data were transformed from time-of-ﬂight into energy-transfer using
the Homer software and the conversion from detector angle to wavevector-transfer was
done with the mslice-program. Homer also corrects for the eﬃciency of the detectors,
which has been determined by a white beam vanadium measurement. Finally, the scat-
tering intensity was also corrected for the (kfki )-factor of the scattering cross section (Eq.
3.17).
6.2.2. IN20 set-up
The thermal neutron triple axis spectrometer IN20 at ILL was used to study the spin
wave excitations in CaV2O4 at distinct regions in reciprocal space. In particular the
focus was set on the investigation of interchain interactions, since they could not be
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studied in detail with the MAPS spectrometer.
IN20 was operated in two diﬀerent conﬁgurations, which diﬀered by the scattering sense
of the analyser crystals. In the ﬁrst conﬁguration, the scattering sense was (SM=-,
SS=+, SA=-), while in the second one it was (SM=-, SS=+, SA=+)1. For both set-
ups, the ﬁnal momentum transfer was ﬁxed to kf = 2.66278 Å−1. The incoming neutron
beam was monochromated using a double focusing Si-monochromator. Between the
sample and the analyser a pyrolytic graphite (PG) ﬁlter was positioned in order to
remove higher order contributions of the neutron wave length. Finally, a PG analyser
was used to select scattered neutrons with the energy and momentum of interest (for a
detailed description of the IN20 spectrometer see Sec. 3.1.3).
In order to be able to investigate the spin dynamics along all three crystallographic axes,
two single crystals of CaV2O4 with diﬀerent orientations have been used (mass: 1.5 g
and 1.0 g, respectively). Those crystals came from the same set of samples which have
been utilized in the MAPS experiment. The ﬁrst crystal was chosen to have the (0, k, l)
plane as the scattering plane, while the second crystal was oriented with (h, k, k) as the
scattering plane. The crystals were mounted on small goniometers (see Fig. 6.1(b)),
which were attached to a sample stick and inserted into a conventional orange cryostat.
All measurements took place well below TN in the antiferromagnetically ordered phase
at T = 1.5 K.
6.2.3. V2 experiment
The inelastic neutron scattering investigations of CaV2O4 were continued with an exper-
iment at the cold neutron triple-axes spectrometer V2, FLEX at the Helmholtz-Zentrum
Berlin. The aim of this experiment was to study the magnetic ﬁeld and temperature
dependence of the low energy spin excitations in CaV2O4.
FLEX was operated in the (SM=-, SS=-, SA=+)-conﬁguration with collimation setting
’guide-60’-open-open’, meaning that the beam was only collimated after the monochro-
mator (α = 60′ denotes the angular beam divergence). Both, the monochromator and
the analyser were made of pyrolytic graphite and had a variable curvature, which was
vertical for the monochromator and horizontal for the analyser.
All measurements were performed at a ﬁxed ﬁnal wave vector kf = 1.55 Å−1 (and
kf = 1.3 Å−1, respectively). For the measurements the same two samples with the
same orientations as for the IN20 experiment were used (scattering planes (0, k, l) and
1The reason for the diﬀerent conﬁgurations was technical in nature and had nothing to do with the
actual experiment. However, the diﬀerent set-ups provide quite diﬀerent instrumental resolutions,
which has to be considered for the data analysis.
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Figure 6.2.: Direction of the magnetic ﬁeld with respect to the sample for the V2 experiment.
(h, k, k), respectively). The crystals were inserted into a cryomagnet providing vertical
ﬁelds up to B = 6.5 T and temperatures down to T = 1.5 K. The two diﬀerent crystal
orientations made it possible to study the magnetic excitations in a ﬁeld applied along
two diﬀerent directions. This is shown in Figure (6.2). While for the ﬁrst orientation the
ﬁeld points along the crystallographic a direction, it points almost along b in the second
case2. Since the average spin direction in CaV2O4 is the crystallographic b direction (see
previous chapter), the two orientations allow the spin excitations in a ﬁeld to be probed
both parallel and perpendicular to the spin direction.
6.3. Theoretical model, spin wave calculations
The magnetism in CaV2O4 arises from exchange interactions between the localized mag-
netic moments of V3+. The particular nuclear structure of the material gives rise to
strong direct exchange interactions within the vanadium zigzag chains, promoted by the
direct overlap of vanadium t2g-orbitals. On the other hand, the coupling between those
chains is mediated via super-exchange paths involving O2− ions and is weak. However,
below the antiferromagnetic ordering temperature TN , these interactions are suﬃciently
strong, such that the correlation length between the local moments becomes inﬁnite
and long range antiferromagnetic order establishes throughout the system. Such a sys-
tem of localized exchanged coupled magnetic ions can be described by the (isotropic)
2Assuming orthorhombic setting for simplicity, the angle between the ﬁeld and the b direction is given
by: α = arctan( b∗
c∗ ) = arctan(
c
b
) = arctan( 3.0Å10.68Å ) ≈ 15.6◦. Therefore, the huge diﬀerence between
the unit cell parameters is the reason, why the ﬁeld points almost along the b direction for the second
crystal orientation.
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Heisenberg Hamiltonian:
H =
∑
ij
JijSiSj , (6.1)
where Jij is the exchange coupling between the spins S at sites i and j.
For the particular case of CaV2O4 it was shown (Chapter 5), that the magnetic prop-
agation vector is k = (0, 12 ,
1
2 ), meaning that the magnetic unit cell is doubled along
the crystallographic b and c directions. Since in each nuclear unit cell there are 2 × 4
vanadium ions (two diﬀerent vanadium sites), the total magnetic unit cell consists of
32 magnetic ions. This is indicated in Fig. 6.3 by the solid lines. Another (primitive)
unit cell, containing only 16 magnetic atoms can be found, if one chooses a diﬀerent
set of cell axes, as indicated by the dotted lines in the same ﬁgure. Since the number
of magnetic sites in the (primitive) magnetic unit cell equals the number of spin wave
modes for a given system, one can expect that there will be 16 spin wave branches in the
case of CaV2O4. For the actual spin wave calculations, however, it was chosen to use
the conventional 32 sublattice unit cell, which retains all the symmetry elements of the
nuclear unit cell. Later it will be shown, that the 32-sublattice spin wave model leads
to 32 spin wave modes, but with only 16 of them having nonzero intensity and forming
8 doubly degenerate modes.
In order to enable an easier discussion in terms of exchange couplings with respect to
the particular zigzag chains in CaV2O4, the unit cell which served as a basis for all spin
wave calculations, has been shifted by r = (0.1, 0.3,−1) with respect to the one shown
in Fig. 6.3 and is depicted in Fig. 6.4(a). The actual magnetic structure is characterized
by a small canting between the spins of diﬀerent vanadium sites (see Sec. 5.3), this will
be neglected in the following in order to simplify the calculations and instead a collinear
spin arrangement will be assumed, with all the spins pointing along the crystallographic
b direction. Taking into account nearest and next-nearest neighbour exchange interac-
tions within and between diﬀerent vanadium chains (see Figs. 6.4(b) and 6.4(c)), the
magnetism in CaV2O4 can be modelled by the following Heisenberg Hamiltonian:
H = Hchain1 + Hchain2 + Hinter + Hani, (6.2)
where the ﬁrst two components (Hchain1 and Hchain2) contain all spin-spin interactions
within the two zigzag-chains and Hinter describes all relevant inter-chain interactions.
Lastly, Hani accounts for the fact, that the system possesses spin-orbit coupling, which
leads to a non-negligible single ion anisotropy. According to Fig. 6.4, the ﬁrst two
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Figure 6.3.: Magnetic unit cell of CaV2O4 counting 32 magnetic ions. The primitive unit cell
(16 ions) is shaded in turquoise.
components of Hamiltonian 6.2 can be decomposed into four parts each; with i = 1, 2
denoting the particular vanadium site of the corresponding zigzag chain:
Hchaini = Hαchaini + Hβchaini + H
γ
chaini + Hδchaini , (6.3)
where α, β, γ, δ represent the four chain components being present in the unit cell. For
example, the ﬁrst term of Eq. 6.3 for chain one (blue arrows) is given by:
Hαchain1 = J1zz(a)
∑
klm
(
SAα
klm
SBα
klm
+ SCα
klm
SDα
klm
)
+J1zz(b)
∑
klm
(
SBα
klm
SCα
klm
+ SDα
klm
SAα
klm+1
)
+J1leg
∑
klm
(
SAα
klm
SCα
klm
+ SCα
klm
SAα
klm+1
+ SBα
klm
SDα
klm
+ SDα
klm
SBα
klm+1
)
. (6.4)
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Figure 6.4.: (a) The full magnetic unit cell of CaV2O4. The arrows indicate the direction of
the magnetic moments for both vanadium sites. Spins belonging to site V1 are blue, while those
belonging to V2 are pink. (b) Exchange coupling paths in the a-c-plane and (c) in the b-c-plane.
Dotted lines indicate ferromagnetic coupling and solid lines indicate antiferromagnetic coupling.
A,B,C,D,E, F,G and H are site indices.
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In the above expression, J1zz(a), J1zz(b) and J1leg denote the exchange interactions along
the two zigzag rungs and along the legs of chain one, respectively. Further, the indices
k, l,m label the particular magnetic unit cell and (Aαklm, Bαklm, · · · ) are the site indices.
Similar expressions can be found for all the remaining spin interaction terms in Eq. 6.2
and a full list of them is given in Appendix C.2. Finally, the anisotropy term is given
by:
Hani = −
∑
i=1,2
Di
∑
klm
16∑
j=1
(Syjklm)
2, (6.5)
where Di is the single ion anisotropy constant for spins of site i. The last sum in Eq.
6.5 runs over all 16 magnetic ions belonging to the same site within the unit cell and
Syjklm is the y-component of the jth spin operator in the unit cell (klm).
Starting from Hamiltonian 6.2, linear spin wave theory was employed to evaluate the
spin wave excitation spectrum of CaV2O4. To do so, it is useful to introduce a set of
(4× 8) magnon creation and annihilation operators αˆklm, βˆklm, γˆklm, δˆklm, with the row
vectors:
αˆ†klm = (a
†
α, b
†
α, cα, dα, e
†
α, f
†
α, gα, hα)klm (6.6)
βˆ
†
klm = (aβ, b
†
β , c
†
β , dβ , eβ , f
†
β, g
†
β , hβ)klm (6.7)
γˆklm = (aγ , bγ , c†γ , d†γ , eγ , fγ , g†γ , h†γ)klm (6.8)
δˆ
†
klm = (a
†
δ, bδ, cδ , d
†
δ, e
†
δ , fδ, gδ, h
†
δ)klm (6.9)
By using Holstein-Primakoﬀ transformation one can rewrite Eq. 6.2 it terms of the
magnon operators, where e.g. for up-spins SAα
klm
and down-spins SBγ
klm
one writes:
(SAα
klm
)+ =
√
2Saα(klm); (SBγ
klm
)+ =
√
2Sb†γ(klm) (6.10)
(SAα
klm
)− =
√
2Sa†α(klm); (SBγklm)
− =
√
2Sbγ(klm) (6.11)
(SAα
klm
)y = S − a†α(klm)aα(klm); (SBγklm)
y = −(S − b†γ(klm)bγ(klm)).
(6.12)
In the next step, a Fourier transform to momentum space was performed, where for
the sake of convenience, slightly diﬀerent expressions have been introduced for magnon
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operators resulting from up-spins and those resulting from down-spins, e.g.:
aα(klm) =
1√
N
∑
Q
eiQR
aα
klmaαQ (6.13)
bγ(klm) =
1√
N
∑
Q
e−iQR
bγ
klmbγQ. (6.14)
In the expression above, N is the number of lattice sites belonging to one sublattice and
Raαklm is the position vector of the magnetic moment SAαklm of the (klm)’s unit cell.
By using the formalism described above, the Hamiltonian 6.2 can be rewritten in the
following form:
H =
∑
Q
(αˆ†(Q), βˆ†(Q), γˆ(Q), δˆ(Q)) ×
⎛
⎜⎜⎜⎜⎜⎝
A1(Q) B(Q) 0 D∗(Q)
B∗(Q) A2(Q) D(Q) 0
0 D∗(Q) A1(Q) B(Q)
D(Q) 0 B∗(Q) A2(Q)
⎞
⎟⎟⎟⎟⎟⎠
⎛
⎜⎜⎜⎜⎜⎝
αˆ(Q)
βˆ(Q)
γˆ†(Q)
δˆ
†(Q)
⎞
⎟⎟⎟⎟⎟⎠ ,
(6.15)
where A1(Q), A2(Q), B(Q) and D(Q) are 8 × 8 matrices, which depend on the par-
ticular geometry of the crystal lattice and on the particular spin arrangement. The
individual elements of these matrices are given in Appendix (C.2). Further, B∗(Q) and
D∗(Q) are the complex conjugate of B(Q) and D(Q).
Finally, the magnon-Hamiltonian matrix in Eq. 6.15 could be diagonalized following the
theory presented in [162] and from this, the spin wave modes ωN(Q) (N = 16 is the
number of modes) and spin-spin correlation functions Sxx(E,Q), Szz(E,Q) were calcu-
lated numerically (see also Sec. 2.3 and Appendix C). By comparing the calculations
with the experimental data, it was possible to extract the relevant exchange interactions
as well as the anisotropy parameters.
However, the data obtained with INS were not suﬃcient to ﬁt all 12 free exchange
coupling- and anisotropy-parameters of the 32 sublattice model simultaneously and in-
stead the following strategy was employed in order to extract the most reasonable values.
At ﬁrst, a simpliﬁed model was used to investigate the dominant intra-chain interactions.
In the framework of this model, the magnetic unit cell was assumed to consist of one
type of zigzag chains only, with interchain coupling only along one direction (see Fig.
C.1). This approach allowed the number of magnetic sites per unit cell to be reduced
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down to four and the resulting four-sublattice Hamiltonian could be solved analytically
giving rise to two doubly degenerate spin wave modes. The explicit derivation of those
spin wave modes as well as the corresponding spin wave intensities is given in Appendix
C.1. Although, the four-sublattice model oversimpliﬁes the physics of the real system,
it is very useful for estimating the size of the three intra-chain exchange constants Jleg,
Jzz(a) and Jzz(b). These parameters (together with an anisotropy constant D) could be
determined by ﬁtting the experimentally observed spin wave dispersions along the chain
direction using the analytical expression given in Eq. C.39.
Based on the ﬁndings from the simpliﬁed model, the full 32 sublattice model was used to
ﬁnd the most suitable sets of parameters, representing the full spin physics of CaV2O4.
Further, by comparing the single chain model to the full model, it was possible to check,
which features in the CaV2O4 excitation spectrum can be exclusively attributed to the
double chain nature of the system. In contrast to the simpliﬁed model, the full model
also allowed a detailed investigation of the coupling perpendicular to the chain direction.
6.4. Experimental results and data analysis
The crystal structure of CaV2O4 suggests that strong magnetic interactions occur only
along the direction of the zigzag-chains (0, 0, l). For this reason, the orientation of the
crystal for the MAPS experiment was chosen such, that the data obtained with the
spectrometer were projected onto the (h, 0, l) plane and the k dependence of the spin
wave excitations was ignored. Further, due to the quasi-1D nature of the magnetic ex-
citations, the measured data were also summed along the h direction, providing better
counting statistics without leading to signiﬁcant information loss. The spin wave dis-
persion projected onto the chain direction can be visualized in a 2D energy-wave vector
colourmap, where the colour represents the diﬀerential neutron scattering cross section
ki
kf
(
d2σ
dΩdEF
)
(Q, ω). As an example, Fig. 6.5(a) shows a data set without background
subtraction, which was obtained at T = 5 K with an incident neutron energy of Ei = 100
meV. The most obvious features are the two steep spin wave dispersion branches, which
show a minimum at the magnetic zone centre (L = 12n r.l.u., n = 0,±1,±2, · · · ) and
which are separated from each other by an energy gap of ≈ 23 meV (taking the diﬀerence
between the two dispersion minima). Most of the spectral weight is centred around the
antiferromagnetic zone centre at (L = 12n r.l.u., n = ±1,±3, · · · ), while the scattering
intensity decreases gradually towards the zone boundaries. The magnetic character of
both features is underlined by the weakening of intensity at higher Q, which is due to
the form factor of the magnetic V3+-ions.
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T = 5 K
(a) raw data
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Figure 6.5.: Inelastic neutron scattering data of CaV2O4 measured with the MAPS spectrometer
at T = 5 K with Ei = 100 meV. The energy-wavevector colourmap is displayed, where the colour
represents the diﬀerential neutron scattering cross section. (a) The full untreated spectra is
shown. In (b)(i) the symmetrized data in the low QL region are depicted, where the white
lines indicate the regions which have been used for the background correction. (b)(ii) The pure
background is displayed, obtained by interpolating the selected non magnetic regions over the
whole (E,Q)-space.
Further, the strong signal around E = 0 meV arises from incoherent elastic scattering.
Additionally, the spectra shows three almost dispersionless modes at E ≈ 20, 38 and 60
meV. These modes can be attributed to phonons and (as it is typical for lattice vibra-
tional modes) their intensity increases with increasing Q. Since the phonon modes do
not disperse out of the nuclear Bragg peaks, they are probably optical in nature.
The fact, that the high Q part of the spectra is dominated by phonons, restricts the reli-
able range that can be considered for a quantitative analysis of the magnetic excitations
to the region in QL close to the origin (−1 ≤ L ≤ 1 r.l.u.). By symmetry the spectrum
is identical for +QL and −QL and it is therefore convenient to project the negative QL
part onto the positive one and thus improve the counting statistics3. The resulting part
of the spectra that was used for further analysis is displayed in Figure (6.5(b)(i)).
However, even for the remaining data, an accurate background correction was needed to
enable a quantitative analysis of the spin wave dispersion. The background correction
was done by ‘cutting out’ those regions from the data, which do not contain any mag-
3The symmetrization is also justiﬁed for the monoclinic phase. This is because the particular twin law
for CaV2O4 gives an identical spectra for +QL and −QL.
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netic signal and then creating an overall background ﬁle by interpolating between these
regions. In particular, there is no magnetic signal in a distinct triangular shaped region
below the dispersion maximum of the lower spin wave mode (see lower white line in Fig.
6.5(b)(i)). Further, it was assumed, that also the triangular shaped region above the
dispersion minimum of the upper spin wave branch contains no magnetic signal (upper
white line in Fig. 6.5(b)(i)). Although, some magnetic spectral weight can appear at
higher energies as a result of multi-magnon scattering, such processes are expected to
be weak and will therefore be neglected for the moment. The interpolated background
ﬁle for the Ei = 100 meV data is depicted in Fig. 6.5(b)(ii). Finally, this background
was subtracted from the raw data, providing a data set which can be used for further
investigations.
The ﬁnal corrected data for measurements at T = 5 K with incident energies Ei =70
and 100 meV are depicted in Figs. 6.6(a) and 6.6(b). In particular the high resolution
data obtained with Ei = 70 meV provide a clear picture of the double spin wave struc-
ture of the material. Both spectra were used to extract the intra chain dispersion of
CaV2O4. While the high resolution Ei = 70 meV data allowed the ﬁne structure of the
two spin wave branches to be investigated in the low energy region, the data obtained
with Ei = 100 meV enabled the investigation of the entire magnetic spectrum. It is
further important to mention that additional measurements performed with higher in-
cident neutron energies (Ei = 140 and 220 meV) revealed the absence of any magnetic
signal above E = 90 meV.
The spin wave dispersion was extracted from the data by performing a large number
of constant QL- as well as constant energy-cuts and determining the position of the
observed peaks by ﬁtting them to Gaussian line shapes. The former type of cuts gave
more accurate information about the (almost ﬂat) dispersion in the vicinity of the mag-
netic zone boundaries, while the latter cut type provided more precise results for the
region around the zone centre, where the dispersion is very steep. Some typical cuts are
presented in Figs. 6.6(c) and 6.6(d). For all spectra, a small oﬀset in QL was detected,
e.g. magnetic Bragg peaks were found to be positioned at ((〈Qh〉, 〈Qk〉, 0.5 − Qoﬀset)),
with Qoﬀset = 0.017 Å−1. This slight shift in QL was considered in the data analysis.
It is most probably due to a small misalignment of the crystal with respect to the main
spectrometer axes.
The spectra reveals that the magnetic excitations are gapped, where the dispersion min-
imum for both branches is located at the centre of the magnetic Brillouin zone. A cut in
energy with QL being ﬁxed at the zone centre position shows two broad peaks centred
at E = 11.0(2) and 27.7(2) meV. The width of those two peaks is much broader than
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Figure 6.6.: Spin wave spectra along the chain direction of CaV2O4, measured with the MAPS
spectrometer. (a) and (b) Energy wavevector colourmap obtained with incident neutron energies
(a) Ei = 100 meV and (b) Ei = 70 meV, with the colour representing the diﬀerential neutron
scattering cross section. The white dashed lines indicate the direction of the cuts, which are
taken at a ﬁnite width, being (c) 〈QL〉 = QL ± 0.01 and (d) 〈E〉 = E ± 1. The solid lines in
(c) and (d) show Gaussian line-shapes which have been ﬁtted to the data. The dashed lines in
(c) show the instrumental resolution at the observed peak positions and two arrows indicate the
maxima of two dispersion branches.
the instrumental resolution4, as can be seen from Fig. 6.6(c). The peak at lower energy
has FWHM=11.8 meV (compared to an instrumental resolution dE = 3.7 meV for this
energy), while the one higher in energy has FWHM=7.4 meV (compared to dE = 3.1
meV). The reason for this broadening is the weak (but ﬁnite) interchain coupling. This
coupling causes a dispersive behaviour of the magnetic excitations in Qh and Qk direc-
tion. Since the spectra was obtained by summing over both interchain directions, the
observed peak-widths correspond to the overall bandwidths of the interchain dispersions.
4The energy resolution of the MAPS spectrometer was calculated using the program mchop.
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From this it follows that the high energy mode is less dispersive perpendicular to the
chain direction than the one at lower energies. Another issue that contributes to the
mode broadening is the great number of magnetic ions (8) in the unit cell. In fact,
even though the MAPS data only show two distinct dispersion branches, the whole spin
wave spectra consists of eight doubly degenerate modes. For this reason, the observed
peak broadening is not only the result of interchain dispersion, but more general due to
diﬀerent spin wave modes having similar energies.
The gap size of both modes was determined by investigating the lower boundary regions
with cuts at constant energy. As can be seen from Fig. 6.6(d), there is already a strong
magnetic signal at the zone centre for 〈E〉 = 6± 1 meV. From various cuts, the gap size
was estimated to be Δ1 = 4(2) meV for the lower mode and Δ2 = 26(2) meV for the
upper one. The maximum of both spin wave modes was found at the magnetic zone
boundaries, being Emax,1 = 52(6) meV for the lower mode and Emax,2 = 70(3) meV
for the upper mode (see blue arrows in Fig. 6.6(c)), where the values in parentheses
correspond to the FWHM, deﬁning the bandwidth of the interchain dispersion at this
position.
The full experimentally observed spin wave dispersion along the chain direction is de-
picted in the left site of Fig. 6.7. In order to get an idea about the size of the leading
exchange interactions, the extracted data were manually ﬁtted using a simpliﬁed four-
sublattice spin wave model of weakly coupled zigzag chains. The dispersion relation
ω(Q) for this model is given in Eq. C.42. It contains the leg coupling Jleg, the two in-
trachain zigzag couplings Jzz(a) and Jzz(b), as well as two interchain coupling parameter
Jint(a), Jint(b) and an overall single ion anisotropy constant D. All extracted data points
shown in Fig. 6.7 were considered in the ﬁt. The size of the energy gap between the
ground state and the lowest spinwave branch is strongly dominated by the size of the
anisotropy constant D and in order to give the experimentally obtained gap of Δ1 ≈ 4
meV, its value has been estimated to be D = 0.05 meV.
Since the extracted MAPS data are not suﬃcient to get accurate information about the
particular size and behaviour of the interchain dispersion, the two parameters Jint(a),
Jint(b) were ﬁxed to reasonable values in agreement with the estimated interchain disper-
sion bandwidth. As the crystal and electronic structure of CaV2O4 suggests a frustrated
antiferromagnetic coupling between the chains, the following values have been used for
the further discussion: Jint(b) = 3Jint(a) = 0.6 meV. These values are consistent with the
experimental data as can be seen from the right side of Fig. 6.7, where the dispersion
perpendicular to the chain direction is displayed.
Even though the simpliﬁed model is not able to describe all details of the observed
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Figure 6.7.: Intra-chain spin wave dispersion of CaV2O4. The data points were extracted from
the MAPS data by ﬁtting the peaks apparent in constant Q and constant E cuts to Gaussian
line shapes. The MAPS data were collected at an incident neutron energy of Ei = 70 and
100 meV. The black line represents a ﬁt to the data using spin wave theory (SWT) based on a
four-sublattice model.
spectra, it can reproduce the characteristic double spin wave structure along the chain
direction. It is interesting to mention, that the two modes separate for any ﬁnite inter-
action between the legs of the chain, however, the particular shape of the two dispersion
branches can only be achieved, if interactions along the zigzags of the chain are frus-
trated, e.g. if the zigzag couplings are both ferro- or antiferromagnetic. The theoretical
investigations reveal two sets of intra-chain parameters, which are in agreement with
the experimental data. The ﬁrst set is given by Jleg = 28.5 meV, Jzz(a) = 7.0 meV and
Jzz(b) = 10.0 meV, with all couplings being antiferromagnetic and the corresponding
dispersion is displayed in Fig. 6.7. The bandwidths of the two spin wave branches are
mainly determined by the size of Jleg and by the ratio α = Jzz(a)/Jzz(b). It was found
that α controls the size of the bandwidths of both branches relative to each other, e.g.
for α close to one, both branches have approximately the same bandwidth. Further, the
absolute value of Jzz(b) (and therefore of Jzz(a) = αJzz(b)) is responsible for the particular
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up-shift between the two dispersions.
Another solution in good agreement with the data was achieved with the following pa-
rameters: Jleg = 28.5 meV, Jzz(a) = −8.7 meV and Jzz(b) = −7.0 meV, where anisotropy
and interchain couplings were ﬁxed to the previous values. In this case, the two zigzag
interactions are both ferromagnetic, while the antiferromagnetic leg coupling remains
the strongest interaction.
Despite the diﬀerent signs of the zigzag exchange interactions, both solutions reveal a
similar situation in which the two zigzag interactions are approximately equal in size,
thus representing a frustrated intra-chain scenario. However, the degree of frustration
is relatively weak and the energy scale of the spin wave dispersion is dominated by the
leg coupling, taking a value of about three times the size of the zigzag interactions.
Although, this (simpliﬁed) spin wave model should not be used for a detailed physical
interpretation of the observed excitation spectra, since e.g. it does not account for the
particular double chain structure that is apparent in ’real’ CaV2O4, it already provides
some clear information about the relative strengths of the exchange interactions. Inter-
estingly, with the given model it is not possible to reproduce the measured spin wave
excitations, if one neglects one of the zigzag interactions. For instance, if one assumes
a pure antiferromagnetic spin ladder (α = 0, Jleg, Jzz(b) = 0), the calculated spin wave
spectra results in two equal branches, which are shifted by a phase of π/c with respect
to each other. Neither the periodicity of δQL = 2π/c (being twice the observed one),
nor the size of the energy gap at the zone boundaries, which is signiﬁcantly enhanced in
the ladder case, are in agreement with the measured intrachain dispersion.
A deeper understanding of the system can be achieved if one compares the experimen-
tally observed data to the more realistic spin wave model introduced in Sec. 6.3. To be
able to do so, more detailed experimental data are required. For this reason, additional
experiments were performed with the thermal triple axes spectrometer (TAS) IN20 at
ILL, France. The main advantage of a TAS is that its particular construction allows
almost any desired coordinate in energy-momentum space to be probed in a controlled
manner. As such, it provides the possibility to follow spin wave dispersions along all
three dimensions in reciprocal space.
The focus in the IN20 experiment was the investigation of the CaV2O4 spin wave dis-
persion perpendicular to the chain direction. This was done by performing a series of
constant wavevector-scans and the spin wave spectra along the interchain directions QH
and QK and are presented in Figs. 6.8(a) and 6.8(b).
The data reveal a complex dispersion behaviour with multiple spin wave modes along
both interchain directions. The characteristic separation into a lower and an upper spin
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Figure 6.8.: Spin wave spectra of CaV2O4 perpendicular to the chain direction. (a) and (b):
Energy wave vector colourmaps along the QH and QK direction, respectively. The maps were
generated from a large set of single constant wavevector scans (indicated by dotted black lines),
which were interpolated and smoothed in order to visualize the full spectra. (c) and (d). selected
constant Q-scans along the magnetic zone centre and zone boundary in QH and QK .
wave part, which was observed on MAPS, is also clearly visible in the IN20 data. The
upper excitations are centred at E ≈ 27 meV and are almost dispersionless, however, the
broadening of this branch is larger than the instrumental resolution, such that one can
assume that several close lying modes contribute to its shape. On the other hand, the
lower modes reveal a pronounced modulation with a bandwidth of ≈ 12 meV in energy.
The bandwidths of the lower excitations are almost equal along QH and QK , indicating
that the exchange interactions along the two interchain directions have approximately
the same size.
The most obvious feature along the QH direction is the very intense mode with minima
at QH = h2πa , with h = 2n and n integer. The Q dependence of the spin wave intensity
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of this mode (and also of all other ones) is strongly dominated by the magnetic form
factor of the V3+-ions, which decreases with increasing momentum transfer. In addition
to the very intense mode, a further much weaker one was also observed. This mode
has the same periodicity as the ﬁrst one, but shows a phase-shift 2πa with respect to it,
with minima located at QH = h2πa , with h = (2n − 1) and n integer. A closer look at
particular selected Q scans (see Fig. 6.8(c)), reveal an even greater number of spin wave
branches. For instance, the cut at QH = 32πa reveals three peaks at low energy (see red
arrows in the Figure), where the lower one at ≈ 5 and one of the two higher ones at ≈ 11
meV and at ≈ 17 meV belong to the previously mentioned modes, while the remaining
third peak indicates that at least one more mode is apparent. The available resolution
of the IN20 spectrometer did not allow the ﬁne structure of the low energy excitations
to be resolved in more detail; however, the spin wave analysis presented later in this
chapter will shed light on this issue.
A similar scenario is given for the spin wave excitation spectrum along the QK direc-
tion. From the energy wavevector colourmap it seems that apart from the ﬂat mode at
E ≈ 27 meV, there are at least three further modes at lower energy, all having the same
periodicity of 42πb , but all being phase shifted by
2π
b with respect to each other.
6.4.1. Low energy excitations
Before the IN20 data will be analysed by means of linear spin wave theory, it is helpful
to provide some further justiﬁcation for the proposed model Hamiltonian (Eq. 6.2). For
this reason, additional investigations of the low energy part of the spin wave spectra have
been performed using the cold neutron triple axis spectrometer V2, FLEX. Due to the
better resolution of FLEX (compared to IN20) it is well suited to study the ﬁne structure
of magnetic spectra and in particular their behaviour as a function of magnetic ﬁeld and
temperature. The magnetic ﬁeld dependence reveals details about the character of the
magnetic excitations, while the temperature dependence provides information about the
origin of the energy gap.
Figure 6.9(a) displays two energy scans measured at the magnetic zone centre at Q =
(0, 12 ,
1
2) in zero ﬁeld (green squares) and in a magnetic ﬁeld of B = 6.5 T (red squares).
The crystal was oriented such that the ﬁeld pointed approximately along the crystallo-
graphic b-direction, which coincides with the average direction of the magnetic moments.
In the absence of a ﬁeld, the data reveal a well pronounced single peak at ≈ 4.6 meV.
The peak position corresponds to the size of the energy gap and the ﬁndings are in
agreement with those from IN20 (cf. Fig. 6.8). However, the situation changes when a
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ﬁeld acts on the magnetic moments. In this case the spin Hamiltonian (Eq. 6.2) has to
be extended by a Zeeman term:
HZ = −gμB
⎛
⎝∈A∑
i
Si · B −
∈B∑
j
Sj · B
⎞
⎠ B||b︷︸︸︷≈ −gμBBy
⎛
⎝∈A∑
i
Syi −
∈B∑
j
Syj
⎞
⎠ , (6.16)
where g is the Landé factor, μB is the Bohr magneton and B is the magnetic ﬁeld vec-
tor. The two sums in Eq. 6.16 run over all spin-up (A) and spin-down (B) sublattices,
respectively, and the expression on the right side indicates that the spin direction is
approximately along b (or y, respectively). The Zeeman term results in a splitting of
the twofold degenerate spin wave modes by equal amounts above and below the zero
ﬁeld energy. This was indeed observed as can be seen in Fig. 6.9(a). The split peaks of
the ﬁeld-scan were ﬁtted to Lorentzian lineshapes and the extracted size of the splitting
(ΔE = 1.2(2) meV) is in qualitative agreement with the theoretically expected value
(ΔE = 2gμBBy ≈ 1.506 meV), where g = 2 was assumed. One probable reason for
the small diﬀerence between the experimental and theoretical value is the spin canting,
which has not been taken into consideration. The observed splitting into two peaks is
an important ﬁnding, since it underlines the spin wave character of the magnetic ex-
citations and thus justiﬁes the applicability of spin wave theory. For instance, if the
magnetic excitations would be purely 1D, they would be rotationally invariant and the
corresponding excitations would be threefold degenerate, which would give rise to three
peaks in the ﬁeld data.
In contrast, no mode splitting was detected for the ﬁeld pointing along the crystal-
lographic a-direction (perpendicular to the spins). Figure 6.9(b) displays the resulting
energy-scan at ﬁxed Q = (0, 12 ,
1
2 ), where no diﬀerence between the zero-ﬁeld and high-
ﬁeld measurements can be seen. This orientation-dependent lifting of mode degeneracy
can be explained in the following qualitative way. Due to the antiferromagnetic spin
structure, a magnetic ﬁeld that points along the ordering direction has a diﬀerent ef-
fect for spins that are parallel and those that are antiparallel aligned with respect to it.
Therefore while the spin-ﬂips on one of the sublattices decrease the energy with respect
to the ﬁeld, they increase the energy on the other sublattice. The resulting energy dif-
ference is manifested as a splitting of the formerly degenerate mode pair. On the other
hand, when the ﬁeld points perpendicular to the spin direction it mixes the spin-wave
modes into ﬂuctuations parallel and perpendicular to B. At the antiferromagnetic zone
centre the ﬂuctuations parallel to the ﬁeld are unchanged, while those perpendicular
to the ﬁeld are raised in energy [163]. Due to the geometry of the measurement only
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Figure 6.9.: Constant Q scan at (0, 12 ,
1
2 ) for a magnetic ﬁeld applied (a) along the b direction and
(b) along the a direction of CaV2O4. The measurement took place in the antiferromagnetically
ordered phase at T = 1.5 K.
ﬂuctuations parallel to the ﬁeld were observed. These indeed showed no shift from the
zero ﬁeld position, thus conﬁrming this picture5.
The second task of the FLEX experiment was the investigation of the temperature de-
pendence of the low energy excitations. For this reason, the energy scan shown in Fig.
6.9 was repeated for several temperatures between T = 1.5 K and T = 80 > TN = 71 K.
The resulting data are depicted in Fig. 6.10(a). It can be seen, that upon heating a con-
siderably amount of spectral weight shifts towards lower energies, thus reducing the size
of the energy gap. The peak width of the spin wave mode becomes signiﬁcantly broader
at higher temperatures, indicating that spin wave damping eﬀects become apparent. For
temperatures T > Δ/kB ∼ 53 K, where Δ ≈ 4.5 meV denotes the energy gap, thermal
ﬂuctuations start to smear out the gap. The overall temperature dependence of the
energy gap is clearly visible from Fig. 6.10(b). This ﬁgure shows an energy-temperature
colourmap, created with the scans of Fig. 6.10(a). The observed behaviour is charac-
teristic for an energy gap caused by single ion anisotropy. The anisotropy gap scales
with the order parameter of the antiferromagnetic system [164]. Indeed, the tempera-
ture dependence of the integrated Bragg intensity, which is proportional to the sublattice
magnetization of CaV2O4 (see Fig. 5.27) follows a very similar behaviour to the gap, thus
5Of course, these results can also be derived theoretically using spin wave theory and including Eq.
6.16 in the overall spin Hamiltonian. Note that for the ﬁeld along a, Eq. 6.16 changes into: Hz ≈
−gμBBx
(∑∈A
i
Sxi −
∑∈B
j
Sxj
)
. Eventually, the diﬀerent behaviour of Sx and Sy components under
Holstein-Primakoﬀ-transformation ﬁnally results in the diﬀerent dispersion relations for B||a and
B||b, respectively.
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Figure 6.10.: (a) Constant wavevector scan at (0,− 12 , 12 ) for diﬀerent temperatures. (b) Energy-
temperature colourmap made from the scans presented in (a) . The temperature is normalized
to TN = 71 K.
underlining the anisotropy nature of the gap. In contrast, a pure spin gap such as the
S = 1 Haldane gap only starts to emerge above the antiferromagnetic Néel-temperature.
6.4.2. Spin wave analysis
In order to be able to compare the measured data to the theoretical model introduced
in Sec. 6.3, the spin wave dispersions have been extracted from the data by ﬁtting the
peaks observed in the IN20 scans to Lorentzian lines shapes. This Lorentzian function
was found to account for the peak proﬁle that is characteristic for a TAS. However, it
is important to stress that the resolution of a triple axis spectrometer is in general a
complex quantity, which depends on the phase space volume that is transmitted by the
monochromator and analyser crystals (resolution ellipsoid) and also on the particular
slope of the measured excitations [61]. This dependence can lead to small diﬀerences
between the ﬁtted mode positions and their real values. To account for this, the follow-
ing discussion will be split in two parts. First, the data will be ﬁtted to Lorentzians to
provide a qualitative analysis, where the main focus is to investigate the various cou-
pling scenarios belonging to diﬀerent orbital ordering patterns that have been suggested
from magnetic structure investigations (see Chapter 5.3.6) and from theory [158]. Subse-
quently, a more quantitative analysis of the most suitable model will be presented. This
will be done by simulating selected scans of the IN20 measurement under consideration
of the correct instrumental resolution as well as the particular slope of the calculated spin
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wave modes. By doing so, it is possible to ‘ﬁne-tune’ the free parameters of the model
and therefore present a ﬁnal solution that is in best agreement with the experimental
data. Further, it enables the investigation of the data for anomalous line broadening,
which in turn allows conclusions to be drawn about ﬁnite lifetime eﬀects.
The 32 sublattice spin wave model which has been introduced in Sec. 6.3 was employed
for further data analysis. It contains the full crystal structure of CaV2O4 and therefore
enables a detailed study of both, the spin wave dispersions as well as the corresponding
spin-spin correlation functions. The latter are directly proportional to the diﬀerential
neutron scattering cross section, the quantity which is directly accessible in a neutron
scattering experiment. The overall number of free parameters is twelve and includes
ten exchange coupling parameter describing the magnetic coupling within and between
the two inequivalent V3+ zigzag chains (see Fig. 6.4) and two single ion anisotropy pa-
rameters that account for the diﬀerent octahedral crystal ﬁelds acting on both magnetic
sites. Despite the fact that the IN20 and MAPS data provide an accurate picture of
the spin wave spectra of CaV2O4, the data are not suﬃcient to ﬁx all free parameter
and consequently some constraints are required. The investigations of the low tempera-
ture nuclear and magnetic structure revealed that the strongest interactions within the
two vanadium chains are the (antiferromagnetic) leg couplings J1leg and J2leg, and (unless
stated otherwise), those couplings will be assumed to be equal in the following. More-
over, also the interchain interactions Jaint(b) = βJaint(a) and Jbint(b) = βJbint(a) were set to
be equal (β is a coupling ratio). This is justiﬁed, since the bandwidths of the disper-
sion along QH and QK have approximately the same size. Furthermore, the coupling
between the chains arises from weak super exchange interactions involving oxygen and
the particular V-O-V bond angles (∼ 120◦ −130◦) give rise to the assumption that those
interactions are all antiferronmagnetic in nature [9]. Finally, for the beginning the single
ion anisotropy parameter D1 and D2 have been set to equal values. Once the best suited
set of coupling parameters is found, the eﬀect of diﬀerent D parameters will be discussed
in detail.
As has been pointed out in the previous chapter, the low temperature nuclear and mag-
netic structure of CaV2O4 gives rise to various ordering scenarios of the three vanadium
t2g orbitals. Which of those scenarios corresponds to the particular case of the two
CaV2O4 chains depends on two quantities: the degree of distortion of the VO6 octahe-
dra and the size of spin orbit coupling.
Concerning the t2g orbital occupation, it seems to be fairly certain that due to the
dominant pseudo-tetragonal distortion of both VO6 octahedra, the local dxy-orbitals at
both vanadium sites are always occupied. The lobes of these orbitals are arranged along
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the legs of the zigzag chains and as such they are responsible for the strong (antiferro-
magnetic) interactions Jaleg and Jbleg (see Figure (5.36)). The situation is less clear for
the four intra chain zigzag interactions J1zz(a), J1zz(b), J2zz(a) and J2zz(b). Depending on the
strength of spin orbit coupling and the degree of orthorhombic octahedral distortion,
diﬀerent coupling scenarios, ranging from frustrated antiferromagnetic coupling (ferro-
orbital order) to frustrated ferromagnetic coupling (antiferro-orbital order) can occur.
Also a situation, where strong exchange is only mediated via every second zigzag rung
(spin ladder) is possible [158, 89]. The inelastic neutron data allow the strength and
character of all magnetic interactions to be determined and therefore enable the correct
orbital conﬁguration of CaV2O4 to be identiﬁed.
A reasonable starting point for the current analysis are the exchange coupling parame-
ters that have been obtained with the simpliﬁed ‘single zigzag chain model’ earlier in the
text. Those preliminary investigations revealed, that the particular double spin wave
structure of CaV2O4 can be reproduced only, if (beside the strong leg coupling) frus-
trated ferro- or antiferromagnetic coupling along the zigzags is introduced. Further, it
was found that the ratio between leg and zigzag interactions has to be |Jzz(a,b)| ≈ 13Jleg
in order to match the experimental data. However, in contrast to the simpliﬁed model,
the 32 sublattice spin wave model considers the full 3D crystal structure of CaV2O4.
In particular, it accounts for the two inequivalent zigzag chains that are present in the
real system and also for the coupling between them. Therefore the spin wave dispersion
along the direction of the chains will not only be aﬀected by the diﬀerent intra chain
interactions that couple the spins within the two diﬀerent chains, but also by the ex-
change coupling between the chains.
By knowing the approximate strength of the intra chain coupling from the simpli-
ﬁed model, it is reasonable to assume that similar results concerning the dispersion
of CaV2O4 should be achievable, if the intra chain coupling parameters of the full model
take values similar to those obtained with the simpliﬁed model (e.g., with each of both
chains showing either frustrated ferro- or antiferromagnetic zigzag interactions). Start-
ing with the assumption that both vanadium chains possess frustrated antiferromagnetic
zigzag coupling and introducing reasonable interchain coupling values, it is indeed pos-
sible to reproduce the measured spin wave spectra. The calculated spin wave modes and
spin wave intensities for Q along all three main directions of the reciprocal lattice are
depicted in Figure (6.11) together with data from IN20 and MAPS6. More precisely, the
6Note that the data from MAPS do not exactly correspond to the calculated dispersion, since on MAPS
the spectra was summed along the two interchain directions QH and QK . Those data are only shown
to give an overview of the intra chain bandwidth.
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sub-ﬁgures on the right side (Figs. 6.11(d), 6.11(f) and 6.11(b)) show the calculated dif-
ferential neutron scattering cross sections, which correspond to the particular spin wave
modes displayed on the left side (Figs. 6.11(c), 6.11(e) and 6.11(a)). Both, the magnetic
form factor of V3+ as well as the polarisation factor (see Eq. 3.17) have been taken into
consideration. Further, in order to obtain accurate results, it is important to account for
the eﬀects of monoclinic twinning (see Chapter 5.3.2). The twinning causes overlap of
magnetic signal arising from the Bragg reﬂections (h, k, l)twin 1 and (h,−k, l)twin 2. Since
in contrast to the spin wave dispersions, the spin wave intensities are not symmetric in
Q, the twin overlap changes the spin wave spectra signiﬁcantly7. To account for this, the
cross section at each position in (Q, E)-space was averaged over positive and negative
QK , where equal twin fractions were assumed:(
dσ
dEfdΩ
)
〈twins〉
(ωN ,Q) =
1
2
(
dσ
dEfdΩ
(ωN , Qx, Qy, Qz)
+ dσ
dEFdΩ
(ωN , Qx,−Qy, Qz)
)
,
(6.17)
where ωN is the energy of the Nth spin wave mode.
The model leads to 16 double degenerate spin wave modes, with half of them having no
intensity. Therefore, the remaining eight double degenerate modes represent the spin
wave spectra of CaV2O4.
Model 1 : The use of the intra chain coupling parameters J1leg = J2leg = 29.5 meV,
J1zz(a) = J2zz(a) = 7.81 meV, J1zz(b) = J2zz(b) = 11.0 meV and single ion anisotropy pa-
rameter D1 = D2 = 0.08 meV enabled the correct modeling of the two steep spin wave
branches along the QL (chain) direction (see Fig. 6.11(a)). Both, the upper and lower
part of the spectra consist each of four spin wave modes. A closer look reveals that these
four modes merge at the zone boundaries in QL, while they split apart near the zone
centre. This particular behaviour is controlled by the interchain coupling parameter.
The values Ja,bint(b) = βJ
a,b
int(a) = 0.62 meV (with β = 0.27) have been found to be in good
agreement with the experimental data, as can be seen from Figs. 6.11(c) and 6.11(e).
The calculated modes along the interchain directions QH and QK possess a periodicity
of 2 r.l.u., where the mode minima are positioned at QH = n2πa and QK =
2n+1
2
2π
b (n
is an integer number). The four upper and lower spin wave modes are further separated
into pairs, where the modes belonging to each pair have exactly the same amplitude
7The resolution of IN20 did not allow the twinning to be resolved.
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Figure 6.11.: Model 1 : Calculated spin wave dispersion and intensities of CaV2O4, assuming
that both zigzag chains possess antiferromagnetic rung coupling. The following parameters have
been used: J1leg = J2leg = 29.5 meV, J1zz(a) = J2zz(a) = 7.81 meV, J1zz(b) = J2zz(b) = 11.0 meV,
Jaint(a) = Jbint(a) = 0.17 meV, Jaint(b) = Jbint(b) = 0.62 meV, D1 = D2 = 0.08 meV. In addition the
data obtained from IN20 and MAPS are shown. The small kinks in the graphs of Fig. 6.11(b)
are numerical artifacts.
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and periodicity, but are phase shifted by 1 r.l.u. with respect to each other. The two
spin wave pairs at lower energies have diﬀerent bandwidths, being (for the chosen set of
parameter) ≈ 7.3 meV for the lower and ≈ 4.2 meV for the upper pair. The pairs touch
each other at the magnetic zone centres and therefore give rise to an overall bandwidth
that corresponds with the experimentally observed one (≈ 11.5 meV). Similar behaviour
can be seen for the upper mode pairs, however, the bandwidths of those are almost
equal, being ≈ 1.4 meV each.
It has to be mentioned that the particular coupling parameters chosen in Fig. 6.11
are not the only ones that allow the dispersion perpendicular to the direction of the
chains to be reproduced. This is, because the particular bandwidths of the intra chain
modes are inﬂuenced by two quantities, the absolute values of the interchain coupling
(Jaint(a), Jbint(a), Jaint(b), Jbint(b)), as well as the relative ratio between them. As can be seen
from Figs. 6.4(b) and 6.4(c), neighbouring spins of diﬀerent chains are also coupled in a
zigzag like fashion and since both interchain zigzag interactions are antiferromagnetic,
this gives rise to frustration. The degree of frustration is controlled by the coupling ra-
tio β. In general the higher the degree of interchain frustration, the higher the absolute
strength of the interactions has to be, in order to achieve good agreement between the
model and the experiment. In other words, strong frustration between the chains leads
to a renormalization of the spin waves. For instance, the following very diﬀerent set of
interchain interactions lead to similar dispersion bandwidths: Ja,bint(a) = βJ
a,b
int(b) = 0.45
meV, β = 0 and Ja,bint(a) = βJ
a,b
int(b) = 5.0 meV, β = 0.9.
It is diﬃcult to determine the degree of interchain frustration. Due to the monoclinic
distortion at low temperatures the bond lengths and bond angles along the interchain
triangular bonds are not equal; however, it is not clear how strongly this eﬀects the
actual strength of the super exchange coupling. A way to set limits on the interchain
interactions, is to investigate their inﬂuence on the intrachain dispersion. It was found
that a strong interchain frustration splits the modes at the magnetic zone boundary in
QL, while in the case of weak frustration, they merge together (cf. Figs. 6.11(a) and
6.12(a)). As the MAPS data have revealed a broadening which is much greater than the
instrumental resolution, this tends more to a scenario of strong interchain frustration,
with β being close to one.
A remarkable aspect is, that the model is not only able to reproduce the spin wave modes
correctly, but also provides very good results for the corresponding spin wave intensities.
In particular the calculated spectra along the interchain direction accounts for all main
experimentally observed features of the spectra. This can be seen by comparing Fig.
6.11 with Figs. 6.8(a) and 6.8(b). For example, the observed strong intensity diﬀerence
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of the two phase-shifted low energy modes along QH also manifests in the corresponding
calculated intensities. Interestingly, the apparent periodicity of 42πb of the spin waves
along the QK direction (see Fig. 6.8(b)) turns out to be only half of that value. This
is because the particular intensity distribution of the two mode pairs at low and high
energy appears to have alternating periods of strong and weak signal, such that the
overall spectra gives the impression that the modes have a larger period than actually
predicted from the model.
Despite the generally good agreement between theory and experimental, there is one
major aspect that speaks against the scenario of two weakly coupled antiferromagnetic
zigzag chains. The calculations of the intrachain spin wave spectrum reveal a very asym-
metric intensity distribution for the spin wave modes around the magnetic zone centre
(see Fig. 6.11(b)). While the four lower modes only get signiﬁcant signal for QL < 0.5
r.l.u., the four upper modes solely show strong signal for QL > 0.5 r.l.u. Such a be-
haviour was not observed experimentally, e.g. additional constant energy scans on IN20
revealed a very homogeneous intensity distribution of all modes in the vicinity of the
magnetic zone centre (see Fig. 6.16).
Model 2 : A second set of intra chain parameters, which leads to reasonable agree-
ment with the experimental data is one, where the zigzag interactions along both
chains are ferromagnetic. Using the intrachain coupling values J1leg = J2leg = 29.5 meV,
J1zz(a) = J2zz(a) = −8.5 meV, J1zz(b) = J2zz(b) = −6.3 meV and D1 = D2 = 0.08 meV, one
obtains the spin wave spectra depicted in Figure 6.12. The calculations reveal many
similarities with respect to the antiferro zigzag scenario. In particular the spin wave
dispersion and the corresponding intensities along the interchain directions are almost
identical.
In order to demonstrate the eﬀect of strong interchain frustration the values: Ja,bint(a) =
βJa,bint(b) = 2.0 meV, β = 0.73 have been used. As mentioned above, stronger interchain
frustration tends to spread out the spin wave modes around the magnetic zone centre
along QL (cf. Figs 6.12(a) and 6.11(a)) and therefore seems to agree better with the
experimental observations.
However, as for the previous case, the spin wave spectra along the chain direction shows
a very asymmetric intensity distribution, although, strong and weak intensity parts of
the upper and lower modes are inverted with respect to the magnetic zone centre (com-
pared to the antiferromagnetic zigzag scenario). Therefore, the same arguments as for
the previous solution also hold for this one. The inhomogeneous spin wave spectra was
not observed experimentally and therefore it rules out the case of two chains with ferro-
magnetic zigzag coupling.
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Figure 6.12.: Model 2 : Calculated spin wave dispersion and intensities of CaV2O4, assuming
that both zigzag chains possess ferromagnetic rung coupling. The following parameters have
been used: J1leg = J2leg = 29.5 meV, J1zz(a) = J2zz(a) = −8.5 meV, J1zz(b) = J2zz(b) = −6.3 meV,
Jaint(a) = Jbint(a) = 1.46 meV, Jaint(b) = Jbint(b) = 2.0 meV, D1 = D2 = 0.08 meV. In addition the
data obtained from IN20 and MAPS are shown.
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Model 3 : Due to the discrepancies observed in the case of identical exchange interac-
tions within the two diﬀerent CaV2O4 chains, the next step is to introduce diﬀerent
interactions for the two chains. By doing so, it turned out that very good agreement
between theory and experiment could be achieved, if one of the two chains possesses
ferromagnetic and the other one antiferromagnetic zigzag interactions. The relative
strengths of the interactions remain similar to the previous cases: J1leg = J2leg = 29.5
meV, J1zz(a) = 7.92 meV, J1zz(b) = 11.0 meV, J2zz(a) = −9.0 meV, J2zz(b) = −6.48 meV. At
this point it is important to mention that a simple swapping of all intrachain interactions
between the two chains does not eﬀect the spin wave dispersion, while it does slightly
change the corresponding spin wave intensities. Those diﬀerences are small, however, a
careful check of the experimental data revealed a better agreement with the theoretical
calculations, if interactions along the zigzags of the ﬁrst chain (blue arrows in Fig. 6.4)
are antiferromagnetic. This is an important result, since it means that the current spin
wave model is able to uniquely identify the leading interactions within each chain and
thus enables detailed conclusions to be drawn about the corresponding orbital physics.
The results obtained with the parameters given above are depicted in Fig. 6.13. The
inequivalent zigzag couplings within the two chain units introduce a gap of ≈ 1.7 meV
between the two lower mode pairs and a gap of ≈ 0.8 meV between the two upper ones.
The existence of such a splitting can be proven by simulating IN20 scans by convolving
the calculated neutron scattering cross section with the resolution function of the spec-
trometer. This issue will be discussed in the next subsection (see Sec. 6.4.3). However,
diﬀerent zigzag interactions within the two chains are not the only causers of the split-
ting of mode pairs. This could also arise from diﬀerent coupling strengths along the two
interchain directions and/or by non equal anisotropy parameters D1 = D2. Generally,
due to the low symmetry of the crystal structure and the two diﬀerent magnetic sites,
it is most likely that all three factors occur.
Concerning the intensities of the eight spin wave modes, their behaviour along the in-
terchain directions QH and QK is somewhat less smooth than that of the two previous
models; however, the agreement with the experimental observations is still very good.
More importantly, the calculations of the intensities along the QL direction reveal a
homogeneous intensity distribution in the vicinity of the magnetic zone centre, which is
in excellent agreement with the experimental data.
Before discussing the solution above in more detail, it is important to examine, whether
the employed spin wave model provides further sets of parameters that enable a good
ﬁt of the experimentally observed dispersion. In particular the formation of spin ladders
(Jleg ≈ Jzz(b), Jzz(a) ≈ 0) has to be checked carefully, since such a scenario has been
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Figure 6.13.: Model 3 : Calculated spin wave dispersion in intensities of CaV2O4, assuming
that one of the zigzag chains possesses ferromagnetic rung coupling, while the second possesses
antiferromagnetic rung coupling. The following parameters have been used: J1leg = J2leg = 29.5
meV, J1zz(a) = 7.92 meV, J1zz(b) = 11.0 meV, J2zz(a) = −9.0 meV, J2zz(b) = −6.48 meV, Jaint(a) =
Jbint(a) = 0.17 meV Jaint(b) = Jbint(b) = 0.62 meV, D1 = D2 = 0.08 meV. In addition the data
obtained from IN20 and MAPS are shown.
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proposed by both experiment and theory (see Chapter 5 and [158, 89]).
Model 4 : The investigations reveal no reasonable results for the case of both chain units
being spin ladders and thus such a scenario can be excluded immediately. The situation
improves, if only one of the two chains is assumed to be a spin ladder, while the other
one remains a frustrated chain with antiferromagnetic zigzag coupling. In this case one
obtains the spin wave spectra depicted in Fig. 6.14, where the following coupling param-
eters were chosen: chain 1: J1leg = 29.5 meV, J1zz(a) = 8.28 meV, J1zz(b) = 11.5 meV; chain
2: J2leg = J2zz(b) = 23.5 meV, J2zz(a) = −6.0 meV. Note, that in the current case the two
leg couplings J1leg and J2leg are not equal anymore. Further it has to be pointed out that
chain 2 is not a pure ladder, since it was necessary to introduce a small ferromagnetic
contribution J2zz(a) along the second zigzag path.
Compared to the previous models, the current one has some diﬀerences in the cal-
culated spin wave spectra. For instance, the calculations reveal the appearance of an
additional almost ﬂat mode at around E ≈ 80 meV, in addition to the characteristic
double spin wave structure. The exact position of this mode is mainly controlled by the
size of the ferromagnetic coupling J2zz(a) and is shifted upwards if the strength of this
coupling increases. Such a mode was not observed experimentally, however, its corre-
sponding calculated intensity is very weak, such that an experimental detection might
not be possible.
Another interesting feature is the completely ﬂat mode at E ≈ 28 meV. In contrast to the
previously presented solutions this mode shows absolutely no dispersion and therefore
should show up in the TAS scans as a narrow and resolution limited peak. However, the
IN20 data revealed a quite broad feature at this energies, indicating a ﬁnite bandwidth
of this mode. In addition, the intensity distribution of the spin waves in the vicinity of
the magnetic zone centre along QL is strongly asymmetric, a behaviour which has not
been observed experimentally. Altogether it seems unlikely that the ladder model can
explain the spin wave spectra of CaV2O4.
Apart from the models discussed in this section, no other sets of considerably diﬀerent
parameters were found that match the observed spin wave dispersion. If one addition-
ally considers the corresponding spin wave intensities, the calculations reveal only one
model in agreement with the data. This model (model 3) is characterized by two diﬀer-
ent chain units, both possessing strong antiferromagnetic leg exchanges and frustrated
antiferromagnetic and ferromagnetic zigzag interactions, respectively.
Before studying the best model in more detail, it is useful to include a short discussion
about the role of anisotropy on the spin wave spectra. The single ion anisotropy in
CaV2O4 is important to stabilize the Néel order at low temperatures, with the spins
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Figure 6.14.: Model 4 : Calculated spin wave dispersion in intensities of CaV2O4, assuming
that one of the zigzag chains possesses antiferromagnetic rung coupling, while the second one is
a spin ladder with antiferromagnetic coupling along one of the zigzags and weak ferromagnteic
coupling along the other zigzag rung. The following parameters have been used: J1leg = 29.5
meV, J2leg = 23.5 meV, J1zz(a) = 8.28 meV, J1zz(b) = 11.5 meV, J2zz(a) = −6.0 meV, J2zz(b) = 23.5
meV, Jaint(a) = Jbint(a) = 0.16 meV Jaint(b) = Jbint(b) = 0.60 meV, D1 = D2 = 0.08 meV. In addition
the data obtained from IN20 and MAPS are shown.
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Figure 6.15.: Dependence of the CaV2O4 spin wave spectra on the ratio ζ of the single ion
anisotropy parameters D1 and D2. (a) The size of the various energy gaps being present in
the spin wave spectra of CaV2O4 as a function of ζ. The calculations were performed at the
magnetic zone centre at Q = (0, 0.5,−0.5) and the utilized magnetic exchange coupling parameter
correspond to those of model 3 (see Fig.6.13). (b) Part of the calculated spin wave spectra along
(0,K,−0.5) to show the four energy gaps. For the ﬁgure ζ = 0.5 was assumed.
being collinear within each chain unit, but canted between those chains. The average
spin direction is along the crystallographic b-direction, such that the anisotropy can
be modeled approximately with the expression given in Eq. C.79. Due to the crystal
anisotropy the magnetic moments below TN are no longer able to rotate freely, causing
an energy gap in the magnetic spin wave spectrum.
So far, all calculations have been performed assuming equal anisotropy values D1 = D2.
Those parameters have been set to be positive, implying that the anisotropy is of single
ion type8. However, investigations of the crystal structure reveal that the two inequiva-
lent magnetic sites in CaV2O4 have very diﬀerent octahedral environments, which would
give rise to diﬀerent anisotropy values. In particular, it was found that the spins point
along the easy axis of chain 1, indicating the single ion character of the anisotropy, while
the spins of chain 2 point away from their easy axis direction and tend to follow the
spins of chain 1 (cf. Fig. 5.34). This implies that the single ion anisotropy of chain 2
spins might be very weak or of easy-plane type [158].
Due to the 3D exchange coupling of the spin moments, the size of the energy gap
is inﬂuenced equally by the parameters D1 and D2. For realistic exchange parameters
8Note the convention that is used in the spin Hamiltonian (Eq. C.79).
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(e.g. those obtained for model 3) it was found that the gap size only varies marginally
with the ratio D1/D2 and is mostly determined by the sum D = D1 + D2 ≈ 0.16 meV.
Therefore, if one wants to study the implications of inequivalent anisotropy parame-
ters on the spectra, it is appropriate to introduce the parameter ζ with D1 = ζD and
D2 = (1 − ζ)D, such that the gap size is kept at its experimentally observed value of
≈ 4.4 meV. Calculations of the spin wave dispersion at the magnetic zone centre as a
function of ζ reveal that the introduction of diﬀerent anisotropy parameters strongly
inﬂuences the splitting of the spin wave mode pairs as well as the bandwidth of those
pairs. To exemplify this issue, Fig. 6.15(a) displays the size of the mode pair splitting
at the magnetic zone centre as a function of ζ, where the exchange parameters of model
3 have been used. While the energy gap between the ground state and the lowest spin
wave mode as well as the one between the two lower and upper mode pairs are only
marginally eﬀected by unequal anisotropy parameters, a strong dependence can be ob-
served for the gap between the two lower pairs and that between the two upper ones.
For the particular set of exchange parameters presented here, the gap between the two
lower mode pairs increases signiﬁcantly if D1 increases compared to D2, while in the
case of the upper mode pairs the trend is vice versa.
Even though, the exact eﬀect of D1 and D2 on the spectra also depends on the particular
set of exchange interactions, a detailed modelling of the experimental data including the
resolution of the instrument will provide more information about the relative strengths
of D1 and D2.
6.4.3. Resolution eﬀects
Using the exchange and anisotropy parameters of the best model (model 3) as a start-
ing point, selected scans from the IN20 experiment have been simulated. To do so,
the program rescal has been employed [76, 75]. This program allows scans of a triple
axes spectrometer to be simulated by calculating the particular instrumental resolution
function using a 4D Monte Carlo convolution, while taking into account the particular
dispersion that is given by the underlying model. By comparing the calculated and
measured scans and adjusting the model parameters and the linewidth of the spin wave
excitations, it was possible to gain detailed information about the model and to study
anomalous line broadening eﬀects. The correctness of the calculated instrumental reso-
lution has been veriﬁed by comparing it to scans through the incoherent elastic line. For
instance, for a scan at Q = (0, 4.0,−0.5) (where no magnetic Bragg peak is present), a
width of ≈ 1.0(2) meV has been obtained, which is in good agreement with the calcu-
lated resolution at this position of dE = 0.91 meV.
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The spin wave scattering was assumed to have a Gaussian line shape. For CaV2O4 the
model reveals eight spin wave modes, such that the magnetic scattering function is given
by:
S(Q, ω) =
8∑
n=1
C
1 − e−
ωn
kBT
sn(Q)
γn
e
−4 ln 2(ω−ωn
γn
)2
, (6.18)
where the sum runs over all spin wave modes with energy ωn, scattering intensity sn and
(FWHM) linewidth γn. Further, C is a constant and the exponential prefactor accounts
for Bose statistics.
In the case of an ideal collinear Heisenberg 3D antiferromagnet, the linewidth of the de-
tected magnetic excitations is only limited by the resolution of the spectrometer, since
the excited magnons do have an inﬁnite lifetime, which in return leads to γ → 0, such
that the scattering function S(Q, ω) shows a delta-function-like resonance at the spin
wave excitation energy. However, in real systems various eﬀects, e.g. quasi-particle in-
teractions or a ﬁne-splitting of the spin wave modes due to additional terms in the spin
Hamiltonian can alter the linewidth of the observed excitations.
In order to ﬁnd out whether the spin wave modes show a signiﬁcant broadening, the
following strategy was used for modeling the scans obtain on IN20. Firstly, the spin
wave linewidth was assumed to be much smaller than the instrumental resolution (e.g.
γ ∼ 0.25 meV) and the free model parameters were adjusted manually in order to ﬁnd
the most suitable match between the simulation and the experimental data9. In par-
ticular the focus was set on ‘ﬁne-tuning’ the intrachain exchange parameters as well
as the single ion anisotropy values, while the interchain interactions were estimated as
discussed earlier in this section. In a second step, the linewidths of the eight spin wave
modes were also adjusted until the best match was found.
Figure 6.16(a) displays two selected constant wavevector scans measured with the IN20
spectrometer; one performed at the magnetic zone centre at Q = (0, 4.5,−0.5) and the
second at the magnetic zone boundary at Q = (0, 4.0,−0.5). The solid red line in this
ﬁgure represents the best ﬁt to the experimental data and the corresponding ﬁt pa-
rameters are listed in Table 6.1. For comparison, the dotted black line in Fig. 6.16(a)
represents a simulated scan using the exchange parameters of model 4 (ladder model).
In particular the broad peak at ≈ 28 meV could not be reproduced correctly, underlining
the failure of the ladder model to describe the experimental data.
9Since both, the spin wave excitations and the instrumental resolution are assumed to give Gaus-
sian linewidths, the convolution of both function leads to another Gaussian function with Γ =√
γ2sw + γ2instr., which in case γsw  γinstr. is strongly dominated by γinstr..
6.4 Experimental results and data analysis 213
0
100
200
300
400
500
600
Energy (meV)
Q=(0,4.0,−0.5)
IN20 data
model 3
model 4
0 10 20 30 40 500
100
200
300
400
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Co
un
ts 
pe
r m
on
ito
r
Energy (meV)
Q=(0,4.5,−0.5)
(a)
0
50
100
150
E=42 meV
0
50
100
15
E=35 meV
0
100
200 E=20 meV
0
100
200
E=16 meV
−0.65 −0.6 −0.55 −0.5 −0.45 −0.4 −0.35 −0.3
0
200
400
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Co
un
ts 
pe
r m
on
ito
r
(0,4.5,L) (r.l.u.)
E=6 meV IN20 data
model 3
model 1
(b)
Figure 6.16.: Comparison of IN20 scans with theoretical calculations. (a) Constant Q scans at
the magnetic zone boundary (top) and magnetic zone centre (bottom) along QK . The red and
black solid lines represent the calculated spin wave cross-section of models 3 and 4, convolved with
the resolution function of the spectrometer. Note that the feature at ≈ 17 meV in the top ﬁgure is
not magnetic in nature, but spurious. (b) Various constant energy scans at Q = (0, 4.5, QL). The
blue and black solid lines correspond to spin wave calculations using models 3 (for parameters
see Table 6.1) and 1 (see Fig. 6.11).
The numerical investigations reveal two important results. First of all, it was found that
the introduction of inequivalent anisotropy parameters D1  D2 leads to a signiﬁcant
improve of the ﬁt. Setting D1 = 2.75 ·D2 = 0.11 meV introduces a gap between the two
lower mode pairs of the spectra (Δ2 = 2.44 meV), which was necessary to model the low
energy section of the constant Q-scans correctly. Further, the energy gap between the
ground state and the lowest excitation branch was determined to be Δ1 = 4.47 meV.
At this point it should be mentioned, that the accuracy of the extracted anisotropy
and magnetic exchange parameters is limited by the fact that those parameters do not
inﬂuence the spectra independently but are correlated so that slightly diﬀerent values
also lead to reasonable results. Based on the ﬁndings of the numerical investigations,
the uncertainties of the ﬁt parameters were estimated to be approximately ten percent
of their given value.
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Table 6.1.: Best parameter from the spin wave model (in meV).
chain 1 J1leg J1zz(a) J1zz(b) D1
30(3) 11(1) 7.9(8) 0.11(1)
chain 2 J2leg J2zz(a) J2zz(b) D2
30(3) -7.8(8) -5.7(6) 0.04(1)
interchain Jaint(a) Jbint(a) Jaint(b) Jbint(b)
1.5(2) 2.0(2) 1.5(2) 2.0(2)
The second considerable result of the resolution studies is, that the observed spin wave
excitations are not limited by the instrumental resolution. In order to achieve reasonable
agreement between the simulation and the IN20 constant Q-scans, the introduction of a
noticeable linewidth broadening of the spin wave excitations was necessary. The particu-
lar scans depict in Fig. 6.16 have been modelled using spin wave linewidths of γ1−4 = 1.5
meV for the four lower modes and γ5−8 = 2.5 meV for the four upper ones and similar
results have been obtained from simulating other constant Q-scans. It is important to
notice that the diﬀerence in broadening between the upper and lower modes is not an
artefact of certain single scans but turned out to be the case for all investigated scans.
The reason for this anomalous spin wave broadening is not entirely clear at the moment
and remains a matter of speculations. This issue will be addressed in the discussion
section.
Despite the generally excellent agreement between model 3 and the experimental data,
the simulated spectra at Q = (0, 4.0,−0.5) reveals some minor discrepancies at low en-
ergies. In detail, the calculated energy gap at the magnetic zone boundary is Δ1 ≈ 8.61
meV, while the experimentally observed gap has almost the same value than the one at
the magnetic zone centre (≈ 4.5 meV). Indeed, a careful investigation of all measured
constant QK-scans revealed almost no change of the lowest energy gap as a function of
QK . This behaviour cannot be explained within linear spin wave theory and might indi-
cate that an additional ﬂat mode located at ≈ 5 meV appears in the spectra along QK
(cf. Fig. 6.8(b)). However, the origin of such a mode remains unclear at the moment.
In contrast, the calculated dispersion along the QH-direction is in complete agreement
with the experimental data (not shown).
Up to now the focus has been on the energy resolution, however, simulations have also
been performed for a series of constant energy scans in the vicinity of the magnetic zone
centre at Q = (0, 4.5,−0.5), enabling the investigation of the resolution in QL. Those
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scans are presented in Fig. 6.16(b), where the solid blue lines correspond to calculations
using the parameters listed in Table (6.1)10. Even though, the simulated scans are able
to reproduce the characteristic peak structure of the experimental data, the calculated
Q-resolution turned out to be smaller than the experimentally detected widths. Those
diﬀerences can be attributed to mosaic spread caused by monoclinic twinning and by a
small amount of disorder that is present in the crystal. The monoclinic twinning was
included in the simulations by averaging the diﬀerential neutron cross section at each
position in energy-momentum space over the two twins, however, the fact that the twin
pairs appear at slightly diﬀerent positions in Q was neglected, giving rise to an additional
broadening along this direction. The QL scan at E = 20 meV displays a particularly
strong amount of peak broadening. The MAPS data revealed the appearances of an op-
tical phonon mode at this energy (cf. Fig. 6.5), which certainly adds to the broadening
at this position.
In order to demonstrate the complete mismatch of the other models discussed earlier in
the text, the dash-dotted lines in Fig. 6.16(b) correspond to simulations performed for
model 1 (two chains with antiferromagnetic zigzag coupling). One clearly sees the dis-
crepancies produced by this model due to the asymmetric intensity distribution around
the magnetic zone centre. Similar behaviour was observed for models 2 and 4, proving
their inability to explain the observed spectra.
6.5. Discussion
The spin wave analysis brought a clear picture of the variety of magnetic interactions
in CaV2O4, resulting in a complex spectra of spin wave excitations below the Néel tem-
perature. It was unambiguously revealed that the two chain units, composed of two
inequivalent magnetic sites, possess very diﬀerent interactions along the zigzag rungs
(afm or fm), while the dominant interactions for both cases are along the chains legs. In
addition inequivalent single ion anisotropy values were found, taking account of the dif-
ferent crystal ﬁeld potentials acting on the two magnetic sites. The obtained parameters
enable a qualitative discussion about the interplay of spin and orbital degree of freedoms
in CaV2O4. This will be done in the following, where for the sake of convenience the
two diﬀerent chains will be discussed separately. It is also important to mention that
for the following discussion the results of the nuclear and magnetic structure analysis
presented in Chapter 5 are presumed to be known.
Chain 1: The two zigzag interactions J1zz(a) and J1zz(b) between neighboring magnetic
10The same spin wave linewidths in energy as for the constant Q-scans have been assumed.
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sites of chain 1 are both antiferromagnetic and about 1/3 of the size of J1leg (see Table
6.1), giving rise to moderate intrachain frustration. The small diﬀerence between the
two zigzag couplings is a consequence of the monoclinic crystal distortion, which causes
slightly diﬀerent distances between the magnetic ions along the two zigzag paths. In
terms of t2g-orbital occupation, the ratios between the intrachain interactions points
to a scenario, where the main local octahedral distortion is pseudo-tetragonal in na-
ture, while the additional pseudo-orthorhombic distortion, induced by the monoclinic
phase-transition at low temperatures, is only very weak, such that the orbital angular
momentum is not entirely quenched (only the x and y component). In this case the
t2g orbital that is lowest in energy is the dxy one, while the remaining two orbitals (dxz
and dyz) stay almost degenerate. Thus, in the presence of ﬁnite spin-orbit coupling λ,
the system can gain energy by forming complex orbital states (dxz ± idxz)/
√
2 [165]. As
has been pointed out in Chapter 5, the local dxy orbitals are arranged such that with
respect to the zigzag chains, their lobes point towards each other along the legs of the
chain (cf. Fig. 5.36). Since due to the ﬂattening of the VO6 octahedra along the local
z-axis this orbital is lowest in energy, it is always occupied by one of the two V3+ d-
electrons, thus giving rise to strong antiferromagnetic leg-coupling. On the other hand,
the remaining two t2g orbitals favour complex states and therefore neighbouring orbitals
along the zigzags share the remaining second d-electron (see Fig. 5.36(a)). This inter-
action is also antiferromagnetic; however, it is weaker than the leg-coupling. Using an
eﬀective Hamiltonian with spin-orbit super exchange interactions, Di Matteo et al. in-
vestigated the various coupling scenarios between magnetic V3+-sites, whose t2g-orbitals
point towards each other (so called ddσ-bonding) [165]. Applying their ﬁndings to the
case of CaV2O4 type 1 chains, the ratio between leg and zigzag interactions (assuming
perfect site symmetry) is given by J
1
zz
J1leg
= 1−2η2(1−η) , where η =
JH
U is a small parameter
which depends on the size of the Hunds-coupling JH and the on-site Coulomb-repulsion
U [158, 165, 166]. Based on photoemission spectroscopy data of other V3+-compounds,
it can be estimated that η ≈ 0.11 [167, 168], which ﬁnally leads to J1zz ≈ 0.44J1leg. Even
though, this ratio is slightly higher than that found from spinwave analysis, it is still
highly consistent, especially if one considers the diﬀerent interionic distances that appear
in real CaV2O4 between spins along legs and between those along the zigzags.
The formation of complex orbitals (dxz ± idxz)/
√
2 due to spin-orbit coupling is also
in agreement with the extracted single ion anisotropy of D1 = 0.11(1) meV acting on
spins of chain 1. Spin-orbit coupling forces the spins to point along the local octahedral
z-direction (≈ along the crystallographic b-direction), while the orbital angular momen-
tum points antiparallel to it.
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Chain 2: The situation for the second type of chains in CaV2O4 appears to be rather
diﬀerent. Here, the leg coupling is also antiferromagnetic and equally strong (with re-
spect to that of chain 1), while the zigzag interactions are now ferromagnetic, with
J2zz ≈ −14J2leg (see Table 6.1). These ﬁndings suggest that the tetragonal distortion with
a ﬂattening of octahedra is also dominant in this case, such that the dxy-orbital (being
responsible for the leg coupling) is lowest in energy and occupied everywhere. How-
ever, the observed ferromagnetic zigzag interactions reveal that an additional pseudo-
orthorhombic distortion becomes important, causing a complete lifting of t2g orbital
degeneracy. Chern et al. have shown that for a moderate orthorhombic distortion
the system prefers an arrangement of staggered dxz and dyz orbitals along the zigzags,
leading to antiferro-orbital order and thus to ferromagnetic zigzag exchange interac-
tions [158] (see Fig. 5.36(c)). The ratio between the intrachain interactions of chain
2 can be estimated using an eﬀective super-exchange model. Based on the results of
Reference [165] one gets J
2
zz
J2leg
= − η1−η . Using η = 0.11 this leads to J2zz ≈ − 110J2leg, a
ratio considerably smaller than what has been found from spinwave analysis. Although
the structural distortions being present in real CaV2O4 can cause slight chances in the
electronic structure (e.g. they give rise to small diﬀerences between the two zigzag cou-
plings), they cannot explain the relatively strong ferromagnetic rung exchange obtained
from spin wave analysis. Another coupling mechanism that might contribute to the leg-
exchange is super-exchange coupling via V-O-V bonds. As has been shown in Chapter
(5), the V-O-V bond-angles between magnetic ions of chain 2 are slightly larger than 90°
(see Table 5.10) and according to the well known Goodenogh-Kanamori rules [10] such
an arrangement gives rise to weak ferromagnetic exchange interactions. However, the
strength of 90° superexchange interactions between V3+-ions is expected to be rather
small [134] and it remains uncertain if this eﬀect can account for the interaction values
determined by linear spin wave theory. It is also quite possible that the approximations
included in linear spin wave theory simply lead to an overestimation of the size of ex-
change interactions.
The observed very weak single ion anisotropy acting on chain 2 spins can be inter-
preted as a direct consequence of the totally quenched orbital angular momentum due
to pseudo-orthorhombic octahedral distortion, which strongly reduces the eﬀects of spin-
orbit coupling and consequently single ion anisotropy plays a negligible role in this case.
Interchain coupling: Interchain interactions in CaV2O4 are mediated via V-O-V superex-
change between diﬀerent Vanadium sites (∠ ≈120°) and are responsible for the develop-
ment of long range magnetic order at low temperatures. Analysis of the spinwave spectra
revealed that the size of this coupling is about 6% of the strongest intrachain coupling
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(Jleg), a value slightly larger than that estimated numerically using the results from sus-
ceptibility measurements and assuming a system of coupled S=1 Haldane chains [119].
However, those calculations have been performed for an unfrustrated system, whereas
interchain interactions in CaV2O4 are frustrated, giving rise to renormalization eﬀects
and thus to larger coupling strengths along the individual exchange paths.
Comparison with former results: In Section (5.2), the high temperature susceptibility
data for CaV2O4 have been modelled by means of exact diagonalization calculations of
a J1-J2-model, with J1 = Jzz and J2 = Jleg. The best ﬁt results were obtained with
Jleg ≈ 20 meV and Jzz ≈ 1 meV, suggesting that the system consists of very weakly
coupled S = 1 chains, in contrast to what has been found from spin wave analysis.
Further, the size of the strong leg coupling obtained from susceptibility diﬀers by about
30 % from the value obtained with the spin wave model. These discrepancies can be
attributed to the fact that the susceptibility data have been analyzed with a simpliﬁed
model, which did not account for the two diﬀerent zigzag chains. Even though, the
analysis has concentrated on the high temperature orthorhombic region, where the VO6
octahedra are less distorted, diﬀerences in the resulting intrachain exchange parameter
of both chain sites can still be expected. Therefore, these diﬀerent interactions might
eﬀectively provide an overall magnetic response, which is very similar to that of a weakly
coupled Haldane chain.
The anisotropy energy gap in CaV2O4 has been previously estimated on the basis of
NMR measurements [136]. By approximating the system by an array of weakly cou-
pled S = 1 chains and performing linear spin wave theory the gap size was estimated
to be ΔNMR = 5.5 − 8.4 meV, with the corresponding overall single ion anisotropy of
D ∼ 0.086 meV. This value for the energy gap is slightly larger than that observed
with INS (Δ1 = 4.47 meV). However, inelastic neutron scattering is the most direct
probe of magnetic excitations and as such it provides the most accurate way for mea-
suring the energy gap in the excitation spectra. Based on the smaller gap size ob-
tained by INS, it is no surprise that the average single ion anisotropy per vanadium site
D/2 = (D1 + D2)/2 = 0.075 meV has a smaller value than the one derived from the
NMR data.
Eﬀects of spin wave broadening: A very remarkable result from spin wave analysis is the
observed linewidth broadening of magnetic excitations, which is particularly pronounced
at the higher energy part (E > 25 meV) of the spin wave spectrum. This broadening
cannot be explained within the current spinwave model and in the following possible
mechanisms will be discussed which can cause such an eﬀect.
The main restriction of linear spin wave theory is that it only accounts for single magnon
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processes, while multi-magnon processes as well as interactions between magnons are ne-
glected. In particular, only those terms of the spin wave Hamiltonian are considered,
which are bilinear in the magnon creation and annihilation operators, assuming that the
eﬀects of higher order terms are small. In collinear antiferromagnets, the ﬁrst higher or-
der term is one that is biquadratic in the boson operators and it causes a renormalization
of the corresponding spin wave energies [169]. The situation becomes more complicated
if the magnetic structure consists of canted spins (as it occurs in CaV2O4 between spins
of diﬀerent magnetic sites). In this case an additional cubic term appears in the spin
Hamiltonian as the ﬁrst correction to linear spin wave theory. This term originates from
coupling between transverse (one-magnon) and longitudinal (two-magnon) ﬂuctuations
of the magnetic moment and gives rise to a renormalization of the spin wave spectra
and to spin wave damping. The latter is due to magnon decay processes and gives rise
to ﬁnite lifetime eﬀects, e.g. spin wave broadening [170].
The eﬀect of longitudinal ﬂuctuations, e.g. ﬂuctuations of the spins amplitude, becomes
important if the size of the magnetic moment is reduced with respect to the full ordered
moment. Since, in CaV2O4 the magnetic moment is ≈ 1μB/V3+, which is only half of the
size of the expected full moment 〈μ〉 = gSμB ≈ 2μB , this issue has to be considered. The
reduction of the ordered spin moment can be attributed to zero point quantum ﬂuctua-
tions, a phenomena that appears very often in systems with low dimensional structures,
e.g. where intrachain coupling is much larger compared to interchain coupling. Promi-
nent examples are the S = 1/2 chain compound KCuF3, with μ ≈ 0.5μB/Cu2+ [171]
and the S = 1 chain compound CsNiCl3, with μ ≈ 1.0μB/Ni2+ [172]. In a fully mag-
netically ordered system, almost all longitudinal signal appears as elastic scattering and
gives rise to magnetic Bragg peaks. However, in case of a reduced ordered moment, the
integrated Bragg intensity of magnetic peaks is lowered and since the overall (Q- and
energy-) integrated scattering intensity per spin is a constant (S(S+1)), spectral weight
from longitudinal scattering has to be shifted into the inelastic part of the spectra. This
longitudinal scattering can either give rise to an additional longitudinal mode, which
appears above the transverse spin wave modes at the magnetic zone centre [50, 52], or
as continuum scattering resulting from multi-magnon excitations11 [51, 173].
Aﬄeck et al. have studied longitudinal ﬂuctuations in quasi-one-dimensional (S = 1)
antiferromagnets based on Landau-Ginsburg model [174]. They predict the existence of
a longitudinal mode for systems, which are close to a quantum critical point, e.g. where
the system is in the 3D ordered state, but very close to being disordered by quantum
ﬂuctuations. Generally, the longitudinal mode has a ﬁnite decay rate into a pair of
11Note that multi-magnon scattering appears in both, transverse and longitudinal channels.
220 Magnetic excitations in CaV2O4
transverse (Goldstone)-modes. The particular lifetime (and therefore the linewidth of
the mode) depends on how close the system is to such a quantum critical point. The
intensively studied spin-1 chain-compound CsNiCl3 has a strongly reduced ordered mo-
ment (see above) and an interchain-to-intrachain coupling ratio of only about 2% and
therefore was found to be very suitable to show a longitudinal mode. Inelastic polarized
neutron scattering experiments indeed conﬁrmed the predictions and revealed a longi-
tudinal mode for CsNiCl3 [52].
Concerning CaV2O4, the Néel state is believed to be more stable than in CsNiCl3, mainly
due to the presence of single ion anisotropy acting on (half of the) CaV2O4 zigzag chains.
Nevertheless, the reduced moment indicates the existence of longitudinal ﬂuctuations
and the observed spin wave broadening might be a direct result of two-magnon decay
processes. Additionally, the canting between spins of neighbouring chains provides a
further mechanism of damping and as such contributes to the mode broadening.
At energies higher than the interchain dispersion maximum (≈ 30 meV), where one-
dimensional quantum behaviour dominates the spectra, additional magnetic continuum
scattering can appear as a result of multi-magnon excitations. In fact, the experiment
performed on MAPS indicates some additional scattering at the antiferromagnetic zone
centre above the upper spin wave branch, which might be due to multi-magnon exci-
tations. However, the contamination with phonon scattering prevents clear statements
about this observation and polarized neutron scattering experiments are required to sep-
arate magnetic and non magnetic signal and to identify longitudinal ﬂuctuations.
Quantum ﬂuctuations are not the only mechanism that can lead to a reduction of the
spin moment. In systems with unquenched orbital angular momentum, spin-orbit cou-
pling can play an important role, e.g. antiparallel coupling between orbital and spin
angular momentum can lead to a signiﬁcant reduction of the overall magnetic momen-
tum. Recent DFT (density functional theory) calculations for the S = 1 compound
ZnV2O4 revealed that spin-orbit coupling accounts for the signiﬁcant moment reduction
(∼ 68%) found in this compound [175]. Generally, for t2g-systems, which show a large
crystal ﬁeld splitting between t2g and eg-orbital states, the orbital angular momentum
can be expressed by an eﬀective value L = −αL′, where α ≈ 1 is a constant [157].
The spin wave analysis of CaV2O4 revealed that spin-orbit coupling might be important
for at least half of the magnetic sites of the system (chain 1), where the formation of
complex orbital states (dyz ± idxz)/
√
2 leads to antiferromagnetic zigzag interactions.
These complex orbital states generate an orbital angular momentum Lz = −αL′z = ∓α,
which points opposite to the spins, thus leading to a reduced total magnetic moment
(2 − α)μB ≈ μB [158].
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Additionally, spin-orbit coupling can also have a strong eﬀect on the magnetic excita-
tion spectrum. In the case of strong λ, the spin and orbital momentum operators S and
L are no longer good quantum numbers and a new theory based on the total angular
momentum J = L′ + S is required in order to derive the elementary excitations of the
system. This has been done by Chern et al. for the V3+-spinel compounds [176]. They
found, that the mixing of orbital and pure spin excitations leads to a strong renormal-
ization of the energy spectra, resulting in a bandwidth-reduction with respect to the
spin only case. Even though, it is not clear, how SO-coupling would modify the par-
ticular excitation spectrum of CaV2O4, the strong energy renormalization could be a
possible explanation for the very ﬂat-shaped mode observed at low energies along the
QK -direction in CaV2O4.
Further, it can be speculated that t2g orbital ﬂuctuations are another possible source
for the observed spin-wave broadening. Preliminary DFT calculations for the low-
temperature monoclinic phase of CaV2O4 have pointed out that the t2g level structure is
only marginally eﬀected by the pseudo-tetragonal and pseudo-orthorhombic octahedral
distortions [177]. It is therefore possible, that the t2g-orbital occupation continuously
changes as a function of time, causing a ﬂuctuation of magnetic exchange interactions
and consequently leading to broadening eﬀects in the magnetic excitation spectra. How-
ever, up to now, those eﬀects have never been studied theoretically.
In summary, the observed spin wave broadening in CaV2O4 has three possible sources.
Firstly, additional terms in the spin Hamiltonian, not considered in the framework of
the currently employed linear spin wave theory can lead to an energy renormalization of
the spin wave spectra. In this case the broadening is just an artiﬁcial, which accounts
for the lack of the missing terms.
Secondly, zero point quantum ﬂuctuations, resulting in a reduction of the magnetic
ordered moment give rise to the appearance of longitudinal signal at higher energies.
Longitudinal excitations have a ﬁnite lifetime and consequently lead to mode broaden-
ing eﬀects. A polarized neutron scattering experiment would shed light on this issue.
Finally, the spin orbit coupling can be another source of magnetic moment reduction and
moreover orbital ﬂuctuations might provide another source for linewidth broadening.
6.6. Conclusions
The inelastic neutron scattering investigations of CaV2O4 reveal a complex spin wave
spectrum, which is characterized by dominant magnetic excitations along the direction
of the V3+-zigzag chains, thus underlining the low-dimensional character of the material.
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The excitations in the antiferromagnetically ordered phase are gapped as a consequence
of single ion anisotropy. Spin wave analysis based on a 32 sublattice model helped
to understand the peculiar mode structure and to assign the leading exchange inter-
actions and anisotropy parameters. The best observed model is characterized by very
diﬀerent magnetic interactions along the zigzag-rungs of the two symmetry inequivalent
V3+-chains. These diﬀerent interactions were interpreted in terms of diﬀerent orbital
ordering pattern, resulting in ferro-orbital order of complex orbitals for type 1 chains
and antiferro-orbital order for type 2 chains.
The investigations were completed by a resolution study of selected IN20 scans and a
strong linewidth broadening for excitations above ≈ 25 meV was detected. Various pos-
sible sources of broadening have been discussed, however, a ﬁnal answer concerning this
issue can not be given at the moment and additional experiments are necessary.
7. Conclusions and perspectives
In this thesis a detailed experimental study of two diﬀerent types of low-dimensional
quantum magnets has been presented.
The ﬁrst part of the thesis (Chapter 4) focuses on the investigations of the spin dynam-
ics of three Mn6-based single molecule magnets (SMMs). These magnetic molecules all
possess the same magnetic core, but show slight diﬀerences in their ligand cages. Due to
fact that the magnetic (superexchange)-interactions between neighbouring Mn3+-ions lie
in the cross-over region from antiferromagnetic to ferromagnetic, those tiny structural
diﬀerences have a signiﬁcant eﬀect on the magnetic properties of the molecules. As a
result, two of the molecules have a S = 12 (high spin) ground state, while the third
variant possesses a S = 4 (low spin) ground state. Furthermore, all three molecules
show very diﬀerent energy barriers for the reversal of the magnetization. Inelastic neu-
tron scattering (INS) enabled the exploration of the low energy part of the magnetic
excitation spectrum and (by comparing the ﬁndings to results from frequency domain
magnetic resonance spectroscopy) all observed spin excitations could be accurately char-
acterized. It was found, that a key feature of all three Mn6-SMMs is the presence of
low lying excited S-states, which are nested within the (zero-ﬁeld split) ground state
multiplet and only with INS it was possible to unambiguously identify those states. The
experimental ﬁndings allowed the parameter of the microscopic spin Hamiltonian to be
determined and based on this, conclusions concerning the peculiar relaxation dynamics
of these molecules could be drawn. It was found, that the energy barrier is strongly
eﬀected by the low lying S-multiplets, because those provide extra paths for the rever-
sal of the magnetization and consequently lead to a lowering of the barrier. Generally
it can be stated, that the Mn6-compounds represent a class of SMMs, for which the
commonly encountered giant spin approximation (GSA) does not hold anymore. The
GSA assumes a well isolated spin ground state, a situation that is certainly not given
for the Mn6-clusters, where isotropic exchange interactions and crystal ﬁeld eﬀects have
the same energy scale.
The fact, that all three investigated molecules possess diﬀerent ground spin values S and
single ion anisotropy parameters D enables new strategies to be discussed for increasing
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the barrier height of SMMs. The experimental results conﬁrmed recent theoretical ﬁnd-
ings, which pointed out, that a simultaneous increase of the total single ion anisotropy
of the cluster and the total spin S, is not as fruitful approach to increase the barrier
height, as the GSA result U ≈ |D|S2 would suggest, since both values are intrinsically
coupled together [17, 36, 35].
In the particular case of the Mn6 clusters, the strategy to tune the barrier height would
be the following: One has to ﬁnd suitable ligands that distort the Mn6 cage is such a
way, that the ferromagnetic superexchange coupling between the molecules increases.
This would help to shift the parasitic excited S-states toward higher energies and thus
prevent short-cuts for the magnetization reversal. Calculations have shown that in such
a case the barrier height could reach values as high as U ∼ 105 K [90, 89]. However, even
this value is by far too small for industrial applications. Therefore, new routes should
be considered, such as increasing the single ion anisotropy of the molecule. For example,
this could be done by substituting the 3d-transition metal ions by 4f -elements, which
generally have a large anisotropy and a large magnetic moment. First promising results
concerning this route have been published already [178].
The second part of this thesis provides an in-depth study of the nuclear and magnetic
properties of the quasi-one-dimensional spin-1 Heisenberg antiferromagnet CaV2O4. The
magnetism in CaV2O4 arises from the partially ﬁlled t2g-orbitals of the V3+-ions, which
in addition give an orbital degree of freedom to the system. The material consists of (two
symmetry inequivalent) weakly coupled double-chains of edge-sharing VO6-octahedra,
where the particular octahedral staggering creates a zigzag-like arrangement of the vana-
dium ions. This in return gives rise to strong magnetic direct exchange interactions be-
tween nearest and next nearest neighbour vanadium ions and to geometrical frustration.
Furthermore, the zigzag motif also establishes between the chains, such that interchain
interactions (even though they are weak) are frustrated as well. The nuclear structure
analysis (Chapter 5.1) revealed that the material undergoes a structural phase-transition
from orthorhombic to monoclinic at Tc ≈ 147 K, accompanied by a lifting of both the
frustration and the orbital degeneracy. The resulting preferred exchange paths lead to
antiferromagnetic long range order at TN ≈ 71 K. It was the main purposes of this thesis
to understand this complex interplay of lattice, spin and orbital degree of freedom in
CaV2O4 and to investigate the mechanisms that are responsible for the phase-transitions.
A combined reﬁnement of neutron and synchrotron diﬀraction data enabled the detailed
investigation of distortions among the VO6-octahedra, which is turn allowed conclusions
on the electronic structure of the system to be drawn. It was found, that at high temper-
225
atures the octahedra are compressed, partially lifting the degeneracy of the t2g-orbitals
and give rise to strong antiferromagnetic leg-interactions. In contrast, the interactions
along the zigzag-paths are signiﬁcantly weaker; a result, which was conﬁrmed by the
theoretical analysis of high temperature dc-susceptibility data (Chapter 5.2). Below Tc,
the degree of octahedral distortion increases and signiﬁcant diﬀerences in the octahedral
environments of the two inequivalent vanadium sites have been observed. These diﬀer-
ences manifest in a canting of the spins in the magnetically ordered phase of CaV2O4.
The magnetic structure has been solved by means of single crystal neutron diﬀraction
(Chapter 5.3), which revealed a strongly reduced value of the ordered magnetic moment
per V3+-ions.
The experimental ﬁndings at low temperatures have been discussed in terms of orbital
ordering and three possible ordering scenarios have been proposed by theory, in agree-
ment with the magnetic structure [158]. In order to identify a unique pattern for each
vanadium chain, a detailed study of the magnetic excitation spectrum of CaV2O4 was
necessary (Chapter 6). The corresponding INS measurements clearly probed the one-
dimensional character of the system, showing strong spin wave excitations along the
chain direction and a much weaker dispersion perpendicular to the chains. Furthermore,
the data revealed the existence of an anisotropy gap below TN . The observed spectra
was analysed by means of linear spin wave theory and the leading intra- and inter-
chain interactions could be extracted. It was found that the two inequivalent vanadium
zigzag-chains of CaV2O4 both have strong antiferromagnetic leg-interactions, but diﬀer
signiﬁcantly in their zigzag-rung interactions, which are frustrated antiferromagnetic in
one case and frustrated ferromagnetic in the other case. These diﬀerent interactions were
interpreted in terms of diﬀerent orbital ordering patterns, resulting in a ferro-orbital or-
der for type 1 chains and in a antiferro-orbital order for type 2 chains. However, the
determined orbital pattern indicate that the nuclear phase transition has (at least for
one type of chains) no signiﬁcant inﬂuence on the particular orbital structure. This
raises the question whether orbital ordering in CaV2O4 is the primary eﬀect that causes
the structural transition or if it just arises accidentally as a consequence of another
symmetry breaking mechanism. Preliminary density functional theory results seem to
support the latter conjecture [177], suggesting that the primary mechanism that drives
the phase-transition is the lifting of intrachain frustration accompanied by the onset of
strong one-dimensional magnetic correlations along the V3+-chains.
Finally, the analysis of the spin wave spectra revealed a signiﬁcant line broadening for
the high energy spin waves. Various scenarios can lead to such broadening eﬀects, in-
cluding quantum-ﬂuctuations, unresolved mode splitting or multi-magnon interactions.
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Even though, the observed reduced moment value seems to support the picture of low-
dimensional quantum ﬂuctuations, a ﬁnal answer concerning this issue cannot be given
so far, thus providing a starting point for future investigations. In fact, additional exper-
iments using polarized inelastic neutron scattering are already planned. This technique
is not only suited to separate magnetic signal from non-magnetic background, but also
to probe the character of the magnetic excitations (transverse or longitudinal).
Possible future experimental work on CaV2O4 should also include the study of magnetic
excitations above the magnetic phase-transition. In this region, the magnetic excitations
are purely one-dimensional and characteristic features of the S = 1 antiferromagnetic
chain, such as the Haldane spin gap, should emerge. The simple Haldane chain has a
gap of Δ ≈ 0.41J . With the intra-chain coupling determined for CaV2O4, this would
suggest a gap in the region 8 ≤ ΔCaV2O4 ≤ 12 meV. However, the presence of frustration
and anisotropy will alter this value signiﬁcantly and also new exotic magnetic phases
have been predicted from theory, e.g. chiral phases [56].
Concerning the issue of orbital ordering in CaV2O4, a ﬁnal answer could be given by
using resonant x-ray scattering. Due to its ability to separately measure the spin and
orbital contributions to the magnetic cross section this technique is perfectly suited
to study orbital ordering phenomena. However, the fact that CaV2O4 consists of two
inequivalent chains, with possibly diﬀerent orbital order, will complicated such an ex-
periment.
From the theoretical point of view, an important improvement of the current spin-wave
model would be given by including relativistic spin-orbit coupling into the calculations.
The importance of spin-orbit coupling for CaV2O4 is indicated by the observed single ion
anisotropy that stabilizes the Néel order. Additionally, the spin wave analysis revealed
that for CaV2O4 type 1 chains the t2g-orbitals remain partially degenerate and thus in
the presence of ﬁnite spin-orbit coupling the system could gain energy by forming com-
plex orbitals. Calculations of the spin-wave excitations for vanadium-spinel compounds
revealed, that the mixing of orbital and pure spin excitations leads to a strong renor-
malization of the energy spectra, resulting in a bandwidth-reduction with respect to the
spin only case [176]. Therefore, the extended model might be able to account for the
small discrepancies between the INS data and the conventional spin wave model at low
energies.
A. Exact diagonalization
The static magnetic susceptibility is a thermodynamic quantity that contains essential
information about the exchange interactions between magnetic ions in a system. To
extract this information from the measured data two basic things are required. First of
all, a model is needed, which guarantees an adequate description of the system under
investigation and secondly this model has to be solved on either an analytical or a
numerical basis. In most cases of condensed matter physics the enormous number of
interacting particles (O(N) ∼ 1023) makes it impossible to obtain an exact solution for
the given model and one is reliant on approximations. Such approximations have to
be chosen in such a way, that they allow the properties of interest of the model to be
accessed, without signiﬁcantly changing the underlying physics of it.
For the investigation of low-dimensional systems, such as small clusters of interacting
particles (see Chapter 4) or one-dimensional spin chains (Chapter 5), the method of
exact diagonalization (ED) has become a very powerful tool. The idea of this method
is already fully described by its name, viz. it provides numerically exact results for a
ﬁnite lattice system by direct diagonalization of the matrix representation of the system’s
Hamiltonian in an appropriate many-particle basis [179].
The static properties of a quantum mechanical problem can be in general expressed by
the time-independent Schrödinger equation:
H|Ψ〉 = E|Ψ〉. (A.1)
In this equation H is the model Hamiltonian of the system, E represents the eigenvalues
and |Ψ〉 the eigenstates of it. Since, we are interested in magnetic interactions between
localized spins, an appropriate Hamiltonian is given by the Heisenberg model
H =
∑
ij
JijSiSj . (A.2)
The idea is now to rewrite |Ψ〉 as a combination of adequate basis states and then obtain
the matrix elements of H in that basis. For spin systems a suitable basis is given by
the eigenstates of {Szi , i = 1, · · · , N}, where Szi is the z component of the spin operator
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at site i and z is the quantization axis. The Hˆ matrix can ﬁnally be diagonalized using
standard routines implemented in libraries such as LAPACK [180].
The main disadvantage of the ED method is, that the dimension of the Hˆ matrix grows
exponentially with the system size N , being (2S+1)N , where S is the spin value. Similar
to the matrix dimension, the memory requirements and the CPU time for diagonaliz-
ing the matrix increase, so that even with the fastest computers available today, one is
restricted to a small number of system sites. The ED method will therefore be only ap-
propriate for a given problem, if the ﬁnite system under investigation gives an adequate
approximation of the real system (N → ∞).
In order to be able to calculate largest possible system sizes it is also helpful to take
advantage of the symmetries of a given system, because the dimension of the matrix to
be diagonalized is then signiﬁcantly reduced. Examples of symmetries are e.g. transla-
tion symmetry, which can be obtained by introducing periodic boundary conditions and
further the conservation of certain quantum numbers, like the total spin Sz.
Once the eigenvalue problem for a given model is solved, the calculation of the ther-
modynamic expectation values can be performed using the energy representation of the
partition function for L sites
ZL = tr(e−βH) =
∑
n
e−βEn , (A.3)
with β = 1/kBT and where the sum runs over all eigenvalues En of the system. From
expression A.3 one can calculate the thermodynamic expectation value of a quantity O
using
〈O〉 = tr(Oe
−βH)
ZL
. (A.4)
Following this procedure, it is possible to obtain an expression for the static susceptibility
in zero ﬁeld (see e.g. [181]):
χ = 1
L
∂〈M〉
∂H
∣∣∣∣
H→0
= β
L
tr[(Sztot)2e−βH]
ZL
. (A.5)
Here 〈M〉/L is the magnetization of a spin chain with L sites and Sztot denotes the z
value of the total spin.
Formula A.5 is the one used by the program fulldiag_evaluate, which is part of the
ALPS software package and which was used in Section 5.2 to calculate the temperature
dependent susceptibility.
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B. Additional details about the nuclear
structure of CaV2O4
The appendix provides a collection of additional results from nuclear diﬀraction mea-
surements of CaV2O4 powder and single crystals.
B.1. T = 160K synchrotron data
In addition to the data sets measured at T = 10 K and T = 300 K, powder diﬀraction
measurements using synchrotron radiation were also performed at T = 160 K. The
reﬁned powder pattern as well as the weighted diﬀerence plot are shown in Fig. B.1
and the corresponding atomic coordinates and isotropic temperature factors are listed
in Tab. B.1. The crystal space group was found to be the same as for room-temperature
phase (Pnam) and no contribution of the low temperature monoclinic phase were found.
As an example, Fig. B.1 displays a selected part of the powder pattern showing all three
measured spectra. The only diﬀerence between the T = 300 K and T = 160 K data is
the slight shift of the (131)-Bragg reﬂection. This is due to the slightly diﬀerent lattice
parameters, which are listed in Tab. B.2.
Pnam x/a y/b z/c B(Å2)
Ca 0.7560(3) 0.6548(2) 0.25000 1.10(5)
V1 0.4317(2) 0.6115(2) 0.25000 0.06(2)
V2 0.4192(2) 0.1051(1) 0.25000 0.06(2)
O1 0.2097(6) 0.1597(5) 0.25000 0.46(6)
O2 0.1157(5) 0.4728(5) 0.25000 0.46(6)
O3 0.5194(7) 0.7769(5) 0.25000 0.46(6)
O4 0.4195(5) 0.4270(5) 0.25000 0.46(6)
Table B.1.: Atomic coordinates of CaV2O4 in orthorhombic space group Pnam as obtained
from the nuclear structure reﬁnement using synchrotron data at T = 160 K. The z coordinate is
at ﬁx position z = 1/4.
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Figure B.1.: (left) Powder diﬀraction pattern of CaV2O4 measured with synchrotron radiation
at T = 160 K. The red dotes indicate the measured data, the black line indicates the calculated
data, the blue line represents the diﬀerence of both and the green bar indicate the (hkl) posi-
tions.(right) Weighted diﬀerence plot for the ﬁt of the corresponding ﬁgures on the left side. The
inset contains the ﬁt agreement factors.
T a(Å) b(Å) c(Å) α V(Å3)
300 K 9.20800(5) 10.67866(5) 3.00596(2) 90.0 295.573(3)
160 K 9.19717(7) 10.67626(7) 2.99980(3) 90.0 294.554(4)
10K 9.19568(6) 10.68070(6) 2.99748(3) 90.755(1) 294.376(4)
Table B.2.: Lattice vectors of CaV2O4 for three diﬀerent temperatures as obtained from the
nuclear structure reﬁnement using Synchrotron data. The T = 300 K and 160 K data were
reﬁned in space group Pnam and the T = 10 K data in P21/n11. β = γ = 90◦
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Figure B.2.: Selected part of the synchrotron powder pattern at T = 10, 160 and 300 K. The
part shows the (131) reﬂection.
B.2. High temperature single crystal diﬀraction data
Displacement parameters, either isotropic or anisotropic, describe the mean displace-
ment of an atom around its average position within the crystal. The reasons for the
displacement are internal disorder, lattice defects and lattice vibrations. While for the
powder data only the isotropic parameter, corresponding to the width of a spherical
Gaussian could be reﬁned, the single crystal neutron diﬀraction allowed an accurate de-
termination of the whole displacement ellipsoids. Figure B.3 displays the displacement
ellipsoids in CaV2O4. While the Vanadium and Calcium ions are almost homogeneously
moving around the mean position, the oxygen ions have a slightly larger component of
the ellipsoid perpendicular to the cations. This indicates that they thermally vibrate
between them.
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Table B.3.: Anisotropic displacement factors of CaV2O4 at room temperature obtained
with single crystal neutron diﬀraction. The displacement parameters Uij are in the form
exp[−2π2(U11h2a∗2 + · · · 2U13hla∗c∗)]. For symmetry reasons the values U13 and U23 of all
the atoms are equal to zero in the orthorhombic structure. Due to the weak scattering power of
vanadium the isotropic parameter (Bis = 8πUis) was taken from the X-ray synchrotron results
and kept ﬁx during the reﬁnement. In the last column on the right, the reﬁned occupancies are
displayed.
Pnam Uij(100Å3) U11 U22 U33 U12 occ
Ca 0.53(2) 0.63(2) 0.54(2) 0.01(2) 0.992(2)
V1 0.77 1.13(3)
V2 0.77 1.13(3)
O1 0.38(2) 0.69(2) 0.51(2) -0.01(1) 1.004(2)
O2 0.37(2) 0.45(2) 0.49(2) -0.01(1) 1.002(2)
O3 0.60(2) 0.50(2) 0.50(2) -0.01(1) 1.002(2)
O4 0.44(2) 0.37(2) 0.50(2) -0.00(1) 1.001(2)
b
a
c
Figure B.3.: Anisotropic displacement ellipsoids at T = 300 K. Colour code: red - oxygen,
green and orange - vanadium, blue -calcium.
C. Linear spin wave theory for the CaV2O4
lattice
This appendix refers to Chapter 6 and gives an outline of the linear spin wave deriva-
tion of the magnon dispersion relations and the spin-spin correlation functions for the
CaV2O4 lattice. First, a simpliﬁed four sublattice model will be introduced and solved
analytically, while after that some details of the full 32 sublattice model will be presented.
C.1. The four sublattice case
The general Hamiltonian expressing a system of zigzag chains with frustrated interchain
coupling (Fig. C.1) can be written as follows:
H = Hleg + Hzz + Hint + Hani (C.1)
The diﬀerent terms describe the interaction between spins along the legs of the zigzag
chain, along its zigzag (zz) rungs, between the chains (inter ladder) and the single ion
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Figure C.1.: Magnetic unit cell of a system of coupled zigzag chains.
anisotropy, respectively. The individual terms read:
Hleg = Jleg
∑
k,m
[
SAk,mS
C
k,m + SBk,mSDk,m + SCk,mSAk,m+1 + SDk,mSAk,m+1
]
(C.2)
Hzz = Jzz(a)
∑
k,m
(
SAk,mS
B
k,m + SCk,mSDk,m
)
+ (C.3)
+Jzz(b)
∑
k,m
(
SBk,mS
C
k,m + SDk,mSAk,m+1
)
Hint = Jint(a)
∑
k,m
(
SAk+1,mS
B
k,m + SCk+1,mSDk,m
)
+ (C.4)
+Jint(b)
∑
k,m
(
SBk,mS
C
k+1,m + SDk,mSAk+1,m+1
)
Hani = −D
∑
k,m
[(
(SAk,m)y
)2
+
(
(SBk,m)y
)2
+
(
(SCk,m)y
)2
+
(
(SDk,m)y
)2]
(C.5)
Here the coupling constants Jzz(b), Jint(b) and Jleg have positive values (antiferromagnetic
coupling), while Jzz(a) and Jint(a) are negative (ferromagnetic coupling). The indices
k,m run over all the unit cell in two dimensions (unit cell parameter a and c), where
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the position of a spin in cell (k,m) can be written as:
Rαkm =
(
xα
zα
)
+
(
ka
2cm
)
; α = A,B,C,D (C.6)
Next the spin operators included in the Hamiltonian have to be transformed into Bose
operators by using the Holstein-Primakoﬀ transformation in the spin wave approximation
[44]. The spins at sites A and B point parallel to the crystallographic b-axis, while spins
at sites C and D point antiparallel to b. Therefore the transformation has the following
form:
sublattice A : sublattice B :
(SAk,m)+ =
√
2Sak,m; (SBk,m)+ =
√
2Sbk,m (C.7)
(SAk,m)− =
√
2Sa+k,m; (S
B
k,m)− =
√
2Sb+k,m (C.8)
(SAk,m)y = S − a+k,mak,m; (SBk,m)y = S − b+k,mbk,m (C.9)
sublattice C : sublattice D :
(SCk,m)+ =
√
2Sc+k,m; (S
D
k,m)+ =
√
2Sd+k,m (C.10)
(SCk,m)− =
√
2Sck,m; (SDk,m)− =
√
2Sdk,m (C.11)
(SCk,m)y = −(S − c+k,mck,m); (SDk,m)y = −(S − d+k,mdk,m) (C.12)
This leads to the following Hamiltonian for the linear approximation (only bilinear terms
are considered):
Hleg = SJleg
∑
k,m
[
(ak,mck,m + a+k,mc
+
k,m + a
+
k,mak,m + c
+
k,mck,m) +
(bk,mdk,m + b+k,md
+
k,m + b
+
k,mbk,m + d
+
k,mdk,m) +
(c+k,ma
+
k,m+1 + ck,mak,m+1 + c
+
k,mck,m + a
+
k,m+1ak,m+1) +
(d+k,mb
+
k,m+1 + dk,mbk,m+1 + d
+
k,mdk,m + b
+
k,m+1bk,m+1)
]
(C.13)
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Hzz = SJzz(a)
∑
k,m
[
(ak,mb+k,m + a
+
k,mbk,m − a+k,mak,m − b+k,mbk,m) +
(c+k,mdk,m + ck,md
+
k,m + c
+
k,mck,m + d
+
k,mdk,m)
]
+
SJzz(b)
∑
k,m
[
(bk,mck,m + b+k,mc
+
k,m + b
+
k,mbk,m + c
+
k,mck,m) +
(d+k,ma
+
k,m+1 + dk,mak,m+1 + d
+
k,mdk,m + a
+
k,m+1ak,m+1)
]
(C.14)
Hint = SJint(a)
∑
k,m
[
(ak+1,mb+k,m + a
+
k+1,mbk,m − a+k+1,mak+1,m − b+k,mbk,m) +
(c+k+1,mdk,m + ck+1,md
+
k,m + c
+
k+1,mck+1,m + d
+
k,mdk,m)
]
+
SJint(b)
∑
k,m
[
(bk,mck+1,m + b+k,mc
+
k+1,m + b
+
k,mbk,m + c
+
k+1,mck+1,m) +
(d+k,ma
+
k+1,m+1 + dk,mak+1,m+1 + d
+
k,mdk,m + a
+
k+1,m+1ak+1,m+1)
]
(C.15)
Hani = 2DS
∑
k,m
a+k,mak,m + b
+
k,mbk,m + c
+
k,mck,m + d
+
k,mdk,m (C.16)
In the next step, the Hamiltonian has to be transformed into wave numbers, where the
following Fourier transform for the creation and annihilation operators is used.
a+k,m =
1√
N
∑
Q
e−iQR
a
k,ma+Q; ak,m =
1√
N
∑
Q
eiQR
a
k,maQ (C.17)
b+k,m =
1√
N
∑
Q
e−iQR
b
k,mb+Q; bk,m =
1√
N
∑
Q
eiQR
b
k,maQ (C.18)
c+k,m =
1√
N
∑
Q
eiQR
c
k,mc+Q; ck,m =
1√
N
∑
Q
e−iQR
c
k,mcQ (C.19)
d+k,m =
1√
N
∑
Q
eiQR
d
k,md+Q; dk,m =
1√
N
∑
Q
e−iQR
d
k,mdQ (C.20)
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Using (C.17)-(C.20), the Hamiltonian H can be rewritten. As an example this is shown
for the ﬁrst part of Hleg:
H1leg = SJleg
∑
k,m
(ak,mck,m + a+k,mc
+
k,m + a
+
k,mak,m + c
+
k,mck,m)
= SJleg
∑
k,m
1
N
∑
Q,K
[
eiQR
a
k,me−iKR
c
k,maQcK + e−iQR
a
k,meiKR
c
k,ma+Qc
+
K
+e−iQR
a
k,meiKR
a
k,ma+QaK + e
iQRck,me−iKR
c
k,mc+QcK
]
(C.21)
= SJleg
∑
k,m
1
N
∑
Q,K
[
e−iR
a
k,m(K−Q)e−iK(R
c
k,m−Rak,m)aQcK +
e−iR
a
k,m(Q−K)eiK(R
c
k,m−Rak,m)a+Qc
+
K + e
−iRak,m(Q−K)a+QaK +
e−iR
c
k,m(K−Q)c+QcK
]
(C.22)
= SJleg
∑
k,m
∑
Q
[
e−iQ(R
c
k,m−Rak,m)aQcQ + eiQ(R
c
k,m−Rak,m)a+Qc
+
Q + a
+
QaQ + c
+
QcQ
]
(C.23)
Here Rck,m −Rak,m stands for the distance between the spins at sites Akm and Ckm. This
can be simpliﬁed to:
Rck,m − Rak,m =
(
xc + ka
zc + m2c
)
−
(
xa + ka
za + m2c
)
=
(
0
c
)
(C.24)
In the above expression x and z are the atomic cooordinates of the particuar site and a
and c are the unit cell parameter. Therefore one gets:
H1leg = SJleg
∑
k,m
∑
Q
[
e−iQccaQcQ + eiQcca+Qc
+
Q + a
+
QaQ + c
+
QcQ
]
(C.25)
The transformation of the residual parts of the Hamiltonian follows a similar procedure
and the ﬁnal Hamiltonian in wave-number representation is given by:
Hleg = 2SJleg
∑
Q
[
cos(Qcc)
(
aQcQ + a+Qc
+
Q + bQdQ + b
+
Qd
+
Q
)
+
+ a+QaQ + b
+
QbQ + c
+
QcQ + d
+
QdQ
]
(C.26)
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Hzz = SJzz(a)
∑
Q
[
e−i[Qa(xb−xa)+Qc(zb−za)]aQb+Q + e
i[Qa(xb−xa)+Qc(zb−za)]a+QbQ
+e−i[Qa(xb−xa)+Qc(zb−za)]c+QdQ + e
i[Qa(xb−xa)+Qc(zb−za)]cQd+Q
−a+QaQ − b+QbQ − c+QcQ − d+QdQ
]
+ SJzz(b)
∑
Q
[
e−i[Qa(xa−xb)+Qc(za−zb+c)]bQcQ + ei[Qa(xa−xb)+Qc(za−zb+c)]b+Qc
+
Q
+e−i[Qa(xa−xb)+Qc(za−zb+c)]d+Qa
+
Q + e
i[Qa(xa−xb)+Qc(za−zb+c)]dQaQ
+a+QaQ + b
+
QbQ + c
+
QcQ + d
+
QdQ
]
(C.27)
Hint = SJint(a)
∑
Q
[
e−i[Qa(xb−xa−a)+Qc(zb−za)]aQb+Q + e
i[Qa(xb−xa−a)+Qc(zb−za)]a+QbQ
+e−i[Qa(xb−xa−a)+Qc(zb−za)]c+QdQ + e
i[Qa(xb−xa−a)+Qc(zb−za)]cQd+Q
−a+QaQ − b+QbQ − c+QcQ − d+QdQ
]
+ SJint(b)
∑
Q
[
e−i[Qa(xa−xb+a)+Qc(za−zb+c)]bQcQ + ei[Qa(xa−xb+a)+Qc(za−zb+c)]b+Qc
+
Q
+e−i[Qa(xa−xb+a)+Qc(za−zb+c)]d+Qa
+
Q + e
i[Qa(xa−xb+a)+Qc(za−zb+c)]dQaQ
+a+QaQ + b
+
QbQ + c
+
QcQ + d
+
QdQ
]
(C.28)
Hani = 2DS
∑
Q
[
a+QaQ + b
+
QbQ + c
+
QcQ + d
+
QdQ
]
(C.29)
The full (transformed) Hamiltonian can be written in matrix form [162]:
H =
∑
Q
X†HX + E0 (C.30)
E0 denotes the ground state energy. Further X is a column vector containing a set of
creation and annihilation operators, X† is its transposed hermitian adjoint and H is a
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four-by-four matrix.
X =
⎛
⎜⎜⎜⎜⎜⎝
aQ
bQ
c+Q
d+Q
⎞
⎟⎟⎟⎟⎟⎠ ; X
† = (a+Q, b
+
Q, cQ, dQ) (C.31)
H =
⎛
⎜⎜⎜⎜⎜⎝
AQ BQ CQ D−Q
B−Q AQ DQ CQ
CQ D−Q AQ BQ
DQ CQ B−Q AQ
⎞
⎟⎟⎟⎟⎟⎠ (C.32)
with:
AQ = S
(
2Jleg − Jzz(a) + Jzz(b) − Jint(a) + Jint(b) + 2D
)
(C.33)
BQ = S
(
Jzz(a)e
i(Qa(xb−xa)+Qc(zb−za)) + Jint(a)ei(Qa(xb−xa−b)+Qc(zb−za))
)
(C.34)
CQ = 2SJleg cos(Qcc) (C.35)
DQ = S
(
Jzz(b)e
i(Qa(xa−xb)+Qc(za−zb+c)) + Jint(b)ei(Qa(xa−xb+b)+Qc(za−zb+c))
)
(C.36)
To ﬁnd the spin wave excitations of the system it has to be taken into account that
the operators in X and X† have to fulﬁll the commutation relations for Bose operators.
Those relations can be summarized in a matrix g.
g = [X,X†] =
⎛
⎜⎜⎜⎜⎜⎝
1 0 0 0
0 1 0 0
0 0 −1 0
0 0 0 −1
⎞
⎟⎟⎟⎟⎟⎠ (C.37)
Further, it can be shown, that the Eigenvalues of the matrix gH are the excitation
energies of the system under investigation [162]. One has to solve:
det(gH − λI) = 0; (C.38)
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This leads to the following dispersion relation:
λ1−4 = ±
√
A2Q − C2Q + BQB−Q − DQD−Q ±
√
4BQB−QA2Q − 4BQCQDQAQ
−4B−QCQD−QAQ + B2QD2Q + B2−QD2−Q + 4C2QDQD−Q − 2BQB−QDQD−Q
(C.39)
Following White et al. [162], one has to identify the real excitation energies of the system
by using the expression:
λi = g′iiΩii (C.40)
Here g′ is the commutator matrix for the new basis operators. Since the new opera-
tors have to fulﬁll the same commutator relations for Bose operators than the initial
operators, it holds that g = g′. Therefore the excitation energies of the system can be
identiﬁed. One get:
Ω11 = λ1; Ω22 = λ2; Ω33 = −λ3 = Ω11; Ω44 = −λ4 = Ω22 (C.41)
One ﬁnally ends up with two spin wave excitation branches:
Ω1,2 =
√
A2Q − C2Q + BQB−Q − DQD−Q ±
√
4BQB−QA2Q − 4BQCQDQAQ
−4B−QCQD−QAQ + B2QD2Q + B2−QD2−Q + 4C2QDQD−Q − 2BQB−QDQD−Q
(C.42)
One can simplify parts of these expressions by performing some straight forward algebra:
BQB−Q =
(
J2zz(a) + J2int(a) + 2Jzz(a)Jint(a) cos(Qaa)
)
(C.43)
DQD−Q =
(
J2zz(b) + J2int(b) + 2Jzz(b)Jint(b) cos(Qaa)
)
(C.44)
4CQAQ(BQDQ + B−QD−Q) = 8CQAQ(Jzz(a)Jzz(b) cos(Qcc) + Jzz(a)Jint(b) cos(Qaa + Qcc)
+Jint(a)Jzz(b) cos(Qaa − Qcc) + Jint(a)Jint(b) cos(Qcc))
(C.45)
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B2QD
2
Q + B2−QD2−Q = 2
(
J2zz(a)J
2
zz(b) cos(2Qcc) + J2int(a)J2zz(b) cos(2(Qcc − Qaa)) +
2Jzz(a)Jint(a)J2zz(b) cos(Qcc − Qaa) + J2zz(a)J2int(b) cos(2(Qaa + Qcc)) +
2Jzz(b)J2zz(a)Jint(b) cos(Qaa + 2Qcc) + J2int(a)J2int(b) cos(2Qcc) +
4Jint(b)Jzz(a)Jzz(b)Jint(a) cos(2Qcc) + 2Jzz(b)J2int(a)Jint(b) cos(2Qcc − Qaa) +
2Jzz(a)J2int(b)Jint(a) cos(Qaa + 2Qcc)
)
(C.46)
The next step is to calculate the Eigenvectors of the system, which represent its nor-
mal modes. Further, it has to be guaranteed, that the new operators also fulﬁll the
Bose commutator relations. This is given, if the following normalization condition is
considered:
g = SgS+; which can be also written as: I = gS+gS (C.47)
The corresponding Eigenvector matrix reads:
S =
⎛
⎜⎜⎜⎜⎜⎝
W (Ω1)
N1
W (Ω2)
N2
W (−Ω1)
N3
W (−Ω2)
N4
X(Ω1)
N1
X(Ω2)
N2
X(−Ω1)
N3
X(−Ω2)
N4
Y (Ω1)
N1
Z(Ω2)
N2
Y (−Ω1)
N3
Y (−Ω2)
N4
Z(Ω1)
N1
Z(Ω2)
N2
Z(−Ω1)
N3
Z(−Ω2)
N4
⎞
⎟⎟⎟⎟⎟⎠ (C.48)
Here Nα is the normalization constant and W,X, Y,Z are functions of Ω:
W (Ω) = −A3 − ΩA2 + (C2Q + Ω2)A + Ω3 − BQCQDQ + C2QΩ +
+ DQ(A + Ω)D−Q + B−Q(BQ(A − Ω) − CQD−Q) (C.49)
X(Ω) = DQ(BQDQ − 2CQ(A + Ω)) + B−Q(C2Q + (A + Ω)2 − BQB−Q)
(C.50)
Y (Ω) = CA2 − BQDQA + BQDQΩ − CQ(C2Q + Ω2) + (C.51)
+ CQDQD−Q + B−Q(BQCQ − (A + Ω)D−Q) (C.52)
Z(Ω) = D−QB2−Q − 2ACQB−Q + DQ(A2 + C2Q − Ω2 − DQD−Q) (C.53)
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Using the normalisation conditation (C.47) we can derive the value for the prefactor Nα:
|N1| = N(Ω1) =
√
||W1(Ω1)|2 + |X1(Ω1)|2 − |Y 1(Ω1)|2 − |Z1(Ω1)|2| (C.54)
|N2| = N(Ω2) =
√
||W2(Ω2)|2 + |X2(Ω2)|2 − |Y 2(Ω2)|2 − |Z2(Ω2)|2| (C.55)
|N3| = N(−Ω1) =
√
|−|W3(−Ω1)|2 − |X3(−Ω1)|2 + |Y 3(−Ω1)|2 + |Z3(−Ω1)|2|
|N4| = N(−Ω2) =
√
|−|W4(−Ω2)|2 − |X4(−Ω2)|2 + |Y 4(−Ω2)|2 + |Z4(−Ω2)|2|
(C.56)
Once the normal modes of the system are known, one can calculate the spin-spin correla-
tion functions. These correlation functions are directly accessible in an inelastic neutron
scattering experiment and have the following form:
Sxx(Q,Ω) =
∑
λ
|〈λ|Sx(Q)|0〉|2δ(Ω − Ωλ), (C.57)
where the superscript xx denotes that the spin-spin correlations are along the x-direction
and the sum runs over the normal spin-wave excited states |λ〉 of energy Ωλ above the
ground-state. The ground-state is denoted by |0〉.
In the antiferromagnetically ordered state spin ﬂuctuations only occur in transverse
direction. Assuming that the spin direction is along Sy (as it is approximately the
case for CaV2O4), one gets spin-spin correlations along Sx and Sz. Using symmetry
arguments one can show that these correlations are equal (Sxx = Szz).
Similar to the ladder operators, one can rewrite the x- and z- components of the spin
operator in terms of Bose creation and annihilation operators:
Sxk,m =
√
S
2 (ak,m + a
+
k,m) (C.58)
Sxk,m = −i
√
S
2 (ak,m − a
+
k,m) (C.59)
In the further text it will be only concentrated on the Sx value (Sz can be determined
in an analogue way). In case of a four sublattice system one gets the following Fourier
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transformed spin operators:
Sx(Q) = 1√
N
∑
k,m
(Sak,m)xeiQR
a
km + (Sbk,m)xeiQR
b
km + (Sck,m)xeiQR
c
km + (Sdk,m)xeiQR
d
km
=
√
S
2 (a−Q + a
+
Q + b−Q + b
+
Q + cQ + c
+
−Q + dQ + d
+
−Q) (C.60)
The next step is to rewrite the new creation and annihilation operators in term of the
original Bose operators, which can be obtained by applying the Eigenvector matrix
(C.48) on them:
⎛
⎜⎜⎜⎜⎜⎝
aQ
bQ
c+Q
d+Q
⎞
⎟⎟⎟⎟⎟⎠ = S
⎛
⎜⎜⎜⎜⎜⎝
αQ
βQ
γ+Q
δ+Q
⎞
⎟⎟⎟⎟⎟⎠ (C.61)
Bearing in mind the well known properties of ladder operators:
α+Q|n〉 =
√
nαQ + 1|n + 1〉 (C.62)
αQ|n〉 =
√
nαQ|n − 1〉, (C.63)
where nαQ denotes the expectation value of the number operator nˆαQ = α+QαQ, which in
thermal average leads to the well known Bose occupation factor:
〈nαQ〉 =
1
eΩ
α
Q
/kBT − 1
. (C.64)
Further, it follows from (C.63) that: αQ|0〉 = 0. In summary, this leads to the following
result for the spin-spin correlation function along x (assuming T = 0):
Sxx(Q,Ω) =
[∣∣∣∣W (Ω1) + X(Ω1) + Y (Ω1) + Z(Ω1)N(Ω1)
∣∣∣∣2 δ(Ω − Ω1) +
+
∣∣∣∣W (Ω2) + X(Ω2) + Y (Ω2) + Z(Ω2)N(Ω2)
∣∣∣∣2 δ(Ω − Ω2) +
+
∣∣∣∣W (−Ω1) + X(−Ω1) + Y (−Ω1) + Z(−Ω1)N(−Ω1)
∣∣∣∣2 δ(Ω − Ω1) +
+
∣∣∣∣W (−Ω2) + X(−Ω2) + Y (−Ω2) + Z(−Ω2)N(−Ω2)
∣∣∣∣2 δ(Ω − Ω2)
]
(C.65)
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It has to be mentioned that Ω1,2 = Ω1,2(Q) is a function which is symmetric in Q, which
means that Ω1,2(Q) = Ω1,2(−Q). This relation was used in (C.65).
Finally, in order to compare the theory to the actual measured data, one has to calculate
the diﬀerential magnetic cross section for the system under investigations. Applying Eq.
(3.17) to the particular case of CaV2O4 one gets:(
d2σ
dΩdEf
)
CaV2O4
= C kf
ki
f(Q)2 exp(−2W (Q, T ))(1 + Q
2
y
Q2
)Sxx(Q,Ω).
(C.66)
In the above expression C is a global constant which can be adjusted to the experi-
mental data and further it was assumed that the spins point along the y-direction and
(Sxx(Q,Ω) = Szz(Q,Ω)).
C.2. The 32 sublattice case
The full spin Hamiltonian, which contains all relevant exchange interactions between the
spin within the full magnetic unit cell of CaV2O4 (see Eq. 6.4(a)) has been introduced
in Sec. 6.3 and is given by:
H = Hchain1 + Hchain2 + Hinter + Hani. (C.67)
In the following all terms of the spin Hamiltonian will be listed explicitly, where for
convenience they were sorted according to their particular exchange constants. To do
so, the Hamiltonian was subdivided in a diﬀerent fashion than the one given in (C.67),
being:
H = HJ1
zz(a)
+ HJ1
zz(b)
+ HJ1leg + HJ2zz(a) + HJ2zz(b) + HJ2leg
+HJaint(a) + HJaint(b) + HJbint(a) + HJbint(b) + Hani, (C.68)
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where the particular terms are deﬁned as:
HJ1
zz(a)
= J1zz(a)
∑
klm
(
SAα
klm
SBα
klm
+ SCα
klm
SDα
klm
+ S
Gβ
klm
S
Fβ
klm
+ S
Eβ
klm+1
S
Hβ
klm
+SAγ
klm
SBγ
klm
+ SCγ
klm
SDγ
klm
+ SGδ
klm
SF δ
klm
+ SEδ
klm+1
SHδ
klm
)
(C.69)
HJ1
zz(b)
= J1zz(b)
∑
klm
(
SBα
klm
SCα
klm
+ SDα
klm
SAα
klm+1
+ S
Eβ
klm
S
Fβ
klm
+ S
Gβ
klm
S
Hβ
klm
+SBγ
klm
SCγ
klm
+ SDγ
klm
SAγ
klm+1
+ SEδ
klm
SF δ
klm
+ SGδ
klm
SHδ
klm
)
(C.70)
HJ1leg = J
1
leg
∑
klm
(
SAα
klm
SCα
klm
+ SCα
klm
SAα
klm+1
+ SBα
klm
SDα
klm
+ SDα
klm
SBα
klm+1
+S
Eβ
klm
S
Gβ
klm
+ S
Gβ
klm
S
Eβ
klm+1
+ S
Fβ
klm
S
Hβ
klm
+ S
Hβ
klm
S
Fβ
klm+1
+SAγ
klm
SCγ
klm
+ SCγ
klm
SAγ
klm+1
+ SBγ
klm
SDγ
klm
+ SDγ
klm
SBγ
klm+1
+SEδ
klm
SGδ
klm
+ SGδ
klm
SEδ
klm+1
+ SF δ
klm
SHδ
klm
+ SHδ
klm
SF δ
klm+1
)
(C.71)
HJ2
zz(a)
= J2zz(a)
∑
klm
(
SEα
klm
SFα
klm
+ SGα
klm
SHα
klm
+ S
Bβ
klm
S
Cβ
klm
+ S
Dβ
klm
S
Aβ
klm+1
+SEγ
klm
SF γ
klm
+ SGγ
klm
SHγ
klm
+ SBδ
klm
SCδ
klm
+ SDδ
klm
SAδ
klm+1
)
(C.72)
HJ2
zz(b)
= J2zz(b)
∑
klm
(
SGα
klm
SFα
klm
+ SEα
klm+1
SHα
klm
+ S
Aβ
klm
S
Bβ
klm
+ S
Cβ
klm
S
Dβ
klm
+SGγ
klm
SF γ
klm
+ SEγ
klm+1
SHγ
klm
+ SAδ
klm
SBδ
klm
+ SCδ
klm
SDδ
klm
)
(C.73)
HJ2leg = J
2
leg
∑
klm
(
SEα
klm
SGα
klm
+ SGα
klm
SEα
klm+1
+ SFα
klm
SHα
klm
+ SHα
klm
SFα
klm+1
+S
Aβ
klm
S
Cβ
klm
+ S
Cβ
klm
S
Aβ
klm+1
+ S
Bβ
klm
S
Dβ
klm
+ S
Dβ
klm
S
Bβ
klm+1
+SEγ
klm
SGγ
klm
+ SGγ
klm
SEγ
klm+1
+ SF γ
klm
SHγ
klm
+ SHγ
klm
SF γ
klm+1
+SAδ
klm
SCδ
klm
+ SCδ
klm
SAδ
klm+1
+ SBδ
klm
SDδ
klm
+ SDδ
klm
SBδ
klm+1
)
(C.74)
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HJaint(a) = J
a
int(a)
∑
klm
(
SBα
klm
SEα
klm
+ SDα
klm
SGα
klm
+ SFα
klm
SAα
k+1lm
+ SHα
klm
SCα
k+1lm
+S
Bβ
klm
S
Gβ
klm
+ S
Dβ
klm
S
Eβ
klm+1
+ S
Fβ
klm
S
Cβ
k+1lm
+ S
Hβ
klm
S
Aβ
k+1lm+1
+SBγ
klm
SEγ
klm
+ SDγ
klm
SGγ
klm
+ SF γ
klm
SAγ
k+1lm
+ SHγ
klm
SCγ
k+1lm
+SBδ
klm
SGδ
klm
+ SDδ
klm
SEδ
klm+1
+ SF δ
klm
SCδ
k+1lm
+ SHδ
klm
SAδ
k+1lm+1
)
(C.75)
HJaint(b) = J
a
int(b)
∑
klm
(
SBα
klm
SGα
klm
+ SDα
klm
SEα
klm+1
+ SFα
klm
SCα
k+1lm
+ SHα
klm
SAα
k+1lm+1
+S
Bβ
klm
S
Eβ
klm
+ S
Dβ
klm
S
Gβ
klm
+ S
Fβ
klm
S
Aβ
k+1lm
+ S
Hβ
klm
S
Cβ
k+1lm
+SBγ
klm
SGγ
klm
+ SDγ
klm
SEγ
klm+1
+ SF γ
klm
SCγ
k+1lm
+ SHγ
klm
SAγ
k+1lm+1
+SBδ
klm
SEδ
klm
+ SDδ
klm
SGδ
klm+1
+ SF δ
klm
SAδ
k+1lm
+ SHδ
klm
SCδ
k+1lm
)
(C.76)
HJbint(a) = J
b
int(a)
∑
klm
(
SAα
klm
S
Bβ
klm
+ SCα
klm
S
Dβ
klm
+ S
Aβ
klm
SBγ
klm
+ S
Cβ
klm
SDγ
klm
+SAγ
klm
SBδ
klm
+ SCγ
klm
SDδ
klm
+ SAδ
klm
SBα
kl+1m
+ SCδ
klm
SDα
kl+1m
+SFα
klm
S
Gβ
klm
+ SHα
klm
S
Eβ
klm+1
+ S
Fβ
klm
SGγ
klm
+ S
Hβ
klm
SEγ
klm+1
+SF γ
klm
SGδ
klm
+ SHγ
klm
SEδ
klm+1
+ SF δ
klm
SGα
kl+1m
+ SHδ
klm
SEα
kl+1m+1
)
(C.77)
HJbint(b) = J
b
int(b)
∑
klm
(
SCα
klm
S
Bβ
klm
+ SAα
klm+1
S
Dβ
klm
+ S
Cβ
klm
SBγ
klm
+ S
Aβ
klm+1
SDγ
klm
+SCγ
klm
SBδ
klm
+ SAγ
klm+1
SDδ
klm
+ SCδ
klm
SBα
kl+1m
+ SAδ
klm+1
SDα
kl+1m
+SFα
klm
S
Eβ
klm
+ SHα
klm
S
Gβ
klm
+ S
Fβ
klm
SEγ
klm
+ S
Hβ
klm
SGγ
klm
+SF γ
klm
SEδ
klm
+ SHγ
klm
SGδ
klm
+ SF δ
klm
SEα
kl+1m
+ SHδ
klm
SGα
kl+1m
)
(C.78)
Hani = −
∑
i=1,2
Di
∑
klm
16∑
j=1
(Syjklm)
2 (C.79)
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The spin operartors in Hamiltonian C.68 can be transformed into magnon creation and
annihilation operators, by applying Holstein-Primakoﬀ transformation. The resulting
Hamiltonian can be written in matrix form as has been shown in Sec. 6.3.
Next, the matrix elements of the 32 × 32 magnon-Hamiltonian matrix will be listed.
According to (6.15), the matrix is deﬁned as:
H =
⎛
⎜⎜⎜⎜⎜⎝
A1(Q) B(Q) 0 D∗(Q)
B∗(Q) A2(Q) D(Q) 0
0 D∗(Q) A1(Q) B(Q)
D(Q) 0 B∗(Q) A2(Q)
⎞
⎟⎟⎟⎟⎟⎠ , (C.80)
and the particular elements are:
for p = 1 − 4 and q = 5 − 8 :
A1pp = A2qq = S(2J1leg − J1zz(a) + J1zz(b) − Jaint(a) + Jaint(b) − Jbint(a) + Jbint(b) + 2D1),
(C.81)
for p = 5 − 8 and q = 1 − 4 :
A1pp = A2qq = S(2J2leg − J2zz(a) + J2zz(b) − Jaint(a) + Jaint(b) − Jbint(a) + Jbint(b) + 2D2)
(C.82)
A121(Q) = A143(Q) = SJ1zz(a)e2πi[h(xbα−xaα)+k(ybα−yaα)+l(zbα−zaα)] (C.83)
A131(Q) = A142(Q) = 2SJ1leg cos(2πl) (C.84)
A132(Q) = A114(Q) = SJ1zz(b)e2πi[h(xaα−xbα)+k(yaα−ybα )+l(zaα−zbα+1)] (C.85)
A152(Q) = A174(Q) = SJaint(a)e2πi[h(xeα−xbα)+k(yeα−ybα )+l(zeα−zbα)] (C.86)
A172(Q) = A154(Q) = SJaint(b)e2πi[h(xeα−xbα)+k(yeα−ybα )+l(zeα−zbα+1)] (C.87)
A165(Q) = A187(Q) = SJ2zz(a)e2πi[h(xf
α−xeα)+k(yfα−yeα )+l(zfα−zeα )] (C.88)
A175(Q) = A186(Q) = 2SJ2leg cos(2πl) (C.89)
A185(Q) = A167(Q) = SJ2zz(b)e2πi[h(xfα−xeα)+k(yfα−yeα )+l(zfα−zeα−1)] (C.90)
A116(Q) = A138(Q) = SJaint(a)e2πi[h(xaα−xfα+1)+k(yaα−yfα)+l(zaα−zfα)] (C.91)
A136(Q) = A118(Q) = SJaint(b)e2πi[h(xaα−xfα+1)+k(yaα−yfα)+l(zaα−zfα+1)] (C.92)
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A1ij(Q) = (A1ji)∗(Q) (C.93)
A221(Q) = A243(Q) = SJ2zz(b)e2πi[h(xbβ −xaβ )+k(ybβ −yaβ )+l(zbβ −zaβ )] (C.94)
A231(Q) = A242(Q) = 2SJ2leg cos(2πl) (C.95)
A232(Q) = A214(Q) = SJ2zz(a)e2πi[h(xaβ −xbβ )+k(yaβ −ybβ )+l(zaβ −zbβ+1)] (C.96)
A252(Q) = A274(Q) = SJaint(b)e2πi[h(xeβ −xbβ )+k(yeβ −ybβ )+l(zeβ −zbβ )] (C.97)
A272(Q) = A254(Q) = SJaint(a)e2πi[h(xeβ −xbβ )+k(yeβ −ybβ )+l(zeβ −zbβ +1)] (C.98)
A265(Q) = A287(Q) = SJ1zz(b)e
2πi[h(x
fβ
−x
eβ
)+k(y
fβ
−y
eβ
)+l(z
fβ
−z
eβ
)] (C.99)
A275(Q) = A286(Q) = 2SJ1leg cos(2πl) (C.100)
A285(Q) = A267(Q) = SJ1zz(a)e
2πi[h(x
fβ
−x
eβ
)+k(y
fβ
−y
eβ
)+l(z
fβ
−z
eβ
−1)] (C.101)
A216(Q) = A238(Q) = SJaint(b)e
2πi[h(x
aβ
−x
fβ
+1)+k(y
aβ
−y
fβ
)+l(z
aβ
−z
fβ
)] (C.102)
A236(Q) = A218(Q) = SJaint(a)e
2πi[h(x
aβ
−x
fβ
+1)+k(y
aβ
−y
fβ
)+l(z
aβ
−z
fβ
+1)] (C.103)
A2ij(Q) = (A2ji)∗(Q) (C.104)
B21(Q) = B43(Q) = SJbint(a)e2πi[h(xbβ −xaα)+k(ybβ −yaα)+l(zbβ −zaα)] (C.105)
B41(Q) = B23(Q) = SJbint(b)e2πi[h(xbβ −xaα)+k(ybβ −yaα)+l(zbβ −zaα−1)] (C.106)
B56(Q) = B78(Q) = SJbint(b)e2πi[h(xeβ −xfα)+k(yeβ −yfα)+l(zeβ −zfα)] (C.107)
B76(Q) = B58(Q) = SJbint(a)e2πi[h(xeβ −xfα)+k(yeβ −yfα)+l(zeβ −zfα+1)] (C.108)
D21(Q) = D43(Q) = SJbint(a)e2πi[h(xbα−xaβ )+k(ybα−yaβ+1)+l(zbα −zaβ )] (C.109)
D41(Q) = D23(Q) = SJbint(b)e2πi[h(xb
α−x
aβ
)+k(ybα−yaβ+1)+l(zbα −zaβ −1)] (C.110)
D56(Q) = D78(Q) = SJbint(b)e
2πi[h(xeα−xfβ )+k(yeα−yfβ+1)+l(zeα −zfβ )] (C.111)
D76(Q) = D58(Q) = SJbint(a)e
2πi[h(xeα−xfβ )+k(yeα−yfβ+1)+l(zeα−zfβ+1)] (C.112)
The Eigenvalues of the matrix gH are the 32 spin wave modes of the system under
investigation. The matrix g has been introduced in Sec. C.1 and accounts for the
fact, that the magnon operators have to fulﬁl the fundamental commutator relations for
bosons. In the particular case discussed here, g is a 32×32 diagonal matrix and is given
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by:
g = [X,X†] =
⎛
⎜⎜⎜⎜⎜⎝
g1 0 0 0
0 g2 0 0
0 0 −g1 0
0 0 0 −g2
⎞
⎟⎟⎟⎟⎟⎠ , (C.113)
with:
g1 =
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
1 0 0 0 0 0 0 0
0 1 0 0 0 0 0 0
0 0 −1 0 0 0 0 0
0 0 0 −1 0 0 0 0
0 0 0 0 1 0 0 0
0 0 0 0 0 1 0 0
0 0 0 0 0 0 −1 0
0 0 0 0 0 0 0 −1
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
(C.114)
g2 =
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
−1 0 0 0 0 0 0 0
0 1 0 0 0 0 0 0
0 0 1 0 0 0 0 0
0 0 0 −1 0 0 0 0
0 0 0 0 −1 0 0 0
0 0 0 0 0 1 0 0
0 0 0 0 0 0 1 0
0 0 0 0 0 0 0 −1
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
(C.115)
And the row vector X† consists of the Fourier transformed magnon operators, which
were deﬁned in (6.6-6.9):
X† = (αˆ†(Q), βˆ†(Q), γˆ(Q), δˆ(Q)) (C.116)
The Eigenvalues of matrix (gH) were calculated numerically and after applying (C.40)
one ﬁnally ends up with 16 double-degenerated spin wave modes that deﬁne the full
excitation spectrum of CaV2O4. In addition, also the corresponding Eigenvectors could
be calculated and following exactly the same procedure as described in Sec. C.1, it
was possible to obtain the spin-spin correlation functions and therefore the partially
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magnetic cross section (C.66), which has been also observed experimentally by means
of INS. It is interesting to mention, that the corresponding calculations reveal that half
of the determined spin wave modes do not show any intensity. This is due to the fact,
that for the calculations presented here a magnetic unit cell has been chosen, which is
twice as large as the primitive unit cell of CaV2O4.
D. Neutron scattering instruments
This appendix provides descriptions of selected neutron scattering instruments that have
been used for the work presented in this thesis. Further information about neutron
instrumentation is given in Sec. 3.
D.1. IN5
The time-of-ﬂight spectrometer IN5 is located at the H16 cold guide at ILL, France. Its
direct geometry allows to study low-energy transfer processes as a function of momentum
transfer. The general instrumental set-up is depicted in Fig. D.1. IN5 employs six
counter rotating disc choppers, enabling a ﬂexible choice of wavelengths (1.8 Å-20 Å)
and chopper speed and thus allowing to chose the optimal conﬁguration needed for the
experiment (e.g. energy- and momentum-range, resolution and neutron ﬂux at sample
position). The six choppers rotate in phase to each other with a velocity of 2000-17000
rpm. The ﬁrst chopper pair creates the time structure necessary for a TOF experiment
by producing a pulse of polyenenergetic neutrons. The second chopper pair is used to
prevent frame overlap and contaminant higher order harmonics [182]. Finally, the last
chopper pair prior to the detectors monochromatizes the beam.
On its way to the sample, the neutron beam gets focussed by an approximately tapered
neutron guide, compressing the source beam from 200 mm × 30 mm down to 50 mm
× 15 mm. The secondary spectrometer (from sample to detector bank) consists of an
evacuated sample box, providing space for various sample environments, such as an
orange cryostat and a cryomagnet. Finally, the detector bank in built up of 3× 259 3He
detector tubes, covering an angular range from −11.5◦ ≤ 2θ ≤ 140◦.
D.2. IN6
IN6 is another TOF spectrometer installed at the cold neutron source at ILL, France.
The instrument is designed for quasielastic and inelastic scattering for incident wave-
lengths in the range 4 to 6 Å [182]. A draft of the spectrometer is shown in Fig. D.2.
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Figure D.1.: Layout of the IN5 spectrometer (picture taken from [182], copyright (2008) by
ILL).
Figure D.2.: Layout of the IN6 spectrometer (picture taken from [182], copyright (2008) by
ILL).
The incident white beam is reﬂected by a monochromator selecting neutrons with a
ﬁxed wavelength λ (and thus with a ﬁxed incident energy Ei). In order to minimize
interference with subsequent instruments, only four wavelength are available from the
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Figure D.3.: Layout of the NEAT TOF spectrometer (picture taken from [64]).
monochromator (4.1, 4.6, 5.1 and 5.9 Å). Second order contributions in λ are removed
by a beryllium-ﬁlter cooled to nitrogen temperature.
Time focusing condition is achieved by a Fermi chopper, which is located very close to
the sample area. For high resolution measurements, when the Fermi chopper rotates
faster than 7500 rpm, an additional suppressor chopper placed in front of the Fermi
chopper prevents frame-overlap by taking out every second neutron pulse.
The sample area a designed to provide space for cryogenic sample environment. Further
it is equipped with an oscillating collimator which prevents parasitic reﬂections (e.g.
from the walls of the cryostat). Finally, the large detector bank consisting of 337 3He
tube detectors covers an angular range between 10° and 115°.
D.3. NEAT, V3
NEAT is a TOF disc chopper spectrometer located at the cold neutron source of the
BERII reactor at HZB, Berlin [64]. Its design is very similar to that of IN5 and a draft
is depicted in Fig. D.3. The instrument consists of seven individual disc choppers. After
the neutrons are emitted from the reactor source a pair of counter rotating disc choppers
produces ‘white’ pulses of neutrons. In the next step a single disc chopper creates a ﬁrst
crude monochromatization of the neutron pulses followed by another pair of counter
rotating choppers which are used to reduce the pulse rate if necessary. This prevents
frame overlap. Finally, another pair of counter rotating choppers selects neutrons within
a small time frame, thus acting as NEAT’s main monochromator. All choppers are
phased with respect to each other and the disc speed can be set between 2000 and 20000
rpm giving wavelengths from 1 Å to 16 Å.
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The neutrons scattered by the sample are recorded with 388 3He area single counter
detectors, covering scattering angles from 13.35° to 136.5°. For high resolution inelastic
measurements and small angle scattering experiment, NEAT provides an additional 1
m2 area 3He position sensitive detector consisting of 64×64 detector elements.
D.4. MAPS
Figure (D.4) displays the MAPS (MultiArray Position Sensitive) spectrometer located at
the ISIS spallation source, Didcot, UK. The neutrons produced in the spallation process
are ﬁrst moderated by inelastic scattering in water at room temperature before they are
guided to the MAPS instrument. The spallation process creates polychromatic pulses of
neutrons, which are then monochromatized using two diﬀerent chopper devices. First, a
background chopper is positioned along the beam path. This chopper rotates with the
frequency of the proton pulse (50 Hz) and is phased such that it closes the beam path
when the proton beam hits the target. By doing so, it prevents epithermal neutrons from
entering the detector bank as well as frame overlap eﬀects. Second, a Fermi chopper
is placed after the background chopper, selecting a ﬁxed incident neutron energy Ei.
This chopper is also phased with respect to the proton pulse and capable of rotating at
frequencies between 50 and 600 Hz, thus determining the energy resolution and the ﬂux
at the sample position.
The core of the MAPS instrument is its huge array of position sensitive 3He-detectors,
covering approximately an area of 16 m2 with 147,456 individual pixel elements. The
detector array is positioned at a six meter distance from the sample position.
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Figure D.4.: Layout of the MAPS TOF spectrometer [183].
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