The pinning down number pd(X) of a topological space X is the smallest cardinal κ such that for any neighborhood assignment U :
Introduction
Definition 1.1: Let X be a topological space. We say that A ⊂ X pins down a neighborhood assignment U :
The pinning down number has been recently introduced in [2] under the name "foredensity" and it was denoted there by − (X). The following two interesting results concerning the pinning down number were also established in [2] :
• [2, Theorem 5.2] If |X| < ℵ ω then pd(X) = d(X).
• [2, Corollary 5 .4] If κ is any singular cardinal then there is a T 1 semitopological group X such that pd(X) = cf(κ) < κ = d(X) = |X| = Δ(X).
Moreover, if κ < 2 2 cf(κ) then X is even Hausdorff and totally disconnected.
The following two natural problems were then raised in [2] :
• [2, Problem 5.5] Is there a ZFC example of a Hausdorff space X with pd(X) < d(X)? • [2, Problem 5.6] Is it consistent to have a regular space X with pd(X) < d(X)?
Our next result completely settles both of these problems.
Theorem 1.2: The following three statements are equivalent:
(1) 2 κ < κ +ω for each cardinal κ;
(2) d(X) = pd(X) for every Hausdorff space X;
(3) d(X) = pd(X) for every 0-dimensional Hausdorff space X.
We shall say that a topological space X is neat iff X = ∅ and |X| = Δ(X), where the dispersion character Δ(X) of X is the smallest cardinality of a non-empty open subset of X. In other words, X is neat iff all non-empty open sets in X have the same size. We shall show in the next section that any space X satisfying pd(X) < d(X) has a neat open subspace Y with pd(Y ) < d (Y ) .
The examples that Banakh and Ravsky constructed in the proof of [2, Corollary 5.4], as well as the examples we first constructed in our proof of Theorem 1.2 were both neat and of singular cardinality. Hence it was natural for us to raise the question if witnesses for pd(X) < d(X) that are both neat and of regular cardinality could also be found.
Before discussing our answer to this question, we need to recall Shelah's Strong Hypothesis which is the following statement:
(1.1) pp(μ) = μ + for all singular cardinals μ.
Our next result gives an answer to the previous question that is complete up to consistency. Theorem 1.3: The following statements are equiconsistent:
(i) Shelah's Strong Hypothesis fails;
(ii) there is a neat 0-dimensional Hausdorff space X of regular cardinality with pd(X) < d(X); (iii) there is a neat topological space X of regular cardinality with pd(X) < d(X).
We shall prove both Theorems 1.2 and 1.3 in section 3. In the last section of the paper we shall establish several interesting inequalities involving the pinning down number. Perhaps the most interesting and surprising of these is Theorem 4.1, which states that |X| ≤ 2 2 pd(X) holds for every Hausdorff space X. This, of course, improves Pospišil's classical inequality |X| ≤ 2 2 d(X) .
Preliminary results
In this section we present several rather simple results that, however, will be frequently used in the proofs of our main results. We start with a proposition that describes the monotonicity properties of pd(X). These are so obvious that we omit their proofs.
We now give the result that was promised in the introduction. 
The basic idea of the following lemma goes back to [2] .
Proof of Lemma 2.3. We may assume that the underlying set of X is κ. Write A = {A ν : ν < κ} and, by transfinite recursion, pick points {x ν : ν < κ} from X such that for each ν < κ
This can be done because
Let U be a neighborhood assignment of X such that
The second statement follows by applying the first one with λ = μ + for all μ < d(X).
It is well-known that for every infinite cardinal κ < ℵ ω we have cf([κ] <κ , ⊂) = κ, so we can easily deduce from the previous two lemmas that |X| < ℵ ω implies pd(X) = d(X). Our next two results give further ways to deduce this equality. Lemma 2.4: If X satisfies Δ(X) ≥ π(X) then pd(X) = d(X).
Proof. Write κ = π(X) and let P = {U ν : ν < κ} be a π-base of X. By transfinite recursion we may then pick points {x ν : ν < κ} from X such that for each ν < κ
Let U be a neighborhood assignment on X such that
holds for all ν < κ. Then any set that pins down U meets every member of P, and so is dense in X, hence pd(X) = d(X).
Lemma 2.5:
If X is any topological space and
Proof. Clearly, if G is a π-base of X then so is As a corollary of this we get the following result.
Theorem 2.6: For every locally compact Hausdorff space X we have pd(X) = d(X).
Proof. By Lemma 2.5 it suffices to show that
But it is well-known that even the weight of a locally compact Hausdorff space is less than or equal to its cardinality, hence we have π(G) ≤ |G| for all non-empty open sets G in X.
It is, of course, a natural question to raise if this equality holds for the members of other classes of spaces. In particular, we could not answer the following questions.
Problem 2.7: Does pd(X) = d(X) hold true if X is (i) regular σ-compact, or (ii) regular Lindelöf, or (iii) regular countably compact, or (iv) monotonically normal ?
The pinning down number and cardinal arithmetic
Our first result in this section establishes the implication (1) ⇒ (2) in Theorem 1.2.
where μ is strong limit, then d(X) = pd(X).
Proof of Theorem 3.1. Since μ ≤ |X| ≤ 2 2 d(X) and μ is strong limit, we have d(X) ≥ μ. Now we distinguish two cases.
Instead of our space (X, τ ) we may take a coarser Hausdorff topology σ on X such that for the space X * = (X, σ) we have w(X * ) ≤ |X| = |X * |. Clearly, we also have pd(X * ) ≤ pd(X). Since μ is strong limit and X * is Hausdorff, d(X * ) = μ holds as well.
We also have Δ(X * ) = Δ(X) = |X| = |X * | ≥ w(X * ) ≥ π(X * ), hence by Lemma 2.4, d(X * ) = pd(X * ). So we have
which completes the proof in this case.
Then d(X) = λ + for some cardinal λ ≥ μ and |X| = λ +m for some 0 < m < ω. But then we have cf([λ +m ] λ , ⊂) = λ +m and so Lemma 2.3 may be applied to conclude pd(X) ≥ λ + = d(X).
In order to establish the implication (3) ⇒ (1) in Theorem 1.2 we clearly need to show how to construct a 0-dimensional Hausdorff space X satisfying pd(X) < d(X) from the assumption that 2 κ > κ +ω for some cardinal κ. Note that in this case κ +ω is a singular cardinal that is not strong limit. In fact, our construction may be carried out for any singular cardinal that is not strong limit.
Actually, we shall introduce two extra parameters σ and in the construction which are not needed just for the proof of Theorem 1.2. The role of σ is to show a great deal of flexibility in the choice of the density of the space we construct, while will be used in the proof of Theorem 1.3, Before formulating our result we first present Shelah's definition of the "pseudopower" pp(μ) of an arbitrary singular cardinal μ. This will be necessary to understand our construction.
In what follows, Reg denotes the class of regular cardinals. For a singular cardinal μ we let
and, for a ∈ S(a),
where J bd [a] denotes the ideal of bounded subsets of a. The pseudopower pp(μ) of a singular cardinal μ is now defined as follows (see, e.g., [1] ). It will be useful to give the following, obviously equivalent, reformulation of this:
Now, our desired construction in its most general form can be formulated as follows.
Theorem 3.3: Assume that μ, λ, σ, and are infinite cardinals such that
Then there is a 0-dimensional Hausdorff space X such that
In particular, if μ is a singular cardinal that is not strong limit, then there is
Proof. It is easy to see from the above definition of pp(μ) that, with < pp(μ), there exists a regular cardinal κ with
Since λ < μ, we can assume without loss of generality that k(i) > λ for all i < cf(μ).
Next we define two functions k 1 and k 2 with domain cf(μ) as follows: For any i < cf(μ) we set
and
here and in the rest of the proof " · " always denotes ordinal multiplication. Hence in the case > μ the values of k 2 are ordinals of size that are not cardinals. To simplify the notation we put
Now, for each m < 3 let us put
The underlying set of our space will be
Clearly this is a disjoint union and |X 0 | = μ, |X 1 | = σ, |X 2 | = , hence |X| = as well. Let us next put κ 0 = κ,
Then for every m < 3 we have cf
clearly, F has cardinality κ. Thus every member f ∈ F is a triple of the form
F will be used in the definition of the topology on X.
Next we fix an independent family A ⊂ [λ] λ of cardinality 2 λ . Since
we can also fix an injection
moreover, we shall use the notation
So, the injectivity of the map A and the independence of A imply that for every finite function s ∈ F n(X × F × D, 2) we have
For any x = (i, m, ζ) ∈ X and S ⊂ λ we shall write
where denotes ordinal addition.
Next, for any x ∈ X, f ∈ F, and d ∈ D we put
Now, the family
will be the, obviously clopen, base of our topology τ on X. X, τ is Hausdorff because if x = i, m, α ∈ X and y ∈ X \ {x}, then for d = λ \ {i} ∈ D and an arbitrary f ∈ F we have y ∈ B 0 (y, f, d) but x / ∈ B 0 (y, f, d).
The following observation will be crucial in the rest of our proof. To simplify its formulation, we introduce the following piece of notation:
where α is any ordinal. That is, I α is the interval of order type λ starting with λ · α. Then
Proof of the Claim. Recall first that the set
and this completes the proof. But k 0 (i) is regular for all i, hence we can choose a function p 0 ∈ i∈cf(μ) k 0 (i) such that
We may then pick f ∈ F such that p 0 ≤ D f 0 . Then we also have
But for any i ∈ e and x ∈{i}×{0}×(k 0 (i)\λ·f (k)) we have then B 0 (x, f, e)∩S = ∅, hence S is not dense. Consequently, we indeed have d(X) = σ. Then, by Claim 3.3.1, for every i ∈ e and for all α with f 2 (i) < α < k 2 (i) we have
and so
If > μ, then |k 2 (i)| = , hence |B s | = . If = μ then, as (3.4) holds for all i ∈ e, we have
and so we conclude |B s | = again. Thus, indeed, we have Δ(X) = . Then |F | ≤ < κ implies that there is a map g ∈ F 0 such that
and put
Then |J| = λ and we claim that J pins down B. To see this, let us fix any y ∈ X and set
Then e ∈ D and for any i ∈ e we can apply Claim 3.3.1 for s(y), 0, i and α = g(i) to conclude that J i ∩ B s(y) = ∅. Thus, J indeed pins down B, which completes the proof.
With this the proof of Theorem 3.3 has also been completed. Now we have more than necessary to prove Theorem 1.2.
Proof of Theorem 1.2.
(1) implies (2) is an immediate consequence of Theorem 3.1 and lemma 2.2.
(2) implies (3) is trivial.
(3) implies (1). This, or rather its contrapositive, follows immediately from Theorem 3.3, because if 2 κ > κ +ω then μ = κ +ω is a singular cardinal that is not strong limit.
Next we turn to the proof of Theorem 1.3. First we present a purely settheoretic statement, without proof, that is folklore and easy to prove. But by [3, Lemma 8.2], a highly non-trivial result of Shelah, the existence of a singular cardinal μ such that cf([μ] λ , ⊂) > μ + for some λ implies that SSH fails. Consequently, we have actually established above the validity of the implication (iii) ⇒ (i) in Theorem 1.3. Since (ii) ⇒ (iii) is trivial, to complete the proof of Theorem 1.3 it only remains to show that Con(i) ⇒ Con(ii).
Before doing that, however, we need the following lemma which is probably known. Still we give its proof because we did not find any reference for it. Lemma 3.6: Assume that μ and ν are cardinals such that
Assume also that W is an extension of our ground model V such that
Then μ remains a singular cardinal in W , (μ + ) W = μ + , and
Consequently, the failure of SSH in V is preserved in W .
Proof. Only (3.7) needs verification. To this end, note first that, by (3), we have cf W (α) = cf(α) for any ordinal α such that cf W (α) ≥ ν. This clearly implies that
It follows from (2) that we also have
Then, by (2) But if μ is not strong limit then there is a cardinal λ such that cf(μ) ≤ λ < μ and 2 λ > μ. But then 2 λ ≥ μ cf(μ) ≥ pp(μ) as well, hence we can apply Theorem 3.3 with, e.g., σ = μ and = μ + to obtain a 0-dimensional Hausdorff space X with pd(X) ≤ λ < d(X) = μ and |X| = Δ(X) = μ + . If μ is strong limit then we take λ = (2 cf(μ) ) + and ν = (2 λ ) + , and consider the forcing notion
which adds 2 μ Cohen subsets of λ with conditions of size ≤ 2 cf(μ) . Let G be P -generic over the ground model V . We claim that the generic extension W = V [G] ⊃ V satisfies the conditions of Lemma 3.6. Indeed, this follows immediately from the facts that P is both λ-closed and ν-CC, using standard theorems of forcing theory. Of course, we also have 2 λ = 2 μ ≥ μ cf(μ) ≥ pp(μ) in V [G], as well as μ + < pp(μ) by Lemma 3.6. Putting these together we get The following problem can now be raised naturally. Problem 3.7: Is the existence of a neat (Hausdorff) space X of regular size with pd(X) < d(X) actually equivalent, and not just equiconsistent, with that of a 0-dimensional (or regular) such space?
Inequalities involving the pinning down number
The first inequality we establish is an improvement of Pospišil's classical inequality |X| ≤ 2 2 d(X) for any Hausdorff space X. Of course, it is only a proper improvement if the (equivalent) statements of Theorem 1.2 fail.
Theorem 4.1: |X| ≤ 2 2 pd(X) for every Hausdorff space X.
Proof. To simplify our notation, we put μ = pd(X) and κ = 2 2 μ . Let us now consider the set 
This can be done because, by Pospišil's theorem,
But then U cannot be pinned down by a set of size μ = pd(X), a contradiction.
Note that our aim: to show that |X| ≤ κ, is equivalent to showing X = V . Assume, on the contrary again, that |X| > κ, that is X = V . Then we can define λ = min{|G| : G ∈ τ X and |G| > κ}, and fix W , an open subset of X with |W | = λ. Of course, we also have pd(W ) ≤ pd(X) = μ.
Instead of the subspace topology on W inherited from X we may consider a coarser Hausdorff topology σ such that the Hausdorff space W * = (W, σ) has weight w(W * ) ≤ |W | = λ. Then we have pd(W * ) ≤ pd(W ) ≤ μ and, by Pospišil's theorem, λ > κ implies d(W * ) > μ.
Let B be a base of W * with |B| ≤ λ and let {B ν : ν < λ} enumerate C = {B ∈ B : |B| = λ}. Note that, by the minimality of λ > κ, we also have
By transfinite recursion, for all ν < λ we may then pick
Let U be a neighborhood assignment on X such that U (x ν ) = B ν for all ν < λ. We claim that U cannot be pinned down by any set of size μ. Indeed,
showing that A does not pin down U . But this implies pd(W * ) > μ, which is a contradiction that completes the proof.
Theorem 4.2: If X is any Hausdorff space which satisfies pd(X) < d(X) then Δ(X) < 2 2 pd(X) .
Proof. Since |X| ≤ 2 2 pd(X) by Theorem 4.1, Δ(X) ≥ 2 2 pd(X) would imply |X| = Δ(X) = 2 2 pd(X) = κ. But for μ = pd(X) we have κ μ = κ, hence we can apply Lemma 2.3 with λ = μ + ≤ d(X) to conclude that pd(X) = μ ≥ λ, which contradicts our choice of μ and λ. Thus we must have Δ(X) < 2 2 pd(X) .
These are all the inequalities we have for Hausdorff spaces and now we turn to the study of regular spaces. Perhaps the best known and most frequently applied inequality concerning a regular space X that involves the density is w(X) ≤ 2 d(X) . This led us to raise the following question. We recall that a topological space X is called weakly separated iff there is a neighborhood assignment U on X such that either x ∈ U (y) or y / ∈ U (x) whenever {x, y} ∈ [X] 2 . The related cardinal function R(X) is defined as the supremum of the cardinalities of all weakly separated subspaces of X. Since R(X) ≤ w(X) but "not much less than" w(X), our following result may be considered as a partial affirmative answer to problem 4.3.
Lemma 4.4: If X is a neat regular space then R(X) ≤ 2 pd(X) .
Proof. Let Y be any weakly separated subspace of X; we want to show that |Y | ≤ 2 pd(X) . It is easy to see that we can find a coarser regular topology σ on X such that for the space X * = (X, σ) we have w(X * ) ≤ |X| and Y remains weakly separated in X * .
Clearly, X * is also neat, hence π(X * ) ≤ w(X * ) ≤ |X * | = Δ(X * ) imply d(X * ) = pd(X * ) by Lemma 2.4. Since pd(X * ) ≤ pd(X), we may then conclude
We do not know if the neatness condition is necessary in the previous result but it is not needed in the next one. Our following result does not involve the pinning down number, still it will be crucial in our later results that do.
Theorem 4.6: Let X be a regular space and μ be a regular cardinal such that hL(X) ≤ μ ≤ min(Δ(X), w(X)).
Then there is a regular continuous image Y of X for which Δ(Y ) ≥ w(Y ) = μ holds.
Proof. For every open set U ⊂ X we let
Since X is regular we have G U = U , and hL(X) ≤ μ implies that we can fix
Let M be an elementary submodel of size μ of H ϑ for a large enough regular cardinal ϑ such that everything relevant belongs to M, μ + 1 ⊂ M, and M is <μ-covering, i.e., for each
For x, y ∈ X let us put
Then ∼ is clearly an equivalence relation on X. Let [x] denote the ∼-equivalence class of x ∈ X. Using Claim 4.6.1 we can see then that
Let is a base for σ. This implies w(Y ) = μ because it is known that any base of any space has a subset which is a base and has cardinality equal to the weight of the space.
This completes the proof of Theorem 4.6.
We note that if the space X in Theorem 4.6 is assumed to be Tychonov rather than regular, then its continuous image Y can also be chosen to be Tychonov. In fact, in that case the proof is significantly simpler.
The following result gets pretty close to the affirmative solution of Problem 4.3.
Theorem 4.7: If X is any regular space then min{Δ(X), w(X)} ≤ 2 pd(X) .
Proof. Our proof is indirect, so we assume that min{Δ(X), w(X)} > 2 pd(X) .
Then from 2 pd(X) < w(X) ≤ 2 d(X) , we get pd(X) < d(X). (4.3) Thus X \ G = ∅ because d(X) = 2 pd(X) , and so it has a neat non-empty open subset G. Clearly, then d(G) = 2 pd(X) , hence |G| = Δ(G) ≥ 2 pd(X) . But Δ(G) > 2 pd(X) ≥ 2 pd(G) would imply w(G) ≤ 2 pd(G) ≤ 2 pd(X) ≤ Δ(G) by Theorem 4.7, hence d(G) = pd(G) by Lemma 2.4, which clearly contradicts d(G) = 2 pd(X) . Consequently, we have |G| = Δ(G) = 2 pd(X) .
Because of (2 pd(X) ) pd(X) = 2 pd(X) , however, we can apply Lemma 2.3 to the neat space G with κ = 2 pd(X) and λ = pd(X) + to conclude that pd(G) ≥ λ = pd(X) + , which is again a contradiction.
Our final result may be considered as the analogue of Theorem 4.8 for regular rather than just Hausdorff spaces.
Theorem 4.9: If X is any regular space such that pd(X) < d(X) then Δ(X) < 2 pd(X) .
Proof. We prove the contrapositive of this statement: Assume that X is regular and Δ(X) ≥ 2 pd(X) . Then for any non-empty open subset of G ⊂ X we have Δ(G) ≥ Δ(X) ≥ 2 pd(X) ≥ 2 pd(G) . Now, if Δ(G) > 2 pd(G) then we have w(G) ≤ 2 pd(G) by Theorem 4.7, and so w(G) < Δ(G) which implies pd(G) = d(G) by Lemma 2.4.
Otherwise Δ(G) = 2 pd(G) , hence if G is also neat then, as above, we can apply Lemma 2.3 for G with κ = 2 pd(G) and λ = pd(G) + to conclude that pd(G) = d(G).
This, of course, implies that pd(G) = d(G) holds for all neat open G ⊂ X, consequently pd(X) = d(X) by Lemma 2.2.
