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We compute bounds on covering maps that arise in Belyi’s Theorem. In particular,
we construct a library of height properties and then apply it to algorithms that
produce Belyi maps. Such maps are used to give coverings from algebraic curves to
the projective line ramiﬁed over at most three points. The computations here give
upper bounds on the degree and coeﬃcients of polynomials and rational functions
over the rationals that send a given set of algebraic numbers to the set f0; 1; 1g with
the additional property that the only critical values are also contained in f0; 1; 1g.
# 2002 Elsevier Science (USA)

1.

INTRODUCTION

In ‘‘ABC Implies Mordell’’ [4], Elkies proves an eﬀective version of
Mordell’s conjecture assuming an eﬀective ABC conjecture. In fact, the
Mordell conjecture has already been proven, in several diﬀerent ways, while
the ABC conjecture remains open. However, none of these proofs is
eﬀective; that is, none produces an actual upper bound on the size of the
rational points on a curve or a procedure to provably ﬁnd all the rational
points. Elkies makes use of a result of Belyi, which for an algebraic curve
% gives the existence of a covering map from the curve to the
deﬁned over Q
projective line ramiﬁed over at most three points [2]. Belyi’s result is used,
for example, in work on the inverse Galois problem. In fact, the converse
holds as well and was known prior to Belyi. See [11, 13] for a more recent
presentation of a proof.
%
In particular, Belyi provides an algorithm that given a ﬁnite subset S of Q
produces a non-constant function RðxÞ 2 QðxÞ such that both the image of S
under R and the critical values of R are contained in f0; 1; 1g. In other
words, R gives a covering of P1 ðCÞ to itself ramiﬁed only over f0; 1; 1g with
RðSÞ  f0; 1; 1g. To obtain such a covering map from the curve to the
projective line, one can compose an arbitrary non-constant (hence
surjective) rational function with a function R appropriately generated by
the algorithm. Notable for us is that Belyi’s proof not only demonstrates the
existence of such a map but gives an explicit construction. It is this fact, that
22
0022-314X/02 $35.00
# 2002 Elsevier Science (USA)
All rights reserved.

AN EFFECTIVE VERSION OF BELYI’S THEOREM

23

Belyi’s theorem is constructive, which Elkies exploits. Given the apparent
eﬀectiveness of Belyi’s theorem, Elkies can thus build his Mordell bound on
the degree and height of the coeﬃcients of such a covering map.
In this paper, we compute an actual upper bound on the degree and
%.
height of a polynomial over Q that is a Belyi function for a ﬁnite set S  Q
Our bound is a function of both the size of the set S and the maximal height
of an element in S, and is proven using a modiﬁcation of Belyi’s original
algorithm. For other presentations of this algorithm, one can see Serre’s
book on the Mordell–Weil Theorem [12], among others. Next, we consider
the case of a rational function in QðxÞ that is a Belyi function for S. Applying
similar techniques to an algorithm that generates rational functions, we
prove better upper bounds. Geometrically, the polynomial case corresponds
to requiring that the map be totally ramiﬁed over inﬁnity, and the rational
function case relaxes this condition. These bounds are a ﬁrst step toward
realizing the ingredients in Elkies’ expression.
Moreover, the bounds can be interpreted in other contexts, for example,
bounding the number of edges of a Grothendieck dessin (see [5, 11]) given by
the map. Lower bounds are also of interest, and so we note a lower bound on
the degree of such a polynomial, an easy consequence of the Riemann–
Hurwitz Formula. See [9] for more on lower bounds. Lit,canu also proves an
upper bound on the degree of a rational Belyi function for the case S ¼
% , independently using methods similar to the ones here.
f0; 1; a; 1g with a 2 Q
The main results are summarized in the following series of theorems; we
will in fact prove sharper versions of these.
% , closed under the action of the
Take S to be a ﬁnite, non-empty set in Q
%
Galois group GalðQ=QÞ, of cardinality s and of height HS . See Section 2 for the
deﬁnition of the height of a set, HS , which bounds the size of each element of S,
and the height of a function, H ðf Þ, which bounds the coeﬃcients.
Theorem 1.1. Given the set S as above, there exists a non-constant
function RðxÞ 2 QðxÞ with RðSÞ  f0; 1; 1g, ramified over at most f0; 1; 1g,
such that:
*
*

if s53, then degðRÞ42,
if s53 and S  Q, then
2

degðRÞ52s HS3s
*

2

and otherwise if s53 and SgQ, then
3 s 2

degðRÞ5ð4sHS Þ9s 2

s!

:
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Theorem 1.2.
*
*
*
*

if
if
if
if

There exists RðxÞ as in the previous theorem such that:

s ¼ 1, then H ðRÞ4HS ,
s ¼ 2 and S  Q, then H ðRÞ42HS2 ,
s ¼ 2 and SgQ, then H ðRÞ422 HS4 ,
s53 and S  Q, then
H ðRÞ5ð2HS Þ2

*

s2

2

HS3s

and otherwise if s53 and SgQ, then
H ðRÞ5ð2sHS Þð2sHS Þ

3s!2s s3

:

Theorem 1.3. Let BðxÞ ¼ xx and let Bi ðxÞ ¼ B 8 B 8
8 B be the composition of i factors B. Let B0 ðxÞ ¼ x. There exists a non-constant polynomial
P ðxÞ 2 Q½x with P ðS [ fzeroes of P 0 gÞ  f0; 1g such that:
*
*

if s53, then degðP Þ42,
if s53, and S  Q, then
degðP Þ5ðBs 3 ð2s 2 HS3 ÞÞ2

*

and otherwise if s53 and SgQ, then
degðP Þ5ðBs 3 ðð16sHS Þ9s2

s 3

s!

ÞÞ2 :

Theorem 1.4. Let GðxÞ ¼ x2x and let Gi ðxÞ ¼ G 8 G 8
8 G be the
s
composition of i factors G with G0 ðxÞ ¼ x. Set M5ð23 sHS Þs2 s! . Then there
exists P ðxÞ as in the previous theorem, such that:
*
*
*
*

if s ¼ 1, then H ðP Þ4HS ,
if s ¼ 2 and S  Q, then H ðP Þ42HS2 ,
if s ¼ 2 and SgQ, then H ðP Þ422 HS4 , and
2
otherwise if s53, then H ðP Þ5Gs 3 ðMÞ3Gs 3 ðMÞ .

Although we will show slightly sharper bounds in Sections 3 and 4, these
give an indication of the behavior relative to S of the degree and height
obtained following Belyi’s algorithm. For example, if S contains many
rational as opposed to algebraic elements, one achieves better bounds.
The paper is arranged as follows. In Section 2, we develop the height
machinery that will serve us in all the computations of the following
sections. Section 3 ﬁrst presents the algorithm of Belyi’s original paper [2],
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slightly modiﬁed (with little eﬀect on the bounds) to produce polynomials.
Next, the height properties are applied to analyzing the algorithm, and given
a starting set of ramiﬁcation points, we prove upper bounds for the degree
and the coeﬃcients of the polynomial. The bulk of the section is devoted to
a rather detailed computation of the eﬀect of the algorithm on the heights of
the ramiﬁcation points in the ﬁrst stage, as these results return in the cases of
both the coeﬃcient and the rational function bounds.
The computations in Section 4 parallel these and are presented in less
detail. First, we give an algorithm for producing Belyi maps that are rational
functions. No longer requiring that our map be a polynomial, we proﬁt
greatly with improved upper bounds, again proving results ﬁrst for the
degree and then the coeﬃcients of the map. Finally, in Section 5, we make
some basic notes about lower bounds; we also make some remarks and give
some simple examples related to upper bounds and elliptic curves.

2.

HEIGHTS

% denote an algebraic closure of the
2.1. Definition and Conventions. Let Q
% . For any number ﬁeld
rationals, Q, and a denote an algebraic number in Q
K, we can choose a set of normalized valuations of K in the following way.
Each valuation is either an extension of the ordinary absolute value on Q or
else an extension of a p-adic valuation. To choose a normalization, ﬁx an
absolute value jj jjv , induced by an embedding s of K into C, to be
jsð Þj½Kv : Qv , where Kv is the completion of K with respect to v and j j is the
usual absolute value on C, i.e., j2j ¼ 2. Then ½Kv : Qv is either 1 or 2 as Kv is
R or C, and we call v real or complex accordingly. We require that the
product formula holds: for all a 2 K * ,
Y
jjajjv ¼ 1:
v

It then follows that for each non-archimedean v, induced by a prime ideal P
in the ring of integers of K, we have
jjajjv ¼ NðP Þ

ordP ðaÞ

;

where NðP Þ is the norm of P , i.e., the size of the residue class ﬁeld.
We deﬁne the height, H ðaÞ, of a to be
!1=½K:Q
Y
H ðaÞ ¼
supð1; jjajjv Þ
v

with the product running over the set of normalized valuations v of K.
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It is a basic property of heights that H ðaÞ is independent of the choice of
K. (See [8, 12] for more on such heights and valuations.)
we deﬁne the height of a polynomial, H ðf Þ. Let f ðxÞ ¼
PSimilarly,
n
i
a
x
where
the ai are algebraic numbers, and choose a number ﬁeld K
i¼0 i
containing the ai . For example, one may take K ¼ Qða0 ; . . . ; an Þ. Then we
deﬁne

H ðf Þ ¼

Y

!1=½K:Q
supð1; jja0 jjv ; . . . ; jjan jjv Þ

;

v

again with the product running over the set of normalized valuations of K.
As above, the deﬁnition is independent of the choice of K.
It is common to deﬁne a similar height without the 1 in the supremum,
which one might refer to as a projective height, as in that case one would
have H ðf Þ ¼ H ðlf Þ for any scalar l. However, because we require eﬀective
bounds on f , here we use an ‘‘aﬃne’’ height, which captures any such
scaling (see Remark 2.1).
Finally, consider the case of a rational function, h. Let K be the smallest
number ﬁeld such that hðxÞ 2 KðxÞ. We shall deﬁne the height H ðhÞ of hðxÞ by
H ðhÞ ¼ min fmax fH ðf Þ; H ðgÞgg;
f ;g

where the minimum runs over polynomials f and g with f ðxÞ; gðxÞ 2 K½x ,
relatively prime in K½x , such that hðxÞ ¼ f ðxÞ=gðxÞ.
Remark 2.1. A disadvantage of this deﬁnition is that given some
hðxÞ 2 KðxÞ, it may not be easy to immediately compute its height, H ðhÞ.
However, the main goal is to have a height function which allows for
eﬀective bounds, which this one does. In particular, for heights of algebraic
numbers, there is the useful result known as Northcott’s Theorem (for a
proof see [12]): Given a ﬁxed constant c and a number ﬁeld K, there are only
ﬁnitely many algebraic numbers in K of height less than c. Similarly, one can
show that for a ﬁxed constant d, there are only ﬁnitely many polynomials in
K½x and rational functions in KðxÞ with degree less than d and height less
than c. Thus bounding the height and degree of a function over a number
ﬁeld is eﬀective in the sense that only ﬁnitely many functions will satisfy that
bound.
2.2. Lemmas on Heights. We will use the following ‘‘library’’ of bounds.
Let a and b denote algebraic numbers and f and g denote non-constant
polynomials of degree n and m, respectively, with algebraic coeﬃcients. The
bounds follow from standard properties of valuations and heights, although
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we note that [8, 12] use a projective rather than aﬃne height. Nevertheless,
the arguments are straightforward; detailed proofs are in [7].
Property 2.1.

H ðf ðaÞÞ4ðn þ 1ÞH ðaÞn H ðf Þ.

Property 2.2.

H ðf 0 Þ4nH ðf Þ, where f 0 is the derivative of f .

Property 2.3.

If b1 ; . . . ; bn are the zeroes of f , then
n
Y

H ðbi Þ42n H ðf Þ:

i¼i

Property 2.4.

Let fi be a polynomial of degree ni . Then
!
k
k
k
Y
Y
Y
H
fi 4
ðni þ 1Þ
H ðfi Þ:
i¼1

Property 2.5.

i¼1

i¼1

If f is the minimal polynomial of b, then
H ðf Þ42n H ðbÞn :

Remark 2.2. Although for projective heights this sort of relation is proven
in a manner similar to Property 2.3 (see [8]), here it follows immediately as a
special case of Property 2.4. Take fi ¼ x bi where the bi range over the
Galois conjugates of b, and note that the heights of Galois conjugates are equal.
Property 2.6.

If f and g are monic of degree n and m, respectively, then
H ðf 8 gÞ422n ðm þ 1Þn H ðgÞn H ðf Þ:

The remaining height properties involve polynomials of specific form.
Property 2.7.
H

If a1 ; . . . ; an
n 1
Y

1

are the zeroes of f 0 ðxÞ, then

!
ðx

2

f ðai ÞÞ 42n

1

ðn þ 1Þn 1 nn H ðf Þ2n 1 :

i¼1

Property 2.8. If hðxÞ ¼ ax2

a1
a1 ,

where a1 and a2 are algebraic numbers, then

H ðhÞ42H ðaÞ2
with H ðaÞ ¼ maxfH ða1 Þ; H ða2 Þg; and
H ðh 8 f Þ42H ðf ÞH ðhÞ:
Property 2.9.

If jðxÞ ¼ bx, then H ðj 8 f Þ4H ðjÞH ðf Þ.
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Property 2.10.

If kðxÞ ¼ xa ð1

xÞb , then

H ðk 8 f Þ42b ðn þ 1Þaþb H ðf Þaþb
and
H ðkÞ42degðkÞ :

3.

POLYNOMIAL CASE

3.1. Notation and Algorithm. In this section, we ﬁx the notation and
describe the algorithm that we will work with for the polynomial bound.
Within the algorithm, the functions are detailed in a way that is useful later
for computing the bounds.
Let S be a ﬁnite, non-empty set of algebraic numbers closed under Galois
action, i.e., given any set of algebraic numbers, construct S by adjoining all
elements which are Galois conjugates of elements in the original set. Let r be
the number of elements of S in Q and let t be the number of distinct
% =Q.
conjugacy classes
of elements of S in Q
Pt
Set D ¼ i¼1 di , where di is the size of each such conjugacy class, so we
have
#S ¼ D þ r:
Let H ðaÞ denote the height of a and H ðf Þ denote the height of the
polynomial f , both deﬁned above, and set
HS ¼ max fH ðaÞg:
a2S

Belyi’s algorithm to construct a polynomial P ðxÞ 2 Q½x with the property
that P ðSÞ  f0; 1g and that P ðfzeroes of P 0 gÞ  f0; 1g is naturally divided
into two stages. (With a minor adaptation of the original algorithm in [2],
we produce polynomials, rather than rational functions. As noted in the
introduction, geometrically this condition corresponds to restricting to maps
which are totally ramiﬁed over inﬁnity.) In the ﬁrst stage, the set of
% to Q, without necessarily reducing
ramiﬁcation points are mapped from Q
the cardinality of the set, and in the second stage the set of ramiﬁcation
points is reduced to f0; 1g.
% to Q: Let f0 ðxÞ be the minimal polynomial for
Stage I: Passing from Q
the set of all irrational elements of S, so f0 ðxÞ is of degree D. We proceed inductively. Let fi ðxÞ be the minimal polynomial of the set
ffi 1 ðaÞ : fi0 1 ðaÞ ¼ 0g. Observe that fi ðxÞ is of degree strictly less than
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fi 1 ðxÞ, so we have a set ffk ðaÞ : fk0 1 ðaÞ ¼ 0g  Q after k is at most D
Let
FS ðxÞ ¼ fk 8 fk

1

29
2.

8 f0 :

8

Stage II: Passing from Q to f0; 1g. We now work with the set T  Q
deﬁned by
T ¼ fFS ðaÞ : FS0 ðaÞ ¼ 0g [ fFS ðSÞg:
Let T ¼ fb1 ; b2 ; . . . ; bn g, where n4#S, ordered such that bi 5biþ1 . Scale T
to the unit interval ½0; 1 with the map
h0 ðxÞ ¼

b1
:
b1

x
bs

(If n42, we are done.) Inductively, we will map f0; 1; bg to some f0; b0 g and
rescale n 2 times, as follows.
a
One can represent any rational in h0 ðT Þ as a quotient aþb
with integral a
and b; in particular, choose the rational of maximal height in the set. This
choice is not necessary for Belyi’s algorithm but is useful for computing our
bound. Then let
xÞb :

g1 ðxÞ ¼ xa ð1

Note that because T is scaled to ½0; 1 , we have that g1 is a polynomial. Note
a
also that the critical values of g1 ðxÞ are exactly 0 and g1 ðaþb
Þ, and one can
check that this last value is of largest height in g1 ðh0 ðT ÞÞ, that is,
a
g1 ðaþb
Þ ¼ max g1 ðh0 ðT ÞÞ. Hence we rescale our new set to the unit interval
with
h1 ðxÞ ¼

x
a :
g1 ðaþb
Þ

Next choose the rational of maximal height in the rescaled set, construct a
corresponding polynomial g2 of the same form as g1 , and rescale with the
corresponding h2 . Repeating this construction, for T of size n, the process
terminates after n 2 steps. In general, it is always true that hi ðxÞ will have a
c
c
factor of gi ðcþd
Þ, where cþd
is the rational of maximal height which was
chosen to construct gi .
Let
FT ðxÞ ¼ hn

2

8 gn

2

8 hn

3

8

8 g1 8 h0 ðxÞ:

One can then check that P ðxÞ ¼ FT 8 FS has the desired ramiﬁcation
properties.
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3.2. Bounding the Degree. We ﬁrst compute a bound on the degree of
P ðxÞ. It is clear after Stage I that FS , which is the composition of fi of
descending degrees, is of degree at most D!. The problem, then, is to bound
the degree of FT . As the hi are linear, it is the gi that remain to be bounded.
Recall that the gi are of the form xa ð1 xÞb , i.e., of degree a þ b, where the
size of a þ b depends on a rational that has been scaled between 0 and 1.
The central idea of the proof rests on the following simple observation: the
degree of gi is the height of this rational. (Note that H ðpqÞ ¼ sup fjpj; jqjg for
p; q 2 Z.)
Thus we need, at each step of Stage II, to bound the heights of the points
besides 0 and 1, starting with a bound on the heights of the elements of T .
Let
HT ¼ max fH ðbÞg:
b2T

Proposition 3.1. If S is as above, of height HS and of size s ¼ D þ r,
where D is the number of irrational elements of S, and with T as above of
height HT , then if D=0, one has
HT 448ð22 DHS Þ3D2

D 3

D!

:

Otherwise if D ¼ 0, then HT ¼ HS .
Proof. For the case D ¼ 0, one would simply take FS ðxÞ ¼ x and
continue to Stage II of the algorithm with T ¼ S. In general, HT is the
maximum of H ðFS ðSÞÞ and H ðFS ðzeroes of FS0 ÞÞ. Thus, we must bound ﬁrst
H ðFS Þ and then both H ðFS0 Þ and the heights of the zeroes of FS0 , which we do
in the following series of lemmas. In the ﬁrst two, we bound the composition
factors fi that make up FS . In Lemmas 3.1 and 3.4, we compute a bound on
FS and then the image of S, FS ðSÞ. Finally, in Lemma 3.5, we consider the
critical values of FS , hence bounding HT and completing the proof of the
proposition. ]
Note that if D=0, we have in fact that D52, since S is closed under
Galois action. We may set K ¼ QðSÞ.
Lemma 3.1.

For fi as above, of degree di ,
H ðf0 Þ4Dt 2D HSD

and
2

H ðfi Þ42di di2di H ðfi 1 Þ2di :

AN EFFECTIVE VERSION OF BELYI’S THEOREM

31

Proof. We first bound H ðf0 Þ. Let a1 ; . . . ; at be a list of conjugacy class
representatives of S. Write
f0 ¼

t
Y

mai ;

i¼1

where mai is the minimal polynomial for each conjugacy class. From
Property 2.5, we know
H ðmai Þ42di H ðai Þdi :
Then by Property 2.4, we have
H ðf0 Þ4

t
Y

ðdi þ 1Þ

i¼1

t
Y

ð2di H ðai Þdi Þ:

i¼1

Since HS 5H ðai Þ, if t > 1 (so D5di þ 1), we obtain
H ðf0 Þ4Dt 2D HSD :
If t ¼ 1, then f0 ¼ ma and H ðf0 Þ42D HSD by Property 2.5, so the inequality
still holds.
Next, we construct fi . Recall that fi is the minimal polynomial of the
image of the zeroes of fi0 1 under fi 1 , that is,
fi ¼

dY1

ðx

fi 1 ðbk ÞÞ;

k¼1

where d is the degree of fi 1 and where the bk run over the zeroes of fi0 1 .
(Note that fi 2 Q½x because all conjugates of fi 1 ðbk Þ are in the product.)
Thus applying Property 2.7 gives
H ðfi Þ42d

2

1

ðd þ 1Þd 1 d d H ðfi 1 Þ2d

1

:

For simplicity in later computations, round this up to:
2

H ðfi Þ42d d 2d H ðfi 1 Þ2d :

]

Lemma 3.2.
Pi
2 i k
i
H ðfi Þ4 H ðf0 Þ2 D!=ðD iÞ! 2 k¼1 ðD kþ1Þ 2 ðD
i
Y
i kþ1

ðD k þ 1Þ2 ðD kþ1Þ!=ðD
k¼1

kÞ!=ðD iÞ!

iÞ!
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and
H ðFS Þ42

2ððD 1Þ!þðD 2Þ!þ þ2!Þ

D
Y2 

ðD

i¼1

ðD

D!
iÞ!

þ1

iÞ! D
Y2

H ðfi ÞðD

i 1Þ!

:

i¼0

Proof. Bounding H ðfi Þ follows inductively from the previous inequality
on fi , with f0 of degree D; combining like terms yields the desired result.
Next, for any monic polynomials fi of degree di , we can bound the
polynomial Fk ¼ fk 8 fk 1 8
8 f0 , with repeated applications of Property
2.6. This yields
H ðFk Þ 422

Pk
i¼1

ðdi diþ1 ... dk Þ

k
Y

ðdi 1 di

2

. . . d1 d0 þ 1Þdi diþ1 ... dk

i¼1



k
Y

H ðfi Þd0 d1 ... dk =d0 d1 ... di :

i¼0

Given degðfi Þ ¼ D i, we obtain the desired inequality for FD 2 , which
bounds FS . (Note that if D ¼ 2, then FS ¼ f0 .) ]
Lemma 3.3.
H ðFS Þ52D2

D 1

D!

ðDHS ÞD2

D 2

D!

:

Proof. We apply the two inequalities of the previous lemma and simplify
the resulting expression. For example,
1Þ!þðD 2Þ!þ þ2!Þ

22ððD

¼ 22ðD
422

2

1Þ!ð1þ1=ðD 1Þþ þ1=½ðD 1ÞðD 2Þ...3 Þ

ðD 1Þ!

:

To bound the product
D
Y2 
i¼1

ðD

D!
ðD

iÞ!

iÞ!

þ1

¼ ðD þ 1ÞðD

1Þ!

ðDðD

1Þ þ 1ÞðD

2Þ!

. . . ðDðD

1ÞðD

2Þ . . . 3 þ 1Þ2! ;

note that each factor except the ﬁrst, ðD þ 1Þ, is less than Di . Then taking
logs to the base D, we get


2
3
D 2
þ
þ
þ
ðD 1Þ! logðD þ 1Þ þ
:
D 1 ðD 1ÞðD 2Þ
ðD 1ÞðD 2Þ . . . 3
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For D53, this is
4ðD


3
1Þ! þ ðD
2


3Þ 4D!

and hence the product is bounded by DD! . If D ¼ 2, then FS ¼ f0 , and the
lemma holds trivially.
However, the main contribution to H ðFS Þ comes from the product of the
terms of the form H ðfi ÞðD 1 iÞ! . Using Lemma 3.2 to write these in terms of
H ðf0 Þ and simplifying, pulling out the dominant term as in the previous
examples but with a bit more algebra, we ﬁnd that
D
Y2

H ðfi ÞðD

i 1Þ!

D 2

52D!D2

D3 2

D 3

D!

H ðf0 Þ2

D 2

D!

:

i¼0

In fact, the roundoﬀ is great enough to easily absorb the two
2
previous contributions of 22 ðD 1Þ! and DD! . We substitute for H ðf0 Þ using
Lemma 3.1, which says H ðf0 Þ4Dt 2D HSD . Since D52, we have that t, the
number of conjugacy classes in S =Q, is at most D=2. Combining all these, we
obtain
H ðFS Þ52D2

D 1

D!

ðDHS ÞD2

D 2

D!

]

:

From here on we omit most of the detail of algebraic computations.
Lemma 3.4.
H ðFS ðSÞÞ4ðD! þ 1Þ2D2
Proof.

D 1

D!

D 2

DDð2

ÞD!

HSDð2

D 2

ÞD!þD!

:

We apply Property 2.1, noting FS has degree D!, so
H ðFS ðSÞÞ4ðD! þ 1ÞðHS ÞD! H ðFS Þ:

The previous lemma bounds H ðFS Þ, completing the proof. (In fact the factor
D! þ 1 could be absorbed in earlier roundoff, for example in the exponent
of 2.) ]
Lemma 3.4 gives us a potential bound for HT , where
T ¼ fcritical values of FS g [ fFS ðSÞg. Thus for Proposition 3.1, it remains
only to bound the height of the critical values.
Lemma 3.5.

If U is the set of zeroes of FS0 , then
H ðFS ðU ÞÞ448ð4DHS Þ3D2

D 3

D!

:
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Proof. Let Ui denote the zeroes of fk0 . By a simple application of the
chain rule, one finds that
FS ðU Þ ¼ fD 2 ðUD 2 Þ [ fD

2

8 fD 1 ðUD 1 Þ [

[ fD 2 8fD 1 8

8 f0 ðU0 Þ:

Note, however, by construction of the fi , that
fi ðfi 1 ðUi 1 ÞÞ ¼ 0:
Thus, one has
FS ðU Þ ¼ fD 2 ðUD 2 Þ [ f0g [ fD 2 ð0Þ [ fD
fD 1 8

2

8 fD 1 ð0Þ [

[ fD 2 8

8 f2 ð0Þ:

Because the bound on H ðFS Þ is greater than or equal to H ðfD 2 8
8 fk Þ,
with 04k4D 2, following the same bounding techniques we would find
all of these to be of smaller height than FS ðSÞ except for possibly fD 2 ðUD 2 Þ.
Hence for our purposes it suffices to bound H ðfD 2 ðUD 2 ÞÞ and check that
this is greater than or equal to H ðFS ðSÞÞ, as given in Lemma 3.4.
First, we bound UD 2 in terms of fD 2 . Recall that degðfD 2 Þ ¼ 2, so by
Property 2.2, H ðfD0 2 Þ42H ðfD 2 Þ and by Property 2.3, H ðUD 2 Þ42H ðfD0 2 Þ.
Combining these with Property 2.1, we have that
H ðfD 2 ðUD 2 ÞÞ43 24 H ðfD 2 Þ3 :
Lemma 3.2 gives a bound for H ðfi Þ, and using Lemma 3.1 for H ðf0 Þ,
we ﬁnd
H ðfD 2 Þ52D2

D 2

D!

ðDHS ÞD2

D 3

D!

:

]

Note that the bound from Lemma 3.4 is smaller than the one we
get here, so Lemma 3.5 also gives the upper bound on HT , proving
Proposition 3.1.
Now we are ready to bound the degrees of the maps in Stage II of the
algorithm.
Proposition 3.2. Let GðxÞ ¼ x2x and let Gi ðxÞ ¼ G 8 G 8
8 G be the
composition of i factors G with G0 ðxÞ ¼ x. For S, HS , HT as above, with
FT ¼ hn 2 8 gn 2 8 hn 3 8 8g1 8 h0 , if the cardinality of S is s53, then with
n4s, we have
degðFT Þ4

s 3
Y
i¼0

Gi ð2HT3 Þ:
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Proof. Recall that the hi are linear and the degree of each map gi
depends on the height of the point generating it. Let us observe what gi and
hi do to the height}which is bounded by the maximal denominator}at
each step with i51, as this will determine the degree of gi . At this stage, we
c
assume each element is in ½0; 1 . Given a ¼ cþd
, gi ðxÞ ¼ xa ð1 xÞb , with
a þ b5c þ d (by our choice of maximal height each time to generate gi ), we
have
gi ðaÞ ¼

ca d b
;
ðc þ dÞaþb

noting, in particular, the denominator
ðc þ dÞaþb 4ða þ bÞaþb :
Thus applying gi takes the maximal height H of the set to at most H H . As
hi ðxÞ ¼ ax, one can easily check that applying hi at most squares the height of
the set. This implies that
degðgi Þ4ðdegðgi 1 Þdegðgi 1 Þ Þ2
for i > 1.
Deﬁne
GðxÞ ¼ ðxx Þ2
and
Gi ðxÞ ¼ G 8 G8

8 G;

the composition of i factors G. Let G0 ðxÞ ¼ x. Then degðgi Þ is bounded by
Gi 1 ðdeg g1 Þ. We can thus bound each gi , of which there are at most s 2,
inductively.
So, it remains only to bound degðg1 Þ. Given HT , we ﬁrst scale by
h0 ðxÞ ¼

x
bn

b1
:
b1

By Property 2.8, the height of h0 is 42HT2 . Hence by Property 2.1,
H ðh0 ðT ÞÞ42HT3 :
Thus the maximal denominator in the scaled set is of height at most 2HT3 , i.e.,
degðg1 Þ42HT3 :

]
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Given Propositions 3.1 and 3.2, we can now bound the degree of P in
terms of the set S as the product of degðFS Þ and degðFT Þ.
Theorem 3.1. Let GðxÞ ¼ x2x and let Gi ðxÞ ¼ G 8 G 8
8 G be the
composition of i factors G with G0 ðxÞ ¼ x. Given a finite, non-empty set
% , closed under Galois action, of cardinality s, with D irrational elements,
SQ
and of height HS , there exists a non-constant polynomial P ðxÞ 2 Q½x with
P ðS [ fzeroes of P 0 gÞ  f0; 1g such that:
*
*

if s53, then degðP Þ42,
if s53 and S  Q, then
degðP Þ5

s 3
Y

Gi ð2HS3 Þ

i¼0

*

and otherwise if s53 and SgQ, then
degðP Þ5

s 3
Y

2

Gi ðð24 DHS Þ3 D2

D 3

D!

Þ:

i¼0

Proof. The existence of such a polynomial P follows from Belyi’s
theorem. First, assume s53. From Proposition 3.2, we have
degðP Þ 4D!degðFT Þ
4D!

s 3
Y

Gi ð2HT3 Þ;

i¼0

where GðxÞ ¼ x2x and Gi ðxÞ ¼ G 8 G 8
8 G the composition of i factors G.
If D52, then HT ¼ HS . Otherwise, from Proposition 3.1,
HT 448ð22 DHS Þ3D2

D 3

D!

:

It follows that
degðP Þ5

s 3
Y

Gi ð23

2

D2D 1 D!

2

D 3

ðDHS Þ3 D2

D!

Þ;

i¼0

where the desired inequality follows from observing that D! and the constant
factors can be absorbed into an overestimate for HT . If D is much less than s,
this expression in terms of D gives a better bound than the theorem of the
Introduction.
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The case s42 is much shorter: if S  Q, one linear rescaling step suﬃces
% =Q, and a
to send S to f0; 1g, so degðP Þ ¼ 1. Otherwise we have S  Q
quadratic polynomial will map S to Q and then a linear rescaling to f0; 1g,
so degðP Þ ¼ 2. ]
As we are primarily interested in the dominating terms, rather
than a detailed bound, for the theorem we could bound P even more
crudely: let BðxÞ ¼ xx , with Bi ðxÞ the composition as before, so for S  Q, we
can write
degðP Þ5

s 3
Y

Bi ð2s 2 HS3 Þ;

i¼0

noting D4s. Since the ﬁnal Bi is so far greater than product of all the
previous ones, we can even write
degðP Þ5ðBs 3 ð2s 2 HS3 ÞÞ2 :
Doing the same for the bound in the case SgQ, we have
degðP Þ5ðBs 3 ð2s

2

2HT3 ÞÞ2 :

Hence, after some algebraic manipulation,
degðP Þ5ðBs 3 ð23

2

s2s 1 s!

ðDHS Þ3

2

s2s 3 s!

ÞÞ2 ;

which proves the theorem of the Introduction.
Essentially, one can think of the input to the function Bi as the buildup of
the height and degree from Stage I of the algorithm and the main growth
from the Bi itself as the result of composing polynomials of the form
xa ð1 xÞb in Stage II.
3.3. Bounding the Coefficients. The arguments for bounding the coeﬃcients of P are similar to those for the degree, so we present them in less
detail. We have already bounded the height of FS (Lemma 3.3), so it is easy
to bound H ðh0 ðFS ÞÞ, the height of the polynomial after the ﬁrst rescaling in
Stage II. Thus, it remains to bound the heights of the rest of the polynomials
used in Stage II. Because these polynomials are all linear or of the special
form xa ð1 xÞb , we then apply Properties 2.9 and 2.10 to bound their
compositions.
Before examining the most general case, we note that for S of cardinality
s53, as in the case of the degree, H ðP Þ is easy to bound. If s ¼ 1, then P is
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linear and H ðP Þ4HS by Property 2.9. If s ¼ 2 and S  Q, then H ðP Þ42HS2 ,
by Property 2.8. Finally, if s ¼ 2 and SgQ, a straightforward computation
composing the minimal polynomial for S with an appropriate linear
rescaling gives a polynomial P with H ðP Þ422 HS4 .
Thus we consider s53. Assume in the following lemmas that D is nonzero, so D52. (Otherwise take FS to be the identity, HS in place of HT , and
without loss of generality, s in place of D.)
Lemma 3.6.

For h0 as in the algorithm, we have
D

H ðh0 ðFS ÞÞ523D2

D!

D 1

ðDHS Þ3D2

D!

:

Proof. By Property 2.8, we have H ðh0 ðFS ÞÞ42H ðFS ÞH ðh0 Þ and
D 3
H ðh0 Þ42HT2 . We have proved that HT is bounded by 48ð22 DHS Þ3D2 D! in
D
2
D 1
Proposition 3.1, and H ðFS Þ is bounded by 2D2 D! ðDHS ÞD2 D! in Lemma 3.3,
so combining these and simplifying we have
D

H ðh0 ðFS ÞÞ523D2
Lemma 3.7.

D!

ðDHS ÞD2

D

D!

:

]

For hi and gi as in the algorithm, i51, we have
H ðhi Þ4degðgi Þdegðgi Þ

and
H ðgi Þ42degðgi Þ :
Proof.

Recall that hi ðxÞ ¼ g ð xa Þ, with a þ b5a and degðgi Þ ¼ a þ b.
i

aþb

Hence this has height bounded by ða þ bÞaþb . The second inequality is
Property 2.10. ]
But now all the machinery is in place to bound H ðP Þ inductively. For
example, by Property 2.10,
H ðg1 ðh0 ðFS ÞÞÞ4ð2ðD! þ 1ÞH ðh0 ðFS ÞÞÞdegðg1 Þ :
Then by Property 2.9,
H ðh1 ðg1 ðh0 ðF ÞÞÞÞ 4H ðh1 Þð2ðD! þ 1ÞH ðh0 ðF ÞÞÞdegðg1 Þ
4degðg1 Þdegðg1 Þ ð2ðD! þ 1ÞH ðh0 ðF ÞÞÞdegðg1 Þ :
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In general, for any polynomial f ,
H ðhi 8 gi 8 f Þ4ð2ci ðdegðf Þ þ 1ÞH ðf ÞÞci ;
where ci ¼ degðgi Þ. Continuing in this fashion, alternately applying Properties 2.9 and 2.10, yields the following formula:
H ðhk 8 gk 8 hk
52

Pk
i¼1

1

8 gk

ðci ciþ1 ...ck Þ

1

8 h0 8 F S Þ

8

H ðh0 ðFS ÞÞc1 c2 ...ck

k
Y

cci i ciþ1 ...ck

i¼1



k
Y

ðci 1 ci

2

. . . c1 c0 þ 1Þðci ciþ1 ...ck Þ

i¼1

with c0 ¼ degðFS Þ ¼ D!.
Now note that H ðP Þ ¼ H ðFT 8 FS Þ ¼ H ðhs 2 8 gs 2 8hs 3 8 gs 3 8
8 h0 8 FS Þ,
with s the size of S, so for k ¼ s 2, the formula gives the bound on the
height of the polynomial. Recall the behavior of the degrees of the gi , given
i 1
by ci 4c2c
i 1 for i51. Thus we have shown the following theorem.
Theorem 3.2. Let GðxÞ ¼ x2x and let Gi ðxÞ ¼ G 8 G8
8 G be the
composition of i factors G with G0 ðxÞ ¼ x. Given a finite, non-empty set
% , closed under Galois action, of cardinality s, with D irrational elements,
SQ
and of height HS , there exists a non-constant polynomial P ðxÞ 2 Q½x with
P ðS [ fzeroes of P 0 gÞ  f0; 1g such that:
*
*
*
*

if s ¼ 1, then H ðP Þ4HS ,
if s ¼ 2, and S  Q, then H ðP Þ42HS2 ,
if s ¼ 2 and SgQ, then H ðP Þ422 HS4 ,
and otherwise if s53, then with c0 ¼ D!, c1 ¼ 2HT3 , and ci ¼ Gi 1 ðc1 Þ,
D
and finally M5ð23 DHS ÞD2 D! , we have
s 2
Ps 2
Y
H ðP Þ 52 i¼1 ðci ciþ1 ...cs 2 Þ ðMÞc1 c2 ...cs 2
cci i ciþ1 ...cs 2
i¼1



s 2
Y

ðci 1 ci

2

. . . c1 c0 þ 1Þci ciþ1 ...cs

2

i¼1

This expression is extremely cumbersome, though. For such a rough
bound, it suﬃces to note that every term with a contribution of cs 2 far
outweights any other. We omit the details, but one can obtain
3c2s 2
2 :

H ðP Þ5cs
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4.

RATIONAL FUNCTION CASE

4.1. Notation and Algorithm. As in the polynomial case, we ﬁrst present
the algorithm for producing rational functions which we will use to compute
the bound. There are a number of algorithms one might construct oneself or
choose from; for example, as mentioned earlier, Belyi’s original algorithm
produced rational functions. However, we are interested in achieving
bounds much lower than those in the polynomial case and thus in
particular, in avoiding the many compositions of Stage II of the previous
algorithm. See a more recent preprint of Belyi’s, [1], for one possible
improved method.
The algorithm stated here uses essentially the same method as [1] but has
a very economical presentation. We thank Frits Beukers for drawing our
attention to this idea of Jean Marc Couveignes’. With the same notation
given earlier, that is, S a ﬁnite, non-empty set of algebraic numbers closed
under Galois action with size s and height HS , the algorithm produces
RðxÞ 2 QðxÞ where RðSÞ  f0; 1; 1g and RðxÞ is ramiﬁed over at most those
three points.
Stage I. Follow Stage I of the previous algorithm to construct
FS ðxÞ 2 Q½x . Then T  Q is given by
T ¼ fFS ðaÞ : FS0 ðaÞ ¼ 0g [ fFS ðSÞg:
Stage II. Let T ¼ f0; b1 ; . . . ; bn g, n5s. (Note that while the bi are not
necessarily ordered, we do distinguish zero in the set.) Let
GT ðxÞ ¼

n 
Y
i¼1

1

x
bi

ri
;

where the ri are non-zero integral solutions to the system of equations
n
X
ri
¼0
k
i¼1 bi

for k ¼ 1; . . . ; n

1:

Set RðxÞ ¼ GT 8 FS , ﬁnishing the algorithm.
For completeness, we check that with this construction GT satisﬁes the
desired ramiﬁcation properties and make a few comments. The system of
equations for the ri come from the following constraint: let GT ¼ 1 þ cxn þ
(higher-order terms). Consider the logarithmic derivative, given by
n
G0T X
ri =bi
¼
:
GT
1
x=bi
i¼1
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This must be of the form cxn 1 þ (higher-order terms), which yields the
equations for the ri . But then as zero is the root of G0T =GT ¼ 0 with
multiplicity n 1, no new ramiﬁcation has been introduced by GT .
Note also that each bi is sent to 0 or 1 as ri is positive or negative, and 0
is sent to 1. Thus it remains only to show that no ri can be zero, but this
follows from the fact that the system of equations generate a Vandermonde
matrix. More speciﬁcally, solving explicitly for the ri , say by Cramer’s rule,
involves determinants of Vandermonde matrices, which are given by the
product of diﬀerences of the matrix entries and hence are never zero here.
This remark is of computational interest in generating Belyi functions not
only because it shows there is a solution where every ri is non-zero, which is
necessary to control the ramiﬁcation, but also because ordinarily using
determinants is a computationally expensive operation to implement yet in
the special case of Vandermonde matrices can be practical.

4.2. Bounding the Degree. To bound the degree of RðxÞ, where
RðxÞ ¼ GT 8 FS , since we already have that FS is of degree at most D!, we
must simply bound the degree of GT . In fact, most of the work for this has
been done by computing a bound for the height HT of the set T , which is
given in Proposition 3.1, Section 3.2. We also require the following result
regarding solutions to the system of equations that generate the exponents
in GT .
Proposition 4.1. If T ¼ fb1 ; . . . ; bn g 2 Q =f0g is of height HT , then there
exists a non-trivial solution ðr1 ; . . . ; rn Þ 2 Zn for the system of equations
Pn

i¼1

Pn

i¼1

Pn

i¼1

ri
¼ 0;
bi
ri
¼ 0;
b2i

..
.
ri
¼0
n 1
bi

with
H ðri Þ42ðn

2Þðn 1Þ

HTð3n

4Þðn 1Þ

:

Proof. The existence of such a non-zero solution follows from linear
algebra, and we can solve directly for the ri ’s, using Cramer’s rule to first
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obtain a solution in Qn . Setting rn ¼
ri ¼
where A is the ðn

1, we have

det Mi
;
det A

1Þ matrix with entries ðajk Þ ¼ b1j and Mi is the

1Þ  ðn

k

matrix A with the ith column replaced by entries of ðaji Þ ¼ b1j .
n
As A and Mi are Vandermonde matrices (after pulling out constants), the
expression for ri is readily simpliﬁed to
ri ¼

n 1
bi Y
1
bn k¼1 bn

1
bk

 Y
n 
k¼1
k=i


1
:
bk

1
bi

Applying properties of heights and valuations, we obtain
H ðri Þ42ðn
for 14i4n

2Þ

HTð3n

4Þ

1 and
H ðrn Þ ¼ 1:

Therefore, we can scale up to obtain integral solutions with
H ðri Þ4ð2ðn
which gives the proposition.

2Þ

HTð3n

4Þ ðn 1Þ

Þ

;

]

Remark 4.1. Had the system of equations not been of such a special
form, one could still easily bound solutions with Siegel’s Lemma. Given m
equations, n unknowns, and integral coeﬃcients bounded in absolute value
by C, there is a non-trivial solution set bounded in every entry by
1 þ ðnCÞn=ðm nÞ . In fact, one can use a sharper form of Siegel’s Lemma, such
as Bombieri and Vaaler proved in [3]. However, their result beneﬁts from
reducing by common divisors of minors of a certain determinant, which we
cannot necessarily do here. Also, it should be noted that Siegel’s Lemma is
stronger when there is a greater diﬀerence between the number of equations
and number of unknowns; here the diﬀerence is only one.
% , closed under Galois
Theorem 4.1. Given a finite, non-empty set S  Q
action, of cardinality s, with D irrational elements, and of height HS , there
exists a non-constant function RðxÞ 2 QðxÞ with RðSÞ  f0; 1; 1g, ramified
over at most f0; 1; 1g, such that
*

if s53, then degðRÞ42,
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*

if s53 and S  Q, then
degðRÞ5ðs

*

1Þ2ðs

2Þðs 1Þ

HSð3s

4Þðs 1Þ

;

and otherwise if s53 and SgQ, then
degðRÞ5ð4DHS Þ3

2

D2D 2 D!ðs 2Þ2

:

Proof. The existence of RðxÞ follows from the algorithm of Section 4.1
where the discussion shows that R has the required ramiﬁcation properties.
For the case when s53, the argument is the same as that for the polynomial
case. Otherwise, to bound the degree of R ¼ GT 8 FS , we use that
degðGT Þ4ðs 1Þ maxi jri j, since there are at most ðs 1Þ exponents ri
contributing to the degree; also, we know degðFS Þ4D!.
If S  Q, then D ¼ 0 and HT ¼ HS , so the previous proposition gives the
bound
degðRÞ5ðs

1Þ2ðs

2Þðs 1Þ

HSð3s

4Þðs 1Þ

;

which is rounded up further in the Introduction. Finally, if SgQ, again we
apply the previous proposition along with the bound for HT proved in
Section 3.2, Proposition 3.1. This yields
degðRÞ5D!ðs

1Þ2ðs

2Þðs 3Þ

ð48ð22 DHS Þ3D2

D 2

D! ð3s 7Þðs 2Þ

Þ

:

If D is much less than s, note that this expression gives a better bound than
that stated in the theorem of the Introduction. Since s5D, we can write this
bound in terms of s. First rounding up for simplicity, we get
2

D 2

degðRÞ 5ð4DHS Þ3 D2
2 s 2

4ð4sHS Þ3 2

s!s3

D!ðs 2Þ2

:

]

4.3. Bounding the Coefficients. Until now we have not used the height of
a rational function; recall that this is bounded by the height of its numerator
and denominator. Since RðxÞ ¼ GT 8 FS , given information about the height of
GT and FS , one might use composition properties modiﬁed for rational
functions to bound the height. However in this case, because GT is of such a
speciﬁc form, that is, the product of binomials, we will proﬁt more from simply
using Property 2.4, which bounds products. We prove the following result.
% , closed under Galois
Theorem 4.2. Given a finite, non-empty set S  Q
action, of cardinality s, with D irrational elements, and of height HS , there
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exists a non-constant function RðxÞ 2 QðxÞ with RðSÞ  f0; 1; 1g, ramified
over at most f0; 1; 1g, such that:
*
*
*
*

if
if
if
if

s ¼ 1, then H ðRÞ4HS ,
s ¼ 2 and S  Q, then H ðRÞ42HS2 ,
s ¼ 2 and SgQ, then H ðRÞ422 HS4 ,
s53 and S  Q, then
H ðRÞ5ð4HS Þðs

*

1Þ2ðs

3Þðs 2Þ

HSð3s

7Þðs 2Þ

and otherwise if s53 and SgQ, then
H ðRÞ5ð2DHS Þð2DHS Þ

3D2D D!s2

:

Proof. The ﬁrst cases, for s42, are as in the polynomial case. For s53,
following the algorithm given in Section 4.1, we have that
RðxÞ ¼

s 1
Y
i¼1

1


FS ðxÞ ri
bi

is a function satisfying the desired ramiﬁcation properties with FS , bi , and ri
as given in the algorithm. Let Rþ ðxÞ and R ðxÞ denote the numerator and
denominator in Q½x of RðxÞ. To bound H ðRÞ, it suﬃces to put an upper
bound on Rþ ðxÞ (or equivalently on R ðxÞ). From Property 2.4, we get

Y
Y 
FS ðxÞ
þ
H ðR ðxÞÞ4 ðD! þ 1Þ
H 1
;
bi
where both products are taken over the sum of the positive ri , with each bi
appearing ri times. Now for a single factor, by Property 2.8 we have


FS ðxÞ
H 1
42H ðbi ÞH ðFS Þ;
bi
which is
42HT H ðFS Þ
for all i. Let M denote the maximum of the ri , so the sum of the ri is at most
nM, where n is the number of non-zero elements of T , as in the algorithm.
Thus we have
H ðRþ ðxÞÞ4ððD! þ 1Þ2HT H ðFS ÞÞnM
with n4s

1, as not all the ri are of the same sign.
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For the case when S  Q, we have D ¼ 0 and FS ðxÞ ¼ x, so HT ¼ HS ,
H ðFS Þ ¼ 1, n ¼ s 1, and M ¼ H ðri Þ from Proposition 4.1. This gives
H ðRþ ðxÞÞ4ð4HS Þðs

1Þ2ðs

3Þðs 2Þ

HSð3s

7Þðs 2Þ

and thus, we can round up to
H ðRÞ5ð2HS Þ2

s2

HS3s

2

:

Otherwise, it remains simply to use the prior bound work, where M is
again given by the height H ðri Þ in Proposition 4.1, HT is bounded in
Proposition 3.1, and H ðFS Þ is bounded in Lemma 3.3. Also, we have
n ¼ s 2, since there are at most s 1 exponents ri of which at least one is
of sign diﬀerent than the others. After some algebraic manipulation, one can
obtain
H ðRÞ5ð2DHS Þð2DHS Þ

3D2D D!s2

:

The details are left to the reader. Leaving D in the expression allows one to
proﬁt in the case where D is much less than s; noting s5D gives the theorem
of the Introduction. ]
5. REMARKS
5.1. A Lower Bound on the Polynomial Degree. It is natural to ask for a
lower bound of a Belyi map, which, at least for the degree, is an easy
consequence of the Riemann–Hurwitz formula. For the polynomial case,
consider P mapping from P1 ðCÞ to P1 ðCÞ, totally ramiﬁed over 1. Then by
Riemann–Hurwitz, one ﬁnds that the inverse image of f0; 1g, our only other
ramiﬁcation points, is of size at most degðP Þ þ 1. In other words, one has
degðP Þ5#S

1:

In fact this polynomial degree bound is sharp, for example, in the simple
case S ¼ f1; 0; 1g and P ðxÞ ¼ x2 (or more generally, for zn an nth root of
unity, S ¼ f0; zn ; z2n ; . . . ; znn 1 ; 1g and P ðxÞ ¼ xn ).
5.2. Regarding Upper Bounds and Curves. The upper bounds given in the
theorems are by no means sharp. From the outset, the height lemmas are
chosen to be easy to work with and compose rather than to give as sharp as
possible a result. However, the bounds do give an indication of the general
growth of the Belyi map relative to the size of S following Belyi’s algorithm.
In practice, one would like to start with a curve, C, rather than a set of
ramiﬁcation points in P1 .
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As an example, consider the case of an elliptic curve, E. Given in Legendre
normal form, we have (for l 2 C =f0; 1g)
E : y 2 ¼ xðx

1Þðx

lÞ:

Every elliptic curve E deﬁned over a number ﬁeld K is isomorphic (over K% )
to such a form. Projection in the x-coordinate gives a degree two map
ramiﬁed over f0; 1; l; 1g. Therefore, one can apply the theorems of Section
3 or 4 to obtain a bound on the degree of a Belyi map as a function of
s ¼ degðlÞ þ 2 and HS ¼ H ðlÞ.
Given a speciﬁc curve, or restricting to some set of curves, typically ad hoc
methods will give lower Belyi map bounds than the algorithms do. In [6],
Jones and Singerman give the example of the nth Fermat Curve given by
xn þ y n ¼ 1 of genus ðn 1Þðn 2Þ=2. The projection map, say in the xcoordinate, gives a map of degree n ramiﬁed over the nth roots of unity,
which we can then compose with the xn map noted in the previous section.
One can check that this gives a map of degree n2 ramiﬁed over at most
f0; 1; 1g. For the case of elliptic curves, one might do better starting with a
minimal Weierstrass form.
5.3. Belyi Maps for Non-zero Characteristic. Although Belyi’s theorem is
for curves over number ﬁelds, it is of interest to ask what happens over
characteristic p=0. Let F% p denote the algebraic closure of the ﬁnite ﬁeld Fp .
Working in characteristic p, with maps from P1 ðF% p Þ to itself, it is in fact easy
to kill any ramiﬁcation while using pth powers so that no new ramiﬁcation
is introduced (forcing that the derivative has coeﬃcients of p). See [10,
p. 335], for one possible proof.
Sa.ıdi notes that for a curve C, if p > 2 then by a result of Fulton’s there is
a map from C to P1 ðF% p Þ that is tamely ramiﬁed over a ﬁnite set S, in
particular, of ramiﬁcation degree 2 over each point. (We assume the curve is
algebraic over F% p .) Thus one can construct a Belyi-like map, unramiﬁed
outside f0; 1; 1g from C to P1 ðF% p Þ.
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