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Abstract
For any finite group G and any prime p one can ask which ordinary irreducible repre-
sentations remain irreducible in characteristic p. We answer this question for p “ 2 when
G is a proper double cover of the symmetric group. Our techniques involve construct-
ing part of the decomposition matrix for a Rouquier block of a double cover, restricting
to subgroups using the Brundan–Kleshchev modular branching rules and comparing the
dimensions of irreducible representations via the bar-length formula.
1 Introduction
For any finite group G and prime number p, it is an interesting question to ask which or-
dinary irreducible representations of G remain irreducible in characteristic p. This question
was answered some time ago for the symmetric groups [JM2, JM3, Ly, F1, F2], and more re-
cently [F4] for the alternating groups. In this paper we address double covers of the symmetric
groups; since (in all but finitely many cases) these are Schur covers, we implicitly also address
the question of which ordinary irreducible projective representations of the symmetric groups
remain irreducible in characteristic p.
We denote a chosen double cover of Sn by S˜n (though in fact our results apply equally
well to the other double cover); thus S˜n has a central involution z such that S˜n{xzy – Sn. In
any characteristic one can separate the irreducible representations of S˜n into “linear” repre-
sentations (on which z acts trivially) and “spin” representations (on which z acts as ´1). The
irreducible linear representations are also irreducible representations ofSn, and so the answer
to our main question for linear representations of S˜n follows at once from the answer for Sn.
So we need only consider spin representations. In fact in this paper we prefer to work in the
language of characters: the ordinary irreducible spin characters of S˜n are labelled by 2-regular
partitions of n: there is a single character xλy for every 2-regular partition λ of n with an even
number of even parts, and a pair of associate characters xλy`, xλy´ for every λ with an odd
number of even parts. In the latter case, we write xλy to mean “either xλy` or xλy´”, so our
main question becomes “for which λ is the p-modular reduction of xλy irreducible?”.
There has been a recent resurgence of interest in the representation theory of S˜n in odd
characteristic. We hope to address this case in a future paper, but in the present paper we work
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instead in characteristic 2. Apart from the fundamental paper [BO] of Bessenrodt andOlsson in
1997 from which we take some important results, this situation has been relatively neglected,
but we hope that the present paper will spark a revival. Note that in characteristic 2 the central
involution zmust act as 1 on an irreducible representation, so there are no irreducible spin rep-
resentations. So the irreducible Brauer characters in characteristic 2 are precisely those coming
from Sn, namely the characters ϕpµq of the “James modules” D
µ. Thus the 2-modular reduc-
tion of any ordinary irreducible spin character decomposes as a sum of characters ϕpµq. This
means that the decomposition matrix of S˜n in characteristic 2 consists of the decomposition
matrix of Sn extended downwards by a “spin matrix” with rows corresponding to ordinary
irreducible spin characters. Although this spin matrix can be computed algorithmically given
the decomposition matrix ofSn, it remains fairly mysterious in general. A key contribution in
the present paper is to describe part of this matrix (specifically, the part with rows labelled by
2-regular partitions having no even parts greater than 2) for Rouquier blocks of S˜n.
We now indicate the structure of the paper and of the proof of our main theorem. In Sec-
tion 2 we set out the background information we shall need; we try to provide enough in-
formation to make the paper reasonably self-contained, though we do make some effort at
concision. In Section 3 we recall the notion of a 2-Carter partition which enables us to state our
main theorem. In Section 4 we examine character degrees, which are an important ingredient
in our proof. The key observation here is that if xλy and xµy are ordinary characters having a
2-modular constituent in common, and if the degree of xλy is greater than the degree of xµy ,
then the 2-modular reduction of xλy cannot be irreducible. It turns out that (in contrast to the
more famous hook-length formula for the degrees of linear characters) the bar-length formula
for spin characters allows us to compare degrees quite easily. In Section 5 we consider spin
characters lying in a “Rouquier” block of S˜n. While Rouquier blocks of symmetric groups
have been studied extensively in the last few years, this appears to be the first time they have
been considered for the double covers in characteristic 2. By constructing various projective
characters and exploiting connections with symmetric functions, we describe part of the de-
composition matrix for a Rouquier block. We then extend this beyond Rouquier blocks to spin
characters labelled by what we call separated partitions, and give a proof of our main theorem
for separated partitions. In Section 6 we complete the proof of our main theorem, by consid-
ering non-separated partitions. Here we use an inductive proof (similar in spirit to that used
for the alternating groups in [F4]), based on Kleshchev’s modular branching rules. In Section 7
we consider possibilities for future work, and in Section 8 we provide an index of notation.
The author would like to express his gratitude to the referee for a careful and thorough
reading of the paper, and some very helpful comments.
The research presented in this paper would not have been possible without extensive com-
putations using GAP [GAP].
2 Background
Throughout this section F is a fixed field of characteristic 2.
2.1 Symmetric groups, Hecke algebras and Schur algebras
We let Sn denote the symmetric group of degree n, and FSn its group algebra over F. The
representation theory of FSn is well-studied, and in the last twenty years or so has become
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increasingly intertwined with the representation theory of a certain (Iwahori–)Hecke algebra.
Specifically, we let Hn denote the Iwahori–Hecke algebra of Sn over C with quantum pa-
rameter ´1; this has generators T1, . . . , Tn´1, with defining relations pTi ` 1q
2 “ 0 for each i,
together with the braid relations TiTi`1Ti “ Ti`1TiTi`1 for 1 6 i 6 n´ 2 and TiTj “ TjTi for
1 6 i ă j´ 1 6 n´ 2. The representation theory of Hn is closely related to the representation
theory of FSn: the canonical labelling sets for the Specht modules and simple modules for
these algebras are the same, and (as we shall see) there is a close relationship between their
decomposition matrices. The main advantage of introducing Hn into the subject is that its de-
composition numbers are better understood than those of FSn (indeed, they can be computed
using the LLT algorithm [LLT]). We shall exploit this later, although the relationship between
the symmetric group and the Hecke algebra does not extend well to double covers ofSn.
Another important family of algebras in this area is the family of Schur algebras introduced
by Green [Gr], and more generally the q-Schur algebras defined by Dipper and James [DJ, Defi-
nition 2.9]. We just concentrate on two of these algebras, for each n: let Spnq denote the classical
Schur algebra over F (which is SFp1, nq in the notation of Dipper–James), and let S˝pnq denote
the q-Schur algebra over C with quantum parameter q “ ´1, i.e. SCp´1, nq in the Dipper–
James notation. Spnq is related to FSn via the Schur functor, which shows in particular that
the decomposition matrix of FSn can be obtained from that of Spnq by deleting some of the
columns. S˝pnq is related to Hn is a similar way. As we shall see, the decomposition matrix of
Spnq also appears in the adjustment matrices of Rouquier blocks.
2.2 Double covers of Sn and projective representations
Nowwe consider double covers. In this paper we work with the group S˜n with generators
s1, . . . , sn´1, z, subject to relations
z2 “ 1,
zsi “ siz for 1 6 i 6 n´ 1,
s2i “ 1 for 1 6 i 6 n´ 1,
sisi`1si “ si`1sisi`1 for 1 6 i 6 n´ 2,
sisj “ zsjsi for 1 6 i 6 j´ 2 6 n´ 3.
Then S˜n is a double cover of the symmetric groupSn: the subgroup xzy is central, and setting
z to 1 in the above presentation yields the Coxeter presentation of Sn.
In fact, S˜n is a Schur cover ofSn for n > 4. This means that linear representations of S˜n are
equivalent to projective representations of Sn, i.e. homomorphisms from Sn to PGLpVq for a
vector space V. Thus our main theorem can be phrased in terms of projective representations.
For n 6 3, Sn is its own Schur cover (note that the final relation in the presentation above
never occurs when n 6 3, so that S˜n is just the direct product of Sn and xzy). Nevertheless, it
makes sense to work with the group S˜n for all n > 0, and we do so in this paper to help with
our induction proofs.
We remark that for n > 4 there is an alternative Schur cover obtained by replacing the
relation s2i “ 1 with s
2
i “ z; this is isomorphic to S˜n only when n “ 6, but in general is isoclinic
to S˜n, and so from our point of view its representation theory is the same.
Now we consider the different types of irreducible representations of S˜n. In an irreducible
representation of S˜n over any field, the central element z must act as 1 or ´1. Irreducible rep-
resentations in which z acts as 1 correspond exactly to irreducible representations of Sn, and
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we refer to these as linear representations. Studying linear representations of S˜n is equiva-
lent to studying representations of Sn, so in this paper we shall be chiefly concerned with the
representations where z acts as ´1, which we call spin representations.
For an introduction to the representation theory of S˜n, we refer the reader to the book by
Hoffman and Humphreys [HH].
2.3 Partitions
The representations of the symmetric groups and their double covers are conventionally
labelled by partitions. In this paper, a partition is an infinite weakly decreasing sequence λ “
pλ1,λ2, . . . q of non-negative integers with finite sum, which we denote |λ|. If |λ| “ n, then we
say that λ is a partition of n. The integers λ1,λ2, . . . are called the parts of λ. When writing
partitions, we conventionally omit the trailing zeroes and group together equal parts with a
superscript (so that we write the partition p4, 4, 3, 1, 1, 1, 0, 0, 0, . . . q as p42, 3, 13q), and we write
the unique partition of 0 as ∅. A partition is 2-regular if it does not have two equal non-zero
parts, and 2-singular otherwise. We write Ppnq for the set of partitions of n, and Dpnq for the
set of 2-regular partitions of n, and set P “
Ť
n>0 Ppnq and D “
Ť
n>0Dpnq.
If λ P P , the conjugate partition λ1 is defined by setting
λ1r “ |tk > 1 | λk > ru|
for all r. The dominance order on Ppnq is defined by saying that λ dominates µ (and writing
λ Q µ) if
λ1` ¨ ¨ ¨ `λr > µ1` ¨ ¨ ¨ ` µr
for all r > 1.
The Young diagram of a partition λ is the set
tpr, cq | r > 1, 1 6 c 6 λru Ă N
2.
We often identify a partitionwith its Young diagram; for example, wemay write λ Ď µ tomean
that λi 6 µi for all i. The elements of the Young diagram of λ are called the nodes of λ. More
generally, we use the term node for any element of N2. We draw Young diagrams as arrays of
boxes using the English convention, in which r increases down the page and c increases from
left to right.
A node of λ is removable if it can be removed from λ to leave the Young diagram of a smaller
partition, while a node not in λ is an addable node of λ if it can be added to λ to leave the Young
diagram of a larger partition. The residue of a node pr, cq is the residue of c´ r modulo 2. We
refer to a node of residue i as an i-node.
Nowwe introduce some notions relating to spin representations. The spin residue of a node
pr, cq is the residue of tc{2u modulo 2; that is, 0 if c ” 0 or 1 pmod 4q, and 1 otherwise. If λ
is a 2-regular partition and i P t0, 1u, we write λÓi for the smallest 2-regular partition which
can be obtained from λ by removing nodes of spin residue i; the nodes removed are called
i-spin-removable nodes of λ.
For example, let λ “ p9, 6, 4, 3, 1q. Then λÓ0 “ p7, 6, 4, 3q and λÓ1 “ p9, 5, 4, 2, 1q. The
following diagram shows the spin residues of the nodes of λ, with the spin-removable nodes
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highlighted.
0 1 1 0 0 1 1 0 0
0 1 1 0 0 1
0 1 1 0
0 1 1
0
Some notation for partitions
In this paper we shall use some notation for partitions which, although quite natural, is not
particularly standard.
Suppose λ and µ are partitions and a P Q such that aλi P Z>0 for all i. Then we write
• aλ for the partition paλ1, aλ2, . . . q;
• λ` µ for the partition pλ1` µ1,λ2` µ2, . . . q;
• λ\µ for the partition obtained by combining all the parts of λ and µ and arranging them
in decreasing order.
Furthermore, we may use these operations simultaneously, and they take precedence in the
order they appear above, so that λ\ aµ` ν means λ\ppaµq` νq.
For example, if λ “ p11, 7, 3q, µ “ p3, 12q and ν “ p10, 2q, then we can define the partition
λ` 4µ\ ν “ p23, 11, 10, 7, 2q.
2.4 2-cores and 2-quotients
We now set out some of the combinatorics of partitions relevant to the 2-modular represen-
tation theory of the symmetric group. Everything we shall say has analogues for all primes p,
but we stick to p “ 2 in the interest of brevity.
Suppose λ P P . A rim 2-hook of λ is a pair of (horizontally or vertically) adjacent nodes of
λ which may be removed to leave a smaller Young diagram; we call the rim hook horizontal
or vertical accordingly. The 2-core of λ is the partition obtained by repeatedly removing rim
2-hooks until none remain. The 2-core is well defined, and has the form pc, c´ 1, . . . , 1q for
some c > 0. The 2-weight of λ is the number of rim 2-hooks removed to reach the 2-core.
This may be visualised using the abacus. Take an abacus with two infinite vertical runners,
and label these 0 and 1 (with 0 being the runner on the left). On runner a mark positions
. . . , a´ 4, a´ 2, a, a ` 2, a` 4, . . . , so that position 2i` 1 is directly to the right of position 2i
for all i. Now given a partition λ, place a bead on the abacus at position λr ´ r for each r.
The resulting configuration is called the abacus display for λ. The key observation motivating
the abacus is that removing a rim 2-hook corresponds to sliding a bead into an empty position
immediately above. Hence an abacus display for the 2-core of λmay be obtained by repeatedly
sliding beads up until every bead has a bead immediately above it.
The abacus also allows us to define the 2-quotient of a partition. Given the abacus display
for λ and given a P t0, 1u, examine runner a in isolation, and let λ
paq
i be the number of empty
positions above the ith lowest position, for each i. Then λpaq “ pλ
paq
1 ,λ
paq
2 , . . . q is a partition,
and the pair pλp0q,λp1qq is the 2-quotient of λ.
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Example. The partition λ “ p6, 42, 3q has 2-core p2, 1q, as we see from the Young diagram (in
which we indicate removed rim 2-hooks) and the abacus displays of these two partitions.
Examining the runners in the display for λ, we see that the 2-quotient of λ is pp3q, p2, 12qq.
Later we shall need the following simple lemma (a version of this for arbitrary p appears
in [F2, §1.1.1], among other places).
Lemma 2.1. Suppose µ P P , and let pµp0q, µp1qq be the 2-quotient of µ. Then the 2-quotient of µ1 is
ppµp1qq1, pµp0qq1q.
The final thing we need relating to cores and quotients is the 2-sign of a partition. This was
originally introduced by Littlewood [Li, p. 338], but we use the alternative definition from [J4,
p. 229]. Suppose µ is a partition, and construct the 2-core of µ by repeatedly removing rim
2-hooks. Let a be the number of vertical hooks removed. a is not well-defined, but its parity is,
and so we may safely define the 2-sign ǫpµq “ p´1qa of µ.
We will need the following very simple observation.
Lemma 2.2. Suppose µ is a partition of 2-weight w. Then ǫpµ1q “ p´1qwǫpµq.
2.5 Irreducible modules, irreducible characters and decomposition numbers
Having established the necessary background relating to the combinatorics of partitions,
we can discuss modules and decomposition numbers for the groups and algebras studied in
this paper.
For each λ P Ppnq, we write Sλ for the Specht module for Sn, as defined (over an arbitrary
field) by James [J3]; in particular, Spnq is the trivial module. Working over our field F of char-
acteristic 2, suppose λ P Dpnq; then Sλ has a unique irreducible quotient Dλ, which we call the
James module. The modules Dλ give all the irreducible FSn-modules as λ ranges over Dpnq.
A similar situation applies for the Hecke algebra Hn: for each λ P Ppnq there is a Specht
module for Hn (which we shall also denote S
λ), which has a unique irreducible quotient Dλ
when λ is 2-regular, and the modules Dλ are the only irreducible Hn-modules up to isomor-
phism.
Nowwe consider the Schur algebras. For every λ P Ppnq there is aWeyl module ∆λ for Spnq,
which has a unique irreducible quotient Lλ. Note that the labelling we use for these modules
is that used in James’s paper [J4] (and is the opposite of that in most other places), so that the
Specht module Sλ is the image of ∆λ (and not ∆λ
1
) under the Schur functor. Similarly for the
p´1q-Schur algebra S˝pnq we have a Weyl module ∆λ and an irreducible module Lλ for every
λ P Ppnq.
With these conventions established, we can define decomposition numbers. For any λ, µ P
Ppnq, we define Dλµ to be the composition multiplicity r∆
λ : Lµs for the Schur algebra Spnq.
The fact that Spnq is a quasi-hereditary algebra gives the following.
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Proposition 2.3. Suppose λ, µ P Ppnq. Then Dλλ “ 1, and Dλµ “ 0 unless µ Q λ.
We emphasise that we use the convention from [J4] for labelling Weyl modules; with the
more usual convention the symbol Q would become P in the above proposition. This conven-
tion also means that when µ P Dpnq, Dλµ is also the compositionmultiplicity rS
λ : Dµs forSn in
characteristic 2. The matrix with entries pDλµqλ,µPPpnq is the decomposition matrix for Spnq, and
the matrix with entries pDλµqλPPpnq,µPDpnq is the decomposition matrix for Sn in characteristic
2. We may write either of these matrices simply as D, if the context is clear.
A similar situation applies for Hecke algebras and p´1q-Schur algebras. For λ, µ P Ppnq
we write D˚λµ for the composition multiplicity r∆
λ : Lµs for the p´1q-Schur algebra S˝pnq; if
µ P Dpnq, then this also equals the multiplicity rSλ : Dµs for the Hecke algebraHn. In addition,
Proposition 2.3 holds with D replaced by D˚. Furthermore, the decomposition numbers Dλµ
and D˚λµ are related by the theory of adjustment matrices: if we fix n and let D denote the de-
composition matrix of Spnq and D˚ the decomposition matrix of S˝pnq, then the square matrix
A defined by D “ D˚A is called the adjustment matrix for Spnq. A is automatically lower unitri-
angular (i.e. Proposition 2.3 holds with D replaced by A), and remarkably A has non-negative
integer entries; this statement appears in [M, Theorem 6.35], and derives from the theory of
decomposition maps [Ge]. By taking only the rows and columns of A labelled by 2-regular
partitions we obtain the adjustment matrix for Sn in characteristic 2, which we also call A;
then if we let D, D˚ denote the decomposition matrices forSn andHn, we again have D “ D˚A.
Now we come to double covers. Here (and for the rest of the paper) we work with char-
acters, rather than modules. This is because we do not have particularly nice constructions
of the modules affording the irreducible characters of double covers, and because statements
about the decomposition of projective modules are more readily expressed in terms of projec-
tive characters. Since we are only concerned with composition factors and not with module
structures, there is no loss in working with characters.
With this in mind, we introduce notation for the characters of the Sn-modules described
above: let JλK denote the character of the Specht module Sλ over C, so that tJλK | λ P Ppnqu is
the set of ordinary irreducible characters of Sn. For λ P Dpnq, let ϕpλq denote the 2-modular
Brauer character of the James module Dλ. Since Sn is a quotient of S˜n, the characters JλK and
ϕpλq naturally become characters of S˜n, and we shall always view them in this way. Note
that in characteristic 2, the central element z lies in the kernel of any irreducible representation
of S˜n, so the irreducible representations of S˜n are precisely those arising from the irreducible
representations of Sn. Thus t ϕpλq | λ P Dpnqu is the set of irreducible 2-modular Brauer char-
acters of S˜n.
Nowwe look at spin characters. For each λ P Dpnq, let evpλq denote the number of positive
even parts of λ, and write
D`pnq “ tλ P Dpnq | evpλq is evenu , D´pnq “ tλ P Dpnq | evpλq is oddu .
Then for each λ P D`pnq, there is an irreducible spin character xλy of S˜n, while for each λ P
D´pnq, there are two irreducible spin characters xλy` and xλy´ of S˜n. The definition of these
characters goes back to Schur, who showed that they are all the irreducible spin characters of
S˜n. A uniform construction of irreducible representations affording these characters was given
much later, by Nazarov [N]. We do not give the representations or their characters explicitly
in this paper; the properties we need will be summarised in later sections.
In fact, for λ P D´pnq the characters xλy` and xλy´ behave very similarly: their values
differ only up to sign, and in particular their degrees are the same and their 2-modular reduc-
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tions are the same. So to make things simpler in this paper we adopt the convention that we
write xλy to mean “either xλy` or xλy´” when λ P D
´pnq.
We also follow the usual convention of omitting brackets from a partition when using the
notation J K or x y ; thus wemay write J4, 22, 1K instead of Jp4, 22, 1qK. We remark that historically
the spin characters have been denoted xλy or xλy˘; we use slightly different notation here
because the brackets x y are already used for two other purposes in this paper. We trust that
there will be no confusion with the use of xµy in [BMO, §4] to denote a projective character of
S˜n in characteristic 3.
We write p : q for the usual inner product on ordinary characters, with respect to which
the irreducible characters are orthonormal. For any character χ of S˜n, we write sχ for the 2-
modular reduction of χ, i.e. the 2-modular Brauer character obtained by restricting χ to the
2-regular conjugacy classes of S˜n. Our main question is then: for which ordinary irreducible
characters χ is sχ irreducible?
We write r : s for the inner product on 2-modular Brauer characters with respect to which
the irreducible characters are orthonormal. Hence the decomposition number Dλµ defined
above equals rĎJλK : ϕpµqs, for λ P Ppnq and µ P Dpnq. Given λ, µ P Dpnq, we write Dspnλµ “
rĚxλy : ϕpµqs. The matrices of integers Dλµ and Dspnλµ together constitute the decomposition
matrix of S˜n in characteristic 2.
Example. The decomposition matrix of S˜5 in characteristic 2 is given below. The top part of
the matrix is the decomposition matrix of S5, with the pλ, µq-entry being Dλµ. The lower part
gives the decomposition numbers for spin characters, with entriesDspnλµ ; note that for λ P D
´p5q
there are identical rows corresponding to xλy` and xλy´. (In all matrices given explicitly in
this paper, we use a dot to mean 0.)
p5
q
p4
,1
q
p3
,2
q
p5q 1 ¨ ¨
p4, 1q ¨ 1 ¨
p3, 2q 1 ¨ 1
p3, 12q 2 ¨ 1
p22, 1q 1 ¨ 1
p2, 13q ¨ 1 ¨
p15q 1 ¨ ¨
p5q ¨ ¨ 1
p4, 1q` 2 ¨ 1
p4, 1q´ 2 ¨ 1
p3, 2q` ¨ 1 ¨
p3, 2q´ ¨ 1 ¨
Remark. This example shows an interesting feature of the answer to ourmain question: We can
re-cast our main question and ask “which irreducible Brauer characters arise as the 2-modular
reductions of ordinary irreducible characters?”. In the case n “ 5 we see that the Brauer
character ϕp3, 2q does not arise as ĎJλK for any λ, but does arise as Ěx5y . So introducing spin
characters can provide constructions of irreducible Brauer characters which might otherwise
be hard to obtain.
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A central result in modular representation theory (which we shall use without comment) is
Brauer reciprocity, which gives a connection between decomposition numbers and indecom-
posable projective characters. Given µ P Dpnq, the projective cover of the James module Dµ
may be lifted to an ordinary representation of S˜n, and we write prjpµq for the character of this
representation; this is called an indecomposable projective character, and the characters prjpµq
for µ P Dpnq give a basis for the space spanned by all projective characters (i.e. characters
which vanish on p-singular elements of S˜n).
Brauer reciprocity says that prjpµq is given in terms of irreducible characters by the entries
in the column of the decomposition matrix corresponding to µ, i.e.
prjpµq “
ÿ
λPPpnq
DλµJλK `
ÿ
λPD`pnq
Dspnλµ xλy `
ÿ
λPD´pnq
Dspnλµ pxλy``xλy´q.
We will use this extensively in Section 5 to derive information on decomposition numbers.
2.6 The inverse of the decomposition matrix of the Schur algebra
Now we state some results which we shall need later concerning the inverses of the matri-
ces D, D˚ and A. These are taken from James’s seminal paper [J4], and derive ultimately from
Steinberg’s tensor product theorem.
Given partitions α, µ with |µ| “ 2|α|, let pµp0q, µp1qq be the 2-quotient of µ, and define
κpα, µq “
#
aα
µp0qµp1q
pif the 2-core of µ is ∅q
0 potherwiseq.
(This is a special case of [J4, Definition 2.13].) Here (and henceforth) aαβγ denotes the Littlewood–
Richardson coefficient corresponding to partitions α, β,γ with |α| “ |β| ` |γ|.
Now we can state two results on the inverse of the decomposition matrix. We begin with a
result for even n; this is a special case of [J4, Corollary 6.9]. Recall that ǫpµq denotes the 2-sign
of a partition µ, defined in Section 2.4.
Proposition 2.4. Suppose λ, µ P Ppnq and all the columns of λ are of even length, and write λ “ α\α.
Then
D˚´1λµ “ p´1q
n{2ǫpµqκpα, µq
and
D´1λµ “ p´1q
n{2ǫpµq
ÿ
βPPpn{2q
D´1αβ κpβ, µq.
The reader following the reference to [J4] may find Corollary 6.9 hard to decipher. Lemma
2.21(iii) in the same paper is also needed to express the term υpβ, σ, µq from Corollary 6.9 in
terms of κpσ, µq.
Note also that the first part of Proposition 2.4 follows from the second part of [J4, Corollary
6.9]; the condition ep ą n given there is regarded as automatically true when working over a
field of characteristic zero.
As a consequence of Proposition 2.4 we can derive some information on the adjustment
matrix A.
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Corollary 2.5. Suppose λ, µ P Ppnq and all the columns of λ are of even length, and write λ “ α\ α.
Then
A´1λµ “
#
D´1αβ pif µ “ β\ β for β P Ppn{2qq
0 pif µ has a column of odd lengthq,
and hence
Aλµ “
#
Dαβ pif µ “ β\ β for β P Ppn{2qq
0 pif µ has a column of odd lengthq.
Proof. The two parts of Proposition 2.4 combine to give
D´1λµ “
ÿ
βPPpn{2q
D´1αβ D˚
´1
pβ\βqµ
for all µ. But the definition of the adjustment matrix also gives
D´1λµ “
ÿ
νPPpnq
A´1λν D˚
´1
νµ
for all µ. Since the rows of D˚´1 are linearly independent, this enables us to deduce the given
expression for A´1λµ .
To get the result for Aλµ, consider the row vector a with entries
aµ “
#
Dαβ pif µ “ β\ β for β P Ppn{2qq
0 pif µ has a column of odd lengthq.
Using the result already proved for A´1, we have
paA´1qµ “
ÿ
νPPpnq
aνA
´1
νµ
“
ÿ
γPPpn{2q
DαγA
´1
pγ\γqµ
“
#ř
γPPpn{2qDαγD
´1
γβ pif µ “ β\ β for β P Ppn{2qq
0 pif µ has a column of odd lengthq
“ δλµ.
Hence a is the λ-row of the adjustment matrix A, as required.
Now we give a corresponding result for odd n; this is also a special case of [J4, Corol-
lary 6.9].
Proposition 2.6. Suppose λ, µ P Ppnq and all the columns of λ are of even length except the first
column. Write λ “ α\ α\ p1q, and let M be the set of partitions obtained which can be obtained by
removing one node from µ. Then
D˚´1λµ “ p´1q
pn´1q{2
ÿ
νPM
ǫpνqκpα, νq,
and
D´1λµ “ p´1q
pn´1q{2
ÿ
βPPppn´1q{2q
D´1αβ
ÿ
νPM
ǫpνqκpβ, νq.
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Again, we deduce information about the adjustment matrix A; this is proved in exactly the
same way as Corollary 2.5.
Corollary 2.7. Suppose λ, µ P Ppnq and all the columns of λ are of even length except the first, and
write λ “ α\ α\p1q. Then
A´1λµ “
#
D´1αβ pif µ “ β\ β\p1q for β P Pppn´ 1q{2qq
0 pif µ has a column (other than the first column) of odd lengthq,
and hence
Aλµ “
#
Dαβ pif µ “ β\ β\p1q for β P Pppn´ 1q{2qq
0 pif µ has a column (other than the first column) of odd lengthq.
2.7 The degree of an irreducible spin character
Let degpχq denote the degree of an irreducible character, i.e. the value χp1q. In this section
we recall the “bar-length formula” which gives the degrees of the irreducible spin characters.
This goes back to Schur [S]. Recall that for λ P D´ we write xλy to mean either xλy` or xλy´.
Theorem 2.8 (The bar-length formula). Suppose λ P Dpnq has length m. Then
degxλy “ 2t
1
2 pn´mqu
n!ś
16i6m λi!
ź
16iăj6m
λi´λj
λi`λj
.
We shall use this formula extensively in Section 4.
2.8 Regularisation and doubling
One of the most useful results in the modular representation theory of Sn is James’s regu-
larisation theorem, which gives an explicit composition factor (occurring with multiplicity 1)
in the p-modular reduction of JλK, for each λ. To state this result for p “ 2, we need to intro-
duce the 2-regularisation of a partition. For l > 0, define the lth ladder in N2 to be the set of
nodes pr, cq for which r` c “ l` 2. The intersection of this ladder with the Young diagram of
a partition λ is referred to as the lth ladder of λ. Now define the 2-regularisation λreg of λ to be
the 2-regular partition whose Young diagram is obtained by moving the nodes of λ as far up
their ladders as possible. For example, if λ “ p42, 34, 1q, then λreg “ p8, 6, 5, 2q, as we see from
the following diagrams, in which we label nodes according to the ladders in which they lie.
0 1 2 3
1 2 3 4
2 3 4
3 4 5
4 5 6
5 6 7
6
0 1 2 3 4 5 6 7
1 2 3 4 5 6
2 3 4 5 6
3 4
Now we can state a simple form of James’s theorem.
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Theorem 2.9 [J1, Theorem A]. Suppose λ P P . Then Dλpλregq “ 1.
Of course, this theorem is extremely useful in determining whether ĎJλK is irreducible, since
it tells us that if ĎJλK is irreducible, then ĎJλK “ ϕpλregq. For the main result in the present paper
it will be useful to have an analogue of Theorem 2.9 for spin characters. Fortunately there is
such a result; this is due to Bessenrodt and Olsson, though a special case was proved earlier by
Benson [Be, Theorem 1.2]. To state this, we need another definition. Given λ P D, define the
double of λ to be the partition
λdbl “
`
rλ1{2s, tλ1{2u, rλ2{2s, tλ2{2u, rλ3{2s, tλ3{2u, . . .
˘
.
In other words, λdbl is obtained from λ by replacing each part λi with two parts which are
equal (if λi is even) or differ by 1 (if λi is odd). The fact that λ is 2-regular guarantees that λ
dbl
is a partition. We write λdblreg to mean pλdblqreg.
Now we can give the “spin-regularisation theorem”; recall that evpλq denotes the number
of positive even parts of a partition λ.
Theorem 2.10 [BO, Theorem 5.2]. Suppose λ P D. Then Dspn
λpλdblregq
“ 2tevpλq{2u.
This result is extremely useful for our main problem: it tells us that Ěxλy can only be ir-
reducible if λ has at most one non-zero even part, and that if Ěxλy is irreducible, then Ěxλy “
ϕpλdblregq.
In order to exploit Theorem 2.10, wewill oftenwant to show that λdblreg “ µdblreg for certain
λ, µ P Dpnqwithout actually calculating λdblreg or µdblreg. We do this using the combinatorics of
slopes. For l > 0, define the lth slope in N2 to be the set of all nodes pr, cq satisfying 2r` tc{2u “
l` 2. Define the lth slope of a partition λ to be the intersection of this slope with the Young
diagram of λ. (n.b. the slopes are essentially the “ladders in the 4¯-residue diagram” considered
in [BO, §3], but we prefer not to over-tax the word “ladder”. The reader should also note that
unlike in [BO] we do not consider shifted Young diagrams.) Nowwe have the following result,
which is implicit in [BO].
Lemma 2.11. Suppose λ is a 2-regular partition and l > 0. Then the number of nodes in the lth slope
of λ equals the number of nodes in the lth ladder of λdbl. Hence if µ is another 2-regular partition, then
λdblreg “ µdblreg if and only if λ and µ have the same number of nodes in slope l for each l.
For example, in the following diagram we label the nodes of p14, 8, 7, 1q with the numbers
of the slopes containing them, and the nodes of p14, 8, 7, 1qdbl “ p72, 43, 3, 1q with the numbers
of the ladders containing them.
0 1 1 2 2 3 3 4 4 5 5 6 6 7
2 3 3 4 4 5 5 6
4 5 5 6 6 7 7
6
0 1 2 3 4 5 6
1 2 3 4 5 6 7
2 3 4 5
3 4 5 6
4 5 6 7
5 6 7
6
Proof. At the level of Young diagrams, replacing λ with λdbl involves replacing the nodes
pi, 1q, . . . , pi,λiqwith
p2i´ 1, 1q, . . . , p2i´ 1, rλi{2sq, p2i, 1q, . . . , p2i, tλi{2uq
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for each i. The former nodes lie in slopes
2i´ 2, 2i´ 1, 2i´ 1, 2i, 2i, . . . , 2i´ 3` rλi{2s, 2i´ 2` tλi{2u
respectively, while the latter nodes lie in ladders
2i´ 2, 2i´ 1, . . . , 2i´ 3` rλi{2s, 2i´ 1, 2i, . . . , 2i´ 2` tλi{2u
respectively. The result follows.
2.9 Blocks
We now recall the 2-block classification for S˜n, which will be very useful in this paper. We
begin by looking at the 2-blocks of Sn. The following result is a special case of the Brauer–
Robinson Theorem [Br, R1], first conjectured by Nakayama.
Theorem 2.12. Suppose λ, µ P Ppnq. Then JλK and JµK lie in the same 2-block of Sn if and only if λ
and µ have the same 2-core.
The same statement applies for 2-blocks of S˜n, and a corresponding statement [JM2, Theo-
rem 4.29] holds for blocks ofHn. Since we only consider characteristic 2 in this paper, we will
henceforth say “block” to mean “2-block”. Given Theorem 2.12, we may speak of the core of a
2-block B of Sn, meaning the common 2-core of the partitions labelling the linear irreducible
characters in B. These partitions necessarily have the same 2-weight as well, and we call this
theweight of the block. We can immediately deduce the distribution of irreducible Brauer char-
acters into blocks: if µ P Dpnq, then since ϕpµq occurs as a composition factor of ĎJµK, it lies in
the same block as JµK.
The block classification may alternatively be expressed in terms of residues. Recall that the
residue of a node pr, cq is the residue of c´ r modulo 2. Define the 2-content of a partition λ to
be the multiset of 0s and 1s comprising the residues of all the nodes of λ. We write a multiset
of 0s and 1s in the form t0a, 1bu. For example, the 2-content of the partition p7, 4, 13q is t08, 16u,
as we see from the following “2-residue diagram”.
0 1 0 1 0 1 0
1 0 1 0
0
1
0
It is an easy combinatorial exercise to show that two partitions have the same 2-content if and
only if they have the same 2-core and 2-weight, so the block classification may alternatively be
stated by saying that JλK and JµK lie in the same block if and only if λ and µ have the same
2-content. Accordingly, we can define the content of a block B to be the common 2-content of
the partitions labelling the linear irreducible characters in B.
Now we consider spin characters. Since the only irreducible 2-modular characters are the
characters ϕpλq, the spin characters fit into the 2-blocks described above, i.e. those containing
linear characters. The distribution of the spin characters among these blocks is given by the
following theorem, which was originally conjectured by Kno¨rr and Olsson [O, p. 246].
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Theorem 2.13 [BO, Theorem 4.1]. Suppose λ P Dpnq, and let σ be the 2-core of λdbl. Then xλy lies
in the 2-block of S˜n with 2-core σ.
It will be helpful to have alternative descriptions of this block classification, for which we
need different notions of core and content. If λ P D, we define the 4-bar-core of λ to be the
2-regular partition obtained by repeatedly applying the following operations to λ:
• removing all even parts;
• removing any two parts whose sum is a multiple of 4;
• replacing any odd part λi > 5 with λi´ 4, if λi´ 4 is not already a part of λ.
The 4-bar-core of λ is easily seen to be well defined, and equals either p4l´ 1, 4l ´ 5, . . . , 3q or
p4l´3, 4l´7, . . . , 1q for some l > 0. Note that these are precisely the partitions whose double is
a 2-core. Moreover, the double of the 4-bar-core of λ P D coincides with the 2-core of λdbl [BO,
Lemma 3.6]. So Theorem 2.13 may alternatively be stated by saying that if τ is the 4-bar-core
of λ P Dpnq, then xλy lies in the block of S˜n with 2-core τ
dbl. In particular, two spin characters
xλy and xµy lie in the same block if and only if λ and µ have the same 4-bar-core. So we
can define the 4-bar-core of a block B to be the common 4-bar-core of the 2-regular partitions
labelling spin characters in B.
The 4-bar-core of λ is a partition of n´ 2w for some w, which we call the 4-bar-weight of λ.
By the comments above, the 4-bar-weight of λ equals the weight of the block containing xλy .
Example. Consider the block B of S˜10 with 2-core p3, 2, 1q. The partitions of 10 with 2-core
p3, 2, 1q are p7, 2, 1q, p5, 4, 1q, p5, 2, 13q, p3, 23, 1q and p3, 2, 15q. p3, 2, 1q is the double of the 4-bar-
core p5, 1q, so p5, 1q is the 4-bar-core of B. The partitions in Dp10qwith 4-bar-core p5, 1q are p9, 1q
and p5, 4, 1q. So the ordinary irreducible characters in B are
J7, 2, 1K, J5, 4, 1K, J5, 2, 13K, J3, 23, 1K, J3, 2, 15K,
x9, 1y , x5, 4, 1y`, x5, 4, 1y´,
and the irreducible 2-modular characters in B are ϕp7, 2, 1q and ϕp5, 4, 1q.
2.10 Branching rules
If n ą 0, then S˜n´1 is naturally embedded in S˜n, and a lot of information can be obtained by
inducing and restricting characters between these two groups. In the modular representation
theory of the symmetric groups, more delicate information can be gleaned by using the so-
called i-induction and i-restriction functors. We summarise the key points here, specialising to
characteristic 2 (where the results automatically extend to S˜n). The definition of the i-induction
and i-restriction functors goes back to Robinson [R2], though our main reference will be the
survey by Brundan and Kleshchev [BK].
Given a character χ of S˜n, we write χÓS˜n´1 for its restriction to S˜n´1, and χÒ
S˜n`1 for the
corresponding induced character for S˜n`1. Now suppose χ lies in a single block B, with con-
tent t0a, 1bu. Then we write e0χ for the component of χÓS˜n´1 lying in the block with content
t0a´1, 1bu if there is such a block, and set e0χ “ 0 otherwise. Similarly, we write e1χ for the
component of χÓ
S˜n´1
lying in the block with content t0a, 1b´1u if there is such a block, and set
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e1χ “ 0 otherwise. We extend the functions e0, e1 linearly. These functions e0, e1 can be applied
to either ordinary characters or 2-modular Brauer characters. In any case, it turns out that for
any character χ we have χÓ
S˜n´1
“ e0χ` e1χ.
The effect of these functions on ordinary irreducible characters is well understood, via the
following “branching theorems”. The first of these dates back to Young, but the second is
much more recent, due to Dehuai and Wybourne [DW, §8]. To state these, we introduce some
notation. Suppose λ and µ are partitions, and i P t0, 1u. We write µ
ir
ÝÑ λ to mean that λ
is obtained from µ by adding r addable i-nodes (omitting the superscript r when it equals 1).
Similarly, we write µ
ir
ùñ λ to mean that λ is obtained from µ by adding r i-spin-addable
nodes.
Theorem 2.14 (The branching rule). Suppose λ P Ppnq and i P t0, 1u, and let
Λ “ tµ P Ppn´ 1q | µ
i
ÝÑ λu .
Then
eiJλK “
ÿ
µPΛ
JµK.
Theorem 2.15 (The spin branching rule). Suppose λ P Dpnq and i P t0, 1u, and let
Λ “ tµ P Dpn´ 1q | µ
i
ùñ λu .
1. If λ P D`pnq, then
eixλy “
ÿ
µPΛXD`pn´1q
xµy `
ÿ
µPΛXD´pn´1q
pxµy``xµy´q.
2. If λ P D´pnq, then
eixλy˘ “
ÿ
µPΛXD`pn´1q
xµy `
ÿ
µPΛXD´pn´1q
xµy˘.
To state further results, we need to consider powers: e0 and e1 are defined for any n, so
we can define powers eri and (if we allowQ-linear combinations of characters) divided powers
e
prq
i “ e
r
i{r!. For any non-zero character χ and i P t0, 1u, we can then define
ǫiχ “ max tr > 0 | e
r
iχ ‰ 0u , e
pmaxq
i χ “ e
pǫiχq
i χ.
The following result comes immediately from the classical branching rule.
Proposition 2.16. Suppose λ P P and i P t0, 1u, and let λ´ be the partition obtained by removing all
the removable i-nodes from λ. Then e
pmaxq
i JλK “ Jλ
´K.
For the spin branching rule, a result of the same form holds, but it is more difficult to keep
track of multiplicities. We begin with the following result, which will also be useful in later
sections.
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Proposition 2.17. Suppose λ P Dpnq, µ P Dpn´ rq, i P t0, 1u, and µ
ir
ùñ λ. Let
c “
ˇˇ
tx > 1 | there are nodes of λzµ in columns x and x` 1u
ˇˇ
.
• If λ P D`pnq and µ P D`pn´ rq, then´
e
prq
i xλy :xµy
¯
“ 2tr{2u´c.
• If λ P D`pnq and µ P D´pn´ rq, then´
e
prq
i xλy :xµy``xµy´
¯
“ 2tpr`1q{2u´c.
• If λ P D´pnq and µ P D`pn´ rq, then´
e
prq
i xλy˘ :xµy
¯
“ 2tpr´1q{2u´c.
• If λ P D´pnq and µ P D´pn´ rq, then´
e
prq
i xλy˘ :xµy``xµy´
¯
“ 2tr{2u´c.
Proof. Recall that we write evpνq for the number of positive even parts of ν P Dpnq, and that
by definition ν P D`pnq if and only if evpνq is even. When we remove a spin-removable node
from ν, we change the parity of evpνq, unless the removed node is the only node in its row.
Applying this observation r times, we find the following, when µ
ir
ùñ λ:
• if evpλq ` evpµq ` r is even, then none of the nodes of λzµ lies in the first column (i.e. λ
and µ have the same length);
• if evpλq ` evpµq ` r is odd, then one of the nodes of λzµ does lie in column 1 (and so in
particular i “ 0).
Now we use induction on r, with the case r “ 0 being trivial. For the inductive step, we
consider only the case where λ P D`pnq, µ P D`pn´ rq and r is odd; the other cases are similar
(and often simpler). Let C be the set of column labels of the nodes of λzµ.
By the above remarks, we must have i “ 0 in this case, and 1 P C. Apply the spin branching
rule, and consider the partitions ν P Dpn´ 1q such that µ Ď ν Ă λ. These come in three types.
1. The partition ν obtained from λ by removing the node at the bottom of column 1. Then
ν P D`pn´1q, pe0xλy :xνy q “ 1 by the branching rule, and by induction
´
e
pr´1q
0 xνy :xµy
¯
“
2pr´1q{2´c.
2. There are r´ 1´ 2c different partitions ν obtained by removing a node in column x ą 1,
where neither x´ 1 nor x` 1 lies in C. In these cases ν P D´pn´ 1q,
`
e0xλy :xνy`
˘
“`
e0xλy :xνy´
˘
“ 1 by the spin branching rule, and by induction
´
e
pr´1q
0 xνy˘ :xµy
¯
“
2pr´3q{2´c.
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3. For each pair px, x` 1q of consecutive integers in C, there is one 2-regular partition ν
obtained by removing a node in column x or x` 1: if the nodes of λzµ lying in columns
x and x` 1 are of the form pm, xq, pm, x` 1q, then ν is obtained by removing the node
pm, x`1q, while if they have the form pm, xq, pm´1, x`1q, then ν is obtained by removing
pm, xq. In any case ν P D´pn ´ 1q,
`
e0xλy :xνy`
˘
“
`
e0xλy :xνy´
˘
“ 1 by the spin
branching rule, and by induction
´
e
pr´1q
0 xνyy˘ :xµy
¯
“ 2pr´3q{2´pc´1q.
So in total we find that´
e
pr´1q
0 e0xλy :xµy
¯
“ 2pr´1q{2´c`pr´ 2c´ 1qˆ 2ˆ 2pr´3q{2´c ` cˆ 2ˆ 2pr´3q{2´pc´1q
“ rˆ 2pr´1q{2´c,
which is what we need.
Example. We give an example which illustrates a different case of Proposition 2.17. Take λ “
p11, 9, 7, 5, 4, 1q and r “ 2. The 0-spin-removable nodes of λ are highlighted in the following
diagram.
0 1 1 0 0 1 1 0 0 1 1
0 1 1 0 0 1 1 0 0
0 1 1 0 0 1 1
0 1 1 0 0
0 1 1 0
0
The spin branching rule gives
e0xλy˘ “ x11, 9, 7, 5, 4y˘`x11, 9, 7, 5, 3, 1qy ` x11, 8, 7, 5, 4, 1qy .
The case r “ 1 of the proposition gives
e0x11, 9, 7, 5, 4y˘ “ x11, 9, 7, 5, 3y ` x11, 8, 7, 5, 4y ,
e0x11, 9, 7, 5, 3, 1y “ x11, 9, 7, 5, 3y ` x11, 9, 7, 4, 3, 1y``x11, 9, 7, 4, 3, 1y´
`x11, 8, 7, 5, 3, 1y``x11, 8, 7, 5, 3, 1y´,
e0x11, 8, 7, 5, 4, 1y “ x11, 8, 7, 5, 4y ` x11, 8, 7, 5, 3, 1y``x11, 8, 7, 5, 3, 1y´,
and we obtain
e
p2q
0 xλy˘ “ x11, 9, 7, 5, 3y ` x11, 8, 7, 5, 4y `
1
2px11, 9, 7, 4, 3, 1y``x11, 9, 7, 4, 3, 1y´q
` x11, 8, 7, 5, 3, 1y``x11, 8, 7, 5, 3, 1y´
as predicted by Proposition 2.17.
Now we can deduce the following about e
pmaxq
i xλy for λ P D; this will be central to the
proof of our main theorem.
Corollary 2.18. Suppose λ P D and i P t0, 1u. Suppose λ has r i-spin-removable nodes, and let λ´ be
the partition obtained by removing all these nodes. Then:
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1. if λ´ P D`pn´ rq, then e
pmaxq
i xλy “ axλ
´y for some a P N;
2. if λ´ P D´pn´ rq, then e
pmaxq
i xλy “ axλ
´y`` bxλ
´y´ with a` b P N.
Analogous results apply to induced modules. For a character χ of S˜n, we have χÒ
S˜n`1 “
f0χ` f1χ, where (if χ lies in the block with content t0
a, 1bu) f0χ is the component of χÒ
S˜n`1 lying
in the block with content t0a`1, 1bu, and f1χ is defined similarly. For a non-zero character χ we
define ϕiχ “ max tr > 0 | f
r
iχ ‰ 0u, and we set f
pmaxq
i χ “ f
pϕiχq
i χ. Then we have analogues
of Theorems 2.14 and 2.15, Propositions 2.16 and 2.17 and Corollary 2.18 (which follow from
these results by Frobenius reciprocity), in which we add nodes rather than removing nodes.
We will not state these results explicitly, but instead refer to the “induction versions” of the
restriction results above.
Next we recall some of Kleshchev’s “modular branching rules”, to describe what happens
to the irreducible Brauer characters ϕpµq under the i-restriction operators. This involves the
combinatorics of normal nodes.
Suppose µ P D and i P t0, 1u, and construct a sequence of ` and ´ signs by reading along
the edge of the Young diagram of µ from top to bottom and writing a ` for each addable i-
node and a ´ for each removable i-node. This sequence is called the i-signature of µ. Now
successively delete all adjacent pairs `´ from this sequence until none remain. The resulting
sequence is called the reduced i-signature of µ. The removable nodes corresponding to the ´
signs in the reduced i-signature are called the normal i-nodes of µ, and the addable nodes cor-
responding to the ` signs are the conormal i-nodes of µ. Now we have the following result. See
[BK] (in particular, the discussion following Lemma 2.12) for this and more general modular
branching results.
Theorem 2.19. Suppose µ P D and i P t0, 1u. Let µ´ be the 2-regular partition obtained by removing
all the normal i-nodes from µ, and let µ` be the partition obtained by adding all the conormal i-nodes to
µ. Then µ´, µ` are 2-regular, and
e
pmaxq
i ϕpµq “ ϕpµ
´q, f
pmaxq
i ϕpµq “ ϕpµ
`q.
In particular, if χ is an irreducible Brauer character of S˜n, then e
pmaxq
i χ and f
pmaxq
i χ are irreducible
Brauer characters.
The last statement in this theorem is extremely useful for us, and will form the basis of our
induction proof of our main theorem.
Example. Let µ “ p15, 11, 8, 6, 5, 2q and i “ 0. The Young diagram of µ with the residues of
addable and removable nodes indicated, is as follows.
10
01
01
10
10
10
0
So the 0-signature of µ is ´``´´´`, and hence the reduced 0-signature is ´´`, with the
normal nodes being p1, 15q and p6, 2q, and the conormal node p7, 1q. Hence
e
pmaxq
0 ϕpµq “ ϕp14, 11, 8, 6, 5, 1q, f
pmaxq
0 ϕpµq “ ϕp15, 11, 8, 6, 5, 2, 1q.
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2.11 Symmetric functions
The combinatorics of partitions involved in representation theory is closely connected with
the combinatorics involved in symmetric functions, and in this paper we shall exploit this
connection. In this section we set out the notation and background results we shall need. We
give just the bare essentials, since symmetric function theory is covered in detail elsewhere.
We consider the space Sym of symmetric functions over C in infinitely many variables. For
λ P P , let sλ denote the corresponding Schur function. Let x , y be the inner product on Sym for
which the Schur functions are orthonormal.
For each r, we let hr denote the complete homogeneous symmetric function of degree r
(which coincides with the Schur function sprq). For any partition µ, we write hµ for the product
hµ1hµ2 . . . . The Pieri rule says that for any r and for λ P P we have hrsλ “
ř
sν, summing
over all partitions ν which can be obtained from λ by adding r nodes in distinct columns.
Inductively, this enables us to express any hµ as a sum of Schur functions; the coefficients
obtained are the Kostka numbers. Two immediate consequences of this are that xhµ, sµy “ 1 for
each µ, and that xhµ, sλy is non-zero only if λ Q µ.
We write er for the rth elementary symmetric function (which coincides with sp1rq), and for
any µ P P we write eµ “ eµ1eµ2 . . . . The dual Pieri rule says that for any r and any λ we have
ersλ “
ř
ν sν, summing over all partitions νwhich can be obtained from λ by adding r nodes in
distinct rows. Inductively, this enables us to express any eµ as a sum of Schur functions (again,
in terms of Kostka numbers). This has the consequences that xeµ, sµ1y “ 1 for any µ and that
xeµ, sλy is non-zero only if µ
1 Q λ. The combination of the Pieri and dual Pieri rules yields the
identity xeµ, sλy “ xhµ, sλ1y.
The sets t sλ | λ P Pu, thλ | λ P Pu and t eλ | λ P Pu are all bases for Sym. We shall need to
consider the transition coefficients which allow us to express a complete homogeneous func-
tion hλ in terms of the elementary functions eµ. So define ♠λ,µ for all λ, µ P P by hλ “ř
µ♠λ,µeµ. In the case where λ “ pkq, these coefficients are given by a special case of the
second Jacobi–Trudi formula, which says that hk equals the determinant of the kˆ k matrix
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.
We now derive some consequences of this for partitions with only even parts.
Lemma 2.20. If µ P Ppkq, then ♠p2kq,2µ “ p´1q
k♠pkq,µ for any partition µ.
Proof. Using the second Jacobi–Trudi formula and expanding the determinant in terms of
permutations, we find that ♠pkq,µ is sum of the signs of all the permutations π P Sk with the
property that πpiq > i ´ 1 for each i and the integers πp1q,πp2q ´ 1, . . . ,πpkq ´ k ` 1 equal
µ1, . . . , µk in some order. Let Πµ be the set of such permutations. Then it suffices to show that
there is a bijection from Πµ to Π2µ which preserves the sign of every permutation if k is even,
or changes it if k is odd.
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To construct the required map from Πµ to Π2µ, we take π P Πµ, and define πˆ P Π2µ by
πˆpiq “
#
2πppi` 1q{2q pi oddq
i´ 1 pi evenq.
To construct the inverse map, we take σ P Π2µ, and observe that because σpiq ´ i is odd and
σpiq > i´ 1 for every i, we must have σpiq “ i´ 1 for all even i. Now we can define σˇ P Πµ by
σˇpiq “ σp2i´ 1q{2 for each i. It is clear that these two maps are mutually inverse, so it remains
to show that sgnpπˆq “ p´1qk sgnpπq for every π P Πµ.
Regarding π as an element of S2k by the usual embedding of Sk in S2k, we can write
πˆ “ κ ˝π ˝ ι, where ι, κ P S2k are given by
ιpiq “
#
pi` 1q{2 pi oddq
i{2` k pi evenq,
κpiq “
#
2i pi 6 kq
2pi´ kq´ 1 pi ą kq.
It is easy to see that the signs of ι and κ are p´1qp
k
2q and p´1qp
k`1
2 q respectively, which gives the
result.
By writing hλ as the product hλ1hλ2 . . . and applying Lemma 2.20, we obtain the following
result. Note that for partitions ν1, ν2, . . . we have eν1eν2 ¨ ¨ ¨ “ e2µ if and only if each ν
i has only
even parts and e 1
2 ν
1e 1
2 ν
2 ¨ ¨ ¨ “ eµ, i.e.
1
2ν
1\ 12ν
2\ ¨ ¨ ¨ “ µ.
Proposition 2.21. Suppose λ, µ P Ppkq. Then ♠2λ,2µ “ p´1q
k♠λ,µ.
Finally we note the following simple result.
Lemma 2.22. Suppose µ P Ppkq and λ P Pp2kq with λi odd for at least one value of i. Then♠λ,2µ “ 0.
Proof. hλ includes a factor hλi ; when this is expressed in terms of elementary symmetric poly-
nomials eν, each ν satisfies |ν| “ λi, and so must have at least one odd part. Hence each eν
appearing when hλ is expressed in terms of elementary symmetric polynomials must contain
a factor el for some odd l.
3 2-Carter partitions and the main theorem
Having set out the background results we need, we are now able to state ourmain theorem.
This relies on another combinatorial definition: Say that λ P P is 2-Carter if for every r > 1,
λr´λr`1` 1 is divisible by a power of 2 greater than λr`1´λr`2.
Example. The 2-Carter partitions λ with λ1 6 5 are
∅, p1q, p2q, p2, 1q, p3q, p3, 2, 1q, p4q, p4, 1q, p4, 3, 2, 1q, p5q, p5, 2q, p5, 2, 1q, p5, 4, 3, 2, 1q.
The notion of a 2-Carter partition was introduced for the classification of irreducible Specht
and Weyl modules. We shall need the following result later (recall that Spnq is the Schur alge-
bra over a field F of characteristic 2).
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Theorem 3.1 [JM2, Theorem 4.5]. Suppose λ P Ppnq. Then the Weyl module ∆λ for Spnq is irre-
ducible if and only if λ is a 2-Carter partition.
(We remark that [JM2, Theorem 4.5] is phrased in terms of hook lengths in the Young dia-
gram of λ. The fact that this formulation is equivalent to the one we have given is explained
by James in [J2, Lemma 3.14].)
Now we come to the classification of ordinary irreducible characters for S˜n that remain
irreducible in characteristic 2. For the characters JλK of the Specht modules, the answer is the
same as for Sn, and is given by the following theorem.
Theorem 3.2 [JM3, Main Theorem]. Suppose λ P P . Then ĎJλK is irreducible if and only if either λ
or λ1 is a 2-Carter partition, or λ “ p22q.
So it remains to consider spin characters. Recall that when λ P D´pnqwewrite xλy to mean
either xλy` or xλy´, and
Ěxλy is then unambiguously defined, sinceĞxλy` “Ğxλy´. So we can
phrase the main question for spin characters simply as “for which λ P D is Ěxλy irreducible?”.
Now we can state our main theorem.
Theorem 3.3. Suppose λ P D. Then Ěxλy is irreducible if and only if one of the following occurs.
1. λ “ τ` 4α, where τ “ p4l´ 1, 4l´ 5, . . . , 3q for some l > 0 and α is a 2-Carter partition with
lpαq 6 l.
2. λ “ τ` 4α, where τ “ p4l´ 3, 4l´ 7, . . . , 1q for some l > 1 and α is a 2-Carter partition with
lpαq 6 l.
3. λ “ τ` 4α\ p2q, where τ “ p4l´ 1, 4l´ 5, . . . , 3q for some l > 0 and α is a 2-Carter partition
with lpαq 6 l.
4. λ “ τ` 4α\ p2q, where τ “ p4l´ 3, 4l´ 7, . . . , 1q for some l > 1 and α is a 2-Carter partition
with lpαq 6 l´ 1.
5. λ equals p2bq or p4b´ 2, 1q for some b > 2.
6. λ “ p3, 2, 1q.
Sections 4–6 are devoted to the proof of this theorem.
4 Degrees of irreducible characters
In this section we use the bar-length formula to compare the degrees of certain characters.
The motivating observation here is the following.
Lemma 4.1. Suppose λ, µ P Dpnq, with λdblreg “ µdblreg and degxλy ą degxµy . Then Ěxλy is
reducible.
Proof. By Theorem 2.10, ϕpλdblregq occurs as a constituent of Ěxλy , so if Ěxλy were irreducible,
we would have Ěxλy “ ϕpλdblregq, and in particular degpϕpλdblregqq “ degxλy . But ϕpλdblregq “
ϕpµdblregq also occurs as a constituent of Ěxµy , so degpϕpλdblregqq 6 degxµy ă degxλy .
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We now construct various families of pairs of partitions λ, µ satisfying the hypotheses of
Lemma 4.1. Our first result is as follows.
Lemma 4.2. Suppose m > 2, and let
λm “ p4m, 4m´ 3, 4m´ 7, . . . , 9, 5q,
µm “ p4m` 1, 4m´ 3, 4m´ 7, . . . , 9, 4q.
Then pλmqdblreg “ pµmqdblreg, and degxλmy ą degxµmy .
Proof. µm is obtained from λm by replacing the node pm, 5q with the node p1, 4m` 1q. Since
these nodes both lie in the same slope, we have pλmqdblreg “ pµmqdblreg by Lemma 2.11.
Now we consider the degrees. We use induction on m, with the case m “ 2 an easy check.
For the inductive step, it suffices to prove that when m > 3
degxλmy degxµm´1y
degxµmy degxλm´1y
ą 1.
Directly from the bar-length formula, this ratio equals
p4m´ 5qp4m´ 1qp4m` 1q2p4m` 5q
p2m` 1qp2m` 3qp4m´ 3qp8m´ 7qp8m´ 3q
.
To show that this is always greater than 1, we show that the numerator exceeds the denom-
inator for all m > 2. The difference between the numerator and the denominator is f pmq “
256m4 ` 368m3 ´ 1220m2 ´ 368m` 214. We have f p2q and f p0q positive, while f p1q and f p´1q
are negative, so that all the roots of f are less than 2.
Now we give a similar dimension argument which will help when we consider Rouquier
blocks.
Proposition 4.3. Given a ą 0 and m > 0, define
λa,m “ p4a` 4m´ 3, 4a` 4m´ 7, . . . , 1q\ p4aq,
µa,m “ p4a` 4m` 1, 4a` 4m´ 3, . . . , 4m` 5, 4m´ 3, 4m´ 7, . . . , 1q.
Then pλa,mqdblreg “ pµa,mqdblreg, and degxλa,my ą degxµa,my .
Proof. To see that pλa,mqdblreg “ pµa,mqdblreg we use Lemma 2.11, showing that µa,m can be
obtained from λa,m by moving some nodes, but keeping each node in the same slope. There
are two cases.
1. Suppose a ą m. Let A be the set of nodes of λa,m comprising
• the last four nodes in each of rows a` 1, . . . , a`m, and
• the unique node in row a`m` 1.
Now observe that µa,m can be obtained from λa,m by replacing each node pr, cq P A with
pr´ a, c` 4aq. Since pr, cq and pr´ a, c` 4aq lie in the same slope, the result follows.
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2. Now suppose a 6 m. Let A be the set of nodes of λa,m comprising
• the last three nodes in row m` 1, and
• the last four nodes in each of rows m` 2, . . . , a`m.
Now µa,m can be obtained from λa,m by replacing each node pr, cq P Awith pr´m, c`4mq,
and also replacing the node pa`m` 1, 1q with p1, 4a` 4m` 1q. Again, each moved node
remains in the same slope, so the result follows.
Now we consider degrees. Direct from the bar-length formula we get
degxλa,my
degxµa,my
“
p4a` 4m` 1q!
`
p8a` 8m´ 2qp8a` 8m´ 6q . . . p4a` 8m` 6q
˘`
4mp4m´ 4q . . . 4
˘
p4aq!p4mq!
`
p4a` 4m´ 2qp4a` 4m´ 6q . . . p4m` 2q
˘
ˆ
`
p4m´ 3qp4m´ 7q . . . 1
˘`
p4a´ 1qp4a´ 5q . . . 3
˘`
p8a` 4m´ 3qp8a` 4m´ 7q . . . p4a` 1q
˘`
p4a` 4mqp4a` 4m´ 4q . . . p4a` 4q
˘ .
(∗)
Now we proceed by induction on a. In the case a “ 1, (∗) becomes p4m` 3q{2, which is greater
than 1. For the inductive step, it suffices to show that
degxλa`1,my
degxµa`1,my
degxµa,my
degxλa,my
ą 1.
From (∗), this ratio equals
p4a` 4m` 5qp4a` 4m` 3q2 p4a` 4m` 1q
p8a` 4m` 5qp8a` 4m` 1qp2a` 4m` 3qp2a` 1q
.
The difference between the numerator and denominator in this fraction is
256m4` 896am3 ` 960a2m2` 256a3m` 704m3` 1728am2 ` 1056a2m` 64a3
` 656m2` 984am` 204a2 ` 244m` 152a` 30
which is obviously positive.
The next three results are proved in exactly the same way.
Proposition 4.4. Given a ą 0 and m > 0, define
λa,m “ p4a` 4m` 1, 4a` 4m´ 3, . . . , 1q\ p4a` 2q,
µa,m “ p4a` 4m` 5, 4a` 4m` 1, . . . , 4m` 9, 4m` 1, 4m´ 3, . . . , 5, 2, 1q.
Then pλa,mqdblreg “ pµa,mqdblreg, and degxλa,my ą degxµa,my .
Proposition 4.5. Given a ą 0 and m > 0, define
λa,m “ p4a` 4m´ 1, 4a` 4m´ 5, . . . , 3q\ p4aq,
µa,m “ p4a` 4m` 3, 4a` 4m´ 1, . . . , 4m` 7, 4m´ 1, 4m´ 5, . . . , 3q.
Then pλa,mqdblreg “ pµa,mqdblreg, and degxλa,my ą degxµa,my .
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Proposition 4.6. Given a ą 0 and m > 0, define
λa,m “ p4a` 4m´ 1, 4a` 4m´ 5, . . . , 3q\ p4a` 2q,
µa,m “ p4a` 4m` 3, 4a` 4m´ 1, . . . , 4m` 7, 4m´ 1, 4m´ 5, . . . , 3, 2q.
Then pλa,mqdblreg “ pµa,mqdblreg, and degxλa,my ą degxµa,my .
To make these results more general, we now consider row removal. We start with the
following lemma.
Lemma 4.7. Suppose λ, µ P Ppnq with µ ⊲ λ, and that l is an integer greater than µ1. Then
ź
i>1
l` µi
l´ µi
ą
ź
i>1
l`λi
l´λi
.
Proof. We may assume that µ covers λ in the dominance order, in which case λ is obtained
from µ by moving a single node down to a lower row. So suppose that for some j ă k we have
µj “ a` 1, λj “ a, µk “ b, λk “ b` 1, and that λi “ µi for all i ‰ j, k. Then the ratio of the
left-hand expression to the right-hand expression is
pl´ aqpl´ b´ 1qpl` a` 1qpl` bq
pl` aqpl` b` 1qpl´ a´ 1qpl´ bq
.
The difference between the numerator and denominator here is 2lpa´ bqpa` b` 1q, which is
positive, so the ratio is greater than 1.
Lemma 4.8. Suppose λ, µ P Dpnq with µ ⊲ λ, and l is an integer with l ą µ1. Define
λ` “ pl,λ1,λ2, . . . q,
µ` “ pl, µ1, µ2, . . . q.
Then
degxλ`y
degxµ`y
ą
degxλy
degxµy
.
Furthermore, if λdblreg “ µdblreg, then pλ`qdblreg “ pµ`qdblreg.
Proof. From the bar-length formula, the ratio of the left-hand side to the right-hand side is
ź
i>1
l` µi
l´ µi
l´λi
l`λi
,
and by Lemma 4.7 this is greater than 1. The second statement follows by considering the
slopes containing the nodes of λ and the corresponding nodes of λ`.
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5 Rouquier blocks and separated partitions
Rouquier blocks are a certain class of particularly well-behaved blocks of symmetric groups
(and more generally of Iwahori–Hecke algebras and q-Schur algebras). In this section we sum-
marise some of the important properties of Rouquier blocks of symmetric groups and their
double covers in characteristic 2, and then examine the decomposition numbers for Rouquier
blocks of S˜n. We compute the rows of the spin part of the decomposition matrix labelled by
2-regular partitions with only odd parts, showing that some of the corresponding spin char-
acters are irreducible in characteristic 2. We extend these results to what we call “separated”
2-regular partitions, and prove our main theorem for spin characters labelled by separated
partitions.
5.1 Rouquier blocks
Suppose B is a block of S˜n, with 2-core σ “ pc, c´ 1, . . . , 1q and weight w. We say that B is
Rouquier if w 6 c` 1.
The first thing that makes Rouquier blocks easy to understand is a simple description of
the 2-regular partitions labelling characters in a Rouquier block.
Lemma 5.1. Suppose σ “ pc, c´ 1, . . . , 1q and that λ is a partition with 2-core σ and 2-weight w 6
c` 1. The following are equivalent.
1. λ is 2-regular.
2. The length of λ is at most c` 1.
3. λ has the form σ` 2α, where α P Ppwq.
Proof.
(1ñ2) Suppose λ is 2-regular, and suppose for a contradiction that the length of λ is greater
than c` 1. Then pc` 2, 1q is a node of λ, so (since λ is 2-regular) pc` 1, 2q, pc, 3q, pc ´
1, 4q, . . . , p1, c` 2q are all nodes of λ. But then |λ| > 12pc` 2qpc` 3q ą |σ| ` 2w, a contra-
diction.
(2ñ3) We use induction on w, with the case w “ 0 being trivial. Assuming w ą 0, let r 6 c` 1
be maximal such that λr > c`2´ r (there must be such an r, since λ Ą σ). Then we claim
that λr > λr`1` 2. If r 6 c this is immediate from the choice of r, so suppose r “ c` 1.
The node pc` 1, 1q is a node of λ but not of σ, so must be part of one of the rim 2-hooks
added to obtain λ from σ. The other node in this rim 2-hook must be pc`1, 2q, since pc, 1q
is a node of σ, and (by assumption) pc`2, 1q is not a node of λ. Hence λc`1 > 2 “ λc`2`2
as claimed.
Hence we can remove the rim 2-hook tpr,λr ´ 1q, pr,λrqu from λ and leave a partition µ
which satisfies the hypotheses of part (2). By induction µ “ σ`2β for some β P Ppw´1q,
and hence λ “ σ` 2α, where α is the partition obtained from β by adding a node at the
end of row r.
(3ñ1) Suppose λ “ σ` 2α with α P Ppwq. Then the length of α is at most w 6 c` 1. So λr “ 0
for r ą c` 1, and λr ´λr`1 “ 1` 2pαr ´ αr`1q ą 0 for r 6 c, and hence λ is 2-regular.
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We can also describe the 2-regular partitions labelling spin characters in Rouquier blocks.
This requires some preliminary work.
Lemma 5.2. Suppose τ “ p4l ´ 1, 4l ´ 5, . . . , 3q for l > 0, and λ is a 2-regular partition with 4-bar-
core τ and 4-bar-weight w 6 2l` 1. Then λ has no parts congruent to 1 modulo 4, and λ includes all
the integers 3, 7, 11, . . . , 4t´ 1, where t “ rl´ 12ws.
Proof. We use induction on w. In the case w “ 0 we have λ “ τ and the result holds. Now
take w ą 0 and suppose the result holds for smaller w. By the definition of 4-bar-core, there is
a 2-regular partition µ satisfying one of the following.
• µ is obtained from λ by reducing some λi by 4 (and re-ordering). By the inductive hy-
pothesis µ has no parts congruent to 1 modulo 4, and hence neither does λ. µ has 4-
bar-weight w´ 2, so by hypothesis µ includes all the integers 3, 7, . . . , 4t` 3. Hence λ
includes the integers 3, 7, . . . , 4t´ 1.
• λ “ µ\ p2q. In this case, the assumption that µ satisfies the given conditions means that
λ does too.
• λ “ µ\ p3, 1q. This means that 3 R µ; but since µ has 4-bar-weight w´ 2 the induc-
tive hypothesis says that 3, 7, . . . , 4t` 3 P µ, so that t ă 0, i.e. w ą 2l ` 1, contrary to
assumption.
Corollary 5.3. Suppose B is a Rouquier block of S˜n with 4-bar-core τ “ p4l´ 1, 4l´ 5, . . . , 3q and 4-
bar-weight w, and that λ P Dpnq such that xλy lies in B. Then λ can be written in the form τ`4α\2β,
where α P P , β P D and 2|α| ` |β| “ w. Furthermore, if λr is any even part of λ, then λ includes all
positive integers less than λr which are congruent to 3 modulo 4.
Proof. By sorting the parts of λ according to parity, we can write λ “ ν\ 2β where all the
positive parts of ν are odd. Then the 4-bar-core of ν is also τ, and the 4-bar-weight of ν is at
most w. Since B is a Rouquier block we have w 6 2l ` 1, so by Lemma 5.2 all the positive
parts of ν are congruent to 3 modulo 4. So if we let m “ lpνq and let υ denote the 4-bar-core
p4m´ 1, 4m´ 5, . . . , 3q, then we have ν “ υ` 4α for some partition α. But then the 4-bar-core
of ν is clearly υ, and so we have υ “ τ. So we can write λ “ τ` 4α\ 2β, and it follows that
2|α| ` |β| “ w.
The 4-bar-weight of ν is 2|α|, so applying the second statement of Lemma 5.2 with ν in place
of λ, we find that ν (and hence λ) contains all the integers 3, 7, . . . , 4pl´|α|q´ 1. Now any even
part of λ equals 2βs for some s, and
2βs 6 2|β| “ 2w´ 4|α| 6 4l´ 4|α| ` 2.
Hence λ contains all positive integers less than 2βs which are congruent to 3 modulo 4.
In a very similar way, we obtain the following.
Lemma 5.4. Suppose τ “ p4l ´ 3, 4l ´ 7, . . . , 1q for l > 1, and λ is a 2-regular partition with 4-bar-
core τ and 4-bar-weight w 6 2l. Then λ has no parts congruent to 3 modulo 4, and λ includes all the
integers 1, 5, 9, . . . , 4t´ 3, where t “ rl´ 12ws.
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Corollary 5.5. Suppose B is a Rouquier block of S˜n with 4-bar-core τ “ p4l´ 1, 4l´ 5, . . . , 3q and 4-
bar-weight w, and that λ P Dpnq such that xλy lies in B. Then λ can be written in the form τ`4α\2β,
where α P P , β P D and 2|α| ` |β| “ w. Furthermore, if λr is any even part of λ, then λ includes all
positive integers less than λr which are congruent to 1 modulo 4.
Note in particular that by Corollaries 5.3 and 5.5, if λ P D has no even parts and xλy lies in
a Rouquier block, then the 4-bar-weight of λmust be even.
5.2 Decomposition numbers for Rouquier blocks
An advantage of working with Rouquier blocks is that their decomposition numbers are
relatively well understood. We summarise this situation, beginning with Hecke algebras,
where the decomposition numbers for Rouquier blocks are known explicitly in terms of Littlewood–
Richardson coefficients. This result is due to James and Mathas [JM1, Corollary 2.6]; here we
only give two special cases.
Theorem 5.6. Suppose σ “ pc, c´ 1, . . . , 1q and w 6 c` 1.
1. If λ, µ P Ppwq, then
D˚pσ`2λqpσ`2µq “ δλµ.
2. If λ P Ppw´ 1q and µ P Ppwq, then
D˚pσ`2λ\p12qqpσ`2µq “
#
1 if λ Ă µ
0 if λ Ć µ.
Now we consider Rouquier blocks of symmetric groups. The following result is due to
Turner.
Theorem 5.7 [T, Theorem 132]. Suppose B is a Rouquier block ofSn with 2-core σ “ pc, c´1, . . . , 1q
and weight w 6 c` 1. Then
Dpσ`2λqpσ`2µq “ Dλµ
for all λ, µ in Ppwq.
Hence the adjustment matrix A for the block B is just the decomposition matrix of Spwq, i.e.
Apσ`2λqpσ`2µq “ Dλµ
for λ, µ in Ppwq.
5.3 Some virtual projective characters in a Rouquier block
We now examine the decomposition numbers in a Rouquier block of S˜n by considering
projective characters. We fix some notation.
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Assumptions and notation in force for Sections 5.3 and 5.4: B is a Rouquier block of S˜n with
2-core σ and weight w. τ is the 4-bar-core of B, i.e. the common 4-bar-core of the 2-regular
partitions labelling spin characters in B.
Recall that a projective character is one which vanishes on 2-singular elements; a virtual
projective character is a Z-linear combination of projective characters. It is well known that
induction and restriction send (virtual) projective characters to (virtual) projective characters,
and hence so do the functors ei and fi.
Recall that p : q is the usual inner product on ordinary characters, and that x , y is the stan-
dard inner product on the space of symmetric functions.
Proposition 5.8. Suppose µ P Ppwq. There is a projective character ψµ of S˜n with the following
properties.
1. pψµ : Jσ` 2νKq “ xeµ1 , sνy for any ν P Ppwq. In particular, pψµ : Jσ` 2µKq “ 1, while pψµ : Jσ` 2νKq “
0 if µ S ν.
2. If the column lengths of µ are all even, say µ “ α\ α, then pψµ :xτ` 4βy q “ xeα1 , sβy for every
β P Ppw{2q. In particular, pψµ :xτ` 4αy q “ 1 while pψµ :xτ` 4βy q “ 0 if α S β.
3. If w is even but µ has at least one column of odd length, then pψµ :xτ` 4βy q “ 0 for every
β P Ppw{2q.
We prove Proposition 5.8 by applying induction functors. Note that all the addable nodes
of σ have the same residue; we assume for the rest of this section that they have residue 0. (The
proof in the opposite case is identical, but with 0 and 1 swapped throughout.)
Given r P N, consider the induction functor fprq1 f
prq
0 . The classical branching rule gives the
following.
Lemma 5.9. Suppose r 6 v 6 w, and ξ is a partition with 2-core σ and 2-weight v´ r. Suppose
ν P Ppvq.
1. If ξ is 2-regular, say ξ “ σ` 2κ, then
´
f
prq
1 f
prq
0 JξK : Jσ` 2νK
¯
“ xersκ , sνy.
2. If ξ is 2-singular, then
´
f
prq
1 f
prq
0 JξK : Jσ` 2νK
¯
“ 0.
Proof. This result is effectively a special case of [CT, Lemma 3.1], but exploiting this requires
a lot of translation of notation and transfer of results from one context to another, so we give a
full proof here.
First note that f
prq
1 f
prq
0 JξK lies in the block with 2-core σ andweight v, and the condition v 6 w
guarantees that this is a Rouquier block. Now the branching rule says that f
prq
1 f
prq
0 JξK is the sum
of JρK over all pairs of partitions pπ, ρq such that ξ 0
r
ÝÑ π
1r
ÝÑ ρ. This gives (2) straight away,
because if ξ is 2-singular then by Lemma 5.1 the length of ξ is at least lpσq` 2, so σ` 2ν + ξ.
So we are left with (1). Suppose ξ is 2-regular and write ξ “ σ` 2κ. If ν is obtained from
κ by adding r nodes in distinct rows, then let π be the partition obtained from ξ by adding
one node at the end of each of these rows. Then (since all the addable nodes of ξ have residue
0) we have ξ
0r
ÝÑ π
1r
ÝÑ σ` 2ν, so Jσ` 2νK occurs in fprq1 f
prq
0 JξK, and clearly occurs once only.
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Conversely, if we have ξ
0r
ÝÑ π
1r
ÝÑ σ` 2ν, then ξ Ă σ` 2ν, so κ Ă ν. Moreover, the nodes
added to ξ to obtain π all have the same residue, so lie in different rows, and so σ` 2ν differs
from ξ in at least r rows. So ν differs from κ in at least r rows, so ν must be obtained from κ by
adding r nodes in distinct rows.
Nowwe prove a corresponding result for spin characters. Recall that we write xξy to mean
“either xξy` or xξy´” when ξ P D
´pnq.
Proposition 5.10. Suppose r 6 v 6 w with v even, and ξ is a 2-regular partition with 4-bar-core τ
and 4-bar-weight v´ r. Suppose β P Ppv{2q.
1. Suppose all the parts of ξ are odd, say ξ “ τ`4α for α P Pppv´rq{2q. Then
´
f
prq
0 f
prq
1 xξy :xτ` 4βy
¯
“
xer{2sα, sβy.
2. If ξ has at least one even part (and in particular if r is odd), then
´
f
prq
0 f
prq
1 xξy :xτ` 4βy
¯
“ 0.
Proof. Let ρ “ τ` 4β. By the spin branching rule, xρy occurs in f
prq
0 f
prq
1 x ξy if and only if there
is π such that ξ
0r
ùñ π
1r
ùñ ρ, i.e. ξ can be obtained from ρ by removing r nodes of spin residue
1 followed by r nodes of spin residue 0. The form of ρ means that there are two nodes of spin
residue 1 at the end of each non-empty row of ρ; removing both of these nodes from a row then
exposes two nodes of spin residue 0 at the end of that row (or one, if the row initially only has
length 3). So the only way π can have r nodes of spin residue 0 that can be removed is if r is
even, and the nodes removed from ρ to obtain π occur in pairs at the end of r{2 different rows;
then the only possible way to remove r nodes of spin residue 0 from π is to remove them in
pairs from these same r{2 rows. Thus if ξ
0r
ùñ π
1r
ùñ ρ, then we must have ρi “ ξi ` 4 for r{2
different values of i, with ρi “ ξi for all other values of i. Hence ξ “ τ`4α, where α is obtained
from β by removing r{2 nodes from distinct rows.
This is sufficient to prove the proposition, except that in the case where β is obtained from
α by adding nodes in distinct rows we must show that the coefficient of xρy in f
prq
0 f
prq
1 xτ` 4αy
is 1. But this follows from the induction version of Proposition 2.17.
Now we can prove Proposition 5.8.
Proof of Proposition 5.8. We use induction on w. In the case w “ 0, we can define ψ∅ to be
the unique indecomposable projective character in the block with 2-core σ and weight 0, i.e.
prjpσq. By Theorems 2.9 and 2.10, this equals JσK`xτy .
Now suppose w > 1, and let ρ be the partition obtained by removing the last non-empty
column (of length r, say) from µ, so that eµ1 “ ereρ1 . By the inductive hypothesis the proposition
holds with ρ in place of µ, and we define ψµ “ f
prq
1 f
prq
0 ψ
ρ. We must check that the conditions
given in the proposition hold for ψµ, given that they hold for ψρ.
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Suppose ν P Ppwq. By Lemma 5.9 we have
pψµ : Jσ` 2νKq “
´
f
prq
1 f
prq
0 ψ
ρ : Jσ` 2νK
¯
“
ÿ
κPPpw´rq
pψρ : Jσ` 2κKq
´
f
prq
1 f
prq
0 Jσ` 2κK : Jσ` 2νK
¯
“
ÿ
κPPpw´rq
xeρ1 , sκyxersκ , sνy
“ xereρ1 , sνy
“ xeµ1 , sνy.
Now suppose w is even and β P Ppw{2q. If r is odd, then by Proposition 5.10(2) we have
pψµ :xτ` 4βy q “
´
f
prq
1 f
prq
0 ψ
ρ :xτ` 4βy
¯
“ 0.
So suppose instead that r is even. If any of the column lengths of ρ are odd, then by the
inductive hypothesis pψρ :xτ` 4γy q “ 0 for every γ P Pppw´ rq{2q, so by Proposition 5.10(2)
pψµ :xτ` 4βy q “ 0. On the other hand, if the column lengths of µ are all even, then write
µ “ α\ α, so that ρ “ δ\ δ where δ is obtained by removing the last column from α. Then
pψµ :xτ` 4βy q “
´
f
prq
1 f
prq
0 ψ
ρ :xτ` 4βy
¯
“
ÿ
γPPppw´rq{2q
pψρ :xτ` 4γy q
´
f
prq
1 f
prq
0 xτ` 4γy :xτ` 4βy
¯
“
ÿ
γPPppw´rq{2q
xeδ1 , sγyxer{2sγ, sβy
“ xeα1 , sβy.
Examples. We take w “ 4 and σ “ p3, 2, 1q, so that τ “ p5, 1q. We will show how to construct
the characters ψp2
2q and ψp2,1
2q. In both cases we start from ψ∅ “ J3, 2, 1K`x5, 1y .
Applying f
p2q
0 f
p2q
1 to ψ
∅, we obtain
ψp1
2q “ J5, 4, 1K` J5, 14K` J3, 23, 1K
`x9, 1y ` x5, 4, 1y``x5, 4, 1y´.
Applying f
p2q
0 f
p2q
1 again, we obtain
ψp2
2q “ J7, 6, 1K` J7, 4, 3K` J5, 4, 3, 2K`χ1
`x13, 1y ` x9, 5y `χ2,
where χ1 is a sum of characters of the form JνK with ν 2-singular, and χ2 is a sum of characters
xξy for ξ not of the form τ` 4β for any β. Note that the characters J5, 14K and J3, 23, 1K do not
contribute any terms JνK with ν 2-regular, and the characters x5, 4, 1y˘ do not contribute any
terms xτ` 4βy .
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Now we look at µ “ p2, 12q. Starting with ψ∅ and applying f
p3q
0 f
p3q
1 , we obtain
ψp1
3q “ J5, 4, 3K` J5, 4, 13K` J5, 23, 1K` J33, 2, 1K
`x9, 2, 1y``x9, 2, 1y´`x6, 5, 1y``x6, 5, 1y´.
Applying f0f1, we obtain
ψp2,1
2q “ J7, 4, 3K` J5, 4, 3, 2K`χ,
where χ is a sum of characters of the form JνK with ν 2-singular, or x ξy with ξ not of the form
τ` 4β.
Next we want to prove a dual result to Proposition 5.8, using virtual projective characters.
Proposition 5.11. Suppose λ P Ppwq. There is a virtual projective character υλ with the following
properties.
1.
`
υλ : Jσ` 2νK
˘
“ xhλ, sνy for any ν P Ppwq.
2. If λi is even for every i, say λ “ 2γ, then
`
υλ :xτ` 4βy
˘
“ p´1qw{2xhγ, sβy for every β P
Ppw{2q.
3. If w is even but λi is odd for some i, then
`
υλ :xτ` 4βy
˘
“ 0 for every β P Ppw{2q.
Proof. Recall the coefficients ♠λ,µ defined by hλ “
ř
µ♠λ,µeµ, and define
υλ “
ÿ
µPPpwq
♠λ,µψ
µ1 .
Now for ν P Ppwq we have ´
υλ : Jσ` 2νK
¯
“ x
ř
µ♠λ,µeµ, sνy
“ xhλ, sνy.
Now suppose w is even. Then for β P Ppw{2q we have´
υλ :xτ` 4βy
¯
“
ÿ
αPPpw{2q
♠λ,2αxeα, sβy
by Proposition 5.8. If λi is odd for some i, then by Lemma 2.22 ♠λ,2α “ 0 for every α, so that`
υλ :xτ` 4βy
˘
“ 0. On the other hand, if λ “ 2γ, then♠λ,2α “ p´1q
w{2♠γ,α by Proposition 2.21,
so that ´
υλ :xτ` 4βy
¯
“ p´1qw{2x
ř
α♠γ,αeα, sβy
“ p´1qw{2xhγ, sβy.
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We complete this subsection by examining a third set of virtual projective characters with
a nice symmetry property.
By Lemma 5.1, the indecomposable projective characters are the characters prjpσ` 2µq for
µ P Ppwq; by Brauer reciprocity these satisfy pprjpσ` 2µq : Jσ` 2λKq “ Dpσ`2λqpσ`2µq for all λ,
and hence by the first statement in Theorem 5.7 pprjpσ` 2µq : Jσ` 2λKq “ Dλµ for all λ, µ P
Ppwq. The invertibility of the decomposition matrix of the Schur algebra then implies that for
each µ there is a unique virtual projective character ωµ in B such that pωµ : Jσ` 2λKq “ δλµ for
each λ. In fact, we can write
ωµ “
ÿ
νPPpwq
D´1νµ prjpσ` 2νq,
where (as set out in Section 2.5) D is the decomposition matrix of the Schur algebra in charac-
teristic 2, i.e. Dλµ “ r∆pλq : Lpµqs. Our aim is to study the multiplicities of the spin characters
xτ ` 4βy in the ωµ when w is even, which will enable us to deduce information about the
decomposition numbers.
The triangularity of the projective characters ψµ (i.e. the second statement in Proposi-
tion 5.8(1)) means that the set tψµ | µ P Ppwqu is a basis for the space of virtual projective
characters in B. Hence each ωλ can be written uniquely as a linear combination of the ψµ. So
define coefficients aλµ by ω
λ “
ř
µPPpwq aλµψ
µ. The next result shows that these coefficients
can also be used to write ωλ in terms of the virtual characters υµ.
Lemma 5.12. For any λ P Ppwq,
ωλ “
ÿ
µPPpwq
aλ1µ1υ
µ.
Proof. For any ν P Ppwqwe have¨˝ ÿ
µPPpwq
aλ1µ1υ
µ : Jσ` 2νK‚˛“ ÿ
µPPpwq
aλ1µ1xhµ, sνy
“
ÿ
µPPpwq
aλ1µ1xeµ, sν1y
“
ÿ
µPPpwq
aλ1µxeµ1 , sν1y
“
ÿ
µPPpwq
aλ1µ
`
ψµ : Jσ` 2ν1K
˘
“
´
ωλ
1
: Jσ` 2ν1K
¯
“ δλ1ν1
“ δλν
“
´
ωλ : Jσ` 2νK
¯
.
Now the uniqueness property defining ωλ gives the result.
Now we can deduce the following symmetry property of the coefficients pωµ :xτ` 4βy q.
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Proposition 5.13. Suppose w is even, λ P Ppwq and β P Ppw{2q. Then´
ωλ :xτ` 4βy
¯
“ p´1qw{2
´
ωλ
1
:xτ` 4β1y
¯
.
Proof. On the one hand, we have´
ωλ :xτ` 4βy
¯
“
ÿ
µPPpwq
aλµ pψ
µ :xτ` 4βy q
“
ÿ
αPPpw{2q
aλpα\αqxeα1 , sβy
by Proposition 5.8(2,3). On the other hand,´
ωλ
1
:xτ` 4β1y
¯
“
ÿ
µPPpwq
aλµ1
`
υµ :xτ` 4β1y
˘
by Lemma 5.12
“
ÿ
γPPpw{2q
aλp2γq1p´1q
w{2xhγ, sβ1y by Proposition 5.11
“ p´1qw{2
ÿ
γPPpw{2q
aλpγ1\γ1qxeγ, sβy.
Replacing γ with α1 gives the result.
5.4 Some decomposition numbers for Rouquier blocks of even weight
We now use the results of the previous subsection to find some explicit decomposition
numbers for spin characters in Rouquier blocks. We retain the assumptions set out at the start
of Section 5.3, and we assume throughout Section 5.4 that w is even. Our aim is to study the
decomposition numbers Dspnpτ`4αqpσ`2µq, for α P Ppw{2q and µ P Ppwq, and to express them in
terms of the adjustment matrix of the Schur algebra.
We start by defining several matrices. Let E be the matrix with rows indexed by Ppw{2q
and columns by Ppwq, with
Eαµ “ D
spn
pτ`4αqpσ`2µq.
Now define a matrix J with the same indexing as E, with
Jαµ “
#
1 pµ “ α\ αq
0 potherwiseq.
Let D be the decomposition matrix of the Schur algebra Spwq in characteristic 2, i.e. Dλµ “
r∆pλq : Lpµqs. Then (as explained in Section 2.5) D “ D˚A, where D˚ is the decomposition
matrix of the p´1q-Schur algebra S˝pwq and A is its adjustment matrix. Now we can state the
main result of this section.
Theorem 5.14. Suppose B is a Rouquier block of even weight w, and define E, J, A as above. Then
E “ JA.
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For example, if w “ 4 then we have the following matrices, and we see that Theorem 5.14
is true in this case.
E “ p
4q p3
,1
q
p2
2
q
p2
,1
2
q
p1
4
q
p2q ¨ ¨ 1 ¨ ¨
p12q ¨ ¨ 1 ¨ 1
J “ p
4q p3
,1
q
p2
2
q
p2
,1
2
q
p1
4
q
p2q ¨ ¨ 1 ¨ ¨
p12q ¨ ¨ ¨ ¨ 1
D “
p4
q
p3
,1
q
p2
2
q
p2
,1
2
q
p1
4
q
p4q 1 ¨ ¨ ¨ ¨
p3, 1q 1 1 ¨ ¨ ¨
p22q ¨ 1 1 ¨ ¨
p2, 12q 1 1 1 1 ¨
p14q 1 ¨ 1 1 1
D˚ “
p4
q
p3
,1
q
p2
2
q
p2
,1
2
q
p1
4
q
p4q 1 ¨ ¨ ¨ ¨
p3, 1q 1 1 ¨ ¨ ¨
p22q ¨ 1 1 ¨ ¨
p2, 12q 1 1 1 1 ¨
p14q 1 ¨ ¨ 1 1
A “
p4
q
p3
,1
q
p2
2
q
p2
,1
2
q
p1
4
q
p4q 1 ¨ ¨ ¨ ¨
p3, 1q ¨ 1 ¨ ¨ ¨
p22q ¨ ¨ 1 ¨ ¨
p2, 12q ¨ ¨ ¨ 1 ¨
p14q ¨ ¨ 1 ¨ 1
Proposition 5.8 gives us the following information about the matrix E, which shows that
Theorem 5.14 is true up to a triangular adjustment.
Corollary 5.15. Suppose β P Ppw{2q and µ P Ppwq.
1. If µ has at least one column of odd length, then Eβµ “ 0.
2. If the columns of µ all have even length, say µ “ α\ α, then Eαµ “ 1 while Eβµ “ 0 unless
α Q β.
Proof. Eβµ is the coefficient pprjpσ` 2µq :xτ` 4βy q. So we examine the projective characters
prjpσ` 2λq, for λ P Ppwq.
By the triangularity of the decomposition matrix of the symmetric group we have
pprjpσ` 2µq : Jσ` 2µKq “ 1, pprjpσ` 2µq : Jσ` 2νKq “ 0 for µ S ν.
By Proposition 5.8 the same property holds if we replace prjpσ` 2µq with the projective char-
acter ψµ introduced in that proposition. Since ψµ is a linear combination of the characters
prjpσ` 2λq with non-negative coefficients, we can obtain prjpσ` 2µq from ψµ by subtracting
multiples of the characters prjpσ` 2νq for ν ⊳ µ. That is,
prjpσ` 2µq “ ψµ ´
ÿ
ν⊳µ
xν prjpσ` 2νq
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with each xν a non-negative integer. In particular, for any β P Ppw{2q
pprjpσ` 2µq :xτ` 4βy q 6 pψµ :xτ` 4βy q ,
so (by Proposition 5.8) pprjpσ` 2µq :xxτ` 4βy q “ 0 if µ has at least one column of odd length or
µ “ α\ α with α S β. Hence if µ “ α\ α, the coefficient pprjpσ` 2νq :xxτ` 4αy q is zero for any
ν ⊳ µ, and so
pprjpσ` 2µq :xxτ` 4αy q “ pψµ :xτ` 4αy q “ 1.
Now we note that the same property holds for the matrix EA´1.
Corollary 5.16. Suppose β P Ppw{2q and µ P Ppwq.
1. If µ has at least one column of odd length, then pEA´1qβµ “ 0.
2. If the columns of µ all have even length, say µ “ α\α, then pEA´1qαµ “ 1 while pEA
´1qβµ “ 0
unless α Q β.
Proof. We have pEA´1qβµ “
ř
λPPpwq EβλA
´1
λµ , and by Corollary 5.15(1) we may restrict the
range of summation to those λ with all columns of even length; that is,
pEA´1qβµ “
ÿ
ρPPpw{2q
Eβpρ\ρqA
´1
pρ\ρqµ.
If µ has a column of odd length, then by Corollary 2.5 A´1pρ\ρqµ “ 0 for every ρ, which gives (1).
If µ “ α\ α, then by Corollary 2.5
pEA´1qβµ “
ÿ
ρPPpw{2q
Eβpρ\ρqA
´1
pρ\ρqpα\αq “
ÿ
ρPPpw{2q
Eβpρ\ρqK
´1
ρα ,
where K is the decompositionmatrix of the Schur algebra Spw{2q. The term Eβpρ\ρq is non-zero
only if ρ Q β (and equals 1 when ρ “ β), while the term K´1ρα is non-zero only if α Q ρ (and is 1
if α “ ρ). The result follows.
Corollary 5.16 may be alternatively phrased as follows: there is a squarematrix Twith rows
and columns indexed by Ppw{2q, such that EA´1 “ TJ. Furthermore, T is lower unitriangular
in the sense that Tαα “ 1 for each α, while Tαβ “ 0 for β S α.
Our aim is to prove that T is the identity matrix. To do this, we consider the matrices ED´1
and JD˚´1, and show that they both satisfy a certain symmetry property. Given a matrix Bwith
rows indexed by Ppw{2q and columns by Ppwq, we say that B is conjugate-symmetric if
Bα1λ1 “ p´1q
w{2Bαλ
for every α P Ppw{2q and λ P Ppwq.
Proposition 5.17. The matrix JD˚´1 is conjugate-symmetric.
Proof. The definition of J means that pJD˚´1qαµ “ D˚
´1
pα\αqµ, and this is given explicitly by
Proposition 2.4 as p´1qw{2ǫpµqκpα, µq, where κpα, µq is defined in Section 2.6. Now µ and
µ1 have the same 2-core, and if this 2-core if not ∅ then κpα, µq “ κpα1, µ1q “ 0, so that
pJD˚´1qαµ “ pJD˚
´1qα1µ1 “ 0. So assume that µ and µ
1 have empty 2-core, and therefore have
2-weight w{2. Then by Lemma 2.2 we have ǫpµqǫpµ1q “ p´1qw{2, so we just need to show that
κpα, µq “ κpα1, µ1q for any α. It is a standard property of Littlewood–Richardson coefficients
that aαβγ “ a
α1
γ1β1 for any α, β,γ, so the result follows from Lemma 2.1.
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Proposition 5.18. The matrix ED´1 is conjugate-symmetric.
Proof. Recall that Eαµ is the multiplicity pprjpσ` 2µq :xτ` 4αy q. Recall also that the virtual
projective characters ωµ from §5.3 are given by
ωµ “
ÿ
νPPpwq
D´1νµ prjpσ` 2νq.
This means that pED´1qαµ “ pω
µ :xτ` 4αy q. Now Proposition 5.13 gives the required result.
For example, in the case w “ 4 the matrix JD˚´1 “ ED´1 is the following.
p4
q
p3
,1
q
p2
2
q
p2
,1
2
q
p1
4
q
p2q 1 ´1 1 ¨ ¨
p12q ¨ ¨ 1 ´1 1
Now we can complete the proof of Theorem 5.14.
Proof of Theorem 5.14. We have seen that there is a matrix T such that EA´1 “ TJ, and that T
is unitriangular in the sense that Tαα “ 1 and Tαβ “ 0 if α R β. So to prove that T is the identity
matrix, we just need to prove that Tαβ “ 0 for all α ⊳ β, and we do this by induction on β using
the dominance order. So assume that we have proved that Tαγ “ 0 whenever γ ⊲ α, β.
Multiplying the equation EA´1 “ TJ by D˚´1, we obtain ED´1 “ TJD˚´1. Consider the col-
umn of JD˚´1 labelled by the partition β1\ β1. For any γwe have pJD˚´1qγpβ1\β1q “ D˚
´1
pγ\γqpβ1\β1q,
and the triangularity of D˚ means that pJD˚´1qγpβ1\β1q “ 1 if γ “ β
1, and 0 if γ R β1. The trian-
gularity of T then means that the same is true with JD˚´1 replaced by TJD˚´1 “ ED´1.
Using the fact that both JD˚´1 and ED´1 are conjugate-symmetric (and the fact that the
dominance order is reversed by conjugating partitions) we get
pJD˚´1qαp2βq “
#
p´1qw{2 if α “ β
0 if α S β
and the same with ED´1 in place of JD˚´1. Hence for α ⊳ β we have
0 “ pED´1qαp2βq
“ pTJD˚´1qαp2βq
“
ÿ
γ
TαγpJD˚
´1qγp2βq.
The term pJD˚´1qγp2βq is zero unless γ Q β. If γ ⊲ β then by our induction hypothesis Tαγ “ 0,
so we only need to consider the term with γ “ β, and we obtain 0 “ p´1qw{2Tαβ.
Hence T is the identity matrix, and therefore E “ JA.
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5.5 Some decomposition numbers for Rouquier blocks of odd weight
We now prove a similar result to Theorem 5.14 for the case where w is odd. We retain the
assumptions set out at the start of Section 5.3, and we assume throughout Section 5.5 that w is odd.
As before, we let D be the decomposition matrix of the Schur algebra Spwq, and factorise D
as D˚A, where D˚ is the decomposition matrix of the corresponding p´1q-Schur algebra and A
is the adjustment matrix. We now define E to be the matrix with rows indexed by Pppw´1q{2q
and columns by Ppwq, and
Eαµ “ D
spn
pτ`4α\p2qqpσ`2µq.
J is defined to have the same indexing as E, with
Jαµ “
#
1 pµ “ α\ α\p1qq
0 potherwiseq.
Now we have the following.
Theorem 5.19. Suppose B is a Rouquier block of odd weight w, and define E, J, A as above. Then
E “ JA.
For example, taking w “ 5, we have the following matrices.
E “ p
5q p4
,1
q
p3
,2
q
p3
,1
2
q
p2
2
,1
q
p2
,1
3
q
p1
5
q
p2q ¨ ¨ ¨ ¨ 1 ¨ ¨
p12q ¨ ¨ ¨ ¨ 1 ¨ 1
J “ p
5q p4
,1
q
p3
,2
q
p3
,1
2
q
p2
2
,1
q
p2
,1
3
q
p1
5
q
p2q ¨ ¨ ¨ ¨ 1 ¨ ¨
p12q ¨ ¨ ¨ ¨ ¨ ¨ 1
D “
p5
q
p4
,1
q
p3
,2
q
p3
,1
2
q
p2
2
,1
q
p2
,1
3
q
p1
5
q
p5q 1 ¨ ¨ ¨ ¨ ¨ ¨
p4, 1q ¨ 1 ¨ ¨ ¨ ¨ ¨
p3, 2q 1 ¨ 1 ¨ ¨ ¨ ¨
p3, 12q 2 ¨ 1 1 ¨ ¨ ¨
p22, 1q 1 ¨ 1 1 1 ¨ ¨
p2, 13q ¨ 1 ¨ ¨ ¨ 1 ¨
p15q 1 ¨ ¨ 1 1 ¨ 1
D˚ “
p5
q
p4
,1
q
p3
,2
q
p3
,1
2
q
p2
2
,1
q
p2
,1
3
q
p1
5
q
p5q 1 ¨ ¨ ¨ ¨ ¨ ¨
p4, 1q ¨ 1 ¨ ¨ ¨ ¨ ¨
p3, 2q ¨ ¨ 1 ¨ ¨ ¨ ¨
p3, 12q 1 ¨ 1 1 ¨ ¨ ¨
p22, 1q ¨ ¨ 1 1 1 ¨ ¨
p2, 13q ¨ 1 ¨ ¨ ¨ 1 ¨
p15q 1 ¨ ¨ 1 ¨ ¨ 1
A “
p5
q
p4
,1
q
p3
,2
q
p3
,1
2
q
p2
2
,1
q
p2
,1
3
q
p1
5
q
p5q 1 ¨ ¨ ¨ ¨ ¨ ¨
p4, 1q ¨ 1 ¨ ¨ ¨ ¨ ¨
p3, 2q 1 ¨ 1 ¨ ¨ ¨ ¨
p3, 12q ¨ ¨ ¨ 1 ¨ ¨ ¨
p22, 1q ¨ ¨ ¨ ¨ 1 ¨ ¨
p2, 13q ¨ ¨ ¨ ¨ ¨ 1 ¨
p15q ¨ ¨ ¨ ¨ 1 ¨ 1
To prove Theorem 5.19, we use restriction, comparing B with the block B´ of weight w´ 1
and 2-core σ and exploiting Theorem 5.14. We define e‚ to be:
38 Matthew Fayers
• e0e1 if σ is one of ∅, p2, 1q, p4, 3, 2, 1q, . . . (and hence τ is one of ∅, p3q, p7, 3q, . . . );
• e1e0 if σ is one of p1q, p3, 2, 1q, p5, 4, 3, 2, 1q, . . . (and hence τ is one of p1q, p5, 1q, p9, 5, 1q, . . . ).
As in the even-weight case, for each λ P Ppwq we define ωλ to be the unique virtual pro-
jective character in B for which
`
ωλ : Jσ` 2µK
˘
“ δλµ.
Now consider applying e‚ to a character in B, and examining the coefficients of Jσ` 2λK
and xτ` 4αy in this restriction.
Lemma 5.20. Suppose λ P Ppw´ 1q and ξ P Ppnq with JξK in B. Then pe‚JξK : Jσ` 2λKq equals:$’’&’’%
1 if ξ “ σ` 2µ where µ is obtained by adding a node to λ;
1 if ξ “ σ` 2λ\p12q;
0 otherwise.
Proof. This is a simple application of the branching rule. Assume that e‚ “ e0e1 (the other
case is very similar). Then by the branching rule pe‚JξK : Jσ` 2λKq equals 1 if there is a partition
π with σ` 2λ
0
ÝÑ π
1
ÝÑ ξ, and 0 otherwise. Since lpσq > w´ 1 > lpλq, all the addable
nodes of σ` 2λ have residue 0, so if π exists then the two nodes added to σ` 2λ to obtain ξ
must be adjacent. If these nodes are both in the same row, say row i, then ξ “ σ` 2µ, where
µ is obtained from λ by adding a node in row i. On the other hand, if the added nodes are
both in the same column, then (since σ` 2λ is 2-regular) this must be column 1, and hence
ξ “ σ` 2λ\p12q.
Corollary 5.21. Suppose µ P Ppwq and λ P Ppw´ 1q. Then pe‚ω
µ : Jσ` 2λKq equals 2 if λ Ă µ, and
0 otherwise. Hence e‚ω
µ “ 2
ř
λ ω
λ, summing over those partitions λ obtained by removing a node
from µ.
Proof. To apply Lemma 5.20, we need to know the multiplicities
`
ωµ : Jσ` 2λ\p12qK
˘
. We
have `
ωµ : Jσ` 2λ\p12qK
˘
“
ÿ
νPPpwq
D´1νµ
`
prjpσ` 2νq : Jσ` 2λ\p12qK
˘
“
ÿ
νPPpwq
A´1pσ`2νqpσ`2µqDpσ`2λ\p12qqpσ`2νq by Theorem 5.7
“ pDA´1qpσ`2λ\p12qqpσ`2µq
“ D˚pσ`2λ\p12qqpσ`2µq,
and by Theorem 5.6(2) this equals 1 if λ Ă µ and 0 otherwise.
Now we can apply Lemma 5.20:
pe‚ω
µ : Jσ` 2λKq “
ÿ
ξ
pωµ : JξKq pe‚JξK : Jσ` 2λKq
“
`
ωµ : Jσ` 2λ\p12qK
˘
`
ÿ
νPPpwq
νĄλ
pωµ : Jσ` 2νKq by Lemma 5.20.
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The first term is 1 if λ Ă µ and 0 otherwise from above, while the second term is 1 if λ Ă µ and
0 otherwise by the definition of ωµ.
Now the final statement follows from the fact that the set
 
ωλ
ˇˇ
λ P Ppw´ 1q
(
is a basis
for the space of virtual projective characters in B´, with
`
ωλ : Jσ` 2νK
˘
“ δλν for all λ, ν P
Ppw´ 1q.
Now we consider applying e‚ to spin characters.
Lemma 5.22. Suppose α P Pppw´ 1q{2q and π P Dpnq with xπy in B. Then pe‚xπy :xτ` 4αy q
equals 1 if π “ τ` 4α\ p2q, and 0 otherwise. Hence if ω is a virtual projective character in B, then
pω :xτ` 4α\p2qy q “ 12 pe‚ω :xτ` 4αy q.
Proof. We apply the spin branching rule. Assume first that e‚ “ e0e1. In order to have
pe‚xπy :xτ` 4αy q ą 0, we need τ`4α
0
ùñ ρ
1
ùñ π for some ρ P D. We have lpτq > pw´1q{2 >
lpαq, so every addable node of τ` 4α has spin residue 0, and every addable node also has a
node of spin residue 0 to its immediate right, with the exception of the addable node in the
first column. So the only possible way of adding two nodes of spin residues 0 and then 1 is
to add the addable node at the bottom of the first column, and then the addable node at the
bottom of the second column, which gives the partition π “ τ` 4α\ p2q. The spin branching
rule then gives the coefficient pe‚xπy :xτ` 4αy q as 1.
The case where e‚ “ e1e0 is very similar: in this case lpτq ą lpαq, so τ ` 4α has addable
nodes in columns 1 and 2, and the only way to add a node of spin residue 1 followed by a
node of spin residue 0 and end up with a 2-regular partition is to add the node in column 2
followed by the node in column 1.
The second statement now follows easily, except that we must take the two characters xτ`
4α\p2qy˘ into account. Becauseω is a virtual projective character, we have
`
ω :xτ` 4α\p2qy`
˘
“`
ω :xτ` 4α\p2qy´
˘
(so it makes sense to write pω :xτ` 4α\p2qy q for either of these multi-
plicities), and the characters xτ`4α\p2qy˘ both contribute terms xτ`4αy when we apply e‚.
Hence we have the factor 12 in the final expression.
Proof of Theorem 5.19. Take µ P Ppwq and α P Pppw´1q{2q, and letM “ tλ P Ppw´ 1q | λ Ă µu.
Let E´, J´, D´, D˚´ be thematrices defined in Section 5.4 for the block with 2-core σ and weight
w´ 1 (so D´ is the decomposition matrix of Spw´ 1q, and so on). Then
pED´1qαµ “
ÿ
νPPpwq
D´1νµ pprjpσ` 2νq :xxτ` 4α\p2qy q
“ pωµ :xτ` 4α\p2qy q
“ 12 pe‚ω
µ :xτ` 4αy q by Lemma 5.22
“
ÿ
λPM
´
ωλ :xτ` 4αy
¯
by Corollary 5.21
“
ÿ
λPM
pE´D
´1
´ qαλ
“
ÿ
λPM
pJ´D˚
´1
´ qαλ by Theorem 5.14
“
ÿ
λPM
pD˚´1´ qpα\αqλ.
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Now comparing Propositions 2.4 and 2.6 we see that this equals D˚´1pα\α\p1qqµ “ pJD˚
´1qαµ. Hence
ED´1 “ JD˚´1, and so E “ JA.
5.6 Irreducibility of spin characters in Rouquier blocks
From the results of the last two subsections we can finally deduce some information about
irreducibility of spin characters modulo 2.
We continue to assume that B is a Rouquier block with weight w, 2-core σ and 4-bar-core τ.
We no longer make any assumption on the parity of w. In this section we will classify the spin
characters in B that remain irreducible in characteristic 2.
Proposition 5.23. Suppose α P Pptw{2uq, and let
λ “
#
τ` 4α pif w is evenq
τ` 4α\p2q pif w is oddq.
Then Ěxλy is irreducible if and only if α is a 2-Carter partition.
Proof. By Theorem 5.14 or Theorem 5.19, the row of the decomposition matrix corresponding
to λ equals the row of the adjustment matrix of Spwq corresponding to α\ α or α\ α\p1q. By
Corollary 2.5 or Corollary 2.7, the sum of the entries of this row equals the sum of the entries
of the row of the decomposition matrix of Sptw{2uq labelled by α. Thus Ěxλy is irreducible if
and only if the Weyl module ∆pαq is irreducible, and by Theorem 3.1 this happens if and only
if α is a 2-Carter partition.
We nowwant to show that if λ is not of the form τ`4α or τ`4α\p2q thenĚxλy is reducible.
Proposition 5.24. Suppose xλy lies in B, and that λ has the form τ` 4α\p4aq for some a > 1. Then
there is µ P Dpnq such that λdblreg “ µdblreg and degxλy ą degxµy .
Proof. We assume first that τ “ p4l ´ 1, 4l ´ 5, . . . , 3q for l > 0. Let k be the length of α.
By Corollary 5.3, λ includes all the integers 3, 7, . . . , 4a´ 1, which is the same as saying that
k 6 l´ a. So if we let m “ l´ a´ k, then the partition pλk`1,λk`2, . . . q equals p4a` 4m´ 1, 4a`
4m´ 3, . . . , 3q \ p4aq, i.e. the partition λa,m from Proposition 4.5. Furthermore, if k ą 0 then
λk ą 4a` 4m` 3, so we can define a partition
µ “ p4l´ 1` 4α1, . . . , 4l´ 4k` 3` 4αk ,
4a` 4m` 3, 4a` 4m´ 1, . . . , 4m` 7,
4m´ 1, 4m´ 5, . . . , 3q,
and we then have λi “ µi for i “ 1, . . . , k, while the partition pµk`1, µk`2, . . . q coincides with
the partition µa,m from Proposition 4.5. Now by combining Proposition 4.5 and Lemma 4.8 we
obtain λdblreg “ µdblreg and degxλy ą degxµy .
The case where τ “ p4l´3, 4l´7, . . . , 1q is the same, using Proposition 4.3 and Corollary 5.5
instead of Proposition 4.5 and Corollary 5.3.
In the same way (using Propositions 4.4 and 4.6 rather than Propositions 4.3 and 4.5) we
obtain the following.
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Proposition 5.25. Suppose xλy lies in B, and λ has the form τ` 4α\p4a` 2q for some a > 1. Then
there is µ P Dpnq such that λdblreg “ µdblreg and degxλy ą degxλy .
Now we can give the main result for Rouquier blocks.
Corollary 5.26. Suppose λ P D with 4-bar-core τ, and that xλy lies in a Rouquier block. Then Ěxλy is
irreducible if and only if λ has the form τ` 4α or τ` 4α\p2q for α a 2-Carter partition.
Proof. By Theorem 2.10, we may assume λ has at most one non-zero even part. Hence by
Corollary 5.3 or Corollary 5.5 we can write λ “ τ`4α or τ`4α\p2bq for some natural number
b. In the case where λ “ τ ` 4α or τ ` 4α\ p2q, the result follows from Proposition 5.23. If
λ “ τ` 4α\p2bq with b > 2, then by Proposition 5.24 or Proposition 5.25 we can find another
2-regular partition µ with the same regularised double as λ and such that xµy has smaller
degree than xλy . Hence by Lemma 4.1 Ěxλy is reducible.
5.7 Separated partitions
Our aim in the remainder of this section is to extend the results of Section 5.6 beyond
Rouquier blocks. So now we drop the assumption that we are working in a Rouquier block,
but we make a definition motivated by Corollaries 5.3 and 5.5: given λ P D and i “ 1 or 3, we
say that λ is i-separated if
• λ has at most one non-zero even part,
• all the odd parts of λ are congruent to i modulo 4, and
• if λ includes an even part 2b, then λ includes all positive integers less than 2b which are
congruent to i modulo 4.
Say that λ is separated if it is either 1- or 3-separated. If we let τ be the 4-bar-core of λ, then λ is
separated if λ has one of the following two forms:
• τ` 4α, where α P P with lpαq 6 lpτq;
• τ` 4α\p2bq, where b ą 0, α P P and lpαq is at most the number of parts of τ which are
greater than 2b.
So let’s write seppτ, α, 0q “ τ` 4α and seppτ, α, bq “ τ ` 4α\ p2bq when τ is a 4-bar-core
and α a partition.
Remark. The idea of the definition of separated 2-regular partitions is that the correspond-
ing characters xλy are well-behaved, inheriting properties of corresponding spin characters in
Rouquier blocks. The terminology “separated” is intended to reference the term “2-quotient
separated” introduced by James and Mathas [JM1] for a class of partitions labelling characters
which behave in a similar way for symmetric groups and Hecke algebras.
Our aim is to prove the following, which generalises Proposition 5.23.
Proposition 5.27. Suppose λ is a separated 2-regular partition, and write λ “ seppτ, α, bq with b > 0.
Then Ěxλy is irreducible if and only if b 6 1 and α is a 2-Carter partition.
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To prove Proposition 5.27, we use a downwards induction. The inductive step is achieved
via the following lemmas.
Lemma 5.28. Given l > 1, let τ “ p4l´ 3, 4l´ 7, . . . , 1q and let υ “ p4l´ 1, 4l´ 5, . . . , 3q. Suppose
λ “ seppτ, α, bq is separated, and let µ “ seppυ, α, bq.
1. If b “ 0, then
f
pmaxq
1 xλy “ xµy , e
pmaxq
1 xµy “ xλy .
2. If b > 1, then
f
pmaxq
1 xλy˘ “
1
2pxµy``xµy´q, e
pmaxq
1 xµy˘ “
1
2 pxλy``xλy´q.
Hence Ěxλy is irreducible if and only if Ěxµy is.
Proof.
1. λ has two 1-spin-addable nodes in each of rows 1, . . . , l. So by the induction version of
Proposition 2.17, f
pmaxq
1 xλy “ f
p2lq
1 xλy “ xµy . Similarly, since µ has two 1-spin-removable
nodes in each row, e
pmaxq
1 xµy “ e
p2lq
1 xµy “ xλy .
2. We let k be such that λk “ 2b, and consider two cases according to the parity of b. If b
is even, then λ has two 1-spin-addable nodes in each of rows 1, . . . , l ` 1 except row k.
Adding these nodes yields µ. µ has no other 1-spin-removable nodes, so removing all 1-
spin-removable nodes from µ leaves λ. Now the expressions for f
pmaxq
1 xλy and e
pmaxq
1 xµy
follow from Proposition 2.17 and its induction inversion.
If b is odd, then each of rows 1, . . . , l` 1 contains two 1-spin-addable nodes of λ except
rows k and k` 1, which each contain one (note that the separated condition means that
λk`1 “ 2b´ 1, so that pk` 1,λk`1` 2q is not a spin-addable node of λ). Adding all these
nodes yields µ, and µ has no other 1-spin-removable nodes. Again, the expressions for
f
pmaxq
1 xλy and e
pmaxq
1 xµy follow from Proposition 2.17 and its induction inversion.
In either case, we obtain
f
pmaxq
1
Ěxλy “ Ěxµy , epmaxq1 Ěxµy “ Ěxλy .
so the final statement follows from Theorem 2.19.
In a similar way we obtain the following.
Lemma 5.29. Given l > 0, let τ “ p4l ´ 1, 4l ´ 5, . . . , 3q and υ “ p4l ` 1, 4l ´ 3, . . . , 1q. Suppose
λ “ seppτ, α, bq is separated, and let µ “ seppυ, α, bq.
1. If b “ 0, then
f
pmaxq
0 xλy “ xµy , e
pmaxq
0 xµy “ xλy .
2. If b > 1, then
f
pmaxq
0 xλy˘ “
1
2pxµy``xµy´q, e
pmaxq
0 xµy˘ “
1
2 pxλy``xλy´q.
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Hence Ěxλy is irreducible if and only if Ěxµy is.
Proof of Proposition 5.27. We use downwards induction on the size of the 4-bar-core of λ.
Note that by Corollary 5.26 the result holds if xλy lies in a Rouquier block. In general if we
assume that λ is separated and write λ “ seppτ, α, bq, then for any 4-bar-core υ larger than τ,
the partition seppυ, α, bq is also separated and has the same 4-bar-weight as λ, i.e. 2|α| ` b. So
if we fix α and b and allow τ to vary, then for sufficiently large τ the character xseppτ, α, bqy
lies in a Rouquier block. So to prove Proposition 5.27 for a specific λ “ seppτ, α, bq, it suffices
to show that Ěxλy is irreducible if and only if Ğxseppυ, α, bqy is irreducible, for some 4-bar-core υ
larger than τ. If λ is 1-separated this follows from Lemma 5.28, while if λ is 3-separated then
we use Lemma 5.29 instead.
Now we come to the conclusion of this section, which is that Theorem 3.3 is true for spin
characters labelled by separated partitions.
Proof of Theorem 3.3 when λ is separated. Looking at the six cases listed in Theorem 3.3, we
see that λ is separated in (and only in) cases 1–4: in cases 1 and 2 we have λ “ seppτ, α, 0qwith
α a 2-Carter partition, and cases 3 and 4 we have λ “ seppτ, α, 1q with α a 2-Carter partition.
So when λ is separated, Theorem 3.3 is equivalent to Proposition 5.27.
6 Proof of Theorem 3.3 for non-separated partitions
Now we prove Theorem 3.3 in the case where λ is not separated. To do this, we introduce
some notation for the various classes of partitions appearing in Theorem 3.3:
• let X3 denote the set of 2-regular partitions τ` 4α, where τ “ p4l´ 1, 4l´ 5, . . . , 3q with
l > 0 and α a 2-Carter partition with lpαq 6 l;
• let X1 denote the set of 2-regular partitions τ` 4α, where τ “ p4l´ 3, 4l´ 7, . . . , 1q with
l > 1 and α a 2-Carter partition with lpαq 6 l;
• let Y3 denote the set of 2-regular partitions τ` 4α\ p2q, where τ “ p4l´ 1, 4l´ 5, . . . , 3q
with l > 0 and α a 2-Carter partition with lpαq 6 l;
• let Y1 denote the set of 2-regular partitions τ` 4α\ p2q, where τ “ p4l´ 3, 4l´ 7, . . . , 1q
with l > 1 and α a 2-Carter partition with lpαq 6 l´ 1;
• let Z denote the set of 2-regular partitions p2bq or p4b´ 2, 1q for b > 2.
Now let I “ X3YX1YY3YY1YZ Ytp3, 2, 1qu.
To prove the “if” part of Theorem 3.3 in the case where λ is not separated, we need the
following theorem of Wales.
Theorem 6.1 [W, Theorem 7.7]. Suppose p is a prime. Then the p-modular reduction of xny is
irreducible unless n is odd and p divides n.
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In particular, we have Ęx2by irreducible for every b. Next consider the case λ “ p4b´ 2, 1q
and let µ “ p4b ´ 2q. Then (as we have just noted) Ěxµy is irreducible, and by examining
spin residues we see that Ěxλy “ fpmaxq0 Ěxµy , so by Theorem 2.19 Ěxλy is irreducible too. The
final case to consider to complete the “if” part of the proof is λ “ p3, 2, 1q, for which one
can just check the readily-available decomposition matrix (for example, at the Modular Atlas
homepage www.math.rwth-aachen.de/homes/MOC/).
Now we proceed with the “only if” part of Theorem 3.3, which is more complex. We will
prove by induction on |λ| that if λ is a 2-regular partition not in I then Ěxλy is a reducible
2-modular character. The key result which underlies the combinatorics of the proof is the fol-
lowing (recall that we write λÓi for the partition obtained by removing all the i-spin-removable
nodes from λ P D).
Proposition 6.2. Suppose λ P D and i P t0, 1u. If Ěxλy is irreducible, then so isĞxλÓiy .
Proof. If Ěxλy is irreducible, then by Theorem 2.19 so is epmaxqi Ěxλy . But by Corollary 2.18,
e
pmaxq
i
Ěxλy equals aĞxλÓiy for some a P N, so ĞxλÓiy must be irreducible (and in fact a must
equal 1).
So using our inductive hypothesis we may assume that for i “ 0, 1 either λÓi P I or
λÓi “ λ. We also assume that λ is not separated, and by Theorem 2.10 we can assume that λ
has at most one non-zero even part.
We summarise our assumptions for ease of reference.
Assumptions and notation in force for the rest of Section 6:
λ is a 2-regular partition which has at most one non-zero even part, is not separated and
does not lie in I . For i “ 0, 1, either λÓi P I or λÓi “ λ. We let µ “ λ
dblreg.
Recall that by Theorem 2.10, if Ěxλy is irreducible, then Ěxλy “ ϕpµq. We will often exploit
this by finding an induction or restriction functor (or a composition of such functors) which
kills ϕpµq but not Ěxλy , so that ϕpµq and Ěxλy cannot be equal.
The assumptions above have several immediate consequences.
• λÓ1 cannot lie in X3 or Y3, since partitions in X3YY3 all have 1-spin-removable nodes
(with the exception of ∅, but in this case λ would also equal ∅, contrary to assumption).
• Similarly, λÓ0 cannot lie in X1 or Y1.
• Neither λÓ0 nor λÓ1 can lie in Z , since then λ would lie in Z as well.
• Neither λÓ0 nor λÓ1 can equal p3, 2, 1q.
So our assumptions give λÓ0 P X3YY3Ytλu and λÓ1 P X1YY1Ytλu. We now consider
several cases.
Case 1: λÓ0 “ λ, λÓ1 P X1
In this case, write
λÓ1 “ p4l´ 3, 4l´ 7, . . . , 1q` 4ν
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with ν a 2-Carter partition of lengthm 6 l. We can obtain λ from λÓ1 by adding 1-spin-addable
nodes, and there are two of these nodes which can be added in each row from 1 to l. We must
add at least one node in each of these rows, since otherwise λ would have a 0-spin-removable
node, so that λÓ0 ‰ λ. On the other hand, λ has at most one even part, so there can be at most
one row where we add exactly one node. If we add two nodes in each row, then
λ “ p4l´ 1, 4l´ 5, . . . , 3q` 4ν P X3,
contrary to assumption, so instead there must be some k such that we add one node in row k
and two nodes in each other row. That is,
λ “ p4l´ 1, 4l´ 5, . . . , 4l´ 4k` 7, 4l´ 4k` 2, 4l´ 4k´ 1, . . . , 7, 3q` 4ν.
Hence
λdbl “ p2l, 2l´ 1, . . . , 2l´ 2k` 3, p2l´ 2k` 1q2, 2l´ 2k, 2l´ 2k´ 1, . . . , 1q` 2pν\ νq.
We now consider several subcases; recall that m is the length of ν.
(1a) If k ą m, then λ is separated, contrary to assumption.
(1b) If k “ m “ l “ 1, then λ P Z , again contrary to assumption.
(1c) If k “ m “ l ą 1, then
µ “ p2l, 2l´ 1, . . . , 2q` 2pν\ νq.
We apply themodular branching rules to compute f
p2l´1q
0 ϕpµq. Note that µ has an addable
0-node at the end of each row from 1 to 2l´ 1, and (since νl ą 0) a removable 0-node at
the end of row 2l and an addable 0-node at the start of row 2l` 1. Hence all the addable
0-nodes except the one in row 2l´ 1 are conormal, so f
p2l´1q
0 ϕpµq “ ϕpξq, where
ξ “ p2l` 1, 2l, . . . , 5, 4, 2, 0, 1q` 2pν\ νq.
Applying the modular branching rules again we obtain e1f
p2l´1q
0 ϕpµq “ 0. On the other
hand, the spin branching rules give e1f
p2l´1q
0
Ěxλy ‰ 0, so we cannot possibly have Ěxλy “
ϕpµq.
(1d) If l ą k 6 m, then νk ą νk`1 (since ν is a 2-Carter partition and hence 2-regular), which
means that
µ “ p2l, 2l´1, . . . , 2l´2k`3, 2l´2k`2, p2l´2kq2 , 2l´2k´1, 2l´2k´2, . . . , 1q`2pν\νq.
This partition has an addable 1-node in row 2k and removable 1-nodes in all other rows
from 1 to 2l. But the fact that k ă l means that one of these removable nodes (namely,
the one in row 2k` 1) is not normal, so e2l´11 ϕpµq “ 0. But the spin branching rules give
e2l´11
Ěxλy ‰ 0, so Ěxλy ‰ ϕpµq.
Example. Take λ “ p31, 15, 6q. Then λÓ0 “ λ and
λÓ1 “ p29, 13, 5q “ p9, 5, 1q` 4p5, 2, 1q,
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so that k “ l “ m “ 3. We have
λdbl “ p16, 15, 8, 7, 3, 3q,
giving
µ “ p16, 15, 8, 7, 4, 2q “ p6, 5, 4, 3, 2q` 2p5, 5, 2, 2, 1, 1q.
Now we examine the residues of the nodes of µ and the spin-residues of the nodes of λ:
λ “ 0 1 1 0 0 1 1 0 0 1 1 0 0 1 1 0 0 1 1 0 0 1 1 0 0 1 1 0 0 1 1
0 1 1 0 0 1 1 0 0 1 1 0 0 1 1
0 1 1 0 0 1
µ “ 0 1 0 1 0 1 0 1 0 1 0 1 0 1 0 1
1 0 1 0 1 0 1 0 1 0 1 0 1 0 1
0 1 0 1 0 1 0 1
1 0 1 0 1 0 1
0 1 0 1
1 0
.
The branching rules give f
p5q
0
Ěxλy “ Ğx33, 17, 6, 1y and fp5q0 ϕpµq “ ϕp17, 16, 9, 8, 4, 2, 1q. And since
e1 Ğx33, 17, 6, 1y ‰ 0 “ e1ϕp17, 16, 9, 8, 4, 2, 1q we deduce that Ěxλy ‰ ϕpµq, so that Ěxλy is re-
ducible.
Case 2: λÓ0 “ λ, λÓ1 P Y1
In this case, write
λÓ1 “ p4l` 1, 4l´ 3, . . . , 5, 2, 1q` 4ν
with ν a 2-Carter partition of length m 6 l. λ is obtained from λÓ1 by adding 1-spin-addable
nodes, and sufficiently many such nodesmust be added that λ has no 0-spin-removable nodes.
In particular, at least one node must be added in each of rows 1, . . . , l, and exactly one node
must be added in each of rows l` 1 and l` 2. But this means in particular that λl`2 “ 2. Since
by assumption λ has at most one even part, all of λ1, . . . ,λl must be odd, and therefore we
must have
λ “ p4l` 3, 4l´ 1, . . . , 7, 3, 2q` 4ν P Y3,
contrary to assumption.
Case 3: λÓ0 P X3, λÓ1 “ λ
Now write
λÓ0 “ p4l´ 1, 4l´ 5, . . . , 3q` 4ν
with ν a 2-Carter partition of length m 6 l. λ is obtained from λÓ0 by adding nodes of spin
residue 0, and at least one such node must be added in each of rows 1, . . . , l to ensure that
λÓ1 “ λ. λ can have at most one even part, so there can be at most one of these rows where
we add a single 0. We then also have the possibility of adding a 0 in row l` 1. If we add two
nodes to each of rows 1, . . . , l, then (regardless of whether we also add a node in row l` 1) λ
is separated, contrary to assumption. So there is 1 6 k 6 l such that we add a single node in
row k and two nodes in all other rows from 1 to l.
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Again we consider several subcases. First suppose λ does have a node in row l` 1; that is,
λ “ p4l` 1, 4l´ 3, . . . , 4l´ 4k` 9, 4l´ 4k` 4, 4l´ 4k` 1, 4l ´ 4k´ 3, . . . , 1q` 4ν.
Then
λdbl “ p2l` 1, 2l, . . . , 2l´ 2k` 4, p2l´ 2k` 2q2, 2l´ 2k` 1, 2l ´ 2k, . . . , 1q` 2pν\ νq.
(3a) If k 6 m, then
µ “ p2l`1, 2l, . . . , 2l´2k`4, 2l´2k`3, 2l´2k`1, 2l´2k`1, 2l´2k, . . . , 1q`2pν\νq.
and the modular branching rules give e2l0 ϕpµq “ 0. But e
2l
0
Ěxλy ‰ 0, so Ěxλy ‰ ϕpµq.
(3b) If k ą m, then λ is separated, contrary to assumption.
Now suppose λ does not have a node in row l` 1, i.e.
λ “ p4l` 1, 4l´ 3, . . . , 4l´ 4k` 9, 4l´ 4k` 4, 4l´ 4k` 1, 4l ´ 4k´ 3, . . . , 5q` 4ν.
(3c) If m > k ă l, then (similarly to subcase (3a)) e2l´10 ϕpµq “ 0, while e
2l´1
0
Ěxλy ‰ 0, soĚxλy ‰ ϕpµq.
(3d) If l “ 1, then λ P Z , contrary to assumption.
(3e) If 1 ă k “ l, then (similarly to subcase (1c)) e0f
2l´2
1 kills ϕpµq but not
Ěxλy so we cannot
have Ěxλy “ ϕpµq.
(3f) Finally suppose m ă k ă l, and define
ξ “ p4l` 1, 4l´ 3, . . . , 9, 4q` 4ν.
Then by applying Lemma 4.8 k´ 1 times followed by Lemma 4.2, we obtain λdblreg “
ξdblreg and degxλy ą degxξy , so that by Lemma 4.1 Ěxλy is reducible.
Case 4: λÓ0 P Y3, λÓ1 “ λ
Now write
λÓ0 “ p4l´ 1, 4l´ 5, . . . , 3, 2q` 4ν
with ν a 2-Carter partition. We obtain λ from λÓ0 by adding sufficiently many 0-spin-addable
nodes to eliminate any 1-spin-removable nodes. We certainly have to add the node pl ` 2, 1q
(to eliminate the spin-removable node pl` 1, 2q). We also have to add at least one node in each
of rows 1, . . . , l´ 1; since λ has at most one even part, we must add two nodes in each of these
rows. If in addition we add two nodes in row l, then λ “ p4l ` 1, 4l´ 3, . . . , 5, 2, 1q ` 4ν P Y1,
contrary to assumption. So we must add no nodes in row l, and this means that νl “ 0, since
otherwise λ has a 1-spin-removable node.
So we have
λ “ p4l` 1, 4l´ 3, . . . , 9, 3, 2, 1q` 4ν.
In particular, this implies l ą 1, since by assumption λ ‰ p3, 2, 1q. So
λdbl “ p2l` 1, 2l, . . . , 5, 4, 2, 14q` 2pν\ νq,
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which implies that
µ “ p2l` 1, 2l, . . . , 5, 4, 3, 1q` 2pν\ ν\p1qq.
Now the modular branching rules (together with the fact that l ą 1) give e0f
2l´2
1 ϕpµq “ 0,
while e0f
2l´2
1
Ěxλy ‰ 0.
Case 5: λÓ0 P X3YY3, λÓ1 P X1YY1
In this case, let b denote the total number of spin-removable nodes of λ. We claim first
that the length of µ is at most b. This follows by considering the various possibilities for λÓ0
and λÓ1. Note that for each i we have λi “ max tpλÓ0qi, pλÓ1qiu; since λ can have at most two
spin-removable nodes in row i, this means that pλÓ0qi and λÓ1qi differ by at most 2. Moreover,
lpλÓ1q ´ lpλÓ0q is either 0 or 1. This leaves six distinct possibilities. We tabulate these below,
giving the number b for each, together with the length of λdbl.
λÓ0 λÓ1 b lpλ
dblq
p4l´ 1, 4l´ 5, . . . , 3q` 4ν p4l´ 3, 4l´ 7, . . . , 1q` 4ξ 2l 2l
p4l´ 1, 4l´ 5, . . . , 3q` 4ν p4l` 1, 4l´ 3, . . . , 1q` 4ξ 2l` 1 2l` 1
p4l´ 1, 4l´ 5, . . . , 3q` 4ν p4l´ 3, 4l´ 7, . . . , 5, 2, 1q` 4ξ 2l 2l` 1
p4l´ 1, 4l´ 5, . . . , 3, 2q` 4ν p4l` 1, 4l´ 3, . . . , 1q` 4ξ 2l` 1 2l` 2
p4l´ 1, 4l´ 5, . . . , 3, 2q` 4ν p4l´ 3, 4l´ 7, . . . , 5, 2, 1q` 4ξ 2l 2l` 2
p4l´ 1, 4l´ 5, . . . , 3, 2q` 4ν p4l` 1, 4l´ 3, . . . , 5, 2, 1q` 4ξ 2l` 1 2l` 3
Now note that in the third and fourth cases the last two parts of λdbl are both equal to 1, so that
the length of µ is less than the length of λdbl, and hence at most b. In the fifth and sixth cases,
the last three parts of λdbl are all equal to 1, so the length of µ is at most lpλdblq´ 2, and hence
less than or equal to b.
So our claim is proved. Now if µ has fewer than b normal nodes, then for some i P t0, 1u
and some r we have eri
Ěxλy ‰ 0 while eri ϕpµq “ 0, so that Ěxλy ‰ ϕpµq. So we can assume that
µ has b normal nodes, and since µ has length at most b this means that µ must have a normal
node at the end of every non-empty row. But the only way this can happen is if the nodes at
the ends of the non-empty rows of µ all have the same residue (since if the nodes at the ends
of rows k and k` 1 have different residues, then the one at the end of row k` 1 is not normal).
But if the removable nodes of µ all have residue i, then e1´iϕpµq “ 0, while e1´iĚxλy ‰ 0 (since
by assumption λÓ1´i ‰ λ).
Example. Take λ “ p21, 11, 5, 2, 1q. Then
λÓ0 “ p19, 11, 3, 2q “ p11, 7, 3, 2q` 4p2, 1q P Y3,
λÓ1 “ p21, 9, 5, 2, 1q “ p13, 9, 5, 2, 1q` 4p1q P Y1.
So we are in the final case in the table above, with l “ 3. λ has seven spin-removable nodes.
We have
λdbl “ p11, 10, 6, 5, 3, 2, 13q, µ “ p11, 10, 7, 5, 4, 2, 1q
so that µ can have at most seven normal nodes. But in fact µ has only three normal nodes (all
of residue 0). Hence e1Ěxλy ‰ 0 “ e1ϕpµq, so that Ěxλy is reducible.
This completes the proof of Theorem 3.3.
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7 Future directions
7.1 The alternating group
Let An denote the alternating group, and define A˜n to be the inverse image of An under
the natural homomorphism S˜n Ñ Sn. Then A˜n is a double cover of An, and (except when
n 6 3 or n “ 6, 7) is the unique Schur cover of An. We can ask our main question for characters
of A˜n as well, and the answer is closely related to that for S˜n. In this section we make a few
observations about this problem, which we hope to solve in a future paper. Throughout this
section we work over fields large enough to be splitting fields for An.
As with S˜n, the case of linear characters follows from the corresponding result for An,
which is given in [F3, Theorem 3.1]. So here we need only be concerned with spin characters
of A˜n. We say that two characters of A˜n are conjugate if we can transform one into the other
by conjugating all elements of A˜n by an odd element of S˜n. The ordinary irreducible spin
characters of A˜n are easily constructed from those for S˜n: for every λ P D
`pnq the restriction
xλyÓ
A˜n
is a sum of two conjugate irreducible characters xλy`, xλy´, while for λ P D
´pnq the
restriction xλy`ÓA˜n “ xλy´ÓA˜n is a self-conjugate irreducible character which we denote xλy .
The set  
xλy`, xλy´
ˇˇ
λ P D`pnq
(
Ytxλy | λ P D´pnqu
is a complete set (without repeats) of ordinary irreducible spin characters of A˜n. To help us to
determine which of these characters remain irreducible in characteristic 2, we consider restrict-
ing from S˜n, using the fact that restriction to subgroups commutes with modular reduction.
We now no longer allow ourselves to write xλy to mean “either xλy` or xλy´” when λ P D
´pnq. So
xλy for λ P D´pnqwill unambiguously mean the spin character for A˜n labelled by λ.
As with S˜n, there are no irreducible spin characters of A˜n in characteristic 2, so the irre-
ducible 2-modular characters of A˜n are the same as those for An. These are also constructed
by restriction from Sn, but to explain the situation here we need a definition: say that λ P D
is an S-partition if for every odd l the lth ladder of λ contains an even number of nodes. Then
ϕpλqÓAn is a sum of two conjugate irreducible characters ϕpλq`, ϕpλq´ if λ is an S-partition, and
otherwise ϕpλqÓAn is a self-conjugate irreducible character. The irreducible characters arising
in this way are (without repeats) all the irreducible 2-modular characters of An. This result
is due to Benson [Be, Theorem 1.1], though as far as we are aware the characterisation of S-
partitions we have given is new.
Now we consider what happens when we take an ordinary irreducible spin character of
S˜n, restrict to A˜n and reduce modulo 2.
Take λ P D´pnq. Then the fact that restriction commutes with modular reduction gives
Ěxλy “Ğxλy`ÓA˜n .
So in order for Ěxλy to be irreducible,Ğxλy` must be irreducible, and must remain irreducible
on restriction to A˜n. By Theorem 2.10, this means thatĞxλy` “ ϕpλdblregq, and that λdblreg is not
an S-partition.
In fact, it is easy to check that the second condition: an easy exercise shows that an S-
partition must have even 2-weight, whereas all the partitions in Theorem 3.3 that lie in D´
have odd 4-bar-weight, with the exception of the partitions p4bq for b > 1. If λ “ p4bq then
λdblreg “ p2b` 1, 2b´ 1q is an S-partition. So for λ P D´ we conclude that Ěxλy is irreducible if
and only ifĞxλy` is irreducible and λ ‰ p4bq for b > 1.
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Now consider λ P D`pnq. In this case restricting and reducing modulo 2 givesĞxλy``Ğxλy´ “ ĚxλyÓA˜n .
Since xλy` and xλy´ are conjugate characters,
Ğxλy` is irreducible if and only ifĞxλy´ is, and
this happens if and only if ĚxλyÓ
A˜n
has exactly two irreducible constituents. Hence either
• Ěxλy is irreducible, or
• Ěxλy has exactly two irreducible constituents, which restrict to conjugate irreducible 2-
modular characters of An.
The main theorem of the present paper tells us exactly when the first situation occurs. For the
second situation to occur, the two irreducible constituents of Ěxλy would have to be equal in
order for their restrictions to A˜n to be conjugate and irreducible, so by Theorem 2.10 we would
have to have Ěxλy “ 2ϕpλdblregq. In particular, this implies that evpλq would have to be 2.
So to solve the main problem for spin characters of A˜n, it remains to classify partitions
λ P D with exactly two non-zero even parts, such that Ěxλy “ 2ϕpλdblregq. Such partitions do
occur; the first example is p4, 2, 1q, and we will see a family of examples below.
7.2 Decomposition numbers for Rouquier blocks
One of the main results in this paper (Theorems 5.14 and 5.19) is the calculation of some of
the rows of the spin part of the decomposition matrix for a Rouquier block of S˜n; specifically,
the rows corresponding to 2-regular partitions with no even parts greater than 2. It would be
interesting to extend this to determine the whole of the decomposition matrix for a Rouquier
block. We expect this would be amenable to the same techniques, once suitable combinatorial
expressions for the entries are found.
By way of example, we consider the spin part of the decomposition matrix for a Rouquier
block of weight 7. Let σ be a 2-core of length at least 6 and τ the corresponding 4-bar-core,
and let B be the block with 2-core σ and weight 7. Then we write E for the spin part of the
decomposition matrix of B; we label the columns of E by partitions of 7, and the rows by pairs
pα, βq of partitions with β 2-regular and 2|α| ` |β| “ 7, and set
Epα,βqµ “ D
spn
pτ`4α\2βqpσ`2µq.
We also define A to be the adjustment matrix for Sp7q. The matrices E and EA´1 are given in
Figure 1.
Note that the submatrix consisting of the first three rows of EA´1 is the matrix J from
Section 5.5, in agreement with Theorem 5.19. We leave the reader to try to work out the pattern
in the rest of this matrix. We cannot even see why the entries of EA´1 are necessarily non-
negative!
Another point to observe in the matrix E is the sixth row, which shows a spin character
whose 2-modular reduction just has two equal composition factors. This is relevant to the
discussion of the double cover of the alternating group in Section 7.1: it shows that if λ is one
of
p19, 7, 4, 3, 2q, p21, 9, 5, 4, 2, 1q, p23, 11, 7, 4, 3, 2q, p25, 13, 9, 5, 4, 2, 1q, . . .
then the ordinary spin characters of A˜n labelled by λ remain irreducible in characteristic 2.
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p7
q
p6
,1
q
p5
,2
q
p5
,1
2
q
p4
,3
q
p4
,2
,1
q
p4
,1
3
q
p3
2
,1
q
p3
,2
2
q
p3
,2
,1
2
q
p3
,1
4
q
p2
3
,1
q
p2
2
,1
3
q
p2
,1
5
q
p1
7
q
p3q, p1q ¨ ¨ ¨ ¨ ¨ ¨ ¨ 1 ¨ ¨ ¨ ¨ ¨ ¨ ¨
p2, 1q, p1q ¨ ¨ ¨ ¨ ¨ ¨ ¨ ¨ ¨ ¨ ¨ ¨ 1 ¨ ¨
p13q, p1q ¨ ¨ ¨ ¨ ¨ ¨ ¨ 1 ¨ ¨ ¨ ¨ ¨ ¨ 1
p2q, p3q ¨ ¨ ¨ ¨ ¨ ¨ ¨ 1 2 ¨ ¨ 1 1 ¨ ¨
p12q, p3q ¨ ¨ ¨ ¨ ¨ ¨ ¨ 1 2 ¨ 2 1 1 1 1
p2q, p2, 1q ¨ ¨ ¨ ¨ ¨ ¨ ¨ ¨ ¨ ¨ ¨ 2 ¨ ¨ ¨
p12q, p2, 1q ¨ ¨ ¨ ¨ ¨ ¨ ¨ ¨ ¨ ¨ ¨ 2 ¨ 2 ¨
p1q, p5q ¨ ¨ ¨ 4 ¨ ¨ 2 1 4 1 2 2 1 1 1
p1q, p4, 1q ¨ ¨ ¨ 8 ¨ ¨ 4 2 8 6 4 4 2 2 ¨
p1q, p3, 2q ¨ ¨ ¨ 8 ¨ ¨ ¨ 2 8 6 4 ¨ 2 ¨ ¨
∅, p7q 4 4 2 4 1 ¨ 2 1 2 1 2 1 ¨ 1 1
∅, p6, 1q 8 8 12 16 2 4 4 2 8 6 4 2 2 2 ¨
∅, p5, 2q 16 8 16 24 6 12 4 8 12 8 4 2 2 ¨ ¨
∅, p4, 3q 8 8 4 8 6 8 4 6 4 2 ¨ 2 ¨ ¨ ¨
∅, p4, 2, 1q 8 ¨ 4 8 ¨ 8 ¨ 6 4 2 ¨ ¨ ¨ ¨ ¨
p7
q
p6
,1
q
p5
,2
q
p5
,1
2
q
p4
,3
q
p4
,2
,1
q
p4
,1
3
q
p3
2
,1
q
p3
,2
2
q
p3
,2
,1
2
q
p3
,1
4
q
p2
3
,1
q
p2
2
,1
3
q
p2
,1
5
q
p1
7
q
p3q, p1q ¨ ¨ ¨ ¨ ¨ ¨ ¨ 1 ¨ ¨ ¨ ¨ ¨ ¨ ¨
p2, 1q, p1q ¨ ¨ ¨ ¨ ¨ ¨ ¨ ¨ ¨ ¨ ¨ ¨ 1 ¨ ¨
p13q, p1q ¨ ¨ ¨ ¨ ¨ ¨ ¨ ¨ ¨ ¨ ¨ ¨ ¨ ¨ 1
p2q, p3q ¨ ¨ ¨ ¨ ¨ ¨ ¨ 1 2 ¨ ¨ 1 1 ¨ ¨
p12q, p3q ¨ ¨ ¨ ¨ ¨ ¨ ¨ ¨ ¨ ¨ 2 ¨ 1 1 1
p2q, p2, 1q ¨ ¨ ¨ ¨ ¨ ¨ ¨ ¨ ¨ ¨ ¨ 2 ¨ ¨ ¨
p12q, p2, 1q ¨ ¨ ¨ ¨ ¨ ¨ ¨ ¨ ¨ ¨ ¨ ¨ ¨ 2 ¨
p1q, p5q ¨ ¨ ¨ 3 ¨ ¨ 2 ¨ 2 1 2 1 1 1 1
p1q, p4, 1q ¨ ¨ ¨ 2 ¨ ¨ 4 2 4 6 4 2 2 2 ¨
p1q, p3, 2q ¨ ¨ ¨ 2 ¨ ¨ ¨ 2 4 6 4 ¨ 2 ¨ ¨
∅, p7q 4 3 2 3 1 ¨ 2 ¨ ¨ 1 2 ¨ ¨ 1 1
∅, p6, 1q 4 6 12 10 2 4 4 2 4 6 4 ¨ 2 2 ¨
∅, p5, 2q 4 2 16 16 6 12 4 8 8 8 4 2 2 ¨ ¨
∅, p4, 3q ¨ 2 4 6 6 8 4 6 4 2 ¨ 2 ¨ ¨ ¨
∅, p4, 2, 1q ¨ ¨ 4 6 ¨ 8 ¨ 6 4 2 ¨ ¨ ¨ ¨ ¨
Figure 1: The matrices E and EA´1 for a Rouquier block of weight 7
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8 Index of notation
For the reader’s convenience we conclude with an index of the notation we use in this
paper. We provide references to the relevant subsections.
Basic objects
F a field of characteristic 2
Sn the symmetric group of degree n 2.1
An the alternating group of degree n 7.1
Hn the Iwahori–Hecke algebra of Sn over C, with q “ ´1 2.1
Spnq the Schur algebra of degree n over F 2.1
S˝pnq the q-Schur algebra of degree n over C, with q “ ´1 2.1
S˜n a double cover of Sn 2.2
Partitions
P the set of all partitions 2.3
Ppnq the set of all partitions of n 2.3
D the set of all 2-regular partitions 2.3
Dpnq the set of all 2-regular partitions of n 2.3
Q the dominance order on Ppnq 2.3
aλ the partition paλ1, aλ2, . . . , q 2.3
λ` µ the partition pλ1` µ1,λ2` µ2, . . . q 2.3
λ\ µ the partition obtained by arranging all the parts of λ and µ together in
decreasing order
2.3
λÓi the partition obtained by removing all the i-spin-removable nodes of λ 2.3
pλp0q,λp1qq the 2-quotient of λ 2.4
ǫpµq the 2-sign of µ 2.4
evpλq the number of positive even parts of λ 2.5
D`pnq tλ P Dpnq | evpλq is evenu 2.5
D´pnq tλ P Dpnq | evpλq is oddu 2.5
aαβγ the Littlewood–Richardson coefficient corresponding to α, β,γ P P
with |α| “ |β| ` |γ|
2.6
κpα, µq aα
µp0qµp1q
if µ has empty 2-core, 0 otherwise 2.6
λreg the 2-regularisation of λ P Ppnq 2.8
λdbl the double of λ P Dpnq 2.8
λdblreg pλdblqreg 2.8
µ
ir
ÝÑ λ λ is obtained from µ by adding r nodes of residue i 2.10
µ
ir
ùñ λ λ is obtained from µ by adding r i-spin-addable nodes 2.10
X3 the set of 2-regular partitions τ` 4α, where τ “ p4l´ 1, 4l´ 5, . . . , 3q for
l > 0 and α is a 2-Carter partition with lpαq 6 l
6
X1 the set of 2-regular partitions τ` 4α, where τ “ p4l´ 3, 4l´ 7, . . . , 1q for
l > 1 and α is a 2-Carter partition with lpαq 6 l
6
Y3 the set of 2-regular partitions τ ` 4α \ p2q, where τ “ p4l ´ 1, 4l ´
5, . . . , 3q for l > 0 and α is a 2-Carter partition with lpαq 6 l
6
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Y1 the set of 2-regular partitions τ ` 4α \ p2q, where τ “ p4l ´ 3, 4l ´
7, . . . , 1q for l > 1 and α is a 2-Carter partition with lpαq 6 l´ 1
6
Z the set of 2-regular partitions p2bq or p4b´ 2, 1q for some b > 2 6
I X3YX1YY3YY1YZ Ytp3, 2, 1qu 6
Modules and characters
Sλ the Specht module forSn orHn corresponding to λ P Ppnq 2.5
Dλ the James module forSn orHn corresponding to λ P Dpnq 2.5
∆
λ the Weyl module for Spnq or S˝pnq corresponding to λ P Ppnq 2.5
Lλ the irreducible module for Spnq or S˝pnq corresponding to λ P Ppnq 2.5
Dλµ the decomposition number r∆
λ : Lµs for Spnq (equals the decomposi-
tion number rSλ : Dµs for FSn if µ P Dpnq)
2.5
D˚λµ the decomposition number r∆
λ : Lµs for S˝pnq (equals the decomposi-
tion number rSλ : Dµs for Hn if µ P Dpnq)
2.5
Aλµ the pλ, µq entry of the adjustment matrix for Spnq 2.5
JλK the character of Sλ over C 2.5
ϕpλq the Brauer character of Dλ 2.5
xλy the irreducible spin character labelled by λ P D`pnq 2.5
xλy`, xλy´ the irreducible spin characters labelled by λ P D
´pnq 2.5
xλy either xλy` or xλy´, when λ P D
´pnq 2.5
p : q the standard inner product on characters 2.5sχ the 2-modular reduction of a character χ 2.5
Dspnλµ the decomposition number r
Ěxλy : ϕpµqs 2.5
prjpµq the character of the projective cover of Dµ 2.5
degpχq the degree of a character χ 2.7
Branching rules
χÓ
S˜n´1
the restriction of χ to S˜n´1 2.10
χÒS˜n`1 the character obtained by inducing χ to S˜n`1 2.10
ei Robinson’s i-restriction functor 2.10
fi Robinson’s i-induction functor 2.10
e
prq
i e
r
i{r! 2.10
f
prq
i f
r
i {r! 2.10
ǫiχ max tr > 0 | e
r
iχ ‰ 0u 2.10
ϕiχ max tr > 0 | f
r
iχ ‰ 0u 2.10
e
pmaxq
i χ e
pǫiχq
i χ 2.10
f
pmaxq
i χ f
pϕiχq
i χ 2.10
Symmetric functions
Sym the space of symmetric functions 2.11
sλ the Schur function corresponding to λ P P 2.11
hr the rth complete homogeneous function 2.11
hλ hλ1hλ2 . . . 2.11
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er the rth elementary symmetric function 2.11
eλ eλ1eλ2 . . . 2.11
x , y standard inner product on Sym 2.11
♠λ,µ the coefficient of eµ in hλ 2.11
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