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ABSTRACT
It has been well documented that rapid urbanization and population growth have led to the
transformation of the natural landscape into anthropogenic urban land and changed such surface
physical properties as albedo, energy balance, and surface roughness. Cities, therefore, will be warmer at
the urban areas than the rural lands; this situation creates a phenomenon called Urban Heat Island (UHI).
In the recent decades, numerous approaches to study the variation of land surface temperature
during daytime have emerged; however, little is known about the variation during nighttime. This study
addressed the spatial variation of Summer Nighttime Land Surface Temperature (NLST) and their local
determinants with comparison to Daytime Land Surface Temperature (DLST) in El Paso and its
neighborhoods. Images from Advanced Spaceborne Thermal Emission and Reflection Radiometer
(ASTER), ASTER Global Digital Elevation Model V002 (GDEM), and Landsat 7 Enhanced Thematic
Mapper Plus (ETM+) and Landsat 5 Thematic Mapper (TM 5) were used as main data sources for
calculating and extracting variables, including; Land Surface Temperature (LST), Land Surface Albedo
(LSA), Land Use Land Cover (LULC) classes, and Normalized Difference Vegetation Index (NDVI).
Geographic Information Systems (GIS), ArcMap version 10.1, and Environment for Visualizing Images
(ENVI) version 5.0 were utilized throughout this study to deal mainly with local determinants of the
DLST and NLST during summer months locally. Application of Geographically Weighted Regression
(GWR), a local spatial statistical technique version 4.0 employed to examine the spatially varying
relationships between LST and explanatory variables including LSA, NDVI, elevation, and population
density. This study also addressed the spatial distribution of social vulnerability to the LST during
summer months between 1990 and 2010 using six social and biophysical indicators: total population,
income, poverty, age over 65, LST, and NDVI.
The results suggested that there was a strong association between the NDVI and LST, especially
during daytime. Also significant positive correlation was detected between LST, population density,
v

LSA. The population density showed comparatively higher correlation during the night when compared
to daytime, which further indicated the effect of UHI. The weaker relationships observed between the
elevation and LST during day and nighttime at neighborhood levels compered to pixel units, which
showed relatively significant negative correlation. The LST observed high variations based on the
LULC types, which showed great increase over the urban area and further indicated the effect of UHI
especially during nighttime.
The results of GWR model indicate that four variables collectively were significant predictors of
the variations of LST, which explained between 71% and 82% of the variance during daytime and
totally explained ranged from 46% to 69% during nighttime. The analyses showed that vegetation
played a dynamic part as a cooling factor in explaining the variation of LST during both day and
nighttime, this effect tend to be stronger with the reduction of vegetation cover during daytime than
nighttime. The population density was the second important variable influencing the LST during both
day and nighttime which is acting as a warming factor. LSA and the elevation were the weaker
explanatory variables during both day and nighttime.
Spatial vulnerability was found to increase over the urban area in the last 20 years. This
distribution was also highly linked to the high LST distribution which indicated that the study area will
be subjected to increase the vulnerability in the future since the high percentage of this vulnerable group
tend to live in urban area.
In general, this dissertation casts light on an important issue in understanding the effect of built
environment, biophysical and demographical factors on the local LST. Mixed methodology (correlation,
descriptive, and GWR) was used in order to address this issue. The outcomes and methods used in this
dissertation will be a beneficial reference for close investigation of local climate in the El Paso urban
area in future work.
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CHAPTER 1 INTRODUCTION
1.1 BACKGROUND
Increasing consideration is being paid to the potential effects of rapid urbanization and
populationgrowthonurbanenvironments.Atpresent,thenumberofworld’spopulation living
in cities exceeds 50%. The United Nations Population Fund (UNFPA) projects this number to
reach 60% by 2030 (UNFPA, 2007). This increase in urbanization and the corresponding
decrease in rural areas has led to the transformation of the natural landscape into anthropogenic
urban land and has changedthesurface’sphysicalcharacteristics. In the last few decades, there
has been a growing interest in the study of urban climate variability. The variation of surface
temperature is considered the most important variable to study in urban climate (Voogt & Oke,
2003).
According to the last report published by the Intergovernmental Panel on Climate Change
(IPCC), the average global air temperature has increased by 0.77°C in the last three decades.
This increase is reflected in both daily maximum and daily minimum temperatures with a greater
increase in minimum temperatures (IPCC, 2007).
The variations in temperature within the cities and the surrounding rural areas, creating
Urban Heat Island (UHI) phenomena, are largely attributed to human activities such as the
replacement of vegetation by buildings, roads, and other infrastructure by changing Land Use
Land Cover (LULC) (Oke, 1982). This modifies the surface energy balance by increasing the
absorption of radiation energy, rising anthropogenic heat emissions, and decreasing surface
evapotranspiration in urban areas as displayed in, Figure 1.1, (Oke, 1982; Chow, 2011;
Campbell, 2011; Kantzioura et al., 2012).
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Figure 1-1Urban Heat Island Profile
(The source: The Heat Island Group, 2012)

It has been documented that there is a strong correlation between LULC and important
factors of climate change including Land Surface Temperature (LST) and Land Surface Albedo
(LSA), as many studies show, LST is greatly affected by LULC as asphalt and clustered
buildings absorb more solar radiation during the daytime, which reemitted at night caused
warming based on land use classes, and causes wide variations in LST (Oke, 1982). An example
of the ways in which LST are affected by LULC is that temperature tend to be higher in high
density developed area compared with surrounding area covered by natural vegetation which is
commonly referred to as the UHI (Hart & Sailor, 2009; Georgescu, 2008; Diffenbaugh, 2009;
Buyantuyev & Wu, 2012).
It is generally accepted in the climate community that cities cool more slowly at night
than their surroundings, because cities typically contain many man-made surfaces and structures
such as buildings and roads. These impervious surfaces are known to have much higher heat
storage capacity than natural and vegetated surfaces (Goggins, 2009). The alteration of physical
properties on the surface such as albedo, thermal capacity, and heat conductivity greatly impacts
the local climate of a city (Fall, 2009; Thi & Duong, 2010; Kantzioura et al., 2012).
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LSA which can be defined as the ratio of the surface reflected incoming and outgoing
solar radiation (Frey et al., 2007a) , is among the most essential factors controlling the surface
energy balance, therefore it has a close relationship with LST that can be observed through
decreasing the LST when a high amount of radiation is absorbed by the surface with increasing
of LSA. Also much work has shown that LSA in urban areas is lower than in their surrounding
areas, thus UHI behaves contrary to LSA which is higher in urban areas compared with
surrounding areas (Frey et al., 2007b; Houldcroft et al., 2009).
Overall, the principal cause of nighttime is differences in infrared radiation retained and
thermal admittance between urban and rural environment (Giridharan et al., 2005). The main
source of these differences is the higher heat capacity of urban materials which release the stored
heat at night therefore under calm and clear conditions the UHI will be more visible at night
when differential rates of radiative cooling are maximized in urban areas and their surroundings
(Campra et al., 2008).
Additional factors include population density and anthropogenic released in
transportation, and industry. Pre-existing geography such as weather characteristics, location and
topography are also considered among the main reasons of temperature variation (EPA, 2008).
According to recent studies UHI has broad impacts on human life, energy consumption,
emissions of air pollutants, greenhouse gases, and the risk of death for humans in the event of
heat waves (Fung, 2010; Huang et al., 2011; Mutiibwa, 2011; Oven et al., 2012) . In the last two
decades there was a trend relating potentially high mortality rates across several regions to UHIs
in the daytime (Ahn, 2011; Armstrong et al., 2011; Williams et al., 2012). Many studies have
suggested that exposure to high temperatures increases the risk of death in vulnerable groups
such as those with lower income or education, the elderly or ethnic minorities (Basu & Malig,
3

2011; Shabudeen, 2011; Oven et al., 2012) . Few studies have examined the relationships
between social indicators, location and NLST. Such studies have typically been focused on the
relationship between UHI and health (Fung et al., 2009; Keramitsoglou et al., 2011; Kantzioura
et al., 2012) . Previous studies in many European countries have confirmed that the main reason
for deaths during the summer heat wave of 2003 was the high night time temperature (Wegner et
al., 2008; García et al., 2010; Ballester et al., 2010; Fennessy & Kinter, 2011; Baccini et al.,
2011) .
As a result of a sequence of summertime heat waves, the rates of mortality and morbidity
have increased that is a significant problem in many cities across the world. This is especially
true in lower-income communities within these cities. These communities suffer most because
they cannot afford the expense of air conditioning; therefore, they are exposed to very high
temperatures inside their homes. In addition, the very young and old individuals will be the most
vulnerable hence the main victims of heat waves (Reid et al., 2009; Klein Rosenthal, 2010;
Sheffield & Landrigan, 2011; Armstrong et al., 2011; Li et al., 2012; Williams et al., 2012) .
1.2 PROBLEM STATEMENT
According to the US census bureau in the last 20 years, the city of El Paso has
experienced rapid growth in both population and land area. The population has grown from
515,342 in 1990, to 649,121 in 2010; an increase of 26% and land area has increased from
635.583 square kilometers (245.4 square miles) in 1990 to 661.068 (255.24 square miles) in
2010 an increase of 4.1% (U.S. Census 1990 and 2010). Combined these factors have modified
the urban surface. This changes the physical properties of the surface, with consequences for
solar energy absorbing surfaces (Bhiwapurkar, 2007; Buyantuyev & Wu, 2010; Jacobson & Ten
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Hoeve, 2012) . The consequences of this alteration with others physical factors such as the
elevation and the lack of vegetation will make the city vulnerable to future hotter LST.
Therefore, it is necessary to understand the spatial variation of summer LST within the
study area, taking into consideration the relationships between built environmental, biophysical,
and demographical factors to allow an enhanced understanding of this relationship, as well as
increasing the possibility to reduce the risk of excessive heat exposure. This may provide help to
specific locations that would mostly be benefit from heat strategy prevention initiatives.
This study focuses on local determinants of DLST and NLST in El Paso and its
neighborhoods (built environment, biophysical and demographical factors) as well as evaluating
the correlation between factors that influence DLST and NLST. The study also assesses the
spatial distribution of vulnerability to extreme DLST and NLST between 1990 and 2010. GIS
and remote sensing were used to evaluate the association between neighborhood scale
socioeconomic characteristics, DLST and NLST, using four socioeconomic indicators: total
population, income, poverty, and age. Data from 1990-2010 was examined and the relationship
between intra-urban microclimates and groups vulnerable to high temperature were assessed
using ASTER and Landsat images to derive LST at the neighborhood scale.
1.3 RESEARCH QUESTIONS
The main research questions of this dissertation are the following:
1. Does summer day and nighttime land surface temperatures vary among El Paso’s
neighborhoods? If so, what drivers this variation?
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2. Are there similarities or differences between the geographic distribution of day and
nighttime land surface temperatures? What are the important driving factors behind this
geographic distribution?
3. Is there interplay between the distribution of day and nighttime land surface temperature,
vegetation, the total population, income, poverty, and people over 65 years of age at the
neighborhood level?
4. Have daytime and nighttime land surface temperatures been rising in El Paso over the last
two decades? If so, what does this suggest for the future?
1.4 OBJECTIVES
1. To quantify the spatial and temporal variations of day and nighttime temperatures in the
study area.
2. To identify built environmental, physical, and demographical factors as well as
quantifying their relative contributions to the summer day and nighttime temperatures at
local area.
3. To assess potential relationships between day and nighttime temperatures and social
characteristics through time.
4. Locate which areas within the study are the most vulnerable during day and nighttime
temperatures at block group levels.
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1.5 SIGNIFICANCE OF THE STUDY
There is a strong need for a study of the variation in day and nighttime temperatures in El
Paso for many reasons;
1. There have been no studies of the variation in LST during day and nighttime and
population trend in El Paso.
2. This area was selected for studying because during recent decades, according to U.S.
Census, El Paso has experienced significant growth in population and urban area. Due to
its location in a hot and arid climate the city is susceptible to increase DLST and NLST,
and therefore UHI effect in the near future.
3. The reason for choosing NLST is that: the city witnessed an increase in the annual
average minimum temperature in the last 60 years to about 0.81°F. The main
characteristic of a UHI is the lack of nighttime cooling (EPA, 2008). This will stress the
human body and decrease the rest required after excessive heat exposure during the day.
Therefore understanding the spatial distribution of vulnerable people to the high
temperatures can benefit policy makers, planners and individual families in preparation
for and reducing high temperatures. This directly impacts the future requiring
developments in mitigation programs, zoning practices, and development policies.
4. Studying the biophysical, built environmental and demographical factors in the variations
of temperature at the neighborhood level will provide a unique understanding of how
local elements will affect LST in a small area.
5. Existing studies of UHI vulnerability have not focused on changing patterns of
vulnerability through time, which is critical for understanding future risks.
7

This study seeks to address gaps in current climate research in the study area including an
analysis of the variation of nighttime temperature and the factors that influence this variation.
1.6 DISSERTATION STRUCTURE
This dissertation is organized in five chapters. Chapter 1 is general introduction contains
brief background about the topic, problem statement, research questions, objectives, significance
of the study, and thesis structure. Chapter 2 describes the previous works on the variation of land
surface temperature in which distributes into five parts include introduction, variation of
temperature estimation, contributing factors of the variations in temperature, social vulnerability,
and summary.
Chapter 3 explains the methodology utilized and data collection in this study by
separating it into three large sections. First section includes the sources of data such as study
area, satellite imagery, weather station, and census data. Second section details the data
collection by detailing the use of ENVI 5.0 and Arc Map 10.1 software packages to extract land
surface temperature, NDVI, albedo, and elevation data. Last section deals with the methodology
and analytical procedure.
Chapter 4 discusses the findings of the study which provides detail about the results of the
correlation statistic, descriptive, geographically weighted regression analyses, and social
vulnerability.
Chapter 5 is characterized by the conclusion of the findings of the dissertation, future
work, and limitation.
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CHAPTER 2 LITERATURE REVIEW
2.1 INTRODUCTION
The concept of UHI refers to an urban area in which a surface temperature rise several
degrees higher than in surrounding rural areas. This has been increasingly emphasized in the last
ten decades (Oke, 1982; Fung, 2010; Chow & Svoma, 2011a) . Research in UHI has changed
over time moving from just a description of the differences in temperatures within the cities and
their surrounding areas to an emphasis on understanding the main effects of the UHI process
(Oke, 1982). Thoughtful review of research was conducted on the variation of temperature within

the city and its neighborhoods, and the complexity of contributing factors that affect the variation
of temperature within this area. The literature review was categorized into three sections that
improve methodological insights, determine important variables related to the topic, and identify
the main methodologies and research techniques that have been used to investigate the variation
of temperature and UHI. The first section will discuss the variation of temperature, UHI
phenomena, and land surface temperature estimation (weather station, mobile transverse
measurement, and remote sensing). The second section will cast light on the most important
factors affecting the variations in temperature and UHI. The third section will focus on social
vulnerability.
2.2 VARIATION OF TEMPERATURE AND UHI ESTIMATION
Over the past two decades or so, the number of studies dealing with the variations of
temperature has dramatically increased. This increase has seen many changes in terms of
methodology. As researchers were relying on data from weather stations (Hedquist, 2010; Lei,
2011b; Hjort et al., 2011; Wang et al., 2012; Demetrescu et al., 2012) to the use of mobile
transverse measurement (Jonsson, 2004; D. J. R. Murphy, 2007b; Hedquist, 2010; Fung, 2010;
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Hurst, 2011; Charabi & Bakhit, 2011) and the advance of remote sensing data (Dousset, 1992;
Jordan, 1994; Stone, 2001; Streutker, 2002; Weng, 2009; R. C. Murphy, 2009; Tomlinson et al.,
2011; Thies & Bendix, 2011) . These studies have reflected the variation of temperature between
urban and rural areas as well as increases in mean daily, monthly, seasonal minimum
temperatures as well as decreases in maximum temperature using different methods (Alfaro et
al., 2006; Liu et al., 2009; De & Debnath, 2009; Plavcova & Kysely, 2011; Mohamed et al.,
2011; Holden et al., 2011; Constantino, 2011; Chow & Svoma, 2011b) . For example,
Gedzelman and Austin (2003) used hourly surface temperature from 75 weather observations in
1997–1998 in New York. They found that UHI was high in both, the late afternoon and during
the night before and dropping quickly after dawn and it was clear at night. Yue and Hashino
(2003) concluded that the annual mean temperature has increased from 0.51°C to 2.77°C at 46
sites, the seasonal mean temperature increased from 0.47°C to 3.69°C at 19 sites, and the
monthly mean temperature at 19 sites increased from 0.17°C to 4.12°C. They used data from 46
stations investigating the long-term trends in annual, seasonal, and the monthly mean
temperature in Japan 1900-1996. Danielle and Hawkins (2008) relied on seven urban and rural
locations over a four-month period to examine the scale and extent of UHI for a small urban area
that was surrounded by agricultural land. This study found that the average UHI was 1.9°C and
in urban areas UHI was higher than in rural areas by 0.8°C especially in September in
comparison to June, July, and August.
Another method used to examine the temperature and UHI in the city was mobile
transverse measurement which consists of temperature sensors fixed on the roof of moving
objects (Fung 2010). For example, Ripley and Archibold (1996) used two main sources to get
temperature data for the Saskatoon in Canada. A weather station was used to examine the long
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term change of temperature and four automobile-mounted shielded thermistor sensors to
gathered data at several different places and varying times of the day. The study confirmed that
the climate change was the main reason for the variation in the temperature over the last century.
The annual temperature increased by 1.5°C, and the temperature variation over the city increased
from 26.5°C in a shaded area to 34.4°C in busy urban area. Unger and Sumeghy (2001) applied
the same technique of mobile measurements to get temperature data for Szeged in Hungary in
the period between March 1999 and February 2000. This study was conducted to examine the
maximum expansion of UHI within an urban cross-section. They concluded that there were
variations between seasons and months accounting for the weather conditions such as cloudiness
and wind speed.
Yan and de Foy (2012) elucidated the seasonal variations of the UHI by using Moderate
Resolution Imaging Spectro-radiometry (MODIS) with 1 Km spatial resolution. Two automatic
meteorological stations were installed in different locations following which the Weather
Research and Forecasting (WRF) model and regression analysis was applied to investigate what
extent the vegetation cover in urban areas modulated the magnitude of UHI. This study found
that the UHI was high at night throughout the year during the dry season, dropped during the wet
season, and UHI in the daytime was low during the year. Regression analysis showed that there
were strong correlations between the UHI in the daytime and the difference in vegetation fraction
in contrast with nighttime temperatures which were weak. Prado (2010) also counted on MODIS
with 1 Km spatial resolution to study UHI phenomenon over four major cities in Texas El Paso,
Dallas-Ft. Worth, Houston, and San Antonio from the summer of 2000 to the fall of 2008. The
data was captured by composite images taken over eight days at 10:30 am, 1:30 pm, 10:30 pm,
and 1:30 am. Through the daily data for El Paso and Juarez, for example, there was a high
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increase in UHI from (2°C to 6°C) during nighttime and decrease in UHI during daytime (2.43°C to -2.54°C). The seasonal data analysis showed that the UHI was high during the spring
and summer seasons at nighttime in comparison with daytime. The mean temperature difference
was 4.72°C at 10:30 pm and 4.36°C at 1:30 am between downtown and rural zones. Conversely,
the fall and winter seasons reflected the inverse of the spring and summer trend in terms of
nighttime and daytime UHI.
Streutker (2003) studied the spatial extension and the seasonal variations of UHI in
Houston, Texas in ten years from 1990-2000. This study used Advanced Very High Resolution
Radiometry (AVHRR) images with different wavelengths, channel 4 spanning from (10.3-11.3
µm) and channel 5 spanning from (11.5-12.5 µm) to examine the spatial extension and intensity
of the seasonal variation of UHI. The study also used ASTER to compare the population density
and the temperature. The data was acquired from 1946 scenes over two discrete intervals.
Interval 1 data was collected between 02:30 and 04:00 then interval 2 data collected between
03:30 and 05:30. The study stated that the highest intensity of UHI was during the daytime
approximately 4.8°C and it dropped at night time to 2.87°C with an average of 1.25ºC. The
nighttime UHI reached magnitudes of 5°C or higher. With regard to UHI growth, the mean night
time surface temperature of the city increased 0.82°C in magnitude and 170 square kilometers in
area. The analysis of population density and UHI showed that there was a strong correlation
between population density and temperature. Every additional 1000 persons per square kilometer
increased the temperature by 1.22°C.
Cao and Imura (2010) dealt with two types of satellite images; ASTER and IKONOS
satellites data to quantify the cool island intensity of urban parks. The research was conducted in
92 parks in Nagoya city in Japan. The study indicated that the main factors affecting the cooling
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were the park size and seasonal radiation conditions. The area of trees and shrubs inside the park
as well as the park shape showed similar influences on the cooling formation while the grass
areas had negative impact.
2.3 CONTRIBUTING FACTORS OF THE VARIATIONS
Many studies have suggested that urbanization expansion, through replacement of
vegetation by buildings, roads, and other infrastructure are the main cause of UHI formation
(Buyantuyev & Wu, 2012; Kantzioura et al., 2012; Lemay, 2010; Loridan & Grimmond, 2012;
D. J. R. Murphy, 2007a) . For instance, Ryu and Baik (2012) examined three main factors;
anthropogenic heat, impervious surfaces, and three-dimensional (3D) urban geometry that
influenced the UHI intensity at daytime and night time in Seoul, Korea. They performed a
single-layer urban canopy model as a mesoscale atmospheric model and found that the
anthropogenic heat contributes positively to the UHI intensity and the urban geometry has a
negative influence during daytime. They also concluded that anthropogenic heat was the main
cause of UHI intensity at night.
LULC change is an important concept for understanding how different features of the
urban surface lead to variation of temperature (Chow & Svoma, 2011a; Hyde, 2011) . Several
publications have concluded that the urbanization was considered as one of the major causes of
UHI (Lei, 2011a; Loridan & Grimmond, 2012) . For example, Buyantuyev and Wu (2010)
reported that the greatest warming was found in the center of Phoenix Arizona metropolitan
region especially at night. ASTER data was selected to analyze daytime and night time data for
the summer and late fall of 2003. Xian and Crane (2006) used data from Landsat 5 and 7 to
evaluate urban area thermal characteristics in Tampa Bay watershed of west-central Florida and
the Las Vegas valley of southern Nevada. The study stated that there is a strong correlation
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between UHI and the development densities showing different patterns in these areas. The
Tampa Bay watershed was characterized by a daytime heating effect and the urban surface in
Las Vegas has a daytime cooling effect. Mallick and Rahman (2009) applied Temperature
Emissivity Separation (TES) technique using ASTER and Landsat 7 ETM+ images to investigate
the variation of surface temperature over different land use/land cover ratio. They demonstrated
that the areas with high amounts of vegetation have low mean surface temperature in comparison
with the Delhi urban area in India at night time which showed an increase between 1-2°C in five
years from 2001 to 2005.
As it is confirmed by many studies; the spatial patterns of UHI can be influenced also by
the spatial distribution of environmental factors within the city such as the elevation and
vegetation (Dousset, 1992; Jonsson, 2004; Jenerette et al., 2007; Hwang, 2007; Georgescu, 2008;
Reid et al., 2009; R. C. Murphy, 2009; Goggins, 2009; Buyantuyev & Wu, 2012) . For instance,
Charabi and Bakhit (2011) concluded that both UHI intensity and the thermal energy were
influenced by the local topography in the urban and rural area of the city of Muscat, Oman. The
study used meteorological stations and mobile measurements carried out in two different seasons
of summer and winter 2008. Sergio and Miguel (2003) also stated that the main factors
responsible for the shape and intensity of UHI in the city of Zaragoza, Spain were the vegetation
cover and the elevation. Jensen and Hardin (2010) investigated the relationship between surface
kinetic temperature (SKT), land cover, and the vegetation at Terre Haute, Indiana. Land cover
data obtained from leaf-on digital orthophotos produced by the United States Geological Survey
(USGS) and ASTER satellite data. AISA+ hyperspectral imaging system manufactured by
Specim were used to measure the surface temperature and the vegetation during summer 2006
using 377 random locations. The Normalized Difference Vegetation Index (NDVI) was applied
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to examine

the relationship between surface temperature and the vegetation. The research

illustrated that the warmest area was the center of the city due to its low, 2% grass and 2% trees,
in comparison with areas which had higher percentages of vegetation. The percentages of
impervious surfaces and vegetation can explain the significant variation in urban surface kinetic
temperature.
Albedo is also an important bio-physical indicator that influences the surface temperature
through affecting land surface energy distribution and balance. Numerous studies demonstrated
that there is a strong negative relationship between surface albedo and the radiation, as albedo
increases the radiation absorbed by the surface decreases which can cause cooling or warming of
the surface. In general few studies have given the quantification of the relationship between
surface albedo and surface temperature (Houldcroft et al., 2009; Cho et al., 2012; Bhattacharya et
al., 2009a)

.

Frey and Parlow (2007) studied the urban radiation balance of two coastal cities in a hot
and dry environment, using ASTER images to evaluate the variation of surface temperature, net
radiation, and surface albedo with land use type. The study stated that the albedo tend to be more
higher in nonurban area such as the surrounding desert of Dubai and Abu Dhabi and the lower
albedo appear in urban areas therefore the net radiation was higher in urban than non-urban
areas. Also they found that there are differences between the urban and the rural areas in surface
temperature, net radiation, and surface albedo, with a direct relationship between the albedo and
net radiation, and an indirect relationship between the surface temperature and the net radiation.
Zhang and Wang (2012) conducted filed experiments using a pyranometer and a portable
infrared thermometer to study the relationship between the surface temperature and surface
albedo from two dry desert surfaces, and investigate the variation of surface albedo and surface
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temperature in two different time periods (forenoon and afternoon) using the correlation
analytical method and variance analysis (one-way ANOVA). They deduced a strong negative
relationship between surface albedo and surface temperature in the two time periods, and
observed that surface albedo decreased as surface soil moisture increased.
Scott and Voogt (2010) identified the impacts of changes in roof albedo on near surface
air temperature in neighborhoods with different degrees of urbanization using a simple 1D
modeling framework that parameterizes both the urban roughness sub layer and the boundary
layer above in Chicago, Illinois. heyfoundthattheannualaveragetemperaturedecreasedby-1
C as roof albedo increased 59% in summer.
Xue (2008) utilized GWR to investigate the urban effect on surface temperature with
eight independent variables (road network, elevation, solar radiation, distance to water body,
diffuse radiation, built foot square, population density, and vegetation). The GWR results
showed that the vegetation was an important factor that influenced the variation of surface
temperature in both daytime and nighttime. Built foot square played significant role in local
variation during daytime and nighttime the major factor was population density. Li and Zhao
(2010) applied GWR to develop the relationships between LST and explanatory variables,
including distance to city and highway, elevation, northness, and richness density of forestland,
wetland, built-up land and unused land patches in Shenzhen City in China. Comparison between
the ordinary least squares (OLS) model and GWR was performed and they found that GWR
explained 59% of the variation of LST and 43% with OLS model and the mean values of the
regressioncoefﬁcientsofdistancetocityandhighway,elevation,northness,andrichnessdensity
of forestland, and wetland were negative whereas the relationships among LST and built-up land
and unused land were positive.
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2.4 SOCIAL VULNERABILITY
Several studies have connected socio-economic indicators such as race and ethnicity,
income, poverty, age (children and the elderly), and the persons with preexisting diseases to be
more vulnerable to UHI (Harlan et al., 2006; Bell et al., 2008; Reid et al., 2009; Olga & Mary,
2010; Klein Rosenthal, 2010; Willoughby, 2011; Oven et al., 2012). Many of these studies
employed inter-disciplinary methods and researchers examined intra-urban vulnerability to
extreme heat. Harlana and Brazel (2006) investigated the relationships between the UHI in urban
neighborhood areas, vulnerable people, land use patterns, land cover, and the adaptation during
the summer of 2003 in Phoenix, USA. They used the energy balance model to simulate the
comfort of people to UHI that causes heat-related illnesses in eight sites. The study relied on
Landsat 7 ETM+ to measure the temperature, and the block group variables were obtained from
the 2000 US Census and they applied Analysis Of the Variances (ANOVAs) and Pearson
correlations. The indicators were median income, poverty, educational, ethnicity, and age and
they concluded that ethnic minority groups were more vulnerable to heat stress than others, and
the areas with high building density and poor vegetation were connected to high temperatures.
Reid, Gronlund, Brines and Brown (2009) stated that social environmental vulnerability included
education, poverty, race, green space; social isolation, air conditioning prevalence, proportion of
elderly, and diabetics elucidated more than 75% of the variance in the original 10 vulnerability
variables.

hey performed Spearman’s Correlation Coefficients (SRCC) and Principal

Component Analysis (PCA) finding that the areas with higher vulnerability were in the Northeast
and Pacific Coast, and the lowest in the Southeast in US urban areas and inner cities. Huang and
Zhou (2011) suggested that there were strong correlations between high land surface temperature
areas and the block groups that are characterized by low income, high poverty, less education,
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more ethnic minorities, more elderly people, and a greater risk of crime. Uejio and Wilhelmi
(2011) observed similar relationships between the high surface temperature and the
socioeconomic indicators in Phoenix and Philadelphia, USA. The study concluded that Black,
Hispanic, socially isolated residents, and vacant households were the most vulnerable groups to
UHI.
2.5 SUMMARY
The above literature described some of the methods and techniques used to estimate the
variation of temperature, UHI, the principal causes, and the most vulnerable people. Numerous
studies have relied on remote sensing, GIS analysis, and weather station data to quantify the UHI
characteristics. These studies have confirmed that TIR remote sensing is a valid tool to estimate
the temperature over large or small spatial scales with less effort and time in comparison to the
traditional in-situ observational method. Different factors were used as main causes of the UHI
such as LULC change, vegetation, albedo, elevation, and location. Furthermore, different
variables were used in the statistical regression analyses to determine the vulnerable group to
UHI such as income, poverty, education, race, age, and housing unit. These studies focused on
how to collect quantitative data about UHI from different sources and units. Many studies tend to
relate the cause of UHI to the land use land cover change while others link specifically to the
location and elevation. It is important to consider how multiple factors across the study areas
could affect the temperature and UHI at night. The goal of this research is to develop the
quantitative relationships among these factors and variables to demonstrate how multiple factors
can contribute to the variations of LST in the study area.
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CHAPTER 3 DATA COLLECTION AND METHODOLOGY
3.1 DATA COLLECTION
3.1.1 Introduction
Data collection is an important aspect and as a consequence, different techniques and
sources were used to collect the data. This chapter begins with an overview of the study area and
provides a description of the data and their sources in El Paso, TX. The following sections also
detail the image pre-processing used to acquire LST, LSA, NDVI, and LULC data as well as the
analytical procedure. Correlation and descriptive analysis were selected to examine the
relationships between biophysical variables and explore the associations between LST and
LULC types. GWR was utilized to determine the variations of day and nighttime surface
temperature using set of dependent and independent variables, while hot spot analysis was
performed to map the vulnerable population in the study area.
3.1.2 Determination of study area
El Paso County with 2623.657 square kilometers (1,013 square miles) is located at the
crossing of Texas, New Mexico, and Chihuahua. Itslatitude is31°47′25″Nand its longitude is
106°25′24″Wwith an elevation ranging from 1056 to 2178 meters above the mean sea level. El
Paso City has an area of 661.068 square kilometers (255.24 square miles), and according to
recent estimates (Census 2010) has a population of 800647, is located in the extreme west of
Texas on the Rio Grande valley just below the Franklin Mountains and across the border from
Ciudad Juárez and Chihuahua Mexico. El Paso is the fourth largest city in Texas and 22nd in size
in the U.S, Figure 3.1.
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Figure 3-1 study area

3.1.3 The sources of data
Data were obtained from several sources including satellite imagery, GIS spatial files, and
census data.

3.1.3.1 Satellite Imagery
Satellite imagery is the main source of data for studying LST because of its availability
and temporal resolution. Images from four different satellites (ASTER, GDEM, Landsat 7
ETM+, and TM 5) were used in this study to calculate the independent variables; NDVI, LSA,
and elevation data, as well as dependent variable LST and descriptive variables of LULC.
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Descriptions of images used in the study are shown in Table 3.1. The images were acquired for
the summer of 1990 through 2011. Landsat images were collected around the same time of the
month with only a few days off. The images were collected under normal atmospheric conditions
with less than 10% cloud cover and downloaded from http://reverb.echo.nasa.gov/reverb.

Table 3-1 remotely sensed satellite images
Satellite

Data Acquisition

Time

Date

(MST)

Resolution

Cloud cover %

Procedure

(M)

Landsat 5 TM

10August1990

10:59:53

30

0

NDVI, LST, LSA

Landsat 5 TM

24 June 1994

22:17:00

30

Less than 10

LST

Landsat7ETM+

13August2000

10:30:32

30

0

NDVI, LST, LSA

ASTER

23 June 2005

23:09:11

90

2

LST

ASTER

16August2007

23:10:13

90

0

LST

ASTER

02August2008

23:10:11

90

0

LST

Landsat 5 TM

29 July 2009

11:28:58

30

0

LULC

Landsat 7 ETM+

09August2010

11:31:53

30

Less than 5

NDVI, LST, LSA

GDEM V 2.0

28 February 2011

17:59:58

30

0

Elevation

The study relied on three images from ASTER Level 1-B bands of TIR 90 m resolution
(five bands from the TIR with wavelength of (8.125 µm to 11.65 µm) obtained from June 2005
to June 2010.
The ASTER images were used because it provides more accurate determination of
thermal patterns therefore, a more accurate determination of the LST (Pu et al., 2006) . All the
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images were acquired in the nighttime around 23:00 local time of El Paso with less than 4%
cloud cover.
Landsat

Sensor

Landsat

images

were

downloaded

from

http://reverb.echo.nasa.gov/reverb. The images were acquired in the day and nighttime. Band 6
spanning a wavelength of 10.40 to 12.50 µm, in the range of TIR with spatial resolution of 30 m
and used to calculate the LST. Bands 3 wavelengths from 0.63-0.69 µm, band 4 from 0.76-0.90
µm with spatial resolution of 30 were used to estimate the vegetation index.
GDEM V 2.0: This includes elevation images with spatial resolution of 30 meters which
covers

the

El

Paso

County

in

grid

format.

The

image

is

downloaded

from

http://reverb.echo.nasa.gov/reverb.
3.1.3.2 Census Data
Block groups data (neighborhoods) were utilized as the unit of analysis in this study. The
data of BGs for El Paso County were downloaded from the U.S census Bureau for the years
1990, 2000, and 2010. The study used BGs as a unit of analysis because it is homogeneous in
comparison with larger ones such as census tracts when examining the largest metropolitan areas
(John, 2003). The Census Tiger Line files of the El Paso county area were obtained from the U.S
Census Bureau (http://www.census.gov/) which contains four variables; total population,
income, poverty, and the population over 65 years of age.
3.1.3.3 GIS Spatial Files
GIS spatial data layers were used in this study include: three census block layers obtained
from the U.S Census Bureau (http://www.census.gov/) which provides census BGS data, and
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Land Cover Database 1992 (NLCD1992), Land Cover Database 2001 (NLCD2001), and
National Land Cover Database 2006 (NLCD2006) extracted for the study area from the database
of

USGS

Multi-Resolution

Land

Characteristics

Consortium

(MRLC)

(http://www.mrlc.gov/index.php).
3.1.4 Data preparation
3.1.4.1 Image Pre-Processing
In order to increase the quality of the images several preprocessing procedure including
atmospheric and radiometric corrections are required to reduce the noise in the imagery caused
by factors such as atmospheric disturbances, differences in illumination angle, or sensor miscalibration (Agapiou, et al., 2011) . The image pre-processing procedure was applied to Landsat
images because ASTER Level 1-B images contain radiometrically calibrated and geometrically
co-registered data for all channels. Landsat images were successfully geometrically corrected
from USGS earth resources observation and science center at overall Root-Mean- Square (RMS)
of less than 0.4 which was satisfactory with GIS data overlay. The images were rectified to a
common Universal Transverse Mercator (UTM) zone 13N coordinate system with the datum of
the North American Datum (NAD) 1983.
Atmospheric correction
Atmospheric correction for remotely sensed data is an essential process for accurate
estimation of biophysical properties such as LST, NDVI, and LSA. Images from Landsat 5 TM
and Landsat 7 ETM+ were atmospherically corrected using Fast Line-of-sight Atmospheric
Analysis of Hypercubes (FLAASH) model based on the MODTRAN radiative transfer code. The
model corrected pixel mixing due to the scattering of surface-reflected radiance, aerosol
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scattering and general haze (visibility) with a constant index across all bands for each image
(Adler et al., 2005; Collin & Hench, 2012; Moses et al., 2012) . This model starts from a
standard equation for the spectral radiance at a sensor pixel, L, that applies to the solar
wavelength range (thermal emission is neglected) and flat, Lambertian materials or their
equivalents. This module can be conducted using the equation 3.1 as follows (Adler et al., 2005):
(3.1) Fast Line-of-sight Atmospheric Analysis of Hypercubes (FLAASH)

Where:

is the pixel surface reflectance,

pixel and the surrounding region.

is an average surface reflectance for the

is the spherical albedo of the atmosphere,

back scattered by the atmosphere,

and

is the radiance

are coefficients that depend on atmospheric and

geometric conditions and not on the surface.
Radiometric correction
Radiometric correction was applied to Landsat images using the FLAASH model based
on the MODTRAN radiative transfer code and calibration Landsat. Digital Numbers (DN) of the
TIR channel was converted to spectral radiance through the following formula (Chander &
Markham, 2003)

:
(3.2) Calibration Landsat

Where:
(DNs),

is the calibrated and quantized scaled radiance in units of digital numbers
is the spectral radiance at

= 0,
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is the spectral radiance at

=

,

is the minimum quantized calibrated pixel value in DN, and
is the maximum quantized calibrated pixel value in DN.

The resulting radiance ( ) is in units of watts per square meter per steradian per
micrometer

.

3.1.4.2

Measure dependent and independent variables

In this study DLST and NLST were used as dependent variables and four independent
variables were identified as important variables that highly related to both DLST and NLST
including; Population density, NDVI, LSA, and elevation. Table 3.2 highlights all the variables
and includes their description.
DLST, NLST, NDVI LSA, and elevation variables were derived from ASTER and
Landsat images using a different method based on sensor type. The processes were carried out
using ENVI 5.0 and ArcMap 10.1 software.
Table 3-2 Description of dependent and independent variables
Variable

Description
Dependent

DLST

Daytime Land Surface Temperature

NLST

Nighttime Land Surface Temperature
Independent

NDVI

Normalized Difference Vegetation Index: values indicate the amount of green vegetation present in a
pixel with values between -1 and +1

LSA

Land Surface Albedo: the ratio of the reflected solar radiation by the land surface to the total
incoming solar radiance

Elevation

Elevation data were extracted form GMED by meter and converted to feet unit

PopDensity

Population density: people per square miles
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Dependent Variable


Land Surface Temperature

ASTER level-1B images were used to generate LST data over the study area, the images
were acquired on June 23rd 2005, August 16th 2007, and August 2nd 2008, respectively at
nighttime around 23:10 local time. Five bands in Thermal Infrared (TIR) from 8.125 µm to 11.65
µm wavelength with a spatial resolution of 90 m were used to extract LST. Normalization
Emissivity Method (NEM) was employed to separate the emissivity and temperature information
from TIR radiance data in Kelvin degrees then was converted to Fahrenheit degrees for each
pixel using the following formula.
(3.3) Fahrenheit degree

Where B is TIR band.
Five Landsat images from Landsat 5 TM and Landsat 7 ETM+ were acquired to get LST
data. Geometric and radiometric corrections were performed to the images. Band 6 which spans
wavelengths 10.40 - 12.50 µm TIR with the spatial resolution of 60 m was used to extract LST
from Landsat images, Table 3.3.
NEM was applied to estimate the temperature and emissivity. Outcomes DN converted to
temperatures as Kelvin degree and using the band math tool to convert Kelvin degree to
Fahrenheit degree which represents LST by pixel unit for the three period of times, Table 3.4 and
Figures 3.2 and 3.3.
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Table 3-3 mean and standard deviation of LST by pixel
Images

Sensor

Day/Night

LST by Pixel
Mean

Stdev

10August1990

Landsat 5 TM

91.92

5.03

24 June 1994

Landsat 5 TM

77.40

2.52

13August2000

Landsat 7 ETM+

108.69

6.26

23 June 2005

ASTER

76.77

3.07

16August2007

ASTER

76.02

2.85

02August2008

ASTER

76.39

3.21

09August2010

Landsat 7 ETM+

106.70

7.61

Figure 3-2 daytime land surface temperature
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Figure 3-3 nighttime land surface temperature

A zonal statistic method in ArcMap was performed to get LST for each neighborhood
which was spatially joined to BGs shapefiles for the three period of times, Figure 3.4.

Figure 3-4 DLST and NLST of El Paso's neighborhoods summer 1990-2010
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Independent Variables


Normalized Difference Vegetation Index

The NDVI was calculated from atmospherically corrected reflectance of band 3 (Red)
wavelengths 0.63-0.69 μm and band 4 (near infrared) wavelengths 0.76-0.90 μm in Landsat 5
TM images and wavelengths 0.77-0.90 μm in Landsat 7 ETM (Landsat 5 TM August 9th 2010,
Landsat 7 TM August13th 2000, and Landsat 5 TM August10th.1990). This index is a function of
the relative reflectance of red and near infrared bands (Kestens et al., 2011). This index was
gathered according to the following formula:
(3.4) NDVI

Where:

= Reflectance in the near infrared band and

= Reflectance in the red

band.
The mean of NDVI over the study area was approximately between 0.22 in 1990 and
0.16 in 2010 as displayed in Table 3.4 and Figure 3.5. This data was summarized within the
zones of the neighborhood (BGs) using the zonal statistic technique and reported as tables which
spatially joined to neighborhood maps.
Table 3-4 Mean, minimum, maximum, and standard deviation of NDVI (1990-2010)

Year

Mean

Minimum

Maximum

1990
2000
2010

0.22
0.18
0.17

0.04
0.03
0.05

0.60
0.60
0.52



Stander
Deviation
0.09
0.08
0.05

Land Surface Albedo Calculations

LSA data were extracted from three Landsat images 5 TM August 9th 2010, 7 ETM+
August13th 2000, and 5 TM August10th1990 using bands 1, 3, 4, 5, and 7 wavelengths: 0.485 μm
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to 2.22 μm which were already geometrically, radiometrically, and atmospherically corrected.
The following equation was used to calculate LSA (Kristin, 2008):
(3.5) Mean surface Albedo

Where: b is the band.

Figure 3-5 NDVI of El Paso per pixel 1990-2010
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Figure 3-6 NDVI of El Paso's neighborhood summer 1990-2010

LSA results were mapped using zonal statistic technique. LSA ranged from 1% to 77% in
1990, 1% to 89% in 2000 and from 1% to 83% in 2010 as reflected in Table 3.5 and Figures 3.7
and 3.8.
Table 3-5 Mean, minimum, maximum, and standard deviation of LSA (1990-2010)

Year

Mean

Minimum

Maximum

Stander Deviation

1990

22

1

77

5

2000

24

1

89

5

2010

24

-1

83

5
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Figure 3-7 Summer LSA of El Paso per pixel (%) 1990-2010

Figure 3-8 LSA of El Paso's neighborhood summer 1990-2010
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Elevation

The mean elevation in feet for each neighborhood in the study area was extracted from
the GDEM image using the zonal statistic technique in ArcMap 10.1.


Population Density

The population density (people per square mile) data was calculated from census data for
1990, 2000, and 2010. This variable was calculated by dividing the total population by total area
for each neighborhood as shown in Figure 3.9.

Figure 3-9 El Paso's population density 1990-2010
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3.1.4.3 Descriptive Variable
Land Use/ Land Cover Classification

The image was classified using nine categories, each category combining several similar
land use types into one broad category using NLCD 2006 class definition as reference containing
10 classes, see Table3.6. The forest class was modified using the GIS editor tool.
Table 3-6 Land use land cover classes and definition
Class

Classification Description

Open Water

Areas of open water, generally with less than 25% cover of vegetation or soil.

Developed, Open Space

Areas with a mixture of some constructed materials, but mostly vegetation in the form of lawn
grasses. Impervious surfaces account for less than 20% of total cover.

Developed, Low Intensity

Areas with a mixture of constructed materials. Impervious surfaces account for 20% to 49%
percent of total cover.

Developed, Medium Intensity

Areas with a mixture of constructed materials. Impervious surfaces account for 50% to 79%
of the total cover.

Developed High Intensity

Highly developed areas where people reside or work in high numbers. Examples include
apartment complexes, row houses and commercial/industrial. Impervious surfaces account for
80% to 100% of the total cover.

Barren Land (Rock/Sand/Clay)

Areas of bedrock, desert pavement, scarps, talus, slides, volcanic material, glacial debris, sand
dunes, strip mines, gravel pits and other accumulations of earthen material.

Forest

Areas characterized by tree cover (natural or semi-natural woody vegetation, generally greater
than 6 meters tall).

Shrub/Scrub

Areas dominated by shrubs; less than 5 meters tall with shrub canopy typically greater than
20% of total vegetation.

Grassland/Herbaceous

Areas dominated by herbaceous vegetation, generally greater than 80% of total vegetation.

Planted/Cultivated

Areas used for the production of annual crops, such as corn, vegetables, and cotton, and also
perennial woody crops such as orchards and vineyards.

Source: National Land Cover Database 2006 (NLCD2006)

An image acquired by Landsat 5 MT on July 29th 2009 at 11:28:58 local time was used to
achieve the 2010 LULC classification. The land cover datasets over the periods 1990 and 2000
were adapted from NLCD. The supervised classification processes were performed to identify
nine LULC categories by taking sample points in the ground as training sites to represent each
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land cover category that appears fairly homogeneous with the support of field knowledge and
using bands 1 to 5 and 7 (λ=0.45-2.35 μm)ofthe30mresolutionsensor.
The classification was performed using the minimum distance to mean method which
calculates the Euclidean distance from each pixel in the image to each class using the following
equation:
(3.6) Euclidean distance

Where:

= Euclidean distance, = the ith class,

number of bands), and

= n-dimensional data (where n is the

= mean vector of a class

An accuracy assessment was performed using the confusion matrix technique, taking a
number of samples point for each class using NLCD 2006 as a reference. The reference data
were collected from different locations. The average accuracy of classification and the Kappa
coefficient were found to be 88.06% and 0.75 respectively, as observed in Table 3.7.
Table 3-7 the accuracy assessment result produced from the classified image
Class

Prod. Acc. (%)

User Acc. (%)

Cultivated

73.90

68.14

Developed Open area

68.29

54.19

Grassland

50.41

66.19

Shrubland

99.01

96.19

Barren

63.69

52.97

Developed High density

19.38

100.00

Developed Low density

40.54

61.64

Developed Med density

82.03

73.87

28.57

47.37

Overall accuracy

88.06%

Kappa coefficient

0.75
Open water
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3.1.4.4 Change Detection
The differences of LST, vegetation, and LSA between 1990 and 2010 were monitored
using change detection analysis in ENVI5.0 in order to closely examine the relationship between
these categories in terms of variation during the time period and also cast light on the change
over time.


LST Change Detection

The changes of LST were detected during day and nighttime using change detection
analysis, and then map was created to visualize the changes over time. During daytime Landsat
images acquired in August 10th 1990 and August 9th 2010 were used. The change detection
image was categorized into four class as high increase > 2 °F (percent difference class thresholds
>33%), low increase 1°F to 2°F (0% <=33%), low decrease -1°F to -2°F (-0% >= -33%), and
high decrease > -2 °F (< -33%), then was converted to shapefile to measure each area. During
nighttime, due to the lack of images covering the study area, Landsat image acquired on June
24th 1994 and the ASTER image acquired in August 16th 2007 were used. Firstly, the Landsat
image was registered and subset to cover the same area as ASTER images and then change
detection analysis was utilized to identify the differences between the images using same
difference class thresholds as daytime. The image finally was converted to shapefile to quantify
the area for each class.


LSA Change Detection
Same images and techniques as DLST change detection were followed to detect the

change of LSA over time. The images were categorized into five classes were include; high
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increase > 0.3 percentage, low increase from 0.0 - 0.3 percentage, no change 0 percentage, low
decrease -0.0 - -0.3 percentage, and high decrease > -0.3 percentage.


Vegetation Change Detection
The vegetation delineation tool was used to identify the presence of vegetation and to

visualize its level of vigor. Four classes based on the presence of vegetation were categorized
into dense (NDVI more 0.70), moderate representing by NDVI value falling between 0.50 and
0.70, sparse between (0.25% and 0.50%), and no vegetation between (-1.0 and 0.249). These
classes were transformed to shapefiles, and then the differences between each class were
measured using Arc Map. The NDVI images were detected using change detection analysis for
1990 and 2010, and then the map was created to visualize the changes over 20 years as five
classes high increase/decrease (more ±0.3), low increase/decrease (± 0.3-0.2), and no change
(0.0) per pixel that finally was converted from raster to shapefile to measure each area.
3.1.4.5 Heat Vulnerability Index (HVI)
The HVIs that are the emphasis of this dissertation seek to map the social vulnerability to
high temperatures. The indicators data used to quantify HVIs within the study area were
extracted from census data and satellite imageries.
Considering previous literature, the social data (population density, income, poverty, and
population over 65 years age) and biophysical data (LST and NDVI) were selected as vulnerable
indicators (Cutter et al., 2003; Harlan et al., 2006; Johnson & Wilson, 2009; Reid et al., 2009;
Sheffield & Landrigan, 2011) .

The social variables were extracted from the U.S census

collected on years 1990, 2000, and 2010. The decennial data used is at the census block level.
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Population density

Within major cities densely populated areas tend to be warmer than their sparsely
populated rural areas (Ahn, 2011; Baker et al., 2002; Bell et al., 2008; Bergmann et al., 2010 ).
These areas are associated typically with urban canyons and a high percentage of impervious
surfaces that made the cities suffer more during heat waves which are widely accepted
characteristics influencing vulnerability (R. C. Murphy, 2009).
The population residing in the neighborhood (block group) with 500-1000 persons per
square mile in density levels increased from around 4.5% up to 7.2% between 1990 and 2010.
More than 43% of El Paso's population resided in neighborhoods with densities ranging from
5000 - 1000 persons per square mile in 2010 compared to 1990 which was about 40%, see
Table 3.8.
Table 3-8 El Paso's population residing in Specified Density levels, 1990 - 2010
years

0-500

500-1000

1000-2500

2500-5000

5000-10000

10000-20000

20000+

1990

6.1

4.5

15.3

19.5

40.5

12.9

1.2

2000

11.0

4.2

15.4

20

33.2

14.3

1.9

2010

5.3

7.2

14.0

21.7

43.7

7.9

0.2



Population over age 65

Many researches have stated that the elderly (over the age of 65) have the highest
mortality rates during heat waves (Basu & Malig, 2011; Bell et al., 2008; Conti et al., 2007) .
The most significant risk factors for heat-related mortality in this group of people are the lacking
of the ability to regulate body temperature and to adapt physiologically to heat, experiencing
poor health, and they tend to live alone (Luber & McGeehin, 2008) . In El Paso the percentage of
population 65 years and over increased from 1990 to 2010, see Figure 15. In 2010, the older
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population represented 10.3 percent of the total population, an increase from 8.3 percent found in
1990.

Figure 3-10 El Paso’s population aged 65 and over 1990-2010



Socio-economic status

Socio-economic status, refers to groups of people with the same income, power, and
prestige (Schmidtlein, 2008), measured as a powerful contributor to social vulnerability as those
of a lower socioeconomic status tend to live in the poorer area and the low quality of housing
with fewer resources available for heat-mitigation. Several studies have demonstrated that
higher heat-related mortality has been accrued in people living in poor areas within the cities
(Johnson & Wilson, 2009; Baccini et al., 2011; Armstrong et al., 2011; Ahn, 2011)
Income and poverty (counts of individuals living under the national poverty level) were
theindicatorsutilizedtomapthevulnerabilityofthestudyarea.ElPaso’s median income as of
the 2010 census was $37,152 with 25.2 percent of them living under the national poverty line
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(U.S. Census, 2010). The poverty distribution in El Paso during the three periods of time was in
the urban area just as the population density was, Figure 3.11.

Figure 3-11 El Paso’s Population with income below the poverty line 1990-2010

For each indicator, classiﬁcations were developed to rank the study area in terms of
vulnerability and for ease of understanding, by minimizing the impact of outliers. The data were
divided into six categories, based on standard deviations with 1 as the lowest ranking and 6 as
the highest ranking for vulnerabilities of population density, poverty, population age over 65
years, and LST, and with 1 as the highest ranking, and 6 in the lowest ranking for vulnerabilities
of mean income and NDVI, Table 3.9. The assigned values were summed for four variables, to
create a cumulative heat index value for each neighborhood. The resulting indices were
employed in hot spot analyses using GIS to identify locations where high magnitude social
vulnerability is concentrated, as well as, to conduct a comparison among the three time periods
1990, 2000, and 2010.
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Table 3-9 categories of heat vulnerability index

categories Corresponding value
1

≥2standarddeviationsbelowthemean

2

1- 2 standard deviation below the mean

3

< 1 standard deviation below the mean

4

< 1 standard deviation above the mean

5

1-2 standard deviation above the mean

6

>2 standard deviation above the mean

3.2 THE METHODOLOGY
3.2.1 Introduction
To examine the local variation of DLST and NLST in the study area, the processes of the
analysis were divided into four procedure: correlation and descriptive analysis, GWR model, and
hot spot analysis (Getis-Ord Gi*).
The flowchart in Figure 3.12 shows the methodology. Four main stages in the analytical
procedure section were applied using three related software packages: ArcMap 10.1, ENVI5.0,
and GWR4.0.
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Figure 3-12 flowchart of analytical procedure

3.2.2 Correlation analysis
The correlations between LST (y) and the other independent variables (x) were achieved
using Pearson’s correlation for (1990, 2000, and 2010). Pixel unit which derived from images
and neighborhood unit based census data were used in the correlation analysis. In the analysis
250 sample points, which covered the whole study area, were randomly selected from Landsat,
ASTER, and GDEM to extract DLST, NLST, NDVI, LSA, and elevation data for each pixel,
Figure 3.13. The first step was the selection of the points and then creating the layer for these
points in ArcMap using display XY data tool.
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Figure 3-13 Study area and sample point locations

oextractthedataforeachvariablethepoint’s layerwasoverlaidonthe imagesusing
Region Of Interest (ROI) tool in ENVI 5.0. Regarding population density, the correlation was
calculated using neighborhoods as the basic statistical units.
Scatter plots of LST against the other variables were created to visually detect the
correlation between the variables.
3.2.3 Descriptive analysis
Descriptive analysis was used to identify the variations of LST and LSA according to
type of land use land cover, also to detect the change of LST, LSA, and vegetation within study
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area. DLST, NLST, and LSA data for each type of land use land cover were extracted from
Landsat and ASTER images and land use maps for the periods of 1992, 2001, and 2010 in
ArcMap using zonal statistics.
In order to provide the foundation for improved understanding the relationships among
LST and other factors, change detection technique was utilized to identify, describe, and quantify
differences between NDVI, LAS, and LST images in 1990-2010 using Change Detection
Analysis technique.
In this technique three maps were created for LST, NDVI, and LSA represented the
transformations of these variables.
3.2.4 Geographically Weighted Regression (Gwr)
As a modification of traditional regression, Geographically Weighted Regression (GWR)
was developed to reach accurate conclusions in local spatial variation which traditional
regression cannot provide (Brunsdon et al., 1996) . This technique has been widely applied to
different fields dealing with spatial data (Kamarianakis et al., 2008; Li et al., 2010a; Miller &
Hanham, 2011; Pearsall & Christman, 2012; Su et al., 2012). This technique was modified from
the equation of OLS through estimating a local regression equation for each observation to deal
with the problem of spatial autocorrelation and variation in spatial data. The following equations
which describe the models are taken from (Brunsdon, et al., 1996; Hao, 2008; Xue, 2009):
(3.7) Ordinary least squares (OLS)
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where:
term, and

is the dependent variable,

represents independent variables,

is the error

is the contribution that each independent variable makes to predict the value of

dependent variable (Hao, 2008).
(3.8) Geographically Weighted Regression (GWR)

Where

indicates the location of observation .

Several studies have compared the results of OLS with GWR output. They found
significant improvement and accuracy in GWR than OLS in terms of statistical fit, significance,
mappability and explanatory spatial variation (Hao, 2008; Li et al., 2010b; Pearsall & Christman,
2012; Su et al., 2012; Xue, 2009).
The outperformance of GWR made it the first choice in regards to studying the local
variations in the relationships between dependent and independent variables.
As a local spatial statistical method GWR was utilized with GWR4.0 software to
determine the variation of the relationship between LST and the independent variables: NDVI,
LSA, elevation, and population density. The main reasons for choosing this software was that it
offers helpful diagnostics and the results matched well with Arc Map, moreover it provides the
chance to assess model fitting by calculating global regression OLS (Nakaya, 2012).
In this study, DLST and NLST were added to the GWR model as dependent variables
(y). The independent variables were NDVI, LSA, population density, and elevation using
neighborhood level as a unit (BGs). In order to generate a direct comparison between the
outcomes the data were standardized to remove the unit of measurement of the predictor effect.
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Three attribute tables were created in Arc Map 10.1 in accordance with the neighborhood
levels (BGs) which contained the dependent and independent variables with their x-y coordinates
for the three time serials 1990, 2000 and 2010 inordertojoinGWR’soutcomesspatially.
Gaussian was applied to GWR as a model type and an adaptive bi-square distribution was
chosen to determine the weight function for the model with Akaike Information Criterion
Corrected (AICc) as bandwidth considering important factors which can directly affect the local
variation (Xue, 2009). AICc can also be used as a measure of model performance to compare
with OLS.

Golden section search was used in addition to automatically choose the best

bandwidth (Nakaya, 2012).
The output results from GWR required processing in GIS to visualize the data. Three
maps of the study area with the same spatial reference system were used to display GWR results.
To evaluate GWR model fitting comparisons between AICc and adjusted R square for
GWR and OLS were performed. Furthermore, spatial autocorrelation in the model residuals
using global Moran’s I was conducted to support the spatial prediction of the model, detect
spatial outliers, and geographical variability test.
3.2.5 Spatial autocorrelation
Spatial Autocorrelation can be defined as the condition when a variable in a specific
geographic space makes its occurrence in neighboring places more or less likely (Malanson,
1985). hissituation“comeseitherfromthephysicalforcingofenvironmentalvariablesorfrom
community processes” (Legendre, 1993). Spatial autocorrelation can influence the statistical
analysis effecting the coefficient estimation, model building and fit (Dormann, 2007).
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Moran's I statistic was used as an indicator of spatial autocorrelation. This index was
performed in ArcMap and it can be defined by:
(3.9) Moran's I

Where

the aggregate of all the spatial weights is

,

. It is the spatial weight matrix between location
(Zhang, 2010).
This index ranges from 1 to -1 referring to a cluster if a positive value and dispersion if a
negative value. Random distribution is indicated by a zero value.
3.2.6 Hot spot analysis (GETIS-ORD GI*)
In order to identify locations where high social vulnerability magnitude is concentrated
and analyze the relationship with high temperature, hot spot analysis in Arc Map 10.1 was
utilized for the three periods of time in 1990, 2000, and 2010 with cumulative heat index values
for each neighborhood. This technique divides the total values of the variables by their total
sums in the study area (Mitchell, 2005) that can be defined using the following equation:
(3.10) Hot Spot Analysis (Getis-Ord Gi*)

Where
and , and

is the observed value at ,

is the spatial weight between observations

is the total number of observations.
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In this analysis a high value of z-score indicates hot spot areas (high concentration) and a
small z-score is indicative of a cold spot area (low concentration).
3.2.7 Summary
This chapter provides information about data sources, places and details on how the data
were collected and analyzed. Data were collected and investigated using several techniques and
methods, in addition to many software packages. ENVI5.0 was used to extract LST, NDVI,
LSA, LULC, as well as vegetation detections. ArcMap 10.1 was employed mainly to visualize
the results and convert the data unit and perform zonal statistics. Correlational analyses between
the variables were performed in Minitab software. The lack of images that cover the whole study
area at night was the primary limitation in data collection. Also the analytical procedure
introduced included correlation and descriptive analyses, GWR model, and hot spot analysis.
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CHAPTER 4

RESULTS AND DISCUSSIONS

4.1 INTRODUCTION
The analysis of local determinants of the variation of summer LST and the spatial
distribution of vulnerability to extreme temperatures between 1990 and 2010 in El Paso TX is
the main purpose of this study. Data was extracted from many different sources, with different
units and many processes were followed to prepare this data for analysis. This chapter discusses
the results of correlation analysis per pixel and neighborhood units, descriptive, and the local
regression analysis.
4.2 CORRELATION ANALYSIS
Pearson’s correlation statistic was conducted at pixel and neighborhood level, using
Minitab software version 16.0 in order to analyze the relationship between LST, NDVI, LSA,
elevation, and population density variables.
4.2.1 Correlation per pixel units
Two hundred and fifty sample points were randomly selected to investigate the
relationship between LST and independent variables. The most remarkable and statistically
significant relationships between DLST, NLST, NDVI, LSA, and elevation are presented in
Tables 4.1, 4.2, and 4.3. Scatter plots and regression lines for each year are detailed in
Appendix 1.
It can easily be noticed that there was a significant negative correlation between DLST,
elevation, and NDVI in 1990. The correlations ranged from -0.464 (p < 0.000) with the elevation
and -0.387 (p < 0.000) with the NDVI indicating that DLST drops with high elevation and dense
vegetation inversely. Relatively, a weak significant correlation was found between DLST and
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LSA in the positive direction with r = 0.177 (p < 0.005) indicating that DLST behaves similarly
to LSA. Any increase in DLST was accompanied by an increase in LSA. During night, the LST
was significantly correlated with NDVI r = -0.232 (p < 0.000). Unexpectedly in the findings
there was no statistically significant association between NLST and elevation r = 0.079 (p <
0.214).

Table 4-1 correlations between LST, NDVI, LSA, and elevation per pixel during 1990
1990
Elevation
P-Value
NDVI
P-Value
LSA
P-Value
DLST
NLST

-0.464
0.079

0.000**
0.214

-0.387
-0.232

0.000**
0.000**

0.177

0.005**

**. Correlation is significant at the 0.01 level.

There was moderate negative correlation between DLST, NDVI, and elevation in 2000
with r = -0.588 (p < 0.000) and r = -0.470 (p < 0.000), respectively, while LSA was positively
correlated to DLST with r = 0.233 (p < 0.000). At nighttime, the correlation tended to be
relatively weak between LST and elevation with r = -0.110 (p < 0.083), while the correlation was
slight and not significant between LST and NDVI r = -0.049 (p < 0.438).

Table 4-2 correlations between LST, NDVI, LSA, and elevation per pixel during 2000
2000
Elevation
P-Value
NDVI
P-Value
LSA
P-Value
DLST
NLST

-0.470
-0.110

0.000**
0.083*

-0.588
-0.049

0.000**
0.438

0.233

0.000**

**Correlation is significant at the 0.01 level. *Correlation is significant at the 0.05 level

In 2010 the results of the correlation analysis revealed a strong negative correlation
between DLST and NDVI with r = -0.625 (p < 0.000). In the same direction the elevation was
significantly correlated to DLST with r = -0.551 (p < 0.000). A positive relationship between
DLST and LSA was observed with r = 0.231 (p < 0.000). However, in NLST a statistically
significant negative correlation was detected with elevation r = -0.213 (p < 0.001). The
relationship between NLST and NDVI was weak and not significant with r = -0.018 (p < 0.772).
50

Table 4-3 correlations between LST, NDVI, LSA, and elevation per pixel during 2010
2010
DLST
NLST

Elevation

P-Value

NDVI

P-Value

LSA

P-Value

-0.551
-0.213

0.000**
0.001**

-0.625
-0.018

0.000**
0.772

0.231

0.000**

**. Correlation is significant at the 0.01 level

It seems that the highest correlations between LST and other variables were found during
the daytime compared with nighttime. NDVI showed higher negative correlation with DLST as
expected; indicating that the low temperature is associated with high density of vegetation,
reflected precisely in the same way is the relationship between DLST and elevation. At nighttime
slight and no significant relationship was observed between LST, NDVI, and elevation. This was
an unexpected finding.
4.2.2 Correlation at neighborhood level
Data from U.S. census was extracted using neighborhood levels from where 432
neighborhoods for 1990 and 2000, and 513 neighborhoods for 2010 were utilized in order to
explore the connection between LST and independent variables on the neighborhood level.
Tables 4.4 to 4.6 provide the results obtained from the correlation analysis between
variables using the neighborhood level. Scatter plots and regression lines for each year are given
in Appendix 2.
A significant positive relationship exists between LST and population density in 1990
during both day and nighttime with r = 0.396 (p < 0.000) during daytime and r = 0.402 (p <
0.000) during nighttime thus clarifying the effect of population density on LST in the study area.
The strongest significant correlations were detected between LST and NDVI with r = -0.575 (p <
0.000) during daytime and r = -0.679 (p < 0.000) at night in the expected directions with DLST
indicating the important role that vegetation plays in terms of decreased LST. The same was true
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with respect to LSA albeit with a small correlation of r = -0.256 (p < 0.000). Interestingly, no
significant statistical relations were found between LST and elevation; their correlation was r = 0.041 (p < 0.402) and r = -0.006 (p < 0.900) during both day and nighttime, respectively.
Table 4-4 correlations between LST, NDVI, LSA, population density, and elevation per neighborhood during 1990
1990

PopDensity

DLST
NLST

0.396
0.402

P-Value

Elevation

0.000**
0.000**

-0.041
-0.006

P-Value
0.402
0.900

NDVI
-0.575
-0.679

P-Value
0.000**
0.000**

LSA
-0.256

P-Value
0.000**

**. Correlation is significant at the 0.01 level

The identical relationships showed for 2000, whereas the correlations between LST and
NDVI were highly negative and ranged from r = -0.435 during the nighttime and r = -0.702 (p <
0.000) during the daytime. In contrast, the population density presented almost the same positive
correlation with LST during the day and nighttime of r = 0.230 (p < 0.000) and r = 0.229 (p <
0.000) respectively. LAS was positively correlated with DLST of r = 0.338 (p < 0.000), that was
not in agreement as the results obtained from the correlation analysis between DLST and LST in
1990, which was negative. The reason may be connected to the differences of vegetation covers
that reduce LSA by absorbing more solar radiation, thus decreasing DLST, whereas the NDVI
value was 0.23 in 1990 and declined to 0.18 in 2000. In exactly the same way as the relationships
between LST and elevation in the case of 1990, there were no significant correlation between
LST and elevation in 2000.
Table 4-5 correlations between LST, NDVI, LSA, population density, and elevation per neighborhood during 2000
2000

PopDensity

P-Value

DLST
0.230
0.000**
NLST
0.229
0.000**
**. Correlation is significant at the 0.01 level

Elevation
0.028
0.021

P-Value
0.555
0.668

NDVI
-0.702
-0.435

P-Value
0.000**
0.000**

LSA
0.338

P-Value
0.000**

The relationships between LST and other variables in 2010 were not far from 2000’s
correlations.

Positive correlations were found between LST, population density and LSA.
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Additionally DLST was negatively correlated with NDVI with r = 0.795, p < 0.000, in the same
manner but in lower degree with NLST r = 0.388, p < 0.000. The elevation showed significant
negative relationship with NLST r = -0.124, p < 0.005.
Table 4-6 correlations between LST, NDVI, LSA, population density, and elevation per neighborhood during 2010
2010

PopDensity

P-Value

Elevation

P-Value

NDVI

DLST
0.302
0.000**
-0.001
0.989
-0.795
NLST
0.370
0.000**
-0.124
0.005*
-0.388
**. Correlation is significant at the 0.01 level and *. Correlation is significant at the 0.05 level

P-Value
0.000**
0.000**

LSA
0.297

P-Value
0.000**

The practical inferences from all this analysis was that, the correlation between LST and
other variables were high during daytime with almost all variables, even for pixel or
neighborhood units except for the relationship between NLST and NDVI in 1990 with
neighborhood units.
The results showed that the correlations did support the anticipated outcomes with some
variables and surprisingly, did not support the expected outcomes with other such as the
relationship between NLST and the elevation at pixel unit in 1990, also the association between
DLST and LSA at neighborhood unit in 1990. Among many examples where the findings
displayed close agreement between LST, population density, and NDVI in the expected
direction, population density presented positive correlations and NDVI showed negative
correlations with LST. On the contrary, elevation indicated no significant relationships with LST
in some correlation analyses that did not agree reasonably well with our hypothesis of the
relationship between LST and elevation.
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4.3 DESCRIPTIVE ANALYSIS
4.3.1 Land use land cover change
It is evident that, the study area has been characterized by great LULC changes in the last

18 years, see Table 4.7 and Figures 4.1 to 4.3.
Significant increase occurred in the developed and planted areas. The developed areas
increased from 83.38 sq mi in 1992 to 159.40 in 2010 (4.22 sq mi per year). As for the planted
areas, the increase was from 14.70 sq mi in 1992, to 27.80 sq mi in 2010 with 0.73 sq mi
increase. The expansions of urban and planted areas were anticipated due to rapid growth in
population witnessed by the city in the last 30 years. Significant differences were seen between
forest areas in 1992 and 2010; they grew from 0.42 to 0.69 sq mi. There is a clear decline in
shrubland and barren land areas with decreasing ranged from 44.27 sq mi to 23.07 sq mi
respectively. The increase of developed area is especially evident in both, west and east sides of
the city. Grassland/Herbaceous also witnessed shrinkage from about 45 sq mi in 1992 to 36.50 sq
mi in 2010.
Table 4-7 Comparison of existing LULC of El Paso 1992-2010 by square mile
Class

1992

%

2001

%

2010

%

Change
sq mi

Change mi sq
per year

Developed

83.38

26.08

129.00

42.33

159.40

47.80

76.02

4.22

Barren

26.38

8.25

5.70

1.87

3.31

0.99

-23.07

-1.28

Forest

0.42

0.13

0.73

0.24

0.69

0.21

0.27

0.02

Planted/Cultivated

14.70

4.60

22.15

7.27

27.80

8.33

13.1

0.73

Shrubland

149.19

46.67

127.50

41.83

104.92

31.50

-44.27

-2.46

Water

0.62

0.19

0.59

0.19

0.73

0.22

0.11

0.01

Grassland/Herbaceous

45.01

14.08

19.11

6.27

36.50

10.95

-8.51

-0.47

Source: The maps of 1992 and 2001 were extracted from National Land Cover Database (NLCD), the map of 2010
LULC was driven from Landsat image (Landsat 5 TM July 2009, 30 meters resolution) using supervised, minimum distance
classification method.
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Figure 4-1 LULC OF El Paso 1992-2010

Figure 4-2 LULC categories in square mile, 1992 and 2010 in El Paso TX
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Figure 4-3 LULC percentage change of El Paso TX per year from 1992-2010

4.3.2 The relationship between lst and lulc
It is fairly known that changes in LULC directly modify the properties of land surface,
and it is highly correlated to the variation of LST (Betts et al., 2007; Diffenbaugh, 2009;
Mutiibwa, 2011; Nayak & Mandal, 2012).
Table 4-8 DLST and NLST in accordance with land use land cover type
CLASS

NLST

DLST

NLST

DLST

NLST

DLST

1992

1992

2001

2001

2010

2010

Developed

80.51

93.36

80.01

103.8

81.67

108.64

Barren

79.37

90.24

77.8

104.5

78.01

109.6

Forest

77.6

89.19

75.9

84.63

76.02

91.5

Planted/Cultivated

76.14

85.38

77.37

94.23

76.06

103.15

Shrubland

79.64

91

78.3

103.42

76.75

109.32

Water

77.8

85.05

77.27

91.43

77.31

96.1

Grassland/Herbaceous

77.93

87.56

78.61

99.45

77.38

101.75
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Figure 4-4 DLST and NLST in accordance with land use land cover type

Table 4.8 and Figure 4.4 provided the relationship between the LST with each LULC
class. The general characteristics of LST at both day and nighttime in accordance with LULC
types were relatively different in some classes throughout the study area creating warming and
cooling areas.
The variations of LST were clear in all years and reached up to 4.37°F in NLST of 1992;
the highest temperature was in developed areas about 80.51°F and the lowest degree observed in
planted/cultivated areas about 76.14°F. The same trend in the variation but with high increase
during the daytime of 1992 between developed and open water areas, where the temperature
change increase by about 8.31°F. During nighttime of 2001, LST showed changes up to 4.11°F;
the high temperature was observed in developed areas with about 80°F compared with forest
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areas which recorded about 76°F considered as a cooling area in 2001. However, during the
daytime, the difference between the highest and lowest temperature was about 20°F with barren
and forest areas.
As for 2010, NLST revealed degree of variation between warming and cooling areas. The
differences in the temperatures between developed and forest types reached about 5.65°F during
nighttime in comparison with 18.10°F in daytime with barren class as a warming area and forest
class as a cooling area.
The most reasonable observations, in terms of warming and cooling areas, were that the
warmest LST observed in urban areas during nighttime, indicating the effect of absorbing solar
radiation during the daytime which was released during the night, hence increased the LST in the
urban area compared with its surrounding area. Similarly, during daytime, LST ranged from
93.36°F in 1992 up to about 108.70°F in 2010 over developed areas. The most significant feature
of NLST was almost the same as above, the increase of LST over developed class compared with
other land use classes. As anticipated the lowest LST was recorded in forest, planted/cultivated,
and open water areas during both day and nighttime. However, contrary to the expectation,
grassland/herbaceous and shrubland areas revealed high LST during daytime. The possible
reason may be that grassland/herbaceous areas are located fairly in open continuous areas.
It appears from what has been mentioned above that the largest variations of LST
occurred during daytime by increasing the temperature over developed areas and decreasing it
over forest and planted/cultivated areas. It confirmed the important roles of human activities and
lack of vegetation in these variations. The developed areas, which showed greatest increase in
the last 18 years in the study area, have changed the properties of land surface making it more
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absorbable of solar radiation thus increasing the capacity of heat storage, generally causing
differences in LST between developed and its surrounding rural areas referring to UHI. In
contrast, the forest and planted/cultivated areas act as cooling areas reducing heat storage by
absorbing less amount of solar radiation (Grossman et al., 2010). Other possible reason for the
decreases in LST over forested areas was that the significant contributions of elevation factor
since almost all forest areas are located on Franklin Mountain.
Accordingly by reason of this aforementioned, it was confirmed that LULC is an
important determinant of the variation of LST.

The results were fairly in agreement with

previous studies (Betts et al., 2007; Campra et al., 2008; Fall, 2009; Cao et al., 2010; Chow &
Svoma, 2011b; Buyantuyev & Wu, 2012).The increase of LST in urban areas was obvious in
both day and nighttime which indicated that UHI phenomenon occurred in the study area.
4.3.3 The relationship between lsa and lulc
It is evident within a number of studies that, LSA is directly affected by the change of
LULC (Frey et al., 2007a; Campra et al., 2008; Bhattacharya et al., 2009b; Hollinger et al.,
2010). The transformation of natural landscape into anthropogenic urban land has changed the
physical characteristics of land surface. It affected the balance of the surface energy through
varying the absorption of solar radiation, therefore, with the dark surfaces (high absorption) such
as asphalt and concrete the mean LSA decreases while the mean increases with the white surface
(high reflection) such as sand soil and white roof (Kristin, 2008).
It can be easily recognized from Table 4.9 and Figures 4.5 that the barren areas were the
main mechanisms for the high LSA area. Also sparsely vegetated area represented by shrubland
land class recorded relatively high LSA compared with other green spaces. A possible cause may
be the soil type, as result of the large gap between the vegetation cover. In contrast, water and
59

forest lands presented generally the lowest value of LSA. Overall, no significant changes were
found in the value of LSA in similar land classes over the period of time, the variations were less
than 20% in all land classes. In forest land for example, a small decrease in LSA was found from
17% in 1992 to 13% in 2010 which was associated with the increase of forest areas in 2010.
Barren and shrubland areas presented a relatively slight increase in LSA from just 27% in 1992
to 32% in 2010 in barren area and from 20% to 24% in shrubland areas.

Table 4-9 LSA in accordance with land use land cover type
CLASS

LSA 1992

LSA 2000

LSA 2010

Developed

21

23

24

Barren

27

33

32

Forest

17

11

13

Planted/Cultivated

21

23

21

Shrubland

20

23

24

Water

13

14

11

Grassland/Herbaceous

15

20

18

Figure 4-5 LSA in accordance with land use land cover type 1992-2010
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4.4 CHANGE DETECTION
The main purpose of this study was the exploration of relationships between the
variations of LST, biophysical, and the demographical factors during the day and nighttime over
time. Change detection was applied to cast light on the changes of the same variable at different
times. Due to the lack of images to detect the changes between NLST over time, the detection
was relied on two images acquired by different sensors and date; Landsat image acquired on
June 24, 1994 and ASTER image acquired on August 16, 2007.
4.4.1 LST detection
According to the results of DLST detection listed in Table 4.10 and 4.11, and visualized
in Figure 4.6, the areas that observed increasing changes in surface temperature were relatively
small compared to the cooling trend areas, where just 18 sq mi from all study area showed an
increase in LST for about 6.40% (from 1°F to more than 3°F). On the other hand, approximately
93.60% of the total area showed a decrease in LST over 260.30 sq mi (from -1°F to more than 3°F). It is also evident that, the warming trend fairly detected in the urban area which was mainly
attributed to the human activities and the expansion of the developed area at the expenses of
vegetation.
Unlike DLST, the results obtained from change detection of NLST indicated that more
area experienced increase in LST covering 47.04 sq mi which was about 16.20% from total area.
The area with no change in LST was about 77.70 sq mi representing 26.70%. An area of 166.20
sq mi from total area was characterized by cooling trend, which was associated with shrubland,
planted, and grassland areas. In contrast, the warming trend was observed over urban area
indicating the effect of urbanization on LST especially at night.
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Table 4-10 Change detection of DLST 1990-2010
Class

High increase

Low increase

Low decrease

High decrease

Area mi sq

0.23

17.49

260.19

0.046

%

0.083

6.29

93.61

0.017

Table 4-11 Change detection of NLST 1990-2010
Class

High increase

No change

High decrease

Area mi sq

47.04

77.70

166.20

%

16.17

26.71

57.12

Figure 4-6 the spatial distribution of change detection of DLST and NLST 1990-2010

4.4.2 LSA detection
From Figure 4.7 which displays changes of LSA between 1990 and 2010, we can see that
there was no clear trend of increasing or decreasing in LSA but, as can be seen from the Table
4.12 the increasing area extended more compared with the decreasing area, the increasing trend
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reached to about 13.10% on the area covering 36.35 sq mi from the total region, while the
decreasing LSA area encompassed about 28.40 sq mi with 10.21% of the entire area. The
changes of LSA in general were related to urban and planted areas, with respect to urban area.
The main cause for rising LSA was the increasing of buildings with white roofs, and reduction of
vegetation regarding planted areas. These findings were in agreement with the data derived from
images where the mean LSA was 22% in 1990 increased to 24% in 2010.

Figure 4-7 the spatial distribution of change detection of LSA 1990-2010
Table 4-12 Change detection of LSA 1990-2010
Class

High increase

Low increase

No change

Low decrease

Area mi sq
%

13.65
4.91

22.7
8.17

213.19
76.71

17.85
6.42

High
decrease
10.54
3.79

4.4.3 Vegetation detection
The vegetation detection was conducted using Landsat images taken on August 10, 1990
and August 09, 2010 with just one day off to monitor the past and present vegetation status.
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It is indeed very clear as it can be seen from the Table 4.13 and Figures 4.8 and 4.9 that
the vegetation in study area was converted from dense and moderate types into sparse and no
vegetation types. The area of dense vegetation decreased from 8.45 sq mi in 1990 to 3.6 sq mi in
2010 (57.40%) and total reduction area by 4.85 sq mi, this decrease was at the expense of
increase in area with no vegetation from 294.29 sq mi in 1990 to 308.10 sq mi in 2010. The total
augmentation was 13.81 sq mi (4.70%). Geographic distribution of moderate vegetation has
been reduced from 8.38 sq mi in 1990 to 6.50 sq mi in 2010 (22.40). The sparse vegetation
replaced through the last 18 years by no vegetation types particularly in urban areas due to rapid
expansion of developed area. However, the sparse vegetation areas were reduced from 64.35 sq
mi in 1990 to 57.27 sq mi in 2010.
Table 4-13 changes and percentage change in vegetation from 1990-2010
No

Sparse

Years

Moderate

%
vegetation

%
Vegetation

Dense
%

Vegetation

%
Vegetation

1990

294.29

78.34

64.35

17.15

8.38

2.25

8.45

2.26

2000

330.00

87.89

35.12

9.35

6.85

1.83

3.5

0.93

2010

308.10

82.06

57.27

15.25

6.50

1.73

3.6

0.96

Change mi sq

13.81

3.72

-7.08

-1.89

-1.88

-0.5

-4.85

-1.29

Change %

4.70

-11.00

-22.43

64

-57.40

Coordinate System:
NAD_1983_UTM_Zo
ne_13N
Projection: UTM

Figure 4-8 the geographic distribution of vegetation in 1990 and 2010

Figure 4-9 vegetation distribution and changes from 1990-2010

Detection of change using NDVI image Table 4.14 and Figure 4.10 showed changes in
vegetation, especially in the urban areas. Also it is evident that areas of vegetation increase were
generally detected in the Westside of the city, and the decreased areas in the east and north sides.
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The high increase areas were about 0.78 sq mi and these areas indicated slight growth of
vegetation, which was not uniformly distributed over the study area. On the contrary, high
decrease area covered about 2.03 sq mi (0.72%) of total area. Small area also observed low
increase with 2.71 sq mi (0.97%). Indeed, it was generally found that the decreasing trend
covered large areas about 9.65 sq mi (3.45%) in comparison to increase trend, which just covered
3.49 sq mi (1.25%).
Table 4-14 the results of change detection of NDVI images per pixel from 1990-2010
Class

High increase

Low increase

No change

Low decrease

High decrease

Area mi sq

0.78

2.71

264.82

7.62

2.03

%

0.28

0.97

95.30

2.73

0.72

Figure 4-10 change detection of NDVI images per pixel from 1990-2010
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4.5 GEOGRAPHICALLY WEIGHTED REGRESSION
The main purpose of utilizing GWR to examine the spatial variation of LST and its
relationships with the independent variables (NDVI, LSA, population density, and elevation)
using GWR40 software package. The results of this model were divided into three parts: first, the
model fitting by comparing GWR and OLS results accordance with AICc and R². Secondly,
model assessment and geographical variability test using global Moran’sIandF-statistic test and
finally, mapping the parameter coefficients estimation of local terms using ArcMap 10.1.
4.5.1 Model fitting
From Table 4.15 which shows the results of GWR and OLS models regarding AICc and
R², it is quite clear that the GWR model had considerably smaller AICc values than the OSL
model. The AICc values of GWR ranged from 508.05 to 1119.22. However, noticeably higher
AICc values were generated with OLS. The smallest value was in the daytime of 2010, at about
832.40 and the highest value was 1342.26 in 2010 nighttime. The comparison of AICc between
GWR and OLS showed better performance in GWR, which supports the movements from a
global model to a local regression model in the analysis with chosen variables; details are
presented in Appendix 3.
The GWR model had a better explanation for predicting LST during both day and
nighttime than OLS. The GWR generated adjusted R² of 82% and 81% during daytime of 2000
and 2010, respectively, while OLS had 71% and 59 % for 2010 and 2000, respectively. The
smallest adjusted r² in GWR was 46% in nighttime of 2000, with OLS case only about 20% of
the variation in LST in nighttime of 2000 and 2010, which was explained by independent
variables. These results indicated that both GWR and OLS explained significantly more variation
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in the relationship of the explanatory factors in daytime compared to nighttime with dominance
of GWR over OLS regarding model fitting.
The spatial distribution of adjusted R² shows relatively a small value over the urban areas
during both day and nighttime indicating the importance of LULC factor on the variation of LST
which not include in the models, Figure 4.11.
Table 4-15 Comparison between global and local regression

OSL

Time

GWR

AICc

R²

AICc

R²

Daytime 1990

945.18

46

687.33

71

Nighttime 1990

875.57

54

712.10

69

Daytime 2000

846.85

59

508.05

82

Nighttime 2000

1137.70

20

971.40

46

Daytime 2010

832.45

71

630.23

81

Nighttime 2010

1342.26

20

1119.22

50

68

Figure 4-11 Spatial distribution of adjusted R² for local regression
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4.5.2 Model assessment
Spatial autocorrelation can influence the statistical analysis affecting the coefficient
estimation, model building, and fit (Dormann, 2007). Results of global Moran’s I for the
residuals, Table 4.16, are characterized by a small value in almost all years, which were recorded
in the daytime of 1990 with 0.005 (p-value 0.0003) and highest value found in the nighttime of
2010 about 0.05 (p-value 0.000). These results significantly indicated that fewer spatial
autocorrelation existed within the data, which trend towards spatial randomness. SinceMoran’sI
values were close to zero, this suggests that the explanatory variables are spatially non-stationary
and thus, the OLS model is unable to explain the relationships between these variables.
However, GWR is capable of explaining these relations (Park, 2004).
Table 4-16 Global Moran’s I analyses results
Time

Moran’sI

Z-score

p-value

Daytime 1990

0.005

3.63

0.000*

Nighttime 1990

0.025

14.06

0.000*

Daytime 2000

0.037

5.91

0.000*

Nighttime 2000

0.03

9.71

0.000*

Daytime 2010

0.017

4.54

0.000*

Nighttime 2010

0.049

7.75

0.000*

Significant at the .1% level*

In support of spatial autocorrelation outcomes and confirmation of worthiness GWR over
OLS model, the geographical variability tests using F-statistic confirmed that the coefficient
estimations were significantly varied over space. F value in all variables for daytime showed
significant variances. As it seen in Tables 4.17 and 4.18 Population density, NDVI, LSA, and
elevation had significant spatial and temporal variation in the local parameter estimates for all
three years during daytime. However, during nighttime, Population density, NDVI, and elevation
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showed significant spatial and temporal variation except NDVI in 1990 and elevation in 2010
were not statistically significant.
Table 4-17 the F-statistic value of each variable and its corresponding p-value during daytime
Variables

1990
F

2000

p-value

F

p-value

2010
F

p-value

Intercept
23.20
0.000***
83.20
0.000***
18.34
0.000***
PopDensity
5.12
0.001**
4.29
0.0021**
4.18
0.001***
NDVI
10.64
0.000***
6.33
0.000***
7.89
0.000***
LSA
20.76
0.000***
15.92
0.000***
8.31
0.000***
Elevation
24.82
0.000***
7.84
0.000***
6.12
0.000***
All variables are standardized (Z scores).
Significant at the .1% level***
Significant at the 1% level**
Table 4-18 the F-statistic value of each variable and its corresponding p-value during nighttime
1990
Variables
Intercept
PopDensity
NDVI
Elevation

2000

2010

F

p-value

F

p-value

F

p-value

34.30
15.11
1.67
9.34

0.000***
0.000***
0.110
0.000***

39.51
8.81
5.65
4.46

0.000***
0.000***
0.001**
0.0036**

33.57
3.16
9.70
1.74

0.000***
0.004**
0.000***
0.120

All variables are standardized (Z scores).
Significant at the .1% level***
Significant at the 1% level**
Significant at the 5% level*

4.5.3 Spatial and temporal variations of local coefficients
Tables 4.19 and 4.20 list the coefficients estimated for the exploratory variables during
day and nighttime. It can be seen that the coefficients estimated for the population density
variable showed significant spatial and temporal variation in the positive direction in all years,
whether during day or nighttime. It also indicates the important role of population density in an
increase of LST, which generally accompanied the high density of a developed area, whereas the
estimated value during daytime ranged from 0.14 to 0.36 °F in 1990, 0.04 to 0.26°F in 2000, and
from -0.10 to 0.33 °F in 2010. During nighttime lower value was recorded in 2000 and 2010 with
0.10 and the highest value observed in 1990 was about 0.20 F° and at 99% conﬁdence level. All
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this suggests that the influences of population density factor in the variation of LST were more
evident during day than nighttime. A number of explanations are possible, such as the heavy
vehicular traffic, industry, and the usage of air condition during day which released more energy
into the urban area as heat (Taha, 1997; Xue, 2009; Shahmohamadi et al., 2011). These relations
exhibited an agreement with the correlational analysis between LST and population density.
The variations of LST were substantially higher by the influence of vegetation. As it was
highly anticipated, NDVI variable depicted a significant negative relation with LST during both
day and nighttime at 99% conﬁdence level. The strongest variation detected during daytime with
-0.55 °F in 2010 indicted the role of vegetation as an important determinant of LST, especially in
2010 if the decrease of vegetation cover and the transition of dense to sparse vegetation in this
year are taken into consideration. Such considerations as these can be found when comparisons
between the three years in terms of the effect of NDVI on the LST are made, whereas the
influences of NDVI value increases from -0.38 °F in 1990 to -0.53 °F in 2000 and to -0.55 °F in
2010. Therefore, there were positive correlations between the lack of vegetation and its effect on
LST. Consequently, higher NDVI value tends to have lesser effect on variation of LST and lower
NDVI value generally associated with greater effect. These assumptions were an agreement with
the correlation analysis results, see Tables from 4.1 to 4.6, in both units pixel and neighborhood
which showed stronger negative relation between DLST and NDVI in 2010, some degree less in
2000, and reached the weaker relation in 1990. During nighttime, the effect of NDVI on the
variations of LST was relatively, and in some degree, small when compared with daytime. The
value of variation ranged from -0.50 °F in 1990 to -0.31°F in 2010. Regarding connections
between the lack of vegetation and its effect on LST, just the opposite is true during nighttime,
whereas the effect of NDVI factor tend to be less with the decrease of NDVI value.
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The variations of LST proved differences over time with the LSA factor. The negative
significant effect observed in 1990 with -0.28 °F and then changed to be a positive impact in
2000 and 2010 by 0.09°F. The possible reason for this inconsistency is that the decline of
vegetation which caused greater (smaller) absorption of solar radiation and thus, to a decreasing
(an increasing) LSA in vegetation cover area which dropped (rose) LST. The other reason may
be the greenhouse gases which act as an insulator with the reflection of solar radiation
(Cedercreutz, 2004). In urban as area, LSA was relatively low; see Figures 3.7 and 3.8, referring
to negative relationship with LST thus low LSA was corresponding to high LST. Generally
speaking, the results of this factor indicate that the effect of LSA on LST presented a cooling
effect in 1990 and a warming effect in 2000 and 2010 that mainly depended on land cover,
which reflected different relationships between vegetation cover area and urban area. Densely
vegetated area tended to have lower LSA and LST, contrary to developed area that showed lower
LSA and high LST.
The elevation factor displayed a relatively weak effect on LST variation during day and
nighttime, while nighttime’s variations reached lowest value, which did not show a statistically
significant, in 1990 and 2000 with -0.05°F and highest value, which was statistically significant,
observed in 2010 with -0.19°F. In the daytime, the variations were relatively the same in the
three periods of times. As expected and agreed with correlation analysis outcomes, the type of
relationship between elevation and LST negative indicating cooling effect on LST.
Overall, the GWR model revealed that NDVI factor was the primary contribution to the
variation of LST in cooling tendency, which was relatively higher during day than
nighttime. This may be due, in reasonable part, to increase the activities of photosynthesis and
evaporation processes during daytime (Xue, 2009). The results also indicated that the effect of
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NDVI on the variation of LST during daytime was grater with the reduction of vegetation cover.
During nighttime, NDVI was also the principal factor in term of LST variation with a weaker
effect when compared to the relation during daytime. However, the NDVI factor at night
exhibited less effect over time, which is quite contrary to daytime relations.

The second

important variable, in term of impact strength, was population density, which acted as a warming
factor on LST during both day and nighttime with more influences during daytime; the effect of
this factor can be mainly attributed to human activates including the heavy vehicular traffic,
industry, and the usage of air condition during day. LSA also plays an obvious role in the
variation of LST in both direction (cooling and warming trends), which can be explained by land
cover types and human activities. The weaker impact was observed by elevation factor, which
was in negative direction with comparatively a little influence during nighttime. Overall, the
following conclusions can be drawn from the aforementioned results; there were two trends of
effects on the variation of LST in all three periods of time as warming and cooling effects.
Population density and LSA, with a single exception in 1990, were the major warming factors.
NDVI and elevation as expected were reflected as cooling factors.
Table 4-19 GWR estimate parameters for DLST
1990

2000

2010

Variables
Mean

Min

Max

STD

Mean

Min

Max

STD

Mean

Min

Max

STD

Intercept

0.05

-030

0.51

0.25

0.06

-0.50

0.51

0.32

0.10

-0.30

0.50

0.18

PopDensity

0.24**

0.14

0.36

0.06

0.14**

0.04

0.26

0.07

0.20**

-0.01

0.33

0.06

NDVI

-0.38**

-0.70

-0.06

0.19

-0.53**

-0.80

-0.30

0.15

-0.55**

-0.82

-0.32

0.14

Albedo

-0.28**

-0.67

0.03

0.21

0.09*

-0.11

0.33

0.10

0.09*

-0.11

0.31

0.11

Elevation

-0.05

-0.43

0.31

0.25

-0.07*

-0.32

0.14

0.11

-0.05

-0.30

0.15

0.11

All variables are standardized (Z scores).
Significant at the .1% level**
Significant at the 5% level*

74

Table 4-20 GWR estimate parameters for NLST
1990

2000

2010

Variables
Mean

Min

Max

STD

Mean

Min

Max

STD

Mean

Min

Max

STD

Intercept

0.17

-0.40

0.56

0.23

0.22

-0.90

0.65

0.38

0.14

-1.00

0.61

0.39

PopDensity

0.23**

0.07

0.55

0.14

0.10

-0.12

0.50

0.15

0.10

-0.04

0.40

0.10

NDVI

-0.50**

-0.61

-0.30

0.07

-0.22**

-0.60

-0.01

0.14

-0.31**

-0.80

0.01

0.20

Elevation

-0.05

-0.30

0.18

0.10

-0.05

-0.30

0.18

0.11

-0.19*

-0.60

0.07

0.15

All variables are standardized (Z scores).
Significant at the .1% level**
Significant at the 5% level*

4.5.4 Visualization the results of gwr
To easily obtain and understand the results of GWR, the spatial distributions of parameter
estimates were mapped using ArcMap 10.1 for each year.
o identify the areas that observed a signiﬁcant relationship between LS  and dependent
variables, t-value for each parameter was classified into four categories based on three significant
thresholds 90%, 95%, and 99% (Mennis, 2006).
4.5.4.1 Parameter estimates of 1990
Figure 4.12 represents the spatial distribution of parameter estimates for the population
density and its t-value during both day and nighttime in 1990. A widespread range of statistically
significant positive relationship between the population density and LST was detected over the
urban area during a daytime, at the 95% and 99% conﬁdence levels. he eastside of the study
area observed relatively less warming trend compared to the large warming area displayed in the
westside and northeast which include about 43% from the total population in 1990. This suggests
that the variations of LST reasonably agree with the distribution of the population over the study
area.
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Figure 4-12 the spatial distribution of local parameter estimates for the population density 1990

The spatial distribution of the parameter estimate for NDVI factor exhibits significant
variation across the study area, indicating the strongest effects of this factor on LST. The
negative trend observed in all parts of the study area. This negative trend is associated with dense
vegetation, especially in the east and the westside of the city, Figure 4.13. A cooling effect was
dominantduringnighttimeatthe99%conﬁdencelevel.
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Figure 4-13 the spatial distribution of local parameter estimates for NDVI 1990

From Figure 4.14, it can be seen that LSA showed a statistically significant effect on
LST in large areas across west and northeast sides while some clusters were found in the central
and eastside. However, the relationship is negatively characterized in almost all parts of the
study area. Positive effect was limited to west and eastside of the city with conﬁdence levels
ranged from 95% to 99%.
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Figure 4-14 the spatial distribution of local parameter estimates for LSA 1990

The elevation map displayed confirmation of its association with LST during the day and
nighttime, Figure 4.15, distinguished a negative relation around Franklin Mountain and positive
in other flat area. Also, the t-value map presented significant relationship at the 90 and 99%
conﬁdencelevelinthemountainousarea.
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Figure 4-15 the spatial distribution of local parameter estimates for elevation 1990

4.5.4.2 Parameter estimates of 2000
The spatial distribution of the population density variable illustrated its effect on the
variation of LST which showed considerable positive variation. As can be seen in Figure 4.16,
thisvariablewassigniﬁcantovermostoftheurbanareaduringdaytimeincomparisonwiththe
small areas in nighttime. This concludes that population densityhadastrongstatisticalinﬂuence
on LST in the urban area, which include about 83% of the total population of El Paso County
(U.S Census Data 2000).
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Figure 4-16 the spatial distribution of local parameter estimates for population density 2000

The area of influence by NDVI distributed in the west and eastside, accompanies the
agriculturallocations,seeFigure4.17. herelation,asexpected,wassigniﬁcantlyandnegatively
strong. This also reflected the primary role that NDVI variable played on explanation of the
variation of LST in cooling direction.
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Figure 4-17 the spatial distribution of local parameter estimates for NDVI 2000

LSA acted as a warming effect on LST in 2000 and 2010, which was contrary to what was
observed in 1990; however negative relations were found in some location in northeast and
eastside areas. The variations were higher in the west and northeast side, and the significant
relationship was limited to a small area in the central and eastside of the city, at conﬁdencelevels
that ranged from 90% to 95%, see Figure 4.18.
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Figure 4-18 the spatial distribution of local parameter estimates for LSA 2000

Spatial variations of the relationship between elevation and LST were observed. The
significant negative relationship was found in the more mountainous areas, at the 95% and 99%
conﬁdence level during daytime. A positive relationship was noticed in some urban areas and
showed that the relations were not signiﬁcantinotherareas.Atnight,themapreflectedthe poor
explanation for predicting LST, Figure 4.19.
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Figure 4-19 the spatial distribution of local parameter estimates for elevation 2000

4.5.4.3 Parameter estimates of 2010
The spatial variation of LST, affected by population density in 2010, showed high
significance in urban areas during daytime which reflected the exact relationship observed in
correlation analysis, Figure 4.20. At night, however, the significant relationship was limited to a
small location in urban area at conﬁdence levels ranged from 90% to 95%. However, the
variation ranged from -0.01 °F to 0.30°F during daytime and from -0.04°F to 0.39°F at night.
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Figure 4-20 the spatial distribution of local parameter estimates for population density 2010

As shown in Figure 4.21, NDVI displayed as anticipated; strong negative relationship in
dense vegetated area, in both west and eastside, which was characterized by lower values from 0.80°F to –0.30°F during daytime and from -0.90°F to 0.01°F at night. There was a weak
positive trend in many parts of the city during nighttime with significant at the 90% and 99%
conﬁdencelevel.
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Figure 4-21 the spatial distribution of local parameter estimates for NDVI 2010

The strength and direction of influence of LSA factor varies over space, showing
significant variation in a small area in west, northeast, and east, which indicated that this factor
failed to capture the variability of LST in a large area. However, the area of influences was in the
positive direction which implying the warming effect of LSA, Figure 4.22.
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Figure 4-22 the spatial distribution of local parameter estimates for LSA 2010

The cooling effect of the elevation factor was depicted over the Franklin Mountain at the
95%and99%conﬁdencelevel,seeFigure4.23. There was only a few small area of significantly
positive relation in almost all parts of the city, stretching from 0.00°F to 0.15°F, at daytime and
to the core of the city, the west, and eastside at night, which ranged from 0.0°F to 0.07°F.
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Figure 4-23 the spatial distribution of local parameter estimates for elevation 2010

4.6 SOCIAL VULNERABILITY
The vulnerable population defined as groups of people characterized by some indicators
such as large population density, low income, below poverty level, race, education, and the
population over 65 years age, in which combining, make them more susceptible to extreme
temperature (Emrich, 2005; Dunno, 2011). The HVI was created in order to examine the
distribution of vulnerable populations within the study area. In this study, six indicators were
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used to map the vulnerability in three periods of time (1990, 2000, and 2010), including
population density, low income, below poverty level, the population over 65 years, LST, and
NDVI.
The distributions of the cumulative heat vulnerability index values for 1990, 2000, and
2010, are shown in Figure 4.24 and Table 4.21. It is evident that the high levels of vulnerability
to extreme temperature detected in urban area, with a total of 45 neighbors covering 9.02 sq mi
during daytime and 49 neighbors with 11.15 sq mi at night in 1990 including all parts of the city.
In 2000 there was increase in the numbers of neighbors and the size of area to be 58 neighbors
with 15.53 sq mi during day. While at night the area increased to 16.70 sq mi which distributed
in the north and eastside of the city. However, 63 neighbors with 18.93 sq mi found to be at high
risk for extreme temperature in 2010 during daytime distributed all over the city. While
considerable increase in both the area and the numbers of neighbors was detected during
nighttime with 91 neighbors covering 27.31 sq mi.
In general, the central, northeast, and eastside of the study area tend toward high
vulnerability while westside tends toward low vulnerability. This agrees with the population
density and economic status, as well as they distribute in a similar pattern as high LST. Also,
there was a trend toward shifting the vulnerability from surrounding rural areas to the urban area,
which is obvious between 2000 and 2010. This pattern, therefore, suggests more susceptibility to
heat will take place in the urban area in the near future, consequently these areas in need of heat
prevention and intervention strategies. Also it is clear that the area and the numbers of neighbors
that found to be at high risk increased during nighttime in all the period of time indicating the
concentration of high LST over the urban area at night compared with the daytime.
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Table 4-21 the spatial distribution of vulnerability
Years

Daytime

Nighttime

Area sq mi

Neighbor

Area sq mi

Neighbor

1990

9.02

45

11.15

49

2000

15.53

58

16.70

66

2010

18.93

63

27.31
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Figure 4-24 The distributions of heat vulnerability index values for 1990, 2000, and 2010
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4.6.1 Hot spot analysis (GETIS-ORD GI*)
Hot spot analysis in Arc Map 10.1 was utilized for the three periods of time 1990, 2000, and
2010 in order to identify locations where high social vulnerability magnitude is concentrated.
Figure 4.25 reveals the spatial distribution for hot spot analysis. Temporal variability can be
seen by spatially shifting hotspot area from year to year. In 1990 the concentrations of
vulnerability observed in the central, west and eastside which contained 310 census blocks and
about 96.70 sq mi during day and nighttime. Just 85 census blocks with 79.34 sq mi was
clustered in 2000 during daytime and located almost exclusively in the northeast and eastside of
the city. However, 165 neighbors with about 139 sq mi were clustered at night. As for 2010, the
concentrations of vulnerable people increased to 117.32 sq mi in area and 273 neighbors during
daytime almost covered all the central part of the city and comparatively large areas in eastside
and northeast, as well as small areas in west. While the numbers of neighbors showed decrease at
night Table 4.22.
Table 4-22 the concentration of vulnerable population
Years

Daytime

Nighttime

Area sq mi

Neighbor

Area sq mi

Neighbor

1990

96.72

310

96.70

310

2000

79.34

85

139.12

165

2010

117.32

273

112.80

240

Overall, the concentrations of vulnerability showed an agreement with the spatial
distribution of population density and economic status. These concentrations are also
accompanied by the distribution of high LST during day and nighttime. These patterns tend to
increase over time, suggesting that the vulnerability will be the concerning problem the city is
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facing in the future since it is characterized by increase in the total population and population
over 65 years age, and subject to suffer from extreme heat several times during a summer
months.

Figure 4-25 the concentration of social vulnerability
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CHAPTER 5

CONCLUSION

This research examined the local determinants of summer LST in El Paso and its
neighborhoods, and estimated the correlation between factors that influence DLST and NLST, as
well as assessed the spatial distribution of vulnerability to extreme temperature in three periods
of time; 1990, 2000, and 2010. The main research questions of this study were: 1) Does
summer day and nighttime temperatures vary among El Paso neighborhoods? If so, what drivers
this variation? 2) Are there similarities or differences between the geographic distribution of
daytime and nighttime temperatures? What are the important driving factors behind this
geographic distribution? 3) Is there interplay between the distribution of nighttime temperature,
the total population, income, poverty, and people over 65 years of age, at the neighborhood
level? 4) Have daytime and nighttime temperatures been rising in El Paso over the last two
decades? If so, what does this suggest for the future?
Different types of data (quantitative and qualitative) were obtained from the various data
sources (satellite imagery, maps, and census data) and mixed methodology (correlation,
descriptive, and GWR) were used in order to answer these questions and meet the objectives of
this research.
Six socioeconomic and biophysical indicators: total population, income, poverty, and the
population over 65 years of age, LST, and NDVI from 1990-2010 were examined and the
relationship between intra-urban microclimates and groups vulnerable to high temperature were
assessed.
GWR, GIS, and remote sensing are useful tools for exploring the spatial the temporal
relationship between LST and other independent variables. The major findings of this study are
as follows:
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1- In correlation analysis, the vegetation factors show the strongest negative relationship
with the LST during daytime and comparatively weak negative relationship during
nighttime with pixel and neighborhood scales. The results also suggest that the lack of
vegetation and its effecting on LST during daytime have positive correlations,
consequently, higher NDVI value tends to have the lesser effect on the variation of
LST and lower NDVI value generally associated with the greater effect. The opposite
relationships are true during nighttime, whereas the effect of NDVI factor tends to be
less with the decrease of NDVI value. The population density has a relatively high
significant relationship with the LST in positive directions; the results indicating the
effect of LULC change on the LST, which reasonably is associated with the
population growth. A weak positive correlation between DLST and LSA is also
observed with pixel units. While with neighborhood level, it tends to be negative in
1990, which is mainly attributed to the differences of vegetation covers, which reduce
LSA by absorbing more solar radiation and thus decreasing LST. The elevation factor
has signified a strong influence on LST, especially during daytime with the pixel unit
in the negative direction, while with the neighborhood level it has a lower effect
during both, day and nighttime.
2- The study area observes great LULC changes especially in the urban area. There is a
substantial spatial relationship between the LULC and the variation of LST, resulting
in a higher increase in LST during nighttime than daytime over the urban area,
indicating that UHI phenomenon existed. Mean LSA shows no change between 1992
and 2010 over urban area, which is characterized by low percentages. Dense
vegetation areas also have low LSA compared with the other types of land.
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3- The detection of change in LST shows that, during daytime, there is a slight increase
in the temperature that is observed over urban areas between 1990 and 2010. During
nighttime, a considerable increase trends are detected in the urban areas between
1994 and 2007. This increase is linked to the urban sprawl and thus, human activities.
The vegetation loss is mainly characterized by the study area between 1990 and 2010.
Representing the vigor of vegetation, sparse, moderate, and cover dense vegetation
show a significant decrease between 1990 and 2010. Regarding the quantity of
vegetation, NDVI also detects a substantial reduce over the space and time.
4- GWR model proves successful in terms of explaining the spatial variations of LST. It
typically offers higher coefficients of determination at least 10% more than OLS do.
Finding spatial autocorrelation within the data confirms the ability of GWR to explain
the relationships between the data compared with global regression. The GWR model
successfully explains the variation of LST during daytime than that of nighttime.
NDVI factor appears as the main contribution to the variation of LST in cooling
tendency during daytime and its lessened effect during nighttime. The second
important factor in terms of LST variation is population density which acts as
warming factor across all study. LSA and elevation factors explain a slight variation
in the LST; elevation factor behaves as a cooling effect in the three periods of time.
LSA works as a cooling factor in 1990 and as a warming factor in 2000 and 2010.
This complicated act is attributed to the lack of the vegetation and urban expansion
over the last two decades.
5- The spatial distributions of vulnerable people in the three periods of time tend toward
to move from rural areas to concentrate in urban areas. The concentrations show an
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agreement with the spatial distributions of high LST during both day and nighttime,
suggesting that the study area will be subjected to increase the vulnerability in future
and thus elevate the mortality especially with the elderly.
FUTURE WORK
The lack of investigation in the variations of land surface temperature in the arid to semiarid desert climate of El Paso County offers many opportunities for future research to
compensate for the absence of understanding the impacts of built environmental, biophysical,
and demographical factors on the LST within neighborhood level. This research focuses on five
factors that effected the variation of LST during the summer months (June, July, and August) in
the urban areas including LULC, population density, NDVI, LSA, and the elevation.
Additionally, this study attempts to cast light on the possible relationships between the spatial
distribution of extreme land surface temperature and the social vulnerability, using four social
indicators including population density, income, poverty and population over 65 years age. This
study has ignored the role of other environmental conditions that may have remarkable effect on
variations of LST, such as wind speed and air pollution. Future research would focus on the
investigation of land surface temperature, taking into consideration the missing factors in order
to understand the variation completely. Since the current study emphases on the summer time a
more investigation of the variation during other seasons should be included to comprehend the
behavior of the LST during different times fully. The total population of El Paso County is
projected to reach 1,505,623 in 2060 (Melanie et al., 2012), consequently and under the normal
condition, the urban area is expected to sprawl that further assessment of the local variation in
LST through different spatial scales is essential in this area.
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Since the issue of the lack of higher resolution and nighttime images are the main
concern in this study, it is important to rely on the imagery from different sensors that have high
resolution such as SPOT 5, which can provide sufficient data in terms of local variation in the
LST.
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APPENDIX
Appendix 1:
1.1. Correlation between LST, NDVI, LSA, and elevation per pixel during 1990
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1.2

Correlation between LST, NDVI, LSA, and elevation per pixel during 2000

111

1.3 Correlation between LST, NDVI, LSA, and elevation per pixel during 2010
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Appendix 2
2.1 Correlations between LST, NDVI, LSA, population density, and elevation per neighborhood during
1990.
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2.2. Correlations between LST, NDVI, LSA, population density, and elevation per neighborhood
during 2000

114

2.3 Correlations between LST, NDVI, LSA, population density, and elevation per neighborhood during
2010
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Appendix 3:
3.1 OLS and GWR results

1990 Daytime
*****************************************************************************
Session:
Session control file: C:\Users\MacTarMohamed\Desktop\Word\VERB\2010daytime.ctl
*****************************************************************************
Number of areas/points: 426
Model settings--------------------------------Model type: Gaussian
Geographic kernel: adaptive Gaussian
Method for optimal bandwidth search: Golden section search
Criterion for optimal bandwidth: AICc
Number of varying coefficients: 5
Number of fixed coefficients:
0
Modelling options--------------------------------Standardisation of independent variables: On
Testing geographical variability of local coefficients: On
Local to Global Variable selection: OFF
Global to Local Variable selection: OFF
Prediction at non-regression points: OFF
Variable settings--------------------------------Area key: field35: geoid_12
Easting (x-coord): field42 : log_1
Northing (y-coord): field41: lat_12
Cartesian coordinates: Euclidean distance
Dependent variable: field50: dlst_std
Offset variable is not specified
Intercept: varying (Local) intercept
Independent variable with varying (Local) coefficient: field52: ndvi_std
Independent variable with varying (Local) coefficient: field53: albedo_std
Independent variable with varying (Local) coefficient: field54: elevation_std
Independent variable with varying (Local) coefficient: field55: popdensity_std
*****************************************************************************
*****************************************************************************
Global regression result
*****************************************************************************
< Diagnostic information >
Residual sum of squares:
222.885403
Number of parameters:
5
(Note: this num does not include an error variance term for a Gaussian model)
ML based global sigma estimate:
0.723329
Unbiased global sigma estimate:
0.727612
Log-likelihood:
932.980670
Classic AIC:
944.980670
AICc:
945.181147
BIC/MDL:
969.307306
CV:
0.561311
R square:
0.474692
Adjusted R square:
0.468439
Variable
Estimate
Standard Error
t(Est/SE)
-------------------- --------------- --------------- ---------------
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Intercept
ndvi_std
albedo_std
elevation_std
popdensity_std

0.016868
-0.511453
-0.146883
-0.040981
0.307114

0.035253
0.036241
0.036495
0.035941
0.037826

0.478470
-14.112527
-4.024770
-1.140227
8.119119

*****************************************************************************
GWR (Geographically weighted regression) bandwidth selection
*****************************************************************************
Bandwidth search <golden section search>
Limits: 50, 426
Golden section search begins...
Initial values
pL
Bandwidth:
50.000 Criterion:
687.339
p1
Bandwidth:
58.004 Criterion:
708.852
p2
Bandwidth:
62.950 Criterion:
715.938
pU
Bandwidth:
70.954 Criterion:
720.577
iter
1 (p1) Bandwidth:
58.004 Criterion:
708.852 Diff:
4.947
iter
2 (p1) Bandwidth:
54.947 Criterion:
700.154 Diff:
3.057
iter
3 (p1) Bandwidth:
53.057 Criterion:
693.804 Diff:
1.889
iter
4 (p1) Bandwidth:
51.889 Criterion:
689.435 Diff:
1.168
The lower limit in your search has been selected as the optimal bandwidth size.
A new sesssion is recommended to try with a smaller lowest limit of the bandwidth
search.
Best bandwidth size 50.000
Minimum AICc
687.339
*****************************************************************************
GWR (Geographically weighted regression) result
*****************************************************************************
Bandwidth and geographic ranges
Bandwidth size:
50.000000
Coordinate
Min
Max
Range
--------------- --------------- --------------- --------------X-coord
-106.619000
-106.056000
0.563000
Y-coord
31.448300
31.989000
0.540700
Diagnostic information
Residual sum of squares:
111.721852
Effective number of parameters (model: trace(S)):
Effective number of parameters (variance: trace(S'S)):
Degree of freedom (model: n - trace(S)):
Degree of freedom (residual: n - 2trace(S) + trace(S'S)):
ML based sigma estimate:
0.512111
Unbiased sigma estimate:
0.530897
Log-likelihood:
638.765717
Classic AIC:
684.611449
AICc:
687.339188
BIC/MDL:
777.550819
CV:
0.315364
R square:
0.736688
Adjusted R square:
0.716966
***********************************************************
<< Geographically varying (Local) coefficients >>
***********************************************************
Summary statistics for varying (Local) coefficients
Variable
Mean
STD
-------------------- --------------- --------------Intercept
0.047938
0.247099
ndvi_std
-0.367991
0.190614
albedo_std
-0.284134
0.211644
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21.922866
14.231032
404.077134
396.385300

elevation_std
popdensity_std

-0.054947
0.237779

0.252813
0.058825

Variable
Min
Max
Range
-------------------- --------------- --------------- --------------Intercept
-0.294158
0.512369
0.806527
ndvi_std
-0.696875
-0.060215
0.636660
albedo_std
-0.667197
0.030101
0.697298
elevation_std
-0.431064
0.312693
0.743757
popdensity_std
0.138236
0.365256
0.227021
Variable
Lwr Quartile
Median
Upr Quartile
-------------------- --------------- --------------- --------------Intercept
-0.198298
0.085209
0.295609
ndvi_std
-0.534105
-0.358085
-0.206547
albedo_std
-0.512537
-0.251178
-0.089780
elevation_std
-0.276034
-0.162895
0.224389
popdensity_std
0.194906
0.227272
0.275430
Variable
Interquartile R
Robust STD
-------------------- --------------- --------------Intercept
0.493908
0.366129
ndvi_std
0.327558
0.242816
albedo_std
0.422756
0.313385
elevation_std
0.500423
0.370959
popdensity_std
0.080524
0.059692
(Note: Robust STD is given by (interquartile range / 1.349) )
*****************************************************************************
GWR ANOVA Table
*****************************************************************************
Source
SS
DF
MS
F
----------------- ------------------- ---------- --------------- ---------Global Residuals
222.885
5.000
GWR Improvement
111.164
24.615
4.516
GWR Residuals
111.722
396.385
0.282 16.023127
*************************************************************************
Geographical variability tests of local coefficients
*************************************************************************
Variable
F
DOF for F test DIFF of Criterion
-------------------- ------------------ ---------------- ----------------Intercept
23.195021
2.271 404.077
-47.140415
ndvi_std
10.644674
3.835 404.077
-32.489724
albedo_std
20.766662
3.410 404.077
-61.217241
elevation_std
24.817996
1.999 404.077
-44.873119
popdensity_std
5.123300
3.044 404.077
-9.365570
-------------------- ------------------ ---------------- ----------------Note: positive value of diff-Criterion (AICc, AIC, BIC/MDL or CV) suggests no spatial
variability

1990 nighttime
*****************************************************************************
Session:
Session control file: C:\Users\MacTarMohamed\Desktop\Word\VERB\1990night.ctl
*****************************************************************************
Number of areas/points: 426
Model settings--------------------------------Model type: Gaussian
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Geographic kernel: adaptive Gaussian
Method for optimal bandwidth search: Golden section search
Criterion for optimal bandwidth: AICc
Number of varying coefficients: 4
Number of fixed coefficients:
0
Modelling options--------------------------------Standardisation of independent variables: On
Testing geographical variability of local coefficients: On
Local to Global Variable selection: OFF
Global to Local Variable selection: OFF
Prediction at non-regression points: OFF
Variable settings--------------------------------Area key: field35: geoid_12
Easting (x-coord): field42 : log_1
Northing (y-coord): field41: lat_12
Cartesian coordinates: Euclidean distance
Dependent variable: field51: nlst_std
Offset variable is not specified
Intercept: varying (Local) intercept
Independent variable with varying (Local) coefficient: field52: ndvi_std
Independent variable with varying (Local) coefficient: field54: elevation_std
Independent variable with varying (Local) coefficient: field55: popdensity_std
*****************************************************************************
*****************************************************************************
Global regression result
*****************************************************************************
< Diagnostic information >
Residual sum of squares:
190.199601
Number of parameters:
4
(Note: this num does not include an error variance term for a Gaussian model)
ML based global sigma estimate:
0.668190
Unbiased global sigma estimate:
0.671349
Log-likelihood:
865.424015
Classic AIC:
875.424015
AICc:
875.566872
BIC/MDL:
895.696212
CV:
0.455546
R square:
0.545315
Adjusted R square:
0.540995
Variable
Estimate
Standard Error
t(Est/SE)
-------------------- --------------- --------------- --------------Intercept
0.000056
0.032527
0.001733
ndvi_std
-0.618487
0.033436
-18.497619
elevation_std
-0.023934
0.033157
-0.721820
popdensity_std
0.287897
0.033607
8.566477
*****************************************************************************
GWR (Geographically weighted regression) bandwidth selection
*****************************************************************************
Bandwidth search <golden section search>
Limits: 48, 426
Golden section search begins...
Initial values
pL
Bandwidth:
48.000 Criterion:
p1
Bandwidth:
56.046 Criterion:
p2
Bandwidth:
61.019 Criterion:
pU
Bandwidth:
69.065 Criterion:
iter
1 (p1) Bandwidth:
56.046 Criterion:
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712.100
738.249
747.463
755.573
738.249 Diff:

4.973

iter
2 (p1) Bandwidth:
52.973 Criterion:
723.030 Diff:
3.073
iter
3 (p1) Bandwidth:
51.073 Criterion:
719.965 Diff:
1.899
iter
4 (p1) Bandwidth:
49.899 Criterion:
714.826 Diff:
1.174
The lower limit in your search has been selected as the optimal bandwidth size.
A new sesssion is recommended to try with a smaller lowest limit of the bandwidth
search.
Best bandwidth size 48.000
Minimum AICc
712.100
*****************************************************************************
GWR (Geographically weighted regression) result
*****************************************************************************
Bandwidth and geographic ranges
Bandwidth size:
48.000000
Coordinate
Min
Max
Range
--------------- --------------- --------------- --------------X-coord
-106.619000
-106.056000
0.563000
Y-coord
31.448300
31.989000
0.540700
Diagnostic information
Residual sum of squares:
120.673525
Effective number of parameters (model: trace(S)):
Effective number of parameters (variance: trace(S'S)):
Degree of freedom (model: n - trace(S)):
Degree of freedom (residual: n - 2trace(S) + trace(S'S)):
ML based sigma estimate:
0.532232
Unbiased sigma estimate:
0.548368
Log-likelihood:
671.600279
Classic AIC:
710.171656
AICc:
712.100223
BIC/MDL:
788.364311
CV:
0.309821
R square:
0.711522
Adjusted R square:
0.693721

18.285689
11.869647
407.714311
401.298270

***********************************************************
<< Geographically varying (Local) coefficients >>
***********************************************************
Summary statistics for varying (Local) coefficients
Variable
Mean
STD
-------------------- --------------- --------------Intercept
0.171159
0.228182
ndvi_std
-0.501497
0.070755
elevation_std
-0.055557
0.101221
popdensity_std
0.229827
0.138859
Variable
Min
Max
Range
-------------------- --------------- --------------- --------------Intercept
-0.370366
0.557175
0.927540
ndvi_std
-0.611688
-0.303293
0.308395
elevation_std
-0.288267
0.183406
0.471674
popdensity_std
0.072706
0.546918
0.474212
Variable
Lwr Quartile
Median
Upr Quartile
-------------------- --------------- --------------- --------------Intercept
-0.018233
0.182537
0.355331
ndvi_std
-0.551726
-0.522508
-0.448845
elevation_std
-0.125845
-0.076789
0.022064
popdensity_std
0.105913
0.190756
0.314456
Variable
Interquartile R
Robust STD
-------------------- --------------- ---------------
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Intercept
ndvi_std
elevation_std
popdensity_std
(Note: Robust STD is given

0.373564
0.276919
0.102881
0.076265
0.147908
0.109643
0.208543
0.154591
by (interquartile range / 1.349) )

*****************************************************************************
GWR ANOVA Table
*****************************************************************************
Source
SS
DF
MS
F
----------------- ------------------- ---------- --------------- ---------Global Residuals
190.200
4.000
GWR Improvement
69.526
20.702
3.358
GWR Residuals
120.674
401.298
0.301 11.168539
*************************************************************************
Geographical variability tests of local coefficients
*************************************************************************
Variable
F
DOF for F test DIFF of Criterion
-------------------- ------------------ ---------------- ----------------Intercept
34.302076
2.506 407.714
-76.019481
ndvi_std
1.672600
4.151 407.714
1.845785
elevation_std
9.343412
2.075 407.714
-15.250791
popdensity_std
15.112496
3.361 407.714
-42.684266
-------------------- ------------------ ---------------- ----------------Note: positive value of diff-Criterion (AICc, AIC, BIC/MDL or CV) suggests no spatial
variability

2000 Daytime
*****************************************************************************
Session:
Session control file: C:\Users\MacTarMohamed\Desktop\Word\VERB\2000daytime.ctl
*****************************************************************************
Number of areas/points: 432
Model settings--------------------------------Model type: Gaussian
Geographic kernel: adaptive Gaussian
Method for optimal bandwidth search: Golden section search
Criterion for optimal bandwidth: AICc
Number of varying coefficients: 5
Number of fixed coefficients:
0
Modelling options--------------------------------Standardisation of independent variables: On
Testing geographical variability of local coefficients: On
Local to Global Variable selection: OFF
Global to Local Variable selection: OFF
Prediction at non-regression points: OFF
Variable settings--------------------------------Area key: field16: Geograph_1
Easting (x-coord): field13 : lon
Northing (y-coord): field14: lat
Cartesian coordinates: Euclidean distance
Dependent variable: field23: dlst_std
Offset variable is not specified
Intercept: varying (Local) intercept
Independent variable with varying (Local) coefficient: field25: ndvi_std
Independent variable with varying (Local) coefficient: field26: elevation_std
Independent variable with varying (Local) coefficient: field27: popdensity_std
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Independent variable with varying (Local) coefficient: field28: albedo_std
*****************************************************************************
*****************************************************************************
Global regression result
*****************************************************************************
< Diagnostic information >
Residual sum of squares:
174.622294
Number of parameters:
5
(Note: this num does not include an error variance term for a Gaussian model)
ML based global sigma estimate:
0.635782
Unbiased global sigma estimate:
0.639493
Log-likelihood:
834.657177
Classic AIC:
846.657177
AICc:
846.854824
BIC/MDL:
871.067730
CV:
0.420380
R square:
0.594264
Adjusted R square:
0.589502
Variable
Estimate
Standard Error
t(Est/SE)
-------------------- --------------- --------------- --------------Intercept
-0.003779
0.030768
-0.122810
ndvi_std
-0.646726
0.033389
-19.369669
elevation_std
-0.082965
0.031779
-2.610671
popdensity_std
0.138641
0.034561
4.011520
albedo_std
0.320260
0.032586
9.828232
*****************************************************************************
GWR (Geographically weighted regression) bandwidth selection
*****************************************************************************
Bandwidth search <golden section search>
Limits: 50, 432
Golden section search begins...
Initial values
pL
Bandwidth:
50.000 Criterion:
508.054
p1
Bandwidth:
58.131 Criterion:
538.394
p2
Bandwidth:
63.157 Criterion:
563.091
pU
Bandwidth:
71.288 Criterion:
584.192
iter
1 (p1) Bandwidth:
58.131 Criterion:
538.394 Diff:
5.025
iter
2 (p1) Bandwidth:
55.025 Criterion:
526.906 Diff:
3.106
iter
3 (p1) Bandwidth:
53.106 Criterion:
520.033 Diff:
1.920
iter
4 (p1) Bandwidth:
51.920 Criterion:
512.585 Diff:
1.186
The lower limit in your search has been selected as the optimal bandwidth size.
A new sesssion is recommended to try with a smaller lowest limit of the bandwidth
search.
Best bandwidth size 50.000
Minimum AICc
508.054
*****************************************************************************
GWR (Geographically weighted regression) result
*****************************************************************************
Bandwidth and geographic ranges
Bandwidth size:
50.000000
Coordinate
Min
Max
Range
--------------- --------------- --------------- --------------X-coord
-106.619294
-106.045787
0.573508
Y-coord
31.421484
31.987391
0.565906
Diagnostic information
Residual sum of squares:
72.760924
Effective number of parameters (model: trace(S)):
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23.284812

Effective number of parameters (variance: trace(S'S)):
Degree of freedom (model: n - trace(S)):
Degree of freedom (residual: n - 2trace(S) + trace(S'S)):
ML based sigma estimate:
0.410400
Unbiased sigma estimate:
0.426129
Log-likelihood:
456.464387
Classic AIC:
505.034011
AICc:
508.053505
BIC/MDL:
603.834963
CV:
0.196450
R square:
0.830940
Adjusted R square:
0.817699

15.266717
408.715188
400.697092

***********************************************************
<< Geographically varying (Local) coefficients >>
***********************************************************
Summary statistics for varying (Local) coefficients
Variable
Mean
STD
-------------------- --------------- --------------Intercept
0.060042
0.321675
ndvi_std
-0.530138
0.147662
elevation_std
-0.073649
0.111790
popdensity_std
0.144510
0.068457
albedo_std
0.093250
0.102339
Variable
Min
Max
Range
-------------------- --------------- --------------- --------------Intercept
-0.487170
0.507060
0.994229
ndvi_std
-0.770017
-0.305469
0.464548
elevation_std
-0.322567
0.138337
0.460904
popdensity_std
0.042717
0.264210
0.221493
albedo_std
-0.110147
0.336579
0.446727
Variable
Lwr Quartile
Median
Upr Quartile
-------------------- --------------- --------------- --------------Intercept
-0.242748
0.153802
0.367824
ndvi_std
-0.675038
-0.549081
-0.385490
elevation_std
-0.154260
-0.048719
0.009598
popdensity_std
0.087502
0.135067
0.213625
albedo_std
0.014268
0.068593
0.189026
Variable
Interquartile R
Robust STD
-------------------- --------------- --------------Intercept
0.610572
0.452611
ndvi_std
0.289548
0.214639
elevation_std
0.163858
0.121466
popdensity_std
0.126124
0.093494
albedo_std
0.174758
0.129546
(Note: Robust STD is given by (interquartile range / 1.349) )
*****************************************************************************
GWR ANOVA Table
*****************************************************************************
Source
SS
DF
MS
F
----------------- ------------------- ---------- --------------- ---------Global Residuals
174.622
5.000
GWR Improvement
101.861
26.303
3.873
GWR Residuals
72.761
400.697
0.182 21.326704
*************************************************************************
Geographical variability tests of local coefficients
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*************************************************************************
Variable
F
DOF for F test DIFF of Criterion
-------------------- ------------------ ---------------- ----------------Intercept
83.196789
2.509 408.715
-172.607324
ndvi_std
6.326606
4.057 408.715
-17.269172
elevation_std
7.837007
2.174 408.715
-12.775195
popdensity_std
4.290296
3.110 408.715
-6.929330
albedo_std
15.922655
3.923 408.715
-52.697777
-------------------- ------------------ ---------------- ----------------Note: positive value of diff-Criterion (AICc, AIC, BIC/MDL or CV) suggests no spatial
variability

2000 nighttime
*****************************************************************************
Session:
Session control file: C:\Users\MacTarMohamed\Desktop\Word\VERB\2000nighttime.ctl
*****************************************************************************
Number of areas/points: 432
Model settings--------------------------------Model type: Gaussian
Geographic kernel: adaptive Gaussian
Method for optimal bandwidth search: Golden section search
Criterion for optimal bandwidth: AICc
Number of varying coefficients: 4
Number of fixed coefficients:
0
Modelling options--------------------------------Standardisation of independent variables: On
Testing geographical variability of local coefficients: On
Local to Global Variable selection: OFF
Global to Local Variable selection: OFF
Prediction at non-regression points: OFF
Variable settings--------------------------------Area key: field16: Geograph_1
Easting (x-coord): field13 : lon
Northing (y-coord): field14: lat
Cartesian coordinates: Euclidean distance
Dependent variable: field24: nlst_std
Offset variable is not specified
Intercept: varying (Local) intercept
Independent variable with varying (Local) coefficient: field25: ndvi_std
Independent variable with varying (Local) coefficient: field26: elevation_std
Independent variable with varying (Local) coefficient: field27: popdensity_std
*****************************************************************************
*****************************************************************************
Global regression result
*****************************************************************************
< Diagnostic information >
Residual sum of squares:
343.982730
Number of parameters:
4
(Note: this num does not include an error variance term for a Gaussian model)
ML based global sigma estimate:
0.892332
Unbiased global sigma estimate:
0.896492
Log-likelihood:
1127.538546
Classic AIC:
1137.538546
AICc:
1137.679391
BIC/MDL:
1157.880674
CV:
0.811053
R square:
0.203773
Adjusted R square:
0.196315
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Variable
Estimate
Standard Error
t(Est/SE)
-------------------- --------------- --------------- --------------Intercept
-0.000909
0.043133
-0.021067
ndvi_std
-0.410848
0.045934
-8.944300
elevation_std
-0.035465
0.044536
-0.796327
popdensity_std
0.111511
0.045595
2.445704
*****************************************************************************
GWR (Geographically weighted regression) bandwidth selection
*****************************************************************************
Bandwidth search <golden section search>
Limits: 48, 432
Golden section search begins...
Initial values
pL
Bandwidth:
48.000 Criterion:
971.401
p1
Bandwidth:
56.174 Criterion:
990.601
p2
Bandwidth:
61.226 Criterion:
1008.131
pU
Bandwidth:
69.400 Criterion:
1028.208
iter
1 (p1) Bandwidth:
56.174 Criterion:
990.601 Diff:
5.052
iter
2 (p1) Bandwidth:
53.052 Criterion:
984.194 Diff:
3.122
iter
3 (p1) Bandwidth:
51.122 Criterion:
978.860 Diff:
1.930
iter
4 (p1) Bandwidth:
49.930 Criterion:
974.422 Diff:
1.193
The lower limit in your search has been selected as the optimal bandwidth size.
A new sesssion is recommended to try with a smaller lowest limit of the bandwidth
search.
Best bandwidth size 48.000
Minimum AICc
971.401
*****************************************************************************
GWR (Geographically weighted regression) result
*****************************************************************************
Bandwidth and geographic ranges
Bandwidth size:
48.000000
Coordinate
Min
Max
Range
--------------- --------------- --------------- --------------X-coord
-106.619294
-106.045787
0.573508
Y-coord
31.421484
31.987391
0.565906
Diagnostic information
Residual sum of squares:
217.178142
Effective number of parameters (model: trace(S)):
Effective number of parameters (variance: trace(S'S)):
Degree of freedom (model: n - trace(S)):
Degree of freedom (residual: n - 2trace(S) + trace(S'S)):
ML based sigma estimate:
0.709033
Unbiased sigma estimate:
0.731224
Log-likelihood:
928.873191
Classic AIC:
969.311627
AICc:
971.400507
BIC/MDL:
1051.572010
CV:
0.540185
R square:
0.497292
Adjusted R square:
0.465253
***********************************************************
<< Geographically varying (Local) coefficients >>
***********************************************************
Summary statistics for varying (Local) coefficients
Variable
Mean
STD
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19.219218
12.615431
412.780782
406.176995

-------------------- --------------- --------------Intercept
0.218986
0.378123
ndvi_std
-0.223202
0.144739
elevation_std
-0.052593
0.108896
popdensity_std
0.084725
0.150693
Variable
Min
Max
Range
-------------------- --------------- --------------- --------------Intercept
-0.898505
0.652360
1.550865
ndvi_std
-0.602033
-0.010208
0.591825
elevation_std
-0.298295
0.182852
0.481147
popdensity_std
-0.124608
0.470877
0.595485
Variable
Lwr Quartile
Median
Upr Quartile
-------------------- --------------- --------------- --------------Intercept
0.089084
0.367478
0.464546
ndvi_std
-0.272536
-0.204180
-0.124410
elevation_std
-0.139761
-0.039435
0.028239
popdensity_std
-0.042702
0.071153
0.187134
Variable
Interquartile R
Robust STD
-------------------- --------------- --------------Intercept
0.375463
0.278327
ndvi_std
0.148126
0.109805
elevation_std
0.168000
0.124537
popdensity_std
0.229836
0.170375
(Note: Robust STD is given by (interquartile range / 1.349) )
*****************************************************************************
GWR ANOVA Table
*****************************************************************************
Source
SS
DF
MS
F
----------------- ------------------- ---------- --------------- ---------Global Residuals
343.983
4.000
GWR Improvement
126.805
21.823
5.811
GWR Residuals
217.178
406.177
0.535 10.867249
*************************************************************************
Geographical variability tests of local coefficients
*************************************************************************
Variable
F
DOF for F test DIFF of Criterion
-------------------- ------------------ ---------------- ----------------Intercept
39.505580
2.642 412.781
-91.600025
ndvi_std
5.648860
4.518 412.781
-16.053683
elevation_std
4.461690
2.297 412.781
-5.553960
popdensity_std
8.810940
3.647 412.781
-24.405072
-------------------- ------------------ ---------------- ----------------Note: positive value of diff-Criterion (AICc, AIC, BIC/MDL or CV) suggests no spatial
variability

2010 Daytime
*****************************************************************************
Session:
Session control file: C:\Users\MacTarMohamed\Desktop\Word\VERB\2010daytime.ctl
*****************************************************************************
Number of areas/points: 512
Model settings--------------------------------Model type: Gaussian
Geographic kernel: adaptive Gaussian
Method for optimal bandwidth search: Golden section search
Criterion for optimal bandwidth: AICc
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Number of varying coefficients: 5
Number of fixed coefficients:
0
Modelling options--------------------------------Standardisation of independent variables: On
Testing geographical variability of local coefficients: On
Local to Global Variable selection: OFF
Global to Local Variable selection: OFF
Prediction at non-regression points: OFF
Variable settings--------------------------------Area key: field6: geoid10
Easting (x-coord): field49 : intptlon_2
Northing (y-coord): field48: intptlat_2
Cartesian coordinates: Euclidean distance
Dependent variable: field58: dlst_std
Offset variable is not specified
Intercept: varying (Local) intercept
Independent variable with varying (Local) coefficient: field57: PopDensity_std
Independent variable with varying (Local) coefficient: field60: ndvi_std
Independent variable with varying (Local) coefficient: field61: albedo_std
Independent variable with varying (Local) coefficient: field62: elevation_std
*****************************************************************************
*****************************************************************************
Global regression result
*****************************************************************************
< Diagnostic information >
Residual sum of squares:
148.795807
Number of parameters:
5
(Note: this num does not include an error variance term for a Gaussian model)
ML based global sigma estimate:
0.539089
Unbiased global sigma estimate:
0.541741
Log-likelihood:
820.289221
Classic AIC:
832.289221
AICc:
832.455558
BIC/MDL:
857.719169
CV:
0.301291
R square:
0.709175
Adjusted R square:
0.706301
Variable
Estimate
Standard Error
t(Est/SE)
-------------------- --------------- --------------- --------------Intercept
-0.000833
0.023942
-0.034787
PopDensity_std
0.258893
0.029488
8.779653
ndvi_std
-0.666166
0.029455
-22.616517
albedo_std
0.210763
0.028016
7.523035
elevation_std
-0.102368
0.025046
-4.087199
*****************************************************************************
GWR (Geographically weighted regression) bandwidth selection
*****************************************************************************
Bandwidth search <golden section search>
Limits: 50, 512
Golden section search begins...
Initial values
pL
Bandwidth:
50.000 Criterion:
p1
Bandwidth:
59.834 Criterion:
p2
Bandwidth:
65.912 Criterion:
pU
Bandwidth:
75.746 Criterion:
iter
1 (p1) Bandwidth:
59.834 Criterion:
iter
2 (p1) Bandwidth:
56.078 Criterion:
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630.230
646.181
656.485
672.283
646.181 Diff:
641.835 Diff:

6.078
3.756

iter
3 (p1) Bandwidth:
iter
4 (p1) Bandwidth:
iter
5 (p1) Bandwidth:
iter
6 (p1) Bandwidth:
Best bandwidth size 50.000
Minimum AICc
630.230

53.756
52.322
51.435
50.887

Criterion:
Criterion:
Criterion:
Criterion:

636.269
634.885
632.971
630.230

Diff:
Diff:
Diff:
Diff:

2.322
1.435
0.887
0.548

*****************************************************************************
GWR (Geographically weighted regression) result
*****************************************************************************
Bandwidth and geographic ranges
Bandwidth size:
50.886753
Coordinate
Min
Max
Range
--------------- --------------- --------------- --------------X-coord
-106.620008
-106.042555
0.577453
Y-coord
31.421160
31.993598
0.572438
Diagnostic information
Residual sum of squares:
91.281494
Effective number of parameters (model: trace(S)):
Effective number of parameters (variance: trace(S'S)):
Degree of freedom (model: n - trace(S)):
Degree of freedom (residual: n - 2trace(S) + trace(S'S)):
ML based sigma estimate:
0.422237
Unbiased sigma estimate:
0.438461
Log-likelihood:
570.112262
Classic AIC:
626.785257
AICc:
630.229866
BIC/MDL:
746.884533
CV:
0.205704
R square:
0.821588
Adjusted R square:
0.807585

27.336498
17.484793
484.663502
474.811797

***********************************************************
<< Geographically varying (Local) coefficients >>
***********************************************************
Summary statistics for varying (Local) coefficients
Variable
Mean
STD
-------------------- --------------- --------------Intercept
0.092020
0.178985
PopDensity_std
0.189128
0.059552
ndvi_std
-0.548090
0.135878
albedo_std
0.087333
0.105444
elevation_std
-0.052144
0.108630
Variable
Min
Max
Range
-------------------- --------------- --------------- --------------Intercept
-0.275425
0.494820
0.770245
PopDensity_std
-0.012832
0.335297
0.348129
ndvi_std
-0.818253
-0.317007
0.501246
albedo_std
-0.110331
0.305628
0.415959
elevation_std
-0.287273
0.153885
0.441158
Variable
Lwr Quartile
Median
Upr Quartile
-------------------- --------------- --------------- --------------Intercept
-0.045807
0.147540
0.198607
PopDensity_std
0.172211
0.198350
0.221750
ndvi_std
-0.649479
-0.562253
-0.422917
albedo_std
0.002320
0.079400
0.182503
elevation_std
-0.146091
-0.064985
0.046711
Variable

Interquartile R

Robust STD
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-------------------- --------------- --------------Intercept
0.244415
0.181182
PopDensity_std
0.049540
0.036723
ndvi_std
0.226562
0.167948
albedo_std
0.180183
0.133568
elevation_std
0.192802
0.142922
(Note: Robust STD is given by (interquartile range / 1.349) )
*****************************************************************************
GWR ANOVA Table
*****************************************************************************
Source
SS
DF
MS
F
----------------- ------------------- ---------- --------------- ---------Global Residuals
148.796
5.000
GWR Improvement
57.514
32.188
1.787
GWR Residuals
91.281
474.812
0.192
9.294328
*************************************************************************
Geographical variability tests of local coefficients
*************************************************************************
Variable
F
DOF for F test DIFF of Criterion
-------------------- ------------------ ---------------- ----------------Intercept
18.344604
2.996 484.664
-48.306529
PopDensity_std
4.178160
4.522 484.664
-9.516969
ndvi_std
7.896351
4.535 484.664
-26.408292
albedo_std
8.318340
4.497 484.664
-28.060017
elevation_std
6.125868
2.550 484.664
-10.543719
-------------------- ------------------ ---------------- ----------------Note: positive value of diff-Criterion (AICc, AIC, BIC/MDL or CV) suggests no spatial
variability

2010 Nighttime
*****************************************************************************
Session:
Session control file: C:\Users\MacTarMohamed\Desktop\Word\VERB\20102010nightime.ctl
*****************************************************************************
Number of areas/points: 512
Model settings--------------------------------Model type: Gaussian
Geographic kernel: adaptive Gaussian
Method for optimal bandwidth search: Golden section search
Criterion for optimal bandwidth: AICc
Number of varying coefficients: 4
Number of fixed coefficients:
0
Modelling options--------------------------------Standardisation of independent variables: On
Testing geographical variability of local coefficients: On
Local to Global Variable selection: OFF
Global to Local Variable selection: OFF
Prediction at non-regression points: OFF
Variable settings--------------------------------Area key: field6: geoid10
Easting (x-coord): field49 : intptlon_2
Northing (y-coord): field48: intptlat_2
Cartesian coordinates: Euclidean distance
Dependent variable: field59: nlst_std
Offset variable is not specified
Intercept: varying (Local) intercept
Independent variable with varying (Local) coefficient: field57: PopDensity_std
Independent variable with varying (Local) coefficient: field60: ndvi_std
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Independent variable with varying (Local) coefficient: field62: elevation_std
*****************************************************************************
*****************************************************************************
Global regression result
*****************************************************************************
< Diagnostic information >
Residual sum of squares:
404.352453
Number of parameters:
4
(Note: this num does not include an error variance term for a Gaussian model)
ML based global sigma estimate:
0.888679
Unbiased global sigma estimate:
0.892171
Log-likelihood:
1332.141745
Classic AIC:
1342.141745
AICc:
1342.260322
BIC/MDL:
1363.333368
CV:
0.803923
R square:
0.210650
Adjusted R square:
0.204422
Variable
Estimate
Standard Error
t(Est/SE)
-------------------- --------------- --------------- --------------Intercept
-0.000630
0.039429
-0.015971
PopDensity_std
0.145760
0.042961
3.392816
ndvi_std
-0.371780
0.043701
-8.507379
elevation_std
-0.181106
0.040562
-4.464881
*****************************************************************************
GWR (Geographically weighted regression) bandwidth selection
*****************************************************************************
Bandwidth search <golden section search>
Limits: 48, 512
Golden section search begins...
Initial values
pL
Bandwidth:
48.000 Criterion:
p1
Bandwidth:
57.877 Criterion:
p2
Bandwidth:
63.981 Criterion:
pU
Bandwidth:
73.858 Criterion:
iter
1 (p1) Bandwidth:
57.877 Criterion:
iter
2 (p1) Bandwidth:
54.104 Criterion:
iter
3 (p1) Bandwidth:
51.773 Criterion:
iter
4 (p1) Bandwidth:
50.332 Criterion:
iter
5 (p1) Bandwidth:
49.441 Criterion:
iter
6 (p1) Bandwidth:
48.891 Criterion:
Best bandwidth size 48.000
Minimum AICc
1119.220

1119.220
1149.375
1166.194
1205.997
1149.375
1139.354
1128.897
1125.101
1122.087
1119.220

Diff:
Diff:
Diff:
Diff:
Diff:
Diff:

6.104
3.773
2.332
1.441
0.891
0.550

*****************************************************************************
GWR (Geographically weighted regression) result
*****************************************************************************
Bandwidth and geographic ranges
Bandwidth size:
48.890592
Coordinate
Min
Max
Range
--------------- --------------- --------------- --------------X-coord
-106.620008
-106.042555
0.577453
Y-coord
31.421160
31.993598
0.572438
Diagnostic information
Residual sum of squares:
241.891769
Effective number of parameters (model: trace(S)):
Effective number of parameters (variance: trace(S'S)):
Degree of freedom (model: n - trace(S)):
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22.854198
14.695633
489.145802

Degree of freedom (residual: n - 2trace(S) + trace(S'S)):
ML based sigma estimate:
0.687346
Unbiased sigma estimate:
0.709159
Log-likelihood:
1069.077929
Classic AIC:
1116.786324
AICc:
1119.220409
BIC/MDL:
1217.888158
CV:
0.519922
R square:
0.527795
Adjusted R square:
0.497285

480.987238

***********************************************************
<< Geographically varying (Local) coefficients >>
***********************************************************
Summary statistics for varying (Local) coefficients
Variable
Mean
STD
-------------------- --------------- --------------Intercept
0.136895
0.389153
PopDensity_std
0.096992
0.098855
ndvi_std
-0.315059
0.190179
elevation_std
-0.190937
0.151151
Variable
Min
Max
Range
-------------------- --------------- --------------- --------------Intercept
-0.997819
0.612015
1.609834
PopDensity_std
-0.042862
0.394051
0.436913
ndvi_std
-0.800822
0.014969
0.815792
elevation_std
-0.595845
0.073547
0.669392
Variable
Lwr Quartile
Median
Upr Quartile
-------------------- --------------- --------------- --------------Intercept
-0.044528
0.274706
0.414567
PopDensity_std
0.014440
0.079216
0.160431
ndvi_std
-0.394093
-0.297075
-0.183978
elevation_std
-0.280909
-0.179298
-0.076114
Variable
Interquartile R
Robust STD
-------------------- --------------- --------------Intercept
0.459095
0.340322
PopDensity_std
0.145991
0.108221
ndvi_std
0.210114
0.155756
elevation_std
0.204795
0.151812
(Note: Robust STD is given by (interquartile range / 1.349) )
*****************************************************************************
GWR ANOVA Table
*****************************************************************************
Source
SS
DF
MS
F
----------------- ------------------- ---------- --------------- ---------Global Residuals
404.352
4.000
GWR Improvement
162.461
27.013
6.014
GWR Residuals
241.892
480.987
0.503 11.958914
Geographical variability tests of local coefficients
*************************************************************************
Variable
F
DOF for F test DIFF of Criterion
-------------------- ------------------ ---------------- ----------------Intercept
33.570590
3.385 489.146
-99.549810
PopDensity_std
3.160006
5.200 489.146
-5.572562
ndvi_std
9.699065
5.154 489.146
-38.571221
elevation_std
1.741253
2.771 489.146
1.049661
-------------------- ------------------ ---------------- ----------------Note: positive value of diff-Criterion (AICc, AIC, BIC/MDL or CV) suggests no spatial
variability
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