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7
Computer models are effective tools for understanding and quantifying watershed hydrology, but 8 may be limited by various constraints of different model types. Most hydrological models are 9 lumped using spatially averaged conditions for the study sites (Singh et al., 1999) . However, 10 geological and hydrological conditions in a large catchment or watershed may exhibit 11 considerable spatial and temporal variability such that it can be difficult to accurately describe 12 their hydrology using lumped hydrological models. In contrast, distributed models consider 13 spatial variability in watersheds and are widely used. Nevertheless, the distributed models may 14 also have some disadvantages, such as equifinality due to over-parameterization (Beven, 2006) 15 and uncertainties in model predictions due to variability in the large number of input parameters 16 (Vrugt et al., 2007) . Because of the high uncertainties, distributed models may perform poorly 17 even if they are calibrated well using data from another time period (Kirchner, 2006) ; similar 18 problems can also occur when models are tested against data from different study sites. In 19 general, distributed models are most likely to perform better than lumped models because of 20 their capability to utilize spatial and temporal characteristics of watersheds (Refsgaard, 1997) . 21
Distributed models require appropriate calibration and validation, which has been recognized 22 and emphasized by users and developers of hydrological models (Freer et al., 2003) . Typically, 23 hydrological model performance is evaluated by comparing the predicted values of discharge 24 with the observed values. However, discharge is usually measured at the outlet of a sub-basin on 25 a watershed due to limited resources for complex measuring equipment, time and personnel. 26 Therefore, there is considerable merit in evaluating hydrological model performance by 27 including more variables (i.e., a multiple criteria approach) ( Table 2 , including vegetation characteristics (cover, LAI and plant rooting depth) and the 21 physical soil properties (infiltration capacity, and the soil moisture contents at the wilting point, 22 saturation and field capacity). The data for physical soil properties and vegetation characteristics 23 (Fig. 2a, 2b) were spatially distributed to simulate unsaturated flow in space and time. 24 25
Saturated flow 26 27
The 3-D finite difference method (DHI, 2005) was used to simulate the saturated flow for this 28 study. The inputs needed to simulate saturated flow were soil hydraulic properties, including 29 horizontal and vertical hydraulic conductivities, specific yield, and storage coefficient.
Overland flow, subsurface flow (lateral flow) and ground water table level are significantly 1 affected by the values of vertical hydraulic conductivity (K y ). Both the horizontal and vertical 2 hydraulic conductivities used in this study were spatially distributed based on the distribution of 3 soils (Fig. 2a) . 4
A drainage depth (from the phreatic surface to the level where the flow of drainage water can 5 occur) and a drainage time constant are required for simulating the flow of drainage water using 6 an empirical formula in MIKE SHE. Both these parameters are important for simulating 7 subsurface flow. The drainage time constant affects streamflow, with small values delaying 8 subsurface flow to reach the stream. In contrast, the drainage depth can significantly influence 9 both the streamflow and water 1255, and 1562 mm, respectively. The large variability in precipitation among those years 5 yielded substantial differences in streamflow and water table depth in this area. These wide 6 ranges of climatic and hydrological conditions were optimal for model testing to determine 7 whether any model components were biased and whether the model could perform equally well 8 under different conditions outside the calibration time period (Kirchner, 2006) . 9
Several quantitative methods were used to evaluate model performance, including the model 10 efficiency (E) (Nash and Sutcliffe, 1970), the root mean squared error (RMSE), and the 11 coefficient of determination (R 2 ). The parameter sensitivity was evaluated by minimizing RMSE 12
and maximizing E of both streamflow and water were empirical values (Table 2) 
Calibration 30
The calibration results indicated that surface detention storage was a critical calibration 1 parameter with substantial influence on water table depth and streamflow ( Fig.3a and 3b) . For 2 example, the average water table depth increased from -0.74 to -0.38 m when surface detention 3 storage was set, respectively, to 5 and 100 mm. Calibration for daily streamflow yielded an 4 optimal value of surface detention storage at about 50 mm (given its range of 5-100 mm). Table 3 ). In contrast, plant rooting depth strongly affected 24 water table depth (E of 0.05-0.54, RMSE of 0.17-0.24) (Fig. 3b, Table 3 ), especially during the 25 low precipitation period (Fig. 4) . The average simulated water table depth was 5.5 and 3.0 cm 26 shallower than the observed data when plant rooting depth was set to 30 and 50 cm, but 5.0 and 27 9.2 cm deeper than the observed when plant rooting depth was set to 70 and 90 cm. Water table  28 decreased with an increase in plant rooting depth, similar to the pattern reported by Skaggs et al 29 1
high precipitation period because of the abundant supply of water in the root zone. 2 Drainage depth, i.e., the depth from the average ground surface to the position where the flow 3 of drainage water can occur, was another critical calibration parameter that required 4 representation of distributed values. Drainage depth was determined to change between 0.05-5 0.95 m (average of 0.35 m) in space based on the variability in topography (slope) and the 6 distance to streams (Table 4a and 4b). The calibration results showed that streamflow (E of 0.50-7 0.64) was less sensitive to drainage depth than water table depth (E of -4.96-0.45) ( Table 3 The coefficient of canopy interception (C int ) was insignificant in calibrating for either 23 streamflow (E of 0.55-0.57, RMSE of 3.48-3.57) or water table depth (E of 0.54-0.55, RMSE of 24 0.168-0.171). The low sensitivity of streamflow and water table depth to C int may be due to the 25 low proportion of the canopy storage in the precipitation (about 4%). However, C int during the 26 low precipitation period became significant when canopy storage fraction in the total 27 precipitation increased to about 11%. The optimal value of C int was determined to be 0.225 mm 28
(given the optimum range of 0.05-0.35 mm). This value of C int corresponded to canopy storage 29 capacity of 0.69 mm, which is similar to the value of 0.7 mm observed by Harder (2004) in theVertical hydraulic conductivity and infiltration rate showed little effect on either streamflow 1 or water table depth (Table 3) . This lack of model sensitivity to these two parameters was likely 2 related to the shallow water table level and the boundaries of the surface water flow and 3 subsurface flow on the watershed. WS80 was bound by the roads that were well compacted to 4 minimize lateral flow across the border. Vertical hydraulic conductivity and infiltration rate were 5 defined by initial values in Table 2 , changing with soil type and texture. 6
The results from sensitivity analysis suggest that model calibration using both streamflow the high E values, the modeled streamflow tended to be higher than the observations (Table 5) There was good (p<0.01) correspondence between the predicted water table depth and the 21 measured values from two wells in the watershed (Fig. 7b) . The simulated temporal water table 22 dynamic was also in good correspondence with the measured data (Table 4a and 
Spatial pattern of water table levels 28 29
Although the surface topography of this watershed is planar, there is considerable variation indirection reflected a complex pattern (Fig. 8a) . The variation in water table depth was most 1 pronounced during dry periods (Fig 8b) , as opposed to a relatively uniform distribution when the 2 site was near saturation (Fig. 8a) . Studying the same watershed, Harder et al. (2007) reported that 3 stormflow was generated primarily from saturated area, which was consistent with our findings 4 on water table depth and flow direction during raining periods. The water table in dry seasons 5 was substantially lower than wet seasons (Fig. 8b) , over 40 cm below the surface in a large area 6 of the study site in very dry periods. The difference in water table depth between dry and wet 7 periods was 1-2 m depending on the location within the watershed. The magnitude of water table  8 rise during wet periods and fall during dry periods was related to topography, with the very flat 9 area having less variation as compared to areas with some relief. of the few attempts to evaluate the MIKE SHE model using the bi-criteria approach (e.g., 21 streamflow and water table depth). The results showed that calibration using the bi-criteria was 22 better than a single-criterion approach to obtain optimum model input parameters, especially for 23 those parameters that are sensitive to specific conditions. For example, plant rooting depth was 24 influential on water table depth but did not directly affect streamflow in this first-order 25 watershed. Model calibration using multi-criteria approaches should be advantageous for 26 assuring prediction accuracy when applying distributed models to simulate hydrology for this 27 type of forested watersheds. Qualitative and quantitative results from the calibration and 28 validation procedures showed that MIKE SHE was capable of predicting the dynamic water table  29 and streamflow for both daily and monthly time steps. However, the systematic over-predictionof streamflow during periods of no-flow is an issue that must be considered when applying 1 MIKE SHE to first order watersheds with intermittent flow. MES is measurement; SIM is simulation; STD is standard deviation; ME is mean error between 5 simulation and observation; MAE is mean absolute error between simulation and observation. MES is measurement; SIM is simulation; STD is standard deviation; ME is mean error between 3 simulation and observation; MAE is mean absolute error between simulation and observation. 4 
