Abstract. To obtain more information regarding the influence of various covariates on the disposition of digoxin in Chinese neonates and infants, routine clinical pharmacokinetic data were retrospectively collected from 131 hospitalized patients. A nonlinear mixed effects modeling (NONMEM) method was applied to the data. A one-compartment/first-order absorption model was employed to estimate the influence of total body weight (allometric power model), postnatal age, serum creatinine, gender, presence of heart congestive failure, and concomitant medications on apparent total clearance and apparent drug distribution of digoxin. Pharmacokinetic parameter estimates for CL/F and V/F were 0.147 L•h −1
Introduction
Digoxin is a cardiac glycoside, which has been widely prescribed for the treatment of congestive heart failure, atrial fibrillation, and arrhythmias of supraventricular origin. With its narrow therapeutic range [0.8 -2.0 ng/mL in adults (1) ], large pharmacokinetic variability and side effect profile, routine therapeutic drug monitoring is essential for digoxin in clinical use. Historically, digoxin dosages commonly used in neonates and infants have been empirically calculated on a mg/kg or mg/m 2 basis, extrapolated from adult dosing. Neonates and young infants are not "little adults"; their postnatal anatomical, physiological, and psychological function continue to develop during the first year of life (2) . Various pharmacokinetic models for digoxin have been developed in Chinese patients (3, 4) , but only in adults. We therefore retrospectively collected data and used them to develop a population model for Chinese neonates and infants. Previous population pharmacokinetics studies in pediatric patients (non Chinese) demonstrated that the clearance of digoxin was influenced by the following demographic variables: total body weight, postnatal age, serum creatinine, presence of congestive heart failure, gender, and other concomitant medications (5 -14) . All the candidate variables were investigated in this study.
Materials and Methods

Data resources
According to the Ethical Guidelines for Clinical Research, the study was approved by the Research Ethics Committee of Children's Hospital of Fudan University (Ethical code: [2013] 96). The registration number in the Chinese Clinical Trial Registry is: ChiCTR-RCH-13003435 (http://www.chictr.org/usercenter/index/).
In the model-developing group, routine clinical pharmacokinetic data (125 observations) were retrospectively collected from 107 patients in Children's Hospital of Fudan University (2011 -2012) . The patients were all given the drug in the form of an elixir (0.005%, 30 mL/ bottle; Beijing Double-Crane high SCI. & TECH. Natural Pharmaceutical Co., Ltd.) twice a day. The doses were calculated on a 1.2 -1.6 mL/kg basis. We included the hospitalized patients (age < 1 year) who were administered digoxin orally for more than 6 days and had their blood drawn at least 6 h after the drug administration. Patients who suffered serious hepatic or renal dysfunction were excluded. All the patients were hospitalized and treated under the supervision of medical and nursing staff.
Digoxin concentration measurement was determined by the micro-particle enzyme immunoassay (MEIA), using the AxSYM Digoxin III assay method (Abbott Laboratories, Abbott Park, IL, USA). The lowest measurable concentration using this method was 0.3 ng/mL. Both the intra-and inter-assay coefficients of variation were less than 10%.
The data collected were dose regimen of digoxin, date and time of blood sampling, steady drug concentrations, postnatal age (PNA), total body weight (TBW), gender, serum creatinine (SCR), presence of congestive heart failure (CHF), and concomitant medications (diuretics and angiotensin converting enzyme inhibitor). We reconfirmed the information before model developing. Population pharmacokinetics analysis was performed on NONMEM software (version VII, level 1.0; Icon Development Solutions, Ellicott City, MD, USA). The internal validation method of visual predicted check and normalized prediction distributed error were carried out on the add-on package of R (2.10.1).
Model development
A one-compartment and first-order absorption model was employed to build the digoxin population pharmacokinetic model. The ADVAN2 TRANS2 subroutine and the first-order conditional estimation (FOCE) method with h-e interaction were used throughout the process of model building.
In the process of model development, candidate covariates were added to the structure model to identify its significance (P < 0.05, 1 degree of freedom). Continuous covariates (TBW, PNA, SCR) were implemented using an allometric model, using the following equation (15):
, where P i represents the individual parameter estimate of the ith subject, P p represents the population parameter estimates, Cov is the covariate, and k is the exponent. Size (TBW) can be incorporated into the model using the "allometric size approach", by modifying the above equation as follows (15) :
, where P std represents the individual parameter estimate with a body weight of 70 kg, W i represents the body weight of the ith subject, and PWR is an exponent with 0.75 for clearance, and 1 for distribution of volume. After the stage of forward selection, covariates need to be re-evaluated by improving the test level (P < 0.01, freedom degree 1) in the stage of backward elimination.
In order to avoid the effect of fluctuation on the stability of the model, the value of Ka was fixed at the stage of stacking the covariates. The residual error was evaluated with additive, proportional, and combined residual error models, respectively.
Model evaluation
Internal model evaluation: A non-parametric bootstrap method (Wings for NONMEM), a visual predictive check (VPC), and a normalized prediction distribution error (NPDE) analysis were carried out after the model building. The bootstrap method involves repeated random re-sampling with replacement from the original dataset for 1000 times. The values of estimated parameters from the bootstrap procedure were compared with those estimated from the original dataset. No significant differences between the data were required for the evaluation. The VPC used Monte Carlo simulation to generate concentration-time profiles of 1000 patients. Then the observed concentration-time data were graphically superimposed on the median values and the 5th and 95th percentiles of the simulated concentration-time profiles. The model was deemed precise if the observed concentration data were approximately distributed within the 5th to 95th prediction interval. NPDE analysis yields information on how accurate the model predicts the median value of observations and their variability. An NPDE add-on package for the open source statistical package R, designed to compute NPDE, could make statistical tests for the 1000 simulated datasets and generate visual evaluation scatter plots. The diagrams showed no trends or bias in the simulation datasets, which indicated a good predictive performance of the final model.
External model evaluation: An additional 24 patients (information given in Table 1 ) were enrolled for the external evaluation of the final model. Estimates of the model were fixed during the process and drug concentrations were predicted by the calculation of the final model. The predictive performance of the model was evaluated by mean prediction error (MPE) and mean absolute prediction error (MAE), which were calculated by the following formula:
, where C predi represents the predicted concentration of the ith subject and C obsi represents the observed concentration for the ith subject.
Results
Model development
The preliminary pharmacokinetic analysis indicated that the proportional model was suitable for the description of residual error in the study. The OFV of the one compartment structure model was −30. , respectively. When adding the candidate covariates separately to the structure model, the model of CL/F was markedly affected by TBW, PNA, and SCR; the model of V/F was markedly affected by TBW and OFV, the objective function value (the minimum value of model in each successful run); DOFV, the difference between OFVs of the two models; a , the OFVs of the models incorporating body weight using "allometric size model" approach; b , the OFVs of the models incorporating body weight using allometric approach. PNA (Table 2) . TBW was chosen as the first significant covariate adding to the clearance. We have tried different approaches in incorporating body weight to the model and found that the "allometric size model" is more suitable for this study (Table 2) . After forward selection and backward elimination of all the covariates (Table 3) , the final model presented as follows: Diagnostic plots for the structure model and the final model are shown in Fig. 1 and Fig. 2 , respectively. The final model provided a better fit for the prediction of steady drug concentrations rather than the structure model.
CL/F(L*h
Model evaluation Internal evaluation:
The estimated covariates of the final model and 1000 bootstrap replicates for digoxin are summarized in Table 4 . In this study, 929 re-samplings of the original dataset were successfully performed, which indicates a qualified stability for the final model. The VPC of digoxin is given in Fig. 3 . During this procedure, most model-predicted concentrations were within the 95% CI (0.813 -2.09 ng/mL, calculated by R) of the model-predicted concentrations. Only 17 modelpredicted concentrations were outside of the limits. This result supports the precise performance of the final model. The NPDE scatter plots (Fig. 4) show low trends or bias in the simulation datasets, which meet the requirements of the evaluation.
External evaluation: A plot of predicted concentrations vs. observed concentrations is shown in Fig. 5 . The difference between the predicted concentrations and observation data ranged from −20.7% to 32%. MPE and MAE were 0.093 ± 0.378 ng/mL and 0.152 ± 0.086 ng/mL, respectively. The results of the external model evaluation indicate a good prediction and low bias of the final model. 
Discussion
To our knowledge, this is the first population pharmacokinetic study of digoxin concentrations in the neonates and infants in China. In this study, the pharmacokinetic parameter estimates of digoxin for neonates and infants ) pediatric patients within the same age range, the clearance in our study is much less. It may reflect a lower elimination in Chinese neonates and infants. During the selection of covariates, serum creatinine showed a statistically significant effect on CL/F when it was tested individually. However, with the incorporation of other covariates, total body weight and postnatal age, were identified as important factors affecting total clearance of digoxin (CL/F). Similarly, total body weight was the covariate identified to influence the apparent distribution volume (V/F). The presence of congestive heart failure and potential drug interactions did not significantly affect pharmacokinetic parameters for digoxin in Chinese neonates and infants (age < 1 year), and development is the leading factor affecting the disposition of digoxin. These findings are different from the pediatric population pharmacokinetic studies that have been conducted on digoxin in Japan, Spain, and Thailand (5 -14) , It can be determined that body weight was incorporated into the model using different methods in these 4 investigations. Body weight was linearly added to the Thai patients' model, exponentially included in the Japanese model, and allometrically incorporated into our model. That can be the reason of our results.
Growth and development are two major factors that affect the disposition of digoxin in young children. However, these two covariates share a degree of correlation and are not mutually exclusive. Allometric scaling is a mechanistic approach that has a strong theoretical and empirical basis for this. West et al. (18, 19) explained that the 3/4 power law was derived from a general model that described how essential materials are transported through space-filled fractal networks of branching tubes. Fixing the power exponent of body weight allowed investigators to delineate secondary covariate effects from the effect of size. In addition, the allometric scaling also allowed the direct comparison of pediatric estimates with adults when a weight standard of 70 kg was used (20) .
Pediatricians in our hospital have been cautioned about the drug interaction between digoxin and calciumchannel blockers (CCB). Several studies (21 -23) have reported that the two-drug combination can lead to the increase of steady-state plasma digoxin concentrations and the decrease of apparent clearance. As a result, the two drugs were not co-administered in clinical practice in our hospital. It has reported (24) that erythromycin had no effect on the transport of digoxin, Azithromycin also had little effect on the transport of digoxin or any of its metabolites. The variable of CCB and macrolide antibiotics have not been incorporated into the covariates selection of the study. On the other hand, the drug concentration was measured using the AxSYM Digoxin III assay method. Although this method demonstrated little digoxin-like immune-reactive factors (DLIS) interference, the influence of DLIS cannot be absolutely guaranteed. DLIS can lead to the overestimation of the serum digoxin concentrations, with a resulting underestimate of apparent clearance. A more precise and accurate approach (e.g., LC/MS/MS) should be established to improve the measurement of drug concentrations in further investigations.
