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REPRODUCING KERNEL FUNCTIONS AND ASYMPTOTIC EXPANSIONS ON
JORDAN-KEPLER MANIFOLDS
MIROSLAV ENGLISˇ AND HARALD UPMEIER
Abstract. We study the complex geometry of generalized Kepler manifolds, defined in Jordan theo-
retic terms, introduce Hilbert spaces of holomorphic functions defined by radial measures, and find the
complete asymptotic expansion of the corresponding reproducing kernels for Ka¨hler potentials, both
in the flat and bounded setting.
1. Introduction
For a Ka¨hler manifold, with (integral) Ka¨hler form ω and quantizing line bundle L, it is a fundamental
problem to measure the deviation of the ‘classical’ curvature νω of the ν-th power Lν from the ‘quantum’
curvature ων obtained by the pull-back of the Fubini-Study form on the projective space of holomorphic
sections. This relationship is usually expressed in terms of an asymptotic expansion of ων in inverse
powers of the deformation parameter ν, known as the TYZ-expansion of the Kempf distortion function.
Closely related is the asymptotic expansion of the reproducing kernel function of the Hilbert space of
holomorphic sections, a fundamental tool in complex analysis.
In this paper we carry out this program for an important class of algebraic varieties, the so-called
Kepler varieties defined in a Jordan theoretic setting, which generalize the well-known determinantal
varieties in matrix spaces. These varieties and their regular part (Kepler manifolds) are of interest
from several points of view. As algebraic varieties, we show that Kepler varieties are normal, and
classify invariant holomorphic differential forms of top-degree. Using a natural polar decomposition,
these manifolds carry radial measures giving rise to reproducing kernel Hilbert spaces of holomorphic
functions. The most interesting radial measures on Kepler manifolds come from Ka¨hler potentials, both
in the flat and bounded setting. For these, the reproducing kernel functions are related to multi-variable
hypergeometric functions of type 1F1 and 2F1. Among our main results is the asymptotic expansion of
these hypergeometric functions, which in the multi-variable case is quite challenging, and leads to the
TYZ-expansion mentioned above.
Using chains of Peirce spaces in Jordan triples, the approach presented here can be extended to yield
asymptotic expansions of TYZ-type in a quite general setting of homogeneous flag varieties.
2. Generalized Kepler manifolds
It is well-known that hermitian bounded symmetric domains are characterized (via their holomorphic
tangent space at the origin) by the so-called hermitian Jordan triples. Geometrically, the Jordan
triple product gives the holomorphic part of the Riemann curvature tensor. We use [14] as our standard
reference concerning Jordan algebras and analysis on symmetric cones. For the more general Jordan
triples, see [20]. Let Z be an irreducible hermitian Jordan triple of rank r. Let {u; v;w} =: D(u, v)w
denote the Jordan triple product of u, v, w ∈ Z. Consider the Bergman operators
B(u, v) ≡ Bu,v := id−D(u, v) +QuQv
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where Quz :=
1
2{u; z;u}.
Choose a frame e1, . . . , er of minimal orthogonal tripotents. The associated ‘joint Peirce decomposi-
tion’ [20, Theorem 3.13] defines numerical invariants a, b such that d := dimZ satisfies
d
r
= 1 +
a
2
(r − 1) + b
and the so-called genus is given by
p := 2 + a(r − 1) + b. (2.1)
We say that Z has type (r, a, b). Consider the Peirce decomposition Z = Z2e ⊕ Z1e for the maximal
tripotent e := e1 + · · ·+ er. Then d = d′ + d′′, where d′ := dimZ2e , d′′ := dimZ1e . Then
p− d
r
=
d′
r
.
If b = 0 then Z = Z2e is the complexification of a euclidean Jordan algebra with unit element e. We say
that Z is ‘of tube type’. For tube type triples, let Ps = QsQe denote the ‘quadratic representation’.
Let Z˚ denote the open dense subset of all elements of maximal rank r. If Z is of tube type, with
Jordan determinant N , then
Z˚ = {z ∈ Z : N(z) 6= 0}
consists of all invertible elements in Z.
Let K˚ denote the connected complex Lie group of linear transformations of Z generated by all
Bergman operators B(u, v) which are invertible. The identity component K of the Jordan triple au-
tomorphism group is a compact real form of K˚. The Lie algebra k of K is the R-linear span of
D(u, v) − D(v, u), with u, v ∈ Z. The Lie algebra k˚ = kC of K˚ is the C-linear span of D(u, v), with
u, v ∈ Z.
The rank of z ∈ Z is the rank of its supporting tripotent, or equivalently, the rank of its Peirce
2-space considered as a unital Jordan algebra. For 1 ≤ ℓ ≤ r the set
Z˚ℓ = {z ∈ Z : rank z = ℓ}
is a complex manifold called the (generalized) Kepler manifold associated with Z. Its closure is the
Kepler variety
Zℓ := {z ∈ Z : rank z ≤ ℓ}.
The group K˚ preserves the rank of elements in Z and acts transitively on Z˚ℓ. Let Sℓ ⊂ Z˚ℓ denote the
compact real manifold of all tripotents of rank ℓ. For maximal ℓ = r we have Z˚r = Z˚ and Sr =: S is the
Shilov boundary of the unit ball of Z. The symmetric cone [14] of a euclidean Jordan algebraX will
be denoted by Ω. For any tripotent c ∈ Z let Xc denote the self-adjoint part of the Peirce 2-space Z2c
under the involution Qc. This is a euclidean Jordan algebra with unit element c, symmetric cone Ωc and
Jordan determinant Nc normalized by Nc(c) = 1. The Kepler manifold has a polar decomposition
Z˚ℓ =
⋃
c∈Sℓ
Ωc. (2.2)
For ℓ = 1 we have Ωc = R+ c, where R+ := {t ∈ R : t > 0}, and (2.2) simplifies to Z˚1 = R+S1. The
quasi-determinant ∆(z, w) = detB(z, w)1/p of Z has an expansion
∆(z, w) =
r∑
i=0
(−1)i ∆i(z, w)
into K-invariant sesqui-polynomials ∆i(z, w), homogeneous of bi-degree (i, i).
Lemma 2.1. Restricted to Xc, we have ∆ℓ(x, x) = Nc(x)
2 = Nc(x
2). Hence ∆ℓ(z, z) > 0 for all z ∈ Z˚ℓ.
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Proof. Let x =
ℓ∑
i=1
λici be the spectral decomposition of x, with λi > 0 and c1 + . . .+ cℓ = c. Then
∆(x, x) =
ℓ∏
i=1
(1− λ2i ) =
ℓ∑
j=0
(−1)jσj(λ21, . . . , λ2ℓ).
Thus the component of bi-degree (ℓ, ℓ) is given by ∆ℓ(x, x) = σℓ(λ
2
1, . . . , λ
2
ℓ) =
ℓ∏
i=1
λ2i = Nc(x)
2. 
Example 2.2. For d = n+1 ≥ 3 consider Z = Cd with coordinates z = (z0, . . . , zn). Put (z|w) := 2z·w.
Endowed with the triple product
{x; y; z} = (x|y)z + (z|y)x− (x|z)y
Z becomes a hermitian Jordan triple of rank 2, called a spin factor, and denoted by Z = IVd. Here
a = n − 1 = d − 2 and b = 0. The minimal tripotents e1 := (12 , i2 , 0 . . . , 0) and e2 := e1 form a frame.
Put e := e1 + e2 = (1, 0, . . . , 0). Then
N(z) :=
1
2
(z|z) = z · z = z20 + . . .+ z2n
is the Jordan determinant normalized by N(e) = 1. For ℓ = 1 we obtain the Kepler manifold
Z˚1 = {z ∈ Z : z 6= 0, N(z) = 0} = {z ∈ Cn+1 \ {0} : z · z = z20 + . . .+ z2n = 0}
studied in [10]. Its closure is
Z1 = {z ∈ Z : N(z) = 0} = {z ∈ Cn+1 : z · z = z20 + . . .+ z2n = 0}. (2.3)
The compact manifold S1 of all rank 1 tripotents can be identified with the cosphere bundle S
∗(Sn) =
{(x, ξ) : ‖x‖ = ‖ξ‖ = 1, x · ξ = 0} over Sn via the map
S∗(Sn)→ S1, (x, ξ) 7→ x+ iξ
2
.
It follows that Z˚1 = R+S1 is the cotangent bundle of S
n without the zero-section.
Closely related to the Kepler manifold is the Peirce manifold Mℓ of Z, consisting of all Peirce
2-spaces in Z of rank ℓ. This is a compact complex manifold, and there is a holomorphic submersion
Z˚ℓ → Mℓ which maps z ∈ Z˚ℓ to its (generalized) Peirce 2-space Z2z [24]. Thus there is a holomorphic
fibration
Z˚ℓ =
⋃
E∈Mℓ
E˚
and a real-analytic fibration
Sℓ =
⋃
E∈Mℓ
SE , (2.4)
where SE denotes the Shilov boundary relative to E.
Let U := Z2c , V := Z
1
c , W := Z
0
c denote the Peirce spaces for the ‘base point’
c := e1 + . . .+ eℓ ∈ Sℓ. (2.5)
Then U = Xc⊕ iXc. The compact manifold Sℓ has the tangent space Tc(Sℓ) = iXc⊕V. Therefore (2.2)
implies Tc(Z˚ℓ) = U ⊕ V =W⊥. It follows that
dℓ := dim Z˚ℓ = d
′
ℓ + d
′′
ℓ , (2.6)
where d′ℓ := dimU = ℓ(1 +
a
2 (ℓ − 1)) and
d′′ℓ = dim V = ℓ(a(r − ℓ) + b). (2.7)
For ℓ = 1 we obtain d1 = dimC Z˚1 = 1 + a(r − 1) + b = p− 1, where p is the genus (2.1) of Z.
Denote by Kc the stabilizer of c in K. The following result is known for classical (non-exceptional)
Jordan triples [18, Proposition 8.3] (with a case-by-case proof).
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Theorem 2.3. For any hermitian Jordan triple Z, the Kepler variety Zℓ is normal.
Proof. In general, let G be a connected algebraic group, acting linearly on a vector space Z. Let U ⊂ Z
be a linear subspace and put P := {g ∈ G : gU = U}. Assume that M = G/P is complete and that
the action of P on U is completely reducible. Consider the homogeneous vector bundle
G×P U = {[g, u] = [gp, p−1u] : g ∈ G, u ∈ U, p ∈ P}
overG/P induced by the linear action of P on U . Then there is a G-equivariant morphism f : G×PU →
Z given by f [g, u] = g(u) = gp(p−1u). Under these assumptions, [16, Theorem 0] asserts that the image
f(G ×P U) ⊂ Z is a closed normal variety. We will apply this theorem to the hermitian Jordan triple
Z and the connected algebraic group G = K˚ acting on Z. Put U = Z2c . Then P = {h ∈ K˚ : hU = U}.
Therefore G/P =Mℓ is a compact, hence complete, complex manifold. The homogeneous vector bundle
K˚ ×P U coincides with the tautological bundle Tℓ over Mℓ, whose fibre over E ∈Mℓ is E itself. The
G-equivariant morphism f : Tℓ → Z is the inclusion map E ⊂ Z on each fibre E. Since Zℓ is the union
of all Peirce 2-spaces of rank ℓ it follows that f(Tℓ) = Zℓ. The identity component L of the Jordan
triple automorphism group of U acts irreducibly on U . Moreover, the natural restriction homomorphism
P → L given by p 7→ p|U is surjective, since for any h ∈ L there exists h˜ ∈ K such that h˜U = U and
h = h˜|U . Therefore P acts also irreducibly on U . Thus all the assumptions of [16, Theorem 0] are
satisfied, and hence Zℓ is a normal Cohen-Macauley variety.
We remark that, moreover, the map f : Tℓ → Zℓ is birational, since it is an isomorphism from
⋃
E∈Mℓ
E˚
onto the Kepler manifold. Hence, by the same Theorem, Zℓ has only rational singularities. 
For the spin factor, the variety Z1 given by (2.3) is one of the ‘standard’ examples of a normal variety.
For any normal variety X the following ‘Second Riemann Extension Theorem’ [19, p. 341, Corollary]
holds: Suppose the singular set Y ⊂ X is of codimension ≥ 2. Then every holomorphic function
f : X \ Y → C has a (unique) holomorphic extension f˜ : X → C. We will apply this result to the
Kepler varieties Zℓ.
The case where Z is of tube type and ℓ = r is somewhat exceptional and will be treated separately.
Theorem 2.4. Exclude the case ℓ = r, b = 0. Then any holomorphic function f : Z˚ℓ → C on the
Kepler manifold has a unique holomorphic extension to its closure Zℓ.
Proof. By (2.6), the singular set Zℓ−1 of Zℓ is an analytic subvariety of codimension dℓ − dℓ−1 =
1 + b + a(r − ℓ) ≥ 2. Since Zℓ is normal by Theorem 2.3, the assertion follows by the Second Riemann
Extension Theorem quoted above. 
3. Radial measures and polar decomposition
A K-invariant smooth measure ρ on Z˚ℓ, or a suitable K-invariant subset, has a polar decomposi-
tion ∫
Z˚ℓ
dρ(z) f(z) :=
∫
Ωc
dρ˜(t)
∫
K
dk f(k
√
t) (3.1)
for all continuous compactly supported functions f. Here the radial part dρ˜(t) is a (smooth) measure
on Ωc which is invariant under the automorphism group Lc = Aut(Xc) of the euclidean Jordan algebra
Xc. For ℓ = 1, (3.1) simplifies to∫
Z˚1
dρ(z) f(z) :=
∞∫
0
dρ˜(t)
∫
S1
ds f(s
√
t). (3.2)
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The basic K-invariant measure on Z˚ℓ is the Riemann measure Λℓ induced by the hermitian metric
on Z. In general, a smooth map γ : M → N between Riemannian manifolds with Riemann measure
ΛM and ΛN , respectively, satisfies
γ∗ΛN = δ · ΛM ,
where the density δ on M is given by δ(z) := (det Tz(γ)
∗Tz(γ))1/2. If M,N are complex hermitian
manifolds and γ is holomorphic, the density becomes δ(z) = det(γ′(z)∗γ′(z)) for the holomorphic
derivative γ′(z).
Lemma 3.1. Consider the map γ : Ωc × K/Kc → Z˚ℓ defined by γ(t, kKc) := kt for all k ∈ K and
t ∈ Ωc. Then (det Tt,c(γ)∗Tt,c(γ))1/2 = 2−d′ℓ Nc(t)2d′′ℓ /ℓ detF ′(t), where F (t) = t2 = Qtc = 12{t; c; t} is
the square-map on Ωc.
Proof. Since K/Kc = Sℓ, with base point c, we have Tc(K/K
c) = iXc⊕V. For y ∈ iXc the vector field
ξy :=
1
4 (D(y, c) −D(c, y)) ∈ k satisfies ξyc = 12D(y, c)c = y since D(c, y)c = −D(y, c)c. For v ∈ V the
vector field ξv := D(v, c)−D(c, v) ∈ k satisfies ξvc = D(v, c)c = v since D(c, v)c = 0. Let t ∈ Ωc. Since
D(c, y)t = −D(y, c)t and D(c, v)t = 0, it follows that
Tt,c(γ)(y + v, x) = x+ ξyt+ ξvt = x+
1
2
{y; c; t}+ {v; c; t} = x+ 1
2
D(t, c)y +D(t, c)v
for all x ∈ Tt(Ωc) = Xc. Thus Tt,c(γ) = idXc ⊕ 12D(t, c)|iXc ⊕ D(t, c)|V is a block-diagonal matrix
with respect to the orthogonal decomposition Xc ⊕ iXc ⊕ V. Since the square-map has the derivative
F ′(t) = D(t, c)|Xc , it follows that detD(t, c)|iXc = detD(t, c)|Xc = detF ′(t). Hence
det(Tt,c(γ)
∗Tt,c(γ))1/2 = 2−d
′
ℓ detD(t, c)|iXc detD(t, c)|VR = 2−d
′
ℓ detF ′(t) | detD(t, c)|V |2.
The map u 7→ D(u, c)|V is a representation of U on V, with D(c, c)|V = id. Thus (2.7) implies
detD(u, c)|V = Nc(u)d
′′
ℓ /ℓ (3.3)
for all u ∈ U. Putting u := t the assertion follows. 
For any 1 ≤ ℓ ≤ r the Peirce manifold Mℓ can be regarded as the conformal compactification [20] of
the Peirce 1-space Z1c , considered as a hermitian Jordan subtriple of Z. The normalized inner product
on Z (with minimal tripotents of length 1) induces an inner product on Z1c and hence an invariant
volume form on Zˆ
1
c ≈ Mℓ. Somewhat surprisingly, the associated volume |Mℓ| can be expressed in a
uniform way using the invariants of Z.
Proposition 3.2. Let 1 ≤ ℓ ≤ r. Then the volume |Mℓ| of the ℓ-th Peirce manifold Mℓ satisfies
|Mℓ|
πd
′′
ℓ
=
Γℓ(d
′
ℓ/ℓ) Γℓ(aℓ/2)
Γℓ(d/r) Γℓ(ar/2)
(3.4)
(this yields the value 1 in the extreme case ℓ = r, b = 0).
Proof. The volume |Zˆ| of the conformal compactification Zˆ of an irreducible hermitian Jordan triple
Z, under the invariant metric induced by the normalized inner product on Z = T0(Zˆ), satisfies
|Zˆ|
πd
=
∫
Z
dw
πd
∆(w,−w)−p = Γr(p− d/r)
Γr(p)
=
Γr(d
′/r)
Γr(p)
. (3.5)
(see, e.g., [11, p. 5]). This can also be verified using the case-by-case formulas of [1] where, however,
a different normalization is used. We will show that applying (3.5) to Z1c one obtains (3.4). This is
not obvious since the type of Z1c is quite different from the type of Z. We denote by Γ
(a) the Gindikin
Gamma-function for parameter a. It suffices to compare the ’reduced’ volumes |·|red obtained by dividing
by πd
′′
ℓ . For the symmetric matrices Z = Cr×rsym, the rank of Z
1
c = C
ℓ×(r−ℓ) is given by min(ℓ, r− ℓ).
6 M. ENGLISˇ, H. UPMEIER
Evaluating (3.4) with a = 1, d/r = (r + 1)/2 and d′ℓ/ℓ = (ℓ + 1)/2, we obtain, using the duplication
formula and the elementary relation Γ
(2)
ℓ (ℓ) Γ
(2)
n−ℓ(n) = Γ
(2)
n (n) = Γ
(2)
n−ℓ(n− ℓ) Γ(2)ℓ (n)
Γ
(1)
ℓ (
ℓ+1
2 ) Γ
(1)
ℓ (
ℓ
2 )
Γ
(1)
ℓ (
r+1
2 ) Γ
(1)
ℓ (
r
2 )
=
ℓ∏
i=1
Γ( ℓ+12 − i−12 ) Γ( ℓ2 − i−12 )
Γ( r+12 − i−12 ) Γ( r2 − i−12 )
= 2ℓ(r−ℓ)
ℓ∏
i=1
Γ(ℓ+ 1− i)
Γ(r + 1− i) = 2
ℓ(r−ℓ) Γ
(2)
ℓ (ℓ)
Γ
(2)
ℓ (r)
= 2ℓ(r−ℓ)
Γ
(2)
r−ℓ(r − ℓ)
Γ
(2)
r−ℓ(r)
= |Zˆ1c |red (3.6)
since under the induced inner product minimal tripotents in Z1c have length
√
2, so the induced inner
product is twice the normalized inner product relative to Z1c . In all other cases, minimal tripotents in
Z1c are also minimal in Z, hence the normalized inner products agree. For the full matrices Z = C
r×s
with r ≤ s, the factors of the product Z1c = Cℓ×(s−ℓ)×C(r−ℓ)×ℓ have rank min(ℓ, s−ℓ) and min(ℓ, r−ℓ),
respectively. Evaluating (3.4) with a = 2, d′ℓ/ℓ = ℓ and d/r = s, yields
Γ
(2)
ℓ (ℓ)
Γ
(2)
ℓ (s)
Γ
(2)
ℓ (ℓ)
Γ
(2)
ℓ (r)
=
Γ
(2)
ℓ (ℓ)
Γ
(2)
ℓ (s)
Γ
(2)
r−ℓ(r − ℓ)
Γ
(2)
r−ℓ(r)
=
Γ
(2)
s−ℓ(s− ℓ)
Γ
(2)
s−ℓ(s)
Γ
(2)
r−ℓ(r − ℓ)
Γ
(2)
r−ℓ(r)
= |Zˆ1c |red.
For the anti-symmetric matrices Z = Cn×nasym, with n = 2r + ǫ and ǫ = 0, 1, the rank of Z
1
c =
C2ℓ×(n−2ℓ) is given by min(2ℓ, n− 2ℓ). Evaluating (3.4) with a = 4, d/r = 2r − 1 + 2ǫ, d′ℓ/ℓ = 2ℓ− 1
yields
Γ
(4)
ℓ (2ℓ− 1) Γ(4)ℓ (2ℓ)
Γ
(4)
ℓ (2r − 1 + 2ǫ) Γ(4)ℓ (2r)
=
ℓ∏
i=1
Γ(2ℓ− 1− 2(i− 1)) Γ(2ℓ− 2(i− 1))
Γ(2r − 1 + 2ǫ− 2(i− 1)) Γ(2r − 2(i− 1))
=
2ℓ∏
j=1
Γ(2ℓ+ 1− j)
Γ(2r + ǫ+ 1− j) =
Γ
(2)
2ℓ (2ℓ)
Γ
(2)
2ℓ (n)
=
Γ
(2)
n−2ℓ(n− 2ℓ)
Γ
(2)
n−2ℓ(n)
= |Zˆ1c |red.
For the spin factor Z = IVd, we may assume d ≥ 5 since IV3 = C2×2sym and IV4 = C2×2. Then
Z1c = IVd−2. Evaluating (3.4) for a = d− 2, ℓ = 1, d′1/1 = 1 yields
Γ
(d−2)
1 (1) Γ
(d−2)
1 (
d
2 − 1)
Γ
(d−2)
1 (
d
2 ) Γ
(d−2)
1 (d− 2)
=
Γ(1) Γ(d2 − 1)
Γ(d2 ) Γ(d− 2)
=
Γ
(d−4)
2 (
d
2 − 1)
Γ
(d−4)
2 (d− 2)
= |Zˆ1c |red.
The exceptional Jordan triple Z = O1×2
C
has r = 2, a = 6, d/r = 8. For ℓ = 1 we have Z1c = C
5×5
asym.
Evaluating (3.4) yields
Γ
(6)
1 (3) Γ
(6)
1 (1)
Γ
(6)
1 (8) Γ
(6)
1 (6)
=
Γ(3) Γ(1)
Γ(8) Γ(6)
=
Γ
(4)
2 (3)
Γ
(4)
2 (8)
= |Zˆ1c |red.
For ℓ = 2 we have Z2e = Z
1
e = IV8. Evaluating (3.4) with d
′
2/2 = 4 yields
Γ
(6)
2 (4) Γ
(6)
2 (6)
Γ
(6)
2 (8) Γ
(6)
2 (6)
=
Γ
(6)
2 (4)
Γ
(6)
2 (8)
= |Zˆ1e|red.
For the exceptional Jordan algebra Z = H3(O)⊗C of rank 3, we have Z1c = O1×2C both for ℓ = 1
and ℓ = 2. Evaluating (3.4) with a = 8, d/r = 9 and d′1/1 = 1, d
′
2/2 = 5 yields
Γ
(8)
1 (1) Γ
(8)
1 (4)
Γ
(8)
1 (9) Γ
(8)
1 (12)
=
Γ
(8)
2 (5) Γ
(8)
2 (8)
Γ
(8)
2 (9) Γ
(8)
2 (12)
=
Γ(1) Γ(4)
Γ(9) Γ(12)
=
Γ
(6)
2 (4)
Γ
(6)
2 (12)
= |Zˆ1c |red.

Corollary 3.3. The tripotent manifold Sℓ, considered as a closed Riemannian submanifold of Z, has
the volume
|Sℓ| = 2d
′
ℓ
Γℓ(aℓ/2)
Γℓ(d/r) Γℓ(ar/2)
πdℓ . (3.7)
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Proof. Since the fibration (2.4) is orthogonal under the Riemann measure, it follows that |Sℓ| = |Mℓ| ·
|Sc|, where Sc is the Shilov boundary of Z2c . Since |Sc| = (2π)
d′ℓ
Γℓ(d′ℓ/ℓ)
by [14, Corollary X.2.5] applied to
Z2c , the assertion follows with Proposition 3.2. 
Theorem 3.4. The Riemann measure Λℓ on Z˚ℓ has the radial part
dΛ˜ℓ(t) =
πdℓ Γℓ(aℓ/2)
Γℓ(d/r) Γℓ(ar/2)
Nc(t)
d′′ℓ /ℓ dt (3.8)
on Ωc. In particular, dΛ˜1(t) =
πp−1 Γ(a/2)
Γ(d/r) Γ(ar/2) t
p−2 dt for t > 0. For the spin factor of dimension n+ 1,
we obtain dΛ˜1(t) =
2πn
(n−1)! t
n−1 dt.
Proof. Let ds be the normalized K-invariant measure on Sℓ. Then Ωc × Sℓ has the Riemann measure
|Sℓ| dt ds. Therefore Lemma 3.1 implies∫
Z˚ℓ
dΛℓ(z) f(z) =
∫
Ωc×Sℓ
d(γ∗Λℓ)(t, s) f(γ(t, s)) = |Sℓ|
∫
Ωc
dt
∫
Sℓ
ds (det Tt,s(γ)
∗Tt,s(γ))1/2 f(γ(t, s))
= |Sℓ|
∫
Ωc
dt
∫
K
dk (det Tt,kc(γ)
∗Tt,kc(γ))1/2 f(kt) = |Sℓ|
∫
Ωc
dt (det Tt,c(γ)
∗Tt,c(γ))1/2
∫
K
dk f(kt)
=
|Sℓ|
2d
′
ℓ
∫
Ωc
dt detF ′(t) Nc(t)2d
′′
ℓ /ℓ
∫
K
dk f(kt).
Replacing t by
√
t it follows that dΛ˜ℓ(t) =
|Sℓ|
2d
′
ℓ
Nc(t)
d′′ℓ /ℓ dt. Now the assertion follows with (3.7). 
Replacing f by f ◦ λ−1/2 for the dilation z 7→ λ−1/2z with λ > 0, the left hand side of (3.8) scales
as λdℓ , whereas the right hand side scales as λd
′
ℓ+ℓd
′′
ℓ /ℓ. Thus the power Nc(x)
d′′ℓ /ℓ is confirmed by this
scaling argument.
Any absolutely continuous K-invariant measure ρ on Z˚ℓ has a positive K-invariant density δ on Z˚ℓ
with respect to the Riemann measure. It follows that ρ has the radial part
dρ˜(t) = dΛ˜ℓ(t) δ(
√
t) =
πdℓ Γℓ(aℓ/2)
Γℓ(d/r) Γℓ(ar/2)
Nc(t)
d′′ℓ /ℓ δ(
√
t) dt. (3.9)
As an example, Lemma 2.1 implies∫
Z˚ℓ
dΛℓ(z) ∆ℓ(z, z)
β f(z) =
πdℓ Γℓ(aℓ/2)
Γℓ(d/r) Γℓ(ar/2)
∫
Ωc
dt Nc(t)
d′′ℓ /ℓ+β
∫
K
dk f(k
√
t).
Lemma 3.5. The holomorphic chart τ : U˚ ×V → Z˚ℓ defined by τ(u, v) := Bv,−cu, satisfies τ ′u,v(ξ, η) =
Bv,−c(ξ +Du,cη) for all ξ ∈ U, η ∈ V .
Proof. For z = (u, v) ∈ W⊥ we have Z0τz = Z0B(v,−c)u = B−1c,−vZ0u = B−1c,−vW . As a consequence of [20,
JP13] we have Dv,cDu,cη = Dv,Qcuη for all η ∈ V , since Qcη = 0. With QcDu,cη = 0 it follows that
Bv,−cDu,cη = Du,cη +Dv,cDu,cη +QvQcDu,cη = Du,cη +Dv,cDu,cη = Du,cη +Dv,Qcuη.
Therefore τ ′u,v(ξ, η) = ξ+D(η, c)u+D(v, c)ξ+QvQcξ+D(v,Qcu)η = Bv,−cξ+D(u, c)η+D(v,Qcu)η =
Bv,−c(ξ +Du,cη) for all ξ ∈ U, η ∈ V. 
Since dλ(z) = du dv is the Lebesgue measure on W⊥ = U ⊕ V, the Riemann measure Λℓ on Z˚ℓ has
the pull-back
τ∗Λℓ = det(τ ′z
∗
τ ′z) dλ(z). (3.10)
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Interesting K-invariant measures arise from Ka¨hler potentials. A strictly-plurisubharmonic func-
tion φ on a complex manifold of dimension n induces a Ka¨hler form ω = ∂∂φ, with associated (n, n)-form
ωn and measure denoted by |ωn|. If ω =∑
i,j
ωij(z) dzi ∧ dzj is a (1,1)-form on W⊥, then
ωn
n!
= det
(
ωij(z)
)
dz1 ∧ dz1 ∧ . . . ∧ dzn ∧ dzn.
If ψ is a smooth function on W⊥, then ∂∂ψ(z) =
∑
i,j
∂i∂jψ(z) dzi ∧ dzj is a (1,1)-form and
(∂∂ψ)n
n!
= det
(
∂i∂jψ(z)
)
dz1 ∧ dz1 ∧ . . . ∧ dzn ∧ dzn.
We will study two cases where symplectic potentials arise naturally. Define a bounded version
of the Kepler manifold (‘Kepler ball’) by taking the intersection with the bounded symmetric domain
(spectral unit ball) Zˇ of the underlying hermitian Jordan triple Z.
Proposition 3.6. (i) Consider the plurisubharmonic function φℓ(w) := (w|w)α on Z˚ℓ, where α > 0.
Then
|(∂∂φℓ)dℓ |
dℓ! 2dℓ
= αdℓ+1(w|w)dℓ(α−1) dΛℓ(w).
(ii) Consider the plurisubharmonic function φℓ(w) := log∆(w,w)
−p on the Kepler ball Z˚ℓ ∩ Zˇ. Then
|(∂∂φℓ)dℓ |
dℓ! 2dℓ
= ∆(w,w)−p dΛℓ(w).
Proof. Consider the holomorphic chart τ defined in Lemma 3.5, and let zi be an orthonormal basis of
W⊥. Suppose that det
(
∂i∂j(φ ◦ τ)(z)
)
= det(τ ′z
∗
τ ′z) F (τz) for some smooth function F. Then (3.10)
implies
τ∗
|(∂∂φ)dℓ |
dℓ! 2dℓ
=
|(∂∂(φ ◦ τ))dℓ |
dℓ! 2dℓ
= det
(
∂i∂j(φ ◦ τ)(z)
)
dλ(z)
= F (τz) det(τ
′
z
∗
τ ′z) dλ(z) = F (τz) τ
∗Λℓ = τ∗
(
F (w) dΛℓ(w)
)
.
(i) In the first case we have
∂u∂v(φℓ ◦ τ)(z)
α(τz |τz)α−1 = (τ
′
zu|τ ′zv) +
α− 1
(τz|τz) (τ
′
zu|τz)(τz |τ ′zv) =
(
u
∣∣∣τ ′z∗(id+ α− 1(τz |τz)τzτ∗z
)
τ ′zv
)
,
where ξη∗v := ξ(η|v). The inner ‘matrix’ id + α−1(τz|τz)τzτ∗z is the identity on (Ran τ ′z)⊥ = Z0τz since
τ∗z (Z
0
τz) = (τz |Z0τz) = {0}. It follows that
1
αdℓ (τz |τz)dℓ(α−1)
det
(
∂i∂j(φℓ ◦ τ)(z)
)
det(τ ′z
∗τ ′z)
= detTτz (Z˚ℓ)
(
id+
α− 1
(τz |τz)τzτ
∗
z
)
= detZ
(
id+
α− 1
(τz |τz)τzτ
∗
z
)
= 1 +
α− 1
(τz |τz) tr τzτ
∗
z = α.
(ii) In the bounded case, by [20], the Bergman metric on Zˇ is given by (B−1z,zu|v) for z ∈ Zˇ and tangent
vectors u, v ∈ Tz(Zˇ) = Z. Hence ∂u∂v log∆(z, z)−p = ∂u∂v log detB(z, z)−1 = (B−1z,zu|v). Since the
chart τ is holomorphic, we obtain for ξ, η ∈W⊥
∂ξ∂η(φℓ ◦ τ)(z) = (B−1τz,τzτ ′zξ|τ ′zη) = (ξ|τ ′z
∗
B−1τz,τzτ
′
zη).
For any w ∈ Z˚ℓ we have Tw(Z˚ℓ) = Z2w ⊕ Z1w, and Bw,w|Z0w = id. It follows that
det
(
∂i∂j(φℓ ◦ τ)(z)
)
det(τ ′z
∗τ ′z)
= detTτz (Z˚ℓ)
B−1τz,τz = detZ B
−1
τz,τz = ∆(τz , τz)
−p.

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Associated with the Ka¨hler potentials φℓ we consider, for ν > 0, the K-invariant measures
ρνℓ := e
−νφℓ(w) |(∂∂φℓ)dℓ |
dℓ!(2π)dℓ
. (3.11)
Corollary 3.7. (i) For the potential φℓ(w) = (w|w)α on Z˚ℓ the measure (3.11) has the radial part
dρ˜(t) =
Γℓ(aℓ/2)
Γℓ(d/r) Γℓ(ar/2)
αdℓ+1 Nc(t)
d′′ℓ /ℓ (t|c)dℓ(α−1) e−ν(t|c)α dt (3.12)
on Ωc. In particular, dρ˜
ν
1(tc) = α
p tp−2 t(p−1)(α−1) e−νt
α
dt = αp tα(p−1)−1 e−νt
α
dt for t > 0.
(ii) For the potential φℓ(w) = log∆(w,w)
−p on Z˚ℓ ∩ Zˇ, the measure (3.11) has the radial part
dρ˜(t) =
Γℓ(aℓ/2)
Γℓ(d/r) Γℓ(ar/2)
Nc(t)
d′′ℓ /ℓ Nc(c− t)ν−p dt (3.13)
on Ωc ∩ (c− Ωc). In particular, dρ˜ν1(tc) = tp−2 (1− t)ν−p dt for 0 < t < 1.
Proof. Since (
√
t|√t) = (t|c) for all t ∈ Ωc and ∆(
√
t,
√
t) = Nc(c − t) for all t ∈ Ωc ∩ (c − Ωc), the
assertion follows with (3.8) and Proposition 3.6. 
4. Reproducing kernel Hilbert spaces
Let Nr+ be the set of all partitions m of length ≤ r and denote by Em(z, w) = Emw (z) the Fischer-
Fock reproducing kernel for the Peter-Weyl space Pm(Z). Thus
e(z|w) =
∑
m
Em(z, w). (4.1)
Putting |m| := m1 + . . .+mr, it follows that
(z|w)k
k!
=
∑
|m|=k
Em(z, w). (4.2)
Put dm := dimPm(Z). Consider the Gindikin-Koecher Gamma function
Γr(m) = (2π)
r(r−1)
4 a
r∏
j=1
Γ(mj − j−12 a) (4.3)
and define the generalized Pochhammer symbol, for a complex number s and m ∈ Nr+, by
(s)m =
Γr(m+ s)
Γr(s)
=
r∏
j=1
(s− j−12 a)mj . (4.4)
Then [14, Section IX.4] implies
Em(e, e) =
dm
(d/r)m
. (4.5)
It follows that Eme (z) =
dm
(d/r)m
Φm(z), where Φm is the so-called spherical polynomial of type m.
This relationship will often be used later.
Lemma 4.1. For partitions (m) = (m, 0, . . . , 0) of length ℓ = 1, we have
E(m)(z, w) =
(z|w)m
m!
∀ z, w ∈ Z˚1. (4.6)
Proof. The vector space Pm(Z) is spanned by K-translates of the highest weight polynomial
Nm(z) = N1(z)
m1−m2 N2(z)m2−m3 · · ·Nr(z)mr .
Now suppose that m2 > 0. Then every p ∈ Pm(Z) vanishes on Z˚1. Since Emw ∈ Pm(Z) for all w ∈ Z it
follows that Em(z, w) = Emw (z) = 0 if z ∈ Z˚1. This implies (4.6) for z, w ∈ Z˚1, since the sum in (4.2)
has only terms with m2 = 0. 
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Lemma 4.2. Let z, w, c ∈ Z. Then∫
K
dk Em(z, kc) En(kc, w) =
δm,n
dm
Em(c, c) Em(z, w).
In particular, choosing c = e1 + . . .+ eℓ, we have
(Emz |Enw )Sℓ =
∫
Sℓ
ds Em(z, s) En(s, w) =
δm,n
dm
Em(c, c) Em(z, w).
In the special case ℓ = 1, we have
∫
S1
ds (z|s)m (s|w)n = δm,nd(m) (z|w)m ∀ z, w ∈ Z˚1.
Proof. Applying Schur orthogonality [8, Theorem 14.3.3] to the compact group K and its irreducible
representation π on Pm(Z) it follows that∫
K
dk Em(z, ks) En(ks, w) =
∫
K
dk (Emz |Emks )(Enks|Enw)
=
∫
K
dk (Emz |kπEms )(kπEns |Enw) =
δm,n
dm
(Ems |Ems )(Emz |Emw ) =
δm,n
dm
Em(s, s) Em(z, w).
The special case ℓ = 1 follows from Lemma 4.1 since (s|s) = 1 for all s ∈ S1. 
From now until the conclusion of this section, let us temporarily exclude the ‘top rank on tube
domain’ case ℓ = r, b = 0. Since polynomials in Pm vanish on elements of rank ℓ if mℓ+1 > 0,
Theorem 2.4 implies that any holomorphic function f on Z˚ℓ (or on a suitable K-invariant open subset
containing the origin) has the Peter-Weyl expansion
f =
∑
m∈Nℓ+
fm, (4.7)
where Nℓ+ := {m ∈ Nr+ : mℓ+1 = 0} denotes the set of all partitions of length ≤ ℓ. For a given
coefficient ‘sequence’ σ = (σm)m∈Nℓ+ , let Hσ denote the Hilbert space of all holomorphic functions on
Z˚ℓ (or a suitable K-invariant open subset), endowed with the inner product
(f |g)σ :=
∑
m∈Nℓ+
σm(fm|gm)Sℓ (4.8)
in terms of the Peter-Weyl decomposition (4.7). In case ℓ = 1 for f, g ∈ Hσ we have
(f |g)σ =
∞∑
m=0
σm(fm|gm)S1 .
Proposition 4.3. The reproducing kernel of Hσ has the Peter-Weyl decomposition
Kσ(z, w) =
∑
m∈Nℓ+
(d′ℓ/ℓ)m
σm
dm
dc
m
Em(z, w) ∀ z, w ∈ Z˚ℓ, (4.9)
where dc
m
:= dimPm(Z2c ). For ℓ = 1 this simplifies to
Kσ(z, w) =
∑
m≥0
d(m)
σm
(z|w)m. (4.10)
Proof. There exist constants cm > 0 such that
Kσ(z, w) = Kσw(z) =
∑
m∈Nℓ+
cm E
m(z, w) =
∑
m∈Nℓ+
cm E
m
w (z).
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The reproducing property and (4.8) yield∑
m
cm E
m(z, w) = Kσ(z, w) = (Kσz |Kσw)σ =
∑
m
σm c
2
m
(Emz |Emw )Sℓ =
∑
m
σmc
2
m
dm
Em(c, c)Em(z, w).
Comparing coefficients it follows that
1
cm
=
σm
dm
Em(c, c) =
σm
dm
dc
m
(d′ℓ/ℓ)m
.
Here we applied (4.5) to Z2c and used the fact that E
m restricted to Z2c is the Fischer-Fock kernel
relative to Z2c . For ℓ = 1 use (d
′
1/1)m = m! and Lemma 4.1. 
Let H2(Z˚ℓ, dρ) denote the Hilbert space of all holomorphic functions on Z˚ℓ, or a suitable K-invariant
open subset, which are square-integrable with respect to a given K-invariant measure ρ.
Proposition 4.4. For a K-invariant smooth measure ρ the coefficients for the Hilbert space H2(Z˚ℓ, dρ)
are given by the moments
σm =
∫
Ωc
dρ˜ Nm.
For ℓ = 1 we obtain σm =
∞∫
0
dρ˜(t) tm.
Proof. Lemma 4.2 implies (Emz |Emw )Sℓ = 1dm Em(c, c) Em(z, w). Since
(Emz |Emw )ρ =
∫
dρ(ζ) Emz (ζ) E
m
w (ζ) =
∫
dρ˜(t)
∫
K
dk Emz (k
√
t) Emw (k
√
t) =
Em(z, w)
dm
∫
dρ˜(t) Eme (t)
the associated coefficients (4.8) are given by
σm =
1
Em(c, c)
∫
Ωc
dρ˜(t) Em(t, e) =
∫
Ωc
dρ˜(t) Nm(t).
The last equality is proved as follows: For m ∈ Nℓ+ the restriction of Nm to Xc coincides with the
conical function N c
m
relative to Xc. The two integrals agree since∫
Lc
dk Nm(kt) =
Em(t, c)
Em(c, c)
=
Em(t, e)
Em(c, c)
(4.11)
for all t ∈ Xc, and dρ˜ is invariant under the Jordan algebra automorphism group Lc of Xc. 
Combining these results with (4.9) or (4.10), respectively, yields the ‘Peter-Weyl decomposition’ of
the reproducing kernel of the Hilbert space H2(Z˚ℓ, dρ) associated with a K-invariant measure ρ.
We now consider K-invariant measures arising from a Ka¨hler potential φ(w).
Lemma 4.5. Let X be a euclidean Jordan algebra of dimension d and rank r. Let φ ∈ P(X) be an
m-homogeneous polynomial. Then we have, for Re(ζ) ≥ 0,∫
Ω
dx e−(x|e)(x|e)ζ φ(x) = Γ(m+ d+ ζ)
Γ(m+ d)
∫
Ω
dx e−(x|e) φ(x).
More generally, for α > 0,
α
∫
Ω
dx e−(x|e)
α
(x|e)ζ φ(x) =
Γ
(
m+d+ζ
α
)
Γ(m+ d)
∫
Ω
dx e−(x|e) φ(x).
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In particular, for each partition m ∈ Nr+, we have
Γ(|m|+ d)
Γ
(
|m|+d+ζ
α
)α ∫
Ω
dx e−(x|e)
α
(x|e)ζ Nm(x) =
∫
Ω
dx e−(x|e) Nm(x) = Γr
(
m+
d
r
)
= Γr(d/r) (d/r)m.
(4.12)
Proof. Write X = Re ⊕ Y, with Y = e⊥. Then φ(te + y) =
m∑
k=0
tk φk(y), where φk ∈ P(Y ) are
(m− k)-homogeneous. Note that
Yt := {y ∈ Y : te+ y ∈ Ω} = Y ∩ (Ω− te) = t(Y ∩ (Ω− e)) = tY1.
Thus for t > 0
Ik(t) :=
∫
Yt
dy φk(y) =
∫
Y1
dy1 t
d−1 tm−kφk(y1) = td−1+m−k Ik(1).
Therefore
Fk(ζ) :=
∞∫
0
dt e−rt (rt)ζ tk
∫
Yt
dy φk(y) =
∞∫
0
dt e−rt (rt)ζ tk Ik(t)
=
∞∫
0
dt
t
e−rt (rt)ζ td+m Ik(1) = Γ(m+ d+ ζ)
rm+d
Ik(1).
It follows that∫
Ω
dx e−(x|e)(x|e)ζ φ(x) =
∞∫
0
dt e−rt (rt)ζ
∫
Yt
dy φ(te + y) =
m∑
k=0
Fk(ζ) =
Γ(m+ d+ ζ)
rm+d
m∑
k=0
Ik(1).
Putting ζ = 0 in this relation and taking quotients, the first claim follows. For parameter α > 0 we
put rs := (rt)α. Then (t/s)α = (rs)1−α and αdt = (t/s)ds. Write te+ y = ts (se + v). Then y := (t/s)v
satisfies dy = (t/s)d−1 dv and y ∈ Yt if and only if v ∈ Ys. Since φ(te + y) = (t/s)m φ(se + v) and
(te+ y|e) = rt it follows that
α
∫
Ω
dx e−(x|e)
α
(x|e)ζ φ(x) = α
∞∫
0
dt e−(rt)
α
(rt)ζ
∫
Yt
dy φ(te + y)
=
∞∫
0
ds e−rs (rs)(ζ+(1−α)(d+m))/α
∫
Ys
dv φ(se+ v) =
∫
Ω
dx e−(x|e) (x|e)(ζ+(1−α)(d+m))/αφ(x).
Since ζ+(1−α)(d+m)α +d+m =
ζ+d+m
α , the second assertion is reduced to the first case. The last assertion
follows with [14, VII.1.1]. 
Theorem 4.6. (i) For the potential φℓ(w) = (w|w)α, α > 0 the Hilbert space H2(Z˚ℓ, ρ) for the measure
(3.11) has the moments
σm = α
dℓ
Γℓ(aℓ/2)
Γℓ(d/r) Γℓ(ar/2)
Γℓ(m+ dℓ/ℓ)
νdℓ+|m|/α
Γ(dℓ +
|m|
α )
Γ(dℓ + |m|) . (4.13)
In the flat case α = 1 this simplifies to
σm =
Γℓ(aℓ/2)
Γℓ(d/r) Γℓ(ar/2)
Γℓ(m+ dℓ/ℓ)
νdℓ+|m|
.
For ℓ = 1 we have
σm =
αp−1 Γ(p− 1)
νp−1
Γ(p− 1 + mα )
Γ(p− 1 +m)
(p− 1)m
νm/α
=
αp−1
νp−1
Γ(p− 1 + mα )
νm/α
.
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(ii) For the potential φℓ(w) := log∆(w,w)
−p, the Hilbert space H2(Z˚ℓ ∩ Zˇ, dρ) for the measure (3.11)
has the moments
σm =
Γℓ(aℓ/2)
Γℓ(d/r) Γℓ(ar/2)
Γℓ(ν − dℓ/ℓ) Γℓ(m+ dℓ/ℓ)
Γℓ(m+ ν)
. (4.14)
Proof. (i) Put y := ν1/αt. In view of (3.12) it follows that Γℓ(d/r) Γℓ(ar/2)Γℓ(aℓ/2) σm equals
αdℓ+1
∫
Ωc
dt e−ν(t|c)
α
(t|c)dℓ(α−1) N
m+d′′ℓ /ℓ
(t) =
αdℓ+1
νdℓ+
|m|
α
∫
Ωc
dy e−(y|c)
α
(y|c)dℓ(α−1) N
m+d′′ℓ /ℓ
(y). (4.15)
Since |m + d′′ℓℓ | + d′ℓ = |m| + dℓ and m +
d′′ℓ
ℓ +
d′ℓ
ℓ = m +
dℓ
ℓ , the assertion (4.13) follows from (4.12)
applied to Xc.
(ii) In view of (3.13) it follows that Γℓ(d/r) Γℓ(ar/2)Γℓ(aℓ/2) σm equals∫
Ωc∩(c−Ωc)
dt Nc(t)
d′′ℓ /ℓ Nc(c− t)ν−p Nm(t) =
∫
Ωc∩(c−Ωc)
dt Nc(c− t)ν−p Nm+d′′ℓ /ℓ(t). (4.16)
Evaluating this beta-integral via [14, Theorem VII.1.7], applied to Ωc, the assertion (4.14) follows with
p =
d′ℓ+dℓ
ℓ . 
Combining these results with Propositions 4.3 and 4.4 yields the Peter-Weyl decomposition of the
reproducing kernels Kν .
We now treat briefly the exceptional case where Z is of tube type and ℓ = r. The corresponding
determinant function N does not vanish on Z˚r. Thus all negative powers of N are holomorphic on Z˚r
but do not have a continuous extension to Z = Zr. In this case the codimension is dr − dr−1 = 1 and
the Peirce manifold Mr = {Z} is just a point. The expansion (4.7) gets replaced by
f =
∑
m∈Zr+
fm,
where the summation extends over all of Zr+ := {(m1,m2, . . . ,mr) ∈ Zr : m1 ≥ m2 ≥ · · · ≥ mr}
(i.e. ‘negative’ signatures are also allowed); see [14, Chapter XII.3]. Here fm belongs to the space
Pm(Z) defined for mr < 0 as
Pm(Z) = NmrPm−mr(Z),
where N is the determinant function on Z. Similarly, one extends the definition of the spherical
polynomials Φm on Z to mr < 0 by setting
Φm(z) = N(z)
mrΦm−mr (z)
for z ∈ Z˚r = {z ∈ Z : N(z) 6= 0}. The functions
Hm(z, w) := (d/r)mE
m(z, w), m ∈ Nr+,
satisfy
Hm+k(z, w) = N(z)kHm(z, w)N(w)
k
, ∀m ∈ Nr+, ∀k ∈ N. (4.17)
Setting
Hm(z, w) := N(z)mrHm−mr(z, w)N(w)
mr
, m ∈ Zr+,
thus extends the definition of Hm also to m ∈ Zr+, and (4.17) still holds (with any m ∈ Zr+, k ∈ Z).
Note that Hm(z, e) = dmΦm(z), where as before dm = dimPm(Z).
With this notation, all the results above in this section carry over also to the present setting.
The proofs are straightforward modifications of the ones given previously, hence omitted.
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In particular, for a coefficient ‘sequence’ σ = (σm)m∈Zr+ of positive numbers, consider the Hilbert
space Hσ of holomorphic functions on Z˚r (or a suitable K-invariant open subset), endowed with the
inner product
(f |g)σ :=
∑
m∈Zr+
σm(fm|gm)Sr ,
where f =
∑
m∈Zr+
fm is the Peter-Weyl decomposition of a holomorphic function f .
Proposition 4.7. Hσ has the reproducing kernel
Kσ(z, w) =
∑
m∈Zr+
Hm(z, w)
σm
, z, w ∈ Z˚r.
As a special case, for the Hilbert space H2(Z˚r, dρ) of all holomorphic functions on Z˚r (or a suitable
K-invariant open subset) which are square-integrable with respect to the measure (3.1), the coefficients
are σm =
∫
Ω
dρ˜ Nm, and the sum extends over all m ∈ Zr+ for which the integral is finite.
Here σm can be allowed to take the value +∞, in which case 1σm is interpreted as 0, and fm = 0 for
any f ∈ Hσ. Note in particular that for ℓ = r and b = 0, the integrals (4.15) and (4.16) are infinite if
some mj < 0 [14, Theorem VII.1.1].
5. Universal differential operator and hypergeometric functions
In this section we express the reproducing kernels in a more conceptual way and relate them to
hypergeometric functions. By polarization and K-invariance, it suffices to express the reproducing
kernel Kσ on the diagonal of Ωc. Consider the universal differential operator
Dℓ := N
a
2 (ℓ−r)
c ∂
b
NcN
a
2 (r−ℓ−1)+b+1
c
(
∂NcN
a
2
c ∂
a−1
Nc
)r−ℓ
N
a
2 (r−ℓ+1)−1
c (5.1)
on Ωc, which has order ℓ((r − ℓ)a+ b) = d′′ℓ and is independent of the Hilbert space chosen.
The following theorem is our main theorem in the general setting.
Theorem 5.1. Consider coefficients (σm)m∈Nℓ+ , with σm =
∫
Ωc
dρ˜ Nm for radial measures. Then the
reproducing kernel K satisfies
Kσ(
√
t,
√
t) =
Γℓ(aℓ/2)
Γℓ(d/r) Γℓ(ar/2)
Dℓ
( ∑
m∈Nℓ+
Γℓ(m+ d
′
ℓ/ℓ)
σm
Emc (t)
)
. (5.2)
Proof. By [28, Lemma 2.6 and Lemma 2.7] we have dm := dimPm(Z) = (d/r)m(d′/r)m d′m, where
d′
m
=
∏
i<j
mi −mj + a2 (j − i)
a
2 (j − i)
(mi −mj + 1 + a2 (j − i− 1))a−1
(1 + a2 (j − i− 1))a−1
(5.3)
is the ‘tube type’ dimension and the factor
(d/r)m
(d′/r)m
=
(1 + a2 (r − 1) + b)m
(1 + a2 (r − 1))m
=
r∏
j=1
(1 + a2 (r − j) +mj)b
(1 + a2 (r − j))b
occurs only for non-tube type domains (b > 0). If mj = 0 for j > ℓ we obtain
dm
dc
m
=
ℓ∏
i=1
(mi + 1 +
a
2 (r − i))b
(1 + a2 (r − i))b
∏
1≤i≤ℓ<j≤r
mi +
a
2 (j − i)
a
2 (j − i)
(mi + 1 +
a
2 (j − i− 1))a−1
(1 + a2 (j − i− 1))a−1
=
Am
A0
,
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where Am :=
ℓ∏
i=1
(mi + 1 +
a
2 (r − i))b
∏
1≤i≤ℓ<j≤r
(mi +
a
2 (j − i))(mi + 1 + a2 (j − i− 1))a−1. We have
ℓ∏
i=1
(mi + 1 +
a
2
(r − i))b =
ℓ∏
i=1
Γ(mi + 1+ b +
a
2 (r − i))
Γ(mi + 1 +
a
2 (r − i))
=
Γℓ(m+ d/r)
Γℓ(m+ d′/r)
, (5.4)
since dr = 1 + b+
a
2 (r − 1) and d
′
r = 1 +
a
2 (r − 1). Moreover, for each i ≤ ℓ,
r∏
j=ℓ+1
(mi +
a
2
(j − 1)) (mi + 1 + a
2
(j − i− 1))a−1 =
r∏
j=ℓ+1
(mi +
a
2
(j − 1)) Γ(mi +
a
2 (j − i+ 1))
Γ(mi + 1 +
a
2 (j − i− 1))
=
r∏
j=ℓ+1
mi +
a
2 (j − 1)
mi +
a
2 (j − i− 1)
Γ(mi +
a
2 (j − i+ 1))
Γ(mi +
a
2 (j − i− 1))
=
mi +
a
2 (r − 1)
mi +
a
2 (ℓ− 1)
Γ(mi +
a
2 (r − i))
Γ(mi +
a
2 (ℓ− i))
Γ(mi +
a
2 (r + 1− i))
Γ(mi +
a
2 (ℓ+ 1− i))
=
Γ(1 +mi +
a
2 (r − i))
Γ(1 +mi +
a
2 (ℓ − i))
Γ(mi +
a
2 (r + 1− i))
Γ(mi +
a
2 (ℓ+ 1− i))
.
Taking the product over 1 ≤ i ≤ ℓ yields, together with (5.4),
Am =
Γℓ(m+ d/r)
Γℓ(m+ d′/r)
Γℓ(m+ d
′/r) Γℓ(m+ ar/2)
Γℓ(m+ d′ℓ/ℓ) Γℓ(m+ aℓ/2)
=
Γℓ(m+ d/r) Γℓ(m+ ar/2)
Γℓ(m+ d′ℓ/ℓ) Γℓ(m+ aℓ/2)
. (5.5)
Putting 〈β〉m :=
ℓ∏
i=1
(β +mi − a2 (i − 1)), we also have
Am =
b∏
t=1
〈t+ a
2
(r − 1)〉m
∏
j>ℓ
〈a
2
(j − 1)〉m
a−1∏
s=1
〈s+ a
2
(j − 2)〉m.
In view of (4.11) the Lc-invariant differential operator Dα := N
1−α
c ∂NcN
α
c of order ℓ on Ωc satisfies
Dα E
m
c = 〈α +
a
2
(ℓ − 1)〉m Emc (5.6)
for all m ∈ Nℓ+, since Dα Nm = 〈α + a2 (ℓ − 1)〉m Nm by [13, p. 296] applied to Xc. The identity
a−1∏
s=1
Ds+β = N
−β
c ∂
a−1
Nc
Na+β−1c yields a factorization
Dℓ = N
a
2 (ℓ−r)
c ∂
b
Nc N
a
2 (r−ℓ)+b
c
r−ℓ∏
k=1
N
1− a2 k
c ∂Nc N
a
2
c ∂
a−1
Nc
N
a
2 (1+k)−1
c
= N
a
2 (ℓ−r)
c ∂
b
NcN
a
2 (r−ℓ)+b
c
r−ℓ∏
k=1
D a
2 k
N
a
2 (1−k)
c ∂
a−1
Nc
N
a
2 (1+k)−1
c =
b∏
t=1
Dt+ a2 (r−ℓ)
r−ℓ∏
k=1
D a
2 k
( a−1∏
s=1
Ds+ a2 (k−1)
)
=
( b∏
t=1
Dt+a2 (r−ℓ)
) r∏
j=ℓ+1
(
D a
2 (j−ℓ)
a−1∏
s=1
Ds+ a2 (j−ℓ−1)
)
. (5.7)
Therefore Dℓ Emc = Am Emc = A0 dmdc
m
Emc . Expressing A0 via (5.5), the assertion follows with (4.9),
since Em(
√
t,
√
t) = Emc (t). 
For ℓ = 1 a slightly different representation, with a simpler proof, can be given.
Theorem 5.2. Let ℓ = 1. Consider coefficients (σm)m≥0, with σm =
∞∫
0
dρ˜(t) tm for radial measures.
Then Hσ has the reproducing kernel
Kσ1 (z, w) =
Γ(a/2)
Γ(d/r) Γ(ar/2)
t
1−r
2 a ∂bt t
r−1
2 a+b
r∏
j=2
Djt+ tDj
2
( ∑
m≥0
tm
σm
)∣∣
t=(z|w), (5.8)
where Dj := t
a− a2 j ∂at t
a
2 j−1 is a differential operator of order a.
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Proof. For partitions of length 1, putting m1 = m and mi = 0 for i > 1, by (5.3) we obtain the (tube
type) dimension
d′(m) =
r∏
j=2
m+ a2 (j − 1)
a
2 (j − 1)
(m+ 1 + a2 (j − 2))a−1
(1 + a2 (j − 2))a−1
=
r∏
j=2
m+ a2 (j − 1)
a
2 (j − 1)
Γ(m+ a2 j)
Γ(a2 j)
Γ(1 + a2 (j − 2))
Γ(m+ 1 + a2 (j − 2))
=
r∏
j=2
Γ(1 + a2 (j − 2))
a(j − 1) Γ(a2 j)
r∏
j=2
(2m+ a(j − 1)) Γ(m+ a2 j)
Γ(m+ 1 + a2 (j − 2))
=
1
C′
r∏
j=2
( Γ(m+ a2 j)
Γ(m+ a2 (j − 2))
+
Γ(m+ 1 + a2 j)
Γ(m+ 1 + a2 (j − 2))
)
where
C′ = ar−1(r − 1)!
r∏
j=2
Γ(a2 j)
Γ(1 + a2 (j − 2))
= 2r−2a
(r − 1)!
(r − 2)!
Γ(a2 (r − 1)) Γ(ar2 )
Γ(a2 )
= 2r−1
Γ(d
′
r ) Γ(
ar
2 )
Γ(a2 )
. (5.9)
For β ∈ R we have
∂at t
β = β(β − 1) · · · (β + 1− a) tβ−a = Γ(1 + β)
Γ(1 + β − a) t
β−a. (5.10)
It follows that
(Djt+tDj)t
m = ta−
a
2 j ∂at t
m+ a2 j+t1+a−
a
2 j ∂at t
m−1+ a2 j =
( Γ(m+ a2 j)
Γ(m+ a2 (j − 2))
+
Γ(m+ 1 + a2 j)
Γ(m+ 1 + a2 (j − 2))
)
tm.
Since d(m) =
(d/r)m
(d′/r)m
d′(m) =
1
C (
r−1
2 a+1+m)b d
′
(m), with C := C
′ (1+ a2 (r− 1))b = 2r−1 Γ(d/r) Γ(ar/2)Γ(a/2) ,
it follows that
1
C
(
t
1−r
2 a ∂bt t
r−1
2 a+b
) r∏
j=2
(Djt+ tDj)t
m = d(m)t
m.
In view of (4.10), the assertion follows since (
√
tc|√tc) = t. 
Since t
1−r
2 a ∂bt t
r−1
2 a+b
r∏
j=2
(Djt+ tDj) = 2
r−1D1, (5.8) agrees with Theorem 5.1.
Let X be a euclidean Jordan algebra, of dimension d and rank r. For complex parameters α1, . . . , αp
and β1, . . . , βq, the hypergeometric function is the formal power series
pFq
(α1, . . . , αp
β1, . . . , βq
∣∣∣ z) = ∑
m∈Nr+
(α1)m . . . (αp)m
(β1)m . . . (β1)m
Em(z, e) =
∑
m∈Nr+
(α1)m . . . (αp)m
(β1)m . . . (β1)m
dm
(dr )m
Φm(z), (5.11)
assuming that the Pochhammer symbols in the denominator don’t vanish for all m ∈ Nr+. For p ≤ q
this series defines an entire function on XC; for p = q + 1 it converges on the unit ball XˇC, and for
p > q it has empty domain of convergence. For p = q = 1 we obtain the confluent hypergeometric
function
1F1
(α
β
∣∣∣ z) = ∑
m∈Nr+
(α)m
(β)m
Em(z, e) ∀ z ∈ XC.
Corollary 5.3. For the Ka¨hler potentials φℓ introduced above the reproducing kernel Kνℓ associated with
the measure (3.11) satisfies
Kνℓ (
√
t,
√
t) = Dℓ Fνℓ (t),
where (i) for the potential φℓ(w) = (w|w)α on Z˚ℓ we have
Fνℓ (t) =
νdℓ
αdℓ
∑
m∈Nℓ+
Γℓ(m+ d
′
ℓ/ℓ)
Γℓ(m+ dℓ/ℓ)
Γ(dℓ + |m|)
Γ(dℓ + |m|/α) E
m
c (ν
1/αt) (5.12)
for t ∈ Ωc, simplifying to
Fνℓ (t) = νdℓ
Γℓ(d
′
ℓ/ℓ)
Γℓ(dℓ/ℓ)
1F1
(d′ℓ/ℓ
dℓ/ℓ
∣∣∣ νt) (5.13)
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for α = 1, and (ii) for the potential φℓ(w) := log∆(w,w)
−p on Z˚ℓ ∩ Zˇ, dρ) we have
Fνℓ (t) =
Γℓ(ν) Γℓ(d
′
ℓ/ℓ)
Γℓ(ν − dℓ/ℓ) Γℓ(dℓ/ℓ) 2F1
(d′ℓ
ℓ ; ν
dℓ
ℓ
∣∣∣ t) (5.14)
for t ∈ Ωc ∩ (c− Ωc).
Proof. In view of (5.2), the assertions follow with (4.13) and (4.14), respectively. 
Corollary 5.4. In the rank ℓ = 1 setting the reproducing kernel satisfies
Kν1 (z, w) =
Γ(a/2)
Γ(d/r) Γ(ar/2)
t
1−r
2 a ∂bt t
r−1
2 a+b
r∏
j=2
Djt+ tDj
2
Fν1 (t)
∣∣
t=(z|w)
where (i) for the potential φ1(w) = (w|w)α on Z˚1 we have
Fν1 (t) =
νp−1
αp−1
E 1
α ,p−1(ν
1/αt) =
νp−1
αp−1
∑
m≥0
νm/αtm
Γ(p− 1 +m/α) (5.15)
for t > 0, where EA,B(t) :=
∞∑
m=0
tm
Γ(Am+B) is the generalized Mittag-Leffler function, and (ii) for the
potential φ1(w) = ∆(w,w)
−p on Z˚1 ∩ Zˇ we have
Fν1 (t) =
1
Γ(ν + 1− p)
∑
m≥0
Γ(ν +m)
Γ(p− 1 +m) t
m (5.16)
for 0 < t < 1.
Proof. In view of (4.6), (5.12) simplifies to (5.15), since d1 = p−1 and d′1 = 1. Similarly, (5.14) simplifies
to (5.16). 
6. Asymptotic expansion of Bergman kernels
For a given Ka¨hler potential φ, the function e−νφ(w)Kν(w,w) is closely related to theKempf distor-
tion function (or Rawnsley’s ǫ-function) which is of importance in the study of projective embeddings
and constant scalar curvature metrics (Donaldson [9]), where a prominent role is played by the asymp-
totic behavior as ν → +∞ (sometimes referred to as Tian-Yau-Zelditch (TYZ) expansion). For more
details, see [10]. In this section, we prove our major results concerning the asymptotic expansion.
Theorem 6.1. Let ℓ = 1 and dρ(t) = αe−νt
α
tα(p−1)−1 dt. Then the reproducing kernel of the associated
Hilbert space Hν := Hρ of holomorphic functions on Z˚1 satisfies
Γ(d/r) Γ(ar/2)
Γ(a/2) νp−1
e−ν(z|z)
α Kν1 (z, z) =
p−2∑
j=0
bj
νj (z|z)jα +O(e
−ην(z|z)α)
as ν → +∞, with some η > 0 and constants bj independent of z and ν. Furthermore, b0 = 1.
Proof. Put s = ν1/αt. As s→ +∞, it is known that
EA,B(s) =
1
A
s(1−B)/Aes
1/A
+O(e(1−η)s
1/A
)
with some η > 0, see [10] (one can take any 0 < η < 1√
2
(1 − cos 2πA ) for A ≥ 4, and any 0 < η < 1√2
for 0 < A ≤ 4); furthermore, this remains valid if a derivative of any order is applied to the left-hand
side and to the first term on the right-hand side. In our case, 1/A = α and (1 − B) = 2 − p. For any
polynomial P (s) and constants γ, c ∈ R, a simple induction argument shows that
∂ks s
γα+cP (sα)es
α
= sγα+c−kQ(sα)es
α
with another polynomial Q of degree degP + k, whose leading coefficient equals αk times the leading
coefficient of P . It follows that
sDj+Djs
2 s
γαP (sα)es
α
= sγαQ(sα)es
α
, with degQ = degP + a and
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leading (Q) =leading(P ) ·αa; and similarly for the differential operator s 1−r2 a∂bss
r−1
2 a+b. Altogether we
get
s
1−r
2 a∂bss
r−1
2 a+b
r∏
j=2
sDj +Djs
2
sγαes
α
= sγαQ(sα)es
α
,
where Q has degree (r − 1)a + b = p − 2 and leading coefficient α(r−1)a+b = αp−2. Taking γ = 2 − p
and using Corollary 5.4 gives the result. 
The asymptotic expansion as ν → +∞ (with the other parameters fixed) of the kernels from Corol-
lary 5.3 can also be obtained by standard methods. As our main results, we will now derive the
asymptotic expansion of the reproducing kernel functions associated with the Ka¨hler potentials φℓ(w)
from Proposition 3.6, both in the flat and the bounded setting. By Corollary 5.3 this is closely related
to the asymptotic expansion of multi-variable hypergeometric functions, which by itself is a difficult
matter. Accordingly, the following two theorems are of independent interest.
Theorem 6.2. For Reα > dr − 1 and Re β > dr − 1, there is an asymptotic expansion
Γr(α)
Γr(β)
1F1
(α
β
∣∣∣ z) ≈ e(z|e)
N(z)β−α 2
F0
( d
r − α, β − α
−
∣∣∣ z−1) (6.1)
as |z| → +∞ while z|z| stays in a compact subset of Ω. In particular,
Γr(d/r)
Γr(β)
1F1
(d/r
β
∣∣∣ z) ≈ e(z|e)
N(z)β−d/r
. (6.2)
These expansions can be differentiated termwise any number of times.
Here as usual (6.1) means that for any k = 0, 1, 2, . . . we have
∣∣∣Γr(α)Γr(β) N(z)β−αe(z|e) 1F1(αβ∣∣∣ z) − ∑|m|≤k
∣∣∣ =
O(|z|−k−1) as |z| → ∞, when 2F0 is expanded as a formal (nowhere convergent) power series according
to (5.11).
Proof. For any z ∈ Ω, the element g = P 1/2z ∈ Aut(Ω) satisfies z = ge and g = g∗. Hence (gx|e) =
(x|ge) = (x|z). Let Reα > dr − 1, Re(β − α) > dr − 1. By [14, Proposition XI.1.4] we have the integral
representation
Γr(α)
Γr(β)
1F1
(α
β
∣∣∣ z) = 1
Γr(β − α)
∫
Ω∩(e−Ω)
dx e(gx|e) N(x)α−d/r N(e− x)β−α−d/r
=
1
Γr(β − α)
∫
Ω∩(e−Ω)
dx e(x|z) N(x)α−d/r N(e− x)β−α−d/r. (6.3)
(The result is stated there only for z ∈ Ω ∩ (e − Ω) but with general hypergeometric function pFq; for
p = q as we have here, the proof there actually works without changes for all z ∈ Ω.) Making the
change of variable x 7→ e− x in (6) gives
Γr(α)
Γr(β)
1F1
(α
β
∣∣∣ z) = e(z|e)
Γr(β − α)
∫
Ω∩(e−Ω)
dx e−(x|z) N(e− x)α−d/r N(x)β−α−d/r. (6.4)
The rest of the proof is divided into two parts. In the first part we prove the assertion under the
assumption Re(β − α) ≥ dr . In this case the contribution to the last integral from the complement
of any neighbourhood of zero is exponentially small as |z| → +∞ as above. Indeed, if z|z| stays in a
compact subset of Ω, then (x|z) ≥ c|x||z| for all x ∈ Ω with some c > 0 [14, I.1.5], so the integral over
|x| > δ is O(e−cδ|z|) as |z| → +∞. This implies (6.2) since, up to an error of O(e−cδ|z|), we have
Γr(d/r)
Γr(β)
1F1
(d/r
β
∣∣∣ z) ≈ e(z|e)
Γr(β − d/r)
∫
Ω
dx e−(x|z) N(x)β−2d/r = e(z|e) N(z)d/r−β.
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In order to show (6.1), consider the Faraut-Koranyi ‘binomial theorem’ [14, XII.1.3]
N(e− x)α− dr = 1F0
(d
r − α
−
∣∣∣x) =∑
m
(d
r
− α
)
m
Em(x, e) uniformly. (6.5)
For |x| ≤ δ, with δ < 1, the remainder ∑
|m|≥k
of the last series is ≤ Ck|x|k in modulus, for each
k = 0, 1, . . . , with some finite constant Ck. Hence∫
Ω∩{|x|<δ}
dx e−(x|z) |x|k N(x)β−α−d/r ≤
∫
Ω∩{|x|<δ}
dx e−c|x||z||x|k+r(β−α)−d ≤
∫
X
dx e−c|x||z||x|k+r(β−α)−d
= vol(Sd−1)
∞∫
0
dt e−ct|z| tk+r(β−α)−1 =
vol(Sd−1) Γ(k + r(β − α))
(c|z|)k+r(β−α) = O(|z|
−k−r(β−α)).
Substituting (6.5) into (6.4) we thus get, for each k = 0, 1, . . . ,
1
Γr(β − α)
∫
Ω∩{|x|<δ}
dx e−(x|z) N(e− x)α−d/r N(x)β−α−d/r
=
∑
|m|<k
(d/r − α)m 1
Γr(β − α)
∫
Ω∩{|x|<δ}
dx e−(x|z) Eme (x) N(x)
β−α− dr +O(|z|−k−r(β−α)).
(6.6)
The integral term, again up to an error of O(e−cδ|z|), equals
1
Γr(β − α)
∫
Ω
dx e−(x|z) Eme (x) N(x)
β−α− dr = (β − α)m Eme (z−1) N(z)α−β
by [14, XI.2.3]. Inserting this into (6.6), we get (6.1). Furthermore, standard arguments used in the
stationary phase method (which is essentially what the proof above was about) show that (6.1) (and
(6.2)) can be differentiated termwise any number of times. We have thus established the theorem under
the hypothesis Re(β − α) ≥ dr .
The second part of the proof removes this restriction via a shifting argument in the parameter β.
Suppose (β − 1)1 6= 0. The elementary relation (β − 1)m 〈β − 1〉m = (β − 1)1 (β)m together with
Dβ−drE
m
e = 〈β − 1〉m Eme (cf. (5.6)) implies
Γr(α)
Γr(β − 1) 1F1
( α
β − 1
∣∣∣ z) = Γr(α)
Γr(β)
(β − 1)1 1F1
( α
β − 1
∣∣∣ z) = Γr(α)
Γr(β)
Dβ−dr 1F1
(α
β
∣∣∣ z) (6.7)
In the special case α = d/r assume that the expansion (6.2) holds for parameter β. Then
Γr(d/r)
Γr(β − 1) 1F1
( d/r
β − 1
∣∣∣ z) = Γr(d/r)
Γr(β)
Dβ− dr 1F1
(d/r
β
∣∣∣ z)
≈ Dβ−dr
( e(z|e)
N(z)β−d/r
)
= N(z)1−β+d/r ∂Ne(z|e) =
e(z|e)
N(z)β−1−d/r
since N(e) = 1. Thus (6.2) holds also for β − 1 instead of β.
The general case requires more effort. Suppose mj >
a
2 (j − r) + Reα − 1. Then [14, Lemma XI.2.3]
implies ∫
Ω
dx e−(x|z) N(x)−α Eme (x) = Γr(m− α+ d/r) N(z)α−d/r Eme (z−1). (6.8)
The L-invariant polynomial N(e− x) Eme (x) has a (finite) Peter-Weyl decomposition
N(e− x) Eme (x) =
∑
n
Cm
n
Ene (x)
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with unique coefficients Cm
n
related to the so-called Pieri rules [25, Section 4] (thus Cm
n
6= 0 implies
m ⊂ n and |n| ≤ |m|+ r). For any γ the calculation∑
n
(γ − 1)n Ene (z) = ∆(z, e)1−γ = N(e− z)1−γ = N(e− z) ∆(z, e)−γ
= N(e− z)
∑
m
(γ)m E
m
e (z) =
∑
m
(γ)m
∑
n
Cm
n
Ene (z) =
∑
n
Ene (z)
∑
m
Cm
n
(γ)m
implies
(γ − 1)n =
∑
m
Cm
n
(γ)m (6.9)
for all n ∈ Nr+. We claim that for each m and all α ∈ C we have(d
r
− α
)
m
∂N
(
e(z|e) N(z)α−d/r Eme (z
−1)
)
= e(z|e) N(z)α−d/r
∑
n
Cm
n
(d
r
− α
)
n
Ene (z
−1). (6.10)
In fact for all values of α for which the various integrals above converge we have
Γr(m− α+ d/r) ∂N
(
e(z|e) N(z)α−d/r Eme (z
−1)
)
= ∂N
(
e(z|e)
∫
Ω
dx e−(x|z) N(x)−α Eme (x)
)
= ∂N
(∫
Ω
dx e(e−x|z) N(x)−α Eme (x)
)
=
∫
Ω
dx N(e− x) e(e−x|z) N(x)−α Eme (x)
= e(z|e)
∫
Ω
dx e−(x|z) N(x)−α N(e− x) Eme (x) = e(z|e)
∑
n
Cm
n
∫
Ω
dx e−(x|z) N(x)−α Ene (x)
= e(z|e) N(z)α−d/r
∑
n
Cm
n
Γr(n− α+ d/r) Ene (z−1),
using (6.8) with nj ≥ mj in the last step. Since both sides of (6.10) are entire functions of α, (6.10)
holds in general by analytic continuation. Now assume that (6.1) holds for some β with (β − 1)1 6= 0.
With (6.10) and (6.9), applied to γ := β − α, we obtain
Γr(α)
Γr(β − 1) 1F1
( α
β − 1
∣∣∣ z) = Γr(α)
Γr(β)
(β − 1)1 1F1
( α
β − 1
∣∣∣ z) = Γr(α)
Γr(β)
Dβ−dr 1F1
(α
β
∣∣∣ z)
≈
∑
m
(d
r
− α
)
m
(β − α)mDβ− dr
( e(z|e)
N(z)β−α
Eme (z
−1)
)
=
∑
m
(β − α)m N(z)1−β+d/r
(d
r
− α
)
m
∂N
(
e(z|e) N(z)α−d/r Eme (z
−1)
)
=
∑
m
(β − α)m e
(z|e)
N(z)β−1−α
∑
n
Cm
n
(d
r
− α
)
n
Ene (z
−1)
=
e(z|e)
N(z)β−1−α
∑
n
(d
r
−α
)
n
Ene (z
−1)
∑
m
Cm
n
(β−α)m = e
(z|e)
N(z)β−1−α
∑
n
(d
r
−α
)
n
(β−1−α)n Ene (z−1).
Thus (6.1) also holds for β− 1 in place of β. By induction, this proves (6.1) even for all complex β such
that (β)m 6= 0 ∀m (which includes, in particular, all β with Re β > dr − 1). 
Using Kummer’s relation
1F1
(α
β
∣∣∣ z) = e(z|e)1F1(β − α
β
∣∣∣ − z) (6.11)
(which can be gleaned for z ∈ Ω from (6) by making the change of variable x 7→ e−x, and for general z
by analytic continuation), it is even possible to relax also the condition on α in Theorem 6.2; the theorem
thus holds in fact for all α, β such that (α)m(β)m 6= 0 ∀m. We omit the details.
Our second main result in this section gives the asymptotic expansion for the multi-variable Gauss
hypergeometric function 2F1, for a euclidean Jordan algebra X of dimension d and rank r.
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Theorem 6.3. Let α, β > dr − 1 and y ∈ Ω ∩ (e− Ω). Then there is an asymptotic expansion
Γr(α) Γr(ν)
Γr(β)
2F1
(α, ν
β
∣∣∣ y) ≈ Γr(α− β + ν) N(y)α−β
N(e − y)α−β+ν 2F1
( d
r − α, β − α
d
r + β − α− ν
∣∣∣ e− y−1) (6.12)
as ν → +∞. In particular
Γr(d/r) Γr(ν)
Γr(β)
2F1
(d/r, ν
β
∣∣∣ y) ≈ Γr(d/r − β + ν) N(y)d/r−β
N(e− y)d/r−β+ν . (6.13)
These expansions can be differentiated any number of times.
Proof. For ν > dr − 1, we have the integral representation [14, XV.1.3]
Γr(ν) 2F1
(α, ν
β
∣∣∣ y) = N(y)−ν ∫
Ω
dx e−(x|y
−1)
1F1
(α
β
∣∣∣ x) N(x)ν− dr . (6.14)
Since y ∈ Ω ∩ (e − Ω) it follows that z := y−1 − e ∈ Ω. The hypothesis α, β > dr − 1 ensures that
(α)m, (β)m > 0 ∀m and also (α)m is a nondecreasing function of α for each m. Choose an integer
M ≥ 0 so that α ≤ β +M. Kummer’s relation (6.11) and the fact that 1F1
(−M
β
∣∣∣x) is a polynomial of
degree M imply
1F1
(α
β
∣∣∣x) ≤ 1F1(β +M
β
∣∣∣ x) = e(x|e)1F1(−M
β
∣∣∣x) ≤ cM (x|z)Me(x|e) (6.15)
for some constant cM > 0. The expression δz(x) :=
N(x)
(x|z)r defines a positive continuous function on Ω \
{0}, which is homogeneous of degree 0 and vanishes at the boundary ∂Ω \ {0}. Put Uδ := {x ∈ Ω :
δz(x) < δ}. Write x = tζ, where t = (x|z) > 0 while ζ ∈
(
z
(z|z) ⊕ z⊥
)
∩ Ω =: Ωz satisfies (ζ|z) = 1.
With dx = td−1dt dζ we obtain
1
cM
∫
Uδ
dx e−(x|y
−1)
1F1
(α
β
∣∣∣x) N(x)ν− dr ≤ ∫
Uδ
dx e−(x|z) (x|z)M+rν−d N(x)ν− dr
= δν−d/r
∫
Uδ
dx e−(x|z) (x|z)M+rν−d = δν−d/r |Uδ∩Ωz |
∞∫
0
dt td−1 e−t tM+rν−d = |Uδ∩Ωy | Γ(M+rν) δν− dr .
Since Γ(M+rν)Γr(ν) ∼ (rν)Mν
r(r−1)
2 a
(2π)
1−r
2√
r
rrνν
r−1
2 by Stirling’s formula, we get
N(y)−ν
Γr(ν)
∫
Uδ
dx e−(x|y
−1)
1F1
(α
β
∣∣∣ x) N(x)ν− dr ≤ c′( rrδ
N(y)
)ν
νM+
r−1
2 −
r(r−1)
2 a.
For δ < N(y)rrN(e−y) , this is exponentially smaller as ν → +∞ than the right-hand side of (6). It follows
that the contribution to (6.14) from the integral over Uδ, for δ > 0 small enough, is negligible compared
to the right-hand side of (6). It is therefore enough to integrate in (6.14) over Ω \ Uδ, where however
it is legitimate to replace 1F1 by its asymptotic expansion (6.1) obtained in Theorem 6.2. By the same
argument as above the integrations over Ω \ Ω(δ) can be replaced by integrations over Ω up to an
exponentially small error.
In the special case α = d/r this implies (6.13) since
N(y)ν
Γr(d/r) Γr(ν)
Γr(β)
2F1
(d/r, ν
β
∣∣∣ y) ≈ ∫
Ω
dx e−(x|y
−1) e
(x|e)
N(x)β−d/r
N(x)ν−
d
r =
∫
Ω
dx e−(x|y
−1−e) N(x)ν−β
= Γr(ν − β + d/r) N(y−1 − e)β−ν−d/r = Γr(ν − β + d/r) N(y)
ν−β+d/r
N(e− y)ν−β+d/r
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using [14, Proposition VII.1.2], and
N(y−1 − e) = N(y−1)N(e− y). (6.16)
The general case requires more effort. Put m∗ = (mr, . . . ,m2,m1). Then Φm(x−1) = Φ−m∗(x) =
Φm1−m∗(x)N(x)
−m1 [14, p. 258] and Γr(γ − m∗) = (−1)|m| Γr(γ)( dr−γ)m . By [14, XI.2.3] the spherical
polynomial Φm satisfies∫
Ω
dx e−(x|z)Φm(x−1) N(x)γ−
d
r =
∫
Ω
dx e−(x|z)Φm1−m∗(x)N(x)
γ−m1− dr
= Γr(m1 −m∗ + γ −m1) Φm1−m
∗(z)
N(z)γ−m1
= Γr(γ −m∗) Φm(z)
N(z)γ
=
Γr(γ)
(dr − γ)m
Φm(−z)
N(z)γ
. (6.17)
Putting γ := α− β + ν and using (6) for Eme (which is proportional to Φm), this yields
Γr(α)
Γr(β)
2F1
(α, ν
β
∣∣∣ y) ≈ N(y)−ν
Γr(ν)
∫
Ω
dx e−(x|y
−1−e) N(x)α−β
∑
m
(
d
r
− α)m (β − α)m Eme (x−1) N(x)ν−
d
r
=
N(y)−ν
Γr(ν)
∑
m
(
d
r
− α)m (β − α)m
∫
Ω
dx e−(x|y
−1−e) N(x)α−β+ν−
d
r Eme (x
−1)
=
N(y)−ν
Γr(ν)
∑
m
(
d
r
− α)m (β − α)m Γr(α − β + ν)
(dr + β − α− ν)m
N(y−1 − e)β−α−ν Eme (e − y−1)
=
N(y)α−β
N(e− y)α−β+ν
Γr(α− β + ν)
Γr(ν)
∑
m
(dr − α)m (β − α)m
(dr + β − α− ν)m
Eme (e − y−1) (6.18)
using (6.16) again. Now (6.12) follows. 
Spending a little more time on the estimate (6.15), it is again possible to extend the last theorem to
all complex α, β such that (α)m(β)m 6= 0 ∀m. We omit the details.
For r = 1, so that 2F1 reduces to the ordinary Gauss hypergeometric function, it is possible to give
a different proof by using one of the relations among ‘Kummer’s 24 integrals’, namely [4, 2.9 (27)]
2F1
(α, ν
β
∣∣∣ z) = Γ(1− ν) Γ(β)
Γ(α− ν + 1) Γ(β − α)z
−α
2F1
(α− β + 1, α
α− ν + 1
∣∣∣ 1
z
)
+
Γ(1− ν) Γ(β)
Γ(α) Γ(β − α− ν − 1)
(
1− 1
z
)β−α−ν(
− 1
z
)ν
2F1
( β − α, 1− α
β − α− ν + 1
∣∣∣ 1− 1
z
)
,
(6.19)
and then arguing that the first summand is negligible while the second, upon some technical work to
show that it yields an asymptotic expansion as ν → +∞ even though 1− 1z in general no longer lies in
the unit disc (and making sense of the asymptotics of the Gamma functions on the negative half-axis),
gives (6.12). Although the analogues of Kummer’s 24 integrals for the general case have been worked
out by Koranyi [17], we are not aware of anything like (6.19) in the literature, and do not know if this
line of proof is feasible.
As an application of the previous two theorems we obtain the TYZ-expansion of the reproducing
kernels, both in the flat and the bounded settting.
Corollary 6.4. (i) For α = 1, the kernel (5.13) has the asymptotic expansion
e−ν(t|c) Kν(
√
t,
√
t) ≈ ν
dℓ
p0(t)
d′′ℓ∑
j=0
pj(t)
νj
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as ν → +∞, uniformly in compact subsets of Ωc. Here pj(t) are polynomials, with p0(t) = N(t)d′′ℓ .
(ii) The kernel (5.14) has the asymptotic expansion
Nc(c− t)ν Kν(
√
t,
√
t) ≈ Γℓ(ν − d
′′
ℓ /ℓ) ν
d′′ℓ
Γℓ(ν − dℓ/ℓ) p0(t)
d′′ℓ∑
j=0
pj(t)
νj
(6.20)
as ν → +∞, uniformly on compact subsets of Ωc ∩ (c − Ωc). Here pj(t) are polynomials, with p0(t) =
N(c− t)d′′ℓ (1−1/ℓ) N(t)d′′ℓ = N(c− t)(ℓ−1)(a(r−ℓ)+b) N(t)ℓ(a(r−ℓ)+b).
Proof. Put φ(t) = e(t|c), ψ(t) = 1 in the flat case, and φ(t) = Nc(c − t)−1, ψ(t) = Nc(c − t) in the
bounded case. Let ∂u denote the partial derivative in direction u ∈ Xc. By the Leibniz rule, for any
polynomial p(t) there exist polynomials p1(t), p0(t) such that
φ(t)−ν∂u
(
φνψβNγc p
)
(t) = ψβ−1(t) Nc(t)γ−1(νp1(t) + p0(t)),
with highest term p1(t) given by (t|u) Nc(t) p(t) and (∂uNc)(c−t) Nc(t) p(t), respectively. By induction,
there exist polynomials p0(t), . . . , pk(t), such that
φ(t)−ν∂u1 . . . ∂uk
(
φνψβNγc p
)
(t) = ψ(t)β−k Nc(t)γ−k
k∑
j=0
νjpj(t),
with highest term pk(t) given by (t|u1) . . . (t|uk)Nc(t)kp(t) and (∂u1Nc)(c−t) . . . (∂ukNc)(c−t)Nc(t)kp(t),
respectively. Now let p(t) be Lc-invariant. Then there exist Lc-invariant polynomials q0(t), . . . , qℓ(t)
such that
φ(t)−ν∂Nc
(
φνψβNγc p
)
(t) = ψ(t)β−ℓ(t) Nc(t)γ−ℓ
ℓ∑
j=0
νjqj(t),
with highest term qℓ(t) given by Nc(c)Nc(t)
ℓp(t) = Nc(t)
ℓp(t) and Nc(∇c−tNc)Nc(t)ℓp(t) = Nc(c −
t)ℓ−1Nc(t)ℓp(t), respectively. Here we use Nc(∇c−tNc) = Nc(Nc(c − t)(c − t)−1) = Nc(c − t)ℓNc((c −
t)−1) = Nc(c − t)ℓ−1. Hence for each complex α there exist Lc-invariant polynomials qα0 (c), . . . , qαℓ (t)
such that
φ(t)−ν Dα
(
φνψβNγc p
)
(t) = Nc(t)
1−α φ(t)−ν ∂Nc
(
φνψβNγ+αc p
)
(t) = ψ(t)β−ℓ Nc(t)1+γ−ℓ
ℓ∑
j=0
qαj (t),
(6.21)
with highest term qαℓ (t) = qℓ(t) independent of α. According to (5), there is a factorization Dℓ =
Dαq . . . Dα1 for suitable parameters α1, . . . , αq. Iterating (6.21) we obtain, using obvious notation
φ(t)−νDℓ
(
φ(t)νψ(t)βNc(t)
γp(t)
)
= ψ(t)β−qℓNc(t)γ−q(ℓ−1)
ℓ∑
j1,...,jq=1
νj1 . . . νjqp
α1,α2,...,αq
j1,j2,...,jq
(t)
= ψ(t)β−qℓNc(t)γ−q(ℓ−1)
qℓ∑
j=0
νjQj(t), (6.22)
with highest term Qqℓ(t) = q
α1,...,αq
ℓ,...,ℓ (t) equal to Nc(t)
qℓp(t) and Nc(c− t)q(ℓ−1)N(t)qℓp(t), respectively.
Now set p(t) = 1 and put q := (r − ℓ)a + b = d′′ℓ /ℓ. We apply Theorem 6.2 to Xc, with α = d
′
ℓ
ℓ and
β = dℓℓ = α+ q. In the flat case we obtain
e−ν(t|c) Kν(
√
t,
√
t) = νdℓ
Γℓ(d
′
ℓ/ℓ)
Γℓ(dℓ/ℓ)
e−ν(t|c) Dℓ 1F1
(d′ℓ/ℓ
dℓ/ℓ
∣∣∣ νt)
= νdℓ e−ν(t|c) Dℓ
( eν(t|c)
Nc(νt)q
(1 +O(e−δν|t|))
)
≈ νd′ℓ e−ν(t|c) Dℓ
( eν(t|c)
Nc(t)q
)
=
νd
′
ℓ
Nc(t)qℓ
qℓ∑
j=0
νj Qj(t)
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as ν → +∞, uniformly for t in a compact subset of Ωc, with some δ > 0. In the bounded case we obtain
Nc(c− t)ν Kν(
√
t,
√
t) =
Γℓ(d
′
ℓ/ℓ) Γℓ(ν)
Γℓ(dℓ/ℓ) Γℓ(ν − dℓ/ℓ) Nc(c− t)
ν Dℓ 2F1
(d′ℓ/ℓ, ν
dℓ/ℓ
∣∣∣ t)
≈ Γℓ(ν − q)
Γℓ(ν − dℓ/ℓ) Nc(c− t)
ν Dℓ
(Nc(c− t)q−ν
Nc(t)q
[1 +O(δ−ν)]
)
=
Γℓ(ν − q)
Γℓ(ν − dℓ/ℓ)
Nc(c− t)q(1−ℓ)
Nc(t)qℓ
qℓ∑
j=0
νj Qj(t)
as ν → +∞, uniformly for t in a compact subset of Ωc ∩ (c− Ωc), with some δ > 0. 
Replacing
Γℓ(ν−d′′ℓ /ℓ)
Γℓ(ν−dℓ/ℓ) by its asymptotic expansion ν
d′ℓ− d′ℓdℓℓ νd
′
ℓ−1+ . . . as ν → +∞, one obtains from
(6.20) the TYZ expansion of Nc(c − x)ν Kν(
√
x,
√
x) into decreasing powers of ν with leading power
νdℓ , which, however, does not to terminate in general.
7. Invariant measures and n-forms
The Riemann measure dΛℓ on Z˚ℓ is K-invariant, but has no invariance properties with respect to K˚
or a transitive subgroup. We will now investigate the existence of invariant measures and holomorphic
differential forms of top-degree. A complex manifold M of dimension n has a trivial canonical bundle if
there exists a nowhere vanishing holomorphic n-form Θ on M . If M := G/H for a complex Lie group
G, with Lie algebra g, and a closed complex Lie subgroup H , with Lie algebra h ⊂ g, a holomorphic
n-form Θ is called G-invariant if the pull-back g∗Θ = Θ for all g ∈ G. In other words,
Θg(z)(ζ1, . . . , ζn) = Θz(Tz(g)
−1ζ1, . . . , Tz(g)−1ζn)
for all g ∈ G, z ∈ M and holomorphic tangent vectors ζi ∈ Tg(z)(M). Let ǫ : G → M := G/H be the
evaluation map ǫ(g) := g(o) at the base point o = H ∈ M , with differential Te(ǫ) : g → To(M) for the
tangent space To(M) ≈ g/h. Every h ∈ H defines a linear transformation To(h) acting on To(M). It is
well-known [15, Lemma 1.5 and Proposition 1.6] that there exists a non-zero G-invariant holomorphic
n-form Θ on G/H if and only if detTo(h) = 1 for all h ∈ H . In this case the (n, n)-form Θ∧Θ induces
(after multiplying by a constant) a G-invariant measure on M . More generally [15, Theorem 1.7], a
non-zero invariant measure ℧ exists if and only if the weaker condition | detTo(h)| = 1 holds for all
h ∈ H .
In this section we consider such questions for the Kepler manifold M = Z˚ℓ and a suitable subgroup
G ⊂ K˚ acting transitively. If Z is of tube type and ℓ = r we take G := K˚. In all other cases (Z not
of tube type or ℓ < r) Z˚ℓ is homogeneous under the closed subgroup K˚0 generated by all commutators
in K˚, since the evaluation map from the Lie algebra k˚0 to the tangent space Tc(Z˚ℓ) is surjective. The
group K˚0 is connected, being the closure of a countable union of connected sets centered at the identity.
The group K˚1 := {g ∈ K˚ : | detZ g| = 1} contains both K˚0 and K.
By [24, Lemma 2.32] every g ∈ K˚ satisfies
gZz2 = Z
gz
2 , g
∗Zgz0 = Z
z
0 (7.1)
for all z ∈ Z, using the generalized Peirce spaces studied in [24]. Define the subgroup
K˚
U
:= {g ∈ K˚ : gU = U} = {g ∈ K˚ : gc ∈ U} ⊂ K˚,
with Lie algebra k˚
U
:= {A ∈ k : AU ⊂ U}, and its subgroup
K˚
c
:= {h ∈ K˚ : gc = c} ⊂ K˚U ,
with Lie algebra k˚
c
:= {A ∈ k : Ac = 0}. A similar notation will be used for K˚0.
Lemma 7.1. Every g ∈ K˚U satisfies gW⊥ =W⊥.
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Proof. For g ∈ K˚U we have Zgc2 = gZ2c = gU = U = Z2c . Therefore [24, Proposition 2.19] implies that
c and gc are Peirce equivalent. It follows that W = Z0c = Z
gc
0 = g
−∗Z0c = g
−∗W . This implies the
assertion. 
In particular every h ∈ K˚c ⊂ K˚U satisfies hW⊥ =W⊥. Since Tc(Z˚ℓ) = U ⊕ V =W⊥ there exists a
non-zero holomorphic dℓ-form on Z˚ℓ which is invariant under K˚ (resp., K˚0) if and only if det h|W⊥ = 1
for all h ∈ K˚c (resp. K˚c0).
The case where Z is not of tube type is uninteresting. In fact, for ℓ = r the group K˚0 acts transitively
on Z˚r and the constant d-form Θ = dz1 ∧ . . . ∧ dzd is K˚0-invariant since det g = 1 for all g ∈ K˚0. On
the other hand, if Z is not of tube type and 0 < ℓ < r then there exists A ∈ k˚0 with Ac = 0 and
trA|W⊥ 6= 0. It follows that the range of deth|W⊥ , with h ∈ K˚
c
0, is all of C \ {0}. Thus a non-zero
K˚0-invariant dℓ-form (or an invariant measure) on Z˚ℓ cannot exist.
From now on we assume that Z is of tube type. Consider first the case ℓ = r. Then Z˚r = Z˚
consists of all invertible elements in the Jordan algebra Z with unit element e and Jordan determinant
N . Moreover, U =W⊥ = Z. For A ∈ k˚ we have
trZA =
d
r
(Ae|e) = p
2
(Ae|e).
If p = 2k is even, then detZg = N(ge)
k for all g ∈ K˚. This implies detZh = N(he)k = N(e)k = 1 for
all h ∈ K˚e. Thus there exists a non-zero K˚-invariant d-form Θ on Z˚ which is given by
Θ =
dz1 ∧ . . . ∧ dzd
N(z)k
for all z ∈ Z˚, since N(gz) = N(z) N(ge) for all g ∈ K˚. On the other hand, if p is odd, there
is no holomorphic square-root of N(z)p and an invariant d-form does not exist. This occurs in two
situations: Either Z is a spin factor of odd dimension, or Z = Cr×rsym with r even. However, since
|detZh| = |N(he)|p/2 = 1 for all h ∈ K˚e, we always have an invariant positive measure ℧ on Z˚, which
(up to a positive constant) is given by
d℧(z) =
( i
2
)d dz1 ∧ dz1 ∧ . . . ∧ dzd ∧ dzd
|N(z)|p .
If p is even, the measure ℧ and the holomorphic d-form Θ are related by ℧ =
(
i
2
)d
(−1)d(d−1)/2 Θ∧Θ.
Thus the most interesting case is when Z is of tube type and 0 < ℓ < r. For 1 ≤ i, j ≤ r let k˚ij denote
the complex vector space generated by all linear transformations D(x, y), where x ∈ Zik, y ∈ Zkj and
1 ≤ k ≤ r is arbitrary.
Lemma 7.2. k˚
U
contains the spaces k˚ij if i, j ≤ ℓ, or ℓ < i, j, or i ≤ ℓ < j.
Proof. Let x ∈ Zik, y ∈ Zkj for some k. If i, j ≤ ℓ then x, y ∈
{
U k ≤ ℓ
V k > ℓ
. If i, j > ℓ then x, y ∈{
V k ≤ ℓ
W k > ℓ
. In both cases x, y ∈ Zcα for the same α = 0, 1, 2, and the Peirce multiplication rules
[20, Theorem 3.13] imply {x; y;U} ⊂ {Zcα;Zcα;U} ⊂ U . If i ≤ ℓ < j then x ∈
{
U k ≤ ℓ
V k > ℓ
and
y ∈
{
V k ≤ ℓ
W k > ℓ
. Since {U ;V ;U} = {0} = {V ;W ;U} the assertion follows in the third case. 
Consider the commuting vector fields D(ek, ek), 1 ≤ k ≤ r. By [28, Lemma 1.5] we have
[D(ck, ck), A] = (δ
k
i − δkj )A (7.2)
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for all k and A ∈ k˚ij . Denote by t−1 ⊂ k the real span of iD(ek, ek) for 1 ≤ k ≤ r, and let t be a maximal
abelian subalgebra of k containing t−1. By [28, Lemma 1.2] there is a decomposition t = t−1⊕ t1, where
t1 = {A ∈ t : Aek = 0 ∀k}. Let
k˚ = tC ⊕
∑
α
k˚α
denote the root decomposition of k˚ under tC. By [28, Theorem 1.7], we have∑
i
k˚ii = t
C ⊕
∑
α|t−1=0
k˚α.
Together with [28, Corollary 1.6] we obtain
k˚ =
r∑
i=1
k˚ii ⊕
∑
i6=j
⊕
k˚ij = t
C ⊕
∑
α|t−1=0
k˚α ⊕
∑
i6=j
⊕
k˚ij .
It follows that every A ∈ k˚ has a unique decomposition
A = ξ + η +
∑
α|t−1=0
Aα +
∑
i6=j
Aij , (7.3)
where Aij ∈ k˚ij , η ∈ tC1 satisfies ηek = 0 for all k, Aα ∈ k˚α and
ξ =
∑
k
λk D(ck, ck) ∈ tC−1.
Lemma 7.3. Let A ∈ k˚U have the decomposition (7.3). Then Aij ∈ k˚U for all i, j.
Proof. In view of Lemma 7.2 we may assume that A =
∑
j≤ℓ<i
Aij . Applying (7.2) yields
[D(ck, ck), A] =
∑
j≤ℓ<i
[D(ck, ck), Aij ] =
∑
j≤ℓ<i
(δki − δkj )Aij
for all k. For u ∈ U we have [D(ck, ck), A]u = D(ck, ck)Au−AD(ck, ck)u ∈ U since AU ⊂ U . It follows
that ∑
j≤ℓ<i
(δki − δkj )Aiju ∈ U
for all k. Choosing k ≤ ℓ we obtain −∑
ℓ<i
Aiku ∈ U. The components Aiku ∈
∑
m≤ℓ
Zim belong to
pairwise orthogonal subspaces of U⊥. Thus each Aiku = 0 and hence Aik ∈ k˚U . Choosing ℓ < k we
obtain
∑
j≤ℓ
Akju ∈ U. The components Akju ∈
∑
m≤ℓ
Zkm belong to pairwise orthogonal subspaces of U
⊥.
Thus each Akju = 0 and hence Akj ∈ k˚
U
. 
Proposition 7.4. Let Z be of tube type. Then we have for all A ∈ k˚U
trW⊥A =
p− aℓ
2 + a(ℓ− 1)trUA+
aℓ
p
trZA =
p− aℓ
2
(Ac|c) + aℓ
2
(Ae|e).
Proof. Consider the decomposition (7.3) of A. For η we have trZη =
d
r (ηe|e) = 0, trUη = dUℓ (ηc|c) = 0
and trW η =
dW
r−ℓ(η(e − c)|e − c) = 0. Hence also trV η = 0, showing that trW⊥η = 0. For a fixed root
α ∈ ∆ vanishing on t−1 choose H ∈ t such that α(H) 6= 0. Then [H,Aα] = α(H)Aα. Similarly,
[D(ck, ck), Aij ] = (δ
k
i − δkj )Aij
for all k. Putting B = Aα or B = Aij we have B = [C,B] for some C ∈ tC. It follows that trZB = 0.
Since B ∈ k˚U by Lemma 7.3 it follows that B is also a commutator in k˚U , which acts on W⊥. Thus
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trW⊥B = 0. Since C commutes with the Peirce projection π onto U and BU ⊂ U , the same argument
shows trUB = 0. Thus it remains to consider ξ. For 1 ≤ i ≤ j ≤ r and z ∈ Zij we have
ξz =
∑
k
λk D(ck, ck)z =
∑
k
λk(δ
k
i + δ
k
j )z = (λi + λj)z.
Thus trZij ξ = (λi + λj) dimZij . Put λ
′ := λ1 + . . .+ λℓ and λ′′ := λℓ+1 + . . .+ λr. Then
trUξ =
∑
i≤j≤ℓ
trZij ξ = a
∑
i<j≤ℓ
(λi + λj) + 2
∑
j≤ℓ
λj = (a(ℓ − 1) + 2)λ′,
trV ξ =
∑
i≤ℓ<j
trZij ξ = a
∑
i≤ℓ<j
(λi + λj) = a(ℓλ
′′ + (r − ℓ)λ′),
trW ξ =
∑
ℓ<i≤j
trZijξ = a
∑
ℓ<i<j
(λi + λj) + 2
∑
ℓ<j
λj = (a(r − ℓ− 1) + 2)λ′′.
Hence trW⊥ξ = pλ
′ + aℓλ′′ and trZξ = p(λ′ + λ′′). It follows that
trW⊥ξ =
p− aℓ
2 + a(ℓ− 1)trUξ +
aℓ
p
trZξ.

Lemma 7.5. Let s = (s′, s′′) ∈ U˚ × W˚ satisfy detZPs = 1. Then detW⊥Ps = Nc(s′)p−aℓ.
Proof. For all s = (s′, s′′) ∈ U˚ × W˚ the (Peirce diagonal) transformation Ps satisfies detZPs =
N(Pse)
d/r = N(s)p = Nc(s
′)p Ne−c(s′′)p. Since W = Ze−c2 has the genus p − aℓ we have detWPs′′ =
Ne−c(s′′)p−aℓ. Therefore
detW⊥Ps =
detZPs
detWPs′′
= Nc(s
′)p Ne−c(s′′)aℓ.

Theorem 7.6. Let Z be of tube type and 0 < ℓ < r. Then there exists a K˚0-invariant holomorphic
dℓ-form Θ on Z˚ℓ if and only if p− aℓ = 2+ a(r− ℓ− 1) is even. (Among all tube type domains, p− aℓ
is odd only for the symmetric matrices Z = Cr×rsym with r − ℓ even.)
Proof. For a diagonal element s =
r∑
j=1
sjcj with s1 · · · sr = 1 consider the transformation Psz = QsQez
in K˚0. Put s
′ := s1 · · · sℓ, s′′ := sℓ+1 · · · sr. For s′ = ±1 we have Psc = c. Since detZPs = 1,
Lemma 7.5 implies detW⊥Ps = s
′p−aℓ. If p− aℓ is odd, this becomes −1 if s′ = −1. Thus an invariant
dℓ-form does not exist. Now assume that p − aℓ = 2k is even. Since detZg = 1 for all g ∈ K˚0
Proposition 7.4 implies trW⊥ A = k(Ac|c) for all A ∈ k˚
U
0 . The Peirce manifold Mℓ ≈ K˚0/K˚
U
0 is
the conformal compactification of V = Z1c and is therefore simply-connected. The exact homotopy
sequence implies that K˚
U
0 is connected. Therefore Lemma 7.5 yields detW⊥g = Nc(gc)
k for all g ∈ K˚U0 .
In particular, detW⊥h = Nc(hc)
k = Nc(c)
k = 1 whenever h ∈ K˚0c , proving the existence of an invariant
dℓ-form. 
Proposition 7.7. Let Z be of tube type. In case p−aℓ = 2k is even, the invariant holomorphic n-form
Θ on Z˚ℓ (n := dℓ) has the local representation
(σ∗Θ)u,v = Nc(u)a(r−ℓ)−k dz1 ∧ . . . ∧ dzn, (7.4)
where a(r − ℓ)− k = a2 (r + 1− ℓ)− 1.
Proof. Let Θc = dz1 ∧ . . . ∧ dzn = du1 ∧ . . . ∧ dud′
ℓ
∧ dv1 ∧ . . . ∧ dvaℓ(r−ℓ). Then, up to a constant
factor, Θ is given by Θz := Θc ◦
n∧
g−1 on
n∧
Tz(Z˚ℓ) =
n∧
gW⊥, where g ∈ K˚0 satisfies gc = z. Note
that (7.1) implies g∗Zz0 = g
∗Zgc0 = Z
0
c = W so that gW
⊥ = Zz0
⊥ = Tz(Z˚ℓ). Let w := τ(u, v).
Then Zw0 = Z
Bv,−cu
0 = B
−1
c,−vZ
u
0 = B
−1
c,−vW . For u ∈ U˚ choose s = (s′, s′′) ∈ U˚ × W˚ such that
detPs = 1 and Psc = Ps′c = u. Then g := Bv,−cPs ∈ K˚0 satisfies gc = Bv,−cu = z. Therefore
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gU = gZ2c = Z
gc
2 = Z
w
2 and Z
w
0 = Z
gc
0 = g
−1∗Z0c = g
−1∗W , and hence gW⊥ = (Zw0 )
⊥. Now Lemma 3.5
implies g−1τ ′u,v(ξ, η) = P
−1
s B
−1
v,−cτ
′
u,v(ξ, η) = P
−1
s (ξ +Du,cη). It follows that
(σ∗Θ)u,v = Θw ◦
n∧
τ ′u,v = Θc ◦
n∧
g−1τ ′u,v = Θc ◦
n∧
P−1s ◦ (idU ⊕D(u, c)|V ) = Θc detW⊥P−1s detVDu,c.
Since detW⊥Ps = Nc(s
′)p−aℓ = Nc(u)k by Lemma 7.5, the assertion follows with (3.3). 
In the example of the spin factor Z = Cn+1 of rank r = 2, for ℓ = 1 it follows that p − aℓ =
2+a(r−ℓ−1) = 2 is even. Thus there exists a non-zero holomorphic n-form Θ on Z˚1 which is invariant
under K˚0 = SO(n+ 1). This n-form is well-known [23, Lemma 2.2] and has the form
Θ =
dz1 ∧ . . . ∧ dzn
z0
on the open dense subset where z0 6= 0. We have U = Cc, W = Cc and V =< c, c >⊥. For v ∈ V we
obtain Qvc =
1
2{v; c; v} = − 12 (v|v)c = −v · v c since (v|c) = 0. Hence
Bv,−cc = c+ {v; c; c}+QvQcc = c+ v +Qvc = c+ v − v · v c =
(1− v · v
2
, i
1 + v · v
2
, v
)
and, more generally, Bv,−cuc =
(
u 1−v·v2 , iu
1+v·v
2 , uv
)
for u ∈ C. Thus z0 = u 1−v·v2 , z1 = iu 1+v·v2 and
zk+1 = u vk for 1 ≤ k ≤ a = n− 1. Since
(v1 du+u dv1)∧. . .∧(va du+u dva) = ua dv1∧. . .∧dva+ua−1
a∑
k=1
(−1)k−1vk du∧dv1∧. . .∧d̂vk∧. . .∧dva,
it follows that
−2idz1 ∧ dz2 ∧ . . . ∧ dzn = ((1 + v · v)du+ 2u v · dv) ∧ (v1 du+ u dv1) ∧ . . . ∧ (va du+ u dva)
= ua(1 + v · v)du ∧ dv1 ∧ . . . ∧ dva + 2ua v · dv
a∑
k=1
(−1)k−1vk du ∧ dv1 ∧ . . . ∧ d̂vk ∧ . . . ∧ dva
= ua(1+v ·v)du∧dv1∧. . .∧dva−2ua
a∑
k=1
v2k du∧dv1∧. . .∧dvk∧. . .∧dva = ua(1−v ·v)du∧dv1∧. . .∧dva.
Thus, in agreement with the general formula (7.4),
dz1 ∧ . . . ∧ dzn
z0
= i ua−1du ∧ dv1 ∧ . . . ∧ dva.
For all tube domains, every h ∈ K˚0c satisfies (detW⊥h)2 = 1 and thus detW⊥ h = ±1. More generally,
we have |detW⊥h| = 1 for all h ∈ K˚
1
c . Thus, as in the maximal rank case, there is always a K˚1-invariant
measure ℧ on Z˚ℓ which is a multiple of Θ ∧Θ if p− aℓ is even. Since K˚1 contains K this measure has
a polar decomposition under the natural K-action.
Theorem 7.8. For domains of tube type, the invariant measure ℧ on Z˚ℓ has the polar decomposition∫
Z˚ℓ
d℧(z) f(z) =
|Sℓ|
2d
′
ℓ
∫
Ωc
dt
Nc(t)d
′
ℓ
/ℓ
Nc(t)
ar/2
∫
K
dk f(k
√
t). (7.5)
Proof. Write Ωc = Gc/Kc. Then Nc(t)
−d′ℓ/ℓ dt ds is the Gc × K-invariant measure on Ωc × K/Kc.
Consider the map γ : Ωc ×K/Kc → Z˚ℓ = K˚1/K˚1c defined by γ(t, kKc) := kt for all k ∈ K and t ∈ Ωc.
Let s′ =
√
t ∈ Ωc denote the square-root relative to Ωc. Choose s′′ ∈ Ωe−c such that s = s′ + s′′ ∈ Ω
satisfies detPs = 1. Then Psc = Ps′c = t. By [15, Lemma X.1.9] we have∫
Z˚ℓ
d℧(z) f(z) =
∫
Ωc×K/Kc
d(γ∗℧)(t, k˙) f(kt) =
∫
Ωc
dt
Nc(t)d
′
ℓ/ℓ
D(t)
∫
K/Kc
dk˙ f(kt),
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where the function D(t) on Ωc is the determinant of the linear transformation
Tt(P
−1
s ) ◦ Tc,t(φ) ◦ Tc,id(Ps′ × idSℓ) = P−1s |W⊥ ◦ Tc,t(φ) ◦ (Ps′ ⊕ idW⊥)
on W⊥. Since detRW⊥Ps = Nc(s
′)2(p−aℓ) = Nc(t)p−aℓ by Lemma 7.5 and detPs′ = Nc(s′)2d
′
ℓ/ℓ =
Nc(t)
d′ℓ/ℓ, it follows with Lemma 3.1 that 2d
′
ℓ D(t) = Nc(t)
aℓ−p+2a(r−ℓ)+d′ℓ/ℓ detF ′(t), with aℓ − p +
2a(r − ℓ) = a(r + 1− ℓ)− 2. Hence∫
Z˚ℓ
d℧(z) f(z) =
∫
Ωc
dt Nc(t)
a(r+1−ℓ)−2 detF ′(t)
∫
K
dk f(kt).
Replacing t by
√
t, the assertion follows. 
For ℓ = 1 (7.5) yields ∫
Z˚1
d℧(z) f(z) = |S1|
∞∫
0
dt tra−1
∫
S1
ds f(ts).
For the spin factor Z we have ar = 2(n− 1) and hence, in agreement with [22, Lemma 2.1],∫
Z˚1
d℧(z) f(z) = |S1|
∞∫
0
dt t2n−3
∫
S1
ds f(ts).
Comparing (7.5) and (3.8) we obtain
Corollary 7.9. In the tube domain case, the invariant measure ℧ and the Riemann measure Λℓ are
related by dΛℓ(z) = d℧(z) ∆ℓ(z, z)
k, where 2k = p− aℓ.
For domains of tube type, the invariant measure ℧ satisfies τ∗℧ = |Nc(u)|a(r+1−ℓ)−2 du dv. This
follows from Proposition 7.7 if p−aℓ is even, and in general by using the absolute value of the respective
determinants in its proof. It follows that
| det τ ′∗u,vτ ′u,v| du dv = τ∗(Λℓ) = σ∗(℧) ∆ℓ(τ(u, v))k = Nc(u)a(r−ℓ)−k ∆ℓ(τ(u, v))k du dv.
Therefore | det τ ′∗u,vτ ′u,v| = Nc(u)a(r−ℓ)−k ∆ℓ(τ(u, v))k. Since τ ′(u, v) = Bv,−c◦(idU⊕Du,c|V ) this implies
det(B∗v,−cBv,−c)W⊥ = Nc(u)
−a(r−ℓ)−k ∆ℓ(τ(u, v))k. The latter value can in principle be computed.
8. Hankel operators
For a measure dρ˜(t) on Ωc invariant under the automorphism group Lc = Aut(Xc), and the associated
radial measure dρ on Z˚ℓ, recall that the Hankel operator Hg on the space H
2
ρ(Z˚ℓ) ≡ H2ρ with symbol
g ∈ H2ρ(Z˚ℓ), is the operator from H2ρ into L2(Z˚ℓ, dρ) ≡ L2ρ defined by
Hgf := (I − P )(gf),
where P : L2ρ → H2ρ is the orthogonal projection. This is a densely defined operator, which is (ex-
tends to be) bounded e.g. whenever g is bounded. For the (analogously defined) Hankel operators on
the unit disc D in C or the unit ball Bn of Cn, n ≥ 2, criteria for the membership of Hg in the Schatten
classes Sp, p > 0, were given in the classical papers by Arazy, Fisher and Peetre [3, 2]: For p ≤ 1 there
are no nonzero Hg in Sp on D, while for p > 1, Hg ∈ Sp if and only if g ∈ Bp(D), the p-th order Besov
space on D; while on Bn, n ≥ 2, there are no nonzero Hg in Sp if p ≤ 2n, while for p > 2n, again
Hg ∈ Sp if and only if g ∈ Bp(Bn). One says that there is a cut-off at p = 1 or p = 2n, respectively.
The result remains in force also for D and Bn replaced any bounded strictly-pseudoconvex domain in
Cn, n ≥ 1, with smooth boundary [21]. For bounded symmetric domains of rank r > 1, the situation
changes drastically: there are no nonzero compact Hankel operators Hg at all, i.e. Hg is compact only
if g is constant [5, Theorem D].
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Returning to the Kepler manifolds, consider the unit ball Zˇ of Z and the corresponging ‘Kepler balls’
Zˇℓ := Zℓ ∩ Zˇ, and let dρ˜(t) = |Sℓ|2−d′ℓNc(t)a(r−ℓ)+b dt (cf. (3.8)) be the measure which makes dρ˜ the
Lebesgue surface measure on Z˚ℓ (up to a constant factor). Except for the top-rank tube domain case
ℓ = r, b = 0, which we exclude in this section, Theorem 2.4 shows that H2ρ can be viewed as a space
of holomorphic functions on the closure Zℓ, which we will do from now on. In this situation, it will
be shown that the cut-off phenomenon for Hankel operators is exactly the same as described in the
previous paragraph: i.e. for ℓ = 1, the cutoff occurs at p = 2d1, while for ℓ > 2, Hg is never a compact
operator if it is nonzero.
Theorem 8.1. Let Zˇℓ and dρ be as above and p ≥ 1. Then the following are equivalent.
(i) There exists nonconstant g ∈ H2ρ with Hg ∈ Sp.
(ii) There exists a nonzero partition m ∈ Nr+ such that Hg ∈ Sp for all g ∈ Pm.
(iii) ℓ = 1 and p > 2d1.
(iv) Hg ∈ Sp for any polynomial g.
Proof. (i) =⇒ (ii) Let g = ∑
m
gm be the Peter-Weyl expansion of g. For k ∈ K, consider the rotation
operator Ukf(z) := f(k
−1z) for z ∈ Zˇℓ. Clearly Uk is unitary on H2ρ as well as on L2ρ, and
UkHgU
∗
k = HUkg.
Thus also HUkg ∈ Sp for all k ∈ K. Furthermore, the action k 7→ Uk is continuous in the strong
operator topology, i.e. k 7→ Ukf is norm continuous for each f ∈ L2ρ. By [3, Lemma on p. 997] this
implies that the map k 7→ HUkg is even continuous from K into Sp. Consequently, denoting by χm the
character of the representation πm of K on Pm, the Bochner integral∫
K
dk χm(k) UkHgU
∗
k = Hgm
also belongs to Sp, for each m. As g is nonconstant, there exists nonzero m ∈ Nr+ for which gm 6= 0.
Then, again, HUkgm = UkHgmU
∗
k ∈ Sp for all k ∈ K; since, by irreducibility, the translates Ukgm =
πm(k)gm span all of Pm, (ii) follows.
(ii) =⇒ (iii) We first show that Hg, with g ∈ Pm nonconstant, can never be compact if ℓ > 1. To this
end, assume that ℓ ≥ 2, and take the polydisc D := De1 + · · ·+Deℓ ⊂ Zˇℓ. Denote temporarily by RD
the restriction map f 7→ f |D, and by HDh : f 7→ (I −PD)(hf) the Hankel operator with symbol h on D,
where PD is the Bergman projection on D. Then
(I − PD)RDHgf = (I − PD)RD(gf − P (gf)) = HDRDgRDf − (I − PD)RDP (gf) = H
D
RDg
RDf,
because, since a restriction to D of a holomorphic function is again holomorphic, (I − PD)RDP = 0.
Thus (I − PD)RDHg = HDRDgRD, hence if Hg is compact, then so is H
D
RDg
RD. Since Zˇ ⊂ D ×Cd−ℓ
(see [26, Theorem 2.5 (ii)]), the restriction operator RD is surjective (a holomorphic function in the
Bergman space of D extends to a function in H2ρ by making it independent of the superfluous d − ℓ
variables; here we are using the fact that dρ was taken to be the Lebesgue measure). Thus HD
RDg
is compact. By the well-known result recalled in the previous paragraph (which for the polydisc in
fact goes back to [26, Proposition 4.1]), RDg must be constant. This contradicts the fact that R
DPm
contains, for instance, the nonconstant function zm11 . . . z
mℓ
ℓ on D.
The hypothesis (ii) therefore implies that necessarily ℓ = 1. In that case, Zˇ1 is just the Euclidean unit
ball {z ∈ Z1 : ‖z‖ < 1} of Z1, in particular, it is a strictly pseudoconvex domain with smooth boundary
(albeit with a singularity at the origin). Now a general theory of Hankel operators on smoothly bounded
strictly pseudoconvex domains in Cn with symbols smooth on the closure of the domain — even not
necessarily anti-holomorphic as in this paper — was developed by one of the authors and G. Zhang
in [12], showing in particular that Hg, with g smooth on the closure, belongs to the weak Schatten
ideal S2n,∞, and furthermore, (H∗gHg)n belongs to the Dixmier class and its Dixmier trace is given,
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in the particular case of the spherical boundary we have here, just by an integral over the ‘unit sphere’
{z ∈ Z1 : ‖z‖ = 1} of |∂bg|2 (up to a constant factor), where ∂b is the boundary Cauchy-Riemann
operator. (See [12, Theorem 11 and formula (24)] for the details.) In particular, if g is holomorphic
and nonconstant, then ∂bg does not vanish identically, hence the Dixmier trace of (H
∗
gHg)
n is positive,
implying in particular that Hg cannot belong to any Sp with p ≤ 2n. Finally, the proofs in [12] relied
on the theory, due to Boutet de Monvel and Guillemin, of generalized Toeplitz operators (with pseudo-
differential symbols), which remains in force also if domains in Cn are replaced by domains in complex
varieties which can have singularities in the interior but not on the boundary, cf. §2.i in [6]; in particular,
this theory — and, hence, also all the results in [12] — remain in force also in our situation when the
domain is the unit ball in the complex variety Z1 with the sole singularity at the origin. Altogether,
it thus follows that if ℓ = 1 and g ∈ Pm is nonconstant, then Hg ∈ S2n,∞ ⊂ Sp for all p > 2n,
n := dimC Z˚1, but Hg /∈ Sp for any p ≤ 2n. Thus (iii) holds. (The beginning of the proof of this
implication was inspired by the proof of [7, Proposition 1].)
(iii) =⇒ (iv) We have seen in the proof of (ii) =⇒ (iii) that for ℓ = 1 and p > 2d1, Hg ∈ Sp even for
any g smooth on the closure of Zˇ1. In particular, since polynomials are smooth on all of Z, this will
certainly be the case for any polynomial g.
Since the implication (iv) =⇒ (i) is trivial, this completes the proof of the theorem. 
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