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F A= (45,20,15,10,5,1,1,1,1,1 )
FB=(10,10,10,10,10,10,10,10,10,10 )
The NFD for these is:





























































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































OSC* 500 lines 3000 2608 Spoken (subtitles of movies)
EPC* 100 lines 2333 2134 Speeches (European Parliament)
UDHR* 30 articles  1753 1644 Written (legal)








Language ISO Tagger No. Tokens unknown* %
Bulgarian  bul TreeTagger 13993 497 3.6
Czech  ces BTagger 12020 3068  25
Dutch  nld TreeTagger 16732 1089 6.5
English  eng BTagger 16781 2140 13
English  eng TreeTagger 16781 486 2.9
Estonian  est BTagger 12807 3116 24
Estonian  est TreeTagger 12807 1621 12.7
Finnish  fin TreeTagger 11841 1130 9.5
French  fra TreeTagger 17602 983 5.6
German  deu TreeTagger 15732 911 5.8
Hungarian  hun BTagger 12491 3694 30
Italian  ita TreeTagger 15314 888 5.8
Latin  lat TreeTagger 11427 266 2.3
Macedonian  mkd BTagger 15033 3370 22
Polish  pol BTagger 13188 4026 30
Polish  pol TreeTagger 13188 1670 12.7
Romanian  ron BTagger 16278 3766 23
Russian  rus TreeTagger 12152 957 7.9
Slovak  slk TreeTagger 11700 304 2.6
Slovene  slv BTagger 13075 2847 22
Spanish  spa TreeTagger 15581 907 5.8







ISO  Language Analysis 2 Analysis 3 
eng English 0.052 0.057
nld Dutch 0.064 0.045
fra French 0.089 0.084
ita Italian 0.104 0.091
spa Spanish 0.122 0.111
deu German 0.123 0.108
pol Polish 0.129 0.158
slk Slovak 0.145 0.162
est Estonian 0.158 0.156




Word Freq Rank POS* Lemma Freq Rank POS
is 126 1 Vm be 308 1 Vm
said 119 2 Vm say 285 2 Vm
come 62 3 Vm come 127 3 Vm
say 58 4 Vm go 112 4 Vm
says 58 5 Vm take 70 5 Vm
was 54 6 Vm see 68 6 Vm
saying 47 7 Vm have 67 7 Vm
be 46 8 Vm give 44 8 Vm
went 44 9 Vm hear 44 9 Vm













uniform uniform ΔLD Type 
ZM α 8.67 NA NA
ZM β 12.45 NA NA parametric
HD­D 7.04 9.97 2.93
Shannon H 2.27 3.32 1.05 non­parametricYule's K 2680 900 1780
TTR 0.10 0.10 0
MSTTR 0.17 0.10 0.07
MATTR 0.16 0.19 0.03
Herdan's C 0.50 0.50 0
Guiraud's R 1.00 1.00 0 non­parametric
CTTR 0.71 0.71 0 (TTR­based)
Dugast's U  4.00 4.00 0
Summer's S 0 0 0
Maas index 0.50 0.50 0
MTLD 2.20 2.04 0.16
* H: Shannon entropy over word types; ZM: Zipf­Mandelbrot parameters α and 
β; TTR: type­token­ratio; MSTTR: Mean Segmental Type­Token Ratio; 
MATTR: Moving­Average Type­Token Ratio; CTTR: Carroll's Corrected TTR ;
Dugast's U: Dugast's Uber Index; HD­D: idealized version of vocd­D; MTLD: 
Measure of Textual Lexical Diversity
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Figure captions
Figure 1. An example of visually comparing a uniform (grey) to a non­uniform (black) frequency 
distribution. The left panel illustrates the frequencies of the two distributions ranked from highest to 
lowest. The frequency differences are the differences in height of the black and grey bars. These 
differences are projected onto the upper panel. The right panel illustrates the log frequencies and log 
ranks for the uniform (grey triangles) and the non­uniform distribution (black dots). Note that the 
frequency differences are not logged in the upper panel but the ranks are logged in order to align them 
with the plot in the lower panel.  
Figure 2. Frequency differences in English illustrated for the removal of inflectional marking (left panel) 
and the removal of derivational marking (right panel). Original distributions are represented by grey 
triangles, changed distributions by black dots. Frequency differences per rank (non log­transformed) and 
NFD values are given in the upper panels. 
Figure 3. Frequency differences in English illustrated for the splitting of compounds (left panel) and the 
splitting of clitics and contractions (right panel). Original distributions are represented by grey triangles, 
changed distributions by black dots. Frequency differences per rank (non log­transformed) and NFD 
values are given in the upper panels. 
Figure 4. Frequency differences in German illustrated for the removal of inflectional marking (left panel) 
and the removal of derivational marking (right panel). Original distributions are represented by grey 
triangles, changed distributions by black dots. Frequency differences per rank (non log­transformed) and 
NFD values are given in the upper panels. 
Figure 5. Frequency differences in German illustrated for the splitting of compounds (left panel) and the 
splitting of clitics and contractions (right panel). Original distributions are represented by grey triangles, 
changed distributions by black dots. Frequency differences per rank (non log­transformed) and NFD 
values are given in the upper panels. 
Figure 6. Changes of frequency distributions between unlemmatized (grey triangles) and lemmatized 
(black dots) texts. English, Spanish and Finnish are chosen to represent the range of the original 19 
languages. 
Figure 7. NFDlem as an inflection index across 19 languages. The x­axis represents languages with 
respective ISO 639­3 codes. The y­axis represents the NFDlem between unlemmatized and lemmatized 
versions of the UDHR and PBC parallel corpora. The colours of bars indicate whether the texts were 
lemmatized using the BTaggger (red) or TreeTagger (blue). Note that for three languages (English, 
Polish, Estonian) both options are available.
Figure 8. Relationship between number of tokens (x­axis) and NFDlem (y­axis) for 10 languages and three 
conditions of sampling. The coloured curves are NFDlem values smoothed with a general additive model 
(gam). ISO 639­3 codes translate as: fin (Finnish), pol (Polish), slk (Slovak), est (Estonian), deu 
(German), spa (Spanish), ita (Italian), fra (French), eng (English), nld (Dutch). We used 1M word tokens 
in the original analyses, but we reduced the size to 100K, since the values already converge at around 
50K at the most. The vertical dashed lines represent 15K tokens, which corresponds roughly to the 
average text size we had in Analysis 2.
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Figure 9. Distributions of lemmatized (black dots) and unlemmatized (grey triangles) word types by parts 
of speech (nouns, prepositions and verbs) in English.
Figure 10. Distributions of lemmatized (black dots) and unlemmatized (grey triangles) word types by 
parts of speech (nouns, prepositions and verbs) in Estonian.
Figure 11. Correlation between NFDlem values (y­axis) and entropy difference (x­axis) for data from 
Analysis 2. Dots represent languages, different colours indicate lemmatization by either BTagger (red) or 
TreeTagger (blue). The dashed lines are linear models with confidence intervals. 
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