Abstract: An incremental relaying protocol based on the adaptive decode-and-forward relaying scheme is presented for a cooperative wireless network with binary frequency-shift keying modulation. To reduce error propagation and satisfy biterror-rate (BER) requirement, the proposed protocol employs two thresholds. One threshold is used to select reliable relays: if a relay is requested to re-trnsmit, it will do so if its decision variable is larger than the threshold; otherwise, it remains silent. The other threshold is used at the destination as follows: the destination sends a request to re-transmit if the decision variable corresponding to a received signal is smaller than the threshold, otherwise, the destination sends a request to stop retransmissions. The destination combines the signals from the requested relays and from the source to make the final decision. Very-tight closed-form upper bounds for both the average BER and throughput are derived for the proposed protocol. Based on the obtained BER and throughput expressions, the problem of choosing optimal thresholds to maximise the throughput while the BER meets a given constraint is investigated. Simulation results show that our proposed protocol leads to a considerable improvement in the performence of cooperative diversity systems.
Introduction
It has been well known that multiple-input multiple-output (MIMO) techniques can offer a significant performance improvement for data transmission in wireless networks [1] . Unfortunately, packing multiple antennas onto a small mobile terminal faces many difficulties, such as size, cost and hardware complexity. Such limitations motivate the concept of cooperative/relay communications. The basic idea is that a source-node transmits information to the destination not only through a direct link but also through relay links so that the benefits of MIMO technology can be exploited even with single-antenna mobile terminals [2 -8] .
Depending on the signal processing performed at relays, cooperative protocols can be classified into three main groups: amplify-and-forward (AF), decode-and-forward (DF) and compress-and-forward [2, 9] . With DF, relays decode the source's messages, re-encode and re-transmit to the destination. However, a major challenge with the DF protocol is that it is not simple to realise the cooperative diversity. This is because of possible re-transmission of erroneously decoded bits of the message by the relays in the DF protocol [2, 5, 6, 10] . There are many ways to overcome such a challenge. For example, an error detecting code (such as a cyclic redundance check code) can be added at the source and error detecting is performed at the relays. Based on the decoding result in the first phase, the relay can decide to re-transmit or remain silent in the second phase [11, 12] . Setting a threshold based on the link signal-to-noise ratio (SNR) is another practical and simpler approach to reduce error propagation. Specifically, when the source-relay SNR is larger than a threshold, the probability of decoding error at the relay is negligible and hence the relay re-transmits the message [2, 5, 6, 10, 13] . In [14] , a receiver has been designed to eliminate errors at the relay, which allows the relay to always forward the received data. In particular, a cooperative maximum-ratio-combining detector was proposed at the destination to collect the full diversity order by taking into consideration the instantaneous bit-error-rate (BER) of the source-relay link.
It is also important to recognise that a cooperative diversity system typically suffers a certain throughput loss because it requires at least two time slots instead of one time slot as compared to the direct transmission. To overcome this disadvantage, Laneman and Wornell [2] proposed to use distributed space-time coding. However, finding codes for a network with more than one relay is still largely open. Further to the work in [2] , Laneman et al. [10] introduced incremental relaying protocol. More specifically, a cooperative transmission is employed only when the transmission between the source and destination is not successful. Bletsas et al. [5] proposed a simple cooperative diversity protocol, called 'opportunistic relaying' in which only the best relay is selected to re-transmit. Here the best relay is selected by a certain criterion. Recently, Hwang et al. [15] combine the above two techniques, and called it 'incremental opportunistic relaying', to further improve the throughput of a cooperative diversity system. The protocol works as follows. In the first phase, the source transmits its information to the destination. Then if the source-destination SNR is sufficiently high, the feedback from the destination that indicates a success of the direct transmission is sent to the source and relays, and the relays do nothing. If the sourcedestination SNR is not sufficiently high for successful direct transmission, then requests are made so that the relays retransmit what they received from the source after processing. In this case, only the best relay is selected to re-transmit. The destination then combines the two transmissions to decode the transmitted information. Another approach to improve system throughput is variable-rate transmission [15, 16] . Particularly, the source adapts its rate according to the changing channel conditions. However, those works are based on an AF transmission at the relays.
Most of the papers mentioned above focused on coherent communications, that is, the receivers (at relays and destination) are assumed to have a perfect knowledge of channel state information (CSI) of all the transmission links propagated by their received signals. However, in practice the exact values of CSI cannot actually be obtained. Since such a perfect CSI assumption might be unrealistic and/or difficult to meet, non-coherent modulation and demodulation have been proposed and considered as more attractive methods in cooperative networks. Differential phase-shift keying has been studied for both AF and DF protocols in [17] [18] [19] [20] . With the DF protocol in [18] , the authors considered an ideal case that the relay is able to know exactly whether each decoded symbol is correct. The works in [19, 20] examine a very simple cooperative system with one source, one relay and one destination node. A framework of non-coherent cooperative diversity for the DF protocol employing frequency-shift keying modulation, a popular modulation scheme in noncoherent communications, has been studied in [21] . The maximum likelihood (ML) demodulation and sub-optimal piecewise linear (PL) scheme were proposed to detect the signals at the destination. However, it should be mentioned that either ML or PL demodulation can still suffer from the error propagation phenomenon [7] . To address the issue of error propagation in [21] , an adaptive relaying scheme in which one threshold is employed at the relays and one threshold is employed at the destination is investigated in [22] . The results in [22] show that using two thresholds can significantly improve the BER performance as compared with either the ML or PL scheme.
This work is also concerned with non-coherent cooperative networks in which binary frequency-shift keying (BFSK) is employed. Similar to [22] the transmission protocol is based on the use of two thresholds. However, since the focus of this work is on throughput maximisation, the proposed protocol is different from the one proposed in [22] . The transmission protocol works as follows. After receiving the signal in the first phase (broadcasting phase) from the source, each relay decodes and marks itself as a reliable relay if its decision variable is larger than the first threshold, u th r . Otherwise it marks itself as an unreliable relay. At the destination, if the decision variable corresponding to the source-destination link is larger than the second threshold, u th d , the destination broadcasts an stop re-transmissions (RS) to the source and relays. The relays do nothing and the source continues a new transmission. Otherwise a request to re-transmit (RR) is broadcasted by the destination to indicate transmission failure. After receiving the first RR, the first relay re-transmits or remains silent depending on the status of the relay (i.e. reliable or unreliable relay). Then if the decision variable corresponding to the source-destination and the relay-destination link is larger than the threshold, an RS is broadcasted and the system starts with a new transmission. Otherwise an RR is broadcasted and the second relay takes turn to re-transmit the signal. The relaying phase continues until an RS is broadcasted or all the relays re-transmit their signals. Finally, the destination combines all the received signals to make a final decision. In essence, the first threshold enables each relay to adapt its operation according to the instantaneous source-relay channel quality (i.e. to reduce error propagation), whereas the second threshold helps the destination to decide on whether the relays should continue their re-transmission (to satisfy the BER requirement). The average upper bounds on BER and throughput of the proposed protocol are analytically derived. Based on these bounds, the optimal threshold values are determined to maximise the average throughput, whereas the BER meets a given constraint. Numerical and simulation results verify that our obtained upper bounds on the BER and throughput expressions are very tight. Moreover, the proposed protocol leads to a considerable improvement in the performance of cooperative diversity systems.
The remainder of this paper is organised as follows. Section 2 describes the system model. Section 3 presents the average BER analysis and throughput computation and discusses how to find the optimal thresholds. Numerical and simulation results are presented in Section 4. Finally, Section 5 concludes the paper.
Notations: E{x(g)} is the expectation of x(g) with respect to the random variable g. CN (0, s 2 ) denotes a circularly symmetric complex Gaussian random variable with variance s 2 . The moment-generating function (MGF) of random variable X is denoted by M X (s). P( . ) denotes the probability measure of some probability space (V, B) where V is the finite set and B is the sigma algebra generated by this set.
System model
The system model considered in this paper is similar to the one in [22] and it is illustrated in Fig. 1 . Here a source-node transmits information to a destination node with the help of K relay nodes. All nodes are equipped with one antenna and operates in a half-duplex mode (i.e. a node cannot transmit and receive simultaneously). The K relays employ the DF protocol and communicate with the destination over orthogonal channels. The source, relays and destination are denoted and indexed by node 0, node i, i ¼ 1, . . . , K and node K + 1, respectively. This indexing of the relays is a part of the proposed protocol and needs to be set up before any data transmission.
The transmission from the source to destination can be divided into two phases as follows. In the first phase (broadcasting phase), the source broadcasts a BFSK signal. In the baseband model, the received signals at node i are written as
(1)
where h 0,i and n 0,i,k are the channel fading coefficient between node 0 and node i and the noise component at node i, i ¼ 1, . . . , K + 1, respectively. E 0 is the average transmitted symbol energy of the source. In (1) and (2), the third subscript k [ {0, 1} denotes the two frequency sub-bands used in BFSK signalling. Furthermore, the source symbol x 0 ¼ 0 if the first frequency sub-band is used and x 0 ¼ 1 if the second frequency sub-band is used. In this paper, we assume that the channel between any two nodes is flat Rayleigh fading. This means that in the complex baseband model each channel gain is modelled as CN (0, s 2 ij ), where i, j refer to transmit and receive nodes, respectively. It should be mentioned here that when the channel gain is modelled as a circularly symmetric complex Gaussian random variable, the magnitude of the channel gain has a Rayleigh distribution, hence the name 'Rayleigh fading'. In essence the parameter s 2 ij measures the average quality of the i-j link. The noise components at both the relays and destination are modelled as i.i.d. CN (0, N 0 ) random variables. Therefore the instantaneous received SNR for the transmission from node i to node j, denoted by g ij , is given as
With Rayleigh fading, the probability distribution function (pdf) of g ij is exponential and given by f g ij (g ij ) = (1/s 2 ij ) e −g ij / g ij , where g ij is the average SNR of the i-j link and defined as g ij = E i s 2 ij /N 0 . Note that the average SNR of a transmission link depends not only on the average quality of that link (which is directly associated with the distance from the transmitter and receiver of the link), but also on the transmitted power.
After receiving the signal from the source, the relays and destination work as follows (see Fig. 2 ). Each relay decodes and marks itself as a reliable relay if the magnitude of the energy difference in the two sub-bands, given by
When node i is requested to re-transmit in the second phase (relaying phase), i.e. the ith RR is broadcasted, the received signals at the destination in the two sub-bands are
where E i is the average symbol energy assigned to node i and n i,K+1,k is the noise component at the destination in the second phase. Note that if the ith relay makes a correct detection, then
th r , node i marks itself as an unreliable relay and remains silent in the second phase when it is requested to re-transmit. The outputs in the two sub-bands are
The flowchart in Fig. 3 describes the process at the destination. After receiving the signal from the source, the destination broadcasts an RS if the decision variable, given by
Otherwise an RR is broadcasted to the source and the relays. After the first RR is broadcasted, the destination receives the signal from the first relay and updates the decision variable. If the updated decision variable is larger than the threshold, an RS is broadcasted. Otherwise another RR is broadcasted. The relaying phase continues until an RS is broadcasted, that is,
and R is the number of relays that the destination requests to re-transmit, or all the relays re-transmit their signals.
When an RS is broadcasted by the destination, the destination also combines all the received signals to make a final decision. Given the available information about average SNRs, the optimum detector at the destination is of Fig. 2 System description of the proposed scheme when R relays are requested to re-transmit Fig. 3 Operation description of the proposed scheme at the destination the following form [21] 
It should be mentioned here that if R , K, then |w R | ≥ u th d . The basic intuition of using two thresholds for the system is to reduce error propagation and maximise the system throughput while meeting a certain required BER performance. As mentioned earlier, the DF protocol does not provide cooperative diversity if the relays always retransmit the decoded bits. With BFSK, the energy difference in the two sub-bands can be used to examine the reliability of the decision statistics at each relay [22] . Hence, the first threshold is used at the relays to reduce error propagation: if the magnitude of the energy difference is above a threshold, the relay forwards the signal. Otherwise, the relay remains silent in the second phase. Besides, there is a trade-off between throughput and BER performance in any communication systems. How to maximise the system throughput under a constraint on the BER requirement is an important issue. A second threshold is thus employed to address this issue. Specifically, if the decision variable at the destination is smaller than the second threshold, the BER performance is still worse than the BER requirement. Hence, the destination needs more signals before making a final decision.
Performance analysis
To simplify our analysis, we assume that all the relays have the same average SNRs to the source and to the destination, that is, g 0,1 = g 0,2 = · · · = g 0,K = g 1 and g 1,K+1 = g 2,K+1 = · · · = g K,K+1 = g 2 . Such an assumption can be technically fulfilled by placing all the relays at the same distance from the source (i.e. on a circle centred at the source) and adjusting the transmitted powers of the relays according to their distances to the destination. Nevertheless, in practice, as long as all the relays are deployed in some local area and they are all far away to the source and destination, the above assumption on average SNRs should hold. This assumption implies that the first threshold at all the relays is the same. Generalisation of the analysis in this section to networks with arbitrary qualities of source-relay and relay-destination links is rather straightforward but tedious. For convenience, we also let g 0 = g 0,K+1 .
Derivation of probability density function of decision variable w R
The key in performing BER and throughput analysis of the network under consideration is to obtain the pdfs of the decision variable w R expressed in (7) . To this end, we first review pdfs and MGFs of some related random variables.
When the transmitted bit at node i is '0', the pdfs of two random variables z i,K+1,0 and z i,K+1,1 , defined as z i,K+1,0 = { g i,K+1 /( g i,K+1 + 1)}|y i,K+1,0 | 2 and
where y i,K+1,0 and y i,K+1,1 are as in (3) and (4), respectively, are given by
It should be noted that Lemma 1 in Appendix 6 of [22] can be used to compute these pdfs. It follows that the MGFs of z i,K+1,0 and z i,K+1,1 are
Likewise, when the transmitted bit at node i is '1', the corresponding MGFs are
When node i is silent, the pdfs of two random variables z i,K+1,0 and z i,K+1,1 are the same
and the corresponding MGF is
Now w R in (7) can be rewritten as
where
Let the set S relay = {1, 2, . . . , R} of R relays be divided into three disjoint subsets V C , V I and V S . Here V C , V I and V S are the sets of relays that forward a correct bit, an incorrect bit and remain silent in the second phase, respectively. Let |V C | ¼ M, |V I | ¼ N and |V S | ¼ L where |V| denotes the cardinality of the set V. Clearly, R ¼ M + N + L. By using the fact that with n independent random variables X 1 , X 2 , . . ., X n , the MGF of random
Taking the inverse Laplace transforms of M a (s) and M b (s), the pdfs of a and b are, respectively, as
The pdf of random variable w R where w R ¼ a 2 b now can be computed as [23] 
For z ≥ 0, f w R (z) can be determined as (see (25)) where 
Similarly, for z , 0, f w R (z) can be computed as (27). We further define two more functions that are useful in obtaining the average BER and throughput of the system. 
Second K 4 (m, n, r 1 , r 2 , r 3 , u th )
Average BER analysis
To compute the average BER of the network, we first classify all different cases that result in different conditioned BERs at the destination. Three major cases can be classified and parameterised by variable Q as follows. The first case, Q ¼ 1, is when |w 0 | ≥ g 
where I 1 (u th , g) is the probability that the magnitude of the energy difference in the two sub-bands at node i is smaller than the threshold, that is, u 0,i , u th , and g is the average SNR of the channel between two nodes over which the data are transmitted. The pdf of u 0,i is given in Lemma 2 of [22] , which is used to obtain the following expression for I 1 (u th , g 1 )
On the other hand, I 2 (u th , g) is the probability of error at node i, i ¼ 1, . . . , K, given that the magnitude of the energy difference in the two sub-bands is larger than the threshold, that is, u 0,i . u th . Therefore I 2 (u th , g) can be computed as
2. Case Q ¼ 2: In this case, R relays are requested to retransmit to the destination where 1 ≤ R ≤ K 2 1. Since the last relay, that is, relay R, may forward a correct bit, an incorrect bit and remain silent, three different sub-cases, parameterised by F ¼ {1, 2, 3}, can be further separated under Q ¼ 2. By using the law of total probability, the average BER for this case can be expressed as
where P(1|F ¼ i, M, N, L) and P(F ¼ i, M, N, L) denote the conditioned BER and case probability for the specific set dimensions {F, M, N, L}. It should be mentioned here that M, N and L are the numbers of relays that forward a correct bit, an incorrect bit, and remain silent, respectively, among (R-1) relays (excluding the last relay, i.e. relay R). Clearly,
The probability of occurrence for the specific set dimensions {F, M, N, L} can be determined to be
On the other hand, the conditioned BER can be written as
To simplify and keep the analysis tractable, the above expression can be upper bounded as
th ) be defined as follows
where C 2 (M, N, L, r, u th ) can be found by replacing K 1 (m, n, r 1 , r 2 , 2z) in (27) by K 4 (m, n, r 1 , r 2 , r, u th ) in (25) and C 3 (M, N, L, r, u th ) can be found by replacing K 1 (m, n, r 1 , r 2 , 2z) in (28) by K 2 (m, n, r 1 , r 2 , r, u th ) in (28). With the pdf of z R for three sub-cases given in the Appendix, the conditioned BER can be computed from (40) as follows
Hence, the average upper-bound on the BER for the case Q ¼ 2 can be computed by substituting (36) - (38), (42) - (44) into (35).
3. Case Q ¼ 3: Similar to the case Q ¼ 2, the average BER for Q ¼ 3 can be computed as (35) where R ¼ K. The difference is the conditioned BER. It can be upper bound as
With M + N + L ¼ K 2 1, one can obtain the conditioned BERs as follows
Throughput analysis
In this paper, the throughput of a cooperative network is computed as R/k where R is the bit rate for a single transmission and k is the number of time slots for a completed transmission from the source to the destination.
For instance, when BFSK is employed and R relays are requested to assist the source, the throughput is 1/(R + 1) (bps/Hz). Thus, with the three cases that we classify to compute the average BER, the throughput of the network can be determined by
where T (u th r , u th d , Q = i) is the partial throughput of the network corresponding to the case Q ¼ i.
The throughput of the network for this case can be computed as
With three sub-cases we separate in the previous section, the throughput can be determined to be
where P(h|F ¼ i, M, N, L) and P(F ¼ i, M, N, L) denote the conditional throughput and case probability for the specific set dimensions {F, M, N, L}. It should be mentioned that the case probabilities are computed as in (36) -(38). The conditional throughput can be expressed as
Similarly, it can be upper bounded as
The first term in (53) can be computed as in (40) in which the upper bound expressions are in (42) -(44). Therefore we only need to compute the second term, that is,
This is determined as
By performing the above integral, it can be easily verified that
, the conditional throughput can be verified to be 
where BER T is the target BER of the network. Unfortunately, an analytical solution for the two threshold values in the general case is very difficult to obtain because of the exponential terms in the final expressions of the objective and constraint. Therefore we pursue numerical optimisation by using the MATLAB Optimisation Toolbox. Specifically, we use the routine 'fmincon', which is designed to find the minimum of a given constrained non-linear multivariate function. Furthermore, since it is difficult to prove the cost function to be convex or not, to have a good confidence in the numerical results, the optimisation problem is solved with many initial conditions and the best value is retained.
Simulation results
This section presents analytical and simulation results to confirm the analysis of the average BER and throughput of the networks with the proposed protocol. In all simulations, transmitted powers are set to be the same for the source and the relay (i.e. E s ¼ E r ). The noise components at both the source and relay are modelled as i.i. d. CN (0, 1) 
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. The adaptive relaying scheme, referred to as the conventional scheme, uses only one threshold at the relays and works as follows: a relay re-transmits to the destination if its decision variable is larger than the threshold; otherwise, it remains silent. The destination then combines all the received signals for the detection of transmitted information. The average BER of the conventional scheme can be found to be the average BER of the proposed scheme with u th d
1.
One can also find the optimal threshold value of the conventional scheme to minimise the average BER by numerical optimisation. As can be seen from Fig. 7 , the BER curves start to meet the requirement when the average SNRs are 10 and 18 dB for K ¼ 1 and 3, respectively. Similar to Fig. 6, Fig. 8 only shows the throughput over the SNR region that the BER requirement is satisfied. The improvement of the throughput by the proposed protocol is observed when compared with the conventional scheme. This is expected since the proposed protocol does not need to use all the relays to re-transmit to satisfy the BER requirement when the average SNR is high enough. It also explains why the throughput of the proposed protocol reverts to that of the direct link in the high average SNR region, for example, SNR ¼ 30 dB in Fig. 8 .
Conclusion
In this paper, we have proposed and studied an incremental relaying protocol for non-coherent cooperative networks. Each node in the network is equipped with a single antenna and the channels are Rayleigh fading. BFSK is used to modulate the signals at both the source and relays. The proposed scheme uses two different thresholds. One threshold is used to select reliable relays for re-transmission in the second phase. The other threshold can be used at the destination to satisfy the BER requirement. Very-tight closed-form upper bounds for both the average BER and throughput are derived. Optimal thresholds are chosen to maximise the throughput while the BER meets a given requirement. Performance comparison reveals that by employing optimal thresholds, our proposed protocol leads to a considerable improvement in the performance of cooperative diversity systems. 
