Linear differential equations on $\mathbb{P}^{1}$ and root systems by Hiroe, Kazuki
ar
X
iv
:1
01
0.
25
80
v6
  [
ma
th.
CA
]  
7 M
ay
 20
13
Linear differential equations on P1 and root systems
Kazuki Hiroe
Research Institute of Mathematical Sciences, Kyoto University, Kyoto 606-8502 Japan.
Abstract
In this paper, we study the Euler transform on linear ordinary differential operators on
P1. The spectral type is the tuple of integers which count the multiplicities of local
formal solutions with the same leading terms. We compute the changes of spectral types
under the action of the Euler transform and show that the changes of spectral types
generate a transformation group of a Z-lattice which is isomorphic to a quotient lattice
of a Kac-Moody root lattice with the Weyl group as the transformation group.
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equations of polynomial coefficients
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Introduction
The integral transformation
Iλa f(x) =
1
Γ(λ)
∫ x
a
(x − t)λ−1f(t) dt, (Reλ > 0)
and its analytic continuation with respect to λ ∈ C is called the Euler transform (or
Riemann-Liouville integral) of f(x) for a, λ ∈ C. This integration is fundamental for the
theory of fractional calculus because of the following observation. If f(x) satisfies suitable
conditions, for example f(x) is holomorphic on a neighbourhood of x = a or f(x) =
(x − a)αφ(x) where Reα > −1 and φ(x) is a holomorphic function on a neighbourhood
of x = a and φ(a) 6= 0, then it is known that
I−na f(x) =
dn
dxn
f(x).
Hence one can regard the Euler transform as a fractional or complex powers of the
derivation ∂ = d
dx
. This may allow us to write ∂λf(x) = I−λa f(x) formally.
Moreover one can show a generalization of the Leibniz rule, for example,
∂λp(x)ψ(x) =
n∑
i=0
(
λ
i
)
p(i)(x)∂λ−iφ(x),
Email address: kazuki@kurims.kyoto-u.ac.jp (Kazuki Hiroe)
Preprint submitted to Elsevier
where p(x) is a polynomial of degree equal to or less than n. Now let us consider a
differential operator with polynomial coefficients,
P (x, ∂) =
n∑
i=0
ai(x)∂
i.
The above Leibniz rule assures that Q(∂, x) = ∂λ+mP (x, ∂)∂−λ is again the new differ-
ential operator with polynomial coefficients if we choose a suitable m ∈ Z. Moreover if
f(x) satisfies P (x, ∂)f(x) = 0 and I−λa f(x) is well-defined for some a, λ ∈ C, then we
carry out the formal computation,
∂λ+mP (x, ∂)∂−λI−λa f(x) = ∂
λ+mP (x, ∂)∂−λ+λf(x)
= ∂−λ+mP (x, ∂)f(x)
= 0.
Thus we can obtain the following observation. The fractional derivative ∂λ turns a differ-
ential equation with polynomial coefficients P (x, ∂)u = 0 into a new differential equation
with polynomial coefficients Q(x, ∂)u = 0, and moreover a solution of Q(x, ∂)u = 0 is
given by a solution of P (x, ∂)u = 0 if the Riemann-Liouville integral is well-defined and
satisfies suitable conditions. Thus it is natural to be wondering about what kind of dif-
ferential equations can be obtained by the Euler transform from known equations or how
we can reduce a difficult equation to an easier one.
Let K be an algebraically closed field of characteristic zero and W (x) the ring of
differential operators with coefficients in K(x), the field of rational functions. In [16],
T. Oshima gives an algebraic definition of the Euler transform on W (x) as an analogue
of the middle convolution defined by N. Katz in [12]. In this paper, we shall consider a
generalization of the works of Katz and Oshima who mainly study Fucshian differential
operators, i.e, operators only with regular singular points. Namely we shall follow Os-
hima’s definition of the algebraic Euler transform and investigate the properties of it on
the theory of linear differential operators on P1 with irregular singular points.
On the other hand, in [5], W. Crawley-Boevey clarifies the correspondence between
systems of first order Fuchsian linear differential equations and certain representations of
quivers. As a consequence of this correspondence, he gives the necessary and sufficient
condition of the existence of irreducible differential equations with the prescribed local
data by using the existence theorem of irreducible representations of quivers. Moreover
he shows the middle convolution (or the Euler transform) can be obtained from the
operations on representations of quivers , so-called the reflection functors which induce
the actions of the Weyl groups on the spaces of dimension vectors of representations. This
picture enable us to realize the changes of local data of Fuchsian differential equations
given by the middle convolution in terms of the actions of the Weyl groups on the root
systems of the quivers.
In this paper, we mainly deal with differential equations with at most unramified
irregular singular points and give a realization of the action of the Euler transform in
terms of the action of the Weyl group of a Kac-Moody root system as a generalization
of Crawley-Boevey’s result.
Our result can be roughly explained as follows. Let us take P ∈ W (x) with at most
unramified irregular singular points. We impose some generic conditions on P (see Sec-
tion 3 for precise conditions). From local structures around singular points, we shall
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define the notion of the spectral type, the tuple of positive integers which count the mul-
tiplicities of local formal solutions with the same leading terms. We compute the changes
of the spectral type given by the Euler transform and other algebraic transformations
explicitly. Then we show that the changes of the spectral type give Z-lattice automor-
phisms and these automorphisms generates a transformation group on this lattice. Let us
denote by L(P ) and W˜ (P ) the lattice and the transformation group respectively. Then
finally we shall show that the W˜ (P )-module L(P ) is isomorphic to a quotient lattice of a
Kac-Moody root lattice with the Weyl group action. That is to say, there exists the root
lattice Q(P ) and the Weyl group W (P ) associated with a symmetric Kac-Moody root
system such that L(P ) is isomorphic to a quotient of W (P )-module Q(P ) (see Theorem
3.6).
Furthermore, we define a generalization of the root system in L(P ) as an analogue of
the root system of Q(P ). Then we show that if P is irreducible, then the spectral type
of P is the root of this generalized root system (see Theorem 3.12).
As a corollary, we can show an analogue of the Katz algorithm of the differential
operators with irregular singular points obtained by D. Arinkin and D. Yamakawa inde-
pendently ([1], [25]).
In [4], P. Boalch considers vector bundles with meromorphic connections on P1 which
have finitely many regular singular points and one unramified irregular singular point.
He gives a correspondence between these connections and representations of quivers as a
generalization of the result of Crawley-Boevey. If we restrict our case to Boalch’s setting,
we can obtain the root systems whose Dynkin diagrams agree with Boalch’s quivers if
we forget the orientations of quivers.
As examples of our correspondence with root systems, let us consider confluent equa-
tions of Heun’s differential equations. Then we can obtain extended Dynkin diagrams
of affine Lie algebras, D
(1)
4 , A
(1)
3 , A
(1)
2 , A
(1)
1 and A
(1)
1 ⊕ A
(1)
1 . These agree with symme-
tries of Ba¨cklund transforms of Painleve´ equations which are obtained from these Heun’s
equations with an apparent singular point (see Section 3.3).
1. Local structures of differential operators
Let us give a review of a formal theory of differential operators around regular and
irregular singular points. The contents of this section are well-known and found in
standard references (for example [13], [14], [20], [24], etc.).
1.1. Basic notation
Let us denote by K an algebraically closed field of characteristic zero. We denote
by K[x], K(x) and K((x)) the ring of polynomials, the field of rational functions and
the quotient field of the ring of formal power series K[[x]] respectively. Since K is
algebraically closed, any element f(x) ∈ K(x) decomposes as a product of linear factors,
f(x) =
∏m
i=1(x − ai)
mi where mi ∈ Z and ai ∈ K satisfying ai 6= aj if i 6= j. If mi > 0
(resp. mi < 0), then ai is called the zero (resp. pole) of f . We can define the discrete
valuation va for any a ∈ K∪{∞} on K(x) as follows. As we see, for any f(x) and a ∈ K
there exists ma ∈ Z such that f(x) = (x− a)mag(x) where g(x) has no pole and no zero
at a ∈ K. Then we define va(f(x)) = ma. If f(x) = 0, we define va(0) = ∞. Similarly
we define v∞(f(x)) = v0(f(x−1)) for any f(x) ∈ K(x). We have natural embeddings
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K(x) →֒ K((x − a)) for any a ∈ K and K(x) →֒ K((x−1)) which are obtained by the
completions of K(x) with respect to the valuations va and v∞ respectively (see [10] for
example).
Let ∂ = d
dx
be the natural differential operator on these rings. We denote by W [x],
W (x) and Ŵ (x), the ring of differential operators with coefficients in K[x], K(x) and
K((x)) respectively. Namely, W [x] = K[x][∂], W (x) = K(x)[∂] and Ŵ (x) = K((x))[∂].
Let F be one of the rings of differential operators defined above. The rank of P =∑
i≥0 ai(x)∂
i ∈ F is max{i | ai(x) 6= 0} and denoted by rankP . If in particular F =
W [x], we define the degree by degP = max{deg ai(x) | i = 0, 1, . . .}.
We associate P ∈ F with the left F -module F/〈P 〉 where 〈P 〉 is the left ideal of F
generated by P . If F is W (x) or Ŵ (x), whose coefficient set is the field, then we can
regard F/〈P 〉 as the finite dimensional vector space over the coefficient field of F with
dimF/〈P 〉 = rankP . We denote F/〈P 〉 by MP (x) and M̂P (x) if F is W (x) and Ŵ (x)
respectively.
For any a ∈ K and ∞, we define algebra homomorphisms
φa : K((x)) −→ K((z))
x 7−→ z + a
,
φ∞ : K(x) −→ K((z))
x 7−→ z−1 .
These extend to
φa : Ŵ (x) −→ Ŵ (z)
x 7−→ z + a
∂x =
d
dx
7−→ ∂z =
d
dz
,
φ∞ : W (x) −→ Ŵ (z)
x 7−→ z−1
∂x 7−→ −z2∂z
.
Let us fix an algebraic field extension K((t)) of K((x)) where tq = x (q ∈ Z>0). Then
the natural embedding
rq : K((x)) −→ K((t))
x 7−→ tq
extends to
rq : Ŵ (x) −→ Ŵ (t)
x 7−→ tq
∂x 7−→
1
q
t1−q∂t
.
1.2. Singular points
The valuation v of K((x)) is defined by
v
( ∞∑
i=−∞
ci(x)
m
)
= min{i | ci 6= 0}.
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Here we define v(0) =∞. We can extend v to Ŵ (x). For P =
∑
i≥0 ai(x)∂
i ∈ Ŵ (x),
v(P ) = min
i≥0
{v(ai(x)) − i}.
Set P =
∑
i≥0
∑
j>−∞ ci,jx
j∂i ∈ Ŵ (x)\{0} and put v(P ) = m. Then the characteristic
polynomial ch(P ) of P is
ch(P )(s) =
∑
i≥0
ci,m+is(s− 1) · · · (s− i+ 1).
Roots of ch(P )(s) = 0 are called characteristic exponents of P . In particular, if P satisfies
degK[s] ch(P )(s) = rankP , we say P is regular singular type.
Now recall the definition of singular points of elements inW (x). For a ∈ K and∞ we
can consider embeddings W (x) →֒ Ŵ (x)
φa
→ Ŵ (z) and W (x)
φ∞
→֒ Ŵ (z) respectively. We
also denote these embeddings by the same notation φa, φ∞ : W (x) →֒ Ŵ (z). The singular
points of P =
∑n
i=0 ai(x)∂
i ∈ W (x) (an(x) 6= 0) are poles of
ai(x)
an(x)
for i = 0, . . . , n− 1.
Moreover if z = 0 is a singular point of φ∞(P ) ∈ W (z) ⊂ Ŵ (z), then we say P has a
singular point at ∞. Let us denote the set of singular points of P by SP ⊂ K ∪ {∞}.
Characteristic polynomials and characteristic exponents at singular points are defined by
cha(P )(s) = ch(φa(P ))(s) (a ∈ SP )
and their zeros respectively.
Definition 1.1 (regular singular points and irregular singular points). Consider P ∈
W (x) with rankP ≥ 1. A singular point a ∈ SP is called a regular singular point if
degK[s] cha(P )(s) = rank (P ). Otherwise a ∈ SP is called an irregular singular point.
1.3. Decomposition of differential operators
Let us recall the decomposition of differential operators studied by Hukuhara [9],
Turrittin [23], Malgrange [13], Robba [18] and the other researchers.
Let us take P =
∑n
i=0 ai(x)∂
i ∈ Ŵ (x) and w ∈ K(x), and define
Ad(ew)P =
n∑
i=0
ai(x)
(
∂ −
d
dx
w
)i
∈ Ŵ (x).
Sometimes we denote Pw = Ad(ew)P for short. Moreover define Ada(e
w) = φ−1a ◦
Ad(ew) ◦ φa : W (x)→W (x) for a ∈ K ∪ {∞}.
Definition 1.2 (elementary components). LetK((t)) be an algebraic extension ofK((x))
with tq = x. Let rq : Ŵ (x) →֒ Ŵ (t) be the extension of the natural embedding K((x)) →֒
K((t)). For P ∈ Ŵ (x) we suppose that there exist w ∈ t−1K[t−1] and Q ∈ Ŵ (t) of reg-
ular singular type with rankQ ≥ 1 such that
1. Q is monic, i.e., Q = ∂n + an−1(x)∂n−1 + · · · + a0(x), ai(x) ∈ K((t)) for i =
0, . . . , n− 1,
2. rq(P ) = RQ
w for some R ∈ Ŵ (t),
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3. ch(rq(P )
−w) = ch(Q).
Then we call the pair (w,Q) an elementary component of P or e-component shortly and
the integer q is called the ramification index of the elementary component (w,Q). In
particular, if the ramification index of (w,Q) is q = 1, then we say (w,Q) is unramified.
Remark 1.3. We retain the above notation. If Q′ ∈ Ŵ ((t)) satisfies conditions 2 and 3
in the above definition. Then there exists f ∈ K((t)) such that Q′ = fQ (see the´ore`me
2.4 in [18]).
Definition 1.4 (slopes of e-components). Let us consider P ∈ Ŵ (x) and an e-component
(w,Q) of P in Ŵ (t), an extension of Ŵ (x) with tq = x. Then the slope of (w,Q) is defined
by λ = δ(w)
q
where δ(w) = degK[t−1] w.
The following is one of the most fundamental theorem for the formal theory of dif-
ferential operators in Ŵ (x).
Theorem 1.5 (see [13] and [18] for example). Consider P ∈ Ŵ (x). Then there exists an
algebraic extension K((t)) of K((x)) with tq = x such that rq(P ) decomposes as follows.
There exist the unique set of elementary components {(w1, P1), . . . , (wr , Pr)} of P in
Ŵ (t) such that
1. wi 6= wj if i 6= j,
2. we have the Ŵ (t)-module decomposition M̂rq(P )(t) = ⊕
r
i=1M̂Pwii
(t).
We call {(w1, P1), . . . , (wr, Pr)} the complete set of e-components of P .
If we can choose q = 1 in the above theorem, we say P ∈ Ŵ (x) is unramified.
Let us recall of the Newton polygon of P =
∑n
i=0 ai(x)∂
i ∈ Ŵ (x) introduced by
Malgrange [14] and Ramis [17]. Let us associate the points
(i, v(ai(x)) − i) ∈ N× Z
for i-th terms ai(x)∂
i of P . Then the convex hull of the set
n⋃
i=0
{(i− s, v(ai(x)) − i+ t) | s, t ∈ R≥0} ⊂ R2
is called the Newton polygon of P and written by N(P ).
Let us see a relation between N(P ) and e-components of rq(P ). We use the same
notation as in Theorem 1.5.
Let
a1 = (i1, j1), . . . , al = (il, jl) (0 ≤ i1 < · · · < il)
be the vertices of N(P ). Also let λk be slopes of edges from ak to ak+1 for k = 1, . . . , l−1,
i.e., λk =
jk+1−jk
ik+1−ik . Then we can see that {λk | k = 1, . . . , l − 1} =
{
δ(wi)
q
| i = 1, . . . , r
}
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and
i1 =
{
0 if wi 6= 0 for all i = 1, . . . , r,
rankPi˜ if there exists wi˜ = 0,
ik+1 − ik =
∑
{
i
∣∣∣ δ(wi)q =λk}
rankPi (k = 1, . . . , l − 1),
j1 = v(P ),
jk+1 − jk = λk
∑
{
i
∣∣∣ δ(wi)q =λk}
rankPi (k = 1, . . . , l− 1),
jl = v(an(x)) − n.
(1)
Now we can define Newton polygons of P ∈ W (x) at singular points. Namely for
a ∈ SP , Na(P ) = N(φa(P )) denote the Newton polygon of φa(P ).
In particular let us see N∞(P ) for P =
∑n
i=0 ai(x)∂
i ∈ W (x) (an(x) 6= 0). Let
{(w′i, P
′
i ) | i = 1, . . . , r
′} be the complete set of e-components of rq′ ◦ φ∞(P ) with a
suitable q′ ∈ Z>0. Let λ′1 < λ
′
2 < . . . < λ
′
l′−1 be slopes of N∞(P ). Then we have
il′ = n = rankP,
jl′ = n− degK[x] an(x),
ik+1 − ik =
∑
{
i
∣∣∣ δ(w′i)
q′
=λ′
k
} rankP
′
i (k = 1, . . . , l
′ − 1),
jk+1 − jk = λ
′
k
∑
{
i
∣∣∣ δ(w′i)
q′
=λ′
k
} rankP
′
i (k = 1, . . . , l
′ − 1).
(2)
Moreover if P ∈ W [x], then degP can be seen from N∞(P ) as follows. Choose α (∈
{1, . . . , l′ − 1}) so that λ′α > 1 and λ
′
α−1 ≤ 1. Then we have
degP = degK[x] an(x) +
l′−1∑
s=α
(λ′s − 1)
∑
{
i
∣∣∣ δ(w′i)
q′
=λ′s
} rankP
′
i . (3)
Also we can compute v(φ∞(P )) as follows,
v(φ∞(P )) = j1 = n− degK[x] an(x) −
l′−1∑
s=1
λs
∑
{
i
∣∣∣ δ(w′i)
q′
=λ′s
} rankP
′
i
= − degK[x] an(x) −
l′−1∑
s=1
(λ′s − 1)
∑
{
i
∣∣∣ δ(w′i)
q′
=λ′s
} rankP
′
i .
(4)
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1.4. Spectral types
Let P ∈ Ŵ (x) be regular singular type. Then it is known that there exists a base
{u1, . . . , un} of M̂P (x) as K((x))-vector space and AP = (ai,j)1≤i≤n
1≤j≤n
∈ M(n,K) such
that x∂ui =
∑n
j=1 ai,juj (i = 1, . . . , n). Here we can normalize AP so that distinct
eigenvalues of AP do not differ by integers (see Lemma 5.2.5 in [20] for example). Let us
call AP a characteristic matrix.
Definition 1.6 (semisimple e-components). Let us consider P ∈ Ŵ (x) and an e-
component (w,Q) of P in Ŵ (t), an extension of Ŵ (x) with tq = x. If a characteristic
matrix of Q is diagonalizable, then we say that (w,Q) is a semisimple e-component of P .
Definition 1.7. Let us suppose that P ∈ Ŵ (x) is unramified and the complete set of e-
components of P is {(w1, P1), . . . , (wr , Pr)}. Then we say P has the strongly semisimple
decomposition if the following are satisfied.
1. All e-components (wi, Pi), i = 1, . . . , r, are semisimple.
2. There existm
[i]
j ∈ Z>0 and λ
[i]
j ∈ K (j = 1, . . . , s[i]) such that λ
[i]
j −λ
[i]
j′ /∈ Z (j 6= j
′)
and the characteristic exponents of Pi for i = 1, . . . , r are
λ
[i]
1 , λ
[i]
1 + 1, . . . , λ
[i]
1 +m
[i]
1 − 1,
· · · ,
λ[i]s[i] , λ
[i]
s[i]
+ 1, . . . , λ[i]s[i] +m
[i]
s[i]
− 1.
We call the tuple of characteristic exponents and their multiplicities,{(
λ
[i]
1 , . . . , λ
[i]
s[i]
)
;
(
m
[i]
1 , . . . ,m
[i]
s[i]
)}
the spectrum of Pi for each i = 1, . . . , r. Moreover the spectrum of P is the set of spectra
of Pi for i = 1, . . . , r.
In particular if P is regular singular type, then we simply say P is strongly semisimple.
Remark 1.8. The condition 2 in the above definition naturally appears in classical
differential equations, for example the equations for generalized hypergeometric functions
(see [16] for instance). Let us see a trivial example. Take P ∈ W (x) with rankP = n
and a /∈ SP , then
cha(P )(s) = constant · s(s− 1) · · · (s− n+ 1).
Thus the characteristic exponents are 0, 1, . . . , n− 1.
For P ∈ Ŵ (x) there exist pj(s) ∈ K[s] and we can write
P =
∞∑
j=v
xjpj(ϑ) (pv 6= 0)
where ϑ = x∂. We see that v = v(P ) and ch(P )(s) = pv(s). The conditions in Definition
1.7 can be reformulated as conditions on pj(s).
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Proposition 1.9. We retain the notation in Definition 1.7. Let us assume P ∈ Ŵ (x)
is unramified. Let us choose p
[i]
l (s) ∈ K[s] so that
Pi =
∞∑
l=v[i]
xlp
[i]
l (ϑ)
(
p
[i]
v[i] 6= 0
)
.
Then the conditions in Definition 1.7 are equivalent to the following conditions on p
[i]
l (s).
For each Pi (i = 1, . . . , r), there exist m
[i]
j ∈ Z>0 and λ
[i]
j ∈ K (j = 1, . . . , s[i]) such that
λ
[i]
j − λ
[i]
j′ /∈ Z (j 6= j
′) and
p[i]v[i](λ
[i]
j ) = p
[i]
v[i]
(λ
[i]
j + 1) = · · · = p
[i]
v[i]
(λ
[i]
j +m
[i]
j − 1) = 0,
p
[i]
v[i]+1
(λ
[i]
j ) = p
[i]
v[i]+1
(λ
[i]
j + 1) = · · · = p
[i]
v[i]+1
(λ
[i]
j +m
[i]
j − 2) = 0,
· · ·
p
[i]
v[i]+m
[i]
j −1
(λ
[i]
j ) = 0
for all j = 1, . . . , s[i].
Proof. This follows from Proposition 6.14 in [16].
Remark 1.10. Let us consider P ∈ W (x) with rankP = n and take a ∈ K ∪ {∞}.
Then it can be seen that a /∈ SP if and only if φa(P ) is regular singular type and strongly
semisimple with the spectrum {(0) ; (n)}. We shall show this fact in the subsection 2.2.
In this paper we mainly investigate special differential operators in W (x) satisfying
the following assumption.
Assumption 1.11. Let us consider P ∈W (x) with the set of singular points SP . Then
for each a ∈ SP we assume that
1. φa(P ) ∈ Ŵ (z) is unramified,
2. φa(P ) has the strongly semisimple decomposition.
Definition 1.12 (spectral types). Let us suppose that P ∈ W (x) satisfies Assumption
1.11 and put SP = SP ∪ {∞} = {a0, a1, . . . , ap} where a1, . . . , ap ∈ K and a0 = ∞.
For each ai (i = 0, . . . , p), let
{(
w
[i]
1 , P
[i]
1
)
, . . . ,
(
w
[i]
ri , P
[i]
ri
)}
be the complete set of e-
components of φai(P ). Let{(
λ
[i,j]
1 , . . . , λ
[i,j]
s[i,j]
)
;
(
m
[i,j]
1 , . . . ,m
[i,j]
s[i,j]
)}
be the spectrum of P
[i]
j for each i = 0, . . . , p and j = 1, . . . , ri. Then we say that P has
the spectrum {(
λ
[i,j]
1 , . . . , λ
[i,j]
sj
)
;
(
m
[i,j]
1 , . . . ,m
[i,j]
s[i,j]
)}
0≤i≤p
1≤j≤ri
.
In particular, putting m[i,j] =
(
m
[i,j]
1 , . . . ,m
[i,j]
s[i,j]
)
, we call (m[i,j]) 0≤i≤p
1≤j≤ri
the spectral type
of P .
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2. Algebraic transformations and local data
In this section, we recall some transformations on W [x] and W (x), and investigate
how the spectra are changed by these transformations.
2.1. Addition and Fourier-Laplace transform
For µ ∈ K we define an automorphism of Ŵ (x) by
Addµ : Ŵ (x) −→ Ŵ (x)
x 7−→ x
∂ 7−→ ∂ −
µ
x
,
and call this automorphism the addition. Moreover define Addµa = φ
−1
a ◦Add
µ◦φa : Ŵ (x)→
Ŵ (x) and call this the addition at x = a for a ∈ K.
Lemma 2.1. Let us consider an unramified P ∈ Ŵ (x) with the complete set of e-
components {(w1, P1) . . . , (wr, Pr)}.
1. For g(x) ∈ K[[x]], define an algebra automorphism jg of Ŵ (x) by sending x 7→ x
and ∂ 7→ ∂ − g(x). Then ch(jg(Pi)) = ch(Pi) and thus jg(Pi) are regular singular
type.
Moreover jg preserves characteristic matrices. Namely, we can choose the same
characteristic matrices of jg(Pi) as them of Pi for i = 1, . . . , r.
In particular {(w1, jg(P1)) , . . . , (wr , jg(Pr))} is the complete set of e-components
of jg(P ).
2. For any µ ∈ K, {(w1,Add
µ(P1)), . . . , (wr,Add
µ(Pr))} is the complete set of e-
components of Addµ(P ).
Moreover suppose that P has the strongly semisimple decomposition with the spec-
trum
{(
λ
[j]
1 , . . . , λ
[j]
s[j]
)
;
(
m
[j]
1 , . . . ,m
[j]
s[j]
)}
1≤j≤r
. Then Addµ(P ) has the strongly
semisimple decomposition with the spectrum{(
λ
[j]
1 + µ, . . . , λ
[j]
s[j]
+ µ
)
;
(
m
[j]
1 , . . . ,m
[j]
s[j]
)}
1≤j≤r
.
Proof. First we note that jg(P
wi
i ) = jg(Pi)
wi . Let us choose pj(s), p
′
j(s) ∈ K[s] so that
Pi =
∑∞
j=v x
jpj(ϑ) and jg(Pi) =
∑∞
j=v′ x
jp′j(ϑ). Here pv(s) 6= 0 and p
′
v′(s) 6= 0. Then
v(g(x)) ≥ 0 implies that v = v′ and pv(s) = p′v′(s). Thus ch(Pi) = ch(jg(Pi)).
Next we examine characteristic matrices. Define a new ∂-action on M̂Pi by ∂ ◦m =
(∂ + g(x))m for m ∈ M̂Pi and denote this new Ŵ (x)-module by M̂
g
Pi
. Then M̂gPi
∼=
M̂jg(Pi)(x). Let Ai be a characteristic matrix of Pi with respect to a suitably chosen
basis of M̂Pi . Then
∂ ◦m = (Ai + g(x)I)m (m ∈ M̂
g
Pi
).
Here in the RHS we regard m as the column vector with respect to the basis and I is
the identity matrix. Since we may choose Ai so that their eigenvalues do not differ by
integers, there exists another basis of Ŵ gPi such that
∂ ◦m = Aim (m ∈ M̂
g
Pi
)
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(see Theorem 5.2.2 in [20] for example). Here in the RHS we regard m as the column
vector with respect to the new basis. This proves 1.
Let us consider 2. We see that Addµ(Pi) ∈ Ŵ (x) is regular singular type. Indeed if
Pi =
∑∞
j=v x
jpj(ϑ) with polynomials pj(s) ∈ K[s] and pv(s) 6= 0, then degK[t] pv(s) =
rankP since P is regular singular type. Then putting pµj (s) = pj(s− µ), we see that
Addµ(Pi) =
∞∑
j=v
xjpµj (ϑ) (5)
and degK[t] p
µ
v (s) = degK[s] pv(s) = rankP = rankAdd
µ(P ). Thus Addµ(Pi) is regular
singular type. Moreover the last assertion follows from the equation (5) and Proposition
1.9.
Proposition 2.2. Suppose that P ∈ W (x) satisfies Assumption 1.11. Put SP =
{a0, a1, . . . , ap} where a0 = ∞ and a1, . . . , ap ∈ K. Let us denote the complete sets
of e-components of φai(P ) by
{(
w
[i]
1 , P
[i]
1
)
, . . . ,
(
w
[i]
ri , P
[i]
ri
)}
and denote the spectra of
P
[i]
j by
{(
λ
[i,j]
1 , . . . , λ
[i,j]
ri
)
;
(
m
[i,j]
1 , . . . ,m
[i,j]
ri
)}
for i = 0, . . . , p, j = 1, . . . , ri. Now take
µ ∈ K and ai0 ∈ SP , and consider the spectrum of Add
µ
ai0
(P ).
Then we have SAddµai0 (P )
⊂ SP . For ai ∈ SAddµai0 (P )
, the complete sets of e-
components of φai ◦ Add
µ
ai0
(P ) are
{(
w
[i]
1 , P˜
[i]
1
)
, . . . ,
(
w
[i]
ri , P˜
[i]
ri
)}
where P˜
[i]
j have the
spectra,
{(
λ
[i,j]
1 , . . . , λ
[i,j]
s[i,j]
)
;
(
m
[i,j]
1 , . . . ,m
[i,j]
s[i,j]
)}
if i 6= i0 and i 6= 0,{(
λ
[i0,j]
1 + µ, . . . , λ
[i0,j]
s[i0,j]
+ µ
)
;
(
m
[i0,j]
1 , . . . ,m
[i0,j]
s[i0,j]
)}
if i = i0,{(
λ
[0,j]
1 − µ, . . . , λ
[0,j]
s[0,j] − µ
)
;
(
m
[0,j]
1 , . . . ,m
[0,j]
s[0,j]
)}
if i = 0.
Proof. Note that if a 6= a′, µ
x−a =
µ
a′−a + c1(x−a
′)+ c2(x−a′)2+ · · · ∈ K[[x−a′]] where
ci =
1
i!
di
dxi
µ
x−a |z=a′ . Also note that putting z = x
−1, we see d
dx
− µ
x−a = −z
2 d
dz
− µzg(z)
with some g(z) ∈ K[[z]] satisfying g(0) = 1. As we note in Remark 1.10 if a /∈ SP , then
φa(P ) is regular singular type and strongly semisimple with the spectrum {(0) ; (n)}
where n = rankP . Then by Lemma 2.1 we can see that φa(Add
µ
ai0
)(P ) is regular singular
type and strongly semisimple with the spectrum {(0) ; (n)}. Thus a /∈ SAddµai0 (P )
which
shows that SAddµai0 (P )
⊂ SP . The other spectra of Add
µ
ai0
(P ) can be computed by
Lemma 2.1.
Definition 2.3 (Fourier-Laplace transform). The Fourier-Laplace transform is the K-
algebra automorphism of W [x],
L : W [x] −→ W [x]
x 7−→ −∂
∂ 7−→ x
.
We recall how spectra are changed by the Fourier-Laplace transform following the
results of J. Fang [6] and C. Sabbah [19].
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Proposition 2.4. Let us consider P ∈ W [x] and fix a ∈ SP \{∞} ⊂ K. Suppose that
φa(P ) ∈ Ŵ (z) is unramified and has the strongly semisimple decomposition. Moreover
suppose that φa(P ) has an e-component (w,Q) with δ(w) = n > 0 and the spectrum
{(λ1, . . . , λs) ; (m1, . . . ,ms)}.
Then there exist α1, . . . , αn+1 ∈ K and distinct polynomials g1(x), . . . , gn+1(x) ∈
xK[x] of deg gi(x) = n such that φ∞(L(P )) ∈ Ŵ (z) has the following e-components
(v1, R1), . . . , (vn+1, Rn+1) in Ŵ (t), an extension of Ŵ (z) with t
n+1 = z.
1. Polynomials vi are
vi(t) = −at
−n−1 + gi(t−1), i = 1, . . . , n+ 1.
2. We have Ri are strongly semisimple with the spectra
{(λ1 + αi, . . . , λs + αi) ; (m1, . . . ,ms)}
for i = 1, . . . , n+ 1.
Here gi(x) and αi depend only on w.
Proof. Since the Fourier-Laplace transform sends the translation x 7→ x−a to ∂ 7→ ∂+a,
it suffices to consider the case of a = 0.
Since we assume that P has the strongly semisimple decomposition, Theorem 1.1 and
1.2 of J. Fang [6], Theorem 5.1 of C. Sabbah [19] and Theorem in the section 1 of R.
Garcia-Lopez [7] assure that any e-component of φ∞ ◦ L(P ) whose slope λ is 0 < λ < 1
is semisimple. Thus we need to see the explicit characteristic exponents of e-components
of L(P ).
Set P−w =
∑N
i=0 ai(x)(x
n+1∂)i, then
P =
N∑
i=0
ai(x)
(
xn+1∂ − xn+1
d
dx
w
)i
.
Putting w˜(x) = xn+1w =
∑n−1
i=0 wix
i, we have
L(P ) =
N∑
i=0
ai(−∂)((−∂)
n+1x− w˜(−∂))i ∈ W [x].
Here we notice that ai(−∂) are elements in the ring of formal microlocal differential
operators, {
∑
i≥r bi(x)∂
−i | bi ∈ K[[x]], r ∈ Z} (see [7] for example).
We shall show that there exist polynomials g1, . . . , gn+1 ∈ sK[x] and α1, . . . , αn+1 ∈
K such that we have
ch
(
(rn+1 ◦ φ∞ ◦ L(P ))−gi(t
−1)
)
(s) = ch(P−w)(s− αi). (6)
This shows that there exist Ri ∈ Ŵ (t), the extension of Ŵ (z) with tn+1 = z, such that
(gi(t
−1), Ri) (i = 1, . . . , n+ 1) are e-components of φ∞ ◦ L(P ) and
ch(Ri)(s) = ch(P
−w)(s− αi) = ch(Q)(s− α). (7)
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Now let us show (6) and (7). Since
rn+1 ◦ φ∞
(
(−∂)n+1x− w˜(−∂)
)
=
(
1
n+ 1
tn+2∂t
)n+1
t−(n+1) − w˜
(
1
n+ 1
tn+2∂t
)
,
we put M(t, ∂t) =
(
1
n+1 t
n+2∂t
)n+1
t−(n+1) − w˜
(
1
n+1 t
n+2∂t
)
. Then we have the follow-
ing.
Lemma 2.5. Let us retain the above notation. There exist n + 1 polynomials hi(x) =∑n
j=1 hi,jx
j+1 (i = 1, . . . , n+ 1) and α1, . . . , αn+1 ∈ K and we have
M(x, ∂ + hi(x
−1)) =
(
hi,n
n+ 1
)n
xn+1∂ − αix
n + Si (8)
−
1
n+ 1
xn+2(∂ + hi(x
−1)) =
hi,n
n+ 1
x+ Ti. (9)
Here Si, Ti ∈ Ŵ (x) with v(Si) > n and v(Ti) > 1.
proof of Lemma 2.5. Let us put h(x) =
∑n
i=1 hix
i+1 ∈ K[x], then
M(x, ∂ + h(x−1)) =
(
1
n+ 1
xn+2∂ + h˜(x)
)n+1
x−n−1 − w˜
(
1
n+ 1
xn+2∂ + h˜(x)
)
.
Here h˜(x) = 1
n+1x
n+2h(x−1) =
∑n
i=1 h˜ix
i ∈ K[x]. Since v(xn+2∂) = n+1 and v(h˜(x)) =
1, if we put
Ni(x, ∂) =
(
1
n+ 1
xn+2∂ + h˜(x)
)i
− h˜(x)i
for i = 1, . . . , n− 1, then v0(Ni) = n+ i. Also putting
Nn(x, ∂) =
(
1
n+ 1
xn+2∂ + h˜(x)
)n+1
x−n−1 − x−n−1(h˜(x))n+1,
we have v0(Nn) = n. Then we have
M(x, ∂ + h(x−1)) = Nn −
n−1∑
i=1
wiNi − w0 + x
−n−1(h˜(x))n+1 −
n−1∑
i=1
wi (h˜(x))
i.
Let us put (h˜(x))i =
∑ni
j=iH
(i)
j x
j for i = 1, . . . , n+1. Then we can see that H
(i)
i = (h˜1)
i
and H
(i)
i+k are polynomials of h˜1, . . . , h˜k for k = 1, . . . , n− 1.
Then let us choose h˜i (i = 1, . . . , n) so that the following equations are satisfied,
H
(n+1)
n+1 − w0 = 0
H
(n+1)
n+2 − w1H
(1)
1 = 0
· · ·
H
(n+1)
n+1+j − w1H
(1)
j − · · · − wjH
(j)
j = 0 (j ≤ n− 1)
. (10)
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Then
v
(
−w0 + x
−n−1(h˜(x))n+1 −
n−1∑
i=1
wi (h˜(x))
i
)
≥ n,
namely
−w0 + x
−n−1(h˜(x))n+1 −
n−1∑
i=1
wi(h˜(x))
i = c0x
n + c1x
n+1 + c2x
n+2 + · · · .
We note that the equation (h˜n)
n+1 − w0 = 0 has n + 1 solutions in K, and if we fix a
solution h˜n, remaining h˜n−1, . . . , h˜1 are uniquely determined by the other equations.
Thus we have
M(x, ∂ + h(x−1)) = (hn)nxn+1∂ − c0xn +M ′(x, ∂)
where v(M ′(x, ∂)) ≥ n+ 1. The other equation can be obtained similarly.
Since rn+1 ◦ φ∞ ◦ L(P ) =
∑N
i=0 ai
(
1
n+1 t
n+2∂t
)
M(t, ∂t)
i, let us choose hk as in
Lemma 2.5 and gk so that
d
dt
(gk(t
−1)) = hk(t−1) for k = 1, . . . , n + 1. Then putting
tk =
hk,n
n+1 t, we have rn+1 ◦ φ∞ ◦ L(P )
−gk(t−1) =
∑N
i=0 ai(tk + Tk)(t
n+1
k ∂tk − α
′
kt
n
k + Sk)
i.
Here α′k = αk
(
hk,n
n+1
)−n
. Then recalling that P−w =
∑N
i=0 ai(x)(x
n+1∂)i, we have
ch(L(P )−gk(t
−1))(t) = ch(P−w)(t− α′k). Here α
′
k = αk
(
hk,n
n+1
)−1
.
Proposition 2.6. Let us consider P ∈ W [x] and suppose that φ∞(P ) ∈ Ŵ (z) is unram-
ified and has the strongly semisimple decomposition. Moreover suppose that φ∞(P ) has
an e-component (w,Q) with δ(w) = n ≥ 2 and the spectrum
{(λ1, . . . , λs) ; (m1, . . . ,ms)}.
Set w(z) = w0z
−n−1 + w1z−n + . . .+ wn−1z−2 (w0 6= 0) where n ≥ 2.
Then there exist α1, . . . , αn−1 ∈ K and distinct g1(x), . . . , gn−1(x) ∈ xK[x] of deg gi(x) =
n such that φ∞(L(P )) has following e-components (v1, R1), . . . , (vn−1, Rn−1) in Ŵ (t), the
extension of Ŵ (z) with tn−1 = z.
1. We have Ri are of strongly semisimple with the spectra
{(λ1 + αi, . . . , λs + αi) ; (m1, . . . ,ms)}.
for i = 1, . . . , n− 1.
2. Polynomials vi are
vi(t) = gi(t
−1), i = 1, . . . , n− 1.
Here gi(x) and αi depend only on w.
This proposition can be shown by the same argument as in Proposition 2.4. Also we
can show inversion formulas of these propositions.
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2.2. Primitive component
Elements in W (x) can be seen as elements in W [x] by multiplying suitable elements
in K(x) from the left. However P ∈ W [x] and f(x)P for some f(x) ∈ K[x] have
slightly different structures if we consider the Laplace transform images. For example,
rankL(P ) 6= rankL(f(x)P ) and their local spectra are mutually different in general.
Hence we shall give a way to choose a minimal, in a sense, element in W [x] from an
element in W (x).
Lemma 2.7. Let us consider
P =
∞∑
i=r
xipi(ϑ) ∈ Ŵ [x] = K[[x]][∂] (pi(s) ∈ K[s], pr(s) 6= 0).
Then x−sP is still in Ŵ [x] (s ∈ Z≥0) if and only if r − s ≥ 0 or the following equations
are satisfied for m = s− r,
pr(0) = pr(1) = · · · = pr(m− 1) = 0,
pr+1(0) = pr+1(1) = · · · = pr+1(m− 2) = 0,
· · ·
pr+m−1(0) = 0.
(11)
Proof. If equations (11) are satisfied, we have
xr+ipr+i(ϑ) = x
r+iϑ(ϑ− 1) · · · (ϑ−m+ i+ 1)p˜r+i(ϑ)
= xr+ixm−i∂m−ip˜r+i(ϑ) = xr+m∂m−ip˜r+i(ϑ)
for i = 0, 1, . . . ,m− 1 where p˜r+i ∈ K[x]. Thus x−(r+m)P ∈ Ŵ [x].
Conversely suppose that x−sP ∈ Ŵ [x]. Then x−sP =
∑∞
i=0 x
i−mpr+i(ϑ). Since
v(xi−mpr+i(ϑ)) = i − m, they are linear combinations of xα∂α+m−i (α ≥ 0) for i =
0, . . . ,m. Recalling that
xα∂α+m−i = ϑ(ϑ− 1) · · · (ϑ− α+ 1)∂m−i
for i = 0, 1, . . . ,m, we have
xi−mpr+i(ϑ) = p¯r+i(ϑ)∂m−i
= ∂m−ip¯r+i(ϑ−m+ i)
= xi−mϑ(ϑ− 1) · · · (ϑ−m+ i+ 1)p¯r+i(ϑ−m+ i)
for i = 0, 1, . . . ,m. Here p¯r+1 ∈ K[x]. Thus we have equations (11).
As a corollary of this lemma we show the fact in Remark 1.10.
Proposition 2.8. Let us consider P ∈ W (x) with rankP = n and take a ∈ K ∪ {∞}.
Then a /∈ SP if and only if φa(P ) is regular singular type and strongly semisimple with
the spectrum {(0) ; (n)}.
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Proof. Multiplying an element in K(x) from the left, we may assume P ∈ W [x]. First
let us suppose a /∈ SP . It suffices to consider the case a = 0. Then multiplying x
m
from the left, we may suppose P =
∑n
i=0 ai(x)∂
i where ai(x) ∈ K[x] and an(0) 6= 0.
Then v(P ) = −n and hence we can write P =
∑N
i=−n x
ipi(ϑ) with pi(s) ∈ K[s] and
degK[s] p−n(s) = n. Then Lemma 2.7 shows that φ0(P ) is regular singular type and
strongly semisimple with the spectrum {(0) ; (n)}.
Let us suppose the converse. Lemma 2.7 shows that by multiplying xm, we can set
P =
∑N
i=−n x
ipi(ϑ) ∈ W [x] where pi(s), i = −n,−n + 1, . . . ,−1 satisfy the equation
(11). Then P =
∑n
i=0 ai(x)∂
i satisfies that ai(x) ∈ K[x], i = 0, . . . , n and an(0) 6= 0.
Thus 0 /∈ SP .
Definition 2.9 (primitive component). We say that P =
∑n
i=0 ai(x)∂
n ∈W [x] is prim-
itive if
1. gcdK[x]{ai(x) | i = 0, . . . , n} = 1,
2. an(x) 6= 0 is monic.
For P ∈ W (x), there exist f(x) ∈ K(x) and the primitive element P˜ ∈ W [x], and then
we can uniquely decompose P as
P = f(x)P˜ .
We denote this primitive element by Prim(P ) and call this the primitive component of
P .
Let us see some properties of primitive components.
Lemma 2.10. Let P ∈W [x] be a primitive element. Then take a, µ ∈ K and decompose
Addµa(P ) = f(x)Prim (Add
µ
a(P )). Then there exists m ∈ Z such that f(x) = x
m.
Proof. We may assume a = 0. Set Addµ0 (P ) =
∑n
i=0 ai(x)∂
i. Then each ai(x) ∈ K(x)
(i = 0, . . . , n) has pole only at 0. Thus if we decompose f(x) as the product of linear
factors, f(x) = xm0
∏m
j=1(x − ai)
mi , then mi ≤ 0 for all i = 1, . . . ,m. Then Lemma 2.1
and Lemma 2.7 show that mi = 0 for all i = 1, . . . ,m.
The following proposition is owing to H. Tsai [22] which assures that if P ∈ W (x)
generate the maximal ideal inW (x) and satisfies a good condition, then Prim(P ) ∈ W [x]
also generates the maximal ideal in W [x].
Proposition 2.11 (Tsai [22]). Let us consider P ∈ W (x) and put {a1, . . . , ap} =
SP \{∞}. At each x = ai (i = 1, . . . , p), let us write
P =
Ni∑
j=ri
(x− ai)
jp
(i)
j (ϑai)
by integers ri, Ni, and polynomials p
(i)
j (s) (p
(i)
ri (s) 6= 0). Let us suppose that there exist
mi ∈ Z≥0 for i = 1, . . . , p such that
p(i)ri (0) = p
(i)
ri
(1) = · · · = p(i)ri (mi − 1) = 0,
p
(i)
ri+1
(0) = p
(i)
ri+1
(1) = · · · = p
(i)
ri+1
(mi − 2) = 0,
· · ·
p
(i)
ri+mi−1(0) = 0.
(12)
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Here we put p
(i)
j (s) = 0 if j > Ni. Moreover we assume that characteristic polynomials
chai(P )(s) = p
(i)
ri (s) have no integer root other than 0, 1, . . . ,mi − 1.
Then if P is irreducible in W (x), i.e., P generates the maximal left ideal of W (x),
then the primitive component Prim (P ) of P generates the maximal ideal of W [x].
Proof. This follows from Corollary 5.5 in [22].
Lemma 2.12. Let P ∈W [x] be a primitive element. Suppose that φ0(P ) has an unram-
ified e-component (0, Q) in Ŵ (z) with the spectrum
{(0, λ1, . . . , λl) ; (m0,m1, . . . ,ml)}. (13)
Then Pλ1 = Prim (Add
−λ1
0 (P )) has the unramified e-component (0, Qλ1) in Ŵ (z) with
the spectrum
{(−λ1, 0, λ2 − λ1, . . . , λl − λ1) ; (m0,m1, . . . ,ml)}.
Moreover
degPλ1 − degP = m0 −m1.
Proof. The first assertion follows from Proposition 2.1 and the second one from Lemma
2.7 and Lemma 2.10.
2.3. Fourier-Laplace transform of e-components with slope λ ≤ 1
In the subsection 2.1, we see the Fourier-Laplace transform of e-components. However
we exclude e-components of the slope λ = 0 in Proposition 2.4 and them of the slope
λ ≤ 1 in Proposition 2.6. Thus we shall see the remaining cases in this subsection.
Proposition 2.13. Let P ∈ W [x] be primitive. Fix a ∈ SP \{∞} and suppose that
φa(P ) ∈ Ŵ (za) has an unramified e-component (0, Q) in Ŵ (za) with the spectrum
{(0, λ1, . . . , λl); (m0,m1, . . . ,ml)}.
Then φ∞(L(P )) ∈ Ŵ (z∞) has the unramified e-component (−az−1, Q′) in Ŵ (z∞) with
the spectrum
{(λ1 + 1, . . . , λl + 1); (m1, . . . ,ml)}.
Remark 2.14. In the above proposition we may allow the case m0 = 0. Thus we
extend our notation for spectra as follows. Let us consider (λ1, . . . , λr) ∈ Kr and
(m1, . . . ,mr) ∈ (Z≥0)r. Put I = {i ∈ {1, . . . , r} | mi 6= 0} and suppose I 6= ∅. Then
we say that P ∈ Ŵ (x) of regular singular type and strongly semisimple has the spectrum
{(λ1, . . . , λr) ; (m1, . . . ,mr)} if P has the spectrum {(λi)i∈I ; (mi)i∈I}.
Proof. We may consider only the case of a = 0. Set P =
∑N
i=r x
ipi(ϑ), pr(s) 6= 0.
Lemma 2.7 tells us that v(P ) = r = −m0 and
x−m0+ip−m0+i(ϑ) = x
−m0+iϑ · · · (ϑ−m0 + i+ 1)p¯−m0+i(ϑ)
= x−m0+ixm0−i∂m0−ip¯−m0+i(ϑ)
= ∂m0−ip¯−m0+i(ϑ),
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for i = 0, . . .m0 − 1. Here p¯j(s) are polynomials. If we denote valuations of Ŵ (z0) and
Ŵ (z∞) by v0 and v∞ respectively, we have v0(P ) = v∞(φ∞(L(P ))). Thus if we set
L(P ) =
∑N
i=−m0 x
−ip˜i(∂), then p˜i(s) = p¯i(−s − 1) for i = −1,−2, . . . ,−m0. Then the
proposition follows.
Similarly we have the following.
Proposition 2.15. Let us consider P ∈ W [x]. Suppose that φ∞(P ) ∈ Ŵ (z∞) has an
e-component (az−1, Q) in Ŵ (z∞) with the spectrum
{(λ1, . . . , λl) ; (m1, . . . ,ml)}
where λi /∈ Z for i = 1, . . . , l. Then we have v(φa(L(P ))) ≤ 0 and φa(L(P )) ∈ Ŵ (za)
has the e-component (0, Q′) in Ŵ (za) with the spectrum
{(0, λ1 − 1, . . . , λl − 1) ; (m0,m1, . . . ,ml)}.
Here we put −m0 = v(φa(L(P ))).
Proof. Let us put L(P ) =
∑N
i=ma
(x − a)ipi(ϑ), pi(s) ∈ K[s] and pma 6= 0, and suppose
that ma = v(φa(L(P )) > 0. Then P =
∑N
i=ma
(∂ − a)ipi(−ϑ − 1) and this implies that
P = (∂ − a)maP ′ with P ′ ∈ W [x]. This shows that ch(φ∞(P )−az
−1
∞ )(s) = 0 has integer
roots and contradicts to the assumption λi /∈ Z for all i = 1, . . . , l. The remaining follows
from the same argument as in Proposition 2.13.
2.4. Euler transform
In the previous subsections we compute the changes of spectra of e-components by
the addition and the Fourier-Laplace transform. In this subsection we introduce Euler
transform defined by the composition of the Fourier-Laplace transform and the addition,
and give an explicit computation of changes of spectra.
Definition 2.16 (Euler transform, cf. [16]). The Euler transform of P ∈ W (x) with the
parameter λ ∈ K is defined by
E(λ)P = L ◦ Prim ◦Addλ0 ◦ L
−1 ◦ Prim(P ) ∈ W [x].
Remark 2.17. This is an algebraic analogue of the classical description of Euler trans-
form:
Iµc g(z) =
1
Γ(µ)
∫ z
c
g(x)(z − x)µ−1 dx =
∫ i∞
−i∞
y−µ
∫ ∞
c
g(x)e−xy dx ezy dy.
Theorem 2.18. Let us consider P ∈ W (x) satisfying Assumption 1.11 and put SP =
{a0, a1, . . . , ap} where a0 =∞ and a1, . . . , ap ∈ K. Let
{(
w
[i]
1 , P
[i]
1
)
, . . . ,
(
wri , P
[i]
ri
)}
be
the complete set of e-components of φai(P ) ∈ Ŵ (zai) for each ai ∈ SP . Let us denote
the spectra of P
[i]
j by{(
λ
[i,j]
1 , . . . , λ
[i,j]
s[i,j]
)
;
(
m
[i,j]
1 , . . . ,m
[i,j]
s[i,j]
)}
, i = 0, . . . , p, j = 1, . . . , ri.
Moreover we assume the following.
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1. Suppose that w
[i]
1 = 0 for i = 0, . . . , p and λ
[i,j]
1 = 0 for i = 1, . . . , p, j = 1, . . . , ri.
2. Suppose that
λ
[0,j]
k /∈ Z (k = 1, . . . , s[0,j]) if δ(w
[0,j]) ≤ 1,
λ
[i,1]
k + λ
[0,1]
1 /∈ Z for all i = 1, . . . , p, k = 2, . . . , s[i,1].
(14)
Let us put µ = 1− λ
[0,1]
1 for simplicity. Then we have the following.
(i) We have rankE(µ)P = rankP + d where
d = deg Prim(P )−
s[0,1]∑
j=1
m
[0,1]
j −m
[0,1]
1 .
We also have m
[i,1]
1 + d ≥ 0 for all i = 0, . . . , p.
(ii) We have SE(µ)P ⊂ SP and E(µ)(P ) satisfies Assumption 1.11.
(iii) At each ai (i = 0, . . . , p), φai(E(µ)P ) has the following complete set of e-components{(
w˜
[i]
1 , P˜
[i]
1
)
, . . . ,
(
w˜
[i]
r˜i
, P˜
[i]
r˜i
)}
. We have r˜i = ri (i = 0, . . . , p) and w˜
[i]
j = w
[i]
j (i =
0, . . . , p, j = 1, . . . , ri). Here we change the order of
(
w˜
[i]
j , P˜
[i]
j
)
, j = 1, . . . , ri, if
necessary. Moreover each P˜
[i]
j (i = 1, . . . , p, j = 1, . . . , ri) has the spectrum{(
λ
[i,j]
1 − µ
[i,j], . . . , λ[i,j]s[i,j] − µ
[i,j]
)
;
(
m
[i,j]
1 , . . . ,m
[i,j]
s[i,j]
)}
if j ≥ 2,{(
0, λ
[i,1]
2 − µ, . . . , λ
[i,1]
s[i,1]
− µ
)
;
(
m
[i,1]
1 + d, . . . ,m
[i,1]
s[i,1]
)}
where µ[i,j] = (δ(w
[i]
j ) + 1)µ. On the other hand P˜
[0]
j has the spectrum{(
λ
[0,j]
1 − µ
[0,j], . . . , λ[0,j]s[0,j] − µ
[0,j]
)
;
(
m
[0,j]
1 , . . . ,m
[0,j]
s[0,j]
)}
if j ≥ 2,{(
1 + µ, λ
[0,1]
2 + µ, . . . , λ
[0,1]
s[0,1]
+ µ
)
;
(
m
[0,1]
1 + d, . . . ,m
[0,1]
s[0,1]
)}
where µ[0,j] =
(
δ(w
[0]
j )− 1
)
µ.
Proof. First we show (i). Let us denote the valuations of Ŵ (zai) by vai for i = 0, . . . , p.
Then from the equations (1) and Lemma 2.7 we have
vai(aN (x)) −N =
ri∑
j=2
δ(w
[i]
j )
s[i,j]∑
k=1
m
[i,j]
k −m
[i,1]
1 .
Since N =
∑ri
j=1
∑s[i,j]
k=1 m
[i,j]
k , then
vai(aN (x)) =
ri∑
j=2
(δ(w
[i]
j ) + 1)
s[i,j]∑
k=1
m
[i,j]
k +
s[i,1]∑
k′=1
m
[i,1]
k′ −m
[i,1]
1 .
19
Let us note that aN (x) has zeros only at a1, . . . , ap. Thus degK[x] aN (x) =
∑p
i=1 vai(aN (x)).
On the other hand, from the equation (3),
deg Prim(P ) = degK[x]aN(x) +
r0∑
j=2
(δ(w
[0]
j )− 1)
s[0,j]∑
k=1
m
[0,j]
k .
Combining these formulas, we have
degPrim(P ) =
p∑
i=1
ri∑
j=2
s[i,j]∑
k=1
(δ(w
[i]
j ) + 1)m
[i,j]
k +
r0∑
j′=1
s[0,j′ ]∑
k′=1
(δ(w
[0]
j′ )− 1)m
[0,j′]
k′
+
p∑
i′=1
s[i′,1]∑
k′=1
m
[i′,1]
k′ −
p∑
i′=1
m
[i′,1]
1 .
We can see that L−1(Prim (P )) ∈W [x] has the e-component (0, Q) in Ŵ (x) with the
spectrum {(
0, λ
[0,1]
1 − 1, . . . , λ
[0,1]
s[0,1]
− 1
)
;
(
N0,m
[0,1]
1 , . . . ,m
[0,1]
s[0,1]
)}
whereN0 = deg Prim (P )−
∑s[0,1]
j=1 m
[0,1]
j by Proposition 2.15, the equation v(φ0(L(P ))) =
v(φ∞(P )) and the equations (3), (4). By Proposition 2.15 and the assumption (14), we
have N0 ≥ 0. We note that L−1 ◦Prim(P ) is the primitive element. Indeed if there exist
f(x)(6= 0) ∈ K[x] and R ∈W [x] such that
L−1(Prim (P )) = f(x)R,
then P can be divided by
f(−∂) = C(∂ − α1) · · · (∂ − αk)
for some constants C,α1, . . . , αk ∈ K. However this means that φa0(P ) has e-components
(α1z
−1
a0
, Q1), . . . , (αkz
−1
a0
, Qk) in Ŵ (za0) whose characteristic polynomials have integer
roots. This contradicts to the assumption (14).
Hence Qµ = Prim ◦Add
µ ◦L−1 ◦Prim(P ) has the e-component (0,AddµQ) in Ŵ (x)
with the spectrum{(
µ, 0, . . . , λ[0,1]s[0,1] + µ− 1
)
;
(
N0,m
[0,1]
1 , . . . ,m
[0,1]
s[0,1]
)}
and
degQµ = degL
−1 ◦ Prim(P ) +N0 −m
[0,1]
1
= rankP +N0 −m
[0,1]
1
by Lemma 2.12. Thus
rankE(µ)P = degQµ = rankP +N0 −m
[0,1]
1 = rankP + d.
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Here d = N0 −m
[0,1]
1 = deg Prim(P )−
∑s[0,1]
j=1 m
[0,1]
j −m
[0,1]
1 .
Next we see that m
[i,1]
1 + d ≥ 0 for all i = 0, . . . , p. The case i = 0 follows from
N0 ≥ 0. Thus we see the cases i = 1, . . . , p. By Lemma 2.10, Qµ = xNνAdd
µ ◦ L−1 ◦
Prim (P ) where Nµ = degQµ − degL ◦ Prim(P ) = N0 − m
[0,1]
1 = d. Hence we have
v(φa(Qµ)) − v(φa(L−1 ◦ Prim(P ))) = Nµ = d for any a ∈ K\{0}. Moreover we have
v(φai (Qµ)) ≥ 0 for i = 1, . . . , p by the assumption (14), Proposition 2.13 and 2.15. Thus
0 ≤ v(φai (Qµ)) = v(φa(L
−1 ◦ Prim(P ))) + d = m[i,1]1 + d for i = 1, . . . , p as required.
Hence we obtain (i).
Let us see the Euler transform preserves the locations of singular points. Let us
put Prim(P ) =
∑N
i=0 ai(x)∂
i ,aN (x) 6= 0. Then E(µ)P = ∂m
∑N
i=0 ai(x + µ∂
−1)∂i =∑N ′
i=0 a
′
N ′(x)∂
i for some m ∈ Z and N ′ ∈ Z≥0. Thus aN (x) = a′N ′(x) and
SP \{∞} = {roots of aN(x) = 0} = {roots of a
′
N ′(x) = 0} ⊃ SE(µ)P \{∞}.
Also the remaining of (ii) and (iii) directly follow from Proposition 2.2, 2.4, 2.6, 2.13
and 2.15.
3. Euler transform and the action of Weyl groups of Kac-Moody root systems
In the previous section, we compute the changes of spectra given by additions, the
Fourier-Laplace transform and the Euler transform. We shall see that the changes of
the spectra induce automorphisms of a Z-lattice and these automorphisms generate a
transformation group of this lattice. Moreover we shall see the lattice with the transfor-
mation group is isomorphic to a quotient lattice of a Kac-Moody root lattice with the
Weyl group action.
3.1. Lattice transformations induced from the Euler transform
Take P ∈ W [x] satisfying Assumption 1.11. Set {a0, a1, . . . , ap} = SP with a0 =∞,
a1, . . . , ap ∈ K. For each ai ∈ SP , let{(
w
[i]
1 , P
[i]
1
)
, . . . ,
(
w[i]ri , P
[i]
ri
)}
be the complete set of e-components of P with the spectra{(
λ
[i,j]
1 , . . . , λ
[i,j]
s[i,j]
)
;
(
m
[i,j]
1 , . . . ,m
[i,j]
s[i,j]
)}
for j = 1, . . . , ri.
Define
J (P ) = {1, . . . , r0} × · · · × {1, . . . , rp}.
We fix the above P ∈W [x] all through Section 3.
Definition 3.1 (twisted Euler transforms). Consider the above P ∈ W [x]. Then for
j = (j0, . . . , jp) ∈ J (P ), we define the twisted Euler transform E(j) by
E(j)P =
p∏
i=0
Ad ai(e
w
[i]
ji )
p∏
i′=1
Addλ
[i′,j
i′
]
1
ai′
◦ E(1− λj)
◦
p∏
i=0
Ad ai(e
−w[i]ji )
p∏
i′=1
Add−λ
[i′,j
i′
]
1
ai′
(P ).
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Here λj =
∑p
i=0 λ
[i,ji]
1 .
Then by Theorem 2.18 we can compute the spectra of E(j)P for j ∈ J (P ).
Proposition 3.2. Let us consider the above P ∈ W [x]. Suppose that there exists j =
(j0, . . . , jp) ∈ J (P ) such that
λ
[0,j]
k +
p∑
i=1
λ
[i,ji]
1 /∈ Z, (k = 1, . . . , s[0,j]), if δ(w
[0]
j − w
[0]
j0
) ≤ 1,
λ
[i,ji]
k − λ
[i,ji]
1 + λj /∈ Z, (i = 1, . . . , p, k = 2, . . . , s[i,ji]).
(15)
Let us fix this j and put P (j) = E(j)P . Let{(
w
[i]
1 , P (j)
[i]
1
)
, . . . ,
(
w[i]ri , P (j)
[i]
ri
)}
be the complete sets of e-components of P (j) for i = 0, . . . , p and we denote the spectra
of P (j)
[i]
j by {(
λ(j)
[i,j]
1 , . . . , λ(j)
[i,j]
s[i,j]
)
;
(
m(j)
[i,j]
1 , . . . ,m(j)
[i,j]
s[i,j]
)}
for i = 0, . . . , p and j = 1, . . . , ri. Then we have
m(j)
[i,j]
1 = m
[i,j]
1 + d(j) if j = ji,
m(j)
[i,j]
k = m
[i,j]
k otherwise,
where
d(j) =
p∑
i=1
ri∑
j=1
(δ(w
[i]
j − w
[i]
ji
) + 1)
s[i,j]∑
k=1
m
[i,j]
k
+
r0∑
j=1
(δ(w
[0]
j − w
[0]
j0
)− 1)
s[0,j]∑
k=1
m
[0,j]
k −
p∑
i=0
m
[i,ji]
1 .
Also we have that for i = 1, . . . , p, j = 1, . . . , ri, k = 1, . . . , s[i,j],
λ(j)
[i,j]
k ={
λ
[i,j]
k if j = ji and k = 1,
λ
[i,j]
k − (δ(w
[i]
j − w
[i]
ji
) + 1)(1− λ(j)) otherwise,
and for i = 0, j = 1, . . . , r0, k = 1, . . . , s[0,j],
λ(j)
[0,j]
k ={
λ
[0,j0]
1 + 2(1− λ(j)) if j = j0 and k = 1,
λ
[0,j]
k − (δ(w
[0]
j − w
[0]
j0
)− 1)(1− λ(j)) otherwise.
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Proof. By the equation (3), we have
deg
(
Prim
p∏
i=1
Add−λ
[i,ji]
1
ai
p∏
i=0
Adai(e
−w[i]ji )(P )
)
−
s[0,j0]∑
k=1
m
[0,j0]
k −m
[0,j0]
1
=
p∑
i=1
ri∑
j=1
(δ(w
[i]
j − w
[i]
ji
) + 1)
s[i,j]∑
k=1
m
[i,j]
k
+
r0∑
j=1
(δ(w
[0]
j − w
[0]
j0
)− 1)
s[0,j]∑
k=1
m
[0,j]
k −
p∑
i=0
m
[i,ji]
1 .
Thus the proposition follows from Theorem 2.18.
The following proposition assures that the irreducibility is preserved by the Euler
transform under a good condition.
Proposition 3.3. Let us consider P ∈ W [x] with rankP > 1 and suppose that there
exists j ∈ J (P ) satisfying the condition (15) in Proposition 3.2.
Then if P is irreducible in W (x), i.e., the ideal generated by P in W (x) is a maximal
ideal, then E(j)P is irreducible in W (x).
Proof. Put Pj = Prim
∏p
i=1 Add
−λ[i,ji]1
ai
∏p
i′=0Adai′ (e
−w[i′]j
i′ )(P ). Then Proposition 2.11
implies that Pj generates the maximal ideal of W [x]. Thus L−1(Pj) also generates
the maximal ideal of W [x]. Thus if L−1(Pj) /∈ K[x], then L−1(Pj) generates the
maximal ideal in W (x). Suppose conversely that L−1(Pj) = f(x) ∈ K[x]. Then
Pj = f(−∂). Since Pj is irreducible, degK[x] f(x) = 1. This contradicts to the as-
sumption rankP > 1. Hence L−1(Pj) is irreducible. Since operators Addµa preserve
the irreducibility, PrimAdd
1−λj
0 L
−1(Pj) generates the maximal ideal in W [x] by Propo-
sition 2.11. Thus if E(1 − λj)(Pj) /∈ K[x], then E(1 − λj)(Pj) is irreducible which
implies that E(j)(P ) is irreducible. Suppose that E(1 − λj)(Pj) = g(x) ∈ K[x]. Then
PrimAdd
1−λj
0 L
−1(Pj) = g(∂). Hence g(x) = ax + b for some a, b ∈ K from the irre-
ducibility. Then there exists f(x) ∈ K[x] such that Add
1−λj
0 L
−1(Pj) = f(x)(ax∂ + bx).
Thus Pj = f(−∂)(−ax∂ − b∂ − 1 + λj). This is a contradiction since rankP > 1 and P
is irreducible.
As we see in Proposition 3.2, the twisted Euler transforms E(j) change the spec-
tral type (m
[i,j]
k )0≤i≤p, 1≤j≤ri,
1≤k≤s[i,j]
, the tuple of integers. This can be extended to Z-lattice
transformations as follows. Define the Z-lattice,
L(P ) =(a[i,j]1 , . . . , a[i,j]s[i,j]) 0≤i≤p
1≤j≤ri
∣∣∣∣ a[i,j]k ∈ Z, r0∑
j=1
s[0,j]∑
k=1
a
[0,j]
k = · · · =
rp∑
j=1
s[p,j]∑
k=1
a
[p,j]
k
 .
The rank of a = (a
[i,j]
1 , . . . , a
[i,j]
s[i,j]) 0≤i≤p
1≤j≤ri
∈ L(P ) is defined by rank (a) =
∑ri
j=1
∑s[i,j]
k=1 a
[i,j]
k .
We denote the set of positive elements in L(P ) by L(P )+, i.e., all components of the
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elements in L(P )+ are in Z≥0. For each j = (j0, . . . , jp) ∈ J (P ), let us define a Z-
automorphism of L(P ) by
σ(j) : L(P ) −→ L(P )
a =
(
a
[i,j]
1 , . . . , a
[i,j]
s[i,j]
)
0≤i≤p
1≤j≤ri
7−→ a˜ =
(
a˜
[i,j]
1 , . . . , a˜
[i,j]
s[i,j]
)
0≤i≤p
1≤j≤ri
where
a˜
[i,j]
1 = a
[i,j]
1 + d(a; j) if j = ji,
a˜
[i,j]
k = a
[i,j]
k otherwise,
and
d(a; j) =
p∑
i=1
ri∑
j=1
(δ(w
[i]
j − w
[i]
ji
) + 1)
s[i,j]∑
k=1
a
[i,j]
k
+
r0∑
j=1
(δ(w
[0]
j − w
[0]
j0
)− 1)
s[0,j]∑
k=1
a
[0,j]
k −
p∑
i=0
a
[i,ji]
1 .
The direct computation shows that σ(j) is the involutive automorphism of L(P ) for
each j ∈ J (P ), i.e., σ(j)2 = id|L(P ).
In addition we define the following permutations on L(P ). For i0 = 0, . . . , p, j0 =
1, . . . , ri0 , k0 = 1, . . . , s[i0,j0] − 1, define
σ(i0, j0, k0) : L(P ) −→ L(P )
a
[i0,j0]
k0
7−→ a
[i0,j0]
k0+1
,
a
[i0,j0]
k0+1
7−→ a
[i0,j0]
k0
,
a
[i,j]
k 7−→ a
[i,j]
k if (i, j, k) /∈ {(i0, j0, k0), (i0, j0, k0 + 1)}.
Then we can define the group W˜ (P ) acting on L(P ) by
W˜ (P ) =
〈σ(j), σ(i, j, k) | j ∈ J (P ), i = 0, . . . , p, j = 1, . . . , ri, k = 1, . . . , s[i,j] − 1〉.
Similarly consider the space R(P ) =
{(
α
[i,j]
1 , . . . , α
[i,j]
s[i,j]
)
0≤i≤p
1≤j≤ri
∣∣∣α[i,j]k ∈ K
}
with the
following transformations for j = (j0, . . . , jp) ∈ J (P ),
σ(j) : R(P ) −→ R(P )(
α
[i,j]
1 , . . . , α
[i,j]
s[i,j]
)
0≤i≤p
1≤j≤ri
7−→
(
α˜
[i,j]
1 , . . . , α˜
[i,j]
s[i,j]
)
0≤i≤p
1≤j≤ri
where
α˜
[i,j]
k ={
α
[i,j]
k if j = ji and k = 1,
α
[i,j]
k − (δ(w
[i]
j − w
[i]
ji
) + 1)(1− α(j)) otherwise,
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and for i = 0,
α˜
[0,j]
k ={
α
[0,j0]
1 + 2(1− α(j)) if j = j0 and k = 1,
α
[0,j]
k − (δ(w
[0]
j − w
[0]
j0
)− 1)(1− α(j)) otherwise.
Here α(j) =
∑p
i=0 α
[i,ji]
1 . Then it can be seen that σ(j) is involutive for each j ∈ J (P ).
Also we define permutations σ(i0, j0, s0) on R(P ) as we define on L(P ). Thus we have
the action of W˜ (P ) on R(P ).
Finally we shall consider the space of spectra. To so, let us recall the Fuchs relation
first.
Proposition 3.4 (Bertrand [3],[2]). Let us consider the above P ∈W [x]. Then we have
the equation
p∑
i=0
ri∑
j=1
s[i,j]∑
k=1
m
[i,j]
k (2λ
[i,j]
k +m
[i,j]
k − 1)
2
−
p− 1
2
rankP (rankP − 1)
−
1
2
p∑
i=0
∑
1≤j 6=j′≤ri
δ(w
[i]
j − w
[i]
j′ )(
s[i,j]∑
k=1
m
[i,j]
k )(
s[i,j′ ]∑
k′=1
m
[i,j′]
k′ )
= 0.
This equation called the Fuchs relation of P .
An analogy of the Fuchs relation for a = (a
[i,j]
1 , . . . , a
[i,j]
s[i,j]) 0≤i≤p
1≤j≤ri
∈ L(P ) and α =
(α
[i,j]
1 , . . . , α
[i,j]
s[i,j]) 0≤i≤p
1≤j≤ri
∈ R(P ) can be formally considered. Put
Λ(a;α) =
p∑
i=0
ri∑
j=1
s[i,j]∑
k=1
a
[i,j]
k (2α
[i,j]
k + a
[i,j]
k − 1)
2
−
p− 1
2
ranka(rank a− 1)
−
1
2
p∑
i=0
∑
1≤j 6=j′≤ri
δ(w
[i]
j − w
[i]
j′ )(
s[i,j]∑
k=1
a
[i,j]
k )(
s[i,j′ ]∑
k′=1
a
[i,j′]
k′ ).
Then we define the space of spectra,
S(P ) = {(a, α) ∈ L(P )×R(P ) | Λ(a;α) = 0}.
We can define W˜ (P ) action on L(P ) × R(P ) and show that this action preserves
S(P ).
Lemma 3.5. Let us define W˜ (P ) action on L(P ) × R(P ) by σ(a, α) = (σ(a), σ(α))
for σ ∈ W˜ (P ) and (a, α) ∈ L(P ) × R(P ). Then W˜ (P ) acts on S(P ), namely we have
W˜ (P )S(P ) ⊂ S(P ).
We shall prove this lemma in the next subsection.
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3.2. Euler transform and Weyl group actions on root lattices
In the previous subsection, we define the W˜ (P )-modules L(P ), R(P ) and S(P ) as an
analogy of the translations of spectra by the Euler transform. In this subsection, we shall
relate L(P ) to a Kac-Moody root lattice and show that the W˜ (P ) action is compatible
with the Weyl group action of the Kac-Moody root lattice.
Let us define the Z-lattice Q(P ) with the basis
C = {cj | j ∈ J (P )} ∪ {c(i, j, k) | i = 0, . . . , p, j = 1, . . . , ri, k = 1, . . . , s[i,j] − 1},
namely, Q(P ) =
∑
c∈C Zc. Let us introduce the symmetric bilinear form 〈 , 〉 on Q(P ),
〈cj, cj′〉 = 2−
∑
0≤i≤p
ji 6=j′i
(
δ(w
[i]
ji
− w
[i]
j′i
) + 1
)
,
〈cj, c(i, j, k)〉 =
{
−1 if j = ji and k = 1
0 otherwise
,
〈c(i, j, k), c(i′, j′, k′)〉 =

2 if (i, j, k) = (i′, j′, k′)
−1 if (i, j) = (i′, j′) and |k − k′| = 1
0 otherwise
.
Here j = (j0, . . . , jp), j
′ = (j′0, . . . , j
′
p) ∈ J (P ). We call the lattice Q(P ) with the bilinear
form 〈 , 〉 the Kac-Moody root lattice (see [11] for the detail) associated with P ∈ W [x].
The simple reflections with respect to c ∈ C is
σc(α) = α− 2〈c, α〉c, (α ∈ Q(P )).
The Weyl group is the group generated by the simple reflections, i.e., W (P ) = 〈σc | c ∈
C 〉.
Then the following theorem shows that the lattice L(P ) with the group W˜ (P ) can
be seen as a quotient lattice of the Kac-Moody root lattice Q(P ) with the group W (P ).
Theorem 3.6. Let us define the Z-module homomorphism
Φ: Q(P ) −→ L(P )
as follows. For
α =
∑
j∈J (P )
αjcj +
p∑
i=0
ri∑
j=1
s[i,j]−1∑
k=1
α(i, j, k)c(i, j, k) ∈ Q(P ),
the image Φ(α) =
(
a
[i,j]
1 , . . . , a
[i,j]
s[i,j]
)
0≤i≤p
1≤j≤ri
is
a
[i,j]
1 =
∑
{j∈J (P )|ji=j}
αj − α(i, j, 1),
a
[i,j]
k = α(i, j, k − 1)− α(i, j, k) for 2 ≤ k ≤ s[i,j].
Here we put α(i, j, s[i,j]) = 0. Then we have the following.
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1. The map Φ is surjective.
2. The map Φ is injective if and only if #{ri | ri > 1, i = 0, . . . , p} ≤ 1.
3. The Weyl group action on Q(P ) is compatible with the action of W˜ (P ) on L(P ).
Namely, we have
Φ(σcj(α)) = σ(j)(Φ(α)), ( j ∈ J (P )),
Φ(σc(i,j,k)(α)) = σ(i, j, k)(Φ(α)), (i = 0, . . . , p, j = 1, . . . , ri, k = 1, . . . , s[i,j] − 1),
for all α ∈ Q(P ).
4. If α ∈ KerΦ, then 〈α, β〉 = 0 for any β ∈ Q(P ).
Proof. Let us take an arbitrary element jˆ = (jˆ0, . . . , jˆp) ∈ J (P ). Then we can check that
images of {
c(i, j, s) for i = 0, . . . , p, j = 1, . . . , ki, s = 1, . . . , li,j − 1,
cj for j ∈
⋃p
i=0{(f
(i)
0 , . . . , f
(i)
p ) ∈ J (P ) | f
(i)
i′ = jˆi′ if i
′ 6= i}
generate L(P ). Hence Φ is surjective.
Let us show 2. Since ranks of free Z-modules Q(P ) and L(P ) are
rankZ-modQ(P ) =
p∏
i=0
ri +
p∑
i=0
ri∑
j=1
(s[i,j] − 1),
rankZ-modL(P ) =
p∑
i=0
ri∑
j=1
s[i,j] − p
respectively, thus rankZ-modQ(P )−rankZ-modL(P ) =
∏p
i=0 ri−
∑p
i=0 ri+p.Here we notice
that
∏p
i=0 ri−
∑p
i=0 ri+p ≥ 0. Indeed g(r0, . . . , rp) =
∏p
i=0 ri−
∑p
i=0 ri is the increasing
function of each ri ∈ Z>0 for i = 0, . . . , p, since
∂
∂ri
g(r0, . . . , rp) =
∏
j 6=i rj − 1 ≥ 0. Thus,
g(r0, . . . , rp) ≥ g(1, . . . , 1) = −p.
If we assume that there exist at least two ri1 and ri2 satisfying ri1 ≥ 2 and ri2 ≥ 2, then
g(r0, . . . , rp) ≥ 4− (2 + 2 + (p− 1)) = −p+ 1.
Hence rankZ-modQ(P ) − rankZ-modL(P ) ≥ 1. This shows Φ is not injective. On the
contrary, if all ri are ri = 1 except only one ri0 , then g(r0, . . . , rp) = ri0 − ri0 − p.
Hence rankZ-modQ(P ) = rankZ-modL(P ). Then since Φ is surjective, this shows that Φ is
injective.
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Let us show 3. We have
d(Φ(α); j) =
p∑
i=1
ri∑
j=1
(δ(w
[i]
j − w
[i]
ji
) + 1)
s[i,j]∑
k=1
a
[i,j]
k
+
r0∑
j=1
(δ(w
[0]
j − w
[0]
j0
)− 1)
s0,j∑
k=1
a
[0,j]
k −
p∑
i=0
a
[i,ji]
1
=
p∑
i=1
∞∑
l=0
(l + 1)
∑
{j′∈J (P )|δ(w[i]
j′
i
−w[i]ji )=l}
αj′ +
∞∑
l=0
(l − 1)
∑
{j′′∈J (P )|δ(w[0]
j′′0
−w[0]j0 )=l}
αj′′
−
p∑
i=0
∑
{j′′′∈J (P )|j′′′i =ji}
αj′′′ +
p∑
i=0
α(i, ji, 1)
=
∑
j′∈J (P )
αj′
( p∑
i=0
(
δ(w
[i]
j′i
− w
[i]
ji
) + 1
)
− 2−#{k | j′k = jk, k = 0, . . . , p}
)
+
p∑
i=0
α(i, ji, 1)
= −〈cj, α〉.
Hence we have Φ(σcj(α)) = σ(j)(Φ(α)). Equations Φ(σc(i,j,k)(α)) = σ(i, j, k)(Φ(α)) sim-
ilarly follow.
Let us show 4. If α ∈ KerΦ, then d(Φ(α); j) = 0. Thus 〈cj, α〉 = 0 for all j ∈ J (P ).
Similarly we have 〈c(i, j, k), α〉 = 0 for all i = 0, . . . , p, j = 1, . . . , ri, k = 1, . . . , s[i,j] − 1.
Hence if α ∈ KerΦ, then 〈β, α〉 = 0 for all β ∈ Q(P ).
The Weyl group W (P ) can be seen as a Coxeter group defined by generators and
relations. Let us define integers
m(c, c′) =

2 if 〈c, c′〉 = 0,
3 if 〈c, c′〉 = −1,
∞ otherwise
for c, c′ ∈ C. Then W (P ) can be seen as the group generated by following generators
with relations,
W (P ) = 〈σc (c ∈ C) | σ
2
c = e, (σcσc′)
m(c,c′) = e, c, c′ ∈ C 〉
(see Proposition 3.13 in [11]). Here e denotes the identity element in W (P ) and use the
notation σ∞ = e for σ ∈W (P ).
Proposition 3.7. The Weyl group W (P ) acts on R(P ) as follows,
σcj(µ) = σ(j)(µ),
σc(i,j,k)(µ) = σ(i, j, k)(µ), µ ∈ R(P ).
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Proof. We need to see that the W (P ) action on R(P ) is well-defined. Namely, if for
c, c′ ∈ C reflections σc, σc′ satisfy Coxeter relations
σ2c = σ
2
c′ = e,
(σcσc′)
m(c,c′) = e
in W (P ) for the positive integer m(c, c′) (sometimes it is ∞), then we should have
σ2cµ = σ
2
c′µ = µ, (16)
(σcσc′)
m(c,c′)µ = µ (17)
for all µ ∈ R(P ). The involutive relations (16) are directly from the definition. We check
the relations (17).
Let us take j, j′ ∈ J (P ) (j 6= j′) and compute (σ(j)σ(j))m on R(P ). For ν =(
ν
[i,j]
1 , . . . , ν
[i,j]
s[i,j]
)
0≤i≤p
1≤j≤ri
∈ R(P ), we can see
(σ(j′)σ(j))mν = ν(m) =
(
ν(m)
[i,j]
1 , . . . , ν(m)
[i,j]
s[i,j]
)
0≤i≤p
1≤j≤ri
are as follows. For i = 1, . . . , p, we have the following.
• If ji = j′i,
ν(m)
[i,j]
k =

ν
[i,j]
1 , if j = ji = j
′
i and k = 1,
ν
[i,j]
k − (δ(w
[i]
j − w
[i]
j′i
) + 1)
m∑
u=1
µ(u)j′
− (δ(w
[i]
j − w
[i]
ji
) + 1)
m∑
u=1
µ(u)j,
otherwise.
• If ji 6= j′i,
ν(m)
[i,j]
k =

ν
[i,j]
1 − (δ(w
[i]
ji
− w
[i]
j′i
) + 1)
∑m
u=1 µ(u)j′ , if j = ji and k = 1,
ν
[i,j]
1 − (δ(w
[i]
j′i
− w
[i]
ji
) + 1)
∑m
u=1 µ(u)j, if j = j
′
i and k = 1,
ν
[i,j]
k − (δ(w
[i]
j − w
[i]
j′i
) + 1)
m∑
u=1
µ(u)j′
− (δ(w
[i]
j − w
[i]
ji
) + 1)
m∑
u=1
µ(u)j,
otherwise.
Similarly ν(m)
[0,j]
k are as follows.
• If j0 = j′0,
ν(m)
[0,j]
k =

ν
[0,j]
1 + 2(
∑m
u=1(µ(u)j + µ(u)j)), if j = j0 = j
′
0 and k = 1,
ν
[0,j]
k − (δ(w
[0]
j − w
[0]
j′0
)− 1)
m∑
u=1
µ(u)j′
− (δ(w
[0]
j − w
[0]
j0
)− 1)
m∑
u=1
µ(u)j,
otherwise.
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• If j0 6= j′0,
ν(m)
[0,j]
k =

ν
[0,j]
1 + 2
m∑
u=1
µ(u)j
− (δ(w
[0]
j0
− w
[0]
j′0
)− 1)
m∑
u=1
µ(u)j′ ,
if j = j0, and k = 1,
ν
[0,j]
1 + 2
m∑
u=1
µ(u)j′
− (δ(w
[0]
j′0
− w
[0]
j0
)− 1)
m∑
u=1
µ(u)j,
if j = j′0 and k = 1,
ν
[0,j]
k − (δ(w
[0]
j − w
[0]
j′0
)− 1)
m∑
u=1
µ(u)j′
− (δ(w
[0]
j − w
[0]
j0
)− 1)
m∑
u=1
µ(u)j,
otherwise.
Here µ(u)j and µ(u)j′ are defined by
µ(1)j = 1−
p∑
i=0
ν
[i,ji]
1 ,
µ(u)j = −µ(u− 1)j + Eµ(u− 1)j′ ,
µ(1)j′ = 1−
p∑
i=0
ν
[i,j′i]
1 + Eµ(1)j,
µ(u)j′ = −µ(u− 1)j′ + Eµ(u)j,
where E =
∑
0≤i≤p
ji 6=j′i
(
δ(w
[i]
ji
− w
[i]
j′i
) + 1
)
.
Then it follows that
m∑
u=1
µ(u)j =
{
Emµ(m− 1)j if m is odd,
Emµ(m− 1)j′ if m is even,
m∑
u=1
µ(u)j′ =
{
Emµ(m− 1)j′ if m is odd,
Emµ(m− 1)j if m is even.
Here each Em is inductively defined by
Em = −Em−2 + E ·Em−1,
from the initial values E0 = 1, E1 = E. Then we have{
E2 = 0 if E = 0,
E2 6= 0 and E3 = 0 if E = 1.
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If E = 2, then the recurrence relation implies
Em = m+ 1.
If E > 2, we have
Em =
βm+1 − αm+1
β − α
,
where α = E+
√
E2−4
2 and β =
E−√E2−4
2 . Thus Em 6= 0 for all m ≥ 0 if E ≥ 2.
Then we have
(σ(j)σ(j′))m = id|R(P ) for
{
m = 2 if E = 0,
m = 3 if E = 1.
Similarly the direct computation shows that
(σ(j)σ(i, j, k))m = id|R(P ) for
{
m = 3 if j = ji and k = 1,
m = 2 otherwise,
and
(σ(i, j, s)σ(i′, j′, s′))m = id|R(P ) for
{
m = 3 if (i, j) = (i′, j′) and |s− s′| = 1,
m = 2 otherwise.
For a ∈ L(P ) let us define
idxa = 〈Φ−1(a),Φ−1(a)〉
and call the index of rigidity of a. Theorem 3.6 assures that this definition is well-defined
and moreover idx a is invariant under the action of W˜ (P ) since we know 〈w(α), w(β)〉 =
〈α, β〉 for any α, β ∈ Q(P ) and w ∈W (P ).
For a =
(
a
[i,j]
1 , . . . , a
[i,j]
s[i,j]
)
0≤i≤p
1≤j≤ri
∈ L(P ) and α =
(
α
[i,j]
1 , . . . , α
[i,j]
s[i,j]
)
0≤i≤p
1≤j≤ri
∈ R(P ),
let us define α · a =
∑p
i=0
∑ri
j=1
∑s[i,j]
k=1 α
[i,j]
k a
[i,j]
k .
Then we can rewrite the Fuchs relation in terms of the index of rigidity.
Lemma 3.8. For (a, α) ∈ S(P ), we have the equations
idxa = −
p∑
i=0
∑
1≤j 6=j′≤ri
δ(w
[i]
j − w
[i]
j′ )
(s[i,j]∑
k=1
a
[i,j]
k
)(s[i,j′]∑
k=1
a
[i,j′]
k
)
+
p∑
i=0
ri∑
j=1
s[i,j]∑
k=1
(a
[i,j]
k )
2 − (p− 1)(ranka)2,
Λ(a, α) = α · a+
idxa
2
− ranka.
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Proof. Define J (P )
(i)
1 = {(j
(i)
0 , . . . , j
(i)
p ) ∈ J (P ) | j
(i)
i′ = 1 if i 6= i
′} and J (P )1 =
∐pi=0J (P )
(i)
1 , the disjoint union of J (P )
(i)
1 , i = 0, . . . , p. For i = 0, . . . , p, j = 1, . . . , ri
let us define j(i,j) = (j0, . . . , jp) ∈ J (P )
(i)
1 by ji = j and ji′ = 1 for i
′ 6= i.
Then choose the element ξ =
∑
c∈C ξcc ∈ Φ
−1(a) so that
ξcj =

0 if j /∈ J (P )1,∑s[i,j]
k=1 a
[i,j]
k if j = j
(i,j) and j 6= 1,∑p
i=0
∑s[i,1]
k=1 a
[i,1]
k − p ranka if j = 1 = (1, 1, . . . , 1),
ξc(i,j,k) =
s[i,j]∑
k′=k+1
a
[i,j]
k′ .
For i = 0, . . . , p, j = 1, . . . , ri let us define j
(i,j) = (j0, . . . , jp) ∈ J (P )
(i)
1 by ji = j and
ji′ = 1 for i
′ 6= i. Then
idxa = 〈ξ, ξ〉
=
∑
j∈J (P )
ξcj〈cj, ξ〉+
p∑
i=0
ri∑
j=1
s[i,j]−1∑
k=1
ξc(i,j,k)〈c(i, j, k), ξ〉
= −
∑
j∈J (P )
ξcjd(a; j)
+
p∑
i=0
ri∑
j=1
s[i,j]−1∑
k=1
ξc(i,j,k)
(
2ξc(i,j,k) −
(
ξc(i,j,k−1) + ξc(i,j,k+1)
))
.
Here we put ξc(i,j,s[i,j]) = 0, ξc(i,j,0) = ξcj(i,j) if j 6= 1 and ξc(i,1,0) = ξc1 .
Then
idxa = −
p∑
i=0
∑
1≤j 6=j′≤ri
δ(w
[i]
j − w
[i]
j′ )
(s[i,j]∑
k=1
a
[i,j]
k
)(s[i,j′]∑
k=1
a
[i,j′]
k
)
+
p∑
i=0
ri∑
j=1
(s[i,j]∑
k=1
a
[i,j]
k
)
a
[i,j]
1 − (p− 1)(ranka)
2
+
p∑
i=0
ri∑
j=1
s[i,j]−1∑
k=1
ξc(i,j,k)(2ξc(i,j,k) − (ξc(i,j,k−1) + ξc(i,j,k+1)))
= −
p∑
i=0
∑
1≤j 6=j′≤ri
δ(w
[i]
j − w
[i]
j′ )
(s[i,j]∑
k=1
a
[i,j]
k
)(s[i,j′]∑
k=1
a
[i,j′]
k
)
+
p∑
i=0
ri∑
j=1
(s[i,j]∑
k=1
a
[i,j]
k
)
a
[i,j]
1 − (p− 1)(ranka)
2
+
p∑
i=0
ri∑
j=1
(s[i,j]∑
k=1
(a
[i,j]
k )
2 − a
[i,j]
1
s[i,j]∑
k′=1
a
[i,j]
k′
)
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= −
p∑
i=0
∑
1≤j 6=j′≤ri
δ(w
[i]
j − w
[i]
j′ )
(s[i,j]∑
k=1
a
[i,j]
k
)(s[i,j′ ]∑
k=1
a
[i,j′]
k
)
+
p∑
i=0
ri∑
j=1
s[i,j]∑
k=1
(a
[i,j]
k )
2 − (p− 1)(ranka)2.
Then the second equation directly follows from the first one.
By using the description of Λ(a, α) in Lemma 3.8, let us give the proof of Lemma 3.5.
Proof of Lemma 3.5. One can directly check that σ(j)(α) ·σ(j)(a) = α ·a+ d(a; j) for all
j ∈ J (P ) (cf. Theorem 5.2 in [16]). Note that σ(i, j, k) does not change α · a and ranka.
Therefore since we have the equation
Λ(a, α) = α · a+
idx a
2
− ranka,
and idx a is invariant under the W˜ (P ) action, we have Λ(σ(α, a)) = Λ(α, a).
3.3. Examples : affine Weyl group symmetries of Heun equations.
Let us see some examples of Theorem 3.6. As examples, we consider the Heun differ-
ential operator and its confluent operators (cf. [21] for instance).
(1) Heun differential operator.
The Heun differential operator is the differential operator of the form
P = x(x− 1)(x− t)∂2 + {c(x− 1)(x− t) + dx(x− t)
+ (a+ b+ 1− c− d)x(x − 1)}∂ + (abx− λ).
This has regular singular points at x = 0, 1, t,∞ and the following spectra,
{(0, 1− c); (1, 1)} at x = 0,
{(0, 1− d); (1, 1)} at x = 1,
{(0, c+ d− a− b); (1, 1)} at x = t,
{(a, b); (1, 1)} at x =∞.
By Theorem 3.6, we can define the root lattice Q(P ) with the following Dynkin
diagram.
c1

c0

c2
c3
c4
Note that J (P ) consists of a point. Thus here we denote by c0 the corresponding
base of Q(P ). Also ci for i = 1, . . . , 4 denote the basis of Q(P ) corresponding to c(i, 1, 1)
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in the previous notation. Here the diagram is drawn by the following rule. If ci and cj
in the basis of Q(P ) satisfy 〈ci, cj〉 = −m(i, j), then corresponding vertices ci and cj are
connected by m(i, j) edges. We can see
〈c1, c0〉 = −1, 〈c1, c2〉 = 0
from this diagram for example.
This diagram is that of the affine D
(1)
4 type root system. For the above spectra defines
the element
m(P ) = ((1, 1), (1, 1), (1, 1), (1, 1)) ∈ L(P )
and we can associate the element in Q(P )
Φ−1(m(P )) = 2c0 +
4∑
i=1
ci.
This is an imaginary root of Q(P ).
We can see that δ(P ) = Φ−1(m(P )) is fixed under the action of W (P ). Namely,
Euler transforms E(j) and permutations σ(i, j, s) do not change the spectral type m(P ).
On the other hand, characteristic exponents are changed by E(j) and permutations.
As we see in Proposition 3.7, the Weyl group W (P ) acts on the space of characteristic
exponents R(P ) as well. Thus we can conclude that characteristic exponents of the Heun
differential operator has affine D
(1)
4 Weyl group symmetry generated by twisted Euler
transform and permutations.
(2) Confluent Heun differential operator.
The confluent Heun differential operator is
P c = x(x − 1)∂2 + {−tx(x− 1) + c(x− 1) + dx}∂ + (−tax+ λ).
This operator has regular singular points at x = 0, 1 and irregular singular point at
x =∞. The spectra are
{(0, 1− c); (1, 1)} at x = 0,
{(0, 1− d); (1, 1)} at x = 1,
for regular singular points and
{(a); (1)} with w1 = 0,
{(c+ d− a); (1)} with w2 = tx,
for the irregular singular point x = ∞. Then the corresponding root system has the
following extended Dynkin diagram.
c1

c2

c3

c4
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This corresponds to the affine A
(1)
4 root system. And we have
δ(P c) = Φ−1(m(P c)) =
4∑
i=1
ci.
This δ(P c) is the imaginary root of Q(P c) and W (P c)-invariant. Hence as well as the
Heun differential operator, we can conclude that the characteristic exponents of confluent
Heun differential operator has affine A
(1)
4 Weyl group symmetry generated by twisted
Euler transforms and permutations.
(3) Biconfluent Heun differential operator.
Let us consider the biconfluent Heun differential operator,
P bc = x∂2 + (−x2 − tx+ c)∂ + (−ax+ λ).
This has regular singular point at x = 0 with the spectrum,
{(0, 1− c); (1, 1)},
and irregular singular point at x =∞ with the spectra,
{(a); (1)} with w1 = 0,
{(c+ 1− a); (1)} with w2 = x+ t.
The corresponding diagram and the element in Q(P bc) are as follows,
c1

c2

c3

☞☞
☞☞
☞
✷✷
✷✷
✷
,
δ(P bc) = Φ−1(m(P bc)) =
3∑
i=1
ci.
Hence this is the affine A
(1)
3 root system and δ(P
bc) is the imaginary root of this root
system. As well as the above examples, we can see that P bc has the affine A
(1)
3 Weyl
group symmetry generated by twisted Euler transforms and permutations.
(4) Triconfluent Heun differential operator.
The triconfluent Heun differential operator is
P tc = ∂2 + (−x2 − t)∂ + (−ax+ λ).
As well as the above examples, we can see that P tc has the affine A
(1)
2 Weyl group
symmetry generated by twisted Euler transforms.
Indeed the spectra are
{(a); (1)} with w1 = 0,
{(2− a); (1)} with w2 = x
2 + t
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at the irregular singular point x =∞. And we can see that
δ(P tc) = Φ−1(m(P tc)) = c1 + c2
is the imaginary root of the root system with the Dynkin diagram,
c1

c2
 .
(5) Doubly confluent Heun differential operator.
The doubly confluent Heun differential operator is
P dc = x2∂2 + (−x2 + cx+ t)∂ + (−ax+ λ).
The spectra are
{(0); (1)} with w01 = 0,
{(2− c); (1)} with w
(1)
1 =
−t
x
,
at x = 0 and
{(a); (1)} with w∞1 = 0,
{(c− a); (1)} with w∞2 = x
at x =∞. Then the corresponding diagram is
c1

c2

⊕ c3

c4
 , and
δ(P dc) = Φ−1(m(P dc)) =
4∑
i=1
ci + a(c1 + c2 − c3 − c4) (a ∈ Z).
Here we notice that (c1 + c2 − c3 − c4) ∈ KerΦ. We can see that δ(P dc) is W (P dc)-
invariant. Hence we can conclude that P dc has Weyl group W (P dc) symmetry.
Let us give comments about the relationship with Painleve´ equations. As is known,
if we put an apparent singular point to each Heun operators and consider the isomon-
odromic deformation, then we can obtain Painleve´ equations, namely, PV I from the Heun
operator, PV from the confluent Heun operator, PV I from the biconfluent Heun opera-
tor, PIII from the doubly confluent Heun operator, and PII from the triconfluent Heun
operator respectively (see [15]).
It is known that these Painleve´ equations have following affine Weyl group symmetries
generated by Ba¨cklund transformations.
PV I PV PIV PII PIII
D
(1)
4 A
(1)
3 A
(1)
2 A
(1)
1 (A1 ⊕A1)
(1)
Our Weyl groups recover these Painleve´ symmetries.
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3.4. Φ-root system
We shall define an analogue of the root system in L(P ), called Φ-roots and show that
if P is irreducible, then the spectral type
(
m
[i,j]
1 , . . . ,m
[i,j]
s[i,j]
)
0≤i≤p
1≤j≤ri
∈ L(P ) is a Φ-root.
Definition 3.9 (Minimal element). If a ∈ L(P )+\{0} satisfies the following conditions,
we say that a is minimal. For any j ∈ J (P ), we have rankσ(j)(a) ≥ ranka or σ(j)(a) /∈
L(P )+.
Definition 3.10. Let us consider (a, α) ∈ S(P ) with a ∈ L(P )+\{0}. Then we say that
(a, α) is generic if the following are satisfied.
There exist a minimal element m and w ∈ W˜ (P ) such that w(a) = m and w is
decomposed as w = σqσ(jq)σq−1σ(jq−1) · · ·σ(j1)σ0. Here σl ∈ 〈σ(i, j, k) | 0 ≤ i ≤ p, 1 ≤
j ≤ ri, 1 ≤ k ≤ s[i,j] − 1〉 and σ(jl), are chosen as follows.
1. For l = 1, . . . , q, σlσ(jl) · · ·σ(j1)σ0(a) ∈ L+(P ).
2. The condition (15) in Proposition 3.2 is valid for σ0(α) and all σlσ(jl) · · ·σ1σ(j1)σ0(α),
l = 1, . . . , q.
Let us define Φ-root system of L(P ) as an analogue of the root system of Q(P ). First
recall the definition of roots of Q(P ). Real roots are elements in
∆re =
⋃
c∈C
W (P )c,
the union of W (P )-orbits of c ∈ C. To define imaginary roots, let us consider the set
F = {α ∈ Q(P )+ =
∑
c∈C
Z≥0c |
〈α,c〉≤0 for all c∈C,
supp(α) is connected.}\{0}.
Here we say supp(α) is connected if α =
∑
c∈C αcc satisfies the following. If I = {c ∈ C |
αc 6= 0} is decomposed by a disjoint union I = I1 ∐ I2 such that we have 〈c1, c2〉 = 0 for
all c1 ∈ I1 and c2 ∈ I2, then I1 = ∅ or I2 = ∅.
Then imaginary roots are elements in
∆im = W (P )F ∪ −(W (P )F ).
Also roots are elements in
∆ = ∆re ∪∆im.
Let us define Φ-roots as an analogue of ∆. We define Φ-real roots as elements in
∆Φre =
⋃
j∈J (P )
W˜ (P )Φ(cj).
Define the subset
FΦ =
{
a =
(
a
[i,j]
1 , . . . , a
[i,j]
s[i,j]
)
0≤i≤p
1≤j≤ri
∈ L(P )+\{0}
∣∣∣ a[i,j]1 ≥a[i,j]2 ≥···≥a[i,j]s[i,j] , d(a;j)≥0
for all i=0,...,p, j=1,...,ri,j∈J (P )
}
.
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Then Φ-imaginary roots are elements in
∆Φim = W˜ (P )F
Φ ∪ −(W˜ (P )FΦ).
Also Φ-roots are elements in ∆Φ = ∆Φre ∪ ∆
Φ
im and in particular Φ-positive roots are
elements in ∆Φ+ = ∆Φ ∩
∏p
i=0
∏ki
j=1 Z
li,j
≥0 .
The next proposition shows that ∆Φ can be seen as a generalization of the root system
∆.
Proposition 3.11. For any a ∈ ∆Φ, there exists α ∈ ∆ such that Φ(α) = a.
Proof. It is clear that Φ(∆re) ⊃ ∆Φre by definition. Also we have Φ(F ) ⊃ F
Φ from Lemma
6 in [8]. Thus Φ(∆im) ⊃ ∆Φim.
The next theorem shows that if the differential operator P is irreducible in W (x),
then the corresponding spectral type
(
m[i,j]1 , . . . ,m
[i,j]
s[i,j]
)
0≤i≤p
1≤j≤ri
∈ L(P ) is a Φ-root.
Theorem 3.12. Let us consider P ∈ W [x] as above. Suppose that P is irreducible
in W (x) and (m, λ) =
(
(m
[i,j]
1 , . . . ,m
[i,j]
s[i,j]) 0≤i≤p
1≤j≤ri
, (λ
[i,j]
1 , . . . , λ
[i,j]
s[i,j]) 0≤i≤p
1≤j≤ri
)
∈ S(P ) is
generic. Then we have the following.
1. The spectral type m ∈ L(P ) is in ∆Φ+.
2. If idxm > 0, then idxm = 2.
3. We have
m ∈
{
∆Φ
re
if idxm = 2,
∆Φ
im
if idxm ≤ 0.
Proof. Since (m, λ) is generic, we can choose minimal element a ∈ L(P )+ and w ∈
W˜ (P ) as in Definition 3.10. If there exist j0 ∈ J (P ) such that σ(j0)(a) /∈ L(P )+, then
Proposition 3.3 shows ranka = 1. Thus there exist σ ∈ 〈σ(i, j, k) | 0 ≤ i ≤ p, 1 ≤
j ≤ ri, 1 ≤ k ≤ s[i,j]〉 and j ∈ J (P ) such that σ(a) ∈ Φ(cj). Hence m ∈ ∆
Φ
re and
idxm = idx a = 2.
Next we assume rankσ(j)(a) ≥ ranka for any j ∈ J (P ) and we show that idxm ≤ 0.
Applying elements in 〈σ(i, j, k) | 0 ≤ i ≤ p, 1 ≤ j ≤ ri, 1 ≤ k ≤ s[i,j] − 1〉 to a, we
may assume a =
(
a
[i,j]
1 , . . . , a
[i,j]
s[i,j]
)
0≤i≤p
1≤j≤ri
satisfies that a
[i,j]
1 ≥ a
[i,j]
2 ≥ · · · ≥ a
[i,j]
s[i,j] for all
i = 0, . . . , p and j = 1, . . . , ri. Then Lemma 6 in [8] shows that there exists α ∈ F such
that Φ(α) = a. Thus idxa = 〈α, α〉 ≤ 0.
In the theory of the middle convolution (cf. [12]), the Katz algorithm is one of the
most important results, which shows that if an irreducible Fuchsian differential operator
or a local system is rigid, i.e., uniquely determined by local structures around their
singular points, i.e., equivalent classes of local monodromies at singular points, then
this operator or local system can be reduced to rank 1 element by finite iteration of
the middle convolutions and the additions. This rigidity condition is estimated by the
certain number, so-called the index of rigidity. Namely, one can show that a Fuchsian
differential operator or local system are rigid if and only if their index of rigidity is 2.
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A generalization of this theorem for non-Fuchsian differential operators is obtained by
D. Arinkin and D. Yamakawa independently (see [1] and [25]). We can show an analogue
of their results as a immediate consequence of Theorem 3.12.
Corollary 3.13 (Cf. Arinkin [1] and Yamakawa [25]). We use the same notation as in
Theorem 3.12. Suppose that P is irreducible inW (x) and (m, λ) ∈ S(P ) is generic. Then
we can reduce P to a rank 1 operator by finite iteration of the twisted Euler transform if
and only if idxm = 2.
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