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BOHR/LEVITAN ALMOST PERIODIC AND ALMOST
AUTOMORPHIC SOLUTIONS OF LINEAR STOCHASTIC
DIFFERENTIAL EQUATIONS WITHOUT FAVARD’S
SEPARATION CONDITION.
DAVID CHEBAN
Abstract. We prove that the linear stochastic equation dx(t) = (A(t)x(t) +
f(t))dt + g(t)dW (t) with linear operator A(t) generating a continuous linear
cocycle ϕ and Bohr/Levitan almost periodic or almost automorphic coefficients
(A(t), f(t), g(t)) admits a unique Bohr/Levitan almost periodic (respectively,
almost automorphic) solution in distribution sense if it has at least one pre-
compact solution on R+ and the linear cocycle ϕ is asymptotically stable.
Dedicated to the memory of Professor V. V. Zhikov.
1. Introduction
This paper is dedicated to the study of linear stochastic differential equations with
Bohr/Levitan almost periodic and almost automorphic coefficients. This field is
called Favard’s theory [20, 33], due to the fundamental contributions made by J.
Favard [15]. In 1927, J. Favard published his celebrated paper, where he studied the
problem of existence of almost periodic solutions of equation in R of the following
form:
(1) x′ = A(t)x+ f(t)
with the matrix A(t) and vector-function f(t) almost periodic in the sense of Bohr
(see, for example, [16, 20]).
Along with equation (1), consider the homogeneous equation
x′ = A(t)x
and the corresponding family of limiting equations
(2) x′ = B(t)x,
where B ∈ H(A), and H(A) denotes the hull of almost periodic matrix A(t) which
is composed by those functions B(t) obtained as uniform limits on R of the type
B(t) := lim
n→∞
A(t+ tn), where {tn} is some sequence in R.
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Theorem 1.1. (Favard’s theorem [15]) The linear differential equation (1) with
Bohr almost periodic coefficients admits at least one Bohr almost periodic solution if
it has a bounded solution, and each bounded solution ϕ(t) of every limiting equation
(2) (B ∈ H(A)) is separated from zero, i.e.
(3) inf
t∈R
|ϕ(t)| > 0.
This result was generalized infinite-dimensional equation in the works of V. V.
Zhikov and B. M. Levitan [33] (see also B. M. Levitan and V. V. Zhikov [20,
ChVIII]).
Favard’s theorem for linear differential equation with Levitan almost periodic (re-
spectively, almost automorphic) coefficients was established by B. M. Levitan [19,
ChIV] (respectively, by Lin F. [21]).
For linear stochastic differential equation Favard’s theorem was established by Liu
Z. and Wang W. in [22].
In the work [2] it was proved that Favard’s theorem remains true if we replace
condition (3) by the following:
(4) inf
t→+∞
|ϕ(t)| = 0.
In this paper we establish that Favard’s theorem remains true for linear stochastic
differential equations under the condition (4).
This paper is organized as follows.
In Section 2 we collect some well known facts from the theory of dynamical systems
(both autonomous and non-autonomous). Namely, the notions of almost periodic
(both in the Bohr and Levitan sense), almost automorphic and recurrent motions;
cocycle, skew-product dynamical system, and general non-autonomous dynami-
cal system, comparability of motions by character of recurrence in the sense of
Shcherbakov [26]-[28].
Section 3 is dedicated to the proof of classical Birghoff’s theorem (about existence
of compact minimal set) for non-autonomous dynamical systems.
In Section 4 we study the problem of strongly comparability of motions by character
of recurrence of semi-group non-autonomous dynamical systems. The main result
is contained in Theorem 4.11 and it generalizes the known Shcherbakov’s result
[26, 28].
Section 5 is dedicated to the shift dynamical systems and different classes of Pois-
son stable functions. In particular: quasi-periodic, Bohr almost periodic, almost
automorphic functions and many others.
In Section 6 we collect some results and constructions related with Linear (homo-
geneous and nonhomogeneous) Differential Systems. We also discusses here the
relation between two definitions of hyperbolicity (exponential dichotomy) for linear
non-autonomous systems. The main result of this section (Theorem 6.13) estab-
lish the equivalence of two definitions for finite-dimensional and for some classes of
infinite-dimensional systems.
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Section 7 is dedicated to the study of Bohr/Levitan almost periodic and almost
automorphic solutions of Linear Stochastic Differential Equations. The main results
(Theorems 7.8, 7.13 and Corollaries 7.9, 7.14) show that classical Favard’s theorem
remains true (under some conditions) for linear stochastic differential equations.
2. Cocycles, Skew-Product Dynamical Systems and Non-Autonomous
Dynamical Systems
Let X be a complete metric space, R (Z) be a group of real (integer) numbers, R+
(Z+) be a semi-group of nonnegative real (integer) numbers, T be one of the two
sets R or Z and S ⊆ T (T+ ⊆ S) be a sub-semigroup of the additive group T, where
T+ := {t ∈ T : t ≥ 0}.
Let (X, S, pi) be a dynamical system.
Definition 2.1. Let (X,T1, pi) and (Y,T2, σ) (T+ ⊆ T1 ⊆ T2 ⊆ T) be two dy-
namical systems. A mapping h : X → Y is called a homomorphism (isomor-
phism, respectively) of the dynamical system (X,T1, pi) onto (Y,T2, σ), if the map-
ping h is continuous (homeomorphic, respectively) and h(pi(x, t)) = σ(h(x), t) (
t ∈ T1, x ∈ X). In this case the dynamical system (X,T1, pi) is an extension of
the dynamical system (Y,T2, σ) by the homomorphism h, but the dynamical system
(Y,T2, σ) is called a factor of the dynamical system (X,T1, pi) by the homomorphism
h. The dynamical system (Y,T2, σ) is called also a base of the extension (X,T1, pi).
Definition 2.2. A triplet 〈(X,T1, pi), (Y,T2, σ), h〉, where h is a homomorphism
from (X,T1, pi) onto (Y,T2, σ), is called a non-autonomous dynamical system (NDS).
Definition 2.3. A triplet 〈W,ϕ, (Y,T2, σ)〉 (or shortly ϕ), where (Y,T2, σ) is a dy-
namical system on Y , W is a complete metric space and ϕ is a continuous mapping
from T1 ×W × Y to W , satisfying the following conditions:
a. ϕ(0, u, y) = u (u ∈W, y ∈ Y );
b. ϕ(t+ τ, u, y) = ϕ(τ, ϕ(t, u, y), σ(t, y)) (t, τ ∈ T1, u ∈W, y ∈ Y ),
is called [24] a cocycle on (Y,T2, σ) with the fiber W .
Definition 2.4. Let X := W × Y and define a mapping pi : X × T1 → X as
following: pi((u, y), t) := (ϕ(t, u, y), σ(t, y)) (i.e., pi = (ϕ, σ)). Then it is easy
to see that (X,T1, pi) is a dynamical system on X which is called a skew-product
dynamical system [24] and h = pr2 : X → Y is a homomorphism from (X,T1, pi)
onto (Y,T2, σ) and, consequently, 〈(X,T1, pi), (Y,T2, σ), h〉 is a non-autonomous
dynamical system.
Thus, if we have a cocycle 〈W,ϕ, (Y,T2, σ)〉 on the dynamical system (Y,T2, σ) with
the fiber W , then it generates a non-autonomous dynamical system 〈(X,T1, pi),
(Y,T2, σ), h〉 (X :=W × Y ) called a non-autonomous dynamical system generated
by the cocycle 〈W,ϕ, (Y,T2, σ)〉 on (Y,T2, σ).
Non-autonomous dynamical systems (cocycles) play a very important role in the
study of non-autonomous evolutionary differential equations. Under appropriate
assumptions every non-autonomous differential equation generates a cocycle (a non-
autonomous dynamical system). Below we give some examples of theses.
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Example 2.5. Let E be a real or complex Banach space and Y be a metric space.
Denote by C(Y × E,E) the space of all continuous mappings f : Y × E 7→ E
endowed by compact-open topology. Consider the system of differential equations
(5)
{
u′ = F (y, u)
y′ = G(y),
where Y ⊆ E,G ∈ C(Y,E) and F ∈ C(Y ×E,E). Suppose that for the system (5)
the conditions of the existence, uniqueness, continuous dependence of initial data
and extendability on R+ are fulfilled. Denote by (Y,R+, σ) a dynamical system
on Y generated by the second equation of the system (5) and by ϕ(t, u, y) – the
solution of equation
(6) u′ = F (yt, u) (yt := σ(t, y))
passing through the point u ∈ E for t = 0. Then the mapping ϕ : R+×E×Y → E
is continuous and satisfies the conditions: ϕ(0, u, y) = u and ϕ(t + τ, u, y) =
ϕ(t, ϕ(τ, u, y), yt) for all t, τ ∈ R+, u ∈ E and y ∈ Y and, consequently, the sys-
tem (5) generates a non-autonomous dynamical system 〈(X,R+, pi), (Y,R+, σ), h〉
(where X := E × Y , pi := (ϕ, σ) and h := pr2 : X → Y ).
We will give some generalization of the system (5). Namely, let (Y,R+, σ) be a
dynamical system on the metric space Y . Consider the system
(7)
{
u′ = F (yt, u)
y ∈ Y,
where F ∈ C(Y ×E,E). Suppose that for the equation (6) the conditions of the exis-
tence, uniqueness and extendability on R+ are fulfilled. The system 〈(X,R+, pi), (Y,
R+, σ), h〉, where X := E × Y , pi := (ϕ, σ), ϕ(·, u, y) is the solution of (6) and
h := pr2 : X → Y is a non-autonomous dynamical system generated by the equa-
tion (7).
Example 2.6. Let us consider a differential equation
(8) u′ = f(t, u),
where f ∈ C(R × E,E). Along with equation (8) we consider its H-class [1],[20],
[24], [28], i.e., the family of equations
(9) v′ = g(t, v),
where g ∈ H(f) := {f τ : τ ∈ R}, f τ (t, u) := f(t+ τ, u) for all (t, u) ∈ R×E and by
bar we denote the closure in C(R× E,E). We will suppose also that the function
f is regular, i.e. for every equation (9) the conditions of the existence, uniqueness
and extendability on R+ are fulfilled. Denote by ϕ(·, v, g) the solution of equation
(9) passing through the point v ∈ E at the initial moment t = 0. Then there
is a correctly defined mapping ϕ : R+ × E × H(f) → E satisfying the following
conditions (see, for example, [1], [24]):
1) ϕ(0, v, g) = v for all v ∈ E and g ∈ H(f);
2) ϕ(t, ϕ(τ, v, g), gτ ) = ϕ(t+ τ, v, g) for every v ∈ E, g ∈ H(f) and t, τ ∈ R+;
3) the mapping ϕ : R+ × E ×H(f)→ E is continuous.
Denote by Y := H(f) and (Y,R+, σ) a dynamical system of translations (a semi-
group system) on Y , induced by the dynamical system of translations (C(R ×
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E,E),R, σ). The triplet 〈E,ϕ, (Y,R+, σ)〉 is a cocycle on (Y,R+, σ) with the fiber
E. Thus, equation (8) generates a cocycle 〈E,ϕ, (Y,R+, σ)〉 and a non-autonomous
dynamical system 〈(X,R+, pi), (Y,R+, σ), h〉, where X := E × Y , pi := (ϕ, σ) and
h := pr2 : X → Y .
Remark 2.7. Let Y := H(f) and (Y,R, pi) be the shift dynamical system on Y .
The equation (8) (the family of equation (9)) may be written in the form (6), where
F : Y × E 7→ E is defined by equality F (g, u) := g(0, u) for all g ∈ H(f) = Y and
u ∈ E, then F (gt, u) = g(t, u) (gt(s, u) := σ(t, g)(s, u) = g(t+ s, u) for all t, s ∈ R
and u ∈ E).
2.1. Recurrent, Almost Periodic and Almost Automorphic Motions. Let
(X, S, pi) be a dynamical system.
Definition 2.8. A number τ ∈ S is called an ε > 0 shift of x (respectively, almost
period of x), if ρ(xτ, x) < ε (respectively, ρ(x(τ + t), xt) < ε for all t ∈ S).
Definition 2.9. A point x ∈ X is called almost recurrent (respectively, Bohr almost
periodic), if for any ε > 0 there exists a positive number l such that at any segment
of length l there is an ε shift (respectively, almost period) of point x ∈ X.
Definition 2.10. If the point x ∈ X is almost recurrent and the set H(x) :=
{xt | t ∈ S} is compact, then x is called recurrent.
Denote by Nx := {{tn} : {tn} ⊂ S such that {pi(tn, x)} → x as n→∞}.
Definition 2.11. A point x ∈ X of the dynamical system (X, S, pi) is called Levitan
almost periodic [20], if there exists a dynamical system (Y, S, σ) and a Bohr almost
periodic point y ∈ Y such that Ny ⊆ Nx.
Definition 2.12. A point x ∈ X is called stable in the sense of Lagrange (st.L), if
its trajectory Σx := Φ{pi(t, x) : t ∈ S} is relatively compact.
Definition 2.13. A point x ∈ X is called almost automorphic in the dynamical
system (X, S, pi), if the following conditions hold:
(i) x is st.L;
(ii) the point x ∈ X is Levitan almost periodic.
Lemma 2.14. [9] Let (X, S, pi) and (Y, S, σ) be two dynamical systems, x ∈ X and
the following conditions be fulfilled:
(i) a point y ∈ Y is Levitan almost periodic;
(ii) Ny ⊆ Nx.
Then the point x is Levitan almost periodic, too.
Corollary 2.15. Let x ∈ X be a st.L point, y ∈ Y be an almost automorphic point
and Ny ⊆ Nx. Then the point x is almost automorphic too.
Proof. Let y be an almost automorphic point, then by Lemma 2.14 the point x ∈ X
is Levitan almost periodic. Since x is st.L, then it is almost automorphic. 
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Remark 2.16. We note (see, for example, [20] and [28]) that if y ∈ Y is a station-
ary (τ-periodic, almost periodic, quasi periodic, recurrent) point of the dynamical
system (Y,T2, σ) and h : Y → X is a homomorphism of the dynamical system
(Y,T2, σ) onto (X,T1, pi), then the point x = h(y) is a stationary (τ-periodic, al-
most periodic, quasi periodic, recurrent) point of the system (X,T1, pi).
Definition 2.17. A point x0 ∈ X is called [28, 30]
- pseudo recurrent if for any ε > 0, t0 ∈ T and p ∈ Σx0 there exist numbers
L = L(ε, t0) > 0 and τ = τ(ε, t0, p) ∈ [t0, t0 + L] such that τ ∈ T(p, ε));
- pseudo periodic (or uniformly Poisson stable) if for any ε > 0, t0 ∈ T there
exists a number τ = τ(ε, t0) > t0 such that τ ∈ T(p, ε)) for any p ∈ Σx0 .
Remark 2.18. 1. Every pseudo periodic point is pseudo recurrent.
2. If x ∈ X is pseudo recurrent, then
- it is Poisson stable;
- every point p ∈ H(x) is pseudo recurrent;
- there exist pseudo recurrent points for which the set H(x0) is compact but
not minimal [26, ChV];
- there exist pseudo recurrent points which are not almost automorphic (re-
spectively, pseudo periodic) [26, ChV].
2.2. Comparability of Motions by the Character of Recurrence. In this
subsection following B. A. Shcherbakov [27, 28] (see also [3], [4, ChI]) we introduce
the notion of comparability of motions of dynamical system by the character of
their recurrence. While studying stable in the sense of Poisson motions this notion
plays the very important role (see, for example, [26, 28]).
Let (X, S, pi) and (Y, S, σ) be dynamical systems, x ∈ X and y ∈ Y . Denote by
Σx := {pi(t, x) : t ∈ S} and Mx := {{tn} : such that {pi(tn, x)} converges as
n→∞}.
Definition 2.19. A point x0 ∈ X is called
a. comparable by the character of recurrence with y0 ∈ Y if there exists a
continuous mapping h : Σy0 7→ Σx0 satisfying the condition
(10) h(σ(t, y0)) = pi(t, x0) for any t ∈ R;
b. strongly comparable by the character of recurrence with y0 ∈ Y if there
exists a continuous mapping h : H(y0) 7→ H(x0) satisfying the condition
(11) h(y0) = x0 and h(σ(t, y)) = pi(t, h(x)) for any y ∈ H(x0) and t ∈ R;
c. uniformly comparable by the character of recurrence with y0 ∈ Y if there
exists a uniformly continuous mapping h : Σy0 7→ Σx0 satisfying condition
(10).
Theorem 2.20. Let x0 ∈ X be uniformly comparable by the character of recurrence
with y0 ∈ Y . If the spaces X and Y are complete, then x0 is strongly comparable
by the character of recurrence with y0 ∈ Y .
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Proof. Let h : Σy0 7→ Σx0 be a uniformly continuous mapping satisfying condition
(10) and the spaces X and Y be complete. Then h admits a unique continuous
extension h : H(y0)→ H(x0). Now we will show that this map possesses property
(11). Tho this end we note that by condition h satisfies equality (10). Let now
y ∈ H(y0) and t ∈ R, then there exists a sequence {tn} ⊂ T such that σ(tn, y0)→ y
as n→∞ and, consequently, σ(t+ tn, y0)→ σ(t, y). Since the sequence {σ(tn, y0)}
is convergent and the map h : Σy0 7→ Σx0 is uniformly continuous, satisfies (10) and
the spaces X and Y are complete, then the sequence {pi(tn, x0)} = {h(σ(tn, y0))}
is also convergent. Denote by x := lim
n→∞
pi(tn, x0). Then we have
h(σ(t, y)) = lim
n→∞
h(σ(tn + t, y0)) = lim
n→∞
pi(tn + t, x0) =
lim
n→∞
pi(t, pi(tn, x0)) = pi(t, x) = pi(t, h(y)).
Theorem is proved. 
Corollary 2.21. The uniform comparability implies strong comparability (if the
phase spaces are complete) and strong comparability implies the (simple) compara-
bility.
Theorem 2.22. [3],[4, ChI] Let X and Y be two complete metric spaces, then the
following statement are equivalent:
(i) the point x0 is strongly comparable by the character of recurrence with
y0 ∈ Y ;
(ii) My0 ⊆Mx0 .
Theorem 2.23. [27] If the spaces X and Y are complete and y0 is Lagrange stable,
then the strong comparability implies uniform comparability and, consequently, they
are equivalent.
Remark 2.24. From Theorems 2.20 and 2.23 follows that the strong comparability
of the point x0 with y0 is equivalent to their uniform comparability if the point y0
is st. L and the phase space X and Y are complete. In general case these notions
are apparently different (though we do not know the according example).
Theorem 2.25. [26, 28] Let x0 ∈ X be uniformly comparable by the character
of recurrence with y0 ∈ Y . If y0 ∈ Y is pseudo recurrent (respectively, pseudo
periodic), then x0 is so.
Proof. If y0 is pseudo recurrent (respectively, pseudo periodic) then for any ε > 0,
t0 ∈ T and p ∈ Σx0 there exist L = L(ε, t0) > 0 and τ = τ(ε, t0, p) ∈ [t0, t0 + L]
(respectively, there exists τ = τ(ε, t0) > t0) such that τ ∈ T(p, ε) for any p ∈ Σx0 .
Since x0 is uniformly comparable by the character of recurrence with y0, then
there exists a uniformly continuous mapping h : Σy0 7→ Σx0 satisfying (10). Let
p ∈ Σx0 , q ∈ h−1(p), δ = δ(ε) > 0 be chosen from the uniform continuity of h
and L˜(ε, t0) := L(δ(ε), t0) > 0 and τ˜(ε, t0, p) := τ(δ(ε), t0, q) ∈ [t0, t0 + L˜(ε, t0)]
(respectively, τ˜ (ε, t0) := τ(δ(ε), t0) > t0), then τ ∈ T(p, ε) because τ ∈ T(q, δ) and
h(q) = p. Theorem is proved. 
Theorem 2.26. Let 〈(X,T, pi), (Y,T, σ), h〉 be a nonautonomous dynamical system
and x0 ∈ X be a conditionally Lagrange stable point (i.e., the set Σx0 is condition-
ally precompact), then the following statement hold:
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(i) if H(x0)
⋂
Xy0 consists a single point {x0}, where y0 := h(x0), then Ny0 ⊆
Nx0 ;
(ii) if the set H(x0)
⋂
Xq contains at most one point for any q ∈ H(y0), then
My0 ⊆Mx0 .
Proof. Let {tn} ∈ Ny0 , then σ(tn, y0) → y0 as n → ∞. Since Σx0 is conditionally
precompact and {pi(tn, x0)} = Σx0
⋂
h−1({σ(tn, y0)}), then {pi(tn, x0)} is a precom-
pact sequence. Tho show that {tn} ∈ Nx0 it is sufficient to prove that the sequence
{pi(tn, x0)} has at most one limiting point. Let pi (i = 1, 2) be two limiting points of
{pi(tn, x0)}, then there are {tkin} ⊆ {tn} such that pi := limn→∞pi(tkin , x0) (i = 1, 2).
Since {tkin} ∈ Ny0 , then pi ∈ H(x0)
⋂
Xy0 = {x0} (i = 1, 2) and, consequently,
p1 = p2 = x0. Thus we have Ny0 ⊆ Nx0 .
Let now {tn} ∈My0 , q ∈ H(y0) such that q = lim
n→∞
σ(tn, y0) and H(x0)
⋂
Xq con-
tains at most one point. By the same arguments as above the sequence {pi(tn, x0)}
is precompact. To show that the sequence {pi(tn, x0)} converges we will use the
similar reasoning as above. Let pi (i = 1, 2) be two limiting points of {pi(tn, x0)},
then there are {tkin} ⊆ {tn} such that pi := limn→∞pi(tkin , x0) (i = 1, 2). Since
σ(tkin , y0) → q as n → ∞, then pi ∈ H(x0)
⋂
Xq (i = 1, 2) and, consequently,
p1 = p2. Thus we have My0 ⊆Mx0 . Theorem is completely proved. 
Theorem 2.27. Let 〈(X,T, pi), (Y,T, σ), h〉 be a nonautonomous dynamical system
and x0 ∈ X be a conditionally Lagrange stable point. Suppose that the following
conditions are fulfilled:
a. Y is minimal;
b. H(x0)
⋂
Xy0 consists a single point {x0}, where y0 := h(x0);
c. the set H(x0) is distal, i.e., inf
t∈T
ρ(pi(t, x1), pi(t, x2)) > 0 for any x1, x2 ∈
H(x0) with x1 6= x2 and h(x1) = h(x2).
Then My0 ⊆Mx0 .
Proof. By Theorem 2.26 to prove this statement it is sufficient to show thatH(x0)
⋂
Xq
contains at most one point for any q ∈ H(y0). If we suppose that it is not true,
then there are points q0 ∈ H(y0) and pi0 ∈ H(x0)
⋂
Xq0 such that p
1
0 6= p20. Then
by condition c. there exists a number α = α(p10, p
2
0) > 0 such that
(12) ρ(pi(t, p10), pi(t, p
2
0) ≥ α
for any t ∈ T. Since Y is minimal, then H(q0) = H(y0) = Y and, consequently,
there exists a sequence {tn} ⊂ T such that σ(tn, q0) → y0 as n → ∞. Consider
the sequences {pi(tn, pi0)} (i = 1, 2). Since Σx0 is conditionally precompact, then
by the same arguments as in Theorem 2.26 the sequences {pi(tcn, pi0)} (i = 1, 2)
are precompact too. Without loss of generality we may suppose that they are
convergent. Denote by xi := lim
n→∞
pi(tn, p
i
0) (i = 1, 2). Then x
i ∈ H(x0)
⋂
Xy0 =
{x0} (i = 1, 2) and, consequently, x1 = x2 = x0. By the other hand according to
inequality (12) we have ρ(x1, x2) ≥ α > 0. The obtained contradiction show that
our assumption is falls, i.e., under the conditions of Theorem H(x0)
⋂
Xq contains
at most one point. Theorem is proved. 
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Remark 2.28. Note that Theorems 2.26 and 2.27 coincide with the results of B. A.
Shcherbakov [26, ChIII] (see also [28, ChIII]) when the point x0 is Lagrange stable.
3. Birghoff’s theorem for non-autonomous dynamical systems (NDS)
Let X,Y be two complete metric spaces and
(13) 〈(X,T1, pi), (Y,T2, σ), h)
be a non-autonomous dynamical system.
Definition 3.1. A subset M of X is said to be a minimal set of NDS (13) if it
possesses the following properties:
a. h(M) = Y ;
b. M is positively invariant, i.e., pi(t,M) ⊆M for any t ∈ T1;
c. M is a minimal subset of X possessing properties a. and b..
Remark 3.2. 1. In the case of autonomous dynamical systems (i.e., Y consists a
single point) the definition above coincides with the usual notion of minimality.
2. If the NDS 〈(X,T1, pi), (Y,T2, σ), h) is periodic (i.e., there exists a τ-periodic
point y0 ∈ Y such that Y = {σ(t, y0) : t ∈ [0, τ)}), then the nonempty compact set
M ⊂ X is a minimal set of NDS (13) if and only if the set My0 := Xy0
⋂
M is a
minimal set of the discrete (autonomous) dynamical system (Xy0 , P ) generated by
positive powers of the map P := pi(τ, ·) : Xy0 → Xy0 .
Lemma 3.3. Let M ⊂ X be a nonempty, closed and positively invariant subset of
NDS (13) such that h(M) = Y , then the following statements hold:
(i) if H(x) = M for any x ∈ M , where H(x) := {pi(t, x) : t ∈ T1}, then M
is a minimal set of NDS (13);
(ii) if
(a) T1 = T2;
(b) Y is a minimal set of autonomous dynamical system (Y,T2, σ);
(c) M is a minimal subset of NDS (13) and it is conditionally compact,
then H(x) =M for any x ∈M .
Proof. Let M ⊂ X be a nonempty, closed and positively invariant subset of NDS
(13) such that h(M) = Y and H(x) =M for any x ∈M . We will show that in this
case M is a minimal set of NDS (13). If we suppose that it is not true, then there
exists a subset M˜ ⊂ M such that M˜ is a nonempty, closed, positively invariant,
h(M˜) = Y and M˜ 6= M . Let x ∈ M˜ ⊂ M , then by condition of Lemma we have
M = H(x) ⊆ M˜ ⊂ M and, consequently, M = M˜ . The obtained contradiction
proves our statement.
Suppose that M is a minimal subset of NDS (13) and it is conditionally compact.
We will establish that, then H(x) = M for any x ∈ M . In fact. If it is not so,
then there exists a point x0 ∈ M such that H(x0) ⊂ M and H(x0) 6= M . Since
h(pi(t, x0)) = σ(t, y0) (where y0 := h(x0)) for any t ∈ T1 and Y is minimal, then
for any y ∈ Y there exists a sequence {tn} ⊂ T such that σ(tn, y0)→ y as n→∞.
Since the set M is conditionally compact without loss of generality we can suppose
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that the sequence {pi(tn, x0)} converges. Denote by x := lim
n→∞
pi(tn, x0), then we
have h(x) = y. Since y ∈ Y is an arbitrary point, then H(H(x0)) = Y . Thus we
have a nonempty, positively invariant subset H(x0) ⊂ M such that h(H(x0)) = Y
and H(x0) 6= M . This fact contradicts to the minimality of M . The obtained
contradiction proves the second statement of Lemma. 
Corollary 3.4. Let 〈(X,T, pi), (Y,T, σ), h) be a non-autonomous dynamical system
and M ⊂ X be a nonempty, conditionally compact and positively invariant set. If
the dynamical system (Y,T, σ) is minimal, then the subset M is a minimal subset
of NDS (13) if and only if H(x) =M for any x ∈M .
Theorem 3.5. Suppose that 〈(X,T1, pi), (Y,T2, σ), h) is a non-autonomous dynam-
ical system and X is conditionally compact, then there exists a minimal subset M .
Proof. Denote by A(X) the family of all nonempty, positively invariant and condi-
tionally compact subsets A ⊆ X . Note that A(X) 6= ∅ because X ∈ A(X). It is
clear that the family A(X) partially ordered with respect to inclusion ⊆. Namely:
A1 ≤ A2 if and only if A1 ⊆ A2 for all A1, A2 ∈ A(X). If A ⊆ A(X) is a linear
ordered subfamily of A(X), then the intersection M of subsets of the family A is
nonempty. In fact. For any y ∈ Y the family of subsets Ay := {Ay : A ∈ A},
where Ay := A
⋂
Xy, is linear ordered and, consequently,
My =
⋂
{Ay : A ∈ A} 6= ∅
because Xy is compact. Thus M is a closed, positively invariant set such that
h(M) = Y and, consequently, M ∈ A(X). By Lemma of Zorn the family A(X)
contains at least one minimal element M . It is clear that M is a minimal set.
Theorem is proved. 
If X is a compact metric space, then XX denote the collection of all maps from
X to itself, provided with the product topology, or, what is the same thing, the
topology of pointwise convergence. By Tikhonov theorem, XX is compact.
XX has a semigroup structure defined by the composition of maps.
Let 〈(X,T1, pi), (Y,T2, σ), h〉 be a non-autonomous dynamical system and y ∈ Y be
a Poisson stable point. Denote by
E+y := {ξ| ∃{tn} ∈ N+∞y such that pitn |Xy → ξ},
where Xy := {x ∈ X | h(x) = y} and → means the pointwise convergence and
N+∞x := {{tn} ∈ Nx : tn → +∞ as n→∞}.
Lemma 3.6. [6, ChIX,XV] Let y ∈ Y be a Poisson stable point, 〈(X,T1, pi),
(Y,T2, σ), h〉 be a non-autonomous dynamical system and X be a conditionally com-
pact set. Then E+y is a nonempty compact sub-semigroup of the semigroup X
Xy
y .
Lemma 3.7. [6, ChIX,XV] Let X be a conditionally compact metric space and
〈(X,T1, pi), (Y,T2, σ), h〉 be a non-autonomous dynamical system. Suppose that the
following conditions are fulfilled:
(i) The point y ∈ Y is Poisson stable;
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(ii) lim
t→+∞
ρ(pi(t, x1), pi(t, x2)) = 0 for all x1, x2 ∈ Xy := h−1(y) = {x ∈ X :
h(x) = y}.
Then there exists a unique point xy ∈ Xy such that ξ(xy) = xy for all ξ ∈ E+y .
Remark 3.8. 1. If a point x ∈ X is compatible by the character of the recurrence
with y ∈ Y and y is a stationary (respectively, τ-periodic, recurrent, Poisson stable)
point, then the point x is so [28].
2. If a point x ∈ X is strongly compatible by the character of the recurrence with
y ∈ Y and y is a stationary (respectively, τ-periodic, quasi periodic, Bohr almost
periodic, almost automorphic, recurrent in the sense of Birkhoff, Levitan almost
periodic, almost recurrent, strongly Poisson stable and H(y) is minimal, Poisson
stable) point, then the point x is so [28].
Corollary 3.9. Let X be a conditionally compact metric space and 〈(X,T1, pi),
(Y,T2, σ), h〉 be a non-autonomous dynamical system. Suppose that the following
conditions are fulfilled:
(i) The point y ∈ Y is Poisson stable;
(ii) lim
t→+∞
ρ(pi(t, x1), pi(t, x2)) = 0 for all x1, x2 ∈ Xy := h−1(y) = {x ∈ X :
h(x) = y}.
Then there exists a unique point xy ∈ Xy which is compatible by the character of
the recurrence with y ∈ Y point xy ∈ Xy such that
lim
t→+∞
ρ(pi(t, x), pi(t, xy)) = 0
for all x ∈ Xy.
Corollary 3.10. Let y ∈ Y be a stationary (respectively, τ-periodic, recurrent,
Poisson stable) point. Then under the conditions of Corollary 3.9 there exists a
unique stationary (respectively, τ-periodic, recurrent, Poisson stable) point xy ∈ Xy
such that
lim
t→+∞
ρ(pi(t, x), pi(t, xy)) = 0
for all x ∈ Xy.
Let x0 ∈ X . Denote by ωx0 :=
⋂
t≥0
⋃{pi(τ, x0) : τ ≥ t} the ω-limit set of x0.
Lemma 3.11. Let 〈(X,T+, pi), (Y,T, σ) , h〉 be a nonautonomous dynamical system
and Σ+x0 := {pi(t, x0) : t ≥ 0} be conditionally precompact. Then for any x ∈ ωx0
there exists at least one entire trajectory of dynamical system (X,T+, pi) passing
through the point x for t = 0 and γ(TΩ) ⊆ ωx0 (γ(T) := {γ(t)| t ∈ T}).
Proof. Let x ∈ ωx0 , then there are {tn} ⊂ T such that x = limn→∞pi(tn, x0) and
tn → +∞ as n → ∞. We consider the sequence {γn} ⊂ C(T, X) defined by
equality
γn(t) = pi(t+ tn, x0), if t ≥ −tn and γn(t) = x0 for t ≤ −tn.
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Let l be an arbitrary positive number. We will prove that the sequence {γn} is
equicontinuous on segment [−l, l] ⊂ T. If we suppose that it is not true, then there
exist ε0, l0 > 0, t
i
n ∈ [−l0, l0] and δn → 0 (δn > 0) such that
(14) |t1n − t2n| ≤ δn and ρ(γn(t1n), γn(t2n)) ≥ ε0.
We may suppose that tin → t0 (i = 1, 2). Since tn → +∞ as n → ∞, then there
exists a number n0 ∈ N such that tn ≥ l for any n ≥ n0. From (14) we obtain
(15) ε0 ≤ ρ(γn(t1n), γn(t2n)) = ρ(pi(t1n + l0, pi(tn − l0, x0)), pi(t2n + l0, pi(tn − l0, x0)))
for any n ≥ n0. Note that h(pi(tn− l0, x0)) = σ(tn− l0, y0)→ σ(y0,−l0) as n→∞.
Since Σ+x0 is conditionally precompact, then the sequence {pi(tn−l0, x0)} is relatively
compact. Without loss of generality we can suppose that {pi(tn− l0, xn)} converges
and denote by x¯ its limit. Passing into limit in (15) as n → ∞ and taking into
account above we obtain
ε0 ≤ ρ(pi(t0 + l0, x¯), pi(t0 + l0, x¯)) = 0.
The obtained contradiction proves our statement.
Now we will prove that the set {γn(t) : t ∈ [−l, l], n ∈ N} is precompact. To
this end we note that for any n ≥ n0 we have h(γn(t)) = h(pi(t + tn, x0)) =
σ(t, σ(tn, y0)) and, consequently, the set K := {σ(t, σ(tn, y0)) : t ∈ [−l, l]} ⊂ Y
is precompact. Since the set Σ+x0 is conditionally precompact and {γn(t) : t ∈
[−l, l]} ⊂ h−1(K)⋂Σ+x0 , then the set {γn(t) : t ∈ [−l, l]} is also precompact
and, consequently, {γn} is a relatively compact sequence of C(T, X) since {γn} is
equicontinuous on [−l, l].
Let γ be a limiting point of the sequence {γn}, then there exists a subsequence {γkn}
such that γ(t) = lim
n→∞
γkn(t) uniformly on every segment [−l, l] ⊂ T. In particular
γ ∈ C(T, X) and γ(t) ∈ ωx0 for any t ∈ T because γ(t) = lim
n→∞
pi(t + tn, x0). We
note that
pitγ(s) = lim
n→∞
pitγkn(s) = lim
n→∞
γkn(s+ t) = γ(s+ t)
for all t ∈ T+ and s ∈ T. Finally, we see that γ(0) = lim
n→∞
γkn(0) = lim
n→∞
pitknx0 =
x, i.e., γ is an entire trajectory of dynamical system (X,T+, pi) passing through
point x. The Lemma is completely proved. 
4. Semi-group Dynamical Systems
Let 〈(X,T+, pi), (Y,T, λ), h〉 (respectively, 〈W,ϕ, (Y,T, λ)〉, where ϕ : T+×W×Y 7→
W ) be a semi-group non-autonomous dynamical system (respectively, a semi-group
cocycle), where T+ := {t ∈ T | t ≥ 0}.
A continuous mapping γ : T 7→ X (respectively, ν : T 7→ W ) is called an entire
trajectory of the semi-group dynamical system (X,T+, pi) (respectively, semi-group
cocycle 〈W,ϕ, (Y,T, λ)〉 or shortly ϕ) passing through the point x (respectively,
(u, y)), if γ(0) = x (respectively, ν(0) = u) and pi(t, γ(s)) = γ(t + s) (respectively,
ϕ(t, ν(s), λ(s, y)) = ν(t+ s)) for all t ∈ T+ and s ∈ T.
The entire trajectory γ of the semigroup dynamical system (X,T+, pi) is said to
be comparable with y ∈ Y by the character of recurrence ((Y,T, λ) is a two-sided
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dynamical system) if Ny ⊆ Nγ , where Nγ := {{tn} ⊂ R | such that the sequence
{γ(t+ tn)} converges uniformly with respect to t on every compact from T, i.e. it
converges in the space C(T, X).
Remark 4.1. Let 〈(X,T+, pi), (Y,T, λ), h〉 be a semi-group non-autonomous dy-
namical system, M be subset of X. Denote by M˜ := {x ∈ M | there exists at
least one entire trajectory γ of (X,T+, pi) passing through the point x with condi-
tion γ(T) ⊆ M}. It is easy to see that the set M˜ is invariant, i.e. pi(t, M˜) = M˜
for all t ∈ T+. Moreover, M˜ is the maximal invariant set which is contained in M .
Denote by Φ(M) the family of all entire trajectories γ of a semi-group dynamical
system (X,T+, pi) with condition γ(T) ⊆M .
Let 〈(X,T+, pi), (Y,T, λ), h〉 be a semi-group non-autonomous dynamical system,
x0 ∈ X , y0 := h(x0) and y ∈ ωy0 . Denote by Φy the family of all full trajectory
γ of semi-group dynamical system (X,T+, pi) satisfying the condition: h(γ(0)) = y
and γ(T) ⊆ ωx0 .
Lemma 4.2. [2] Assume that 〈(X,T+, pi), (Y,T, λ), h〉 is a semi-group non-auto-
nomous dynamical system, M is a conditionally compact subset of X, and M˜ 6= ∅.
Then, the following statements hold:
(i) the set M˜ is closed;
(ii) Y˜ := h(M˜) is a closed and invariant subset of (Y,T, λ);
(iii) Φ(M) is a closed and shift invariant subset of C(T,M) and, consequently,
on Φ(M) is induced a shift dynamical system (Φ(M),T, σ) by Bebutov’s
dynamical system (C(T,M),T, σ);
(iv) the mapping H : Φ(M) 7→ Y˜ defined by equality H(γ) := h(γ(0)) is a
homomorphism of the dynamical system (Φ(M),T, σ) onto (Ω˜,T, λ), i.e.
the map H is continuous and
H(σ(t, γ)) = λ(t,H(γ))
for all γ ∈ Φ(M) and t ∈ T;
(v) the set Φ(M) is conditionally compact with respect to (Φ(M), Y˜ , H);
(vi) if γ1, γ2 ∈ Φ(M) and h(γ1(0)) = h(γ2(0)), then the following conditions
are equivalent:
a. lim
t→+∞
ρ(γ1(t), γ2(t)) = 0, where ρ is the distance on X;
b. lim
t→+∞
d(σ(t, γ1), σ(t, γ2)) = 0, where d is the Bebutov’s distance on
Φ(M).
Theorem 4.3. [2] Let 〈(X,T+, pi), (Y,T, λ), h〉 be a semi-group non-autonomous
dynamical system. Suppose that the following conditions are fulfilled:
a. there exists a point x0 ∈ X such that H+(x0) is conditionally compact;
b. the point y0 := h(x0) ∈ Y is Poisson stable;
c.
lim
t→+∞
ρ(γ1(t), γ2(t)) = 0
for all entire trajectories γ1 and γ2 of the semi-group dynamical system
(X,T+, pi) with the conditions: γi(T) ⊆ H+(x0) and h(γ1(0)) = h(γ2(0)) =
y0.
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Then, there exists a unique entire trajectory γ ∈ Φy0 of (X,T+, pi) possessing the
following properties:
(i) γ(T) ⊆ H+(x0);
(ii) h(γ(0)) = y0;
(iii) γ is comparable with y0 ∈ Y by the character of recurrence.
Corollary 4.4. [2] Assume the conditions of Theorem 4.3 hold and that
lim
t→+∞
ρ(γ1(t), γ2(t)) = 0
for all entire trajectories γ1 and γ2 of the semi-group dynamical system (X,T+,
pi) with the conditions: γi(T) (i=1,2) is conditionally compact and h(γ1(0)) =
h(γ2(0)) = y0.
Then, there exists a unique entire trajectory γ of (X,T+, pi), which is compara-
ble with y0 ∈ Y by the character of recurrence, and which satisfies the following
properties:
(i) γ(T) is conditionally compact;
(ii) h(γ(0)) = y0.
Corollary 4.5. [2] Let y0 ∈ Y be a stationary (τ-periodic, almost automorphic,
almost recurrent, Levitan almost periodic, Poisson stable) point. Then under the
conditions of Theorem 4.3 there exists a unique stationary (τ-periodic, almost auto-
morphic, almost recurrent, Levitan almost periodic, Poisson stable) entire trajectory
γ of dynamical system (X,T+, pi) such that γ(T) ⊆ H+(x0).
Remark 4.6. Theorem 4.3 and Corollaries 4.4 and 4.5 remain true if we replace
condition (16) by equality:
lim
n→∞
ρ(γ1(tn), γ2(tn)) = 0
for any γ1, γ2 ∈ Φy0 and {tn} ∈ N+∞y0 .
Theorem 4.7. [2] Let 〈(X,T+, pi), (Y,T, λ), h〉 be a semi-group non-autonomous
dynamical system. Suppose that the following conditions are fulfilled:
a. there exists a point x0 ∈ X such that H+(x0) is conditionally compact;
b. the point y0 := h(x0) ∈ Y is Poisson stable;
c.
lim
t→+∞
ρ(pi(t, x1), pi(t, x2)) = 0
for any x1, x2 ∈ Xy0 .
Then, there exists a unique entire trajectory γ ∈ Φy0 of (X,T+, pi) possessing the
following properties:
(i) γ(T) ⊆ H+(x0);
(ii) h(γ(0)) = y0;
(iii) γ is comparable with y0 ∈ Y by the character of recurrence and
(16) lim
t→+∞
ρ(pi(t, x), γ(t)) = 0
for any x ∈ Xy0 .
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Corollary 4.8. [2] Let y0 ∈ Y be a stationary (τ-periodic, almost automorphic,
almost recurrent, Levitan almost periodic, Poisson stable) point. Then under the
conditions of Theorem 4.7 there exists a unique stationary (τ-periodic, almost auto-
morphic, almost recurrent, Levitan almost periodic, Poisson stable) entire trajectory
γ of dynamical system (X,T+, pi) such that γ(T) ⊆ H+(x0) and equality (16) takes
place.
The entire trajectory γ of the semi-group dynamical system (X,T+, pi) is said to
be strongly comparable with the point y of group dynamical system (Y,T, λ) by
the character of recurrence, if My ⊆ Mγ , where Mγ := {{tn} ⊂ T | the sequence
σ(tn, γ) converges in the space C(T, X)}.
A point x ∈ X is said to be strongly Poisson stable if each point p ∈ H(x) is Poisson
stable.
Theorem 4.9. Let X be a conditionally compact metric space and 〈(X,T1, pi),
(Y,T2, σ), h〉 be a non-autonomous dynamical system. Suppose that the following
conditions are fulfilled:
(i) the dynamical system (Y,T, σ) is minimal;
(ii) the point y ∈ Y is strongly Poisson stable;
(iii)
(17) lim
t→+∞
ρ(pi(t, x1), pi(t, x2)) = 0
for all x1, x2 ∈ X such that h(x1) = h(x2).
Then there exists a unique point xy ∈ Xy which is strongly compatible by the char-
acter of the recurrence with y ∈ Y and
lim
t→+∞
ρ(pi(t, x), pi(t, xy)) = 0
for any x ∈ Xy.
Proof. By Lemma 3.7 there exists a unique fixed point x˜y ∈ Xy of the semigroup
E+y . By Corollary 3.9 the point x˜y is a unique point in M˜ comparable by character of
recurrence with the point y. Let M˜ := {pi(t, xy) : t ∈ T1} then it is a conditionally
compact positively invariant set and taking into account the minimality of Y using
the same argument as in the proof of Lemma 3.3 we have H(M˜) = Y . By Theorem
3.5 there exists a minimal set M ⊂ M˜ . By Corollary 3.9 there exists a point
xy ∈ M which is a unique point in M comparable by character of recurrence with
the point y and, consequently, xy coincides with the point x˜y. We will show that
Mq := M ∩ Xq (for all q ∈ H(y) := {σ(t, y) : t ∈ T}) consists a single point.
If we suppose that it is not true then there exist q0 ∈ H(y) and x1, x2 ∈ Mq0
such that x1 6= x2. By Corollary 3.9 there exists a unique point xq0 ∈ Mq0 which
is compatible by the character of recurrence with the point q0. Without loss of
generality we may suppose that xq0 = x1. Since the set M is minimal, then there
exists a sequence {tn} ∈ N+∞q0 such that {pi(tn, x1)} → x2. On the other hand
taking into consideration the inclusion Nq0 ⊆ Nx1 we have {pi(tn, x1)} → x1 and,
consequently, x1 = x2. The obtained contradiction prove our statement. Now to
finish the proof of Theorem it is sufficient to apply Theorem 2.26. 
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Corollary 4.10. Let y ∈ Y be a stationary (respectively, τ–periodic, almost peri-
odic, recurrent, strongly Poisson stable and H(y0) is a minimal set) point. Then
under the conditions of Theorem 4.9 there exists a unique stationary (respectively,
τ–periodic, almost periodic, recurrent, strongly Poisson stable and H(y0) is a min-
imal set) point xy ∈ Xy such that
lim
t→+∞
ρ(pi(t, x), pi(t, xy)) = 0
for all x ∈ Xy.
Proof. This statement directly follows from Theorem 4.9 and Remark 3.8. 
Theorem 4.11. Let 〈(X,T+, pi), (Y,T, λ), h〉 be a semi-group non-autonomous dy-
namical system. Suppose that the following conditions are fulfilled:
a) there exists a point x0 ∈ X such that H+(x0) is conditionally compact;
b) the point y0 := h(x0) ∈ Y is strongly Poisson stable;
c) the set H(y0) is minimal;
d)
(18) lim
t→+∞
ρ(γ1(t), γ2(t)) = 0
for all entire trajectories γ1 and γ2 of the semi-group dynamical system
(X,T+, pi) with the conditions: γi(T) ⊆ H+(x0) and h(γ1(0)) = h(γ2(0)).
Then there exists a unique entire trajectory γ of (X,T+, pi) possessing the following
properties:
(i) γ(T) ⊆ H+(x0);
(ii) h(γ(0)) = y0;
(iii) γ is strongly comparable by the character of recurrence with y0 ∈ Y .
Proof. Let M := H+(x0). Then, by Lemma 3.11 we have that Φ(M) 6= ∅. Con-
sider the group non-autonomous dynamical system 〈(Φ(M),T, σ), (Y˜ ,T, λ), H〉 (see
Lemma 4.2). By Lemma 3.11 the point y0 belongs to Y˜ . According to Lemma 4.2 all
conditions of Theorem 4.9 are fulfilled and, consequently, we obtain the existence of
at least one entire trajectory γ of the dynamical system (X,T+, pi) which is strongly
comparable with y0 ∈ Y by the character of recurrence, and γ(T) ⊆ H+(x0). To
finish the proof it is sufficient to show that there exists at most one entire trajectory
of (X,T+, pi) with the properties (i)-(iii). Let γ1 and γ2 be two entire trajectories
satisfying (i)-(iii). In particular, γi(T) ⊆ H+(x0) and My0 ⊆ Mγi (i = 1, 2). Then
we also have Ny0 ⊆ Nγi (i = 1, 2). From assumption c) we obtain
lim
t→+∞
d(σ(t, γ1), σ(t, γ2)) = 0.
On the other hand, there exists a sequence {tn} ∈ Ny0 ⊆ Nγi (i = 1, 2) such that
tn → +∞ and, consequently,
d(γ1, γ2) = lim
n→+∞
d(σ(tn, γ1), σ(tn, γ2)) = 0,
i.e., γ1 = γ2, and the proof is completed. 
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Corollary 4.12. In addition to assumptions in Theorem 4.11, suppose that
lim
t→+∞
ρ(γ1(t), γ2(t)) = 0
for all entire trajectories γ1 and γ2 of the semi-group dynamical system (X,T+, pi)
with the conditions: γi(T) (i=1,2) is conditionally compact and h(γ1(0)) = h(γ2(0)).
Then there exists a unique entire trajectory γ ∈ Φy0 of (X,T+, pi), which is strongly
comparable with y0 ∈ Y by the character of recurrence, and such that γ(T) is
conditionally precompact and
lim
t→+∞
ρ(pi(t, x), γ(t)) = 0
for any x ∈ Xy0 .
Proof. This statement follows by a slight modification of the proof of Theorem
4.11. 
Corollary 4.13. Let y0 ∈ Y be a stationary (respectively, τ-periodic, Bohr al-
most periodic, almost automorphic, recurrent, strongly Poisson stable and H(y0) is
a minimal set) point. Then under the conditions of Theorem 4.11 ,there exists a
unique stationary (respectively, τ-periodic, Bohr almost periodic, almost automor-
phic, recurrent, strongly Poisson stable and H(y0) is a minimal set) entire trajectory
γ of the dynamical system (X,T+, pi) such that γ(T) ⊆ H+(x0).
Proof. This statement follows easily from Theorem 4.11 and Remarks 3.8 (item
2). 
Corollary 4.14. Under the conditions of Corollary 4.13 if
lim
t→+∞
ρ(pi(t, x1), pi(t, x2)) = 0
for any x1, x2 ∈ H+(x0) with h(x1) = h(x2). Then there exists a unique full
trajectory γ ∈ Φy0 (y0 := h(x0)) which is strongly comparable by character of
recurrence with the point y0 and
lim
t→+∞
ρ(pi(t, x), γ(t)) = 0
for any x ∈ Xy0 .
Remark 4.15. Theorems 4.9 and 4.11 remain true if we replace condition (17)
(respectively, (18)) by equality:
(19) lim
n→∞
ρ(γ1(tn), γ2(tn)) = 0
for any γ1, γ2 ∈ Φy, {tn} ∈ N+∞y and y ∈ H(y0).
5. Bohr/Levitan almost periodic, almost automorphic and Poisson
stable functions
Let (X, ρ) be a compete metric space. Denote by C(R, X) the family of all contin-
uous functions f : R 7→ X equipped with the distance
d(f, g) := sup
l>0
dl(f, g),
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where dl(f, g) := min{max
|t|≤l
ρ(f(t), g(t)); l−1}. The metric d is complete and it
defines on C(R, X) the compact-open topology. Let h ∈ R denote by fh the h-
translation of f , that is, fh(s) := f(s+ h) for all s ∈ R.
Let us recall the types of Poisson stable functions to be studied in this paper; we
refer the reader to [24, 26, 28, 30] and the references therein.
Definition 5.1. A function ϕ ∈ C(R, X) is called stationary (respectively, τ-
periodic) if ϕ(t) = ϕ(0) (respectively, ϕ(t+ τ) = ϕ(t)) for all t ∈ R.
Definition 5.2. Let ε > 0. A number τ ∈ R is called ε-almost period of the
function ϕ if ρ(ϕ(t+ τ), ϕ(t)) < ε for any t ∈ R.
Denote by T (ϕ, ε) := {τ ∈ R : ρ(ϕ(t + τ), ϕ(t)) < ε for any t ∈ R} the set of
ε-almost periods of ϕ.
Definition 5.3. A function ϕ ∈ C(R, X) is said to be Bohr almost periodic if the
set of ε-almost periods of ϕ is relatively dense for each ε > 0, i.e., for each ε > 0
there exists l = l(ε) > 0 such that T (ϕ, ε) ∩ [a, a+ l] 6= ∅ for all a ∈ R.
Definition 5.4. A function ϕ ∈ C(R, X) is said to be pseudo-periodic in the
positive (respectively, negative) direction if for each ε > 0 and l > 0 there exists a
ε-almost period τ > l (respectively, τ < −l) of the function ϕ. The function ϕ is
called pseudo-periodic if it is pseudo-periodic in both directions.
Remark 5.5. A function ϕ ∈ C(R, X) is pseudo-periodic in the positive (respec-
tively, negative) direction if and only if there is a sequence tn → +∞ (respectively,
tn → −∞) such that ϕtn converges to ϕ uniformly in t ∈ R as n→∞.
Definition 5.6. The hull of ϕ, denoted by H(ϕ), is the set of all the limits of ϕhn
in C(R, X), i.e.
H(ϕ) := {ψ ∈ C(R, X) : ψ = lim
n→∞
ϕhn for some sequence {hn} ⊂ R}.
Definition 5.7. A number τ ∈ R is said to be ε-shift for ϕ ∈ C(R, X) if d(ϕτ , ϕ) <
ε.
Denote by T(ε, ϕ) := {τ ∈ R : ρ(ϕτ , ϕ) < ε} the set of all ε-shifts of ϕ.
Definition 5.8. A function ϕ ∈ C(R, X) is called almost recurrent (in the sense
of Bebutov) if for every ε > 0 the set T(ϕ, ε) is relatively dense.
Definition 5.9. A function ϕ ∈ C(R, X) is called Lagrange stable if {ϕh : h ∈ R}
is a precompact subset of C(R, X).
Definition 5.10. A function ϕ ∈ C(R, X) is called Birkhoff recurrent if it is almost
recurrent and Lagrange stable.
Definition 5.11. A function ϕ ∈ C(R, X) is called:
- Poisson stable in the positive (respectively, negative) direction if for every
ε > 0 and l > 0 there exists τ > l (respectively, τ < −l) such that
d(ϕτ , ϕ) < ε. The function ϕ is called Poisson stable if it is Poisson stable
in both directions;
- strongly Poisson stable if every function p ∈ H(ϕ) is Poisson stable.
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In what follows, we denote as well Y a complete metric space.
Definition 5.12. A function ϕ ∈ C(R, X) is called Levitan almost periodic if there
exists a Bohr almost periodic function ψ ∈ C(R, Y ) such that for any ε > 0 there
exists δ = δ(ε) > 0 such that T (ψ, δ) ⊆ T(ϕ, ε).
Remark 5.13. (i) Every Bohr almost periodic function is Levitan almost
periodic.
(ii) The function ϕ ∈ C(R,R) defined by equality ϕ(t) = 1
2 + cos t+ cos
√
2t
is Levitan almost periodic, but it is not Bohr almost periodic [20, ChIV].
Definition 5.14. A function ϕ ∈ C(R, X) is said to be Bohr almost automorphic
if it is Levitan almost periodic and Lagrange stable.
Definition 5.15. A function ϕ ∈ C(R, X) is called quasi-periodic with the spectrum
of frequencies ν1, ν2, . . . , νk if the following conditions are fulfilled:
(i) the numbers ν1, ν2, . . . , νk are rationally independent;
(ii) there exists a continuous function Φ : Rk → X such that Φ(t1 + 2pi, t2 +
2pi, . . . , tk + 2pi) = Φ(t1, t2, . . . , tk) for all (t1, t2, . . . , tk) ∈ Rk;
(iii) ϕ(t) = Φ(ν1t, ν2t, . . . , νkt) for t ∈ R.
Let ϕ ∈ C(R, X). Denote by Nϕ (respectively, Mϕ) the family of all sequences
{tn} ⊂ R such that ϕtn → ϕ (respectively, {ϕtn} converges) in C(R, X) as n→∞.
By Nuϕ (respectively, M
u
ϕ) we denote the family of sequences {tn} ∈ Nϕ such that
ϕtn converges to ϕ (respectively, ϕtn converges) uniformly in t ∈ R as n→∞.
Remark 5.16. (i) The function ϕ ∈ C(R, X) is pseudo-periodic in the pos-
itive (respectively, negative) direction if and only if there is a sequence
{tn} ∈ Nuϕ such that tn → +∞ (respectively, tn → −∞) as n→∞.
(ii) Let ϕ ∈ C(R, X), ψ ∈ C(R, Y ) and Nuψ ⊆ Nuϕ. If the function ψ is pseudo-
periodic in the positive (respectively, negative) direction, then so is ϕ.
Definition 5.17. A function ϕ ∈ C(R, X) is called [25, 30] pseudo-recurrent if for
any ε > 0 and l ∈ R there exists L = L(ε, l) > 0 such that for any τ0 ∈ R we can
find a number τ = τ(ε, l, t0) ∈ [l, l + L] satisfying
sup
|t|≤1/ε
ρ(ϕ(t + τ0 + τ), ϕ(t + τ0)) ≤ ε.
Remark 5.18. ([25, 30])
(i) Every Birkhoff recurrent function is pseudo-recurrent, but the inverse
statement is not true in general.
(ii) If the function ϕ ∈ C(R, X) is pseudo-recurrent, then every function ψ ∈
H(ϕ) is pseudo-recurrent.
(iii) If the function ϕ ∈ C(R, X) is Lagrange stable and every function ψ ∈
H(ϕ) is Poisson stable, then ϕ is pseudo-recurrent.
6. Linear systems
6.1. Linear non-autonomous dynamical systems with exponential dichotomy.
Let (E, | · |) be a Banach space with the norm | · |, 〈E,ϕ, (Y,T, σ)〉 (or shortly ϕ)
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be a linear cocycle over dynamical system (Y,T, σ) with the fiber E, i.e., ϕ is a
continuous mapping from T× E × Y into E satisfying the following conditions:
(i) ϕ(0, u, y) = u for all u ∈ E and y ∈ Y ;
(ii) ϕ(t+ τ, u, y) = ϕ(t, ϕ(τ, u, y), σ(τ, y)) for all t, τ ∈ T+, u ∈ E and y ∈ Y ;
(iii) for all (t, y) ∈ T+ × Y the mapping ϕ(t, ·, y) : E 7→ E is linear.
Denote by [E] the Banach space of all linear bounded operators A acting on the
space E equipped with the operator norm ||A|| := sup
|x|≤1
|Ax|.
Example 6.1. Let Y be a complete metric space, (Y,R, σ) be a dynamical system
on Y and Λ be some complete metric space of linear closed operators acting into
Banach space E ( for example Λ = {A0+B|B ∈ [E]}, where A0 is a closed operator
that acts on E). Consider the following linear differential equation
(20) x′ = A(σ(t, y))x, (y ∈ Y )
where A ∈ C(Y,Λ). We assume that the following conditions are fulfilled for equa-
tion (20):
a. for any u ∈ E and y ∈ Y equation (20) has exactly one solution that is
defined on R+ and satisfies the condition ϕ(0, u, y) = u;
b. the mapping ϕ : (t, u, y)→ ϕ(t, u, y) is continuous in the topology of R+×
E × Y .
Under the above assumptions the equation (20) generates a linear cocycle 〈E,ϕ, (Y,
R, σ)〉 over dynamical system (Y,R, σ) with the fiber E.
Example 6.2. Let Λ be some complete metric space of linear closed operators
acting into Banach space E. Consider the differential equation
(21) x′ = A(t)x,
where A ∈ C(R,Λ). Along this equation (21) consider its H-class, i.e., the following
family of equations
(22) x′ = B(t)x,
where B ∈ H(A). We assume that the following conditions are fulfilled for equation
(21) and its H-class (22):
a. for any u ∈ E and B ∈ H(A) equation (22) has exactly one mild solution
ϕ(t, u, B) (i.e. ϕ(·, u, B) is continuous, defined on R+ and satisfies of
equation
ϕ(t, v, B) = U(t, B)v +
∫ t
0
U(t− τ, Bτ )ϕ(τ, v, B)dτ
and the condition ϕ(0, u, B) = v);
b. the mapping ϕ : (t, u, B) → ϕ(t, u, B) is continuous in the topology of
R+ × E × C(R; Λ).
Denote by (H(A),R, σ) the shift dynamical system on H(A). Under the above
assumptions the equation (21) generates a linear cocycle 〈E,ϕ, (H(A),R, σ)〉 over
dynamical system (H(A),R, σ) with the fiber E.
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Note that equation (21) and its H-class can be written in the form (20). In fact. We
put Y := H(A) and denote by A ∈ C(Y,Λ) defined by equality A(B) := B(0) for all
B ∈ H(A) = Y , then B(τ) = A(σ(B, τ) (σ(τ, B) := Bτ , where Bτ (t) := B(t + τ)
for all t ∈ R). Thus the equation (21) with its H-class can be rewrite as follow
x′ = A(σ(t, B))x. (B ∈ H(A))
We will consider example of partial differential equations which satisfy the above
conditions a.-b.
Example 6.3. Consider the differential equation
(23) u′ = (A1 +A2(t))u,
where A1 is a sectorial operator that does not depend on t ∈ R, and A2 ∈ C(R, [E]).
The results of [17], [20] imply that equation (23) satisfies conditions a.-b. from
Example 6.21.
Definition 6.4. Recall (see, for example, [10, Ch.VI]) that the linear cocycle
〈E,ϕ, (Y, S, σ)〉 is hyperbolic (or equivalently, satisfies the condition of exponen-
tial dichotomy), if there exists a continuous projection valued function P : Y → [E]
satisfying:
(i) P (σ(t, y))U(t, y) = U(t, y)P (y) for all (t, y) ∈ T× Y :
(ii) for all (t, y) ∈ T × Y the operator UQ(t, y) is invertible as an operator
from ImQ(y) to ImQ(σ(t, y)), where Q(y) := IdE −P (y) and UQ(t, y) :=
U(t, y)Q(y);
(iii) there exist constants ν > 0 and N > 0 such that
(24) ‖UP (t, y)‖ ≤ N e−νt and ‖UQ(t, y)−1‖ ≤ N e−νt
for all y ∈ Y and t ∈ S+, where UP (t, y) := U(t, y)P (y) and U(t, y) =
ϕ(t, ·, y).
Lemma 6.5. Suppose that the linear cocycle 〈E,ϕ, (Y, S, σ)〉 is hyperbolic and γ ∈
C(R, E) is a full trajectory of cocycle ϕ, i.e., there exists a point y0 ∈ Y such that
γ(t) = U(t− τ, σ(τ, y0))γ(τ) for any t ≥ τ and τ ∈ R. If
sup{|γ(t)|; t ∈ R} < +∞ ,
then γ(τ) = 0 for any τ ∈ R.
Proof. Note that
γ(t) = U(t− τ, σ(τ, y0))γ(τ) = U(t− τ, σ(τ, y0))P (σ(τ, y0))γ(τ)+
U(t− τ, σ(τ, y0))Q(σ(τ, y0))γ(τ)
for any t ≥ τ and, consequently, C1 := sup{|U(t− τ, σ(τ, y0))Q(σ(τ, y))γ(τ)| : t ≥
τ} < +∞. According to (24) we have
C1 ≥ |U(t− τ, σ(τ, y0))Q(σ(τ, y))γ(τ)| ≥ N eν(t−τ)|Q(σ(τ, y0))|
for any t ≥ τ and, consequently, Q(σ(τ, y0))γ(τ) = 0 for any τ ∈ R. This means
that γ(τ) = P (σ(τ, y0))γ(τ) for any τ ∈ R.
22 DAVID CHEBAN
On the other hand γ(t) = U(t− τ, σ(τ, y0))γ(τ) = U(t− τ, σ(τ, y0))Q(σ(τ, y0))γ(τ)
for any t ≥ τ . Taking into account (24) we obtain
(25) |γ(t)| ≤ N e−ν(t−τ)C
for any t ≥ τ and τ ∈ R, where C := sup{|γ(τ)| : τ ∈ R}. Passing into limit in
(25) as τ → −∞ we obtain γ(t) = 0 for any t ∈ R. Lemma is proved. 
6.2. Relationship between different definitions of hyperbolicity. Along with
classical definition of hyperbolicity (Definition 6.4) we will use an other definition
given below. And in this Subsection we establish the relation between two defini-
tions of hyperbolicity for linear homogeneous differential equations with continuous
(bounded) coefficients.
Let A ∈ C(R,Λ), ΣA := {Aτ : Aτ (t) := A(t + τ) for all t ∈ R} and H(A) := ΣA,
where by bar is denoted the closure of the set ΣA in C(R, λ). In this Subsection
we will suppose that the operator-function A ∈ C(R,Λ) is regular, i.e., for all
B ∈ H(A) there exists a unique solution ϕ(t, u, B) of equation
(26) x′ = B(t)x (B ∈ ΣA)
with initial data ϕ(0, u, B) = u defined on R+.
Definition 6.6. (Classical definition [12, 13]) Let A ∈ C(R, E) . Linear differential
equation
(27) x′ = A(t)x
satisfies the exponential dichotomy if there exist a projection P (A) : E → E and
the positive constants N and ν > 0 such that
||U(t, A)P (A)U−1(τ, A)|| ≤ N e−ν(t−τ) for any t > τ
and(28)
||U(t, A)(I − P (A))U−1(τ, A)|| ≤ N eν(t−τ) for any t < τ.
Lemma 6.7. [4, ChIII] Suppose that equation (27) satisfies the exponential di-
chotomy, A ∈ C(R, [E]) and B ∈ H(A). Then equation (26) also satisfies the
exponential dichotomy.
Definition 6.8. Differential equation (27) is said to be hyperbolic (satisfies the
condition of exponential dichotomy), if there are two projections: P,Q : H(A) 7→
[E] (P 2(B) = P (B) and Q2(B) = Q(B) for all B ∈ H(A)) such that
(i) the mappings P and Q are continuous;
(ii) P (B) +Q(B) = IdE for all B ∈ H(A);
(iii) U(t, B)P (B) = P (Bt)U(t, B) for all t ∈ R+ and B ∈ H(A), where
U(t, B) := ϕ(t, ·, B);
(iv) the mapping UQ(t, B) := U(t, B)Q(B) : Im(Q(B) 7→ Im(Q(B)) is invert-
ible;
(v) there are positive numbers N and ν such that ||UP (t, B)|| ≤ N e−νt and
||[UQ(t, B)]−1|| ≤ N e−νt for any t ≥ 0, where UP (t, B) := U(t, B)P (B)
for any t ∈ R+.
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Remark 6.9. Note that the definition above of the hyperbolicity means that the
cocycle 〈E,ϕ, (H(A),R, σ)〉 generated by equation (27) is hyperbolic in the sense of
Definition 6.4.
Lemma 6.10. Let A ∈ C(R, [E]). If (27) is hyperbolic in the sense of Definition
6.8, then it is also so in the classical sense.
Proof. Let (27) be hyperbolic in the sense of Definition 6.8, P (A) : H(A) 7→ [E]
projection-operator and N , ν positive constants which figure in definition of hyper-
bolicity.
Denote by P (s) := U(s, A)P (A)U−1(τ, A) and Q(s) := IdE−P (s). It easy to check
that P 2(s) = P (s) for any s ∈ R. Since equation (27) is hyperbolic (in the sense of
Definition 6.8), then
(29) ||U(t, As)P (s)|| ≤ N e−νt
for any (t, s) ∈ R+ × R and
(30) ||U(t, As)Q(s)|| ≤ N e−νt
for any (t, s) ∈ R+ × R0, where Q(As) := IdE − P (As).
Note that
(31)
U(t, A)P (A)U−1(τ, A) = U(t− τ, Aτ )U(τ, A)P (A)U−1(τ, A) = U(t− τ, Aτ )P (s)
for any t > τ and
(32)
U(t, A)Q(A)U−1(τ, A) = U(t− τ, Aτ )U(τ, A)Q(A)U−1(τ, A) = U(t− τ, Aτ )Q(s)
for any t < τ .
From (29)- (32) it follows that
(33) ||U(t, A)P (A)U−1(τ, A)|| ≤ N e−ν(t−τ)
and
(34) ||U(t, A)Q(A)U−1(τ, A)|| ≤ N e−ν(t−τ)
for any t > τ , because U(t, A)Q(A)U−1(τ, A) = (UQ(t, τ))
−1, where UQ(t, τ) =
U(t− τ, Aτ )Q(Aτ ). Lemma is proved. 
Lemma 6.11. Let E be a finite-dimensional Banach space. Then, if equation (27)
is hyperbolic (in the sense of Definition 6.6), then it is also hyperbolic in the sense
of Definition 6.8.
Proof. Let A ∈ C(R, [E]). Denote by ΣA the set of all translations of A, i.e.,
ΣA = {As : s ∈ R} and As(t) := A(t + s) for all t ∈ R. Suppose that equation
(27) is hyperbolic with projection P (A) and the constants N > 0 and ν > 0 which
figure in Definition 6.6. Let B ∈ ΣA, then there is a number s ∈ R such that
B = As. We put P (B) := U(s, A)P (A)U−1(s, A), then it easy to check that P (B)
is a projection (i.e., P 2(B) = P (B)). Note that
(35) U(t, As)P (As)U(τ, As) = U(t+ s, A)P (A)U−1(τ + s, A)
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and
(36) U(t, As)Q(As)U(τ, As) = U(t+ s, A)Q(A)U−1(τ + s, A)
for all t, τ, s ∈ R, where Q(As) := IdE −P (As). From (28), (35) and (36) it follows
that
(37) ||U(t, B)P (B)U−1(τ, B)|| ≤ N e−ν(t−τ) for all t > τ
and
(38) ||U(t, B)Q(B)U−1(τ, B)|| ≤ N e−ν(t−τ) for all t < τ,
for all B ∈ ΣA. Denote by H(A) := {As : s ∈ R}, where by bar is denoted the
closure in the space C(R, [E]). will show that the mapping P : ΣA 7→ [E] admits a
unique extension P : H(A) 7→ [E] possessing the following properties:
(i) the mapping P : H(A) 7→ [E] is continuous;
(ii) P (Bτ ) = U(τ, B)P (B)U−1(τ, B) for all τ ∈ R and B ∈ H(A).
Let B ∈ H(A), then there exists a sequence {τn} ⊂ R such that B = lim
n→∞
Aτn .
Consider the sequence {P (Aτn} ⊂ [E] (respectively {Q(Aτn} ⊂ [E]). Under the
conditions of Lemma 6.11 the sequence {P (Aτn} (respectively {Q(Aτn}) is relatively
compact in [E]. Now we will establish that the sequence {P (Aτn} (respectively
{Q(Aτn} admits at most one limiting point. In fact, if P ′ (respectively Q′) is a
limiting point of {P (Aτn)} then there exists a subsequence {τ ′n} ⊆ {τn} such that
P ′ = lim
n→∞
P (Aτ
′
n), Q′ = lim
n→∞
Q(Aτ
′
n), P ′2 = P ′ (respectively, Q′2 = Q′) and
P ′ +Q′ = IE . By Lemma 6.7 the equation
(39) y′ = B(t)y
is hyperbolic with the projections P (B) andQ(B) and theses projections are defined
uniquely. From the last fact we obtain that P ′ = P (B) (respectively, Q′ = Q(B),
i.e., the sequence {P (Aτn)} (respectively, P ′ = P (B) (respectively, Q′ = Q(B), i.e.,
the sequence {P (Aτn)}) admits a unique limiting point P (B) (respectively, Q(B)).
It is clear that the mapping P : ΣA 7→ [E] (respectively, Q : ΣA 7→ [E]) admits
a (unique) extension on H(A) and it is defined by equality P (B) := lim
n→∞
P (Aτn)
(respectively, P (B) := lim
n→∞
P (Aτn)), where {τn} is a subsequence of R such that
B = lim
n→∞
Aτn).
Now we will prove that the mapping P : H(A) 7→ [E] (respectively, Q : H(A) 7→
[E]) is continuous. Let B ∈ H(A) and {Bk} be a subset of H(A) such that
d(B,Bk) ≤ 1/k for all k ∈ N. Since Bk ∈ H(A), then there exists a sequence
{τkn} such that Bk = limn→∞Aτkn . Let nk ∈ N such that
(40) d(Bk, A
τkn ) ≤ 1/k and ||P (Bk)− P (Aτkn )|| ≤ 1/k
for all n ≥ nk. Consider the sequence {τ ′k}, where τ ′k := τknk , and note that from
(40) we have lim
k→∞
Aτ
′
k = B and, consequently (see above)
(41) lim
k→∞
P (Aτ
′
k) = P (B).
Thus we have
(42) ||P (Bk)− P (B)|| ≤ ||Bk − P (Aτ ′k)||+ ||P (Aτ ′k)− P (B)||
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for all k ∈ N. Passing to limit in (42) as k → ∞ and taking in consideration
(40) and (41) we obtain P (B) = lim
k→∞
P (Bk), i.e., the mapping P : H(A) 7→ [E]
is continuous. Analogously may be established the continuity of the mapping Q :
H(A) 7→ [E].
Let B ∈ H(A) and τ ∈ R, then there exists a sequence {τn} ⊂ R such that Aτn → B
as n → ∞ and, consequently, U(t, Aτn) → U(t, B), U−1(τ, B) → U−1(τ, B) and
P (Aτn)→ P (B) as n→∞. From the above facts we obtain
P (Bτ ) = P ( lim
n→∞
Aτ+τn) = lim
n→∞
P (Aτ+τn) =(43)
lim
n→∞
U(τ, Aτn)P (Aτn)U−1(τ, Aτn) = U(τ, B)P (B)U−1(τ, B).
Analogously we can prove that Q(Bτ ) = U(τ, B)Q(B)U−1(τ, B). Thus equation
(27) is hyperbolic in the sense of Definition 6.8. Lemma is proved. 
Lemma 6.12. [5, Ch.III] Let A ∈ C(R, [E]) and ϕ(t, u, A) be a unique solution of
equation (27) with initial data ϕ(0, u, A) = u. Then the following statements hold:
(i) the map A 7→ U(·, A) of C(R, [E]) to C(R, [E]) is continuous, where
U(t, A) is the Cauchy’s operator [13] of equation (27) and
(ii) the map (t, u, A) 7→ ϕ(t, u, A) of R× E × C(R, [E]) to E is continuous.
Theorem 6.13. Let A ∈ C(R, [E]) and E be finite-dimensional. Then equation
(27) is hyperbolic in the sense of Definition 6.8 if and only if it is hyperbolic in the
sense of Definition 6.6.
Proof. This statement follows from Lemmas 6.10 and 6.11. 
Remark 6.14. Theorem 6.13 (respectively, Lemma 6.11) remains true also for
the infinite-dimensional equations under the following condition: A ∈ C(R, [E])
and the family of projections {P (t)} := {U(t, A)P (A)U−1(t, A) : t ∈ R} ⊂ [E] is
precompact in [E].
Theorem 6.15. Suppose that the following conditions are fulfilled:
(i) the operator-function A ∈ C(R, [E]) is τ-periodic (respectively, quasi-peri-
odic, almost periodic, almost automorphic, recurrent);
(ii) equation (27) is hyperbolic (satisfies the condition of exponential dichoto-
my).
Then the operator-function the operator-functions P (t) := U(t, A)P (A)U−1(t, A)
and Q(t) := U(t, A)Q(A)U−1(t, A) are τ-periodic (respectively, quasi-periodic, al-
most periodic, almost automorphic, recurrent) and MA ⊆MP .
Proof. We will prove this statement for the operator-function P (t), because the
statement for the operator-function Q(t) can be proved using the same arguments.
Let A ∈ C(R, [E]) be τ -periodic (respectively, quasi-periodic, almost periodic,
almost automorphic, recurrent), then the operator-function A is bounded on R
and by Theorem 6.13 (see its proof) the function h˜ : ΣA 7→ [E], defined by
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equality h˜(As) = P (s) (∀ s ∈ R), is uniformly continuous function and, conse-
quently, it admits a unique continuous extension on ΣA. Consider the mapping
h : H(A) 7→ H(P ) defined by h(B) = PB (∀ B ∈ H(A)), where PB : R 7→ [E] and
(44) PB(t) := U(t, B)P (B)U
−1(t, B) (∀ t ∈ R).
Note that the map h possesses the following properties:
(i) h(A) = PA;
(ii) h(Bs) = P sB for any s ∈ R, where P sB is the s-translation of PB , i.e.,
(45) P sB(t) = PB(t+ s)
for any t ∈ R;
(iii) h is continuous.
In fact. The first statement is evident. To establish the second statement we note
that
PBs(t) = U(t, B
s)P (Bs)U−1(t, Bs) =
U(t, Bs)U(s,B)P (B)U−1(s,B)U−1(t, Bs) =
U(t+ s,B)P (B)U−1(t+ s,B) = PB(t+ s)(46)
for any t, s ∈ R. The second statement follows from (44)-(46).
Let now B ∈ H(A) be an arbitrary point and {Bn} ⊂ H(A) such that Bn → B
as n → ∞ (in the topology of the space C(R, [E])), then h(Bn) = PBn . Since
PBn(t) = U(t, Bn)P (Bn)U
1(t, Bn), then h(Bn) → h(B) as n → ∞, because
P (Bn) → P (B) (see the proof of the Theorem 6.13) and conform Lemma 6.12 we
have U(t, Bn)→ U(t, B) (respectively, U−1(t, Bn)→ U−1(t, B)) in the topology of
the space C(R, [E]).
Under the conditions of Theorem the point A (of the shift dynamical system
(C(R, [E]),R, σ)) is stable in the sense of Lagrange and the point PA (of the shift
dynamical system (C(R, [E]),R, σ) is uniformly comparable with A by character
of recurrence. Now to finish the proof of Theorem it is sufficient to apply Remark
2.16. 
Corollary 6.16. Under the condition of Theorem 6.15, if A is almost periodic
(respectively, almost automorphic), then the operator-function P is also almost pe-
riodic (respectively, almost automorphic) and its frequency module is contained in
the frequency module of A.
Remark 6.17. Note that for finite-dimensional equations (dimE <∞), if
- the operator-function A ∈ C(R.[E]) is almost periodic, then Corollary 6.16
is well known (see [11] and [12]);
- the operator-function A ∈ C(R.[E]) is almost automorphic, then Corollary
6.16 was proved in the work [21].
6.3. Linear non-homogeneous (affine) dynamical systems. Let 〈E,ϕ, (Y, S,
σ)〉 be a linear cocycle over dynamical system (Y,R, σ) with the fiber E, f ∈ C(Y,B)
BOHR/LEVITAN ALMOST PERIODIC AND ALMOST AUTOMORPHIC SOLUTIONS OF . . .27
and ψ be a mapping from T× E × Y into E defined by equality
(47) ψ(t, u, y) := U(t, y)u+
∫ t
0
U(t− τ, σ(τ, y))f(σ(τ, y))dτ if S = R
and
(48) ψ(t, u, y) := U(t, y)u+
t∑
τ=0
U(t− τ, σ(τ, y))f(σ(τ, y)) if S = Z.
From the definition of the mapping ψ it follows that ψ possesses the following
properties:
1. ψ(0, u, y) = u for any (u, y) ∈ E × Y ;
2. ψ(t+ τ, u, y) = ψ(t, ψ(τ, u, y), σ(τ, y)) for any t, τ ∈ T and (u, y) ∈ E × Y ;
3. the mapping ψ : T× E × Y 7→ E is continuous;
4. ψ(t, λu + µv, y) = λψ(t, u, y) + µψ(t, v, y) for any t ∈ T, u, v ∈ E, y ∈ Y
and λ, µ ∈ R (or C) with condition λ+ µ = 1, i.e., the mapping ψ(t, ·, y) :
E 7→ E is affine for every (t, y) ∈ T× Y .
Definition 6.18. A triplet 〈E,ϕ, (Y, S, Y )〉is called an affine (non-homogeneous)
cocycle over dynamical system (Y,T, Y ) with the fiber E, if the ϕ is a mapping from
T× E × Y into E possessing the properties 1.-4.
Remark 6.19. If we have a linear cocycle 〈E,ϕ, (Y,R, σ)〉 over dynamical system
(Y,R, σ) with the fiber E and f ∈ C(Y,B), then by equality (47) (respectively, by
(48)) is defined an affine cocycle 〈E,ψ, (Y,R, σ)〉 over dynamical system (Y, S, σ)
with the fiber E which is called an affine (non-homogeneous) cocycle associated by
linear cocycle ϕ and the function f ∈ C(Y,E).
Example 6.20. Let Y be a complete metric space, (Y,R, σ) be a dynamical system
on Y and Λ be some complete metric space of linear closed operators acting into
Banach space E and f ∈ C(Y,E). Consider the following linear non-homogeneous
differential equation
(49) x′ = A(σ(t, y))x + f(σ(t, y)), (y ∈ Y )
where A ∈ C(Y,Λ). We assume that conditions a. and b. from Example 6.1 are
fulfilled for equation (20).
Under the above assumptions equation (20) generates a linear cocycle 〈E,ϕ, (Y,R, σ)〉
over dynamical system (Y,R, σ) with the fiber E. According to Remark 6.19 by
equality (47) is defined a linear non-homogeneous cocycle 〈E,ψ, (Y,R, σ)〉 over dy-
namical system (Y,R, σ) with the fiber E. Thus every non-homogeneous linear
differential equations (49), under conditions a. and b. generates a linear non-
homogeneous cocycle ψ.
Example 6.21. Let Λ be some complete metric space of linear closed operators
acting into Banach space E and f ∈ C(R, E). Consider a linear non-homogeneous
differential equation
(50) x′ = A(t)x + f(t),
where A ∈ C(R,Λ). Along this equation (50) consider its H-class, i.e., the following
family of equations
(51) x′ = B(t)x + g(t),
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where (B, g) ∈ H(A, f). We assume that the following conditions are fulfilled for
equation (50) and its H-class (51):
a. for any u ∈ E and B ∈ H(A) equation (51) has exactly one mild solution
ϕ(t, u, B) and the condition ϕ(0, u, B) = v;
b. the mapping ϕ : (t, u, B) → ϕ(t, u, B) is continuous in the topology of
R+ × E × C(R; Λ).
Denote by (H(A, f),R, σ) the shift dynamical system on H(A, f). Under the above
assumptions the equation (50) generates a linear cocycle 〈E,ϕ, (H(A, f),R, σ)〉 over
dynamical system (H(A, f),R, σ) with the fiber E. Denote by ψ a mapping from
R+ × E ×H(A, f) into E defined by equality
ψ(t, u, (B, g)) := U(t, B)u+
∫ t
0
U(t− τ, Bτ )g(τ)dτ,
then ψ possesses the following properties:
(i) ψ(0, u, (B, g)) = u for any (u, (B, g)) ∈ E ×H(A, f);
(ii) ψ(t + τ, u, (B, g)) = ψ(t, ψ(τ, u, (B, g)), (Bτ , gτ )) for any t, τ ∈ T and
(u, (B, g)) ∈ E ×H(A, f);
(iii) the mapping ψ : T× E ×H(A, f) 7→ E is continuous;
(iv) ψ(t, λu+µv, (B, g)) = λψ(t, u, (B, g))+µψ(t, v, (B, g)) for any t ∈ T, u, v ∈
E, (B, g) ∈ H(A, f) and λ, µ ∈ R (or C) with condition λ+µ = 1, i.e., the
mapping ψ(t, ·, (B, g)) : E 7→ E is affine for every (t, (B, g)) ∈ T×H(A, f).
Thus, every linear non-homogeneous differential equation of the form (50) (and its
H-class (51)) generates a linear non-homogeneous cocycle 〈E,ψ, (H(A, f),R, σ)〉
over dynamical system (H(A, f),R, σ) with the fiber E.
Remark 6.22. 1. If Λ = [E], A ∈ C(R, [E]) and , then according to Lemma 6.12
conditions a. and b. in Example are fulfilled. Thus equation (50) with operator
function A ∈ C(R, [E]) generates a linear non-homogeneous cocycle ψ.
2. A closed linear operator A : D(A)→ E with dense domain D(A) is said [17] to
be sectorial if one can find a φ ∈ (0, pi2 ), an M ≥ 1, and a real number a such that
the sector
Sa,φ := {λ | |arg (λ− a)| ≤ pi, λ 6= a}
lies in the resolvent set ρ(A) of A and ‖(λI−A)−1‖ ≤M |λ−a|−1 for any λ ∈ Sa,φ.
An important class of sectorial operators is formed by elliptic operators [17], [18].
Consider the differential equation
(52) u′ = (A1 +A2(t))u,
where A1 is a sectorial operator that does not depend on t ∈ R, and A2 ∈ C(R, [E]).
The results of [17, 20], imply that equation (52) satisfies conditions (i)-(iii).
Note that equation (50) (and its H-class (51)) can be written in the form (20). In
fact. We put Y := H(A, g) and denote by A ∈ C(H(A, f),Λ) (respectively, { ∈
C(H(A, f), E)) defined by equality A(B, g) := B(0) (respectively, {(B, g) = g(0))
for any (B, g) ∈ H(A, f), then B(τ) = A(Bτ , gτ ) (respectively, g(τ) = {(Bτ , gτ )),
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where Bτ (t) := B(t + τ) and gτ (t) := g(t+ τ) for any t ∈ R). Thus the equation
(50) with its H-class can be rewrite as follow
x′ = A(σ(t, B))x + F(σ(t, B)). (B, g) ∈ H(A, f))
7. Linear Stochastic Differential Equations
Consider the linear nonhomogeneous equation
x˙ = A(t)x + f(t)
on the Banach space E, where f ∈ C(R, E) and A(t) generates a cocycle 〈E, ϕ,
(H(A, f), R, σ)〉 (or shortly ϕ) with fiber E and base (driving system) (H(A, f),
R, σ).
Denote by Cb(R, E) the Banach space of all continuous and bounded mappings
ϕ : R→ E equipped with the norm ||ϕ||∞ := sup{|ϕ(t)| : t ∈ R}.
Let (H, | · |) be a real separable Hilbert space, (Ω,F ,P) be a probability space, and
L2(P, H) be the space of H-valued random variables x such that
E|x|2 :=
∫
Ω
|x|2dP <∞.
Then L2(P, H) is a Hilbert space equipped with the norm
||x||2 :=
( ∫
Ω
|x|2dP
)1/2
.
For f ∈ Cb(R, L2(P, H)), the space of bounded continuous mappings from R to
L2(P, H), we denote ||f ||∞ := sup
t∈R
||f(t)||2.
Consider the following linear stochastic differential equation
(53) dx(t) = (A(t)x(t) + f(t)dt+ g(t)dW (t),
where f, g ∈ C(R, H), A(t) is an generator of cocycle ϕ andW (t) is a two-sided stan-
dard one-dimensional Brownian motion defined on the probability space (Ω,F ,P).
We set Ft := σ{W (u) : u ≤ t}.
Recall that an Ft-adapted processes {x(t)}t∈R is said to be a mild solution of
equation (53) defined on interval I = (a, b) ⊂ R if it satisfies the stochastic integral
equation
x(t) = U(t− s, As)x(s) +
∫ t
s
U(t− τ, Aτ )f(τ)ds+
∫ t
s
U(t− τ, Aτ )g(τ)dW (τ),
for any t ≥ s and each t, s ∈ I (t ≥ s).
Let P(H) be the space of all Borel probability measures on H endowed with the β
metric:
β(µ, ν) := sup
{∣∣∣∣
∫
fdµ−
∫
fdν
∣∣∣∣ : ||f ||BL ≤ 1
}
, for µ, ν ∈ P(H),
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where f are bounded Lipschitz continuous real-valued functions on H with the
norms
||f ||BL = Lip(f) + ||f ||∞, Lip(f) = sup
x 6=y
|f(x)− f(y)|
|x− y| , ||f ||∞ = supx∈H |f(x)|.
Recall that a sequence {µn} ⊂ P(H) is said to weakly converge to µ if
∫
fdµn →∫
fdµ for any f ∈ Cb(H), where Cb(H) is the space of all bounded continuous
real-valued functions on H . It is well-known that (P(H), β) is a separable com-
plete metric space and that a sequence {µn} weakly converges to µ if and only if
β(µn, µ)→ 0 as n→∞.
Definition 7.1. A sequence of random variables {xn} is said to converge in dis-
tribution to the random variable x if the corresponding laws {µn} of {xn} weakly
converge to the law µ of x.
Example 7.2. Let Λ be some complete metric space of linear closed operators
acting into Hilbert spaceH and f, g ∈ C(R, H). Consider a linear non-homogeneous
stochastic differential equation (53), where A ∈ C(R,Λ). Along this equation (53)
consider its H-class, i.e., the following family of equations
(54) dx(t) = (A˜(t)x(t) + f˜(t))dt + g˜(t)dW (t),
where (A˜, f˜ , g˜) ∈ H(A, f, g) := {(Aτ , f τ .gτ ) : τ ∈ R} and by bar is denoted the
closer in product space C(R,Λ)×C(R, H)×C(R, H). We assume that the following
conditions are fulfilled for equation
(55) dx(t) = A(t)x(t)dt,
and its H-class
(56) dx(t) = A˜(t)x(t)dt,
where A˜ ∈ H(A) := {Aτ : τ ∈ R} and by bar is denoted the closer in C(R, H):
a. for any u ∈ H and A˜ ∈ H(A) equation (54) has exactly one mild solution
ϕ(t, u, A˜) with the condition ϕ(0, u, A˜) = u;
b. the mapping ϕ : (t, u, A˜) → ϕ(t, u, ˙˜A) is continuous in the topology of
R+ ×H × C(R; Λ).
Denote by (H(A, f, g),R, σ) the shift dynamical system on H(A, f, g). Under the
above assumptions the equation (55) generates a linear cocycle 〈E,ϕ, (H(A),R, σ)〉
over dynamical system (H(A),R, σ) with the fiber H .
Define the mapping
Φ : R+ × P(H)×H(A, f, g)→ P(H),
with Φ(t, µ, (A˜, f˜ , g˜)) being the law (or distribution) L(ϕ(t, x, A˜, f˜ , g˜)) of the solu-
tion ϕ(t, x, A˜, f˜ , g˜) of equation
(57) dx = ( ˜A(t)x+ f˜(t))dt + g˜(t)dW, x(0) = x,
where L(x) = µ and Φ(0, µ, (A˜, f˜ , g˜)) = µ.
We have the following result on Φ:
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Theorem 7.3. [7],[8] The mapping Φ is a continuous cocycle with base (driving
system) (H(A, f, g),R, σ) and fiber P(H), i.e., the mapping Φ : R+ × P(H) ×
H(A, f, g)→ P(H) is continuous and satisfies
(58)
Φ(0, µ, (A˜, f˜ , g˜)) = µ, Φ(t+ τ, µ, (A˜, f˜ , g˜)) = Φ(t,Φ(τ, µ, (A˜, f˜ , g˜)), (A˜τ , f˜ τ , g˜τ ))
for any t, τ ≥ 0, (A˜, f˜ , g˜) ∈ H(A, f, g) and µ ∈ P(H).
Proof. (1) The mapping Φ satisfies the cocycle property (58). Note that Φ(0, µ,
(A˜, f˜ , g˜)) = µ by its definition. Under our assumptions (57) admits a unique
solution which we denote by ϕ(t, x, (A˜, f˜ , g˜,W )) with ϕ(0, x, (A˜, f˜ , g˜,W )) = x. Let
W˜ τ (t) = W (t+ τ) −W (τ). Then W˜ τ is still a Brownian motion which shares the
same distribution as that of W .
Define
(59)
φ(t) := ϕ(t, x, (A˜, f˜ , g˜,W )), ψ(t) := ϕ(t, φ(τ), (A˜τ , f˜ τ , g˜τ , W˜ τ )), η(t) := φ(t+τ).
Then φ(t) is a solution of (57) with φ(0) = x, and ψ(t) is a solution of
(60) dx = (A˜τ (t)x + f˜ τ (t))dt+ g˜τ (t)dW˜ τ
with ψ(0) = φ(τ) = ϕ(τ, x, (A˜, f˜ , g˜,W )). On the other hand, note that η(t) is also
a solution of (60) with η(0) = φ(τ). So by the uniqueness of solutions of (60), we
get η(t) = ψ(t). That is
(61) ϕ(t+ τ, x, (A˜, f˜ , g˜,W )) = ϕ(t, ϕ(τ, x, (A˜, f˜ , g˜,W )), (A˜τ , f˜ τ , g˜τ , W˜ τ )).
Thus for any Brownian motion W¯ and any random variable x¯ which has the same
distribution as that of x, the solution of the equation
dx = (A˜(t)x+ f˜(t))dt+ g˜(t)dW¯ , x(0) = x¯
admits the same law on H as φ(t) above. In other words, the law of solution is
uniquely determined by the coefficients A˜, f˜ , g˜ and the initial distribution µ. So we
can simply denote the law of ϕ(t, x, (A˜, f˜ , g˜,W )) by Φ(t, µ, (A˜, f˜ , g˜)). Therefore, it
follows from (61) that the cocycle property holds for Φ:
Φ(t+ τ, µ, (A˜, f˜ , g˜)) = Φ(t,Φ(τ, µ, (A˜, f˜ , g˜)), (A˜τ , f˜ τ , g˜τ )).
To prove the continuity of Φ it is sufficient to apply Proposal 3.1 (item c.) from
[14]. 
Definition 7.4. Let {ϕ(t)}t∈R be a mild solution of equation (53). Then ϕ is called
τ-periodic (respectively, quasi periodic, Bohr almost periodic, almost automorphic,
recurrent, Levitan almost periodic, almost recurrent, Poisson stable) in distribution
if the function φ ∈ C(R,P(H)) is τ-periodic (respectively, quasi periodic, Bohr
almost periodic, almost automorphic, recurrent, Levitan almost periodic, almost
recurrent, Poisson stable), where φ(t) := L(ϕ(t)) for any t ∈ R and L(ϕ(t)) ∈ P(H)
is the law of random variable ϕ(t).
Definition 7.5. Suppose that linear (homogeneous) equation
(62) x′ = A(t)x
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generates a (linear) cocycle 〈E,ϕ, (H(A),R, σ)〉. We will say that linear homoge-
neous equation (62) (respectively, cocycle ϕ generated by equation (62)):
- satisfies condition (S) if for entire relatively compact on R mild solution γ
of this equation we have
(63) lim
t→+∞
|γ(t)| = 0
(respectively, equality takes place for any relatively compact on R mild
solution of every equation
(64) x′ = B(t)x,
where B ∈ H(A));
(i) is asymptotically stable if
(65) lim
t→+∞
|ϕ(t, x, A)| = 0
for any x ∈ E, where ϕ(t, x, A) := U(t, A)x (respectively, if equality
lim
t→+∞
|ϕ(t, x, B)| = 0 takes place for any (x,B) ∈ E ×H(A).
Lemma 7.6. Cocycle ϕ generated by equation (62) satisfies condition (S )if one of
the following conditions are fulfilled:
(i) the set H(A) is compact and the cocycle ϕ generated by equation (62) is
asymptotically stable;
(ii) equation (62) is hyperbolic.
Proof. The first statement follows from the Theorem 2.37 [6, ChII].
The second statement follows from Lemma 6.5. 
Let ϕ ∈ C(R, H) be a solution of equation (53). Denote by
- Ndϕ := {{tn} : ϕtn(t) converges in distribution to ϕ(t)} uniformly with
respect to t on every compact from R;
- Mdϕ := {{tn} : ϕtn(t) converges in distribution } uniformly with respect
to t on every compact from R.
Definition 7.7. A solution ϕ is said to be compatible in distribution if N(A,f,g) ⊆
Ndϕ.
Theorem 7.8. Suppose that the following conditions are fulfilled:
a. A ∈ C(R,Λ) and equation (27) generates a continuous cocycle 〈E,ϕ,
(H(A), R, σ)〉 with fiber E over base (H(A),R, σ);
b. equation (62) satisfies to condition (S);
c. the function (A, f, g) ∈ C(R,Λ)× C(R, H)× C(R, H) is Poisson stable;
d. equation (53) admits a solution ϕ defined on R+ with precompact rang,
i.e., the set Q+ := ϕ(R+) is compact.
Then equation (53) has a unique solution p defined on R with precompact rang
which is compatible.
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Proof. Under the conditions of Theorem 7.8 equation (53) generates a continu-
ous cocycle 〈(H),Φ, (H(A, f, g),R, σ)〉 with the fiber P(H) over dynamical system
(H(A, f, g),R, σ) (see Theorem 7.3). Denote by µ0 := L(ϕ(0)), then Φ(R+, µ0, (A,
f, g)) := {Φ(t, µ0, (A, f, g)) : t ∈ R+} is precompact in P(H). Let γ1, γ2 ∈ C(R, H)
be two arbitrary solutions of equation (53) with precompact ranges. Denote by
γ(t) := γ1(t) − γ2(t), then γ ∈ C(R, H) is a solution of equation (27) with the
precompact range. Since equation (27) satisfies the condition (S), then we have
equality (63). We will show that
(66) β(L(γ(tn)),L(γ2(tn)))→ 0
as n → ∞ for any {tn} ∈ N+∞y0 . If we suppose that it is not true, then there exist
ε0 > 0 and {tn} ∈ N+∞y0 such that
(67) β(L(γ(tn)),L(γ2(tn))) ≥ ε0
for any n ∈ N. Since the set γi(R) ⊂ H (i = 1, 2) is precompct, then without loss
of generality we can suppose that the sequences {γi(tn)} (i = 1, 2) are convergent.
Denote by x¯i := lim
n→∞
γi(tn). By equality (67) we obtain x¯1 6= x¯2. Note that
γ(tn) := γ1(tn) − γ2(tn) → x¯1 − x¯2 6= 0 as n → ∞. The last relation contradicts
to condition (S) (see item b.). The obtained contradiction proves equality (66). To
finish the proof it is sufficient to apply Theorem 4.3 and Remark 4.6. 
Corollary 7.9. Under the conditions of Theorem 7.8 if (A, f, g) is τ-periodic (re-
spectively, Levitan almost periodic, almost recurrent, Poisson stable), then equation
(53) has a unique solution p defined on R which is τ-periodic (respectively, Levitan
almost periodic, almost recurrent, Poisson stable).
Proof. This statement follows from Theorem 7.8 and Corollary 4.5. 
Theorem 7.10. Under the condition of Theorem 7.8 if we replace condition (S)
(see item b.) by asymptotic stability of equation (27), then equation (53) has a
unique solution p defined on R which is compatible and lim
t→+∞
β(L(p(t)),L(ϕ(t, x,
(A, f, g))) = 0.
Proof. This statement can be proved using the same arguments as in the proof of
Theorem 7.8 but instead of Theorem 4.3 and Corollary 4.13 it is necessary to apply
Theorem 4.11 and Corollary 4.13. 
Corollary 7.11. Under the conditions of Theorem 7.10 if (A, f, g) is τ-periodic
(respectively, Levitan almost periodic, almost recurrent, Poisson stable), then every
solution of equation (53) is asymptotically τ-periodic (respectively, asymptotically
Levitan almost periodic, asymptotically almost recurrent, asymptotically Poisson
stable) in distribution.
Proof. This statement follows from Theorem 7.10 and Corollary 4.8. 
Definition 7.12. A solution ϕ is said to be strongly compatible in distribution if
M(A,f,g) ⊆Mdϕ.
Theorem 7.13. Suppose that the following conditions are fulfilled:
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(i) for any B ∈ H(A) equation
(68) x′ = B(t)x
satisfies to condition (S);
(i)
(ii) the set H(A, f, g) ⊂ C(R,Λ)× C(R, H)× C(R, H) is minimal;
(iii) the function (A, f, g) ∈ C(R,Λ)× C(R, H) × C(R, H) is strongly Poisson
stable;
(iv) equation (53) admits a solution ϕ defined on R+ with precompact rang.
Then equation (53) has a unique solution p defined on R with precompact rang
which is strongly compatible in distribution.
Proof. To prove this statement we will use the same ideas as in the proof of The-
orem 7.8. Note that under the conditions of Theorem 7.13 equation (53) gen-
erates a continuous cocycle 〈(H),Φ, (H(A, f, g),R, σ)〉 with the fiber P(H) over
dynamical system (H(A, f, g),R, σ) (see Theorem 7.3). Denote by µ0 := L(ϕ(0)),
then Φ(R+, µ0, (A, f, g)) := {Φ(t, µ0, (A, f, g)) : t ∈ R+} is precompact in P(H).
Let γ1, γ2 ∈ C(R, H) be two arbitrary solutions of some equation (57) (where
(A˜, f˜ , g˜) ∈ H(A, f, g)) with precompact ranges. Denote by γ(t) := γ1(t) − γ2(t),
then γ ∈ C(R, H) is a solution of equation
(69) x′ = A˜(t)x
with the precompact range. Since equation (69) satisfies the condition (S), then we
have equality (63). We will show that
(70) β(L(γ(tn)),L(γ2(tn)))→ 0
as n → ∞ for any γ1, γ2 ∈ Φy, y ∈ H(y0) and {tn} ∈ N+∞y . If we suppose that it
is not true, then there exist q ∈ H(y0), ε0 > 0 and {tn} ∈ N+∞q such that
(71) β(L(γ(tn)),L(γ2(tn))) ≥ ε0
for any n ∈ N. Using the same arguments as in the proof of Theorem 7.8 we obtain
a contradiction which proves our statement. To finish the proof it is sufficient to
apply Theorems 4.9 and 4.11 (see also Remark 4.15). 
Corollary 7.14. Under the conditions of Theorem 7.13 if (A, f, g) is τ-periodic
(respectively, quasi periodic, Bohr almost periodic, almost automorphic, recurrent,
strongly Poisson stable and H(A, f, g) is a minimal set), then equation (53) has
a unique solution p defined on R which is τ-periodic (respectively, quasi periodic,
Bohr almost periodic, almost automorphic, recurrent, strongly Poisson stable and
H(A, f, g) is a minimal set) in distribution.
Proof. This statement follows from Theorem 7.13 and Corollary 4.13 (see also
Corollary 4.10). 
Theorem 7.15. Under the condition of Theorem 7.13 if we replace condition (S)
(see item (i).) by asymptotic stability of equation of every equation (56), then
equation (53) has a unique solution p defined on R which is strongly compatible in
distribution and lim
t→+∞
β(L(p(t)),L(ϕ(t, x, (A, f, g))) = 0.
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Proof. This statement can be proved using the same arguments as in the proof
of Theorem 7.13 but instead of Theorem 4.3 and Corollary 4.13 it is necessary to
apply Theorem 4.11 and Corollary 4.13. 
Corollary 7.16. Under the conditions of Theorem 7.15 if (A, f, g) is τ-periodic
(respectively, quasi periodic, Bohr almost periodic, almost automorphic, recurrent,
strongly Poisson stable and H(A, f, g) is a minimal set), then every solution of
equation (53) is asymptotically τ-periodic (respectively, quasi periodic, Bohr almost
periodic, almost automorphic, recurrent, strongly Poisson stable and H(A, f, g) is
a minimal set) in distribution.
Proof. This statement follows from Theorem 7.15 and Corollary 4.13. 
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