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Abstract
In this paper, we present sharp decay estimates for small data solutions of the following two
systems: the Vlasov-Poisson (V-P) system in dimension 3 or higher and the Vlasov-Yukawa
(V-Y) system in dimension 2 or higher. We rely on a modification of the vector field method
for transport equation as developed by Smulevici in 2016 for the Vlasov-Poisson system. Using
the Green’s function in particular to estimate bilinear terms, we improve Smulevici’s result by
requiring only L1x,v bounds for the initial data and its derivatives. We also extend the result
to the Vlasov-Yukawa system.
Keywords: Small data solution, Vlasov-Poisson system, Vlasov-Yukawa system, vector field
method, decay estimate.
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1 Introduction
In this paper, we mainly study the following Vlasov-Poisson (V-P) system for n ≥ 3,
∂tf + v · ∇xf + µ∇xφ · ∇vf = 0, x, v ∈ Rn, (1.1)
△φ = ρ(f), (1.2)
f(t = 0) = f0(x, v). (1.3)
where µ = ±1 corresponding to an attractive or repulsive force and ρ(f) is given by
ρ(f)(t, x) =
∫
Rn
f(t, x, v)dv.
The function f represents the density of particles and is therefore non-negative initially1. With a
slight modification of the proof, our method also applies to the Vlasov-Yukawa2 (V-Y) system in
dimension n ≥ 2
∂tf + v · ∇xf + µ∇xφ · ∇vf = 0, x, v ∈ Rn, (1.4)
△φ−m2φ = ρ(f), (1.5)
f(t = 0) = f0(x, v). (1.6)
where the Poisson equation (1.2) is replaced by the screened Poisson equation (1.5) as a short-range
correction. Here m > 0 represents the mass of particles which is assumed to be a positive constant.
Without loss of generality, we will assumem = 1 throughout this paper. In both of the two systems,
V-P and V-Y, the function φ(t, x) which solves either the Poisson equation (1.2) or the screened
Poisson equation (1.5) can be expressed explicitly in the form
φ(t, x) = Gm ∗ ρ(f) =
∫
Rn
Gm(x− y)ρ(f)(t, y)dy,
where Gm is the Green’s function with respect to the operator △ (m = 0) or △− Id (m = 1). More
precisely, for the V-P system in dimension n ≥ 3, G0 has the form
G0(x) =
cn
|x|n−2 ,
1In the small data regime considered in this paper, the sign of f will be irrelevant.
2See [19] for the original derivation of the Yukawa interaction.
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where cn is a constant depending only on the dimension n. For the V-Y system, G1(x) has the
form
G1(x) =
c′n
|x|n2−1Kn2−1(|x|),
where c′n is another constant and Kν(r) is the modified Bessel function of the second kind, which
has an integral expression of the form, when r > 0 (see p. 181, [18]),
Kν(r) =
∫ ∞
0
e−r coshλ cosh(νλ)dλ.
The aim of this paper is to derive sharp asymptotics on the solutions under a small data
assumption but optimal decay on the initial data. More precisely, our assumptions on the initial
data implies that
∫
x
∫
v
f(t = 0, x, v)dxdv is finite, but we do not need more decay in (x, v) initially.
Similar assumptions are made for derivatives of f .
The main analytic novelty of the paper relies on using the explicit expression of φ(t, x) thanks to
the Green’s function formula. Using this explicit representation, we can prove bilinear estimates for
quantities of the form ||∇xZγ(φ)Zβ(f)||L1x,v , where Zγ and Zβ are differential operators of order |γ|
and |β|. Compared to for instance [16], we then avoid the use of the Calderón-Zygmund inequality.
In particular, this allows us to avoid the use of v-weighted Lp norms, which in [16] appeared due
to the failure of the Calderón-Zygmund inequality in L1. A second important difference compared
to [16] is a different treatment of the higher order estimates in the low dimensional case. Due to
the use of modified vector field, one typically encounters a loss of derivative in the estimates. In
[16], this loss was recovered using the elliptic nature of the Poisson equation and the higher order
estimates relied again on the Calderón-Zygmund inequality. Here, we write and exploit the higher
order commutation formula differently to avoid the loss of derivatives, see Lemma 4.6.
1.1 The Main Results
Our main theorems can then be stated as follows.
Theorem 1.1 (High Dimensional Case). Let n ≥ 4 in the V-P case and n ≥ 3 in the V-Y case.
Let N ≥ 2n. Consider initial data f0 : Rnx × Rnv satisfying
EN [f0] :=
∑
|α|≤N,Zα∈γ|α|
‖Zαf0‖L1(Rnx×Rnv ) ≤ ǫ, (1.7)
where Zα is a combination of |α| vector fields in γ|α| as defined in Definition 2.1. Then, there exists
ǫ0 > 0, such that if ǫ ≤ ǫ0, then the solution (f, φ) arising from f0 is globally defined and satisfies
the uniform bounds
EN [f(t)] ≤ 2ǫ. (1.8)
Theorem 1.2 (Low dimensional Case). Let n = 3 in the V-P case and n = 2 in the V-Y case. Let
N ≥ 2n+ 3. Consider initial data f0 : Rnx × Rnv satisfying
EN [f0] :=
∑
|α|≤N,Y α∈γ
|α|
m
‖Y αf0‖L1(Rnx×Rnv ) ≤ ǫ, (1.9)
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where Y α is a combination of |α| modified vector fields in γ|α|m as defined in Definition 4.1. Then,
there exists ǫ0 > 0, such that if ǫ ≤ ǫ0, then the solution (f, φ) arising from f0 is globally defined
and satisfies the uniform bounds
EN [f(t)] ≤ 2ǫ. (1.10)
Remark 1.1. In the work [16], a smilar result was obtained but the norms considered had additional
v-weighted Lp-norms. More precisely, in [16], the high dimensional energy, denoted by EN,δ[f ] for
any δ > 0, is defined as
EN,δ[f ] :=
∑
|α|≤N,Zα∈γ|α|
‖Zαf‖L1(Rnx×Rnv ) +
∑
|α|≤N,Zα∈γ|α|
‖(1 + |v|2)
δ(δ+n)
2(1+δ) Zαf‖L1+δ(Rnx×Rnv ).
It not only needs the boundedness of the L1 norms of the commuted fields Zαf , but also requires
an additional integrability in some weighed Lp norms of the commuted fields Zαf . Similar norms
were used for the low dimensional case, using modified vector fields.
In our work, we do not need the extra v-weighted Lp-norms. This is due to our improved
estimates, see in particular Lemma 3.3 and Lemma 4.5. Our assumptions are optimal in v, in the
sense that f integrable in v is required to make sense of the RHS of (1.2) and (1.5) classically.
Remark 1.2. From the energy bounds (1.8) and (1.10) and the Klainerman-Sobolev inequalities
(2.16), (2.17) and (4.43), we automatically obtain sharp decay estimates. For instance, one has for
|α| ≤ N − n,
|ρ(∂αx f)|(t, x) .
ǫ
(1 + t+ |x|)n+|α| .
1.2 Previous Work
The Vlasov-Poisson system is a classical system from plasma physics and we refer to [10] for an
introduction to its analysis and physical background. In particular, global existence in 3d is known
for large data thanks to the work of Pfaffelmoser [15] and Lions-Perthame [14]. For small data,
the first result was obtained by Bardos-Degond in [1]. This result was then strengthened first in
[11] and then [16] where sharp decay estimates for derivatives was obtained. This does not follow
trivially from [1], since commuting the Vlasov equation (1.1) with any derivative a priori generates
error terms containing v derivatives of f and those typically grow in t. An analysis similar to [11]
was carried out for the Vlasov-Yukawa system by Choi-Ha-Lee [6].
The analysis by Smulevici in [16] relied on a generalization of the vector field method of Klain-
erman [12] to the case of kinetic transport equations. There has been recently a lot of activ-
ities concerning the study of small data Vlasov systems using such methods, see for instance
[7, 8, 9, 2, 3, 4, 5, 13]. See also [17] where Fourier techniques and vector field type techniques
are used.
1.3 Outline of the Paper
The outline of the paper is as follows: In section 2, we will briefly introduce the commuting
vector fields that we use and derive the main properties needed later in the paper; In section 3,
we will present our results and the proofs for the V-P system in dimension n ≥ 4 and the V-Y
system in dimension n ≥ 3 using the vector field method together with our improvement using the
Green’s function, see in particular Lemma 3.3 and Lemma 4.5; In section 4, the results and proofs
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in dimension n = 3 for V-P and n = 2 for V-Y are presented using the modified vector fields and
our approach to the higher order estimates.
2 Preliminaries
2.1 Notations
Throughout the paper, we denote by T the free transport operator i.e.
T (f) := ∂tf +
n∑
i=1
vi∂xif.
For any sufficiently regular function φ, let Tφ denote the perturbed transport operator i.e.
Tφ(f) := T (f) + µ
n∑
i=1
∂xiφ∂vif.
We use the Lie bracket [A,B] := AB −BA to denote the commutation of two operators.
We use the notation A . B to express that there exist a global constant C such that A ≤ CB.
Here, the global constant C will only depends on the dimension n and the maximum number of
commutations.
We use the notation A
∗≈
d∑
i=1
Bi to express that there exist some global bounded constants Ci,
such that A =
d∑
i=1
CiBi, where constant Ci will only depends on the dimension n and the maximum
number of commutations.
2.2 Commutation Vector Fields
For linear wave equations ψ = 0, where  = −∂2t +
n∑
i=1
∂2xi , the well-know commutation vector
fields are consisted of
1. Translations in space and time ∂t, ∂xi ,
2. Rotations Ωxij := x
i∂xj − xj∂xi ,
3. Hyperbolic rotations Ωx0i := t∂xi + x
i∂t,
4. Scaling vector field t∂t +
n∑
i=1
xi∂xi .
For the free transport operator T , there also exist vector fields that commute with the operator T .
The simplest examples are the translations ∂t, ∂xi . In this paper, we will consider the following
vector fields (see [16])
1. Translations in space ∂xi ,
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2. Uniform motions in one direction in microscopic form t∂xi + ∂vi ,
3. Rotations in microscopic form xi∂xj − xj∂xi + vi∂vj − vj∂vi ,
4. Scaling in space in microscopic form
n∑
i=1
xi∂xi +
n∑
i=1
vi∂vi .
Remark 2.1. We do not use all the commutation vector fields in our theorem, only the vector fields
that do not contain time derivatives are taken into account. In fact, the scaling in space and time
t∂t +
n∑
i=1
xi∂xi also commutes with T in the sense that
[
T, t∂t +
n∑
i=1
xi∂xi
]
= T.
In [16], a larger family of vector fields including ∂t and t∂t +
n∑
i=1
xi∂xi are discussed to obtain
additional decay on time derivatives of ∇φ. Similar result can also be obtain with the method used
in this paper. To make the paper more concise and simple, we will only study the decay of non-time
derivatives.
Definition 2.1. We denote by γ the set of all the above 2n+ n(n− 1)/2 + 1 vector fields i.e.
γ :=
{
∂xi , t∂xi + ∂vi ,Ω
x
ij +Ω
v
ij , S
x + Sv, 1 ≤ i < j ≤ n
}
,
where Sx =
n∑
i=1
xi∂xi , S
v =
n∑
i=1
vi∂vi , Ω
x
ij = x
i∂xj − xj∂xi , Ωvij = vi∂vj − vj∂vi .
Remark 2.2. Throughout the paper, we make the convention that Ωxii = 0 and Ω
x
ij = −Ωxji when
i > j. The same is also for v−derivatives.
For the sake of simplicity, let Zi, i = 1, ..., 2n+ n(n − 1)/2 + 1, be an ordering of γ such that
Zi = t∂xi + ∂vi , i = 1, ..., n. We denote by Z a generic commuting vector field in γ. For any
multi-index α = (α1, ..., αk) with k = |α|, the operator Zα ∈ γ|α| is defined by Zα = Zα1Zα2 ...Zαk .
Remark 2.3. In [16], there are also macroscopic vector fields (the set is denoted by Γ) corresponding
to each element in γ i.e.
Γ :=
{
∂xi , t∂xi ,Ω
x
ij , S
x, 1 ≤ i < j ≤ n
}
.
For functions that only depend on (t, x), such as φ and ρ(f), Z(φ) can be understood as the action
of the corresponding macroscopic vector field on φ.
Before we present our result, let us first look at some important properties of the vector fields
γ.
Lemma 2.1 (Commutation with T , △ and ρ). For any Zα ∈ γ|α|, we have
1. [T, Zα] = 0.
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2. [Zα,△] =
∑
|β|≤|α|−1
cαβZ
β△.
3. Zαρ(f) = ρ(Zαf) +
∑
|β|≤|α|−1
c′αβρ(Z
βf).
where cαβ , c
′
αβ are global bounded constants that only depend on n and |α|.
Proof. The first one is simple, because γ is composed of commutation vector field, i.e. ∀Z ∈ γ,
[T, Z] = 0. For the second one, we can check that [Z,△] = 0 if Z 6= Sx + Sv. For Sx+ Sv, we have
[Sx,△] = −2△. Similarly, for the last one, we can check that Zρ(f) = ρ(Zf) for any Z 6= Sx+Sv.
For Sx + Sv, we have
Sxρ(f) = ρ((Sx + Sv)f) + nρ(f).
By induction, we can show the general formula for multi-index operators.
Lemma 2.2 (Commutation within γ). For any Zα ∈ γ|α|, Zα′ ∈ γ|α′|, we have,
[Zα, Zα
′
] =
∑
|β|≤|α|+|α′|−1
cαα
′
β Z
β.
Moreover, if Zα
′
= ∂xi , we have,
[Zα, ∂xi ] =
n∑
j=1
∑
|β|≤|α|−1
cα,iβ,j∂xjZ
β .
Here all the constants are global bounded constants that only depend on n and max{|α|, |α′|}.
Proof. For any Z,Z ′ ∈ γ, we can check that [Z,Z ′] ∗≈
∑
Z′′∈γ
Z ′′, especially, when Z ′ = ∂xi , we have
[Z, ∂xi ]
∗≈
n∑
j=1
∂xj . (Here the symbol
∗≈ means that both sides are equal up to multiplying bounded
constants before every terms in the summation, c.f. subsection 2.1.) We then can obtain the formula
by induction on α, α′.
Lemma 2.3 (Commutation with Tφ). For any Z
α ∈ γ|α|, we have,
[Tφ, Z
α]f =
n∑
i,j=1
∑
|β|≤|α|−1
∑
|γ|+|β|≤|α|
Cα,ijβγ ∂xiZ
γφ∂vjZ
βf, (2.11)
where Cα,ijβγ are constants bounded by n and |α|.
Proof. The proof is based on the previous two lemmas. Since Zα commute with T , we only need
to look at the term
[∂xiφ∂vi , Z
α]f = ∂xiφ∂viZ
αf − Zα(∂xiφ∂vif).
Since Zα(∂xiφ∂vif) = ∂xiφZ
α(∂vif) +
∑
|γ|≥1,|β|+|γ|=|α|
CαβγZ
γ(∂xiφ)Z
β(∂vif), we have,
[∂xiφ∂vi , Z
α]f = ∂xiφ[∂vi , Z
α]f −
∑
|γ|≥1,|β|+|γ|=|α|
CαβγZ
γ(∂xiφ)Z
β(∂vif).
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The only thing left is to show that, for any Zη ∈ γ|η|,
[∂vi , Z
η]
∗≈
∑
|η′|≤|η|−1
∂vjZ
η′ .
The proof of this is exactly the same as ∂xi in Lemma 2.2.
2.3 Klainerman-Sobolev Inequalities for Velocity Averages
Typically, there are two ways of getting decay estimates for the V-P system or the V-Y system.
A standard way is by using the method of characteristics, for example the decay estimate of Bardos-
Degond on the V-P system [1]. Another way is to get decay estimate from the Klainerman-Sobolev
inequalities by the using the commutation vector fields, for example Smulevici’s result on V-P
system [16]. In this paper, we will use the following L1 Klainerman-Sobolev inequality,
Lemma 2.4 (L1 Klainerman-Sobolev inequality). For any sufficiently regular function ψ(x), we
have
|ψ|(x) . 1
(1 + t+ |x|)n
∑
|α|≤n,Zα∈Γ|α|
||Zα(ψ)||L1(Rnx ). (2.12)
The proof of this inequality is quite standard, we refer to [?] and [16] for detailed proof. Here
we mention some important equalities about the vector fields.
Lemma 2.5. For any 1 ≤ i ≤ n and x 6= 0, we have
|x|∂xi =
n∑
j=1
xj
|x|Ω
x
ji +
xi
|x|S
x. (2.13)
Lemma 2.6. For any multi-index α, we have
(t+ |x|)|α|∂αx =
∑
|β|≤|α|,Zβ∈Γ|β|
Cαβ (x)Z
β , (2.14)
where the coefficients Cβ(x) are homogeneous of degree 0 and uniformly bounded by a constant that
depends only on n and |α|.
Proof. Without loss of generality, we assume x 6= 0. Since t∂x ∈ Γ, we only need to proof
|x||α′|∂α′x =
∑
|β′|≤|α′|,Zβ′∈Γ|β′|
‹Cα′β′ (x)Zβ′ .
Using the equality (2.13) and Lemma 2.2, we can get the desired result by induction on α′.
Sketch of the proof of Lemma 2.4. For fixed (t, x), let ψ˜(y) be the function such that
ψ˜(y) = ψ(x+ (t+ |x|)y), y ∈ Bn(0, 1/2).
By Sobolev inequality, we have
|ψ(x)| = |ψ˜(0)| .
∑
|α|≤n
‖∂αy ψ˜‖L1(Bn(0,1/2)).
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Since |y| ≤ 1/2, we have
1
2
(t+ |x|) ≤ t+ |x+ (t+ |x|)y| ≤ 3
2
(t+ |x|).
With the above control and Lemma 2.6, we have that, for every y ∈ Bn(0, 1/2),
|∂αy ψ˜(y)| = (t+ |x|)|α||∂αxψ(x+ (t+ |x|)y)|
. (t+ |x+ (t+ |x|)y|)|α||∂αxψ(x+ (t+ |x|)y)|
.
∑
|β|≤|α|,Zβ∈Γ|β|
|Zβψ(x + (t+ |x|)y)|
By doing the change of variables z = x+ (t+ |x|)y, we will get the decay power in (2.12).
Now, if we apply the L1 Klainerman-Sobolev inequality to the velocity average ρ(f), together
with Lemma 2.1, we get,
Proposition 2.1. For any sufficiently regular function f(x, v), we have,
|ρ(f)|(x) . 1
(1 + t+ |x|)n
∑
|α|≤n,Zα∈γ|α|
‖Zαf‖L1(Rnx×Rnv ). (2.15)
Moreover, with the help of Lemma 2.6, we can get better decay for the derivatives
Proposition 2.2. For any sufficiently regular function f(x, v) and multi-index α, we have,
|ρ(∂αx f)|(x) .
1
(1 + t+ |x|)n+|α|
∑
|β|≤n+|α|,Zβ∈γ|β|
‖Zβf‖L1(Rnx×Rnv ). (2.16)
We also recall the following decay estimates from [16, Proposition 3.3].
Proposition 2.3. For any sufficiently regular function f(x, v), we have,
ρ(|f |)(x) . 1
(1 + t+ |x|)n
∑
|α|≤n,Zα∈γ|α|
‖Zαf‖L1(Rnx×Rnv ). (2.17)
2.4 Equations for Zαφ
For the V-P system, we have
Lemma 2.7. Suppose f is sufficiently regular, φ solves the Poisson equation (1.2), then for any
multi-index α and Zα ∈ Γ|α|, we have
△Zαφ =
∑
|β|≤|α|
cαβρ(Z
βf), (2.18)
where cαβ are global bounded constants.
Proof. The proof follows directly from Lemma 2.1 and by the method of induction. We give the
proof in the case of the screened Poisson equation just below.
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Similarly, for the V-Y system, we have
Lemma 2.8. Suppose f is sufficiently regular, φ solves the screened Poisson equation (1.5), then
for any multi-index α and Zα ∈ Γ|α|, we have
△Zαφ− Zαφ =
|α|∑
k=0
∑
|β|≤|α|−k
cαk,βG1 ∗(k) ρ(Zβf), (2.19)
where cαk,β are global bounded constants, G1∗(k) represent the k times convolution with G1.
Proof. We prove this by induction. For |γ| = 1, we have,
△Zφ− Zφ = [△, Z]φ+ Z(△φ− φ)
= cZ△φ+ Zρ(f)
= cZ(φ+ ρ(f)) + Zρ(f)
= (cZ + 1)Zρ(f) + cZφ
Here cZ is a constant such that [△, Z] = cZ△. Since φ solves (1.5), we have
φ = G1 ∗ ρ(f)
By Lemma 2.1, we have the desired result for |α| = 1. Suppose that, for |α| ≤ l, we have
△Zαφ− Zαφ =
|α|∑
k=0
∑
|β|≤|α|−k
cαk,βG1 ∗(k) ρ(Zβf).
Therefore, we have,
Zαφ = G1 ∗
Ñ
|α|∑
k=0
∑
|β|≤|α|−k
cαk,βG1 ∗(k) ρ(Zβf)
é
(2.20)
=
|α|+1∑
k=1
∑
|β|≤|α|−k+1
cαk,βG1 ∗(k) ρ(Zβf) (2.21)
Then for |α| = l + 1, we have
△Zαφ− Zαφ = [△, Zα]φ+ Zα(△φ− φ)
=
∑
|β|≤l
cβZ
β△φ+ Zαρ(f)
=
∑
|β|≤l
cβZ
β(ρ(f) + φ) + Zαρ(f)
By (2.21) and Lemma 2.1, we can get (2.19) for |α| = l + 1, which ends the proof.
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3 The Higher Dimensional Cases
In this section, we will proof our main theorem (Theorem 1.1) in dimension n ≥ 4 for the V-P
system and n ≥ 3 for the V-Y system. For any N , we consider the following energy
EN [f ] :=
∑
|α|≤N,Zα∈γ|α|
‖Zαf‖L1(Rnx×Rnv ), (3.22)
The initial data f0 is assumed to be sufficiently smooth and the energy EN [f0] ≤ ǫ where ǫ > 0 is
small enough.
3.1 Bootstrap Assumption
Let (f, φ) be the classical solution arising from the initial data f0 and let T ≥ 0 be the largest
time such that
EN [f(t)] ≤ 2ǫ, ∀t ∈ [0, T ]. (3.23)
3.2 Improving the Bounds on ‖Zαf‖L1(Rn
x
×Rn
v
)
To get better bounds on ‖Zαf‖L1(Rnx×Rnv ), we will use the approximate following conservation
law,
Lemma 3.1. Suppose f is sufficiently regular function of (t, x, v), then for all t ∈ [0, T ], we have
‖f(t)‖L1(Rnx×Rnv ) ≤ ‖f(0)‖L1(Rnx×Rnv ) +
∫ t
0
‖Tφ(f)(s)‖L1(Rnx×Rnv )ds. (3.24)
Proof. First, we consider the case where |f | is smooth and has compact support in (x, v) uniformly
in [0, T ]. We have, on the support of f ,
Tφ(|f |) = Tφ(f) f|f | .
We integrate Tφ(|f |) in (t, x, v),∫ t
0
∫
x
∫
v
Tφ(|f |) =
∫ t
0
∫
x
∫
v
[
∂t|f |+∇x · (v|f |) + µ∇v · (∇xφ|f |)
]
=
∫
x
∫
v
|f(t)| −
∫
x
∫
v
|f(0)|
Therefore, we have
‖f(t)‖L1(Rnx×Rnv ) ≤ ‖f(0)‖L1(Rnx×Rnv ) +
∫ t
0
‖Tφ(f)(s)‖L1(Rnx×Rnv )ds.
For more general function f , we can approximate |f | by functions
√
f2 + η2χε(x, v), where η > 0
and χε(x, v) is a smooth cut-off function which is 1 in Bx,v(0, ε
−1) and 0 out side of Bx,v(0, 2ε
−1).
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From the above lemma, we have that, for |α| ≤ N ,
‖Zαf(t)‖L1(Rnx×Rnv ) ≤ ‖Zαf(0)‖L1(Rnx×Rnv ) +
∫ t
0
‖Tφ(Zαf(s))‖L1(Rnx×Rnv )ds. (3.25)
The initial data is already bounded by ǫ, the main work is to estimate the integral term for
Tφ(Z
αf). By Lemma 2.3, we have
Tφ(Z
αf) = [Tφ, Z
α]f =
n∑
i,j=1
∑
|β|≤|α|−1
∑
|γ|+|β|≤|α|
Cα,ijβγ ∂xiZ
γφ∂vjZ
βf.
We can always rewrite the v−derivatives as linear combination of the commutation vector fields
∂vjZ
βf = (t∂xj + ∂vj )Z
βf − t(∂xjZβf).
Therefore, we have
‖Tφ(Zαf)‖L1(Rnx×Rnv ) . (1 + t)
∑
1≤|β|≤|α|
∑
|γ|+|β|≤|α|+1
‖∇xZγ(φ)Zβ(f)‖L1(Rnx×Rnv ). (3.26)
The only thing we need to estimate now is the term ‖∇xZγ(φ)Zβ(f)‖L1(Rnx×Rnv ).
3.3 Estimates for ‖∇xZγ(φ)Zβ(f)‖L1(Rn
x
×Rn
v
)
Before we continue the analysis on ‖∇xZγ(φ)Zβ(f)‖L1(Rnx×Rnv ), let us first look at the following
lemma
Lemma 3.2. For any n ≥ 2, there exist a global constant Cn > 0 that only depends on n, such
that for any x ∈ Rn, ∫
Rn
1
|y|n−1(1 + |x+ y|)n dy ≤ Cn. (3.27)
Proof. Without lose of generality, we suppose x 6= 0. We divide Rn into 3 regions: R1 = {|y| ≤
2
3 |x|}, R2 = { 23 |x| < |y| < 2|x|} and R3 = {|y| ≥ 2|x|}. In the region {|y| ≤ 23 |x|} and {|y| ≥ 2|x|},
we have
|x+ y| ≥ ∣∣|x| − |y|∣∣ ≥ |y|
2
,
Therefore, we have∫
R1
⋃
R3
1
|y|n−1(1 + |x+ y|)n dy ≤
∫
Rn
1
|y|n−1(1 + |y|/2)ndy = C0.
In the region R2, first we have a rough estimate,∫
2
3 |x|<|y|<2|x|
1
|y|n−1(1 + |x+ y|)n dy ≤
1
(23 |x|)n−1
(2|x|)nωn = 2 · 3n−1ωn|x|,
which is bounded when |x| ≤ 1. Here ωn denotes the volume of unit ball in Rn. This estimate is
bad if |x| is large. Therefore, we need another control of the integral for large |x|. Our method is to
divide R2 into two subregions: R2,1 = R2
⋂{|y + x| ≤ |x|1−δ} and R2,2 = R2⋂{|y + x| > |x|1−δ}.
Here δ > 0 is a fixed number to be chosen. In the first subregion, we have∫
R2,1
1
|y|n−1(1 + |x+ y|)n dy ≤
1
(23 |x|)n−1
|R2,1| ≤ 1
(23 |x|)n−1
(|x|1−δ)nωn =
Å
3
2
ãn−1
ωn|x|1−nδ.
In the second subregion, we have∫
R2,2
1
|y|n−1(1 + |x+ y|)n dy ≤
1
(23 |x|)n−1|x|n(1−δ)
(2|x|)nωn = 2 · 3n−1ωn|x|nδ−n+1.
Let us take δ = 12 , then combining the above two subregions, we have∫
R2
1
|y|n−1(1 + |x+ y|)n dy . ωn|x|
1−n2 .
Since n ≥ 2, the right hand side is non-increasing when |x| → ∞. Therefore, the integral is globally
bounded by a constant that does not depend on x.
With the help of the above lemma, we can estimate the product ‖∇xZγ(φ)Zβ(f)‖L1(Rnx×Rnv )
now.
Lemma 3.3. Suppose (f, φ) are sufficiently regular solutions to the V-P system. Then, for any
multi-index γ, β with |γ| ≤ N , |β| ≤ N , |γ|+ |β| ≤ N + 1, we have
‖∇xZγ(φ)Zβ(f)‖L1(Rnx×Rnv ) .
∑
|β′|≤N
ǫ
(1 + t)n−1
‖Zβ′f‖L1(Rnx×Rnv ) (3.28)
Proof. The idea of the proof is to use the exact formula of ∇xZγφ. For the V-P system, by Lemma
2.7, we have
△Zγφ =
∑
|γ′|≤|γ|
cγγ′ρ(Z
γ′f).
Therefore, we have
Zγφ(x) =
∑
|γ′|≤|γ|
∫
Rn
cnc
γ
γ′
|y|n−2 ρ(Z
γ′f)(x− y)dy.
Then we have
|∇xZγφ(x)| .
∑
|γ′|≤|γ|
∫
Rn
1
|y|n−1 ρ(|Z
γ′f |)(x− y)dy.
As a consequence, we have
‖∇xZγ(φ)Zβ(f)‖L1(Rnx×Rnv ) =
∫
Rn
|∇xZγφ(x)|ρ(|Zβf |(x))dx
.
∑
|γ′|≤|γ|
∫
Rn
∫
Rn
1
|y|n−1 ρ(|Z
γ′f |)(x − y)ρ(|Zβf |(x))dxdy.
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If |γ| ≤ N − n, then by the Klainerman-Sobolev inequality, we have
ρ(|Zγ′f |)(x− y) . 1
(1 + t+ |x− y|)n
∑
|β′′|≤N
‖Zβ′′f‖L1(Rnx×Rnv ) .
ǫ
(1 + t+ |x− y|)n .
Therefore, we have
‖∇xZγ(φ)Zβ(f)‖L1(Rnx×Rnv ) .
∫
Rn
∫
Rn
1
|y|n−1
ǫ
(1 + t+ |x− y|)n ρ(|Z
βf |(x))dxdy.
Now we do the change of variable y = (1 + t)y′, then the integral becomes∫
Rn
1
|y|n−1
ǫ
(1 + t+ |x− y|)n dy =
ǫ
(1 + t)n−1
∫
Rn
1
|y′|n−1(1 + |y′ − x1+t |)n
dy′.
By Lemma 3.2, we have ∫
Rn
1
|y|n−1
ǫ
(1 + t+ |x− y|)n dy .
ǫ
(1 + t)n−1
Therefore,
‖∇xZγ(φ)Zβ(f)‖L1(Rnx×Rnv ) .
∑
|β|≤N
ǫ
(1 + t)n−1
‖Zβf‖L1(Rnx×Rnv )
Now, if |γ| > N − n, since |β|+ |γ| ≤ N + 1 and N ≥ 2n, we have |β| ≤ N − n. We do change of
variable z = x− y and do the same analysis to ρ(|Zβf |), we can get the same decay estimate.
For the V-Y system, we can get even better estimates. Let us remind that a solution to (2.21)
can be written as
φ(x) =
∫
Rn
G1(x− y)ρ(f)(y)dy,
where G1(x) has the form
G1(x) =
c′n
|x|n2−1Kn2−1(|x|),
Here c′n is a constant and Kν(r) is the modified Bessel function of the second kind, which has an
integral expression of the form when r > 0
Kν(r) =
∫ ∞
0
e−r coshλ cosh(νλ)dλ.
The asymptotics of Kν(r) are well known(see [18]). Let us first prove the following simple estimate
on Kν(r).
Lemma 3.4. For any ν ≥ 12 and r > 0, we have
Kν(r) .
e−r√
r
Å
1 +
1
rν−
1
2
ã
. (3.29)
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Proof. This can be shown through change of variables in the integral form of Kν(r). We recall that
Kν(r) =
∫ ∞
0
e−r coshλ cosh(νλ)dλ.
Let us do the change of variable u = 2
√
r sinh(λ2 ), then we have
du =
√
r cosh(
λ
2
)dλ, cosh(
λ
2
) =
Å
1 +
u2
4r
ã 1
2
,
coshλ = 1 + 2 sinh2(
λ
2
) = 1 +
u2
2r
.
Because eνλ = (e
λ
2 )2ν ≤ (2 cosh(λ2 ))2ν , then we have
cosh(νλ) ≤ eνλ . (cosh(λ
2
))2ν .
Therefore, we have
Kν(r) .
e−r√
r
∫ ∞
0
e−
u2
2
Å
1 +
u2
4r
ãν− 12
du.
Since ν ≥ 1/2, we have Å
1 +
u2
4r
ãν− 12
. 1 +
u2ν−1
rν−
1
2
.
Therefore, we have
Kν(r) .
e−r√
r
Å
1 +
1
rν−
1
2
ã
.
Lemma 3.5. For any 1 ≤ p ≤ ∞ and any function Ψ ∈ Lp(Rnx), we have
‖G1 ∗Ψ‖Lp . ‖Ψ‖Lp, ‖∇xG1 ∗Ψ‖Lp . ‖Ψ‖Lp.
Proof. This is a direct result from Young’s convolution inequality. The only thing we need to show
is that ‖G1‖L1 and ‖∇xG1‖L1 are finite. To show this, it suffices to use the estimate (3.29) and the
following relation
∂
∂r
Kν(r) = −1
2
(Kν−1(r) +Kν+1(r)).
We then have the following lemma, similar to Lemma 3.3.
Lemma 3.6. Suppose (f, φ) are sufficiently regular solutions to the V-Y system. Then, for any
multi-index γ, β with |γ| ≤ N , |β| ≤ N , |γ|+ |β| ≤ N + 1, we have
‖∇xZγ(φ)Zβ(f)‖L1(Rnx×Rnv ) .
∑
|β′|≤N
ǫ
(1 + t)n
‖Zβ′f‖L1(Rnx×Rnv ) (3.30)
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Proof. For the V-Y system, by Lemma 2.8, we have
△Zγφ− Zγφ =
|γ|∑
k=0
∑
|γ′|≤|γ|−k
cγk,γ′G1 ∗(k) ρ(Zγ
′
f),
where G1(x) =
c′n
|x|
n
2
−1Kn2−1(|x|), and Kν(r) is the modified Bessel function of the second kind.
Therefore, we have
∇xZγφ = ∇xG1 ∗
Ñ
|γ|∑
k=0
∑
|γ′|≤|γ|−k
cγk,γ′G1 ∗(k) ρ(Zγ
′
f)
é
.
Now, if |γ| ≤ N − n, by Lemma 3.5 and Klainerman-Sobolev inequality, we have
‖∇xZγφ‖L∞ .
∑
|γ′|≤N−n
‖ρ(Zγ′f)‖L∞ . ǫ
(1 + t)n
,
which gives (3.30). If |γ| > N − n, since |β| + |γ ≤ N + 1 and N ≥ 2n, we have |β| ≤ N − n.
Therefore, we have
‖∇xZγφ‖L1 .
∑
|γ′|≤N
‖ρ(Zγ′f)‖L1, ‖ρ(Zβf)‖L∞ .
ǫ
(1 + t)n
,
which also gives (3.30).
3.4 Improving the Bootstrap Assumption
Now, with the estimates for ‖∇xZγ(φ)Zβ(f)‖L1(Rnx×Rnv ), we can finally improve the bound onEN [f ]. For the V-P system, we have
‖Tφ(Zαf)(s)‖L1(Rnx×Rnv ) . (1 + s)
∑
1≤|β|≤|α|
∑
|γ|+|β|≤|α|+1
‖∇xZγ(φ)Zβ(f)‖L1(Rnx×Rnv )
.
ǫ
(1 + s)n−2
∑
|β′|≤N
‖Zβ′f‖L1(Rnx×Rnv )
.
ǫ2
(1 + s)n−2
.
Therefore, we have
EN [f(t)] ≤ EN [f0] + C
∫ t
0
ǫ2
(1 + s)n−2
ds,
where the constant C only depends on n and N . Since n ≥ 4, the integral is globally bounded for
any T . For ǫ small enough such that
C
∫ ∞
0
ǫ
(1 + s)n−2
ds ≤ 1
2
,
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we have the improved bound
EN [f(t)] ≤ ǫ+ ǫ
2
< 2ǫ, ∀t ∈ [0, T ],
which indicates that T is not finite. Similarly, for V-Y system, we have better decay
‖Tφ(Zαf)(s)‖L1(Rnx×Rnv ) .
ǫ2
(1 + s)n−1
,
therefore we can get the same result in dimensions n ≥ 3.
This improves the bootstrap assumption (3.23) and therefore ends the proof of Theorem 1.1.
4 3-Dimensional V-P System and 2-Dimensional V-Y System
In this section, we will deal with the low dimensional cases, i.e., the V-P system in 3-dimensions
and the V-Y system in 2-dimensions, cf Theorem 1.2. The standard vector field method will not
work in this low dimensional cases. The main difficulty is that, for example, the V-P system in
3-dimensions, using the vector field method in previous section only provides us the estimate:
EN [f(t)] ≤ EN [f0] + C
∫ t
0
ǫ2
1 + s
ds,
where the integral on the right hand side is not uniformly bounded in t. To get rid of this problem
and slightly improve the estimate, we need to do some modification to our vector fields so that we
can get better decay than 11+s for the error term (see [16]).
In this section, if n = 3, we work on the V-P system, and if n = 2 we work on the V-Y system.
f0 denotes initial data satisfying the assumptions of Theorem 1.2 and (f, φ) denotes the classical
solution arising from it.
4.1 The Modified Vector Fields
Let us recall that our vector field is composed of
γ =
{
∂xi , t∂xi + ∂vi ,Ω
x
ij +Ω
v
ij , S
x + Sv, 1 ≤ i < j ≤ n
}
,
We let Zi, i = 1, ..., 2n+ n(n− 1)/2 + 1, be an ordering of γ such that Zi = t∂xi + ∂vi , i = 1, ..., n.
Let us first look at the commutation with operator Tφ. For each vector field Z
i, we can easily
calculate that
[Tφ, Z
i](f) = −µ
n∑
k=1
∂xk(Z
iφ+ ciφ)∂vkf.
Here ci = −2 if Zi = Sx + Sv, otherwise, we have ci = 0. If we want to write the right hand side
as linear combinations of vector fields on f , we have to rewrite ∂vk as
∂vk = (t∂xk + ∂vk)− t(∂xk).
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Therefore, we gain an additional multiplier (1+ t) in our decay estimate, that is the reason why our
method will not work for n = 3 (or n = 2 for the V-Y system). To avoid this problem, we consider
a modification of our vector fields in the following form:
Y i := Zi −
n∑
k=1
ϕik(t, x, v)∂xk , i = 1, ..., 2n+ n(n− 1)/2 + 1,
where ϕik are sufficiently smooth functions of (t, x, v) and vanish at t = 0. To find out what the
functions ϕik should be, let us commute Tφ with the modified vector field Y
i. For each Y i, we have
that,
[Tφ, Y
i](f) = −µ
n∑
k=1
∂xk(Z
iφ+ ciφ)∂vkf − µ
n∑
k=1
Tφ(ϕ
i
k)∂xkf + µ
n∑
k,j=1
ϕik∂xk∂xjφ∂vjf. (4.31)
Now, if we rewrite ∂vk as
∂vk = (t∂xk + ∂vk)− t(∂xk).
We will get
[Tφ, Y
i](f) = −µ
n∑
k=1
∂xk(Z
iφ+ ciφ)Z
kf + µt
n∑
k=1
∂xk(Z
iφ+ ciφ)∂xkf
− µ
n∑
k=1
Tφ(ϕ
i
k)∂xkf + µ
n∑
k,j=1
ϕik∂xk∂xjφZ
jf − µ
n∑
k,j=1
ϕik∂xk(t∂xj )φ∂xjf
The only bad term with addition multiplier of t is µt∂xk(Z
iφ+ ciφ)∂xkf when Z
i 6= ∂x. To remove
these bad terms, we just need Tφ(ϕ
i
k) = µt∂xk(Z
iφ+ ciφ).
Definition 4.1. Let Zi, i = 1, ..., 2n + n(n − 1)/2 + 1, be an ordering of γ. The modified vector
fields Y i have the following form,
Y i := Zi −
n∑
k=1
ϕik(t, x, v)∂xk , i = 1, ..., 2n+ n(n− 1)/2 + 1,
where
1. ϕik ≡ 0 if Zi is a translation in space, i.e. Zi = ∂xk .
2. If Zi is not a translations, then ϕik(t, x, v) is a solution of
Tφ(ϕ
i
k) = µt∂xk(Z
iφ+ ciφ), (4.32)
ϕik(0, x, v) = 0. (4.33)
Here ci = −2 if Zi = Sx + Sv, otherwise, we have ci = 0.
The set of modified vector fields is denoted by γm.
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Throughout the paper, we denote by Y a generic modified vector field in γm. For any multi-
index α = (α1, ..., αk) with k = |α|, the operator Y α ∈ γ|α|m is defined by Y α = Y α1Y α2 ...Y αk . We
also denote by M the set of all functions {ϕik}. We also denote by ϕ a generic function in M. We
say that P (ϕ) is a multi-linear form of degree d with signature less than k if P (ϕ) has the following
form
P (ϕ) =
∑
|α1|+...+|αd|≤k
(ϕ1,...,ϕd)∈M
d
Cα¯ϕ¯
d∏
j=1
Y αj (ϕj)
where αj are all multi-indices and Cα¯ϕ¯ are constants with α¯ = (α1, ..., αd) and ϕ¯ = (ϕ1, ..., ϕd).
4.2 Properties of Modified Vector Fields
In this section, we will study the main properties of the modified vector field that will be used
later in our proof.
Lemma 4.1 (Higher order commutation formula with Tφ). For any multi-index α, we have
[Tφ, Y
α] =
|α|+1∑
d=0
n∑
i=1
∑
|γ|,|β|≤|α|
Pα,idγβ(ϕ)∂xiZ
γ(φ)Y β , (4.34)
where Pα,idγβ(ϕ) are multilinear forms of degree d with signatures less than k such that k ≤ |α| − 1
and k + |γ|+ |β| ≤ |α|+ 1.
Proof. Let us first look at the case when |α| = 1. By (4.31) and rewriting ∂vk as
∂vk = (t∂xk + ∂vk)− t(∂xk),
we will get, after using the equations on ϕik (4.32),
[Tφ, Y
i](f) = −µ
n∑
k=1
∂xk(Z
iφ+ ciφ)Z
kf + µ
n∑
k,j=1
ϕik∂xk∂xjφZ
jf − µ
n∑
k,j=1
ϕik∂xk(t∂xj )φ∂xjf
Now, by just rewriting Zk as
Zk = Y k +
n∑
l=1
ϕkl ∂xl ,
we will get that [Tφ, Y
i] has the following form
[Tφ, Y
i] =
∑
|γ|≤1
1≤k,l≤n
P (ϕ)∂xkZ
γ(φ)Y l,
where P (ϕ) is a multi-linear form of degree at most 2 with signature 0. So the lemma is true for
|α| = 1. For |α| ≥ 2, we can prove the lemma by induction with the help of following equality
[Tφ, Y
iY α] = [Tφ, Y
i]Y α + Y i[Tφ, Y
α].
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Lemma 4.2. For any multi-index α, we have
Zα =
|α|∑
d=0
∑
|β|≤|α|
Pαdβ(ϕ)Y
β, (4.35)
where Pαdβ(ϕ) are multilinear forms of signature less than k with k ≤ |α| − 1 and k + |β| ≤ |α|.
Proof. The lemma is trivial for |α| = 1, since Zi = Y i +
n∑
k=1
ϕik∂xk where ∂xk is also a modified
vector field. The rest can be shown by induction.
Lemma 4.3. For all multi-index α, we have
ρ(Zαf) =
|α|∑
d=0
∑
|β|≤|α|
ρ(Qαdβ(∂xϕ)Y
βf) +
|α|∑
j=1
|α|+1∑
d=1
∑
|β|≤|α|
1
tj
ρ(Pα,jdβ (ϕ)Y
β(f)), (4.36)
where Qαdβ(∂xϕ) are multilinear forms with respect to ∂xϕ of signatures less than k
′ satisfying
k′ ≤ |α| − 1 and k′ + d + |β| ≤ |α|, Pα,jdβ (ϕ) are multilinear froms of degree d with signatures less
than k satisfying k ≤ |α| and k + |β| ≤ |α|.
Proof. This lemma can be shown by induction. We refer to [16, Lemma 6.3] for the proof.
Lemma 4.4. We have
Y α∇φ = Zα∇φ+ 1
t
|α|∑
d=1
∑
|β|≤|α|
Pαdβ(ϕ)Z
β∇φ (4.37)
where Pαdβ(ϕ) are multilinear forms of degree d with signatures less than k satisfying k ≤ |α| − 1
and k + |β| ≤ |α|.
Proof. For |α| = 1, we have
Y∇φ = (Z + ϕ∂x)∇φ = Z∇φ+ 1
t
ϕ(t∂x)∇φ.
The rest can be shown by induction.
4.3 Bootstrap Assumptions
In this section, we will use the energy corresponding to modified vector fields. For N ≥ 2n+ 3,
we take the following energy
EN [f ] =
∑
|α|≤N
‖Y αf‖L1(Rnx×Rnv ). (4.38)
The modified vector field works for general cases, but here we only consider the low dimensional
ones, i.e., if n = 3, we work on the V-P system, and if n = 2 we work on the V-Y system.
We consider the following bootstrap assumptions. Let T ≥ 0 be the largest time so that, for all
t ∈ [0, T ], we have
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1.
EN [f(t)] ≤ 2ǫ. (4.39)
2. For any multi-index α with |α| ≤ N − n− 2 and any Y α ∈ γ|α|m , we have
|Y αϕ(t, x, v)| . ǫ 12 (1 + log(1 + t)), ∀(x, v) ∈ Rnx × Rnv . (4.40)
3. For any multi-index α with |α| ≤ N − n− 3 and any Y α ∈ γ|α|m , we have
|Y α∇xϕ(t, x, v)| . ǫ 12 , ∀(x, v) ∈ Rnx × Rnv . (4.41)
4. For any multi-index α with |α| ≤ N − n− 1 and any Zα ∈ Γ|α|, we have
|∇xZαφ(t, x)| . ǫ
1
2
(1 + t)2
, ∀x ∈ Rn. (4.42)
Remark 4.1. The modified vector field Y i = Zi at time t = 0. Therefore,
EN [f0] =
∑
|α|≤N
‖Zαf0‖L1(Rnx×Rnv ) ≤ ǫ.
4.4 Klainerman-Sobolev Inequality for Modified Vector Field
Based on the bootstrap assumptions on ϕ, we can get the Klainerman-Sobolev inequality for
the modified vector field. We refer to [16, Proposition 6.1] for the proof.
Proposition 4.1. For any sufficiently smooth function f , we have
ρ(|f |)(t, x) . 1
(1 + t+ |x|)n
∑
|α|≤n
‖Y αf‖L1(Rnx×Rnv ). (4.43)
4.5 Estimates for ‖Y α(ϕ)Y β(f)‖L1(Rn
x
×Rn
v
)
Before we prove the main result, let us first estimate the products of type Y α(ϕ)Y β(f), which
will play an important role in improving the bootstrap assumptions in next subsection. Let us first
prove the following lemma,
Lemma 4.5. For any multi-index γ, α with |γ| ≤ N , |α| ≤ N − n, we have
‖∇xZγ(φ)Y α(f)‖L1
(Rnx×R
n
v )
.
∑
|β|≤|γ|
ǫ
(1 + t)2
‖ρ(Zβf)‖L1(Rnx ) (4.44)
where (f, φ) is a sufficiently smooth solution to V-P system if n = 3 and V-Y system if n = 2.
Proof. The proof is exactly the same as Lemma 3.3 and Lemma 3.6, where we need to use the
exact formula for ∇xZγφ. The only difference is to use the Klainerman-Sobolev inequality for the
modified vector field of Y αf .
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Remark 4.2. Note that the norm on the RHS of (4.44) is weaker than that appearing in (3.28).
The reason is that since |α| ≤ N − n, we can always appeal the Klainerman-Sobolev estimate to
control the contribution of |Y α(f)|.
With the help of above lemma, we can show that
Lemma 4.6. For any fixed small number σ > 0, there exist constants Cσ and ǫσ such that, if
ǫ ≤ ǫσ, then for all multi-index α, β with |α| ≤ N − 1, |β| ≤ N and |α|+ |β| ≤ N + 1, we have
‖Y α(ϕ)(t)Y β(f)(t)‖L1(Rnx×Rnv ) ≤ Cσ(1 + t)σǫ, (4.45)
Moreover, for all multi-index α, β with |α| ≤ N − 2, |β| ≤ N and |α|+ |β| ≤ N , and all 1 ≤ i ≤ n,
we have
‖Y α(∂xiϕ)(t)Y β(f)(t)‖L1(Rnx×Rnv ) ≤ Cσǫ. (4.46)
Proof. For simplicity of writing, let us denote
F(t) =
∑
|α|≤N−1
∑
|β|≤N
|α|+|β|≤N+1
‖Y α(ϕ)(t)Y β(f)(t)‖L1(Rnx×Rnv ),
G(t) =
∑
|α|≤N−2
n∑
i=1
∑
|α|+|β|≤N
‖Y α(∂xiϕ)(t)Y β(f)(t)‖L1(Rnx×Rnv ).
We only need to estimate F and G. First, we have that, if |α| ≤ N−n−2, by bootstrap assumptions
(4.39), (4.40), we have
‖Y α(ϕ)(t)Y β(f)(t)‖L1(Rnx×Rnv ) . ǫ
1
2 (1 + log(1 + t))‖Y β(f)‖L1(Rnx×Rnv )
. (1 + t)σ0ǫ
3
2 ,
where σ0 > 0 is a very small constant that is to be fixed later. Similarly, for |α| ≤ N − n − 3, we
have
‖Y α(∂xiϕ)(t)Y β(f)(t)‖L1(Rnx×Rnv ) . ǫ
3
2 .
If |α| > N − n− 2, then we have |β| ≤ N − n− 1 since N ≥ 2n+ 3. We cannot use the bootstrap
assumptions (4.40) since |α| is too large. However, we can use the Klainerman-Sobolev inequality
since |β| is not too large. To estimate ‖Y α(ϕ)(t)Y β(f)(t)‖L1(Rnx×Rnv ) (including the special case
Y α = Y α
′
∂xi), we will use the approximate conservation law in Lemma 3.1. Since ϕ = 0 at time
t = 0, we have
‖Y α(ϕ)(t)Y β(f)(t)‖L1(Rnx×Rnv ) ≤
∫ t
0
‖Tφ(Y α(ϕ)Y β(f))‖L1(Rnx×Rnv )(s)ds.
So the main issue is to deal with Tφ(Y
α(ϕ)Y β(f)), which can be divided into 3 parts I1, I2 and I3
Tφ(Y
α(ϕ)Y β(f)) = Y α(ϕ)Tφ(Y
β(f)) + [Tφ, Y
α](ϕ)Y β(f) + Y αTφ(ϕ)Y
β(f)
= I1 + I2 + I3
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Estimate for ‖I1‖L1(Rnx×Rnv ). By (4.34), we have
I1 =
|β|+1∑
d=0
n∑
i=1
∑
|γ|,|β′|≤|β|
P β,idγβ′(ϕ)∂xiZ
γ(φ)Y β
′
(f)Y α(ϕ).
Since |β| ≤ N−n−1, the signatures of P β,idγβ′(ϕ) are less than N−n−2. By bootstrap assumptions,
we have
|P β,idγβ′(ϕ)| . (1 + log(1 + t))N . (1 + t)σ0 ,
|∂xiZγ(φ)| .
ǫ
1
2
(1 + t)2
,
where σ0 ∈ (0, 1) is a small number to be fixed later. Therefore, we have
‖I1‖L1(Rnx×Rnv ) .
ǫ
1
2
(1 + t)2−σ0
F(t). (4.47)
Estimate for ‖I2‖L1(Rnx×Rnv ). By (4.34), we have
I2 =
|α|+1∑
d=0
n∑
i=1
∑
|γ|,|β′|≤|α|
Pα,idγβ′(ϕ)∂xiZ
γ(φ)Y β
′
(ϕ)Y β(f).
Here the multi-linear form P β,idγβ′(ϕ) has signature less than k ≤ |α|−1 and k+|γ|+|β′| ≤ |α|+1 ≤ N .
Now if |γ| ≤ N − n− 1, then
|∂xiZγ(φ)| .
ǫ
1
2
(1 + t)2
.
P β,idγβ′(ϕ)Y
β′(ϕ) is a multi-linear form with at most one factor Y α
′
(ϕ) with N − n− 2 < |α′| ≤ |α|,
while the rest can be uniformly bounded by (1 + log(1 + t))N . (1 + t)σ0 . Therefore, we have
‖Pα,idγβ′(ϕ)∂xiZγ(φ)Y β
′
(ϕ)Y β(f)‖L1(Rnx×Rnv ) .
ǫ
1
2
(1 + t)2−σ0
F(t).
If |γ| > N − n− 1, then the bootstrap assumptions tell us
|P β,idγβ′(ϕ)Y β
′
(ϕ)| . (1 + log(1 + t))N ,
Since |γ| ≤ |α| ≤ N − 1, by Lemma 4.5, we have
‖∂xiZγ(φ)Y β(f)‖L1(Rnx×Rnv ) .
∑
|η|≤|γ|
ǫ
(1 + t)2
‖Zηf‖L1(Rnx×Rnv ).
By Lemma 4.2, we have
‖Zηf‖L1(Rnx×Rnv ) ≤
|η|∑
d′=0
∑
|η′|≤|η|
‖P ηd′η′(ϕ)Y η
′
(f)‖L1(Rnx×Rnv ) . (1 + log(1 + t))NF(t).
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So we have
‖Pα,idγβ′(ϕ)∂xiZγ(φ)Y β
′
(ϕ)Y β(f)‖L1(Rnx×Rnv ) .
ǫ(1 + log(1 + t))2N
(1 + t)2
F(t) . ǫ
(1 + t)2−σ0
F(t).
In summary, we have
‖I2‖L1(Rnx×Rnv ) .
ǫ
1
2
(1 + t)2−σ0
F(t). (4.48)
Estimate for ‖I3‖L1(Rnx×Rnv ). First, for the modified vector field, from (4.32), we know that
Tφ(ϕ) = t
n∑
i=1
∑
|η|≤1
cZ,i∂xiZ
ηφ.
By Lemma 4.4, we have
I3 = t
∑
|η|≤|α|+1
cη,i∂xiZ
η(φ)Y β(f) +
|α|∑
d=1
∑
|η|≤|α|+1
Pαdη(ϕ)∂xiZ
η(φ)Y β(f)
= I3,1 + I3,2,
where Pαdη(ϕ) are multi-linear forms of degree d with signatures less than k satisfying k ≤ |α| ≤ N−1
and k + |η| ≤ |α|+ 1. Now, let’s look at I3,2. When |η| ≤ N − n− 1, we have
|∂xiZη(φ)| .
ǫ
1
2
(1 + t)2
,
‖Pαdη(ϕ)Y β(f)‖L1(Rnx×Rnv ) . (1 + log(1 + t))NF(t).
So we have,
‖Pαdη(ϕ)∂xiZη(φ)Y β(f)‖L1(Rnx×Rnv ) .
ǫ
1
2
(1 + t)2−σ0
F(t).
When |η| > N − n− 1, we have
|Pαdη(ϕ)| . (1 + log(1 + t))N .
Therefore, we have
‖I3‖L1(Rnx×Rnv ) . (t+ 1)
∑
|η|≤|α|+1
‖∂xiZη(φ)Y β(f)‖L1(Rnx×Rnv ) +
ǫ
1
2
(1 + t)2−σ0
F(t).
Now we only need to estimate ‖∂xiZη(φ)Y β(f)‖L1(Rnx×Rnv ). By Lemma 4.5, we have
‖∂xiZη(φ)Y β(f)‖L1(Rnx×Rnv ) .
∑
|η′|≤|η|
ǫ
(1 + t)2
‖ρ(Zη′f)‖L1(Rnx )
.
ǫ2
(1 + t)2
+
∑
1≤|η′|≤|η|
ǫ
(1 + t)2
‖ρ(Zη′f)‖L1(Rnx).
Now, for |η′| ≥ 1, we can write Zη′f = Zη′′(Zf), where 0 ≤ |η′′| = |η′| − 1 ≤ N − 1. We apply
Lemma 4.3 to Zf , then we have
ρ(Zη
′
f) =
|η′′|∑
d=0
∑
|β′|≤|η′′|
ρ(Qη
′′
dβ′(∂xϕ)Y
β′(Zf)) +
|η′′|∑
j=1
|η′′|+1∑
d=1
∑
|β′|≤|η|
1
tj
ρ(P η
′′,j
dβ′ (ϕ)Y
β′(Zf))
= P1 + P2
where Qη
′′
dβ′(∂xϕ) are multi-linear forms with respect to ∂xϕ of signatures less than k
′ satisfying
k′ ≤ |η′′| − 1 ≤ N − 2 and k′ + d + |β′| ≤ |η′′|, P η′′,jdβ′ (ϕ) are multilinear froms of degree d with
signatures less than k satisfying k ≤ |η′′| and k + |β′| ≤ |η′′| ≤ N − 1. For P1, we have
ρ(Qη
′′
dβ′(∂xϕ)Y
β′(Zf)) = ρ
Ä
Qη
′′
dβ′(∂xϕ)Y
β′
(
Y (f)− cY ϕ∂xj (f)
)ä
= ρ(Qη
′′
dβ′(∂xϕ)(Y
β′Y (f))−
∑
|β′′|≤|β′|
cY β′′ρ(Q
η′′
dβ′(∂xϕ)Y
β′′(ϕ)Y β
′−β′′∂xj (f))).
Since k′ ≤ N − 2 and k′ + d+ |β′|+ 1 ≤ |η′′|+ 1 < N + 1, we have
‖ρ(Qη′′dβ′(∂xϕ)(Y β
′
Y (f))‖L1(Rnx ) . G(t).
For the second part of P1, we have either k
′ + d ≤ N − n − 2 or |β′′| ≤ N − n − 2, by bootstrap
assumptions, we have
‖ρ(Qη′′dβ′(∂xϕ)Y β
′′
(ϕ)Y β
′−β′′∂xj (f)))‖L1(Rnx ) . F(t) + (1 + log(1 + t))G(t).
Therefore,
‖P1‖L1(Rnx) . F(t) + (1 + t)σ0G(t).
For P2, by using the form Z = Y + ϕ∂x, we have
‖P2‖L1(Rnx) .
(1 + log(1 + t))N
t
F(t).
In summary, we have
‖I3‖L1(Rnx×Rnv ) .
ǫ2
1 + t
+
ǫ
1 + t
F(t) + ǫ
(1 + t)1−σ0
G(t) + ǫ
1
2
(1 + t)2−σ0
F(t).
Now, if Y α = Y α
′
∂xj , then I3 becomes
I3 = t
∑
|η|≤|α|
cη,il∂xi∂xlZ
η(φ)Y β(f) +
|α|−1∑
d=1
∑
|η|≤|α|
Pα,ildη (ϕ)∂xi∂xlZ
η(φ)Y β(f).
Since t∂xl ∈ Γ, then the estimate for I3 can be improved by
‖I3‖L1(Rnx×Rnv ) .
∑
|η|≤|α|+1
‖∂xiZη(φ)Y β(f)‖L1(Rnx×Rnv ) +
ǫ
1
2
(1 + t)2−σ0
F(t),
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Therefore, we have the improved estimates
‖I3‖L1(Rnx×Rnv ) .
ǫ2
(1 + t)2
+
ǫ
(1 + t)2−σ0
G(t) + ǫ
1
2
(1 + t)2−σ0
F(t).
In summary, for |α| > N − n− 2, we have
‖Tφ(Y α(ϕ)Y β(f))‖L1(Rnx×Rnv ) .
ǫ2
1 + t
+
ǫ
1 + t
F(t) + ǫ
(1 + t)1−σ0
G(t) + ǫ
1
2
(1 + t)2−σ0
F(t).
For |α| > N − n− 3, we have
‖Tφ(Y α(∂xϕ)Y β(f))‖L1(Rnx×Rnv ) .
ǫ2
(1 + t)2
+
ǫ
(1 + t)2−σ0
G(t) + ǫ
1
2
(1 + t)2−σ0
F(t).
As a consequence, we have
‖Y α(ϕ(t))Y β(f(t))‖L1(Rnx×Rnv ) .
∫ t
0
‖Tφ(Y α(ϕ(s))Y β(f(s)))‖L1(Rnx×Rnv )ds
. ǫ2 log(1 + t) + ǫ
1
2
∫ t
0
F(s)
1 + s
ds+ ǫ
∫ t
0
G(s)
(1 + s)1−σ0
ds.
‖Y α(∂xϕ(t))Y β(f(t))‖L1(Rnx×Rnv ) .
∫ t
0
‖Tφ(Y α(∂xϕ(s))Y β(f(s)))‖L1(Rnx×Rnv )ds
. ǫ2 + ǫ
1
2
∫ t
0
F(s)
(1 + s)2−σ0
ds+ ǫ
∫ t
0
G(s)
(1 + s)2−σ0
ds
In summary, we have
F(t) . ǫ 32 (1 + t)σ0 + ǫ 12
∫ t
0
F(s)
1 + s
ds+ ǫ
∫ t
0
G(s)
(1 + s)1−σ0
ds, (4.49)
G(t) . ǫ+ ǫ 12
∫ t
0
F(s)
(1 + s)2−σ0
ds+ ǫ
∫ t
0
G(s)
(1 + s)2−σ0
ds. (4.50)
We apply Gronwall’s lemma to (4.49), then we have
F(t) .
Ç
ǫ
3
2 (1 + t)σ0 + ǫ
∫ t
0
G(s)
(1 + s)1−σ0
ds
å
(1 + t)Cǫ
1
2 . (4.51)
We apply this to (4.50), then we have
G(t) . ǫ + ǫ
∫ t
0
G(s)
(1 + s)2−σ0
ds+ ǫ2
∫ t
0
1
(1 + s)2−2σ0−Cǫ
1
2
ds
+ ǫ
3
2
∫ t
0
ds
(1 + s)2−σ0−Cǫ
1
2
∫ s
0
G(τ)
(1 + τ)1−σ0
dτ.
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The last term
Last = ǫ
3
2
∫ t
0
G(τ)
(1 + τ)1−σ0
dτ
∫ t
τ
ds
(1 + s)2−σ0−Cǫ
1
2
≤ ǫ
3
2
1− σ0 − Cǫ 12
∫ t
0
G(τ)
(1 + τ)2−2σ0−Cǫ
1
2
dτ.
Now we choose σ0 and ǫσ such that 2σ0 + Cǫ
1
2
σ ≤ min{ 12 , σ}, then we have
G(t) . ǫ, F(t) . ǫ(1 + t)σ.
4.6 Improving the Bootstrap Assumptions
Lemma 4.7. If the initial data f0 satisfies EN [f0] ≤ ǫ, then when ǫ is small enough, we have that,
for all t ∈ [0, T ],
EN [f(t)] ≤ 3
2
ǫ.
Proof. For any multi-index α ≤ N , we have
[Tφ, Y
α](f) =
|α|+1∑
d=0
n∑
i=1
∑
|γ|,|β|≤|α|
Pα,idγβ(ϕ)∂xiZ
γ(φ)Y β(f),
where Pα,idγβ(ϕ) are multi-linear forms of degree d with signatures less than k satisfying that k ≤
|α| − 1 and k + |γ|+ |β| ≤ |α| + 1 ≤ N + 1. We have two different cases. When |γ| ≤ N − n− 1,
then we have
|∂xiZγ(φ)| ≤
ǫ
1
2
(1 + t)2
.
Since k + |β| ≤ N + 1 and k ≤ N − 1, by Lemma 4.6, we have,
‖Pα,idγβ(ϕ)Y β(f)‖L1(Rnx×Rnv ) . (1 + log(t+ 1))N+1(1 + t)σǫ.
By taking σ small enough, we have that
‖Pα,idγβ(ϕ)∂xiZγ(φ)Y β(f)‖L1(Rnx×Rnv ) .
ǫ
3
2
(1 + t)1+σ′
,
where σ′ > 0. When |γ| > N − n− 1, then k, |β| ≤ N − n− 2 since N ≥ 2n+ 3, so we have,
|Pα,idγβ(ϕ)| . (1 + log(1 + t))N+1.
By Lemma 4.5, we have
‖∂xiZγ(φ)Y β(f)‖L1(Rnx×Rnv ) .
ǫ
(1 + t)2
∑
|η|≤|γ|
‖Zη(f)‖L1(Rnx×Rnv ).
27
By Lemma 4.2, we have
Zη(f) =
|η|∑
d=0
∑
|η′|≤|η|
P ηdη′(ϕ)Y
η′(f),
where P ηdη′(ϕ) are multi-linear forms of signature less than k with k ≤ |η| − 1 ≤ N − 1 and
k + |η′| ≤ |η| ≤ N . Therefore, by Lemma 4.6, we have
‖Zη(f)‖L1(Rnx×Rnv ) . (1 + log(t+ 1))N (1 + t)σǫ,
which implies that there exist σ′ > 0 such that
‖Pα,idγβ(ϕ)∂xiZγ(φ)Y β(f)‖L1(Rnx×Rnv ) .
ǫ2
(1 + t)1+σ′
.
In summary, we have that, there exists σ′ > 0, such that
‖TφY α(f)‖L1(Rnx×Rnv ) .
ǫ
3
2
(1 + t)1+σ′
.
Therefore, when ǫ is small enough,
EN [f(t)] ≤ EN [f0] +
∑
|α|≤N
∫ t
0
‖TφY α(f)‖L1(Rnx×Rnv )
≤ ǫ+ Cǫ 32
∫ ∞
0
1
(1 + s)1+σ′
ds ≤ 3
2
ǫ.
Lemma 4.8. For all multi-index α with |α| ≤ N − n− 1, we have
|∇xZγφ(t, x)| . ǫ
(1 + t)2
. (4.52)
Proof. The proof is exactly the same as Lemma 3.3 and Lemma 3.6. For the V-P system in n = 3,
we have that Zγφ can be written as
∇xZγφ(x) =
∑
|α|≤|γ|
∫
R3
cα
|y|2
y
|y|ρ(Z
αf)(x− y)dy,
where cα are some globally bounded constants. Then we have,
|∇xZγφ(x)| .
∑
|α|≤|γ|
∫
1
|y|2 |ρ(Z
αf)(x− y)|dy.
By Lemma 4.3, we have
ρ(Zαf) =
|α|∑
d=0
∑
|β|≤|α|
ρ(Qαdβ(∂xϕ)Y
βf) +
|α|∑
j=1
|α|+1∑
d=1
∑
|β|≤|α|
1
tj
ρ(Pα,jdβ (ϕ)Y
β(f)), (4.53)
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where Qαdβ(∂xϕ) are multi-linear forms with respect to ∂xϕ of signatures less than k
′ satisfying
k′ ≤ |α| − 1 ≤ N − n − 2 and k′ + d + |β| ≤ |α|, Pα,jdβ (ϕ) are multi-linear forms of degree d with
signatures less than k satisfying k ≤ |α| ≤ N − n − 1 and k + |β| ≤ |α|. Now we apply the
Klainerman-Sobolev inequality to every term in the above equation, then we have,
|ρ(Qαdβ(∂xϕ)Y βf)(x− y)| .
1
(1 + t+ |x− y|)n
∑
|η|≤n
‖Y η[Qαdβ(∂xϕ)Y βf ]‖L1(Rnx×Rnx),
|ρ(Pα,jdβ (ϕ)Y β(f))(x− y)| .
1
(1 + t+ |x− y|)n
∑
|η|≤n
‖Y η[Pα,jdβ (ϕ)Y β(f)]‖L1(Rnx×Rnx ).
Now, since N ≥ 2n+ 3, there is at most one multiplier Y η′(ϕ) with |η′| > N − n− 2, therefore, by
the bootstrap assumption and Lemma 4.6, we have
|ρ(Zαf)(x− y)| . ǫ
(1 + t+ |x− y|)n +
ǫ(log(1 + t) + 1)N
(1 + t+ |x− y|)nt .
ǫ
(1 + t+ |x− y|)n .
By Lemma 3.2, we have
|∇xZγφ(t, x)| . ǫ
(1 + t)n−1
=
ǫ
(1 + t)2
, n = 3.
For the V-Y system, we can do the exactly similar estimate by using the exact expression of ∇xZγφ.
Lemma 4.9. For all multi-index α with |α| ≤ N − n− 2, we have
|Y αϕ(t, x, v)| . ǫ(1 + log(1 + t)). (4.54)
For all multi-index α with |α| ≤ N − n− 3, we have
|Y α∇xϕ(t, x, v)| . ǫ. (4.55)
Proof. By method of characteristics, we have that
|Y αϕ(t, x, v)| ≤
∫ t
0
‖TφY α(ϕ)(s)‖L∞(Rnx×Rnv )ds.
We just need to estimate ‖TφY α(ϕ)‖L∞ . We have that,
TφY
α(ϕ) = Y αTφ(ϕ) + [Tφ, Y
α](ϕ).
For the first part Y αTφ(ϕ), from (4.32), we know that
Tφ(ϕ) = t
n∑
i=1
∑
|η|≤1
cZ,i∂xiZ
ηφ.
Therefore, by Lemma 4.4 and Lemma 2.2, we have
Y αTφ(ϕ) = t
∑
|η|≤|α|+1
cη,i∂xiZ
η(φ) +
|α|∑
d=1
∑
|η|≤|α|+1
Pαdη(ϕ)∂xiZ
η(φ),
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where Pαdη(ϕ) are multi-linear forms of degree d with signatures less than k satisfying k ≤ |α| ≤
N − n − 2 and k + |η| ≤ |α| + 1 ≤ N − n − 1. Then by bootstrap assumptions and the improved
estimates for ∂xiZ
η(φ), we have
|Y αTφ(ϕ)(t)| . ǫ[t+ (1 + log(1 + t))
N+1]
(1 + t)2
.
ǫ
1 + t
.
For the second part [Tφ, Y
α](ϕ), by (4.34), we have
[Tφ, Y
α](ϕ) =
|α|+1∑
d=0
n∑
i=1
∑
|γ|,|β′|≤|α|
Pα,idγβ′(ϕ)∂xiZ
γ(φ)Y β
′
(ϕ).
Here the multi-linear form P β,idγβ′(ϕ) has signature less than k ≤ |α|−1 ≤ N−n−3 and k+|γ|+|β′| ≤
|α|+ 1 ≤ N − n− 1. Therefore, by bootstrap assumptions, we have
|[Tφ, Y α](ϕ)| . ǫ(1 + log(1 + t))
N+1
(1 + t)2
.
ǫ
1 + t
.
In summary, we have
|Y αϕ(t, x, v)| .
∫ t
0
ǫ
1 + s
ds . ǫ(1 + log(1 + t)).
Now if Y α = Y α∂x, in all the above estimates, the term ∂xiZ
η(φ) will in fact be ∂xi∂xjZ
η′(φ),
which will provide an additional decay power in t since ∂xi∂xjZ
η′(φ) = t−1∂xi(t∂xj )Z
η′(φ). So we
have,
|Y α∇xϕ(t, x, v)| .
∫ t
0
ǫ
(1 + s)2
ds . ǫ.
In summary, we improve the bootstrap assumptions (4.39)-(4.42) and therefore end the proof
of Theorem 1.2.
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