The study of parameter estimation, prediction, and hypothesis test methodology in time series analysis frequently involves simulation of a stationary time series from an autoregressive moving average (ARMA) model with nonnormal random shocks. The simulation question is how to generate the dependent and possibly nonnormal initial values of the time series. Usually, the simulation must be warmed up in order to diminish the bias induced by approximate methods used to generate the initial values of the time series. This paper examines current concepts and algorithms for simulating a stationary time series from an ARMA model with either normal or nonnormal random shocks.
ABSTRACT
The study of parameter estimation, prediction, and hypothesis test methodology in time series analysis frequently involves simulation of a stationary time series from an autoregressive moving average (ARMA) model with nonnormal random shocks. The simulation question is how to generate the dependent and possibly nonnormal initial values of the time series. Usually, the simulation must be warmed up in order to diminish the bias induced by approximate methods used to generate the initial values of the time series. This paper examines current concepts and algorithms for simulating a stationary time series from an ARMA model with either normal or nonnormal random shocks.
INTRODUCTION
Nonnormal time series play a fundamental role in the examination of robustness properties of parameter estimates, forecasts, and test statistics.
One model of interest is the innovations outlier model which consists of a perfectly observed ARMA process whose random shocks follow a heavy-tailed and possibly nonnormal distribution. An innovations outlier affects both current and future observations of the time series, and is consistent with the forecast system. A second model of interest is the additive outlier model which consists of an imperfectly observed ARMA process whose random shocks follow a normal distribution.
An additive outlier affects only the current observation, and is inconsistent with the forecast system. Failure to distinguish an innovations outlier from an additive outlier may result in inefficient parameter estimates, imprecise forecasts, and improper diagnosis of model adequacy (Martin and Zeh 1977) . Hence, the simulation of stationary time series from an ARMA model with possibly nonnormal random shocks is essential to an empirical study of the robustness of the forecast system. The moving average operator 6'(B) is invertible.
Equivalently, the roots of the equation B(B) = 0 lie outside the unit circle.
The model includes an overall constant Be to allow for a nonzero series mean +L. Refer to Box and Jenkins (1976, pages 91-93) for further discussion. In particular, the normal distribution has skewness ~~ = 6 and kurtosis ,& = 3. Values of these moments for a variety of uniwariate distributions are given in Patel, Kapadia, and Gwen (1976 The stationarity and invertibility assumptions imply that the infinite sums of the $j are absolutely convergent. Hence, the above moments exist. 2. Generate n+q random shocks At fort = l-q,2-q,.
OBJECTIVES
. . ,n.
3. Generate n ARMA(p, q) observations Wt for t = 1,2,. . . , n using the initial ARMA(p,q) observations from
Step 1 and the random shocks from Step 2.
SA 2: Simulation Algorithm 2
2. Generate ra + q random shocks Al for t = 1 -q, 2-q,...,n.
Generate n + q AR(p) observations
Z, for t = 1 -6, 2 -q,..., n using the initial AR(p) observations from Step 1 and the random shocks from Step 2. 
Initialization of Time Series
Since the random shocks are assumed to be independent and identically distributed, all random shocks may be easily generated from the specified distribution of At. However, the observations of the time series are dependent and may be nonnormal, and the joint distribution of the time series is usually unknown.
Hence, the generation of the initial observations is the most difficult step in the simulation of stationary time series .
Furthermore, if an approximate method is used to generate the initial observations of the time series, then these observations represent transients which may disturb the stochastic equilibrium (stationarity) of the system. The induction period is defined as the length of time M required to minimize the transient bias induced by the initial observations of the time series (Anderson 1975) . The total number of observations of the time series to be generated is M + n with the first M observations used to warm up the simulation.
Often the induction period M is chosen arbitrarily, and the simulation may be warmed up longer than necessary.
Random
Shock Method. Generate initial observations of the time series from an approximation of the random shock form of the ARMA model.
Linear
Prediction Method. Generate initial observations of the time series from the linear prediction equations based on the ARMA model.
In particular, any method of generating the initial observations of the time series should satisfy the following criteria:
1. The joint distribution of the p initial observations should correspond to the joint distribution of p consecutive observations of the time series.
2. The induction period should be of minimal length. where gi = ro. Wilson (1978) states that initial observations of W, may be generated by the sequence of AR(k) models for k = O,l, . . . , P-l The following algorithm may be used to perform Step 1 of SA 2.
IA 2: Initialization Algorithm 2
1. Generate p iid (0,l) random shocks ct for t = 1,2,. . . ,p.
2. Generate p initial observations W, for t = 1,2,. . . ,p using the sequence of AR(k) models for k = 0,. . . , p -1 and the random shocks from Step 1. 
Generate 1~ initial observations
Wt for t = 1,2,. . . ,p using the sequence of AR(k) models for k =: 0,. . . ,p -:L and the random shocks from Step 1.
For normd
and nonnotmcrl random shocks, this method is equivaient to the Linear Prediction Method. In addition, for nonnormol random shocks the Adjusted Linear Prediction Method ensures that the third-and fourth-order moments of the marginal distributions are equivalent.
EXAMPLE
Consider the stationary time series Wt defined by the AR(2) model W, = 0.5Wt-1 + 0.3Wt-z + At where the Ai are iid (0,l) random variables with skewness jfim= 1 and kurtosis Pz(A) =: 9. A simulation experiment was conducted to examine the third-and fourth-order moments of the two initial observations of the time series. Each of the three initialization algorithms was used to generate NREP = 10' pairs of initial observations (WI, Wz). Summary statistics examining the marginal (univariate) and joint (bivariate) distribution of the replicates were computed. This two-stage procedure was super-replicated NSUPER=16 times to allow assessment of the variability of the summary statistics. The random shocks were generated using the Johnson curve algorithm of Hill, Hill, and Holder (1985) .
The graphical analysis of the simuration output is illustrated in part by Figure 1 and Figure 2 . The boxplots in these displays describe the distribution of the 16 super-replicates of the bivariate skewness and bivariate kurtosis, respectively.
(See Mardia 1970 for definitions of these measures.) Each boxplot is notched to illustrate an 84% confidence interval for the median. This allows pairwise comparison of boxplots to be performed at a family wide confidence level of 95% (Hettmansperger 1984) . The dotted line in each figure represents the theoretical value of the bivariate skewness (0.9653) and bivariate kurtosis (14.7289).
In general, the Random Shock Method and Adjusted Linear Prediction Method appear to describe the bivariate distribution of the initial observations rather well. The order m of the moving average approximation of the Random Shock Method was equivalent to the order of the 11 polynomial used to compute the moments of the Adjusted Linear Prediction
Method. In this case, it appears that neither of these methods requires an induction period.
For the Linear Prediction Method, the confidence interval for the bivariate skewness fails to include the true value, and the confidence interval for the bivariate kurtosis barely contains the true value.
The distribution of these sample measures is more variable and more skewed for the Linear Prediction Method than either of the other methods. However, based on these data, there is no pairwise differ- For a specified ARMA model, the computation time of IA 1 is linearly related to the order m of the moving average approximation while the computation times of the other algorithms are constant. Nevertheless, the Random Shock Method may be the optimal initialization method for ARMA models with nonnormal random shocks since the time required to obtain the initial values should ensure the correct joint distribution and eliminate the need for an induction period. 
