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A priori estimates for high frequency scattering
by obstacles of arbitrary shape
E.Lakshtanov∗, B.Vainberg†
Abstract
High frequency estimates for the Dirichlet-to-Neumann and Neumann-
to-Dirichlet operators are obtained for the Helmholtz equation in the ex-
terior of bounded obstacles. These a priori estimates are used to study
the scattering of plane waves by an arbitrary bounded obstacle and to
prove that the total cross section of the scattered wave does not exceed
four geometrical cross sections of the obstacle in the limit as the wave
number k →∞. This bound of the total cross section is sharp.
1 Introduction
High frequency estimate of the Dirichlet-to-Neumann operator. Let
Ω be the exterior of a bounded obstacle O ⊂ R3 with a Lipschitz boundary.
Consider the solution u = u(r) ∈ H1loc(Ω) of the Helmholtz equation
∆u(r) + k2u(r) = 0, r = (x, y, z) ∈ Ω = R3\O, k > 0, (1)
in Ω, which satisfies the radiation condition
∫
|r|=R
∣∣∣∣∂u(r)∂|r| − iku(r)
∣∣∣∣
2
dS = o(1), R→∞, (2)
and the Dirichlet or Neumann boundary condition on ∂Ω
(D) u = f ∈ H1/2(∂Ω),
(N) ∂u∂n = g ∈ H−1/2(∂Ω).
(3)
Here n is the outer normal for O (it is directed into Ω), which is defined almost
everywhere on ∂Ω. The solution u ∈ H1loc(Ω) of problem (1)-(3) is understood
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in the weak sense (it is defined by the Dirichlet form), it exists and is unique
(see [7]). For example, u ∈ H1(Ω) is the solution of the Neumann problem if
(1), (2) hold and
∫
Ω
[−∇u∇v + k2uv]dx+
∫
∂Ω
gvdS = 0
for any v ∈ H1(Ω) which vanishes in a neighborhood of infinity. When ∂Ω, f, v
are smooth enough, the weak solution belongs to H2loc(Ω).
In particular, we will consider the scattering of the plane wave eikrα, α ∈ S2,
by the obstacle O. Then the scattered wave u satisfies (1)-(3) with f = −eikrα
in the case of the Dirichlet problem or g = − ∂∂neikrα in the case of the Neumann
boundary condition.
Every solution u(r) of (1)-(3) has the following behavior at infinity
u(r) =
eik|r|
|r| u∞(θ) + o
(
1
|r|
)
, r →∞, θ = r/|r| ∈ S2, (4)
where the function u∞(θ) = u∞(θ, k) is called the scattering amplitude and the
quantity
σ(k) = ‖u∞‖2L2(S2) =
∫
S2
|u∞(θ)|2dµ(θ)
is called the total cross section. Here dµ is the surface element of the unit sphere.
Problem (1)-(3) can be easily reformulated in terms of the Neumann-to-
Dirichlet operator D = D(k):
D(k) : H−1/2(∂Ω)→ H1/2(∂Ω), k ∈ R, (5)
which maps the normal derivative ∂u∂n |∂Ω of the solution u ∈ H1loc(Ω) of the
Neumann problem (1)-(3) into the value u|∂Ω of the solution at the boundary.
When k is complex, this operator is defined as the meromorphic extension of
(5). This extension can be found in [10, 11] in the case of domains with smooth
boundaries, but the constructions in [10, 11] remain valid for Lipschitz domains.
Our first result concerns the high frequency estimate of operators D(k) and
D−1(k) in the case of a smooth enough non-trapping obstacle. Recall that an
obstacle with a smooth boundary is called non-trapping if an arbitrary geomet-
rical optics ray coming from outside (with the reflection angles equal to the
incident angles) goes to infinity.
Theorem 1. Let O be a non-trapping obstacle with an infinitely (for simplicity)
smooth boundary ∂Ω. Then there exists a positive k-independent constant C
such that
‖D‖ < Ck, ‖D−1‖ < Ck3, k > 1. (6)
Remark. The proof of this theorem is based on a reduction to a similar
result by one of the authors [11] on the resolvent estimates for problem (1)-
(3) with an inhomogeneity in the right-hand side of the equation, not in the
boundary condition. Note that the estimates in [11] are sharp while here we do
not care about the sharpness of the estimates (6).
Let us provide an important consequence of Theorem 1 which allows one to
estimate the accuracy of an approximate solution of the scattering problem and
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the accuracy of the total cross section when the boundary condition is satisfied
approximately. Let uD, uN be the scattered fields for the incident plane wave
in the case of the Dirichlet or Neumann boundary conditions, respectively, i.e.,
uD, uN satisfy (1), (2) and
uD = −eik(rα), ∂u
N
∂n
= −∂e
ik(r·α)
∂n
, x ∈ ∂Ω. (7)
Let uD,1, uN,1 be approximations to the scattered fields which satisfy (1),(2)
and satisfy boundary conditions with some error:
uD,1 = −eik(rα) + f, ∂u
N,1
∂n
= −∂e
ik(r·α)
∂n
+ g. (8)
Then, for k > 1, ∥∥∥ ∂uD,1∂n − ∂uD∂n
∥∥∥
H−1/2(∂Ω)
≤ Ck3‖f‖H1/2(∂Ω),
‖uN − uN,1‖H1/2(∂Ω) < Ck‖g‖H−1/2(∂Ω),
and
‖uD,1∞ − uD∞‖L2(S2) ≤ Ck‖f‖H1/2(∂Ω)
‖uN∞ − uN,1∞ ‖L2(S2) ≤ C‖g‖H−1/2(∂Ω).
The above estimates on the boundary ∂Ω are the direct consequence of (6), and
the estimates of the scattering amplitudes follow immediately after that from
the Green formula.
The next statement holds for arbitrary obstacles which are not necessarily
non-trapping or have smooth boundary.
Theorem 2. Let O be a bounded obstacle with a Lipschitz boundary. Then for
each δ > 0 there exists a positive constant C = C(δ) such that
‖D‖ < C kℑk , ‖D
−1‖ < C |k|
3
ℑk , 0 < arg k <
pi
2
− δ, |k| > 1. (9)
This result allows one to estimate the error of approximations of the scattered
field and the total cross section after averaging them with respect to the wave
number k. Let uD,1, uN,1 be the approximations of the scattered fields which
satisfy (1),(2) and (8). We assume that the Dirichle/Neumann values of these
approximations are analytic in k in a neighborhood of the real k-axis as elements
of the corresponding functional spaces, and
‖f‖H1/2(∂Ω) = O(k−m), or/and ‖g‖H−1/2(∂Ω) = O(k−n), (10)
when ℜk → ∞, |ℑk| ≤ c0 < ∞. The following result is a consequence of
Theorem 2 (here we only formulate the estimates for the cross sections).
Theorem 3. Let function uD,1 or uN,1 satisfy (1),(2), (8) and (10). Then, for
arbitrary positive α = α(k), 0 < α(k) ≤ α0 <∞, we have∫ k+α(k)
k−α(k)
‖uD∞(k′)− uD,1∞ (k′)‖2dk′ = O(k2−2m), k→∞,
or/and (in accordance with (10))
∫ k+α(k)
k−α(k)
‖uN∞(k′)− uN,1∞ (k′)‖2dk′ = O(k−2n), k →∞.
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Finally, let us note that all the high frequency estimates known so far were
obtained for the star-shaped obstacles [9],[3], or for the obstacles with a sin-
gle reflection of the rays [1] and, later, for smooth non-trapping obstacles and
general elliptic equations [11].
Upper bound for the total cross section when k → ∞. Consider
the scattering of plane waves by an obstacle. Recall that the geometrical cross
section Θ of the obstacle is the shadow of the obstacle illuminated by the plane
wave. In the case of a smooth strictly convex obstacle, it is well known [6]
that the total cross section σ(k) at high frequencies coincides with the doubled
geometrical cross section, i.e., σ(k)→ 2Θ as k →∞. In fact, σ(k) measures the
energy of the difference between the unperturbed field (the incident wave) and
the field in the presence of the obstacle. One contribution to that difference
comes from the fact that the field in the presence of the obstacle is practically
zero in the shadow zone (when k →∞) while the unperturbed field has ampli-
tude one there. The second contribution comes from the wave reflected from
the obstacle according to the law of geometrical optics. The arguments of this
type can be found in many physics textbooks.
eikzeikzeikz
ei[k0+k(z+∆)]eikzei[k0+k(z+∆)]
A
A′
B
B′
G H
A′′ B′′
C
C′
x
z
Figure 1: The Alexenko-Plakhov obstacle O is the translation of the two di-
mensional object above by distance one along the y direction. Here |AB| =
1, |A′′B′′| = 1/2, |AA′| = √3/2. The incident plane wave eikz comes down
along the z-axis. The geometrical cross section is 1/2. The eikonal approxi-
mation Ψeik is equal to eikz above A′B′ and eikz or ei[k0+k(z+∆)] below AB
with ∆ = |GA′′| + |A′′B| − |A′A| being a constant. The latter indicates that
limn→∞ σ(kn) = 2(= 4Θ) for kn =
k0+(2n+1)pi
∆ , Z+ ∋ n→∞.
Recently we studied [5] the scattering of the plane waves by the Alexenko-
Plakhov object [2] which was suggested as a candidate for an invisible body on
the basis of a structure of geometrical optics rays. We proved that the total cross
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section σ(k) for that obstacle approaches four geometrical cross sections Θ for
some sequence k = kn →∞. This non-convex obstacleO is the translation of the
two dimensional object on Fig. 1 by distance one along the y-axis. The incident
plane wave eikz comes down along z-axis. Geometrical optics rays are reflected
twice from the boundary of O and continue to propagate parallel to each other
in the same way as if the obstacle was absent. We constructed the geometrical
optics (eikonal) approximation to the solution of the scattering problem and
justified its validity. It is also shown in [5] that the presence of the obstacle
changes the incident plane wave (for large k) only by creating a constant phase
shift along the rays in the shadow zone. The phase shift δ is equal to k0 + k∆,
where k0 depends on the boundary condition and ∆ depends on the geometry
of the obstacle. An important effect appears when k = kn =
k0+(2n+1)pi
∆ , where
n is an integer, n → ∞. Then δ = (2n+ 1)pi, i.e., eiδ = −1, and the difference
between the incident wave and the eikonal approximation of the field in the
shadow zone is equal to the doubled incident wave. The corresponding squares
are related by the factor four, and this leads to the fact that σ(k) → 4Θ when
k = kn →∞. A rigorous justification of this fact is given in [5] (as well as a proof
of almost invisibility of the obstacle when eiδ = 1, i.e. k = k0+2npi∆ , n→∞).
It was a big surprise for us to find an obstacle with a total cross section being
four times larger than the geometrical cross section in the limit of k = kn →∞.
The next natural question arises immediately: is there an obstacle for which
lim supk→∞ σ(k) is larger than 4Θ? One could expect a positive answer based
on the fact that the resonances (poles of the analytical continuation of the
resolvent in the half plane ℑk < 0) can approach the real axis at infinity, [4].
In fact, the answer to this question is negative, and this will be justified in
the second part of the present paper. If the non-trapping condition is violated,
the negative answer is proved here only after certain averaging. Namely, the
following theorem will be proved below.
Theorem 4. 1) If a bounded obstacle O with an infinitely smooth boundary ∂Ω
is non-trapping, then
lim sup
k→∞
σ(k) ≤ 4Θ. (11)
2) For an arbitrary bounded obstacle with a Lipschitz boundary the following
relation holds
lim sup
k→∞
1
2α(k)
∫ k+α(k)
k−α(k)
σ(k′)dk′ ≤ 4Θ, (12)
where α(k) is an arbitrary positive function such that k−m < α(k) < α0 for
some m, α0 <∞.
Remarks. 1) Note that the averaging in the second case can be taken over
intervals of fixed length or intervals shrinking at infinity as an inverse power of
k.
2) A stronger result than (12) will be obtained. It will be shown that, for each
ε > 0, the scattered field u (which defines the cross section) can be represented
as a sum of two fields, u = u0 + v, where the total cross section of the field u0
satisfies (12) with 4(Θ + ε) in the right hand side, and the average of the cross
section σv(k) of the field v decays at infinity faster then any power of k, i.e.,∫ k+α(k)
k−α(k)
σv(k
′)dk′ = O(k−∞), k →∞.
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The proof of Theorem 4 is based on a construction of a particular approxi-
mation and using a priory estimates discussed above.
2 Proofs of a priory estimates
We start this section by recalling some facts on solutions of the Dirichlet and
Neumann problems in non-smooth domains (see [7] for more details). Consider
an arbitrary exterior domain Ω = R3\O with a Lipschitz boundary. Let λ /∈
(−∞, 0], h ∈ L2(Ω), and let u ∈ H1(Ω) be the solution of the Dirichlet problem
∆u− λu = h, x ∈ Ω, γu = u|∂Ω = f ∈ H1/2(∂Ω), (13)
or the Neumann problem
∆u− λu = h, x ∈ Ω, γnu = ∂u
∂n
|∂Ω = g ∈ H−1/2(∂Ω). (14)
The Dirichlet problem is well defined since the trace operator γ : H1(Ω)→
H1/2(∂Ω) is bounded. The corresponding trace operator γn : H
1(Ω)→ H−1/2(∂Ω)
for the normal derivative is not bounded, but γnu can be defined for the solu-
tions u ∈ H1(Ω) of the equation ∆u − λu = h ∈ L2(Ω). Namely, if ∂Ω and u
are smooth enough, than the Green formula implies that
∫
Ω
(∇u∇v + λuv + hv)dx = −
∫
∂Ω
(γnu)vds for any v ∈ H1(Ω). (15)
If ∂Ω is only Lipschitz and u ∈ H1(Ω) satisfies the equation ∆u − λu = h ∈
L2(Ω), then (15) is used to define γnu ∈ H−1/2(∂Ω) in (14). One can start
with a v ∈ H1/2(∂Ω), construct an arbitrary bounded extension operator η :
H1/2(∂Ω)→ H1(Ω) and replace v by ηv in the left hand side of (15). Then (15)
defines a bounded functional γnu on the spaceH
1/2(∂Ω), i.e., γnu ∈ H−1/2(∂Ω).
It remains to show that γnu does not depend on the choice of η. The proof of
the latter fact and the following lemma can be found in [7].
Lemma 1. Let λ /∈ (−∞, 0] and h ∈ L2(Ω). Then problems (13) and (14) are
uniquely solvable in H1(Ω). Moreover, there exists a constant C = C(λ) such
that
‖u‖H1(Ω) ≤ C(‖h‖L2(Ω)+‖f‖H1/2(∂Ω)), ||u||H1(Ω) ≤ C(‖h‖L2(Ω)+‖g‖H−1/2(∂Ω))
for the solutions of (13) and (14), respectively, and
‖γnu‖H−1/2(∂Ω) ≤ C‖u‖H1(Ω)
for the solutions of both problems.
In fact, Lemma 1 is proved in [7] (Lemma 4.3 and Theorem 4.10) in the case
of bounded domains (for more general equations), but the condition λ /∈ (−∞, 0]
allows one to apply the same arguments to the equation above. Alternatively,
one can easily obtain Lemma 1 using the same statement for bounded domains
and a standard technique based on a partition of the unity.
Proof of Theorem 1. Let us recall the resolvent estimate obtained in
[11]. Assume that the obstacle O satisfies the assumptions of Theorem 1 (O is
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smooth and non-trapping). We will say that u ∈ H2(Ω) is a solution of problem
(A) if it satisfies the equation
∆u+ k2u = h ∈ L2, x ∈ Ω,
radiation condition (2), and the homogeneous boundary condition (3):
u|∂Ω = 0 or un|∂Ω = 0.
Let h have compact support. To be more exact, let h = 0 for |x| > a. Consider
the restriction of u to a bounded region Ωb = Ω
⋂{|x| < b}. Then for each
a, b > 0, there is a k-independent constant C = C(a, b) such that
k‖u‖L2(Ωb) + ‖u‖H1(Ωb) + k−1‖u‖H2(Ωb) ≤ C‖h‖L2(Ω), k ≥ 1. (16)
This estimate is somewhat similar to the estimate for the solutions of the el-
liptic equations with a parameter when the parameter is outside of the spectrum
of the problem, for example for the solutions of the equation ∆u− k2u = h. In
the latter case, (16) holds with an extra factor k on the left and with Ω instead
of Ωb. A weaker result in our case (the power of k is smaller, the norms are
local and the domain must be non-trapping) is a trade-off for considering the
operator on the continuous spectrum. Note that (16) holds also for the analytic
continuation of the solution in k in a neighborhood of the real axis which is
widening at infinity logarithmically.
Let us prove the first of the estimates in (6). Assume first that g ∈ H1/2(∂Ω).
Let v ∈ H2(Ω) be the solution of the axillary problem
∆v − k2v = 0, x ∈ Ω, un|∂Ω = g ∈ H1/2(∂Ω).
The Green formula implies that
∫
Ω
(|∇v|2 + k2|v|2)dx = −
∫
∂Ω
vnvdS ≤ ‖g‖H−1/2(∂Ω)‖v‖H1/2(∂Ω). (17)
From here and the Sobolev imbedding theorem it follows that
‖v‖H1/2(∂Ω) ≤ C‖v‖H1(Ω) ≤ C[‖g‖H−1/2(∂Ω)‖v‖H1/2(∂Ω)]1/2, k ≥ 1,
and therefore,
‖v‖H1/2(∂Ω) ≤ C‖g‖H−1/2(∂Ω), k ≥ 1. (18)
From here and (17) we obtain that
‖∇v‖L2(Ω) + k‖v‖L2(Ω) ≤ C‖g|H−1/2(∂Ω), k ≥ 1. (19)
Let us look now for the solution of the problem (1)-(3) in the form u =
ζ(x)v +w, where ζ ∈ C∞(Ω), ζ(x) = 0 for |x| > a, and ζ(x) = 1 for |x| < a− 1
with a so large that the ball |x| < a− 2 contains the obstacle O. Then w is the
solution of the problem (A) with
h = −2∇ζ∇v − (△ζ)v − 2k2ζv,
and
‖h‖L2(Ω) ≤ Ck‖g‖H−1/2(∂Ω), k ≥ 1,
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due to (19). From here and (16) it follows that
‖w‖H1(Ωa) ≤ Ck‖g‖H−1/2(∂Ω), k ≥ 1,
and therefore
‖w‖H1/2(∂Ω) ≤ Ck‖g‖H−1/2(∂Ω), k ≥ 1.
This and (18) imply that
‖Dg‖H1/2(∂Ω) ≤ Ck‖g|H−1/2(∂Ω), g ∈ H1/2(∂Ω), k ≥ 1.
By taking the closure in the space H−1/2(∂Ω) we arrive at the first estimate
in (6).
Let us prove the second estimate in (6). Let v ∈ H1(Ω) be the solution of
the axillary problem
∆v − v = 0, x ∈ Ω, u|∂Ω = f ∈ H1/2(∂Ω).
From Lemma 1 it follows that
c‖γnv‖H−1/2(∂Ω) ≤ ‖v‖H1(Ω) ≤ C‖f‖H1/2(∂Ω). (20)
We look for the solution of the problem (1)-(3) in the form u = ζ(x)v+w, where
ζ and a are the same as above. Then w is the solution of the problem (A) with
h = −2∇ζ∇v − (△ζ)v + (1 − k2)ζv.
From (16) and the second inequality in (20) it follows that
‖w‖H2(Ωa) ≤ Ck3‖f‖H1/2(∂Ω), k ≥ 1.
Then the Sobolev imbedding theorem implies that
‖γnw‖H1/2(∂Ω) ≤ Ck3‖f‖H1/2(∂Ω), k ≥ 1.
This and (20) justify the second estimate in (6).
Proof of Theorem 2. Let ℑ(k2) > 0. Let u satisfy (1),(2) and the
Neumann boundary condition (3). The Green formula
∫
Ω
(−∇u∇v + k2uv)dx =
∫
∂Ω
(γnu)vdS
remains valid (see [7]) for arbitrary u, v ∈ H1(Ω) in a Lipschitz domain Ω if
∆u+ k2u = 0 in Ω. This formula with v = u implies that
ℑ(k2)
∫
Ω
|u|2dx ≤ ‖γnu‖H−1/2(∂Ω)‖u‖H1/2(∂Ω), (21)
and
‖u‖2H1(Ω) ≤
|k|2
ℑ(k2)‖γnu‖H−1/2(∂Ω)‖u‖H1/2(∂Ω),
|k|2
ℑ(k2) > 1.
Together with the Sobolev imbedding theorem
‖u‖H1/2(∂Ω) ≤ C‖u‖H1(Ω),
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this leads to
‖u‖H1/2(∂Ω) ≤ C
|k|2
ℑ(k2)‖γnu‖H−1/2(∂Ω),
|k|2
ℑ(k2) > 1.
This estimate proves the first inequality in (9).
Let us prove the second inequality in (9). Let u satisfy (1),(2) and the
Dirichlet boundary condition (3). Estimate (21) is still valid in this case. We
rewrite the equation ∆u+ k2u = 0 in the form
∆u− u = h, h = −(1 + k2)u.
Then from Lemma 1 and (21) it follows that
‖γnu‖H−1/2(∂Ω) ≤ C(‖h‖L2(Ω) + ‖u‖H1/2(∂Ω))
≤ Cκ‖γnu‖1/2H−1/2(∂Ω)‖u‖
1/2
H1/2(∂Ω)
+ C‖u‖H1/2(∂Ω), κ =
1 + |k|2√
ℑ(k2) .
We combine the last inequality with
Cκ‖γnu‖1/2H−1/2(∂Ω)‖u‖
1/2
H1/2(∂Ω)
≤ 1
2
‖γnu‖H−1/2(∂Ω) +
1
2
C2κ2‖u‖H1/2(∂Ω)
and arrive at
‖γnu‖H−1/2(∂Ω) ≤ C1
|k|4
ℑ(k2)‖u‖H1/2(∂Ω), |k| > 1.
This implies the second inequality in (9).
The proof of Theorem 2 is complete.
Proof of Theorem 3. Let us assume that the Dirichlet boundary condition
is imposed on the boundary of the domain; the Neumann condition is treated
absolutely similarly. Denote v = uD − uD,1. The Green formula implies
‖v∞‖2 = 1
k
ℑ
∫
∂O
∂v
∂n
vdS =
1
k
ℑ
∫
∂O
(D−1v)vdS, k > 0. (22)
Consider the quadratic polynomial φ(z) = (2α0)
2 − z2, where α0 was intro-
duced in the statement of Theorem 3. Then 0 < φ(z) ≤ 4α0 for−2α0 < z < 2α0.
Thus ∫ k+α(k)
k−α(k)
‖v∞(k′)‖2dk′ ≤ C
∫ k+α(k)
k−α(k)
φ(k′ − k)‖v∞(k′)‖2dk′
< C
∫ k+2α0
k−2α0
φ(k′ − k)‖v∞(k′)‖2dk′
=
C
k
ℑ
∫ k+2α0
k−2α0
φ(k′ − k)
∫
∂O
(D−1v)vdk′dS, k > 0. (23)
Here v = v(k′), considered as a function with values in H1/2(∂Ω), is analytic in
the half strip indicated in (10). The function v(k′) is an analytic extension of
v(k′) from the real axis to the same half strip. The operator D−1 : H1/2(∂Ω)→
H−1/2(∂Ω) is analytic in the upper half plane. Thus the segment of integration
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[k − 2α0, k + 2α0] in (23) can be replaced by the contour Γ = Γ1 ∪ Γ2 ∪ Γ3 (see
Fig. 2), where
Γ1 = {k′ ∈ C : 0 ≤ ℑk′ ≤ c0, ℜk′ = k − 2α0},
Γ2 = {k′ ∈ C : ℑk′ = c0, k − 2α0 ≤ ℜk′ ≤ k + 2α0},
Γ3 = {k′ ∈ C : c0 ≥ ℑk′ ≥ 0, ℜk′ = k + 2α0},
with c0 defined in (10). Hence,
b
k k + 2α0k − 2α0
ℑk′
Γ2
Γ3Γ1
b
b b
b
ℜk′
Figure 2: Contour Γ
∫ k+α(k)
k−α(k)
‖v∞(k′)‖2dk′ ≤ C
k
ℑ
∫
Γ
φ(k′ − k)
∫
∂O
(D−1v)vdk′dS, k > 0,
and
∫ k+α(k)
k−α(k)
‖v∞(k′)‖2dk′ ≤ C
k
∫
Γ
|φ(k′ − k)|‖(D−1v)‖H−1/2(∂Ω)‖v‖H1/2(∂Ω)d|k′|.
It remains to note that contour Γ has length 4α0 + 2c0, |φ(k′ − k)|‖D−1‖ ≤ k3
on Γ due to Theorem 2, and (10) holds.
The proof of Theorem 3 is complete.
3 The bound for the scattering cross section.
Let us give an outline of the proof of the bound followed by rigorous arguments.
The proof is based on the introduction of a specific solution Φ(r) of (1) which is
a sum of an incoming and outgoing spherical waves with the amplitudes Φin∞(θ)
and Φout∞ (θ), respectively, and which has the following properties. Let us put
the obstacle inside of a cylinder C with the axis parallel to the z axis (which
is chosen to be the direction of the incident wave.) As k → ∞, function Φ(r)
almost coincides with the incident plane wave eikz , and it vanishes (as k →∞)
outside of C. The function Φ(r) can be chosen in such a way that the total cross
section of each component of Φ(r) is as close to the geometrical cross section Θ
of the obstacle O as we please. Due to the a priory estimates obtained in the
first part of the paper, the scattered field u is close to the outgoing solution u0
of (1) which satisfies the boundary condition determined by −Φ(r) (instead of
−eikz). Since Φ(r) + u0 has zero boundary condition, from the unitarity of the
scattering matrix it follows that
‖Φin∞‖L2(S2) = ‖Φout∞ + u0‖L2(S2).
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This implies the bound for the total cross section for u0, and therefore for u.
The rigorous proof starts with the construction of the function Φ. Denote
the (x, y)-coordinate plane in R3 by P. Let α = (0, 0, 1) be the unit normal to
P , and let M be a domain in P bounded by a polygon ∂M . Denote by C(M)
the infinite cylinder with the axis parallel to the z-axis and the cross section M ,
i.e.,
C(M) = {r = r0 + tα ∈ R3 : r0 ∈M, −∞ < t <∞},
Consider the following function
p(r) =
∫
M
η(q)
sin(k|r − q|)
|r − q| dS(q), r ∈ R
3, (24)
where η is a C∞-function on P with support in M such that η vanishes in a δ-
neighborhood of the boundary ∂M and equals one outside of a 2δ-neighborhood
of ∂M .
Lemma 2. The function p(r) has the following properties
1) p(r) ∈ C∞(R3) and (∆ + k2)p(r) = 0,
2) p is an entire function of k,
3) If K is an arbitrary compact on C(M) with the distance from ∂C(M) at
least 2δ, then
p(r) = 2pik−1 cos(kz) +O(k−∞), r ∈ K, ℜk →∞, |ℑk| ≤ c0 <∞,
4)
p(r) = pout∞ (θ)
eik|r|
|r| + p
in
∞(θ)
e−ik|r|
|r| +O(|r|
−2) as r→∞,
where
pout∞ (θ) =
1
2i
∫
M
ηe−ikθ·qdS(q), pin∞(θ) =
−1
2i
∫
M
ηeikθ·qdS(q). (25)
5) All the relations above admit differentiation in r of any order.
Proof. All the statements above can be derived from the properties of a
single layer obtained in [5]. However, this particular function p(r) is so simple,
that it is easer to prove the lemma independently. Indeed, the first two state-
ments are obvious since the integrand in (24) is infinitely smooth, satisfies the
Helmholtz equation and is an entire function of k.
In order to prove the third statement, we use the polar coordinates σ, φ on
P with the origin at the point r0 = (x, y). Then p(r) takes the form
p(r) =
∫ 2pi
0
∫ d
0
η(r0 + σβ)
sin(k
√
z2 + σ2)√
z2 + σ2
σdσdφ, β = (cosφ, sinφ),
where d is the diameter of M . After substitution
√
z2 + σ2 = τ and integration
by parts, we obtain
p(r) =
∫ 2pi
0
∫ d
|z|
η(r0 +
√
τ2 − z2β) sin(kτ)dτdφ.
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= 2pik−1 cos(kz) +
∫ 2pi
0
∫ d
|z|
d
dτ
η(r0 +
√
τ2 − z2β)k−1 cos(kτ)dτdφ.
Since η = 1 in a neighborhood of the point τ = |z|, and all the derivatives of
η are zeroes at τ = 0, further integration by parts leads to the estimate O(k−∞)
for the last term above. This completes the proof of the third statement.
To prove the fourth statement, we replace the sine-function in (24) by the
difference of exponents:
sin k(|r − q|) = e
ik|r−q| − eik|r−q|
2i
,
and then use the expansion that is standard in the scattering theory
eik|r−q|
|r − q| = e
−ikθ·q e
ik|r|
|r| +O(|r|
−2), r →∞, |q| < q0 <∞.
The last statement of the lemma is also obvious.
Lemma 2 implies
Lemma 3. The function Φ(r) = k2pip(r)− i2pipz(r) has the following properties
1) Φ(r) ∈ C∞(R3) and (∆ + k2)Φ(r) = 0,
2) Φ is an entire function of k,
3) If K is an arbitrary compact on C(M) with the distance from ∂C(M) at
least 2δ, then
Φ(r) = eikz +O(|k|−∞), r ∈ K, ℜk →∞, |ℑk| ≤ c0 <∞, (26)
4)
Φ(r) = Φout∞ (θ)
eik|r|
|r| +Φ
in
∞(θ)
e−ik|r|
|r| +O(|r|
−2) as r →∞,
where
Φout∞ (θ) = k
−1 + θ3
4pii
∫
M
ηe−ikθ·qdS(q), Φin∞(θ) = −k
1 + θ3
4pii
∫
M
ηeikθ·qdS(q)
(27)
with θ3 = z/|r|.
5) All the relations above admit differentiations in r of any order.
Lemma 4. The following relation holds
∫
S2
|Φout∞ (θ)|2dS =
∫
S2
|Φin∞(θ)|2dS =
∫
M
η2dS(q) +O(k−1), k →∞. (28)
Proof. From (27) it follows that Φout∞ (θ
′) = Φin∞(θ), where θ
′ = (θ1, θ2,−θ3).
Thus, it is enough to evaluate the first integral above.
For a vector r = (x, y, z), denote by r′ = (x, y) its projection on the (x, y)-
plane. Obviously, |Φout∞ (θ)| = O(k−∞) if |θ′| is separated from zero, i.e.,
Φout∞ (θ) = kβ(θ
′)
θ3 − 1
2pi
∫
M
ηe−ikθ·qdS(q) +O(k−∞)
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where β ∈ C∞, β = 1 when |θ′| < 1/3, β = 0 when |θ′| > 2/3. Then with the
accuracy of O(k−∞), we have
∫
S2
|Φout∞ (θ)|2dS =
k2
(4pi)2
∫
S2
β(θ3 − 1)2
∫
M
∫
M
η(p′)η(q′)e−ikθ
′·(q′−p′)dq′dp′dS
=
k2
(2pi)2
∫
|θ′|<1
γ(θ′)
∫
M
∫
M
η(p′)η(q′)e−ikθ
′·(q′−p′)dq′dp′dθ′,
where
γ(θ′) =
β(θ′)√
1− |θ′|2 [(
√
1− |θ′|2 − 1)2 + (
√
1− |θ′|2 + 1)2].
The two terms in the last factor above correspond to integration over the upper
and lower hemispheres. We apply the stationary phase method to the integral
with respect to θ′, q′. The only stationary phase point is the point θ′ = 0, q′ = p′,
and this immediately leads to the statement of the lemma. Lemma 4 is proved.
Proof of Theorem 4. We fix an arbitrary ε > 0 and then choose M in
such a way that M contains the projection of the obstacle O on the plane P ,
and the area |M | ofM does not exceed Θ+ε. Then we choose δ in the definition
of the function η to be so small that η = 1 in a neighborhood of the projection
of the obstacle. Then (27) implies that
Θ ≤
∫
M
η2dS(q) ≤ Θ+ ε. (29)
Let u0 satisfy (1),(2) and one of the boundary conditions
(
u0 +Φ(r)
) |∂O = 0 or ∂(u0 +Φ(r))
∂n
|∂O = 0. (30)
The choice depends on the boundary condition in (3). Note that Φ is a sum
of an outgoing and an incoming spherical waves, and u0 is an outgoing wave.
Thus, the Green formula for w = u0∞−Φout∞ and w in the domain ΩR = Ω
⋂{r :
|r| < R} followed by the limiting process as R→∞ immediately implies that
‖Φin∞‖ = ‖u0∞ − Φout∞ ‖,
and therefore that
‖u0∞‖ ≤ ‖Φout∞ ‖+ ‖Φin∞‖.
This, Lemma 4 and (29) imply
‖u0∞‖2 ≤ 4(Θ + ε). (31)
The latter estimate is very close to the one which is needed to prove the
theorem. Indeed, recall that u is the scattered wave defined by the incident
plane wave, i.e, u satisfies (1), (2) and one of the boundary conditions in (7).
The function u0 also satisfies (1), (2) and the corresponding boundary condition
in (30). Then the difference v = u−u0 satisfies (1), (2), and from (26) it follows
that
‖v‖H1/2(∂O) = O(|k|−∞) or ‖
∂v
∂n
‖H−1/2(∂O) = O(|k|−∞), (32)
13
when ℜk → ∞, |ℑk| ≤ c0 < ∞. The choice depends on the boundary con-
dition in (3), and, respectively, in (7). Since ε is arbitrary and u = u0 + v, it
remains to show that ‖v∞‖2 vanishes as k →∞ if the obstacle is non-trapping
and smooth, and
1
2α(k)
∫ k+α(k)
k−α(k)
‖v∞(k′)‖2dk′ → 0, k →∞, (33)
for an arbitrary obstacle with a Lipschitz boundary.
The proofs of both results start with the relation
‖v∞‖2 = 1
k
ℑ
∫
∂O
∂v
∂n
vdS, k > 0,
which is an immediate consequence of the Green formula. Let us assume that
the Dirichlet boundary condition is imposed on the boundary of the domain.
The Neumann condition is treated absolutely similarly. Then
‖v∞‖2 = 1
k
ℑ
∫
∂O
(D−1v)vdS, k > 0. (34)
If the obstacle is smooth and non-trapping, then the relation ‖v∞‖ = O(k−∞),
k →∞, follows immediately from (34), the first estimate in (32), and Theorem
1. Let O be an arbitrary obstacle with a Lipschitz boundary. Then (32) and
Theorem 3 imply that
∫ k+α(k)
k−α(k)
‖v∞(k′)‖2dk′ = O(k−∞), k →∞.
The proof is complete.
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