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Abstract
Computational Studies of Proteins:
Void Analyses, NMR and X-ray Structures, Fluctuations in Protein
Structure Measured Using Molecular Dynamics Simulations
Zhe Mei
2021
Although the amount of experimental and theoretical protein studies have grown expo-
nentially in recent years, we still do not have enough knowledge about the folding dynamics
and structural properties of proteins to fold a protein from its primary sequence. The hy-
drophobic effect of protein cores is a dominant driving force of the protein folding process.
In my work, I utilize high-quality X-ray crystallography and solution NMR structures, along
with an atomistic model of proteins, to study the structural properties and fluctuations of
protein cores. This thesis presents three computational and theoretical studies of proteins
and their core regions.
In the first study, I propose a new metric to quantify the packing properties of protein
core based on the void structure of the core. I compare the void analysis between multi-
ple systems, including experimentally obtained X-ray crystal structures, randomly packed
amino acids, and mono-disperse sphere packing systems. I find that the amino acid packing
systems are similar to X-ray crystal structures not only in their packing fractions but also
in their void structures. In the meantime, they are different from all other packing systems.
For the second project, I study the fundamental differences between solution NMR
structures and X-ray crystallography structures. I show that the fluctuation observed in
NMR bundle is greater than that in X-ray crystallography structures, and the difference
between NMR bundle and X-ray structure are small but significant. I demonstrate that
NMR structures are packed more densely in the core region than X-ray structures. Along
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with the thermalized amino acid packing model, I propose that the difference between NMR
and X-ray structures comes from the different temperatures that the two experiments are
performed at.
In the last project, I study three commonly used molecular dynamics force fields and
their capability of recapitulating experimental fluctuations. Although all three force fields
are parametrized using NMR experimental structures, they appear to have much larger
fluctuation both globally and in the core when comparing to X-ray duplicates and NMR
bundles. The replica exchange molecular dynamics simulation reveals that although the
experimental structure is one of the energy minima of the force field, there exist other
energy minima that are more favorable.
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Proteins are made of collections of amino acids, forming peptide bonds. The sequence of
amino acids in a protein is called its primary structure. Secondary structure is determined
by the dihedral angles φ, ψ of the peptides bond, and the tertiary structure by the folding
of protein chains in space. The amino acid sequence is the only information required to
determine its tertiary structure[4]. Association of folded polypeptide molecles to complex
functional proteins results in quaternary structure. In this dissertation, we will be focusing
on the formation of the tertiary structures from a primary sequence [5].
Amino acids are carboxylic acids with an amino-group in the α-position. Twenty dif-
ferent amino acids are encoded in genes. The different side-chains of the various amino
acids lead to different physiochemical properties and allow these amino acids to fulfil dif-
ferent functions inside a protein[6]. Amino acids can be grouped into two main categories:
hydrophobic and hydrophilic.
Hydrophobic residues form a solvent-inaccessible core of a protein. Hydrophilic residues,
both polar and charged, are on the solvent-accessible surface. The hydrophobic core region
of a protein has long been known to determine protein stability and provide the driving
force for folding[4]. This idea was first suggested by Kauzmann that protein folding was
driven by the aversion for water of the nonpolar residues[7]. He argued that the formation
18
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of one hydrophobic “bond” upon folding involves the gain of a full hydrogen bond among
water molecules which should be more favorable by an order of magnitude than forming
a hydrogen bond between the hydrophilic residues. This argument is supported by the
experimental evidence that nonpolar solvents would denature proteins[8, 9].
The importance of core conformation is revisited and confirmed recently by our group
in the context of computer generated decoy discrimination[10]. In this paper, we evaluated
the decoys generated in recent Critical Assessment of protein Structure Prediction(CASP)
competitions, in which researchers attempt to predict three-dimensional(3D) structure of a
protein, based on its amino acid sequence. We calculate the Global Distance Test (GDT)
score of each decoy structure with respect to the corresponding experimental structure. The
GDT ranges from 0 to 100, where 100 is a perfect match. Decoy models with larger GDT
are ”more native-like”, whereas models with a lower GDT are ”more decoy-like”. fcore is the
fraction of similarity in their core identities between the decoy and experimental structure.
As showed in Fig.1.1[10], we found that the models with large values of fcore tend to have
higher GDT, indicating that correct identification of core residues is crucial when predicting
new protein structures.
1.2 Experimental protein studies
There are two major experimental methods to solve protein structures, the X-ray crystal-
lography and solution NMR spectroscopy. For X-ray crystallography, the first step in the
process is to obtain crystals of the protein of interest. A protein crystal is an ordered lattice
structure of protein molecules precipitated out of a concentrated solution. The crystalline
structure causes a beam of incident X-rays to diffract into many distinct directions, which
is called an electron density map. The mean positions of the atoms in the crystal can be
determined from the electron density map. For the past 100 years, almost 160,000 struc-
tures were solved by X-ray crystallography. The resolution has been greatly improved and
now researchers can achieve reslutions for the atomic positions, with an accuracy < 1 Å ,
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Figure 1.1: The average Global Distance Test(GDT) of decoy Critical Assessment of protein
Structure Prediction(CASP) predictions that correctly identify each given fraction of near
core residues with rSASA ≤ 10−1, fcore, for CASP11 (blue squares), CASP12 (orange tri-
angles), CASP13(red diamonds). A GDT score measure how good a design can be matched
to the X-ray target structure. Error bars represent one standard deviation.
which is the size of a hydrogen atom.
In more recent years, researchers started to use Nuclear Magnetic Resonance spec-
troscopy (NMR) to gain information about the structure and dynamics of proteins. The
sample is prepared and purified, and is usually dissolved in a buffer solution. Restraints
are generated by NMR spectra. These experimentally determined restraints can be used
as inputs for the structure calculation process. Researchers use computer programs such
as XPLOR-NIH[11] and CYANA[12] to generate conformations that attempt to satisfy as
many of the straints as possible. The computer programs convert the restraints and the
general protein properties into energy terms, and then try to minimize the energy. As of
now there are about 13,000 NMR structures deposited in the Protein Data Bank.
While X-ray crystallography is more commonly used to solve protein tertiary structures
than solution NMR, NMR spectroscopy allows one to determine protein structures in so-
lution. The comparison of X-ray and NMR structures has been discussed in many recent
studies. Researchers tend to believe that NMR structures have lower quality than those
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determined by X-ray diffraction. This is due to the lower amount of information contained
in data obtained by NMR. Therefore, researchers will compare NMR structures against the
ones determined by X-ray diffraction to validate the NMR structures. From these compar-
isons, it is commonly acknowledged that there exist small but significant difference between
them, more specifically, the root mean square deviation (RMSD) between NMR bundle and
the X-ray structure of the same protein is larger than different crystalizations of the same
protein[13]. In this dissertation, by modeling the protein core using a simple physics-based
model, we discuss the possible origin of the structural difference between X-ray and NMR
structures.
1.3 Theoretical and computational protein studies
One of the most frequently used methods for studying protein structure and fluctuations
is all-atom molecular dynamics (MD) simulations. MD simulations can provide significant
insight into the dynamics of protein folding (i.e. what are the intermediate conformations
that a protein populates during the folding process), the structural fluctuations in the folded
ensemble, and predictions of the response of protein structure to mutations. As most MD
simulations proteins are simulated in solution, one would expect conformations that are
sampled by the MD force fields would resemble fluctuations observed in NMR bundles.
Although a large number of peptides have been folded by MD simulations, only ≤ 20
distinct proteins have successfully folded starting from non-native conformations using MD
simulations. I identified 15 globular proteins that have been folded from their primary
structures using all-atom MD simulations as shown in Table 1.1. These proteins range
from 10-80 amino acids and they all have relatively short folding times (< 1μs). Proteins
with  35 residues have been folded within Δglobal ∼ 1 Å of the experimentally-determined
structure. For larger proteins, Δglobal begins to increase, reaching ∼ 5 Å for some proteins
with more than 55 residues. In contrast, Δglobal ∼ 1-2 Å for high-quality NMR bundles.
Another way to assess the accuracy of a force field is to test whether a protein experimen-
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Protein N Δglobal( Å) Expts force fields Reference
Chignolin 10 1.0 NMR C22 [14]
CLN025 10 0.9 NMR A11 [15]
Trp-Cage 20 1.4 NMR C22 [14]
Trp-Cage 20 1.7 NMR A11 [15]
BBA 28 1.6 NMR C22 [14]
Villin 35 1.3 x-ray C22 [14]
WW-DOMAIN 35 1.2 x-ray C22 [14]
NTL9 39 0.5 x-ray C22 [14]
NTL9 39 3.0 x-ray Gromos [16]
NTL9 39 1− 2 x-ray A99SB-ILDN [17]
BBL 47 1.2 NMR C22 [14]
Protein B 47 3.3 NMR C22 [14]
Homeodomain 52 3.6 NMR C22 [14]
Protein G 56 4.8 x-ray C22 [14]
A3D 73 4.8 NMR C22 [14]
λ-repressor 80 1.8 x-ray C22 [14]
Table 1.1: Globular proteins longer than 10 amino acids that have been folded from their
primary structure using MD simulations with specified force fields. The column “Expts”
reports the experimental method used to solve the protein structure and the global Cα
RMSD of the MD conformations was calculated relative to this type of experimental struc-
ture. Amber is abbreviated as “A” and CHARMM is abbreviated as “C”.
tal structure stays folded within MD force fields. For the stability simulations, I identified a
number of prior MD simulations of protein stability, where the experimentally-determined
structures are used as initial conditions in the MD simulations in explicit solvent at room
temperature. These prior studies have characterized the conformational fluctuations in 19
distinct proteins ranging in size from 48-224 amino acids. Some of these MD simulations
are listed in Table 1.2 and others are provided in Table S20 in Robustelli, et al. [26]. The
range of the total simulation times varies broadly, from 1ns to 10μs. The average global Cα
RMSD Δglobal > 1 Å for all of the MD simulations. In Robustelli, et al. [26], the authors
carried out 20μs MD simulations for 14 proteins using six different force fields. Only one of
the 14 proteins was determined via NMR spectroscopy; the rest were characterized using
X-ray crystallography with a resolution ≤ 2.3 Å. Amber99SB*-ILDN with TIP3P water
model[27] showed the best performance, with an average RMSD over the final 1μs of each
simulation across all 14 proteins of 2.1 Å. This is twice as large as the fluctuations that we
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Protein N x-ray/NMR Forcefield Δglobal( Å) Ref.
Crambin 46 x-ray C36m ∼ 0.75 [18]
Homeodomain 52 NMR ENCAD 3.58 [19]
GB3 56 x-ray A99SB-ILDN 1.3 [20]
C36m ∼ 0.9 [18]
OPLS 1.0 [21]
A03 ∼ 2.0 [22]
A99sb ∼ 1.75 [22]
BPTI 58 x-ray C36m 1.75 [18]
Erabutoxin B 62 x-ray C36m 2.0 [18]
CSPA 69 x-ray C36m 1.8 [18]
Ubiquitin 76 x-ray A99SB-ILDN 1.07 [23]
OPLS 1.0 [21]
C36m ∼ 2.0 [18]
Apomyoglobin 153 x-ray GAFF 2.50 [24]
RAP74 C-term 73 x-ray C36m ∼ 3.0 [18]
Trimmed ribo-S6 74 x-ray C36m ∼ 1.75 [18]
DMAP1 75 x-ray C36m ∼ 1.0 [18]
ICaBP 75 x-ray C36m ∼ 3.5 [18]
PDZ 85 x-ray C36m ∼ 1.1 [18]
TEL 129 x-ray C36m ∼ 2.0 [18]
FABP 131 x-ray C36m ∼ 1.5 [18]
DroHb 153 x-ray A14SB ∼ 1.0 [25]
Mb 153 x-ray C36m ∼ 2.5 [18]
DTB Syn 224 x-ray C36m ∼ 2.0 [18]
Table 1.2: MD simulations of proteins for which the experimental structures (with the
method given in the third column) are used as the initial conditions. The global Cα RMSD
of the conformations in the MD simulations are calculated relative to the experimental
structure indicated in the third column. Amber is abbreviated as “A” and CHARMM is
abbreviated as “C.”
observe in NMR bundles. To conclude, even though some MD force fields can fold a protein
from its primary sequence to a relatively simalar state, it is outside the experimental NMR
fluctuations. When we start from an experimental structure in a simulation, the trajectories
sample a larger conformational space than the experimental structures.
1.4 Current work
In this dissertation, I study the detailed conformation of protein cores to understand the
difference between protein core with other packing systems (e.g. mono-disperse sphere
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packing and Poisson points). This provides a theoretical evidence that core measurements
can be potentially used to distinguish decoy-like protein designs from more native-like de-
signs. I also study the conformational fluctuation in the protein core. I compare the core
configurations of X-ray and NMR structures to explore how thermal energy affect protein
core conformations. This provides a limit of the error allowed when predicting new struc-
tures. In the end, protein conformations generated by the MD force fields are compared to
this experimental fluctuation, where we find that the commonly used force fields tend to
over-estimate the fluctuation and produce non-native structures.
In Chapter 2, I present a new metric that utilizes the void region inside the hydrophobic
protein core to describe the packing properties. In this chapter, I show that the randomly
close packed (RCP) amino acids not only have the same packing fraction as the X-ray crystal
structures, they also have the same local void volume distribution. Protein core and amino
acid RCP have similar critical probe radius of 0.48 Å . The Fisher power-law exponents
that describe the volume distribution at the critical radii have similar value of ∼ 1.9 for
both systems, which is different from other three-dimensional (3D) sphere packing systems.
In Chapter 3, I investigate the differences in the structures derived from X-ray crys-
tallography experiment and solution NMR experiment. I show that NMR structures are
different in small but significant ways when compared to the X-ray structures. NMR struc-
tures have a higher packing fraction in the core than X-ray structures. We confirmed that
this difference is caused by more efficient packing of amino acids rather than atomic overlap.
The amino acid RCP is used to provide a possible explanation for the difference.
In Chapter 4, I test the performances of three commonly used force fields to see if they
are able to recapitulate the experimental fluctuations. Replica exchange advanced sampling
technique is used to more efficiently explore the energy landscape of CHARMM36m force
field. I added intra-core constraints according to the NOE measurements. This was able
to decrease both core and global RMSD. However, the fluctuation is still larger than the
NMR fluctuation. In the future, we will also include core-surface constraints to see if we
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can limit the MD fluctuation to be close to experimental fluctuation.
To conclude, we investigate the core conformation of proteins and find that NMR struc-
tures tend to have larger and more tightly packed cores than X-ray structures. We also find
that force fields sample structures that are outside the fluctuations of experimental struc-
tures. In the future, we would like to improve the MD force fields by emphasizing the core
interactions. The first step could be adding restraints according to the NMR distance re-
straints reported from the experiments. By determining the minimum number of restraints
required to keep the MD fluctuation within the NMR fluctuation, this information can be
incorporated into the purely repulsive packing simulation. The purely repulsive packing of
a protein contains only atomic repulsive forces between non-bonded atoms. The new force
field can then be used predict point mutations to the protein core.
Chapter 2
Void analyses
Adapted from Treado, J.D., Mei, Z., Regan, L., O’Hern, Corey. (2019) Void distributions
reveal structural link between jammed packings and protein cores, Phys. Rev. E (99)
022416. http://doi.org/10.1103/PhysRevE.99.022416. Copyright 2019 Physical Review.
2.1 Introduction
A significant driving force in protein folding is the sequestration of hydrophobic amino acids
from solvent. Moreover, these buried amino acids are densely packed in the protein core [4].
In fact, the packing of core residues has been linked directly to protein stability [28]. For
example, large-to-small amino acid mutations, which can increase interior protein cavities,
or voids, are known to destabilize proteins when they are subjected to hydrostatic pressure
[29, 30, 31] and chemical denaturants [32, 33]. Understanding the connection between dense
core packing and voids is therefore crucial to understanding the physical origins of protein
stability and reliably designing new protein structures that are stable [34]. However, no
such quantitative understanding yet exists, and it is currently difficult to distinguish com-
putational protein designs that are not stable in experiments from experimentally observed
structures [35].
In previous studies [36, 37, 38], we found, using collective side chain repacking, that the
side chain conformations of residues in protein cores (from a collection of high-resolution
protein crystal structures) are uniquely specified by hard-sphere, steric interactions. More-
26
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over, we have shown that, when considering hard-sphere optimized atomic radii, the core
regions in proteins possess the same packing fraction φ ≈ 0.56 as that found in simula-
tions of dense, random packings of purely repulsive, amino acid-shaped particles. This
result suggests that the packing fraction of protein cores is determined by the bumpy and
non-symmetric shape of amino acids, and not by the backbone or local secondary structure.
However, materials that share the same packing fraction do not necessarily possess the
same internal structure. In this chapter, we characterize the void space in experimentally
obtained and computationally generated protein cores to further test the geometric simi-
larities between these two systems. We show below that dense random packings of amino
acid-shaped particles have the same local packing fraction, void distribution, and percola-
tion of connected void space as protein cores, which indicates structural equivalence.
Our results suggest that the computationally generated packings can be used as mechan-
ical analogs of protein cores to predict their collective mechanical response. Further, our
results emphasize the connection between structurally arrested, yet thermally fluctuating,
protein cores and the jamming transition of highly nonspherical particles [39]. Although the
similarity between structural glasses and proteins at low temperatures has been known for
several decades [40, 41, 42, 43, 44], prior computational studies have mainly focused on the
transition from harmonic to anharmonic conformational fluctuations on length scales span-
ning the full protein. In contrast, our studies identify key structural similarities between
jammed packings of amino acid shaped particles and the cores of protein crystal structures.
This chapter is organized into four sections. In Sec. 4.2, we describe the database of
high-resolution protein crystal structures that we use for our structural analyses and the
computational methods we use to generate jammed packings of amino acid-shaped particles.
We also outline two methods to measure the void distribution in the two systems: a local
measure of void space using surface Voronoi tessellation, and a non-local or “connected”
measure of void space similar to that used by Kertèsz [45] and Cuff and Martin [46]. In
Sec. 4.3, we compare the results of both the local and connected void measurements for
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jammed packings of amino acid-shaped particles and protein cores and find that both void
measurements are the same for both systems. In Sec. 2.3.1, we show that the Voronoi
cell volume distributions in both systems are described by a k-gamma distribution with
similar shape factors k. In addition, we find that the distribution of the local porosity
(η = 1 − φ) is the same for protein cores and jammed packings of amino acid-shaped
particles. In Sec. 2.3.2, we identify the void percolation transition as a function of the
probe particle accessibility for the connected voids, and find that protein cores and jammed
packings of amino acid-shaped particles share the same critical probe size that separates
the percolating and non-percolating regimes. In Sec. 2.4, we summarize our results, discuss
their importance, and identify future research directions. We include three appendices with
additional details of our computational methods.
2.2 Methods
To benchmark our studies of local and connected void regions, we use a subset of the
Dunbrack PISCES Protein Database (PDB) culling server [2, 3] of high-resolution protein
crystal structures. This dataset, which we will refer to as “Dunbrack 1.0”, contains 221
proteins with < 50% sequence identity, resolution ≤ 1.0 Å, side chain B factors per residue
≤ 30 Å2 and R factor ≤ 0.2. We add hydrogen atoms to each protein crystal structure
using the Reduce software [47]. To determine core amino acids, we calculate the solvent
accessible surface area (SASA) for each residue using the Naccess software [48] with a
1.4 Å water molecule-sized probe [49]. To compare the SASA for residues with different
sizes, we calculate the relative SASA (rSASA), which is the ratio of the SASA of the residue
in the protein context to that of the residue outside the protein context, along with the
Cα, C, and O atoms of the previous amino acid in the sequence and the N, H, and Cα
atoms of the next amino acid in the sequence. We define core residues as those with rSASA
≤ 10−3, and we define a protein core as a set of core residues that each share at least one
Voronoi cell face (defined below) with each other. We find similar results if the threshold for
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defining a core residue is smaller, although there will be fewer “core” residues. We showed
in previous work that the local packing fraction decreases significantly for residues with
rSASA > 0.05 [49]. See Fig. 2.2[50] (a) for an example core region in a protein from the
Dunbrack 1.0 database.
We will compare the structural properties of the cores of protein crystal structures









Figure 2.1: Visualization of (a) local and (b) connected voids from the same computationally
generated packing of N = 64 amino acid-shaped particles. Only the central Alanine (Ala)
with the neighboring Alanine, 2 Isoleucines (Ile), Leucine (Leu), and Valine (Val) are shown
for clarity. The neighboring amino acids share at least one common surface Voronoi cell
face with the central Ala. In (a), the central Ala is enclosed by its surface Voronoi cell.
In (b), the connected void space is visualized using points on a grid. For clarity only 75%
of the points are shown, and the grid spacing (g = 0.7Å) is large compared to values used
in the text. In both (a) and (b), the atoms are colored as follows: C (green), O (red), N
(blue), and H (white).
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that the packing fraction of core regions in proteins is φ ≈ 0.56, which is the same as
that of jammed packings of purely repulsive amino acid-shaped particles without backbone
constraints [36, 52]. Here, we will focus exclusively on packing the hydrophobic residues:
Ala, Leu, Ile, Met, Phe, and Val. The amino acid-shaped particles will include the backbone
atoms N, Cα, C, and O, as well as all of the side chain atoms, with the atomic radii given
in Ref. [36], which recapitulate the side chain dihedral angles of residues in protein cores.
The packings of amino acid-shaped particles contain mixtures of Ala, Leu, Ile, Met, Phe,
and Val residues, with each residue treated as a purely repulsive, rigid body composed of a
union of spherical atoms with fixed bond lengths, bond angles, and side-chain and backbone
dihedral angles taken from instances in the Dunbrack 1.0 database.
We choose which residues are included in each packing using two methods. For method
1 (M1), we generate C = 20 jammed packings of the exact residues found in each distinct
protein core in the Dunbrack 1.0 database. For example, if protein X has a core with
R residues, we produce C jammed packings of those exact R residues. If r of these R
residues are not one of the hydrophobic residues we consider, these residues are removed
(b)(a)













Figure 2.2: (a) Core residues in an example globular protein (PDB code: 3F1L). Non-
core regions are drawn using the ribbon representation, and the 11 core amino acids are
drawn in all-atom representation. (b) Jammed packing of the same 11 core residues in (a).
(c) The surface Voronoi cell volume V v distribution plotted as a function of x = (V v −
V vmin,α)/(〈V v〉α−V vmin,α) and fit to a k-gamma distribution (black line) with k = 6.06±0.08
and 5.29 ± 0.27 for packings of amino acid-shaped particles (circles) and protein cores
(squares), respectively. 〈V v〉α is the average and V vmin,α is the minimum SV cell volume of
residue type α. The inset of (c) is the cumulative distribution function F (x) for the data
in the main panel.
CHAPTER 2. VOID ANALYSES 31
and a jammed packing is generated with the remaining R− r residues. This method seeks
to mimic the core size and amino acid frequency distribution found in the Dunbrack 1.0
database. Note that we do not remove r residues from the corresponding protein core in
the Dunbrack 1.0 database; non-hydrophobic residues are only excluded from the initial
conditions used to generate packings of amino acid-shaped particles. In method 2 (M2), we
randomly select hydrophobic residues from the Dunbrack 1.0 database with frequencies set
by the fraction of each amino acid type found in the Dunbrack 1.0 database. The frequencies
are 0.29 (Ala), 0.19 (Leu), 0.17 (Ile), 0.05 (Met), 0.07 (Phe) and 0.23 (Val). In method 2,
the identities of the residues in the jammed packings only match those in protein cores on
average.
We now briefly describe the computational method for generating jammed packings of
amino acid-shaped particles. We use a pairwise, purely repulsive linear spring potential to
model inter-residue interactions. Because the residues are rigid particles with each composed
of a union of spheres, we test for overlaps between residues μ and ν by checking for overlaps
between all atoms i on residue μ and all atoms j on residue ν, respectively. Note that this
potential is isotropic and depends only on the distances between atoms on different residues.
We place N residues with random initial positions and orientations at packing fraction
φ0 = 0.40 in a cubic simulation box with periodic boundary conditions and then increase
the packing fraction in small steps Δφ to isotropically compress the system. After each
compression step, we relax the total potential energy using FIRE energy minimization [53].
This method is similar to a “fast” thermal quench that finds the nearest local potential
energy minimum. We use quaternions to track the particle orientations for each residue,
as described in Ref. [54]. If the total potential energy per residue is zero after energy
minimization, i.e. U/Nε < 10−8, where ε is the energy scale of the atomic interactions, we
continue to increase the packing fraction. If the total potential energy per residue is nonzero,
i.e. U/Nε ≥ 10−8 and residues have small overlaps, we decrease the packing fraction. The
packing fraction increment Δφ is halved each time the algorithm switches from compression
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to decompression and vice versa. We terminate the packing-generation protocol when the
residue packings satisfy 10−8 < U/Nε < 2 × 10−8 and possess a vanishing kinetic energy
per residue (i.e. K/Nε < 10−20) [39]. (An example jammed packing of amino acid-shaped
particles is shown in Fig. 2.2 (b))
To measure the distribution of local voids in packings of amino acid-shaped particles
and protein cores, we use a Voronoi tessellation, which ascribes to each particle the region
of space that is closer to that particle than all other particles in the system. For residues,
which are highly non-spherical particles, we use a generalization of the standard Voronoi
tessellation known as the surface- or set-Voronoi (SV) tessellation [55]. This tessellation
partitions the empty space in the system using a bounding surface for each residue. An
efficient algorithm to generate this tessellation is outlined in Ref. [55] and implemented
using Pomelo [56]. To construct the SV tessellation, consider a set of N particles with
bounding surfaces ∂Kμ for μ = 1, ..., N . The software approximates ∂Kμ by triangulating
points on the particle surfaces, and uses the standard Voronoi tessellation of the surface
points to construct the SV cell for each residue μ. We find that using 400 surface points
per atom, or ≈ 6400 surface points per residue, gives an accurate representation of the SV
cell, which does not change significantly as more surface points are added. An example SV
cell from a packing of amino acid-shaped particles is shown in Fig. 2.1[50] (a). For an SV
cell with volume V vμ surrounding residue μ with volume vμ, the local porosity is given by:
ημ =
V vμ − vμ
V vμ
= 1− φμ, (2.1)
where φμ = vμ/V
v
μ is the local packing fraction. This quantity measures the local void space
associated with each residue.
We also quantify the “connected” void space shared between residues in packings of
amino acid-shaped particles and protein cores. To do this, we implement a grid-based
method similar to that described by Kertèsz [45] and Cuff and Martin [46], where the “void
space” is defined as the region of a system accessible to a spherical probe particle with
radius a. The geometry and distribution of void space in a system is thus a function of
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a, the residue positions rμ, and bounding surfaces ∂Kμ. We define a cubic lattice with
G points in each direction within the simulation domain, which gives a lattice spacing
g = L/G. For all lattice points p, we define the set of void points V to be all points that can
accommodate a spherical probe particle with radius a without causing overlaps with any
atoms. We label all void points with a 1, and all other points with a 0. After all grid points
are labeled, we use the Newman-Ziff algorithm [57] to cluster adjacent, similarly-labeled
grid points. We consider all adjacent points on the nearest face, edge, and vertex of a cube
of points surrounding each lattice point (i.e. next-to-next-to-nearest neighbor counting with
26 possible adjacencies for each point) when merging void clusters and implement periodic
boundary conditions. A sketch of connected void lattice points in a subset of a packing of
amino acid-shaped particles is shown in Fig. 2.1 (b).
When measuring void space in protein structures, we implement a similar procedure,
but we only consider voids in core residues. We construct a box of dimension Lx ×Ly ×Lz
that circumscribes each protein core, with the box just outside the radii of core residues
near the box edges. We pick a spherical probe particle of radius a, and label the void space
as all points that are (a) not contained inside an atom, and (b) contained only within the
union of the SV cells of core residues. With these constraints, we only consider connected
void space specific to the core of the protein. We then use the Newman-Ziff algorithm to
merge void clusters, and repeat the procedure for 100 different random protein orientations.
2.3 Results
2.3.1 Local Void Analysis
We begin with an analysis of local voids associated with each amino acid in jammed packings
of amino acid-shaped particles and protein cores. We measure the distribution of the SV cell
volumes and show that the distributions in both systems can be fit to a k-gamma distribu-
tion, which also describes Voronoi cell distributions in jammed packings of spheres [58, 59],
ellipsoids [60], attractive emulsion droplets [61], wet granular materials [62], and model cell
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where x = (V vμ − V vmin,α)/(〈V vμ 〉α − V vmin,α), which sets the scale factor of the distribution to
1. Here,






is the average SV cell volume of residue type α. The sum involving μ is over all Nα residues
of type α in all packings, and V vmin,α is the minimum SV cell volume of residue type α.
We consider minima and averages for each residue type separately to account for the large
differences in residue volumes; that is, each residue type α, when considered individually,
has a SV cell volume distribution described by Eq. (2.2).
We measure the shape factor kα for each residue type α either by fitting the SV cell
volume distribution to Eq. (2.2) using Maximum Likelihood Estimation (MLE), or by cal-
culating
kα =





− 〈V vμ 〉2α . (2.4)
We obtain similar k-values using both methods. Although the values of kα depend on the
type of amino acid α, when we average the values of kα we recover the value of k obtained
from fitting the combined distribution. We focus on the distributions of SV cell volumes
averaged over all hydrophobic residues.
In Fig. 2.2 (c), we show the SV cell volume distributions P (x) for packings of core amino
acid-shaped particles modeled after specific protein cores (method M1) and for all core
residues in the Dunbrack 1.0 database. We find that the distributions for these two systems
are similar; both obey a k-gamma distribution [Eq. (2.2)] with similar shape parameters,
k = 6.06 ± 0.08 and k = 5.29 ± 0.27, for core residues in the Dunbrack 1.0 database
and packings of amino acid-shaped particles, respectively. As expected, the cumulative
distributions F (x) of the SV cell volumes for residues in protein cores and packings of
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Figure 2.3: The shape parameter k for fits of the k-gamma distribution [Eq. (2.2)] to the SV
cell volume distributions P (x) for packings of amino acid-shaped particles (open circles),
monodisperse spheres (filled circles), and both core and surface residues in the Dunbrack 1.0
database (open squares) as a function of packing fraction φ. The dashed horizontal line at
k = 5.59 is the analytical value of the shape factor for the Voronoi cell volume distribution
of a random Poisson point process [1], and the dashed vertical line at φJ = 0.56 is the
packing fraction for protein cores and jammed packings of amino acid-shaped particles.












Figure 2.4: Distribution of the scaled local porosity y = (η− ηmin,α)/(〈η〉α − ηmin,α), where
〈η〉α is the average and ηmin,α is the minimum porosity of residue type α, for packings
of amino acid-shaped particles (circles) and residues in protein cores in the Dunbrack 1.0
database (squares). The solid line is a Weibull distribution with shape parameter b ≈ 3.2
[Eq. (2.7)]. The inset is the cumulative distribution function F (y) of the data in the main
panel.
amino acid-shaped particles are also nearly indistinguishable.
The strong similarity between the SV cell volume distributions indicates that jammed
packings of amino acid-shaped particles (at φJ ≈ 0.56) and protein cores possess the same
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underlying structure. To better understand this result, in Fig. 2.3 [50] we plot the shape
parameter k that describes the form of the Voronoi cell volume distributions for packings of
N = 103 monodisperse spheres (with φJ ≈ 0.64) and of N = 64 amino acid-shaped particles
versus φ. When φ 
 φJ , and the systems are sufficiently dilute, the Voronoi cell volume
distributions of the packings of monodisperse spheres and amino acid-shaped particles re-
semble that for a random Poisson point process [1] with k ≈ 5.6. In this regime, free volume
is assigned randomly to each particle since the particle positions are uncorrelated. However,
as φ increases, the k-values for packings of monodisperse spheres and amino acid-shaped
particles begin to grow, but at different rates, since the particle geometry becomes important
in determining the local free volume. Near φ  φJ , the shape parameter plateaus at k ≈ 13
for packings of monodisperse spheres, but the shape parameter decreases strongly to k ≈ 6
for packings of amino acid-shaped particles. This decrease in k indicates a transition from
having the shape of the Voronoi cell volume distribution determined by spherical particles
(for φ  φJ) to that determined by bumpy, asymmetric amino acid-shaped particles (for
φ  φJ). Note, however, that the SV cell volume distribution of jammed packings of amino
acid-shaped particles is similar (in terms of k value) to that of randomly placed Poisson
points. This suggests that the void distribution of jammed packings of amino acid-shaped
particles and protein cores share structural properties with randomly placed points.
In addition, we calculate k for the SV cell volume distributions for residues in the
Dunbrack 1.0 database as a function of packing fraction. In previous studies, we have found
a one-to-one correlation between solvent accessibility and packing fraction [49]; residues
with lower values of φ in Fig. 2.3 are therefore more solvent-exposed, i.e. closer to the
protein surface. For most of the range in φ, k ≈ 2, whereas k  5.6 for packings of
monodisperse spheres and amino acid-shaped particles. In particular, k does not equal the
value for a random Poisson point process (k = 5.6) in the limit φ 
 φJ for residues in
protein cores. In protein cores, the backbone constraint gives rise to correlations in the
residue positions. However, as φ → φJ , k increases, reaching k ≈ 6 when φ = φJ . This
















Figure 2.5: (a) Percolation probability ρ(a) plotted versus the probe radius a for protein
cores from the Dunbrack 1.0 database (crosses) and clusters of core residues extracted from
static packings of N = 64 amino acid-shaped particles (circles). The horizontal and vertical
dashed lines indicate the critical probe radius ac = 0.48 Å that satisfies ρ(ac) = 0.5. (b)
Cluster size distribution ns with size s at the critical porosity ηc, which scales as ns(ηc) ∼
s−τ . The Fisher power-law exponent τ = 1.95± 0.06 and 1.85± 0.05 for protein cores from
the Dunbrack 1.0 database (crosses) and representative clusters of core residues in packings
of amino acid-shaped particles (circles), respectively. The solid line has slope equal to -1.85.
result shows that there is a fundamental change in the SV cell distribution near the onset
of jamming in protein cores. For φ  φJ , the backbone determines the shape of the SV cell
volume distribution, whereas for φ → φJ , the shapes of the amino acids determine the SV
cell volume distribution.
We also compare the local porosity distributions for protein cores and packings of amino
acid-shaped particles in Fig. 2.4[50]. We scale the porosity (as in Eq. (2.2)) by defining
y =
ημ − ηmin,α
〈ημ〉α − ηmin,α , (2.5)







and ηmin,α is the minimum porosity over all Nα core residues of type α. Again, the porosity
distributions P (y) (and cumulative distributions F (y)) for residues in protein cores and
packings of amino acid-shaped particles are similar, but here P (y) has the shape of a
Weibull distribution with scale factor λ = 1,
P (y) = byb−1 exp(−yb). (2.7)
where b is the shape parameter of the Weibull distribution.
The small differences in P (x) and P (y) between core residues in protein crystal struc-
tures and packings of amino acid-shaped particles can be explained by the small differences
between the volumes of core residues in crystal structures and in packings. The atoms on
neighboring amino acids interact differently for free amino acids in packings versus back-
bone atoms in protein cores, which form covalent and hydrogen bonds. Thus, we find that
the volumes of residues in protein cores have larger variances and smaller means than those
in packings of amino acid-shaped particles. Also, the overlaps between covalently bonded
backbone atoms that link adjacent residues slightly decreases the mean SV cell volume,
which gives rise to a larger population of small SV cells and a small deviation between P (x)
for residues in protein cores and in packings for small x in Fig. 2.2 (c).
2.3.2 Connected void analysis of protein cores
We next quantify the distribution of “connected” void space that is shared between residues.
Using a grid-based method, we calculate the volume of regions of connected void space as a
function of the radius a of a spherical probe particle. As we increase a, the connected void
space transitions from highly connected throughout the system to compact and localized
with distinct void regions. We measure the probability ρ(a) of finding a percolating void
region, where we define percolation as the appearance of a cluster that spans one of the
system dimensions when the boundary is closed, and a cluster that both spans, wraps around
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Figure 2.6: Critical porosity 〈ηc(G)〉 using a lattice with G points along each dimension
plotted versus G−1 for jammed packings of N = 64 amino acid-shaped particles with Na =
1024 atoms (open circles), N = 103 randomly placed spheres (open squares), and N = 103
monodisperse spheres (filled circles). The dashed lines have vertical intercepts that indicate
ηc(G → ∞) ≈ 0.0345, 0.0318, and 0.0305 for packings of amino acid-shaped particles,
randomly placed spheres, and monodisperse sphere packings, respectively.
the boundary, and self-intersects when the boundaries are periodic. We identify the critical
probe radius ac by setting ρ(ac) = 0.5. Because the definition of connected void regions
depends on the boundary condition, the value of ac, especially in systems as small as protein
cores, is affected by the boundary conditions. Thus, to calculate ρ(a), we create packings
of amino acid-shaped particles with similar boundary conditions as those in protein cores.
From a packing of amino acid-shaped particles with periodic boundary conditions (N = 64,
method M2), we extract a representative protein core of R − r residues that all share at
least one SV cell face. We sample R − r from the distribution of core sizes P (R) found
in the Dunbrack 1.0 database. The resulting packings have boundary conditions similar to
protein cores in the Dunbrack 1.0 database. We then determine the connected void regions
as a function of a and identify the critical probe size ac as shown in Fig. 2.5[50] (a). We find
the same critical probe size ac = 0.48±0.01 Å for both protein cores and packings of amino
acid-shaped particles with similar boundary conditions. Note that this value of the critical
probe radius is smaller than that of a water molecule, which is ≈ 1.4 Å, and thus the voids
we consider here are not accessible by aqueous solvents. However, as we discuss below, this
value of the probe radius corresponds to a critical point; we will exploit the behavior of the
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voids near this critical point to understand the geometric properties of the connected voids,
and to differentiate between the voids in various systems.
Thus, determining the connected void regions in protein cores is a type of percolation
problem. In lattice site percolation, sites on a lattice in d spatial dimensions are either
occupied randomly with probability p or not occupied with probability 1 − p. At the
percolation threshold pc, adjacent occupied sites form a percolating cluster that spans the
system and becomes infinite in the large-system limit. Continuum percolation occurs in
systems that are not confined to a lattice. Both particle contact and void percolation have
been studied in randomly placed overlapping spheres [45, 64, 65] and percolation of particle
contacts [66, 67] has been studied in packings of repulsive [68] and adhesive particles [69].
In this article, we consider percolation of the void space accessible to a spherical probe
particle with radius a in packings of spheres and amino acid-shaped particles, as well as
systems composed of randomly placed spheres [64, 65]. As the probe particle radius is
increased, the amount of space available to the probe is restricted and the number of void
lattice sites decreases. We define an effective porosity η as the ratio of the number of void
lattice sites to the total number of lattice sites Gd. We determine the percolation threshold
using a bisection method, where we begin with two initial guesses for the percolation tran-
sition, aH and aL with aH > aL, and iteratively check for percolation of void sites at the
probe radius a = (aH + aL)/2. We set aH = a if we find a percolated cluster of void sites,
and aL = a if we do not find a percolated cluster. We terminate the algorithm when the
difference between successive values for ac are within a small tolerance δa = 10
−8 Å. Note
that our use of a lattice of points to measure the connected void region does not imply that
our model is a lattice model. The lattice is simply a tool to calculate the connected void
space volume [45]. Furthermore, in the continuum limit (i.e. G → ∞), we recover the crit-
ical porosity ηc ≈ 0.03 measured using Kerstein’s method [64, 65] on systems of randomly
placed spheres [70]. (See Fig. 2.6[50].) Since there is a one-to-one mapping between a and
η, we will use η as the order parameter for continuum void percolation.
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2.4 Conclusions and Future Directions
In this article, we analyzed local and connected void regions in protein cores and in jammed
packings of purely repulsive amino acid-shaped particles and showed that these two sys-
tems share the same void structure. We first investigated the surface-Voronoi (SV) cell
volume distributions and found that in both systems these distributions are well-described
by a k-gamma distribution with k ≈ 6. This k-value is much smaller than that (k ≈ 13)
obtained for jammed sphere packings, which indicates that packings of amino acid-shaped
particles have a broader distribution of Voronoi volumes. We also studied the SV cell vol-
ume distribution as a function of the packing fraction, and found that only near the onset
of jamming do the SV cell distributions in protein cores and packings of amino acid-shaped
particles match. In the dilute case φ 
 φJ , the local packing environment in protein cores
is determined by the backbone, whereas the local packing environment of packings of free
residues resembles a Poisson point process. At jamming onset, the local packing environ-
ment is determined by the “bumpy”, asymmetric shape of amino acids, not the backbone
constraints.
Using a grid-based method, we also measured the distribution of non-local, connected
voids in protein cores and jammed packings of amino acid-shaped particles. We found
that when we consider similar boundary conditions in protein cores and jammed packings
of amino acid-shaped particles, the two systems also have the same critical probe size ac
(at which the accessible, connected void region spans the system) and Fisher exponent τ
(which characterizes the scaling of the size of the void clusters near percolation onset).
Interestingly, these results echo similar observations by Liang and Dill, where the authors
recognize the similarity between the void distribution of randomly-placed spheres and of
protein crystal structures, although they did not connect packing in protein cores with
random close packing of nonspherical particles [28].
In future work, we will use jammed packings of amino acid-shaped particles to under-
stand the structural and mechanical response of protein cores to amino acid mutations.
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We can assess the response in two ways. First, we can prepare jammed packings of amino
acid-shaped particles that represent wildtype protein cores, substitute one or more of the
wildtype residues with other hydrophobic residues, relax the “mutant” packing using poten-
tial energy minimization, and measure the changes in void structure. We can also measure
the vibrational density of states (VDOS) in jammed packings that represent the wildtype
and mutant cores. The VDOS and the associated eigenmodes can provide detailed infor-
mation on how the low-energy collective motions change in response to mutations. There
are several advantages for calculating the VDOS in jammed packings of amino acid-shaped
particles. For example, in jammed packings, only hard-sphere-like steric interactions are
included. In contrast, molecular dynamics force fields for proteins typically include many
terms in addition to those that enforce protein stereochemistry, which makes it difficult to
determine the interactions that control the collective motions. Studying jammed packings
of amino acid-shaped particles also decouples the motions of core versus surface residues.
Studies of the VDOS in jammed packings of amino acid-shaped particles will also shed
light on the protein “glass” transition, where the root-mean-square (rms) deviations in the
atomic positions switch from harmonic to anharmonic behavior [43] in globular proteins near
Tg ≈ 200 K [44]. We will investigate the vibrational response of jammed packings of amino
acid-shaped particles to thermal fluctuations. In particular, we will measure the Fourier
transform of the position fluctuations and determine the onset of anharmonic response.
Additionally, in this work we did not include backbone connectivity between amino acids
in our packings, nor did we treat the side chain dihedral angles as “soft” degrees of freedom
with harmonic constraints. In future work, to more accurately model the geometrical and
topological properties of dynamically fluctuating protein cores, we will incorporate harmonic
bond length, bond angle and dihedral angle interactions (for both backbone and side chain
atoms), with stiffnesses taken from bond length, bond angle and dihedral angle distributions
observed in high-resolution protein crystal structures.
In addition, our analysis of void distributions in protein cores will provide new methods
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for identifying protein decoys, which are computationally generated protein structures that
are not observed experimentally. However, it is currently difficult to distinguish between
real structures and decoys. For example, in the most recent Critical Assessment of Protein
Structure Prediction (CASP12), researchers were given a set of target sequences, and were
tasked with predicting the structures of those sequences using a variety of methods [71].
Each group was allowed to submit 5 structures per target sequence; when tasked with
assessing which of their submissions were the most accurate, only 3 groups out of 31 had
> 50% success at identifying the most accurate structure [72]. The average success rate
was 30%, just slightly better than guessing at random. Thus, assessing the viability of
computationally-designed structures is an incredibly difficult task.
Since the structure of void regions in the cores of protein crystal structures is the same
as that found in packings of amino acid-shaped particles, the properties of void regions can
serve as a benchmark for ranking computationally designed protein structures. Recent stud-
ies have suggested that protein decoys [34] possess local packing fraction inhomogeneities
that are not present in protein crystal structures. In addition, the void-based analyses
presented here can be used to evaluate the conformational dynamics of proteins sampled
in all-atom molecular dynamics simulations. An understanding of the expected void prop-
erties from high-resolution protein crystal structures can improve our ability to identify
unphysical conformational fluctuations that occur during molecular dynamics trajectories.
We propose that detailed characterizations of the void space, using the methods described
here, will be a sensitive metric than can be used to assess a variety of protein designs.
Chapter 3
NMR and X-ray crystallography
Reproduced with permission from Mei, Z., Treado, J.D., Grigas, A.T., Levine, Z.A., Re-
gan, L., and O’Hern, C.S.,(2020) Analyses of protein cores reveal fundamental differences
between solution and crystal structures, Proteins: Structure, Function, and Bioinformatics
(88) 1154. https://doi.org/10.1002/prot.25884. Copyright 2020 Wiley Online Library.
3.1 Introduction
It is generally acknowledged that protein structures determined by x-ray crystallography
versus NMR exhibit small but significant differences. It is by no means resolved, however,
whether these differences stem from differences in the experimental methods themselves,
or if they reflect physical differences in proteins under the different conditions in which
the measurements are made [73, 74, 75, 76, 77, 78, 79, 80]. To begin to answer this ques-
tion, one must directly compare high-quality structures of the same protein solved by both
methods. Choosing x-ray crystal structures based on their resolution is a straightforward
way to identify well-specified structures. In our database of structures solved by both x-ray
crystallography and NMR, we only include structures that have been solved by x-ray crys-
tallography at a resolution of 2.1Å or less. We also show that our results do not depend on
this resolution threshold as long as it is 3Å or less.
There is, however, no universally accepted metric to assess the quality of NMR struc-
tures. We therefore defined one; we determined the number of NMR restraints per residue
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beyond which structures do not change significantly with the addition of more restraints,
and only used structures with at least this number of restraints per residue on average. (See
Fig. 3.1[13].) Applying these selection criteria, we created a data set of 21 proteins whose
structures have been determined by both x-ray crystallography and NMR. We created an
additional dataset of 51 high-quality NMR protein structures (defined in the same way),
for which there is no companion x-ray crystal structure, in an attempt to exclude any influ-
ence of ‘crystallizability’ on the NMR protein structures. In addition, as a reference set of
high-resolution protein structures solved by x-ray crystallography, we use a dataset of 221
high-resolution protein structures collected by Wang and Dunbrack [2]. Finally, we created
a dataset of structures that have been solved multiple times by x-ray crystallography, with
resolution of 2.0Å or less and the same crystal forms and space groups, to allow us to assess
structural variations that arise from thermal fluctuations.
We find that the root-mean-square deviations (RMSD) of the positions of core Cα atoms
within an NMR ‘bundle’ is greater than the RMSD of core Cα atoms of the set of protein
crystal structures that have been solved multiple times, a result found by researchers in prior
work [73]. Also, the difference between an x-ray crystal structure and each structure in the
NMR ‘bundle’ is greater than the spread within the NMR bundle. To gain deeper insight
into these differences, we performed side chain repacking studies on core residues in both x-
ray crystal and NMR structures using the hard-sphere plus stereochemical constraint model
developed in our previous work [38, 49]. We find that the hard-sphere plus stereochemical
constraint model can predict the side chain dihedral angle conformations of core residues
equally well in both NMR and x-ray crystal structures, predicting Δχ values to within 30◦
of the experimental structures. In our previous work, we found that the predictability of
side chain conformations is strongly correlated with the local packing fraction φ, i.e. where
we obtain almost 100% prediction accuracy of side chain conformations for core residues
with packing fraction φ ≥ 0.55. We therefore also calculate the core packing fractions in
NMR and x-ray crystal structures, and find that the cores of NMR structures are more
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Figure 3.1: Average root-mean-square deviations (RMSD) in the Cα positions 〈Δ(i, j)〉
(in Å) of all residues in the larger database of NMR structures without x-ray crystal struc-
ture pairs, plotted as a function of the number of restraints on each residue Nr. The average
is taken over the multiple structures (∼ 20) in each bundle.
tightly packed than the cores of x-ray crystal structures [73].
To further explore the physical basis for these observations, we generated jammed pack-
ings of amino-acid-shaped particles computationally, and determined whether we can tune
their packing fraction using protocols with different degrees of thermalization. We find that
depending on the thermalization protocol we use, we can match the packing fraction to
that which we observe in the cores of structures determined by x-ray crystallography and
NMR. Specifically, the packing fraction of amino acid-shaped particles in the athermal limit
corresponds to that in the cores of protein crystal structures, whereas the packing fraction
we observe in cores of NMR structures is higher, but less than that achieved in the limit
of strong thermalization. Thus, the core packing fraction for protein structures determined
by x-ray crystallography and NMR are both physically reasonable, and we speculate that
the higher packing fraction for NMR structures reflects the different conditions under which
NMR structures are determined.
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3.2 Methods
3.2.1 Protein structure datasets
All experimental proteins used in this study were culled from the RCSB Protein Data
Bank (PDB). We used datasets of (a) high resolution crystal structures, (b) x-ray crystal-
NMR structure pairs, (c) duplicate crystal structures, (d) high-quality, non-paired NMR
structures, (e) mutated crystal structures, and (f) structural prediction decoys from the 12th
Critical Assessment of Protein Structure Prediction (CASP12). We show the full PDB id’s
in the Supplementary Information (SI) for all datasets except the high-resolution crystal
structures and the CASP12 decoys and targets. Detailed descriptions of the datasets are
provided in the Supplementary Information.
3.2.2 NMR structural quality
There is no universally accepted metric to assess the quality of NMR structures [74]. To
define one, we determined the number of NMR restraints per residue beyond which the
structures do not change significantly with the addition of more restraints. We measured
the root-mean-square deviation (RMSD) of the Cα positions of a given set of residues defined






(cμ,j − cμ,i)2, (3.1)
where cμ,i is the position of the Cα atom on residue μ in model i, and NS is the number of
residues being compared. We can calculate the average RMSD 〈Δ(i, j)〉 by averaging over
all pairs of models i and j. As shown in Fig. 3.1, Δ plateaus to a value near 1.5 Å when
the average number of restraints per residue reaches Nr  15. Thus, we restrict our NMR
datasets (Tables S1 and S3 in the SI) to proteins for which the NMR structures possess on
average ≥ 15 restraints per residue.
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3.2.3 Side chain repacking
To better understand the dominant forces determining the side chain conformations in
protein cores, we have developed a protocol that can repack the side chains of core residues
assuming that the non-bonded atomic interactions are hard-sphere-like, and that bond
lengths and angles are tightly constrained around experimentally-observed values. The
hard-sphere plus stereochemical constraint model has been used extensively in previous
work (e.g. Refs. [38, 49] and references therein) to accurately place hydrophobic residue side
chains in the cores of the crystal structures of globular proteins, transmembrane proteins,
and protein-protein interfaces. In this model, we sample all possible combinations of the
side chain dihedral angles of the core residues, and calculate the purely repulsive Lennard-
Jones interaction energy (Eq. (3.3)) between non-bonded atoms for each combination. The
backbone dihedral angles of each core residue are fixed to their experimental values, as well
as the side chain and backbone dihedral angles of the rest of the protein. We obtain a
probability distribution for the side chain dihedral angle combinations of each core residue
using Boltzmann weighting, and repeat this procedure over an ensemble of structures with
core residues given different bond-length and bond-angle variants constrained around the
experimental values. We then average the probability distributions over this ensemble and
identify the side chain dihedral angle combination with the highest probability. We employ
this model to study residue packing and side chain placement in the cores of both x-ray and
NMR structures. Additional details of the method are given in the SI.
3.2.4 Jammed packings of amino-acid-shaped particles
In this work, we carry out thermalized compression protocols, where we thermalize the
amino-acid shaped particles between compression steps. In this method, we run molecular
dynamics trajectories at constant temperature T for a fixed amount of time tMD, and
then minimize the total potential energy of the system U using the FIRE minimization
method [53] prior to the next compression step. We terminate the packing generation
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Figure 3.2: (a) Probability distributions P (Δcore) of the root-mean-square deviations
(RMSD) in the positions of the Cα atoms (in Å) for core residues in duplicate x-ray crystal
structures (solid black line), in the NMR model ensemble for each structure (solid red line),
and in paired x-ray crystal and NMR structures (dot-dashed blue line). We also plot the
distribution for Δ =
√
3B/8π2 from the B-factor for core Cα atoms in the duplicate x-ray
crystal structures (dashed black line). The inset shows an example of one of the proteins
in the paired x-ray crystal and NMR structure dataset, with the x-ray crystal structure on
the left and the bundle of 20 NMR structures on the right (PDB codes 3K0M and 1OCA,
respectively). The α-helices are colored purple, the β-sheets are yellow, and the loops are
gray. (b) The fraction of core amino acids F (Δχ) with root-mean-square deviations of the
side chain dihedral angles less than Δχ (in degrees) for the pairwise comparisons in (a).
The inset is a schematic in two dimensions of the high-dimensional volume in configuration
space that the Cα atoms in core residues in x-ray crystal structures and NMR ensembles
sample. X-ray crystal structures sample a smaller region than NMR ensembles, but the
distance between these regions of configuration space is larger than the fluctuations of both
the x-ray crystal and NMR structures. The relative lengths of the arrows are drawn to
scale, with 〈Δcore〉 ≈ 0.1, 0.5, and 0.8 Å for the x-ray duplicates, NMR models, and pairs
of x-ray crystal and NMR structures, respectively.
protocols when the minimized potential energy per particle satisfies 10−16 < U/Nε ≤
2×10−16, where ε is the energy scale of the non-bonded atomic interactions, and the kinetic
energy per particle K/Nε < 10−30. Further details of the packing-generation protocols are
given in the SI.
3.3 Results
We first compare pairs of structures determined by x-ray crystallography and NMR spec-
troscopy by quantifying the root-mean-square deviation (RMSD, Eq. (3.1)) of the Cα po-
sitions of a given set of residues defined by their sequence location on two structures i and
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j. For the NMR datasets, i and j represent each model within a bundle, and, for the x-ray
crystal duplicate dataset, i and j represent each of the duplicates. We define core residues as
residues with small (< 10−3) relative solvent-accessible surface area (rSASA). In Fig. 3.2[13]
(a), we compare the distributions P (Δcore) of RMSD values of core residues in x-ray crystal
structure duplicates and RMSD values of core residues in NMR bundles. We show that the
fluctuations among x-ray crystal structure duplicates are consistent with B-factor fluctua-
tions of the Cα positions of core residues, B, which are given by Δ =
√
3B/8π2. We also
compare x-ray crystal and NMR structures for the same proteins by calculating the RMSD
between Cα atoms of core residues.
To quantify differences between each RMSD distribution, we compute the Jensen-
Shannon (JS) divergence [81] for each distribution in Fig. 3.2 (a). The JS divergence
between the x-ray duplicate RMSD distribution and the B-factor distribution is 0.5, while
the JS divergence between the NMR intrabundle RMSD and the NMR-x-ray RMSD is 1.1,
which demonstrates that the RMSD between NMR and x-ray structures is greater than the
RMSD differences within a bundle of NMR structures, or between duplicate x-ray struc-
tures of the same protein. Because x-ray duplicate RMSD values are similar to B-factor
RMSD values, the relatively low JS divergence indicates that fluctuations across duplicate
crystal structures is dominated by the uncertainty in atomic positions arising from thermal
motion. Whereas the larger JS divergence between NMR intrabundle RMSD and NMR-x-
ray RMSD values, as well as the broad tail in the NMR-x-ray RMSD distribution, suggests
that differences between structures solved by both NMR and crystallography are larger than
those expected in both the ensemble of x-ray structures and in NMR bundles individually.
That is, while the fluctuations in the ensemble of observed NMR structures is larger than
those in the observed ensemble of crystal structures, these two ensembles typically occupy
distinct, non-overlapping regions of configuration space.
We also calculate the side chain dihedral angle fluctuations Δχ for the same pairs of
structures; we define Δχ(μ|i, j) as the distance between the side chain conformations of
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residue μ within structures i and j, i.e.
Δχ(μ|i, j) =
√
(χμ,j − χμ,i)2. (3.2)
where χμ,i is the set of side chain dihedral angles (χ1, . . . , χm) for residue μ on structure i.
Note that in Fig. 3.2(b), we measure Δχ between two experimental structures of the same
protein, whereas in Fig. 3.3 (a) and (b) we measure Δχ between an experimental structure
and a prediction using the hard-sphere plus stereochemical constraint model.
In Fig. 3.2, we show that the conformations of both the backbone and side chains of
core residues fluctuate less in x-ray crystal structures compared to the conformations within
an NMR bundle, but that the fluctuations within an NMR bundle are smaller than those
between the x-ray crystal and NMR structure pairs [73, 79, 80]. The inset to Fig. 3.2 (b)
illustrates the proportion of configuration space sampled for structures solved by both NMR
and x-ray crystallography. Structures determined by x-ray crystallography sample states in
a relatively small volume of configuration space compared to that sampled by structures in
an NMR bundle. Moreover, these two ensembles are separated by a characteristic distance
that is larger than the scale of fluctuations in either ensemble.
To put these structural differences in context, we also analyze fluctuations in a database
of pairs of x-ray crystal structures of wild-type proteins and the same protein with a single
core mutation and also high-scoring submissions from a recent Critical Assessment of Pro-
tein Structure Prediction (CASP) competition [71]. In the SI (see Fig. S3), we show that
the fluctuations of single-site core mutants relative to wildtype structures is similar to that
in x-ray crystal structure duplicates. In contrast, submissions to CASP12 exhibit much
larger fluctuations. Because CASP12 submissions are computational predictions, not ex-
perimentally determined structures, one might expect larger fluctuations. The fluctuations
among CASP12 submissions is also larger than those between structures of the same protein
determined by x-ray crystallography or NMR. In the SI, we report additional measures of
structural fluctuations, such as fluctuations in identities of core residues (Fig. S2). We also
show in Figs. S4 and S5 that the global and core RMSD of the Cα positions do not depend
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(a) (b) (c)
Figure 3.3: (a) Fraction of side chain conformations of core residues with predictions from
the hard-sphere plus stereochemical constraint model that deviate from the experimentally
observed values by less than Δχ (in degrees) in the dataset of x-ray crystal (solid black line)
and NMR (solid red line) structure pairs, and the Dunbrack 1.0 dataset of 221 high reso-
lution x-ray crystal structures (dashed black line) [2, 3]. (b) Fraction of core hydrophobic
side chains, grouped by residue type, that can be predicted to within 30◦ of the correspond-
ing experimental structure using the hard-sphere plus stereochemical constraint model for
x-ray (black bars) and NMR structures (red bars). (c) Distribution of the overlap potential
energy URLJ/ε, calculated using Eq.6 for core residues in the x-ray crystal (black line) and
NMR structures (red line) in the paired dataset.
Figure 3.4: Distribution P (φ) of the packing fraction of core residues in the Dunbrack 1.0
dataset of high-resolution x-ray crystal structures (black dashed line), the dataset of high-
resolution NMR structures for which there is not a corresponding x-ray crystal structure
(red dashed line), and x-ray crystal structures (black solid line) and NMR structures (red
solid) from the paired dataset.
on the resolution of the x-ray crystal structures, as long as the resolution is less than 3Å.
To understand the origin of differences between x-ray crystal and NMR structures, we
investigated if these differences are due to physical forces governing sidechain placement
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of core residues. In previous work, we showed that the hard-sphere plus stereochemical
constraint model uniquely specifies the sidechain dihedral angles of core residues in pro-
tein crystal structures [49]. One potential source of differences in fluctuations in NMR and
crystal structure cores could be that the cores in NMR structures are less well-resolved,
and the sidechains are poorly placed due to insufficient information to uniquely define their
conformations. Such methodological inaccuracies have been suggested by previous studies,
where computational refinement moves NMR backbone and sidechain dihedral angles to-
wards those of x-ray crystal structures [73, 74, 75, 76]. However, as shown in Fig. 3.3[13] (a)
and (b), we find that we can repack sidechains of core residues in NMR structures just as
accurately as we can repack the same sidechains in high-resolution x-ray crystal structures.
The side chain repacking protocol is described in Sec. 3.2.3 and in further detail in the
SI. For side chain repacking, we calculate the repulsive Lennard-Jones potential energy of
overlap URLJ between side chains of core residues in the pairs of structures. The potential




















where the potential energy is evaluated as a sum over all non-bonded atomic interactions.









σμi is the diameter of atom i on residue μ. The Heaviside step function Θ enforces the
potential to be purely-repulsive. We find that the distribution of repulsive Lennard-Jones
energies between core side chains are almost identical when comparing x-ray crystal and
NMR structures, which indicates that the NMR and crystal structure cores are statistically
at the same energies. (See Fig. 3.3 (c).)
However, when we investigate the packing fraction φ of core residues for x-ray crystal
and NMR structures, we find important differences. In Fig. 3.4, we plot the probability
distribution P (φ) of the packing fraction for core residues in x-ray crystal and NMR struc-
tures. The average packing fraction of core residues in the protein structures in the datasets
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determined by x-ray crystallography is 〈φ〉 = 0.55±0.01, a value that is consistent with our
previous results for the packing fraction of core residues in globular and transmembrane pro-
tein cores and the cores of protein-protein interfaces solved by x-ray crystallography [49, 50].
For core residues of protein structures in the NMR database, the average packing fraction is
higher with 〈φ〉 = 0.59±0.02. We believe that this is the first time that such a difference in
the packing fraction of core residues in high-quality protein structures determined by both
x-ray crystallography and NMR has been reported.
We were concerned that the higher packing fraction of core residues in protein structures
determined by NMR could be an artifact of improperly-placed side chains that overlap
with neighboring residues, which would artificially increase the observed packing fraction.
However, comparison of the distribution of overlap energies measured by URLJ (Eq. (3.3))
in Fig. 3.3 (c) demonstrates that the two methods result in almost identical energies, and
therefore almost identical atomic overlaps. The difference in the packing fraction of core
residues was at first surprising, because our previous studies showed that the cores of x-ray
crystal structures pack as densely as jammed packings of purely-repulsive amino-acid-shaped
particles without backbone constraints generated using a protocol of successive compressions
followed by energy minimization [36, 50].
We therefore revisited the protocol with which we prepared jammed packings of amino-
acid-shaped particles [50]. In our previous work, packings were prepared using an “ather-
mal” protocol, where kinetic energy was drained rapidly from the system during the packing
preparation. For the athermal protocol, amino acids were initialized in a cubic simulation
box at a small initial packing fraction φ0 and compressed by small increments Δφ with
each followed by energy minimization. Because the amino-acid-shaped particles were not
allowed to translate and rotate significantly between each compression step, the jammed
packings at 〈φ〉 ≈ 0.55 were obtained at the first metastable jammed state that the protocol
encounters. However, the packing fractions that can be achieved in packings of amino-acid-
shaped particles are protocol-dependent; we next investigated more thermalized protocols
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Figure 3.5: Ensemble-averaged packing fraction 〈φJ〉 of jammed packings of amino-acid-
shaped particles versus the dimensionless timescale τ for N = 16 particles. The colors
represent simulations with different temperatures kBT/ε, logarithmically spaced from 10
−7
(blue) to 1 (red). The dashed black line at 〈φJ〉 = 0.55 is the average packing fraction
of core residues in x-ray crystal structures, and the dashed red line at 〈φJ〉 = 0.59 is the
average packing fraction of core residues in NMR structures.
to see how different protocols lead to different jammed packing fractions.
We chose a family of annealing packing-generation protocols. We initialize the system
in a dilute configuration, and compress the system in small increments Δφ between periods
of molecular dynamics simulations of purely repuslive amino acids-shaped particles in the
canonical ensemble for a time period tMD at thermal energy kBT . (See SI for details.) We
find that temperature only acts to renormalize tMD, i.e. a longer simulation at a lower
temperature will yield the same results as a shorter simulation at higher temperatures.
Thus, there is another time scale associated with the annealing protocol, tQA = c(T )t
∗,
where c(T ) is a dimensionless quantity that depends on temperature, t∗ =
√
mRσ2R/ε, and
mR and σR are the mass and diameter of the smallest residue. We find that plotting the
ensemble-averaged packing fraction 〈φJ〉 of jammed packings of amino acid-shaped particles





, collapses the data for different temperatures and time
periods onto a single curve (Fig. 3.5[13]). The exponent α = 0.4±0.01 and n is the number
of time steps between compression increments.
Two limits of packing fractions emerge over the range of annealing protocols we tested;
an athermal limit, which corresponds to packing fractions in cores of x-ray crystal structures
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[49], and the thermalized limit with 〈φ〉 ≈ 0.62. The packing fraction in the cores of protein
structures solved by NMR fall between these two extremes with 〈φ〉 = 0.59. The states
at exceedingly high packing fractions exist only in the limit of extremely long annealing
times. The results of simulations using different protocols are consistent with the differences
observed in cores of protein structures solved by x-ray crystallography and NMR. The fact
that thermalized packing protocols yield NMR-like packing fractions, and that athermal
protocols generate x-ray crystal-like packing fractions, suggests that fluctuations are distinct
for these two methods.
3.4 Discussion & Conclusions
In this work, we compare the fluctuations of protein structures characterized by both NMR
and x-ray crystallography, and find several key results: first, we found that RMSD values
between core residues in duplicated x-ray crystal structures are smaller than RMSD values
between core residues across multiple structures in NMR bundles, but these RMSD values
are still smaller than the RMSD values between core residues in NMR and x-ray crystal
structure pairs. These findings suggest that NMR and x-ray crystal structures occupy
distinct regions in configuration space. However, we also showed that the hard-sphere plus
stereochemical constraint model is extremely accurate in side chain conformation prediction
for core residues in both x-ray crystal and NMR protein structures. Measurements of the
core packing fraction show that NMR structures possess denser cores, even though the
cores in x-ray crystal and NMR structures possess the same overlap energy. To resolve this
apparent discrepancy, we prepare jammed packings of amino-acid-shaped particles both
athermally and with thermal agitation, and find that packings produced in the athermal
limit resemble the cores of x-ray crystal structures, while thermalized packings resemble
cores in NMR structures. This result suggests that there are subtle yet real differences
in the fluctuations between structures characterized by x-ray crystallography and NMR
spectroscopy. The fluctuations are larger in NMR structures than in x-ray crystal structures,
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and these fluctuations lead to slightly denser packing in the core.
A previous study that also compared protein structures determined by x-ray crystallog-
raphy and NMR suggested that the crystal environment restricts dynamical fluctuations,
whereas bundles of NMR structures in solution contain the full dynamics one would ex-
pect from elastic network models for proteins [78]. The work we present here provides
further evidence to support this conclusion, but whether the differences are due to crys-
talline contacts [78, 79, 82] or the different temperatures at which the protein structures
are characterized [83] remains to be determined. Interestingly, several structures used in
our dataset of duplicate crystal structures were resolved at room temperature (∼ 300 K),
as opposed to the cryogenic temperatures typically used in x-ray crystallography. We found
that core RMSD values do not change significantly when considering duplicate x-ray crystal
pairs solved at different temperatures, which suggests that the crystal environment is the
dominant cause of the differences between structures solved by NMR and x-ray crystallog-
raphy. To fully resolve this question, however, further characterization of protein structure
fluctuations at different temperatures is required.
Chapter 4
Fluctuations in protein structure
measured using MD simulations
Reproduced with permission from Phys. Rev. Lett. (2020) submited for publication.
4.1 Introduction
Over the past 50 years, numerous experiments have characterized the three-dimensional
structure of globular proteins. For example, there are tens of thousands peptide and protein
structures that have been solved by x-ray crystallography with resolutions less than 2 Å [84,
85]. In addition, ensembles of structures from more than ten thousand peptides and proteins
have been obtained using solution NMR spectroscopy, providing complimentary information
to existing crystal structures.
While the application of deep learning methods have improved protein structure predic-
tions [86, 71, 87], it remains difficult to accurately predict the folded structure of a protein
based solely on its sequence. One of the most frequently used methods for studying protein
structure and fluctuations is all-atom molecular dynamics (MD) simulations. MD simu-
lations can provide significant insight into the dynamics of protein folding (i.e. what are
the intermediate conformations that a protein populates during the folding process), the
structural fluctuations in the folded ensemble, and predictions of the response of protein
structure to mutations, as long as they are properly validated. However, both the experi-
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mental datasets used for comparison, and the metrics used to evaluate the comparison are
crucial decisions in the overall quality of the validation.
As for what datasets to compare to, we suggest that answer is two fold. First, in x-ray
crystal structures, we have identified a set of proteins that have been crystallized multiple
times at high resolution. Such duplicates possess an average backbone RMSD ∼ 1.0 Å,
which is consistent with the backbone RMSD values obtained from B-factors [13]. Second,
as an alternative, fluctuations of proteins in solution can be described by high-quality NMR
bundles, where each model in the bundle has more than 15-20 restraints per residue. We
have previously shown that intra-bundle backbone RMSD for NMR ensembles plateaus
beyond 15-20 restraints per residue at ∼ 1.4 Å [13]. Since including more NOE distance
restraints does not further constrain NMR bundles, we argue that this means that an average
Cα RMSD of ∼ 1.4Å represents the underlying fluctuations in protein structure.
As for which metrics to consider in the validation process, prior studies typically consider
global measures, such as the global backbone agreement, radius of gyration, the agreement
in secondary structure and the error in approximate NMR observables calculated from the
simulation compared to experimental data. While these metrics provide a rough overall
comparison, we propose using important local, physical, structural metrics that are indica-
tive of the overall quality of a protein model. Recently, we showed that the packing of core
residues in globular proteins dictates the quality of computational models, and that a failure
to correctly pack core residues results in poorly folded model structures [10]. Therefore,
systematic comparisons of molecular forcefields should also include studies of the impor-
tant features of protein cores, including their fluctuations. The cores of experimentally-
determined protein structures share several key properties, including: (1) the fraction of
residues that are core (defined by a relative solvent accessible surface area rSASA < 10−3) is
typically between 5−10%, (2) the packing fraction φ (fraction of space occupied by protein
atoms) of core residues occurs between 0.54 < φ < 0.59, and (3) the atomic overlap among
core residues is small, typically less than 0.1 Å per residue. We have previously shown
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that it is possible to distinguish ‘good’ (with small Cα RMSD compared to experimental
structures) from ‘bad’ computational models by determining whether the models satisfy the
above three core packing properties. These results demonstrate the strong correlation be-
tween core structure and the conformation of the entire protein. Furthermore, high-quality
protein structures deduced both through x-ray crystallography and NMR spectroscopy re-
veal that the NMR structures possess higher packing fractions in the core (φ ∼ 0.59), even
though the total core overlap energy and quality of side chain repacking is the same for
x-ray crystal and NMR structures [13]. Subtle differences in core properties are important
for determining the structure of the entire protein, and therefore should be included when
analyzing protein conformations generated by MD simulations.
The prior results discussed above raise an important question. Since high-quality NMR
and x-ray crystal structures possess differences in their backbone RMSD and core pack-
ing properties, do MD simulations generate protein conformations and fluctuations that are
more similar to NMR or x-ray crystal structures? To address this question, we carry out all-
atom MD simulations of two well-resolved globular proteins with experimentally-determined
x-ray and NMR structures, cyclophilin A [88], T4 lysozyme* [89], each containing N > 160
residues. We evaluate fluctuations in their structure using three commonly used forcefields
(CHARMM36m [18], Amber99SB-ILDN [90, 91], and Amber99SBNMR-ILDN [92]) to de-
termine whether each can properly recapitulate core packing features of crystal structures
or NMR bundles. Amber99SB-ILDN was developed to match secondary structure propen-
sities found in experiments, Amber99SBNMR-ILDN was developed to incorporate NMR
measurements, such as chemical shifts and J-couplings, and CHARM36m was developed to
sample diverse backbone conformations in folded and disordered proteins.
This article is organized into four sections and five appendices. In Sec. 4.2, we detail our
simulation methodologies and datasets as well as how we quantify the difference between
protein backbones, the solvent accessibility and packing fraction of residues and how we
compare to NMR experiments. In Sec. 4.3, we find that our simulations do not properly
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capture the fluctuations and core structure of our high quality experimental data. Specif-
ically, in Sec. 4.3.1, we find that all three forcefields fluctuate with a global Cα RMSD
(relative to the x-ray crystal structure or the NMR bundle) ∼ 3 Å, which is larger than the
fluctuations that occur in both x-ray crystal structure duplicates and within NMR bundles.
We find that all our direct MD simulations produced protein cores that are smaller and less
dense than the experimental structures. On both RMSD packing, while our simulations do
not match either the x-ray crystal or NMR structures, they are more similar to the x-ray
crystal structures than the NMR structures. In order to explore if accelerated sampling
of the forcefields improves both the sampling of experimentally-determined structures and
their fluctuations, in Sec. 4.3.3, we performed replica exchange MD (REMD) simulations.
We find that the structures sampled in the REMD simulations also do not possess the core
packing properties of experimentally-determined NMR structures. Additionally, by adding
restraints among core residues based on NOE measurements from NMR experiments to the
MD simulations, we can largely reduce the global Cα RMSD (relative to the NMR bundle)
in the MD simulations as expected. However, the global Cα RMSD is still larger than the
value measured from the NMR bundle. Thus, our results indicate that these MD forcefields
are unable to capture experimentally measured NMR fluctuations. In Sec. 4.4, we summa-
rize our work and indicate how a simplified protein model would help identify the dominate
forces necessary to recapitulate dense protein core packing. We also include five Appendices
detailing: backbone fluctuations using multiple NMR initial conditions, convergence of our
simulations, restraints used to incorporate NOE data and our simulations of T4 lysozyme*.
4.2 Methods
4.2.1 MD simulations
We used the GROMACS molecular dynamics package to carry out all of the MD and
REMD simulations [93]. For cyclophilin A, the initial structures were obtained from PDBID:
1oca [94] (NMR bundle) and PDBID: 3k0m [88] (x-ray crystal structure). For T4 lysozyme*,
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the initial structures were obtained from PDBID: 3dmv (NMR bundle) and PDBID: 2lcb
(x-ray crystal structure). The proteins were solvated with TIP3P water molecules for all
forcefields. Short-range van der Waals and screened Coulomb interactions were truncated
at 1.2 nm, while longer-ranged electrostatics were tabulated using the Particle Mesh Ewald
summation method. For cyclophilin A, the x-ray crystal structure was solved at a pH of 7.5,
whereas the NMR structure was solved at pH 6.5. For T4 lysozyme*, the pH of the x-ray
crystal structure was 6.9 and for the NMR structure, the pH was 5.5. All MD simulations
in this study were performed at a pH of 7.
Two rounds of energy minimization were performed before the production simulations.
The first energy minimization relaxed the water molecules, while fixing the positions of
the atoms in the protein, and the second energy minimization relaxed both the protein
atoms and water molecules. In Table 4.1, we show how the energy minimization (using the
CHARMM36m forcefield) changes the initial structure of cyclophilin A. We find that energy
minimization moves the NMR models by Δcore ∼ 0.5Å. In contrast, energy minimization of
the x-ray crystal structure only gives rise to Δcore ∼ 0.02Å. If we apply energy minimiza-
tion to an NMR structure and calculate Δcore with respect to the x-ray crystal structure,
the deviation is smaller than the deviation relative to the NMR structure. Thus, energy
minimization moves NMR structures toward the x-ray crystal structure. These results
suggest that x-ray structures are more stable than NMR structures in the CHARMM36m
forcefield[18]. We find qualitatively similar results to those in Table 4.1 for the two Amber
forcefields, Amber99SB-ILDN [90, 91] and Amber99SBNMR-ILDN [92].
After energy minimization, we performed the MD simulations in the NPT ensemble
at temperature 300K and 1 bar of isotropic pressure using the weakly coupled Berendsen
thermostat and barostat, with a box size that is twice the crystal unit cell on average in
each dimension and cubic periodic boundary conditions in all directions. The time constant
of the Berendsen thermostat was set to 2 ps and the isothermal compressibility for the
Berendsen barostat was set to 4.5 × 10−5bar−1. The equations of motion for the atomic
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coordinates and velocities were integrated using a leapforg algorithm with a 2 fs time step.
The simulations were run for 1μs and sampled every 100 ps. Tests for convergence of the
RMSD and radius of gyration with time are discussed in Appendix 4.6.
To better sample conformation space, we also carried out replica exchange MD (REMD)
simulations [95]. The REMD simulations were performed at constant NVT with the volume
that gives P = 1 bar at 300K using a Nosé-Hoover thermostat, with a time constant of 1
ps, a leapfrog integration algorithm, and a time step of 2fs. While the MD simulations were
carried out in the NPT ensemble, NPT REMD is not implemented in the current version
of GROMACS. In future studies, we will compare REMD sampling in both the NVT and
NPT ensembles [96, 97, 98]. Replicas of the seed systems were duplicated and heated to
temperatures ranging from 270K to 500K. The ensemble contained 89 replicas in total,
such that the Markovian exchange rate between the replicas was fixed at 25%. REMD
simulations were run on average for 300ns per replica. The first 100ns of the trajectories
were ignored to allow for equilibration, and the following 200 ns period was analyzed.
We also performed restrained MD simulations of cyclophilin A by adding harmonic
constraints between NOE atom pairs coupled with the CHARMM36m forcefield. We first
identified the NOE restraints for cyclophilin A in the Biological Magnetic Resonance Data
Bank (BMRB) [99]. We found that there are 4101 restraints in total and 127 restraints
between atoms in core residues. For the restrained simulations, we added “pseudo-bonds”
using a flat-bottom pair potential (i.e. type 10 restraints) Vdr between core atoms with
NOE restraints. No force acts on the atom pair when its separation is within the flat region
of the potential, however, a harmonic restoring force acts on the pair to move them into






2 (rij − r0)2, rij < r0
0, r0 ≤ rij < r1
kdr
2 (rij − r1)2, r1 ≤ rij < r2
kdr
2 (r2 − r1)(2rij − r2 − r1), r2 ≤ rij ,
(4.1)
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Table 4.1: The root-mean-square deviations (RMSD) Δ(i, j) in the positions of the Cα
atoms between two cyclophilin A structures: i and j. The first column indicates whether
the simulation was initialized with one of the models from the NMR bundle or the x-
ray crystal structure PDB: 3k0m. The second column indicates whether the Cα RMSD
is calculated over core residues or all residues in the protein. Three RMSD calculations
were performed and displayed in the third, fourth, and fifth columns: between the energy
minimized iEM and initial structures j0, between the energy minimized iEM and the x-ray
crystal structure jxray, and the energy minimized structure iEM and the structures in the
NMR bundle jNMR.
Initial Condition Global/Core Δ(iEM, j0) Δ(iEM, jxray) Δ(iEM, jNMR)
NMR Global 0.81Å 0.21Å 0.79Å
Core 0.47Å 0.13Å 0.43Å
x-ray Global 0.10Å 0.10Å 0.55Å
Core 0.02Å 0.02Å 0.39Å
where rij is the separation between NOE atom pairs, r0 and r1 are the minimum and
maximum distances for the NOE atom pairs in the NMR bundle, r2 is the upper bound
of the atom pair separation provided in the BMRB restraint file, and the spring constant
kdr = 10kJ/mol/nm
2. The spring constant is on the same order of magnitude as that for
bonded heavy atoms pairs. With the restraints, we first performed energy minimization,
then 2 ps of NVT equilibration, followed by an NPT production run for 1μs. As for the
unrestrained MD simulations, we maintained the temperature at 300K and 1 bar of isotropic
pressure using the weakly coupled Berendsen barostat and thermostat.
4.2.2 Datasets
We selected cyclophilin A from an NMR/x-ray pair dataset, which we constructed in our
previous work and contains 21 proteins that have been solved by both x-ray crystallography
and solution-NMR spectroscopy [13]. The NMR bundle for cyclophilin A was solved by
Ottiger, et al. [94] (PDB: 1oca). There are 20 model structures in the bundle and all
of their core residues have more than 20 NOE restraints. The x-ray crystal structure of
cyclophilin A was solved by Fraser, et al. [88] (PDB: 3k0m) with a resolution of 1.25 Å. We
also queried the PDB and found 31 duplicate x-ray crystal structures of cyclophilin A. These
structures have resolution < 2Å and the sequence similarity is greater than 95% compared
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to the structure with PDB:3k0m. To consider the generality of our results for cylcophilin
A, we also performed MD simulations of T4 lysozyme* (which is a mutant of T4 lysozyme
with four point mutations, R12G, C55T, C97A, and I137R). This particular mutant has
both high quality x-ray and NMR structures. The x-ray crystal structure for T4 lysozyme*
was solved by Liu, et al. [89] (PDB:3dmv) at resolution 1.65 Å and the NMR ensemble
was determined by Bouvignies, et al. [100] (PDB:2lcb) with 6 model structures. We also
identified 9 x-ray crystal duplicate structures for T4 lysozyme* with resolution < 2Å and
sequence similarity > 95% compared to the x-ray crystal structure with PDB:3dmv.
For the analyses of the MD and REMD simulations, each protein conformation was
pre-processed using the REDUCE software package, which sets the bond lengths for C-H,
N-H, and S-H to 1.1, 1.0, and 1.3 Å and the bond angles to 109.5 and 120 for hydrogen
bond angles involving the Csp3 and Csp2 atoms, respectively [101]. We also set the values
for the atomic radii to be the following: Csp3:1.5Å; CO: 1.3Å; O: 1.4Å; N:1.3Å; HC:1.10Å;
HO,N:1.00Å, and S:1.75Å, which were obtained in prior work by minimizing the difference
between the side-chain dihedral angle distributions predicted by the hard-sphere dipeptide
mimetic model and those observed in protein crystal structures for a subset of amino acid
types [102]. Using these atomic radii, we quantified the relative solvent accessible surface
area and the number and packing fraction of core residues.
4.2.3 Root-mean-square deviations
We measured the root-mean-square deviation (RMSD) of the Cα atom positions between






(cμ,j − cμ,i)2, (4.2)
where cμ,j is the position of the Cα atom on residue μ in structure i, and Ns is the total
number of residues that are being compared on the two structures.
We calculated both the core and global Cα RMSD (Δcore and Δglobal) between struc-
ture pairs. To calculate the core RMSD, we used the core residues to both align and then
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compute the RMSD between the two structures. Between the experimental structure pairs
(NMR/NMR,x-ray/x-ray, and NMR/x-ray) the set of core residues varies by  20%, there-
fore, we use the union of core residues in both structures. When an MD conformation
is compared to an experimental structure, we use the set of core residues defined in the
experimental structure. When calculating global RMSD, we align the structures excluding
the first and last 4 amino acids. In addition, when we report the RMSD between an MD
conformation and structures in the NMR bundle, we first calculate the RMSD between the
MD conformation and each structure in the NMR bundle, as all structures in the NMR
bundle are equally valid. Then, we report the minimum RMSD in this set. The Biopython
package was used to align the structures and calculate the RMSD [103, 104].
4.2.4 Comparison of NMR structures to those generated by MD simula-
tions
We compared the conformations generated from the MD simulations to NMR measurements
in several ways. In particular, we computed 3J-coupling constants using the Karplus equa-
tion and we calculated residual dipolar couplings (RDCs) using the PALES software [105].
3J-coupling constants are determined by the dihedral angle among the two coupled nuclei
and the two heavy atoms on either side. For example, the backbone dihedral angle φ among
the backbone atoms C-N-Cα-C determines
3JHNHCα . To compute the
3JHNHCα coupling
constants from the MD simulations, we used the Karplus equation:
3JHNHCα (φ) = A cos
2(φ+Θ) +B cos(φ+Θ) + C, (4.3)
where Θ is the phase shift, and A, B, and C are constants. We used the parameterization
of Hu and Bax [106]: A = 7.09 Hz, B = −1.42 Hz, C = 1.55 Hz, and Θ = −60◦. Although
there are other parameter sets, the correlation between MD simulation and experimental
3J couplings are insensitive to the specific choice of the Karplus parameters [106]. Also, a
single set of Karplus parameters can be applied equally well to all residue types.
To compare the experimental and calculated values of the NMR measurements, we
















where the sum is over the Nm available measurements of the quantity S (i.e. either the
3J-couplings or RDCs), Sexpi is the experimental value, and S
calc
i is calculated from the
structure’s atomic coordinates [107].
4.3 Results
In this work, we describe all-atom molecular dynamics simulations in explicit solvent of
two proteins in an explicit solvent that were initialized with their experimental structures
(either an x-ray crystal structure or one of the structures from the NMR bundle) using three
of the most commonly used molecular forcefields, Amber99SB-ILDN, Amber99SBNMR-
ILDN, and CHARMM36m. We chose to study these three globular proteins, cyclophilin
A, T4 lysozyme* and uibiquitin, because they all have been experimentally-determined to
high resolution using x-ray crystallography and with a large number of restraints using
NMR spectroscopy. (See Sec. 4.2.2 for descriptions of the two proteins used in this study.)
After initializing the MD simulations with the experimentally-determined structures, we
ran long trajectories (≥ 1μs), and measured the Cα RMSD with respect to the NMR
and x-ray crystal structures, the fraction of core residues, their packing fractions, and
related structural quantities as a function of time. The MD simulations were carried out
at room temperature, 1 bar of pressure, and in a large cubic box with periodic boundary
conditions. (See Sec. 4.2 for a detailed description of the methodology employed for the
MD simulations.)
4.3.1 Global and Core Backbone Agreement
To calibrate the results of the MD simulations, we must first determine the conformational
fluctuations in globular proteins in experiments. We previously identified a set of over 20
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Figure 4.1: Structural fluctuations of cyclophilin A from all-atom MD simulations and
experimentally-determined x-ray crystal and solution-based NMR structures. The three
columns provide results for the all-atom MD simulations using the (left) CHARMM36m,
(middle) Amber99SB-ILDN, and (right) Amber99SBNMR-ILDN, forcefields. (A)-(C) The
probability distributions P (Δglobal) of the root-mean-square deviations Δglobal in the posi-
tions of the Cα atoms of all residues in the protein [in Å] between structures in the NMR
bundle (magenta dot-dashed lines), between the x-ray crystal structure duplicates (black
dot-dashed lines), between the structures in the MD simulations and the closest x-ray dupli-
cates (red solid lines), and between the structures in the MD simulations and closest models
in the NMR bundle (blue dashed lines). (D)-(F) The probability distributions P (Δcore) of
the root-mean-square deviations Δcore in the positions of the Cα atoms of the core residues
[in Å] for the same data in panels (A)-(C). (G)-(I) The identification number of the NMR
or x-ray crystal structure with the smallest Δcore with respect to the MD structure at each
time t. Model 0 corresponds to the x-ray crystal structure with PDB code 3k0m, and models
1-20 indicate the NMR models in the bundle ordered from smallest to largest Δcore relative
to the x-ray crystal structure with PDB code 3k0m. The MD simulations in (A)-(I) were
initialized using the x-ray crystal structure with PDB code 3k0m.
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Figure 4.2: (A)-(B) The probability distributions P (Δglobal) of the root-mean-square devia-
tions Δglobal in the positions of the Cα atoms of all residues in cyclophilin A [in Å] between
structures in the NMR bundle (magenta dot-dashed lines), between the x-ray crystal struc-
ture duplicates (black dot-dashed lines), between the structures in the MD simulations
(using CHARMM36m) and the closest x-ray duplicates (red solid lines), and between the
structures in the MD simulations (using CHARMM36m) and the closest models in the NMR
bundle (blue dashed lines). The MD simulations in (A) and (B) were initialized using two
different models from the NMR bundle. (C)-(D) The probability distributions P (Δcore) of
the root-mean-square deviations Δcore in the positions of the Cα atoms of the core residues
[in Å] for the same data in panels (A) and (B).
proteins that have been characterized multiple times by x-ray crystallography to a reso-
lution of < 2 Å and by NMR using > 15-20 restraints per residue [13]. The differences
(both for core residues and globally) between the structures in the x-ray crystal and NMR
ensembles are substantially larger than the fluctuations within each ensemble separately.
Both cyclophilin A and T4 lysozyme* are representative examples from the dataset of pro-
teins that have duplicate high-resolution x-ray crystal structures and high-quality NMR
structures. Here, we will discuss the results for cyclophilin A. (The results were similar for
T4 lysozyme* and so are presented in Appendix 4.8). In Fig. 4.1, we show that the average
core Cα RMSD among the x-ray crystal structure duplicates is ≈ 0.1 Å and among models
within the NMR bundle is ≈ 0.3 Å. The average global Cα RMSD among the x-ray crystal
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structure duplicates is ≈ 0.4 Å and among the models within the NMR bundle is ≈ 0.5 Å.
We compare these results to those from MD simulations starting from an x-ray duplicate
structure (with PDBID 3k0m). In Fig. 4.1 (A)-(C), we show the distributions P (Δglobal) of
the Cα RMSD for all residues in cyclophilin A among x-ray duplicates, among models in the
NMR bundle, between structures in the MD simulations and the closest x-ray duplicates,
and between structures in the MD simulations and the closest models in the NMR bundle
for the three MD forcefields. For all forcefields, P (Δglobal) is shifted to larger values for the
MD simulations compared to P (Δglobal) for the experimentally-determined x-ray duplicate
and NMR ensembles.
Similar results are found for the distribution P (Δcore) of Cα RMSD for core residues,
shown in Fig. 4.1 (D)-(F) obtained from MD simulations of cyclophilin A. For all three
forcefields, P (Δcore) is shifted to larger values for the MD simulations compared to P (Δcore)
for the experimentally-determined x-ray duplicate and NMR ensembles. In panel (D),
we find that P (Δcore) is particularly broad for the MD simulations with CHARMM36m,
extending to Δcore > 1.5 Å where there is no weight in P (Δcore) for the experimentally-
determined NMR bundle. We find similar results for P (Δglobal) and P (Δcore) for the MD
simulations when they are initialized using models from the NMR bundle in Fig. 4.2. Similar
results are found for MD simulations of cyclophilin A using the two Amber forcefields in
Appendix 4.5. Thus, for all three forcefields tested in this study, the fluctuations, Δglobal
and Δcore, observed in MD simulations for cyclophilin A are in general larger than those
observed in the experimentally-determined x-ray duplicate and NMR ensembles. These
results show that the MD simulations of cyclophilin A sample a broader set of structures
than either the x-ray duplicate or NMR ensembles.
We also investigated whether the structures sampled in the MD simulations are closer
(determined by the smallest Cα RMSD, Δcore, for core residues) to a particular structure
in the x-ray duplicate or NMR ensembles. In Fig. 4.1 (G)-(I), we identify the particular
structure (either the x-ray crystal structure with PDB code 3k0m, labelled 0, or one of 20
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Figure 4.3: Probability distribution P (φ, fcore) of the packing fraction φ of the core
and fraction of core resdiues fcore from MD simulations of cyclophilin A using the (A)
CHARMM36m, (B) Amber99SB-ILDN, and (C) Amber99SBNMR-ILDN forcefields. The
contours are shaded using the color scale from yellow with high probability to dark blue
with low probability. (The MD simulations were initialized in the x-ray crystal structure
with PDB code 3k0m.) In addition to the results for each forcefield, we include values of φ
and fcore for the x-ray crystal structure duplicates (black exes) and all models in the NMR
bundle (red open circles).
models in the NMR bundle, ordered from smallest to largest Δcore from the x-ray crystal
structure) that is closest to the protein structure in the MD simulations as a function of
time for each of the three forcefields. In general, the structures in the MD simulations are
closer to the x-ray crystal structure than the models in the NMR bundle. The structures in
the MD simulations are closer (minimum Cα RMSD) to the x-ray crystal structure ≈ 82%,
97%, and 56% of the time for CHARMM36m, Amber99SB-ILDN, and Amber99SBNMR-
ILDN, respectively. For the MD simulations with Amber99SBNMR-ILDN, 8 of the 20 NMR
model structures are sampled. One model is sampled the most, at 20% of the time.
4.3.2 Core Packing
In recent studies, we found that properties of core packing in globular proteins were dif-
ferent for protein structures obtained from x-ray crystallography and from solution NMR
spectroscopy. In particular, we found that the packing fraction of core residues from high-
resolution x-ray crystal structures was 〈φ〉 = 0.55±0.01, whereas 〈φ〉 = 0.59±0.02 for struc-
tures obtained from NMR. Thus, an important question is whether the packing properties
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of protein cores generated from MD simulations more closely resemble those in x-ray crystal
or NMR structures. In Fig. 4.3 (A)-(C), we show the probability distribution P (φ, fcore)
for obtaining core packing fraction φ and fraction of core residues fcore = Nc/N , where Nc
is the number of core residues with rSASA < 10−3, during MD simulations of cyclophilin A
with each of the three forcefields. We compare P (φ, fcore) to the φ and fcore values for each
structure in the x-ray crystal structure duplicate and NMR dataset for cyclophilin A. As ex-
pected, the mean core packing fraction for the NMR structures for cyclophilin A, 〈φ〉 ∼ 0.59,
is larger than that for the x-ray crystal structure duplicates, 〈φ〉 ∼ 0.54. Further, the mean
fraction of core resides, 〈fcore〉 ∼ 0.13, is larger for the NMR structures of cyclophilin A
compared to that for the x-ray crystal structure duplicates, 〈fcore〉 ∼ 0.07. For the MD
simulations with CHARMM36m, the protein samples φ and fcore values that are similar
to, but slightly smaller than those for the x-ray crystal structures. For CHARMM36m,
the protein never samples the NMR values of φ and fcore. For the MD simulations using
the Amber99SB-ILDN and Amber99SBNMR-ILDN forcefields, P (φ, fcore) shifts to larger
values of φ and fcore, but few of the NMR-determined values of φ and fcore are sampled.
Thus, the MD simulations of cyclophilin A for all three forcefields most frequently sample
φ and fcore values associated with the cores of x-ray crystal structures, not the cores of
NMR structures. Note that while P (φ, fcore) samples x-ray crystal structures more often,
the peak of P (φ, fcore) is not centered on the data for x-ray crystal structures.
4.3.3 Enhanced Sampling and Modifications
In the studies described above, we started the MD simulations with experimentally-determined
NMR and x-ray crystal structures as the initial conditions, ran the MD simulations for 1μs,
and showed that multiple MD forcefields sample conformations that are closer to the x-ray
crystal structures compared to NMR structures. In addition, all three forcefields failed
to sample cores that are as large and densely packed as those in the NMR bundle. In
Appendix 4.6, we describe tests of convergence of the RMSD and radius of gyration as a
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Figure 4.4: (A) Probability distributions of the core Cα RMSD Δcore (relative to the x-
ray crystal structure PDB code 3k0m) from MD simulations (at room temperature using
CHARMM36m) of cyclophilin A starting from the x-ray crystal structure with PDB code
3k0m (red solid line) and starting from the x-ray crystal structure heated to a temperature
above the unfolding temperature (blue dashed line). We also show Δcore from REMD
simulations (at room temperature) starting from the same structure prepared at elevated
temperature (black dot-dashed line). (B) The average core Cα RMSD 〈Δcore〉 (relative to
the closest NMR structure) obtained from REMD simulations of cyclophilin A at room
temperature starting from the structure prepared at elevated temperature. The REMD
structures obtained from 104 snapshots separated by 200 ns were grouped into 136 clusters
for which any two structures possess Δcore < 1Å. (C) Probability distribution P (φ, fcore)
of the packing fraction φ of the core and fraction of core residues fcore from the REMD
simulations described in (A) and (B). The contours are shaded using the color scale from
yellow with high probability to dark blue with low probability on a logarithmic scale. We
also include values of φ and fcore for the x-ray crystal structure duplicates (black crosses)
and all models in the NMR bundle (red open circles) for cyclophilin A. The three open
squares indicate the average values of φ and fcore for clusters 31, 57, and 111 from (B).
function of time during the MD simulations. We show that the 1μs MD simulations with
the Amber forcefields do not change with time beyond ∼ 100ns. However, for the MD sim-
ulations of cyclophilin A using the CHARMM36m forcefield, the Cα RMSD and radius of
gyration increase with time, and thus we stopped the MD simulations with CHARMM36m
at 1μs and instead used an enhanced sampling technique to explore the forcefield further.
To determine whether the differences in structure and fluctuations between the MD sim-
ulations and NMR experiments are, at least in part, due to under-sampling of experimental
conformations, we enhanced the sampling of the MD simulations using a replica exchange
protocol. If increased computational sampling moves the MD simulations closer to the NMR
ensemble, under-sampling is likely occurring. However, if conformations continue to diverge
from the NMR ensemble, it is likely that the forcefield possesses low-lying energy minima
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that are distinct from those in the experimental ensemble. Thus, we performed replica
exchange molecular dynamics (REMD) simulations of cyclophilin A to further explore low-
energy protein conformations that are sampled by the CHARMM36m forcefield. For the
REMD simulations, we considered a partially unfolded initial structure that was prepared
at elevated temperatures with Rg/R
0
g > 2 (where R
0
g is the radius of gyration of the x-ray
crystal structure) and core Cα RMSD Δcore ≈ 1.5Å compared to the x-ray crystal structure
and nearest NMR structure, which is much larger than core Cα RMSD values among the
x-ray crystal structure duplicates or NMR bundle. Initializing the REMD simulations with
a partially unfolded structure allows us to determine whether the REMD simulations can
find the correct folded structure of cyclophilin A when they are started in a protein struc-
ture from a region of conformation space that is distant from the experimentally-determined
structures. (See Sec. 4.2 for a detailed discussion of the REMD simulation methodology.)
We show in Fig. 4.4 (A) that MD simulations started from the partially unfolded struc-
ture remain far from the experimental x-ray crystal structure. In particular, the distribution
P (Δcore) of core Cα RMSD values (relative to the x-ray crystal structure PDB: 3k0m) for
the MD simulations starting from the partially unfolded structure is peaked at Δcore ∼ 2.2Å,
whereas it is peaked at Δcore ∼ 0.5Å when the starting structure is the x-ray crystal struc-
ture with PDB code 3k0m. In contrast, when we initialize the REMD simulations with the
partially unfolded structure, P (Δcore) is broad, sampling structures over a range of Δcore
from 0.75Å to greater than 5Å (relative to the x-ray crystal structure). Thus, REMD simula-
tions, even though they are initialized with partially unfolded structures, are able to sample,
albeit infrequently, structures that are close to (less than 1Å) the x-ray crystal structure.
Thus, the REMD protocol might be promising for protein structure prediction. However,
one must be able to identify when the REMD simulation is close to the experimental struc-
ture, without knowing the experimental structure beforehand. The distance to the x-ray
crystal structure can be estimated using protein decoy detection methods [10, 108, 109, 110],
which have their own limitations, and would limit the ability of REMD to identify exper-
CHAPTER 4. FLUCTUATIONS IN PROTEIN STRUCTUREMEASURED USINGMD SIMULATIONS
imental conformations. It is likely that the CHARMM36m forcefield possesses low-lying
energy minima that are distinct from those sampled by x-ray crystal structures.
We also investigate whether these REMD simulations started from a partially unfolded
structure sample conformations that are close to the NMR structures for cyclophilin A. In
Fig. 4.4 (B), we first divide the REMD simulation (104 frames) into 136 clusters, where
each pair of structures within each cluster has Δcore < 1Å. We then calculate the average
core Cα RMSD Δcore between the structures in each cluster and the nearest structure in
the NMR bundle. In Fig. 4.4 (B), we plot Δcore versus the cluster label, where the clusters
are ordered based on the number of REMD frames in each. Overall, most of the REMD
clusters have large Δcore compared to the closest structure in the NMR bundle. However,
three clusters (with cluster labels 31, 57, and 111) possess Δcore < 1Å relative to the closest
structure in the NMR bundle. In Fig. 4.4 (C), we plot the distribution P (fcore, φ) for
the REMD simulations starting from a partially unfolded structure and find that overall
the packing properties of the structures in the REMD simulations are different than those
found in the x-ray crystal and NMR structures. In fact, P (fcore, φ) samples regions of
large packing fraction 0.58 < φ < 0.65 and small fraction of core residues 0 < fcore <
0.025 that were not sampled in the MD simulations of cyclophilin A initialized with the
experimentally-determined structures. It is possible that the REMD simulations, which are
seeded with conformations at higher temperatures, bias the system towards higher packing
fractions as has been observed in MD simulations of jammed packings of amino acid-shaped
particles [13]. The average packing fraction of core residues φ and fraction of core residues
fcore for clusters 31, 57, and 111 are closer to the values for x-ray crystal structures than
for the NMR models. Even after exploring a broad region of conformation space, most
favorable conformations in the REMD simulations do not possess core packing features
that are similar to those in the NMR bundle.
We have demonstrated via several metrics (local and global Cα RMSD, fraction of core
residues, and packing fraction) that current MD forcefields (CHARMM36m, Amber99SB-
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〈Δcore〉 〈Δglobal〉 〈fNOE〉
NMR Bundle 0.30 0.50 1.0
No restraints (C36m) 1.00 2.50 0.49± 0.11
No restraints (A99SB-ILDN) 0.5 1.2 0.52± 0.07
No restraints (A99SBNMR-ILDN) 0.5 1.3 0.57± 0.08
Core restraints (C36m) 0.75 1.50 0.73± 0.13
Table 4.2: The first row indicates the average core 〈Δcore〉 and global Cα RMSD 〈Δglobal〉
relative to the closest NMR structure and the fraction of the NOE distance restraints fNOE
that are satisfied for structures in the NMR bundle for cylclophilin A. The second, third and
fourth rows provide 〈Δcore〉 and 〈Δglobal〉 from unrestrained MD simulations of cyclophilin
A. The fifth row provides 〈Δcore〉 and 〈Δglobal〉 for the simulation restrained with NOE
pairwise distance restraints between atoms belonging to core residues. For the restrained
and unrestrained MD simulations of cyclophilin A, we also show the average fraction of
NOE pairwise atomic separations that are satisfied for each snapshot. The error bars give
the standard deviation of fNOE from the average of 10
4 snapshots.
ILD and Amber99SBNMR-ILDN) fail to recapitulate protein structure fluctuations in NMR
bundles. One possible method for accurately simulating protein structure fluctuations would
be to add harmonic restraints between atom pairs for which we have NOE measurements and
other NMR data. For example, in the Biological Magnetic Resonance Bank (BMRB) [99],
we find that there are a total of 4101 NOE atom pairs and 127 pairs involving atoms in
core residues for which NOE measurements have been performed for cyclophilin A. (All
of the restraints between core heavy atoms, 24 pairs, are listed in Appendix 4.7.) By
adding harmonic restraints for the 127 atomic separations involving core residues (using
spring constants that are comparable to those for covalently bonded atoms), we are able
to reduce Δcore and Δglobal as shown in Table 4.2. (See Sec. 4.2 for a description of the
implementation of the harmonic restraints between atom pairs in the MD simulations.)
The NMR bundle satisfies all of its core NOE restraints, as the models were fit to this
data. The unrestrained MD simulations using the CHARMM36m forcefield only satisfy
49% of the core NOE restraints on average, as where the unrestrained simulations using
Amber99SB-ILDN and Amber99SBNMR-ILDN satisfied 52% and 57% respectively. The
MD simulations with harmonic restraints using the CHARMM36m forcefield recapitulate
≈ 73% of the core NOE restraints. Thus, other competing forces in the CHARMM36m
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Figure 4.5: The probability distributions of the (A) global Δglobal and (B) core RMSD Δcore
of Cα atoms between structures obtained from the restrained MD simulations of cyclophilin
A (using CHARMM36m) compared to the NMR bundle (orange dashed line). We also show
Δglobal and Δcore for the x-ray crystal structure duplicates (black dot-dashed line), NMR
bundle (magenta dot-shed line), and for structures from the unrestrained MD simulations
of cyclophilin A (CHARMM36m) compared to the NMR bundle (blue dotted line) and
x-ray crystal structure duplicates (red solid line). (C) Probability distribution P (φ, fcore)
of the packing fraction φ of the core and fraction of core residues fcore from restrained
MD simulations of cyclophilin A using CHARMM36m. We also show values of φ and fcore
from x-ray crystal structure duplicates (black crosses) and all models in the NMR bundle
(red open circles). The contours are shaded using the color scale from yellow with high
probability to dark blue with low probability on a logarithmic scale. (The MD simulations
were initialized in the x-ray crystal structure with PDB: 3k0m.)
forcefield prevent the remaining atomic pair separations from satisfying the NOE restraints.
There are at least two ways to improve the frequency with which the MD simulations satisfy
the NOE distance measurements: increase the spring constant for the harmonic restraints
among core NOE atom pairs or increase the number of restraints, for example, by including
harmonic restraints between non-core and core NOE atom pairs. We did not increase the
spring constant of the harmonic restraints above the values of carbon-carbon bonds because
this can lead to unphysical stretching of covalents bonds. Adding more restraints yields an
MD simulation methodology that must be tailored for each individual protein, and is not
applicable to a broad set of globular proteins. We do not believe this is a fruitful approach.
In Fig. 4.5 (A) and (B), we show that the core and global Cα RMSD distributions for
the restrained MD simulations (orange dotted lines) are shifted to lower values compared
to those for the unrestrained MD simulations for cyclophilin A. However, the RMSD dis-
tributions for the restrained simulations still yield larger RMSD values than those sampled
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Figure 4.6: The deviation Q in Eq. 4.4 of the (A) 3J-coupling and (B) RDC values measured
in NMR experiments and in MD simulations of cyclophilin A plotted versus the global Cα
RMSD Δglobal between the structures from the MD simulations and the closest structure
in the NMR bundle. Data from the NMR bundle are plotted at Δglobal = 0 and shown
as orange triangles, and the MD simulations are indicated by black squares (Amber99SB-
ILDN), magenta squares (Amber99SBNMR-ILDN), and blue circles (CHARMM36m), and
the REMD simulations are represented by red crosses.
by the structures in the NMR bundle. In addition, we find in Fig. 4.5 (C) that the packing
fractions sampled by the restrained MD simulations are shifted upward relative to values
for the unrestrained MD simulations (Fig. 4.3 (A)), but the fractions of the residues that
are identified as core remains low, fcore < 0.1, whereas 0.1 < fcore < 0.18 for structures
sampled by the NMR ensemble. While restraining core atomic separations can reduce the
fluctuations of cyclophilin A, only constraining the core atomic separations is not sufficient
for recapitulating the conformational fluctuations of cyclophilin A. The non-core region of
the protein becomes less dense than the experimental structure and exposes the core region,
which leads to low values of fcore. Future studies are needed to determine the number and
type of atomic distance restraints that are needed to maintain the core properties of the
NMR ensemble of structures for cyclophilin A.
4.3.4 NMR Observables
Above, we directly compared the atomic coordinates for the structures generated from
the MD simulations and the experimental structures in the NMR ensemble. The atomic
CHAPTER 4. FLUCTUATIONS IN PROTEIN STRUCTUREMEASURED USINGMD SIMULATIONS
coordinates in the NMR bundle are obtained through a process of successively incorporating
NMR measurements of scalar couplings, chemical shifts, residual dipolar couplings (RDC),
NOE atomic separations, and others as restraints on the set of atomic coordinates. Other
computational studies of protein folding and stability have compared their MD simulation
results to primary NMR experimental data [22, 111, 112, 26, 113]. (Note that even when
comparing MD simulations to NMR measurements, one typically uses approximate classical
methods to convert atomic coordinates into NMR measurements [105].) To compare our
MD simulations to NMR measurements, we calculated the deviation QJ of the
3J-couplings
obtained from the MD simulations of cyclophilin A relative to the values from the NMR
bundle. (See Fig. 4.6 (A) and Eq. 4.4 in Sec. 4.2.) Similar to our results above, the two
Amber forcefields show smaller QJ values for
3J-couplings than those for the CHARMM36m
forcefield. This result agrees with previous MD simulation studies of smaller proteins [26].
However, the QJ values from the MD simulations are at least a factor of 3 larger than those
from the NMR measurements.
RDC data provides longer-range spatial information than 3J-couplings and, unlike NOE
measurements, which give atomic separations, RDC data also provides information on the
relative orientations of the bond vectors. For cyclophilin A, the 3J-couplings were used to
determine the structures in the NMR bundle, whereas the RDC data was made available
after the NMR bundle was released. We used the Prediction of Alignment from Structure
(PALES) software to calculate the RDC values from the atomic coordinates of the NMR
bundle and MD simulations [105]. The RDC data agrees with the structures in the NMR
bundle (i.e. QRDC ∼ 0.48 [107, 114]), but not as closely as the 3J-couplings do (QJ ∼ 0.05),
which has previously been reported for cyclophilin A [115]. In Fig. 4.6 (B), we show that
the structures in the MD simulations possess QRDC values between 0.9 and 1.0, whereas
〈QRDC〉 ∼ 0.48 for the NMR bundle. The QRDC values from the MD simulations are
much larger than those previously reported for simulations of smaller proteins using similar
forcefields [116, 113, 26]. By applying restraints on all measured 3J-couplings and NOE
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atomic separations in cyclophilin A, restrained MD simulations using a forcefield similar
to Amber99SB-ILDN can sample conformations with QRDC ∼ 0.3 [115]. In contrast, the
unrestrained MD simulations of cyclophilin A possess large QRDC values. Fig. 4.6 (B)
further emphasizes the sensitivity of RDC values in MD simulations, since QRDC grows
rapidly with Δglobal.
4.4 Conclusions and Future Directions
We have seen in our previous studies that high-quality structures obtained from x-ray
crystallography and NMR spectroscopy possess different distributions of the Cα RMSD
for core residues (e.g. 〈Δcore〉 is larger for the NMR ensemble compared to that for x-ray
crystal structure duplicates) and different core packing fractions and core sizes [13]. Possible
explanations for these differences include the experimental conditions. For example, the
crystalline environment and typical low temperatures used in x-ray scattering studies of
proteins are different from the conditions for solution-based NMR spectroscopy carried out
at room temperature. An important goal of MD simulations is to understand the stability
of x-ray crystal structures when they are used as initial conditions in MD simulations with
explicit solvent at room temperature. For example, do MD simulations initialized with
x-ray crystal structures and run with explicit solvent at room temperature yield structures
similar to those in the NMR ensemble or do they remain close to the x-ray crystal structure?
The goal of this article was to address this question using several quantities that char-
acterize protein structure. We conducted long molecular dynamics simulations of two large
proteins starting in different experimentally-determined structures using three commonly
used forecfields. We found that the RMSD fluctuations of backbone Cα atoms in the
core and globally in the MD simulations to be both different in magnitude and character
compared to the fluctuations in experimentally-determined structures. The conformations
sampled in MD simulations are also closer to the x-ray crystal structures than the NMR
structures, even when we use structures from the NMR bundle as initial conditions. Addi-
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tionally, both the size and packing fraction of the cores generated in the MD simulations are
more similar to those in x-ray crystal structures, while also sampling many conformations
that are more solvent exposed than in x-ray structures. Overall, the MD simulations of these
two proteins create smaller and less densely packed cores than those found for structures in
the NMR ensemble. Further sampling of CHARMM36m, via REMD simulations, did not
generate conformations that are more similar to x-ray crystal or NMR structures. Finally,
we showed that by adding harmonic NOE atomic distance restraints, we can reduce the
core and global Cα RMSD relative to the experimentally-determined structures, although
further investigation is needed to identify a minimal set of atomic distance restraints that
are needed to recapitulate the core structure.
Overall, we have seen across three state-of-the-art forcefields, CHARMM36m, Amber99SB-
ILDN, and Amber99SBNMR-ILDN, that MD simulations of two large proteins starting from
NMR structures, x-ray crystal structures, and a partially unfolded structure, do not ade-
quately recapitulate numerous important properties of the NMR ensemble. In particular,
the cores sampled in the MD simulations are smaller and less densely packed than structures
in the NMR bundle. Not a single conformation sampled in the MD simulations captured
features in the space of core packing fraction and fraction of core residues sampled by the
structures in the NMR bundle. To address these packing errors in future work, our current
approach is to simplify protein forcefields to identify the dominant contributions that deter-
mine key features of protein core packing. For example, we have developed the hard-sphere
plus stereochemical constraint (HSC) model of proteins, in which we prevent overlaps be-
tween non-bonded atoms and enforce protein stereochemistry using harmonic potentials.
We will explore how isotrtopically compressing this HSC model proteins leads to correctly
packed protein structures. We have shown in previous studies that this model is sufficient
to recapitulate side chain conformations of core residues in globular proteins, as well as the
packing fraction of protein cores using disconnected amino-acid shaped particles [50].
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Figure 4.7: Probability distributions of the core Cα RMSD P (Δcore) from MD simulations
of cyclophilin A using the (A) Amber99SBNMR-ILDN forcefield and (B) Amber99SB-ILDN
forcefields starting from the x-ray crystal structure PDB: 3k0m. P (Δcore) from MD simu-
lations of cyclophilin A using the (C) Amber99SBNMR-ILDN and (D) Amber99SB-ILDN
forcefields starting from one of the structures in the NMR bundle (PDB code: 1oca). In
all panels, the core Cα RMSD is calculated relative to the NMR structure that gives the
minimum Δcore (blue dashed lines) or relative to the x-ray crystal structure PDB: 3k0m
(red solid lines). (See Fig. 4.2 (C)-(D) for similar results using the CHARMM36m forcefield.
4.5 MD simulations of cyclophilin A with different initial
conditions
In this Appendix, we show that the core RMSD from MD simulations of cyclophilin A
initiated from multiple structures in the NMR bundle are smaller when calculated relative
to the x-ray crystal structure PDB: 3k0m compared to when calculated relative to the
NMR bundle. In Fig. 4.2 (C)-(D), we showed this result for the CHARMM36m forcefield.
In Fig. 4.7, we show similar results for the Amber99SB-ILDN and Amber99SBNMR-ILDN
forcefields.
4.6 Testing convergence of MD simulations
To assess the convergence of the MD simulations, we calculated the average core and global
Cα RMSD, 〈Δcore〉 and 〈Δglobal〉, as well as the average radius of gyration 〈Rg〉, for cy-
clophilin A as a function of time. For the two Amber forcefields, both 〈Δcore〉 and 〈Δglobal〉
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Figure 4.8: The core and global Cα RMSD, Δcore (solid lines) and Δglobal (dotted lines)
as a function of time t from MD simulations of cyclophilin A averaged over frames from 0
to t for the (A) CHARMM36m, (B) Amber99SB-ILDN, and (C) Amber99SBNMR-ILDN
forcefields. The RMSD of the protein conformations are calculated relative to NMR bundle
(red lines) and x-ray crystal structure (black lines). Similar data is also shown for the
average radius of gyration Rg as a function of time for (D) CHARMM36m, (E) Amber99SB-
ILDN, and (F) Amber99SBNMR-ILDN.
plateau after ∼ 100ns as shown in Fig. 4.8 (B) and (C). In contrast, for the CHARMM36m
forcefield, the core RMSD plateaus, but 〈Δglobal〉 continues to increase beyond 1000ns. (See
Fig. 4.8 (A).) We find the same results for 〈Rg〉 versus time in Fig. 4.8 (D)-(F), indicating
that longer-time MD simulations of cyclophilin A using CHARMM36m will lead to partial
unfolding, whereas the MD simulations using the two Amber forcefields are stationary in
time. As a result, we do not carry out MD simulations of cyclophilin A longer than 1μs,
and instead use REMD simulations to explore additional conformations for cyclophilin A.
4.7 Restrained simulations
To carry out the restrained MD simulations, we obtained information about the NOE
restraints from the BRMD website, https://bmrb.io. In the restrained MD simulations, we
applied harmonic constraints between 127 pairs of core atoms. In this Appendix, we list 23
of the atom pairs, i.e. those that involve core heavy atoms, in Table 4.3.
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ResID Res Type Atom Res ID Res Type Atom
6 VAL CG1 22 PHE CD1
6 VAL CG1 22 PHE CD2
6 VAL CG2 22 PHE CD1
6 VAL CG2 22 PHE CE1
6 VAL CG2 24 LEU CD2
6 VAL CG2 98 LEU CD1
22 PHE CD1 98 LEU CD1
22 PHE CD1 98 LEU CD2
22 PHE CE1 98 LEU CD2
22 PHE CE1 98 LEU CE1
22 PHE CE1 98 LEU CD2
24 LEU CD1 129 PHE CE1
24 LEU CD2 98 LEU CD1
24 LEU CD2 98 LEU CD2
24 LEU CD2 130 GLY CA
56 ILE CG1 62 CYS CB
62 CYS CB 139 VAL CG1
98 LEU CD1 112 PHE CB
98 LEU CD1 112 PHE CD1
98 LEU CD1 129 PHE CE1
98 LEU CD1 130 GLY CA
98 LEU CD2 112 PHE CB
98 LEU CD2 112 PHE CD1
98 LEU CD2 129 PHE CE1
Table 4.3: The 24 atomic pairs in cyclophilin A for which both atoms are in core residues
and NOE restraints have been measured. The atom types are reported in PDB format: Cα
(CA), Cβ (CB), Cγ (CG), Cδ (CD), and Cε (CE).
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4.8 T4 Lysozyme* Simulations
The quality of protein MD simulations can vary based on the protein studied. Therefore,
we also performed (≥ 1μs) MD simulations of T4 lysozyme* using the three forcefields
and both the x-ray crystal and NMR structures as initial conditions. The results pre-
sented in Fig. 4.9 for MD simulations of T4 lysozyme* are qualitatively similar to those
presented in Figs. 4.1-4.3 for cyclophilin A. In particular, the core and global Cα RMSD
between the structures in the MD simulations and the experimentally-determined x-ray
crystal and NMR structures are much larger than the respective RMSD measures for the
x-ray duplicate and NMR ensembles separately. For example, as shown in Fig. 4.9 (A),
〈Δglobal〉 ∼ 2.7Å between structures in the MD simulations and the closest x-ray dupli-
cates. In contrast, 〈Δglobal〉 = 0.4Å for x-ray duplicate structures. Moreover, as shown
in Fig. 4.9 (B), 〈Δcore〉 ∼ 0.8Å between structures in the MD simulations and the closest
x-ray duplicates, whereas 〈Δglobal〉 = 0.2Å for x-ray duplicate structures for T4 lysozyme*.
In Fig. 4.9 (C), we show the probability distribution P (φ, fcore) from the MD simulations
of T4 lysozyme*. Although the φ and fcore values for the x-ray crystal and NMR struc-
tures are closer together for T4 lysozyme* than for cyclophilin A, we still find that the MD
simulations frequently sample smaller values of φ and fcore than those found for the NMR
structures.
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Figure 4.9: (A) Probability distribution P (Δglobal) for the Cα RMSD for all residues in
T4 lysozyme* between the structures generated from MD simulations using CHARMM36m
and the closest x-ray duplicates (red solid line) and the closest models in the NMR bundle
(blue dashed line). We also show the mean and standard deviation for Δglobal for the x-
ray duplicate dataset (black dashed-dotted line indicates the mean and gray shaded region
indicates the standard deviation) and NMR bundle (magenta dashed-dotted line indicates
the mean and magenta shaded region indicates the standard deviation). In (B), we show
results for P (Δcore) for the same data in (A). We also show the mean and standard deviation
for Δcore for the x-ray duplicate dataset (black dashed-dotted line indicates the mean and
gray shaded region indicates the standard deviation) and NMR bundle (magenta dashed-
dotted line indicates the mean and magenta shaded region indicates the standard deviation).
(C) Probability distribution P (φ, fcore) of the packing fraction φ of the core and fraction
of core residues fcore from MD simulations of T4 lysozyme* using CHARMM36m. The
contours are shaded using the color scale from yellow with high probability to dark blue
with low probability on a logarithmic scale. We also include values of φ and fcore for the
x-ray duplicates (black crosses) and all models in the NMR bundle (red open circles). (The




In this dissertation, I first studied the void structures of protein cores. By performing
connected void and local void analyses, I found that the amino acid random close packing
system not only has the same packing fraction as protein cores, but also has the same interior
void structure. In the second study, by including NMR structures in the analyses, we found
that high-quality structures obtained from X-ray crystallography and NMR spectroscopy
possess different distributions of the Cα RMSD for core residues and different core packing
fractions and core sizes. A possible explanation for these differences could be differing
experimental conditions. The crystalline environment and typical low temperature used
in X-ray scattering experiment are different from the conditions for solution-based NMR
spectroscopy which is carried out at room temperature. In the third part of the dissertation,
I evaluate the performances of three commonly used MD force fields. All of them show larger
fluctuations compared to the NMR bundle. Although the force fields are calibrated with
NMR structures, according to the simulations we carried out with cyclophilinA and T4
lysozyme, the trajectories show more similarities to X-ray structures than NMR structures.
This study shows that MD simulations provide qualitative behaviors of proteins. For
example, starting from a primary sequence, the force fields are able to fold the protein into a
tertiary structure that is around 3−5 Å RMSD away from the experimental structure, but
the force fields are not able to refine the structures to less than 1 Å RMSD. Consequently,
when we utilize MD simulations to theoretically understand experimental phenomena, the
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changes/behaviors in the trajectories calculated by the current MD force fields that are less
than ∼ 3 Å are less trustworthy than the ones that are larger than ∼ 5 Å.
One might recommend utilizing quantum mechanical (QM) methods which incorpo-
rate nuclear and electronic interactions between particles to solve for detailed structure
refinements. The selection of using QM methods or classical MD methods depends on the
problems that we are trying to solve. Quantum effects are more pronounced on the dynam-
ics of electrons than on the dynamics of nuclei, thus QM methods more accurately describe
the behaviors of the electrons in atoms and can model chemistry, for example, the forming
and breaking of chemical bonds. However, when studying the conformations and dynam-
ics of protein cores, most core residues are hydrophobic and uncharged. The interactions
between nuclei are more important in this problem. For this reason, when studying the
protein cores, a classical MD model that describes motions of the nuclei and emphasizes
the stereochemistry of hydrophobic residues can be a better selection than QM methods.
5.0.1 Mutation studies
In the past, we have constructed a dataset with 35 wildtype and mutant pairs solved by
X-ray crystallograph, where the mutation is in the core of the protein. We mutated the
wildtype structure by replacing the original residue by the mutant residue, and utilized
collective repacking to predict the side chain dihedral angles of the mutant. We found
that without moving the backbone, we were only able to predict ∼ 50% of the side chain
dihedral angles (χmutant − 30◦ ≤ χpredicted ≤ χmutant + 30◦). However, when we perform
collective repacking with wildtype structures, we were able to successfully predict ∼ 90%
of the core residues. This result showed that the mutant structure has significant amount
of backbone movement such that by simply repacking the side chains cannot reproduce the
correct conformation.
In the future, I propose to combine backbone movements and the amino acid repacking
technique to predict single mutations to the core. For example, when there is a small-to-
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large mutation to the core, the backbone needs to be moved slightly such that the residues
do not overlap with other core residues. In the meantime, all the core residues interacting
with the mutated residue need to rotate their side chain dihedral angles simultaneously to
maintain good packing properties in the core. We can also construct a new dataset that
includes wildtype/mutant pairs solved by both X-ray crystallography and solution NMR.
By including the pairs solved by solution NMR, we will have a better understanding of the
structural difference that is caused by point mutation instead of structural fluctuations.
5.0.2 New NMR/X-ray pair dataset
Whether the differences that we observed between X-ray and NMR structures are caused by
difference in thermalization level or different techniques being used to refine the structures
can be further investigated. To better understand the thermal effect on protein structures,
we may construct datasets that contain solid-state NMR structures as well as X-ray struc-
tures that are solved at room temperature. We will then characterize the core properties of
these new datasets. In this case, we are able to compare the structures that are solved at
different temperatures, but are solved by the same experimental methodology. This compar-
ison will eliminate any structural discrepancies caused by different experimental protocols
of NMR and X-ray experiments. If we observe higher packing fraction in room-temperature
X-ray and solution NMR structures and lower packing fraction in cryo temperature and
solid-state NMR structures, we will be more certain that this difference is temperature
dependent.
5.0.3 Force field modifications
In the MD study, we found that all force fields fail to sample structures that are similar
to NMR structures even though they are calibrated with NMR measurements. However,
the force fields are only calibrated with less than 10 proteins in total. The differences
between proteins are so large that the performance of the force fields are not consistent
for each individual protein. For example, the charges on the protein models prepared for
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MD simulations are automatically generated by searching a built-in library. However, the
charge of each residue also depends on its surrounding environment. Thus customizing the
parameters according to each protein would be a potential way to improve the force fields.
We also propose to emphasize the hydrophobic core interactions by increasing the van der
Waals attraction between atoms on hydrophobic residues and changing the atomic sizes to
those obtained by the repacking study. In the future, we would like to use these modified
force fields to study more complicated systems, including protein-protein interfaces and
ligand binding systems.
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tion conformation of unligated human cyclophilin A. Journal of Molecular Biology,
272(1):64–81, 1997.
[95] Yuji Sugita and Yuko Okamoto. Replica-exchange molecular dynamics method for
protein folding. Chemical Physics Letters, 314(1):141–151, 1999.
[96] Tsuneyasu Okabe, Masaaki Kawata, Yuko Okamoto, and Masuhiro Mikami. Replica-
exchange Monte Carlo method for the isobaric–isothermal ensemble. Chemical Physics
Letters, 335(5):435–439, 2001.
[97] Edyta Malolepsza, Maxim Secor, and Tom Keyes. Isobaric molecular dynamics version
of the generalized replica exchange method (gREM): Liquid–vapor equilibrium. The
Journal of Physical Chemistry B, 119(42):13379–13384, 10 2015.
[98] Masataka Yamauchi and Hisashi Okumura. Development of isothermal-isobaric
replica-permutation method for molecular dynamics and Monte Carlo simulations and
its application to reveal temperature and pressure dependence of folded, misfolded,
and unfolded states of chignolin. The Journal of Chemical Physics, 147(18):184107,
2017.
[99] Eldon L. Ulrich, Hideo Akutsu, Jurgen F. Doreleijers, Yoko Harano, Yannis E. Ioan-
nidis, Jundong Lin, Miron Livny, Steve Mading, Dimitri Maziuk, Zachary Miller, Ei-
ichi Nakatani, Christopher F. Schulte, David E. Tolmie, R. Kent Wenger, Hongyang
Yao, and John L. Markley. BioMagResBank. Nucleic Acids Research, 36(suppl1) :
D402−−D408, 112007.
[100] Guillaume Bouvignies, Pramodh Vallurupalli, D. Flemming Hansen, Bruno E. Correia,
Oliver Lange, Alaji Bah, Robert M. Vernon, Frederick W. Dahlquist, David Baker, and
Lewis E. Kay. Solution structure of a minor and transiently formed state of a T4 lysozyme
mutant. Nature, 477(7362):111–114, 2011.
BIBLIOGRAPHY 104
[101] J. Michael Word, Simon C. Lovell, Jane S. Richardson, and David C. Richardson. As-
paragine and glutamine: Using hydrogen atom contacts in the choice of side-chain amide
orientation. Journal of Molecular Biology, 285(4):1735–1747, 1999.
[102] Alice Qinhua Zhou, Corey S. O’Hern, and Lynne Regan. The power of hard-sphere models:
Explaining side-chain dihedral angle distributions of Thr and Val. Biophysical Journal,
102(10):2345–2352, 2012.
[103] Thomas Hamelryck and Bernard Manderick. PDB file parser and structure class imple-
mented in Python. Bioinformatics, 19(17):2308–2310, 11 2003.
[104] Peter J. A. Cock, Tiago Antao, Jeffrey T. Chang, Brad A. Chapman, Cymon J. Cox, Andrew
Dalke, Iddo Friedberg, Thomas Hamelryck, Frank Kauff, Bartek Wilczynski, and Michiel
J. L. de Hoon. Biopython: Freely available Python tools for computational molecular
biology and bioinformatics. Bioinformatics, 25(11):1422–1423, 03 2009.
[105] Markus Zweckstetter. NMR: prediction of molecular alignment from structure using the
pales software. Nature Protocols, 3(4):679–690, 2008.
[106] Jin-Shan Hu and Ad Bax. Determination of φ and χ1 angles in proteins from
13C−13C
three-bond J couplings measured by three-dimensional heteronuclear NMR. How planar is
the peptide bond? Journal of the American Chemical Society, 119(27):6360–6368, 07 1997.
[107] Gabriel Cornilescu, John L. Marquardt, Marcel Ottiger, and Ad Bax. Validation of protein
structure from anisotropic carbonyl chemical shifts in a dilute liquid crystalline phase.
Journal of the American Chemical Society, 120(27):6836–6837, 06 1998.
[108] Karolis Uziela, Nanjiang Shu, Björn Wallner, and Arne Elofsson. ProQ3: Improved model
quality assessments using rosetta energy terms. Scientific Reports, 6:33509, 10 2016.
[109] Rin Sato and Takashi Ishida. Protein model accuracy estimation based on local structure
quality assessment using 3d convolutional neural network. PLOS ONE, 14(9):1–15, 09 2019.
BIBLIOGRAPHY 105
[110] Mikhail Karasikov, Guillaume Pagès, and Sergei Grudinin. Smooth orientation-dependent
scoring function for coarse-grained protein quality assessment. Bioinformatics, 35(16):2801–
2808, 12 2018.
[111] Robert B. Best, Nicolae-Viorel Buchete, and Gerhard Hummer. Are current molecular
dynamics force fields too helical? Biophysical Journal, 95(1):L07 – L09, 2008.
[112] Kyle A. Beauchamp, Yu-Shan Lin, Rhiju Das, and Vijay S. Pande. Are protein force fields
getting better? a systematic benchmark on 524 diverse nmr measurements. Journal of
Chemical Theory and Computation, 8(4):1409–1414, 04 2012.
[113] Kresten Lindorff-Larsen, Paul Maragakis, Stefano Piana, Michael P. Eastwood, Ron O.
Dror, and David E. Shaw. Systematic validation of protein force fields against experimental
data. PLoS ONE, 7(2):1–6, 02 2012.
[114] Marcel Ottiger and Ad Bax. Bicelle-based liquid crystals for NMR-measurement of dipolar
couplings at acidic and basic pH values. Journal of Biomolecular NMR, 13(2):187–191,
1999.
[115] Carlo Camilloni, Aleksandr B. Sahakyan, Michael J. Holliday, Nancy G. Isern, Fengli Zhang,
Elan Z. Eisenmesser, and Michele Vendruscolo. Cyclophilin A catalyzes proline isomeriza-
tion by an electrostatic handle mechanism. Proceedings of the National Academy of Sciences,
111(28):10203–10208, 2014.
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