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Abstract
In this paper we survey recent developments over the last 25 years on the mixed fractional
moduli of smoothness of periodic functions from Lp, 1 < p <∞. In particular, the paper includes
monotonicity properties, equivalence and realization results, sharp Jackson, Marchaud, and
Ul’yanov inequalities, interrelations between the moduli of smoothness, the Fourier coefficients,
and “angular” approximation. The sharpness of the results presented is discussed.
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1 Introduction
To open the discussion on mixed moduli of smoothness, we start with function spaces of dominating
mixed smoothness. The Sobolev spaces of dominating mixed smoothness were first introduced (on
R
2) by Nikol’skii [49, 50]. He defined the space
Sr1,r2p W (R
2) =
{
f ∈ Lp(R
2) : ‖f‖Sr1,r2p W (R2) = ‖f‖Lp(R2)
+
∥∥∥ ∂r1f
∂xr11
∥∥∥
Lp(R2)
+
∥∥∥∂r2f
∂xr22
∥∥∥
Lp(R2)
+
∥∥∥ ∂r1+r2f
∂xr11 ∂x
r2
2
∥∥∥
Lp(R2)
}
,
where 1 < p <∞, r1, r2 = 0, 1, 2. Here, the mixed derivative
∂r1+r2f
∂x
r1
1 ∂x
r2
2
plays a dominant role and it
gave the name to these scales of function spaces.
Later, the fractional Sobolev spaces with dominating mixed smoothness (see [43] by Lizorkin
and Nikol’skii), the Ho¨lder-Zygmund-type spaces (see Nikol’skii [49, 50] and Bakhvalov [4]), and
the Besov spaces of dominating mixed smoothness were introduced (see Amanov [1]). We would
also like to mention the paper [3] by Babenko which considered Sobolev spaces with dominating
mixed smoothness in the context of multivariate approximation. It transpires that spaces with
dominating mixed smoothness have several unique properties which can be used in different settings,
for example, in multivariate approximation theory of periodic functions (see [69, 1.3] and [81]) or
in high-dimensional approximation and computational mathematics (see, e.g., [76]).
To define Ho¨lder-Besov spaces (Nikol’skii-Besov) of dominating mixed smoothness, the notion
of the mixed modulus of smoothness is used, i.e.,
ωk(f, t)p = ωk1,...,kd(f, t1, . . . , td)p = sup
|hi|≤ti,i=1,...,d
‖∆khf‖p,
where the k-mixed difference is given by
∆kh = ∆
k1
h1
◦ · · · ◦∆kdhd,
k = (k1, . . . , kd), h = (h1, . . . , hd),
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and ∆kihi is the difference of order ki with step hi with respect to xi; for example,
∆1hif(x1, . . . , xd) = f(x1, . . . , xi + hi, . . . , xd)− f(x1, . . . , xi, . . . , xd),
∆kihif(x1, . . . , xd) =
ki∑
j=0
(−1)j
(
ki
j
)
f(x1, . . . , xi + (ki − j)hi, . . . , xd), ki ∈ N.
In their turn, moduli of smoothness of an integer order can be naturally extended to fractional
order moduli. The one-dimensional fractional modulus of smoothness was introduced in the 1970’s
(see [11, 78, 92] and the monograph [67]). Moreover, moduli of smoothness of positive orders play
an important role in Fourier analysis, approximation theory, theory of embedding theorems and
some other problems (see, e.g., [67, 75, 82, 84, 85, 91, 92]). Note that one of the key results in this
area of research — an equivalence between the modulus of smoothness and the K-functional —
was proved for the one-dimensional fractional modulus in [11] and for the multivariate (non-mixed)
fractional modulus in [101, 102]; see also [16, 37, 72]. Clearly, mixed moduli of smoothness are
closely related to mixed directional derivatives. Inequalities between the mixed and directional
derivatives are given in, e.g., [12].
In general, the modulus of smoothness is an important concept in modern analysis and there are
many sources providing information on the one dimensional and multivariate (non-mixed) moduli
from different perspectives. Concerning mixed moduli of smoothness, two old monographs [1] and
[86] can be mentioned where several basic properties are listed. Also, there is vast literature on the
theory of function spaces with dominating mixed smoothness (see Section 1.2 below). The main
goal of this paper is to collect the main properties of the mixed moduli of smoothness of periodic
functions from Lp(T
d), 1 < p < ∞, from the point of view of approximation theory and Fourier
analysis.
This paper attempts to give a self-contained development of the theory. Since many of the
sources where the reader can find these results are difficult to obtain and many of the results
are stated without proofs, we will provide complete proofs of all the main results in this survey.
Moreover, there are several results in Sections 4-11 that are new, to the best of our knowledge.
For the sake of clarity, in this survey we deal with periodic functions on T2. We limit ourselves
to this case to help the reader follow the discussion and to put the notation and results in a more
compact form. All the results of this survey can be extended to the case of Td, d > 2.
Let us also mention that since any Lp-function f on T
2 can be written as
f(x, y) = F (x, y) + φ(x) + ψ(y) + c,
where F ∈ L0p(T
2), i.e.,
∫
T
F dx =
∫
T
F dy = 0 and since ωα1,α2(f ; δ1, δ2)p = ωα1,α2(F ; δ1, δ2)p, it
suffices to deal with functions from L0p(T
2).
1.1 How this survey is organized
After auxiliary results and notation given in Sections 2 and 3, in Section 4 we collect the main
properties of the mixed moduli, mainly, various monotonicity properties and direct and inverse
type approximation theorems. In Section 5 we prove a constructive characterization of the mixed
moduli of smoothness which is a realization result (see, e.g., [24]). This result provides us with
a useful tool to obtain the results of the later sections. In particular, this allows us to show
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the equivalence between the mixed modulus of smoothness and the corresponding K-functional in
Section 6.
In Section 7 two-sided estimates of the mixed moduli of smoothness in terms of the Fourier
coefficients are given. In Section 8 we deal with sharp inequalities between the mixed moduli of
smoothness of functions and their derivatives, i.e., ωk(f, t)p and ωl(f
r, t)p. Section 9 gives sharp
order two-sided estimates of the mixed moduli of smoothness of Lp functions in terms of their
“angular” approximations.
In Section 10 we study sharp relationships between ωk(f, t)p and ωl(f, t)p. One part of this
relation is usually called the sharp Marchaud inequality (see, e.g., [15, 22, 23]), another is equivalent
to the sharp Jackson inequality ([14, 15]). It is well known that these results are closely connected
to the results of Section 8 because of Jackson and Bernstein-Stechkin type inequalities. Finally, in
Section 11, we discuss sharp Ul’yanov’s inequality, i.e., sharp relationships between ωk(f, t)p and
ωl(f, t)q for p < q (see [75]).
In Sections 7-10, we deal with two-sided estimates for the mixed moduli of smoothness. In order
to show sharpness of these estimates we will introduce special function classes so that for functions
from these classes the two-sided estimates become equivalences.
1.2 What is not included in this survey
In this paper, we restrict ourselves to questions which were not covered by previous expository
papers and which were actively developed over the last 25 years. For example, we do not discuss
questions which are quite naturally linked to the mixed moduli of smoothness such as
· Different types of convergence of multiple Fourier series (see Chapter I in the surveys [29, 104]
and the papers [17, 28]);
· Absolute convergence of multiple Fourier series (see Chapter X in the surveys [29, 104] and
the papers [48, 47]);
· Summability theory of multiple Fourier series (see the paper [103] and the monograph [105]);
· Interrelations between the total, partial and mixed moduli of smoothness; derivatives (see
[10, 21, 39, 58, 88]);
· Fourier coefficients of functions from certain smooth spaces (see, e.g., [2, 7, 29]);
· Conjugate multiple Fourier series (see, e.g., the book [106] and Chapter VIII in the survey
[29]);
· Representation and approximation of multivariate functions (see, e.g., [5, 17, 18, 20, 64, 77]
and Chapter 11 of the recent book [95]); in particular, for Whitney type results see [27];
· Approximate characteristics of functions, entropy, and widths (see [35, 63, 38, 79, 80, 100]).
Also, we do not deal with the questions of
· The theory of function spaces with dominating mixed smoothness,
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in particular, with characterization, representation, embeddings theorems, characterization of ap-
proximation spaces, m-term approximation, which are fast growing topics nowadays. Let us only
mention a few basic older papers [42, 43, 44], the monograph [9] by Besov, Il’in and Nikol’skii, the
monograph by Schmeisser and Triebel [71], the recent book by Triebel [93], and the 2006’s survey
[69] on this topic. The reader might also be interested in the recent work of researchers from the
Jena school [34, 40, 68, 70, 94, 98, 99]; see also [32, 36]. The coincidence of the Fourier-analytic
definition of the spaces of dominating mixed smoothness and the definition in terms of differences
is given in the paper [96].
2 Definitions and notation
Let Lp = Lp(T
2), 1 < p < ∞, be the space of measurable functions f of two variables that are
2pi-periodic in each variable and such that
‖f‖Lp(T2) =

 2pi∫
0
2pi∫
0
|f(x, y)|p dxdy


1/p
<∞.
Let also L0p(T
2) be the collection of f ∈ Lp(T
2) such that
2pi∫
0
f(x, y) dy = 0 for a.e. x
and
2pi∫
0
f(x, y) dx = 0 for a.e. y.
If F (f, δ1, δ2) > 0 and G(f, δ1, δ2) > 0 for all δ1, δ2 > 0, then writing F (f, δ1, δ2) . G(f, δ1, δ2)
means that there exists a constant C, independent of f, δ1, δ2 such that F (f, δ1, δ2) ≤ CG(f, δ1, δ2).
Note that C may depend on unessential parameters (clear from context), and may change form
line to line. If F (f, δ1, δ2) . G(f, δ1, δ2) and G(f, δ1, δ2) . F (f, δ1, δ2) simultaneously, then we will
write F (f, δ1, δ2) ≍ G(f, δ1, δ2).
2.1 The best angular approximation
By sm1,∞(f), s∞,m2(f), and sm1,m2(f) we denote the partial sums of the Fourier series of a function
f ∈ Lp(T2), i.e.,
sm1,∞(f) =
1
pi
2pi∫
0
f(x+ t1, y)Dm1(t1) dt1,
s∞,m2(f) =
1
pi
2pi∫
0
f(x, y + t2)Dm2(t2) dt2,
M. Potapov, B. Simonov, and S. Tikhonov 6
sm1,m2(f) =
1
pi2
2pi∫
0
2pi∫
0
f(x+ t1, y + t2)Dm1(t1)Dm2(t2) dt1 dt2,
where Dm is the Dirichlet kernel, i.e.,
Dm(t) =
sin (m+ 12)t
2 sin t2
, m = 0, 1, 2, . . .
As a means of approximating a function f ∈ Lp(T2), we will use the so called best (two-
dimensional) angular approximation Ym1,m2(f)Lp(T2) which is also sometimes called “approximation
by an angle” ([53]). By definition,
Ym1,m2(f)Lp(T2) = infTm1,∞,T∞,m2
‖f − Tm1,∞ − T∞,m2‖Lp(T2),
where the function Tm1,∞ ∈ Lp(T
2) is a trigonometric polynomial of degree at most m1 in x, and
the function T∞,m2 ∈ Lp(T
2) is a trigonometric polynomial of degree at most m2 in y.
2.2 The mixed moduli of smoothness
For a function f ∈ Lp(T
2), the difference of order α1 > 0 with respect to the variable x and the
difference of order α2 > 0 with respect to the variable y are defined as follows:
∆α1h1 (f) =
∞∑
ν1=0
(−1)ν1
(
α1
ν1
)
f(x+ (α1 − ν1)h1, y)
and, respectively,
∆α2h2 (f) =
∞∑
ν2=0
(−1)ν2
(
α2
ν2
)
f(x, y + (α2 − ν2)h2),
where (αν ) = 1 for ν = 0, (
α
ν ) = α for ν = 1, (
α
ν ) =
α(α−1)...(α−ν+1)
ν! for ν ≥ 2.
Denote by ωα1,α2(f, δ1, δ2)Lp(T2) the mixed modulus of smoothness of a function f ∈ Lp(T
2) of
orders α1 > 0 and α2 > 0 with respect to the variables x and y, respectively, i.e.,
ωα1,α2(f, δ1, δ2)Lp(T2) = sup
|hi|≤δi,i=1,2
‖∆α1h1 (∆
α2
h2
(f))‖Lp(T2).
We remark that ‖∆α1h1 (∆
α2
h2
(f))‖Lp(T2) ≤ C(α1, α2)‖f‖Lp(T2), where C(α1, α2) ≤ 2
⌊α1⌋+⌊α2⌋+2.
2.3 K-functional
First, let us recall the definition of the fractional integral and fractional derivative in the sense of
Weyl of a function f defined on T. If the Fourier series of a function f ∈ L1(T) is given by∑
n∈Z
cne
inx, c0 = 0,
then the fractional integral or order ρ > 0 of f is defined by (see, e.g., [107, Ch. XII])
Iαf(x) :=
(
f ∗ ψρ
)
(x) =
1
2pi
∫ 2pi
0
f(t)ψρ(x− t) dt,
Mixed Moduli of Smoothness in Lp, 1 < p <∞: A Survey 7
where
ψα(x) =
∑
n∈Z
n6=0
einx
(in)ρ
.
To define the fractional derivative or order ρ > 0 of f , we put n := ⌊ρ⌋+ 1 and
f (ρ)(x) :=
dn
dxn
In−ρf(x).
By f (ρ1,ρ2) we will denote the Weyl derivative of order ρ1 ≥ 0 with respect to x and of order
ρ2 ≥ 0 with respect to y of the function f ∈ L
0
1(T
2).
Denote byW
(α1,0)
p the Weyl class, i.e., the set of functions f ∈ L0p(T
2) such that f (α1,0) ∈ L0p(T
2).
Similarly, W
(0,α2)
p is the set of functions f ∈ L0p(T
2) such that f (0,α2) ∈ L0p(T
2). Moreover, W
(α1,α2)
p
is the set of functions f ∈ L0p(T
2) such that f (α1,α2) ∈ L0p(T
2).
The mixed K-functional of a function f ∈ L0p(T
2) is given by
K(f, t1, t2, α1, α2, p) = inf
g1∈W
(α1,0)
p ,g2∈W
(0,α2)
p ,g∈W
(α1,α2)
p
[
‖f − g1 − g2 − g‖Lp(T2)
+ tα11 ‖g
(α1 ,0)
1 ‖Lp(T2) + t
α2
2 ‖g
(0,α2)
2 ‖Lp(T2) + t
α1
1 t
α2
2 ‖g
(α1 ,α2)‖Lp(T2)
]
.
2.4 Special classes of functions
We define the function class Mp, 1 < p < ∞, as the set of functions f ∈ L
0
p(T
2) such that the
Fourier series of f is given by
∞∑
ν1=1
∞∑
ν2=1
aν1,ν2 cos ν1x cos ν2y, where
aν1,ν2 − aν1+1,ν2 − aν1,ν2+1 + aν1+1,ν2+1 ≥ 0 (2.1)
for any integers ν1 and ν2. Note that (2.1) implies
an,m1 ≥ an,m2 m1 ≤ m2 and an1,m ≥ an2,m n1 ≤ n2. (2.2)
We also define the function class Λp, 1 < p < ∞, as the set of functions f ∈ L
0
p(T
2) such that
the Fourier series of f is given by
∞∑
µ1=0
∞∑
µ2=0
λµ1,µ2 cos 2
µ1x cos 2µ2y, where λµ1,µ2 ∈ R.
3 Auxiliary results
3.1 Jensen and Hardy inequalities
Lemma 3.1 [51, Ch. 1] Let ak ≥ 0, 0 < α ≤ β <∞. Then(
∞∑
k=1
aβk
)1/β
≤
(
∞∑
k=1
aαk
)1/α
.
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Lemma 3.2 [41] Let ak ≥ 0, bk ≥ 0.
(A). Suppose
n∑
k=1
ak = anγn. If 1 ≤ p <∞, then
∞∑
k=1
ak
( ∞∑
n=k
bn
)p
.
∞∑
k=1
ak(bkγk)
p.
If 0 < p ≤ 1, then
∞∑
k=1
ak
( ∞∑
n=k
bn
)p
&
∞∑
k=1
ak(bkγk)
p.
(B). Suppose
∞∑
k=n
ak = anβn. If 1 ≤ p <∞, then
∞∑
k=1
ak
( k∑
n=1
bn
)p
.
∞∑
k=1
ak(bkβk)
p.
If 0 < p ≤ 1, then
∞∑
k=1
ak
( k∑
n=1
bn
)p
&
∞∑
k=1
ak(bkβk)
p.
3.2 Results on angular approximation
Lemma 3.3 [53] Let f ∈ L0p(T
2), 1 < p <∞, ni = 0, 1, 2, . . . , i = 1, 2. Then
‖f − sn1,∞(f)− s∞,n2(f) + sn1,n2(f)‖Lp(T2) . Yn1,n2(f)Lp(T2).
Lemma 3.4 [54] Let f ∈ L0p(T
2), 1 < p < q <∞, θ = 1p −
1
q , Ni = 0, 1, 2, . . . , i = 1, 2. Then
Y2N1−1,2N2−1(f)Lq(T2) .


∞∑
ν1=N1
∞∑
ν2=N2
2(ν1+ν2)θqY q2ν1−1,2ν2−1(f)Lp(T2)


1
q
.
Note that similar results for functions on Rd can be found in [90].
3.3 Fourier coefficients of Lp(T
2)-functions, Multipliers, and Littlewood-Paley
theorem
Lemma 3.5 (The Marcinkiewicz multiplier theorem, [51, Ch. 1]) Let the Fourier series of a function
f ∈ L0p(T
2), 1 < p <∞, be
∞∑
n1=1
∞∑
n2=1
(
an1,n2 cosn1x cosn2y + bn1,n2 sinn1x cosn2y
+ cn1,n2 cosn1x sinn2y + dn1,n2 sinn1x sinn2y
)
=:
∞∑
n1=1
∞∑
n2=1
An1,n2(x, y). (3.1)
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Let the number sequence (ϑn1,n2)
∞
n1,n2=1 satisfy
|ϑn1,n2 | ≤M,
2n1∑
m1=2n1−1+1
|ϑm1,n2 − ϑm1+1,n2 | ≤M,
2n2∑
m2=2n2−1+1
|ϑn1,m2 − ϑn1,m2+1| ≤M
and
2n1∑
m1=2n1−1+1
2n2∑
m2=2n2−1+1
|ϑm1,m2 − ϑm1+1,m2 − ϑm1,m2+1 + ϑm1+1,m2+1| ≤M
for some finiteM and any ni ∈ N, i = 1, 2. Then the trigonometric series
∞∑
n1=1
∞∑
n2=1
ϑn1,n2An1,n2(x, y)
is the Fourier series of a function φ ∈ L0p(T
2) and
‖φ‖Lp(T2) . ‖f‖Lp(T2).
Lemma 3.6 (The Littlewood-Paley theorem, [51, Ch. 1]) Let the Fourier series of a function
f ∈ L0p(T
2), 1 < p <∞, be given by (3.1). Let ∆0,0 := A1,1(x, y),
∆m1,0 :=
2m1∑
ν1=2m1−1+1
Aν1,1(x, y) for m1 ∈ N, ∆0,m2 :=
2m2∑
ν1=2m2−1+1
A1,ν2(x, y) for m2 ∈ N,
and
∆m1,m2 :=
2m1∑
ν1=2m1−1+1
2m2∑
ν1=2m2−1+1
Aν1,ν2(x, y) for m1 ∈ N and m2 ∈ N.
Then
‖f‖Lp(T2) ≍

 2pi∫
0
2pi∫
0
(
∞∑
ν1=0
∞∑
ν2=0
∆2ν1,ν2
)p/2
dxdy


1/p
.
Lemma 3.7 (The Hardy-Littlewood-Paley theorem, [29]) Let the Fourier series of a function f ∈
L01(T
2) be given by (3.1).
(A). Let 2 ≤ p <∞ and
I :=
(
∞∑
n1=1
∞∑
n2=1
(|an1,n2 |+ |bn1,n2 |+ |cn1,n2 |+ |dn1,n2 |)
p(n1n2)
p−2
)1/p
<∞.
Then f ∈ L0p(T
2) and ‖f‖Lp(T2) . I.
(B). Let f ∈ L0p(T
2), 1 < p ≤ 2. Then I . ‖f‖Lp(T2).
Lemma 3.8 Let f ∈Mp, 1 < p <∞, ri ≥ 0, i = 1, 2. Then
‖f‖Lp(T2) ≍
(
∞∑
ν1=1
∞∑
ν2=1
apν1,ν2(ν1ν2)
p−2
)1/p
(3.2)
and
‖f (r1,r2)‖Lp(T2) ≍
(
∞∑
ν1=1
∞∑
ν2=1
apν1,ν2ν
r1p+p−2
1 ν
r2p+p−2
2
)1/p
. (3.3)
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Proof. The proof of (3.2) is given in [46] (see also [30]).
Let us verify (3.3). If 2 ≤ p < ∞, then the estimate from above in (3.3) follows from Lemma
3.7 (A). If 1 < p < 2, then Lemmas 3.5 and 3.6 imply
Ip = ‖f (r1,r2)‖p
Lp(T2)
≍
2pi∫
0
2pi∫
0
( ∞∑
ν1=0
∞∑
ν2=0
22(ν1r1+ν2r2)∆2ν1,ν2
)p/2
dxdy.
Since p2 < 1, using Lemma 3.1, we get
Ip .
∞∑
ν1=0
∞∑
ν2=0
2p(ν1r1+ν2r2)‖∆ν1,ν2‖
p
p.
In the paper [30] it was shown that ‖∆ν1,ν2‖
p
p . 2(ν1+ν2)p−1a
p
⌊2ν1−1⌋+1,⌊2ν2−1⌋+1
. Hence
Ip .
∞∑
ν1=0
∞∑
ν2=0
2p(ν1r1+ν2r2)+(ν1+ν2)p−1ap
⌊2ν1−1⌋+1,⌊2ν2−1⌋+1
and by (2.2)
Ip .
∞∑
ν1=1
∞∑
ν2=1
apν1,ν2ν
(r1+1)p−2
1 ν
(r2+1)p−2
2 .
Thus, we have proved the part “.” in (3.3).
To show the estimate from below, if 1 < p ≤ 2 then we simply use Lemma 3.7 (B). If 2 < p <∞,
we use the inequality
‖f (r1,r2)‖pp &
∞∑
ν1=1
∞∑
ν2=1
(ν1ν2)
−2
( ∞∑
µ1=ν1
∞∑
µ2=ν2
aµ1,µ2µ
r1
1 µ
r2
2
)p
from the paper [52]. Therefore, by (2.2),
‖f (r1,r2)‖pp &
∞∑
ν1=1
∞∑
ν2=1
apν1,ν2ν
(r1+1)p−2
1 ν
(r2+1)p−2
2 .

Lemma 3.9 Let f ∈ Λp, 1 < p <∞. Then
‖f‖Lp(T2) ≍

 ∞∑
µ1=0
∞∑
µ2=0
λ2µ1,µ2


1/2
. (3.4)
This lemma is well known in one dimension ([107, Ch. V, §8]) but we failed to find its multivariate
version. For the sake of completeness we give a simple proof of this result.
Proof. Lemma 3.6 yields
I := ‖f‖Lp(T2) ≍
( 2pi∫
0
2pi∫
0
( ∞∑
ν1=0
∞∑
ν2=0
∆2ν1,ν2
)p/2
dxdy
)1/p
.
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Since ∆ν1,ν2 = λν1,ν2 cos 2
ν1x cos 2ν2y for f ∈ Λp, we get
I ≍
( 2pi∫
0
2pi∫
0
(
∞∑
ν1=0
∞∑
ν2=0
λ2ν1,ν2
(
cos 2ν1x cos 2ν2y
)2)p/2
dxdy
)1/p
(3.5)
.
(
∞∑
ν1=0
∞∑
ν2=0
λ2ν1,ν2
)1/2
.
Let us now verify the estimate from below. If 1 < p < 2, using Minkowski’s inequality in (3.5), we
have
I &
(
∞∑
ν1=0
∞∑
ν2=0
λ2ν1,ν2
( 2pi∫
0
2pi∫
0
∣∣ cos 2ν1x cos 2ν2y∣∣p dxdy
)2/p)1/2
&
( ∞∑
ν1=0
∞∑
ν2=0
λ2ν1,ν2
)1/2
.
If 2 ≤ p <∞, then I = ‖f‖Lp(T2) & ‖f‖L2(T2) &
( ∞∑
ν1=0
∞∑
ν2=0
λ2ν1,ν2
)1/2
. 
3.4 Auxiliary results for functions on T
Below we collect several useful results for functions of one variable. As usual, Lp(T) is the collection
of 2pi-periodic measurable functions f such that ‖f‖Lp(T) =
(
2pi∫
0
|f(x)|p dx
)1/p
<∞ and L0p(T) is
the collection of f ∈ Lp(T) such that
2pi∫
0
f(x) dx = 0.
Let sn(f) be the n-th partial sum of the Fourier series f ∈ Lp(T), i.e.,
sn(f) = sn(f, x) =
1
pi
2pi∫
0
f(x+ t)
sin (n+ 12 )t
2 sin t2
dt.
Let also f (ρ) be the Weyl derivative of order ρ > 0 of the function f .
For f ∈ Lp we define the difference of positive order α as follows
∆αh(f) =
∞∑
ν=0
(−1)ν
(
α
ν
)
f(x+ (α− ν)h).
We let ωα(f, δ)Lp(T) denote the modulus of smoothness of f of positive order α ([11, 78, 92]), i.e.,
ωα(f, δ)Lp(T) := sup
|h|≤δ
‖∆αh(f)‖Lp(T).
Lemma 3.10 [11, 78] Let f, g ∈ L0p(T), 1 < p <∞, and α > 0, β > 0. Then
(a) △αh(f + g) = △
α
hf +△
α
hg;
(b) △αh(△
β
hf) = △
α+β
h f ;
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(c) ‖△αhf‖Lp(T) . ‖f‖Lp(T).
Lemma 3.11 [11, 78] Let 1 < p < ∞, α > 0, and Tn be a trigonometric polynomial of degree at
most n, n ∈ N. Then
(a) we have for any 0 < |h| ≤ pin
‖△αhTn‖Lp(T) . n
−α‖T (α)n ‖Lp(T);
(b) we have
‖T (α)n ‖Lp(T) . n
α‖△αpi
n
Tn‖Lp(T).
Lemma 3.12 [51] Let f ∈ L0p(T), 1 < p <∞. Then
‖sn(f)‖Lp(T) . ‖f‖Lp(T), n ∈ N.
Lemma 3.13 [97] Let f ∈ L0p(T), 1 < p < q <∞, θ :=
1
p −
1
q , n = 0, 1, 2, . . . Then
‖f − s2n(f)‖Lq(T) .
{
∞∑
ν=n
2θνq‖f − s2ν (f)‖
q
Lp(T)
}1/q
.
Lemma 3.14 (The Hardy-Littlewood inequality for fractional integrals, [107])
Let f ∈ L0p(T), 1 < p < q <∞, θ :=
1
p −
1
q , α > 0. Then
‖s(α)n (f)‖Lq(T) . ‖s
(α+θ)
n (f)‖Lp(T), n ∈ N.
4 Basic properties of the mixed moduli of smoothness
We collect the main properties of the mixed moduli of smoothness of Lp(T
2)-functions, 1 < p <∞,
in the following result.
Theorem 4.1 Let f, g ∈ Lp(T
2), 1 < p <∞, αi > 0, i = 1, 2. Then
(1) ωα1,α2(f, δ1, 0)Lp(T2) = ωα1,α2(f, 0, δ2)Lp(T2) = ωα1,α2(f, 0, 0)Lp(T2) = 0;
(2) ωα1,α2(f + g, δ1, δ2)Lp(T2) . ωα1,α2(f, δ1, δ2)Lp(T2) + ωα1,α2(g, δ1, δ2)Lp(T2);
(3) ωα1,α2(f, δ1, δ2)Lp(T2) . ωα1,α2(f, t1, t2)Lp(T2)
for 0 < δi ≤ ti, i = 1, 2;
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(4)
ωα1,α2(f, δ1, δ2)Lp(T2)
δα11 δ
α2
2
.
ωα1,α2(f, t1, t2)Lp(T2)
tα11 t
α2
2
for 0 < ti ≤ δi ≤ 1, i = 1, 2;
(5) ωα1,α2(f, λ1δ1, λ2δ2)Lp(T2) . λ
α1
1 λ
α2
2 ωα1,α2(f, δ1, δ2)Lp(T2)
for λi > 1, i = 1, 2;
(6) ωβ1,β2(f, δ1, δ2)Lp(T2) . ωα1,α2(f, δ1, δ2)Lp(T2)
for 0 < αi < βi, i = 1, 2;
(7) ωα1,α2(f, δ1, δ2)Lp(T2) . δ
α1
1 δ
α2
2
∫ 1
δ1
∫ 1
δ2
ωβ1,β2(f, t1, t2)Lp(T2)
tα11 t
α2
2
dt1
t1
dt2
t2
for 0 < αi < βi, 0 < δi ≤
1
2 , i = 1, 2 (Marchaud’s inequality);
(8)
ωα1,α2(f, δ1, δ2)Lp(T2)
δα11 δ
α2
2
.
ωβ1,β2(f, δ1, δ2)Lp(T2)
δβ11 δ
β2
2
for 0 < αi < βi, i = 1, 2;
(9) ωβ1+r1,β2+r2(f, δ1, δ2)Lp(T2) . δ
r1
1 δ
r2
2 ωβ1,β2(f
(r1,r2), δ1, δ2)Lp(T2)
for βi, ri > 0, i = 1, 2;
(10) ωβ1,β2(f
(r1,r2), δ1, δ2)Lp(T2) .
δ1∫
0
δ2∫
0
t−r11 t
−r2
2 ωβ1+r1,β2+r2(f, t1, t2)Lp(T2)
dt1
t1
dt2
t2
for βi, ri > 0, i = 1, 2.
Remark 4.1 Note that sharp versions of inequalities given in (6)–(10) can be found in Sections 8
and 10 below.
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Proof of Theorem 4.1. Properties (1), (2), and (3) follow from Lemma 3.10 (a),
∞∑
ν=0
(−1)ν (αν ) = 0,
and the definition of modulus of smoothness.
To prove (4), we write
ωα1,α2(f, δ1, δ2)Lp(T2)
δα11 δ
α2
2
≍
K(f, δ1, δ2, α1, α2, p)
δα11 δ
α2
2
.
K(f, t1, t2, α1, α2, p)
tα11 t
α2
2
≍
ωα1,α2(f, t1, t2)Lp(T2)
tα11 t
α2
2
,
where the equivalence between the modulus of smoothness and the K-functional is given by Theo-
rem 6.1 below.
Property (4) yields (5). Note that Lemma 3.10 (b), (c) implies ‖△βhf‖Lp(T) . ‖△
α
hf‖Lp(T) for
0 < α < β. Then property (6) follows.
The Marchaud inequality (7) can be easily shown using the direct and inverse approximation
inequalities given below in this section by Theorem 4.2. Property (8) is a simple consequence of
(4) and (7). Finally, properties (9) and (10) follow directly from Theorem 8.1 below. 
Theorem 4.1 was partially proved in the papers [73, 31]. For the one-dimensional case see
[11, 75, 78].
4.1 Jackson and Bernstein-Stechkin type inequalities
The direct and inverse type results for periodic functions on T2 using the mixed modulus of smooth-
ness are given by the following result.
Theorem 4.2 Let f ∈ L0p(T
2), 1 < p <∞, n1, n2 = 0, 1, 2, . . ., α1, α2 > 0. Then
Yn1,n2(f)Lp(T2) . ωα1,α2(f,
pi
n1 + 1
,
pi
n2 + 1
)Lp(T2) (4.1)
.
1
(n1 + 1)α1(n2 + 1)α2
n1+1∑
ν1=1
n2+1∑
ν2=1
να1−11 ν
α2−1
2 Yν1−1,ν2−1(f)Lp(T2).
Theorem 4.2 was proved for integers α1, α2 in the paper [53]. In the general case, Theorem 4.2
follows from Theorem 9.1 which is sharp versions of Jackson and Bernstein-Stechkin inequalities.
For non-mixed moduli of smoothness, see [51, Ch. 5] and [86, Chs. V-VI].
Remark 4.2 Note that the results of Theorem 4.1 and Theorem 4.2 also hold in Lp(T
2), p = 1,∞;
see [62] for Theorem 4.1 (1)-(8) and Theorem 4.2. Moreover, the Jackson inequality (4.1) is true
in Lp(T
2), 0 < p < 1; see [66].
Mixed Moduli of Smoothness in Lp, 1 < p <∞: A Survey 15
5 Constructive characteristic of the mixed moduli of smoothness
Theorem 5.1 Let f ∈ L0p(T
2), 1 < p <∞, αi > 0, ni ∈ N, i = 1, 2. Then
ωα1,α2
(
f,
pi
n1
,
pi
n2
)
Lp(T2)
≍ n−α11 n
−α2
2 ||s
(α1,α2)
n1,n2 (f)||Lp(T2) + n
−α1
1 ||s
(α1,0)
n1,∞ (f − s∞,n2(f))||Lp(T2)
+ n−α22 ||s
(0,α2)
∞,n2 (f − sn1,∞(f))||Lp(T2)
+ ||f − sn1,∞(f)− s∞,n2(f) + sn1,n2(f)||Lp(T2).
Proof. Using properties of the norm we get, for any hi and ni ∈ N, i = 1, 2,
‖△α1h1 (△
α2
h2
(f))‖Lp(T2) ≤ ‖△
α1
h1
(△α2h2 (f − sn1,∞(f)− s∞,n2(f) + sn1,n2(f)))‖Lp(T2)
+ ‖△α1h1 (△
α2
h2
(sn1,∞(f − s∞,n2)))‖Lp(T2)
+ ‖△α1h1 (△
α2
h2
(s∞,n2(f − sn1,∞)))‖Lp(T2)
+ ‖△α1h1 (△
α2
h2
(sn1,n2(f)))‖Lp(T2) =: I1 + I2 + I3 + I4.
First we estimate I1 from above. Denote ϕ(x, y) := f − sn1,∞(f)− s∞,n2(f)+ sn1,n2(f). By Lemma
3.10 (c), we have for a.e. y

 2pi∫
0
|△α1h1 (△
α2
h2
(ϕ))|p dx


1/p
.

 2pi∫
0
|△α2h2 (ϕ)|
p dx


1/p
.
Then
2pi∫
0
2pi∫
0
|△α1h1 (△
α2
h2
(ϕ))|p dxdy .
2pi∫
0
2pi∫
0
|△α2h2 (ϕ)|
p dxdy.
Therefore, I1 . ‖△
α2
h2
(ϕ)‖Lp(T2) =: I5. Using Lemma 3.10 (c), we have for a.e. x
 2pi∫
0
|△α2h2 (ϕ)|
p dy


1/p
.

 2pi∫
0
|ϕ|p dy


1/p
.
Then
2pi∫
0
2pi∫
0
|△α2h2 (ϕ)|
p dy dx .
2pi∫
0
2pi∫
0
|ϕ|p dy dx
and I5 . ‖ϕ‖Lp(T2). Thus, I1 . ‖f − sn1,∞(f)− s∞,n2(f) + sn1,n2(f)‖Lp(T2).
Similarly, to estimate I2 from above, we denote ψ := f − s∞,n2(f). By Lemma 3.10 (c), for a.e.
x, 
 2pi∫
0
|△α1h1 (△
α2
h2
(sn1,∞(ψ)))|
p dy


1/p
.

 2pi∫
0
|△α1h1 (sn1,∞(ψ))|
p dy


1/p
.
Hence,
2pi∫
0
2pi∫
0
|△α1h1 (△
α2
h2
(sn1,∞(ψ)))|
p dy dx .
2pi∫
0
2pi∫
0
|△α1h1 (sn1,∞(ψ))|
p dy dx
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and I2 . ‖△
α1
h1
(sn1,∞(ψ))‖Lp(T2) =: I6. Now by using Lemma 3.11 (a), we get for a.e. y and any
h1 ∈ (0,
pi
n1
) 
 2pi∫
0
|△α1h1 (sn1,∞(ψ))|
p dx


1/p
. n−α11

 2pi∫
0
|s(α1,0)n1,∞ (ψ)|
p dx


1/p
.
Then we get
2pi∫
0
2pi∫
0
|△α1h1 (sn1,∞(ψ))|
p dxdy . n−α11
2pi∫
0
2pi∫
0
|s(α1,0)n1,∞ (ψ)|
p dxdy.
Hence, I6 . n
−α1
1 ‖s
(α1,0)
n1,∞ (ψ)‖Lp(T2). We have shown that, for 0 < |h1| <
pi
n1
,
I2 . n
−α1
1 ‖s
(α1,0)
n1,∞ (f − s∞,n2(f))‖Lp(T2).
Similarly, we obtain
I3 . n
−α2
2 ‖s
(0,α2)
∞,n2 (f − sn1,∞(f))‖Lp(T2),
I4 . n
−α1
1 n
−α2
2 ‖s
(α1,α2)
n1,n2 (f)‖Lp(T2),
for 0 < |h1| <
pi
n1
, 0 < |h2| <
pi
n2
.
Finally,
ωα1,α2(f,
pi
n1
,
pi
n2
)Lp(T2) . ||f − sn1,∞(f)− s∞,n2(f) + sn1,n2(f)||Lp(T2)
+ n−α11 ||s
(α1,0)
n1,∞ (f − s∞,n2(f))||Lp(T2) + n
−α2
2 ||s
(0,α2)
∞,n2 (f − sn1,∞(f))||Lp(T2)
+ n−α11 n
−α2
2 ||s
(α1,α2)
n1,n2 (f)||Lp(T2),
and the upper estimate follows.
To prove the estimate from below, we use Lemma 3.3, Theorem 4.2, and properties of the mixed
modulus of integer order
A1 := ||f − sn1,∞(f)− s∞,n2(f) + sn1,n2(f)||Lp(T2) . Yn1,n2(f)Lp(T2)
. ω⌊α1⌋+1,⌊α2⌋+1(f,
pi
n1 + 1
,
pi
n2 + 1
)Lp(T2) . ω⌊α1⌋+1,⌊α2⌋+1(f,
pi
n1
,
pi
n2
)Lp(T2).
By Lemma 3.10 (b), we get
A1 ≤ sup
|hi|≤
pi
ni
,i=1,2
‖△
⌊α1⌋+1−α1
h1
(△
⌊α2⌋+1−α2
h2
(△α1h1 (△
α2
h2
(f))))‖Lp(T2).
Using Lemma 3.10 (c),
A1 ≤ sup
|hi|≤
pi
ni
,i=1,2
‖△α1h1 (△
α2
h2
(f))‖Lp(T2) = ωα1,α2(f,
pi
n1
,
pi
n2
)Lp(T2).
Now let us estimate
A2 := ‖s
(α1,0)
n1,∞ (f − s∞,n2(f))‖Lp(T2).
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Defining γ(x, y) := f(x, y)− s∞,n2(f) and using Lemma 3.11 (b), we have for a.e. y
 2pi∫
0
|sn1,∞(γ)|
p dx


1/p
. nα11

 2pi∫
0
|△α1pi
n1
(sn1,∞(γ))|
p dx


1/p
.
Hence,
2pi∫
0
2pi∫
0
|sn1,∞(γ)|
p dxdy . nα1p1
2pi∫
0
2pi∫
0
|△α1pi
n1
(sn1,∞(γ))|
p dxdy,
and
A2 . n
α1
1 ‖sn1,∞(△
α1
pi
n1
(γ))‖Lp(T2).
Lemma 3.12 implies
A2 . n
α1
1 ‖△
α1
pi
n1
(f − s∞,n2(f))‖Lp(T2).
Defining △α1pi
n1
(f) =: F , we get A2 . n
α1
1 ‖F − s∞,n2(F )‖Lp(T2). Since s0,∞(F ) = s0,n2(F ) = 0, then
A2 . n
α1
1 ‖F − s0,∞(F )− s∞,n2(F ) + s0,n2(F )‖Lp(T2).
Therefore by Lemma 3.3, Theorem 4.2, and the properties of the mixed moduli of smoothness
A2 . n
α1
1 ω⌊α1⌋+1,⌊α2⌋+1(F, pi,
pi
n2 + 1
)Lp(T2) . n
α1
1 ω⌊α1⌋+1,⌊α2⌋+1(F, pi,
pi
n2
)Lp(T2).
Using Lemma 3.10 (b), we have
A2 . n
α1
1 sup
|h1|≤pi,|h2|≤
pi
n2
‖△
⌊α1⌋+1
h1
(△
⌊α2⌋+1−α2
h2
(△α2h2 (F )))‖Lp(T2).
Now Lemma 3.10 (c) yields
A2 . n
α1
1 sup
|h2|≤
pi
n2
‖△α2h2 (F )‖Lp(T2) = n
α1
1 sup
|h2|≤
pi
n2
‖△α2h2 (△
α1
pi
n1
(f))‖Lp(T2) . n
α1
1 ωα1,α2(f,
pi
n1
,
pi
n2
)Lp(T2).
Similarly, one can show that
A3 := ‖s
(0,α2)
∞,n2 (f − sn1,∞(f))‖Lp(T2) . n
α2
2 ωα1,α2(f,
pi
n1
,
pi
n2
)Lp(T2)
and
A4 := ‖s
(α1,α2)
n1,n2 (f)‖Lp(T2) . n
α1
1 n
α2
2 ωα1,α2(f,
pi
n1
,
pi
n2
)Lp(T2).
Finally,
||f − sn1,∞(f)− s∞,n2(f) + sn1,n2(f)||Lp(T2) + n
−α1
1 ||s
(α1,0)
n1,∞ (f − s∞,n2(f))||Lp(T2)+
n−α22 ||s
(0,α2)
∞,n2 (f − sn1,∞(f))||Lp(T2) + n
−α1
1 n
−α2
2 ||s
(α1,α2)
n1,n2 (f)||Lp(T2) . ωα1,α2(f,
pi
n1
,
pi
n2
)Lp(T2),
i.e., the required estimate from below. 
Theorem 5.1 was stated in the papers [56, 73] without proof. This statement is called the
realization result; in dimension one, see [24] for the moduli of smoothness of integer order and [74]
for the fractional case. For the non-mixed moduli of smoothness of functions on Rd see, e.g., [25,
(5.3)].
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6 The mixed moduli of smoothness and the K-functionals
Theorem 6.1 Let f ∈ L0p(T
2), 1 < p <∞, αi > 0, 0 < δi ≤ pi, i = 1, 2. Then
ωα1,α2(f, δ1, δ2)Lp(T2) ≍ K(f, δ1, δ2, α1, α2, p). (6.1)
Proof. For any δi ∈ (0, pi] take integers ni such that
pi
ni+1
< δi ≤
pi
ni
, i = 1, 2. If f ∈ L0p(T
2), then
(sn1+1,∞(f)− sn1+1,n2+1(f)) ∈W
(α1,0)
p ; (s∞,n2+1(f)− sn1+1,n2+1(f)) ∈W
(0,α2)
p ;
sn1+1,n2+1(f) ∈W
(α1,α2)
p .
Then it is clear that
K(f, δ1, δ2, α1, α2, p)
≤ ‖f − (sn1+1,∞(f)− sn1+1,n2+1(f))− (s∞,n2+1(f)− sn1+1,n2+1(f))− sn1+1,n2+1(f)‖Lp(T2)
+ δα11 ‖s
(α1,0)
n1+1,∞
(f)− s
(α1,0)
n1+1,n2+1
(f)‖Lp(T2) + δ
α2
2 ‖s
(0,α2)
∞,n2+1
(f)− s
(0,α2)
n1+1,n2+1
(f)‖Lp(T2)
+ δα11 δ
α2
2 ‖s
(α1,α2)
n1+1,n2+1
(f)‖Lp(T2)
. ‖f − sn1+1,∞(f)− s∞,n2+1(f) + sn1,n2(f)‖Lp(T2) + n
−α1
1 ‖s
(α1,0)
n1+1,∞
(f − s∞,n2+1(f))‖Lp(T2)
+ n−α22 ‖s
(0,α2)
∞,n2+1
(f − sn1+1,∞(f))‖Lp(T2) + n
−α1
1 n
−α2
2 ‖s
(α1,α2)
n1+1,n2+1
(f)‖Lp(T2).
By Theorem 5.1, the last expression is bounded by ωα1,α2
(
f, pin1+1 ,
pi
n2+1
)
Lp(T2)
and therefore
K(f, δ1, δ2, α1, α2, p) .. ωα1,α2
(
f, δ1, δ2
)
Lp(T2)
, (6.2)
and the part “&” in estimate (6.1) follows.
Let us prove the part “.” in estimate (6.1). Take any functions g1 ∈W
(α1,0)
p , g2 ∈W
(0,α2)
p , and
g ∈W
(α1,α2)
p . Then using Theorem 4.1 (2), we get
ωα1,α2(f, δ1, δ2)Lp(T2) . ωα1,α2(f − g1 − g2 − g, δ1, δ2)Lp(T2) + ωα1,α2(g1, δ1, δ2)Lp(T2)
+ ωα1,α2(g2, δ1, δ2)Lp(T2) + ωα1,α2(g, δ1, δ2)Lp(T2) =: J1 + J2 + J3 + J4.
By Lemma 3.10, we have J1 . ‖f − g1 − g2 − g‖Lp(T2).
To estimate J2, for any δi ∈ (0, pi] we take integers ni such that
pi
2ni+1
< δi ≤
pi
2ni , i = 1, 2. We
consider B2 := ωα1,α2
(
g1,
pi
2n1 ,
pi
2n2
)
Lp(T2)
. Lemma 3.10 yields
B2 . ωα1,α2
(
g1 − s2n1 ,∞(g1),
pi
2n1
,
pi
2n2
)
Lp(T2)
+ ωα1,α2
(
s2n1 ,∞(g1),
pi
2n1
,
pi
2n2
)
Lp(T2)
. ‖g1 − s2n1 ,∞(g1)‖Lp(T2) + sup
|h1|≤
pi
2n1
‖∆α1h1 (s2
n1 ,∞(g1))‖Lp(T2) =: J21 + J22.
Using Lemma 3.11 (a) and Lemma 3.12, we get for a.e. y and 0 < h1 ≤
pi
2n1( 2pi∫
0
∣∣∆α1h1s2n1 ,∞(g1)∣∣p dx
)1/p
. 2−n1α1
( 2pi∫
0
∣∣s(α1,0)2n1 ,∞(g1)∣∣p dx
)1/p
. 2−n1α1
( 2pi∫
0
∣∣g(α1,0)1 ∣∣p dx
)1/p
.
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Then the inequality
2pi∫
0
2pi∫
0
|∆α1h1s2
n1 ,∞(g1)|
p dxdy . 2−n1α1p
2pi∫
0
2pi∫
0
|g
(α1,0)
1 |
p dxdy
implies J22 . 2
−n1α1‖g
(α1,0)
1 ‖Lp(T2). Since g1 ∈ L
0
p(T
2), then Lemmas 3.5 and 3.6 give
J21 .
( 2pi∫
0
2pi∫
0
( ∞∑
ν1=n1
∞∑
ν2=0
∆2ν1,ν2
)p/2
dxdy
)1/p
. 2−n1α1
( 2pi∫
0
2pi∫
0
( ∞∑
ν1=n1
∞∑
ν2=0
22ν1α1∆2ν1,ν2
)p/2
dxdy
)1/p
.
Using again Lemmas 3.5 and 3.6, and further Lemma 3.12, we get
J21 . 2
−n1α1‖g
(α1,0)
1 − s2n1−1,∞(g
(α1,0)
1 )‖Lp(T2)
. 2−n1α1
(
‖g
(α1,0)
1 ‖Lp(T2) + ‖s2n1−1,∞(g
(α1 ,0)
1 )‖Lp(T2)
)
. 2−n1α1‖g
(α1 ,0)
1 ‖Lp(T2).
The estimates for J21 and J22 imply
B2 . 2
−n1α1‖g
(α1 ,0)
1 ‖Lp(T2).
Using properties of moduli of smoothness, we get ωα1,α2
(
g1, δ1, δ2
)
Lp(T2)
. ωα1,α2
(
g1,
pi
2n1 ,
pi
2n2
)
Lp(T2)
and
J2 . 2
−n1α1‖g
(α1 ,0)
1 ‖Lp(T2).
Similarly,
J3 . 2
−n2α2‖g
(0,α2)
2 ‖Lp(T2) and J4 . 2
−n1α1−n2α2‖g(α1 ,α2)‖Lp(T2).
Finally, combining estimates for J1, J2, J3, and J4, we get
ωα1,α2
(
g1, δ1, δ2
)
Lp(T2)
. ‖f − g1 − g2 − g‖Lp(T2) + δ
α1
1 ‖g
(α1,0)
1 ‖Lp(T2)
+ δα22 ‖g
(0,α2)
2 ‖Lp(T2) + δ
α1
1 δ
α2
2 ‖g
(α1 ,α2)‖Lp(T2).
Since the last inequality holds for any g1 ∈W
(α1,0)
p , g2 ∈W
(0,α2)
p , and g ∈W
(α1,α2)
p , we get
ωα1,α2
(
g1, δ1, δ2
)
Lp(T2)
. K(f, δ1, δ2, α1, α2, p) (6.3)
and therefore the proof of the part “.” in estimate (6.1) follows. 
In the case of integers α1 and α2 Theorem 6.1 was proved in the paper [65] for 1 ≤ p ≤ ∞,
and in the paper [13] for p = ∞ using different methods. In the one-dimensional case and in
the multivariate case for non-mixed moduli of smoothness, the equivalence between the moduli of
smoothness and the corresponding K-functionals was proved in [37] (see also [6, p. 339]).
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7 The mixed moduli of smoothness of Lp-functions and their Fourier coefficients
The classical Riemann-Lebesgue lemma states that the Fourier coefficients of an Lp(T
2) function
tend to 0 as |n| → ∞. Its quantitative version is written as follows:
ρn1,n2 . ωα1,α2
(
f,
1
n1
,
1
n2
)
Lp(T2)
,
where
ρn1,n2 = |an1,n2 |+ |bn1,n2 |+ |cn1,n2 |+ |dn1,n2 |
and the Fourier series of f ∈ L0p(T
2), 1 < p < ∞, is given by (3.1). We extend this estimate by
writing the following two-sided inequalities using weighted tail-type sums of the Fourier series.
Theorem 7.1 Let f ∈ L0p, 1 < p < ∞, and the Fourier series of f be given by (3.1). Let
τ := max(2, p), θ := min(2, p), α1 > 0, α2 > 0, and n1 ∈ N, n2 ∈ N. Then
I(θ) . ωα1,α2
(
f,
1
n1
,
1
n2
)
Lp(T2)
. I(τ), (7.1)
where
I(s) :=
1
nα11
1
nα22
{
n1∑
ν1=1
n2∑
ν2=1
ρsν1,ν2ν
(α1+1)s−2
1 ν
(α2+1)s−2
2
}1/s
+
1
nα11
{
n1∑
ν1=1
∞∑
ν2=n2+1
ρsν1,ν2ν
(α1+1)s−2
1 ν
s−2
2
}1/s
+
1
nα22
{
∞∑
ν1=n1+1
n2∑
ν2=1
ρsν1,ν2ν
s−2
1 ν
(α2+1)s−2
2
}1/s
+
{
∞∑
ν1=n1+1
∞∑
ν2=n2+1
ρsν1,ν2(ν1ν2)
s−2
}1/s
for 1 < s <∞.
The next two theorems provide sharper results than (7.1) for special classes of functions defined
in Section 2.4. In particular, these results show that the parameters τ = max(2, p) and θ = min(2, p)
in (7.1) cannot be extended.
Theorem 7.2 Let f ∈Mp, 1 < p <∞, α1 > 0, α2 > 0, n1 ∈ N, n2 ∈ N. Then
ωα1,α2
(
f,
1
n1
,
1
n2
)
Lp(T2)
≍
1
nα11 n
α2
2
{
n1∑
ν1=1
n2∑
ν2=1
apν1,ν2ν
(α1+1)p−2
1 ν
(α2+1)p−2
2
}1/p
+
1
nα11
{
n1∑
ν1=1
∞∑
ν2=n2+1
apν1,ν2ν
(α1+1)p−2
1 ν
p−2
2
}1/p
+
1
nα22
{
∞∑
ν1=n1+1
n2∑
ν2=1
apν1,ν2ν
p−2
1 ν
(α2+1)p−2
2
}1/p
+
{
∞∑
ν1=n1+1
∞∑
ν2=n2+1
apν1,ν2(ν1ν2)
p−2
}1/p
.
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Theorem 7.3 Let f ∈ Λp, 1 < p <∞, α1 > 0, α2 > 0, ni = 0, 1, 2, . . . , i = 1, 2. Then
ωα1,α2
(
f,
1
2n1
,
1
2n2
)
p
≍
1
2n1α1+n2α2
{
n1∑
µ1=0
n2∑
µ2=0
λ2µ1,µ22
2(µ1α1+µ2α2)
}1/2
+
1
2n1α1
{
n1∑
µ1=0
∞∑
µ2=n2+1
λ2µ1,µ22
2µ1α1
} 1
2
+
1
2n2α2
{
∞∑
µ1=n1+1
n2∑
µ2=0
λ2µ1,µ22
2µ2α2
}1/2
+
{
∞∑
µ1=n1+1
∞∑
µ2=n2+1
λ2µ1,µ2
}1/2
.
Proof of Theorem 7.1. By Theorem 5.1, we have
I := ωα1,α2
(
f,
1
n1
,
1
n2
)
Lp(T2)
≍ n−α11 n
−α2
2 ||s
(α1,α2)
n1,n2 (f)||Lp(T2)
+n−α11 ||s
(α1,0)
n1,∞ (f − s∞,n2(f))||Lp(T2) + n
−α2
2 ||s
(0,α2)
∞,n2 (f − sn1,∞(s))||Lp(T2)+
+‖(f − sn1,∞(f)− s∞,n2(f) + sn1,n2(f))‖Lp(T2).
Let first 2 ≤ p <∞. Then taking into account Lemmas 3.5 and 3.7 (A), we get
I . n−α11 n
−α2
2
( n1∑
ν1=1
n2∑
ν2=1
ρpν1,ν2ν
(α1+1)p−2
1 ν
(α2+1)p−2
2
)1/p
+ n−α11
( n1∑
ν1=1
∞∑
ν2=n2+1
ρpν1,ν2ν
(α1+1)p−2
1 ν
p−2
2
)1/p
+ n−α22
( ∞∑
ν1=n1+1
n2∑
ν2=1
ρpν1,ν2ν
p−2
1 ν
(α2+1)p−2
2
)1/p
+
( ∞∑
ν1=n1+1
∞∑
ν2=n2+1
ρpν1,ν2(ν1ν2)
p−2
)1/p
.
Therefore, for p ≥ 2 we show the estimate from above in Theorem 7.1.
If 1 < p < 2, then Ho¨lder’s inequality gives
ωα1,α2
(
f,
1
n1
,
1
n2
)
Lp(T2)
. ωα1,α2
(
f,
1
n1
,
1
n2
)
L2(T2)
.
Thus, the estimate from above is obtained.
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To prove the estimate from below, if 1 < p ≤ 2 , we use Lemmas 3.5 and 3.7 (B):
I & n−α11 n
−α2
2
( n1∑
ν1=1
n2∑
ν2=1
ρpν1,ν2ν
(α1+1)p−2
1 ν
(α2+1)p−2
2
)1/p
+ n−α11
( n1∑
ν1=1
∞∑
ν2=n2+1
ρpν1,ν2ν
(α1+1)p−2
1 ν
p−2
2
)1/p
+ n−α22
( ∞∑
ν1=n1+1
n2∑
ν2=1
ρpν1,ν2ν
p−2
1 ν
(α2+1)p−2
2
)1/p
+
( ∞∑
ν1=n1+1
∞∑
ν2=n2+1
ρpν1,ν2(ν1ν2)
p−2
)1/p
.
Let now 2 < p <∞. Applying Ho¨lder’s inequality once again, we get
ωα1,α2
(
f,
1
n1
,
1
n2
)
Lp(T2)
& ωα1,α2
(
f,
1
n1
,
1
n2
)
L2(T2)
.

Proof of Theorem 7.2. Let us denote
I1 := n
−α1
1 n
−α2
2 ‖s
(α1,α2)
n1,n2 (f)‖Lp(T2), I2 := n
−α1
1 ‖s
(α1,0)
n1,∞ (f − s∞,n2(f))‖Lp(T2),
I3 := n
−α2
2 ‖s
(0,α2)
∞,n2 (f − sn1,∞)‖Lp(T2), I4 := ‖f − sn1,∞(f)− s∞,n2(f) + sn1,n2‖Lp(T2)
and
A1 := n
−α1
1 n
−α2
2
( n1∑
ν1=1
n2∑
ν2=1
apν1,ν2ν
(α1+1)p−2
1 ν
(α2+1)p−2
2
)1/p
,
A2 := n
−α1
1
( n1∑
ν1=1
∞∑
ν2=n2+1
apν1,ν2ν
(α1+1)p−2
1 ν
p−2
2
)1/p
,
A3 := n
−α2
2
( ∞∑
ν1=n1+1
n2∑
ν2=1
apν1,ν2ν
p−2
1 ν
(α2+1)p−2
2
)1/p
,
A4 :=
( ∞∑
ν1=n1+1
∞∑
ν2=n2+1
apν1,ν2(ν1ν2)
p−2
)1/p
.
Let us establish the interrelation between I1, I2, I3, I4 and A1, A2, A3, A4. By Lemma 3.8, we
have
I1 ≍ A1. (7.2)
To estimate I2 and A2, we use
η1(x, y) :=
n1∑
ν1=1
∞∑
ν2=1
a∗ν1,ν2 cos ν1x cos ν2y (7.3)
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and
η2(x, y) :=
n1∑
ν1=1
n2∑
ν2=1
a∗ν1,ν2 cos ν1x cos ν2y, (7.4)
where
a∗ν1,ν2 :=
{
aν1,ν2 for 1 ≤ ν1 ≤ n1, ν2 > n2
aν1,n2 for 1 ≤ ν1 ≤ n1, 1 ≤ ν2 ≤ n2.
Then
s(α1,0)n1,∞ (f − s∞,n2(f)) = (η1 − η2)
(α1,0). (7.5)
Let us first estimate I2. It is clear that
I2 . n
−α1
1
{
‖η
(α1,0)
1 ‖Lp(T2) + ‖η
(α2,0)
2 ‖Lp(T2)
}
.
Now Lemma 3.8 implies that
I2 ≤ n
−α1
1
( n1∑
ν1=1
∞∑
ν2=1
(a∗ν1,ν2)
pν
(α1+1)p−2
1 ν
p−2
2
)1/p
+ n−α11
( n1∑
ν1=1
n2∑
ν2=1
(a∗ν1,ν2)
pν
(α1+1)p−2
1 ν
p−2
2
)1/p
. n−α11
( n1∑
ν1=1
∞∑
ν2=n2+1
apν1,ν2ν
(α1+1)p−2
1 ν
p−2
2
)1/p
+ n−α11
( n1∑
ν1=1
apν1,n2ν
(α1+1)p−2
1 n
p−1
2
)1/p
. A2 + n
−α1
1 n
−α2
2
( n1∑
ν1=1
n2∑
ν2=⌊
n2
2
⌋+1
apν1,ν2ν
(α1+1)p−2
1 ν
(α2+1)p−2
2
)1/p
. A2 +A1. (7.6)
Estimating A2 from above, we write
A2 . n
−α1
1
( n1∑
ν1=1
∞∑
ν2=1
(a∗ν1,ν2)
pν
(α1+1)p−2
1 ν
p−2
2
)1/p
.
Lemma 3.8 and formulas (7.3)-(7.4) imply
A2 . n
−α1
1 ‖η
(α1 ,0)
1 ‖Lp(T2) . I2 + n
−α1
1 ‖η
(α1,0)
2 ‖Lp(T2)
and
A2 . I2 + n
−α1
1
( n1∑
ν1=1
n2∑
ν2=1
(a∗ν1,ν2)
pν
(α1+1)p−2
1 ν
p−2
2
)1/p
. I2 + n
−α1
1
( n1∑
ν1=1
apν1,n2ν
(α1+1)p−2
1 n
p−1
2
)1/p
. I2 +A1.
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Now we use (7.2) to get
A2 . I2 + I1. (7.7)
Similarly, we get
I3 . A1 +A3 (7.8)
and
A3 . I3 + I1. (7.9)
Thus, it is shown that
A1 +A2 +A3 ≍ I1 + I2 + I3. (7.10)
Now we consider B := f − sn1,∞ − s∞,n1 + sn1,n2 and
ϕ1(x, y) :=
∞∑
ν1=1
∞∑
ν2=1
bν1,ν2 cos ν1x cos ν2y,
ϕ2(x, y) :=
n1∑
ν1=1
∞∑
ν2=n2+1
bν1,ν2 cos ν1x cos ν2y,
ϕ3(x, y) :=
∞∑
ν1=n1+1
n2∑
ν2=1
bν1,ν2 cos ν1x cos ν2y,
ϕ4(x, y) :=
n1∑
ν1=1
n2∑
ν2=1
bν1,ν2 cos ν1x cos ν2y,
where
bν1,ν2 :=


aν1,ν2 for ν1 > n1, ν2 > n2,
aν1,n2 for ν1 > n1, 1 ≤ ν2 ≤ n2,
an1,ν2 for 1 ≤ ν1 ≤ n1, ν2 > n2,
an1,n2 for 1 ≤ ν1 ≤ n1, 1 ≤ ν2 ≤ n2.
Then
B = ϕ1 − ϕ2 − ϕ3 + ϕ4. (7.11)
We first estimate
I4 = ‖B‖Lp(T2) . ‖ϕ1‖Lp(T2) + ‖ϕ2‖Lp(T2) + ‖ϕ3‖Lp(T2) + ‖ϕ4‖Lp(T2).
Lemma 3.8 yields
‖ϕ1‖Lp(T2) ≍
∞∑
ν1=1
∞∑
ν2=1
bpν1,ν2(ν1ν2)
p−2 ≍
∞∑
ν1=n1+1
∞∑
ν2=n2+1
apν1,ν2(ν1ν2)
p−2
+
∞∑
ν1=n1+1
apν1,n2ν
p−2
1 n
p−1
2 +
∞∑
ν2=n2+1
apn1,ν2ν
p−2
2 n
p−1
1 + a
p
n1,n2(n1n2)
p−1 =: J1 + J2 + J3 + J4.
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To estimate ‖ϕ2‖Lp(T2), we consider
ϕ21(x, y) :=
n1∑
ν1=1
∞∑
ν2=1
b∗ν1,ν2 cos ν1x cos ν2y,
ϕ22(x, y) :=
n1∑
ν1=1
n2∑
ν2=1
b∗ν1,ν2 cos ν1x cos ν2y,
where
b∗ν1,ν2 :=
{
bν1,ν2 for 1 ≤ ν1 ≤ n1, ν2 > n2,
bν1,n2 for 1 ≤ ν1 ≤ n1, 1 ≤ ν2 ≤ n2.
Then ‖ϕ2‖Lp(T2) . ‖ϕ21‖Lp(T2) + ‖ϕ22‖Lp(T2). Using Lemma 3.8, we have
‖ϕ21‖Lp(T2) ≍
n1∑
ν1=1
∞∑
ν2=1
(b∗ν1,ν2)
p(ν1ν2)
p−2 .
n1∑
ν1=1
∞∑
ν2=n2+1
bpν1,ν2(ν1ν2)
p−2
+
n1∑
ν1=1
bpν1,n2ν
p−2
1 n
p−1
2 .
∞∑
ν2=n2+1
apn1,ν2ν
p−2
2 n
p−1
1 + a
p
n1,n2(n1n2)
p−1 =: J3 + J4,
‖ϕ22‖Lp(T2) ≍
n1∑
ν1=1
n2∑
ν2=1
(b∗ν1,ν2)
p(ν1ν2)
p−2 . apn1,n2(n1n2)
p−1 . J4.
Therefore, ‖ϕ2‖
p
Lp(T2)
. J3 + J4. Similarly, ‖ϕ3‖
p
Lp(T2)
. J2 + J4 and ‖ϕ4‖
p
Lp(T2)
. J4. Combining
these estimates, we get
I4 .
{
∞∑
ν1=n1+1
∞∑
ν2=n2+1
apν1,ν2(ν1ν2)
p−2
}1/p
+
{
∞∑
ν1=n1+1
apν1,n2ν
p−2
1
}1/p
n
1− 1
p
2
+
{
∞∑
ν2=n2+1
apn1,ν2ν
p−2
2
}1/p
n
1− 1
p
1 + an1,n2(n1n2)
1− 1
p .
Note that the latter inequality holds also if n1 = 0 and/or n2 = 0. It is easy to verify that the last
estimate implies
I4 . A1 +A2 +A3 +A4. (7.12)
Let us estimate A4 from above. It is clear that
A4 .
{
∞∑
ν1=1
∞∑
ν2=1
bpν1,ν2(ν1ν2)
p−2
}1/p
.
Lemma 3.8 yields A4 . ‖ϕ1‖Lp(T2) and, by (7.11), we get A4 . ‖B‖Lp(T2)+‖ϕ2‖Lp(T2)+‖ϕ3‖Lp(T2)+
‖ϕ4‖Lp(T2). Then
A4 ≤ I4 + J2 + J3 + J4 ≤ I4 +
{
∞∑
ν1=1
apν1,n2ν
p−2
1
}1/p
n
1− 1
p
2
+
{
∞∑
ν2=n2+1
apn1,ν2ν
p−2
2
}1/p
n
1− 1
p
1 + an1,n2(n1n2)
1− 1
p . I4 +A2 +A3 +A1.
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Using estimates (7.10) and (7.12), we have
A4 ≤ I1 + I2 + I3 + I4. (7.13)
This, (7.10) and (7.12) give us
I1 + I2 + I3 + I4 ≍ A1 +A2 +A3 +A4.
Since Theorem 5.1 implies
ωα1,α2
(
f,
1
n1
,
1
n2
)p
Lp(T2)
≍ I1 + I2 + I3 + I4,
the proof of Theorem 7.2 is now complete. 
Proof of Theorem 7.3. Theorem 5.1 implies
I := ωα1,α2
(
f,
1
2n1
,
1
2n2
)p
Lp(T2)
≍ 2−n1α12−n2α2‖s
(α1,α2)
2n1 ,2n2‖Lp(T2)
+ 2−n1α1‖s
(α1,0)
2n1 ,∞(f − s∞,2n2 (f))‖Lp(T2) + 2
−n2α2‖s
(0,α2)
∞,2n2 (f − s2n1 ,∞(f))‖Lp(T2)
+ ‖f − s2n1 ,∞(f)− s∞,2n2 (f) + s2n1 ,2n2 (f)‖Lp(T2).
Lemmas 3.5 and 3.9 yield
I ≍ 2−n1α1−n2α2


n1∑
µ1=0
n2∑
µ2=0
λ2µ1,µ22
2(α1µ1+α2µ2)


1/2
+ 2−n1α1


n1∑
µ1=0
∞∑
µ2=n1+1
λ2µ1,µ22
2α1µ1


1/2
+ 2−n2α2


∞∑
µ1=n1+1
n2∑
µ2=0
λ2µ1,µ22
2α2µ2


1/2
+


∞∑
µ1=n1+1
∞∑
µ2=n2+1
λ2µ1,µ2


1/2
,
i.e., the required equivalence. 
Theorem 7.1 is stated in the paper [31], while Theorems 7.2-7.3 can be found in the papers
[31, 56, 57]. The one-dimensional version of Theorem 7.2 for functions with general monotone
coefficients is proved in [33]. Theorem 7.3 is given in [7] in the case of integer order moduli.
8 The mixed moduli of smoothness of Lp-functions and their derivatives
Let 1 < p < ∞. We start this section with two well-known relations for the one-dimensional
modulus of smoothness: for f, f (k) ∈ Lp(T), we have the estimate (see [19, p. 46])
ωr+k(f, δ)Lp(T) . δ
kωr(f
(k), δ)Lp(T), where r, k ∈ N
and its weak inverse (see [19, p. 178])
ωr(f
(k), δ)Lp(T) .
∫ δ
0
ωr+k(f, u)Lp(T)
uk+1
du, where r, k ∈ N.
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The analogues of these inequalities for the mixed moduli of smoothness are given by
δ−r11 δ
−r2
2 ωβ1+r1,β2+r2(f, δ1, δ2)Lp(T2) . ωβ1,β2(f
(r1,r2), δ1, δ2)Lp(T2)
.
δ1∫
0
δ2∫
0
t−r11 t
−r2
2 ωβ1+r1,β2+r2(f, t1, t2)Lp(T2)
dt1
t1
dt2
t2
,
where βj , rj > 0, j = 1, 2 (see Theorem 4.1; properties (9) and (10)).
Now we provide a generalization of these estimates (see [58]). Note that this idea goes back to
the papers by Besov [8] and Marcinkiewicz [45]. We also remark that the right-hand side inequality
was done for non-mixed moduli in [26, 91]. Moreover, a similar estimate for mixed moduli of
smoothness of functions defined on Rd was proved in [89].
Theorem 8.1 Let f ∈ L0p(T
2), 1 < p < ∞, θ := min(2, p), τ := max(2, p), β1, β2, r1, r2 > 0, and
δ1, δ2 ∈ (0,
1
2 ). If
 1∫
0
1∫
0
t−r1θ−11 t
−r2θ−1
2 ω
θ
r1+β1,r2+β2(f, t1, t2)Lp(T2) dt1 dt2


1/θ
<∞,
then f has a mixed derivative f (r1,r2) ∈ Lp(T
2) in the sense of Weyl and
ωβ1,β2(f
(r1,r2), δ1, δ2)Lp(T2) .


δ1∫
0
δ2∫
0
t−r1θ−11 t
−r2θ−1
2 ω
θ
r1+β1,r2+β2(f, t1, t2)Lp(T2) dt1 dt2


1/θ
. (8.1)
If f ∈ Lp(T
2) has a mixed derivative f (r1,r2) ∈ Lp(T
2) in the sense of Weyl, then


δ1∫
0
δ2∫
0
t−r1τ−11 t
−r2τ−1
2 ω
τ
r1+β1,r2+β2(f, t1, t2)Lp(T2) dt1 dt2


1/τ
. ωβ1,β2(f
(r1,r2), δ1, δ2)Lp(T2).
Now we deal with the function classes Mp and Λp defined in Section 2.4.
Theorem 8.2 Let f ∈Mp, 1 < p <∞, β1, β2, r1, r2 > 0, and δ1, δ2 ∈ (0,
1
2). Then
ωβ1,β2(f
(r1,r2), δ1, δ2)Lp(T2) ≍


δ1∫
0
δ2∫
0
t−r1p−11 t
−r2p−1
2 ω
p
r1+β1,r2+β2
(f, t1, t2)Lp(T2) dt1 dt2


1/p
.
Theorem 8.3 Let f ∈ Λp, 1 < p <∞, β1, β2, r1, r2 > 0, and δ1, δ2 ∈ (0,
1
2). Then
ωβ1,β2(f
(r1,r2), δ1, δ2)Lp(T2) ≍


δ1∫
0
δ2∫
0
t−2r1−11 t
−2r2−1
2 ω
2
r1+β1,r2+β2(f, t1, t2)Lp(T2) dt1 dt2


1/2
.
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Proof of Theorem 8.1. We choose integers n1, n2 such that 2
−ni < δi ≤ 2
−ni+1, i = 1, 2. By
Lemmas 3.5, 3.6, and Theorem 5.1, we have
ωβ1,β2(f
(r1,r2), δ1, δ2)p .
∥∥∥∥∥
∞∑
ν1=2n1+1
∞∑
ν2=n2+1
νr11 ν
r2
2 Aν1ν2(x1, x2)
∥∥∥∥∥
p
+ 2−n1β1
∥∥∥∥∥
2n1∑
ν1=1
∞∑
ν2=2n2+1
νr1+β11 ν
r2
2 Aν1ν2(x1, x2)
∥∥∥∥∥
p
+ 2−n2β2
∥∥∥∥∥
∞∑
ν1=2n1+1
2n2∑
ν2=1
νr11 ν
r2+β2
2 Aν1ν2(x1, x2)
∥∥∥∥∥
p
+ 2−n1β12−n2β2
∥∥∥∥∥
2n1∑
ν1=1
2n2∑
ν2=1
νr1+β11 ν
r2+β2
2 Aν1ν2(x1, x2)
∥∥∥∥∥
p
=: I1 + I2 + I3 + I4.
where Aν1ν2 is given by (3.1). Estimating I2 as follows
I2 . 2
−n1β1


2pi∫
0
2pi∫
0
[
n1∑
ν1=0
∞∑
ν2=n2+1
22ν1(r1+β1)+2ν2r2△2ν1ν2
]p/2
dx1 dx2


1/p
,
we use
22νjrj ≍

 νj∑
ξj=nj+1
2ξjrjθ


2/θ
, j = 1, 2, (8.2)
and Minkowski’s inequality. Hence,
I2 . 2
−n1β1


2pi∫
0
2pi∫
0

 ∞∑
ξ2=n2+1
2ξ2r2θ

 ∞∑
ν2=ξ2
n1∑
ν1=0
22ν1(r1+β1)△2ν1ν2


θ/2


p/θ
dx1 dx2


1/p
.
Applying again Minkowski’s inequality for sums and integrals, we have
I2 .

2−n1β1θ
∞∑
ξ2=n2+1
2ξ2r2θ

 2pi∫
0
2pi∫
0
〈
n1∑
ν1=0
∞∑
ν2=ξ2
22ν1(r1+β1)△2ν1ν2
〉p/2
dx1 dx2


θ/p


1/θ
.
Using now
2−njβjθ ≍
∞∑
ξj=nj+1
2−ξjβjθ, j = 1, 2, (8.3)
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as well as Lemmas 3.5, 3.6, and Theorem 5.1, we get
I2 .


∞∑
ξ1=n1
2−ξ1β1θ
∞∑
ξ2=n2
2ξ2r2θ
∥∥∥∥∥∥
2ξ1∑
ν1=1
∞∑
ν2=2ξ2+1
νr1+β11 Aν1ν2(x1, x2)
∥∥∥∥∥∥
θ
p


1/θ
.


∞∑
ξ1=n1
∞∑
ξ2=n2
2ξ1r1θ2ξ2r2θωθr1+β1,r2+β2
(
f,
1
2ξ1
,
1
2ξ2
)
p


1/θ
.
For the estimate of I3 we use the same reasoning:
I3 .


∞∑
ξ1=n1
∞∑
ξ2=n2
2ξ1r1θ2−ξ2β2θ
∥∥∥∥∥∥
∞∑
ν1=2ξ1+1
2ξ2∑
ν2=1
νr2+β22 Aν1ν2(x1, x2)
∥∥∥∥∥∥
θ
p


1/θ
.


∞∑
ξ1=n1
∞∑
ξ2=n2
2ξ1r1θ2ξ2r2θωθr1+β1,r2+β2
(
f,
1
2ξ1
,
1
2ξ2
)
p


1/θ
.
Now we estimate I1:
I1 .


2pi∫
0
2pi∫
0
[
∞∑
ν1=n1+1
∞∑
ν2=n2+1
22ν1r1+2ν2r2△2ν1ν2
]p/2
dx1 dx2


1/p
.


∞∑
ξ2=n2
2ξ2r2θ

 2pi∫
0
2pi∫
0
〈
∞∑
ν1=n1+1
∞∑
ν2=ξ2+1
22ν1r1△2ν1ν2
〉p/2
dx1 dx2


θ/p


1/θ
.


∞∑
ξ1=n1
∞∑
ξ2=n2
2ξ1r1θ2ξ2r2θ

 2pi∫
0
2pi∫
0
〈
∞∑
ν1=ξ1+1
∞∑
ν2=ξ2+1
△2ν1ν2
〉p/2
dx1 dx2


θ/p


1/θ
.


∞∑
ξ1=n1
∞∑
ξ2=n2
2ξ1r1θ2ξ2r2θ
∥∥∥∥∥∥
∞∑
ν1=2ξ1+1
∞∑
ν2=2ξ2+1
Aν1ν2(x1, x2)
∥∥∥∥∥∥
θ
p


1/θ
.


∞∑
ξ1=n1
∞∑
ξ2=n2
2ξ1r1θ2ξ2r2θωθr1+β1,r2+β2
(
f,
1
2ξ1
,
1
2ξ2
)
p


1/θ
.
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To estimate I4, we use the expression (8.3) twice:
I4 . 2
−n1β12−n2β2


2pi∫
0
2pi∫
0
[
n1∑
ν1=0
n2∑
ν2=0
22ν1(r1+β1)+2ν2(r2+β2)△2ν1ν2
]p/2
dx1 dx2


1/p
.


∞∑
ξ1=n1
∞∑
ξ2=n2
2−ξ1β1θ2−ξ2β2θ
∥∥∥∥∥∥
2ξ1∑
ν1=1
2ξ2∑
ν2=1
νr1+β11 ν
r2+β2
2 Aν1ν2(x1, x2)
∥∥∥∥∥∥
θ
p


1/θ
.


∞∑
ξ1=n1
∞∑
ξ2=n2
2ξ1r1θ2ξ2r2θωθr1+β1,r2+β2
(
f,
1
2ξ1
,
1
2ξ2
)
p


1/θ
.
Collecting estimates for Ij , j = 1, 2, 3, 4, we finally get
ωβ1,β2(f
(r1,r2), δ1, δ2)p .


∞∑
ξ1=n1+1
∞∑
ξ2=n2+1
2ξ1r1θ2ξ2r2θωθr1+β1,r2+β2
(
f,
1
2ξ1
,
1
2ξ2
)
p


1/θ
and (8.1) follows.
Now let us prove the reverse inequality. We denote
K :=
δ1∫
0
δ2∫
0
t−r1τ−11 t
−r2τ−1
2 ω
τ
r1+β1,r2+β2(f, t1, t2)Lp(T2) dt1 dt2
.
∞∑
ξ1=n1
∞∑
ξ2=n2
2ξ1r1τ2ξ2r2τωτr1+β1,r2+β2
(
f,
1
2ξ1
,
1
2ξ2
)
p
.
Using Lemmas 3.5, 3.6, and Theorem 5.1,
K .
∞∑
ξ1=n1
∞∑
ξ2=n2
2ξ1r1τ2ξ2r2τ
∥∥∥∥∥∥
∞∑
ν1=2ξ1+1
∞∑
ν2=2ξ2+1
Aν1ν2(x1, x2)
∥∥∥∥∥∥
τ
p
+
∞∑
ξ1=n1
∞∑
ξ2=n2
2ξ1r1τ2−ξ2β2τ
∥∥∥∥∥∥
∞∑
ν1=2ξ1+1
2ξ2∑
ν2=1
νr2+β22 Aν1ν2(x1, x2)
∥∥∥∥∥∥
τ
p
+
∞∑
ξ1=n1
∞∑
ξ2=n2
2−ξ1β1τ2ξ2r2τ
∥∥∥∥∥∥
2ξ1∑
ν1=1
∞∑
ν2=2ξ2+1
νr1+β11 Aν1ν2(x1, x2)
∥∥∥∥∥∥
τ
p
+
∞∑
ξ1=n1
∞∑
ξ2=n2
2−ξ1β1τ2−ξ2β2τ
∥∥∥∥∥∥
2ξ1∑
ν1=1
2ξ2∑
ν2=1
νr1+β11 ν
r2+β2
2 Aν1ν2(x1, x2)
∥∥∥∥∥∥
τ
p
=: K1 +K2 +K3 +K4.
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Let us estimate K2.
K2 .
∞∑
ξ1=n1
∞∑
ξ2=n2
2ξ1r1τ2−ξ2β2τ
∥∥∥∥∥∥
∞∑
ν1=2ξ1+1
2n2∑
ν2=1
νr2+β22 Aν1ν2(x1, x2)
∥∥∥∥∥∥
τ
p
+
+
∞∑
ξ1=n1
∞∑
ξ2=n2
2ξ1r1τ2−ξ2β2τ
∥∥∥∥∥∥
∞∑
ν1=2ξ1+1
2ξ2∑
ν2=2n2+1
νr2+β22 Aν1ν2(x1, x2)
∥∥∥∥∥∥
τ
p
=: K21 +K22.
Using (8.3) and Lemmas 3.5, 3.6, we get
K21 . 2
−n2β2τ
∞∑
ξ1=n1
2ξ1r1τ

 2pi∫
0
2pi∫
0
〈
∞∑
ν1=ξ1+1
n2∑
ν2=0
22ν2(r2+β2)△2ν1ν2
〉p/2
dx1 dx2


τ/p
.
Using Minkowski’s inequality, (8.2), Lemmas 3.5, 3.6, and Theorem 5.1, we have
K21 . 2
−n2β2τ


2pi∫
0
2pi∫
0

 ∞∑
ξ1=n1
2ξ1r1τ
〈
∞∑
ν1=ξ1+1
n2∑
ν2=0
22ν2(r2+β2)△2ν1ν2
〉τ/2
p/τ
dx1 dx2


τ/p
. 2−n2β2τ


2pi∫
0
2pi∫
0

 ∞∑
ν1=n1+1
〈
ν1∑
ξ1=n1
2ξ1r1τ
〉2/τ n2∑
ν2=0
22ν2(r2+β2)△2ν1ν2


p/2
dx1 dx2


τ/p
. 2−n2β2τ


2pi∫
0
2pi∫
0
[
∞∑
ν1=n1+1
n2∑
ν2=0
22ν1r122ν2(r2+β2)△2ν1ν2
]p/2
dx1 dx2


τ/p
. 2−n2β2τ
∥∥∥∥∥
∞∑
ν1=2n1+1
2n2∑
ν2=1
νr11 ν
r2+β2
2 Aν1ν2(x1, x2)
∥∥∥∥∥
τ
p
. ωτβ1,β2(f
(r1,r2), δ1, δ2)p.
Estimating K22 as above, we get:
K22 .
∞∑
ξ2=n2
2−ξ2β2τ


2pi∫
0
2pi∫
0
[
∞∑
ν1=n1+1
ξ2∑
ν2=n2+1
22ν1r122ν2(r2+β2)△2ν1ν2
]p/2
dx1 dx2


τ/p
.


2pi∫
0
2pi∫
0

 ∞∑
ξ2=n2
2−ξ2β2τ
〈
∞∑
ν1=n1+1
ξ2∑
ν2=n2+1
22ν1r122ν2(r2+β2)△2ν1ν2
〉τ/2
p/τ
dx1 dx2


τ/p
.
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Further,
K22 .


2pi∫
0
2pi∫
0

 ∞∑
ν2=n2+1
22ν2(r2+β2)
〈
∞∑
ξ2=ν2
2−ξ2β2τ
〉2/τ ∞∑
ν1=n1+1
22ν1r1△2ν1ν2


p/2
dx1 dx2


τ/p
.
∥∥∥∥∥
∞∑
ν1=2n1+1
∞∑
ν2=2n2+1
νr11 ν
r2
2 Aν1ν2(x1, x2)
∥∥∥∥∥
τ
p
. ωτβ1,β2(f
(r1,r2), δ1, δ2)p.
Similarly,
K3 . 2
−n1β1τ
∥∥∥∥∥
2n1∑
ν1=1
∞∑
ν2=2n2+1
νr1+β11 ν
r2
2 Aν1ν2(x1, x2)
∥∥∥∥∥
τ
p
+
∥∥∥∥∥
∞∑
ν1=2n1+1
∞∑
ν2=2n2+1
νr11 ν
r2
2 Aν1ν2(x1, x2)
∥∥∥∥∥
τ
p
. ωτβ1,β2(f
(r1,r2), δ1, δ2)p.
Finally, we obtain the estimates for K1 and K4:
K1 .
∞∑
ξ1=n1
∞∑
ξ2=n2
2ξ1r1τ2ξ2r2τ


2pi∫
0
2pi∫
0

 ∞∑
ν1=ξ1+1
∞∑
ν2=ξ2+1
△2ν1ν2


p/2
dx1 dx2


τ/p
.
∥∥∥∥∥
∞∑
ν1=2n1+1
∞∑
ν2=2n2+1
νr11 ν
r2
2 Aν1ν2(x1, x2)
∥∥∥∥∥
τ
p
. ωτβ1,β2(f
(r1,r2), δ1, δ2)p
and
K4 .
∥∥∥∥∥
∞∑
ν1=2n1+1
∞∑
ν2=2n2+1
νr11 ν
r2
2 Aν1ν2(x1, x2)
∥∥∥∥∥
τ
p
+ 2−n2β2τ
∥∥∥∥∥
∞∑
ν1=2n1+1
2n2∑
ν2=1
νr11 ν
r2+β2
2 Aν1ν2(x1, x2)
∥∥∥∥∥
τ
p
+ 2−n1β1τ
∥∥∥∥∥
2n1∑
ν1=1
∞∑
ν2=2n2+1
νr1+β11 ν
r2
2 Aν1ν2(x1, x2)
∥∥∥∥∥
τ
p
+ 2−n1β1τ−n2β2τ
∥∥∥∥∥
2n1∑
ν1=1
2n2∑
ν2=1
νr1+β11 ν
r2+β2
2 Aν1ν2(x1, x2)
∥∥∥∥∥
τ
p
. ωτβ1,β2(f
(r1,r2), δ1, δ2)p.

Proof of Theorems 8.2 and 8.3. These proofs are similar to the proof of Theorem 8.1. We use
the following two statements which follow from Lemmas 3.8, 3.9 and Theorems 7.2, 7.3.
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Let f ∈Mp, 1 < p <∞, βi, ri > 0, i = 1, 2, n1, n2 ∈ N. Then
ωβ1,β2
(
f (r1,r2),
1
n1
,
1
n2
)
Lp(T2)
≍
1
nβ11 n
β2
2
{
n1∑
ν1=1
n2∑
ν2=1
apν1,ν2ν
(β1+r1+1)p−2
1 ν
(β2+r2+1)p−2
2
}1/p
+
1
nβ11
{
n1∑
ν1=1
∞∑
ν2=n2+1
apν1,ν2ν
(β1+r1+1)p−2
1 ν
(r2+1)p−2
2
}1/p
+
1
nβ22
{
∞∑
ν1=n1+1
n2∑
ν2=1
apν1,ν2ν
(r1+1)p−2
1 ν
(β2+r2+1)p−2
2
}1/p
+
{
∞∑
ν1=n1+1
∞∑
ν2=n2+1
apν1,ν2ν
(r1+1)p−2
1 ν
(r2+1)p−2
2
}1/p
.
Let f ∈ Λp, 1 < p <∞, βi, ri > 0, ni ∈ N, i = 1, 2. Then
ωβ1,β2
(
f (r1,r2),
1
2n1
,
1
2n2
)
p
≍
1
2n1β1+n2β2
{
n1∑
µ1=0
n2∑
µ2=0
λ2µ1,µ22
2(µ1(β1+r1)+µ2(β2+r2))
}1/2
+
1
2n1β1
{
n1∑
µ1=0
∞∑
µ2=n2+1
λ2µ1,µ22
2(µ1(β1+r1)+µ2r2)
}1/2
+
1
2n2β2
{
∞∑
µ1=n1+1
n2∑
µ2=0
λ2µ1,µ22
2(µ1r1+µ2(β2+r2))
}1/2
+
{
∞∑
µ1=n1+1
∞∑
µ2=n2+1
λ2µ1,µ22
2µ1r1+2µ2r2
}1/2
.

Note that Theorems 8.1-8.3 deal with the most important case when ωβ(f
(r), δ)p is estimated in
terms of ωr+β(f, t)p. However, to completely solve the general problem on the interrelation between
ωβ(f
(l), δ)p and ωr+β(f, t)p,
we have to consider two more cases:
(i). l = r− α, 0 < α < r;
(ii). l = r+ α, 0 < α < β.
The results covering these cases are provided below:
Theorem 8.4 (i). Let f ∈ L0p(T
2), 1 < p <∞, θ := min(2, p), and τ := max(2, p). Let β1, β2, > 0,
0 < α1 < r1, 0 < α2 < r2, and δ1, δ2 ∈ (0,
1
2).
A). If
1∫
0
1∫
0
t
−(r1−α1)θ−1
1 t
−(r2−α2)θ−1
2 ω
θ
r1+β1,r2+β2(f, t1, t2)Lp(T2) dt1 dt2 <∞,
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then f has a mixed derivative f (r1−α1,r2−α2) ∈ L0p(T
2) in the sense of Weyl and
ωβ1,β2(f
(r1−α1,r2−α2), δ1, δ2)Lp(T2) . J(θ),
where
J(s) :=


1∫
0
1∫
0
t
−(r1−α1)s
1 min
(
1,
δ1
t1
)β1s
t
−(r2−α2)s
2 min
(
1,
δ2
t2
)β2s
ωsr1+β1,r2+β2(f, t1, t2)p
dt1
t1
dt2
t2


1/s
.
B). If f ∈ Lp(T
2) has a mixed derivative f (r1−α1,r2−α2) ∈ L0p(T
2) in the sense of Weyl, then
ωβ1,β2(f
(r1−α1,r2−α2), δ1, δ2)Lp(T2) & J(τ).
(ii). Let f ∈ L0p(T
2), 1 < p < ∞, θ := min(2, p), and τ := max(2, p). Let r1, r2 > 0, 0 < α1 < β1,
0 < α2 < β2, and δ1, δ2 ∈ (0,
1
2).
A). If
1∫
0
1∫
0
t
−(r1+α1)θ−1
1 t
−(r2+α2)θ−1
2 ω
θ
r1+β1,r2+β2(f, t1, t2)Lp(T2) dt1 dt2 <∞, (8.4)
then f has a mixed derivative f (r1+α1,r2+α2) ∈ L0p(T
2) in the sense of Weyl and
D(f (r1+α1,r2+α2), τ) . E(f, θ),
where
D(f (r1+α1,r2+α2), s) :=


1∫
δ1
1∫
δ2
(δ1
t1
)(β1−α1)s(δ2
t2
)(β2−α2)s
ωsβ1,β2(f
(r1+α1,r2+α2), t1, t2)Lp(T2)
dt1
t1
dt2
t2


1/s
and
E(f, s) :=


δ1∫
0
δ2∫
0
t
−(r1+α1)s−1
1 t
−(r2+α2)s−1
2 ω
θ
r1+β1,r2+β2(f, t1, t2)Lp(T2) dt1 dt2


1/s
.
B). If f ∈ Lp(T
2) has a mixed derivative f (r1+α1,r2+α2) ∈ L0p(T
2) in the sense of Weyl, then
E(f, τ) . D(f (r1+α1,r2+α2), θ).
The proof can be found in [58]; see also [59]. As in Theorems 8.2 and 8.3, the sharpness of this
result can be shown by considering function classes Mp and Λp defined in Section 2.4.
Moreover, in part (ii), D(f (r1+α1,r2+α2), θ) could not be replaced by ωβ1,β2(f
(r1+α1,r2+α2), δ1, δ2)Lp(T2).
Indeed, we consider
f1(x, y) :=
∞∑
n1=1
∞∑
n2=1
n
−(r1+β1+1−
1
p
)
1
lnA1+
1
p (2n1)
n
−(r2+β2+1−
1
p
)
2
lnA2+
1
p (2n2)
cosn1x cosn2y,
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where p ∈ (1,∞), ri, βi, Ai > 0 (i = 1, 2). Then, by Lemma 3.8, we have f ∈ L
0
p(T
2) and, by
Theorem 7.2,
ωr1+β1,r2+β2 (f1, δ1, δ2)Lp(T2) ≍ δ
r1+β1
1 δ
r2+β2
2 .
Hence condition (8.4) holds and f
(r1+α1,r2+α2)
1 ∈ L
0
p(T
2). Moreover, one can easily check that
D(f
(r1+α1,r2+α2)
1 , p) ≍ E(f1, p) ≍ δ
β1−α1
1 δ
β2−α2
2 .
On the other hand,
ωβ1,β2(f
(r1+α1,r2+α2)
1 , δ1, δ2)Lp(T2) ≍ δ
β1−α1
1 δ
β2−α2
2
∣∣ ln δ1∣∣−A1∣∣ ln δ2∣∣−A2
and thus D(f
(r1+α1,r2+α2)
1 , p) and ωβ1,β2(f
(r1+α1,r2+α2)
1 )Lp(T2) indeed have different orders of mag-
nitude.
9 The mixed moduli of smoothness of Lp-functions and their angular approxi-
mation
As we already mentioned, Jackson and Bernstein-Stechkin type results are given by the following
inequalities:
Yn1,n2(f)Lp(T2) . ωk1,k2(f,
pi
n1 + 1
,
pi
n2 + 1
)Lp(T2)
.
1
(n1 + 1)k1(n2 + 1)k2
n1+1∑
ν1=1
n2+1∑
ν2=1
νk1−11 ν
k2−1
2 Yν1−1,ν2−1(f)Lp(T2).
The next theorem provides sharper estimates (sharp Jackson and sharp inverse inequality).
Theorem 9.1 Let f ∈ L0p(T
2), 1 < p <∞, σ := max(2, p), θ := min(2, p), αi > 0, ni ∈ N, i = 1, 2.
Then
1
nα11
1
nα22
{
n1+1∑
ν1=1
n2+1∑
ν2=1
να1σ−11 ν
α2σ−1
2 Y
σ
ν1−1,ν2−1(f)Lp(T2)
}1/σ
. ωα1,α2
(
f,
1
n1
,
1
n2
)
Lp(T2)
.
1
nα11
1
nα22
{
n1+1∑
ν1=1
n2+1∑
ν2=1
να1θ−11 ν
α2θ−1
2 Y
θ
ν1−1,ν2−1(f)Lp(T2)
}1/θ
.
The sharpness of this result follows from considering special function classes, see Section 2.4.
Theorem 9.2 Let f ∈Mp, 1 < p <∞, αi > 0, ni ∈ N, i = 1, 2. Then
ωα1,α2
(
f,
1
n1
,
1
n2
)
Lp(T2)
≍
1
nα11
1
nα22
{
n1+1∑
ν1=1
n2+1∑
ν2=1
να1p−11 ν
α2p−1
2 Y
p
ν1−1,ν2−1
(f)Lp(T2)
}1/p
.
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Theorem 9.3 Let f ∈ Λp, 1 < p <∞, αi > 0, ni ∈ N, i = 1, 2. Then
ωα1,α2
(
f,
1
n1
,
1
n2
)
Lp(T2)
≍
1
nα11
1
nα22
{
n1+1∑
ν1=1
n2+1∑
ν2=1
ν2α1−11 ν
2α2−1
2 Y
2
ν1−1,ν2−1(f)Lp(T2)
}1/2
.
Proof of Theorem 9.1. Define
Iσ :=
1
nα1σnα2σ
n1+1∑
ν1=1
n2+1∑
ν2=1
να1σ−11 ν
α2σ−1
2 Y
σ
ν1−1,ν2−1(f)Lp(T2).
For given ni ∈ N we find integers mi ≥ 0 such that 2
mi ≤ ni < 2
mi+1, i = 1, 2. Then using
monotonicity properties of Yν1,ν2(f)Lp(T2) we get
Iσ . 2−(α1m1+α2m2)σ
m1+1∑
µ1=0
m2+1∑
µ2=0
2(µ1α1+µ2α2)σY σ⌊2µ1−1⌋,⌊2µ2−1⌋(f)Lp(T2).
Using Lemmas 3.5 and 3.6, we have
Iσ . 2−(α1m1+α2m2)σ
m1+1∑
µ1=0
m2+1∑
µ2=0
2(µ1α1+µ2α2)σ


2pi∫
0
2pi∫
0
(
∞∑
ν1=µ1
∞∑
ν2=µ2
∆2ν1ν2
)p/2
dxdy


σ/p
.


2pi∫
0
2pi∫
0
(
∞∑
ν1=m1+1
∞∑
ν2=m2+1
∆2ν1ν2
)p/2
dxdy


σ/p
+ 2−α1m1σ
m1∑
µ1=0
2α1µ1σ


2pi∫
0
2pi∫
0
(
m1∑
ν1=µ1
∞∑
ν2=m2+1
∆2ν1ν2
)p/2
dxdy


σ/p
+ 2−α2m2σ
m2∑
µ2=0
2α2µ2σ


2pi∫
0
2pi∫
0
(
∞∑
ν1=m1+1
m2∑
ν2=µ2
∆2ν1ν2
)p/2
dxdy


σ/p
+ 2(−α1m1−α2m2)σ
m1+1∑
µ1=1
m2+1∑
µ2=1
2(µ1α1+µ2α2)σ


2pi∫
0
2pi∫
0
(
m1∑
ν1=µ1
m2∑
ν2=µ2
∆2ν1ν2
)p/2
dxdy


σ/p
=: I1 + I2 + I3 + I4.
By Lemma 3.6, we have
I1 . ‖f − s2m1,∞ − s∞,2m2 + s2m1 ,2m2‖
σ
Lp(T2)
.
Now we estimate
I2 = 2
−α1m1σ
m1∑
µ1=0
2α1µ1σ


2pi∫
0
2pi∫
0
(
m1∑
ν1=µ1
∞∑
ν2=m2+1
∆2ν1ν2
)p/2
dxdy


σ/p
.
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Minkowski’s inequality (σ/p ≥ 1) implies
I2 . 2
−α1m1σ


2pi∫
0
2pi∫
0

 m1∑
µ1=0
2α1µ1σ
(
m1∑
ν1=µ1
∞∑
ν2=m2+1
∆2ν1ν2
)σ/2
p/σ
dxdy


σ/p
.
Taking into account Lemma 3.2, we get
I2 . 2
−α1m1σ


2pi∫
0
2pi∫
0

 m1∑
ν1=0
2α1ν1σ
(
∞∑
ν2=m2+1
∆2ν1ν2
)σ/2
p/σ
dxdy


σ/p
.
Since σ/2 ≥ 1, Lemma 3.1 yields
I2 . 2
−α1m1σ


2pi∫
0
2pi∫
0
[
m1∑
ν1=0
∞∑
ν2=m2+1
2α1ν12∆2ν1ν2
]p/2
dxdy


σ/p
.
Then Lemmas 3.5 and 3.6 imply
I2 . 2
−α1m1σ‖s
(α1,0)
2m1 ,∞(f − s∞,2m2 (f))‖
σ
Lp(T2)
.
Similarly,
I3 . 2
−α2m2σ‖s
(0,α2)
∞,2m2 (f − s2m1 ,∞(f))‖
σ
Lp(T2)
and
I4 . 2
−(α1m1+α2m2)σ‖s
(α1,α2)
2m1 ,2m2 (f)‖
σ
Lp(T2)
.
Therefore,
Iσ . ‖f − s2m1,∞ − s∞,2m2 + s2m1 ,2m2‖
σ
Lp(T2)
+ 2−α1m1‖s
(α1,0)
2m1 ,∞(f − s∞,2m2 (f))‖
σ
Lp(T2)
+ 2−α2m2‖s
(0,α2)
∞,2m2 (f − s2m1 ,∞(f))‖
σ
Lp(T2)
+ 2−(α1m1+α2m2)σ‖s
(α1,α2)
2m1 ,2m2 (f)‖
σ
Lp(T2)
.
Applying Theorem 5.1, we get I . ωα1,α2
(
f, 12m1 ,
1
2m2
)
Lp(T2)
. Then using properties of the mixed
modulus of smoothness,
I . ωα1,α2
(
f,
1
2m1+1
,
1
2m2+1
)
Lp(T2)
. ωα1,α2
(
f,
1
n1
,
1
n2
)
Lp(T2)
.
Thus, the estimate from below in Theorem 9.1 is shown. Now we prove the estimate from above.
First,
I5 := ωα1,α2
(
f,
1
n1
,
1
n2
)
Lp(T2)
. ωα1,α2
(
f,
1
2m1
,
1
2m2
)
Lp(T2)
,
where 2mi ≤ ni < 2
mi+1, i = 1, 2. Theorem 5.1 gives
Ip5 . 2
−(α1m1+α2m2)p‖s
(α1,α2)
2m1 ,2m2 (f)‖
p
Lp(T2)
+ 2−α1m1p‖s
(α1,0)
2m1 ,∞(f − s∞,2m2 (f))‖
p
Lp(T2)
+ 2−α2m2p‖s
(0,α2)
∞,2m2 (f − s2m1 ,∞(f))‖
p
Lp(T2)
+ ‖f − s2m1,∞ − s∞,2m2 + s2m1 ,2m2‖
p
Lp(T2)
=: I6 + I7 + I8 + I9.
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Lemmas 3.5 and 3.6 imply
I6 . 2
−(m1α1+m2α2)p
2pi∫
0
2pi∫
0

 m1∑
µ1=0
m2∑
µ2=0
22(µ1α1+µ2α2)∆2µ1µ2


p/2
dxdy.
If 2 ≤ p <∞, we use Minkowski’s inequality and Lemma 3.3
I6 . 2
−(m1α1+m2α2)p


m1∑
µ1=0
m2∑
µ2=0
22(µ1α1+µ2α2)

 2pi∫
0
2pi∫
0
|∆µ1µ2 |
p dxdy


2/p


p/2
= 2(m1α1+m2α2)p


m1∑
µ1=0
m2∑
µ2=0
22(µ1α1+µ2α2)‖s2µ1 ,2µ2 (f)− s2µ1 ,⌊2µ2−1⌋(f)−
− s⌊2µ1−1⌋,2µ2 (f) + s⌊2µ1−1⌋,⌊2µ2−1⌋(f)‖
2
Lp(T2)
}p/2
. 2−(m1α1+m2α2)p


m1+1∑
µ1=0
m2+1∑
µ2=0
22(µ1α1+µ2α2)Y 2⌊2µ1−1⌋,⌊2µ2−1⌋(f)Lp(T2)


p/2
.
If 1 < p < 2, we use Lemma 3.1 and Lemma 3.3
I6 . 2
−(m1α1+m2α2)p
m1∑
µ1=0
m2∑
µ2=0
2p(µ1α1+µ2α2)
2pi∫
0
2pi∫
0
|∆µ1,µ2 |
p dxdy
= 2(m1α1+m2α2)p
m1∑
µ1=0
m2∑
µ2=0
2p(µ1α1+µ2α2)‖s2µ1 ,2µ2 (f)− s2µ1 ,⌊2µ2−1⌋(f)−
− s⌊2µ1−1⌋,2µ2 (f) + s⌊2µ1−1⌋,⌊2µ2−1⌋(f)‖
p
Lp(T2)
. 2−(m1α1+m2α2)p
m1+1∑
µ1=0
m2+1∑
µ2=0
2p(µ1α1+µ2α2)Y p
⌊2µ1−1⌋,⌊2µ2−1⌋
(f)Lp(T2).
Thus, we show
I6 . 2
−(m1α1+m2α2)p


m1+1∑
µ1=0
m2+1∑
µ2=0
2θ(µ1α1+µ2α2)Y θ⌊2µ1−1⌋,⌊2µ2−1⌋(f)Lp(T2)


p/θ
.
Now let us estimate I7. Lemmas 3.5 and 3.6 imply
I7 . 2
−m1α1p
2pi∫
0
2pi∫
0

 m1∑
µ1=0
∞∑
µ2=m2+1
22µ1α1∆2µ1,µ2


p/2
dxdy.
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Again, for 2 ≤ p <∞, Minkowski’s inequality, Lemmas 3.6 and 3.3 give
I7 . 2
m1α1p


m1∑
µ1=0
22µ1α1


2pi∫
0
2pi∫
0

 ∞∑
µ2=m2+1
∆2µ1µ2


p/2
dxdy


2/p


p/2
. 2m1α1p


m1∑
µ1=0
22µ1α1


2pi∫
0
2pi∫
0

 ∞∑
ν1=µ1
∞∑
µ2=m2+1
∆2ν1µ2


p/2
dxdy


2/p


p/2
. 2m1α1p


m1+1∑
µ1=0
22µ1α1Y 2⌊2µ1−1⌋,2m2 (f)Lp(T2)


p/2
. 2−(m1α1+m2α2)p


m1+1∑
µ1=0
m2+1∑
µ2=0
22(µ1α1+µ2α2)Y 2⌊2µ1−1⌋,⌊2µ2−1⌋(f)Lp(T2)


p/2
.
If 1 < p ≤ 2, Lemmas 3.1 and 3.3 imply
I7 . 2
−m1α1p
2pi∫
0
2pi∫
0
m1∑
µ1=0
∞∑
µ2=m2+1
2µ1α1p|∆µ1µ2 |
p dxdy
. 2−m1α1p
m1∑
µ1=0
2pµ1α1
2pi∫
0
2pi∫
0
∞∑
ν1=µ1
∞∑
µ2=m2+1
|∆ν1µ2 |
p dxdy
. 2−m1α1p
m1+1∑
µ1=0
2pµ1α1Y p
⌊2µ1−1⌋,2m2
(f)Lp(T2)
. 2−(m1α1+m2α2)p
m1+1∑
µ1=0
m2+1∑
µ2=0
2p(µ1α1+µ2α2)Y p
⌊2µ1−1⌋,⌊2µ2−1⌋
(f)Lp(T2).
Thus,
I7 . 2
−(m1α1+m2α2)p


m1+1∑
µ1=0
m2+1∑
µ2=0
2θ(µ1α1+µ2α2)Y θ⌊2µ1−1⌋,⌊2µ2−1⌋(f)Lp(T2)


p/θ
.
Similarly,
I8 . 2
−(m1α1+m2α2)p


m1+1∑
µ1=0
m2+1∑
µ2=0
2θ(µ1α1+µ2α2)Y θ⌊2µ1−1⌋,⌊2µ2−1⌋(f)Lp(T2)


p/θ
.
By Lemma 3.3, we get
I9 . Y
p
2m1 ,2m2 (f)Lp(T2).
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Combining these estimates, we have
Ip5 . 2
−(m1α1+m2α2)p


m1+1∑
µ1=0
m2+1∑
µ2=0
2θ(µ1α1+µ2α2)Y θ⌊2µ1−1⌋,⌊2µ2−1⌋(f)Lp(T2)


p/θ
,
and using properties of Yν1,ν2(f)Lp(T2),
I5 .
1
nα11
1
nα22
{
n1+1∑
ν1=1
n2+1∑
ν2=1
να1θ−11 ν
α2θ−1
2 Y
θ
ν1−1,ν2−1(f)Lp(T2)
}1/θ
.
Thus, the proof of Theorem 9.1 is complete. 
Proof of Theorem 9.2. Define
Ip :=
1
nα1p1
1
nα2p2
n1+1∑
ν1=1
n2+1∑
ν2=1
να1p−11 ν
α2p−1
2 Y
p
ν1−1,ν2−1
(f)Lp(T2).
By Theorem 4.2, we have
Ip .
1
nα1p1
1
nα2p2
n1+1∑
ν1=1
n2+1∑
ν2=1
να1p−11 ν
α2p−1
2 ω
p
⌊α1⌋+1,⌊α2⌋+1
(
f,
1
ν1 + 1
,
1
ν2 + 1
)
Lp(T2)
.
Theorem 7.2 implies
Ip .
1
nα1p1
1
nα2p2
n1+1∑
ν1=1
n2+1∑
ν2=1
να1p−11 ν
α2p−1
2
(ν1 + 1)(⌊α1⌋+1)p(ν2 + 1)(⌊α2⌋+1)p

 ν1∑
µ1=1
ν2∑
µ2=1
apµ1,µ2µ
(⌊α1⌋+2)p−2
1 µ
(⌊α2⌋+2)p−2
2


+
1
nα1p1
1
nα2p2
n1+1∑
ν1=1
n2+1∑
ν2=1
να1p−11 ν
α2p−1
2
(ν1 + 1)(⌊α1⌋+1)p

 ν1∑
µ1=1
∞∑
µ2=ν2+1
apµ1,µ2µ
(⌊α1⌋+2)p−2
1 µ
p−2
2


+
1
nα1p1
1
nα2p2
n1+1∑
ν1=1
n2+1∑
ν2=1
να1p−11 ν
α2p−1
2
(ν2 + 1)(⌊α2⌋+1)p

 ∞∑
µ1=ν1+1
ν2∑
µ2=1
apµ1,µ2µ
(⌊α1⌋+2)p−2
2 µ
p−2
1


+
1
nα1p1
1
nα2p2
n1+1∑
ν1=1
n2+1∑
ν2=1
να1p−11 ν
α2p−1
2

 ∞∑
µ1=ν1+1
∞∑
µ2=ν2+1
apµ1,µ2(µ1µ2)
p−2

 =: A1 +A2 +A3 +A4.
Changing the order of summation, we get
A1 .
1
nα1p1
1
nα2p2
n1+1∑
µ1=1
n2+1∑
µ2=1
apµ1,µ2µ
(α1+1)p−2
1 µ
(α2+1)p−2
2 =: B1.
We proceed by estimating A2.
A2 .
1
nα1p1
1
nα2p2
n1+1∑
ν1=1
n2+1∑
ν2=1
ν
(α1−⌊α1⌋−1)p−1
1 ν
α2p−1
2
ν1∑
µ1=1
n2∑
µ2=ν2
apµ1,µ2µ
(⌊α1⌋+2)p−2
1 µ
p−2
2
+
1
nα1p1
1
nα2p2
n1+1∑
ν1=1
n2+1∑
ν2=1
ν
(α1−⌊α1⌋−1)p−1
1 ν
α2p−1
2
ν1∑
µ1=1
∞∑
µ2=n2+1
apµ1,µ2µ
(⌊α1⌋+2)p−2
1 µ
p−2
2 =: A11 +A12.
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Changing the order of summation, since ⌊α1⌋+ 1 > α1 and α2 > 0, we get
A11 .
1
nα1p1
1
nα2p2
n1+1∑
µ1=1
n2+1∑
µ2=1
apµ1,µ2µ
(α1+1)p−2
1 µ
(α2+1)p−2
2 = B1.
It is clear that
A12 .
1
nα1p1
n1+1∑
ν1=1
ν
(α1−⌊α1⌋−1)p−1
1
ν1∑
µ1=1
∞∑
µ2=n2+1
apµ1,µ2µ
(⌊α1⌋+2)p−2
1 µ
p−2
2 .
Once again, changing the order of summation, we have
A12 .
1
nα1p1
n1+1∑
µ1=1
∞∑
µ2=n2+1
apµ1,µ2µ
(α1+1)p−2
1 µ
p−2
2 =: B2.
Thus, A2 . B1 +B2 .
Similarly, we get A3 . B1 +B3 and A4 . B1 +B2 +B3 +B4, where
B3 :=
1
nα2p2
∞∑
µ1=n1+1
n2+1∑
µ2=1
apµ1,µ2µ
p−2
1 µ
(α1+1)p−2
2
and
B4 :=
∞∑
µ1=n1+1
∞∑
µ2=n2+1
apµ1,µ2(µ1µ2)
p−2.
Combining the estimates for A1, A2 , A3, and A4,
Ip .
1
nα1p1 n
α2p
2
n1∑
ν1=1
n2∑
ν2=1
apν1,ν2ν
(α1+1)p−2
1 ν
(α2+1)p−2
2 +
1
nα1p1
n1∑
ν1=1
∞∑
ν2=n2+1
apν1,ν2ν
(α1+1)p−2
1 ν
p−2
2
+
1
nα2p2
∞∑
ν1=n1+1
n2∑
ν2=1
apν1,ν2ν
p−2
1 ν
(α2+1)p−2
2 +
∞∑
ν1=n1+1
∞∑
ν2=n2+1
apν1,ν2(ν1ν2)
p−2.
Theorem 7.2 yields I . ωα1,α2
(
f, 1n1 ,
1
n2
)
Lp(T2)
, i.e., the estimate from below is obtained.
To get the estimate from above, by Theorem 7.2, we have
apn1,n2(n1n2)
p−1 .
1
n
(α1]+1)p
1 n
(⌊α2⌋+1])p
2
n1∑
ν1=⌊n1/2⌋+1
n2∑
ν2=⌊n2/2⌋+1
apν1,ν2ν
(⌊α1⌋+2)p−2
1 ν
(⌊α2⌋+2)p−2
2
. ωp⌊α1⌋+1,⌊α2⌋+1
(
f,
1
n1
,
1
n2
)
Lp(T2)
.
Moreover,
np−11
∞∑
ν2=n2+1
apn1,ν2ν
p−2
2 .
1
n
(⌊α1⌋+1)p
1
n1∑
ν1=⌊
n1
2
⌋+1
∞∑
ν2=n2+1
apν1,ν2ν
(⌊α1⌋+2)p−2
1 ν
p−2
2
. ωp⌊α1⌋+1,⌊α2⌋+1
(
f,
1
n1
,
1
n2
)
Lp(T2)
,
np−12
∞∑
ν1=n1+1
apν1,n2ν
p−2
1 . ω
p
⌊α1⌋+1,⌊α2⌋+1
(
f,
1
n1
,
1
n2
)
Lp(T2)
,
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and
∞∑
ν1=n1+1
∞∑
ν2=n2+1
apν1,ν2ν
p−2
1 ν
p−2
2 . ω
p
⌊α1⌋+1,⌊α2⌋+1
(
f,
1
n1
,
1
n2
)
Lp(T2)
.
Again, using Theorem 7.2, we have
ωpα1,α2
(
f,
1
n1
,
1
n2
)
Lp(T2)
.
1
nα1p1 n
α2p
2
n1∑
ν1=1
n2∑
ν2=1
να1p−11 ν
α2p−1
2 (ν
p−1
1 ν
p−1
2 a
p
ν1,ν2)
+
1
nα1p1
n1∑
ν1=1
να1p−11
(
νp−11
∞∑
ν2=n2+1
apν1,ν2ν
p−2
2
)
+
1
nα2p2
n2∑
ν2=1
να2p−12
(
νp−12
∞∑
ν1=n1+1
apν1,ν2ν
p−2
1
)
+
∞∑
ν1=n1+1
∞∑
ν2=n2+1
apν1,ν2(ν1ν2)
p−2.
Then applying the above mentioned inequalities, we have
ωpα1,α2
(
f,
1
n1
,
1
n2
)
Lp(T2)
.
1
nα1p1 n
α2p
2
n1∑
ν1=1
n2∑
ν2=1
να1p−11 ν
α2p−1
2 ω
p
⌊α1⌋+1,⌊α2⌋+1
(
f,
1
ν1
,
1
ν2
)
Lp(T2)
+
1
nα1p1
n1∑
ν1=1
να1p−11 ω
p
⌊α1⌋+1,⌊α2⌋+1
(
f,
1
ν1
,
1
n2
)
Lp(T2)
+
1
nα2p2
n2∑
ν2=1
να2p−12 ω
p
⌊α1⌋+1,⌊α2⌋+1
(
f,
1
n1
,
1
ν2
)
Lp(T2)
+ ωp
⌊α1⌋+1,⌊α2⌋+1
(
f,
1
n1
,
1
n2
)
Lp(T2)
.
Properties of the mixed moduli of smoothness imply
ωpα1,α2
(
f,
1
n1
,
1
n2
)
Lp(T2)
.
1
nα1p1 n
α2p
2
n1∑
ν1=1
n2∑
ν2=1
να1p−11 ν
α2p−1
2 ω
p
⌊α1⌋+1,⌊α2⌋+1
(
f,
1
ν1
,
1
ν2
)
Lp(T2)
.
Then, by Theorem 4.2,
ωpα1,α2
(
f,
1
n1
,
1
n2
)
Lp(T2)
.
1
nα1p1 n
α2p
2
n1∑
ν1=1
n2∑
ν2=1
να1p−11 ν
α2p−1
2
ν
(⌊α1⌋+1)p
1 ν
(⌊α2⌋+1)p
2

 ν1∑
µ1=1
ν2∑
µ2=1
µ
⌊α1⌋
1 µ
⌊α2⌋
2 Yµ1−1,µ2−1(f)Lp(T2)


p
.
By Hardy’s inequality (Lemma 3.2), we get
ωpα1,α2
(
f,
1
n1
,
1
n2
)
Lp(T2)
.
1
nα1p1 n
α2p
2
n1∑
µ1=1
n2∑
µ2=1
µα1p−11 µ
α2p−1
2 Y
p
µ1−1,µ2−1
(f)Lp(T2).
Thus, the proof of Theorem 9.2 is now complete. 
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Proof of Theorem 9.3. Here, it is enough to show that ωα1,α2
(
f, 12m1 ,
1
2m2
)
Lp(T2)
≍ I, where
I := 2−(m1α1+m2α2)


m1∑
µ1=1
m2∑
µ2=1
22(µ1α1+µ2α2)Y 22µ1−1,2µ2−1(f)Lp(T2)


1/2
.
Lemmas 3.3 and 3.9 imply
I ≍ 2−(m1α1+m2α2)

m1∑
µ1=1
m2∑
µ2=1
22(µ1α1+µ2α2)‖f − s2µ1−1,∞(f)− s∞,2µ2−1(f) + s2µ1−1,2µ2−1(f)‖
2
Lp(T2)


1/2
≍ 2−(m1α1+m2α2)


m1∑
µ1=1
m2∑
µ2=1
22(µ1α1+µ2α2)
∞∑
ν1=µ1
∞∑
ν2=µ2
λ2µ1,µ2


1/2
≍ 2−(m1α1+m2α2)


m1∑
µ1=1
m2∑
µ2=1
λ2µ1,µ22
2(µ1α1+µ2α2)


1/2
+ 2−m1α1


m1∑
µ1=1
∞∑
µ2=m2+1
λ2µ1,µ22
2µ1α1


1/2
+ 2−m2α2


∞∑
µ1=m1+1
m2∑
µ2=1
λ2µ1,µ22
2µ2α2


1/2
+


∞∑
µ1=m1+1
∞∑
µ2=m2+1
λ2µ1,µ2


1/2
.
Using now Theorem 7.3, we finally get I ≍ ωα1,α2
(
f, 12m1 ,
1
2m2
)
Lp(T2)
. 
Theorem 9.1 was proved in the case of αi ∈ N in the paper [55]. For the proof of Theorem
9.2, see [31]. The one-dimensional sharp Jackson inequality was proved in [87]. The history of this
topic and new results can be found in [14].
10 Interrelation between the mixed moduli of smoothness of different orders
in Lp
We have stated above (see Theorem 4.1) that the following properties of mixed moduli are well
known:
ωβ1,β2(f, δ1, δ2)Lp(T2) . ωα1,α2(f, δ1, δ2)Lp(T2);
ωα1,α2(f, δ1, δ2)Lp(T2)
δα11 δ
α2
2
.
ωβ1,β2(f, δ1, δ2)Lp(T2)
δβ11 δ
β2
2
;
ωα1,α2(f, δ1, δ2)Lp(T2) . δ
α1
1 δ
α2
2
∫ 1
δ1
∫ 1
δ2
ωβ1,β2(f, t1, t2)Lp(T2)
tα11 t
α2
2
dt1
t1
dt2
t2
,
where f ∈ L0p(T
2), 1 < p <∞, and 0 < αi < βi, δi ∈ (0,
1
2), i = 1, 2.
The following theorem sharpens all these estimates.
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Theorem 10.1 Let f ∈ L0p(T
2), 1 < p < ∞, τ := max(2, p), θ := min(2, p), 0 < αi < βi,
δi ∈ (0,
1
2), i = 1, 2. Then
δα11 δ
α2
2


1∫
δ1
1∫
δ2
[
t−α11 t
−α2
2 ωβ1,β2(f, t1, t2)Lp(T2)
]τ dt1
t1
dt2
t2


1/τ
. ωα1,α2(f, δ1, δ2)Lp(T2)
. δα11 δ
α2
2


1∫
δ1
1∫
δ2
[
t−α11 t
−α2
2 ωβ1,β2(f, t1, t2)Lp(T2)
]θ dt1
t1
dt2
t2


1/θ
.
These estimates are the best possible in the sense of order. This can be shown using the following
two equivalence results for the function classes Mp and Λp defined in Section 2.4.
Theorem 10.2 Let f ∈Mp, 1 < p <∞, 0 < αi < βi, δi ∈ (0,
1
2), i = 1, 2. Then
ωα1,α2(f, δ1, δ2)Lp(T2) ≍ δ
α1
1 δ
α2
2


1∫
δ1
1∫
δ2
[
t−α11 t
−α2
2 ωβ1,β2(f, t1, t2)Lp(T2)
]p dt1
t1
dt2
t2


1/p
.
Theorem 10.3 Let f ∈ Λp, 1 < p <∞, 0 < αi < βi, δi ∈ (0,
1
2), i = 1, 2. Then
ωα1,α2(f, δ1, δ2)Lp(T2) ≍ δ
α1
1 δ
α2
2


1∫
δ1
1∫
δ2
[
t−α11 t
−α2
2 ωβ1,β2(f, t1, t2)Lp(T2)
]2 dt1
t1
dt2
t2


1/2
.
Proof of Theorem 10.1. We consider
I := δα11 δ
α2
2

 1∫
δ1
1∫
δ2
[
t−α11 t
−α2
2 ωβ1,β2(f, t1, t2)Lp(T2)
]τ dt1
t1
dt2
t2


1/τ
.
For given δi ∈ (0,
1
2 ), we take integers ni such that
1
ni+1
≤ δi <
1
ni
, i = 1, 2. Then
Iτ . n−α1τ1 n
−α2τ
2
n1∑
µ1=1
n2∑
µ2=1
µα1τ−11 µ
α2τ−1
2 ω
τ
β1,β2
(
f,
1
µ1
,
1
µ1
)
Lp(T2)
.
Further, Theorem 9.1 implies
Iτ . n−α1τ1 n
−α2τ
2
n1+1∑
µ1=1
n2+1∑
µ2=1
µα1τ−β1τ−11 µ
α2τ−β2τ−1
2
{
µ1+1∑
ν1=1
µ2+1∑
ν2=1
νβ1θ−11 ν
β2θ−1
2 Y
θ
ν1−1,ν2−1(f)Lp(T2)
}τ/θ
.
Since τ/θ ≥ 1, using Lemma 3.2, we get
Iτ . n−α1τ1 n
−α2τ
2
n1+1∑
µ1=1
n2+1∑
µ2=1
µα1τ−11 µ
α2τ−1
2 Y
τ
µ1−1,µ2−1(f)Lp(T2).
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By Theorem 9.1, we have
Iτ . ωτα1,α2
(
f,
1
n1
,
1
n2
)
Lp(T2)
,
which implies
I . ωα1,α2
(
f,
1
n1 + 1
,
1
n2 + 1
)
Lp(T2)
≤ ωα1,α2(f, δ1, δ2)p.
The estimate “. ωα1,α2(f, δ1, δ2)p” is proved.
Let us verify the part “ωα1,α2(f, δ1, δ2)p .”. For given δi ∈ (0,
1
2 ), we take integers ni such that
1
ni+1
≤ δi <
1
ni
, i = 1, 2. Then, by Theorem 9.1, we get
ωα1,α2(f, δ1, δ2)Lp(T2) . ωα1,α2
(
f,
1
n1
,
1
n2
)
Lp(T2)
. n−α11 n
−α2
2
{
n1+1∑
ν1=1
n2+1∑
ν2=1
να1θ−11 ν
α2θ−1
2 Y
θ
ν1−1,ν2−1(f)Lp(T2)
}1/θ
.
Then Theorem 4.2 gives us
ωα1,α2(f, δ1, δ2)Lp(T2) . n
−α1
1 n
−α2
2
{
n1+1∑
ν1=1
n2+1∑
ν2=1
να1θ−11 ν
α2θ−1
2 ω
θ
β1,β2
(
f,
1
ν1
,
1
ν2
)
Lp(T2)
}1/θ
. δα11 δ
α2
2


1∫
δ1
1∫
δ2
[
t−α11 t
−α2
2 ωβ1,β2 (f, t1, t2)Lp(T2)
]θ dt1
t1
dt2
t2


1/θ
,
which completes the proof of Theorem 10.1. 
Proof of Theorem 10.2. Denoting
A := δα11 δ
α2
2


1∫
δ1
1∫
δ2
[
t−α11 t
−α2
2 ωβ1,β2 (f, t1, t2)Lp(T2)
]p dt1
t1
dt2
t2


1/p
,
and choosing integers ni such that
1
ni+1
≤ δi <
1
ni
, i = 1, 2, we have
Ap ≍ n−α1p1 n
−α2p
2
n1∑
µ1=1
n2∑
µ2=1
µα1p−11 µ
α2p−1
2 ω
p
β1,β2
(
f,
1
µ1
,
1
µ2
)
Lp(T2)
.
Then Theorem 9.2 yields
Ap ≍ n−α1p1 n
−α2p
2
n1∑
µ1=1
n2∑
µ2=1
µα1p−β1p−11 µ
α2p−β2p−1
2
µ1+1∑
ν1=1
µ2+1∑
ν2=1
νβ1p−11 ν
β2p−1
2 Y
p
ν1−1,ν2−1
(f)Lp(T2)
≍ n−α1p1 n
−α2p
2
n1+1∑
ν1=1
n2+1∑
ν2=1
να1p−11 ν
α2p−1
2 Y
p
ν1−1,ν2−1
(f)Lp(T2).
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Finally, by Theorem 9.2, we have Ap ≍ ωα1,α2
(
f, 1n1 ,
1
n2
)
Lp(T2)
, which completes the proof. 
Proof of Theorem 10.3. As above, let
B := δα11 δ
α2
2


1∫
δ1
1∫
δ2
[
t−α11 t
−α2
2 ωβ1,β2 (f, t1, t2)Lp(T2)
]2 dt1
t1
dt2
t2


1/2
.
and 1
2ni+1
≤ δi <
1
2ni , i = 1, 2. Then
B2 ≍ 2−n1α12−n2α2
n1∑
µ1=1
n2∑
µ2=1
22µ1α1+2µ2α2ω2β1,β2
(
f,
1
2µ1
,
1
2µ2
)
Lp(T2)
.
Using now Theorem 9.3, we have
B2 ≍ 2−n1α12−n2α2
n1∑
µ1=1
n2∑
µ2=1
22µ1α1+2µ2α2−2µ1β1−2µ2β2
µ1+1∑
ν1=1
µ2+1∑
ν2=1
22ν1β1+2ν2β2Y 22ν1−1,2ν2−1(f)Lp(T2)
≍ 2−2(n1α1+n2α2)
n1+1∑
ν1=1
n2+1∑
ν2=1
22(ν1α1+ν2α2)Y 22ν1−1,2ν2−1(f)Lp(T2).
By Theorem 9.3, we get B ≍ ωα1,α2
(
f, 12n1 ,
1
2n2
)
Lp(T2)
≍ ωα1,α2
(
f, δ1, δ2
)
Lp(T2)
. 
The one-dimensional version of Theorem 10.2 for functions with general monotone coefficients
was stated in [83].
11 Interrelation between the mixed moduli of smoothness in various (Lp,Lq)
metrics
For functions on T, the classical Ul’yanov inequality ([97], see also [25]) states that
ωα(f, δ)Lq(T) .

 δ∫
0
[
t−θωα(f, t)Lp(T)
]q dt
t


1/q
,
where f ∈ Lp(T), 1 < p < q < ∞, θ :=
1
p −
1
q , and α ∈ N. Very recently, this inequality was
generalized using the fractional modulus of smoothness (α > 0) as follows (see [60, 75, 91]):
ωα(f, δ)Lq(T) .

 δ∫
0
[
t−θωα+θ(f, t)Lp(T)
]q dt
t


1/q
.
Below, we present an analogue of the sharp Ul’yanov inequality for the mixed moduli of smoothness
(see [61]).
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Theorem 11.1 Let f ∈ L0p(T
2), 1 < p < q <∞, θ := 1p −
1
q , α1 > 0, α2 > 0. Then
ωα1,α2(f, δ1, δ2)Lq(T2) .

 δ1∫
0
δ2∫
0
[
(t1t2)
−θωα1+θ,α2+θ(f, t1, t2)Lp(T2)
]q dt1
t1
dt2
t2


1/q
. (11.1)
Proof. For given δi ∈ (0, 1), there exist integers ni such that
1
2ni+1
≤ δi <
1
2ni , i = 1, 2. Then, by
Theorem 5.1, we get
I := ωα1,α2(f, δ1, δ2)Lq(T2) . ωα1,α2
(
f,
1
2n1
,
1
2n2
)
Lq(T2)
. ‖f − s2n1 ,∞ − s∞,2n2 + s2n1 ,2n2‖Lq(T2)
+ 2−α1n1‖s
(α1,0)
2n1 ,∞(f − s∞,2n2 )‖Lq(T2) + 2
−α2n2‖s
(0,α2)
∞,2n2 (f − s2n1 ,∞)‖Lq(T2)
+ 2−α1n1−α2n2‖s
(α1,α2)
2n1 ,2n2 (f)‖Lq(T2) =: I1 + I2 + I3 + I4.
To estimate I1, we use Lemmas 3.3 and 3.4
I1 .
{
∞∑
ν1=n1
∞∑
ν2=n2
2(ν1+ν2)θqY q2ν1−1,2ν2−1(f)Lp(T2)
}1/q
.
Further, by Theorem 4.2, we get
I1 .
{
∞∑
ν1=n1
∞∑
ν2=n2
2(ν1+ν2)θqωqα1+θ,α2+θ
(
f,
1
2ν1
,
1
2ν2
)
Lp(T2)
}1/q
=: J.
Let us now estimate I2. Define ϕ(x, y) := s
(α1,0)
2n1 ,∞(f). Then I2 = 2
−α1n1‖ϕ − s∞,2n2 (ϕ)‖Lq(T2).
Lemma 3.13 implies, for a.e. x,
2pi∫
0
|ϕ− s∞,2n2 (ϕ)|
q dy .
∞∑
ν2=n2
2ν2θq

 2pi∫
0
|ϕ− s∞,2ν2(ϕ)|
p dy


q/p
.
Therefore,
2pi∫
0
2pi∫
0
|ϕ− s∞,2n2 (ϕ)|
q dy dx .
∞∑
ν2=n2
2ν2θq
2pi∫
0

 2pi∫
0
|ϕ− s∞,2ν2 (ϕ)|
p dy


q/p
dx.
Using Minkowski’s inequality, we have
2pi∫
0

 2pi∫
0
|ϕ− s∞,2ν2 (ϕ)|
p dy


q/p
dx .


2pi∫
0

 2pi∫
0
|ϕ− s∞,2ν2 (ϕ)|
q dx


p/q
dy


q/p
.
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Since ϕ− s∞,2ν2 (ϕ) = s
(α1,0)
2n1 ,∞(f − s∞,2ν2 (f)), then Lemma 3.14 implies, for a.e. y,

 2pi∫
0
|s
(α1,0)
2n1 ,∞(f − s∞,2ν2 (f))|
q dx


1/q
.

 2pi∫
0
|s
(α1+θ,0)
2n1 ,∞ (f − s∞,2ν2 (f))|
p dx


1/p
.
This gives
2pi∫
0

 2pi∫
0
|s
(α1,0)
2n1 ,∞(f − s∞,2ν2 (f))|
q dx


p/q
dy .
2pi∫
0
2pi∫
0
|s
(α1+θ,0)
2n1 ,∞ (f − s∞,2ν2 (f))|
p dxdy.
Thus,
I2 . 2
−α1n1
{
∞∑
ν2=n2
2ν2θq‖s
(α1+θ,0)
2n1 ,∞ (f − s∞,2ν2 (f))‖
q
Lp(T2)
}1/q
= 2n1θ
{
∞∑
ν2=n2
2ν2θq
[
2−(α1+θ)n1‖s
(α1+θ,0)
2n1 ,∞ (f − s∞,2ν2 (f))‖Lp(T2)
]q}1/q
.
Now using Theorem 5.1, we get
I2 .
{
2n1θq
∞∑
ν2=n2
2ν2θqωqα1+θ,α2+θ
(
f,
1
2n1
,
1
2ν2
)
Lp(T2)
}1/q
. J.
Similarly, one can show that I3 . J and I4 . J . Combining the estimates for I1, I2, I3, and I4, we
get
I .
{
∞∑
ν1=n1
∞∑
ν2=n2
2(ν1+ν2)θqωqα1+θ,α2+θ
(
f,
1
2ν1
,
1
2ν2
)
Lp(T2)
}1/q
.
Taking into account monotonicity properties of the mixed moduli of smoothness, we finally have
I .


2
1
n1+1∫
0
2
1
n2+1∫
0
[
(t1t2)
−θωα1+θ,α2+θ (f, t1, t2)Lp(T2)
]q dt1
t1
dt2
t2


1/q
.
.


δ1∫
0
δ2∫
0
[
(t1t2)
−θωα1+θ,α2+θ (f, t1, t2)Lp(T2)
]q dt1
t1
dt2
t2


1/q
.

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11.1 Sharpness
Let us show that it is impossible to obtain the reverse part & of inequality (11.1), i.e., in general,
(11.1) is not an equivalence. Let us construct a function f0(x, y) ∈ L
0
p(T
2) such that the terms on
the left- and right-hand side of (11.1) have different orders as functions of δ1 and δ2. Consider
f0(x, y) :=
∞∑
ν1=0
∞∑
ν2=0
aν1,ν2 cos 2
ν1x cos 2ν2y, where aν1,ν2 :=
(ν1 + 1)
β1(ν2 + 1)
β2
2α1ν1+α2ν2
,
1 < p < q <∞, θ := 1p −
1
q , βi > −
1
2 , αi > θ, (i = 1, 2). By Theorem 7.3, we get
ωα1,α2
(
f0,
1
2n1
,
1
2n2
)
Lq(T2)
≍
(n1 + 1)
β1+
1
2 (n2 + 1)
β2+
1
2
2α1ν1+α2ν2
and
ωα1+θ,α2+θ
(
f0,
1
2n1
,
1
2n2
)
Lp(T2)
≍
(n1 + 1)
β1(n2 + 1)
β2
2α1ν1+α2ν2
.
Using these estimates, one can easily see that
ωα1,α2(f0, δ1, δ2)Lq(T2) ≍ δ
α1
1 δ
α2
2
(
ln
2
δ1
)β1+ 12 (
ln
2
δ2
)β2+ 12
and

δ1∫
0
δ2∫
0
[
(t1t2)
−θωα1+θ,α2+θ (f0, t1, t2)Lp(T2)
]q dt1
t1
dt2
t2


1/q
≍ δα1−θ1 δ
α2−θ
2
(
ln
2
δ1
)β1 (
ln
2
δ2
)β2
.
(11.2)
Thus, the inequality
ωα1,α2(f, δ1, δ2)Lq(T2) &

 δ1∫
0
δ2∫
0
[
(t1t2)
−θωα1+θ,α2+θ(f, t1, t2)Lp(T2)
]q dt1
t1
dt2
t2


1/q
does not hold for f0.
Finally, we would like to mention that inequality (11.1) improves the classical Ul’yanov in-
equality for the mixed moduli of smoothness given by ([54])
ωα1,α2(f, δ1, δ2)Lq(T2) .

 δ1∫
0
δ2∫
0
[
(t1t2)
−θωα1,α2(f, t1, t2)Lp(T2)
]q dt1
t1
dt2
t2


1/q
. (11.3)
Indeed, for f0 we have
ωα1,α2(f0, t1, t2)Lp(T2) ≍ t
α1
1 t
α2
2
(
ln
2
t1
)β1+ 12 (
ln
2
t2
)β2+ 12
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and therefore for this function

δ1∫
0
δ2∫
0
[
(t1t2)
−θωα1,α2(f0, t1, t2)Lp(T2)
]q dt1
t1
dt2
t2


1/q
≍ δα1−θ1 δ
α2−θ
2
(
ln
2
δ1
)β1+ 12 (
ln
2
δ2
)β2+ 12
.
Thus, for the function f0 the integrals in the right-hand sides of (11.1) and (11.3) have different
orders of magnitude as functions of δ1 and δ2 (cf. (11.2) and (11.3)).
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