Incremental training has been used for genetic algorithm (GA)-based classifiers in a dynamic environment where training samples or new attributes/classes become available over time. In this article, ordered incremental genetic algorithms (OIGAs) are proposed to address the incremental training of input attributes for classifiers. Rather than learning input attributes in batch as with normal GAs, OIGAs learn input attributes one after another. The resulting classification rule sets are also evolved incrementally to accommodate the new attributes. Furthermore, attributes are arranged in different orders by evaluating their individual discriminating ability. By experimenting with different attribute orders, different approaches of OIGAs are evaluated using four benchmark classification data sets. Their performance is also compared with normal GAs. The simulation results show that OIGAs can achieve generally better performance than normal GAs. The order of attributes does have an effect on the final classifier performance where OIGA training with a descending order of attributes performs the best.
INTRODUCTION
Classification problems play a major role in various fields of computer science and engineering, such as image processing and data mining. A number of soft computing approaches, such as neural networks, 1,2,3 evolutionary algorithms, 4, 5 and fuzzy logic, 6, 7 have been widely used to evolve solutions adaptively for classification problems. Among them, genetic algorithms (GAs) have attracted much attention and become one of the most popular techniques for classification. 4, 8 Rule-based solution is widely used in GAs for classification problems, either through supervised or unsupervised learning. 9 Conventionally, most GA-based work in the literature concentrates on batch-mode, static domain, where the attributes, classes, and training data are all determined a priori and the task of GA is to find out the best rule sets that classify the available instances with the lowest error rate. 4, 6 However, some learning tasks do not fit into this static model. As the realworld situation is more dynamic and keeps changing, a classifier is actually exposed to the changing environment, and it needs to evolve its solutions by adapting to various changes. Classifiers may learn the solution from scratch, that is, from nil initial knowledge, or revise the current solutions to incorporate new knowledge and adapt to the changing environment. For example, new attributes may be found as possible contributors for the classification problem. Then, the old solution can be evolved to incorporate these new attributes, which demands some algorithms to achieve this objective.
Many researchers have addressed incremental training algorithms and methods. Yamauchi et al. 10 proposed incremental learning methods for retrieving interfered patterns. In their methods, a neural network learns new patterns with relearning of a small number of retrieved past patterns that interfere with the new patterns. Fu et al. 11 proposed an incremental backpropagation learning network that employs bounded weight modification and structural adaptation learning rules and applies initial knowledge to constrain the learning process. Polikar et al. 12 introduced Learnϩϩ, an algorithm for incremental training of neural networks. Guan and Li 2 presented five incremental learning algorithms to retain the existing neural network and train a new subnetwork incrementally when new attributes come in. The new subnetwork and the old one are merged later to form a new network. Su et al. 3 proposed an adaptive incremental learning mechanism, which employs pyramid-tower neural networks for automatic network structure design and exploits information learned by the previously grown network to avoid retraining. However, most work explores incremental learning with statistical algorithms or neural networks, and few touch on the use of evolutionary algorithms.
This article uses the incremental genetic algorithm (IGA) as a basic evolutionary algorithm for incremental learning, 13, 14 and proposes ordered incremental genetic algorithms (OIGAs) for the incremental training of input attributes for classifiers. Different from normal GAs, which learn input attributes in their full dimension, OIGAs learn the attributes one after another under a situation of continuous incremental learning. Each time when learning a new attribute, OIGAs keep the old solution and integrate it with the next new attribute to evolve further into a new solution. Furthermore, attributes are arranged in different orders by evaluating their individual discriminating ability. By experimenting with different attribute orders, different approaches of OIGAs are evaluated. The simulation results show that OIGAs can achieve generally better performance than normal GAs. The order of attributes does have an effect on the final classifier performance where OIGA training with a descending order of attributes performs the best.
The rest of the article is organized as follows. In Section 2, the algorithm of IGA is introduced. Then, the details of OIGAs are elaborated in Section 3. The experimental results of OIGAs on four benchmark data sets and their analysis are reported in Section 4. Section 5 presents some discussion based on the experimental results, and Section 6 concludes the article.
INCREMENTAL GENETIC ALGORITHM~IGA!
An incremental genetic algorithm (IGA) is proposed for incremental learning of new attributes/classes for classifiers. 13, 14 It is developed on the basis of a normal GA. Figure 1 illustrates the pseudocode of IGA. When a new attribute is ready to be integrated, an initial population is formed by integrating the old chromosomes (solutions) and new elements for the new attribute if available. Based on fitness, some chromosomes are selected with a roulette wheel selection. Crossover and mutation will be then applied on these selected chromosomes and the child population is thus generated. A certain percentage of the parent population will be preserved and the rest will be replaced by the child population. The evolution process will continue until it satisfies the stopping criteria.
Encoding Mechanism
We use the non-fuzzy IF-THEN rules with continuous attributes for classifiers. A rule set consisting of a certain number of rules is a solution candidate for a classification problem.
An IF-THEN rule is represented as follows:
where R i is a rule label, n is the number of attributes,~x 1 , x 2 , . . . , x n ! is the input attribute set, and y is the output class category assigned with a value of C. V jmin and V jmax are the minimum and maximum bounds of the jth attribute x j , respectively. We encode rule R i according to the diagram shown below: 
where Act j denotes whether condition j is active or inactive, which is encoded as 1 or 0. Note: If V jmin is larger than V jmax at any time, this element will be regarded as an invalid element. Invalid elements will make no contribution in the classification rule.
Each antecedent element represents an attribute, and the consequence element stands for a class. Each chromosome CR j consists of a set of classification rules R i~i ϭ 1,2, . . . , m! by concatenation:
where m is the maximum number of rules allowed for each chromosome, and s is the population size. Therefore, one chromosome will represent one rule set. Because we know the discrete value range for each attribute and class a priori, V jmin , V jmax , and C can be encoded each as a character by finding their positions in the ranges. Thus, the final chromosome can be encoded as a string.
Genetic Operators
One-point crossover is used in this article. It can take place anywhere in a chromosome. Referring to the encoding mechanism, as all chromosomes have the same structure, the crossover of two chromosomes will not cause inconsistency. On the contrary, the mutation operator has some constraints. Different mutation is available for different elements. For example, if an activeness element is selected for mutation, it will just be toggled. Otherwise when a boundary-value element is selected, the algorithm will randomly select a substitute in the range of that attribute. The rates for mutation and crossover are selected as 0.01 and 1.0.
We set the survival rate as 50% (SurvivorsPercent ϭ 50%), which means half of the parent chromosomes with higher fitness will survive into the new generation, whereas the other half will be replaced by the newly created children resulting from crossover and/or mutation. Roulette wheel selection is used in this article as the selection mechanism. 15 In this investigation, the probability that a chromosome will be selected for mating is given by the chromosome's fitness divided by the total fitness of all the chromosomes.
Fitness Function
As each chromosome in our approach comprises an entire rule set, the fitness function actually measures the collective behavior of the rule set. The fitness function simply measures the percentage of instances that can be correctly classified by the chromosome's rule set.
Because there is more than one rule in a chromosome, it is possible that there can be multiple rules matching the conditions for all the attributes but predicting different classes. We use a voting mechanism to help resolve any conflict. That is, each rule casts a vote for the class predicted by itself, and finally the class with the highest votes is regarded as the conclusive result. If any classes tie on one instance, it means that this instance cannot be classified correctly by this rule set.
Stopping Criteria
There are three factors in the stopping criteria. The evolution process stops after a preset generation limit, or when the best chromosome's fitness reaches a preset threshold (which is set as 1.0 through this article), or when the best chromosome's fitness has shown no improvement over a specified number of generations-stagnationLimit. The detailed settings are reported along with the corresponding results.
Initial Population for IGA
The formation of the initial population is one of the main features of IGA, in which the integration of old chromosomes with new elements is performed. 
ORDERED INCREMENTAL GENETIC ALGORITHMS~OIGAs!
Let us assume a classification problem has c classes in the n-dimensional pattern space, and p vectors X i ϭ~x i1 , x i2 , . . . , x in !, i ϭ 1,2, . . . , p, p Ͼ Ͼ c, are given as training patterns. The task of classification is to assign instances to one out of a set of predefined classes, by discovering certain relationship among attributes. Then, the discovered rules can be evaluated by classification accuracy or error rate either on the training data or test data. Figure 4 illustrates the concepts of normal GAs and OIGAs. As shown in Figure 4a , a normal GA maps attributes to classes directly in a batch manner, which means all the attributes, classes, and training data are used together to train a group of GA chromosomes. OIGAs are significantly different. As shown in Figure 4b , they consist of several stages, each stage employing an IGA to accommodate a new attribute. They may start from nil knowledge. With the continuous introduction of new attributes, the rule set can be incrementally evolved step by step and achieve the final solution. OIGAs can also stop at any intermediate stage, and the solution at that time can be used to tackle the problem with a subset of attributes.
The single-attribute evolution modules (SEMs) are used to separately evolve a single attribute, and the resultant group chromosomes are used as new elements for the new attribute in IGA (cf. Figures 1 and 3b) . Considering that it is relatively easy to evolve a single attribute, we choose the parameters for SEMs as half of the values used in the normal iteration to reduce the time cost. This means generationLimit, ruleNumber, and popSize are set as half of the normal iteration values. Following the notations presented above, we denote each stage of OIGAs as
where f i is a solution for the problem with i attributes, and f 0 is a special case-nil solution. X i is the vector of training patterns with i attributes, and C is the set of output classes. In each stage i, X iϪ1 is expanded into X i by introducing the new ith attribute, and the old solution f iϪ1 is also used to help evolve a new solution f i . Therefore,~f 0 , f 1 , . . . , f n ! provides the corresponding solutions with the incremental introduction of new attributes, and f n is the final solution accommodating the whole set of attributes. Figure 5 shows the algorithms for OIGAs. Note that the function of SEMs is fulfilled in step 5. In step 6, the new elements obtained from step 5 will be integrated with the old chromosomes, as presented in Section 2.5.
Step 1 and step 2 in OIGAs are used to select the order of attributes for incremental training. Each attribute will be evaluated, and its individual discriminating ability is measured by the training and test classification rates achieved. Both rates can be used as the metric. In this article, the average of these two rates is used as the metric. We have some further discussions on this issue in Section 5. With the individual discriminating ability of each attribute computed, there are a number of options for the order of attributes available for incremental training, considering the different sequence combinations of attributes. In this article, four choices are selected for experiments, namely, descending order, ascending order, original order, and random order. As indicated by their names, each approach arranges attributes in a ORDERED INCREMENTAL TRAINING specific order. Descending order means attributes are arranged in a descending manner according to their discriminating ability, whereas in ascending order, attributes are arranged in reverse order. Original order maintains the same order as those in the original data set, whereas random order arranges attributes randomly. After the order of attributes is selected, attributes will be presented for incremental training in the prescribed sequence.
EXPERIMENTS AND ANALYSIS
We have implemented several classifiers running on four benchmark data sets, which are the yeast data, glass data, wine data, and cancer data. They all are realworld problems, and are available in the UCI machine learning repository. 16 Each data set is equally partitioned into two parts. One half is for training and the other half is for testing.
All experiments are completed on Pentium III 650-MHz PCs with 128 MB memory. The results reported are all averaged over 10 independent runs. The parameters, such as mutation rate, crossover rate, generation limit, stagnation limit, and so on, are given under the results. We record the evolution process by noting down some indicative results, which include initial classification rate (CR), generation cost, training time, training CR, and test CR. (Their exact meanings can be found in the notes under Table I .) Only one attribute is introduced during each iteration in OIGAs, and the sequence of introducing attributes is determined by the order selected.
The yeast problem predicts the protein localization sites in cells. It has 8 attributes, 9 classes, and 1484 instances. Table I shows the individual discriminating ability of each attribute of the yeast data. Each column records an independent evolution process for each attribute. It has an initial CR that is the initial classification rate achieved on the training data with the randomly generated population. After some generations (training time), the classifier achieves an ending CR on the training data and a test CR on the test data. As explained earlier, the attributes are ranked according to the averaged values of training and test CRs. Using this rank, the attribute sequence for the four approaches of OIGAs can be determined accordingly.
The classifier performance on the yeast data with the four approaches is shown in Table II . For each approach, the whole learning process is recorded. It consists of several columns, each of which corresponds to one iteration in the algorithm for OIGAs (cf. Figure 5) . The bottom part of Table II provides a summary for all OIGAs. The generations and training time consumed in all stages are summed up. The initial CR in the summary table is actually the initial CR with the first attribute, which is different from the initial CR for a normal GA (with the whole set of attributes). The ending CR and test CR are the final training and test CRs with the whole attribute set introduced. They are also compared to normal GA with the improvement percentage computed. mutationRate ϭ 0.01, crossoverRate ϭ 1, survivorsPercent ϭ 50%, ruleNumber ϭ 30, popSize ϭ 100, stagnationLimit ϭ 30, generationLimit ϭ 60. Initial CR: the best classification rate achieved by the initial population; Generations: the generation needed to reach the stopping criteria; T. time (s): the training time cost, and its unit is second; Ending CR: the best classification rate achieved by the resulting population on the training data; Test CR: the classification rate achieved on the test data. The other tables follow the same notations as this table.
ORDERED INCREMENTAL TRAINING Figure 6 shows the performance comparison among OIGAs and a normal GA on the yeast data in terms of training and test CRs. As a normal GA uses the whole set of attributes in batch, there are only two points in the figure. Conversely, OIGAs each have a curve to show their incremental training process. From Table II and Figure 6 , it is found that the training and test CRs rise gradually with the introduction of attributes for all OIGAs. We also find that all OIGAs outperform a normal GA in terms of training CR and test CR, with a significant improvement around 10%-30%. Among the four approaches with different attribute orders, OIGADesc achieves the best performance, OIGA-Asce achieves the worst, and OIGAOrig and OIGA-Rand lie in the middle. The glass data set contains data of different glass types. The results of chemical analysis of glass splinters (the percentage of eight different constituent elements) plus the refractive index are used to classify a sample to be either float processed or nonfloat processed building windows, vehicle windows, containers, tableware, or head lamps. This data set consists of 214 instances with 9 continuous attributes from 6 classes.
Using the same method as the yeast data, Table III reports the individual discriminating ability of each attribute of the glass data. With the resultant rank, the four approaches of OIGAs can be formulated. Using different sequences of attributes presented for incremental training, the classifier is trained in different courses. The Table IV illustrates the whole training process and provides a summary of comparison. Figure 7 shows the performance comparison among OIGAs and a normal GA in terms of training and test CRs visually. It is found that, for the glass data, OIGAs outperform a normal GA in terms of training and test CRs. Among the four OIGA approaches, OIGA-Desc still outperforms the other OIGAs.
More experiments are conducted with OIGAs on the wine and cancer data. The wine data contains the chemical analysis of 178 wines from three different cultivars in the same region in Italy. The analysis determines the quantities of 13 constituents found in each of the three types of wines. In other words, it has 13 continuous attributes, 3 classes, 178 instances. The cancer problem diagnoses whether a breast cancer is benign or malignant. It has 9 attributes, 2 classes, and 699 instances. Due to the limited space, only the summary of performance comparison for the two data sets is listed, and the individual discriminating ability and detailed information of each stage of OIGAs are omitted.
Table V and Figure 8 show the performance comparison on the wine data, using OIGAs and a normal GA. The sequence of attributes for each OIGA approach is shown in the legend of Figure 8 . It is found again that OIGAs generally outperform a normal GA in terms of training CR and test CR, although the improvement is small, especially for the training CR. Furthermore, OIGA-Desc outperforms the other approaches in terms of both training and test CRs. This result conforms to those obtained from the experiments for the above data sets.
Table VI and Figure 9 compare the performance of four types of OIGAs on the cancer data in two aspects, training CR and test CR. With a comparison among OIGAs and normal GA, we find that the training and test CRs for these approaches are similar, with not much improvement or deterioration. Figure 9 also shows visually that their performance is very close, and the OIGA-Desc performs the best again with its curve lying above the other curves.
DISCUSSION
From the experiments on the four benchmark data sets, we have an overall picture on OIGAs. First, with OIGAs, classifiers are equipped with a capability for incremental training. Therefore, classifiers can evolve their solutions incrementally in any situation where the introduction of new attributes may be frequent. When the available attributes are known, the individual discriminating ability of these attributes can be determined, and the order of attributes for incremental training can be selected accordingly. With the evaluation of classifier performance on four benchmark data sets and comparison to normal GAs, we find the use of OIGAs (especially an OIGA in descending order) can improve the performance of classifiers in terms of both training and test CRs. If we regard the whole incremental learning process as a complete training process, it also means continuous incremental training is a better way of training than batch-mode training.
The experimental results show that OIGA-Desc generally outperforms the other approaches in both training CR and test CR. This tells us that the order of attributes presented for incremental training does affect the classifier performance. Introducing an attribute with higher discriminating ability in an earlier stage will improve the final performance. As a GA is a global searching algorithm that gradually improves its solutions, an early introduction of more contributing attributes will direct the candidate solutions to the potential final solution sooner and thus is more likely to converge to a better solution.
For some problems such as the yeast and glass data, the improvement versus a normal GA is significant. For problems such as the wine and cancer data, the improvement is relatively smaller. The results may be explained by the final accuracy achieved with these data, as we find the final accuracy for the wine and cancer data is relatively higher. That means these data are easier to classify, and therefore OIGAs may not demonstrate their advantage against the normal GA on these data. There are some trade-offs and possible improvement for our design and experiments. First, as mentioned earlier, we have used the average of training and test CRs as the metric for measuring the individual discriminating ability of each attribute. There can be other options under different circumstances. For example, if a classifier is used for purely learning instances or the generalization of classifier is the only objective, the individual training CR or test CR may be used as the metric, respectively. Second, the incremental training method also provides another chance for attribute selection. It is found from the experimental results that the training and test CRs will be affected after the classifier learns a new attribute. They may drop a little as the new attribute is harmful to classification or increase as it facilitates classification. As a result, the training and test CRs are fluctuating during the whole training process. This fluctuation provides an opportunity to decide whether the new incoming attribute is selected into the final attribute set. For example, if the drop on the test CR exceeds a threshold after integrating a new attribute, it may signal that the introduction of this attribute will be harmful and thus it can be discarded.
CONCLUSIONS
This article proposes ordered incremental genetic algorithms (OIGAs) to address the continuous incremental training tasks of GA-based classifiers. Rather than learning input attributes in batch as done by normal GAs, OIGAs learn input attributes one after another. The classification rule sets are also expanded and evolved incrementally to accommodate the new attributes. As a preparatory step, attributes are arranged in different sequences by evaluating their individual discriminating ability, before they are presented in the training process.
By experimenting with different attribute orders, different approaches of OIGAs were evaluated on four benchmark data sets. The performance of each approach was compared with the others, and also with normal GAs. The simulation results showed that OIGAs can be successfully used for incremental training of classifiers and can achieve generally better performance than normal GAs. The order of attributes does have an effect on the final classifier performance, and OIGA training with a descending order of attributes has the best performance.
This article explores incremental training in a single classifier. Classifiers could also be implemented in a multi-agent environment, where classifier agents could exchange information on new attributes and classes. If available, they could also exchange evolved rule sets. They could help provide new training/test data, or even challenge each other with unsolved instances.
