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Dedicated to Helmut Lenzing on the occasion of his seventy-fifth birthday
Abstract. Weighted projective lines, introduced by Geigle and Lenzing in 1987, are important
objects in representation theory. They have tilting bundles, whose endomorphism algebras are
the canonical algebras introduced by Ringel. The aim of this paper is to study their higher
dimensional analogs. First, we introduce a certain class of commutative Gorenstein rings R
graded by abelian groups L of rank 1, which we call Geigle-Lenzing complete intersections.
We study their Cohen-Macaulay representations and hence the stable category CMLR, which
coincides with the singularity category DLsg(R). We show that CM
LR is triangle equivalent to
Db(modACM) for a finite dimensional algebra ACM, which we call the CM-canonical algebra.
As an application, we classify the (R, L) that are Cohen-Macaulay finite. We also give sufficient
conditions for (R, L) to be d-Cohen-Macaulay finite in the sense of higher Auslander-Reiten
theory. Secondly, we study a new class of non-commutative projective schemes in the sense
of Artin-Zhang, i.e. the category cohX = modLR/modL0R of coherent sheaves on the Geigle-
Lenzing projective space X, which is the quotient stack X = [X/G] for X = SpecR \ {R+}
and G = Spec k[L]. We show that Db(cohX) is triangle equivalent to Db(modAca) for a finite
dimensional algebra Aca, which we call the d-canonical algebra. We study when X is d-vector
bundle finite, and when X is derived equivalent to a d-representation infinite algebra in the sense
of higher Auslander-Reiten theory. Our d-canonical algebras provide a rich source of d-Fano
and d-anti-Fano algebras in non-commutative algebraic geometry. We also observe Orlov-type
semiorthogonal decompositions of DLsg(R) and D
b(cohX).
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1. Introduction
1.1. Geigle-Lenzing complete intersections and projective spaces. Weighted projective
lines, introduced by Geigle-Lenzing in 1987 [GeL1], are important objects in representation theory,
see e.g. [CK, Ku, L1, L2, Me]. They are a certain class of complete intersection rings in dimen-
sion two, and the simplest one gives rise to simple surface singularities, which are the most basic
class in Cohen-Macaulay representation theory [He, A2, Es]. They have connections with various
branches of mathematics, e.g. preprojective algebras in representation theory, McKay correspon-
dence in algebraic geometry, Brieskorn links in differential geometry, Kontsevich’s homological
mirror symmetry conjecture [KST1, KST2].
One of the important properties of weighted projective lines is that they have tilting bundles,
whose endomorphism algebras are the canonical algebras introduced by Ringel [Rin], and hence we
have a derived equivalence between weighted projective lines and canonical algebras. They have
been widely studied in representation theory. For example, it is known that any hereditary abelian
category with a tilting object is derived equivalent to either a weighted projective line or a path
algebra of an acyclic quiver [Hap2].
The aim of this paper is to introduce a higher dimensional analog of the weighted projective
lines of Geigle-Lenzing and the canonical algebras of Ringel, and to study them systematically by
using the standard tools in representation theory of finite dimensional algebras [ARS, ASS, Hap1]
and Cohen-Macaulay rings [Y, LW, DG] (see also [DR, J, GK, He, A2, Es, Kn, BGS, EH]). Below
we explain the new objects which we will introduce in this paper, and postpone stating the precise
results to the next subsections. We introduce Geigle-Lenzing (GL) complete intersections
R = k[T0, . . . , Td, X1, . . . , Xn]/(X
pi
i − ℓi(T0, . . . , Td) | 1 ≤ i ≤ n), (1.1)
where p1, . . . , pn are positive integers and ℓ1, . . . , ℓn are linear forms in k[T0, . . . , Td] in general
position. This is a complete intersection in dimension d+ 1 graded by an abelian group
L = 〈~x1, . . . , ~xn,~c〉/〈pi~xi − ~c | 1 ≤ i ≤ n〉 (1.2)
of rank one which may contain torsion elements (see Section 3 for details). This provides us
with the categories CMLR of L-graded maximal Cohen-Macaulay R-modules. This is a class of
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Frobenius categories satisfying Auslander-Reiten-Serre duality, whose stable category CMLR is the
singularity category DLsg(R). We give a triangle equivalence
CMLR ≃ Db(modACM)
with a finite dimensional k-algebra ACM, which we call the CM-canonical algebra. This equivalence
is new even in the classical case d = 1. As an application, we classify GL complete intersection
(R,L) that is Cohen-Macaulay finite. We study properties of ACM in detail.
On the other hand, our GL complete intersection (R,L) provides us with a non-commutative
projective scheme X in the sense of Artin-Zhang [AZ]. The category of coherent sheaves on a
Geigle-Lenzing (GL) projective space X is defined as the quotient category
cohX = modLR/modL0 R, (1.3)
of the abelian category modLR of finitely generated L-graded R-modules by its Serre subcategory
modL0 R consisting of finite dimensional modules. We regard X as the quotient stack
X = [X/G] (1.4)
for the scheme X = SpecR \ {R+} and the group scheme G = Spec k[L] acting on X .
The category cohX is an abelian category of global dimension d satisfying Auslander-Reiten-
Serre duality. In the case d = 1, these X are precisely the weighted projective lines of Geigle-
Lenzing. We give a triangle equivalence
Db(cohX) ≃ Db(modAca)
with a finite dimensional k-algebra Aca, which we call the d-canonical algebra. In the case d = 1,
these are precisely the canonical algebras of Ringel. We classify GL projective spaces X that is
vector bundle finite. We study properties of Aca in detail.
Our GL complete intersections are divided into three disjoint classes depending on the sign
of their a-invariants: Fano, Calabi-Yau and anti-Fano. In the case d = 1, these correspond to
the famous trichotomy of weighted projective lines: domestic, tubular and wild. Moreover, it is
well-known that the following conditions are equivalent for d = 1.
• (R,L) is domestic (or equivalently, Fano).
• (R,L) is Cohen-Macaulay finite.
• X is vector bundle finite.
• CMLR is triangle equivalent to Db(mod kQ) for a Dynkin quiver Q.
• Db(cohX) is triangle equivalent to Db(mod kQ˜) for an extended Dynkin quiver Q˜.
In this case, Veronese subring R(~ω) of R is a simple surface singularity, whose stable Auslander
algebra and the Auslander algebra are isomorphic to the preprojective algebras of kQ and kQ˜,
respectively.
In this paper, we will study the corresponding statements for arbitrary d. One of the main
problems is when CMLR or Db(cohX) is triangle equivalent to Db(modA) for a finite dimensional
k-algebra with gl.dim A ≤ d, or equivalently, when it has a d-tilting object (that is, a tilting object
T whose endomorphism algebra has global dimension at most d). This property is important in
the context of higher dimensional Auslander-Reiten theory [I1, I2]. In fact, if CMLR has a d-tilting
object, then (R,L) is d-Cohen-Macaulay finite, that is, the category CMLR has a nice d-cluster
tilting subcategory. Similarly, if Db(cohX) has a d-tilting bundle, then X is d-vector bundle finite,
that is, the category vectX has a nice d-cluster tilting subcategory. Moreover, the endomorphism
algebra of a d-tilting sheaf in Db(cohX) is a d-representation infinite algebra in the sense of [HIO].
Such algebras naturally appear in algebraic geometry as observed recently by Buchweitz-Hille
[BuH]. For instance, if n ≤ d + 1, then the d-canonical algebra Aca is d-representation infinite.
We show that the existence of d-tilting objects/bundles implies that (R,L) is Fano, and construct
d-tilting objects/bundles in many cases when (R,L) is Fano.
We also study GL projective spaces in the context of non-commutative algebraic geometry,
where Nakayama functors of finite dimensional algebras play the role of canonical bundles over
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algebraic varieties. Recently the third author introduced the classes of d-Fano algebras and d-anti-
Fano algebras [Min, MM]. We show that d-canonical algebras are d-Fano algebras (respectively,
d-anti-Fano algebras) if and only if (R,L) is Fano (respectively, anti-Fano). We introduce the
notion of Cohen-Macaulay sheaves and vector bundles on X as a new approach to the study of
non-commutative projective schemes.
1.2. Our Results on Geigle-Lenzing complete intersections. Let (R,L) be a GL complete
intersection as in (1.1) and (1.2). Then R is in fact a complete intersection of Krull dimension
d + 1. Without loss of generality, we may assume pi ≥ 2 for each i (Observation 3.1.2). The
dualizing element of R, given by
~ω := (n− d− 1)~c−
n∑
i=1
~xi ∈ L,
plays a key role in this paper since it gives the a-invariant (also known as Gorenstein parameter) of
R. Using the degree map δ : L→ Q given by δ(~xi) =
1
pi
and δ(~c) = 1, GL complete intersections are
divided into the following 3 classes depending on the sign of the degree δ(~ω) = n− d− 1−
∑n
i=1
1
pi
of ~ω:
δ(~ω) < 0 = 0 > 0
(R,L) Fano Calabi-Yau anti-Fano
d = 1 domestic tubular wild
In the well-studied case of d = 1, these 3 classes are called domestic, tubular and wild from a point
of view of their representation type.
The first aim of this paper is to study the category CMLR of L-graded (maximal) Cohen-
Macaulay R-modules for the GL complete intersection (R,L). Since R is Gorenstein, CMLR forms
a Frobenius category and the stable category CMLR forms a triangulated category. By a classical
result due to Buchweitz [Bu], we have the following basic property (see Theorem 4.1.3):
• There exists a triangle equivalence DLsg(R) ≃ CM
LR,
where DLsg(R) := D
b(modLR)/Kb(projLR) is the singularity category of R [O1]. On the other hand,
we show the following ring theoretic properties of R as an L-graded ring (see Defintion 3.2.1).
Theorem 1.2.1 (Theorems 3.2.3 and 3.2.13). Any GL complete intersection R is an L-factorial
L-domain and has L-isolated singularities.
As an application, we have the following basic property (see Theorem 4.1.2):
• (Auslander-Reiten-Serre duality) There exists a functorial isomorphism HomCMLR(X,Y ) ≃
DHomCMLR(Y,X(~ω)[d]) for any X,Y ∈ CM
LR.
One of the powerful approaches to study a given triangulated category T (e.g. CMLR) is to
construct a triangle equivalence with the bounded derived category Db(modA) of some finite
dimensional k-algebra A, which one can study by using the well-studied methods in representation
theory. This is equivalent to finding a tilting object in T when T is algebraic (e.g. CMLR).
Our first main result in this paper shows that this is always possible for the case of the stable
category CMLR:
Theorem 1.2.2 (Theorem 4.2.6). For any GL complete intersection (R,L), there is a finite di-
mensional k-algebra ACM and a triangle equivalence
CMLR ≃ Db(modACM).
Thus CMLR has a tilting object TCM satisfying EndLR(T
CM) = ACM.
This is new even in the classical case d = 1, while this is known for the hypersurface case
n = d+ 2 by Futaki-Ueda [FU] and Kussin-Meltzer-Lenzing [KLM] (d = 1).
We call the algebra ACM the CM-canonical algebra. We give the following explicit formula for
global dimension of ACM by using Tate’s DG algebra resolutions for complete intersections [Tat].
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Theorem 1.2.3 (Theorem 4.3.1). Let (R,L) be a GL complete intersection in dimension d + 1
with weights p1, . . . , pn. Assume pi ≥ 2 for all i.
(a) ACM = 0 if and only if n = d+ 1.
(b) If n ≥ d+ 2, then gl.dim ACM = 2(n− d− 2) + #{i | pi ≥ 3}.
We also give an explicit presentation of ACM in terms of a quiver with relations (see Theo-
rem 3.4.6). In particular, for the hypersurface case n = d + 2, ACM has the following simple
description (see Corollary 4.3.2):
• If n = d+2, then ACM ≃
⊗n
i=1 kApi−1, where kApi−1 is the path algebra of the equioriented
quiver of type Api−1.
This gives immediately a version of Kno¨rrer periodicity (see Corollary 4.3.2).
We say that a tilting object U in CMLR is d-tilting if the endomorphism algebra EndLR(U) has
global dimension at most d. We will study the following problem:
• When does CMLR have a d-tilting object?
We give the following necessary condition.
Theorem 1.2.4 (Theorem 4.3.13). If CMLR has a d-tilting object, then (R,L) is Fano.
Observe however, that by Example 4.3.19 the convese of Theorem 1.2.4 is not true.
Now we study when (R,L) is Cohen-Macaulay finite (=CM finite) in the sense that there are
only finitely many isomorphism classes of indecomposable objects in CMLR up to degree shift. In
the classical case d = 1, it is well-known that (R,L) is CM finite if and only if (R,L) is domestic.
In this paper, we give the following classification of GL complete intersections that are CM finite
as an application of Theorem 1.2.2 above.
Theorem 1.2.5 (Theorem 4.4.2). Let (R,L) be a GL complete intersection in dimension d + 1
with weights p1, . . . , pn. Assume pi ≥ 2 for all i. Then (R,L) is CM finite if and only if one of
the following conditions hold.
• n ≤ d+ 1.
• n = d+ 2, and (p1, . . . , pn) = (2, . . . , 2, pn), (2, . . . , 2, 3, 3), (2, . . . , 2, 3, 4) or (2, . . . , 2, 3, 5)
up to permutation.
In these cases, we describe the Auslander-Reiten quiver of CMLR explicitly (see Theorem 4.4.5).
Theorem 1.2.5 tells us that CM finiteness is a very strong restriction, and in that case, CMLR
is triangle equivalent to CML
′
R′ for some domestic GL complete intersection (R′,L′) in dimension
two (d = 1) by Kno¨rrer periodicity.
Higher dimensional Auslander-Reiten theory provides a possible approach to study the category
CMLR even when (R,L) is not CM finite (even in the case when it is CM wild). A key notion
is ‘d-CM finiteness’ obtained by replacing the category CMLR by a d-cluster tilting subcategory:
A full subcategory C of CMLR is called d-cluster tilting if C is a functorially finite subcategory of
CMLR such that
C = {X ∈ CMLR | ∀i ∈ {1, 2, . . . , d− 1} ExtimodL R(C, X) = 0}
= {X ∈ CMLR | ∀i ∈ {1, 2, . . . , d− 1} ExtimodL R(X, C) = 0}
(see Section 2.2 for details). In this case C satisfies C(~ω) = C. We say that (R,L) is d-Cohen-
Macaulay finite (=d-CM finite) if there exists a d-cluster tilting subcategory C of CMLR such that
there are only finitely many isomorphism classes of indecomposable objects in C up to degree shift.
In the classical case d = 1, 1-CM finiteness coincides with classical CM finiteness since CMLR is
the unique 1-cluster tilting subcategory of CMLR. We will study the following problem:
• When is (R,L) d-CM finite?
We show that d-tilting objects are closely related to d-cluster tilting subcategories, as their
names suggest. In fact, we give the following sufficient condition for (R,L) to be d-CM finite.
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Theorem 1.2.6 (Theorem 4.4.12). If CMLR has a d-tilting object, then (R,L) is d-CM finite.
An important class of higher preprojective algebras (see Definition 2.2.4) appear naturally in
this context. When U is a d-tilting object in CMLR, then we have an isomorphism
End
L/Z~ω
R (U) ≃ Π
for the (d + 1)-preprojective algebra Π of EndLR(U) (Theorem 4.3.13). This is an analog of the
well-known fact that the stable Auslander algebras of simple surface singularities are isomorphic
to the preprojective algebras of Dynkin type. We will give a similar isomorphism (1.6) for d-tilting
bundles on GL projective spaces X.
Moreover d-CM finiteness is closely related to existence of non-commutative crepant resolutions
(=NCCRs) in the sense of Van den Bergh [V]. When (R,L) is not Calabi-Yau, we obtain a Z-graded
ring defined as the Veronese subring
R(~ω) =
⊕
ℓ∈Z
Rℓ~ω
of R. In the classical case d = 1, R(~ω) is a simple surface singularity if (R,L) is domestic [GeL2,
Proposition 8.4]. It is well-known that simple surface singularities are Cohen-Macaulay finite, and
hence has NCCRs. We give the following natural higher dimensional analog of these results.
Theorem 1.2.7 (Theorem 4.4.16). If (R,L) is d-CM finite, then R(~ω) has an NCCR.
Investigating the derived equivalence class of the algebras ACM in Theorem 1.2.2, we have the
following list of GL complete intersections that have d-tilting objects (though TCM itself is not
d-tilting in all cases).
Theorem 1.2.8 (Theorem 4.4.21). If one of the following conditions are satisfied, then CMLR
has a d-tilting object, (R,L) is d-CM finite and R(~ω) has an NCCR.
• n ≤ d+ 1.
• n = d+ 2 ≥ 3 and (p1, p2, p3) = (2, 2, p3), (2, 3, 3), (2, 3, 4) or (2, 3, 5).
• n = d+ 2 ≥ 4 and (p1, p2, p3, p4) = (3, 3, p3, p4) with p3, p4 ∈ {3, 4, 5}.
• #{i | pi = 2} ≥ 3(n− d)− 4.
For examples of d-cluster tilting subcategories, see Examples 4.4.13 and 4.4.14.
For GL hypersurfaces (i.e. n = d + 2), we use matrix factorizations to study their Cohen-
Macaulay representations. In particular, for GL hypersurfaces (Rj = Sj/(fj),Lj) with j = 1, 2
and (R = (S1 ⊗k S2)/(f1 + f2),L), the tensor products of matrix factorizations give a bifunctor
−⊗MF − : CM
L1R1 × CML2R2 → CMLR.
This is a shadow of the ordinary tensor product ⊗k in the following sense.
Theorem 1.2.9 (Theorem 4.5.6). We have the following commutative diagram.
Db(modL1 R1)× Db(modL2 R2) //
−⊗k−
DL1sg (R
1)× DL2sg (R
2)
∼
−⊗k−
CML1R1 × CML2R2
−⊗MF−
Db(modLR) // DLsg(R)
∼
CMLR
To prove this, we show that the tensor product ⊗MF is nothing but the Cohen-Macaulay ap-
proximation of the ordinary tensor product ⊗k (Proposition 4.5.7).
1.3. Our Results on Geigle-Lenzing projective spaces. Let X be a GL projective space in
dimension d and cohX the category of coherent sheaves on X as given in (1.4) and (1.3) (see
Section 5 for details). Note that, for the case n = 0, X is the projective space Pd, and for the case
d = 1, X is a weighted projective line of Geigle-Lenzing.
The following are some basic properties of cohX (see Theorem 5.1.5 for details).
• cohX is a Noetherian abelian category with global dimension d.
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• (Auslander-Reiten-Serre duality) There exists a functorial isomorphism Extd
X
(X,Y ) ≃
DHomX(Y,X(~ω)) for any X,Y ∈ cohX.
The trichotomy (Fano, Calabi-Yau, anti-Fano) of GL complete intersections (R,L) is character-
ized by ampleness of the automorphism (−~ω) and (~ω) of cohX in the sense of Artin-Zhang [AZ]
(see Definition 5.1.10, Theorem 5.1.12).
We will introduce two important full subcategories of cohX: One is the category vectX of vec-
tor bundles on X, and the other is its full subcategory lineX of direct sums of line bundles (see
Section 5.2 for details). Our categorical approach enables us to study the relationship between
Cohen-Macaulay representations of GL complete intersections and coherent sheaves on GL pro-
jective spaces. In fact, we have a fully faithful functor π : CMLR → vectX, which induces an
equivalence π : projLR ≃ lineX. The first functor is also an equivalence in the classical case d = 1,
but for d > 1, vectX is much bigger than π(CMLR). In fact we have the following description of
π(CMLR) inside vectX (Proposition 5.2.6):
π(CMLR) = {X ∈ vectX | ∀i ∈ {1, 2, . . . , d− 1} Exti
X
(lineX, X) = 0} (1.5)
= {X ∈ vectX | ∀i ∈ {1, 2, . . . , d− 1} Exti
X
(X, lineX) = 0}.
In the context of projective geometry, the objects in π(CMLR) are called arithmetically Cohen-
Macaulay bundles (e.g. [CH, CMP]).
We say that a GL projective space X is vector bundle finite (=VB finite) if there are only finitely
many isomorphism classes of indecomposable objects in vectX up to degree shift.
Theorem 1.3.1 (Theorem 5.2.4). A GL projective space X is VB finite if and only if d = 1 and
X is Fano (or equivalently, domestic).
Similarly to d-CM finiteness of GL complete intersections, we say that a GL projective space X
is d-vector bundle finite (=d-VB finite) if there exists a d-cluster tilting subcategory C of vectX (see
Section 2.2 for details) such that there are only finitely many isomorphism classes of indecomposable
objects in C up to degree shift. We will study the following problem:
• When is X d-VB finite?
Thanks to the similarity between the equality (1.5) and our definition of d-cluster tilting sub-
categories, we obtain the following observation.
Theorem 1.3.2 (Theorem 5.2.10). Let X be the GL projective space corresponding to (R,L).
Then d-cluster tilting subcategories of CMLR are precisely d-cluster tilting subcategories of vectX
containing lineX. In particular, if (R,L) is d-CM finite, then X is d-VB finite.
Therefore X is d-VB finite for the cases listed in Theorem 1.2.8. Another immediate consequence
of Theorem 1.3.2 is the following result, where the ‘if’ part generalizes Horrocks’ splitting criterion
for vector bundles on the projective space Pd [OSS, 2.3.1].
Corollary 1.3.3 (Corollary 5.2.12). Let X be a GL projective space in dimension d with weights
p1, . . . , pn. Assume pi ≥ 2 for all i. Then lineX is a d-cluster tilting subcategory of vectX if and
only if n ≤ d+ 1.
One of the important properties of weighted projective lines is the existence of tilting bundles,
whose endomorphism algebras are Ringel’s canonical algebras. We generalize this result by showing
that any GL projective space X has a tilting bundle.
Theorem 1.3.4 (Theorem 6.1.2). For any GL projective space X, there is a finite dimensional
k-algebra Aca and a triangle equivalence
Db(cohX) ≃ Db(modAca).
In fact, Db(cohX) has a tilting bundle T ca ∈ lineX satisfying EndX(T
ca) = Aca.
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This was known by Geigle-Lenzing [GeL1] for d = 1, by Beilinson [Be] for n = 0, by Baer
[Ba] for n ≤ d + 1, and by Ishii-Ueda [IU] for n = d + 2. The whole statement has been shown
independently by Lerner and the second author [IL] in the context of ‘GL orders’ on Pd.
We call the algebra Aca the d-canonical algebra. We give the following explicit formula of global
dimension of Aca.
Theorem 1.3.5 (Theorem 6.1.7). Let X be a GL projective space in dimension d with weights
p1, . . . , pn. Assume pi ≥ 2 for all i. Then we have
gl.dim Aca =
{
d n ≤ d+ 1,
2d n > d+ 1.
Moreover, in the first case, Aca is a d-representation infinite algebra.
We give an explicit presentation of Aca in terms of a quiver with relations (see Theorem 3.4.6
and Section 6.1). In particular, we show that, if n ≤ d+ 1, then Aca is a d-representation infinite
algebra of type A˜ as introduced in [HIO] (see Theorem 6.1.14). We use the tilting bundle T ca to
describe the Coxeter polynomial of cohX explicitly (see Theorem 6.3.7).
More generally, we study the endomorphism algebras EndX(V ) of arbitrary tilting bundles V
on X. For any such V there is a strong relationship between the GL projective space X and
the endomorphism algebra EndX(V ). For example, we will show the following result, where the
notions of d-Fano and d-anti-Fano algebras (see Definition 7.1.8) were recently introduce by the
third author [Min, MM] in non-commutative algebraic geometry.
Theorem 1.3.6 (Theorem 7.1.10). Let V be a tilting bundle on a GL projective space X. Then
X is Fano (respectively, anti-Fano) if and only if EndX(V ) is a d-Fano (respectively, d-anti-Fano)
algebra.
One of our main problems to study is the following:
• When is cohX derived equivalent to a d-representation infinite algebra?
For example, this is the case if n ≤ d + 1 by Theorem 1.3.5. Again, we say that a tilting object
V in Db(cohX) is d-tilting if the endomorphism algebra EndDb(cohX)(V ) has global dimension at
most d. (In this case, by Proposition 7.2.2, it is precisely d). Then d-tilting sheaves give rise to
d-representation infinite algebras thanks to the following result of Buchweitz-Hille [BuH].
Proposition 1.3.7 (Proposition 7.2.4). If V is a d-tilting sheaf on X, then EndX(V ) is d-
representation infinite.
Therefore our question simplifies to the following more accessible one:
• When does X have a d-tilting sheaf/bundle?
We give the following necessary condition as in Theorem 1.2.4.
Proposition 1.3.8 (Proposition 7.2.4). If Db(cohX) has a d-tilting object, then X is Fano.
Moreover we give the following sufficient condition for X to be d-VB finite in terms of tilting
theory, as in Theorem 1.2.6.
Theorem 1.3.9 (Theorem 7.2.5). If X has a d-tilting bundle V , then X is d-VB finite.
In the setting of vector bundles, we have a much more explict result than Theorem 1.3.9. A key
role is played by the notion of a slice in a d-cluster tilting subcategory U of vectX, which is an
object V in U such that U = add{V (ℓ~ω) | ℓ ∈ Z} and HomU (V, V (ℓ~ω)) = 0 holds for all ℓ > 0 (see
Definition 7.2.6 for details).
We prove the following relationship between d-tilting bundles and d-cluster tilting subcategories.
Theorem 1.3.10 (Theorem 7.2.7) (tilting-cluster tilting correspondence). Let X be a GL projective
space. Then d-tilting bundles on X are precisely slices in d-cluster tilting subcategories of vectX.
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To prove this theorem, for a d-representation infinite algebra, we introduce an extension-closed
subcategory VΛ of Db(modΛ), which plays a role of the category vectX. We prove that VΛ has
an explicitly described d-cluster tilting subcategory if the (d+ 1)-preprojective algebra of Λ is left
graded coherent (Theorem 2.2.7).
We give the following characterizations of d-tilting bundles on X contained in CMLR by applying
Theorem 1.2.7.
Corollary 1.3.11 (Theorem 7.2.13). Let X be a GL projective space corresponding to (R,L). For
V ∈ CMLR, the following conditions are equivalent.
(a) V is a d-tilting bundle on X.
(b) V is a slice in a d-cluster tilting subcategories of CMLR.
(c) V (~ω) gives an NCCR of R(~ω) such that EndR(~ω)(V
(~ω))i = 0 for all i < 0.
In this case, there are isomorphisms
EndR(~ω)(V
(~ω)) ≃ Π (1.6)
of Z-graded algebras, where Π is the (d+ 1)-preprojective algebra of EndX(V ).
The isomorphism (1.6) is an analog of the well-known isomorphism between the Auslander
algebras of simple surface singularities are the preprojective algebras of extended Dynkin type. A
similar picture already appeared in [AIR] in a different setting.
We are expecting that d-tilting objects in CMLR always lift to d-tilting bundles on X. In fact,
by using Theorems 1.3.10 and 1.2.8, we give the following result.
Theorem 1.3.12 (Corollary 7.3.10). Let X be a GL projective space associated with weights
p1, . . . , pd+2. If one of the following conditions are satisfied, then X has a d-tilting bundle, and
therefore X is d-VB finite and derived equivalent to a d-representation infinite algebra.
• d ≥ 0 and (p1, p2) = (2, 2).
• d ≥ 1 and (p1, p2, p3) is one of (2, 3, 3), (2, 3, 4) or (2, 3, 5).
• d ≥ 2 and (p1, p2, p3, p4) = (3, 3, p3, p4) with p3, p4 ∈ {3, 4, 5}.
Some of our results can be summarized as follows.
R(~ω) has
an NCCR
(R,L) is
d-CM finite
Thm.1.3.2

Thm.1.2.7ks CM
LR has a
d-tilting object
Thm.1.2.6ks Thm.1.2.4 +3 Fano
X is
d-VB finite
X has a
d-tilting bundle
Thm.1.3.9ks Prop.1.3.7 +3
Prop.1.3.8
19❧❧❧❧❧❧❧❧❧❧❧❧❧❧❧❧❧❧❧
❧❧❧❧❧❧❧❧❧❧❧❧❧❧❧❧❧❧❧
X is derived equivalent
to a d-representation
infinite algebra
We end this section by the following question.
Problem 1.3.13. How are the conditions in the above diagram related to each other.
It is well-known that, in the classical case d = 1, all the conditions in the above diagram are
equivalent. The upper right implication is strict for d = 2 as we remarked above. We suspect that
many of these conditions are still equivalent, but we do not have a precise conjecture.
We record the following formulas for the group L.
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Generators and relations. ~xi (for 1 ≤ i ≤ n), ~c; pi~xi = ~c.
Dualizing element. ~ω = −(d+ 1)~c+
∑n
i=1(pi − 1)~xi
regular case n = d+ 1: ~ω = −
∑d+1
i=1 ~xi
hypersurface case n = d+ 2: ~ω = ~c−
∑d+2
i=1 ~xi
Dominant element. ~δ = d~c+ 2~ω = (n− d− 2)~c+
∑n
i=1(pi − 2)~xi
regular case n = d+ 1: ~δ = −~c+
∑d+1
i=1 (pi − 2)~xi
hypersurface case n = d+ 2: ~δ =
∑d+2
i=1 (pi − 2)~xi
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2. Preliminaries
In this section, we introduce basic notions which will be used throughout the paper. For general
background, we refer to [ASS, ARS, Rin] on representation theory of finite dimensional algebras,
to [AHK, Hap1] on tilting theory, to [Y, LW] on Cohen-Macaulay representation theory, and to
[BrH] on commutative ring theory.
Throughout this paper, we denote by k an arbitrary field, and by D the k-dual, that is D(−) =
Homk(−, k). All modules are left modules. The composition of f : X → Y and g : Y → Z is
denote as fg : X → Z. For a ring Λ, we denote by ModΛ the category of Λ-modules, by modΛ
the category of finitely generated Λ-modules, by projΛ the category of finitely generated projective
Λ-modules, For an abelian group G and a G-graded k-algebra Λ, we denote by ModG Λ, modG Λ,
and projG Λ the G-graded versions.
For a class X of objects in an additive category C, we denote by addC X or addX the full
subcategory of C consisting of direct summands of finite direct sums of objects in X .
For full subcategories X and Y of a triangulated category T , we denote by X ∗ Y the full
subcategory of T consisting of objects Z such that there exists a triangle X → Z → Y → X [1]
with X ∈ X and Y ∈ Y.
We denote by C(−), K(−), and D(−) the category of complexes, the homotopy category, and
the derived category, respectively. By Cb(−), Kb(−) and Db(−) we mean the bounded versions.
We denote by (D≤0(−),D≥0(−)) the standard t-structure in the derived category.
2.1. Triangulated categories and tilting theory. Let us start with recalling some basic notions
in triangulated categories. Throughout this section, let T be a triangulated category with a
suspension functor [1].
We call a full subcategory U of T triangulated if it is closed under cones and [±1]. If U is also
closed under direct summands, we call it thick. For a subcategory C of T , we denote by thick C or
thickT C (respectively, tri C or triT C) the smallest thick (respectively, triangulated) subcategory of
T containing C.
The following observation can be checked easily.
Observation 2.1.1. We have thick C = add(tri C).
Definition 2.1.2 (Tilting object). We say that an object U ∈ T is tilting (respectively, silting) if
HomT (U,U [i]) = 0 for all i 6= 0 (respectively, i > 0) and T = thickU .
For example, for any ring A, the bounded homotopy category Kb(projA) of finitely generated
projective A-modules has a tilting object A. Moreover a converse of this statement holds under
reasonable assumptions: We call a triangulated category algebraic if it is triangle equivalent to the
stable category of a Frobenius category, and idempotent-complete if any idempotent endomorphism
corresponds to a direct summand. We say that a fully faithful triangle functor F : T → T ′ is an
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equivalence up to direct summands if, for any object X ∈ T ′, there exists an object Y ∈ T such
that X is a direct summand of F (Y ).
Proposition 2.1.3. [Ke] Let T be an algebraic triangulated category with a tilting object U . Then
there exists a triangle equivalence F : T → Kb(projEndT (U)) up to direct summands. In particular,
if T is idempotent complete, then F is a triangle equivalence.
We say that two finite dimensional algebras Λ and Γ are derived equivalent if one of the following
equivalent conditions hold:
• There exists a triangle equivalence Kb(projΛ) ≃ Kb(projΓ).
• There exists a triangle equivalence Db(modΛ) ≃ Db(modΓ).
• There exists a triangle equivalence D(ModΛ) ≃ D(ModΓ).
• There exists a tilting object U in Kb(projΛ) such that EndKb(projΛ)(U) ≃ Γ.
The following observations are basic.
Proposition 2.1.4. (a) A finite dimensional k-algebra Λ has finite global dimension if and
only if the natural functor Kb(projΛ)→ Db(modΛ) is an equivalence.
(b) Assume that finite dimensional k-algebras Λ and Γ are derived equivalent. Then Λ has
finite global dimension if and only if so does Γ.
Let us recall the notion of Serre functors in triangulated categories.
Definition 2.1.5 (Serre functor). Let T be a k-linear and Hom-finite triangulated category. A
Serre functor of T is an autoequivalence S : T → T such that there exists a functorial isomorphism
HomT (X,Y ) ≃ DHomT (Y, SX) for X,Y ∈ T .
It is easy to show that Serre functors of T are unique up to isomorphism of functors.
For example, if X is a smooth projective variety of dimension d with a canonical sheaf ω, then
Db(cohX) has a Serre functor ω[d] ⊗X −. The following basic result by Happel gives another
typical example of Serre functors.
Proposition 2.1.6. [Hap1] Let Λ be a finite dimensional k-algebra of finite global dimension.
Then the Nakayama functor
ν := (DΛ)
L
⊗Λ− : D
b(modΛ)→ Db(modΛ)
gives a Serre functor of Db(modΛ).
The following elementary observation is useful to calculate the global dimension.
Observation 2.1.7. Let Λ be a finite dimensional k-algebra of finite global dimension. Then
gl.dim Λ = sup{i ∈ Z | ExtiΛ(DΛ,Λ) 6= 0} = sup{i ∈ Z | HomDb(modΛ)(Λ, ν
−1(Λ)[i]) 6= 0}.
Definition 2.1.8 (Calabi-Yau triangulated categories). Let T be a triangulated category with a
Serre functor S. We say that T is fractionally Calabi-Yau of dimension mℓ (or simply
m
ℓ -Calabi-
Yau) for integers ℓ > 0 and m if there exists an isomorphism Sℓ ≃ [m] of functors T → T . Observe
that mℓ -Calabi-Yau implies
mi
ℓi -Calabi-Yau for all positive integers i, but the converse is not true
in general.
We say that a finite dimensional k-algebra Λ with finite global dimension is fractionally Calabi-
Yau of dimension mℓ (or
m
ℓ -Calabi-Yau) if D
b(modΛ) is.
We give a few examples.
Example 2.1.9. (a) [MY] Let kQ be a path algebra of Dynkin quiver. Then kQ is h−2h -
Calabi-Yau for the Coxeter number h of Q:
An Dn E6 E7 E8
n+ 1 2(n− 1) 12 18 30
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(b) [HI1] Assume that Λi is
mi
ℓi
-Calabi-Yau for i = 1, 2. If Λ1⊗kΛ2 has finite global dimension,
then Λ1 ⊗k Λ2 is
m
ℓ -Calabi-Yau for ℓ := l.c.m.(ℓ1, ℓ2) and m :=
ℓm1
ℓ1
+ ℓm2ℓ2 .
The following observations are easy.
Proposition 2.1.10. Let Λ be a finite dimensional k-algebra of finite global dimension n.
(a) ν−1(D≥0(modΛ)) ⊂ D≥0(modΛ) and ν(D≤0(modΛ)) ⊂ D≤0(modΛ) hold.
(b) ν−1(D≤0(modΛ)) ⊂ D≤n(modΛ) and ν(D≥0(modΛ)) ⊂ D≥−n(modΛ) hold.
(c) If n 6= 0 and Db(modΛ) is mℓ -Calabi-Yau, then ℓ > 1 and
m
ℓ−1 ≤ n holds.
Proof. (a)(b) Both are elementary (see [I3, 5.4(a)] for (b)).
(c) If ℓ = 1, then DΛ = ν(Λ) = Λ[m] holds. Thus m = 0 holds, and Λ is selfinjective. Since
Λ has finite global dimension n, we have n = 0, a contradiction to our assumption. Thus ℓ > 1
holds. Now we have
Λ[m] = νℓ(Λ) = νℓ−1(DΛ) ∈ νℓ−1(D≥0(modΛ)) ⊂ D≥−(ℓ−1)n(modΛ)
by (b). Hence −m ≥ −(ℓ− 1)n holds, and the assertion follows. 
Later we use the following general observation.
Proposition 2.1.11. Let T be a triangulated category, S a thick subcategory of T and π : T →
T /S the natural functor.
(a) We have a bijection between thick subcategories of T containing S and thick subcategories
of T /S given by U 7→ addπ(U).
(b) For a thick subcategory U of T , we have thickT {S,U} = T if and only if thickT /S U = T /S.
Proof. (a) It is easy to check that π(U) is a triangulated subcategory of T /S. By Observation 2.1.1,
we have that addπ(U) is a thick subcategory of T /S.
For a thick subcategory V of T /S, it is clear that π−1(V) := {X ∈ T | π(X) ∈ V} is a thick
subcategory of T containing S. It is easy to check that these correspondences are mutually inverse.
(b) This is immediate from (a). 
2.2. Higher dimensional Auslander-Reiten theory. Let us start with recalling the following
basic notion.
Definition 2.2.1 (Functorially finiteness). [AS] Let A be an additive category and C a full sub-
category of A. For an object A ∈ A, we say that a morphism f : C → A is a right C-approximation
of A if C ∈ C and the map f : HomA(C′, C) → HomA(C′, A) is surjective for any C′ ∈ C. If any
object in A has a right C-approximation, then we say that C is a contravariantly finite subcategory
of A. Dually we define a left C-approximation and a covariantly finite subcategory. We say that C
is functorially finite if it is contravariantly finite and covariantly finite.
The notion of a d-cluster tilting subcategory is central in higher dimensional Auslander-Reiten
theory. Note that it is also called a maximal (d− 1)-orthogonal subcategory.
Definition 2.2.2 (d-cluster tilting subcategories). [I1, I2, IY] Let A be an abelian category, B
a full extension-closed subcategory of A and C a full subcategory of B. We say that C generates
(respectively, cogenerates) B if any object in B is a subobject (respectively, factor object) of some
object in C. We say that C is a d-cluster tilting subcategory of B if C is a functorially finite
subcategory of B that generates and cogenerates B such that
C = {X ∈ B | ∀i ∈ {1, 2, . . . , d− 1} ExtiA(C, X) = 0}
= {X ∈ B | ∀i ∈ {1, 2, . . . , d− 1} ExtiA(X, C) = 0}.
Notice that the condition that C generates and cogenerates B is not imposed in previous references
since it is automatic if B has enough projectives and enough injectives.
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Similarly, we define a d-cluster tilting subcategory of a triangulated category T as a functorially
finite subcategory C satisfying
C = {X ∈ T | ∀i ∈ {1, 2, . . . , d− 1} HomT (C, X [i]) = 0}
= {X ∈ T | ∀i ∈ {1, 2, . . . , d− 1} HomT (X, C[i]) = 0}.
We say that an object C is d-cluster tilting if addC is a d-cluster tilting subcategory.
In this paper, we apply these definitions for B in the following settings:
• B := CMLR (considered as a subcategory of A := modLR) or T := CMLR for a Geigle-
Lenzing complete intersection (R,L) (see Section 4).
• B := vectX (considered as a subcategory of A := cohX) for a Geigle-Lenzing projective
space X (see Section 5).
• T := Db(modΛ) for a finite dimensional k-algebra Λ.
In the rest of this section, let Λ be a finite dimensional k-algebra of finite global dimension. For
an integer d, we define the d-shifted Nakayama functor by
νd := (DΛ)[−d]
L
⊗Λ− : D
b(modΛ)→ Db(modΛ).
The following classes of finite dimensional algebras are central in this paper.
Definition 2.2.3. [I3, IO, HIO] Let Λ be a finite dimensional k-algebra of global dimension of
finite global dimension.
(a) We call Λ νd-finite if ν
i
d(D
≥0(modΛ)) ⊂ D≥1(modΛ) holds for some i > 0.
(b) We call Λ d-representation infinite if ν−id (Λ) ∈ modΛ for all i ≥ 0. This is equivalent to
that νid(DΛ) ∈ modΛ for all i ≥ 0 by [HIO, 2.9].
Clearly any algebra with global dimension at most d− 1 is νd-finite. Also it is easy to see that
d-representation infinite algebras have global dimension d.
The notion of higher preprojective algebras plays an important role.
Definition 2.2.4 (Higher preprojective algebra). Let Λ be a finite dimensional k-algebra of finite
global dimension. The (d+ 1)-preprojective algebra of Λ is defined as the Z-graded k-algebra
Π = Πd+1(Λ) :=
⊕
ℓ∈Z
HomDb(modΛ)(Λ, ν
ℓ
d(Λ)),
where the multiplication is given by
f · g := fνℓd(g) ∈ HomDb(modΛ)(Λ, ν
ℓ+m
d (Λ))
for any f ∈ HomDb(modΛ)(Λ, ν
ℓ
d(Λ)) and g ∈ HomDb(modΛ)(Λ, ν
m
d (Λ)).
A d-representation infinite algebra Λ is called d-representation tame if the center Z of Π is a
Noetherian ring and Π is a finitely generated Z-module.
An algebra Λ with global dimension at most d is νd-finite if and only if dimk Π is finite.
In this case, there is a systematic construction of d-cluster tilting subcategories of Db(modΛ):
Theorem 2.2.5. [I3, 1.23] Let Λ be a finite dimensional k-algebra with global dimension at most
d that is νd-finite. Then D
b(modΛ) has the d-cluster tilting subcategory
UΛ := add{ν
i
d(Λ) | i ∈ Z}.
Now we consider a d-representation infinite algebra Λ with Π = Πd+1(Λ). We assume that Π is
left graded coherent, that is, finitely presented Z-graded Π-modules are closed under kernels. Then
the category modZΠ of finitely presented Z-graded Π-modules is abelian, and the category modZ0 Π
of finite dimensional Z-graded Π-modules is a Serre subcategory of modZΠ. Let
qgrZΠ := modZΠ/modZ0 Π
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be the quotient category. This is a non-commutative projective scheme in the sense of Artin-Zhang
[AZ]. Let us recall the following result of the third author.
Proposition 2.2.6. [Min, 3.7] Let Λ be a d-representation infinite algebra such that Π = Πd+1(Λ)
is left graded coherent. Then there is a triangle equivalence Db(modΛ) ≃ Db(qgrZΠ) which sends
Λ to Π and induces an equivalence
{X ∈ Db(modΛ) | ∀ℓ≫ 0 ν−ℓd (X) ∈ modΛ} ≃ qgr
ZΠ.
Now we define an extension-closed subcategory of qgrZΠ ⊂ Db(modΛ) by
VΛ := {X ∈ D
b(modΛ) | ∀ℓ≫ 0 ν−ℓd (X) ∈ modΛ, ν
ℓ
d(X) ∈ (modΛ)[−d]}.
This category should be considered as the category of vector bundles on the non-commutative
projective scheme qgrZΠ.
We have the following main result in this section.
Theorem 2.2.7. Let Λ be a d-representation infinite algebra such that Π = Πd+1(Λ) is left graded
coherent. Then VΛ has the d-cluster tilting subcategory
UΛ := add{ν
i
d(Λ) | i ∈ Z}.
To prove Theorem 2.2.7, the following observation is crucial, where ∗ denotes the extension of
categories (see Section 2.1).
Proposition 2.2.8. We have VΛ = (UΛ ∗ UΛ[1] ∗ · · · ∗ UΛ[d− 1]) ∩ (UΛ[1− d] ∗ · · · ∗ UΛ[−1] ∗ UΛ).
We start by preparing the following easy observation.
Lemma 2.2.9. Let X and Ci be Λ-modules. If X ∈ Cn[−n] ∗ · · · ∗ C1[−1] ∗ C0, then there exists
an exact sequence 0→ X → C0 → · · · → Cn → 0 of Λ-modules.
Proof. We use the induction on n. Since X ∈ Cn[−n] ∗ · · · ∗ C1[−1] ∗ C0, there exists a triangle
Y [−1]→ X → C0 → Y (2.1)
in Db(modΛ) with Y ∈ Cn[1− n] ∗ · · · ∗ C1. Then we have
Y ∈ (Cn[1− n] ∗ · · · ∗ C1) ∩ (C0 ∗X [1]) ⊂ modΛ
by looking at cohomologies. Applying H0 to the triangle (2.1), we have an exact sequence 0 →
X → C0 → Y → 0. On the other hand, by the induction assumption, there exists an exact
sequence 0→ Y → C1 → · · · → Cn → 0. Combining these sequences, we have the assertion. 
Now we are ready to prove Proposition 2.2.8.
Proof of Proposition 2.2.8. (i) We prove “⊃”.
Fix X in the right hand side. For any Ui ∈ UΛ and U i ∈ UΛ, we have for ℓ≫ 0
ν−ℓd (U0 ∗ U1[1] ∗ · · · ∗ Ud−1[d− 1]) = (ν
−ℓ
d (U0) ∗ ν
−ℓ
d (U1)[1] ∗ · · · ∗ ν
−ℓ
d (Ud−1)[d− 1])
⊂ (modΛ) ∗ (modΛ)[1] ∗ · · · ∗ (modΛ)[d− 1],
ν−ℓd (U
1−d[1− d] ∗ · · · ∗ U−1[−1] ∗ U0) = (ν−ℓd (U
1−d)[1− d] ∗ · · · ∗ ν−ℓd (U
−1)[−1] ∗ ν−ℓd (U
0))
⊂ (modΛ)[1− d] ∗ · · · ∗ (modΛ)[−1] ∗ (modΛ).
Therefore we have
ν−ℓd (X) ∈ ((modΛ) ∗ · · · ∗ (modΛ)[d− 1]) ∩ ((modΛ)[1− d] ∗ · · · ∗ (modΛ))
= modΛ.
for ℓ≫ 0. By a similar argument, we have νℓd(X) ∈ (modΛ)[−d] for ℓ≫ 0. Therefore X ∈ VΛ.
(ii) We prove “⊂”. We only prove VΛ ⊂ UΛ ∗ UΛ[1] ∗ · · · ∗ UΛ[d − 1] since one can show
VΛ ⊂ UΛ[1− d] ∗ · · · ∗ UΛ[−1] ∗ UΛ dually.
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Let X ∈ VΛ. Then Y := νℓd(X)[d] and Z := ν
−ℓ
d (X) belong to modΛ for ℓ ≫ 0. Since Λ has
global dimension d, we can take an injective resolution 0→ Y → I0 → · · · → Id → 0 of Y . Then
Y ∈ Id[−d] ∗ · · · ∗ I1[−1] ∗ I0
holds. Now let
PΛ := add{ν
−i
d (Λ) | i ≥ 0} ⊂ UΛ ∩modΛ
be the category of d-preprojective Λ-modules. Then P i := ν−2ℓd (I
i)[−d] belongs PΛ, and we have
Z = ν−2ℓd (Y )[−d] ∈ P
d[−d] ∗ · · · ∗ P 1[−1] ∗ P 0.
By Lemma 2.2.9, we have an exact sequence 0→ Z → P 0 → · · · → P d → 0 of Λ-modules, and in
particular, Z is a submodule of P 0 ∈ PΛ. By applying [HIO, 4.28], we have an exact sequence
0→ Pd−1 → · · · → P0 → Z → 0
of Λ-modules with Pi ∈ PΛ. Therefore
Z ∈ PΛ ∗ PΛ[1] ∗ · · · ∗ PΛ[d− 1]
holds, and hence X = νℓd(Z) ∈ UΛ ∗ UΛ[1] ∗ · · · ∗ UΛ[d− 1]. 
Now we are ready to prove Theorem 2.2.7.
Proof of Theorem 2.2.7. (i) It was shown in [HIO, 4.2] that HomDb(modΛ)(UΛ,UΛ[i]) = 0 holds for
all i with 1 ≤ i ≤ d− 1.
(ii) For any X ∈ VΛ, Proposition 2.2.8 shows that there exists a triangle
U
g
−→ X
f
−→ Y → U [1] (2.2)
with U ∈ UΛ and Y ∈ UΛ[1] ∗ · · · ∗ UΛ[d − 1]. Since HomDb(modΛ)(UΛ,UΛ[1] ∗ · · · ∗ UΛ[d − 1]) = 0,
we have that g is a right UΛ-approximation of X . Thus UΛ is a contravariantly finite subcategory
of VΛ.
Dually one can show that UΛ is a covariantly finite subcategory of VΛ.
(iii) Assume that X ∈ VΛ satisfies HomDb(modΛ)(X,UΛ[i]) = 0 for all i with 1 ≤ i ≤ d− 1. Then
f = 0 holds in the triangle (2.2). Thus g is a split epimorphism, and we have X ∈ UΛ.
Similarly one can show that if X ∈ VΛ satisfies HomDb(modΛ)(UΛ, X [i]) = 0 for all i with
1 ≤ i ≤ d− 1, then X ∈ UΛ.
(iv) Fix any X ∈ VΛ. By Proposition 2.2.8, there exist exact sequences
0→ Ud−1 → · · · → U0 → X → 0 and 0→ X → U
0 → · · · → Ud−1 → 0
with Ui, U
i ∈ UΛ in the abelian category qgrZΠ. Therefore UΛ generates and cogenerates VΛ. 
At the end of this section, we include the following observation on a generalization of d-
representation infinite algebras, which we will apply to our higher canonical algebras (see The-
orem 6.1.7).
Definition 2.2.10. Let Λ be a finite dimensional k-algebra of finite global dimension. We call Λ
almost d-representation infinite if Hj(ν−id (Λ)) = 0 holds for all i ∈ Z and all j ∈ Z \ {0, d}.
Clearly any d-representation infinite algebra is almost d-representation infinite. Moreover we
have the following easy observations.
Proposition 2.2.11. (a) d-representation infinite algebras are precisely almost d-representation
infinite algebras of global dimension d
(b) An almost d-representation infinite algebra has global dimension d or 2d.
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Proof. (a) We only have to show that any almost d-representation infinite algebra Λ of global
dimension d is d-representation infinite. Since ν−id (Λ) ∈ D
≤0(modΛ) holds for any i ≥ 0 by
Proposition 2.1.10(b), we have ν−id (Λ) ∈ modΛ. Thus the assertion follows.
(b) Since Λ has finite global dimension, gl.dim Λ = max{i ≥ 0 | ExtiΛ(DΛ,Λ) 6= 0} holds by
Observation 2.1.7. Since
ExtiΛ(DΛ,Λ) = HomD(Λ)(Λ, ν
−1
d (Λ)[i − d]) = H
i−d(ν−1d (Λ))
vanishes except i = d or 2d, we have the assertion. 
3. Geigle-Lenzing complete intersections
Throughtout this paper we fix an arbitrary base field k and an integer d ≥ −1. (We assume
neither k to have characteristic zero nor k to be algebraically closed.)
3.1. The definition and basic properties. We start with the polynomial algebra
C := k[T0, . . . , Td]
in d+ 1 variables. For n ≥ 0, we choose n linear forms
ℓi = ℓi(T0, . . . , Td) =
d∑
j=0
λijTj ∈ C,
with λij ∈ k. We also fix an n-tuple (p1, . . . , pn) of positive integers called weights. Let
S := C[X1, . . . , Xn] = k[T0, . . . , Td, X1, . . . , Xn]
be the polynomial algebra in d+ n+ 1 variables and
hi := X
pi
i − ℓi ∈ S.
Now we consider the factor k-algebra
R := S/(hi | 1 ≤ i ≤ n).
In the case d = −1, we let C = k and ℓ1 = · · · = ℓn = 0. Thus
R = k[X1, . . . , Xn]/(X
pi
i | 1 ≤ i ≤ n). (3.1)
The grading group. Let L be the abelian group generated by the symbols ~x1, . . . , ~xn,~c, modulo
relations pi~xi = ~c for any 1 ≤ i ≤ n:
L := 〈~x1, . . . , ~xn,~c〉/〈pi~xi − ~c | 1 ≤ i ≤ n〉.
We regard S as an L-graded k-algebra by
degTj := ~c and degXi := ~xi
for any i and j. Since hi is homogeneous (of degree ~c) for all i, we can regard R as an L-graded
k-algebra.
Geigle-Lenzing complete intersection. We call the pair (R,L) a weak Geigle-Lenzing (GL)
complete intersection associated with ℓ1, . . . , ℓn and p1, . . . , pn. It is in fact a complete intersection
of dimension d+ 1 as we will see in Proposition 3.1.8 below.
We call R Geigle-Lenzing (GL) complete intersection if our linear forms ℓ1, . . . , ℓn are in general
position in the following sense:
• Any set of at most d+ 1 of the polynomials ℓi is linearly independent.
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In the rest we assume that R is a weak GL complete intersection.
Let L+ be the submonoid of L generated by all ~xi’s and ~c. We equip L with the structure of
a partially ordered set: ~x ≥ ~y if and only if ~x − ~y ∈ L+. Then L+ consists of all elements ~x ∈ L
satisfying ~x ≥ 0. We denote intervals in L by
[~x, ~y] := {~z ∈ L | ~x ≤ ~z ≤ ~y}.
We collect some basic observations.
Observation 3.1.1. (a) Any element ~x ∈ L can be written uniquely as
~x =
n∑
i=1
ai~xi + a~c
with 0 ≤ ai < pi and a ∈ Z. We call this presentation the normal form of ~x.
(b) L is an abelian group of rank one. It is torsion free if and only if p1, . . . , pn are pairwise
coprime.
(c) We have R~x 6= 0 if and only if ~x ∈ L+ if and only if a ≥ 0 in the normal form in (a).
Therefore R is positively graded in this sense.
Observation 3.1.2 (Weights 1). Adding a linear form ℓn+1 with weight pn+1 = 1 changes neither
L nor R, since the new variable Xn+1 is expressed as a linear combination of Tj ’s by the relation
Xn+1 = ℓn+1(T0, . . . , Td). Thus we may freely add or remove hyperplanes with weights 1.
Therefore we can assume that
• pi ≥ 2 for all i with 1 ≤ i ≤ n
without loss of generality by removing all hyperplanes with weights 1.
Observation 3.1.3 (Normalization). Now we assume that (R,L) is a GL complete intersection.
Then the group GL(d+1, k) acts on S by acting on the linear span of the variables Ti. Transforming
coordinates in this way we may assume
ℓi(T0, . . . , Td) =
{
Ti−1 if 1 ≤ i ≤ min{d+ 1, n},∑d
j=0 λijTj if min{d+ 1, n} < i ≤ n.
.
Then we obtain the relations hi = X
pi
i − Ti−1 for 1 ≤ i ≤ min{d+ 1, n}. Therefore the variables
Ti with 0 ≤ i ≤ min{d, n− 1} are superfluous in the presentation of R, and we may write
R =
{
k[X1, . . . , Xn, Tn, . . . , Td] if n ≤ d+ 1,
k[X1, . . . , Xn]/(X
pi
i −
∑d+1
j=1 λi,j−1X
pj
j ) | d+ 2 ≤ i ≤ n) if n ≥ d+ 2.
(3.2)
In the form (3.2), our assumption that ℓ1, . . . , ℓn are in general position is equivalent to that all
minors (including non-maximal ones) of the (n− d− 1)× (d+ 1) matrix
[λi,j−1]d+2≤i≤n, 1≤j≤d+1
have non-zero determinants. In the case d = 1, this means that the n points
(1 : 0), (0 : 1), (λ30 : λ31), . . . , (λn0 : λn1)
in P1 are mutually distinct. If k is an algebraically closed, then we can normalize the relation in
(3.2) for i = d+ 2 as
X
pd+2
d+2 = X
p1
1 +X
p2
2 + · · ·+X
pd+1
d+1 .
This presentation is widely used for d = 1.
Let us observe that our weak GL complete intersections can be obtained by the following ele-
mentary construction, for which the name ‘root construction’ was used for stacks [AGV]. It also
appeared in the context of weighted projective varieties in [LO].
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Observation 3.1.4 (Root construction). Let G be an abelian group, and A a commutative G-
graded ring. For a non-zero homogeneous element ℓ ∈ A of degree g ∈ G and a positive integer p,
let
G(ℓ, p) := (G⊕ Z)/〈(g,−p)〉 and A(ℓ, p) := A[X ]/(Xp − ℓ).
Then A(ℓ, p) is a G(ℓ, p)-graded ring by degX := (0, 1) and deg a := (g′, 0) for any a ∈ Ag′ with
g′ ∈ G. We call this process to construct (A(ℓ, p), G(ℓ, p)) from (A,G) a root construction. Clearly,
• A(ℓ, p) is a free A-module with a basis {X i | 0 ≤ i < p}.
Our weak GL complete intersection (R,L) can be obtained by applying root construction iteratively
to the polynomial ring C = k[T0, . . . , Td] with the standard Z-grading. In fact, let
(R0,L0) := (C,Z),
(Ri,Li) := (Ri−1(ℓi, pi),L
i−1(ℓi, pi))
for 1 ≤ i ≤ n. Then one can easily check that (R,L) = (Rn,Ln) holds.
The following simple observation is quite useful.
Proposition 3.1.5. (a) C is the (Z~c)-Veronese subalgebra of R, that is, C =
⊕
a∈ZRa~c.
(b) R is a free C-module of rank p1p2 · · · pn with a basis {X
a1
1 X
a2
2 · · ·X
an
n | 0 ≤ ai < pi}.
(c) Let ~x =
∑n
i=1 ai~xi + a~c be a normal form of ~x ∈ L. Then the multiplication map
Xa11 X
a2
2 · · ·X
an
n : Ca~c → R~x is bijective.
Proof. (b) Since R is obtained form C by applying root construction iteratively, the assertion is
clear.
(a)(c) Immediate from (b). 
Definition 3.1.6 (Regular sequences). Let (a1, . . . , aℓ) be a sequence of homogeneous elements
in S whose degrees are in L+ \ {0}. For M ∈ mod
L S, we say that (a1, . . . , aℓ) is an M -regular
sequence [BrH] if the multiplication map
ai :M/M(a1, . . . , ai−1)→M/M(a1, . . . , ai−1)
is injective for any 1 ≤ i ≤ ℓ.
Any permutation of an M -regular sequence is again an M -regular sequence. For any positive
integers q1, . . . , qℓ, the sequence (a1, . . . , aℓ) is M -regular if and only if (a
q1
1 , . . . , a
qℓ
ℓ ) is M -regular.
We prepare the following easy observations.
Lemma 3.1.7. (a) (h1, . . . , hn) is an S-regular sequence.
(b) Let f0, . . . , fd be linearly independent linear forms in C. Then (h1, . . . , hn, f0, . . . , fd) is
an S-regular sequence, and (f0, . . . , fd) is an R-regular sequence.
(c) Let i0, . . . , is ∈ {1, . . . , n} and fs+1, . . . fd ∈ C be linear forms. If ℓi0 , . . . , ℓis , fs+1, . . . , fd
are linearly independent in C, then (Xi0 , . . . , Xis , fs+1, . . . , fd) is an R-regular sequence.
Proof. (b) Let S′ be the k-subalgebra of S generated by T0, . . . , Td, X
p1
1 , . . . , X
pn
n . Then S
′ is a
polynomial algebra with these variables. Since h1, . . . , hn, f0, . . . , fd are linearly independent linear
forms in S′, they form an S′-regular sequence. Since S is a free S′-module of finite rank, we have
the assertion.
(a) Immediate from (b).
(c) The latter assertion in (b) implies that (ℓi0 = X
pi0
i0
, . . . , ℓis = X
pis
is
, fs+1, . . . , fd) is an
R-regular sequence. Thus the assertion is immediate. 
Immediately we have the following observations.
Proposition 3.1.8. Let R be a weak GL complete intersection.
(a) R is a complete intersection of dimension d+ 1. In fact, Rm is a complete intersection of
dimension d+ 1 for all maximal ideals m of R.
(b) Assume that R is a GL complete intersection and pi ≥ 2 for all i.
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• R is regular if and only if n ≤ d+ 1.
• R is a hypersurface if and only if n ≤ d+ 2.
Proof. (a) This is immediate from Lemma 3.1.7(a).
(b) By Observation 3.1.3, the number of minimal generators of the maximal idealR+ =
⊕
~x>0R~x
of R is max{d+ 1, n} even after localizing at R+. Thus the assertion follows. 
Definition 3.1.9 (Dualizing element). From Proposition 3.1.8, it follows that R is a Gorenstein
ring. Thus
ExtiR(k,R) =
{
0 i 6= d
k(−~ω) i = d
holds for some element ~ω ∈ L, which is called the dualizing element (also known as a-invariant
[BrH], Gorenstein parameter) of (R,L). In this case, ωR := R(~ω) is called the canonical module of
(R,L). We have the following explicit formula for ~ω.
Proposition 3.1.10. The dualizing element of (R,L) is given by
~ω = (n− d− 1)~c−
n∑
i=1
~xi ∈ L.
Proof. Since (S,L) is a polynomial ring, its a-invariant is given by minus the sum of the degrees
of all variables, i.e. a(S) := −(d + 1)~c −
∑n
i=1 ~xi. Since h1, . . . , hn is an S-regular sequence by
Lemma 3.1.7(a), we have
~ω = a(S) +
n∑
i=1
deg hi = −(d+ 1)~c−
n∑
i=1
~xi + n~c
by using standard commutative algebra [BrH, 3.6.14]. 
The following degree map and trichotomy are important.
Definition 3.1.11 (Degree map and trichotomy). Let (R,L) be a GL complete intersection. We
define a homomorphism δ : L→ Q called the degree map by δ(~xi) =
1
pi
and δ(~c) = 1. Using
δ(~ω) = n− d− 1−
n∑
i=1
1
pi
∈ Q, (3.3)
we say that (R,L) is Fano (respectively, Calabi-Yau, anti-Fano) if δ(~ω) < 0 (respectively, δ(~ω) = 0,
δ(~ω) > 0).
We will see in Theorem 5.1.12 that these definitions correspond to ampleness of the automor-
phisms (±~ω) of the category cohX.
For example, if n ≤ d+ 1, then R is Fano. For the integer
p := l.c.m.(p1, p2, . . . , pn),
(R,L) is Fano (respectively, Calabi-Yau, anti-Fano) if and only if p~ω = q~c holds for an integer
q < 0 (respectively, q = 0, q > 0).
Example 3.1.12. Let d = −1. Then C = k, ℓ1 = · · · = ℓn = 0 and R is given by (3.1). The linear
independence condition is vacuously satisfied. Assume pi ≥ 2 for all i.
(a) (R,L) is never Fano.
(b) (R,L) is Calabi-Yau if and only if n = 0 (i.e. R = k).
(c) All other cases are anti-Fano.
Example 3.1.13. Let d = 0. Then C = k[T ], and for 1 ≤ i ≤ n, we have ℓi(T ) = λiT for some
λi ∈ k \ {0} by the linear independence condition. Thus R has the form
R = k[T,X1, . . . , Xn]/(X
pi
i − λiT | 1 ≤ i ≤ n)
= k[X1, . . . , Xn]/(λ
−1
i X
pi
i − λ
−1
j X
pj
j | 1 ≤ i < j ≤ n).
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In this case, ~ω = −~c+
∑n
i=1(pi − 1)~xi. Assume pi ≥ 2 for all i.
(a) (R,L) is Fano if and only if n ≤ 1.
(b) (R,L) is Calabi-Yau if and only if the weights are (2, 2).
(c) All other cases are anti-Fano.
Example 3.1.14. Let d = 1. Assume that pi ≥ 2 for any i.
(a) There are 5 types for Fano case: (p, q), (2, 2, p), (2, 3, 3), (2, 3, 4) and (2, 3, 5), corresponding
to A˜p+q−1, D˜p+2, E˜6, E˜7 and E˜8.
(b) There are 4 types for Calabi-Yau case: (3, 3, 3), (2, 4, 4), (2, 3, 6) and (2, 2, 2, 2), corre-
sponding to E
(1,1)
6 , E
(1,1)
7 , E
(1,1)
8 and D
(1,1)
4 .
(c) All other cases are anti-Fano.
This is nothing but the classical trichotomy of domestic, tubular and wild types of weighted pro-
jective lines.
Example 3.1.15. Let d = 2. Assume that pi ≥ 2 for any i.
(a) There are the following cases for Fano.
• n ≤ 3.
• 7 infinite series for n = 4: (2, 2, p, q), (2, 3, 3, p), (2, 3, 4, p), (2, 3, 5, p), (2, 3, 6, p),
(2, 4, 4, p) and (3, 3, 3, p) for any p, q.
• 110 remaing cases for n = 4: (2, 3, 7, p) for 7 ≤ p ≤ 41, (2, 3, 8, p) for 8 ≤ p ≤ 23,
(2, 3, 9, p) for 9 ≤ p ≤ 17, (2, 3, 10, p) for 10 ≤ p ≤ 14, (2, 3, 11, p) for 11 ≤ p ≤ 13,
(2, 4, 5, p) for 5 ≤ p ≤ 19, (2, 4, 6, p) for 6 ≤ p ≤ 11, (2, 4, 7, p) for 7 ≤ p ≤ 9, (2, 5, 5, p)
for 5 ≤ p ≤ 9, (2, 5, 6, p) for 7 ≤ p ≤ 9, (3, 3, 4, p) for 4 ≤ p ≤ 11 and (3, 3, 5, p) for
5 ≤ p ≤ 7.
• 1 infinite series for n = 5: (2, 2, 2, 2, p) for any p.
• 3 remaining cases for n = 5: (2, 2, 2, 3, p) for 3 ≤ p ≤ 5.
(b) There are 18 cases for Calabi-Yau case:
• 14 cases for n = 4: (2, 3, 7, 42), (2, 3, 8, 24), (2, 3, 9, 18), (2, 3, 10, 15), (2, 3, 12, 12),
(2, 4, 5, 20), (2, 4, 6, 12), (2, 4, 8, 8), (2, 5, 5, 10), (2, 6, 6, 6), (3, 3, 4, 12), (3, 3, 6, 6), (3, 4, 4, 6)
and (4, 4, 4, 4).
• 3 cases for n = 5: (2, 2, 2, 3, 6), (2, 2, 2, 4, 4) and (2, 2, 3, 3, 3).
• 1 case for n = 6: (2, 2, 2, 2, 2, 2).
(c) All other cases are anti-Fano.
We prepare the following statement, which relates ~ω to the interval [0, d~c].
Lemma 3.1.16. Let ~x =
∑n
i=1 ai~xi + a~c be a normal form, that is, 0 ≤ ai < pi and a ∈ Z. Then
the following conditions are equivalent.
(a) ~x ≤ d~c.
(b) a+#{i | ai > 0} ≤ d.
(c) 0 6≤ ~x+ ~ω.
In particular, we have [0, d~c] = {~x ∈ L | 0 ≤ ~x, 0 6≤ ~x+ ~ω}.
Proof. (a)⇔(b) The normal form of d~c − ~x is
∑
ai>0
(pi − ai)~xi + (d − a − #{i | ai > 0})~c. So
d~c− ~x ≥ 0 if and only if d− a−#{i | ai > 0} ≥ 0.
(b)⇔(c) The normal form of ~x+ ~ω is
~x+ ~ω =
∑
ai 6=0
(ai − 1)~xi +
∑
ai=0
(pi − 1)~xi + (a− d− 1 + #{i | ai > 0})~c.
So ~x+ ~ω ≥ 0 if and only if a− d− 1 + #{i | ai > 0} ≥ 0. 
The quotient groups L/Z~c and L/Z~ω play an important role. We give some easy observations.
Proposition 3.1.17. (a) L/Z~c is isomorphic to
∏n
i=1 Z/piZ.
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(b) If n ≤ d+ 1, then the map [0, d~c]→ L/Z~ω is bijective.
(c) If (R,L) is Fano, then the map [0, d~c]→ L/Z~ω is surjective.
(d) If (R,L) is not Calabi-Yau, then the cardinality of L/Z~ω is equal to the absolute value of
(p1p2 · · · pn)δ(~ω).
Proof. (a) This is clear.
(c) Fix ~x ∈ L. Since (R,L) is Fano, we have ℓ~ω < 0 for ℓ≫ 0. Therefore there exists an integer
ℓ such that ~x+ ℓ~ω ≥ 0 and ~x+(ℓ+1)~ω 6≥ 0. This is equivalent to ~x+ ℓ~ω ∈ [0, d~c] by Lemma 3.1.16.
(b) Since ~ω < 0 holds by n ≤ d+ 1, the integer ℓ satisfying ~x+ ℓ~ω ≥ 0 and ~x+ (ℓ + 1)~ω 6≥ 0 is
unique. Therefore the assertion holds.
(d) We have #(L/Z~c) = p1p2 · · · pn by (a). Since δ(~c) = 1, we have
#(L/Z~ω)
p1p2 · · · pn
=
#(L/Z~ω)
#(L/Z~c)
= |δ(~ω)|. 
Note that the converse of the above (c) is not true. For example, let d = 1, n = 3 and
(p1, p2, p3) = (2, 3, 7), then (R,L) is anti-Fano. In this case, L = Z~ω holds since ~x1 = 21~ω,
~x2 = 14~ω and ~x3 = 6~ω. In particular the map [0, d~c]→ L/Z~ω is surjective.
3.2. R is L-factorial and has L-isolated singularities. Let (R,L) be a GL complete inter-
section associated with linear forms ℓ1, . . . , ℓn and weights p1, . . . , pn. In this subsection, we give
some ring theoretic properties of (R,L). In particular, we show that, in a graded sense, (R,L) is
factorial and has isolated singularities.
Let us start with introducing some notions for graded rings.
Definition 3.2.1. Let G be an abelian group and A a commutative Noetherian G-graded ring.
(a) We say that A is a G-domain if a product of non-zero homogeneous elements is non-zero.
We say that A is a G-field if any non-zero homogeneous element is invertible.
(b) A homogeneous ideal p of A is G-prime (respectively, G-maximal) if A/p is a G-domain
(respectively, G-field). In this case we denote by A(p) the localization of A with respect
to the multiplicative set consisting of all homogeneous elements in A − p. We denote by
SpecGA the set of all G-prime ideals of A.
(c) A non-zero homogeneous element a ∈ A is a G-prime element if the principal ideal Aa is
a G-prime ideal of A. A G-domain A is G-factorial if any non-zero homogeneous element
in A is a product of G-prime elements in A.
(d) We say that A is G-regular if modGA has finite global dimension. We say that A has
G-isolated singularities if A(p) is G-regular for any p ∈ Spec
GA which is not G-maximal.
When the group is trivial G = {1}, we recover the usual notions of domain, field etc.
These notions depend not only on the ring A but also on the group G. As a simple example,
let k be a field with characteristic 2 and A := k[x]/(1 + x2) = k[x]/(1 + x)2. Then A is neither a
field nor regular. On the other hand, regarding A as a (Z/2Z)-graded ring by deg x = 1, we have
that A is a (Z/2Z)-field and (Z/2Z)-regular.
We start with a few easy observations.
Observation 3.2.2. (a) Any G-field is a G-domain. Hence any G-maximal ideal is a G-prime
ideal.
(b) If A is G-regular, then A(p) is G-regular for any p ∈ Spec
GA.
We show the following result, which generalizes [GeL1, 1.3] for the case d = 1.
Theorem 3.2.3. Any GL complete intersection (R,L) with d ≥ 0 is an L-factorial L-domain.
In fact, a weak GL complete intersection is an L-factorial L-domain if the linear forms ℓ1, . . . , ℓn
are non-zero and pairwise linearly independent.
Proof. We use the following general argument due to Lenzing.
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Proposition 3.2.4. For a G-domain A, let (A′, G′) := (A(ℓ, p), G(ℓ, p)) be a root construction as
in Observation 3.1.4. Assume ℓ 6= 0.
(a) A′ = A[X ]/(Xp − ℓ) is a G′-domain.
(b) Assume that A is G-factorial and ℓ is a G-prime element. Then A′ is G′-factorial. More-
over, G′-prime elements in A′ are either X or G-prime elements a ∈ A satisfying Aa 6= Aℓ.
Proof. Note that A′ is a free A-module of rank p with a basis {X i | 0 ≤ i < p}. Moreover, any
non-zero homogeneous element in A′ can be written uniquely as aX i for some a ∈ A and 0 ≤ i < p.
(a) Let aX i and bXj be homogeneous elements in A′ with a, b ∈ A and 0 ≤ i, j < p. Then
(aX i)(bXj) =
{
(ab)X i+j if i+ j < p,
(abℓ)X i+j−p if i+ j ≥ p.
Since A is a G-domain and ℓ 6= 0, both ab and abℓ are non-zero. Thus (aX i)(bXj) 6= 0 holds.
(b) Since ℓ ∈ A is G-prime, A′/A′X = A/Aℓ is a G-domain. Hence X ∈ A′ is G′-prime.
Let a ∈ A be a G-prime element such that Aa 6= Aℓ. Since A/Aa is a G-domain and ℓ 6= 0 in
A/Aa by our assumption, it follows from (a) that
A′/A′a = (A/Aa)[X ]/(Xp − ℓ) = (A/Aa)(ℓ, p)
is a G′-domain. Thus a is a G′-prime element in A′.
Now we show that A′ is G′-factorial. Fix a non-zero homogeneous element aX i ∈ A′ with
a ∈ A and 0 ≤ i < p. Since A is G-factorial, we can write a = a1 · · · asℓt for G-prime elements aj
satisfying Aaj 6= Aℓ and t ≥ 0. Then aX i is a product
aX i = a1 · · · asX
pt+i
of G′-prime elements in A′. Thus the assertion follows. 
Now Theorem 3.2.3 follows immediately from Observation 3.1.4 and Proposition 3.2.4. 
If d ≥ 0, then the zero ideal (0) of R is an L-prime ideal by Theorem 3.2.3. Therefore the
localization R(0) of R is an L-field, and its degree 0 part (R(0))0 is a field.
Definition 3.2.5 (Rank function). Assume d ≥ 0. For X ∈ modLR, we define the rank of X by
rankX := dim(R(0))0(X(0))0.
We need the following observations, where K0(mod
LR) is the Grothendieck group of modLR.
Proposition 3.2.6. Assume d ≥ 0.
(a) We have an equivalence (−)0 : mod
LR(0) ≃ mod(R(0))0.
(b) rank is given by a morphism of abelian groups
(−)(0) : K0(mod
LR)→ K0(mod(R(0))0) ≃ Z.
(c) For any ~x ∈ L and any non-zero submodule X of R(~x), we have rankX = 1.
Proof. (a) R(0) is strongly graded in the sense that (R(0))~x · (R(0))−~x = (R(0))0 for any ~x ∈ L.
Thus the assertion follows from an L-graded analog of [NV2, I.3.4].
(b) This is clear.
(c) For any ~x ∈ L, there exist monomials r, s ∈ R such that ~x = deg r− deg s. Thus we have an
isomorphism rs−1 : (R(0)) ≃ (R(~x)(0))0 of (R(0))0-modules. Since the inclusion X ⊂ R(~x) gives an
isomorphism X(0) ≃ R(~x)(0), we have rankX = 1. 
The following notion will be used frequently.
Definition 3.2.7 (Syzygies). Let d ≥ −1 be arbitrary. For i ≥ 0, the i-th syzygy of X ∈ modLR
is defined as ΩiX := Ker fi, where
· · ·
f3
// P2
f2
// P1
f1
// P0
f0
// X // 0 (3.4)
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is a minimal projective resolution of X in modLR. We define a full subcategory of modLR by
Ωi(modLR) := add{ΩiX, R(~x) | X ∈ modLR, ~x ∈ L}.
The following is a basic observation.
Lemma 3.2.8. For any X,Y ∈ modLR, there exists ~a ∈ L such that HomLR(X,Ω
iY (~x)) = 0 holds
for any i ≥ 0 and ~x ∈ L satisfying ~x ≤ ~a.
Proof. For Y ∈ modLR, let s(Y ) = {~x ∈ L | Y~x 6= 0}. Assume that the R-module X (respectively,
Y ) is generated by homogeneous elements of degrees ~a1, · · · ,~aℓ (respectively, ~b1, · · · ,~bm). Let
I :=
m⋃
j=1
(~bj + L+) ⊂ L.
Then s(Y ) ⊂ I holds clearly, and by an easy induction, s(ΩiY ) ⊂ I holds for all i ≥ 0. We take
sufficiently small ~a ∈ L such that ~aj /∈ I − ~a for all 1 ≤ j ≤ ℓ. Then for all ~x ≤ ~a and 1 ≤ j ≤ ℓ,
we have ~aj /∈ I − ~x and hence ~aj /∈ s(ΩiY (~x)) for all i ≥ 0. Thus Hom
L
R(X,Ω
iY (~x)) = 0. 
If d ≥ 0, the syzygies satisfy the following property, which we often use.
Proposition 3.2.9. Assume d ≥ 0. Let X ∈ Ω(modLR).
(a) If rankX = 0, then X = 0.
(b) If Y ∈ modLR has rank 0, then HomLR(Y,X) = 0.
(c) Let ~x ∈ L. Any non-zero morphism f : R(~x)→ X in modLR is injective.
Proof. (a) Let X ⊂ P with P ∈ projLR. Then we have a commutative diagram
0 // X //

P

X(0) // P(0),
where X(0) = 0 holds since rankX = 0. Since R is an L-domain, the right vertical morphism is
injective. Therefore X = 0.
(b) For f ∈ HomLR(Y,X), let Z = Im f . Since Z ∈ Ω(mod
LR) has rank 0, we have Z = 0 by
(a). Thus f = 0.
(c) If X = R(~y) for some ~y ∈ L, then the assertion is clear since R is an L-domain. Thus the
assertion holds if X ∈ projLR since X is a direct sum of modules of the form R(~y) with y ∈ L.
For the general case, we take an injective morphism g : X → P with P ∈ projLR. Then
fg : R(~x)→ P is non-zero, and hence injective. Thus f is also injective. 
For later use, we prepare the following useful observation.
Lemma 3.2.10. Assume d ≥ 0. We consider a minimal projective resolution (3.4) of X ∈ modLR.
Let i ≥ 0 and Q be an indecomposable direct summand of Pi.
(a) There exists an injective morphism Q→ P0 in mod
LR.
(b) If X ∈ Ω(modLR), then there exists an injective morphism Q→ X in modLR.
Proof. (a) By Proposition 3.2.9(c), we only have to show HomLR(Q,P0) 6= 0. This is clear for
i = 0. Assume i ≥ 1. Then for any indecomposable direct summand Q of Pi, there exists an
indecomposable direct summand Q′ of Pi−1 such that Hom
L
R(Q,Q
′) 6= 0 since (3.4) is a minimal
projective resolution. By our inductive hypothesis, there exists an injective morphism Q′ → P0 in
modLR. Thus HomLR(Q,P0) 6= 0 holds.
(b) By (a), there exist an indecomposable direct summand Q′ of P0 and an injective morphism
g : Q→ Q′. By Proposition 3.2.9(c), the morphism h : Q′ ⊂ P0 → X is injective. Thus gh : Q→ X
is injective too. 
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In the rest of this subsection, we show that GL complete intersections have L-isolated singular-
ities. We need the assumption that our hyperplanes are in a general position.
A crucial role is played by the following non-commutative ring, which already appeared in
Gabriel’s classical covering theory [Ga].
Definition 3.2.11. Let A be a G-graded ring and H a subgroup of G with finite index. We fix
a complete set I ⊂ G of representatives of G/H . We define an H-graded ring A[H] called the
covering [Ga, IL] (or quasi-Veronese subalgebra [MM]) of A as
A[H] :=
⊕
h∈H
Bh, Bh := (Ax−y+h)x,y∈I
where the multiplication Bh ×Bh′ → Bh+h′ for h, h′ ∈ H is given by
(ax,y)x,y∈I · (a
′
x,y)x,y∈I :=
(∑
z∈I
ax,z · a
′
z,y
)
x,y∈I
.
Note that the (ungraded) k-algebra structure of A[H] does not depend on the choice of I, while
its graded k-algebra structure is uniquely determined up to graded Morita equivalence. In fact, we
know from [IL, 3.1] that we have an equivalence of categories
F : ModGA ≃ ModH A[H], (3.5)
which is given as follows: For M =
⊕
g∈GMg in Mod
GA, define FM ∈ ModH A[H] by
FM :=
⊕
h∈H
(FM)h where (FM)h := (Mx+h)x∈I .
Now we apply this general observation to GL complete intersections. For the subgroup Z~c of L
generated by ~c, we take the complete set
I := {
n∑
i=1
ai~xi | 0 ≤ ai ≤ pi − 1 (1 ≤ i ≤ n)} (3.6)
of representatives of L/Z~c. Then we have the corresponding coveringR[Z~c] ofR, which is a Z-graded
k-algebra. Applying (3.5), we have the following observation.
Proposition 3.2.12. We have an equivalence of categories
modLR ≃ modZR[Z~c].
We are ready to prove our main result in this subsection. Note that our R has a unique L-
maximal ideal
R+ :=
⊕
~x∈L\{0}
R~x.
We denote by RTj is the localization of R with respect to the multiplicative set {T
ℓ
j | ℓ ∈ Z} for
any j with 0 ≤ j ≤ d.
Theorem 3.2.13. Let (R,L) be a GL complete intersection over an arbitrary field k.
(a) R has L-isolated singularities.
(b) RTj is L-regular for all 0 ≤ j ≤ d.
To prove part (b), we need some preparations. After establishing (b), we can deduce (a) easily.
For the subgroup Z~c of L generated by ~c, we take the complete set I in (3.6) of representatives
of L/Z~c. Throughout we fix j, and define a Z-graded algebra T (j) by
T (j) := (RTj )
[Z~c]
(see Definition 3.2.11). Then we have the following observation.
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Proposition 3.2.14. We have equivalences
modLRTj ≃ mod
Z T (j) ≃ modT (j)0.
Proof. The first equivalence follows from (3.5). Since Tj is an invertible element of degree 1 in
T (j), we have T (j)ℓ = T
ℓ
j T (j)0 for any j ∈ Z. Thus T (j) is strongly graded in the sense that
T (j)ℓ · T (j)−ℓ = T (j)0 holds for any ℓ ∈ Z. By [NV2, I.3.4], we have the second equivalence. 
Now we give a description of T (j)0 in terms of a tensor product. For p > 0 and a ring A with
an element a ∈ A, we define a subring of the full matrix ring Mp(A) by
Tp(A, a) :=

A (a) · · · (a) (a)
A A · · · (a) (a)
...
...
. . .
...
...
A A · · · A (a)
A A · · · A A
 .
For the polynomial ring C = k[T0, . . . , Td], note that (CTj )0 = k[T0/Tj, . . . , Td/Tj] holds. We have
the following explicit description of T (j)0, which is an analog of a description of R
[Z~c] given in [IL,
3.6].
Lemma 3.2.15. We have T (j)0 ≃ Tp1((CTj )0, ℓ1/Tj)⊗· · ·⊗Tpn((CTj )0, ℓn/Tj), where the tensor
products are over (CTj )0.
Proof. If ~x =
∑n
i=1 ai~xi + a~c is in normal form, then we have (RTj )~x = (
∏n
i=1X
ai
i )T
a
j (CTj )0.
For ~x =
∑n
i=1 ai~xi and ~y =
∑n
i=1 bi~xi in I, let ǫi := 0 if ai ≥ bi and ǫi := 1 otherwise. Then
~x− ~y has the normal form
∑n
i=1(ai − bi + ǫipi)~xi − (
∑n
i=1 ǫi)~c, and we have
(RTj )~x−~y = (
n∏
i=1
(Xai−bi+ǫipii /T
ǫi
j ))(CTj )0
= ((Xa1−b1+ǫ1p11 /T
ǫ1
j )(CTj )0)⊗ · · · ⊗ ((X
an−bn+ǫnpn
n /T
ǫn
j )(CTj )0),
Therefore we have an isomorphism
T (j)0 =
n⊗
i=1

(CTj )0 (X
pi−1
i /Tj)(CTj )0 · · · (X
2
i /Tj)(CTj )0 (Xi/Tj)(CTj )0
Xi(CTj )0 (CTj )0 · · · (X
3
i /Tj)(CTj )0 (X
2
i /Tj)(CTj )0
...
...
. . .
...
...
Xpi−2i (CTj )0 X
pi−3
i (CTj )0 · · · (CTj )0 (X
pi−1
i /Tj)(CTj )0
Xpi−1i (CTj )0 X
pi−2
i (CTj )0 · · · Xi(CTj )0 (CTj )0

≃ Tp1((CTj )0, X
p1
1 /Tj)⊗ · · · ⊗ Tpn((CTj )0, X
pn
n /Tj)
of k-algebras. 
Lemma 3.2.16. T (j)0 has global dimension d.
Proof. T (j)0 is a (CTj )0-algebra which is a free (CTj )0-module of finite rank. It suffices to show
that for any maximal ideal m of (CTj )0, the global dimension of (T (j)0)m is d. Let
Im := {i | 1 ≤ i ≤ n, ℓi/Tj ∈ m}.
For any i /∈ Im, we have that ℓi/Tj is a unit in ((CTj )0)m and hence Tpi(((CTj )0)m, ℓi/Tj) =
Mpi(((CTj )0)m) holds. Thus we have
(T (j)0)m ≃
n⊗
i=1
Tpi(((CTj )0)m, ℓi/Tj) ≃ Mp(
⊗
i∈Im
Tpi(((CTj )0)m, ℓi/Tj))
for p :=
∏
i/∈Im
pi. Since ℓ1, . . . , ℓn are in general position, (ℓi/Tj)i∈Im is a regular sequence of
((CTj )0)m. Thus the global dimension of
⊗
i∈Im
Tpi(((CTj )0)m, ℓi/Tj) is d by [IL, 2.14], and we
have the assertion. 
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Now we are ready to prove Theorem 3.2.13.
Proof of Theorem 3.2.13. (b) The statement follows from Propositions 3.2.14 and 3.2.16.
(a) Fix p ∈ SpecLR \ {R+}. We will show that R(p) is L-regular. Since p 6= R+, there exists
j such that Tj /∈ p. Clearly RTjp is an L-prime ideal of RTj such that R(p) = (RTj )(RTj p). Since
RTj is L-regular by (b), we have that R(p) = (RTj )(RTj p) is L-regular by Observation 3.2.2. Thus
the assertion follows. 
If we forget the L-grading, then our GL complete intersection does not necessarily have isolated
singularities, e.g. R = k[X1, X2, X3]/(X
p
1 + X
p
2 + X
p
3 ) and k has characteristic p. This doesn’t
happen in characteristic zero by the following observation.
Proposition 3.2.17. Let (R,L) be a GL complete intersection over a perfect field k, such that the
weights are non-zero in k. Then Rp is a regular local ring for any p ∈ SpecR\{R+}. In particular
R has isolated singularities.
Proof. If n ≤ d + 1, then the assertion follows from Proposition 3.1.8(b). Assume n ≥ d + 2. By
Observation 3.1.3, we have R = S′/(Xpii −
∑d+1
j=1 λi,j−1X
pj
j | d+2 ≤ i ≤ n) for S
′ = k[X1, . . . , Xn],
where all maximal minors of the (n− d− 1)× n matrix
L := [λi,j−1| − In−d−1]d+2≤i≤n, 1≤j≤d+1
have non-zero determinants. The Jacobian matrix is given by
M := L · diag(p1X
p1−1
1 , . . . , pnX
pn−1
n ).
By the Jacobian criterion [Ei2, 16.20], the singular locus of R is given by V (J) ∩ SpecR, where J
is the ideal of S′ generated by all maximal minors of M and V (J) := {p ∈ SpecS′ | p ⊃ J}. Since
pi 6= 0 in k for any i and all maximal minors of L have non-zero determinants, we have
J = (
∏
i∈I
Xpi−1i | I ⊂ {1, . . . , n}, |I| = n− d− 1).
Therefore it is easy to check that p ∈ SpecS′ contains J if and only if p contains at least d + 2
elements from {X1, . . . , Xn}. Thus
V (J) =
⋃
I⊂{1,...,n}, |I|=d+2
V ((Xi | i ∈ I))
holds. On the other hand, for any subset I of {1, . . . , n} with |I| ≥ d+1, we have R/(Xi | i ∈ I) ∈
modL0 R by Lemma 3.1.7(c), and hence V ((Xi | i ∈ I)) = {R+} holds. In particular, the singular
locus of R is contained in {R+}. 
3.3. Tate’s DG algebra resolutions. In this subsection, we use the following presentation of
GL complete intersections.
Setting 3.3.1. Let (R,L) be a GL complete intersection. Applying Observation 3.1.2 to (R,L),
we may assume that pi ≥ 2 for all 1 ≤ i ≤ n. By Observation 3.1.3 we may assume that
R =
{
k[X1, . . . , Xn, Xn+1, . . . , Xd+1] n ≤ d+ 1,
k[X1, . . . , Xn]/(X
pi
i −
∑d+1
j=1 λi,j−1X
pj
j | d+ 2 ≤ i ≤ n) n ≥ d+ 2.
.
For the case n ≤ d+ 1, by convention, ~xi = ~c and Xi = Ti−1 for n+ 1 ≤ i ≤ d+ 1.
Let G be an abelian group and A a G-graded ring. Assume that a G-graded A-module X
has a minimal projective resolution · · · → P−2 → P−1 → P 0 → X → 0 such that P−i =⊕
g∈GR(−g)
⊕bi,g for some bi,g ∈ Z≥0. Then the G-Poincare´ series of X is define by
PAX(u) :=
∑
i≥0
∑
g∈G
bi,gg
ui ∈ k[G][[u]].
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We prove the following results by establishing an L-graded version of Tate resolutions [Tat].
Theorem 3.3.2. Let (R,L) be a GL complete intersection in Setting 3.3.1. For ℓi ∈ [1, pi − 1],
let F = k[X1, . . . , Xn]/(X
ℓ1
1 , . . . , X
ℓn
n ) ∈ mod
LR and let · · · → P−2 → P−1 → P 0 → F → 0 be a
minimal projective resolution of F .
(a) The R-module F has the L-Poincare´ series
PRF (u) =

d+1∏
i=1
(1 + (ℓi~xi) · u) if n ≤ d+ 1,
n∏
i=1
(1 + (ℓi~xi) · u)
(1− ~c · u2)n−d−1
if n ≥ d+ 2,
.
where in the first case, let ~xi = ~c and ℓi = 1 for all n+ 1 ≤ i ≤ d+ 1 by convention.
(b) Hence we have
P−r =

⊕
I⊂[1,d+1], |I|=r
R
(
−
∑
i∈I
ℓi~xi
)
if n ≤ d+ 1,
⊕
I⊂[1,n], r−|I|∈2Z≥0
R
((
|I| − r
2
)
~c−
∑
i∈I
ℓi~xi
)⊕(n−d−2+ r−|I|2n−d−2 )
if n ≥ d+ 2.
(c) We have
gl.dim (modLR) =
{
d+ 1 if n ≤ d+ 1,
∞ if n ≥ d+ 2.
(d) If n ≥ d + 2, then lim
r→∞
|P−r|
rn−d−2
=
2d+1
(n− d− 2)!
holds, where |P−r| is the number of inde-
composable direct summands of P−r.
To prove Theorem 3.3.2, we need to introduce some terminology.
We fix an abelian groupG. For a (Z×G)-graded module V , the Z-degree is written as superscript
the G-degree is written as subscript
V =
⊕
(i,g)∈Z×G
V ig =
⊕
i∈Z
V i =
⊕
g∈G
Vg.
We write |v| = |v|Z = i if v ∈ V
i, and |v|G = g if v ∈ Vg.
We need the following G-graded analogue of differential graded rings [KM, LPWZ].
Definition 3.3.3. A graded-commutative differential graded ring with Adams G-grading (or G-
gc-DG ring in short) is a pair (A, d) of an associative (Z × G)-graded ring A and a morphism
d : A→ A of (Z×G)-graded abelian groups of degree (1, 0) satisfying the following conditions.
• (Leibniz rule) d(ab) = d(a)b + (−1)|a|ad(b) holds for any a, b ∈ A.
• (graded-commutativity) ab = (−1)|a||b|ba for any a, b ∈ A, and a2 = 0 holds for any a ∈ A
such that |a| is odd.
In this case, the total cohomology H(A) of A has a natural structure of a (Z×G)-graded ring.
A classical example is given by Koszul complexes.
Example 3.3.4. Let A be a commutative G-graded ring, and t1, . . . , tr elements of A which are
homogeneous. We regard the Koszul complex B = A〈T1, . . . , Tr〉 of A with respect to (t1, . . . , tr)
as a G-gc-DG ring defined as follows.
• B is an exterior algebra over A: TiTj + TjTi = 0 and T 2i = 0 for any i, j.
• The degree of Ti is (−1, |ti|G) ∈ Z×G, and the differential is given by d(Ti) = ti.
If (t1, . . . , tr) is an A-regular sequence, then H(B) = H
0(B) ≃ A/(t1, . . . , tr) as G-graded rings.
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The following construction given in [Tat] plays an important role.
Example 3.3.5. Let (A, d) be a G-gc-DG ring, and t ∈ Ar−1g an element such that d(t) = 0 and
r is even. We define a G-gc-DG ring (B, d) = (A〈T ; t〉, d) as follows:
• B is a (Z×G)-graded free A-module with basis {T (i) | i ≥ 0}. The multiplication is given
by T (i)T (j) =
(
i+j
i
)
T (i+j) and aT (i) = T (i)a for any i, j ≥ 0 and a ∈ A.
• T (i) has degree (ir, ig) for any i ≥ 0.
• The differential is given by d(T (i)) = tT (i−1) for any i > 0.
It was shown in [Tat, Theorem 2] that, if the sequence H(A)
t·
−→ H(A)
t·
−→ H(A) is exact and
Ai = 0 holds for any i > 0, then H(B) = H(A)/tH(A) holds.
Our Theorem 3.3.2 is a special case of the following G-graded version of Tate resolutions [Tat,
Theorem 4], [Gu] (see also [GuL, Proposition 1.5.4], [Av, Theorem 6.1.8]).
Theorem 3.3.6. Let A be a commutative G-graded ring, and let I ⊂ J the ideals of A generated
by homogeneous A-regular sequences (a1, . . . , ar) and (t1, . . . , tn) respectively.
(a) The G-graded (A/I)-module A/J has a projective resolution given by a G-gc-DG ring B.
(b) Assume that A has a unique G-maximal ideal m (Definition 3.2.1). If I ⊂ mJ and J ⊂ m
holds, then B can be chosen in a way that it gives a minimal projective resolution of A/J
and we have
P
A/I
A/J(u) =
∏n
i=1(1 + |ti|G · u)∏r
j=1(1− |aj |G · u
2)
.
Proof. Let C = A〈T1, . . . , Tn〉 be the Koszul complex of A with respect to t1, . . . , tn. It is a G-gc-
DG ring such that Ti has degree (−1, |ti|G) ∈ Z×G and satisfies d(Ti) = ti (Example 3.3.4). Since
(t1, . . . , tn) is an A-regular sequence, H(C) = H
0(C) = A/J holds. Let
A := A/I and C := C ⊗A A.
For a (Z ×G)-graded free A-module F =
⊕
(i,g)∈Z×G(A(−g)[i])
⊕bi,g , we consider the G-Poincare´
series PF (u) :=
∑
i∈Z(
∑
g∈G bi,gg)u
i ∈ k[G][[u]]. Clearly we have
PC(u) =
n∏
i=1
(1 + |ti|G · u). (3.7)
Write aj =
∑n
i=1 cjiti for cji ∈ A, and let sj =
∑n
i=1 cjiTi ∈ C. Then sj has degree (−1, |aj|G).
Since (a1, . . . , ar) is an A-regular sequence, [Tat, Theorem 3] gives an isomorphism
H(C) ≃ H(C)〈s1, . . . , sr〉 = (A/J)〈s1, . . . , sr〉
of (Z×G)-graded rings, where the right-hand side is the exterior algebra over A/J .
Now we define inductively G-gc-DG rings B[j] such that B[j] is a (Z×G)-graded free A-module
and H(B[j]) = (A/J)〈sj+1, . . . , sr〉 is the exterior algebra over A/J . Let B[0] := C. Once B[j−1] is
defined, we apply Example 3.3.5 to define B[j] := B[j−1]〈Sj ; sj〉 such that Sj has degree (−2, |aj|G)
and satisfies d(S
(i)
j ) = sjS
(i−1)
j for any i > 0. Then the desired conditions are satisfied.
In particular, the G-gc-DG ring B := B[r] satisfies H(B) = A/J . Thus assertion (a) holds.
It remains to prove (b). Since J ⊂ m, we have d(C) ⊂ mC. Since I ⊂ mJ holds, we may choose
cji ∈ m and sj ∈ mC. Thus d(B[j]) ⊂ mB[j] holds inductively, and therefore the first assertion
follows. On the other hand, we clearly have
PB[j](u) = PB[j−1](u) · (1 + |aj |G · u
2 + (2|aj |G) · u
4 + (3|aj |G) · u
6 + · · · ) =
PB[j−1](u)
1− |aj |G · u2
. (3.8)
By (3.7) and (3.8), we have the desired equality for PAA/J(u) = PB[r](u). 
We are ready to prove Theorem 3.3.2.
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Proof of Theorem 3.3.2. (a) Applying Theorem 3.3.6(b) to A := S, I := (h1, . . . , hn) and J :=
(Xℓ11 , . . . , X
ℓn
n ), we obatin the assertion. In fact, S has a unique L-maximal ideal S+ =
⊕
~x>0 S~x,
and J ⊂ S+ holds since ℓi ≥ 1 for any i. Moreover I ⊂ S+J holds since ℓi ≤ pi − 1.
(b) This is straightforward from (a).
(c) If n ≥ d + 2, then k ∈ modLR has infinite projective dimension by (a), and hence
gl.dim (modLR) = ∞. If n ≤ d + 1, then any simple objects in modLR has projective dimen-
sion d+ 1 by (a). This implies gl.dim (modLR) = d+ 1 (e.g. [IR, Proposition 2.2]).
(d) By (b), |P−r| =
∑
I⊂[1,n], r−|I|∈2Z≥0
(n−d−2+ r−|I|2
n−d−2
)
. If r is sufficiently large, then the highest
term with respect to r is∑
I⊂[1,n], r−|I|∈2Z≥0
( r2 )
n−d−2
(n− d− 2)!
= 2n−1
( r2 )
n−d−2
(n− d− 2)!
=
2d+1rn−d−2
(n− d− 2)!
.
Thus the assertion follows. 
3.4. I-canonical algebras. Let (R,L) be a GL complete intersection. We will frequently use the
following terminology.
Definition 3.4.1 (Convex, Upset). We say that a subset I of L is convex if for any ~x, ~y, ~z ∈ L
such that ~x ≤ ~y ≤ ~z and ~x, ~z ∈ I, we have ~y ∈ I. We say that a subset I of L is an upset if
I + L+ ⊂ I holds. Moreover we say that an upset is non-trivial I if it is neither L nor ∅.
We introduce a class of finite dimensional algebras, which play an important role in this paper.
Definition 3.4.2 (I-canonical algebras). Let (R,L) be a GL complete intersection. For a finite
subset I of L, we define a k-algebra
AI := (R~x−~y)~x,~y∈I
in a similar way to Definition 3.2.11. Namely the multiplication of AI is given by
(r~x,~y)~x,~y∈I · (r
′
~x,~y)~x,~y∈I := (
∑
~z∈I
r~x,~z · r
′
~z,~y)~x,~y∈I .
We call AI the I-canonical algebra.
We give the first properties of I-canonical algebras.
Proposition 3.4.3. Let I be a finite subset of L.
(a) The k-algebra AI has finite global dimension. In particular, we have Kb(projAI) ≃ Db(modAI).
(b) We have isomorphisms of k-algebras A−I ≃ (AI)op and AI+~x ≃ AI for any ~x ∈ L.
(c) For any ~x, ~y ∈ L, we have an isomorphism A[~x,~y] ≃ (A[~x,~y])op of k-algebras.
Proof. (a) All the diagonal entries of AI are R~x,~x = R0 = k. Moreover, if ~x 6= ~y, then ~x 6≥ ~y or
~x 6≤ ~y holds since L is a partially ordered set. Therefore either R~x−~y = 0 or R~y−~x = 0 holds. These
observations imply that AI has finite global dimension.
(b) These are clear.
(c) This follows from (b) since −[~x, ~y] + ~x+ ~y = [~x, ~y] holds. 
Throughtout this paper, we use the following subcategories.
Definition 3.4.4. Let (R,L) be a GL complete intersection. For a subset I of L, let
modI R := {X =
⊕
~x∈L
X~x ∈ mod
LR | ∀~x ∈ L \ I : X~x = 0},
modI0 R := mod
I R ∩modL0 R,
projI R := add{R(−~x) | ~x ∈ I}.
If I is finite, then modI R = modI0 R holds clearly. We have the following elementary properties.
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Proposition 3.4.5. Let I be a finite subset of L.
(a) We have an equivalence projI R ≃ projAI .
(b) If I is convex, then we have an equivalence modI R ≃ modAI .
Proof. (a) Since HomLR(R(−~x), R(−~y)) = R~x−~y holds for any ~x, ~y ∈ L, we have the assertion.
(b) This is an analog of (3.5). The equivalence is given by M =
⊕
~x∈I M~x 7→ (M~x)~x∈I . 
Now we have the following quiver presentations of I-canonical algebras.
Theorem 3.4.6. Let (R,L) be a GL complete intersection in Setting 3.3.1. For a finite convex
subset I of L, the I-canonical algebra AI is presented by the quiver QI defined by
• QI0 = I,
• QI1 = {xi : ~x→ ~x+ ~xi | 1 ≤ i ≤ max{n, d+ 1}, ~x ∈ I ∩ (I − ~xi)}
with the following relations:
• xixj − xjxi : ~x→ ~x+ ~xi + ~xj, where 1 ≤ i < j ≤ max{n, d+ 1} and ~x ∈ I ∩ (I − ~xi − ~xj),
• xpii −
∑d+1
j=1 λi,j−1x
pj
j : ~x→ ~x+ ~c, where d+ 2 ≤ i ≤ n and ~x ∈ I ∩ (I − ~c).
Proof. The vertices of QI naturally corresponds to the primitive idempotents of AI . The arrow
xi of Q
I corresponds to the genertor Xi of R for i with 1 ≤ i ≤ max{n, d + 1}. Thus we have a
morphism kQI → AI of k-algebras, which is surjective since I is convex. Clearly the commutativity
relations xixj = xjxi are satisfied in A
I . Also the relationsXpii =
∑d+1
j=1 λi,j−1X
pj
j in R correspond
to the relations xpii =
∑d+1
j=1 λi,j−1x
pj
j in A
I . Thus we have a surjective morphism BI → AI of
k-algebras, where BI is the factor algebra of kQI by these relations. This is an isomorphism since
it clearly induces an isomorphism BIe~x ≃ A
Ie~x =
⊕
~y∈I∩(~x+L+)
R~y for any ~x ∈ Q
I
0. Therefore we
have the assertion. 
We give an example explaining Theorem 3.4.6.
Example 3.4.7. Consider the case d = 2, n = 4 and (p1, p2, p3, p4) = (3, 4, 5, 7). The set I =
[0, ~x2+2~x3]∪ [0, 3~x3+2~x4]∪ [0,~c] is convex. Hence we can apply Theorem 3.4.6 to get the following
description of AI , where relations are indicated by dotted lines.
0
~x1 2~x1
~c
~x2
2~x2 3~x2
~x3 2~x3 3~x3 4~x3
~x2 + ~x3 ~x2 + 2~x3
~x4
2~x4
3~x4 4~x4 5~x4 6~x4
~x3 + ~x4
~x3 + 2~x4
2~x3 + ~x4
2~x3 + 2~x4
3~x3 + ~x4
3~x3 + 2~x4
??⑧⑧⑧⑧⑧⑧⑧⑧⑧⑧⑧⑧⑧⑧⑧⑧⑧⑧⑧⑧⑧⑧
//
""❋
❋❋
❋❋
❋❋
❋❋
❋❋
❋❋
❋❋
❋❋
❋❋
❋❋
❋❋
❋❋
❋
66♠♠♠♠♠♠♠♠♠♠♠♠♠
66♠♠♠♠♠♠♠♠♠♠
66♠♠♠♠♠♠♠♠♠♠
66♠♠♠♠♠♠♠♠♠♠♠♠
//
''PP
PPP
PPP
PPP
PPP
PPP
PPP
PPP
P
// //
// //
//
// // //
// // //
// //
%%▲
▲▲
▲▲
▲▲
▲▲
%%▲
▲▲▲
▲▲▲
▲
%%▲
▲▲
▲▲
▲▲
%%▲
▲▲
▲▲
▲
%%▲
▲▲▲
▲▲▲
%%▲
▲▲
▲▲
▲
%%▲
▲▲▲
▲▲▲
%%▲
▲▲
▲▲
▲
%%▲
▲▲
▲▲
▲▲
// // //
EE☞☞☞☞☞☞☞☞☞☞☞☞☞☞☞☞☞☞
Now we calculate global dimension of I-canonical algebras when I is an interval by using The-
orem 3.3.2.
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Theorem 3.4.8. Let (R,L) be a GL complete intersection in Setting 3.3.1. Let ~x ∈ L+ be an
element with normal form ~x =
∑n
i=1 ai~xi + a~c, and I := [0, ~x] ⊂ L. Then
gl.dim AI = gl.dim (modI R) =
{
min{d+ 1,#{i | ai 6= 0}+ a} if n ≤ d+ 1,
#{i | ai 6= 0}+ 2a if n ≥ d+ 2.
To prove this, we prepare the following observation.
Lemma 3.4.9. Let · · · → P−2 → P−1 → P 0 → k → 0 be a minimal projective resolution of k in
modLR. For r ≥ 0, let Jr = {~y ∈ L | R(−~y) ∈ addP−r}. Then
gl.dim (modI R) = sup{r ≥ 0 | Jr ∩ I 6= ∅}.
Proof. Any object in modI R has a finite filtration by simple objects k(−~y) with ~y ∈ I. Therefore
gl.dim (modI R) = max{proj.dimmodI R(k(−~y)) | ~y ∈ I} holds. For any ~y ∈ I, we have a minimal
projective resolution
· · · → (P−2(−~y))I → (P
−1(−~y))I → (P
0(−~y))I → k(−~y)→ 0
of k(−~y) in modI R. Thus we have
gl.dim (modI R) = sup{r ≥ 0 | (Jr + ~y) ∩ I 6= ∅ for some ~y ∈ I}.
If ~z+~y ∈ I holds for ~z ∈ Jr and ~y ∈ I, then 0 ≤ ~z ≤ ~z+~y ≤ ~x and hence ~z ∈ I. Thus the assertion
follows. 
Proof of Theorem 3.4.8. Recall from Proposition 3.4.5(b) that we have an equivalence modAI ≃
modI R. Thus gl.dim AI = gl.dim (modI R) holds. By Lemma 3.4.9, gl.dim (modI R) is equal to
sup{r ≥ 0 | Jr ∩ I 6= ∅} for Jr defined there. Let m := #{i | ai 6= 0}.
First, we consider the case n ≥ d + 2. We prove sup{r ≥ 0 | Jr ∩ I 6= ∅} = m + 2a. By
Theorem 3.3.2(b), we have
Jr =
{∑
i∈I
xi + b~c | I ⊂ {1, . . . , n}, b ≥ 0, #I = r − 2b
}
.
Thus Jm+2a ∩ I 6= ∅ holds since
∑
ai 6=0
~xi+ a~c belongs to Jm+2a ∩ I. Define the map γ : L→ Z by
γ(~y) = #{i | ℓi 6= 0} + 2ℓ for the normal form ~y =
∑n
i=1 ℓi~xi + ℓ~c. This is order preserving, and
satisfies γ(Jr) = r and γ(~x) = m+ 2a. Therefore if r > m + 2a, then Jr ∩ I = ∅ holds. Thus the
desired equality holds.
Next, we consider the case n ≤ d + 1. We prove sup{r ≥ 0 | Jr ∩ I 6= ∅} = min{d+ 1,m+ a}.
Let ~xi = ~c for any n+ 1 ≤ i ≤ d+ 1. By Theorem 3.3.2(b), we have
Jr = {
∑
i∈I
~xi | I ⊂ {1, . . . , d+ 1}, #I = r}.
If r > d+1, then Jr = ∅ clearly holds. Define the map γ : L→ Z given by γ(~y) = #{i | ℓi 6= 0}+ ℓ
for the normal form ~y =
∑n
i=1 ℓi~xi + ℓ~c. This is order preserving, and satisfies γ(Jr) = r and
γ(~x) = m+ a. Therefore if r > m+ a, then Jr ∩ I = ∅ holds.
If d+1 ≤ m+ a, then
∑d+1
i=1 ~xi belongs to Jd+1 ∩ I. If d+1 > m+ a, then we choose any subset
S of {1, . . . , d+ 1} containing {1 ≤ i ≤ n | ai 6= 0} such that #S = m+ a. Then
∑
i∈S ~xi belongs
to Jm+a ∩ I. Thus the desired equality holds. 
4. Cohen-Macaulay representations on Geigle-Lenzing complete intersections
Let (R,L) be a Geigle-Lenzing (GL) complete intersection associated with linear forms ℓ1, . . . , ℓn
and weights p1, . . . , pn over an arbitrary field k. For an integer i with 0 ≤ i ≤ d+1, the objects in
the category
CMLi R := {X ∈ mod
LR | ExtjR(X,R) = 0 for all j 6= d+ 1− i}
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are called (L-graded) Cohen-Macaulay R-modules of dimension i. In particular the objects in the
category
CMLR := CMLd+1R
are simply called (L-graded maximal) Cohen-Macaulay R-modules.
4.1. Basic properties of CMLR. The stable category [ABr] defined as follows is fundamental in
representation theory.
Definition 4.1.1 (Stable category). We denote by modLR the stable category of modLR [ABr].
That is, modLR has the same objects as modLR, and the morphism set is given by
HommodLR(X,Y ) = Hom
L
R(X,Y ) := Hom
L
R(X,Y )/P (X,Y )
for any X,Y ∈ modLR, where P (X,Y ) is the submodule of HomLR(X,Y ) consisting of morphisms
that factor through objects in projLR. The full subcategory CMLR of modLR corresponding to the
full subcategory CMLR of modLR plays an important role in this paper.
The following are some of the basic properties in Cohen-Macaulay representation theory:
Theorem 4.1.2. (a) (Auslander-Reiten-Serre duality) We have a functorial isomorphism for
any X,Y ∈ CMLR:
HommodL R(X,Y ) ≃ DExt
d
modL R(Y,X(~ω)).
(b) The category CMLR has almost split sequences.
(c) (Auslander-Buchweitz approximation) For any C ∈ modLR, there exists exact sequences
0→ YC → XC
fC
−−→ C → 0 and 0→ C
fC
−−→ Y C → XC → 0
in modLR such that XC , X
C ∈ CMLR, YC and Y C have finite projective dimension, fC
is right minimal and fC is left minimal.
(d) CMLR is a functorially finite subcategory of modLR.
Proof. (a)(b) R is an L-isolated singularity by Theorem 3.2.13. Thus the assertions follow from a
general result in [AR] (see also [IT]).
(c) The argument in [ABu] works in the L-graded setting.
(d) It is basic that ExtiR(X,Y ) = 0 holds for all i > 0, X ∈ CM
LR and Y ∈ modLR such
that Y has finite projective dimension. Thus the morphism XC → C in (c) gives a right (CM
LR)-
approximation of C, and CMLR is a contravariantly finite subcategory.
This also implies covariantly finiteness of CMLR as follows: For any X ∈ modLR, let X∗ =
HomR(X,R) ∈ mod
LR. Let a : Y → X∗ be a right (CMLR)-approximation of X∗. It is easily
checked that the composition
X
ǫX−→ X∗∗
a∗
−→ Y ∗
of the evaluation map ǫX and a
∗ gives a left (CMLR)-approximation of X . 
Let us also recall some basic results on the structure of the stable category CMLR as a triangu-
lated category. We call the quotient category
DLsg(R) := D
b(modLR)/Kb(projLR)
the singularity category of R [Bu, O1]. We have the following results due to Happel, Auslander
and Reiten, Buchweitz and Eisenbud.
Theorem 4.1.3. (a) CMLR is a Frobenius category whose projective objects are projLR, and
CMLR is a triangulated category.
(b) CMLR has a Serre functor S := (~ω)[d].
(c) There is a triangle functor ρ : Db(modLR)→ CMLR which induces a triangle equivalence
DLsg(R) ≃ CM
LR.
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(d) If n = d+ 2, then we have an isomorphism [2] ≃ (~c) of functors CMLR→ CMLR.
Proof. (a) Since R is Gorenstein, CMLR is a Frobenius category. Therefore its stable category
CMLR is a triangulated category by a general result by Happel [Hap1].
(b) This is immediate from Auslander-Reiten-Serre duality in Theorem 4.1.2(a).
(c) This is a classical result by Buchweitz [Bu].
(d) R is a hypersurface for n = d + 2 by Proposition 3.1.8(b). Therefore this is a well-known
result for matrix factorizations [Ei1, Y]. 
We characterize when the stable category CMLR is zero.
Proposition 4.1.4. Assume that pi ≥ 2 for all i. Then the following conditions are equivalent.
(a) CMLR = projLR (or equivalently, CMLR = 0).
(b) modLR has finite global dimension (or equivalently, global dimension d+ 1).
(c) n ≤ d+ 1.
Proof. (a) is equivalent to Db(modLR) = Kb(projLR) by Theorem 4.1.3(c). This is clearly equiv-
alent to (b) and (c) by Theorem 3.3.2. 
We also characterize when the stable category CMLR is fractionally Calabi-Yau (see Section 2.1).
Corollary 4.1.5. Assume that pi ≥ 2 for all i. Then the triangulated category CM
LR is fraction-
ally Calabi-Yau if and only if one of the following conditions holds, where p := l.c.m.(p1, . . . , pn).
• n ≤ d+ 1 holds. In this case CMLR = 0.
• n = d+ 2 holds. In this case CMLR is p(d+2δ(~ω))p -Calabi-Yau.
• (R,L) is Calabi-Yau. In this case CMLR is dpp -Calabi-Yau.
In particular, if n = d+2, then (R,L) is Fano (respectively, Calabi-Yau, anti-Fano) if and only if
the fractional Calabi-Yau dimension of CMLR is less than (respectively, equal to, more than) d.
Proof. By Theorem 4.1.3(b), the Serre functor of CMLR is given by S := (~ω)[d]. Clearly p~ω =
pδ(~ω)~c holds. First we show the ‘if’ part. If n ≤ d + 1, then CMLR = 0 by Proposition 4.1.4. If
n = d+ 2, then
Sp = (p~ω)[pd] = (pδ(~ω)~c)[pd] = [p(d+ 2δ(~ω))]
holds, where we used (~c) = [2] from Theorem 4.1.3(d). Thus CMLR is p(d+2δ(~ω))p -Calabi-Yau. If
(R,L) is Calabi-Yau, then we have p~ω = 0 and
Sp = (p~ω)[dp] = [dp].
Thus CMLR is dpp -Calabi-Yau.
Next we show the ‘only if’ part. Assume that CMLR is fractionally Calabi-Yau. If ~ω ∈ L
is a torsion element, then (R,L) is Calabi-Yau. Now we assume that ~ω is not torsion. Then
(p~ω) = (pδ(~ω)~c) = [2pδ(~ω)] holds. By Theorem 3.3.2(d), R has to be a hypersurface. Therefore
n ≤ d+ 2 holds by Proposition 3.1.8. 
For X ∈ modLR, we consider the support SuppLX := {p ∈ SpecLR | X(p) 6= 0}. The following
observation is elementary.
Lemma 4.1.6. X ∈ modLR belongs to modL0 R if and only if Supp
LX ⊂ {R+} if and only if
XTj = 0 for all j with 0 ≤ j ≤ d.
Proof. We only show the first equivalence since the second one is clear.
Note that, for p ∈ SpecLR, the R-module R/p belongs to modL0 R if and only if p = R+. By a
similar argument to that in the ungraded setting, we have a filtrationX0 = 0 ⊂ X1 ⊂ · · · ⊂ Xℓ = X
such that Xi/Xi−1 ≃ (R/pi)(~ai) for pi ∈ Spec
LR and ~ai ∈ L in mod
LR for any i with 1 ≤ i ≤ ℓ.
In this case, we have SuppLR =
⋃ℓ
i=1 V (pi) for V (pi) := {q ∈ Spec
LR | pi ⊂ q}.
34 HERSCHEND, IYAMA, MINAMOTO, AND OPPERMANN
Then X ∈ modL0 R holds if and only if R/pi ∈ mod
L
0 R holds for any 1 ≤ i ≤ ℓ if and only if
pi = R+ for any 1 ≤ i ≤ ℓ if and only if Supp
LR ⊂ {R+}. 
The following notion is central in Auslander-Reiten theory for Cohen-Macaulay modules [A1, Y].
Definition-Proposition 4.1.7. We say that M ∈ modLR is locally free on the punctured spec-
trum if the following equivalent conditions are satisfied.
(a) For any p ∈ SpecLR \ {R+}, we have M(p) ∈ proj
LR(p).
(b) For any j with 0 ≤ j ≤ d, we have MTj ∈ proj
LRTj .
(c) ExtiR(M,R) ∈ mod
L
0 R for any i > 0.
(d) For any X ∈ modLR and any i > 0, the R-modules HomR(M,X) and Ext
i
R(M,X) belong
to modL0 R.
Proof. (d)⇒(c) Clear.
(c)⇒(b) Since RTj is L-regular by Theorem 3.2.13, the RTj -module MTj has finite projective
dimension. On the other hand, by Lemma 4.1.6, we have ExtiRTj
(MTj , RTj ) ≃ Ext
i
R(M,R)Tj = 0
for any i > 0. Thus MTj must be a projective RTj -module.
(b)⇒(a) Since p 6= R+, there exists 0 ≤ j ≤ d such that Tj /∈ p. Since MTj ∈ proj
LRTj , we have
M(p) ∈ proj
LR(p).
(a)⇒(d) We only show ExtiR(M,X) ∈ mod
L
0 R since the other assertion can be shown sim-
ilarly. For any p ∈ SpecLR \ {R+}, we have M(p) ∈ proj
LR by (a). Thus ExtiR(M,X)(p) =
ExtiR(p)(M(p), X(p)) = 0 holds. Hence Supp
LR ⊂ {R+} holds, and the assertion follows from
Lemma 4.1.6. 
Since R has L-isolated singularities, we have the following useful property of L-graded Cohen-
Macaulay R-modules.
Proposition 4.1.8. Any object in CMLR is locally free on the punctured spectrum.
Proof. Since M ∈ CMLR, we have ExtiR(M,R) = 0 for any i > 0. Thus the condition (c) in
Definition-Proposition 4.1.7 is satisfied. 
At the end of this subsection, we note the following property, which is an analog of [KMV,
A.2][O2, A.2][S][Tak1, 2.4].
Proposition 4.1.9. Let R be a GL complete intersection. Then we have
Db(modLR) = thick{projLR,modL0 R} and CM
LR = thick(ρ(modL0 R)),
where ρ : Db(modLR)→ CMLR is the triangle functor in Theorem 4.1.3(c).
We give a simple proof following Takahashi’s method [Tak2, 3.4, 4.1].
Proof. By Proposition 2.1.11(b), it suffices to prove the second equality. For X ∈ Db(modLR), let
Λ := EndR(ρ(X)) =
⊕
~x∈L
HomLR(ρ(X), ρ(X)(~x)).
By Proposition 4.1.8(b), we have Λ ∈ modL0 R. We take ℓ ≫ 0 such that T
ℓ
j annihilates Λ for
all 0 ≤ j ≤ d. Then R/(T ℓ0 )
L
⊗R · · ·
L
⊗R R/(T ℓd) = R/(T
ℓ
0 , . . . , T
ℓ
d) holds, and R/(T
ℓ
0 , . . . , T
ℓ
d)
L
⊗RX
belongs to Db(modL0 R).
Now let Xj := R/(T ℓ0 , . . . , T
ℓ
j−1)
L
⊗RX for 0≤ j ≤ d+1. Then X0 = X and Xd+1 ∈ Db(mod
L
0 R)
hold. The short exact sequence 0→ Xj(−ℓ~c)
T ℓj
−→ Xj → Xj+1 → 0 gives rise to the triangle
Xj(−ℓ~c)
T ℓj
−→ Xj
fj
−→ Xj+1 → Xj(−ℓ~c)[1]
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Since ρ(T ℓj ) = 0, we have that ρ(fj) is a split monomorphism in CM
LR. Hence ρ(Xj) ∈ add ρ(Xj+1)
holds for any j. Since Xd+1 ∈ Db(modL0 R), we have inductively ρ(X) ∈ thick ρ(mod
L
0 R). 
We end this subsection by giving a description of the Auslander-Reiten quiver of CMLR.
Definition 4.1.10 (Auslander-Reiten quiver). The Auslander-Reiten quiver A(CMLR) of (R,L)
is defined as follows:
• The set of vertices are the isomorphism classes of indecomposable objects in CMLR.
• For indecomposable objects X,Y ∈ CMLR, we denote by dXY (respectively, d′XY ) the
dimension of the vector space radCML R(X,Y )/ rad
2
CML R(X,Y ) over the division algebra
EndLR(X)/ radEnd
L
R(X) (respectively, End
L
R(Y )/ radEnd
L
R(Y )).
• We draw a valued arrow X
(dXY ,d
′
XY )−−−−−−−→ Y if dXY (or equivalently, d
′
XY ) is non-zero. The
valuation (1, 1) is usually omitted.
We define the stable Auslander-Reiten quiver A(CMLR) of (R,L) by removing all vertices R(~x)
with ~x ∈ L from A(CMLR).
It is well-known that A(CMLR) describes the terms of minimal right (respectively, left) almost
split morphisms in CMLR. Moreover A(CMLR) has a structure of a translation quiver, and
A(CMLR) has a structure of a stable translation quiver since CMLR is a triangulated category.
Theorem 4.1.11. Assume n ≥ d + 2 and pi ≥ 2 for all i. Then A(CM
LR) is obtained from
A(CMLR) by adding, for any ~x ∈ L
• the projective R-module R(~x);
• an arrow ρ(k)(~x)[−1]→ R(~x);
• an arrow R(~x)→ ρ(k)(~x− ~ω)[−d].
In particular for any indecomposable projective R-module R(~x), precisely one arrow starts at R(~x)
and precisely one arrow ends at R(~x). These arrows have valuation (1, 1).
We need the following preparation, which is a version of [ADS, Proposition 5.7] in our setting.
Lemma 4.1.12. Assume n ≥ d+ 2 and pi ≥ 2 for all i. Consider the sequence
0→ Y
g
−→ X
f
−→ R+ → 0 (4.1)
given in Theorem 4.1.2(c). Then X does not have non-zero projective direct summands.
Proof. Recall that X ∈ CMLR, Y has finite projective dimension and f is right minimal. We prove
the assertion by induction on d.
In the case d = −1, this is obvious since X = R+. For d ≥ 0, let R′ = R/(X1) and L′ = L/〈~x1〉.
Then (R′,L′) is a GL complete intersection with smaller dimension. We consider the functor
(−) = R′ ⊗R − : mod
LR→ modL
′
R′. Observe that we have isomorphisms
R+ = R+/R+X1 ≃ (RX1/R+X1)⊕ (R+/RX1) = k(−~x1)⊕R
′
+
in modLR. Appying (−) to (4.1), we have an exact sequnece
0→ Y
g
−→ X
f
−→ R+ → 0
such that X ∈ CML
′
R′ and Y has finite projective dimension. Thus the morphism f : X → R+
gives a right (CML
′
R′)-approximation of R+ ≃ k(−~x1) ⊕ R′+. If f is right minimal, then the
R′-module X does not have non-zero projective direct summands by induction hypothesis, and
therefore the R-module X also does not have non-zero projective direct summands, as desired.
Thus it remains to show that f is right minimal. Otherwise, there exists a non-zero object
Z ∈ modL
′
R′, a split monomorphism a : Z → Y and a split epimorphism b : X → Z in modL
′
R′
such that agb = idZ . Since the R
′-module Z is Cohen-Macaulay and has finite projective dimension,
it belongs to projL
′
R′ and hence can be written as P for some P ∈ projLR. Then there exist
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morphisms a′ : P → Y and b′ : X → P in modLR such that a′ = a and b′ = b. Since a′gb′ = idZ ,
a′gb′ is an automorphism of P . Thus g does not belong to the radical of modLR. This is a
contradiction since f is right minimal. 
Now we are ready to prove Theorem 4.1.11.
Proof of Theorem 4.1.11. We only have to understand the arrows from or to R(~x) with ~x ∈ L. It
suffices to understand arrows to and from R, and then add all degree shifts by L.
Let us first consider arrows to R in A(CMLR). Let 0 → Y → X → R+ → 0 be an exact
sequence given in Theorem 4.1.2(c). Then the composition X → R+ → R is a minimal right
almost morphism of R in CMLR, and hence the direct summands of X are precisely the sources of
arrows to R. By Lemma 4.1.12, X does not have non-zero projective direct summands. Moreover,
ρ(X) ≃ ρ(R+) ≃ ρ(k)[−1] holds in CM
LR, and EndCMLR(ρ(k)[−1]) ≃ k holds by Theorem 4.2.6.
Thus there is a precisely one arrow ρ(k)[−1]→ R ending at R, and it has valuation (1, 1).
Now arrows starting at R are immediately obtained by Auslander-Reiten-Serre duality as
R→ ρ(k)[−1](−~ω)[1 − d] = ρ(k)(−w)[−d]. 
4.2. Tilting theory in the stable categories of Cohen-Macaulay modules. Let (R,L) be a
Geigle-Lenzing complete intersection associated with linear forms ℓ1, . . . , ℓn and weights p1, . . . , pn.
Recall from Theorem 4.1.3(c) that we have a triangle functor
ρ : Db(modLR)→ CMLR
which induces a triangle eqivalence DLsg(R) = D
b(modLR)/Kb(projLR) ≃ CMLR. In this section,
we show that certain subcategories of Db(modLR) are triangle equivalent to CMLR through ρ.
As an application, we obtain a triangle equivalence Db(modACM) ≃ CMLR for a certain finite
dimensional k-algebra ACM defined below.
Moreover we call
~δ := d~c+ 2~ω ∈ L
the dominant element (cf. [KLM]). Applying Definition 3.4.2 to the interval [0, ~δ], we define the
CM-canonical algebra
ACM := A[0,
~δ],
which plays an important role in this subsection. (Also see Definition 3.4.4 for modI R, modI0 R
and projI R for a subset I of L, which we will use intensively now.)
Observation 4.2.1. Let I be a subset of L.
(a) Kb(projI R) = thickDb(modL R){R(−~x) | ~x ∈ I}.
(b) If I is convex, then Db(modI R) (respectively, Db(modI0 R)) is triangle equivalent to the full
subcategory of Db(modLR) consisting of all objects whose cohomologies belong to modI R
(respectively, modI0 R).
When I is a convex subset, we have a functor
(−)I : mod
LR→ modI R given by XI :=
⊕
~x∈I
X~x.
Note that XI has a natural structure of an L-graded R-module, which is a subfactor module of X .
The following easy observations play an important role in this paper.
Theorem 4.2.2. Let I be a finite subset of L.
(a) We have a triangle equivalence Db(modAI) ≃ Kb(projI R). Moreover Kb(projI R) has a
tilting object
T I :=
⊕
~x∈I
R(−~x) ∈ projI R such that EndLR(T
I) ≃ AI .
GEIGLE-LENZING COMPLETE INTERSECTIONS 37
(b) Assume that I is convex. Then we have a triangle equivalence Db(modAI) ≃ Db(modI R).
Moreover Db(modI R) has a tilting object
U I :=
⊕
~x∈I
R(−~x)I ∈ mod
I R such that EndLR(U
I) ≃ AI .
Proof. (a) We have an equivalence projI R ≃ projAI by Proposition 3.4.5(a). Thus we have a
triangle equivalence
Kb(projI R) ≃ Kb(projAI)
sending T I to AI , which shows that T I is a tilting object in Kb(projI R), and that EndLR(T
I) ≃
EndAI (A
I) = AI . By Proposition 3.4.3(a), we have the triangle equivalences Kb(projAI) ≃
Db(modAI).
(b) We have an equivalence modI R ≃ modAI by Proposition 3.4.5(b). Thus we have a triangle
equivalence
Db(modI R) ≃ Db(modAI)
sending U I to AI . Thus U I is a tilting object in Db(modI R) since AI has finite global dimension
by Proposition 3.4.3(a). The isomorphism EndLR(U
I) ≃ AI follows. 
Since R is Gorenstein, we have a duality
(−)⋆ := RHomR(−, R) : D
b(modLR)
∼
−→ Db(modLR).
Since R(~x)⋆ = R(−~x) and k(~x)⋆ = k(−~x− ~ω)[−d], we have induced dualities
(−)⋆ : Kb(projI R)
∼
−→ Kb(proj−I R),
(−)⋆ : Db(modI0 R)
∼
−→ Db(mod−I+~ω0 R).
(4.2)
For the next results, we need the following piece of notation. Let T be a triangulated category.
Recall from the beginning of Section 2 that X∗Y denotes the category of extensions of subcategories
X and Y of T . If HomT (X ,Y) = 0 holds, we write
X ⊥ Y := X ∗ Y.
A semiorthogonal decomposition (or stable t-structure) of T is a pair of thick subcategories of T
satisfying T = X ⊥ Y. In this case we have triangle equivalences X ≃ T /Y and Y ≃ T /X .
The following result plays a crucial role. For I ⊂ L we write
Ic = L \ I and − I = {−~x | ~x ∈ I}.
Recall that a subset I of L is called upset if I + L+ ⊂ I. In this case, −Ic is clearly an upset too.
Theorem 4.2.3. For any non-trivial upset I in L, we have
Db(modLR) = Kb(projI
c
R) ⊥ (Db(modI R) ∩ (Db(mod−I
c
R))⋆) ⊥ Kb(projI R).
Thus the composition
Db(modI R) ∩ (Db(mod−I
c
R))⋆ ⊂ Db(modLR)
ρ
−→ CMLR
is a triangle equivalence.
For the proof, we will need the following distributive law for extensions, which is easily checked.
Observation 4.2.4. Let X , Y, and Z be thick subcategories of D. If Y ⊂ Z (respectively, X ⊂ Z),
then (X ∗ Y) ∩ Z = (X ∩ Z) ∗ Y (respectively, (X ∗ Y) ∩ Z = X ∗ (Y ∩ Z)).
Next we collect some elementary semiorthogonal decompositions. This is an L-graded version
of [O1, 2.3].
Lemma 4.2.5. Let I be a non-zero upset in L.
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(a) We have
Kb(projLR) = Kb(projI
c
R) ⊥ Kb(projI R) and Db(modLR) = Kb(projI
c
R) ⊥ Db(modI R).
More generally, for two upsets I ⊆ J ⊆ L, we have
Kb(projJ R) = Kb(projJ\I R) ⊥ Kb(projI R) and Db(modJ R) = Kb(projJ\I R) ⊥ Db(modI R).
(b) We have a triangle equivalence Db(modI R)/Kb(projI R) ≃ CMLR.
Proof. (a) Clearly HomLR(proj
Ic R, projI R) = 0. For any P ∈ projLR, we denote by P I
c
the sub-
R-module of P generated by the subspace
⊕
~x∈Ic P~x, and P
I := P/P I
c
. These give functors
(−)I
c
: projLR→ projI
c
R, (−)I : projLR→ projI R and a sequence
0→ (−)I
c
→ id→ (−)I → 0
of natural transformations which is objectwise split exact. Therefore we have induced triangle
functors (−)I
c
: Kb(projLR) → Kb(projI
c
R), (−)I : Kb(projLR) → Kb(projI R) and a functorial
triangle QI
c
→ Q→ QI → QI
c
[1] for any Q ∈ Kb(projLR). Thus we have the first equality.
The second equality is shown similarly, using the equivalence between Db(modR) and the ho-
motopy category K−,b(projLR) of complexes bounded above with bounded cohomologies.
The remaining equalities can be shown similarly.
(b) By (a), we have triangle equivalences
Kb(projI R) =
Kb(projLR)
Kb(projI
c
R)
and Db(modI R) =
Db(modLR)
Kb(projI
c
R)
.
Therefore we have
CMLR ≃
Db(modLR)
Kb(projLR)
=
Db(modLR)/Kb(projI
c
R)
Kb(projLR)/Kb(projI
c
R)
≃
Db(modI R)
Kb(projI R)
. 
Proof of Theorem 4.2.3. Applying Lemma 4.2.5(a) to the upset −Ic, we have
Db(modLR) = Kb(proj−I R) ⊥ Db(mod−I
c
R).
Applying (−)⋆, we obtain the decomposition
Db(modLR) = Db(modLR)⋆ = Db(mod−I
c
R)⋆ ⊥ Kb(proj−I R)⋆ = Db(mod−I
c
R)⋆ ⊥ Kb(projI R).
Since Kb(projI R) ⊆ Db(modI R), by Observation 4.2.4 we obtain
Db(modI R) = (Db(modI R) ∩ (Db(mod−I
c
R))⋆) ⊥ Kb(projI R).
Now the first claim holds by Lemma 4.2.5(a), and the second one by Lemma 4.2.5(b). 
Now we are ready to prove the following main result in this section.
Theorem 4.2.6. Let (R,L) be a Geigle-Lenzing complete intersection.
(a) The following composition is a triangle equivalence:
Db(mod[0,
~δ]R) ⊂ Db(modLR)
ρ
−→ CMLR.
(b) We have triangle equivalences
Db(modACM) ≃ Db(mod[0,
~δ]R) ≃ CMLR such that ACM 7→ U [0,
~δ] 7→ TCM := ρ(U [0,
~δ]).
In particular CMLR has a tilting object TCM.
(c) We have
Db(mod[0,
~δ]R) = Db(modI R) ∩ (Db(mod−I
c
R))⋆,
Db(modLR) = K(projL
c
+ R) ⊥ Db(mod[0,
~δ]R) ⊥ K(projL+ R).
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For the hypersurface case n = d + 2, this result was shown by Futaki-Ueda [FU] and Kussin-
Lenzing-Meltzer [KLM] (d = 1) using quite different methods. For the non-hypersurface case,
Theorem 4.2.6 is new even for the case d = 1.
Proof. We only have to prove (c). In fact, (a) follows from (c) and Theorem 4.2.3, and (b) follows
from (a) and Theorem 4.2.2(b).
In the rest, we prove the statement (c). By Lemma 3.1.16, −~ω 6≤ ~x if and only if ~x ≤ d~c. Thus
~x ∈ Lc+ + ~ω if and only if ~ω 6≤ ~x if and only if ~x ≤ ~δ. Thus we have
L+ ∩ (L
c
+ + ~ω) = [0,
~δ]. (4.3)
As a consequence, we have
Db(modL+ R) ∩ (Db(mod−L
c
+ R))⋆ ⊃ Db(mod
L+
0 R) ∩ (D
b(mod
−Lc+
0 R))
⋆︸ ︷︷ ︸
(4.2)
= Db(mod
Lc
+
+~ω
0 R)
= Db(mod
L+∩(L
c
++~ω)
0 R)
(4.3)
= Db(mod
[0,~δ]
0 R) = D
b(mod[0,
~δ]R).
To show the reverse inclusion, it is enough to show that the composition
Db(mod[0,
~δ]R) ⊂ Db(modLR)
ρ
→ CMLR
is dense. This is equivalent to Db(modLR) = thick{mod[0,
~δ]R, projLR} by Proposition 2.1.11.
Since we have Db(modLR) = thick{modL0 R, proj
LR} by Proposition 4.1.9, it is enough to show the
following statement.
Proposition 4.2.7. modL0 R ⊂ thick{mod
[0,~δ]
0 R, proj
LR}.
Proof. We prepare the following simple observation.
Lemma 4.2.8. Let J be a subset of {1, . . . , n} with |J | = n− d− 1 and Jc := {1, . . . , n} \ J . Set
F := R/(Xpii | i ∈ J
c).
(a) The R-module F is finite dimensional and has finite projective dimension.
(b) socF = k(−
∑n
i=1(pi − 1)~xi).
(c) F/ socF belongs to thick{k(−~x)}0≤~x<
∑
n
i=1(pi−1)~xi
.
Proof. Since ℓi (i ∈ Jc) are linear independent, it follows from Lemma 3.1.7(c) that X
pi
i (i ∈ J
c)
forms an R-regular sequence. Thus the assertion (a) follows.
Moreover F is a finite dimensional Gorenstein algebra whose a-invariant is given by
~ω + (d+ 1)~c =
n∑
i=1
(pi − 1)~xi.
This equals the degree of the socle of F , and the assertion (b) follows. Since the degree 0 part of F
is k, its degree
∑n
i=1(pi − 1)~xi part has to be one dimensional. Thus the assertion (c) follows. 
Now we prove Proposition 4.2.7.
(i) We show that k(−~x) ∈ thick{mod[0,
~δ]R, projLR} holds for any ~x ∈ L+ by using induction
with respect to the partial order on L+. We write ~x ∈ L+ in a normal form ~x =
∑n
i=1 ai~xi + a~c
(see Observation 3.1.1(a)). Let J := {i | ai = pi − 1}.
Assume |J |+ a ≤ n− d− 2. Then we have
0 ≤ ~x ≤ (n− d− 2)~c+
n∑
i=1
(pi − 2)~xi = (2n− d− 2)~c− 2
n∑
i=1
~xi = ~δ,
and hence k(−~x) ∈ mod[0,
~δ]R.
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Assume |J |+ a ≥ n− d− 1. Then there exists a subset J ′ of J such that |J ′| = n− d− 1. Then
~y := ~x−
∑
i∈J′(pi − 1)~xi belongs to L+. By Lemma 4.2.8, we have an exact sequence
0→ k(−~x)→ F (−~y)→ (F/ socF )(−~y)→ 0
in modLR with F (−~y) of finite projective dimension and (F/ socF )(−~y) ∈ thick{k(−~z)}~y≤~z<~x.
By the induction hypothesis, we have (F/ socF )(−~y) ∈ thick{mod
[0,~δ]
0 R, proj
LR} and therefore
k(−~x) ∈ thick{mod
[0,~δ]
0 R, proj
LR}.
(ii) Similarly, by using induction with respect to the reverse of the partial order on L, we can
show that k(−~x) ∈ thick{mod
[0,~δ]
0 R, proj
LR} holds for any ~x ∈ L. 
We have finished proving Theorem 4.2.6(c), which implies all other statements as we observed.

4.3. CM-canonical algebras and d-tilting objects. In the rest of this subsection, we concen-
trate on our CM-canonical algebra ACM. It is useful to express the dominant element in a normal
form
~δ = (n− d− 2)~c+
n∑
i=1
(pi − 2)~xi. (4.4)
The global dimension of CM-canonical algebras is given by the following result.
Theorem 4.3.1. Let (R,L) be a Geigle-Lenzing complete intersection in dimension d + 1 with
weights p1, . . . , pn, and A
CM the corresponding CM-canonical algebra. Assume pi ≥ 2 for all i.
(a) ACM = 0 if and only if n = d+ 1.
(b) If n ≥ d+ 2, then gl.dim ACM = 2(n− d− 2) + #{i | pi ≥ 3}.
Proof. (a) Clearly ACM 6= 0 if and ony if 0 ≤ ~δ. This is equivalent to n ≥ d + 2 since ~δ has the
normal form (4.4).
(b) This follows from (4.4) and Theorem 3.4.8. 
The quiver presentation of ACM was given in Theorem 3.4.6. For the hypersurface case n = d+2,
we give more detailed properties below, where the statement (b) was shown in [KLM, 6.1], [FU,
1.2]. We refer to [HM] for more information on the tensor product of the path algebras of type A.
Corollary 4.3.2. Let (R,L) be a GL complete intersection in dimension d+1 with d+2 weights
p1, . . . , pd+2, and A
CM the corresponding CM-canonical algebra.
(a) ~δ =
∑d+2
i=1 (pi − 2)~xi holds, and the global dimension of A
CM is equal to #{i | pi ≥ 3}.
(b) We have ACM ≃
⊗d+2
i=1 kApi−1, where kApi−1 is the path algebra of the equioriented quiver
of type Api−1. In particular, CM
LR is independent of the choice of linear forms.
(c) The Grothendieck group K0(CM
LR) is a free abelian group of rank
∏d+2
i=1 (pi − 1).
(d) (Kno¨rrer periodicity) Let (R′,L′) be a Geigle-Lenzing complete intersection in dimension
d + 2 with d + 3 weights 2, p1, . . . , pd+2. Then we have a triangle equivalence CM
LR ≃
CML
′
R′.
Proof. (a) This is immediate from (4.4) and Theorem 4.3.1.
(b) By (4.4), ~δ =
∑d+2
i=1 (pi−2)~xi holds. It is easy to check that the quiverQ
[0,~δ] coincides with the
quiver of
⊗d+2
i=1 kQpi−1. MoreoverA
[0,~δ] has only commutativity relations since [0, ~δ]∩([0, ~δ]−~c) = ∅
holds by 0 6≤ ~δ − ~c. Hence the assertion follows.
(c) The assertion follows from the triangle equivalence Db(modACM) ≃ CMLR in Theorem 4.2.6
since the Grothendieck group of
⊗d+2
i=1 kApi−1 is a free abelian group of rank
∏d+2
i=1 (pi − 1).
(d) By (b), the CM-canonical algebras of R and R′ are isomorphic. Thus we have the desired
triangle equivalence. 
We give a few examples of CM-canonical algebras.
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Example 4.3.3. We consider the case d = −1.
(a) Let n = 1 and p1 ≥ 2 arbitrary. Then by Corollary 4.3.2(b), U =
⊕p1−1
i=1 k[x1]/(x
i
1) is a
tilting object in CMLR and ACM ≃ kAp1−1. For instance, if p1 = 6, then A
CM is the path
algebra of the following quiver:
0 ~x1 2~x1 3~x1 4~x1// // // //
(b) Let n = 2. Then ~δ = ~c +
∑2
i=1(pi − 2)~xi. For (p1, p2) = (3, 4), the quiver of A
CM is the
following:
0
~x2
2~x2
3~x2
~x1
~x1 + ~x2
~x1 + 2~x2
~x1 + 3~x2
2~x1
2~x1 + ~x2
2~x1 + 2~x2
~c
~c+ ~x2
~c+ 2~x2
~c+ ~x1
~c+ ~x1 + ~x2
~c+ ~x1 + 2~x2
??⑧⑧⑧⑧⑧
??⑧⑧⑧⑧⑧
??⑧⑧⑧⑧⑧
??⑧⑧⑧⑧⑧
??⑧⑧⑧⑧⑧
??⑧⑧⑧⑧⑧
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❄❄
❄
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❄❄
❄
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❄
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❄❄
❄
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??⑧⑧⑧⑧⑧

❄❄
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❄

❄❄
❄❄
❄
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❄❄
❄

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✴✴
✴✴
✴✴
✴✴
✴✴
✴✴
✴✴
✴✴
✴✴
✴✴
44❥❥❥❥❥❥❥❥❥❥❥❥❥❥❥❥
44❥❥❥❥❥❥❥❥❥❥❥
44❥❥❥❥❥❥❥❥❥❥❥
??⑧⑧⑧⑧⑧
??⑧⑧⑧⑧⑧
??⑧⑧⑧⑧⑧
??⑧⑧⑧⑧⑧

❄❄
❄❄
❄

❄❄
❄❄
❄

❄❄
❄❄
❄
Example 4.3.4. We consider the case d = 0.
(a) Let n = 2 and p1, p2 ≥ 2 arbitrary. Then ACM ≃ kAp1−1 ⊗k kAp2−1. For instance, if
p1 = p2 = 4, then the quiver of A
CM is the following:
0
~x2
2~x2
~x1
~x1 + ~x2
~x1 + 2~x2
2~x1
2~x1 + ~x2
2~x1 + 2~x2
OO OO OO
OO OO OO
//
//
//
//
//
//
(b) Let n = 3. Then ~δ = ~c+
∑3
i=1(pi − 2)~xi. For (p1, p2, p3) = (2, 2, 4), the quiver of A
CM is
the following:
0
~x3
2~x3
3~x3
~x1
~x1 + ~x3
~x1 + 2~x3
~x2
~x2 + ~x3
~x2 + 2~x3
~c
~c+ ~x3
~c+ 2~x3
11❞❞❞❞❞❞❞❞❞❞❞❞❞❞❞❞❞❞❞❞❞❞
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Example 4.3.5. We consider the case d = 1.
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(a) Let n = 3 and p1, p2, p3 ≥ 2 arbitrary. Then ACM ≃
⊗3
i=1 kApi−1. For instance, if
(p1, p2, p3) = (3, 3, 3), then the quiver of A
CM is the following:
0
~x1
~x2
~x3
~x1 + ~x2
~x1 + ~x3
~x2 + ~x3
~x1 + ~x2 + ~x3
77♦♦♦♦♦♦♦♦♦♦♦ //
''❖❖
❖❖❖
❖❖❖
❖❖❖
//
''❖❖
❖❖❖
❖❖❖
❖ 77♦♦♦♦♦♦♦♦♦
''❖❖
❖❖❖
❖❖❖
❖ 77♦♦♦♦♦♦♦♦♦
//
''❖❖
❖❖❖
❖❖
//
77♦♦♦♦♦♦♦
In fact this is derived equivalent to the canonical algebra of tubular type (3, 3, 3) (see
Lemma 4.3.16).
(b) Let n = 4. Then ~δ = ~c +
∑4
i=1(pi − 2)~xi. For (p1, p2, p3, p4) = (2, 2, 2, 3), the quiver of
ACM is the following:
0 ~x4
~x1
~x2
~x3
2~x4
~x1 + ~x4
~x2 + ~x4
~x3 + ~x4
~c ~c+ ~x4
??⑧⑧⑧⑧⑧⑧⑧⑧⑧⑧⑧⑧⑧⑧⑧⑧⑧⑧⑧⑧⑧⑧
::ttttttttttttttttttt
44❥❥❥❥❥❥❥❥❥❥❥❥❥❥❥❥❥ //
//

❄❄
❄❄
❄❄
❄❄
❄❄
❄❄
❄❄
❄❄
❄❄
❄❄
❄❄
//
$$❏
❏❏
❏❏
❏❏
❏❏
❏❏
❏❏
❏❏
❏❏
❏❏
//
**❚❚❚
❚❚❚❚
❚❚❚❚
❚❚❚❚
❚❚
??⑧⑧⑧⑧⑧⑧⑧⑧⑧⑧⑧⑧⑧⑧⑧⑧⑧⑧⑧⑧⑧⑧
::ttttttttttttttttt
44❥❥❥❥❥❥❥❥❥❥❥❥❥❥ // // //

❄❄
❄❄
❄❄
❄❄
❄❄
❄❄
❄❄
❄❄
❄❄
❄❄
❄❄
$$❏
❏❏
❏❏
❏❏
❏❏
❏❏
❏❏
❏❏
❏❏
**❚❚❚
❚❚❚❚
❚❚❚❚
❚
Example 4.3.6. We consider the case d = 2.
(a) Let n = 4 and p1, p2, p3, p4 ≥ 2 arbitrary. Then ACM ≃
⊗4
i=1 kApi−1. For instance, if
(p1, p2, p3, p4) = (3, 3, 3, 3), then the quiver of A
CM is the following:
0
~x1
~x2
~x3
~x4
~x1 + ~x2
~x1 + ~x3
~x1 + ~x4
~x2 + ~x3
~x2 + ~x4
~x3 + ~x4
~x1 + ~x2 + ~x3
~x1 + ~x2 + ~x4
~x1 + ~x3 + ~x4
~x2 + ~x3 + ~x4
~x1 + ~x2 + ~x3 + ~x4
;;✇✇✇✇✇✇✇✇✇✇✇✇
33❣❣❣❣❣❣❣❣❣❣
++❲❲❲
❲❲❲❲❲
❲❲
##●
●●
●●
●●
●●
●●
●
77♦♦♦♦♦♦♦♦♦
//
''❖❖
❖❖❖
❖❖❖
❖
??⑧⑧⑧⑧⑧⑧⑧⑧⑧⑧⑧⑧⑧
''❖❖
❖❖❖
❖❖❖
❖

❄❄
❄❄
❄❄
❄❄
❄❄
❄❄
❄
??⑧⑧⑧⑧⑧⑧⑧⑧⑧⑧⑧⑧⑧
//

❄❄
❄❄
❄❄
❄❄
❄❄
❄❄
❄
??⑧⑧⑧⑧⑧⑧⑧⑧⑧⑧⑧⑧⑧
//
''❖❖
❖❖❖
❖❖❖
❖
''❖❖
❖❖❖
❖❖
//
??⑧⑧⑧⑧⑧⑧⑧⑧⑧⑧⑧⑧⑧

❄❄
❄❄
❄❄
❄❄
❄❄
❄❄
❄
//
??⑧⑧⑧⑧⑧⑧⑧⑧⑧⑧⑧⑧⑧

❄❄
❄❄
❄❄
❄❄
❄❄
❄❄
❄
''❖❖
❖❖❖
❖❖
??⑧⑧⑧⑧⑧⑧⑧⑧⑧⑧⑧⑧⑧
''❖❖
❖❖❖
❖❖
//
77♦♦♦♦♦♦♦
##●
●●
●●
●●
●●
●●
++
33 ;;✇✇✇✇✇✇✇✇✇✇✇
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(b) Let n = 5. Then ~δ = ~c+
∑5
i=1(pi − 2)~xi. For (p1, p2, p3, p4, p5) = (2, 2, 2, 2, 3), the quiver
of ACM is the following:
0 ~x5
~x1
~x2
~x3
~x4
2~x5
~x1 + ~x5
~x2 + ~x5
~x3 + ~x5
~x4 + ~x5
~c ~c+ ~x5
CC✞✞✞✞✞✞✞✞✞✞✞✞✞✞✞✞✞✞✞✞✞✞✞✞✞✞✞
??⑧⑧⑧⑧⑧⑧⑧⑧⑧⑧⑧⑧⑧⑧⑧⑧⑧⑧⑧⑧⑧⑧
::ttttttttttttttttttt
44❥❥❥❥❥❥❥❥❥❥❥❥❥❥❥❥❥ //
//

✼✼
✼✼
✼✼
✼✼
✼✼
✼✼
✼✼
✼✼
✼✼
✼✼
✼✼
✼✼
✼✼
✼
//

❄❄
❄❄
❄❄
❄❄
❄❄
❄❄
❄❄
❄❄
❄❄
❄❄
❄❄
//
$$❏
❏❏
❏❏
❏❏
❏❏
❏❏
❏❏
❏❏
❏❏
❏❏
//
**❚❚❚
❚❚❚❚
❚❚❚❚
❚❚❚❚
❚❚
CC✞✞✞✞✞✞✞✞✞✞✞✞✞✞✞✞✞✞✞✞✞✞✞✞✞✞✞
??⑧⑧⑧⑧⑧⑧⑧⑧⑧⑧⑧⑧⑧⑧⑧⑧⑧⑧⑧⑧⑧⑧
::ttttttttttttttttt
44❥❥❥❥❥❥❥❥❥❥❥❥❥❥ // // //

✼✼
✼✼
✼✼
✼✼
✼✼
✼✼
✼✼
✼✼
✼✼
✼✼
✼✼
✼✼
✼✼
✼

❄❄
❄❄
❄❄
❄❄
❄❄
❄❄
❄❄
❄❄
❄❄
❄❄
❄❄
$$❏
❏❏
❏❏
❏❏
❏❏
❏❏
❏❏
❏❏
❏❏
**❚❚❚
❚❚❚❚
❚❚❚❚
❚
In the rest of this subsection, we discuss other tilting objects in CMLR. In particular, d-tilting
objects defined below play an important role in this paper.
First we prove the following result.
Proposition 4.3.7. Let U be a tilting object in CMLR, and Λ := EndLR(U).
(a) Λ has finite global dimension.
(b) There exists a triangle equivalence F : Db(modΛ) ≃ CMLR.
(c) For any triangle equivalence G : Db(modΛ) ≃ CMLR, the diagram
Db(modΛ)
G //
νd

CMLR
(~ω)

Db(modΛ)
G // CMLR
commutes, where νd = (DΛ)[−d]
L
⊗Λ− is the d-shifted Nakayama functor.
Proof. (b) By Proposition 2.1.3, we have a triangle equivalence F : Db(modΛ) ≃ CMLR.
(a) By Theorem 4.2.6(b), Λ is derived equivalent to ACM, which has finite global dimension by
Proposition 3.4.3(a). Thus the assertion follows from Proposition 2.1.4(b).
(c) Both ν and (~ω)[d] are Serre functors of Db(modΛ) and CMLR respectively by Proposi-
tion 2.1.6 and Theorem 4.1.3. Since the Serre functor is unique up to isomorphism, the diagram
commutes. 
We prepare an observation which is useful to prove that a given object in CMLR is tilting.
Lemma 4.3.8. Let U ∈ CMLR, and PU and IU a projective cover and an injective hull of U in
CMLR respectively.
(a) The following conditions are equivalent.
(i) EndLR(U) = End
L
R(U).
(ii) For any ~x ∈ L, either HomLR(R(~x), U) = 0 or Hom
L
R(U,R(~x)) = 0 holds.
(iii) HomLR(IU , U) = 0.
(iv) HomLR(U, PU ) = 0.
(v) HomLR(IU , PU ) = 0.
(b) If one of the conditions in (a) is satisfied, then HomLR(U,Ω
iU) = 0 = HomCMLR(U,U [−i])
holds for any i > 0.
Proof. (a) The implications (ii)⇒(iii)+(iv) and (v)⇒(i) are immediate.
(i)⇒(ii) Let f : R(~x) → U and g : U → R(x) be non-zero morphisms in modLR. By Proposi-
tion 3.2.9(c), the composition gf : U → U is non-zero, a contradiction.
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(iii)⇒(v) Assume HomLR(IU , PU ) 6= 0. Take and a non-zero morphism f : IU → P in mod
LR for
an indecomposable direct summand P of PU . Since the composition g : P → PU → U of the inclu-
sion P → PU and the projective cover PU → U is non-zero, it is injective by Proposition 3.2.9(c).
Thus the composition gf : IU → U is non-zero, a contradiction.
(iv)⇒(v) Using the duality HomR(−, R) : CM
LR ≃ CMLR, the assertion follows from (iii)⇒(v).
(b) Let · · · → P2 → P1 → P0 → U → 0 be a minimal projective resolution of U in mod
LR.
Applying Lemma 3.2.10(a) to X := U , for any indecomposable direct summand Q of Pi with
i ≥ 0, there exists an injective morphism Q → P0 in mod
LR. Since HomLR(U, P0) = 0 holds by
(a)(i)⇒(iii), HomLR(U,Q) = 0 holds. Thus Hom
L
R(U,Ω
i+1U) ⊂ HomLR(U, Pi) = 0 holds for any
i ≥ 0. In particular, HomLR(U,U [−i− 1]) = 0 holds for any i ≥ 0. 
Let us introduce the following terminology.
Definition 4.3.9 (r-tilting objects). Let r be an integer. We say that a tilting object U in CMLR
is r-tilting if EndLR(U) has global dimension at most r.
Throughout this paper, d-tilting objects play crucial roles. We pose the following question.
Problem 4.3.10. Let d ≥ 0. When does CMLR have a d-tilting object?
For the case d = 0, 1, we have the following complete answer.
Example 4.3.11. Let (R,L) be a GL complete intersection in dimension d + 1 with weights
p1, . . . , pn. Assume that pi ≥ 2 for all i.
(a) Let d = 0. Then CMLR has a 0-tilting object if and only if either n ≤ 1 or n = 2 and the
weights are (2, 2).
(b) Let d = 1. Then CMLR have a 1-tilting object if and only if (R,L) is domestic.
Proof. (a) Since semisimple algebras are closed under derived equivalences, CMLR has a 0-tilting
object if and only if ACM is semisimple. This is equivalent to ~δ /∈ L+ (that is, n ≤ 1) or ~δ = 0
(that is, n = 2 and the weights are (2, 2)).
(b) This is well-known. Also, the ‘only if’ part follows from Theorem 4.3.13, and the ‘if’ part
follows from Proposition 4.3.17 below. 
We prepare the following observation, which follows directly from the definition.
Lemma 4.3.12. Let ~a ∈ L be an element which is not a torsion. For any X,Y ∈ modLR and
i ≥ 0, we have
Exti
modL/Z~aR(X,Y ) =
⊕
ℓ∈Z
ExtimodL R(X,Y (ℓ~a)).
We give the following necessary condition, where we refer to Definition 2.2.3 for the notion of
νd-finiteness.
Theorem 4.3.13. Let (R,L) be a GL complete intersection with d ≥ 1. Assume that CMLR has
a d-tilting object U . Let Λ = EndLR(U), and let Π be the (d+ 1)-preprojective algebra of Λ.
(a) (R,L) is Fano.
(b) Λ is νd-finite, and there is an isomorphism Π ≃ End
L/Z~ω
R (U) of Z-graded algebras.
Proof. Since Λ has finite global dimension by Proposition 4.3.7, we have Kb(projΛ) = Db(modΛ).
(a) Assume that (R,L) is Calabi-Yau. Then the triangulated category CMLR is fractionally
dp
p -Calabi-Yau by Corollary 4.1.5. Hence Λ has global dimension strictly bigger than d by Propo-
sition 2.1.10, a contradiction.
Now we assume that (R,L) is anti-Fano. Since Λ has global dimension at most d, we have
ν−ℓd (Λ) ∈ D
≤0(modΛ) for ℓ ≥ 0 by Proposition 2.1.10. Hence HomDb(modΛ)(Λ, ν
−ℓ
d (Λ)[i]) = 0 holds
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for any ℓ ≥ 0 and i > 0. On the other hand, for ℓ≫ 0, the element −ℓ~ω ∈ L becomes sufficiently
small since (R,L) is anti-Fano. Therefore
HomDb(modΛ)(Λ, ν
−ℓ
d (Λ)[−i]) = Hom
L
R(U,Ω
iU(−ℓ~ω)) = 0
holds for any i ≥ 0 by Lemma 3.2.8. Consequently, we have ν−ℓd (Λ) = 0 for ℓ ≫ 0. This is a
contradiction since νd is an autoequivalence.
Therefore (R,L) must be Fano.
(b) By Lemma 4.3.12, we have an isomorphism
Π =
⊕
ℓ∈Z
HomDb(modΛ)(Λ, ν
−ℓ
d (Λ)) ≃
⊕
ℓ∈Z
HomLR(U,U(−ℓ~ω)) = End
L/Z~ω
R (U).
Since dimk EndR(U) is finite by Propositions 4.1.8 and 4.1.7(d), so is dimk Π = dimk End
L/Z~ω
R (U).
Thus Λ is νd-finite. 
We give the following criterion for the tilting object TCM given in Theorem 4.2.6 to be d-tilting.
Proposition 4.3.14. Let (R,L) be a GL complete intersection in dimension d + 1 with weights
p1, . . . , pn. Assume pi ≥ 2 for all i.
(a) The tilting object TCM of CMLR is d-tilting if and only if #{i | pi = 2} ≥ 3(n− d)− 4. In
this case, n is at most 3d2 + 2.
(b) If (R,L) is a hypersurface, then TCM is d-tilting if and only if at least two weights are two.
Proof. (a) By Theorem 4.3.1, gl.dim ACM = 2(n − d − 2) + #{i | pi ≥ 3} holds. Thus TCM is
d-tilting if and only if d ≥ 2(n−d−2)+n−#{i | pi = 2} if and only if #{i | pi = 2} ≥ 3(n−d)−4.
(b) Immediate from (a). 
Let us describe ACM in a special case of Proposition 4.3.14(a) explicitly.
Example 4.3.15. We consider the case d ≥ 2, n = d + 3 and pi = 2 for all 1 ≤ i ≤ n. In this
case, TCM is a d-tilting object in CMLR. More precisely, since ~δ = ~c holds in this case, we have
gl.dim ACM = 2. The algebra ACM is given by the following quiver with two relations.
~x1
X1
❍❍
❍❍
❍
$$❍
❍❍
❍❍
~x2
X2
❙❙❙❙
))❙❙❙
❙❙
0
X1✈✈✈✈✈
::✈✈✈✈✈
X2❦❦❦❦❦
55❦❦❦❦
Xn−1
◗◗◗
◗
((◗◗
Xn
❊❊
❊❊
❊❊
""❊
❊❊
❊❊
· · · ~c X2n−1 =
∑d+1
j=1 λn−1,j−1X
2
j
~xn−1
Xn−1♠♠
66♠♠♠♠
X2n =
∑d+1
j=1 λn,j−1X
2
j
~xn
Xn②②②②②
<<②②②②②②
Now let us recall the following well-known result.
Lemma 4.3.16. (a) For ℓ = 2, 3, 4, the algebra kA2 ⊗k kAℓ is derived equivalent to kD4 if
ℓ = 2, kE6 if ℓ = 3, and kE8 if ℓ = 4.
(b) kA2 ⊗k kA5 is derived equivalent to the tubular canonical algebra of type (2, 3, 6).
(c) kA3 ⊗k kA3 is derived equivalent to the tubular canonical algebra of type (2, 4, 4).
(d) kA2 ⊗k kA2 ⊗k kA2 is derived equivalent to the tubular canonical algebra of type (3, 3, 3).
(e) For 2 ≤ ℓ ≤ m, the algebra kAℓ⊗k kAm is derived equivalent to a hereditary algebra if and
only if (ℓ,m) ∈ {(2, 2), (2, 3), (2, 4)}.
In particular, for the algebra A in (b),(c) or (d), there are infinitely many indecomposable objects
in Db(modA) even up to degree shift.
Proof. For (a), we refer to [KLM, §8]. For (b), (c) and (d), we refer to [KLM, 5.6].
(e) The ‘if’ part follows from (a), and the ‘only if’ part follows from the fact that kAℓ ⊗k kAm
is fractionally Calabi-Yau of dimension ℓ−1ℓ+1 +
m−1
m+1 , which must be smaller than 1 by Proposi-
tion 2.1.10(c). 
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As an application, we give more examples of GL hypersurfaces such that CMLR has d-tilting
objects.
Proposition 4.3.17. If n = d + 2 and one of the following conditions are satisfied, then CMLR
has a d-tilting object U .
• d ≥ 0 and (p1, p2) = (2, 2).
• d ≥ 1 and (p1, p2, p3) = (2, 3, 3), (2, 3, 4) or (2, 3, 5).
• d ≥ 2 and (p1, p2, p3, p4) = (3, 3, p3, p4) with p3, p4 ∈ {3, 4, 5}.
Proof. Since we have a triangle equivalence CMLR ≃ Db(modACM) by Theorem 4.2.6, it suffices
to show that ACM ≃
⊗n
i=1 kApi−1 is derived equivalent to an algebra of global dimension at most
d.
In the case d ≥ 0 and (p1, p2) = (2, 2), the algebra A
CM has global dimension at most d.
In the case d ≥ 1 and (p1, p2, p3) = (2, 3, 3) (respectively, (2, 3, 4), (2, 3, 5)), the algebra⊗3
i=1 kApi−1 is derived equivalent to a path algebra kQ of type D4 (respectively, E6, E8) by
Lemma 4.3.16. Hence
⊗n
i=1 kApi−1 is derived equivalent to kQ⊗k (
⊗n
i=4 kApi−1) which has global
dimension at most d.
In the case d ≥ 2 and (p1, p2, p3, p4) = (3, 3, p3, p4), the algebras kA2 ⊗k kAp3−1 and kA2 ⊗k
kAp4−1 are derived equivalent to kD4, kE6 or kE8 by Lemma 4.3.16. Hence
⊗4
i=1 kApi−1 is derived
equivalent to an algebra Λ with global dimension 2, and hence
⊗n
i=1 kApi−1 is derived equivalent
to Λ ⊗k (
⊗n
i=5 kApi−1) which has global dimension at most d. 
To study Problem 4.3.10 for the case n = d+ 2, the following observation is useful.
Lemma 4.3.18. Let n ≥ 3 and p1, . . . , pn ≥ 2 be integers. If
⊗n
i=1 kApi−1 is derived equivalent
to an algebra Λ with global dimension at most n− 2, then
∑n
i=1
1
pi
> 1.
Proof. The algebra
⊗n
i=1 kApi−1 is fractionally Calabi-Yau of dimension
∑n
i=1
pi−2
pi
= n−2
∑n
i=1
1
pi
by Example 2.1.9(a)(b). Therefore by Proposition 2.1.10(c), we have
n− 2
n∑
i=1
1
pi
< gl.dim Λ ≤ n− 2.
or Λ is semisimple. In the first case we immediately have
∑n
i=1
1
pi
> 1. In the second case it
follows that p1 = · · · = pn = 2 and hence
∑n
i=1
1
pi
= n2 > 1. 
Now we give an example which shows that CMLR does not necessarily have a d-tilting object
even if (R,L) is Fano. It also shows that the converse of Lemma 4.3.18 is not true.
Example 4.3.19. Let d = 2, n = 4 and (p1, p2, p3, p4) = (2, 5, 5, 5) or (2, 3, 9, 9).
(a) (R,L) is Fano.
(b)
⊗4
i=1Api−1 is not derived equivalent to a finite dimensional algebra A with gl.dim A ≤ 2.
(c) CMLR does not have a 2-tilting object.
Proof. (a) is clear. It suffices to show (b) since (c) follows immediately from (b). Since ACM =⊗4
i=1 Api−1, it is fractionally Calabi-Yau of dimension
9
5 (respectively,
17
9 ). Applying Proposi-
tion 2.1.10(c), we obtain the assertion since 2 < 94 (respectively, 2 <
17
8 ). 
The following analog of Example 4.3.11 will be used in Section 7.3.
Proposition 4.3.20. Let (R,L) be a GL hypersurface associated with weights p1, . . . , pd+2.
(a) Let d = −1. Then CMLR has a 0-tilting object if and only if p1 = 2.
(b) Let d = 0. Then CMLR has a 1-tilting object if and only if (p1, p2) = (2, p2), (3, 3), (3, 4),
or (3, 5).
Proof. By Corollary 4.3.2(b) we know that CMLR is triangle equivalent to
⊗d+2
i=1 kApi−1. Thus
the assertion follows from Lemma 4.3.16(e). 
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4.4. Cohen-Macaulay finiteness and d-Cohen-Macaulay finiteness. Let (R,L) be a Geigle-
Lenzing complete intersection associated with linear forms ℓ1, . . . , ℓn and weights p1, . . . , pn.
Definition 4.4.1 (Cohen-Macaulay finiteness). We say that a GL complete intersection (R,L)
is Cohen-Macaulay finite (=CM finite) if there are only finitely many isomorphism classes of
indecomposable objects in CMLR up to degree shift.
As an application of results in previous section, we have the following classification of CM finite
GL complete intersections.
Theorem 4.4.2. Let (R,L) be a GL complete intersection in dimension d + 1 with weights
p1, . . . , pn. Assume that pi ≥ 2 for all i. Then (R,L) is CM finite if and only if one of the
following conditions hold.
• n ≤ d+ 1.
• n = d+ 2, and (p1, . . . , pn) = (2, . . . , 2, pn), (2, . . . , 2, 3, 3), (2, . . . , 2, 3, 4) or (2, . . . , 2, 3, 5)
up to permutation.
Proof. If n ≤ d+ 1, then (R,L) is CM finite since CMLR = projLR holds.
Assume n ≥ d + 3. Then X := Ωd+1k is an indecomposable object in CMLR since it is
ρ(k)[−d−1] and ρ(k) is indecomposable by Theorem 4.2.6(a). By Theorem 3.3.2(d), the ΩℓX with
ℓ ≥ 0 are pairwise non-isomorphic even up to degree shift. Thus (R,L) is not CM finite.
It remains to consider the case n = d+ 2.
Lemma 4.4.3. Assume n = d+ 2. Then (R,L) is CM finite if and only if there are only finitely
many isomorphism classes of indecomposable objects in Db(modACM) up to suspension.
Proof. We have a triangle equivalence Db(modACM) ≃ CMLR by Theorem 4.2.6. Moreover [2] =
(~c) holds by Theorem 4.1.3(d). Thus the assertion holds. 
For the four cases with n = d + 2 listed in Theorem 4.4.2, it follows from Lemma 4.3.16 that
ACM ≃
⊗n
i=1 kApi−1 is derived equivalent to a path algebra of a Dynkin quiver. In particular
there are only finitely many isomorphism classes of indecomposable objects in Db(modACM) up
to shift. Hence (R,L) is CM finite by Lemma 4.4.3.
Conversely, assume that the weights are not one of (2, . . . , 2, pn), (2, . . . , 2, 3, 3), (2, . . . , 2, 3, 4)
or (2, . . . , 2, 3, 5). It is easy to check that one of the following conditions hold up to permutation:
• p1 ≥ 3 and p2 ≥ 6.
• p1 ≥ 4 and p2 ≥ 4.
• p1 ≥ 3, p2 ≥ 3 and p3 ≥ 3.
Thus there exists an idempotent e in ACM such that eACMe is isomorphic to kA2⊗kkA5, kA3⊗kkA3
or kA2⊗kkA2⊗kkA2. In each case, there are infinitely many isomorphism classes of indecomposable
objects in Db(mod eACMe) (and hence in Db(modACM)) even up to degree shift by Lemma 4.3.16.
By Lemma 4.4.3, we have that (R,L) is not CM finite. 
Example 4.4.4. Let (R,L) be a GL complete intersection in dimension d + 1 with weights
p1, . . . , pn. Assume that pi ≥ 2 for all i.
(a) Let d = −1. Then (R,L) is CM finite if and only if n ≤ 1.
(b) Let d = 0. Then (R,L) is CM finite if and only if n ≤ 1 or n = 2 and the weights are
(2, p2), (3, 3), (3, 4) or (3, 5).
We give a description of the Auslander-Reiten quiver of CMLR when it is CM finite.
Theorem 4.4.5. Let (R,L) be a GL complete intersection in the list of Theorem 4.4.2. Then the
Auslander-Reiten quiver A(CMLR) is given as follows.
• If n ≤ d+ 1, then the vertices are R(~x) with ~x ∈ L, and the arrows are R(~x)→ R(~x+ ~xi)
for all x ∈ L and 1 ≤ i ≤ d+ 1, where ~xi := ~c for n+ 1 ≤ i ≤ d+ 1.
• If n = d+ 2, then A(CMLR) is given in Figure 4.4.
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??⑧⑧⑧
??⑧⑧⑧
??⑧⑧⑧
//

❄❄
❄

❄❄
❄

❄❄
❄
??⑧⑧⑧
??⑧⑧⑧

❄❄
❄
CMLR for (p1, . . . , pn−2, pn−1, pn) = (2, . . . , 2, 3, 4)
·
·
·
·
·
·
·
·
·
·
·
·
·
·
·
(0)
24
·
·
·
·
·
23
·
◦
·
·
·
·
·
·
·
·
•
·
·
·
·
·
·
·
·
◦
·
·
·
·
·
·
22
·
•
·
·
·
·
·
·
·
·
◦
14
·
·
·
·
·
13
·
(~xn)
·
·
·
·
·
·
·
·
◦
·
·
·
·
·
·
·
·
•
·
·
·
·
·
·
12
·
◦
21
·
·
·
·
·
·
·
(~xn−1)
·
·
·
·
·
·
·
·
◦
·
·
·
·
·
·
·
·
•
·
·
·
·
·
·
·
◦
·
·
·
·
•
11
·
(~x1)
??⑧⑧⑧

❄❄
❄

❄❄
❄
//
??⑧⑧⑧
??⑧⑧⑧
??⑧⑧⑧
//

❄❄
❄

❄❄
❄

❄❄
❄

❄❄
❄
//
??⑧⑧⑧
??⑧⑧⑧
??⑧⑧⑧
??⑧⑧⑧
??⑧⑧⑧
//

❄❄❄

❄❄
❄

❄❄
❄

❄❄
❄

❄❄
❄

❄❄
❄
//
??⑧
??⑧⑧⑧
??⑧⑧⑧
??⑧⑧⑧
??⑧⑧⑧
??⑧⑧⑧
??⑧⑧⑧
//

❄❄

❄❄
❄

❄❄
❄

❄❄
❄

❄❄
❄

❄❄
❄

❄❄❄
//
??⑧⑧⑧
??⑧⑧⑧
??⑧⑧⑧
??⑧⑧⑧
??⑧⑧⑧
??⑧⑧⑧
??⑧⑧⑧
//

❄❄
❄

❄❄
❄

❄❄
❄

❄❄
❄

❄❄
❄

❄❄
❄

❄❄
❄
//
??⑧⑧⑧
??⑧⑧⑧
??⑧⑧⑧
??⑧⑧⑧
??⑧⑧⑧
??⑧⑧⑧
??⑧⑧⑧
//

❄❄
❄

❄❄
❄

❄❄
❄

❄❄
❄

❄❄
❄

❄❄
❄

❄❄
❄
//
??⑧⑧⑧
??⑧⑧⑧
??⑧⑧⑧
??⑧⑧⑧
??⑧⑧⑧
??⑧⑧⑧
??⑧⑧⑧
//

❄❄
❄

❄❄
❄

❄❄
❄

❄❄
❄

❄❄
❄

❄❄
❄

❄❄❄
//
??⑧⑧⑧
??⑧⑧⑧
??⑧⑧⑧
??⑧⑧⑧
??⑧⑧⑧
??⑧⑧⑧
??⑧⑧⑧
//

❄❄
❄

❄❄❄

❄❄
❄

❄❄
❄

❄❄
❄

❄❄
❄

❄❄
❄
//
??⑧⑧
??⑧⑧⑧
??⑧⑧⑧
??⑧⑧⑧
??⑧⑧⑧
??⑧⑧⑧
??⑧⑧⑧
//

❄

❄❄
❄

❄❄
❄

❄❄
❄

❄❄
❄

❄❄
❄

❄❄❄
//
??⑧⑧
??⑧⑧⑧
??⑧⑧⑧
??⑧⑧⑧
??⑧⑧⑧
??⑧⑧⑧
??⑧⑧⑧
//

❄❄
❄

❄❄
❄

❄❄
❄

❄❄
❄

❄❄
❄

❄❄
❄

❄❄
❄
//
??⑧⑧⑧
??⑧⑧⑧
??⑧⑧⑧
??⑧⑧⑧
??⑧⑧⑧
??⑧⑧⑧
??⑧⑧⑧
//

❄❄
❄

❄❄
❄

❄❄
❄

❄❄
❄

❄❄
❄

❄❄
❄

❄❄
❄
//
??⑧⑧⑧
??⑧⑧⑧
??⑧⑧⑧
??⑧⑧⑧
??⑧⑧⑧
??⑧⑧⑧
??⑧⑧⑧
//

❄❄
❄

❄❄❄

❄❄
❄

❄❄
❄

❄❄
❄

❄❄
❄

❄❄❄
//
??⑧⑧
??⑧⑧⑧
??⑧⑧⑧
??⑧⑧⑧
??⑧⑧⑧
??⑧⑧⑧
??⑧⑧⑧
//

❄

❄❄
❄

❄❄
❄

❄❄
❄

❄❄
❄

❄❄
❄

❄❄
❄
//
??⑧⑧
??⑧⑧⑧
??⑧⑧⑧
??⑧⑧⑧
??⑧⑧⑧
??⑧⑧⑧
??⑧⑧⑧
//

❄❄
❄

❄❄
❄

❄❄
❄

❄❄
❄

❄❄
❄

❄❄
❄

❄❄
❄
//
??⑧⑧⑧
??⑧⑧⑧
??⑧⑧⑧
??⑧⑧⑧
??⑧⑧⑧
??⑧⑧⑧
??⑧⑧⑧
//

❄❄
❄

❄❄
❄

❄❄
❄

❄❄
❄

❄❄
❄

❄❄
❄

❄❄
❄
//
??⑧⑧⑧
??⑧⑧⑧
??⑧⑧⑧
??⑧⑧⑧
??⑧⑧⑧
??⑧⑧⑧
//

❄❄
❄

❄❄
❄

❄❄
❄

❄❄
❄

❄❄
❄
??⑧⑧⑧
??⑧⑧⑧
??⑧⑧⑧
??⑧⑧⑧

❄❄
❄

❄❄❄

❄❄
❄
??⑧⑧
??⑧⑧⑧

❄
CMLR for (p1, . . . , pn−2, pn−1, pn) = (2, . . . , 2, 3, 5)
Figure 1. The Auslander-Reiten quivers of CMLR in the CM finite cases with
n = d + 2 are depicted as follows. The position of R(~x) is denoted (~x), •, or ◦
in case ~x is not specified. (For d = 0, only (0), (~xn−1), (~xn), and • should be
considered.) These positions are overlapping so that R(~x) and R(~y) occupy the
same position if and only if ~x − ~y belongs to the 2-subgroup 〈~xi − ~x1 | pi = 2〉
of L. The interpretation is that every arrow starting or ending at one of these
vertices represents 2d−1 arrows (2d arrows in the case (2, . . . , 2, 2, p)) in the actual
Auslander-Reiten quiver (each one connected to one of the R(~x)). The labels ab
denote the positions of ρ(E~s+(a−1)~xn−1+(b−1)~xn) given in Section 4.6, and their
direct sum gives a tilting object UCM := TCM(~ω)[d].
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We give an explicit Auslander-Reiten quiver in a simple case.
Example 4.4.6. Let d = 2, n = 4 and p1 = p2 = p3 = p4 = 2. Then A(CM
LR) is the following,
where 11 denote the positions of ρ(E~s) = UCM = TCM(~ω)[d] given in Section 4.6.
~x1

❁❁
❁❁
❁❁
❁❁
❁❁
❁❁
❁❁
~x1 + ~x2 + ~x3 + ~x4 − ~c
  ❆
❆❆
❆❆
❆❆
❆❆
❆❆
❆❆
❆❆
~x2 + ~x3 + ~x4
  
❆❆
❆❆
❆❆
❆❆
❆❆
❆❆
❆❆
~x2
##●
●●
●●
●●
●●
● ~x1 + ~x2
%%❑
❑❑
❑❑
❑❑
❑❑
❑❑
~x1 + ~x3 + ~x4
%%❑
❑❑
❑❑
❑❑
❑❑
❑❑
~x3
))❙❙
❙❙❙❙
❙❙ ~x1 + ~x3
**❯❯❯
❯❯❯❯
~x1 + ~x2 + ~x4
**❯❯❯
❯❯❯
· · · 11
@@✂✂✂✂✂✂✂✂✂✂✂✂✂✂
;;✈✈✈✈✈✈✈✈✈✈✈
55❦❦❦❦❦❦❦❦
//
))❙❙
❙❙❙
❙
##❍
❍❍
❍❍
❍❍
❍❍
❍

❁❁
❁❁
❁❁
❁❁
❁❁
❁❁
❁❁

✺✺
✺✺
✺✺
✺✺
✺✺
✺✺
✺✺
✺✺
✺ ~x4
// 11(~x1)
>>⑥⑥⑥⑥⑥⑥⑥⑥⑥⑥⑥⑥⑥⑥
99sssssssssss
44✐✐✐✐✐✐✐
//
**❯❯❯
❯❯❯❯
%%❑
❑❑
❑❑
❑❑
❑❑
❑❑
  
❆❆
❆❆
❆❆
❆❆
❆❆
❆❆
❆❆

✽✽
✽✽
✽✽
✽✽
✽✽
✽✽
✽✽
✽✽
✽✽
~x1 + ~x4 // 11(−~ω)
BB✆✆✆✆✆✆✆✆✆✆✆✆✆
<<②②②②②②②②②
66❧❧❧❧❧
//
((❘❘
❘❘❘
""❊
❊❊
❊❊
❊❊
❊❊

✾✾
✾✾
✾✾
✾✾
✾✾
✾✾
✾

✸✸
✸✸
✸✸
✸✸
✸✸
✸✸
✸✸
✸✸
~x1 + ~x2 + ~x3 // 11(~x1 − ~ω) · · ·
~x2 + ~x3 + ~x4 − ~c
55❦❦❦❦❦❦
~x2 + ~x3
44✐✐✐✐✐✐✐
~x4 + ~c
44✐✐✐✐✐✐
~x1 + ~x3 + ~x4 − ~c
;;✇✇✇✇✇✇✇✇✇✇
~x2 + ~x4
99sssssssssss
~x3 + ~c
99sssssssssss
~x1 + ~x2 + ~x4 − ~c
AA✂✂✂✂✂✂✂✂✂✂✂✂✂
~x3 + ~x4
>>⑥⑥⑥⑥⑥⑥⑥⑥⑥⑥⑥⑥⑥⑥⑥
~x2 + ~c
>>⑥⑥⑥⑥⑥⑥⑥⑥⑥⑥⑥⑥⑥⑥
~x1 + ~x2 + ~x3 − ~c
DD✠✠✠✠✠✠✠✠✠✠✠✠✠✠✠✠✠
~c
BB✆✆✆✆✆✆✆✆✆✆✆✆✆✆✆✆✆✆
~x1 + ~c
BB✝✝✝✝✝✝✝✝✝✝✝✝✝✝✝✝✝✝
We pose the following natural problem.
Problem 4.4.7. Classify GL complete intersections (R,L) that are CM tame.
In contrast to the CM finite case, there is a CM tame GL complete intersection which is not a
hypersurface, e.g. d = 1 with 4 weights (2, 2, 2, 2).
Theorem 4.4.2 tells us that there are only very few CM finite GL complete intersections. In
higher dimensional Auslander-Reiten theory, we introduce the notion of ‘d-CM finiteness’ as a
proper substitute of CM finiteness.
d-Cohen-Macaulay finiteness. Recall from Section 2.2 that a full subcategory C of CMLR is
called d-cluster tilting if it is a functorially finite subcategory of CMLR such that
C = {X ∈ CMLR | ∀i ∈ {1, 2, . . . , d− 1} ExtimodL R(C, X) = 0} and
C = {X ∈ CMLR | ∀i ∈ {1, 2, . . . , d− 1} ExtimodL R(X, C) = 0}.
Note that one of the equalities above implies the other [I1, 2.2.2]. In this case C generates and
cogenerates CMLR since it contains projLR.
Definition 4.4.8. We say that a GL complete intersection (R,L) is d-Cohen-Macaulay finite (=d-
CM finite) if there exists a d-cluster tilting subcategory C of CMLR (see Section 2.2) such that
there are only finitely many isomorphism classes of indecomposable objects in C up to degree shift.
In the case d = 1, d-CM finiteness coincides with classical CM finiteness since CMLR is the
unique 1-cluster tilting subcategory of CMLR.
Now we give some basic properties of d-cluster tilting subcategories, which will be used later.
Proposition 4.4.9. For a d-cluster tilting subcategory C of CMLR, the following assertions hold.
(a) We have C(~ω) = C.
(b) For any X ∈ CMLR, there exist exact sequences
0→ Cd−1 → · · · → C0 → X → 0 and 0→ X → C
0 → · · · → Cd−1 → 0
in modLR with Ci, C
i ∈ C for any 0 ≤ i ≤ d− 1.
(c) For any indecomposable object X ∈ C, there exists an exact sequence
0→ X(~ω)→ Cd−1 → · · · → C1 → C0
f
−→ X (4.5)
such that the following sequences of functors on C are exact:
0→ HomC(−, X(~ω))→ HomC(−, Cd−1)→ · · · → HomC(−, C0)→ radC(−, X)→ 0,
0→ HomC(X,−)→ HomC(C0,−)→ · · · → HomC(Cd−1,−)→ radC(X(~ω),−)→ 0.
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If X is non-projective, then Cok f = 0 and (4.5) is called a d-almost split sequence. If X
is projective, then Cok f = topX and (4.5) is called a d-fundamental sequence.
Proof. (a) This is immediate from Auslander-Reiten-Serre duality given in Theorem 4.1.2(a).
(b) is shown in [I1, Theorem 3.3.1], and (c) is shown in [I1, Theorem 3.4.4]. 
We prepare the following easy observations.
Lemma 4.4.10. Let ~a ∈ L be an element which is not a torsion. For any M ∈ modLR, the
subcategory C := add{M(ℓ~a) | ℓ ∈ Z} (respectively, C+ := add{M(ℓ~a) | ℓ ≥ 0}, C− := add{M(ℓ~a) |
ℓ ≤ 0}) is functorially finite in modLR.
Proof. We only show that C is covariantly finite in modLR since other assertions can be shown
similarly. The ~a-Veronese subalgebra R(~a) =
⊕
ℓ∈ZRℓ~a of R is Noetherian. For any X ∈ mod
LR,⊕
ℓ∈ZHom
L
R(X,M(ℓ~a)) = Hom
L/Z~a
R (X,M) holds by Lemma 4.3.12. This is a finitely generated
R(~a)-module, and we take homogeneous generators f1, . . . , fm with fi ∈ Hom
L
R(X,M(ℓi~a)). It is
easy to check that f := (f1, . . . , fm) : X →
⊕m
i=1M(ℓi~a) is a left C-approximation. 
When (R,L) is not Calabi-Yau, we have the following equivalent conditions.
Lemma 4.4.11. Assume that (R,L) is not Calabi-Yau. Then the following conditions are equiv-
alent.
(a) (R,L) is d-CM finite.
(b) There exists M ∈ CMLR satisfying
addCML R{M(ℓ~ω) | ℓ ∈ Z} = {X ∈ CM
LR | ∀i ∈ {1, 2, . . . , d− 1} Exti
modL/Z~ω R(M,X) = 0}.
(or addCML R{M(ℓ~ω) | ℓ ∈ Z} = {X ∈ CM
LR | ∀i ∈ {1, 2, . . . , d− 1} Exti
modL/Z~ω R(X,M) = 0}).
Proof. (b)⇒(a) If M ∈ CMLR satisfies the equality above, then C := add{M(ℓ~ω) | ℓ ∈ Z} is
a functorially finite subcategory of CMLR by Lemma 4.4.10. Therefore C is a d-cluster tilting
subcategory of CMLR by Lemma 4.3.12. Since C clearly has only finitely many isomorphism
classes of indecomposable objects up to degree shift, (R,L) is d-CM finite.
(a)⇒(b) Let C be a d-cluster tilting subcategory C of CMLR with only finitely many isomorphism
classes of indecomposable objects up to degree shift. Since C = C(Z~ω), there exists M ∈ CMLR
such that C = add{M(ℓ~ω) | ℓ ∈ Z}. It follows from Lemma 4.3.12 that M satisfies the desired
equality. 
The following main result in this subsection gives a sufficient condition for d-CM finiteness in
terms of tilting theory in CMLR.
Theorem 4.4.12. Let (R,L) be a GL complete intersection. If CMLR has a d-tilting object U ,
then (R,L) is d-CM finite and CMLR has the d-cluster tilting subcategory
U := add{U(ℓ~ω), R(~x) | ℓ ∈ Z, ~x ∈ L}.
Proof. Let Λ := EndLR(U). Since Λ is νd-finite by Theorem 4.3.13, we have a d-cluster tilting
subcategory
UΛ := add{ν
i
d(Λ) | i ∈ Z}
of Db(modΛ) by Theorem 2.2.5. By Proposition 4.3.7, we have that
F (UΛ) = add{U(i~ω) | i ∈ Z}
is a d-cluster tilting subcategory of CMLR. Therefore add{U(i~ω), R(~x) | i ∈ Z, ~x ∈ L} is a
d-cluster tilting subcategory of CMLR, and (R,L) is d-CM finite. 
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Example 4.4.13. We continue to discuss Example 4.4.6. Since CMLR is semisimple it has the
two 2-cluster tilting subcategories
{UCM(j~ω) | j ∈ Z} and {UCM(~x1 + j~ω) | j ∈ Z}.
It follows that also CMLR has two 2-cluster tilting subcategories
Ui = add{U
CM(i~x1 + j~ω), R(~x) | j ∈ Z, ~x ∈ L}
for i = 1, 2. The quiver of U1 is the following:
~x1

❁❁
❁❁
❁❁
❁❁
❁❁
❁❁
❁❁
~x1 + ~x2 + ~x3 + ~x4 − ~c //
++❳❳❳❳
❳❳❳❳
((◗◗
◗◗◗
◗◗◗
◗◗◗
◗◗◗
$$■
■■
■■
■■
■■
■■
■■
■■
■■
■ ~x2 + ~x3 + ~x4
  ❆
❆❆
❆❆
❆❆
❆❆
❆❆
❆❆
❆
~x2
##●
●●
●●
●●
●●
● ~x1 + ~x2
++❳❳❳❳
❳❳❳❳❳
❳
((PP
PPP
PPP
PPP
PPP

❀❀
❀❀
❀❀
❀❀
❀❀
❀❀
❀❀
❀❀
❀❀
❀❀
❀❀
❀❀

✻✻
✻✻
✻✻
✻✻
✻✻
✻✻
✻✻
✻✻
✻✻
✻✻
✻✻
✻✻
✻✻
✻ ~x1 + ~x3 + ~x4
%%❑
❑❑
❑❑
❑❑
❑❑
❑❑
~x3
))❙❙
❙❙❙❙
❙❙ ~x1 + ~x3
33❢❢❢❢❢❢❢❢❢❢
++❳❳❳❳
❳❳❳❳❳
❳
$$■
■■
■■
■■
■■
■■
■■
■■
■■
■

❀❀
❀❀
❀❀
❀❀
❀❀
❀❀
❀❀
❀❀
❀❀
❀❀
❀❀
❀❀
~x1 + ~x2 + ~x4
**❯❯❯
❯❯❯
· · · ~x4 // 11(~x1)
>>⑥⑥⑥⑥⑥⑥⑥⑥⑥⑥⑥⑥⑥⑥
99sssssssssss
44✐✐✐✐✐✐✐
//
**❯❯❯
❯❯❯❯
%%❑
❑❑
❑❑
❑❑
❑❑
❑❑
  ❆
❆❆
❆❆
❆❆
❆❆
❆❆
❆❆
❆

✽✽
✽✽
✽✽
✽✽
✽✽
✽✽
✽✽
✽✽
✽✽
~x1 + ~x4
66♥♥♥♥♥♥♥♥♥♥♥♥♥♥
33❢❢❢❢❢❢❢❢❢❢
++❳❳❳❳
❳❳❳❳❳
❳❳❳
  ❇
❇❇
❇❇
❇❇
❇❇
❇❇
❇❇
❇❇
❇❇
❇❇
❇❇
~x1 + ~x2 + ~x3 // 11(~x1 − ~ω) · · ·
~x2 + ~x3 + ~x4 − ~c
55❦❦❦❦❦❦
~x2 + ~x3
>>⑤⑤⑤⑤⑤⑤⑤⑤⑤⑤⑤⑤⑤⑤⑤⑤⑤⑤⑤⑤⑤
33❢❢❢❢❢❢❢❢❢❢
++❳❳❳❳
❳❳❳❳❳
❳❳❳
((◗◗
◗◗◗
◗◗◗
◗◗◗
◗◗◗
~x4 + ~c
44✐✐✐✐✐✐
~x1 + ~x3 + ~x4 − ~c
;;✇✇✇✇✇✇✇✇✇✇
~x2 + ~x4
AA✄✄✄✄✄✄✄✄✄✄✄✄✄✄✄✄✄✄✄✄✄✄✄✄
::✉✉✉✉✉✉✉✉✉✉✉✉✉✉✉✉✉✉
33❢❢❢❢❢❢❢❢❢❢❢❢
++❳❳❳❳
❳❳❳❳❳
❳❳❳ ~x3 + ~c
99sssssssssss
~x1 + ~x2 + ~x4 − ~c
AA✂✂✂✂✂✂✂✂✂✂✂✂✂
~x3 + ~x4
CC✟✟✟✟✟✟✟✟✟✟✟✟✟✟✟✟✟✟✟✟✟✟✟✟✟✟✟
AA✄✄✄✄✄✄✄✄✄✄✄✄✄✄✄✄✄✄✄✄✄✄✄✄
66♠♠♠♠♠♠♠♠♠♠♠♠♠♠
33❢❢❢❢❢❢❢❢❢❢❢❢
~x2 + ~c
>>⑥⑥⑥⑥⑥⑥⑥⑥⑥⑥⑥⑥⑥⑥
~x1 + ~x2 + ~x3 − ~c
DD✠✠✠✠✠✠✠✠✠✠✠✠✠✠✠✠✠
~c
::✉✉✉✉✉✉✉✉✉✉✉✉✉✉✉✉✉✉✉
66♠♠♠♠♠♠♠♠♠♠♠♠♠♠♠♠
33❢❢❢❢❢❢❢❢❢❢❢❢❢❢❢ // ~x1 + ~c
BB✝✝✝✝✝✝✝✝✝✝✝✝✝✝✝✝✝✝
Example 4.4.14. When (R,L) is Cohen-Macaulay finite it is possible to describe the d-cluster
tilting subcategory
U = add{UCM(j~ω), R(~x) | j ∈ Z, ~x ∈ L}
of CMLR. Indeed, Figure 4.4 contains the Auslander-Reiten quiver of CMLR with the summands
of UCM marked. From this one can compute the Auslander-Reiten quiver of U . For example, in
case d = 2 and (p1, p2, p3, p4) = (2, 2, 3, 4) we obtain
· · · · · ·
◦
(−~x1 − ~x3)
◦
◦
(−~x3 − ~x4)
(−~x1 − ~x4)
23~ω
22~ω
21~ω
(−~x4)
◦
13~ω
12~ω
11~ω
◦
◦
(−~x3)
◦
◦
◦
(−~x1)
(~x4 − ~x1)
(2~x4 − ~x1)
(3~x4 − ~x1)
(0)
(~x3 − ~x1)
23
22
21
(~x3)
(2~x3 − ~x1)
13
12
11
(2~x3)
(~x1)
(~x4)
(2~x4)
(3~x4)
(~c)
OO
OO
OO
OO
OO
OO
OO
OO
OO
OO
OO
OO
OO
OO
//
//
//
//
//
//
//
//
//
//
//
//
//
??⑧⑧⑧⑧⑧⑧
??
??⑧⑧⑧⑧⑧
??⑧⑧⑧⑧⑧⑧
??⑧⑧⑧⑧⑧⑧⑧
??
**❚❚
❚❚❚
❚❚❚
❚❚❚
❚❚❚
❚❚❚
❚❚❚
❚❚❚
❚❚❚
❚❚❚
❚❚❚
❚❚❚
**❚❚❚
❚❚❚
❚❚❚❚
❚❚❚❚
❚❚❚
❚❚❚❚
❚❚❚❚
❚❚❚
❚❚❚❚
❚❚
**❚❚
❚❚❚❚
❚❚❚❚
❚❚❚❚
❚❚❚❚
❚❚❚❚
❚❚❚❚
❚❚❚❚
❚❚❚❚
((((
**❚❚
❚❚❚
❚❚❚❚
❚❚❚❚
❚❚❚
❚❚❚❚
❚❚❚❚
❚❚❚
❚❚❚❚
❚❚❚
**❚❚
❚❚❚❚
❚❚❚
❚❚❚
❚❚❚
❚❚❚❚
❚❚❚
❚❚❚
❚❚❚
❚❚❚❚
❚❚❚
❚❚
**❚❚
❚❚❚
❚❚❚
❚❚❚❚
❚❚❚
❚❚❚
❚❚❚❚
❚❚❚
❚❚❚
❚❚❚
❚❚❚❚
❚❚
**❚❚
❚❚❚
❚❚❚
❚❚❚
❚❚❚
❚❚❚
❚❚❚
❚❚❚
❚❚❚
❚❚❚
❚❚❚
❚❚❚
❚❚❚
((((
**❚❚
❚❚❚
❚❚❚
❚❚❚
❚❚❚
❚❚❚
❚❚❚
❚❚❚
❚❚❚
❚❚❚
❚❚❚
❚❚❚
❚❚❚
**❚❚
❚❚❚
❚❚❚
❚❚❚
❚❚❚
❚❚❚
❚❚❚
❚❚❚
❚❚❚
❚❚❚
❚❚❚
❚❚❚
❚❚❚
**❚❚
❚❚❚
❚❚❚
❚❚❚
❚❚❚
❚❚❚
❚❚❚
❚❚❚
❚❚❚
❚❚❚
❚❚❚
❚❚❚
❚❚❚

**❚❚❚
❚❚❚❚
❚❚❚❚
❚❚❚❚

**❚❚
❚❚❚
❚❚❚
❚❚❚
❚❚❚
❚ OO
OO
OO
OO
OO
OO
OO
OO
OO
OO
OO
OO
OO
OO
//
//
//
//
//
//
//
//
//
//
//
//
//
??⑧⑧⑧⑧⑧
??
??⑧⑧⑧⑧⑧⑧
??⑧⑧⑧⑧⑧⑧
??⑧⑧⑧⑧⑧
??
with the following interpretation. Vertices labeled ab and ab~ω denote the positions of Eab :=
ρ(E~s+(a−1)~x3+(b−1)~x4) and Eab(~ω) respectively. A vertex labelled (~x) corresponds to the positions
of both R(~x) and R(~x+~t), where ~t = ~x1 − ~x2. In case ~x is not specified we write ◦ instead of (~x).
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With regards to arrows the following situations occur for E = Eab and ~x, ~y ∈ L:
R(~x)
R(~x+ ~t)
E E
R(~x)
R(~x+ ~t)
R(~x)
R(~x+ ~t)
R(~y)
R(~y + ~t)
R(~x)
R(~x+ ~t)
R(~y)
R(~y + ~t).
((◗◗
◗◗◗
◗◗◗
66♠♠♠♠♠♠
66♠♠♠♠♠♠♠♠
((◗◗
◗◗◗
◗
//
//
//
//
!!❈
❈❈
❈❈
❈❈
❈❈
❈ ==④④④④④④④④④④
We denote them simply by
(~x) ab ab (~x) (~x) (~y) (~x) (~y).// // // ////
and use similar notation for E = Eab(~ω).
In the rest of this subsection, we apply our results to non-commutative crepant resolutions
(NCCRs). Let A be a commutative Noetherian ring such that all maximal ideals m of A satisfies
dimAm = dimA. The depth of X ∈ modA (denoted by depthX) is the infimum of i ≥ 0 such that
there exists an A-module Y of finite length such that ExtiA(Y,X) 6= 0. The objects in the category
CMA = {X ∈ modA | depthX = dimA or X = 0}
is called (maximal) Cohen-Macaulay. When A is Gorenstein, CMA can be described as {X ∈
modA | ExtiA(X,A) = 0 for all i > 0}, as in the case of CM
LR.
Definition 4.4.15. [V] We say that M ∈ CMA gives a non-commutative crepant resolution
(=NCCR) of A if E = EndA(M) is a maximal Cohen-Macaulay A-module and gl.dim (Ap⊗AE) =
dimAp holds for any p ∈ SuppAE.
It is known in Cohen-Macaulay representation theory that d-cluster tilting modules coincide with
Cohen-Macaulay modules giving rise to NCCRs if the ring has isolated singularities [I1, Theorem
5.2.1][IW1, Theorems 4.3, 5.4]. In the rest, we assume that (R,L) is not Calabi-Yau. We will show
that d-CM finiteness of (R,L) implies the existence of NCCRs for the Veronese subring of R:
R(~ω) =
⊕
ℓ∈Z
Rℓ~ω.
This is an idempotent subalgebra of R[Z~ω] which is Noetherian by Proposition 3.2.12. Thus R(~ω) is
also Noetherian and R is finitely generated as an R(~ω)-module, and hence dimR(~ω) = dimR = d+1
holds. We consider the functor
(−)(~ω) : modLR→ modZR(~ω) given by X 7→ X(~ω) =
⊕
ℓ∈Z
Xℓ~ω.
It restricts to the functor (−)(~ω) : CMLR→ CMZR(~ω) (since the depth of modules is independent
of an integral extension of base local rings). In particular, R(~ω) is a Cohen-Macaulay ring, and in
fact, it is a Gorenstein ring (cf. [BrH, I.3.6.21]).
Our result is the following.
Theorem 4.4.16. Let (R,L) be a GL complete intersection. For V ∈ CMLR, assume that U :=
add{V (ℓ~ω) | ℓ ∈ Z} contains projLR. Then the following conditions are equivalent.
(a) U is a d-cluster tilting subcategory of CMLR.
(b) V (~ω) gives an NCCR of R(~ω).
Therefore if (R,L) is d-CM finite, then R(~ω) has an NCCR.
For simplicity, we write G = L/Z~ω. By abuse of notations, we consider the functor
(−)(~ω) : modGR→ modR(~ω) given by X =
⊕
g∈G
Xg 7→ X0,
which induces a functor (−)(~ω) : CMGR→ CMR(~ω). Notice that, forX,Y ∈ modGR, HomGR(X,Y ) =
HomR(X,Y )
(~ω) is a direct summand of HomR(X,Y ) as an R
(~ω)-module.
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For ~x ∈ L, we define an ideal of R(~ω) by
I~x := R(~x)(~ω) · R(−~x)(~ω) ⊂ R(~ω).
Then I~x depends only on the class of ~x in G.
We start with the following observation (cf. [IW2, Theorem 4.3]).
Lemma 4.4.17. The following assertions hold.
(a) For all ~x ∈ L, we have dim(R(~ω)/I~x) ≤ d− 1.
(b) We have a functorial isomorphism HomGR(X,Y ) ≃ HomR(~ω)(X
(~ω), Y (~ω)) for all X ∈
modGR and Y ∈ CMGR.
Proof. (a) For any ~x, ~y ∈ L, we have I~xI~y ⊂ I~x+~y and hence
dim(R(~ω)/I~x+~y) ≤ max{dim(R(~ω)/I~x), dim(R(~ω)/I~y)}.
Therefore it suffices to show that dim(R(~ω)/I~xi) ≤ d− 1 holds for any i.
By the argument in the proof of [IW2, Theorem 4.7(4)⇒(3)], I~xi contains a power f1 of Xi,
and also a monomial f2 in the Xj with j 6= i. Since (f1, f2) is an R(~ω)-regular sequence, we have
dim(R(~ω)/I~xi) ≤ d− 1 as desired.
(b) We regard R as a G-graded ring, and consider the ring A = R[0] associated to the subgroup
0 of G given in Definition 3.2.11. We denote by e ∈ A the idempotent of A whose (0, 0)-entry is 1
and all other entries are 0. We identify the subring eAe of A with R(~ω). Since the diagonal subring
of A/(e) is
∏
~x∈GR
(~ω)/I~x, we have
dimR(~ω)(A/(e)) ≤ d− 1. (4.6)
Recall that we have an equivalence F : modGR ≃ modA in (3.5). For the functor E : modA→
mod eAe multiplying e to the left, we have the following commutative diagram of functors.
modGR
F // modA
E // mod eAe
modGR
(−)(~ω)
// modR(~ω)
Since we have functorial isomorphisms HomGR(X,Y ) ≃ HomA(FX,FY ) and HomR(~ω)(X
(~ω), Y (~ω)) ≃
HomeAe(EFX,EFY ), it suffices to show that EFX,FY : HomA(FX,FY ) ≃ HomeAe(EFX,EFY )
is an isomorphism.
Consider the canonical morphism ǫ : Ae ⊗eAe E(−) → id of functors modA → modA. For
X ∈ modGR, consider an exact sequence
0→ C1 → Ae ⊗eAe EFX
ǫFX−−−→ FX → C0 → 0. (4.7)
Since E(ǫFX) is an isomorphism, we have E(Ci) = 0 for i = 0, 1. Thus Ci with i = 0, 1 is a finitely
generated A/(e)-module, and hence dimR(F
−1Ci) = dimR(~ω) Ci ≤ d−1 by (a). Since Y ∈ CM
GR,
we have ExtjA(Ci, FY ) = Ext
j
R(F
−1Ci, Y ) = 0 for i, j = 0, 1. Applying HomA(−, FY ) to the exact
sequence (4.7), we have a functorial isomorphsim
HomA(FX,FY ) ≃ HomA(Ae⊗eAe EFX,FY ).
Since there are functorial isomorphisms
HomA(Ae ⊗eAe EFX,FY ) ≃ HomeAe(EFX,HomA(Ae, FY )) ≃ HomeAe(EFX,EFY ),
we obtain the desired isomorphism HomA(FX,FY ) ≃ HomeAe(EFX,EFY ). 
Next we prepare the following graded analog of [I1, Proposition 2.5.1].
Lemma 4.4.18. For X,Y ∈ CMGR, the following conditions are equivalent.
(a) ExtimodGR(X,Y ) = 0 for all 1 ≤ i ≤ d− 1.
(b) HomGR(X,Y ) ∈ CMR
(~ω).
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Proof. We take a projective resolution Pd → · · · → P0 → X → 0 of X in mod
GR. Applying
HomGR(−, Y ), we have a complex
0→ HomGR(X,Y )→ Hom
G
R(P0, Y )→ · · · → Hom
G
R(Pd, Y ) (4.8)
of R(~ω)-modules whose cohomologies are ExtimodG R(X,Y ). Since HomR(Pi, Y ) ∈ CM
LR, we have
HomGR(Pi, Y ) ∈ CMR
(~ω).
(a)⇒(b) By our assumption, the sequence (4.8) is exact. Since HomGR(Pi, Y ) ∈ CMR
(~ω), we
have HomGR(X,Y ) ∈ CMR
(~ω) by counting depth.
(b)⇒(a) Assume that the sequence (4.8) is not exact, and take the minimal i with 1 ≤ i ≤ d− 1
such that ExtimodG R(X,Y ) 6= 0. By Proposition 4.1.8, Ext
i
modG R(X,Y ) is a finite dimensional
k-vector space, and has depth zero. Now we consider an exact sequence
0→ HomGR(X,Y )→ Hom
G
R(P0, Y )→ · · · → Hom
G
R(Pi−1, Y ) → Hom
G
R(Ω
iX,Y )
→ ExtimodG R(X,Y )→ 0,
where HomGR(X,Y ) and Hom
G
R(Pi, Y ) have depth d+1 and Hom
G
R(Ω
iX,Y ) has depth at least two.
By counting depth, ExtimodGR(X,Y ) has depth at least one, a contradiction. 
Finally we show the following.
Lemma 4.4.19. For V ∈ CMLR, let U = add{V (ℓ~ω) | ℓ ∈ Z} ⊂ CMLR. If ExtimodGR(V, V ) = 0
for all 1 ≤ i ≤ d− 1, then the following conditions are equivalent.
(a) If X ∈ CMLR satisfies ExtimodG R(V,X) = 0 for all 1 ≤ i ≤ d− 1, then X ∈ U .
(b) gl.dim EndGR(V ) = d+ 1.
Proof. Let E = EndGR(V ). This is a Z-graded ring.
(a)⇒(b) By [NV1, Corollary 7.8], we have the equality gl.dim E = gl.dim (modZE). It suffices to
show that any Z-graded simple E-module S has projective dimension d+ 1 (e.g. [IR, Proposition
2.2]). For each simple E-module S, there exists an indecomposable object X ∈ U such that
S is the top of HomGR(V,X). By Proposition 4.4.9(c), there exists a d-almost split sequence
0→ X(~ω)→ Cd−1 → · · · → C0 → X → 0 in U . Applying Hom
G
R(V,−), we have an exact sequence
0→ HomGR(V,X(~ω))→ Hom
G
R(V,Cd−1)→ · · · → Hom
G
R(V,C0)→ Hom
G
R(V,X)→ S → 0.
This gives a projective resolution of the E-module S by Lemma 4.4.17, and hence S has projective
dimension d+ 1.
(b)⇒(a) Assume that X ∈ CMLR satisfies ExtimodL R(U , X) = 0 for all 1 ≤ i ≤ d − 1. Let
0 → X → I0 → · · · → Id be an injective resolution of X in CMLR. Applying HomGR(V,−), we
have an exact sequence
0→ HomGR(V,X)→ Hom
G
R(V, I
0)→ · · · → HomGR(V, I
d).
Since Ii belongs to projLR ⊂ U , the E-module HomGR(V, I
0) is projective. Since gl.dim E = d+1,
the E-module HomGR(V,X) is projective. Thus X ∈ U . 
Now we are ready to prove Theorem 4.4.16.
Proof of Theorem 4.4.16. The condition gl.dim (R
(~ω)
p ⊗R(~ω) E) = dimR
(~ω)
p in Definition 4.4.15 can
be replaced by gl.dim E = d + 1 in our setting. In fact, we only have to consider the case p is a
maximal ideal by [IW1, Proposition 2.17(2)⇒(1)], and dimR
(~ω)
p = d+ 1 holds for all such p.
Since EndR(~ω)(V
(~ω)) ≃ EndGR(V ) holds by Lemma 4.4.17, the assertion follows from Lem-
mas 4.4.18 and 4.4.19. 
We end this subsection by posing the following problem.
Problem 4.4.20. How are the following conditions related to each other?
(a) (R,L) is Fano.
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(b) (R,L) is d-CM finite.
(c) R(~ω) has an NCCR.
(d) CMLR has a d-tilting object (or equivalently, ACM is derived equivalent to an algebra of
global dimension at most d).
The statements (d)⇒(a) and (d)⇒(b)⇒(c) were shown in Theorems 4.3.13, 4.4.12 and 4.4.16.
On the other hand, (a)⇒(d) does not hold by Example 4.3.19.
We give the following partial answer to the statement (a)⇒(d).
Theorem 4.4.21. If one of the following conditions are satisfied, then CMLR has a d-tilting object,
(R,L) is d-CM finite and R(~ω) has an NCCR.
• n ≤ d+ 1.
• n = d+ 2 ≥ 3 and (p1, p2, p3) = (2, 2, p3), (2, 3, 3), (2, 3, 4) or (2, 3, 5).
• n = d+ 2 ≥ 4 and (p1, p2, p3, p4) = (3, 3, p3, p4) with p3, p4 ∈ {3, 4, 5}.
• #{i | pi = 2} ≥ 3(n− d)− 4.
Proof. The first three cases are immediate from Proposition 4.3.17. The last case follows from
Proposition 4.3.14. 
4.5. Matrix factorizations and their tensor products. It is well-known that for the hy-
persuface case, Cohen-Macaulay representations are described in terms of matrix factorizations.
Throughout this subsection, let (R,L) be a Geigle-Lenzing complete intersection with n = d + 2.
By Observation 3.1.3 it is given by
R = S/(f) for S := k[X1, . . . , Xd+2] and f :=
∑d+2
i=1 λiX
pi
i .
The aim of this subsection is to prepare results on tensor products of matrix factorizations, which
will be used in the following sections and are interesting by themselves.
Matrix factorization An L-graded matrix factorization of f is a pair
(φ, ψ) = (φ : Q→ P, ψ : P (−~c)→ Q)
of morphisms in projL S satisfying
φ(−~c)ψ = f : Q(−~c)→ Q and ψφ = f : P (−~c)→ P.
For example, any P ∈ projLR gives L-graded matrix factorizations
(1, f)P := (id : P → P, f : P (−~c)→ P ) and (f, 1)P := (f : P → P (~c), id : P → P ).
The category MFL(S, f) of matrix factorizations is defined as follows
• The objects are the L-graded matrix factorizations of f .
• For two L-graded matrix factorizations (φ, ψ) = (φ : Q → P, ψ : P (−~c) → Q) and
(φ′, ψ′) = (φ′ : Q′ → P ′, ψ′ : P ′(−~c) → Q′) of f , a morphism from (φ, ψ) to (φ′, ψ′) is a
pair (α, β) ∈ HomLR(P, P
′)×HomLR(Q,Q
′) making the following diagram commutative.
P (−~c)
ψ
//
α(−~c)

Q
φ
//
β

P
α

P ′(−~c)
ψ′
// Q′
φ′
// P ′
The composition of morphisms is defined in an obvious way.
It is elementary [Ei1] that there exists a full dense functor
Cok: MFL(S, f)→ CMLR given by (φ, ψ) 7→ Cokφ. (4.9)
More precisely, we consider full subcategories
P := add{(1, f)P , (f, 1)P | P ∈ proj
LR} ⊃ P+ := add{(1, f)P | P ∈ proj
LR}
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of MFL(S, f). Let [P ] (respectively, [P+]) be the ideal of the category MF
L(S, f) consisting
of all morphisms which factor through objects in P (respectively, P+), and by MF
L(S, f) :=
MFL(S, f)/[P ] (respectively, MFL(S, f)/[P+]) the corresponding factor category. Then the follow-
ing result is well-known [Y].
Proposition 4.5.1. The functor (4.9) gives equivalences
MFL(S, f)/[P+] ≃ CM
LR and MFL(S, f) ≃ CMLR ≃ DLsg(R),
where the last equivalence is Theorem 4.1.3(c).
In particular, for any (φ : Q → P, ψ : P (−~c) → Q) ∈ MFL(S, f) and the corresponding object
X = Cokφ, we have a projective resolution
· · ·
ψ
−→ R ⊗S Q(−c)
φ
−→ R⊗S P (−~c)
ψ
−→ R⊗S Q
φ
−→ R ⊗S P → X → 0 (4.10)
which is 2-periodic up to degree shift by ~c. Therefore one can calculate objects and morphisms in
CMLR and CMLR in terms of L-graded matrix factorizations.
Tensor products. In the rest of this subsection, we fix two GL hypersurfaces (Rj ,Lj) with
weights pj,1, . . . , pj,nj for j = 1, 2. Thus
Rj = Sj/(fj) with S
j = k[Xj,1, . . . , Xj,nj ] and fj =
∑nj
i=1 λj,iX
pj,i
j,i ,
Lj = 〈~cj , ~xj,1, . . . , ~xj,nj 〉/〈pj,i~xj,i − ~cj | 1 ≤ i ≤ nj〉.
We define a new GL hypersurface (R,L) with weights p1,1, . . . , p1,n1 , p2,1, . . . , p2,n2 given by
R = S/(f) with S = S1 ⊗k S2 = k[X1,1, . . . , X1,n1 , X2,1, . . . , X2,n2 ] and f = f1 + f2,
L = 〈~c, ~x1,1, . . . , ~x1,n1~x2,1, . . . , ~x2,n2〉/〈pj,i~xj,i − ~c | j = 1, 2, 1 ≤ i ≤ nj〉.
The following observation is immediate.
Observation 4.5.2. (a) We have L = (L1 × L2)/〈~c1 − ~c2〉.
(b) We have R1 ⊗k R2 = R/(f1) = R/(f2).
By Observation 4.5.2(a), there is a functor modL1×L2(R1 ⊗k R2) → mod
L(R1 ⊗k R2) making
the grading more coarse. By Observation 4.5.2(b), there is a functor modL(R1 ⊗k R2) → mod
LR
given by restriction along the natural surjective morphism R → R1 ⊗k R
2. Composing them, we
have an exact functor
modL1×L2(R1 ⊗k R
2)→ modLR,
which induces a triangle functor Db(modL1×L2(R1 ⊗k R2)) → Db(mod
LR). Composing with the
tensor functor − ⊗k − : Db(mod
L1 R1) × Db(modL2 R2) → Db(modL1×L2(R1 ⊗k R2)), we have a
bifunctor
−⊗k − : D
b(modL1 R1)× Db(modL2 R2)→ Db(modLR).
The following observation tells us that this bifunctor descends to singularity categories.
Lemma 4.5.3. (a) Let X i ∈ modLi Ri. If X i has finite projective dimension in modLi Ri for at
least one of i = 1, 2, then X1 ⊗k X2 has finite projective dimension in mod
LR.
(b) There exists a bifunctor −⊗k − : DL1sg (R
1)×DL2sg (R
2)→ DLsg(R) making the following diagram
commutative.
Db(modL1 R1)× Db(modL2 R2) //
−⊗k−
DL1sg (R
1)× DL2sg (R
2)
−⊗k−
Db(modLR) // DLsg(R).
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Proof. (a) Without loss of generality, we can assume X1 = R1.
We claim that f is (S1 ⊗k X2)-regular. To see this, regard S1 ⊗k X2 as an (L1 ⊕ L2)-graded
S-module. Let m = (m~a,~b)(~a,~b)∈L1⊕L2 ∈ S
1⊗kX2 be non-zero. Choose ~a0 ∈ L1 maximal such that
there is ~b0 ∈ L2 such that m~a0,~b0 6= 0. Then the degree (~a0 + ~c1,
~b0)-part of fm is f1m~a0,~b0 , which
is non-zero since f1 acts regularly on S
1. Thus fm 6= 0, as desired.
Since S is regular, S1 ⊗k X2 has finite projective dimension in mod
L S. Applying R ⊗S −,
R⊗S (S1 ⊗k X2) has finite projective dimension in mod
LR. Since f2X
2 = 0, we have
R⊗S (S
1 ⊗k X
2) = (S1 ⊗k X
2)/f(S1 ⊗k X
2) = (S1 ⊗k X
2)/f1(S
1 ⊗k X
2) = R1 ⊗k X
2.
Thus the assertion follows.
(b) It suffices to show that, for X i ∈ Db(modLi Ri) for i = 1, 2, X1⊗kX2 belongs to Kb(proj
LR)
if X i belongs to Kb(projLi Ri) for at least one of i = 1, 2. Without loss of generality, assume that
X1 ∈ Kb(projL1 R1). Since Kb(projL1 R1) = thick(projL1 R1) and Db(modL2 R2) = thick(modL2 R2),
it suffices to consider the case X1 = R1(~x) for some ~x ∈ L1 and X2 ∈ mod
L2 R2. Then X1 ⊗k X2
has finite projective dimension in modLR by (a), and hence belongs to Kb(projLR). 
Now we recall tensor products of matrix factorizations introduced by Yoshino [Y] (see also
[BFK, D]).
Tensor product of matrix factorizations. For i = 1, 2, let (φi : Qi → P i, ψi : P i(−~ci)→ Qi)
be a matrix factorization of fi. Define a matrix factorization (φ, ψ) := (φ
1, ψ1) ⊗MF (φ2, ψ2) of
f = f1 + f2 by
φ :=
(
ψ1⊗1 −1⊗φ2
1⊗ψ2 φ1⊗1
)
: (P 1 ⊗k Q2)⊕ (Q1 ⊗k P 2)→ (Q1 ⊗k Q2)(~c)⊕ (P 1 ⊗k P 2),
ψ :=
(
φ1⊗1 1⊗φ2
−1⊗ψ2 ψ1⊗1
)
: (Q1 ⊗k Q2)⊕ (P 1 ⊗k P 2)(−~c)→ (P 1 ⊗k Q2)⊕ (Q1 ⊗k P 2).
This gives a bifunctor
−⊗MF − : MF
L1(S1, f1)×MFL2(S2, f2)→ MFL(S, f),
that is defined on morphisms as follows. For i = 1, 2, let (ηi : Gi → F i, θi : F i(−~ci) → Gi) be
another matrix factorization of fi, Y
i := Cokφi ∈ CMLi Ri, and (αi, βi) : (φi, ψi) → (ηi, θi) a
morphism of matrix factorizations. Then we have a morphism (α1, β1)⊗MF (α2, β2) : (φ1, ψ1)⊗MF
(φ2, ψ2)→ (η1, θ1)⊗MF (η2, θ2) of matrix factorizations given by
(Q1 ⊗k Q
2)
⊕(P 1 ⊗k P
2)(−~c)
(
φ1⊗1 1⊗φ2
−1⊗ψ2 ψ1⊗1
)
//
(β1⊗β2)
⊕(α1⊗α2)(−~c)

(P 1 ⊗k Q
2)
⊕(Q1 ⊗k P
2)
(
ψ1⊗1 −1⊗φ2
1⊗ψ2 φ1⊗1
)
//
(α1⊗β2)
⊕(β1⊗α2)

(Q1 ⊗k Q
2)(~c)
⊕(P 1 ⊗k P
2)
(β1⊗β2)(~c)
⊕(α1⊗α2)

(G1 ⊗k G
2)
⊕(F 1 ⊗k F
2)(−~c)
(
η1⊗1 1⊗η2
−1⊗θ2 θ1⊗1
) // (F
1
⊗k G
2)
⊕(G1 ⊗k F
2) ( θ1⊗1 −1⊗η2
1⊗θ2 η1⊗1
)// (G
1
⊗k G
2)(~c)
⊕(F 1 ⊗k F
2).
This gives a morphism (α1, β1)⊗MF (α2, β2) : X1 ⊗MF X2 → Y 1 ⊗MF Y 2 in CM
LR.
We give the following basic property of tensor products ⊗MF.
Proposition 4.5.4. The bifunctor −⊗MF − : MF
L1(S1, f1)×MFL2(S2, f2)→ MFL(S, f) induces
a bifunctor
−⊗MF − : MF
L1(S1, f1)×MFL2(S2, f2)→ MFL(S, f).
Proof. We have
(f1, 1)⊗MF (φ
2, ψ2) =
((
1⊗1 −1⊗φ2
1⊗ψ2 f1⊗1
)
,
(
f1⊗1 1⊗φ2
−1⊗ψ2 1⊗1
))
≃
((
1 0
0 f
)
,
(
f 0
0 1
))
and (1, f1) ⊗MF (φ2, ψ2) ≃
((
f 0
0 1
)
,
(
1 0
0 f
))
similarly. Thus − ⊗MF − gives the first bifunctor. We
have the second bifunctor by the equivalence MFL(S, f) ≃ CMLR in Proposition 4.5.1. 
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Definition 4.5.5. Using equivalences given in Propositions 4.5.1 and 4.5.4, we define the bifunctor
− ⊗MF − : CM
L1R1 × CML2R2 → CMLR.
It is immediate from the definition that, for ~x ∈ L1 and ~y ∈ L2, we have isomorphisms
(−⊗MF (−[1])) ≃ (−⊗MF −)[1] ≃ ((−[1])⊗MF −)
((−(~x))⊗MF (−(~y)) ≃ (−⊗MF −)(~x+ ~y) (4.11)
of bifunctors MFL1(S1, f1)×MFL2(S2, f2)→ MFL(S, f) and CML1R1 × CML2R2 → CMLR.
The following result shows that the tensor product ⊗MF of matrix factorizations is a shadow of
the ordinary tensor product ⊗k in the derived categories.
Theorem 4.5.6. We have the following commutative diagram.
Db(modL1 R1)× Db(modL2 R2) //
−⊗k−
DL1sg (R
1)× DL2sg (R
2)
∼
−⊗k−
CML1R1 × CML2R2
−⊗MF−
Db(modLR) // DLsg(R)
∼
CMLR
To prove this, we start with the following result, which shows that the tensor product ⊗MF is
nothing but the Cohen-Macaulay approximation of the ordinary tensor product ⊗k.
Proposition 4.5.7. (a) For i = 1, 2, let (φi : Qi → P i, ψi : P i(−~ci) → Qi) be a matrix factor-
ization of fi, and X
i := Cokφi ∈ CMLi Ri. Let (φ, ψ) = (φ1, ψ1)⊗MF (φ
2, ψ2) and X = Cokφ.
Then there exists an exact sequence
0→ Q→ X
γ(φ1,ψ1),(φ2,ψ2)
−−−−−−−−−−→ X1 ⊗k X
2 → 0
in modLR with Q := R ⊗S (Q1 ⊗k Q2)(~c) ∈ proj
LR. In particular, X ∈ CMLR is a Cohen-
Macaulay approximation of X1 ⊗k X2 ∈ mod
LR.
(b) We have an isomorphism γ : (−⊗MF−)→ (−⊗k−) of functors CM
L1R1×CML2R2 → DLsg(R).
Proof. (a) Using the exact sequences 0→ Qi
φi
−→ P i → X i → 0 in modLi Si, we can construct the
following commutative diagram of exact sequences in modLR.
0

0

0 //

(Q1 ⊗k Q
2)(~c)
( 1 0 )
(Q1 ⊗k Q
2)(~c) // 0
0 //
(P 1 ⊗k Q
2)
⊕(Q1 ⊗k P
2)
(
ψ1⊗1 −1⊗φ2
1⊗ψ2 φ1⊗1
)
// (Q
1
⊗k Q
2)(~c)
⊕(P 1 ⊗k P
2)
( 01 )

// X // 0
0 // Q1 ⊗k Q
2
( φ1⊗1 1⊗φ2 )
// (P
1
⊗k Q
2)
⊕(Q1 ⊗k P
2)
(
−1⊗φ2
φ1⊗1
)
//

P 1 ⊗k P
2 //

X1 ⊗k X
2 // 0
0 0
Using the Snake Lemma, we have an exact sequence
0→ Q1 ⊗k Q
2 a−→ (Q1 ⊗k Q
2)(~c)→ X
γX1,X2
−−−−−→ X1 ⊗k X
2 → 0.
Chasing the diagram, it is easy to check that the morphism a is given by the multiplication by
f = f1+f2. Thus we have the desired exact sequence, and hence X ∈ CM
LR is a Cohen-Macaulay
approximation of X1 ⊗k X
2 ∈ modLR.
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(b) For i = 1, 2, let (αi, βi) : (φi, ψi) → (ηi, θi) be a morphism of matrix factorizations. Then
the following diagram is commutaive.
(P 1 ⊗k Q
2)
⊕(Q1 ⊗k P
2)
(
ψ1⊗1 −1⊗φ2
1⊗ψ2 φ⊗1
)
//
(α1⊗β2)⊕(β1⊗α2)
❄❄
❄❄
❄❄
❄❄
❄❄
❄

❄❄
❄
(Q1 ⊗k Q
2)(~c)
⊕(P 1 ⊗k P
2)
//
( 01 )

(β1⊗β2)⊕(α1⊗α2)
❅❅
❅❅
❅❅
❅❅
❅❅
❅
  
❅❅
❅❅
X1 ⊗MF X
2 //
γ
(φ1,ψ1),(φ2,ψ2)

(α1,β1)⊗MF(α
2,β2)
❁❁
❁❁
❁❁
❁❁
❁❁
❁❁

❁❁
❁❁
❁❁
0
(P 1 ⊗k Q
2)
⊕(Q1 ⊗k P
2)
(
−1⊗φ2
φ1⊗1
)
//
(α1⊗β2)⊕(β1⊗α2)
❄❄❄

❄❄
❄❄
❄❄
❄❄
❄❄
❄❄
P 1 ⊗k P
2 //
α1⊗α2
❅❅
❅❅
  
❅❅
❅❅
❅❅
❅❅
❅❅
❅❅
❅❅
❅
X1 ⊗k X
2 //
(α1,β1)⊗k(α
2,β2)
❁❁
❁

❁❁
❁❁
❁❁
❁❁
❁❁
❁❁
❁❁
0
(F 1 ⊗k G
2)
⊕(G1 ⊗k F
2)
(
ψ1⊗1 −1⊗φ2
1⊗ψ2 φ1⊗1
)
// (G
1
⊗k G
2)(~c)
⊕(F 1 ⊗k F
2)
//
( 01 )

Y 1 ⊗MF Y
2 //
γ
(η1 ,θ1),(η2 ,θ2)

0
(F 1 ⊗k G
2)
⊕(G1 ⊗k F
2)
(
−1⊗φ2
φ1⊗1
)
// F 1 ⊗k F
2 // Y 1 ⊗k Y
2 // 0
Thus we have a natural transformation γ : Cok(− ⊗MF −) → (Cok− ⊗k Cok−) of functors
MFL1(S1, f1) × MFL2(S2, f2) → modLR. After composing with the natural functor modLR →
Db(modLR)→ DLsg(R), the natural transformation γ gives the desired isomorphism since Q in the
exact sequence in (a) belongs to projLR. Thus the assertion follows. 
Now we are ready to prove Theorem 4.5.6.
Proof of Theorem 4.5.6. The left diagram is commutative by Lemma 4.5.3(b). By Proposition 4.5.7(b),
the following diagram is commutative.
MFL1(S1, f1)×MFL2(S2, f2)
−⊗MF−
// DL1sg (R
1)× DL2sg (R
2)
−⊗k−
MFL(S, f) // DLsg(R)
By Proposition 4.5.1, the right diagram is commutative. 
Now we denote by ACM,i the CM-canonical algebra of (Ri,Li). By Corollary 4.3.2(b), we have
ACM = ACM,1 ⊗k ACM,2. Thus we have a bifunctor −⊗k − : Db(modACM,1)×Db(modACM,2)→
Db(modACM).
Corollary 4.5.8. We have the following commutative diagram.
Db(modACM,1)× Db(modACM,2)
∼ //
−⊗k−
CML1R1 × CML2R2
−⊗MF−
Db(modACM)
∼ // CMLR
Proof. Let ~δi be the dominant element of Li for i = 1, 2. Then the natural map L1 × L2 → L
induces a bijection [0, ~δ1]× [0, ~δ2] ≃ [0, ~δ]. Thus we have the following commutative diagram.
Db(modACM,1)× Db(modACM,2) //
−⊗k−
Db(modL1 R1)× Db(modL2 R2)
−⊗k−
Db(modACM) // Db(modLR)
Combining this with the diagram in Theorem 4.5.6, the assertion follows. 
Proposition 4.5.9. Let V i ∈ CMLi Ri for i = 1, 2 and V := V 1 ⊗MF V 2 ∈ CM
LR.
(a) We have EndLR(V ) ≃ End
L1
R1(V
1)⊗k End
L2
R2(V
2).
(b) If V i gives a tilting object in CMLiRi for i = 1, 2, then V gives a tilting object in CMLR.
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Proof. By Corollary 4.5.8, we have
EndLR(V ) ≃ EndDb(modACM)(V
1 ⊗k V
2) = EndDb(modACM,1)(V
1)⊗k EndDb(modACM,2)(V
2)
≃ EndL1R1(V
1)⊗k End
L2
R2(V
2).
To prove (b), we regard V i as a tilting object in Db(modACM,i). Then V 1⊗k V 2 is a tilting object
in Db(modACM), and the assertion follows. 
Now we give an explicit description of Kno¨rrer periodicity (Corollary 4.3.2(d)) in terms of tensor
products of matrix factorizations.
Proposition 4.5.10. Let (R1,L1) and (R
2 = k[Xn+1]/(X
2
n+1),L2 = 〈~xn+1〉) be GL hypersurfaces
with weights p1, . . . , pn and 2 respectively. Let (R,L) be the corresponding GL hypersurface with
weights p1, . . . , pn, 2.
(a) The functor −⊗MF k : CM
L1R1 → CMLR is a triangle equivalence.
(b) There exists an isomorphism (~xn+1) ≃ [1] of functors on CM
LR→ CMLR.
Proof. (a) By Corollary 4.5.8, we have a commutative diagram
Db(modACM,1)
∼ //
−⊗kk
CML1R1
−⊗MFk
Db(modACM)
∼ // CMLR,
where the left functors is a triangle equivalence by ACM,1 = ACM. Thus the right functor is also a
triangle equivalence.
(b) Since R2 = k[X ]/(X2), we have k[1] = k(~xn+1) in CM
L2R2. By (4.11), we have isomorphisms
(−⊗MF k)[1] ≃ (− ⊗MF (k[1])) ≃ (− ⊗MF (k(~xn+1)) ≃ (−⊗MF k)(~xn+1)
of functors CML1R1 → CMLR. Since −⊗MF k : CM
L1R1 → CMLR is an equivalence, we have the
desired isomorphism. 
4.6. The tilting object via tensor products. In the rest of this subsection, for an arbitrary
Geigle-Lenzing complete intersection (R,L) with n = d+2, we give L-graded matrix factorizations
of the indecomposable direct summands of the tilting object TCM in CMLR. We also give another
tilting object UCM in CMLR, which has a much simpler matrix factorization than TCM. These
observations give another proof of our result that TCM (and also UCM) is a tilting object in CMLR,
which was shown in Theorem 4.2.6(b).
Let us start with considering iterated tensor products. It is easy to check that the tensor product
of matrix factorizations is associative, that is, there is a functorial isomorphism
((φ1, ψ1)⊗MF (φ
2, ψ2)) ⊗MF (φ
3, ψ3) ≃ (φ1, ψ1)⊗MF ((φ
2, ψ2)⊗MF (φ
3, ψ3)).
We give the following explicit description of the iterated tensor product of matrix factorizations.
Proposition 4.6.1. For 1 ≤ i ≤ n, let (Ri = Si/(fi),Li) be a GL complete intersection and
(φi : Qi → P i, ψi : P i(−~ci)→ Qi) ∈ MF
Li(Si, fi). Then the tensor product
(φ : Q→ P, ψ : P (−~c)→ Q) := (φ1, ψ1)⊗MF · · · ⊗MF (φ
n, ψn)
is given by
Q =
⊕
I⊆{1,...,n}
|I| odd
(⊗
i∈I
Qi ⊗
⊗
i/∈I
P i
)(
|I| − 1
2
~c
)
︸ ︷︷ ︸
=:QI
, P =
⊕
I⊆{1,...,n}
|I| even
(⊗
i∈I
Qi ⊗
⊗
i/∈I
P i
)(
|I|
2
~c
)
︸ ︷︷ ︸
=:PI
φI,J : QI → PJ :

(−1)#{j /∈I|j<i}φi I = J ⊔ {i}
(−1)#{j /∈I|j<i}ψi J = I ⊔ {i}
0 otherwise
,
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and ψI,J : PI(−~c)→ QJ is defined by the identical formulas.
Proof. The assertion follows easily by indution on n: Assume that (φ′, ψ′) := (φ2, ψ2)⊗MF · · ·⊗MF
(φn, ψn) has the desired form. Then one can easily check that (φ, ψ) = (φ1, ψ1) ⊗MF (φ′, ψ′) also
has the desired form. 
Recall that the dominant element in the case n = d+2 is given by ~δ =
∑n
i=1(pi− 2)~xi by (4.4).
Let ~s :=
∑n
i=1 ~xi, and we consider the interval [~s, ~s+
~δ].
The following is the first main result in this subsection, where ρ denotes the natural functor
Db(modLR)→ DLsg(R) ≃ CM
LR.
Theorem 4.6.2. Let (R = S/(f),L) be a GL hypersurface in dimension d + 1 with n = d + 2
weights p1, . . . , pn. For each element ~ℓ =
∑n
i=1 ℓi~xi in the interval [~s, ~s+
~δ], let
E
~ℓ := R/(Xℓii | 1 ≤ i ≤ n) ∈ mod
LR and E :=
⊕
~ℓ∈[~s,~s+~δ]
E
~ℓ.
Then the following assertions hold.
(a) UCM := ρ(E) is a tilting object in CMLR.
(b) An L-graded matrix factorization corresponding to ρ(E
~ℓ) is given by (φ = (φI,J)I,J : Q→
P, ψ = (ψI,J)I,J : P (−~c)→ Q), where
Q =
⊕
I⊆{1,...,n}
|I| odd
R
(
|I| − 1
2
~c−
∑
i∈I
ℓi~xi
)
︸ ︷︷ ︸
=:QI
, P =
⊕
I⊆{1,...,n}
|I| even
R
(
|I|
2
~c−
∑
i∈I
ℓi~xi
)
︸ ︷︷ ︸
=:PI
,
φI,J : QI → PJ :

(−1)#{j /∈I|j<i}Xℓii I = J ⊔ {i}
(−1)#{j /∈I|j<i}λiX
pi−ℓi
i J = I ⊔ {i}
0 otherwise
,
and ψI,J : PI(−~c)→ QJ is given by the identical formulas.
Proof. For 1 ≤ i ≤ n, let Si = k[Xi], (Ri,Li) = (Si/(λiX
pi
i ),Z~xi) and ~ci = pi~xi. (Note that the
value of λi does not matter for the ring R
i.) Let
(φi, ψi) :=
(
Xℓii : S
i(−ℓi~xi)→ S
i, λiX
pi−ℓi
i : S
i(−~ci)→ S
i(−ℓi~xi)
)
∈ MFLi(Si, λiX
pi
i ).
Since E
~ℓ = (S1/(λ1X
ℓ1
1 ))⊗k · · · ⊗k (S
n/(λnX
ℓn
n )) holds, Theorem 4.5.6 shows that
(φ1, ψ1)⊗MF · · · ⊗MF (φ
n, ψn) ∈ MFL(S, f)
gives an L-graded matrix factorization of ρ(E
~ℓ). Thus the assertion (b) follows from Proposi-
tion 4.6.1.
On the other hand, CMLiRi has a tilting object
⊕pi−1
ℓ=1 S
i/(Xℓi ) by Example 4.3.3(a). Thus the
assertion (a) follows from Proposition 4.5.9(b). 
We illustrate this explicit description of the matrices in two (relatively) small examples.
Example 4.6.3. (a) Let d = 1 and n = 3. Then the L-graded matrix factorization of ρ(E
~ℓ)
is given by
P = R︸︷︷︸
P∅
⊕R(~c− ℓ1~x1 − ℓ2~x2)︸ ︷︷ ︸
P{1,2}
⊕R(~c− ℓ1~x1 − ℓ3~x3)︸ ︷︷ ︸
P{1,3}
⊕R(~c− ℓ2~x2 − ℓ3~x3)︸ ︷︷ ︸
P{2,3}
,
Q = R(−ℓ1~x1)︸ ︷︷ ︸
Q{1}
⊕R(−ℓ2~x2)︸ ︷︷ ︸
Q{2}
⊕R(−ℓ3~x3)︸ ︷︷ ︸
Q{3}
⊕R(~c− ℓ1~x1 − ℓ2~x2 − ℓ3~x3)︸ ︷︷ ︸
Q{1,2,3}
,
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together with the matrices
φ =

Xℓ11 λ2X
p2−ℓ2
2 −λ3X
p3−ℓ3
3 0
−Xℓ22 λ1X
p1−ℓ1
1 0 −λ3X
p3−ℓ3
3
Xℓ33 0 λ1X
p1−ℓ1
1 −λ2X
p2−ℓ2
2
0 Xℓ33 X
ℓ2
2 X
ℓ1
1
 ,
ψ =

λ1X
p1−ℓ1
1 −λ2X
p2−ℓ2
2 λ3X
p3−ℓ3
3 0
Xℓ22 X
ℓ1
1 0 λ3X
p3−ℓ3
3
−Xℓ33 0 X
ℓ1
1 λ2X
p2−ℓ2
2
0 −Xℓ33 −X
ℓ2
2 λ1X
p1−ℓ1
1
 .
(b) Let d = 2 and n = 4. Then the L-graded matrix factorization of ρ(E
~ℓ) is given by
P = R︸︷︷︸
P∅
⊕R(~c− ℓ1~x1 − ℓ2~x2)︸ ︷︷ ︸
P{1,2}
⊕R(~c− ℓ1~x1 − ℓ3~x3)︸ ︷︷ ︸
P{1,3}
⊕R(~c− ℓ1~x1 − ℓ4~x4)︸ ︷︷ ︸
P{1,4}
⊕R(~c− ℓ2~x2 − ℓ3~x3)︸ ︷︷ ︸
P{2,3}
⊕R(~c− ℓ2~x2 − ℓ4~x4)︸ ︷︷ ︸
P{2,4}
⊕R(~c− ℓ3~x3 − ℓ4~x4)︸ ︷︷ ︸
P{3,4}
⊕R(2~c− ℓ1~x1 − ℓ2~x2 − ℓ3~x3 − ℓ4~x4)︸ ︷︷ ︸
P{1,2,3,4}
Q = R(−ℓ1~x1)︸ ︷︷ ︸
Q{1}
⊕R(−ℓ2~x2)︸ ︷︷ ︸
Q{2}
⊕R(−ℓ3~x3)︸ ︷︷ ︸
Q{3}
⊕R(−ℓ4~x4)︸ ︷︷ ︸
Q{4}
⊕R(~c− ℓ1~x1 − ℓ2~x2 − ℓ3~x3)︸ ︷︷ ︸
Q{1,2,3}
⊕R(~c− ℓ1~x1 − ℓ2~x2 − ℓ4~x4)︸ ︷︷ ︸
Q{1,2,4}
⊕R(~c− ℓ1~x1 − ℓ3~x3 − ℓ4~x4)︸ ︷︷ ︸
Q{1,3,4}
⊕R(~c− ℓ2~x2 − ℓ3~x3 − ℓ4~x4)︸ ︷︷ ︸
Q{2,3,4}
together with the matrices
φ =

Xℓ11 λ2X
p2−ℓ2
2 −λ3X
p3−ℓ3
3 λ4X
p4−ℓ4
4 0 0 0 0
−Xℓ22 λ1X
p1−ℓ1
1 0 0 −λ3X
p3−ℓ3
3 λ4X
p4−ℓ4
4 0 0
Xℓ33 0 λ1X
p1−ℓ1
1 0 −λ2X
p2−ℓ2
2 0 λ4X
p4−ℓ4
4 0
−Xℓ44 0 0 λ1X
p1−ℓ1
1 0 −λ2X
p2−ℓ2
2 λ3X
p3−ℓ3
3 0
0 Xℓ33 X
ℓ2
2 0 X
ℓ1
1 0 0 λ4X
p4−ℓ4
4
0 −Xℓ44 0 X
ℓ2
2 0 X
ℓ1
1 0 λ3X
p3−ℓ3
3
0 0 −λ4X
p4−ℓ4
4 −λ3X
p3−ℓ3
3 0 0 λ1X
p1−ℓ1
1 X
ℓ2
2
0 0 0 0 −λ4X
p4−ℓ4
4 −λ3X
p3−ℓ3
3 −λ2X
p2−ℓ2
2 X
ℓ1
1

,
ψ =

λ1X
p1−ℓ1
1 −λ2X
p2−ℓ2
2 λ3X
p3−ℓ3
3 −λ4X
p4−ℓ4
4 0 0 0 0
Xℓ22 X
ℓ1
1 0 0 λ3X
p3−ℓ3
3 −λ4X
p4−ℓ4
4 0 0
−Xℓ33 0 X
ℓ1
1 0 λ2X
p2−ℓ2
2 0 −λ4X
p4−ℓ4
4 0
Xℓ44 0 0 X
ℓ1
1 0 λ2X
p2−ℓ2
2 −λ3X
p3−ℓ3
3 0
0 −Xℓ33 −X
ℓ2
2 0 λ1X
p1−ℓ1
1 0 0 −λ4X
p4−ℓ4
4
0 Xℓ44 0 −X
ℓ2
2 0 λ1X
p1−ℓ1
1 0 −λ3X
p3−ℓ3
3
0 0 Xℓ44 X
ℓ3
3 0 0 λ1X
p1−ℓ1
1 −λ2X
p2−ℓ2
2
0 0 0 0 Xℓ44 X
ℓ3
3 X
ℓ2
2 X
ℓ1
1

.
Later we will need the information below on the Cohen-Macaulay module ρ(E
~ℓ), where we refer
to Section 3.2 for the definition of rank.
For any ~ℓ ∈ [~s, ~s + ~δ] and m with 1 ≤ m ≤ n, we define decompositions P = P∋m ⊕ P 6∋m and
Q = Q∋m ⊕Q 6∋m by
P∋m =
⊕
I⊆{1,...,n}
|I| even, m∈I
PI and P
6∋m =
⊕
I⊆{1,...,n}
|I| even, m/∈I
PI
and similar equalities for Q.
Proposition 4.6.4. For ~ℓ ∈ [~s, ~s+ ~δ], let U
~ℓ = ρ(E
~ℓ) ∈ CMLR. Let m ∈ {1, . . . , n}.
(a) rankU
~ℓ = 2d.
(b) The compositions P∋m → P → U
~ℓ and P 6∋m → P → U
~ℓ are injective and their cokernels
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(c) The compositions U
~ℓ → Q(~c)→ Q∋m(~c) and U
~ℓ → Q(~c)→ Q 6∋m(~c) are injective and their
cokernels have rank 0.
Proof. The component of ψ(~c) mapping P∋m to Q 6∋m(~c) (respectively, P 6∋m to Q∋m(~c)) is given
by multiplication by Xℓmm (respectively, λmX
pm−ℓm
m ), and hence injective.
(a) We have rankU
~ℓ = rankψ ≥ rankP∋m = 2d. The same type of argument shows that
rankφ ≥ 2d. Since rankφ + rankψ = rankP = rankQ = 2d+1, so both inequalities above are in
fact equalities.
(b)(c) By the above argument, the kernel and the cokernel of these morphisms have rank 0.
Then the kernel has to be 0 by Proposition 3.2.9(a). 
One point of giving explicit matrix factorizations for objects in CMLR is that such a factoriza-
tions tell us how the non-free Cohen-Macaulay modules are connected to the projective ones in the
category CMLR. We need the following preparation.
Observation 4.6.5. In Theorem 4.6.2, let ~ℓ =
∑n
i=1 ℓi~xi ∈ [~s, ~s +
~δ]. For j ∈ [1, n], let ~m =
~ℓ+ (pj − 2ℓj)~xj . Then
ρ(E
~ℓ)(ℓj~xj) = ρ(E
~m)[1].
In fact, adding ℓj~xj to the formulas for P and Q in Theorem 4.6.2 gives the corresponding formulas
for ~m, except that the roles of P and Q are interchanged. This interchange is the suspension [1]
on CMLR.
As a special case, we have ρ(E~xj )(~xj) = ρ(E
~xj )[1] if pj = 2. This also follows from Proposi-
tion 4.5.10(b).
As an application of Theorem 4.6.2, we prove Theorem 4.4.5.
Proof of Theorem 4.4.5. By Theorem 4.2.6 and Lemma 4.3.16, we have triangle equivalences
CMLR ≃ Db(modACM) ≃ Db(mod kQ)
for Q = Ap−1 if the weights are (2, . . . , 2, 2, p), Q = D4 if the weights are (2, . . . , 2, 3, 3), Q =
E6 if the weights are (2, . . . , 2, 3, 4), and Q = E8 if the weights are (2, . . . , 2, 3, 5). Thus the
stable Auslander-Reiten quiver of CMLR has the form ZQ. Moreover, the positions of the direct
summands ρ(E~s+(a−1)~xn−1+(b−1)~xn) of UCM are the positions of the indecomposable projective
ACM-modules. It is given as in Figure 4.4 by an explicit calculation of the triangle equivalence
Db(modACM) ≃ Db(mod kQ).
Thanks to Theorem 4.1.11, it suffices to know that how L acts on ZQ, or equivalently, how the
generators (~xi) acts on ZQ. Applying Observation 4.6.5 to ~ℓ = ~s, we know
ρ(k)(~xi)[−1] = ρ(E
~s)(~xi)[−1] = ρ(E
~s+(pi−2)~xi).
Thus the arrow ρ(k)[−1] → R in the Auslander-Reiten quiver is sent to ρ(E~s+(pi−2)~xi) → R(~xi)
by the degree shift (~xi). Therefore the action of (~xi) is as given in Figure 4.4. 
We end this subsection with giving an explicit description of L-graded matrix factorization of
TCM, which is very close to Theorem 4.6.2. Again let s =
∑n
i=1 ~xi.
Theorem 4.6.6. For ~ℓ =
∑n
i=1 ℓi~xi ∈ [~s, ~s+
~δ], let
F
~ℓ := (R/(Xℓii | 1 ≤ i ≤ n))(
~ℓ − ~s− ~δ) ∈ modLR and F =
⊕
~ℓ∈[~s,~s+~δ]
F
~ℓ.
(a) We have TCM = ρ(F ) and UCM = TCM(~ω)[d].
64 HERSCHEND, IYAMA, MINAMOTO, AND OPPERMANN
(b) An L-graded matrix factorization corresponding to ρ(F
~ℓ) is given by (φ = (φI,J )I,J : Q→
P, ψ = (ψI,J)I,J : P (−~c)→ Q), where
Q =
⊕
I⊆{1,...,n}
|I| odd
R
 |I| − 1
2
~c+
∑
i6∈I
ℓi~xi − ~s− ~δ

︸ ︷︷ ︸
=:QI
, P =
⊕
I⊆{1,...,n}
|I| even
R
 |I|
2
~c+
∑
i6∈I
ℓi~xi − ~s− ~δ

︸ ︷︷ ︸
=:PI
,
φI,J : QI → PJ :

(−1)#{j /∈I|j<i}Xℓi+1i I = J ⊔ {i}
(−1)#{j /∈I|j<i}λiX
pi−ℓi−1
i J = I ⊔ {i}
(0 otherwise
,
and ψI,J : PI(−~c)→ QJ is defined by the identical formulas.
Proof. (a) Notice that F
~ℓ = R(~ℓ − ~s − ~δ)[0,~δ] holds, where (−)[0,~δ] : mod
LR → mod[0,
~δ]R is the
restriction functor. Hence the two objects F and U [0,
~δ] =
⊕
~x∈[0,~δ]R(−~x)[0,~δ] in mod
[0,~δ]R coincide.
Since TCM = ρ(U [0,
~δ]) by definition, the first equality follows.
To show the second equality, notice that the equivalence modACM ≃ mod[0,
~δ]R sends ACM and
D(ACM) to F and E respectively. By the commutative diagram in Proposition 4.3.7, we have
ν(ACM) = D(ACM). Thus ρ(E) = ρ(F )(~ω)[d] holds, and hence UCM = ρ(E) = ρ(F )(~ω)[d] =
TCM(~ω)[d].
(b) The proof is parallel to Theorem 4.6.2. We only need to use the matrix factorization(
Xℓii : S
i((1− pi)~xi)→ S
i((ℓi + 1− pi)~xi), λiX
pi−ℓi
i : S
i((ℓi + 1− pi)~xi − ~ci)→ S
i((1 − pi)~xi)
)
in MFLi(Si, λiX
pi
i ) and the equality
F
~ℓ = (S1/(Xℓ11 ))((ℓ1 + 1− p1)~x1)⊗k · · · ⊗k (S
n/(Xℓnn ))((ℓn + 1− pn)~xn). 
5. Geigle-Lenzing projective spaces
Throughout this section, we assume d ≥ 1. Let R be a Geigle-Lenzing complete intersection
over a field k associated with linear forms ℓ1, . . . , ℓn and weights p1, . . . , pn. Let mod
LR be the
category of L-graded finitely generated R-modules, and let modL0 R be the full subcategory of
modLR consisting of finite dimensional modules.
Geigle-Lenzing projective space. In the setup above, the category of coherent sheaves on
Geigle-Lenzing (GL) projective space X is defined as the quotient category
cohX = qgrLR := modLR/modL0 R
of modLR by its Serre subcategory modL0 R.
We denote by π : modLR→ cohX the natural functor. The object
O := π(R)
is called the structure sheaf of X. We have a triangle equivalence (e.g. [Miy, 3.2])
Db(modLR)/Db
modL0 R
(modLR) ≃ Db(cohX),
and we denote by π : Db(modLR)→ Db(cohX) the natural functor.
Our category cohX has a geometric interpretation as the the category of coherent sheaves cohX
on the quotient stack X = [X/G], where X is the punctured spectrum X = SpecR \ {R+} and
G is the group scheme G = Spec k[L] acting on X (cf. [O1, Proposition 2.17]). In fact, the
category cohG(SpecR) of G-equivalent coherent sheaves on X is equivalent to modLR, and the full
subcategory consisting of sheaves supported at {R+} is mod
L
0 R. Therefore the category coh
GX
of G-equivariant coherent sheaves on X is given by modLR/modL0 R, and this is nothing but the
category of coherent sheaves on the stack X.
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Remark 5.0.1. In [IL, LO], Lerner and the second and the fourth authors introduce an order
A on the projective space Pd called a Geigle-Lenzing order associated with linear forms ℓ1, . . . , ℓn
and weights p1, . . . , pn. They prove that there exists an equivalence
cohX ≃ modA.
This gives another approach to GL projective spaces, which will not be used in this paper.
5.1. Basic properties. In this subsection, we give some basic properties of the categories cohX
and Db(cohX). Let us start with recalling the notion of local cohomology [BrH] which relates the
categories modLR and cohX.
Definition 5.1.1 (Local cohomology). For all X ∈ modLR, i ≥ 0 and ~x ∈ L, let
Him(X)~x := lim−→
j
ExtimodL R(R<j~c, X(~x)),
where R<j~c = R/R≥j~c is the quotient of R by its subobject R≥j~c =
⊕
~x≥j~c R~x in mod
LR. Let
Hm(X) :=
⊕
~x∈LH
i
m(X)~x.
The following result is fundamental, where D = Homk(−, k) is the k-dual.
Proposition 5.1.2. [BrH, 3.6.19] (local duality) For all X ∈ modLR and i ≥ 0, we have an
isomorphism in modLR:
Extd+1−iR (X,R(~ω)) ≃
⊕
~x∈L
D(Him(X)−~x).
Evaluating for X = k, we get the equality in Definition 3.1.9. Evaluating for X = R, we have
Him(R)~x ≃
{
D(R~ω−~x) if i = d+ 1,
0 otherwise.
(5.1)
Another immediate consequence is the following description of CMLi R:
CMLi R = {X ∈ mod
LR | ∀j 6= i, Hjm(X) = 0}. (5.2)
The following exact sequence is basic.
Proposition 5.1.3. [BV, 4.1.5] For all X ∈ modLR, we have an exact sequence
0→ H0m(X)~x → X~x → HomX(O, X(~x))→ H
1
m(X)~x → 0
and an isomorphism Exti
X
(O, X(~x))→ Hi+1m (X)~x for all i ≥ 1.
We have the following useful description of extension spaces between line bundles.
Proposition 5.1.4. For all ~x, ~y ∈ L and i ∈ Z, we have
Exti
X
(O(~x),O(~y)) =

R~y−~x if i = 0,
D(R~x−~y+~ω) if i = d,
0 otherwise.
Proof. For i > 0, we have Exti
X
(O(~x),O(~y)) = Hi+1m (R)~y−~x by Proposition 5.1.3. Thus the asser-
tion follows from (5.1).
For i = 0, we have HomX(O(~x),O(~y)) = R~y−~x by Proposition 5.1.3 and (5.1). 
Now we give a list of fundamental properties of our category cohX.
Theorem 5.1.5. (a) cohX is a Noetherian abelian category.
(b) cohX has global dimension d.
(c) Exti
X
(X,Y ) is a finite dimensional k-vector space for all i ≥ 0 and X,Y ∈ cohX.
(d) HomDb(cohX)(X,Y ) is a finite dimensional k-vector space for all X,Y ∈ D
b(cohX).
(e) We have Db(cohX) = thick{O(~x) | ~x ∈ L}.
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(f) (Auslander-Reiten-Serre duality) We have a functorial isomorphism for X,Y ∈ Db(cohX):
HomDb(cohX)(X,Y ) ≃ DHomDb(cohX)(Y,X(~ω)[d]).
In other words, Db(cohX) has a Serre functor (~ω)[d].
Proof. (a) See e.g. [P, 5.8.3].
(e) This is an immediate consequence of Proposition 4.1.9.
(c)(d) It is enough to prove (d). By (e), it is enough to show that Exti
X
(O(~x),O(y)) is finite
dimensional for all ~x, ~y ∈ L and i ≥ 0. This was shown in Proposition 5.1.4.
(f) We will give a complete proof in Section 5.3.
(b) For all i > d and X,Y ∈ cohX we have, by (f), that
Exti
X
(X,Y ) ≃ DExtd−i
X
(Y,X(~ω)) = 0. 
Recall that we say that a full subcategory C of an abelian category A generates A if any object
in A is a factor object of some object in C.
We have the following basic results.
Proposition 5.1.6. (a) add{O(−~x) | ~x ∈ L+} generates cohX.
(b) (Serre vanishing) For any X ∈ cohX, there exists ~a ∈ L such that Exti
X
(O, X(~x)) = 0
holds for any i > 0 and any ~x ∈ L satisfying ~x ≥ ~a.
Proof. (a) For X ∈ modLR, let XL+ :=
⊕
~x∈L+
X~x be a subobject of X in mod
LR. Since XL+
is finitely generated, there exists a surjection f : P → XL+ in mod
LR with P ∈ projL+ R. Then
π(f) : π(P )→ π(X) is an epimorphism in cohX since Cok f = X/XL+ belongs to mod
L
0 R.
(b) If X = O(~y) for some ~y ∈ L, then the assertion follows from Proposition 5.1.4.
For general X ∈ cohX, applying (a) repeatedly, we have an exact sequence
· · ·
f2
−→ L1
f1
−→ L0 → X → 0 (5.3)
in cohX, where each Li is a finite direct sum of the degree shifts of O. We take ~a ∈ L such that
Exti
X
(O,
⊕d−1
j=0 Lj(~x)) = 0 for any i > 0 and any ~x ∈ L satisfying ~x ≥ ~a. Applying HomX(O,−(~x))
with ~x ≥ ~a to (5.3), we have
Exti
X
(O, X(~x)) ≃ Exti+1
X
(O, Im f1(~x)) ≃ · · · ≃ Ext
i+d
X
(O, Im fd(~x)) = 0
since cohX has global dimension d by Theorem 5.1.5(b). 
We note the following easy property, which will be used later. Recall that C is the polynomial
algebra k[T0, . . . , Td] in d+ 1 variables.
Lemma 5.1.7. For X ∈ modLR and ℓ ≥ 0, let fℓ = (t)t :
⊕
tX → X(ℓ~c) be the morphism in
modLR, where t runs over all monomials on T0, . . . , Td of degree ℓ.
(a) The cokernel of fℓ :
⊕
tX → X(ℓ~c) belongs to mod
L
0 R.
(b) π(fℓ) :
⊕
t π(X)→ π(X)(ℓ~c) is an epimorphism in cohX.
Proof. (a) Since the cokernel is annihilated by all monomials on T0, . . . , Td in degree ℓ, it is a finitely
generated module over the finite dimensional k-algebra C/(T0, . . . , Td)
ℓ. Thus the assertion follows.
(b) Immediate from (a). 
The full subcategory
(modL0 R)
⊥0,1 := {X ∈ modLR | ExtiR(Y,X) = 0 for any Y ∈ mod
L
0 R and i = 0, 1}
of modLR is called the perpendicular category [GeL2] of modL0 R. The following observation will
be used later.
Lemma 5.1.8. [GeL2, 2.1] For any X ∈ modLR and Y ∈ (modL0 R)
⊥0,1 , the map HomLR(X,Y )→
HomX(X,Y ) is bijective. In particular, the functor (mod
L
0 R)
⊥0,1 → cohX is fully faithful.
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In the rest of this subsection, we study the following trichotomy of GL projective spaces.
Definition 5.1.9 (Trichotomy). We say that X is Fano (respectively, Calabi-Yau, anti-Fano) if so
is (R,L), that is, δ(~ω) < 0 (respectively, δ(~ω) = 0, δ(~ω) > 0) holds, where δ(~ω) was given in (3.3).
We will characterize these three types using the following categorical ampleness due to Artin-
Zhang [AZ].
Definition 5.1.10. Let A be an abelian category. We say that an automorphism α of A ample if
there exists an object V ∈ A satisfying the following conditions.
• add{α−ℓ(V ) | ℓ ≥ 0} generates A.
• For any epimorphism f : X → Y in A, there exists an integer ℓ0 such that for every ℓ ≥ ℓ0
the map f : HomA(α
−ℓ(V ), X)→ HomA(α−ℓ(V ), Y ) is surjective.
We have the following characterization of ampleness of the degree shift automorphisms.
Theorem 5.1.11. Let cohX be a GL projective space, and let ~a ∈ L. Then the automorphism (~a)
of cohX is ample if and only if δ(~a) > 0.
Proof. Assume δ(~a) > 0. Then there exists a finite subset S of L such that S + Z≥0~a ⊃ L+. We
show that V :=
⊕
~x∈S O(−~x) satisfies the two conditions in Definition 5.1.10. Since
add{V (−ℓ~a) | ℓ ≥ 0} ⊃ {O(−~x) | ~x ∈ L+},
the first condition is satisfied by Proposition 5.1.6(a). For an epimorphism f : X → Y in cohX,
we have Ext1
X
(V, (Ker f)(ℓ~a)) = 0 for ℓ ≫ 0 by Proposition 5.1.6(b). Thus the second condition
follows.
On the other hand, assume that (~a) is ample, but δ(~a) ≤ 0. Let V ∈ cohX be an object
satisfying the conditions in Definition 5.1.10. By Proposition 5.1.6(a), there exists a finite subset
S of L and an epimorphism L → V in cohX with L ∈ add{O(−~x) | ~x ∈ S}. Then any object in
cohX is a quotient of an object in C := add{O(−~x− ℓ~a) | ~x ∈ S, ℓ ≥ 0}. On the other hand, since
δ(~a) ≤ 0, there exists an element ~b ∈ L which is smaller than all elements in −S − Z≥0~a. Then
any morphism from an object in C to O(~b) is zero, a contradiction. Therefore δ(~a) > 0. 
We have the following interpretation of our trichotomy in terms of ampleness.
Corollary 5.1.12. Let cohX be a GL projective space.
(a) X is Fano if and only if the automorphism (−~ω) of cohX is ample.
(b) X is anti-Fano if and only if the automorphism (~ω) of cohX is ample.
(c) X is Calabi-Yau if and only if Db(cohX) is a fractionally Calabi-Yau triangulated category.
Proof. (a)(b) Immediate from Theorem 5.1.11.
(c) Since Db(cohX) has the Serre functor (~ω)[d] by Theorem 5.1.5(f), it is fractionally Calabi-Yau
if and only if ~ω is a torsion element in L. This means that X is Calabi-Yau. 
5.2. Vector bundles. Recall that the canonical module ωR of R is defined as ωR := R(~ω). Since
R is Gorenstein, we have a duality
(−)∨ := RHomR(−, ωR) : D
b(modLR)→ Db(modLR)
which induces dualities (−)∨ : Db(modL0 R)→ D
b(modL0 R) and
(−)∨ : Db(cohX)→ Db(cohX).
Definition 5.2.1 (Cohen-Macaulay sheaves). For each i with 0 ≤ i ≤ d, we define the category
of Cohen-Macaulay sheaves of dimension i by
CMiX := cohX ∩ (cohX[i− d])
∨.
Cohen-Macaulay sheaves of dimension d are called vector bundles :
vectX := CMd X.
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Clearly O(~x) ∈ vectX for any ~x ∈ L. Let
lineX := add{O(~x) | ~x ∈ L} ⊂ vectX.
Immediately we have a duality
(−)∨[d− i] : CMiX→ CMi X (5.4)
for any 0 ≤ i ≤ d. The following observation characterizes objects in the category CMi X in terms
of L-graded R-modules. Let π : modLR→ cohX be the natural functor.
Proposition 5.2.2. Let 0 ≤ i ≤ d.
(a) We have
π−1(CMiX) = {X ∈ mod
LR | ∀j 6= d− i ExtjR(X,R) ∈ mod
L
0 R}.
(b) π : modLR→ cohX restricts to a functor CMLi+1R→ CMiX.
(c) We have
π−1(vectX) = {X ∈ modLR | X is locally free on the punctured spectrum (Definition 4.1.7)}.
Proof. (a) Let X ∈ modLR. Then π(X∨) belongs to (cohX)[i − d] if and only if π(Hj(X∨)) = 0
for all j 6= d − i if and only if Hj(X∨) = ExtjR(X,R) belongs to mod
L
0 R for any j 6= d− i. Thus
the first asertion follows.
(b) The assertion follows from (a) and CMLi+1R = {X ∈ mod
LR | ∀j 6= d− i ExtjR(X,R) = 0}.
(c) The assertion is immediate from (a) and Definition-Proposition 4.1.7. 
Definition 5.2.3 (Vector bundle finiteness). We say that a GL projective space X is vector bundle
finite (=VB finite) if there are only finitely many isomorphism classes of indecomposable objects
in vectX up to degree shift.
The following result gives a classification of VB finite GL projective spaces.
Theorem 5.2.4. A GL projective space X is VB finite if and only if d = 1 and X is Fano (or
equivalently, domestic).
Proof. For the case d = 1, it is classical that X is VB finite if and only if X is domestic [GeL1].
We show that, if d ≥ 2, then X is never VB finite. For any X ∈ modL0 R, we consider an exact
sequence
0→ Ω2(X)
g
−→ P1
f
−→ P0 → X → 0
of L-graded R-modules with P0, P1 ∈ proj
LR. Since R is a Gorenstein ring of dimension d+1 ≥ 3,
we have that ExtiR(X,R) = 0 for any i ≤ 2. Therefore g above is a left (proj
LR)-approximation
of Ω2(X), and f above gives a left (projLR)-approximation of Ω(X). Hence the correspondence
X 7→ Ω2(X) preserves indecomposability and respects isomorphism classes.
On the other hand, Ω2(X) is locally free on the punctured spectrum, and hence π(Ω2(X))
belongs to vectX by Proposition 5.2.2(c). Moreover Ω2(X) belongs to (modL0 R)
⊥0,1 . Therefore by
Lemma 5.1.8, the functor
modL0 R→ vectX, X 7→ π(Ω
2(X))
preserves indecomposability and respects isomorphism classes. Since there are infinitely many
indecomposable objects in modL0 R even up to degree shift, we have the assertion. 
We have the following easy property.
Lemma 5.2.5. Any object in vectX is isomorphic to π(X) for some X ∈ modLR such that there
exists an exact sequence 0 → X → P 0 → P 1 in modLR with P 0, P 1 ∈ projLR. In particular,
vectX ⊂ π((modL0 R)
⊥0,1).
Proof. Let V ∈ vectX. Take Y ∈ modLR such that V ∨ ≃ π(Y ) and a projective resolution
P1 → P0 → Y → 0 in mod
LR. Applying (−)∨, we have the desired exact sequence.
It is clear from the exact sequence that X belongs to (modL0 R)
⊥0,1 . 
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As a special case of Proposition 5.2.2(b), we have a functor
CMLR→ vectX.
The statement (a) below shows that this is fully faithful. Therefore CMLR has two exact structures,
one is the restriction of the exact structure on modLR, and the other is the restriction of that on
cohX. These are different, for example, R is projective in modLR, but not in cohX. But the
statement (c) below shows that they are still very close.
Proposition 5.2.6. (a) π : modLR → cohX restricts to a fully faithful functor CMLR →
vectX and an equivalence projLR→ lineX.
(b) We have
π(CMLR) = {X ∈ vectX | ∀i ∈ {1, 2, . . . , d− 1} Exti
X
(lineX, X) = 0}
= {X ∈ vectX | ∀i ∈ {1, 2, . . . , d− 1} Exti
X
(X, lineX) = 0}.
(c) For any i with 0 ≤ i ≤ d− 1, we have a functorial isomorphism
ExtimodL R(X,Y ) ≃ Ext
i
X
(X,Y )
for any X ∈ modLR and Y ∈ CMLR.
Note that, by (b) above, the equality π(CMLR) = vectX holds for d = 1, which is classical
[GeL1, 5.1][GeL2, 8.3]. On the other hand, for d ≥ 2, the category vectX is much bigger than
π(CMLR). In the context of projective geometry (e.g. [CH, CMP]), the objects in π(CMLR) are
called arithmetically Cohen-Macaulay bundles.
Proof. (a) Since CMLR ⊂ (modL0 R)
⊥0,1 , the former assertion follows from Lemma 5.1.8. The
latter assertion is an immediate consequence.
(b) By Lemma 5.2.5, any object in vectX can be written as π(X) with X ∈ (modL0 R)
⊥0,1 .
Since Him(X) = 0 holds for i = 0, 1, it follows from (5.2) that X belongs to CM
LR if and only if
Him(X) = 0 for any i with 2 ≤ i ≤ d. By Proposition 5.1.3, this is equivalent to Ext
i
X
(lineX, X) = 0
for any i with 1 ≤ i ≤ d− 1. Thus the first equality follows. The second one is a consequence of
Auslander-Reiten-Serre duality.
(c) Let · · · → P1 → P0 → X → 0 be a projective resolution of X in mod
LR. Applying
HomLR(−, Y ), we have a complex
0→ HomLR(P0, Y )→ Hom
L
R(P1, Y )→ Hom
L
R(P2, Y )→ · · · (5.5)
whose homology at HomLR(Pi, Y ) is Ext
i
modL R(X,Y ).
On the other hand, applying HomX(−, Y ) to an exact sequence · · · → P1 → P0 → X → 0 in
cohX, we have a complex
0→ HomX(P0, Y )→ HomX(P1, Y )→ HomX(P2, Y )→ · · · . (5.6)
Since we have Extj
X
(Pi, Y ) = 0 for all i and j with 1 ≤ j ≤ d − 1 by (b), it is easily checked that
the homology of (5.6) at HomX(Pi, Y ) is Ext
i
X
(X,Y ) for any i with 1 ≤ i ≤ d− 1.
Since the complexes (5.5) and (5.6) are isomorphic by (a), we have ExtimodL R(X,Y ) ≃ Ext
i
X
(X,Y )
for all i with 0 ≤ i ≤ d− 1. 
We have Serre vanishing for vector bundles, which is a generalization of Proposition 5.1.6.
Theorem 5.2.7. Let V ∈ vectX be non-zero.
(a) add{V (−~x) | ~x ∈ L+} generates cohX.
(b) (Serre vanishing) For any X ∈ cohX, there exists ~a ∈ L such that Exti
X
(V,X(~x)) = 0 holds
for any i > 0 and any ~x ∈ L satisfying ~x ≥ ~a.
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Proof. Take a lift V ∈ modLR of V ∈ vectX. Then V is locally free on the punctured spectrum
by Proposition 5.2.2(c).
(a) For X ∈ modLR, let HomR(V,X)L+ :=
⊕
~x∈L+
HomLR(V,X(~x)). The natural morphism
f : V ⊗R HomR(V,X)L+ → X
has a cokernel in modL0 R since for any p ∈ Spec
LR \ {R+}, we have (HomR(V,X)L+)(p) =
HomR(p)(V(p), X(p)) and
f(p) : V(p) ⊗R(p) HomR(p)(V(p), X(p))→ X(p)
is an epimorphism since V(p) is a non-zero free R(p)-module.
Let gi : V (−~xi)→ X with 1 ≤ i ≤ m and ~xi ∈ L+ be homogeneous generators of the R-module
HomR(V,X)L+ . Then the morphism
g := (g1, . . . , gm)
t : V (−~x1)⊕ · · · ⊕ V (−~xm)→ X
in modLR has a cokernel in modL0 R. Therefore π(g) is an epimorphism in cohX.
(b) By the argument of Proposition 5.1.6, we only have to consider the case X = O.
First we consider the case 0 < i < d. By Proposition 5.2.6(c), we have an isomorphism
Exti
X
(V,O(~x)) ≃ ExtimodL R(V,R(~x)).
By Proposition 4.1.7, we have ExtiR(V,R) ∈ mod
L
0 R. Thus Ext
i
modL R(V,R(~x)) = 0 holds for all
but finitely many ~x ∈ L, and the assertion follows.
Now we consider the case i = d. By Auslander-Reiten-Serre duality and Proposition 5.2.6(c),
we have isomorphisms
Extd
X
(V,O(~x)) ≃ DHomX(O, V (~ω − ~x)) ≃ DHom
L
R(R, V (~ω − ~x)) = D(V~ω−~x).
This is zero for sufficiently large ~x. 
Recall from Section 2.2 that a full subcategory C of vectX is called d-cluster tilting if C is a
generating and cogenerating functorially finite subcategory of vectX such that
C = {X ∈ vectX | ∀i ∈ {1, 2, . . . , d− 1} Exti
X
(C, X) = 0} and
C = {X ∈ vectX | ∀i ∈ {1, 2, . . . , d− 1} Exti
X
(X, C) = 0}.
Note that one of the equalities above implies the other as in the case of d-cluster tilting subcategories
of CMLR [I1, 2.2.2]. Now we give some basic properties of d-cluster tilting subcategories, which
will be used later, where we need our assumption that C generates and cogenerates vectX.
Proposition 5.2.8. For a d-cluster tilting subcategory C of vectX, the following assertions hold.
(a) We have C(~ω) = C.
(b) For any X ∈ vectX, there exist exact sequences
0→ Cd−1 → · · · → C0 → X → 0 and 0→ X → C
0 → · · · → Cd−1 → 0
in cohX with Ci, C
i ∈ C for any 0 ≤ i ≤ d− 1.
(c) For any indecomposable object X ∈ C, there exists an exact sequence (called a d-almost
split sequence)
0→ X(~ω)→ Cd−1 → · · · → C1 → C0 → X → 0
such that the following sequences of functors on C are exact:
0→ HomC(−, X(~ω))→ HomC(−, Cd−1)→ · · · → HomC(−, C0)→ radC(−, X)→ 0,
0→ HomC(X,−)→ HomU (C0,−)→ · · · → HomU(Cd−1,−)→ radU(X(~ω),−)→ 0.
Proof. The proof is parallel to that of Proposition 4.4.9. 
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Definition 5.2.9 (d-vector bundle finiteness). We say that a GL projective space X is d-vector
bundle finite (=d-VB finite) if there exists a d-cluster tilting subcategory C of vectX (see Sec-
tion 2.2) such that there are only finitely many isomorphism classes of indecomposable objects in
C up to degree shift.
Now it is easy to prove the following key result in this subsection.
Theorem 5.2.10. The correspondence C 7→ π(C) gives a bijection between the following objects.
• d-cluster tilting subcategories of CMLR.
• d-cluster tilting subcategories of vectX containing lineX.
In particular, if (R,L) is d-CM finite, then X is d-VB finite.
For example, X is d-VB finite in the cases given in Theorem 4.4.21.
To prove Theorem 5.2.10, we need the following observation.
Proposition 5.2.11. π(CMLR) is a functorially finite subcategory of vectX.
Proof. It follows from Theorem 4.1.2(d) that CMLR is a functorially finite subcategory of modLR,
and hence of (modL0 R)
⊥0,1 . By Lemma 5.1.8, we have that π(CMLR) is a functorially finite
subcategory of π((modL0 R)
⊥0,1). Since vectX is contained in π((modL0 R)
⊥0,1) by Lemma 5.2.5, we
have the assertion. 
Now we are ready to prove Theorem 5.2.10.
Proof of Theorem 5.2.10. For a full subcategory C of CMLR, it follows from Proposition 5.2.11
that C is functorially finite in CMLR if and only if π(C) is functorially finite in vectX.
Let C be a d-cluster tilting subcategory of CMLR. Since C contains projLR, it follows that π(C)
contains lineX. Then we have
π(C) = π
(
{X ∈ CMLR | ∀i ∈ {1, 2, . . . , d− 1} ExtimodL R(C, X) = 0}
)
= {Y ∈ vectX | ∀i ∈ {1, 2, . . . , d− 1} Exti
X
(π(C), Y ) = 0},
where the second equality follows from Proposition 5.2.6(b)(c). Dually we have
π(C) = {Y ∈ vectX | ∀i ∈ {1, 2, . . . , d− 1} Exti
X
(Y, π(C)) = 0}.
Therefore π(C) is a d-cluster tilting subcategory of vectX.
Conversely, any d-cluster tilting subcategory of vectX containing lineX is contained in π(CMLR)
by Proposition 5.2.6(c), and hence can be written as π(C) for a subcategory C of CMLR. By a
similar argument as above, one can check that C is a d-cluster tilting subcategory of CMLR. 
As an immediate consequence of Theorem 5.2.10, we have the following result, where one of
the implications generalizes Horrocks’ splitting criterion stating that any vector bundle V on Pd
satisfying Hi(Pd, V ) = 0 for all 1 ≤ i ≤ d− 1 is a direct sum of line bundles [OSS, 2.3.1].
Corollary 5.2.12. Assume that pi ≥ 2 for all i. Then the following conditions are equivalent.
• n ≤ d+ 1 (or equivalently, R is regular).
• lineX is a d-cluster tilting subcategory of vectX.
Proof. The first condition is equivalent to CMLR = projLR by Proposition 4.1.4. On the other
hand, it is clear from the definition of d-cluster tilting subcategories that CMLR = projLR holds
if and only if projLR is a d-cluster tilting subcategory of CMLR. This is equivalent to the second
condition by Theorem 5.2.10. 
In the rest of this section, we give a geometric characterization of Cohen-Macaulay sheaves on
X in terms of the projective space Pd. For each i with 0 ≤ i ≤ d, let
CMi P
d := {X ∈ cohPd | ∀ closed point x ∈ Pd, Xx ∈ CMi(OPd,x)}
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be the category of Cohen-Macaulay sheaves of dimension i on Pd. In particular
vectPd := CMd P
d
is the category of vector bundles. We identify cohPd with modZ C/modZ0 C for the (Z~c)-Veronese
subalgebra C = k[T0, . . . , Td] of R. We have an exact functor
f∗ : mod
LR
∼
−→ modZR[Z~c] → modZ C,
where the first functor is given in Proposition 3.2.12 and the second one is the restriction with
respect to the inclusion C → R[Z~c]. Since f∗(mod
L
0 R) ⊂ mod
Z
0 C, we have an induced exact functor
f∗ : cohX = mod
LR/modL0 R→ mod
Z C/modZ0 C = cohP
d.
We have the following reasonable description of CMiX in terms of CMi P
d.
Theorem 5.2.13. For 0 ≤ i ≤ d, we have
CMiX = {X ∈ cohX | f∗X ∈ CMi P
d},
vectX = {X ∈ cohX | f∗X ∈ vectP
d}.
In the rest of this subsection, we prove Theorem 5.2.13. First, we give a description of CMi P
d
in terms of the duality given by right derived functor of the sheaf Hom functor
(−)∨ := RH omPd(−, ωPd) : D
b(cohPd)→ Db(cohPd).
Proposition 5.2.14. For any 0 ≤ i ≤ d, we have CMi Pd = (cohPd) ∩ (cohPd[i− d])∨.
Proof. For any closed point x ∈ Pd, we have a commutative diagram
Db(cohPd)
(−)∨=RHom
Pd
(−,ω
Pd
)
//
(−)x

Db(cohPd)
(−)x

Db(modOPd,x)
RHomO
Pd,x
(−,O
Pd,x
)
// Db(modOPd,x)
by [Har, Chap.2, Prop.5.8]. Fix X ∈ cohPd. Then X belongs to (cohPd[i − d])∨ if and only if
Hj(X∨) = 0 for any j 6= d− i if and only if Hj(X∨)x = 0 for any j 6= d− i and any closed point
x ∈ Pd. By using the commutative diagram above, this is equivalent to ExtjO
Pd,x
(Xx,OPd,x) = 0
for any j 6= d− i and any closed point x ∈ Pd. This means Xx ∈ CMi(OPd,x) for any closed point
x ∈ Pd, that is, X ∈ CMi Pd. 
Next we describe the duality (−)∨ : Db(cohPd)→ Db(cohPd) in terms of C.
Lemma 5.2.15. We have the following commutative diagram.
Db(modZC)
RHomC(−,ωC)
//
π

Db(modZ C)
π

Db(cohPd)
(−)∨=RHom
Pd
(−,ω
Pd
)
// Db(cohPd).
Proof. Consider a diagram
modZ C
F :=HomC(−,ωC)
//
π

modZ C
π

cohPd
G:=Hom
Pd
(−,ω
Pd
)
// cohPd.
By [Gr, 2.5.13], there exists a natural isomorphism π ◦ F
∼
−→ G ◦ π, which induces a natural
isomorphism R(π ◦ F )
∼
−→ R(G ◦ π) of functors Db(modZC)→ Db(cohPd).
GEIGLE-LENZING COMPLETE INTERSECTIONS 73
Since π : modZ C → cohPd is an exact functor, by [Har, I.5.4.(b)] we have R(π ◦F )
∼
−→ π ◦RF .
Note that we can compute the derived functor RG by using locally free resolutions. Since the
image of projective resolutions in Db(modZ C) by π give locally free resolutions in Db(cohPd), by
[Har, I.5.4.(b)] we have R(G ◦ π)
∼
−→ RG ◦ π. Combining all of this, we have RG ◦ π ≃ π ◦RF as
desired. 
Our exact functor f∗ : cohX→ cohPd induces a triangle functor
f∗ : D
b(cohX)→ Db(cohPd)
which makes the diagram
Db(cohX)
Hi //
f∗

cohX
f∗

Db(cohPd)
Hi // cohPd
(5.7)
commutative for any i ∈ Z. The following observation is easy.
Lemma 5.2.16. We have the following commutative diagrams
Db(cohX)
(−)∨=RHomR(−,ωR)
//
f∗

Db(cohX)
f∗

Db(cohPd)
(−)∨=RHomC(−,ωC)
// Db(cohPd).
Proof. We have ωR = RHomC(R,ωC) (e.g. [BrH, 3.3.7(b)]). Thus
RHomR(−, ωR) = RHomR(−,RHomC(R,ωC)) = RHomC(−, ωC)
holds, and we have the assertion. 
Now we are ready to prove Theorem 5.2.13.
Proof of Theorem 5.2.13. Let X ∈ cohX. By Proposition 5.2.14, f∗X ∈ CMi Pd if and only if
f∗(X
∨) = (f∗X)
∨ ∈ (cohPd)[i− d], where the equality holds by Lemma 5.2.16. This is equivalent
toX∨ ∈ (cohX)[i−d] by the commutative diagram (5.7). This means X ∈ CMiX by definition. 
5.3. Appendix: Proof of Auslander-Reiten-Serre duality. In the rest of this section, we
give a complete proof of Theorem 5.1.5(f) following idea of proof of [DV, Theorem A.4]. We refer
to [P, Chapter 4] for background on quotients of abelian categories.
Let ModLR be the category of L-graded R-modules, and ModL0 R be the localizing subcategory
of L-graded modules obtained as a colimit of finite dimensional modules. We set
QcohX := ModLR/ModL0 R.
Then the quotient functor π : ModLR → QcohX has the section functor ̟ : QcohX → ModLR,
that is, the right adjoint of π such that π ◦̟ ≃ idQcohX. We set Q := ̟ ◦ π to be the localization
functor. Since π ◦ ω is identity, it follows Q2 = Q. The torsion functor Γm associate an L-graded
R-module M with its largest torsion submodule Γm(M), which is the kernel of the unit morphism
uM : M → Q(M). Recall that Γm(M) coincides with the 0-th local cohomology group H0m(M).
and that i-th local cohomology group Him(M) is the i-th derived functor R
iΓm(M).
The following is well-known.
Lemma 5.3.1. We have an exact triangle
RΓm(M)→M → RQ(M)→ RΓm(M)[1]
for M ∈ D(ModLR).
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Proof. By [AZ, Proposition 7.1 (5)] and [P, Lemma 5.1] every injective object I is a direct sum
It ⊕ If where If is an injective object such that Γm(It) = It, Q(It) = 0 and If is an injective
object such that Γm(If) = 0, Q(If) = If. Therefore the exact sequence 0 → Γm(I) → I → Q(I) is
isomorphic to the split exact sequence 0→ It → I → If → 0.
Since Γm and Q are left exact, we can compute the derived functors by using K-injective reso-
lution. Since each term of a K-injective complex is injective, we have the assertion. 
We denote by ExtiR(M,N)• the graded extension group. Namely
ExtiR(M,N)• :=
⊕
~x∈L
ExtiModL R(M,N(~x)).
Also let D denote the graded k-dual.
Lemma 5.3.2. (a) We have an isomorphism of L-graded R-modules Extd+1R (DR,R(~ω))• ≃
R. In particular Extd+1
ModL R
(DR,R(~ω)) ≃ k.
(b) RQ(R) = Cone(f : (DR)(−~ω)[−d− 1]→ R) for any non-zero morphism f .
(c) We have an isomorphism DRQ(R) ≃ RQ(R)(~ω)[d].
Proof. (a) By local duality and Proposition 3.1.10 for any finite dimensional L-graded R-module
M , we have Extd+1R (M,R(~ω))• ≃ DM and Ext
i
R(M,R(~ω))• = 0 for i 6= d+ 1.
Let φm : R≤m~c → R≤(m−1)~c be the canonical projection. Since DR is the colimit of the following
linear diagram
D(R0)
D(φ1)
−−−−→ D(R≤~c)
D(φ2)
−−−−→ D(R≤2~c)
D(φ3)
−−−−→ · · · ,
it fits into the exact sequence in ModLR
0→
⊕
m≥0
D(R≤m~c)
Ψ
−→
⊕
m≥0
D(R≤m~c)→ DR→ 0
where the components of Ψ is (id,−D(φm+1)) : D(R≤m~c)→ D(R≤m~c) ⊕D(R≤(m+1)~c). The con-
travariant functor ExtiR(−, R(~ω))• sends coproducts to products, and satisfies Ext
d+1
R (D(R≤m~c), R(~ω))• ≃
R≤m~c. Therefore, by considering the Ext long exact sequence of the above exact sequence, we ob-
tain the exact sequence
0→ Extd+1R (DR,R(~ω))• →
∏
m≥0
R≤m~c
Φ
−→
∏
m≥0
R≤m~c → 0,
such that the components of Φ is (−φm, id) : R≤m~c → R≤(m−1)~c ⊕ R≤m~c. Since R is the limit of
the following linear diagram in ModLR
· · ·
φ3
−→ R≤2~c
φ2
−→ R≤~c
φ1
−→ R0,
we obtain the desired result.
(b) By Lemma 5.3.1, we have a triangle RΓm(R)
f
−→ R → RQ(R) → RΓm(R)[1] By (5.1),
Hi(RΓm(R)) = H
i
m(R) is zero for all i 6= d + 1, and equals (DR)(−~ω) for i = d + 1. Therefore
RΓm(R) = (DR)(−~ω)[−d− 1] holds.
By (a), HomLR((DR)(−~ω)[−d − 1], R) is a one-dimensional k-vector space, and the morphism
f : RΓm(R)→ R is non-zero since RΓm(R)[1] can not be a direct summand of RQ(R). Thus the
assertion follows.
(c) By (b), we have triangles (DR)(−~ω)[−d− 1]→ R→ RQ(R)→ (DR)(−w)[−d] and
DR→ R(~ω)[d+ 1]→ RQ(R)(~ω)[d+ 1]→ (DR)[1].
Applying D to the first triangle, we obtian a triangle
DR→ R(~ω)[d+ 1]→ D(RQ(R))[1]→ (DR)[1].
Comparing these triangles and using (a), we obtain the desired isomorphism. 
In fact, RQ(R) determines the functor RQ on Kb(projLR) by the following observation.
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Lemma 5.3.3. If M ∈ Kb(projLR), then RQ(M) =M
L
⊗RRQ(R).
Proof. Let R
∼
−→ I be an injective resolution of R. If M ∈ Kb(projLR), then the complex M ⊗R I
is a left bounded complex of injective R-modules which is quasi-isomorphic to M . Hence we have
RQ(M) ≃ Q(M ⊗R I) ≃M ⊗R Q(I) ≃M
L
⊗RRQ(R). 
Now we are ready to prove Theorem 5.1.5(f).
Proof of Theorem 5.1.5(f). Let P := Kb(projLR). By Proposition 4.1.9, any object in D(cohX) is
a direct summand of π(M) for some object M of P . Thus it is enough to show that there exists a
functorial isomorphism HomQcohX(πN, πM) ≃ HomQcohX(πM, π(N(~ω)[d])) for any M,N ∈ P .
Our strategy is to use the following sequence of isomorphisms:
RHomQcohX(πM, π(N(~ω)[d])) ≃ RHomModL R(M,RQN(~ω)[d])
≃ RHomModL R(M,N
L
⊗RRQR(~ω)[d])
≃ RHomModL R(M,N ⊗R DRQ(R))
≃ DRHomModL R(N,M
L
⊗RRQR)
≃ DRHomModL R(N,RQ(M))
≃ DRHomQcohX(πN, πM).
Here the first and last isomorphisms are just adjunction, the second and second last are Lemma 5.3.3,
and the third one is Lemma 5.3.2(c). Thus it only remains to prove
RHomModL R(M,N ⊗R DRQ(R)) ≃ DRHomModL R(N,M
L
⊗RRQR).
Below we omit the subscripts R for simplicity. For arbitrary complexesM , N , and S of L-graded
R-modules, we have the following morphisms
Hom(M,N ⊗DS)→ Hom(M,DHom(N,S))→ D(M ⊗Hom(N,S))← DHom(N,M ⊗ S)
which are natural in M , N , and S, from the natural morphisms
N ⊗DS → DHom(N,S), Hom(M,DT )→ D(M ⊗ T ), M ⊗Hom(N,S)→ Hom(N,M ⊗ S)
where we put T := Hom(N,S). If the complexes M and N are K-projective, then the above
diagram gives the diagram in the derived category
RHom(M,N
L
⊗DS)→ RHom(M,DRHom(N,S))→ D(M
L
⊗RHom(N,S))← DRHom(N,M
L
⊗S).
(5.8)
Now we observe that ifM and N belong to P , then the all the above morphisms are isomorphisms.
This completes the proof. 
6. d-canonical algebras
Throughout this section, we assume d ≥ 1. Let X be a Geigle-Lenzing projective space over a
field k associated with linear forms ℓ1, . . . , ℓn and weights p1, . . . , pn. In this section we show that
X has a tilting bundle, and in particular the category of coherent sheaves is derived equivalent to
a certain finite dimensional algebra Aca which we call a d-canonical algebra. Then we study basic
properties of d-canonical algebras. In particular we show that the global dimension of Aca is d if
n ≤ d + 1 and 2d otherwise. In the former case, Aca belongs to a special class of algebras called
‘d-representation infinite algebras of type A˜’ studied in [HIO].
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6.1. Basic properties. Our d-canonical algebras are a special class of I-canonical algebras intro-
duced in Section 4.2.
Definition 6.1.1 (d-canonical algebra). The d-canonical algebra of X (or (R,L)) is defined as
Aca := A[0,d~c] = (R~x−~y)~x,~y∈[0,d~c].
The multiplication of Aca is given by
(r~x,~y)~x,~y∈[0,d~c] · (r
′
~x,~y)~x,~y∈[0,d~c] = (
∑
~z∈[0,d~c]
r~x,~z · r
′
~z,~y)~x,~y∈[0,d~c].
Our main result in this subsection is the following.
Theorem 6.1.2. The object
T ca :=
⊕
~x∈[0,d~c]
O(~x)
is tilting in Db(cohX) such that EndX(T
ca) ≃ Aca.
The following special cases are known.
• Let d = 1. Then T ca is a tilting bundle on a weighted projective line due to Geigle-Lenzing
[GeL1], and Aca is the canonical algebra due to Ringel [Rin] (see Example 6.1.10).
• The case n = 0 is due to Beilinson [Be] (see Example 6.1.11), the case n ≤ d+ 1 is due to
Baer [Ba] (see Theorem 6.1.14), and the case n = d+ 2 is due to Ishii-Ueda [IU].
• In terms of the Geigle-Lenzing order (see Remark 5.0.1), Theorem 6.1.2 is independently
given by Lerner and the second author [IL].
We give two different proofs: One is to show directly that T ca is rigid in Proposition 6.1.3,
and that T ca generates the derived category of cohX in Proposition 6.1.4. The other proof using
semiorthogonal decompositions of Db(modLR) will be given in the next subsection. It is parallel
to the proof of Theorem 4.2.6.
Proposition 6.1.3. We have Exti
X
(T ca, T ca) = 0 for all i > 0.
Proof. Since cohX has global dimension d by Theorem 5.1.5(b), we only have to consider i with
1 ≤ i ≤ d. By Proposition 5.1.4, we have Exti
X
(T ca, T ca) = 0 for all i with 1 ≤ i ≤ d− 1.
Let ~x, ~y ∈ [0, d~c]. By Proposition 5.1.4, we have Extd
X
(O(~x),O(~y)) = D(R~x−~y+~ω). By Lemma 3.1.16,
we have ~x + ~ω 6≥ 0. Therefore ~x − ~y + ~ω 6≥ 0 holds, and so R~x−~y+~ω = 0 by Observation 3.1.1(c).
Thus we have Extd
X
(T ca, T ca) = 0. 
In the rest, we show that T ca generates the derived category of cohX.
Proposition 6.1.4. We have thickT ca = Db(cohX).
Proof. Let L′ := {~x ∈ L | O(~x) ∈ thickT ca}. Since Db(cohX) = thick(lineX) holds by Theo-
rem 5.1.5(e), it is enough to prove that L′ = L. Clearly [0, d~c] ⊂ L′ holds.
The key observation is the following.
Lemma 6.1.5. Let ~x ∈ L. If there exists a subset I of {1, . . . , n} satisfying the two conditions
below, then ~x ∈ L′.
• |I| = d+ 1.
• For any non-empty subset I ′ of I, we have ~x−
∑
i∈I′ ~xi ∈ L
′.
Proof. By Lemma 3.1.7(c), (Xi)i∈I is an R-regular sequence. Hence the corresponding Koszul
complex
0→ R(~x−
∑
i∈I
~xi)→ · · · →
⊕
i,j∈I, i6=j
R(~x− ~xi − ~xj)→
⊕
i∈I
R(~x− ~xi)→ R(~x)→ 0. (6.1)
of R is exact except in the rightmost position whose the homology is (R/(Xi | i ∈ I))(~x). Since this
belongs to modL0 R, the image of (6.1) in cohX is exact. Since all the terms except R(~x) belongs
to thickT ca by our assumption, we have R(~x) ∈ thickT ca. 
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We continue our proof of Proposition 6.1.4 by showing that L+ ⊂ L′. We use induction with
respect to the partial order on L+. Let ~x ∈ L+ and assume that any ~y ∈ [0, ~x] with ~y 6= ~x belongs
to L′. If ~x ∈ [0, d~c], then ~x ∈ L′ holds. Otherwise let
~x =
n∑
i=1
ai~xi + a~c
be the normal form of ~x with 0 ≤ ai < pi. Since ~x 6≤ d~c, we have a + #{i | ai > 0} ≥ d + 1 by
Lemma 3.1.16. Thus there exists a subset I of {1, . . . , n} with |I| = d+1 such that ~x−
∑
i∈I ~xi ∈ L+.
Thus for any non-empty subset I ′ of I, we have ~x −
∑
i∈I′ ~xi ∈ L
′ by the induction assumption,
and we have ~x ∈ L′ by Lemma 6.1.5.
Now, the fact that L′ = L is shown by the induction with respect to the opposite of the partial
order on L by using L+ ⊂ L
′ and the dual of Lemma 6.1.5. 
Now we are ready to prove Theorem 6.1.2.
Proof of Theorem 6.1.2. T ca is a tilting object in Db(cohX) by Propositions 6.1.3 and 6.1.4.
It remains to show EndX(T
ca) ≃ Aca. Since HomX(O(~x),O(~y)) = R~y−~x holds, we have
EndX(T
ca) = (R~y−~x)~x,~y∈[0,d~c] = (A
ca)op,
which is isomorphic to Aca by Proposition 3.4.3(c). 
We give a list of basic properties of the d-canonical algebras, where νd := (DΛ)[−d]
L
⊗Λ− :
Db(modΛ)→ Db(modΛ) is the d-shifted Nakayama functor.
Proposition 6.1.6. (a) Aca has finite global dimension.
(b) Aca is isomorphic to its opposite algebra (Aca)op.
(c) We have a triangle equivalence T ca
L
⊗Aca − : D
b(modAca) → Db(cohX) which makes the
following diagram commutative:
Db(modAca)
T ca
L
⊗Aca − //
νd

Db(cohX)
(~ω)

Db(modAca)
T ca
L
⊗Aca − // Db(cohX).
Proof. (a)(b) These are shown in Proposition 3.4.3.
(c) Since the triangle functor T ca
L
⊗Aca − : Db(modAca)→ Db(cohX) sends a tilting object Aca
to a tilting object T ca, it is a triangle equivalence (cf. Proposition 2.1.3). The diagram commutes
by uniqueness of Serre functors. 
The above commutative diagram is useful to study further properties of d-canonical algebras.
In particular, we apply it to study d-canonical algebras in the context of (almost) d-representation
infinite algebras (see Definitions 2.2.3 and 2.2.10).
Our d-canonical algebras have the following property, where the part (c) is a version of a result
due to Buchweitz-Hille [BuH].
Theorem 6.1.7. Without loss of generality, we assume that pi ≥ 2 for all i.
(a) We have
gl.dim Aca =
{
d n ≤ d+ 1,
2d n > d+ 1.
(b) Aca is an almost d-representation infinite algebra.
(c) n ≤ d+ 1 if and only if Aca is a d-representation infinite algebra.
Although assertion (a) follows from Theorem 3.4.8, we give a more conceptual proof using the
properties of the category cohX.
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Proof. By Proposition 6.1.6(a)(c), the d-canonical algebra Aca has finite global dimension, and
HomDb(modAca)(A
ca, νjd(A
ca)[i]) = Exti
X
(T ca, T ca(j~ω)),
which is zero except i = 0 or i = d by Proposition 5.1.4. Thus Aca is almost d-representation
infinite, and hence it has global dimension d or 2d by Proposition 2.2.11. Again by Proposition 5.1.4,
we have
Ext2dAca(DA
ca, Aca) = HomDb(modAca)(A
ca, ν−1d (A
ca)[d]) = Extd
X
(T ca, T ca(−~ω))
=
⊕
~x,~y∈[0,d~c]
D(R~x−~y+2~ω).
By Observation 2.1.7, it remains to show that Ext2dAca(DA
ca, Aca) = 0 if and only if n ≤ d+ 1.
For n ≤ d+1, we have ~ω < 0. For any ~x, ~y ∈ L, we have ~x−~y+2~ω 6≥ −~y+~ω by Lemma 3.1.16. In
particular ~x−~y+2~ω 6≥ 0 holds since −~y+~ω < 0. Hence R~x−~y+2~ω = 0 holds by Observation 3.1.1(c),
and we have Ext2dAca(DA
ca, Aca) = 0.
For n > d+ 1, let ~x = d~c and ~y = 0, then
~x− ~y + 2~ω = (2n− d− 2)~c− 2
n∑
i=1
~xi ≥
n∑
i=1
(~c− 2~xi) ≥ 0,
so we have R~x−~y+2~ω 6= 0 holds by Observation 3.1.1(c), and we have Ext
2d
Aca(DA
ca, Aca) 6= 0. 
We give an explicit description of the (d + 1)-preprojective algebra (see Section 2.2) of the
d-canonical algebra under the assumption that X is not d-Calabi-Yau.
Proposition 6.1.8. Let X be a GL projective space which is not Calabi-Yau. Let R[Z~ω] be the
covering of R (Definition 3.2.11), and e the idempotent of R[Z~ω] corresponding to the image of the
map [0, d~c]→ L/Z~ω.
(a) The (d+ 1)-preprojective algebra Π of Aca is Morita equivalent to eR[Z~ω]e.
(b) Let S ⊂ [−d~c, 0] be a complete set of representatives of ([−d~c, 0] + Z~ω)/Z~ω. For eS :=∑
~x∈S e−~x ∈ A
ca, there is an isomorphism eSΠeS ≃ eR[Z~ω]e of Z-graded k-algebras.
Proof. (b) For any ℓ ∈ Z, the degree ℓ part of eSΠeS is given by
(eSΠeS)ℓ = HomDb(modAca)(A
caeS, ν
ℓ
d(A
caeS)) ≃ HomX(T
caeS, T
caeS(ℓ~ω))
= (HomX(O(−~x),O(−~y + ℓ~ω)))~x,~y∈S = (R~x−~y+ℓ~ω)~x,~y∈S = (eR
[Z~ω]e)ℓ.
Thus the assertion follows.
(a) It suffices to show that eSΠeS is Morita equivalent to Π.
For any ~x ∈ [−d~c, 0], there exists ~y ∈ S such that ~x− ~y ∈ Z~ω. We have an isomorphism
Πe−~x ≃
⊕
ℓ∈Z
HomX(T
ca,O(−~x+ ℓ~ω)) ≃
⊕
ℓ∈Z
HomX(T
ca,O(−~y + ℓ~ω)) ≃ Πe−~y
of projective Π-modules. Thus ΠeS is a progenerator of Π, and we have the assertion. 
As an immediate consequence, we have the following result.
Theorem 6.1.9. Let X be a GL projective space which is not Calabi-Yau, Aca the d-canonical
algebra and Π the (d+ 1)-preprojective algebra of Aca.
(a) The center of Π is the Veronese subring R(~ω) of R, and Π is a finitely generated R(~ω)-
module. In particular Π is a Noetherian algebra.
(b) If n ≤ d+1, then we have an isomorphism Π ≃ R[Z~ω] of Z-graded k-algebras. In particular,
Aca is a d-representation tame algebra.
(c) If X is Fano, then Π is Morita equivalent to R[Z~ω].
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Proof. (a) By Proposition 6.1.8(a), the center of Π is isomorphic to that of eR[Z~ω]e, which is clearly
the diagonal R(~ω) of eR[Z~ω]e. Since R is a finitely generated R(~ω)-module, the remaining assertion
follows immediately.
(b) By Proposition 3.1.17(b), we have that S := [−d~c, 0] itself gives a complete set of represen-
tatives and hence eS = 1 and e = 1. Thus the assertion follows from Proposition 6.1.8(b).
(c) By Proposition 3.1.17(c), we have e = 1. Thus the assertion follows from Proposition 6.1.8(a).

In the rest of this subsection, we give examples of d-canonical algebras using the quiver presen-
tations given in Theorem 3.4.6. Hence we work under Setting 3.3.1.
Example 6.1.10. For d = 1 we obtain the classical canonical algebras [Rin, GeL1]. More explicitly,
the 1-canonical algebra of type (p1, . . . , pn) has the quiver
0
~x1
~x2
...
~xn
2~x1
2~x2
...
2~xn
· · ·
· · ·
...
· · ·
(p1 − 1)~x1
(p2 − 1)~x2
...
(pn − 1)~xn
~c
x1
??⑧⑧⑧⑧⑧⑧⑧⑧⑧⑧⑧
x2
77♦♦♦♦♦♦♦♦♦
xn
''❖❖
❖❖❖
❖❖❖
❖
x1 //
x2 //
xn //
x1 //
x2 //
xn //
x1 //
x2 //
xn //
x1
""❉
❉❉
❉❉
❉❉
❉❉
❉❉
❉
x2
((❘❘
❘❘❘
❘❘❘
xn
66❧❧❧❧❧❧❧❧
with relations xpii = λi0x
p1
1 + λi1x
p2
2 for any i with 3 ≤ i ≤ n.
Example 6.1.11. The d-canonical algebra of weight type (1, . . . , 1) (where n = d+1) is isomorphic
to the d-Beilinson algebra [Be] and has the quiver
0
x1
...
  
xd+1
?? ~c
x1
...
##
xd+1
??2~c · · · (d− 1)~c
x1
...
%%
xd+1
:: d~c
with relations xixj = xjxi for any i and j with 1 ≤ i < j ≤ d+ 1.
The d-canonical algebras with d+ 1 weights (or less) will be treated in detail in the end of this
section. The smallest example with more than d+ 1 weights is considered in the next example.
Example 6.1.12. The 2-canonical algebra of type (2, 2, 2, 2) has the quiver
0
~x1
~x2
~x3
~x4
~x1 + ~x2
~x1 + ~x3
~x1 + ~x4
~x2 + ~x3
~x2 + ~x4
~x3 + ~x4
~c
~x1 + ~c
~x2 + ~c
~x3 + ~c
~x4 + ~c
2~c
??⑧⑧⑧⑧⑧⑧⑧⑧⑧⑧⑧⑧⑧⑧⑧⑧⑧
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❄❄
❄❄
❄❄
❄❄
))❚❚
❚❚❚
❚❚❚
❚❚
55❥❥❥❥❥❥❥❥❥❥
??⑧⑧⑧⑧⑧⑧⑧⑧⑧⑧⑧⑧⑧⑧⑧⑧
with relations
∑4
i=1 λix
4
i = 0 and xixj = xjxi for any i and j with 1 ≤ i < j ≤ 4.
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For any two element subset {i, j} ⊂ {1, 2, 3, 4} we get a full subquiver of the quiver in Exam-
ple 6.1.12 by identifying the two vertices labeled ~c in the following quiver
0 ~xi ~c
~xj ~xi + ~xj ~xj + ~c
~c ~xi + ~c 2~c
//
OO
//
OO
OO
//
//
OO
//
OO
//
OO
In fact, the whole quiver is the union of these subquivers.
Observation 6.1.13. (a) The quiver of any 2-canonical algebra of weight type (p1, . . . , pn) is
the union of the full subquivers parametrized by two element subsets {i, j} ⊂ {1, . . . , n},
that are obtained from
0 ~xi · · · ~c
~xj ~xi + ~xj · · · ~xj + ~c
...
...
...
...
~c ~xi + ~c · · · 2~c
//
OO
//
OO
OO
//
//
//
OO
OO
//
OO
//
//
OOOO
//
OO
by identifying the two vertices labeled ~c.
(b) For d > 2 a similar construction can be carried out replacing the above rectangles by d
dimensional parallelepipeds.
In the rest of this subsection we treat the case n ≤ d + 1 in detail, which is precisely the case
studied by Baer [Ba]. In this case Aca is d-representation infinite by Theorem 6.1.7. A class
of d-representation infinite algebras called type A˜ was introduced in [HIO]. We will show that
d-canonical algebras for the case n ≤ d+ 1 are d-representation infinite algebras of type A˜.
d-representation infinite algebras of type A˜. Let L be the root lattice of the root system
{ei − ej | 1 ≤ i 6= j ≤ d+ 1}
of type Ad in {v ∈ Rd+1 |
∑d+1
i=1 vi = 0}. The abelian group L is freely generated by the simple
roots αi = ei− ei−1, where 2 ≤ i ≤ d+1. We further define α1 = e1− ed+1 and obtain the relation∑d+1
i=1 αi = 0. Let Q̂ be the quiver defined by
• Q̂0 := L,
• Q̂1 := {ai : v → (v + αi) | v ∈ L, 1 ≤ i ≤ d+ 1}.
The group L acts on Q̂0 by translations, which induces a unique L-action on Q̂.
Let B be a subgroup of L such that L/B is finite. Denote by Q̂/B, the B-orbit quiver of Q̂.
We denote the B-orbit of a vertex or arrow x by x. Let
ΛB := k(Q̂/B)/(aiaj − ajai : v → v + αi + αj | v ∈ (Q̂/B)0, 1 ≤ i < j ≤ d+ 1).
A set of arrows C in Q̂ is called a cut if it contains exactly one arrow from each cycle of length
d + 1 in Q̂. A cut C is called B-acyclic if BC = C and the quiver Q̂ \ C is acyclic. In this case,
we call the factor algebra
ΛB,C := ΛB/(C/B)
a d-representation infinite algebra of type A˜ associated to (B,C). In fact it is d-representation infi-
nite by [HIO, 5.6]. Observe that ΛB,C is presented by the quiver (Q̂ \C)/B and all commutativity
relations of the form aiaj − ajai that appear in this quiver.
We will prove the following observation.
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Theorem 6.1.14. Let X be a GL projective space with weights (p1, . . . , pn) with n ≤ d+ 1. Then
the d-canonical algebra Aca is isomorphic to a d-representation infinite algebra ΛB,C of type A˜ for
B := 〈piαi − pjαj | 1 ≤ i, j ≤ n〉 and some B-acyclic cut C.
Proof. By Observation 3.1.2, we assume without loss of generality that n = d + 1 by adding
hyperplanes with weights 1. In Theorem 3.4.6, the d-canonical algebra Aca = A[0,d~c] was presented
by the quiver Q[0,d~c] with commutativity relations xixj = xjxi.
By our choice of B, we have an epimorphism of abelian groups
φ : L→ L/B given by φ(~xi) = αi +B
such that the kernel is generated by ~ω = −
∑n
i=1 ~xi. Since the map [0, d~c] → L/Z~ω is a bijective
by Proposition 3.1.17(b), the induced map
φ : [0, d~c]→ L/B
is bijective. Thus φ is a bijection between the sets of vertices of the quivers Q[0,dc] and Q̂/B. In
fact φ extends to a morphism
φ : Q[0,d~c] → Q̂/B
of quivers sending each arrow xi to the corresponding arrow ai. Moreover φ induces an isomorphism
φ : Q[0,d~c]
∼
−→ (Q̂ \ C)/B
of quivers, where C is the union of all B-orbits of arrows in Q̂ not in the image of φ.
We will show that C is a cut. Any cycle of length d+ 1 in Q̂ is of the form
v0
aσ(1)
−−−→ v1
aσ(2)
−−−→ · · ·
aσ(d+1)
−−−−−→ vd+1 = v0 (6.2)
for some v0 ∈ L and permutation σ of {1, . . . , d + 1}, where vi = v0 +
∑i
j=1 ασ(j). We need to
show that all arrows in (6.2) except one belongs to φ(Q
[0,d~c]
1 ). Now let ~y0 be the unique element in
[0, d~c] such that φ(~y0) = v0. Setting ~yi := ~yi−1 + ~xσ(i) for each 1 ≤ i ≤ d+ 1, we have a sequence
0 ≤ ~y0 < ~y1 < · · · < ~yd+1 = ~y0 − ~ω
in L satisfying φ(~yi) = vi. Since ~yd+1 = ~y0 − ~ω ≥ −~ω, we have ~yd+1 6≤ d~c by Lemma 3.1.16. Thus
there is a unique 1 ≤ t ≤ d+ 1 such that ~yt 6≤ d~c and ~yt−1 ≤ d~c. Hence we have a sequence
0 ≤ ~yt + ~ω < ~yt+1 + ~ω < · · · < ~yd+1 + ~ω = ~y0 < ~y1 < · · · < ~yt−1 ≤ d~c,
in [0, d~c], and so there is a path
~yt + ~ω
xσ(t+1)
−−−−−→ ~yt+1 + ~ω
xσ(t+2)
−−−−−→ · · ·
xσ(d+1)
−−−−−→ ~yd+1 + ~ω = ~y0
xσ(1)
−−−→ ~y1
xσ(2)
−−−→ · · ·
xσ(t−1)
−−−−−→ ~yt−1
in the quiver Q[0,d~c]. The image of the arrows in this path under ϕ consists of all orbits of arrows
in the cycle c except aσ(t) : vt−1 → vt. Moreover, there is no arrow labeled xσ(t) starting at ~yt−1,
since ~yt−1 + ~xσ(t) = ~yt 6∈ [0, d~c]. Hence aσ(t) : vt−1 → vt is the unique arrow in (6.2) that is not
contained in φ(Q
[0,d~c]
1 ). We conclude that C is a cut.
The cut C is B-acyclic since BC = C holds clearly and (Q̂ \ C)/B ≃ Q[0,d~c] is acyclic. Finally,
the quiver isomorphism Q[0,d~c] ≃ (Q̂ \ C)/B induces an isomorphism
A[0,d~c] → ΛB,C
of k-algebras since both algebras are defined by all the commutativity relations in their quivers. 
We illustrate Theorem 6.1.14 for d = 2 in the following example.
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Example 6.1.15. Here is the quiver Q[0,d~c] of the 2-canonical algebra Aca of weights (2, 3, 4),
where for each i = 1, 2, 3, the full subquivers with vertices {a~xi+~c | 0 ≤ a ≤ pi} that appear twice
should be identified.
0 ~x3 2~x3 3~x3 ~c
~x2
2~x2
~c
~x1
~c
~x2 + ~x3 ~x2 + 2~x3 ~x2 + 3~x3 ~x2 + ~c
2~x2 + ~x3 2~x2 + 2~x3 2~x2 + 3~x3 2~x2 + ~c
~x3 + ~c 2~x3 + ~c 3~x3 + ~c 2~c
~x1 + ~x3 ~x1 + 2~x3 ~x1 + 3~x3 ~x1 + ~c
~x3 + ~c 2~x3 + ~c 3~x3 + ~c 2~c
~x1 + ~x2
~x1 + 2~x2
~x1 + ~c
~x2 + ~c
2~x2 + ~c
2~c
// // // //
// // // //
// // // //
// // // //
XX✷✷✷✷✷✷
XX✷✷✷✷✷✷
XX✷✷✷✷✷✷
XX✷✷✷✷✷✷
XX✷✷✷✷✷✷
XX✷✷✷✷✷✷
XX✷✷✷✷✷✷
XX✷✷✷✷✷✷
XX✷✷✷✷✷✷
XX✷✷✷✷✷✷
XX✷✷✷✷✷✷
XX✷✷✷✷✷✷
XX✷✷✷✷✷✷
XX✷✷✷✷✷✷
XX✷✷✷✷✷✷
// // // //
// // // //
☞☞
☞☞
☞☞
☞☞
☞☞
☞☞
☞☞
☞☞
☞☞
☞☞
☞☞
☞☞
☞☞
☞☞
☞☞
☞☞
☞☞
☞☞
☞☞
☞☞
☞☞
☞☞
☞☞
☞☞
☞☞
☞☞
☞☞
☞☞
☞☞
☞☞
XX✷✷✷✷✷✷
XX✷✷✷✷✷✷
XX✷✷✷✷✷✷
XX✷✷✷✷✷✷
XX✷✷✷✷✷✷
XX✷✷✷✷✷✷
☞☞
☞☞
☞☞
☞☞
☞☞
☞☞
☞☞
☞☞
☞☞
☞☞
☞☞
☞☞
☞☞
☞☞
☞☞
☞☞
☞☞
☞☞
For comparison we give the corresponding quiver Q̂ below, with cut C indicated by dotted lines.
The vertices in the sublattice B are labeled 0. The vertices whose B-orbits are in the image of ~c
and 2~c under φ are also labelled accordingly.
0 • • • ~c • • •
• • • • • • • • •
• • • • • • 0 • •
~c • • • 2~c • • • • •
• • • • • • • • • •
• • • • • • • • •
~c • • • 2~c • • • •
• • • • • • • 0 • •
•
•
•
•
•
•
•
2~c
•
•
•
•
•
•
•
•
•
•
•
•
•
•
•
•
0
•
•
•
•
•
•
0
•
•
// // // // // // //
// // // // // // //
// // // // // //
// // // // // // //
// // // // // // //
// // // // // // //
// // // // // //
// // // // // //
//////
//////
//////
////////
//////
////////
////////
////////
XX✶✶✶✶
XX✶✶✶✶
XX✶✶✶✶
XX✶✶✶✶
XX✶✶✶✶
XX✶✶✶✶
XX✶✶✶✶
XX✶✶✶✶
XX✶✶✶✶
XX✶✶✶✶
XX✶✶✶✶
XX✶✶✶✶
XX✶✶✶✶
XX✶✶✶✶
XX✶✶✶✶
XX✶✶✶✶
XX✶✶✶✶
XX✶✶✶✶
XX✶✶✶✶
XX✶✶✶✶
XX✶✶✶✶
XX✶✶✶✶
XX✶✶✶✶
XX✶✶✶✶
XX✶✶✶✶
XX✶✶✶✶
XX✶✶✶✶
XX✶✶✶✶
XX✶✶✶✶
XX✶✶✶✶
XX✶✶✶✶
XX✶✶✶✶
XX✶✶✶✶
XX✶✶✶✶
XX✶✶✶✶
XX✶✶✶✶
XX✶✶✶✶
XX✶✶✶✶
XX✶✶✶✶
XX✶✶✶✶
XX✶✶✶✶
XX✶✶✶✶
XX✶✶✶✶
XX✶✶✶✶
XX✶✶✶✶
XX✶✶✶✶
XX✶✶✶✶
XX✶✶✶✶
XX✶✶✶✶
XX✶✶✶✶
XX✶✶✶✶
XX✶✶✶✶
XX✶✶✶✶
XX✶✶✶✶
XX✶✶✶✶
XX✶✶✶✶
XX✶✶✶✶
XX✶✶✶✶
XX✶✶✶✶
XX✶✶✶✶
XX✶✶✶✶
XX✶✶✶✶
✌✌
✌✌
✌✌
✌✌
✌✌
✌✌
✌✌
✌✌
✌✌
✌✌
✌✌
✌✌
✌✌
✌✌
✌✌
✌✌
✌✌
✌✌
✌✌
✌✌
✌✌
✌✌
✌✌
✌✌
✌✌
✌✌
✌✌
✌✌
✌✌
✌✌
✌✌
✌✌
✌✌
✌✌
✌✌
✌✌
✌✌
✌✌
✌✌
✌✌
✌✌
✌✌
✌✌
✌✌
✌✌
✌✌
✌✌
✌✌
✌✌
✌✌
✌✌
✌✌
✌✌
✌✌
✌✌
✌✌
✌✌
✌✌
✌✌
✌✌
✌✌
✌✌
✌✌
✌✌
✌✌
✌✌
✌✌
✌✌
✌✌
✌✌
✌✌
✌✌
✌✌
✌✌
✌✌
✌✌
✌✌
✌✌
✌✌
✌✌
✌✌
✌✌
✌✌
✌✌
✌✌
✌✌
✌✌
✌✌
✌✌
✌✌
✌✌
✌✌
6.2. Orlov-type semiorthogonal decompositions. In this section, we give an alternative proof
of Theorem 6.1.2 by constructing an embedding of Db(cohX) to Db(modLR), which is parallel to
the proof of Theorem 4.2.6. Then we will give Orlov-type semiorthogonal decompositions for
Db(cohX) and CMLR. We use the notation from Section 4.2.
We start with the following analog of Theorem 4.2.3.
Theorem 6.2.1. For any non-trivial upset I in L, we have
Db(modLR) = Db(modI0 R) ⊥ (D
b(modI R) ∩ (Db(mod~ω−I
c
R))⋆) ⊥ Db(modI
c
0 R).
Thus the composition
Db(modI R) ∩ (Db(mod~ω−I
c
R))⋆ ⊂ Db(modLR)
π
−→ Db(cohX)
is a triangle equivalence.
We need the following elementary observation, which is an L-graded version of [O1, 2.3].
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Lemma 6.2.2. Let I be a non-zero upset in L.
(a) We have
Db(modL0 R) = D
b(modI0 R) ⊥ D
b(modI
c
0 R) and D
b(modLR) = Db(modI R) ⊥ Db(modI
c
0 R).
More generally, for a poset ideal J containing I, we have
Db(modJ0 R) = D
b(modI0 R) ⊥ D
b(mod
J\I
0 R) and D
b(modJ R) = Db(modI R) ⊥ Db(mod
J\I
0 R).
(b) We have a triangle equivalence Db(modI R)/Db(modI0 R) ≃ D
b(cohX).
Proof. (a) Clearly HomDb(modL R)(D
b(modI R),Db(modI
c
0 R)) = 0 holds. We have the exact func-
tors (−)I : modLR→ modI R, (−)I
c
: modLR→ modI
c
0 R and the sequence
0→ (−)I → id→ (−)I
c
→ 0
of natural transformations which is objectwise exact. Therefore we have induced triangle functors
(−)I : Db(modLR) → Db(modI R), (−)I
c
: Db(modLR) → Db(modI
c
0 R) and a functorial triangle
XI → X → XI
c
→ XI [1] for X ∈ Db(modLR). Thus we have the first two equalities.
The remaining equalities are shown similarly.
(b) By (a), we have triangle equivalences
Db(modI0 R) ≃
Db(modL0 )
Db(modI
c
0 R)
and Db(modI R) ≃
Db(modLR)
Db(modI
c
0 R)
.
Therefore we have
Db(cohX) ≃
Db(modLR)
Db(modL0 R)
≃
Db(modLR)/Db(modI
c
0 R)
Db(modL0 R)/D
b(modI
c
0 R)
≃
Db(modI R)
Db(modI0 R)
. 
Proof of Theorem 6.2.1. Applying Lemma 6.2.2(a) to the poset ideal ~ω − Ic, we have
Db(modLR) = Db(mod~ω−I
c
R) ⊥ Db(mod~ω−I0 R).
Applying (−)⋆ and using (4.2), we obtain
Db(modLR) = Db(modLR)⋆ = Db(modI0 R) ⊥ (D
b(mod~ω−I
c
R))⋆.
Taking the intersections of Db(modI R) with both sides and applying Lemma 4.2.4, we have
Db(modI R) = Db(modI0 R) ⊥ (D
b(modI R) ∩ (Db(mod~ω−I
c
R))⋆).
Thus we have
Db(modI R) ∩ (Db(mod~ω−I
c
R))⋆ ≃
Db(modI R)
Db(modI0 R)
≃ Db(cohX)
by Lemma 6.2.2(b). 
Using Theorem 6.2.1, we are able to give an alternative proof of Theorem 6.1.2. The following
analog of Theorem 4.2.6 is the main result in this subsection.
Theorem 6.2.3. Let X be a Geigle-Lenzing projective space.
(a) The following composition is a triangle equivalence:
Kb(proj[0,d~c]R) ⊂ Db(modLR)
π
−→ Db(cohX).
(b) We have triangle equivalences
Db(modAca) ≃ Kb(proj[0,d~c]R) ≃ Db(cohX)
and Db(cohX) has a tilting object π(T [0,d~c]), which is isomorphic to T ca(−d~c).
(c) We have Kb(proj[0,d~c]R) = Db(modL+ R) ∩ (Db(mod~ω−L
c
+ R))⋆ and
Db(modLR) = Db(mod
L+
0 R) ⊥ K
b(proj[0,d~c]R) ⊥ Db(mod
L
c
+
0 R).
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Proof. We only have to prove (c). In fact, (a) follows from (c) and Theorem 6.2.1, and (b) follows
from (a) and Theorem 4.2.2(a).
In the rest, we prove the statement (c). By Lemma 3.1.16, −~ω 6≤ ~x if and only if ~x ≤ d~c. Thus
we have
L+ ∩ (L
c
+ − ~ω) = [0, d~c]. (6.3)
As a consequence, we have
Db(modL+ R) ∩ (Db(mod~ω−L
c
+ R))⋆ ⊃ Kb(projL+ R) ∩ (Kb(proj~ω−L
c
+ R))⋆
(4.2)
= Kb(projL+ R) ∩ Kb(projL
c
+−~ω R) = Kb(projL+∩(L
c
+−~ω)R)
(6.3)
= Kb(proj[0,d~c]R).
To show the converse, it is enough to show that the composition Kb(proj[0,d~c]R) ⊂ Db(modLR)
π
→
Db(cohX) is dense. This follows from Proposition 6.1.4. 
In the rest of this section, we show that there is a close connection between CMLR and Db(cohX)
given in terms of the following Orlov-type semiorthogonal decompositions [O1, 2.5][KLM, C.4].
Theorem 6.2.4. There exist embeddings Db(cohX) → Db(modLR) and CMLR → Db(modLR)
such that we have semiorthogonal decompositions
Db(cohX) = CMLR ⊥ thick{R(−~x)}0≤δ(~x)<−δ(~ω) if X is Fano,
Db(cohX) = CMLR if X is Calabi-Yau,
Db(cohX) ⊥ thick{k(−~x)}0≤δ(~x)<δ(~ω) = CM
LR if X is anti-Fano.
In particular, we have the equality:
rankK0(cohX)− rankK0(CM
LR) =

|L/Z~ω| X is Fano,
0 X is Calabi-Yau,
−|L/Z~ω| X is anti-Fano.
Proof. Using the map δ : L → Q defined by δ(~xi) = 1/pi, we obtain the non-trivial poset ideal
I := {~x ∈ L | δ(~x) ≥ 0}. Applying Theorems 6.2.1 and 4.2.3 to I, we have identifications
Db(cohX) = Db(modI R) ∩ (Db(mod~ω−I
c
R))⋆ and
CMLR = Db(modI R) ∩ (Db(mod−I
c
R))⋆.
(6.4)
Note that we have ~ω − Ic = {~x ∈ L | δ(~x) > δ(~ω)} and −Ic = {~x ∈ L | δ(~x) > 0}.
Assume first that X is Calabi-Yau. Then ~ω − Ic = −Ic holds, and we have the assertion
immediately from (6.4).
Assume next that X is Fano. Then ~ω − Ic ⊃ −Ic holds. We have
Db(mod~ω−I
c
R) = Kb(proj(~ω−I
c)\(−Ic)R) ⊥ Db(mod−I
c
R)
by Lemma 4.2.5(a). Applying (−)⋆, we obtain
(Db(mod~ω−I
c
R))⋆ = (Db(mod−I
c
R))⋆ ⊥ Kb(proj(−~ω+I
c)\Ic R).
Taking the intersections of Db(modI R) with both sides and applying Lemma 4.2.4, we have
Db(modI R) ∩ (Db(mod~ω−I
c
R))⋆ = (Db(modI R) ∩ (Db(mod−I
c
R))⋆) ⊥ Kb(proj(−~ω+I
c)\Ic R).
Since Kb(proj(−~ω+I
c)\Ic R) = thick{R(−~x)}0≤δ(~x)<−δ(~ω), we have the desired assertion by from
(6.4).
Assume finally that X is anti-Fano. Then ~ω − Ic ⊂ −Ic. We have
Db(mod~ω−I
c
R) ⊥ Db(mod
(−Ic)\(~ω−Ic)
0 R) = D
b(mod−I
c
R)
by Lemma 6.2.2(a). Applying (−)⋆, we obtain
Db(mod
(~ω+Ic)\Ic
0 R) ⊥ (D
b(mod~ω−I
c
R))⋆ = (Db(mod−I
c
R))⋆.
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Taking the intersection of Db(modI R) with both sides and applying Lemma 4.2.4, we have
Db(mod
(~ω+Ic)\Ic
0 R) ⊥ (D
b(modI R) ∩ (Db(mod~ω−I
c
R))⋆) = Db(modI R) ∩ (Db(mod−I
c
R))⋆.
Since Db(mod
(~ω+Ic)\Ic
0 R) = thick{k(−~x)}0≤δ(~x)<δ(~ω) ⊂ D
I , we have the desired assertion from
(6.4). 
As a consequence of Theorem 6.2.4, we have semiorthogonal decompositions between the derived
categories of the d-canonical algebra Aca and the CM-canonical algebra ACM.
We often have a more direct connection between Aca and ACM. The following is such an example.
Example 6.2.5. Assume that n = 2d+ 2 holds. Then we have ~δ = d~c +
∑n
i=1(pi − 2)~xi, and in
particular, [0, d~c] ⊂ [0, ~δ] holds. Therefore there exists an idempotent e of ACM such that
Aca = eACMe.
If moreover all pi = 2, then [0, d~c] = [0, ~δ] holds and we have A
ca = ACM. In this case X is
Calabi-Yau, and a derived equivalence between Aca and ACM can be obtained from Theorem 6.2.4.
6.3. Coxeter polynomials. The aim of this section is to determine the Coxeter polynomials of
Geigle-Lenzing projective spaces. Recall that the Coxeter polynomial is the characteristic polyno-
mial of any matrix representing the action of the d-th suspension of the Serre functor, that is of
(~ω), on the Grothendieck group.
For X ∈ cohX we denote by [X ] the corresponding element in the Grothendieck group. By
abuse of notation we denote by (~x) the action of the shift by ~x on the Grothendieck group, that is
[X ](~x) = [X(~x)].
Definition 6.3.1. Let 0 ≤ e ≤ d, and let I ⊆ {1, . . . , n} have cardinality at most d− e.
Choose d−e−|I| homogeneous linear polynomials f1, . . . , fd−e−|I|, such that these polynomials
and the ℓi with i ∈ I are linearly independent.
We denote by GeI the element of the Grothendieck group of the coherent sheaf corresponding to
the graded R-module
R
(Xi, fj(T) | i ∈ I, j ∈ {0, . . . , d− e− |I|})
.
Note that a priori this depends on out choice of the fi. However Lemma 6.3.2 below shows that
in fact any choice gives the same element in the Grothendieck group.
Vaguely the interpretation of this module is that it corresponds to the structure sheaf on the
intersection of the e dimensional subspace formed by the intersection of the d − e − |I| “generic”
hyperplanes fj, and the |I| special hyperplanes ℓi.
Lemma 6.3.2. We have
GeI =
∑
J⊆I
d−e−|I|∑
a=0
(−1)a+|J|
(
d− e− |I|
a
)
[O](−a~c−
∑
j∈J
~xj).
In particular GeI is independent of the choice of hyperplanes fj.
Proof. Since (Xi, fj(T)) form a regular sequence by Lemma 3.1.7(c), we may use the associated
Koszul complex to compute the dimension vector of R/(Xi, fj(T)) in terms of dimension vectors
of shifts of projectives. The formula follows. 
We collect the following immediate consequences of the definition, which will allow us to compute
Coxeter polynomials.
Proposition 6.3.3. For I and e as above we have the following
• If j 6∈ I then GeI −G
e
I(−~xj) =
{
0 if e = 0
Ge−1I∪{j} otherwise.
;
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• GeI −G
e
I(−~c) =
{
0 if e = 0
Ge−1I otherwise.
;
• For i ∈ I we have
∑pi−1
a=0 G
e
I(−a~xi) = G
e
I\{i}.
Proof. For the first point note that, in the notation of Lemma 6.3.2, we may choose the fk linearly
independent to ℓi with i ∈ I ∪ {j}. Consider the sequence
0→ R/(Xi, fk | i ∈ I)(−~xj)
Xj
→ R/(Xi, fk | i ∈ I)→ R/(Xi, fk | i ∈ I ∪ {j})→ 0,
which is short exact by Lemma 3.1.7(c). The claim follows from the definition of Grothendieck
groups.
The second point can be seen similarly.
For the final point, note that R/(Xj, ℓi, fk | j ∈ I \ {i}) is filtered by (R/(Xj , fk | j ∈ I))(−a~xi)
for a = 0, . . . , pi−1. Again the claim follows immediately. 
Proposition 6.3.4. The set
{GeI(~x) | I ⊆ {1, . . . , n}, 0 ≤ e ≤ d− |I|, ~x =
∑
i∈I
ai~xi for some 0 < ai < pi}
is a basis of the Grothendieck group.
Proof. We check that the subgroup of the Grothendieck group generated by the above set contains
all GeI(~x) (for arbitrary ~x ∈ L). Inductively we may assume this claim to hold for
Ge
′
I′(~x) for e
′ < e, and any I ′ GeI′(~x) for I
′ ⊆ I.
Now the three points of Proposition 6.3.3 show that the set of shifts of GeI we obtain is closed
under addition (and subtraction) of ~xj (j 6∈ I), ~c, and ~xi (i ∈ I), respectively. Indeed, in all cases
the term on the right side of the equalities is already in what is generated by our set inductively,
and so the left side tells us that we can do these additions and subtractions without leaving what
is generated by the set of the proposition. (For the last point note that we already have pi − 1
adjacent shifts inside the set.)
In particular we have now seen that the subgroup generated by the above set contains all
Gd∅(~x) = [O(~x)] – and thus is the entire Grothendieck group by Proposition 6.1.4.
Finally note that GeI(~x) 7→ e~c+ ~x defines a bijection of the above set to the intervall [0, d~c], and
hence to the indecomposable summands of the tilting module T (see Theorem 6.1.2). Thus the
generating set has cardinality equal to the rank of the Grothendieck group, so it is a basis. 
Example 6.3.5. Consider the usual projective line P1. Then the basis of the Grothendieck group
given in Proposition 6.3.4 consists of G1∅ = [O] and G
0
∅ = [S] for any simple sheaf S.
In particular we may note that this basis does not arrise as the dimension vectors of a tilting
object.
For the calculation of the Coxeter polynomials, we prepare the following combinatorially defined
polynomials.
Construction 6.3.6. For a1, . . . , as ∈ N>0, denote by Ba1,...,as the abelian group
Z/(a1)× · · · × Z/(as)→ Z/(a1)× · · · × Z/(as),
and consider the action on it given by adding (1, . . . , 1). One observes that under this action,
Ba1,...,as decomposes into
a1···as
lcm(a1,...,as)
orbits of length lcm(a1, . . . , as).
Clearly this extends to a linear map Ξ on the group ring ZBa1,...,as . It follows from the above
observation on the orbits on Ba1,...,as that the characteristic polynomial of this endomorphism is
χZBa1,...,as = (1− t
lcm(a1,...,as))
a1···as
lcm(a1,...,as) .
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We denote by
∆i =
∑
x∈Z/(ai)
(1, . . . , 1, x, 1, . . . , 1)
the sum over all elements in the cyclic group in the i-th factor of Ba1,...,as . Then we have a filtration
of ZBa1,...,as
Is ⊆ Is−1 ⊆ · · · ⊆ I1 ⊆ I0 = ZBa1,...,as
where Ij is the ideal generated by all products of j distinct ∆i, that is
I1 = (∆1, . . . ,∆s), I2 = (∆1∆2,∆1∆3, . . . ,∆s−1∆s), . . . , Is = (∆1∆2 · · ·∆n).
It is immediate that Ξ restrict to these ideals. The polynomials which we will be interested in
are
φa1,...,as := χZBa1,...,as/I1
that is the charateristic polynomial of the action of Ξ of the top quotient of this filtration.
One may observe that the characteristic polynomials of the action of Ξ on the other subquotients
are of the same form, and thus
(1 − tlcm(a1,...,as))
a1···as
lcm(a1,...,as) = χZBa1,...,as =
s∏
i=0
χIi/Ii+1 =
s∏
i=0
∏
I⊆{1,...,s}
|I|=i
φ(aj |j∈I)
=
∏
I⊆{1,...,n}
φ(aj |j∈I).
This formula allows us to calculate the φ(a1,...,as) inductively, starting with φ-s with fewer indices.
For the first few we obtain φ() = 1− t, φa =
1−ta
1−t , φa,b =
(1−tlcm(a,b))gcd(a,b)(1−t)
(1−ta)(1−tb) , . . . .
We are now ready to compute the Coxeter polynomial of a d-dimensional Geigle-Lenzing pro-
jective space.
Theorem 6.3.7. The Coxeter polynomial of a d-dimensional Geigle-Lenzing projective space with
weights p1, . . . , pn is
χ =
∏
I⊆{1,...,n}
|I|≤d
φ
d+1−|I|
(pi|i∈I)
.
Proof. By Theorem 5.1.5(b) the Serre functor is given by (~ω)[d].
We use the basis of the Grothendieck group given in Proposition 6.3.4. By the proof of that
proposition, the action of (~ω) with respect to that basis has a block diagonal shape, and thus the
Coxeter polynomial is the product
χ =
∏
I⊆{1,...,n}
0≤e≤d−|I|
χeI ,
where χeI is the characteristic polynomial of the action of (~ω) on〈
GeI(~x) | ~x =
∑
i∈I ai~xi for some 0 < ai < pi
〉〈
Ge
′
I′(~x) | e
′ < e, I ′ and ~x arbitrary
〉
+ 〈Gei′(~x) | I
′ ⊆ I, ~x arbitrary〉
.
By Proposition 6.3.3 the action of (~ω) on such a subquotient is precisely the same as the action of
Ξ on ZB(pi|i∈I)/I1 in Construction 6.3.6 above. Therefore
χeI = φ(pi|i∈I).
The claim follows. 
As an easy consequence, we have the following information on Grothendieck groups.
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Corollary 6.3.8. The rank of the Grothendieck group of K0(cohX) and |[0, d~c]| are equal to∑
I⊂[n], |I|≤d
(d+ 1− |I|)
∏
i∈I
(pi − 1).
Example 6.3.9. Let X be a 2-dimensional Geigle-Lenzing projective space with weights 2, 3. Then
the Coxeter polynomial of X is given by
χ = φ3() φ
2
2 φ
2
3 φ2,3
= (1− t)3
[
1− t2
1− t
]2 [
1− t3
1− t
]2
(1− t6)(1 − t)
(1 − t2)(1− t3)
= (1− t)3(1 + t)2(1 + t+ t2)2(1− t+ t2),
and the rank of the Grothedieck group is 11.
We end this section by posing the following question.
Problem 6.3.10. What is the Coxeter polynomial of CMLR?
For the hypersurface case n = d+ 2, an answer was given by Hille-Mu¨ller [HM].
7. Tilting theory on Geigle-Lenzing projective spaces
Let X be a Geigle-Lenzing projective space over a field k associated with linear forms ℓ1, . . . , ℓn
and weights p1, . . . , pn. In this section, we study tilting objects V in D
b(cohX) that belong to
vectX (respectiely, cohX). We call such a V a tilting bundle (respectively, tilting sheaf ) on X.
We study the endomorphism algebras EndX(V ) of tilting bundles. A typical example of a tilting
bundle is T ca given in Theorem 6.1.2. In this caes, the endomorphism algebra is the d-canonical
algebra Aca studied in the previous section.
7.1. Basic properties of tilting sheaves. Throughout this section, let V be a tilting bundle on
X with
Λ := EndX(V ).
Then we have triangle equivalences
V
L
⊗Λ− : D
b(modΛ)→ Db(cohX) and RHomX(V,−) : D
b(cohX)→ Db(modΛ)
which are mutually quasi-inverse and make the following diagram commutative:
Db(modΛ)
∼
νd

Db(cohX)
(~ω)

Db(modΛ)
∼
Db(cohX).
(7.1)
In the rest, we identify Db(modΛ) and Db(cohX) by these triangle equivalences.
Let 0 ≤ j ≤ d. Recall that RTj is the localization of R with respect to the multiplicative set {T
ℓ
j |
ℓ ∈ Z}. Since (modL0 R)Tj = 0 holds, the natural functor (−)Tj : D
b(modLR) → Db(modLRTj )
factors as
Db(modLR)
π
−→ Db(cohX)→ Db(modLRTj )
by universality. The following observation shows that tilting bundles on X give progenerators in
modLRTj .
Lemma 7.1.1. Assume that V ∈ modLR gives a tilting bundle on X. Then for any j with
0 ≤ j ≤ d, we have projLRTj = addVTj .
Proof. It follow from Proposition 5.2.2(c) that VTj ∈ proj
LRTj . Since the functor D
b(cohX) =
thickV → Db(modLRTj ) is dense, we have D
b(modLRTj ) = thickVTj . In particular, VTj has to be
a progenerator in modLRTj . 
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The following useful result strengthens Theorem 5.2.7(a) for tilting bundles.
Theorem 7.1.2. Let V be a tilting bundle on X. Then for any X ∈ cohX, there exists ~a ∈ L
such that for any ~x ∈ L satisfying ~x ≥ ~a, there exists an epimorphism V ′ → X(~x) in cohX with
V ′ ∈ addV .
Proof. It suffices to show that for any W ∈ modLR, there exists ~a ∈ L such that for any ~x ∈ L
satisfying ~x ≥ ~a, there exists a morphism V ′ → W (~x) in modLR with V ′ ∈ addV which has a
cokernel in modL0 R.
(i) Fix X ∈ modLR. We show that for ℓ ≫ 0, there exists a morphism V ′ → X(ℓ~c) in modLR
with V ′ ∈ addV which has a cokernel in modL0 R.
Fix j = 0, . . . , d. Since projLRTj = addVTj holds by Lemma 7.1.1, there exists an epimorphism
fj : V
j
Tj
→ XTj in mod
LR with V j ∈ addV . Since
HomLRTj (V
j
Tj
, XTj ) = (HomR(V
j , X)Tj )0 =
∑
a≥0
HomLR(V
j , X(a~c))T−aj ,
we can write fj = gjT
−aj
j with gj ∈ Hom
L
R(V
j , X(aj~c)). Then Cok gj ∈ mod
LR satisfies
(Cok gj)Tj = 0.
For a := max{a0, . . . , ad}, let ej := gjT
a−aj
j ∈ Hom
L
R(V
j , X(a~c)) and
e := (e0, . . . , ed)
t : V 0 ⊕ · · · ⊕ V d → X(a~c).
Then there exists an epimorpism Cok ej → Cok e. Since (Cok ej)Tj = (Cok gj)Tj = 0 holds, we
have (Cok e)Tj = 0 for any j with 0 ≤ j ≤ d. Thus Cok e belongs to mod
L
0 R.
Using Lemma 5.1.7(a), we have the assertion.
(ii) Let I := {
∑n
i=1 ai~xi | 0 ≤ ai < pi} be the complete set of representatives in L/Z~c. Applying
(i) to X :=W (~x) for each ~x ∈ I, we have the assertion. 
We have the following description of cohX in terms of Λ.
Theorem 7.1.3. Let V be a tilting bundle on X, and Λ := EndX(V ).
(a) For any ~a ∈ L satisfying δ(~a) > 0, we have
cohX = {X ∈ Db(cohX) | ∀ℓ≫ 0 X(ℓ~a) ∈ modΛ}.
(b) If X is Fano, then cohX = {X ∈ Db(cohX) | ∀ℓ≫ 0 X(−ℓ~ω) ∈ modΛ}.
(c) If X is anti-Fano, then cohX = {X ∈ Db(cohX) | ∀ℓ≫ 0 X(ℓ~ω) ∈ modΛ}.
In fact, this theorem follows immediately from the following stronger result, describing the
standard t-structure of Db(cohX) in terms of Λ:
Proposition 7.1.4. Let V be a tilting bundle on X. Then for any ~a ∈ L satisfying δ(~a) > 0, we
have equalities
D≤0(cohX) = {X ∈ Db(cohX) | ∀ℓ≫ 0 X(ℓ~a) ∈ D≤0(modΛ)},
D≥0(cohX) = {X ∈ Db(cohX) | ∀ℓ≫ 0 X(ℓ~a) ∈ D≥0(modΛ)}.
Proof. We only show the first equality, the second one can be shown similarly.
Fix X ∈ Db(cohX). Then X belongs to D≤0(cohX) if and only if the following condition holds:
(i) Hi(X) = 0 for any i > 0.
By Theorem 7.1.2, this is equivalent to the following condition (since Hi(X) = 0 for almost all i):
(ii) For ℓ≫ 0, we have HomX(V,Hi(X)(ℓ~a)) = 0 for any i > 0.
By Serre vanishing Theorem 5.2.7(b), for ℓ≫ 0, we have Extj
X
(V,X i(ℓ~a)) = 0 = Extj
X
(V, Zi(X)(ℓ~a))
for any i ∈ Z and j > 0 (since X i = 0 for almost all i). Then HomDb(cohX)(V, σ
≤i−1X(ℓ~a)[j]) = 0
holds for any j ≥ i. Applying the functor HomDb(cohX)(V, (−)(ℓ~a)) to the triangles
σ≤i−1X [i]→ σ≤iX [i]→ Hi(X)→ σ≤i−1X [i+ 1] and σ≤iX → X → σ≥i+1X → σ≤iX [1],
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we obtain
HomDb(cohX)(V,H
i(X)(ℓ~a)) = HomDb(cohX)(V, σ
≤iX(ℓ~a)[i]) = HomDb(cohX)(V,X(ℓ~a)[i])
for any i ∈ Z. Therefore (ii) is equivalent to the following condition:
(iii) For ℓ≫ 0, we have HomDb(cohX)(V,X(ℓ~a)[i]) = 0 for any i > 0.
This is equivalent to the following condition since V corresponds to Λ under the identification
Db(cohX) = Db(modΛ):
(iv) For ℓ≫ 0, we have X(ℓ~a) ∈ D≤0(modΛ).
Thus the first equality follows. 
Now we describe the duality (−)⋆ = RHomR(−, R) : Db(cohX)→ Db(cohX) in terms of Λ.
Proposition 7.1.5. (a) V ⋆ is also a tilting bundle on X.
(b) The following diagram is commutative.
Db(cohX)
(−)⋆[d]

RHomX(V,−)
// Db(modΛ)
D=Homk(−,k)

Db(cohX)
RHomX(V (~ω)
⋆,−)
// Db(modΛop).
(c) For any ~a ∈ L satisfying δ(~a) > 0, we have
(cohX)⋆ = {X ∈ Db(cohX) | ∀ℓ≫ 0 X(−ℓ~a) ∈ (modΛ)[−d]}.
Proof. (a) This is clear since (−)⋆ : Db(cohX)→ Db(cohX) is a duality.
(b) Using Auslander-Reiten-Serre duality, we have RHomX(V, V (~ω)) = DΛ[−d]. Thus we have
isomorphisms of functors:
(DRHomX(V,−))[−d] = RHomΛ(RHomX(V,−), DΛ[−d])
= RHomΛ(RHomX(V,−),RHomX(V, V (~ω)))
= RHomΛ(V
L
⊗ΛRHomX(V,−), V (~ω))
= RHomX(−, V (~ω))
= RHomX(V (~ω)
⋆, (−)⋆).
Thus the assertion follows.
(c) Let X ∈ Db(cohX). Applying Theorem 7.1.3 to V (~ω)⋆, we have that X⋆ ∈ cohX if and
only if X(−ℓ~a)⋆ = X⋆(ℓ~a) ∈ modΛop for ℓ ≫ 0. Using the commutative diagram in (b), this is
equivalent to X(−ℓ~a) ∈ (modΛ)[−d] for ℓ≫ 0. Thus the assertion follows. 
Identifying Db(cohX) with Db(modΛ), we have the following description of CMi X.
Proposition 7.1.6. Let 0 ≤ i ≤ d.
(a) For any ~a ∈ L satisfying δ(~a) > 0, we have
CMi X = {X ∈ cohX | ∀ℓ≫ 0 X(ℓ~a) ∈ modΛ, X(−ℓ~a) ∈ (modΛ)[−i]}, and
vectX = {X ∈ cohX | ∀ℓ≫ 0 X(ℓ~a) ∈ modΛ, X(−ℓ~a) ∈ (modΛ)[−d]}.
(b) IfX is Fano, then CMi X = {X ∈ cohX | ∀ℓ≫ 0X(−ℓ~ω) ∈ modΛ, X(ℓ~ω) ∈ (modΛ)[−i]}.
(c) If X is anti-Fano, then CMi X = {X ∈ cohX | ∀ℓ ≪ 0 X(ℓ~ω) ∈ modΛ, X(−ℓ~ω) ∈
(modΛ)[−i]}.
Proof. (a) By Theorem 7.1.3, an object X ∈ Db(cohX) belongs to cohX if and only if X(ℓ~a) ∈
modΛ holds for ℓ≫ 0. Now we fix X ∈ cohX. By definition, X ∈ CMiX if and only if X [i− d]⋆ ∈
cohX. By Proposition 7.1.5(c), this is equivalent to that X(−ℓ~a) ∈ (modΛ)[−i] holds for ℓ ≫ 0.
Thus the assertion follows.
(b)(c) Immediate from (a). 
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Next we give some properties of Λ = EndX(V ).
In general, let Λ be a finite dimensional k-algebra of finite global dimension. Let U be a two-sided
tilting complex of Λ. For i ≥ 0, we simply write
U ℓ :=
ℓ times︷ ︸︸ ︷
U
L
⊗Λ · · ·
L
⊗Λ U .
We have an autoequivalence U ℓ
L
⊗Λ− of Db(modΛ), which we simply denote by U ℓ. The following
notion was introduced by the third author [Min].
Definition 7.1.7. (a) We say that U is quasi-ample if U ℓ ∈ modΛ for ℓ≫ 0.
(b) We say that U is ample if it is quasi-ample and (DU,≤0,DU,≥0) is a t-structure in Db(modΛ),
where
DU,≤0 := {X ∈ Db(modΛ) | ∀ℓ≫ 0 U ℓ(X) ∈ D≤0(modΛ)},
DU,≥0 := {X ∈ Db(modΛ) | ∀ℓ≫ 0 U ℓ(X) ∈ D≥0(modΛ)}.
Note that ωΛ := DΛ[−d] and ω
−1
Λ := RHomΛ(ωΛ,Λ) are 2-sided tilting complexes of Λ.
Definition 7.1.8. We say that Λ is quasi d-Fano (respectively, quasi d-anti-Fano) if the two-
sided tilting complex ω−1Λ (respectively, ωΛ) is quasi-ample. More strongly, we say that Λ is
d-Fano (respectively, d-anti-Fano) if the two-sided tilting complex ω−1Λ (respectively, ωΛ) is ample.
Remark 7.1.9. It is clear from the definition that any d-representation infinite algebra is quasi
d-Fano. But the converse is not true. For example, if X is Fano with n ≥ d + 2 and pi ≥ 2 for
all i, then the d-canonical algebra Aca is a d-Fano algebra which is not d-representation infinite by
Theorems 7.1.10 and 6.1.7.
Note that d-Fano algebras are not necessarily almost d-representation infinite. For example let
Aca1 be a Kronecker algebra and A
ca
2 a 1-canonical algebra with n ≥ 3 and pi ≥ 2 for all i. Then
Λ := Aca1 ⊗k A
ca
2 is a 2-Fano algebra. But gl.dim Λ = gl.dim A
ca
1 + gl.dim A
ca
2 = 3 holds, which is
not possible for almost 2-representation infinite algebras by Proposition 2.2.11.
Next we will show the following trichotomy, which generalizes the case d = 1 [Min]:
Theorem 7.1.10. Let V be a tilting bundle on X, and Λ := EndX(V ).
(a) X is Fano if and only if Λ is a d-Fano algebra.
(b) X is anti-Fano if and only if Λ is a d-anti-Fano algebra.
(c) X is Calabi-Yau if and only if Db(modΛ) is a fractionally Calabi-Yau triangulated category.
Proof. Since d-Fano algebras, fractionally Calabi-Yau algebras and d-anti-Fano algebras are disjoint
classes, we only have to show the ‘if’ part of all statements.
(c) This is clear from the diagram (7.1).
(a) Assume that X is Fano. By (7.1), we have
Hi(ω−ℓΛ ) = HomDb(modΛ)(Λ, ν
−ℓ
d (Λ)[i]) = HomDb(cohX)(V, V (−ℓ~ω)[i]). (7.2)
This is clearly zero for i < 0. Assume i > 0. Since X is Fano, the element −ℓ~ω is sufficiently large
for ℓ≫ 0. Therefore (7.2) is zero for ℓ≫ 0 by Serre vanishing (Theorem 5.2.7). Therefore ω−1Λ is
quasi-ample.
On the other hand, Proposition 7.1.4 shows thatDω
−1
Λ ,≤0 = D≤0(cohX) andDω
−1
Λ ,≥0 = D≥0(cohX)
hold. In particular (Dω
−1
Λ ,≤0,Dω
−1
Λ ,≥0) is a t-structure in Db(modΛ). Thus Λ is a d-Fano algebra.
(b) Assume that X is anti-Fano. One can show that Λ is a d-anti-Fano algebra by a parallel
argument as in (a) above. 
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7.2. Tilting-cluster tilting correspondence. The aim of this section is to study when X is
derived equivalent to a d-representation infinite algebra. We show that this is closely related to
d-VB finiteness of X. As in the case of CMLR, the following notion plays an important role.
Definition 7.2.1 (d-tilting objects). As in CMLR, a tilting object V in Db(cohX) is called d-tilting
if EndDb(cohX)(V ) has global dimension at most d. By Proposition 7.2.4 below, this is equivalent
to the global dimension being precisely d.
We give some basic properties of the endomorphism algebras of tilting objects. Result (a) below
shows that d gives a lower bound for gl.dim Λ.
Proposition 7.2.2. Let V ∈ Db(cohX) be a tilting object, Λ = EndDb(cohX)(V ) and Π the (d+1)-
preprojective algebra of Λ.
(a) gl.dim Λ ≥ d holds.
(b) If V ≃ π(U) for U ∈ (modLR)⊥0,1 , then Π ≃ End
L/Z~ω
R (U) as Z-graded k-algebras.
Proof. (a) Assume gl.dim Λ < d. Then for anyX,Y ∈ Db(modΛ), we have HomDb(modΛ)(X, ν
ℓ
d(Y )) =
0 for almost all ℓ ∈ Z. On the other hand, by (7.1) and Lemma 5.1.7(b), we have
HomDb(modΛ)(Λ, ν
ℓ
d(Λ)) ≃ HomDb(cohX)(V, V (ℓ~ω)) 6= 0
for infinitely many ℓ ∈ Z, a contradiction.
(b) By (7.1) and Lemma 5.1.8, we have
Πℓ = HomDb(modΛ)(Λ, ν
−ℓ
d (Λ)) ≃ HomDb(cohX)(V, V (−ℓ~ω)) = Hom
L
R(U,U(−ℓ~ω))
for any ℓ ∈ Z. Therefore we have Π =
⊕
ℓ∈ZHom
L
R(U,U(−ℓ~ω)) = End
L/Z~ω
R (U). 
We prepare the following general observation.
Lemma 7.2.3. Let p := l.c.m.(p1, . . . , pn). If there exists a non-zero object X ∈ Db(cohX)
satisfying HomDb(cohX)(X,X(p~ω)) = 0, then X is Fano.
Proof. Assume that X is not Fano. Then p~ω = q~c holds for some q ≥ 0. Consider a morphism
fq := (t)t :
⊕
tX → X(q~c) = X(p~ω), where t runs over all monomials on T0, . . . , Td of degree q.
For any i ∈ Z, the morphism Hi(fq) :
⊕
tH
i(X) → Hi(X)(q~c) is an epimorphism in cohX by
Lemma 5.1.7(b). In particular fq is non-zero in D
b(cohX), a contradiction. Thus X is Fano. 
We have result (a) below as in Theorem 4.3.13. Moreover, result (b) below due to Buchweitz-
Hille [BuH] explains the importance of d-tilting sheaves.
Proposition 7.2.4. Let X be a GL projective space, and V a d-tilting object in Db(cohX).
(a) X is Fano. Moreover HomX(V, V (ℓ~ω)) = 0 for any ℓ > 0.
(b) [BuH] If V ∈ cohX, then EndX(V ) is a d-representation infinite algebra.
Proof. (a) Thanks to Lemma 7.2.3, we only have to prove the latter assertion.
Since Λ has global dimension at most d, we have νℓ−1d (DΛ) ∈ D
≥0(modΛ) for any ℓ > 0 by
Proposition 2.1.10. Hence the commutative diagram (7.1) shows
HomX(V, V (ℓ~ω)) ≃ HomDb(modΛ)(Λ, ν
ℓ
d(Λ)) = H
0(νℓ−1d (DΛ)[−d]) = 0.
(b) For the convenience of the reader, we include a proof. We only have to show thatHi(ν−ℓd (Λ)) =
0 holds for any i 6= 0 and ℓ ≥ 0. This is clear for i < 0 since V ∈ cohX implies
Hi(ν−ℓd (Λ)) = HomDb(modΛ)(Λ, ν
−ℓ
d (Λ)[i]) = HomDb(cohX)(V, V (−ℓ~ω)[i]) = 0
by (7.1). On the other hand, for ℓ ≥ 0, since ν−ℓd (Λ) ∈ D
≤0(modΛ) holds by Proposition 2.1.10,
we have Hi(ν−ℓd (Λ)) = 0 for any i > 0. Thus the assertion follows. 
Now we show that the existence of d-tilting bundles implies d-VB finiteness, as in Theo-
rem 4.4.12.
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Theorem 7.2.5. If a GL projective space X has a d-tilting bundle V , then X is d-VB finite and
vectX has the d-cluster tilting subcategory
U := add{V (ℓ~ω) | ℓ ∈ Z, ~x ∈ L}.
Proof. Let Λ := EndX(V ). Then we have a derived equivalence D
b(cohX) → Db(modΛ) which
makes the diagram (7.1) commutative. Moreover Λ is d-representation infinite by Proposition 7.2.4(b).
In particular, Theorem 2.2.7 shows that
VΛ := {X ∈ D
b(modΛ) | ∀ℓ≫ 0, ν−ℓd (X) ∈ modΛ, ν
ℓ
d(X) ∈ (modΛ)[−d]}.
has a d-cluster tilting subcategory
UΛ := add{ν
ℓ
d(Λ) | ℓ ∈ Z}.
On the other hand, X is Fano by Proposition 7.2.4(a). By Proposition 7.1.6(b), the equivalence
Db(modΛ)→ Db(cohX) restricts to equivalences
VΛ → vectX and UΛ → U := add{V (ℓ~ω) | ℓ ∈ Z}.
Therefore U is a d-cluster tilting subcategory of vectX, and we have that X is d-VB finite. 
To give a more explicit version of Theorem 7.2.5, we need the following notion.
Definition 7.2.6. Let U be a d-cluster tilting subcategory of vectX (respectively, CMLR). We
call an object V ∈ U slice if the following conditions are satisfied.
(a) For any indecomposable object X ∈ U , there exists ℓ ∈ Z such that X(ℓ~ω) ∈ addV .
(b) HomU(V, V (ℓ~ω)) = 0 for any ℓ > 0.
In this case, any (~ω)-orbit of indecomposable objects in U contains exactly one element in addV .
The following is the main result in this section.
Theorem 7.2.7 (tilting-cluster tilting correspondence). Let X be a GL projective space. Then
d-tilting bundles on X are precisely slices in d-cluster tilting subcategories of vectX.
The directsion ‘⇒’ follows directly from Theorem 7.2.5 and Proposition 7.2.4(a).
In the rest, we prepare to prove the direction ‘⇐’.
Let V be a slice in a d-cluster tilting subcategory U of vectX and Λ := EndX(V ). Since
HomX(V, V (ℓ~ω)) = 0 holds for any ℓ > 0 by our assumption, X is Fano by Lemma 7.2.3. Now we
show that V satisfies one of the conditions for being a tilting object.
Lemma 7.2.8. Exti
X
(V, V ) = 0 holds for any i 6= 0.
Proof. Since V is an object in a d-cluster tilting subcategory U , we have Exti
X
(V, V ) = 0 for
any i with 1 ≤ i ≤ d − 1. On the other hand, by Auslander-Reiten-Serre duality, we have
Extd
X
(V, V ) = DHomX(V, V (~ω)), which is zero since V is a slice. Thus the assertion follows. 
Next we show the following easy properties of a slice.
Lemma 7.2.9. Let X and Y be indecomposable objects in U .
(a) There exists a unique integer ℓ = ℓ(X) satisfying X ∈ addV (ℓ~ω).
(b) If there exist a sequence X → · · · → Y of indecomposable objects in U and non-zero
morphisms between them, then ℓ(X) ≥ ℓ(Y ).
(c) If ℓ(X) ≥ 0, then the Λ-module HomX(V,X) is projective.
(d) Let
0→ X(~ω)→ Cd−1 → · · · → C1 → C0 → X → 0
be a d-almost split sequence from Proposition 5.2.8(c). If Y is a direct summand of Ci for
some 0 ≤ i ≤ d− 1. Then either ℓ(Y ) = ℓ(X) or ℓ(Y ) = ℓ(X) + 1 holds.
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Proof. (a)(b) Both assertions are clear from our definition of slice.
(c) If ℓ(X) > 0, then HomX(V,X) = 0. If ℓ(X) = 0, then the assertion holds since X ∈ addV .
(d) Since there exists a chain of non-zero morphisms from Y to X , we have ℓ(Y ) ≥ ℓ(X) by
(b). Since there exists a chain of non-zero morphisms from X(~ω) to Y , we have ℓ(X) + 1 ≥ ℓ(Y )
by (b). Thus the assertion follows. 
Now we are ready to prove the following observation.
Proposition 7.2.10. Λ has global dimension d.
Proof. It suffices to show that any simple Λ-module S has projective dimension at most d. We
regard S as an U-module. Then there exists an indecomposable object X ∈ addV such that
S = HomU (−, X)/ radU (−, X). Let
0→ X(~ω)→ Cd → · · · → C1 → X → 0
be a d-almost split sequence in U given in Proposition 5.2.8(c). Since V is a slice and X ∈ addV ,
we have HomU(V,X(~ω)) = 0. Hence we have an exact sequence
0→ HomU (V,Cd)→ · · · → HomU(V,C1)→ HomU(V,X)→ S → 0 (7.3)
of Λ-modules. On the other hand, let Y be an indecomposable summand of Ci. Then ℓ(Y ) ≥
0 holds by Lemma 7.2.9(d). Hence HomU(V, Y ) is a projective Λ-module by Lemma 7.2.9(c).
Therefore the sequence (7.3) gives a projective resolution of the simple Λ-module S, and we have
the assertion. 
We also need the following observation.
Lemma 7.2.11. There exist exact sequences
0→ Ud → · · · → U0 → V (−~ω)→ 0 and 0→ V (~ω)→ U
0 → · · · → Ud → 0
in cohX with Ui, U
i ∈ addV for any 0 ≤ i ≤ d.
Proof. We only construct the first sequence since the second one can be constructed in a similar
way. Let U+ := add{V (ℓ~ω) | ℓ ≥ 0}. This is a functorially finite subcategory of vectX by
Lemmas 4.4.10 and 5.1.8. Let f : U0 → V (−~ω) be a right U
+-approximation of V (−~ω). Then f
is surjective by Theorem 7.1.2. Since U is a d-cluster tilting subcategory of vectX, there exists an
exact sequence
0→ Ud → · · · → U1 → Ker f → 0
in vectX with Ui ∈ U by Proposition 5.2.8(b). It suffices to show that Ui belongs to addV for any
i with 0 ≤ i ≤ d. By Lemma 7.2.9(b), we have
Ui ∈ U
+ (7.4)
for any i with 0 ≤ i ≤ d. Now we define an U-module F by an exact sequence
HomU (−, U0)
f
→ HomU (−, V (−~ω))→ F → 0.
Since V is a slice, we have F (V (ℓ~ω)) = 0 for any ℓ < −1. Since f is a right U+-approximation, we
have F (U+) = 0. Hence the support of F is contained in addV (−~ω), and therefore F has a finite
length as an U-module. In partcular, F has a finite filtration by simple U-modules of the form
SX := HomU(−, X)/ radU (−, X) for indecomposable direct summands X of V (−~ω).
On the other hand, a minimal projetive resolution of SX is given by a d-almost split sequence
whose terms belong to add(V (−~ω) ⊕ V ) by Lemma 7.2.9(d). Applying Horseshoe Lemma re-
peatedly, we have that each Ui belongs to add(V (−~ω) ⊕ V ). By (7.4), we have that Ui ∈
U+ ∩ add(V (−~ω)⊕ V ) = addV for any i with 0 ≤ i ≤ d. Thus the assertion follows. 
Now we show that V satisfies the remaining condition for being a tilting object.
Lemma 7.2.12. We have thickV = Db(cohX).
GEIGLE-LENZING COMPLETE INTERSECTIONS 95
Proof. Using Lemma 7.2.11 repeatedly, we have V (ℓ~ω) ∈ thickV for any ℓ ∈ Z. Thus U ⊂
thickV . Since U is a d-cluster tilting subcategory of vectX, we have vectX ⊂ thickU ⊂ thickV by
Proposition 5.2.8(b). Therefore Db(cohX) = thickV holds by Theorem 5.1.5(e). 
Now we are ready to complete the proof of Theorem 7.2.7.
Proof of Theorem 7.2.7 ‘⇐’. Let V be a slice in a d-cluster tilting subcategory of vectX. By
Lemmas 7.2.8 and 7.2.12, V is a tilting bundle on X. It is d-tilting by Lemma 7.2.10. 
Now we consider the special class of d-tilting bundles which are contained in CMLR. In this
case, Theorem 7.2.7 gives the following result, which improves Theorem 4.4.16.
Theorem 7.2.13. Let (R,L) be a GL complete intersection, and X the corresponding GL projective
space. For V ∈ CMLR, the following conditions are equivalent.
(a) V is a d-tilting bundle on X.
(b) V is a slice in a d-cluster tilting subcategories of CMLR.
(c) V (~ω) gives an NCCR of R(~ω) such that EndR(~ω)(V
(~ω))i = 0 for all i < 0.
In this case, there are isomorphisms
Π ≃ End
L/Z~ω
R (V ) ≃ EndR(~ω)(V
(~ω))
of Z-graded algebras, where Π is the (d+ 1)-preprojective algebra of EndX(V ).
Proof. (a)⇔(b) This is immediate from Theorems 5.2.10 and 7.2.7.
(b)⇔(c) Let U = add{V (ℓ~ω) | ℓ ∈ Z}. By Theorem 4.4.16, U is a d-cluster tilting subcategory
of CMLR if and only if V (~ω) gives an NCCR of R(~ω). Clearly V is a slice in U if and only if
EndR(~ω)(V
(~ω))i = 0 holds for all i < 0. Thus the assertion follows.
The isomorphisms follow from Proposition 7.2.2(b) and Lemma 4.4.17. 
Example 7.2.14. Let X be a GL projective space with d = 1 which is Fano. Then there exists
a tilting bundle V on X such that EndX(V ) is isomorphic to the path algebra kQ of an extended
Dynkin quiver Q, and Π2(kQ) is the corresponding classical preprojective algebra. On the other
hand, (R,L) is (1-)CM finite and we have CMLR = add{V (ℓ~ω) | ℓ ∈ Z}. It is classical that the
(1-)Auslander algebra of (R,L) is isomorphic to the preprojective algebra Π2(kQ).
Thanks to Theorem 7.2.7, we have the following diagram which shows connections between the
relevant notions.
{d-tilting bundles on X} = {slices in d-cluster tilting subcat. of vectX}
∪ ∪
{d-tilting bundles on X contained in CMLR} = {slices in d-cluster tilting subcat. of CMLR}
Now we pose the following question.
Problem 7.2.15. How are the following conditions related to each other? Which ones are equiv-
alent (under certain conditions)?
(a) X is Fano.
(b) (R,L) is d-CM finite.
(c) R(~ω) has an NCCR.
(d) CMLR has a d-tilting object.
(e) X is d-VB finite.
(f) Db(cohX) has a d-tilting bundle.
(g) X is derived equivalent to a d-representation infinite algebra.
The table after Theorem 1.3.12 contains our results on Problem 7.2.15.
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7.3. d-tilting bundles on X. In this subsection, we provide a program to construct d-tilting
bundles on some GL projective spaces which are Fano. Our strategy consists of the following two
steps.
(Step 1) Find a d-tilting object U in CMLR. Then this gives a d-cluster tilting subcategory U :=
add{U(ℓ~ω), R(~x) | ℓ ∈ Z, ~x ∈ L} of CMLR by Theorem 4.4.12(a).
(Step 2) Extend U to a slice V in the d-cluster tilting subcategory U . Then this gives a d-tilting
bundle by Theorem 7.2.7.
Both steps are non-trivial. However (Step 1) has already been addressed in Section 4: Theo-
rem 4.4.21 gives explicitly hypersurface cases in which the category CMLR has a d-tilting object
U .
In this subsection, we will focus on (Step 2), and give a general strategy to construct a slice in
the d-cluster tilting subcategory U .
Our starting point is the following general result using a certain upset of L.
Proposition 7.3.1. Let (R,L) be a GL complete intersection, and U a d-tilting object in CMLR.
Assume that there exists a subset I of L satisfying the following conditions.
(i) I is a non-trivial upset of L satisfying I − ~ω ⊂ I.
(ii) The injective hull of U in CMLR belongs to add{R(~x) | ~x ∈ I}.
(iii) The projective cover of U in CMLR belongs to add{R(~x) | ~x ∈ Ic}.
In this case, S := {~x ∈ I | x+ ~ω ∈ Ic} satisfies the following conditions.
(a) S is a complete set of representatives of L/Z~ω in L such that S ⊂ I and S + ~ω ⊂ Ic.
(b) V := π(U)⊕(
⊕
~x∈S R(~x)) is a slice in a d-cluster tilting subcategory U := add{U(ℓ~ω), R(~x) |
ℓ ∈ Z, ~x ∈ L} of vectX.
(c) V gives a d-tilting bundle on X.
(d) We have EndLR(U) = End
L
R(U).
Proof. Since CMLR has a d-tilting object, (R,L) is Fano by Theorem 7.2.4(a).
(a) It is enough to show that S is a complete set of representatives of L/Z~ω in L.
Since (R,L) is Fano, ~x + i~ω ∈ I and ~x − i~ω ∈ Ic hold for i ≪ 0. By the condition I − ~ω ⊂ I,
there exists a unique ℓ ∈ Z such that ~x + i~ω ∈ I holds for any i ≤ ℓ and ~x + i~ω ∈ Ic holds for
any i > ℓ. Then ~x + ℓ~ω gives a unique element in S ∩ (~x + Z~ω). Thus S is a complete set of
representatives of L/Z~ω in L.
(b) Condition (a) in Definition 7.2.6 is satisfied by (a). We need to check condition (b) there,
that is, HomLR(V, V (ℓ~ω)) = 0 for any ℓ > 0.
(1) Since I is an upset of L, we have HomLR(R(~x), R(~y)) = 0 for any ~x ∈ I and ~y ∈ I
c. By
(i), we have Ic + ~ω ⊂ Ic. By our definition of S, we have S ⊂ I and S + ℓ~ω ⊂ Ic for any ℓ > 0.
Consequently HomLR(R(~x), R(~y + ℓ~ω)) = 0 holds for any ~x, ~y ∈ S and ℓ > 0.
(2) We show that HomLR(U,R(~y + ℓ~ω)) = 0 holds for any ~y ∈ S and ℓ > 0.
Take any f ∈ HomLR(U,R(~y + ℓ~ω)). By (ii), f factors through add{R(~x) | ~x ∈ I}. Since
HomLR(R(~x), R(~y + ℓ~ω)) = 0 holds for any ~x ∈ S by (1), we have f = 0.
(3) We show that HomLR(R(~x), U(ℓ~ω)) = 0 holds for any ~x ∈ S and ℓ ≥ 0.
Take any f ∈ HomLR(R(~x), U(ℓ~ω)). By (iii), f factors through add{R(~y + ℓ~ω) | ~y ∈ I
c}. Since
~y + ℓ~ω ∈ Ic holds for any ~y ∈ Ic, we have HomLR(R(~x), R(~y + ℓ~ω)) = 0 by (1). Thus f = 0.
(4) For any i ∈ Z and ℓ ≥ 0, any composition U
f
−→ R(~x+ i~ω)
g
−→ U(ℓ~ω) is zero. In fact, if i > 0,
then f = 0 holds by (2), and if i ≤ 0, then g = 0 holds by (3).
(5) We show that HomLR(U,U(ℓ~ω)) = 0 holds for any ℓ > 0.
Since U is a d-tilting object in CMLR, we have HomLR(U,U(ℓ~ω)) = 0 for any ℓ > 0, see for
instance [HIO, Proposition 2.3(b)]. Thus any morphism U → U(ℓ~ω) factors through projLR, and
hence must be zero by (4).
(c) This follows from (b) and Theorem 7.2.7.
(d) This is immediate from (4) above. 
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To construct upset I satisfying the conditions in Proposition 7.3.1, we prepare the following
notions, which are rather easy to control.
Definition 7.3.2. (a) A map γ : L→ Q is increasing if
γ(~x) ≤ γ(~y) holds for any ~x, ~y ∈ L satisfying ~x ≤ ~y.
An increasing map γ is equi-increasing if γ(~x + ~c) = γ(~x) + 1 holds for any ~x ∈ L. An
(equi-)increasing map γ is ~ω-(equi-)increasing if γ(~x+ ~ω) ≤ γ(~x) holds for any ~x ∈ L.
(b) Let γ : L → Q be an increasing map. For X ∈ CMLR, let IX be the injective hull of X in
CMLR, and PX the projective cover of X . We say that X ∈ CM
LR has a γ-presentation if
IX ∈ add{R(~x) | γ(~x) > 0} and PX ∈ add{R(~x) | γ(~x) ≤ 0}.
More strongly, we say that X ∈ CMLR has a strict γ-presentation if
IX ∈ add{R(~x) | γ(~x) = 1/2} and PX ∈ add{R(~x) | γ(~x) = 0}.
Observation 7.3.3. (1) If γ : L→ Q is an increasing map, then
I = {~x ∈ L | γ(~x) > 0}
is an upset in L. Moreover, if γ is ~ω-increasing then I is closed under subtraction of ~ω.
(2) Conversely, if I is a nontrivial upset (meaning I 6∈ {∅,L}), then we can define an equi-
increasing map γ by
γ(~x) = min{i ∈ Z | ~x− i~c /∈ I}.
(Note that the non-triviality of I guarantees that the maximum is well-defined.) Moreover,
if I is closed under subtraction of ~ω, then γ is ~ω-equi-increasing.
(3) These two constructions give mutually inverse maps between the collection of non-trivial
upsets and the collection of integer-valued equi-increasing functions.
We give the following basic examples.
Observation 7.3.4. Let (R,L) be a GL complete intersection.
(a) The degree map δ : L→ Q (see Section 3.1) is equi-increasing.
(b) The following conditons are equivalent.
(i) (R,L) is Fano.
(ii) The degree map δ : L→ Q is ~ω-equi-increasing.
(iii) There exists a ~ω-increasing map γ : L→ Q.
Proof. (a) and (b)(i)⇒(ii)⇒(iii) are clear.
(b)(iii)⇒(i) Recall that there exist integers p > 0 and ℓ such that p~ω = ℓ~c, and (R,L) is Fano
if and only if ℓ < 0. Thus the assertion follows. 
We will use the following special equi-increasing map later.
Example 7.3.5. Let (R,L) = (k[X1]/(X
p
1 ), 〈~x1〉) be a GL hypersurface with d = −1 asscoiated
with a weight p. We have an equi-increasing map γ : L→ Q defined by
γ(ℓ~c+ ℓ1~x1) =
{
ℓ ℓ1 = 0,
ℓ+ 12 1 ≤ ℓ1 ≤ p− 1.
Moreover U =
⊕p−1
i=1 k[x1]/(x
i
1) is a tilting object in CM
LR which has a strict γ-presentation such
that EndLR(U) ≃ kAp−1.
Proof. It is easy to check that γ is equi-increasing. It is shown in Example 4.3.3(a) that U
is a tilting object in CMLR. Moreover U has a strict γ-presentation since PU = R
⊕p−1 and
IU =
⊕p−1
i=1 R((p− i)~x1). 
Our main result in this section is the following.
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Theorem 7.3.6. Let (R,L) be a GL complete intersection in dimension d + 1 with weights
p1, . . . , pn. Assume that U ∈ CM
LR does not have non-zero free direct summands and satisfies the
following conditions.
• U is a d-tilting object in CMLR.
• U has a γ-presentation for some ~ω-increasing map γ : L→ Q.
Then the GL projective space X has a d-tilting bundle given by
π(U)⊕ (
⊕
~x∈Sγ
O(~x)) for Sγ = {~x ∈ L | γ(~x+ ~ω) ≤ 0 < γ(~x)}.
Proof. Let I := {~x ∈ L | γ(~x) > 0}. Then the conditions (i)–(iii) in Proposition 7.3.1 are satisfied.
In fact, since γ is ~ω-increasing, the condition (i) is satisfied. Since U has a γ-presentation, the
conditions (ii) and (iii) are satisfied. Thus the assertion follows from Proposition 7.3.1(c). 
As a direct application of Theorem 7.3.6, we have the following. The quiver of the endomorphism
algebra will be given in Example 7.4.1.
Corollary 7.3.7. Let X be a GL projective space in dimension d with weights p1, . . . , pd+2 such
that p1 = p2 = 2.
(a) There exists an ~ω-equi-increasing map given by
γ(~x) = ℓ+
1
2
#{i ∈ [1, n] | ℓi ≥ 1},
where ~x = ℓ~c+
∑n
i=1 ℓi~xi is a normal form.
(b) The tilting object UCM in CMLR given in Section 4.6 is d-tilting and has a strict γ-
presentation.
(c) X has a d-tilting bundle
π(UCM)⊕ (
⊕
~x∈Sγ
O(~x)),
where Sγ consisits of elements ~x = ℓ~c+
∑n
i=1 ℓi~xi satisfying
0 < 2ℓ+#{i ∈ [1, n] | ℓi ≥ 1} ≤ #{i ∈ [3, n] | ℓi ∈ {0, 1}}.
Proof. (a) The map γ is clearly an equi-increasing map. Since γ(~x − ~xi) = γ(~x) −
1
2 holds for
i = 1, 2, we have γ(~x+ ~ω) ≤ γ(~x).
(b) By Proposition 4.3.14, TCM gives a d-tilting object in CMLR. By Theorem 4.6.6, UCM =
TCM(~ω)[d] is also a d-tilting object. The resolution of UCM constructed in Theorem 4.6.2 shows
that UCM has a strict γ-presentation.
(c) By Theorem 7.3.6, X has a d-tilting bundle. Since the middle term is 2γ(~x), the left inequality
is equivalent to 0 < γ(~x) and the right one is equivalent to γ(~x+ ~ω) ≤ 0 by
γ(~x+ ~ω) = ℓ+ 1 +
1
2
#{i ∈ [1, n] | ℓi ≥ 2} −
1
2
#{i ∈ [1, n] | ℓi = 0}
= γ(~x)−
1
2
#{i ∈ [3, n] | ℓi ∈ {0, 1}}. 
Now we will extend Proposition 7.3.7.
The reason we introduced the stronger assumption of having strict γ-presentations, as opposed
to γ-presentations, is that it lends itself nicely to iteration. In particular we obtain the following
result, giving an infinite family of GL projective spaces of arbitrary high dimension having suitable
tilting bundles.
Theorem 7.3.8. Let (R,L) be a GL hypersurface associated with
R = k[X1, . . . , Xd+2]/(
d+2∑
i=1
λiX
pi
i ).
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Assume that there exists a d-tilting object U in CMLR which has a strict γ-presentation for some
~ω-equi-increasing map γ : L→ Q. Then for any d′ ≥ d, each GL projective space associated with
R′ = k[X1, . . . , Xd′+2]/(
d′+2∑
i=1
λiX
pi
i )
for some positive integers pd+3, . . . , pd′+2 and parameters λd+3, . . . , λd′+2 has a d
′-tilting bundle.
An ingredient to prove Theorem 7.3.8 is the tensor products of matrix factorizations given in
Section 4.5. Based on this tensor product, we give a method to combine two equi-increasing maps.
Let us recall the setting. For two GL hypersurfaces (Rj ,Lj)
Rj = Sj/(fj) with S
j = k[Xj,1, . . . , Xj,nj ] and fj =
∑nj
i=1 λj,iX
pj,i
j,i ,
Lj = 〈~cj , ~xj,1, . . . , ~xj,nj 〉/〈pj,i~xj,i − ~cj | 1 ≤ i ≤ nj〉
with weights (pj,1, . . . , pj,nj), we define a new GL hypersurface (R,L)
R = S/(f) with S = S1 ⊗k S2 = k[X1,1, . . . , X1,n1 , X2,1, . . . , X2,n2 ] and f = f1 + f2,
L = 〈~c, ~x1,1, . . . , ~x1,n1~x2,1, . . . , ~x2,n2〉/〈pj,i~xj,i − ~c | j = 1, 2, 1 ≤ i ≤ nj〉
with weights (p1,1, . . . , p1,n1 , p2,1, . . . , p2,n2).
Proposition 7.3.9. Under the above setting, let γi : Li → Q be a equi-increasing map for i = 1, 2.
(a) An equi-increasing map γ = γ1 + γ2 : L→ Q is given by
γ(~x+ ~y) := γ1(~x) + γ2(~y) for any ~x ∈ L1 and ~y ∈ L2.
(b) If γi is ~ωi-equi-increasing for at least one of i = 1, 2, then γ is ~ω-equi-increasing.
(c) If Ui ∈ CM
Li Ri has a strict γi-presentation for i = 1, 2, then U1 ⊗MF U2 ∈ CM
LR has a
strict γ-presentation.
Proof. (a) γ is well-defined by Observation 4.5.2(a). It is clearly an equi-increasing map.
(b) Let ~x ∈ L1 and ~y ∈ L2. Assume that γ1 is ~ω1-equi-increasing. Then
γ(~x+ ~y + ~ω) = γ1(~x+ ~c−
n∑
i=1
~xi) + γ2(~y −
m∑
j=1
~yj) ≤ γ1(~x) + γ2(~y) = γ(~x+ ~y).
(c) Let (M i : Qi → P i, N i : P i(−~ci)→ Qi) be a matrix factorization of Ui for i = 1, 2. Then
P i = PUi ∈ add{R
i(~x) | γi(~x) = 0} and Q
i = IUi(−~ci) ∈ add{R
i(~x) | γi(~x) = −1/2}.
By the definition of the tensor product of matrix factorizations, U := U1 ⊗MF U2 satisfies
PU = (Q
1 ⊗k Q
2)(~c)⊕ (P 1 ⊗k P
2) and IU = (P
1 ⊗k Q
2)(~c)⊕ (Q1 ⊗k P
2)(~c).
By the definition of γ, we have PU ∈ add{R(~x) | γ(~x) = 0} and IU ∈ add{R(~x) | γ(~x) = 1/2}. 
Now we are ready to prove Theorem 7.3.8.
Proof of Theorem 7.3.8. Let (R′,L′) be a GL hypersurface asscoiated with (p1, . . . , pd′+2). By
Proposition 7.3.9 and Example 7.3.5, we obtain a ~ω′-equi-increasing map γ′ : L′ → Q and a tilting
object U ′ which has a strict γ′-presentation. Thus the result follows from Theorem 7.3.6. 
As an application, we have the following list of cases where we have d-tilting bundles.
Corollary 7.3.10. Let X be a GL projective space associated with weights p1, . . . , pd+2. If one
of the following conditions are satisfied, then there exists a d-tilting bundle on X. Therefore X is
d-VB finite and derived equivalent to a d-representation infinite algebra.
• d ≥ 0 and (p1, p2) = (2, 2).
• d ≥ 1 and (p1, p2, p3) is one of (2, 3, 3), (2, 3, 4) or (2, 3, 5).
• d ≥ 2 and (p1, p2, p3, p4) = (3, 3, p3, p4) with p3, p4 ∈ {3, 4, 5}.
To prove Corollary 7.3.10, we start with an easy observation, where R+ =
⊕
~x>0R~x ∈ mod
LR.
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Lemma 7.3.11. Let (R,L) be a GL complete intersection with d = 0. Let X be a non-projective
object in CMLR, and ~x ∈ L.
(a) R(~x) appears in the injective hull IX of X if and only if Hom
L
R(X,R+(~x)) 6= 0.
(b) R(~x) appears in the projective cover PX of X if and only if Hom
L
R(R+(~x), X(~ω)[−1]) 6= 0.
Proof. (a) This follows from the fact that a minimal right almost split morphism of R(~x) in
CMLR is given by the inclusion R+(~x)→ R(~x), where R+(~x) does not have a non-zero projective
summand. The details are left to the reader.
(b) Since the inverse Auslander-Reiten translation is given by Ω−(−~ω), we have an almost split
sequence 0 → R+(~x) → E → Ω
−R+(~x − ~ω) → 0 in CM
LR. By the dual argument to (a), R(~x)
appears in the projective cover PX of X if and only if Hom
L
R(Ω
−R+(~x − ~ω), X) 6= 0. This is
equivalent to HomLR(R+(~x), X(~ω)[−1]) 6= 0. 
Generalizing Definition 7.3.2(a), we say that an (equi-)increasing map γ : L → Q is semi-~ω-
(equi-)increasing if γ(~x+ ~ω) ≤ γ(~x) + 12 holds for any ~x ∈ L.
The following easy observation is an analog of Proposition 7.3.9(b).
Lemma 7.3.12. In the setting of Proposition 7.3.9(a), if γi : Li → Q is semi-~ωi-equi-increasing
for i = 1, 2, then γ1 + γ2 : L→ Q is ~ω-equi-increasing.
Proof. This is immediate from
γ(~x+~y+~ω) = γ1(~x+~c−
n∑
i=1
~xi)+γ2(~y+~c−
m∑
j=1
~yj)−1 ≤ γ1(~x)+
1
2
+γ2(~y)+
1
2
−1 = γ(~x+~y). 
Now we prepare the following observations, which make Proposition 4.3.20 stronger.
Proposition 7.3.13. Let (R,L) be a GL hypersurface associated with weights p1, . . . , pd+2.
(a) For d = −1, the following conditions are equivalent.
(i) p1 = 2.
(ii) CMLR has a 0-tilting object.
(iii) There are a semi-~ω-equi-increasing map γ and a 0-tilting object T ∈ CMLR which has
a strict γ-presentation.
(b) For d = 0, the following conditions are equivalent.
(i) (p1, p2) = (2, p2), (3, 3), (3, 4), or (3, 5).
(ii) CMLR has a 1-tilting object.
(iii) There are a semi-~ω-equi-increasing map γ and a 1-tilting object T ∈ CMLR which has
a strict γ-presentation.
Proof. In both (a) and (b), the equivalence between (i) and (ii) was shown in Proposition 4.3.20,
and the implication from (iii) to (ii) is clear.
Thus it only remains to show that (ii) implies (iii). In both cases we have a triangle equivalence
between G : CMLR → Db(modΛ), where gl.dim Λ ≤ d + 1. In particular, since d ≤ 0, any object
in Db(modΛ) is a sum of stalk complexes. For ~x ∈ L, we define s(~x) ∈ Z and γ(~x) ∈ Q by
G(R+(~x)) ∈ (modΛ)[s(~x)] and γ(~x) =
s(~x) + 1
2
.
This gives an equi-increasing map L → Q: Firstly, using the equality (~c) = [2] from Theo-
rem 4.1.3(b), we have that G(R+(~x + ~c)) = G(R+(~x)[2]) = G(R+(~x))[2], so γ(~x + ~c) = γ(~x) + 1.
Next, we show that ~x ≤ ~y implies s(~x) ≤ s(~y). Since this is easy for d = −1, we assume d = 0. By
Theorem 4.4.5, it has the form Z∆ for a Dynkin diagram ∆. Since ~x ≤ ~y, HomLR(R+(~x), R+(~y)) 6= 0
holds. Thus there exists a path from R+(~x) to R+(~y) in the Auslander-Reiten quiver of CM
LR.
Thus G(R+(~x)) cannot be in a higher suspension of the module category than G(R+(~y)), and
s(~x) ≤ s(~y) holds.
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Now we show that γ is semi-~ω-equi-increasing, that is, s(~x + ~ω) ≤ s(~x) + 1 for any ~x ∈ L. If
d = −1, then Λ = k and hence (~ω) = (~x1) = [1]. Therefore s(~x+~ω)−s(~x) = 1 holds for any ~x ∈ L.
If d = 0, then (~ω) = (DΛ)
L
⊗Λ− holds by Proposition 4.3.7, and hence s(~x + ~ω) − s(~x) ∈ {0, 1}
holds for any ~x ∈ L.
It remains to show that the tilting object U := G−1(Λ) has a strict γ-presentation. Since the
case d = −1 is clear, we assume d = 0. Fix ~x ∈ L. Then R(~x) is a direct summand of the injective
hull IU if and only if Hom
L
R(U,R+(~x)) 6= 0 by Lemma 7.3.11. Applying the equivalence G, this is
equivalent to HomDb(modΛ)(Λ, G(R+(~x))) 6= 0. This holds if and only if G(R+(~x)) ∈ modΛ if and
only if γ(~x) = 12 . Dually, R(~x) is a direct summand of the projective cover PU of U if and only if
Hom(R+(~x), U(~ω)[−1]) 6= 0 by Lemma 7.3.11. Again applying the equivalence G, this is equivalent
to HomDb(modΛ)(G(R+(~x)), DΛ[−1]) 6= 0. This holds if and only if G(R+(~x)) ∈ (modΛ)[−1]. By
definition of γ, we thus have γ(~x) = 0. 
Now we are ready to prove Corollary 7.3.10.
Proof of Corollary 7.3.10. Let (R,L) be a GL hypersurface of one of the following type.
• d = 0 and (p1, p2) = (2, 2).
• d = 1 and (p1, p2, p3) is one of (2, 3, 3), (2, 3, 4) or (2, 3, 5).
• d = 2 and (p1, p2, p3, p4) = (3, 3, p3, p4) with p3, p4 ∈ {3, 4, 5}.
Then it is obtained from two GL hypersurfaces (R1,L1) and (R
2,L2) of one of the following type.
• di = −1 and pi,1 = 2.
• di = 0 and (pi,1, pi,2) is one of (3, 3), (3, 4) or (3, 5).
Then we have an equality d = d1 + d2 + 2.
By Proposition 7.3.13, there exist an semi-~ωi-equi-increasing map γi : Li → Q and a tilting
object T i which has a strict γi-presentation such that gl.dim End
L
Ri(T
i) ≤ di+1. By Lemma 7.3.12,
there exist an ~ω-equi-increasing map γ = γ1 + γ2 : L → Q and such that T := T 1 ⊗MF T 2 has
a strict γ-presentation. By Proposition 4.5.9, T is a tilting object in CMLR with EndLR(T ) =
EndL1R1(T
1)⊗k End
L2
R2(T2) and hence
gl.dim EndLR(T ) = gl.dim End
L1
R1(T
1) + gl.dim EndL2R2(T2) ≤ d1 + d2 + 2 = d.
Now the claim follows from Theorem 7.3.8. 
The rest of this subsection is devoted to studying the converse of (Step 2) at the beginning of
the subsection. More precisely, we give a partial answer to the following problem.
Problem 7.3.14. Let V ∈ CMLR be a d-tilting bundle on X. Is V a d-tilting object in CMLR?
The class of silting objects (see Section 2.1) was introduced to complete the class of tilting
objects from the point of view of mutation [AI, KV]. The following result gives a partial answer
to Question 7.3.14.
Theorem 7.3.15. Let V ∈ CMLR is a d-tilting bundle on a GL projective space X. Take a
decomposition V = P ⊕ U , where P is a maximal direct summand of V which belongs to projLR.
(a) V is a silting object in CMLR satisfying HomLR(V, V (ℓ~ω)) = 0 holds for any ℓ > 0.
(b) If EndLR(U) = End
L
R(U), then V is a d-tilting object in CM
LR.
Proof. (a) By Theorem 7.2.7, we know that V is a slice in a d-cluster tilting subcategory U :=
add{V (ℓ~ω) | ℓ ∈ Z} of vectX and hence of CMLR by Theorem 5.2.10. In particular, U ⊂
thickCMLR V holds by Proposition 7.2.11, and hence thickCMLR V = CM
LR holds.
By Proposition 5.2.6(c), we have
HomLR(V, V [i]) = Ext
i
modL R(V, V ) = Ext
i
X
(V, V ) = 0 for any i with 1 ≤ i ≤ d− 1.
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Let P be a maximal direct summand of V which belongs to projLR. Since V is a slice in U , we
have
HomLR(V, V (ℓ~ω)) = HomX(V, V (ℓ~ω)) = 0 for any ℓ > 0, (7.5)
projLR = add{P (ℓ~ω) | ℓ ∈ Z}. (7.6)
By (7.5), the latter part of (a) follows, and we have HomLR(V, V [d]) = DHom
L
R(V, V (~ω)) = 0.
It remains to prove HomLR(V, V [i+d+1]) = 0 for any i ≥ 0. Take a minimal projective resolution
· · · // P2 // P1 // P0 // V // 0
of V in modLR. Applying Lemma 3.2.10(b) to X := V , any indecomposable direct summand Q of
Pi with i ≥ 0 satisfies Hom
L
R(Q, V ) 6= 0. Thus the equalities (7.5) and (7.6) imply that Q belongs
to P+ := add{P (ℓ~ω) | ℓ ≥ 0}. Thus Pi ∈ P+ holds for any i ≥ 0. This implies
HomLR(V,Ω
i+1V (~ω)) ⊂ HomLR(V, Pi(~ω))
(7.5)
= 0
for any i ≥ 0. Therefore HomLR(V, V [i+ d+ 1]) = DHom
L
R(V, V (~ω)[−i− 1]) = 0 holds as desired.
(b) It follows from (a) and Lemma 4.3.8(b) that V is a tilting object in CMLR. It remains to
show gl.dim EndLR(V ) ≤ d. It suffices to show gl.dim End
L
R(U) ≤ d. Let I be the finite subset of
L such that P =
⊕
~x∈I R(~x). Let
I+ = {~x ∈ I | HomLR(R(~x), U) = 0}, I
− = I \ I+ and P± =
⊕
~x∈I±
R(~x).
Clearly HomLR(P
+, U) = 0 holds. For any ~x ∈ I−, the condition HomLR(R(~x), U) 6= 0 implies
HomLR(U,R(~x)) = 0 by Lemma 4.3.8(a)(i)⇒(ii), and Hom
L
R(P
+, R(~x)) = 0 by Proposition 3.2.9(c).
Thus HomLR(U ⊕ P
+, P−) = 0 holds, and EndLR(V ) has a triangular form
EndLR(V ) = End
L
R(P
− ⊕ U ⊕ P+) =
[
EndLR(P
−) HomLR(P
−,U) HomLR(P
−,P+)
0 EndLR(U) Hom
L
R(U,P
+)
0 0 EndLR(P
L)
]
.
Therefore gl.dim EndLR(U) ≤ gl.dim End
L
R(V ) ≤ d holds. 
7.4. Examples. In this section, we give an example of d-tilting bundles on GL hypersurfaces.
We start with giving the quiver of the d-tilting bundle constructed in Corollary 7.3.7.
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Example 7.4.1. Let X be a GL projective space with d = 2 and n = 4 weights (2, 2, 3, 4). Then
the tilting bundle given in the proposition above has the following quiver, where ~t := ~x1 − ~x2.
~x3 + ~x4 ~x3 + ~x4 + ~t
~x3 + ~x4 − ~x1
OO 88rrrrrrrrr
xxqqq
qqq
qqq
q
**❱❱❱
❱❱❱❱
❱❱❱❱
❱❱❱❱
❱ ~x3 + ~x4 − ~x2
ff▲▲▲▲▲▲▲▲▲
OO
xxrr
rr
rr
rr
r
**❱❱❱
❱❱❱❱
❱❱❱❱
❱❱❱❱
❱❱
2~x3 + ~x4 − ~x1
zz✈✈
✈✈
✈✈
✈✈
✈
2~x3 + ~x4 − ~x2
xxrrr
rrr
rrr
r
E2,3
yyrr
rr
rr
rr
r
%%▲
▲▲
▲▲
▲▲
▲▲
ff▲▲▲▲▲▲▲▲▲
OO
~x3 + 2~x4 − ~x1
&&▲
▲▲▲
▲▲▲
▲▲▲
~x3 + 2~x4 − ~x2
&&▲
▲▲▲
▲▲▲
▲▲▲
~x4 + ~x1 ~x4 + ~x2 E1,3
%%▲
▲▲
▲▲
▲▲
▲▲
ff▲▲▲▲▲▲▲▲▲▲
OO
tt✐✐✐✐
✐✐✐✐
✐✐✐✐
✐✐✐✐
✐✐✐✐
xxrr
rr
rr
rr
r
E2,2
yyrr
rr
rr
rr
r
&&▲
▲▲▲
▲▲▲
▲▲▲
OO 88rrrrrrrrrr
~x3 + 3~x4 − ~x1
&&▲
▲▲
▲▲
▲▲
▲▲▲
~x3 + 3~x4 − ~x2
$$❍
❍❍
❍❍
❍❍
❍❍
~x4
OO ::✈✈✈✈✈✈✈✈✈
##❍
❍❍
❍❍
❍❍
❍❍
~t+ ~x4
dd❍❍❍❍❍❍❍❍
OO
%%▲
▲▲
▲▲
▲▲
▲▲
E1,2
%%❑
❑❑
❑❑
❑❑
❑❑
tt✐✐✐✐
✐✐✐✐
✐✐✐✐
✐✐✐✐
✐✐✐✐
✐
yyss
ss
ss
ss
s
E2,1
yyrr
rr
rr
rr
rr
OO 88rrrrrrrrrr
%%▲
▲▲
▲▲
▲▲
▲▲
▲
**❯❯❯
❯❯❯
❯❯❯❯
❯❯❯
❯❯❯❯
❯ ~x3 + ~x1 ~x3 + ~x2
2~x4
&&▲
▲▲
▲▲
▲▲
▲▲
▲
~t + 2~x4
%%▲
▲▲
▲▲
▲▲
▲▲
E1,1
tt✐✐✐✐
✐✐✐✐
✐✐✐✐
✐✐✐✐
✐✐✐✐
✐
yyrr
rr
rr
rr
r
 &&▲
▲▲
▲▲
▲▲
▲▲
▲
**❱❱❱
❱❱❱❱
❱❱❱❱
❱❱❱❱
❱❱❱❱
❱❱
,,❳❳❳❳
❳❳❳❳❳
❳❳❳❳❳
❳❳❳❳❳
❳❳❳❳❳
❳❳❳❳❳
❳ ~x3
OO ;;✈✈✈✈✈✈✈✈✈

~t + ~x3
cc❍❍❍❍❍❍❍❍
OO

3~x4
**❱❱❱
❱❱❱❱
❱❱❱❱
❱❱❱❱
❱❱❱❱
❱❱❱
~t + 3~x4
**❱❱❱
❱❱❱❱
❱❱❱❱
❱❱❱❱
❱❱❱❱
~x1
 &&▼
▼▼
▼▼
▼▼
▼▼
▼ ~x2
xxqq
qq
qq
qq
qq
q

2~x3
tt❤❤❤❤
❤❤❤❤
❤❤❤❤
❤❤❤❤
❤❤❤❤
❤❤
~t+ 2~x3
tt✐✐✐✐
✐✐✐✐
✐✐✐✐
✐✐✐✐
✐
~c ~x1 + ~x2
We have a nicer choice of a set of line bundles with certain symmetry given by the following
result.
Theorem 7.4.2. Let X be a GL projective space with n = d+ 2 and p1 = p2 = 2. Then X has a
d-tilting bundle
V := π(UCM)⊕ (
⊕
~x∈S
O(~x)),
where UCM ∈ CMLR is given in Theorem 4.6.2 and S is the subset of L given by
S :=
{ ⋃
i=1,2([−
d−1
2 ~c,
d−1
2 ~c+ ~xi] ∪ [−
d−3
2 ~c− ~x1 − ~x2,
d−1
2 ~c+ ~xi]) if d is odd,⋃
i=1,2([−
d
2~c+ ~xi,
d
2~c] ∪ [−
d
2~c+ ~xi,
d−2
2 ~c+ ~x1 + ~x2]) if d is even.
In particular, X is d-VB finite and derived equivalent to a d-representation infinite algebra.
The set S has the following natural interpretation.
Observation 7.4.3. We consider an abelian group
L := 〈~y1 = ~y2, ~y3, · · · , ~yn〉/〈2~y1 − pi~yi | 3 ≤ i ≤ n〉.
and its submonoid L+ generated by all ~yi’s. We regard L as a partially ordered set: ~x ≤ ~y if and
only if ~y − ~x ∈ L+. Then we have an exact sequence
0 −→ 〈~x1 − ~x2〉 −→ L
q
−→ L −→ 0
given by q(~xi) := ~yi, where 〈~x1 − ~x2〉 is a subgroup of L of order 2.
Then the equality
S = q−1([(1− d)~y1, d~y1]) (7.7)
holds. In fact, the map q : L → L is a morphism of partially ordered sets. Then q−1((1 − d)~y1)
(respectively, q−1(d~y1)) consists of two elements which give the lower (respectively, upper) bounds
of the intervals defining S. On the other hand, for ~x, ~y ∈ L, it is easy to check that q(~x) ≤ q(~y)
holds if and only if either ~x ≤ ~y or ~x ≤ ~y + ~x1 − ~x2 holds.
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Proof of Theorem 7.4.2. Since p1 = p2 = 2, the algebra End
L
R(U
CM) =
⊗n
i=1 kApi−1 has global
dimension at most n−2 = d, Theorem 4.4.12 shows that CMLR has a d-cluster tilting subcategory
U := add{UCM(ℓ~ω), R(~x) | ℓ ∈ Z, ~x ∈ L}.
By Theorem 7.2.7, it suffices to show that V is a slice in U . We start with proving the following
observations.
Lemma 7.4.4. (a) S is a complete set of representatives of L/Z~ω.
(b) We have HomX(O(~x),O(~y + ℓ~ω)) = 0 for any ~x, ~y ∈ S and ℓ > 0.
Proof. (a) By using a similar argument as in the proof of Proposition 3.1.17(b), one can easily
check that the interval [0, (2d− 1)~y1] in L gives a complete set of representatives of L/Z~v for
~v := −
n∑
i=3
~yi.
Shifting by (1 − d)~y1, the interval [(1 − d)~y1, d~y1] also gives a complete set of representatives of
L/Z~v. Since q(~ω) = ~v holds, we have an exact sequence
0→ 〈~x1 − ~x2〉 → L/Z~ω
q
−→ L/Z~v → 0.
Therefore (7.7) implies that S gives a complete set of representatives of L/Z~ω.
(b) We have HomX(O(~x),O(~y + ℓ~ω)) = R~y+ℓ~ω−~x by Proposition 5.1.4. If ~y + ℓ~ω − ~x ≥ 0 for
some ℓ > 0, then we have
0 ≤ q(~y + ℓ~ω − ~x) ≤ d~y1 + ℓ~v − (1− d)~y1 = −~y1 +
n∑
i=3
(pi − ℓ)~yi,
in L, a contradiction. Thus R~y+ℓ~ω−~x = 0 holds by Observation 3.1.1(c). 
Finally we need the following technical observations.
Lemma 7.4.5. (a) For any i with 1 ≤ i ≤ n, let ℓi be an integer satisfying 1 ≤ ℓi ≤ pi −
1. Then |I|2 ~c −
∑
i∈I ℓi~xi (respectively,
|I|+1
2 ~c −
∑
i∈I ℓi~xi) belongs to S for any even
(respectively, odd) subset I of {1, . . . , n} such that {3, . . . , n} 6⊂ I.
(b) There exist monomorphisms M → UCM and UCM → M ′ in modLR with M,M ′ ∈
add
⊕
~x∈S R(~x) such that their cokernels have rank 0.
Proof. (a) Let J := I \ {1, 2}. Then |J | ≤ d− 1 holds. Since ℓ1 = ℓ2 = 1, we have
q
(
|I|+ a
2
~c−
∑
i∈I
ℓi~xi
)
= (|I|+ a)~y1 −
∑
i∈I
ℓi~yi = (|J |+ a)~y1 −
∑
i∈J
ℓi~yi,
where a = 0 if I is even, and a = 1 if I is odd. Therefore it is enough to show
(1 − d)~y1 ≤ (|J |+ a)~y1 −
∑
i∈J ℓi~yi ≤ d~y1.
The right inequality is clear since |J | ≤ d−1. The left inequality is equivalent to (|J |−a+1−d)~y1 ≤∑
i∈J(pi − ℓi)~yi, which holds since |J | ≤ d− 1.
(b) We only have to consider the direct summand ρ(E
~ℓ) of UCM. The morphisms P 6∋n → ρ(E
~ℓ)
and ρ(E
~ℓ)→ Q 6∋n(~c) given in Proposition 4.6.4 give the desired morphisms. 
Now we are ready to prove Theorem 7.4.2.
It is enough to show that V = π(UCM) ⊕ (
⊕
~x∈S O(~x)) is a slice in U . By definition of U and
Lemma 7.4.4(a), we have U = add{V (ℓ~ω) | ℓ ∈ Z}.
It remains to show HomX(V, V (ℓ~ω)) = 0 for any ℓ > 0. By Lemma 7.4.5(b), there exist monomor-
phisms a : π(L) → V and b : V → π(L′) in cohX such that L,L′ ∈ add
⊕
~x∈S R(~x) and their
cokernels have rank 0.
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Now we take a morphism f : V → V (ℓ~ω) with ℓ > 0. By Lemma 7.4.4(b), afb : π(L) →
π(L′(ℓ~ω)) is zero. Thus fb : V → π(L′(ℓ~ω)) factors through Cok a, which has rank zero. Since
HomX(Cok a, π(L
′(ℓ~ω))) = HomLR(Cok a, L
′(ℓ~ω)) = 0
holds by Lemma 5.1.8 and Proposition 3.2.9(b), we have fb = 0. Since b is a monomorphism,
f = 0 holds, as desired. 
Example 7.4.6. Let X be a GL projective space with d = 2 and n = 4 weights (2, 2, 3, 4). Then
V given in Theorem 7.4.2 is the following, where ~t := ~x1 − ~x2.
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