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Abstract
Convective clouds are a key driver of the earth’s general circulation as well as producing
important impacts on local weather. By investigating simplified systems that yield
analytic solutions we hope to gain valuable insight into real world scenarios. We use the
linearised Boussinesq form of the Navier-Stokes equations and the buoyancy equations
derived for unsaturated and saturated air derived from the first law of thermodynamics
as a basis to investigate the relationships between cloud spacing, cloud width and cloud
growth rate for different choices of cloud scheme.
We build on work by Bretherton who derived a cloud model which predicted realistic
cloud solutions from a simplified model. We extend his work by first investigating the
scenario of a fixed buoyancy frequency in the entire domain allowing cloud to form
anywhere. By approaching the problem in this way we identify a critical relationship
between growth rate and buoyancy frequency necessary for cloud solutions to form. We
find this is an alternative form of Rayleigh-Be´nard convection with the same critical
relationship posed in a different way.
We then investigate the idea of buoyancy frequency being a smooth function across the
cloud boundary. We solve this problem by expanding our chosen buoyancy frequency
function as a Taylor series then use asymptotic methods to find a solution. By doing
this we observe key differences in the predicted form of the clouds. In the case of
periodic clouds with buoyancy frequency chosen to be a cosine function we find the
relationship between growth rate and predicted cloud spacing has local growth rate
maximums implying optimal cloud spacings for cloud growth.
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Chapter 1
Introduction
The ability to accurately predict cloud formation, growth and subsequent rainfall is of
great interest. Accurate predictions are important from a daily life perspective driving
every day decisions like whether to bring an umbrella with you when you go outside
or if the weekend is a good time to plan outdoor activities. On the other extreme it
also has serious applications influencing potentially life and death decisions related to
severe weather warnings, an application which has increasing importance every year
due to climate change driving a greater frequency and magnitude of severe weather
[1]. Despite this, there are still gaps in our understanding of the mechanims driving
moist convection and how this influences formation of weather systems.
1.1 Motivation
The motivation of this thesis is gaining insight into real clouds by deriving simplified
systems directly from physics from which we are able to find analytic solutions. The
focus is on linear models of non-precipitating convection, by investigating these types
of model we hope to gain valuable insight into early stage cloud formation and growth.
In particular we are interested in the relationships between the cloud spacing, cloud
width and cloud growth rate with different choices of cloud scheme.
Convective clouds develop in air containing water vapour which is gravitationally sta-
bly stratified, meaning density decreases monotonically with height. If a parcel is lifted
adiabatically such that it cools due to the work done by the hydrostatic pressure field,
saturation and condensation occur, the result of which is latent heat release due to
the change of state. This heat release means the parcel is less dense than its environ-
ment and thus unstable. Convective clouds form a key driver of the Earth’s general
4
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Figure 1.1: Example circulation of a fluid between two parallel plates
caused by a temperature gradient between the plates.
circulation as well as producing important impacts on local weather.
An early example of the mathematics of convection is Rayleigh-Be´nard convection
[2]. The mechanics of Rayleigh Be´nard convection occur in a horizontal layer of fluid
between two parallel plates, if the temperature of the two plates are equal then the
system is in equilibrium, if the bottom plate is a higher temperature than the top plate
a temperature gradient is formed. When a fluid is warmed we see a decrease in density
and pressure, if the temperature gradient is sufficient this warm fluid will rise and a
circulation forms, this circulation is illustrated in figure 1.1. This circulation is similar
to a cloud. In a simple cloud there is an updraft in the cloud centre where warm air
is rising, condensing water vapour and releasing latent heat, then downdrafts on the
cloud edges forming a similar type of circulation.
Modelling atmospheric motions as a system between two parallel plates is a reasonable
approximation. The total height of the atmosphere is around ten thousand kilome-
ters, however the region of meteorological significance is the troposphere extending to
around twelve kilometers, above this height the atmosphere is sufficiently thin, stable
and low in water vapour such that it lacks weather producing turbulence. Similar
to the two parallel plates problem where the bottom plate is warmer than the top
plate, the troposphere is primarily heated by energy transfer from the surface and the
temperature reduces with height. The combination of these two facts means the atmo-
sphere is essentially a parallel plate problem where the bottom plate is warmer creating
a negative temperature gradient and there is an effective top plate where the atmo-
sphere gets thin enough such that atmospheric motions of meteorological significance
aren’t transmitted across it.
A key question that has been investigated in the literature is how clouds organise them-
selves and which clouds are the most unstable implying the fastest growth. Bjerknes [3]
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looked at a simplified slice of the atmosphere, in this slice there are regions of upward
motion and downwards motion such that the rate at which mass descends through the
slice is equal to the rate at which mass ascends. His conclusion was that convection is
most efficient when the cloud fraction is small implying clouds grow fastest when they
are small and isolated. Lilly [4] investigated convection between two parallel plates and
incorporated latent heat release in areas of upwards velocity, the results were similar to
Bjerknes’ whereby smaller cumulus clouds were more unstable with infinitely narrow
clouds being the most unstable. This finding was reflected in numerical models by
Murray [5] and Soong and Ogura [6]. Kuo [7], [8] also considered convection between
two parallel plates and added uniform eddy viscosity. In contrast to Lilly, Kuo’s model
predicted clouds of finite width where the width is determined by the magnitude of
the temperature gradient. Kuo’s model was extended by Yamasaki [9], [10] where
Yamasaki performed a matching of solutions at the cloud boundary to ensure smooth
temperature gradient. Yamasaki predicted that clouds suppressed cloud growth in
the region around them and thus clouds were most unstable the further apart they
were. Asai and Nagasuji [11], [12] performed numerical experiments investigating the
preferred cell size and the area ratio of the descending versus ascending regions. They
found that the preferred cloud spacing and size were such that the potential energy
of the system is at its lowest. Bretherton [13] built upon this work and investigated a
system between two parallel plates with a distinct dry region outside the cloud and the
presence of liquid water inside the cloud then performed a matching of the solutions of
the two regions across the cloud boundary. Similar to previous work, Bretherton again
found a preference for clouds of finite width spaced an infinite distance apart.
All of the models discussed have looked at two distinct regions, one region reflecting
dry thermodynamics outside the cloud and another reflecting moist thermodynamics
with liquid water inside the cloud. In this thesis we extend this work to explore the
concept of a smooth transition of background state between these two regions. Our
motivation for doing so stems from physical reasons why this might be beneficial and
also practical reasons related to how numerical weather forecasting is conducted.
Numerical weather prediction is an initial value problem. We have some initial state
called the background, and this state is integrated over time to produce a forecast as
discussed by Kalnay [14]. Getting a good estimate of the initial state is crucial for
the accuracy of the forecast, this initial state is computed using a method called data
assimiliation. Data assimilation combines recent observations with a previous forecast
to estimate current conditions, this is then evolved to produce a forecast. Problems can
arise in data assimilation when using non smooth functions resulting in poor solutions
or even failure of the algorithm as discussed by Steward et al. [15]. To work around
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this limitation, sometimes smoothers are applied to problems with strongly nonlinear
dynamics, an example of this is posed by van Leeuwen [16]. However, these types of
method may encounter difficulties as explored by Zhang [17].
Modelling a smooth transition is also motivated by physical reasons. In the small scale
the edge of a normal cumulus cloud has very rapid evaporation of liquid water escaping
the cloud centre so the edge may seem fairly well defined and a discontinuity might
be an appropriate way of modelling the cloud boundary, however there are scenarios
where this may not be the case. For example in clouds with a high amount of frozen
water such as cirrus clouds the cloud boundary isn’t very well defined as it takes longer
for an escaping ice crystal to melt and then evaporate causing the appearance of a hazy
cloud edge which may be better modelled with a smooth boundary.
Another reason why a smooth transition may be more suitable is due to the way we
construct computer simulations, we break the area we are analysing into discrete grid
points each of which represent the properties and dynamics of the area around it.
Inevitably this leads to averaging the properties of the area around the grid point, if
there are cases of both cloud and no cloud represented in the same grid point area
then the weighted average of these cases will be some middle ground between the
two. This is especially applicable in large scale meteorological modelling when dealing
with the case of partial cloud cover. An example of this method was described by
Slingo [18] however this method was purely empirical and had little basis in cloud
thermodynamics and microphysics. Smith [19] built on this work and presented a
scheme which involves more cloud thermodynamics, this will be discussed in chapter
two.
Finally, mathematically speaking a smooth function is easier to deal with and more
tractible than a discontinuous function. This is especially true when constructing
mathematical models of the atmosphere using finite difference schemes as discontinu-
ities may result in spurious gravity wave generation which have to be accounted for
and filtered out.
1.2 Thesis outline
We start this research in chapter two where we derive the governing equations our
work is built upon. The main equations are the linearised Boussinesq form of the
Navier-Stokes equation and the buoyancy equations for unsaturated and saturated air
derived from the first law of thermodynamics.
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In chapter three we rederive work conducted by Bretherton. Bretherton derived a
cloud model which predicted realistic cloud solutions by finding a solution valid for
the inside cloud region, and a solution valid for the outside cloud region then matching
these two solutions across the cloud boundary.
Following on from chapter three, in chapter four we analyse the types of solution the
Bretherton model predicts by looking at an infinite domain of constant buoyancy fre-
quency. We find and identify a critical relationship between cloud growth rate and
buoyancy frequency necessary for cloud like solutions to form. We compare this to
the critical Rayleigh number for convection and find the point at which our relation-
ship predicts a positive growth rate is the same critical point as in Rayleigh-Be´nard
convection.
In chapter five we rederive the buoyancy equation for an x dependency of buoyancy
frequency such that it is smooth and consistent across the entire domain moving from
unsaturated to saturated regions.
In chapter six we attempt to solve our system of equations with the smooth buoyancy
frequency function derived in chapter five by using a WKB inspired method. This
method is not capable of finding a solution to our problem, however we gain valuable
information that will help us find a solution by investigating the reasons why this
method does not work.
In chapter seven, we attempt to solve the system of equations with a smooth buoyancy
frequency by expanding our buoyancy frequency by applying a Taylor series expansion
and using an asymptotic method to find a solution. This method proves to be a
successful way of solving our problem. We use this method to investigate an isolated
cloud with the buoyancy frequency being modelled as a Gaussian function. When
comparing the results of this method to the results of a method with a discontinuity in
buoyancy frequency at the cloud boundary we observe key differences in the predicted
cloud widths.
In chapter eight, we derive a symbollic method to solve our system of equations using
the asymptotic method described in chapter seven from which a computer program
can be written to crunch the algebra symbolically. This allows us to more easily
investigate different cloud solutions to higher orders of accuracy which would otherwise
be intractable by hand.
In chapter nine we apply the computer program outlined in chapter eight to periodic
cloud solutions where we have a smooth buoyancy frequency function. Special interest
is given to modelling the buoyancy frequency with a cosine function, unlike when we
solve the problem using a discontinuity in buoyancy frequency at the cloud boundary,
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when using a smooth function the relationship between cloud spacing and growth
rate isn’t strictly increasing. We observe local maximums in growth rate indicating
potential optimal cloud spacings for cloud growth.
Chapter ten concludes the thesis, summarising the key results and suggesting future
work.
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Chapter 2
Background Mathematics
2.1 Introduction
In this chapter we derive the fundamental mathematical equations that underpin our
work. These are the Boussinesq form of the Navier-Stokes equation, the potential tem-
perature equations in unsaturated and saturated conditions arising from the first law of
thermodynamics, and the buoyancy equations arising from the potential temperature
equations.
The derivations in this chapter are predominantly bookwork, the notation convention
I have used is taken from Kerry A. Emanuel’s book “Atmospheric Convection” [20]. It
is important to understand where these key equations come from since these provide
the foundation for the work in this thesis and we will be manipulating and building
on them in later chapters.
2.2 Boussinesq Approximation
The Boussinesq approximation is used extensively throughout this thesis. The Boussi-
nesq approximation is an approximation of the Navier-Stokes equation derived by
neglecting density differences except those appearing in the Buoyancy terms, this ap-
proximation is very accurate for atmospheric flows while making the mathematics
simpler. The Boussinesq approximation was first investigated by the German physi-
cist Oberbeck [21] and later developed by French mathematician Boussinesq [22] thus
providing an example of Stigler’s law of eponymy [23].
To arrive at the Boussinesq approximation we first consider the Navier-Stokes, mo-
10
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mentum equation for an incompressible fluid given by
Du
Dt
= −1
ρ
∇p− gk + ν∇2u, (2.1)
where u is the velocity vector in 3 dimensions, ρ is the density, p is the pressure, g is
the acceleration due to gravity, ν is the kinematic viscosity and D/Dt is the material
derivative defined for a function f as
Df
Dt
≡ ∂f
∂t
+ u · ∇f. (2.2)
The Navier-Stokes momentum equation is made up of three equations, the horizontal
x momentum equation
Du
Dt
= −1
ρ
∂p
∂x
+ ν∇2u, (2.3)
the horizontal y momentum equation
Dv
Dt
= −1
ρ
∂p
∂y
+ ν∇2v, (2.4)
and the vertical z momentum equation
Dw
Dt
= −1
ρ
∂p
∂z
− g + ν∇2w. (2.5)
Other equations we consider are the continuity equation given by
Dρ
Dt
+ ρ∇ · u = 0, (2.6)
and the equation of state which is
p = ρRT. (2.7)
We can linearise the equation of state by representing the pressure, temperature and
density as a base state plus a small perturbation around the base state. This is
expressed as
p¯+ p′ = (ρ¯+ ρ′)R(T¯ + T ′), (2.8)
where variables with a bar above them represent the base state and variables with
a prime are the perturbation quantities. For any variable expressed in this way we
have
f¯  f ′. (2.9)
11
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Expanding the brackets of the equation of state gives us
p¯+ p′ = ρ¯RT¯ + ρ¯RT ′ + ρ′RT¯ + ρ′RT ′. (2.10)
Part of this equation is the equation of state for the base variables given by p¯ = ρ¯RT¯
so this can be cancelled. The term ρ′RT ′ contains a product of perturbations, since
we have defined the perturbation quantities as very small relative to the base state
we have little loss of accuracy by neglecting products of perturbations. With this our
linearised equation of state becomes
p′ = ρ¯RT ′ + ρ′RT¯ . (2.11)
Dividing through by ρ¯RT¯ = p¯ gives us
p′
p¯
=
T ′
T¯
+
ρ′
ρ¯
. (2.12)
The next step is to apply this linearisation of p and ρ to our vertical momentum
equation shown in (2.5). With this substitution the equation can be written as
(ρ¯+ ρ′)
Dw
Dt
= −∂(p¯+ p
′)
∂z
− g(ρ¯+ ρ′) + (ρ¯+ ρ′)ν∇2w. (2.13)
If we have a hydrostatically balanced background state we can say
∂p¯
∂z
= −ρ¯g. (2.14)
Substituting this into our vertical momentum equation we are left with
(ρ¯+ ρ′)
Dw
Dt
= −∂p
′
∂z
− gρ′ + (ρ¯+ ρ′)ν∇2w. (2.15)
Dividing through by ρ¯+ ρ′ gives
Dw
Dt
= − 1
ρ¯+ ρ′
∂p′
∂z
− g ρ
′
ρ¯+ ρ′
+ ν∇2w. (2.16)
We can write the term
1
ρ¯+ ρ′
, (2.17)
as
1
ρ¯
1
1 + ρ′/ρ¯
. (2.18)
It is possible to expand this as a geometric series, the formula for a geometric series
12
CHAPTER 2. BACKGROUND MATHEMATICS
is
c
1− f = c+ cf + cf
2 + cf 3 + · · · =
∞∑
n=0
cfn, for |f | < 1, (2.19)
where c is a constant and f is some variable. In our case we have c = 1 and f = −ρ′/ρ¯
so we can say
1
1 + ρ′/ρ¯
= 1− ρ
′
ρ¯
+
ρ′2
ρ¯2
+
ρ′3
ρ¯3
+ . . . . (2.20)
Since we are neglecting products of perturbations we can now write
1
ρ¯+ ρ′
=
1
ρ¯
[
1− ρ
′
ρ¯
]
. (2.21)
Substituting this into equation (2.16) we have
Dw
Dt
= −1
ρ¯
[
1− ρ
′
ρ¯
]
∂p′
∂z
− gρ
′
ρ¯
[
1− ρ
′
ρ¯
]
+ ν∇2w. (2.22)
Neglecting products of perturbations this is
Dw
Dt
= −1
ρ¯
∂p′
∂z
− gρ
′
ρ¯
+ ν∇2w. (2.23)
The term
B = −gρ
′
ρ¯
, (2.24)
is defined as the buoyancy. Using the linearised equation of state from equation (2.12)
this can be expressed as
B = −gρ
′
ρ¯
= −g
(
p′
p¯
− T
′
T¯
)
. (2.25)
An alternative form can be found by looking at the potential temperature. The po-
tential temperature is defined as
θ = T
(
p0
p
)R/cp
. (2.26)
A full derivation and discussion of the potential temperature will be conducted in the
following section. The natural logarithm of the potential temperature can be expressed
as
lnθ = lnT +
R
cp
(lnp0 − lnp). (2.27)
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Using perturbation form for θ, p and T we obtain
ln(θ¯ + θ′) = ln(T¯ + T ′) +
R
cp
[lnp0 − ln(p¯+ p′)] . (2.28)
The natural logarithm of some function f of the form f = f¯ + f ′ can be expressed
as
lnf = ln
[
f¯
(
1 +
f ′
f¯
)]
= lnf¯ + ln
(
1 +
f ′
f¯
)
. (2.29)
Since f ′/f¯ is small we can make use of a property of the natural logarithm which
is
ln
(
1 +
f ′
f¯
)
≈ f
′
f¯
. (2.30)
This allows us to write
ln
(
f¯ + f ′
)
= lnf¯ +
f ′
f¯
. (2.31)
Applying this relationship to equation (2.28) allows us to write
lnθ¯ +
θ′
θ¯
= lnT¯ +
T ′
T¯
+
R
cp
[
lnp0 − lnp¯− p
′
p¯
]
, (2.32)
which can be written as
lnθ¯ +
θ′
θ¯
= ln
[
T¯
(
p0
p¯
)R/cp]
+
T ′
T¯
− R
cp
p′
p¯
. (2.33)
The base state variables must satisfy
θ¯ = T¯
(
p0
p¯
)R/cp
=⇒ lnθ¯ = ln
[
T¯
(
p0
p¯
)R/cp]
, (2.34)
therefore equation (2.33) becomes
θ′
θ¯
=
T ′
T¯
− R
cp
p′
p¯
. (2.35)
Since cp = cv +R this becomes
θ′
θ¯
=
T ′
T¯
−
(
1− cv
cp
)
p′
p¯
, (2.36)
rearranging
p′
p¯
− T
′
T¯
=
cv
cp
p′
p¯
− θ
′
θ¯
, (2.37)
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Using this we can rewrite equation (2.25) as
B = −g
(
cv
cp
p′
p¯
− θ
′
θ¯
)
. (2.38)
In the next step we consider the momentum equations with our linearisation of ρ and
p, if we ignore viscosity these are
Du
Dt
= −1
ρ¯
∂p′
∂x
,
Dv
Dt
= −1
ρ¯
∂p′
∂y
,
Dw
Dt
= −1
ρ¯
∂p′
∂z
− gρ
′
ρ¯
. (2.39)
We assume a uniform background state such that all background velocities, u¯, v¯ and
w¯ are constant so their derivatives are zero. Our material derivative in this case for
prime variables reduces to
D
Dt
≡ ∂
∂t
+ u¯
∂
∂x
+ v¯
∂
∂y
. (2.40)
The divergence of our momentum equations is then
D
Dt
∇ · u′ = −1
ρ¯
∇2p′, (2.41)
where we have u′ = (u′, v′, w′). The linearised continuity equation gives us
Dρ′
Dt
+ ρ¯∇ · u′ = 0. (2.42)
Taking the material derivative and substituting into the previous equation yields
1
ρ¯
D2ρ′
Dt2
− 1
ρ¯
∇2p′ = 0. (2.43)
We can write the buoyancy as
−gρ
′
ρ¯
= −g
(
cv
cp
p′
p¯
− θ
′
θ¯
)
. (2.44)
If we look at a uniform adiabatic flow, meaning no transfer of heat or matter between
the system and it’s surroundings we have by definition
Dθ′
Dt
= 0, (2.45)
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which means we can take the material derivative of equation (2.44) to give
−1
ρ¯
Dρ′
Dt
= − cv
cpp¯
Dp′
Dt
. (2.46)
Taking the material derivative again we can substiture this into equation (2.43) to
obtain
cvρ¯
cpp¯
D2p′
Dt2
+∇2p′ = 0. (2.47)
This is a wave equation with phase velocity
c2 =
cpp¯
cvρ¯
= γRT¯ , (2.48)
where γ = cp/cv and c being the speed of sound.
The next step is to determine the scales of the terms involved. We scale the variables
as
u′ = Uu∗, v′ = Uv∗, w′ = Uw∗, x = Lx∗, y = Ly∗, z = Lz∗,
t =
L
U
t∗ and p′ = Pp∗, (2.49)
where starred variables are of order 1. The horizontal x momentum equation in the
case of no viscosity is
Du
Dt
= −1
ρ¯
∂p′
∂x
, (2.50)
applying the scales we have
U2
L
=
P
ρ¯L
, (2.51)
which rearranged gives
P = U2ρ¯. (2.52)
The buoyancy can be expressed as
−gρ
′
ρ¯
= −g
(
cv
cp
p′
p¯
− θ
′
θ¯
)
. (2.53)
The scale of the pressure term on the right hand side is
−g cvP
cpp¯
= −g cvU
2ρ¯
cpp¯
. (2.54)
Using equation (2.48) we observe that the scale of the pressure term in the buoyancy
can be expressed as
g
U2
c2
. (2.55)
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From this we deduce that if the Mach number defined as M = U/c is much less than 1
then the pressure term in the buoyancy equation can be neglected. From our equation
for the buoyancy in equation (2.53) we then have the relationship
−gρ
′
ρ¯
= g
θ′
θ¯
. (2.56)
We recall that in an adiabatic flow with uniform background state we had
Dθ′
Dt
= 0. (2.57)
With our new relationship, taking the Boussinesq approximation results in
Dρ′
Dt
= 0. (2.58)
Combining this with the final approximation of ρ¯ = ρ0 where ρ0 is a constant gives us
the shallow Boussinesq continuity equation
∇ · u = 0. (2.59)
The full set of Boussinesq momentum equations are then
Du
Dt
= −1
ρ¯
∂p′
∂x
+ ν∇2u,
Dv
Dt
= −1
ρ¯
∂p′
∂y
+ ν∇2v,
Dw
Dt
= −1
ρ¯
∂p′
∂z
+ g
θ′
θ¯
+ ν∇2w,
0 = ∇ · u. (2.60)
2.3 Potential Temperature
In the previous section we defined the potential in equation (2.26) as
θ = T
(
p0
p
)R/cp
.
In this section we will derive the potential temperature for different scenarios. The
potential temperature is a very useful quantity in the atmospheric sciences. This
quantity is helpful since it is constant in the absence of heating, cooling, evaporation
and condensation. This means potential temperature is unchanged by the lifting and
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sinking arising from flow over topography and other turbulence. We will require the
use of potential temperature for dry air, meaning there is no moisture, unsaturated
air, meaning there is moisture in the air, but no condensation or evaporation present,
and saturated air, where liquid water is present and condensation and evaporation can
occur.
2.3.1 Potential Temperature for Dry Air
For dry air containing no water vapour the first law of thermodynamics can be written
as
T
DSd
Dt
= cpd
DT
Dt
− 1
ρd
Dpd
Dt
, (2.61)
where S is the entropy, cp is the specific heat capacity of air at constant volume and
subscripts d indicate values for dry air containing no water. This equation can be
written as
DSd
Dt
= cpd
DlnT
Dt
−RdDlnpd
Dt
, (2.62)
where we have made use of the equation of state for dry air
pd = ρdRdT. (2.63)
An adiabatic process is a process such that there is no exchange of heat between the
system and the environment. This gives
DSd
Dt
= 0, (2.64)
so can write equation (2.62) as
cpd
DlnT
Dt
= Rd
Dlnpd
Dt
, (2.65)
integrating this between the current pressure pd and temperature T and a reference
state with pressure p0 and temperature θd we have
cpd(lnθd − lnT ) = Rd(lnp0 − lnpd), (2.66)
rearranging for θd gives
lnθd = ln
[
T
(
p0
pd
) Rd
cpd
]
, (2.67)
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giving a potential temperature for dry air of
θd = T
(
p0
pd
) Rd
cpd
, (2.68)
2.3.2 Potential Temperature for Unsaturated Moist Air
The first law of thermodynamics for water vapour can be written as
T
DSv
Dt
= cpv
DT
Dt
− 1
ρv
Dpv
Dt
. (2.69)
where the subscript v indicates the quantity is given for water vapour. We introduce
the mass ratio such that for a unit volume of air we have a mass of dry air Md and a
mass of water vapour Mv such that
Md +Mv = 1. (2.70)
Since we have no condensation or evaporation of water Mv and Md are constant. The
total entropy of moist dry air is then
S = MdSd +MvSv. (2.71)
To express S we combine equations (2.61) and (2.69) using the mass ratios to ob-
tain
(Md +Mv)T
D(MdSd +MvSv)
Dt
= (Mdcpd +Mvcpv)
DT
Dt
− Md
ρd
Dpd
Dt
− Mv
ρv
Dpv
Dt
, (2.72)
dividing through by Md we get
(1 +mv)T
DS
Dt
= (cpd +mvcpv)
DT
Dt
− 1
ρd
D(pd + pv)
Dt
, (2.73)
where mv is the water vapour mixing ratio given by
mv =
Mv
Md
=
ρv
ρd
. (2.74)
Our enthalpy equation can be rearranged as
T
DS
Dt
=
cpd +mvcpv
1 +mv
DT
Dt
− 1
ρd(1 +mv)
Dp
Dt
, (2.75)
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where we have recognised that the total pressure is given by
p = pd + pv. (2.76)
We observe that the total density is given by
ρ = ρd + ρv = ρd +
ρvρd
ρd
= ρd(1 +mv), (2.77)
so we can finally write our enthalpy equation as
T
DS
Dt
= c′p
DT
Dt
− 1
ρ
Dp
Dt
, (2.78)
where we define c′p as the effective specific heat capacity at constant pressure given
by
c′p =
cpd +mvcpv
1 +mv
. (2.79)
Next we will look at the ideal gas law for moist air. The ideal gas law is
p = ρRT, (2.80)
for moist air this can be expanded as
p = ρd(1 +mv)(MdRd +MvRv)T,
= ρd(1 +mv)Md(Rd +mvRv)T,
= ρd(Rd +mvRv)T, (2.81)
using this we can express 1/ρ as
1
ρ
=
1
ρd(1 +mv)
=
Rd +mvRv
1 +mv
T
p
, (2.82)
we define an effective gas constant R′ as
R′ =
Rd +mvRv
1 +mv
. (2.83)
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This means we can now write the first law of thermodynamics for moist air as
T
DS
Dt
= c′p
DT
Dt
− R
′T
p
Dp
Dt
,
DS
Dt
=
c′p
T
DT
Dt
− R
′
p
Dp
Dt
,
= c′p
DlnT
Dt
−R′Dlnp
Dt
. (2.84)
As before with dry air, we look at the adiabatic case and integrate between current
pressure p and temperature T and a reference state with pressure p0 and temperature
θu, rearranging for θu we have
θu = T
(
p0
p
)R′
c′p
. (2.85)
The subscript u represents the variable is for moist but unsaturated air. We now have
a potential temperature defined for air containing water vapour, we observe that when
mv = 0, R
′ = Rd and c′p = cpd our potential temperature reduces to the potential
temperature for dry air. This means our new potential temperature is suitable for
unsaturated and dry air.
2.3.3 Liquid Water Potential Temperature
Now we look at the scenario where we achieve saturation, so our parcel of air contains
water vapour and liquid water. The total water content of the parcel is Mt defined to
be
Mt = Mv +Mcl, (2.86)
where Mcl represents the mass ratio of liquid water. Alternatively, divinding through
by Md we obtain
mt = mv +mcl, (2.87)
where small m denotes the mixing ratio. In the absence of any sinks or sources Mt is
a conserved quantity, so any change in Mv is accompanied by an equal and opposite
change in Mcl. The latent heat of evaporation without change of temperature or
pressure is
L = T (Sv − Scl). (2.88)
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This means total entropy is given by
S = MdSd +MvSv +MclScl,
= MdSd +MtSv +Mcl(Scl − Sv),
= MdSd +MtSv − MclL
T
. (2.89)
We can calculate Sd and Sv from our previous work and substitute this to find S.
From equation (2.61) we have
DSd
Dt
=
cpd
T
DT
Dt
− 1
ρdT
Dpd
Dt
,
= cpd
DlnT
Dt
− Rd
pd
Dpd
Dt
,
= cpd
DlnT
Dt
−RdDlnpd
Dt
, (2.90)
integrating we obtain
Sd = cpdlnT −Rdlnpd. (2.91)
From equation (2.69) we have
DSv
Dt
=
cpv
T
DT
Dt
− 1
ρvT
Dpv
Dt
,
= cpv
DlnT
Dt
−RvDlnpv
Dt
, (2.92)
integrating this we have
Sv = cpvlnT −Rvlnpv. (2.93)
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Substituting Sd and Sv into equation (2.89) we obtain
S = MdcpdlnT −MdRdlnpd +MtcpvlnT −MtRvlnpv − MclL
T
,
= (Mdcpd +Mtcpv)lnT − ln(pMdRdd pMtRvv )−
MclL
T
,
= (Mdcpd +Mtcpv)lnT − ln
(
pMdRd+MtRvpMdRdd p
MtRv
v
pMdRd+MtRv
)
− MclL
T
,
= (Mdcpd +Mtcpv)lnT − (MdRd +MtRv)lnp
+MdRdln
(
p
pd
)
+MtRvln
(
p
pv
)
− MclL
T
,
= (Mdcpd +Mtcpv)lnT − (MdRd +MtRv)lnp
MdRdln
(
1 +
pv
pd
)
+MtRvln
(
1 +
pd
pv
)
− MclL
T
,
= (Mdcpd +Mtcpv)lnT − (MdRd +MtRv)lnp
MdRdln
(
1 +
mvRv
Rd
)
+MtRvln
(
1 +
Rd
Rvmv
)
− MclL
T
, (2.94)
where the last step uses the fact that
pd
pv
=
Rd
mvRv
. (2.95)
This can be shown by using equations (2.63) and (2.81) and the property pv = p− pd
so we can write
pd
pv
=
ρdRdT
ρd(Rd +mvRv)T − ρdRdT =
ρdRdT
ρdmvRvT
=
Rd
mvRv
. (2.96)
To obtain the potential temperature we can take the material derivative of equation
(2.94) in the adiabatic case, then integrate between a our current state T , p and a
state with temperature θl and pressure p0. So we have
(Mdcpd +Mtcpv)lnθl = (Mdcpd +Mtcpv)lnT − (MdRd +MtRv)ln p
p0
+MdRdln
(
1 + mvRv
Rd
1 + mtRv
Rd
)
+MtRvln
(
1 + Rd
Rvmv
1 + Rd
Rvmt
)
− MclL
T
,
(2.97)
dividing through by (Mdcpd +Mtcpv) and rearranging for θl we have
θl = T
(
p0
p
)κ1 (1 + mvRv
Rd
1 + mtRv
Rd
)κ2 (
1 + Rd
Rvmv
1 + Rd
Rvmt
)κ3
exp
(
− mclL
(cpd +mtcpv)T
)
, (2.98)
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where
κ1 =
Rd +mtRv
cpd +mtcpv
, (2.99)
κ2 =
Rd
cpd +mtcpv
, (2.100)
κ3 =
mtRv
cpd +mtcpv
. (2.101)
The value of mv is very small of order 10
−2 so we have(
1 + mvRv
Rd
1 + mtRv
Rd
)κ2
≈ 1, (2.102)
also the total water mixing ratio mt is also very small so we can say κ3 ≈ 0, so we also
have (
1 + Rd
Rvmv
1 + Rd
Rvmt
)κ3
≈ 1. (2.103)
Looking at κ1 we observe that if there is no liquid water, mt = mv and κ1 reduces
down to R′/c′p. This means that the potential temperature term
θu = T
(
p0
p
)κ1
, (2.104)
is a consistent definition of the potential temperature suitable for dry, unsaturated
and saturated conditions. So our liquid water potential temperature can be expressed
as
θl = θuexp
(
− mclL
(cpd +mtcpv)T
)
= θexp
(
−Lmcl
cpΠθ
)
, (2.105)
where Π is the Exner function defined as
Π =
(
p
p0
)κ1
=
T
θ
. (2.106)
We note that the term
Lmcl
cpΠθ
, (2.107)
is small, the magnitude of the terms are approximately
L ≈ 2.5× 106, mcl ≈ 10−3, cp ≈ 103, Π < 1, and θ ≈ 300. (2.108)
The magnitude of equation (2.107) is approximately 10−2. The exponential function
ex can be expanded as
ex = 1 + x+
x2
2!
+ . . . . (2.109)
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Since we have
Lmcl
cpΠθ
 1, (2.110)
the liquid water potential temperature can then be rewritten as
θl = θ
(
1− Lmcl
cpΠθ
)
. (2.111)
When cloud forms, latent heat given by Lmcl is released. This latent heat release
increases the temperature hence increasing the potential temperature. The physical
interpretation of the liquid water potential temperature is as a correction to poten-
tial temperature to account for the latent heat release in order to give a quanitity
independent of it. This is only true if the resulting cloud water is conserved with no
precipitation.
2.4 Buoyancy
2.4.1 Unsaturated Buoyancy
We start with the potential temperature of unsaturated air which we recall from equa-
tion (2.85) is given by
θ = T
(
p0
p
)R′
c′p
,
taking the material derivative we obtain
Dθ
Dt
=
(
p0
p
)R′
c′p DT
Dt
+
TR′
c′p
(
p0
p
)R′
c′p
−1(
−p0
p2
)
Dp
Dt
, (2.112)
dividing through by (p0/p)
(R′/c′p) gives
(
p0
p
) c′p
R′ Dθ
Dt
=
DT
Dt
− TR
′
c′pp
Dp
Dt
, (2.113)
multiplying through by c′p and using the equation of state p = ρR
′T we obtain
c′p
(
p0
p
) c′p
R Dθ
Dt
= c′p
DT
Dt
− 1
ρ
Dp
Dt
= T
DS
Dt
, (2.114)
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where we have made use of the first law thermodynamics shown in equation (2.61).
This can be written as
1
θ
Dθ
Dt
=
1
c′p
DS
Dt
. (2.115)
If we take the case where there is no source or sink of heating then DS/Dt is equal to
zero so we have
1
θ
Dθ
Dt
= 0, (2.116)
which can be expressed as
Dlnθ
Dt
= 0. (2.117)
We take perturbations around a base state such that
θ = θ¯(z) + θ′, (2.118)
which allows us to express the previous equation as
Dln[θ¯(1 + θ
′
θ¯
)]
Dt
=
Dlnθ¯
Dt
+
Dln(1 + θ
′
θ¯
)
Dt
= 0. (2.119)
As θ′  θ¯ we have that
ln
(
1 +
θ′
θ¯
)
≈ θ
′
θ¯
, (2.120)
so we now have
1
θ¯
Dθ¯
Dt
+
D
Dt
(
θ′
θ¯
)
= 0. (2.121)
Since θ¯ is a function of z only the material derivative reduces down to
Dθ¯
Dt
= w
dθ¯
dz
. (2.122)
The definition of the Brunt Vaisalla or buoyancy frequency and the buoyancy is
N2 =
g
θ¯
dθ¯
dz
, B = g
θ′
θ¯
, (2.123)
so if we multiply equation (2.121) by g and rearrange we have an equation for the
unsaturated buoyancy in the absense of any sinks or sources of heating as
DBu
Dt
= −wN2u , (2.124)
where the subscript u indicates this is for unsaturated air.
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2.4.2 Saturated Buoyancy
The buoyancy of saturated air is complicated with the presence of liquid water, this
means as a parcel cools and condenses water latent heat release occurs from the change
of state of water vapour to liquid. This is what leads to instability in clouds, unlike
the unsaturated case where buoyancy has a rebalancing effect, now we have a feedback
effect.
We recall the liquid water potential temperature
θl = θexp
(
−Lmcl
cpΠθ
)
, (2.125)
taking the natural logarithm of both sides and rearranging we have
lnθ = lnθl +
Lmcl
cpΠθ
, (2.126)
after taking the material derivative this is
Dlnθ
Dt
=
Dlnθl
Dt
+
D
Dt
(
Lmcl
cpΠθ
)
. (2.127)
This can be compared to the unsaturated case in equation (2.117), in the unsaturated
case we had the right hand side equal to zero and so potential temperature was con-
served. In the saturated case we now have extra terms on the right hand side as a
result of the presence of liquid water so we no longer have conservation of potential
temperature. In an enclosed system with no rainfall θl is conserved by definition so
we are left with
Dlnθ
Dt
=
D
Dt
(
Lmcl
cpΠθ
)
. (2.128)
Here, cp is a constant so if we ignore any variation in L and Π we are left with
Dlnθ
Dt
=
L
cpΠ
D
Dt
(mcl
θ
)
. (2.129)
Since these are perturbation quantities we can express 1/θ as
1
θ
=
1
θ¯ + θ′
=
1
θ¯
1
1 + θ
′
θ¯
. (2.130)
We can expand this as a geometric series using the formula
∞∑
n=0
rn =
1
1− r , (2.131)
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in our case r is −θ′/θ¯ so we have
1
θ
=
1
θ¯
(
1− θ
′
θ¯
+
θ′2
θ¯2
+ . . .
)
. (2.132)
Neglecting products of perturbations this is
1
θ
=
1
θ¯
(
1− θ
′
θ¯
)
. (2.133)
So equation (2.129) becomes
Dlnθ
Dt
=
L
cpΠ
D
Dt
[
mcl
θ¯
(
1− θ
′
θ¯
)]
. (2.134)
We know that mt = mv +mcl so we can write this equation as
Dlnθ
Dt
=
L
cpΠ
D
Dt
[(
mt −mv
θ¯
)(
1− θ
′
θ¯
)]
. (2.135)
We recall that we are using the Boussinesq approximation, from equations (2.25) and
(2.38) we can write the buoyancy as
B = −gρ
′
ρ¯
= −g
(
cv
cp
p′
p¯
− θ
′
θ¯
)
,
the scale of the pressure term was given by equation (2.55) as
g
U2
c2
.
When taking the Boussinesq approximation we assumed U  c and so we neglected
the pressure term in the bouyancy equation. We can write our perturbed pressure
as
p = p¯+ p′ = p¯
(
1 +
p′
p¯
)
. (2.136)
Applying the Boussinesq approximation we are saying p′/p¯ ≈ 0 thus from equation
(2.136) we can say p ≈ p¯. The variable mv is a function of θ and p, this allows us
to write mv = mv(θ¯ + θ
′, p¯). Since in θ we have a small perturbation about a base
state we can approximate this using a Taylor series. The Taylor series expansion of
mv about θ¯ is then
mv(θ, p¯) = mv(θ¯, p¯) +
∂mv(θ¯, p¯)
∂θ
∣∣∣∣
θ¯
(θ − θ¯) +O(θ − θ¯)2. (2.137)
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This allows us to write equation (2.135) as
Dlnθ
Dt
=
L
cpΠ
D
Dt
[(
mt − m¯v − ∂m¯v∂θ
∣∣
θ¯
θ′
θ¯
)(
1− θ
′
θ¯
)]
. (2.138)
Expanding while neglecting product of perturbations we have
Dlnθ
Dt
=
L
cpΠ
D
Dt
[
mt
θ¯
−mt θ
′
θ¯2
− m¯v
θ¯
+
m¯v
θ¯
θ′
θ¯
− ∂m¯v
∂θ
∣∣∣∣
θ¯
θ′
θ¯
]
. (2.139)
Expanding while recognising
Dmt
Dt
= 0, (2.140)
since the total water content is constant we have
Dlnθ
Dt
=
L
cpΠ
[
mt
D
Dt
(
1
θ¯
)
− mt
θ¯
D
Dt
(
θ′
θ¯
)
−mt θ
′
θ¯
D
Dt
(
1
θ¯
)
− D
Dt
(m¯v
θ¯
)]
+
L
cpΠ
[
θ′
θ¯
D
Dt
(m¯v
θ¯
)
+
m¯v
θ¯
D
Dt
(
θ′
θ¯
)
− θ
′
θ¯
D
Dt
(
∂m¯v
∂θ
∣∣∣∣
θ¯
)
− ∂m¯v
∂θ
∣∣∣∣
θ¯
D
Dt
(
θ′
θ¯
)]
.
(2.141)
When taking the material derivative, a lot of these terms will disappear since the
material derivative of a base state variable indicated with a bar on top is a function of
vertical space only, we are also looking at a base state of rest so w = w′, a perturbation
quantity. This means the material derivative of some function f¯ is
Df¯
Dt
= w′
df¯
dz
, (2.142)
so the material derivative of any base state variable is a perturbation quantity as
well. This also means that taking the material derivative of a perturbation quantity
is equivalent to taking the time derivative only since the spacial derivatives will be
multiplied by u′, v′ and w′. Applying this our equation becomes
Dlnθ
Dt
=
L
cpΠ
[
−w
′mt
θ¯2
dθ¯
dz
− mt
θ¯
∂
∂t
(
θ′
θ¯
)
− w′ d
dz
(m¯v
θ¯
)
+
m¯v
θ¯
∂
∂t
(
θ′
θ¯
)
− ∂m¯v
∂θ
∣∣∣∣
θ¯
∂
∂t
(
θ′
θ¯
)]
.
(2.143)
Grouping and expanding the left hand side we obtain
∂
∂t
(
θ′
θ¯
)
+
w′
θ¯
dθ¯
dz
=
L
cpΠ
[
−w′
(
mt
θ¯2
dθ¯
dz
+
d
dz
(m¯v
θ¯
))
+
∂
∂t
(
θ′
θ¯
)(
m¯v
θ¯
− mt
θ¯
− ∂m¯v
∂θ
∣∣∣∣
θ¯
)]
,
(2.144)
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rearranging gives us
∂
∂t
(
θ′
θ¯
)
= −w′
(
cpΠ
L
+
mt
θ¯
+
∂m¯v
∂θ
∣∣∣∣
θ¯
− m¯v
θ¯
)−1(
d
dz
(m¯v
θ¯
)
+
mt
θ¯2
dθ¯
dz
+
cpΠ
Lθ¯
dθ¯
dz
)
.
(2.145)
Multiplying by g gives us our equation for the buoyancy in terms of constants and
derivatives of base state variables as
∂B
∂t
= −w′g
(
cpΠ
L
+
mt
θ¯
+
∂m¯v
∂θ
∣∣∣∣
θ¯
− m¯v
θ¯
)−1(
d
dz
(m¯v
θ¯
)
+
mt
θ¯2
dθ¯
dz
+
cpΠ
Lθ¯
dθ¯
dz
)
= −w′N2m,
(2.146)
where N2m is our moist buoyancy frequency. Let’s consider the scenario where we have
no liquid water, in this case mt = mv = m¯v and is a constant. The equation then
reduces to
∂B
∂t
= −w′g
(
cpΠ
L
)−1(
−m¯v
θ¯2
dθ¯
dz
+
mt
θ¯2
dθ¯
dz
+
cpΠ
Lθ¯
dθ¯
dz
)
= −w′ g
θ¯
dθ¯
dz
, (2.147)
which is the same as the unsaturated buoyancy equation, this means equation (2.146)
is consistent everywhere.
2.4.3 Simple Cloud Schemes
When applying the buoyancy equation in practice we need to know
∂m¯v
∂θ
∣∣∣∣
θ¯
. (2.148)
The behaviour of this term depends on the cloud scheme which describes the conditions
for cloud forming. A simple cloud scheme is one where we have some saturated mixing
ratio ms(θ, p), when we have mv < ms we have no liquid water. When mv exceeds
ms we have m¯v = ms and water content above this level is condensed such that
mt = ms +mcl.
Using a cloud scheme such that in cloud, the air is exactly saturated so we have
m¯v = ms we can simplify our buoyancy equation. First we write ms = ms(T, p) since
ms involves es which is the saturated vapour pressure and is a function of T only. We
can then write
∂ms
∂θ
=
∂ms
∂T
∂T
∂θ
,
=
∂ms
∂T
1
Π
. (2.149)
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The variable ms is defined as
ms = 
es
p− es , (2.150)
where  = Rd/Rv and es is the saturation vapour pressure which is a function of
temperature only. Using this definition we can write
∂ms
∂T
=
∂ms
∂es
∂es
∂T
,
=
(

p− es +
es
(p− es)2
)
∂es
∂T
,
= ms
(
1
es
+
1
p− es
)
∂es
∂T
,
= ms
p
es(p− es)
∂es
∂T
,
= ms
(
1 +
ms

) 1
es
∂es
∂T
. (2.151)
The Clausius-Clapyron equation is
∂es
∂T
=
Les
RvT 2
, (2.152)
so we can write
∂ms
∂T
=
(
1 +
ms

) Lms
RvT 2
. (2.153)
We can write our buoyancy equation in this cloud scheme as
∂B
∂t
= −w′g
(
1 +
Lm¯cl
cpΠθ¯
+
L
cpΠ
∂ms
∂θ
∣∣∣∣
θ¯
)−1(
L
cpΠθ¯
∂ms
∂z
+
Lm¯cl
cpΠθ¯2
dθ¯
dz
+
1
θ¯
dθ¯
dz
)
= −w′N2m.
(2.154)
The simplest cloud scheme is one where m¯v = ms(θ¯, p¯) so the saturated mixing ratio
is a function of background variables. Using this cloud scheme we can use equation
(2.153) to express ∂ms/∂θ as
∂ms
∂θ¯
=
∂ms
∂T¯
∂T¯
∂θ¯
=
(
1 +
ms

) Lms
RvΠT¯ 2
. (2.155)
We can also say
∂ms
∂z
=
∂ms
∂θ¯
dθ¯
dz
,
=
(
1 +
ms

) Lms
RvΠT¯ 2
dθ¯
dz
. (2.156)
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With this information we can express the buoyancy equation (2.154) as
∂B
∂t
= −w′g
(
1 +
Lm¯cl
cpΠθ¯
+
(
1 +
ms

) L2ms
cpRvθ¯2
)−1 [(
1 +
ms

) L2ms
cpRvθ¯3
+
Lm¯cl
cpΠθ¯2
+
1
θ¯
]
dθ¯
dz
,
= −w′N2m. (2.157)
With this we have a variable N2m which is a cloudy buoyancy frequency expressed
entirely as a function of background state variables.
2.4.4 The Smith Scheme
In this section we introduce the Smith scheme [19]. Although our future work does not
build upon the mathematics of the Smith scheme, the Smith scheme is interesting since
it is a model which has real world applications and allows for varying buoyancy.
In a simple cloud scheme when we are below 100% relative humidity all water is water
vapour, only at over 100% relative humidity does the excess water vapour condense.
A more advanced cloud scheme might start condensing water vapour at a different
relative humidity. In the Smith scheme condensation starts to occur at a relative
humidity below 100%.
When looking on the small local cloud scale, the simple cloud scheme seems appro-
priate, however in real world weather prediction the domain is split into discrete grid
boxes where the dynamics of an area are filtered and condensed down to a single point.
The Smith scheme was devised as a way to calculate the cloud cover in this scenario.
In the discrete grid point scenario the simple cloud scheme would either predict the
entire region described by the grid point has no cloud or is completely cloudy. The
Smith scheme will instead give a prediction of the cloud fraction, this is similar to the
idea we will explore in later chapters where instead of having conditions for cloud to
form in one region and dry conditions in another region we instead allow for a smooth
transition between these states.
A brief summary of the Smith scheme is as follows. The Smith scheme introduces a
variable qC which represents layer cloud water content, this is defined as qC = qL + qF
where qL is the liquid water content and qF is the ice content. In previous sections we
have used mixing ratios mX which is the mass of X per unit mass of dry air, here qX is
used which is instead the mass of X per unit mass of total air including moisture.
Smith introduces thermodynamic and water content variables which are conserved
during changes of state of cloud water, these are the liquid-frozen water temperature
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defined as
TL = T − LC
cp
qL − LC + LF
cp
qF . (2.158)
This is similar to the liquid water potential temperature dicussed in section 2.3.3 and
defined as
θl = θ
(
1− Lmcl
cpΠθ
)
, (2.159)
recognising that θΠ = T we can convert this to an equation in temperature by multi-
plying through by Π giving
θlΠ = T − Lmcl
cp
. (2.160)
We see that TL is of a similar form to our liquid water potential temperature if it was
expanded to also include frozen water. The total water content is given by
qW = qV + qC , (2.161)
where qV is the water vapour content. If we are at saturation and there is no frozen
water, then we can write
qC = qW − qSAT (T, p), (2.162)
linearising qSAT (T, p) about TL we obtain
qC = qW − [qSAT (TL, p) + αL(T − TL)] , (2.163)
where
αL =
∂qSAT
∂T
∣∣∣∣
T=TL
. (2.164)
From the relationship
TL = T − LC
cp
qW , (2.165)
we can express equation (2.163) as
qC = qW − qSAT (TL, p)− αLLC
cp
qC . (2.166)
Grouping for qC gives
qC
(
1 +
αLLC
cp
)
= qW − qSAT (TL, p). (2.167)
The grid box mean cloud water content is then defined as
QC = q¯C = aL [q¯W − q¯SAT (TL, p)] = aL [qW − qSAT (TL, p)] , (2.168)
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where
aL =
1
1 + LαL/cp
. (2.169)
Linearising about TL = T¯L + T
′
L yields
QC + s = aL[q¯W + q
′
W − q¯SAT (T¯L, p)− αLT ′L], (2.170)
so the local deviation from the mean is
s = aL(q
′
W − αLT ′L). (2.171)
The local cloud water content is given by
q′C =
0 s ≤ −QC ,QC + s s > −QC . (2.172)
The cloud fraction is given by
C =
∫ ∞
−Qc
G(s)ds, (2.173)
and the mean cloud water content is given by
qC =
∫ ∞
−QC
(QC + s)G(s)ds, (2.174)
where G(s) was chosen to be the probability distribution function shown in figure 2.1,
written explicitly as
G(s) =

0 s ≤ −√6σs,
1
6σ2s
(
s+
√
6σs
) −√6σs < s ≤ 0,
1
6σ2s
(
s−√6σs
)
0 < s ≤ √6σs,
0
√
6σs ≤ s,
(2.175)
and σs is the standard deviation of s. We have qW = qV +qC , if non-precipitating then
qW is a constant which means we can say
∂mv
∂θ
≈ ∂qV
∂θ
= −∂qC
∂θ
, (2.176)
hence we can find ∂mv/∂θ from equation (2.174).
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The value of qC in equation (2.174) is the following
qC =

0 QC ≤ −
√
6σs,
σs√
6
(
1 + QC√
6σs
)3
−√6σs < QC ≤ 0,
QC +
σs√
6
(
1− QC√
6σs
)3
0 < QC ≤
√
6σs,
QC
√
6 ≤ QC .
(2.177)
Figure 2.1: The probability distribution function chosen in the Smith
scheme
The physical interpretation of this is that cloud is predicted to occur even when QC
is a negative number which represents a relative humidity below 100%. In fact cloud
fraction and cloud water content start forming at σs
√
6 away from zero. That is
cloud is predicted approximately 2.45 standard deviations away from the water content
which would correspond to 100% relative humidity if all the water content was water
vapour. Equally we don’t see full cloud cover until we are approximately 2.45 standard
deviations above the water content which would correspond to 100% relative humidity
in the simple cloud scheme from the previous section.
Taking the case where −√6σs < QC ≤ 0 we can say
qC =
σs√
6
(
1 +
QC√
6σs
)3
, (2.178)
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which means the derivative with respect to θ is
∂qC
∂θ
=
1
2
(
1 +
QC√
6
)2
∂QC
∂θ
. (2.179)
From equation (2.168) we can also say
∂QC
∂θ
= (qW − qSAT )∂aL
∂θ
− aL∂qSAT
∂θ
. (2.180)
Using equation (2.176) we can then say
∂mv
∂θ
≈ −1
2
(
1 +
aL (qW − qSAT )√
6
)2 [
(qW − qSAT )∂aL
∂θ
− aL∂qSAT
∂θ
]
. (2.181)
We observe the term
∂qSAT
∂θ
≈ ∂ms
∂θ
, (2.182)
in our equation. If we were looking at a simple cloud scheme then inside a cloud we
would have mv = ms, with the Smith scheme being a more complicated cloud scheme
we observe other terms allowing for partial cloud cover.
Investigating the Smith scheme gave us insight and an example of a cloud scheme
where cloud forms at a relative humidity below 100%. The result of this is ∂mv/∂θ
is more complex and allows the scenario of gradual increases of cloud compared to
when ∂mv/∂θ is approximated as a constant and the solution is simply cloudy or non
cloudy.
In future work we will be investigating the types of cloud solution that occur with
different buoyancy frequencys. We recognise that by making a choice of buoyancy
frequency behaviour we are making a choice of cloud scheme. Early work will in-
volve a simple cloud scheme, however in later work we will explore a horizontal x
dependency on buoyancy frequency with the buoyancy frequency being smooth and
consistent across the entire domain which consists of cloudy regions and unsaturated
regions.
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Bretherton Model
3.1 Introduction
This chapter revisits work done by Bretherton in his papers [13] and [24]. We will focus
mainly on the first paper “A Theory for Nonprecipitating Moist Convection between
Two Parallel Plates. Part I: Thermodynamics and “Linear Solutions” ”. This paper
is of interest as it derives a relatively realistic cloud model directly from the physics.
Our work builds on the foundation of this model and extends it to take into account
other scenarios, for this reason a good understanding and derivation of this work is
necessary to understand our future work. In this chapter we conduct a rederivation of
Bretherton’s model, adding considerable detail and including our own analysis which
will be built upon in our future work.
Bretherton derives a simple cloud model between two parallel plates which was con-
sidered by Lilly [4] and Kuo [7]. Bretherton’s cloud model is built on similar geometry
as Kuo. This is shown in figure 3.1.
The model geometry consists of air between two parallel plates at heights z = 0 and
Figure 3.1: Picture showing the layout of the model used
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z = H which don’t allow transfer of dynamic and thermodynamic quantities across
them. The area between the plates is split into two distinct regions, in the middle we
have saturation and the presence of liquid water, to the sides we have unsaturated air
with no liquid water present.
The key addition made by Bretherton is splitting the buoyancy into two parts, the
liquid buoyancy Bl describing the buoyancy of the liquid water and an unsaturated
buoyancy Bu describing the buoyancy of the unsaturated air. The total combination
is the addition of these so we have
B = Bu +Bl. (3.1)
Outside the cloud there is no liquid water, this means the total buoyancy is only
the unsaturated buoyancy. Bretherton derives two solutions, one for inside the cloud
and another for outside the cloud then matches the two solutions across the cloud
boundary.
Bretherton considers the entire region to be very close to saturation, this means any
small positive perturbation of vertical velocity will result in water condensing and
cloud formation, and any small negative vertical velocity will result in evaporation, if
liquid water content becomes zero, subsaturation occurs. By definition mcl > 0 inside
the cloud, which means a positive vertical velocity perturbation will result in latent
heating due to condensation and a positive liquid buoyancy, this also means there is
always liquid water to evaporate for any negative vertical velocity occuring inside the
cloud. The result of this is that the cloud boundary occurs at the point at which
there is positive liquid buoyancy, but this does not necessarily correlate with positive
vertical velocity. The buoyancy can then be written as
B =
Bu, Bl < 0Bu +Bl, Bl ≥ 0. (3.2)
3.2 Buoyancy
3.2.1 Bretherton Derivation
The following is the argument Bretherton uses to derive his buoyancy equations, this
isn’t a particularly clear way of deriving the equations so in the next subsection we
propose an alternative derivation that follows directly from the buoyancy equations
derived in chapter two.
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We recall that Bretherton splits the total buoyancy B into the saturated and unsatu-
rated cases, so we have
B =
Bu, Bl < 0Bu +Bl, Bl ≥ 0. (3.3)
He argues that Bu is a linearly mixing invariant, and Bl − Γz is also a linearly mixing
invariant where Γ is a constant lapse rate. So Bu and Bl − Γz obey the conservation
laws
DBu
Dt
= ν∇2Bu,
D(Bl − Γz)
Dt
= ν∇2(Bl − Γz). (3.4)
The second equation becomes
DBl
Dt
= Γ
Dz
Dt
+ ν∇2Bl,
= Γw + ν∇2Bl. (3.5)
We take perturbations of the buoyancy defining
Bu = B¯u +B
′
u, and Bl = B¯l +B
′
l. (3.6)
Defining B¯l = 0 and B¯u = Bu0 +N
2
dz, where N
2
d is a constant Brunt-Va¨isa¨lla¨ frequency
otherwise known as buoyancy frequency satisfying
N2d = (BuH −Bu0)/H, (3.7)
our equations become
DB′u
Dt
= ν∇2B′u −N2dw′, (3.8)
DB′l
Dt
= ν∇2B′l + Γw′. (3.9)
3.2.2 Alternative Derivation
Instead of using Bretherton’s derivation, we pose an alternative derivation based on the
derivations of the buoyancy conducted in chapter two, I think this is a more clear and
concise way of arriving at the same system of equations. In chapter two we derived the
buoyancy equations for both the saturated and unsaturated case. The total buoyancy
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in the unsaturated case was defined in equation (2.124) as
DB′u
Dt
= −w′N2d , (3.10)
and in the saturated case we recall from equation (2.146) this was
DB′
Dt
= −w′N2m, (3.11)
where we have changed the notation for N2u to N
2
d to denote dry air to match Brether-
ton’s notation. If we define total buoyancy as
B′ = B′u +B
′
l, (3.12)
then we can write a buoyancy equation for Bl as
DB′l
Dt
=
DB′
Dt
− DB
′
u
Dt
= −w′(N2m −N2d ) = w′Γ, (3.13)
where we have defined
Γ = −N2m +N2d . (3.14)
We note that in the unsaturated caseN2m = N
2
d which gives us DB
′
l/Dt = 0 as expected.
If we include diffusion of buoyancy our unsaturated and saturated buoyancy equations
become
DB′u
Dt
= ν∇2B′u −N2dw′,
DB′l
Dt
= ν∇2B′l + Γw′. (3.15)
An important note to make here is that we have included diffusion of B′u and B
′
l which
would imply the solutions are continuous, however the total buoyancy is governed
by
B′ =
B′u, B′l < 0B′u +B′l, B′l ≥ 0. (3.16)
So while B′u and B
′
l are continuous, the total buoyancy has a discontinuity at the cloud
boundary.
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3.3 Initial Equations
Our complete equation set includes the linearised Boussinesq form of the Navier-Stokes
equation in 2 dimensions, the buoyancy equations shown in equation (3.15) and the
continuity equation. The 2 spatial dimensions we are considering are x and z and we
are neglicting motion in the y direction. In section 2.2 we derived the Boussinesq form
of the Navier-Stokes equation, the linearisation is done by defining
u = u¯+ u′ and w = w¯ + w′, (3.17)
where w¯ and u¯ are constant base states. With this form the material derivative reduces
to
D
Dt
=
∂
∂t
+ u¯
∂
∂x
+ w¯
∂
∂z
. (3.18)
With this we can write the complete equation set as
Du′
Dt
= − 1
ρ0
∇p′ +B′k + ν∇2u′,
DB′u
Dt
= ν∇2B′u −N2dw′,
DB′l
Dt
= ν∇2B′l + Γw′,
0 = ∇ · u. (3.19)
3.4 Nondimensionalisation
First, we will nondimensionalise the Boussinesq Navier-Stokes equation. The nondi-
mensionalisation is achieved by making the following substitutions
B′ = B∗Bˆ, p′ = p∗pˆ, t′ = t∗tˆ, x′ = Hxˆ, z′ = Hzˆ, u′ =
H
t∗
uˆ, (3.20)
where the starred variables are the scaling parameters and the variables with hats are
the new nondimensionalised variables. Substituting this in we have
H
t∗2
(
∂uˆ
∂tˆ
+ u¯ · ∇uˆ
)
= − p
∗
ρ0H
∇pˆ+B∗Bˆk + ν
Ht∗
∇2uˆ, (3.21)
Duˆ
Dtˆ
= − p
∗t∗2
ρ0H2
∇pˆ+ B
∗t∗2
H
Bˆk +
νt∗
H2
∇2uˆ, (3.22)
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Defining
t∗ =
H2
ν
, B∗ =
ν2
H3
, p∗ = ρ0ν
2
H2
, (3.23)
we achieve the non-dimensionalised Navier-Stokes equation after dropping hats as
Du
Dt
= −∇p+Bk +∇2u. (3.24)
It is worth noting that the time scale we are using is t∗ = H2/ν, this is a diffusive
timescale relying on ν which represents eddy diffusivity which we define to be constant
everywhere and is around order 102. The buoyancy equations with our scaling after
dropped hats yield
DBu
Dt
= ∇2Bu −N2dw, (3.25)
DBl
Dt
= ∇2Bl + Γw, (3.26)
where we have scaled N2d as N
2
d = N
2∗
d Nˆ
2
d and Γ as Γ = Γ
∗Γˆ with
N2∗d = Γ
∗ =
H
t∗B∗
=
H4
ν2
. (3.27)
The continuity equation is the same as before. We observe that as N2d and Γ are
constant we can write equation (3.25) as
D
Dt
(
−Bu
N2d
)
= ∇2
(
−Bu
N2d
)
+ w, (3.28)
and (3.26) as
D
Dt
(
Bl
Γ
)
= ∇2
(
Bl
Γ
)
+ w. (3.29)
We observe that Bl/Γ and −Bu/N2d obey the same equation, so if they start with the
same values then they stay the same over time. Bretherton restricts himself to looking
at solutions arising from a state where the difference between these two states is very
small everywhere, then argues that this means there is little loss in generality with
setting
Bl
Γ
= −Bu
N2d
. (3.30)
This argument isn’t entirely convincing, however this relationship is fundamental to
arriving at Bretherton’s solution, in our work in later chapters we will not apply this
condition. Using this relationship means we can write Bu in terms of Bl as
Bu = −N
2
dBl
Γ
. (3.31)
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The buoyancy perturbation in the cloudy region can then be written as
B = −N
2
dBl
Γ
+Bl =
(
Γ−N2d
Γ
)
Bl =
N2cBl
Γ
, (3.32)
where we have defined
N2c ≡ Γ−N2d . (3.33)
We can now express B as
B = −N
2Bl
Γ
, (3.34)
where
N2 =
N2d , Bl < 0,−N2c , Bl ≥ 0. (3.35)
3.5 Linear Convection
We recall our velocity function was perturbed around a base state such that u = u¯+u′,
if we set u¯ = 0 so we are looking at background state of no motion we have
Du′
Dt
=
∂u′
∂t
+ u′ · ∇u′. (3.36)
As the perturbations are infinitessimal, the material derivative reduces to the partial
derivative ∂/∂t.
We define a streamfunction ψ(x, z, t) such that
w =
∂ψ
∂x
, u = −∂ψ
∂z
. (3.37)
The linearised Boussinesq equation shown in equation (3.24) is
Du
Dt
= −∇p+Bk +∇2u.
Since the material derivative reduces to the partial derivative in t, written explicitly
this is
∂u
∂t
= −∂p
∂x
+
∂2u
∂x2
+
∂2u
∂z2
,
∂w
∂t
= −∂p
∂z
+B +
∂2w
∂x2
+
∂2w
∂z2
. (3.38)
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Inserting the streamfunction we obtain
− ∂
2ψ
∂z∂t
= −∂p
∂x
− ∂
3ψ
∂x2∂z
− ∂
3ψ
∂z3
, (3.39)
∂2ψ
∂x∂t
= −∂p
∂z
+B +
∂3ψ
∂x3
+
∂3ψ
∂x∂z2
. (3.40)
Taking ∂(3.39)/∂z and ∂(3.40)/∂x we have
− ∂
3ψ
∂z2∂t
= − ∂
2p
∂x∂z
− ∂
4ψ
∂x2∂z2
− ∂
4ψ
∂z4
, (3.41)
∂3ψ
∂x2∂t
= − ∂
2p
∂x∂z
+
∂B
∂x
+
∂4ψ
∂x4
+
∂4ψ
∂x2∂z2
. (3.42)
Taking equation (3.41) from equation (3.42) we obtain(
∂
∂t
−∇2
)
∇2ψ = ∂B
∂x
. (3.43)
The buoyancy equation derived in equation (3.26) becomes(
∂
∂t
−∇2
)
Bl = Γ
∂ψ
∂x
. (3.44)
We can combine equations (3.43) and (3.44) by eliminating ψ. We define a liquid
buoyancy potential L(x, z, t) such that
∂L
∂x
= Bl. (3.45)
Using this we find the antiderivative of equation (3.44) to be(
∂
∂t
−∇2
)
L = Γψ, (3.46)
where we have assumed an integration constant equal to zero. This gives us(
∂
∂t
−∇2
)
L
Γ
= ψ. (3.47)
We can then rewrite equation (3.43) as(
∂
∂t
−∇2
)
∇2
(
∂
∂t
−∇2
)
L
Γ
=
∂B
∂x
, (3.48)
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which can be rewritten as (
∂
∂t
−∇2
)2
∇2L = Γ∂B
∂x
. (3.49)
Differentiating equation (3.34) with respect to x we have
Bx =
−N2Blx
Γ
, (3.50)
so equation (3.49) becomes
(
∂t −∇2
)2∇2L = −N2Blx. (3.51)
Finally using equation (3.45) we find that L evolves according to the equation
(
∂t −∇2
)2∇2L = −N2Lxx. (3.52)
3.6 Separable Solution
This section follows Bretherton however the working was not included in the paper.
We restrict outselves to looking for a separable solution of L(x, z, t) such that
L(x, z, t) = L1(x)L2(z)L3(t), (3.53)
we defined L as
Lx = Bl, (3.54)
so
Bl = L1xL2L3. (3.55)
Our physical model is of convection between two parallel plates so Bl is 0 at z = 0
and z = H. The only non-trivial solution to this is a function such that
L2(0) = L2(H) = 0, (3.56)
the sin function fits this such that
L2 = sin
(npiz
H
)
for n ∈ N. (3.57)
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The lowest frequency mode in the z direction is
L2 = sin
(piz
H
)
, (3.58)
if we set H = pi then we are left with
L2 = sinz. (3.59)
We recall that L evolves according to equation (3.52). By setting L2 = sinz, we observe
that
d2sinz
dz2
= −sinz, (3.60)
so taking the second derivative with respect to z has the effect of changing sign. Using
this information our equation for L becomes
(∂t − ∂xx + 1)2 (∂xx − 1)2L = −N2Lxx. (3.61)
We deal with the time derivative by assuming exponential growth in time with growth
rate Ω so we have
L3 = exp(Ωt). (3.62)
Since Lt = ΩL for these solutions, our equation for L becomes
(Ω + 1− ∂xx)2(∂xx − 1)L+N2Lxx = 0. (3.63)
3.7 Solution Procedure
3.7.1 General Solution
We want to find a solution to equation (3.63), expanded this can be written as
[
∂6x − (2Ω + 3)∂4x + (Ω2 + 4Ω + 3 +N2)∂xx − (Ω2 + 2Ω + 1)
]
L = 0. (3.64)
This is a differential cubic equation in ∂xx with constant coefficients so this will have
three pairs of roots. We call the roots ρ2i where i = 1, 2, 3. If we define a function φ
as being a solution to equation (3.64), this solution will be one such that
d2φ
dx2
= ρ2φ, (3.65)
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where ρ satisfies
ρ6 − (2Ω + 3)ρ4 + (Ω2 + 4Ω + 3 +N2)ρ2 − (Ω2 + 2Ω + 1) = 0. (3.66)
The general solution to equation (3.65) is
φ = c1e
ρx + c2e
−ρx, (3.67)
where c1 and c2 are constants. We recall that Bl = dL/dx, if we have a symmetrical
cloud and the cloud centre is centred at x = 0 then we seek a solution of Bl such that
it is also symmetrical about x = 0 so it is an even function. Since Bl is the x derivative
of L this means L must be an odd function. This allows us to say
φx(x) = φx(−x),
c1ρe
ρx − c2ρe−ρx = c1ρe−ρx − c2ρeρx,
c1ρ(e
ρx − e−ρx) = −c2ρ(eρx − e−ρx),
c1 = −c2, (3.68)
giving us
φ = c1
(
eρx − e−ρx) ,
φx = c1ρ
(
eρx + e−ρx
)
. (3.69)
we denote the solution φx as fc(x, ρ) representing Bl in the cloudy region, fc is then
defined as
fc(x, ρ) = c1ρ(e
ρx + e−ρx),
= 2c1ρcosh(ρx). (3.70)
It is convenient to normalise around fc(0, ρ) = 1. So we have
fc(0, ρ) = 2c1ρ = 1, (3.71)
c1 =
1
2ρ
, (3.72)
giving
fc(x, ρ) = cosh(ρx). (3.73)
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Figure 3.2: Picture illustrating λ, the cloud spacing
We can integrate this to give a solution representing L in the cloudy region, we denote
this solution gc(x, ρ) given by
gc(x, ρ) =
1
ρ
sinh(ρx). (3.74)
We now look for solutions outside of the cloud. We look at clouds periodically spaced
with period λ, this means λ measures the distance between cloud midpoints as illus-
trated in figure 3.2.
Since we have a cloud centred at x = 0, λ/2 is the midpoint between two clouds. We
then seek a solution representing Bl such that it is symmetrical about λ/2. This means
we can say
φx
(
x+
λ
2
)
= φx
(
−x+ λ
2
)
. (3.75)
Hence our solution satisifes
c1ρ exp
[
ρ
(
x+
λ
2
)]
− c2ρ exp
[
−ρ
(
x+
λ
2
)]
=
= c1ρ exp
[
ρ
(
−x+ λ
2
)]
− c2ρ exp
[
−ρ
(
−x+ λ
2
)]
, (3.76)
which can be rearranged to give
c1ρe
ρλ
2
(
eρx − e−ρx) = −c2ρe− ρλ2 (eρx − e−ρx) (3.77)
c1 = −c2e−ρλ, (3.78)
we call the corresponding solution fd(x, ρ) representing Bl in the dry region. The
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function fd is then defined as
fd(x, ρ) = −c2ρe−ρλeρx − c2ρe−ρx,
= −c2ρ(e−ρλeρx + e−ρx), (3.79)
if we define the width of a cloud as a constant a, it is convenient to normalise around
fd = 1 at x = a/2 where a/2 is the cloud boundary giving
fd
(a
2
, ρ
)
= −c2ρ(e−ρλeρa/2 + e−ρa/2) = 1, (3.80)
multiplying through by exp(ρλ/2) we obtain
−c2ρ(e−ρλ/2eρa/2 + eρλ/2e−ρa/2) = eρλ/2, (3.81)
rearranging yields
−c2ρ cosh
[
ρ
(
a
2
− λ
2
)]
= eρλ/2, (3.82)
c2 = − e
ρλ/2
ρ cosh
[
ρ
(
a
2
− λ
2
)] , (3.83)
substituting back into our previous equation for fd we obtain
fd(x, ρ) =
eρλ/2
(
e−ρλeρx + e−ρx
)
cosh
[
ρ
(
a
2
− λ
2
)] ,
=
cosh
[
ρ
(
x− λ
2
)]
cosh
[
ρ
(
a
2
− λ
2
)] . (3.84)
We integrate this to obtain gd(x, ρ) which represents L, this is given by
gd(x, ρ) =
sinh
[
ρ
(
x− λ
2
)]
ρcosh
[
ρ
(
a
2
− λ
2
)] . (3.85)
This equation is correct for the region on the positive side of the x axis, but since we
have a symmetrical cloud centred around x = 0 we also need this to describe what’s
happening on the negative side of the x axis, so the equation has to be symmetrical
about both x = λ/2 and x = −λ/2. For this reason we take the modulus of x to give
us
fd(x, ρ) =
cosh
[
ρ
(|x| − λ
2
)]
cosh
[
ρ
(
a
2
− λ
2
)] . (3.86)
and
gd(x, ρ) =
sinh
[
ρ
(|x| − λ
2
)]
ρcosh
[
ρ
(
a
2
− λ
2
)] . (3.87)
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3.7.2 Matching Conditions
We now have solution equations for L(x) given by gc(x, ρ) and gd(x, ρ), we recall ρ was
the solution to equation (3.52) which has three pairs of roots with opposite sign. For
the cloudy region the roots are solutions of
(Ω + 1− ∂xx)2(∂xx − 1)L−N2cLxx = 0, (3.88)
we call these solutions ±ρc1, ±ρc2 and ±ρc3. In the dry region the roots are solutions
of
(Ω + 1− ∂xx)2(∂xx − 1)L+N2dLxx = 0, (3.89)
we call these solutions ±ρd1, ±ρd2 and ±ρd3. A general solution of L(x) is then a linear
combination of the functions gd and gc given by
L(x) =

3∑
i=1
bcigc(x, ρci), |x| < a2 ,
3∑
i=1
bdigd(x, ρdi),
a
2
< |x| < λ
2
,
(3.90)
where bci and bdi are constants to be found. Similarly our general solution for Bl is
then
Bl(x) =

3∑
i=1
bcifc(x, ρci), |x| < a2 ,
3∑
i=1
bdifd(x, ρdi),
a
2
< |x| < λ
2
.
(3.91)
We now have a solution both inside and outside the cloud. We want the solution to
be continuous, so we require the solutions and their derivatives to match across the
cloud boundary. To accomplish this we impose the condition
∂jx
[
3∑
i=1
bcigc
(a
2
, ρci
)]
= ∂jx
[
3∑
i=1
bdigd
(a
2
, ρci
)]
, (3.92)
for j = 0, 1, 2, 3, 4, 5, where ∂0x means no derivative is taken so ∂0x = 1. Recalling that
the derivative of gc and gd are fc and fd respectively and taking the second derivatives
of g and f have the same effect as multiplying by ρ2 we can write the matching
conditions in matrix form as
Mb = 0, (3.93)
50
CHAPTER 3. BRETHERTON MODEL
where b = [bd1, bd2, bd3,−bc1,−bc2,−bc3]T and
M =

gd1 gd2 gd3 gc1 gc2 gc3
fd1 fd2 fd3 fc1 fc2 fc3
ρ2d1gd1 ρ
2
d2gd2 ρ
2
d3gd3 ρ
2
c1gc1 ρ
2
c2gc2 ρ
2
c3gc3
ρ2d1fd1 ρ
2
d2fd2 ρ
2
d3fd3 ρ
2
c1fc1 ρ
2
c2fc2 ρ
2
c3fc3
ρ4d1gd1 ρ
4
d2gd2 ρ
4
d3gd3 ρ
4
c1gc1 ρ
4
c2gc2 ρ
4
c3gc3
ρ4d1fd1 ρ
4
d2fd2 ρ
4
d3fd3 ρ
4
c1fc1 ρ
4
c2fc2 ρ
4
c3fc3

, (3.94)
where we have used the notation
fdi, gdi = fd, gd
(a
2
, ρdi
)
, (3.95)
fci, gci = fc, gc
(a
2
, ρci
)
. (3.96)
The trivial solution to (3.93) is simply b = 0, to avoid this solution cropping up in
the numerical analysis we can normalise about bc3 = 1. The system of simultaneous
equations can then be solved to give the rest of b.
It is now possible for us to solve the problem for a given a, Ω and λ, specifying these
three variables doesn’t give us much insight into the problem, it’s the relationship
between the variables which is interesting which this won’t account for. Another
matching condition is used to investigate the relationships. This constraint is
0 = Bl
(a
2
)
=
3∑
i=1
bcifci, (3.97)
meaning that at the cloud boundary the liquid buoyancy is equal to zero. It is now
possible to specify two variables and solve for the third using a root search.
3.7.3 Numerical Method
A step by step algorithm for solving the Bretherton model is summarised below. For
this example we specify the growth rate Ω and the cloud spacing λ and solve for the
cloud width a. In practice we can fix any two of these and solve for the remaining
value.
1. Define the values of N2c , N
2
d , λ and Ω. We define a as a symbolic variable along
with bd1, bd2, bd3, bc1, bc2 and bc3.
2. Solve the cubic equation (3.66) for both the inside and outside cloud regions to
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find ρdi and ρci for i = 1, 2, 3.
3. Define fdi, fci, gdi and gci for i = 1, 2, 3 as shown in equations (3.86), (3.73),
(3.87) and (3.74) respectively where we have also substituted x = a/2 as defined
in equations (3.95) and (3.96).
4. Define our seven matching conditions equations. These are the last five rows
of equation (3.93), the determinant of the matching matrix shown in equation
(3.94) and equation (3.97) which specifies that the liquid buoyancy is equal to
zero at the cloud boundary.
5. Conduct a root solve of our seven simultaneous equations to find values of the
constants bd1, bd2, bd3, bc1, bc2, bc3 and a.
6. Use these values to construct our solution Bl as defined in equation (3.91).
7. We construct our solution for the vertical velocity by using equation (3.44) since
we now have a solution for Bl.
3.7.4 Numerical Analysis
A typical cloud predicted by the Bretherton model is shown in figure 3.3.
Figure 3.3: A typical isolated cloud predicted by the Bretherton
model. Model parameters are Ω = 0, N2d = 14, and N
2
c = 14 with a
predicted cloud width of a = 3.76, λ was taken to be 1000 to simulate
an isolated cloud.
This is an example solution predicted by the model with a very large cloud spacing
relative to the width of the cloud to simulate an isolated case, we observe a strong
updraft in the cloud centre with downdrafts to either side asymptoting to Bl = 0 and
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w = 0. In the following chapters when I expand the model laid out by Bretherton this
is one of the key, typical clouds I will be comparing my results to.
The more interesting question I will investigate in the following chapters is the rela-
tionship between cloud width, cloud spacing and cloud growth. I explore this in figure
3.4. This graph is produced using a buoyancy frequency of N2d = 14 outside the cloud
and N2c = 14 inside the cloud, this is a stable, zero growth solution for Ω = 0. We
observe that when the cloud spacing is small, the size of the predicted cloud is smaller,
as the cloud spacing increases the cloud width increases but asymptotes to a cloud
width of a = 3.76. When the cloud spacing increases above λ ≈ 22, the solution for
cloud width is almost static, this indicates that the presence of surrounding clouds
reduces cloud size in an area of around six times the cloud width. The total range
of cloud width, however isn’t very large, it only ranges between 3.55 and 3.76 for a
cloud spacing ranging between 5 and 25. For a cloud spacing below 5, there is no
valid solution indicating the presence of a minimum relationship between cloud spac-
ing and cloud width for a cloud solution to appear. Since this graph is plotting the
zero growth solution, this can be interpreted as the boundary at which the growth
rate changes sign. For example if we look at a point in this region, if it lies above the
line, for example if it has a cloud spacing of 10 and a cloud width of 3.8 then it will
have a positive growth rate, if a cloud is below this line it will have a negative growth
rate.
Figure 3.4: Graph of the relationship between cloud spacing and
cloud width for zero growth solutions with Ω = 0, N2d = 14, N
2
c = 14.
Another relationship we are interested in is the relationship between cloud width and
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cloud growth. This is shown in figure 3.5 for an isolated cloud. We observe an increas-
ing relationship between cloud width and growth rate, however as the cloud width
increases the growth rate appears to be asymptoting to roughly Ω ≈ 0.45. This result
implies there is some maximum growth rate that can’t be exceeded for a given cloud
even as it grows in size.
Figure 3.5: Graph of the relationship between cloud width and
growth rate for an isolated cloud with N2d = 14, N
2
c = 14
These are interesting results, more analysis will be done when we extend this work in
the following chapters.
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Chapter 4
Fixed Buoyancy Frequency
4.1 Introduction
In this chapter we explore and expand on a particular case of the Bretherton model
where instead of having a negative buoyancy frequency region with cloudy air sur-
rounded by regions with positive buoyancy frequency and no presence of cloud, we
instead look at the scenario where the entire domain has a constant negative buoy-
ancy frequency so it is possible for cloud to form anywhere. The motivation for this is
to investigate the types of solution the model predicts for varying buoyancy frequency
and identify the critical points where the solutions change.
In section 4.2 we rederive the Bretherton model solving for ψ where ψx is the vertical
velocity w instead of the buoyancy. We do this since we require the model to be posed
in this way in later chapters where we investigate the case of the buoyancy frequency
being dependent on x instead of constant. In section 4.3 we find the general solution
of the vertical velocity, then in section 4.4 we identify the possible forms the solution
for the vertical velocity can take. In section 4.5 we conduct numerical analysis of
the roots of the polynomial governing the vertical velocity. We discover that if the
domain has constant negative buoyancy frequency and cloudy air, the vertical velocity
has periodic solutions. In the case where the domain has constant positive buoyancy
frequency and dry air we have the trivial solution where the vertical velocity is zero
everywhere.
An interesting result is that the buoyancy frequency has to be sufficiently negative
in order to have periodic solutions representing cloudy air. This is explored further
in section 4.6 where we investigate the relationship between the growth rate and the
critical point at which the potential solutions for the vertical velocity change from
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oscillatory to zero. We find that for a cloud to sustain a high growth rate we require a
strong negative buoyancy frequency proportional to the growth rate. We also find that
clouds located in regions with a small magnitude of negative buoyancy frequency are
possible however they have a negative growth rate so they are decaying over time. We
analyse this critical point and plot the relationship between the buoyancy frequency
and the growth rate at this critical point, we can interpret this relationship as the cut
off point where the model swaps from producing cloudy type solutions, to dry type
solutions.
In the following section, we derive Rayleigh-Be´nard convection and find that our crit-
ical condition is equivalent to the condition on the Rayleigh number for convection
to occur. We find the differences between the solutions are related to the choice of
scales in the nondimensionalisation. While the critical condition for which positive
growth rate clouds can form is the same, our critical condition is posed as a relation-
ship between growth rate and buoyancy frequency instead of between Rayleigh number
and horizontal wave number. I believe this formulation allows us to more intuitively
understand the conditions that have to be satisfied for cloud solutions to appear.
4.2 Derivation of the Problem
In chapter two we derived the Boussinesq form of the Navier-Stokes equation, the
nondimensionalised form of which we recall is
Du
Dt
= −∇p+Bk +∇2u, (4.1)
where u and p are perturbation quantities. Since u is a perturbation quantity, the
material derivative is simply the time derivative since in two dimensions
Du
Dt
=
∂u
∂t
+ u
∂u
∂x
+ w
∂u
∂z
, (4.2)
and we neglect products of perturbation quantities. We also derived the buoyancy
equation in unsaturated air as
DBu
Dt
= −wN2u , (4.3)
and the buoyancy in saturated air as
DBm
Dt
= −wN2m. (4.4)
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In this chapter we will explore the situation where there is no change in the background
buoyancy frequency N2, instead we will look at the scenario where we have constant
N2 across the entire domain in order to investigate the types of solution that can arise
as N2 changes. For this purpose we use the buoyancy equation
DB
Dt
= ∇2B − wN2, (4.5)
where we have included diffusion of buoyancy. If we take N2 to be a positive value
then we are in the unsaturated case and when N2 is a negative value we are in the
saturated case where we expect cloud growth to occur. We expand the Navier-Stokes
equation as
∂u
∂t
= −∂p
∂x
+
∂2u
∂x2
+
∂2u
∂z2
,
∂w
∂t
= −∂p
∂z
+B +
∂2w
∂x2
+
∂2w
∂z2
. (4.6)
We introduce a streamfunction defined as
w =
∂ψ
∂x
and u = −∂ψ
∂z
. (4.7)
Inserting the streamfunction into our expanded Navier-Stokes equations we obtain
− ∂
2ψ
∂z∂t
= −∂p
∂x
− ∂
3ψ
∂x2∂z
− ∂
3ψ
∂z3
, (4.8)
∂2ψ
∂x∂t
= −∂p
∂z
+B +
∂3ψ
∂x3
+
∂3ψ
∂x∂z2
. (4.9)
Taking ∂(4.8)/∂z and ∂(4.9)/∂x we have
− ∂
3ψ
∂z2∂t
= − ∂
2p
∂x∂z
− ∂
4ψ
∂x2∂z2
− ∂
4ψ
∂z4
, (4.10)
∂3ψ
∂x2∂t
= − ∂
2p
∂x∂z
+
∂B
∂x
+
∂4ψ
∂x4
+
∂4ψ
∂x2∂z2
. (4.11)
Taking equation (4.10) from equation (4.11) we obtain
(∂t −∇2)∇2ψ = Bx, (4.12)
where we have used simplified derivative notation such that subscripts represent deriva-
tives with respect to the subscript variable. The buoyancy equation can be written
as
(∂t −∇2)B = −ψxN2, (4.13)
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the derivative of this with respect to x is
(∂t −∇2)Bx = −ψxxN2. (4.14)
The solution used in the Bretherton case was obtained by combining these equations
and eliminating ψ to give us an equation in terms of B and N2. Instead we eliminate B
and obtain an equation for ψ. In the scenario of constant N2 it doesn’t matter which
variable we solve for, however in subsequent chapters we will introduce the concept of
variable N2 and solving for B is not mathematically tractable in that case.
Combining equations (4.12) and (4.14) by eliminating B gives us
(∂t −∇2)2∇2ψ = −ψxxN2. (4.15)
We assume a separable solution for ψ of the form
ψ = ψ1(x)ψ2(z)ψ3(t). (4.16)
We recall that ψx represents the vertical velocity. We use the same model conditions as
in the Bretherton case where the model dynamics are contained between two parallel
plates at positions z = 0 and z = pi such that there is no transfer of dynamic or
thermodynamic variables across the plate boundarys. This requires that the vertical
velocity is zero at both plates, to fulfill this condition we define
ψ2(z) = sin(z). (4.17)
We also assume exponential growth in time such that
ψ3(t) = e
Ωt, (4.18)
where Ω is some constant growth rate where Ω ∈ R, we note that by imposing this
condition we don’t get gravity wave solutions from our equations. ψ can now be
expressed as
ψ = ψ1(x)sin(z)e
Ωt, (4.19)
and we have
ψt = Ωψ1(x)sin(z)e
Ωt = Ωψ, (4.20)
and
ψzz = −ψ1(x)sin(z)eΩt = −ψ. (4.21)
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Using this information we can rewrite equation (4.15) as
(∂t−∇2)2∇2ψ = (∂t− ∂xx− ∂zz)2(∂xx + ∂zz)ψ = (Ω− ∂xx + 1)2(∂xx− 1)ψ = −ψxxN2.
(4.22)
Expanding and dividing through by ψ2 and ψ3 we have[
∂6x − (2Ω + 3)∂4x + (Ω2 + 4Ω + 3 +N2)∂xx − (Ω2 + 2Ω + 1)
]
ψ1 = 0. (4.23)
This is an ordinary differential equation in x which can be solved.
4.3 Model Solution
The first step in solving the ODE in equation (4.23) is to trial the solution
ψ = Aeφx, (4.24)
where we have dropped the subscript 1 for ease of notation and A and φ are constants
to be found. Substituting this into equation (4.23) gives us
φ6 − (2Ω + 3)φ4 + (Ω2 + 4Ω + 3 +N2)φ2 − (Ω2 + 2Ω + 1) = 0. (4.25)
This is a cubic equation in φ2 which has three solutions φ2j for j = 1, 2, and 3. This
means we have a total of 6 roots since for each φ2j we have the 2 roots φj and −φj.
Using this information we can write ψ as
ψ =
3∑
j=1
Aje
φjx +Bje
−φjx. (4.26)
We restrict ourselves to looking at cloud solutions which are symmetrical about x = 0.
Since the x derivative of ψ is the vertical velocity we expect this to be symmetrical
about x = 0. Imposing this condition we have
ψx(x) = ψx(−x),
3∑
j=1
Ajφje
φjx −Bjφje−φjx =
3∑
j=1
Ajφje
−φjx −Bjφjeφjx,
3∑
j=1
Aj
(
eφjx − e−φjx) = − 3∑
j=1
Bj
(
eφjx − e−φjx) . (4.27)
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Taking each case for j = 1, 2 and 3 separately we have
B1 = −A1, B2 = −A2, and B3 = −A3. (4.28)
This allows us to write ψ as
ψ =
3∑
j=1
Aj
(
eφjx − e−φjx) = 3∑
j=1
Ajsinh(φjx), (4.29)
so the vertical velocity is given by
ψx =
3∑
j=1
Aj
(
eφjx − e−φjx) = 3∑
j=1
Ajφjcosh(φjx). (4.30)
We normalise about
ψx(0) =
3∑
j=1
Cj = 1, (4.31)
where Cj are constants, the reasoning for this is that we would like the constants Cj
to be real numbers for ease of numerical computation, we do this by defining Cj such
that
Aj =
Cj
φj
. (4.32)
This means we have
ψx =
3∑
j=1
Cjcosh(φjx), (4.33)
and
ψ =
∑
j=1
Cj
φj
sinh(φjx). (4.34)
4.4 Analysis of φ
Now we have our equation for ψ, the next step is to investigate the types of solution
which are possible. The value of ψ depends on the values of φj which are solutions of
the equation
φ6 − (2Ω + 3)φ4 + (Ω2 + 4Ω + 3 +N2)φ2 − (Ω2 + 2Ω + 1) = 0. (4.35)
This cubic will be solved for φ2 for which there will be three values, the square roots
of these values will give us our three solutions for φj. The roots of a cubic equation
have three possible forms, we either have three distinct real roots, duplicate real roots
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or one real root with two complex conjugate roots. Since φj are the square roots of
these possible options it is possible for φ to be real, imaginary or complex in nature.
We are interested in the roots for different values of N2 so we might expect all of these
options to appear for different N2.
To explore these options we define
3∑
j=1
φj =
3∑
j=1
φjr + iφji, (4.36)
where φjr and φji are real numbers and i is the imaginary unit, the subscripts jr
denotes the real part of φj and ji denotes the imaginary part. Substituting this into
equation (4.34) for ψ we have
ψ =
3∑
j=1
Cj
φjr + iφji
sinh(φjrx+ iφjix), (4.37)
so ψx is
ψx =
3∑
j=1
Cjcosh(φjrx+ iφjix). (4.38)
Expanding the hyperbolic cosine as exponentials we have
ψx =
3∑
j=1
Cj
2
(
e(φjr+iφji)x + e−(φjr+iφji)x
)
. (4.39)
The exponential function with imaginary components can be written in terms of
trigonometric functions using Euler’s formula as
eix = cos(x) + isin(x). (4.40)
Using this our equation for ψx becomes
ψx =
3∑
j=1
Cj
2
[
eφjrx (cos(φjix) + isin(φjix)) + e
−φjrx (cos(−φjix) + isin(−φjix))
]
.
(4.41)
This can be simplified using the fact that
cos(−x) = cos(x), and sin(−x) = −sin(x), (4.42)
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giving us
ψx =
3∑
j=1
Cj
2
[
cos(φjix)
(
eφjrx + e−φjrx
)
+ isin(φjix)
(
eφjrx − e−φjrx)] , (4.43)
which can be written as
ψx =
3∑
j=1
Cj [cos(φjix)cosh(φjrx) + isin(φjix)sinh(φjrx)] . (4.44)
By making choices of φ we can observe which type of solutions are possible. First let’s
examine the case where one of our solutions φj is a real number, this means we have
φj = φjr since φji = 0. Substituting this into our equation for ψx one of the three
functions which make up the solution for ψx will simply be
Cjcosh(φjrx), (4.45)
this is a hyperbolic cosine function which will have the value Cj at x = 0 and will
increase exponentially in either direction as we move away from the origin. Next let’s
take the case where one of our solutions φj is an imaginary number, in this case we
have φj = iφji since φjr = 0. Substituting this into our equation for ψx, one of the
three functions which make up the solution for ψx will be
Cjcos(φjix), (4.46)
so this produces oscillatory solutions. For complex values of φj we will then have a
combination, so we’ll have an exponential function with an oscillation. These different
types of solution will be key to our understanding of the potential solutions we find
later on.
4.5 Numerical Analysis of Roots
Now that we have some insight of the types of solution we expect, we can conduct
some numerical analysis to determine which solutions appear for different values of
N2. We conduct a root analysis of the polynomial
φ6 − (2Ω + 3)φ4 + (Ω2 + 4Ω + 3 +N2)φ2 − (Ω2 + 2Ω + 1) = 0, (4.47)
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for different values of N2, ranging from negative values consistent with cloudy type
solutions and positive values consistent with dry solutions. A plot of the three solutions
for φj are shown in figure 4.1, this analysis was conducted in the case of stable, zero
growth solutions where Ω = 0 and N2 is varying between −30 and 30.
Figure 4.1: Plots of the real and imaginary parts of φj for zero growth
solutions (Ω = 0) for varying N2.
We observe that for very negative values of N2 which represent the dynamics in a
cloudy region the solution consists of one real root and two imaginary roots. From our
analysis conducted in the previous section we can express the solution in the cloudy
region as
ψx = C1cosh(φ1x) + C2cos(φ2x) + C3cos(φ3x), (4.48)
where φ1 is the real root and φ2 and φ3 are the imaginary roots. Since φ1 6= 0 the first
hyperbolical cosine term is going to exponentially grow in either direction away from
the origin and the terms involving φ2 and φ3 can’t limit this exponential growth. If we
imposed any physical boundary conditions such as ψx → 0 as x→ ±∞ we would find
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that C1 = 0. This means that in a cloudy region we expect to have the solution
ψx = C2cos(φ2x) + C3cos(φ3x), (4.49)
so we have an oscillatory solution with the period determined by φ2 and φ3.
For positive values of N2 which represents the dynamics of a region with no cloud, the
solution consists of one real root and two complex conjugate roots, this means the real
part to our solution for ψx is
ψx = C1cosh(φ1x) + C2cos(φ2ix)cosh(φ2rx) + C3cos(φ3ix)cosh(φ3rx), (4.50)
where φji for j = 2, 3 indicates this is the imaginary part of φj and φjr indicates this
is the real part of φj. Since φ2 and φ3 are complex conjugates for positive N
2 we know
that
φ2r = φ3r, and φ2i = −φ3i, (4.51)
which enables us to write ψx as
ψx = C1cosh(φ1x) + (C2 + C3)cos(φ2ix)cosh(φ2rx). (4.52)
The obvious solution to ψx in the case of a value of N
2 representing dry conditions
would be to have
C1 = C2 = C3 = 0, (4.53)
since without condensation and evaporation of liquid water we wouldn’t expect any
dynamics to arise in our model. This can be shown by taking the case where at x = 0
we have ψx = 0, and at some other point x = λ we also have ψx = 0. Our equations
would then be
ψx(0) = C1 + C2 + C3 = 0, (4.54)
and
ψx(λ) = C1cosh(φ1λ) + (C2 + C3)cos(φ2iλ)cosh(φ2rλ) = 0. (4.55)
Rearranging the first equation to give
C2 + C3 = −C1, (4.56)
and substituting it into the second equation gives
ψx(λ) = C1cosh(φ1λ)− C1cos(φ2iλ)cosh(φ2rλ) = 0, (4.57)
64
CHAPTER 4. FIXED BUOYANCY FREQUENCY
which yields
cosh(φ1λ) = cos(φ2iλ)cosh(φ2rλ). (4.58)
The only solution of λ that can solve this is λ = 0. This means that without neigh-
bouring regions of cloud to contain the exponential nature of the dry solution the only
physical solution is the zero solution.
What we’ve established is that in an infinite domain of constant N2, we have an
oscillatory solution for large negative N2 and a zero solution for positive N2. An
interesting result is that oscillatory solutions don’t arise simply whenN2 is negative, we
actually require the buoyancy frequency to pass some threshold before these solutions
arise, this is potentially a critical point in buoyancy frequency we require before cloud
formation is possible. We have currently been looking at the scenario of zero growth,
we will now explore how this critical point changes with variation in Ω.
4.6 Variation of Growth Rate
A plot of the real part of φ2 is shown in figure 4.2 for growth rates of Ω = 0.5, Ω = 0
and Ω = −0.5.
Figure 4.2: Plots of the real part of φ2 for growth rates of Ω = 0.5,
Ω = 0 and Ω = −0.5
We recall that when N2 is less than the critical point we can achieve stable oscillatory
solutions and when N2 is greater than the critical point stable cloud solutions aren’t
possible. We observe from the plots in figure 4.2 that for us to have an oscillatory
solution for large growth rates we require a strong negative buoyancy frequency for
this to be sustainable. On the other hand if we have a sufficiently low but still negative
buoyancy frequency we require Ω to be negative, this is telling us that the clouds in
this region are getting smaller over time.
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It is possible to find the general solution of this critical point, we recall that our
solutions for φ were obtained by solving the polynomial
φ6 − (2Ω + 3)φ4 + (Ω2 + 4Ω + 3 +N2)φ2 − (Ω2 + 2Ω + 1) = 0, (4.59)
for φ2, of which there are three solutions, and then taking the square root of these
three solutions to give our six solutions for φ. A breakdown of the solutions we have
for φ in cloudy and dry air together with the solution of φ2 this corresponds to is
shown
Cloudy N2 : φ1 is real =⇒ φ21 is real and ≥ 0,
φ2 and φ3 are imaginary =⇒ φ22 and φ23 are real and ≤ 0,
Dry N2 : φ1 is real =⇒ φ21 is real and ≥ 0,
φ2 and φ3 are complex =⇒ φ22 and φ23 are complex conjugates. (4.60)
We can use this information to identify what is happening at the critical point. In the
cloudy region we require φ2j to be real for j = 1, 2, 3 and in the dry region we require
φ22 and φ
2
3 to be complex conjugates. This means the critical point will occur at a
point where we have three real solutions and two of them are the same. If we take a
cubic equation of the form
ax3 + bx2 + cx+ d = 0, (4.61)
where a, b, c and d are constant, the discriminant takes the form
∆ = 18abcd− 4b3d+ b2c2 − 4ac3 − 27a2d2. (4.62)
The types of possible solution are determined by the value of this discriminant, the
possible solutions are
If ∆ > 0, 3 distinct real roots,
If ∆ = 0, there is a multiple root and all roots are real,
If ∆ < 0, 1 real root and 2 complex conjugate roots. (4.63)
This means our critical point is the point at which the discriminant is zero. Solving
for the discriminant is equal to zero we obtain the following equation
−N2(4N4 + 8N2Ω2 + 36N2Ω + 27N2 + 4Ω4 + 4Ω3) = 0. (4.64)
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Since this is a cubic equation in N2, for a given Ω there are three possible values of
N2. One solution is N2 = 0, the other two solutions are
N2 = −(8Ω + 9)
3/2
8
−
(
Ω2 +
9Ω
2
+
27
8
)
, (4.65)
and
N2 =
(8Ω + 9)3/2
8
−
(
Ω2 +
9Ω
2
+
27
8
)
. (4.66)
The solution we are interested in that is tracking the critical point is the first solution
since it is the smallest. Figure 4.3 shows a plot of this equation, we can interpret this
plot as the minimum negative buoyancy frequency required for a given growth rate to
have a solution consistent with what we expect in a cloudy scenario. In other words,
values of N2 and Ω that fall below the line in the graph produce cloudy type solutions,
and values above the line produce dry type solutions.
Figure 4.3: Plot of the critical point identifying the minimum neg-
ative buoyancy frequency required to sustain a given growth rate.
Cloud solutions are only possible in the region below the line.
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4.7 Plots of Cloud Solution
In section 4.5 equation (4.49), we found the solution of ψx for a negative value of N
2
over the entire domain had the form
ψx = C2cos(φ2x) + C3cos(φ3x), (4.67)
provided N2 was below the critical point as detailed in section 4.6. This solution
is a summation of two different cosine functions with different periods and different
weighting as dictated by the values of C2 and C3. We normalise about ψx(0) = 1,
meaning in the centre of the domain the value of ψx is equal to one. This gives
us
ψx(0) = C2cos(0) + C3cos(0) = C2 + C3 = 1, (4.68)
so we have C3 = 1− C2 giving us
ψx = C2[cos(φ2x)− cos(φ3x)] + cos(φ3x). (4.69)
By varying C2 between 0 and 1 we change the relative importance of the φ2 term
and φ3 term. A series of plots illustrating the potential solutions for this scenario are
shown in figure 4.4. We observe that as we increase C2 from zero to one, the dominant
term changes and thus the dominant period of the resulting cloud.
Assuming cloud is present at areas where w > 0, it is interesting to observe that when
the conditions are right for cloud to form everywhere, we don’t see the presence of cloud
everywhere. Instead we see clouds appearing at regular intervals with the period being
influenced by the growth rate and the value of the buoyancy frequency.
4.8 Rayleigh-Be´nard Convection
In the previous sections we have been identifying the critical point at which convection
starts to occur, the concept is quite similar to Rayleigh-Be´nard convection [2]. In this
section we will derive Rayleigh-Be´nard convection and compare the critical point to
the critical point found in our model. We start with the Buossinesq form of the
Navier-Stokes equation of
Du
Dt
= − 1
ρ0
∇p′ +Bk + ν∇2u, (4.70)
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Figure 4.4: Plots of the vertical velocity for N2 = −20 and Ω = 0 for
varying values of the constant parameter C2
where
B = −g ρ
′
ρ0
. (4.71)
The linearised form of the equation of state gives us the relationship
p′
p¯
=
T ′
T¯
+
ρ′
ρ¯
. (4.72)
Since we are applying the Boussinesq approximation we neglect the left hand side and
set ρ¯ = ρ0 leaving us with
B = −g ρ
′
ρ0
= g
T ′
T¯
. (4.73)
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The temperature equation used is
DT
Dt
= κ∇2T, (4.74)
where κ is the coefficient of thermal diffusivity.
4.8.1 Saltzman’s Configuration
We look at the configuration of the problem Saltzman studied [25]. The model dy-
namics occur in a fluid of uniform depth H where the top and bottom boundaries
have a temperature difference ∆T and the hotter temperature is at the lower bound-
ary. Saltzman studied the two-dimensional case in the x − z plane. The boundary
conditions for the temperature are
T
∣∣
z=0
= T0, and T
∣∣
z=H
= T0 −∆T. (4.75)
The boundary conditions for the flow are the stress free boundary conditions chosen
by Lorenz [26]. In this scenario we define
∂u
∂z
= 0, and w = 0, (4.76)
evaluated at z = 0 and z = H.
We linearise our variables as a small perturbation about some base state, we de-
fine
u = u¯+ u′, w = w¯ + w′, T = T¯ + T ′. (4.77)
We consider a stationary base state so we have u¯ = w¯ = 0. Applying our temperature
boundary conditions from equation (4.75) we define the base state of temperature
as
T¯ = T0 − ∆T
H
z. (4.78)
Using this linearisation our momentum and temperature equations become
∂u′
∂t
= − 1
ρ0
∂p′
∂x
+ ν∇2u′,
∂w′
∂t
= − 1
ρ0
∂p′
∂z
+ g
T ′
T¯
+ ν∇2w′,
∂T ′
∂t
=
∆T
H
w′ + k∇2T ′. (4.79)
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Since the buoyancy is defined as
B = g
T ′
T¯
, (4.80)
we can convert our temperature equation into one for the buoyancy by multiplying by
g/T¯ give
∂B
∂t
=
g∆T
T¯H
w′ + k∇2B. (4.81)
Having the equation in this form allows us to see the buoyancy frequency N2 in this
configuration is defined as
N2 = −g∆T
T¯H
. (4.82)
4.8.2 Nondimensionalisation
In the next step we nondimensionalise the equations by defining
x = xˆH, z = zˆH, t = tˆt∗, p′ = pˆp∗ and T ′ = Tˆ T ∗, (4.83)
where we have scaled both the horizontal and vertical lengths with respect to the
depth. Applying this scaling to the temperature equation shown in equation (4.79) we
have
T ∗
t∗
∂Tˆ
∂t
=
H
t∗
∆T
H
wˆ +
T ∗
H2
κ∇2T,
∂Tˆ
∂t
=
∆T
T ∗
wˆ +
t∗
H2
κ∇2T. (4.84)
We choose to scale time as thermal diffusion time defined by t∗ = H2/κ and temper-
ature as T ∗ = ∆T . Applying this scaling to the horizontal momentum we have
κ2
H3
∂uˆ
∂t
= − p
∗
Hρ0
∂pˆ
∂x
+
κ
H3
ν∇2uˆ,
∂uˆ
∂t
= −p
∗H2
κ2ρ0
∂pˆ
∂x
+
ν
κ
∇2uˆ. (4.85)
The nondimensional paramater σ = ν/κ is known as the Prandtl number. We choose
p∗ to be
p∗ =
ρ0νκ
H2
. (4.86)
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Applying this to our vertical momentum equation we have
κ2
H3
∂wˆ
∂t
= − ρ0νκ
H3ρ0
∂pˆ
∂z
+
g∆T
T¯
Tˆ +
κ
H3
ν∇2wˆ,
∂wˆ
∂t
= −σ∂pˆ
∂z
+
gH3∆T
κ2T¯
Tˆ + σ∇2wˆ, (4.87)
which we can write as
1
σ
∂wˆ
∂t
= −∂pˆ
∂z
+RTˆ +∇2wˆ, (4.88)
where the parameter R has been introduced which is the Rayleigh number defined
as
R =
g∆TH3
νκT¯
. (4.89)
After dropping hats our equation set is
1
σ
∂u
∂t
= −∂p
∂x
+∇2u,
1
σ
∂w
∂t
= −∂p
∂z
+RT +∇2w,
∂T
∂t
= w +∇2T,
0 =
∂u
∂x
+
∂w
∂z
, (4.90)
where the final equation comes from the continuity equation.
4.8.3 Streamfunction
We introduce a streamfunction ψ which satisfies
u = −∂ψ
∂z
and w =
∂ψ
∂x
. (4.91)
Substituting this into our momentum equations we obtain
1
σ
∂
∂t
∂ψ
∂z
=
∂p
∂x
+∇2∂ψ
∂z
, (4.92)
and
1
σ
∂
∂t
∂ψ
∂x
= −∂p
∂z
+RT +∇2∂ψ
∂x
. (4.93)
Taking ∂
∂z
(4.92) + ∂
∂x
(4.93) we get the equation(
1
σ
∂
∂t
−∇2
)
∇2ψ = R∂T
∂x
. (4.94)
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Our temperature equation can be expressed as(
∂
∂t
−∇2
)
T =
∂ψ
∂x
, (4.95)
where the derivative with respect to x is(
∂
∂t
−∇2
)
∂T
∂x
=
∂2ψ
∂x2
, (4.96)
combining this with equation (4.94) to eliminate T we obtain(
1
σ
∂
∂t
−∇2
)(
∂
∂t
−∇2
)
∇2ψ = R∂
2ψ
∂x2
. (4.97)
Here we observe that the form of this equation is very similar to equation (4.15), high-
lighting a potential similarity between our critical condition and the critical Rayleigh
number required for convection.
4.8.4 Separable Solution
A separable solution to this equation is chosen to fit the model conditions and have
periodicity in the horizontal direction. This is defined as
∂ψ
∂x
= W (z)exp(iapix+ λt), (4.98)
where λ is the growth rate and a is the horizontal wavenumber. We recall that the
derivative of ψ with respect to x is the vertical velocity, the boundary conditions are
that the vertical velocity is equal to zero at z = 0 and z = H, and the stress free
boundary condition is given by
∂u
∂z
=
∂2ψ
∂z2
= 0, (4.99)
at z = 0 and z = H. They can be satisfied by defining
W (z) = sin(bpiz), (4.100)
where b is the vertical wavenumber. Substituting
∂ψ
∂x
= sin(bpiz)exp(iapix+ λt), (4.101)
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into the derivative of equation (4.97) with respect to x gives us(
λ
σ
+ a2pi2 + b2pi2
)
(λ+ a2pi2 + b2pi2)(a2pi2 + b2pi2) = a2pi2R. (4.102)
Defining A = a2pi2 + b2pi2 this can be simplified as
λ2 + A2(1 + σ)λ+ σ
(
A4 − a
2pi2R
A2
)
= 0, (4.103)
applying the quadratic formula gives
λ = −1
2
A2(1 + σ)± 1
2
√
A4(1 + σ)2 − 4σ
(
A4 − a
2pi2R
A2
)
. (4.104)
We observe that λ will be positive when
A4 <
a2pi2R
A2
. (4.105)
Rearranging for the Rayleigh number yields
R >
(b2pi2 + a2pi2)3
a2pi2
. (4.106)
We recall the vertical component of ψ was
W (z) = sin(bpiz). (4.107)
We choose b = 1 which is the most unstable mode, so our inequality becomes
R >
(1 + a2)3pi4
a2
. (4.108)
then R can be minimised with respect to a to give the critical Rayleigh number for
convection as
Rc =
(1 + a2)3pi4
a2
=
27pi4
4
, (4.109)
which occurs at a = 1/
√
2.
4.9 Comparison of Critical Points
In the analysis we conducted where we simulated a fixed buoyancy frequency we dis-
covered a critical condition which had to be satisfied to obtain cloud like solutions.
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This was shown in equation (4.65) which we recall was
N2 = −(8Ω + 9)
3/2
8
−
(
Ω2 +
9Ω
2
+
27
8
)
. (4.110)
If we look at Ω = 0 this reduces to
N2 = −27
4
. (4.111)
This is very similar to to the critical Rayleigh number, the only difference being a
difference of sign and a multiple of pi4. In fact, despite the differences in approach
taken the critical point is identical, this difference of pi4 and sign is purely down to the
choices in nondimensionalisation and form of the separable solution of ψ.
The first difference we look at is the multiple of pi. In the fixed buoyancy frequency
model we researched, we defined the height of our domain as H = pi. This meant
that the z component of the separable solution for ψ was sin(z) in our model while it
was cos(piz) in the Rayleigh-Be´nard convection derivation. Our initial choice for the
x component was
exp(φx), (4.112)
where as the Rayleigh-Be´nard component was
exp(iapix). (4.113)
The combination of these two choices results in the critical Rayleigh number having a
multiple of pi4 in our solution. To investigate where the change in sign came from we
look back at the equation set we used in both cases before the nondimensionalisation
was done. For the fixed buoyancy frequency analysis we conducted in this chapter we
used the equation set posed by Bretherton, before the nondimensionalisation occured,
the buoyancy equations were
DB′u
Dt
= ν∇2B′u −N2dw′,
DB′l
Dt
= ν∇2B′l + Γw′. (4.114)
In our analysis, we combined these to give the total buoyancy equation
DB′
Dt
= −N2w′ + ν∇2B′. (4.115)
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The nondimensionalisation then gave us
B∗
t∗
DBˆ
Dtˆ
= −HN
2∗
t∗
Nˆ2 +
νB∗
H2
∇2Bˆ,
DBˆ
Dtˆ
= −HN
2∗
B∗
Nˆ2 +
νt∗
H2
∇2Bˆ. (4.116)
The scales chosen were
t∗ =
H2
ν
, B∗ =
ν2
H3
and N2∗ =
H4
ν2
, (4.117)
which means the buoyancy frequency term became
−H
4Nˆ2
ν2
. (4.118)
When deriving Rayleigh-Be´nard, we found N2 to be
N2 = −g∆T
T¯H
, (4.119)
substituting this into equation (4.118) gives
−H
4Nˆ2
ν2
=
H4g∆T
ν2T¯H
=
g∆TH3
ν2T¯
= R, (4.120)
in the case where κ = ν which was used in the fixed buoyancy frequency derivation.
In the nondimensionalisation we scaled out the difference of H4/ν2 however the sign
was preserved, this is why the critical point differs in sign.
From this we conclude that the critical condition in our cloud everywhere version of
Bretherton’s system corresponds to the critical point in the standard Rayleigh-Be´nard
convection problem.
4.10 Conclusion
In this chapter we extended the Bretherton model by looking at an area of some fixed
buoyancy frequency and found the conditions under which cloud solutions appear.
After comparing it to Rayleigh-Be´nard convection we found that the critical condition
for positive growth rates is identical to the critical Rayleigh number.
Ultimately the difference is entirely down to the choice of the x component of the sepa-
rable solution, we chose it as exp(φx) compared to exp(iapix) in Rayleigh-Be´nard. The
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difference here is the Rayleigh-Be´nard choice imposes oscillatory solutions whereas our
φ is a complex number and we later find the condition for which φ has purely imagi-
nary solutions which correspond to oscillations. Clearly the same dynamics are present
in the Rayleigh-Be´nard condition, however if you wanted to extract the relationship
between growth rate and Rayleigh number which corresponds to the growth rate and
buoyancy frequency in our model it would be more complicated and less obvious. You
would have to solve the cubic equation in a2 given by
R =
(1 + a2)3pi4
a2
, (4.121)
then substitute this solution for a2 in terms of R into the quadratic equation in λ given
by
λ2 + A2(1 + σ)λ+ σ
(
A4 − a
2pi2R
A2
)
= 0, (4.122)
then solve for R. Our method essentially gives a shortcut to this relationship.
This relationship is interesting since our critical condition not only specifies the mini-
mum point required for convection to occur, but also specifies the buoyancy frequency
required to sustain higher growth rates. We also demonstrate that if there is exist-
ing cloud, it is still possible for cloud solutions to exist below the critical Rayleigh
number, however these solutions will be decaying. It is very easy to interpret the un-
derlying meaning of our condition, this being that as a clouds growth rate increases,
an increasingly strong buoyancy frequency is required to support the growth.
An extension of this work which is outside the scope of this thesis could be to include
the advection of the buoyancy. The advection of the buoyancy by the flow in the
most unstable mode leads to the Lorenz (1963) chaotic system [26], future work could
investigate similar additions to Bretherton to arrive at a chaotic cloud model.
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Chapter 5
Smooth Transition
5.1 Introduction
In chapter two, we derived the Buoyancy equation in the scenario where the air is
unsaturated so there is no condensation or evaporation of water and we derived the
Buoyancy equation in the scenario where the air is saturated and condensation and
evaporation of water occur. Both equations could be represented as
∂B
∂t
= −wN2, (5.1)
where the difference between them was what the N2 term, the buoyancy frequency,
was representing. In both cases the N2 term is made up of fixed background states
which are taken to be dependent on z only so they are constant in x indicating no
horizontal variation. As we cross the cloud barrier and move from unsaturated to
saturated air it is common for the N2 term to change sign so inherently there must be
some horizontal variation. The approach Bretherton used was to separate the buoy-
ancy into unsaturated and saturated regions where the total buoyancy was made up
of the addition of the unsaturated buoyancy, Bu and the liquid buoyancy, Bl. The
liquid buoyancy can be seen as the difference between the total saturated buoyancy
and the unsaturated buoyancy. In areas where there is no liquid water present, the
liquid buoyancy is zero and the total buoyancy is simply the unsaturated buoyancy.
In Bretherton’s formulation the buoyancy frequency N2 is constant in both the unsat-
urated and saturated cases, a potential issue with this idea is there is a discontinuity
of the background state as we cross the cloud boundary going from unsaturated N2u
to the saturated, cloudy N2c .
We aim to expand Bretherton’s work to include a horizontal variation of the back-
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ground state and achieve a smooth transition of the background state as we cross the
cloud barrier. There are physical reasons related to the physics as to why we would
want to deal with the cloud barrier in this way, and also numerical forecasting reasons
as to why a smooth function is beneficial over a discontinuous one. These reasons were
discussed in detail in chapter one .
5.2 Buoyancy Equations
5.2.1 Unsaturated Buoyancy
When we derived the buoyancy in both the unsaturated and saturated cases in chapter
2 we used the assumption that all background variables are functions of z only, this
means they are constant in x. If we want to have a smooth transition across the cloud
boundary then we must have a horizontal dependency on x as well. When deriving
the unsaturated buoyancy we had the equation
1
θ¯
Dθ¯
Dt
+
D θ
′
θ¯
Dt
= 0. (5.2)
At this point we assumed θ¯ was only dependent on z so we had
D θ
′
θ¯
Dt
= −w
′
θ¯
dθ¯
dz
, (5.3)
multiplying by g gave us the unsaturated buoyancy equation
DB
Dt
= −w′N2. (5.4)
If we allow θ¯ to be a function of x as well as z then instead we have
D θ
′
θ¯
Dt
= −u
′
θ¯
∂θ¯
∂x
− w
′
θ¯
∂θ¯
∂z
, (5.5)
we can write this as
D θ
′
θ¯
Dt
= −u′∂ln(θ¯)
∂x
− w′∂ln(θ¯)
∂z
. (5.6)
In the unsaturated buoyancy case we had
N2 =
g
θ¯
∂θ¯
∂z
= g
∂ln(θ¯)
∂z
, (5.7)
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and this was taken to be a constant, now that we have x dependency we assume that
it is a function of x only. Integrating this N2(x) with respect to z then gives us
zN2(x) = gln(θ¯), (5.8)
the derivative of this with respect to x is
z
dN2(x)
dx
= g
∂ln(θ¯)
∂x
. (5.9)
Substituting this into equation (5.6) we have
DB
Dt
= −u′zdN
2(x)
dx
− w′N2(x). (5.10)
5.2.2 Saturated Buoyancy
Similar to the unsaturated buoyancy case, when we derived the saturated buoyancy
equation we had the equation
Dlnθ
Dt
=
L
cpΠ
[
mt
D
Dt
(
1
θ¯
)
− mt
θ¯
D
Dt
(
θ′
θ¯
)
−mt θ
′
θ¯
D
Dt
(
1
θ¯
)
− D
Dt
(m¯v
θ¯
)]
+
L
cpΠ
[
θ′
θ¯
D
Dt
(m¯v
θ¯
)
+
m¯v
θ¯
D
Dt
(
θ′
θ¯
)
− θ
′
θ¯
D
Dt
(
∂m¯v
∂θ
)
− ∂m¯v
∂θ
D
Dt
(
θ′
θ¯
)]
.
(5.11)
This time when we take the material derivative we assume the base state variables are
functions of x and z so for a variable f¯ the material derivative is
Df¯
Dt
= u′
∂f¯
∂x
+ w′
∂f¯
∂z
, (5.12)
we observe that the material derivative of a base state variable is a perturbation vari-
able, so any material derivative of a base state function multiplied by a perturbation
variable is neglected. Similarly the material derivative of a perturbation quantity is
simply the time derivative since the spacial derivatives will introduce another pertur-
bation quantity so they are neglected. Applying this to our equation we have
∂
∂t
(
θ′
θ¯
)
+
u′
θ¯
∂θ¯
∂x
+
w′
θ¯
∂θ¯
∂z
=
L
cpΠ
[
−u
′mt
θ¯2
∂θ¯
∂x
− w
′mt
θ¯2
∂θ¯
∂z
− u′ ∂
∂x
(m¯v
θ¯
)
− w′ ∂
∂z
(m¯v
θ¯
)]
+
L
cpΠ
[
m¯v
θ¯
∂
∂t
(
θ′
θ¯
)
− ∂m¯v
∂θ
∂
∂t
(
θ′
θ¯
)
− mt
θ¯
∂
∂t
(
θ′
θ¯
)]
.
(5.13)
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Rearranging gives us
∂
∂t
(
θ′
θ¯
)(
cpΠ
L
+
mt
θ¯
+
∂m¯v
∂θ
− m¯v
θ¯
)
=− u′
(
∂
∂x
(m¯v
θ¯
)
+
mt
θ¯2
∂θ¯
∂x
+
cpΠ
Lθ¯
∂θ¯
∂x
)
− w′
(
∂
∂z
(m¯v
θ¯
)
+
mt
θ¯2
∂θ¯
∂z
+
cpΠ
Lθ¯
∂θ¯
∂z
)
. (5.14)
This can be expressed as
∂
∂t
(
θ′
θ¯
)
= −u′P ∂M
∂x
− w′PQ, (5.15)
where
P =
(
cpΠ
L
+
mt
θ¯
+
∂m¯v
∂θ
− m¯v
θ¯
)−1
, M =
m¯v
θ¯
− mt
θ¯
+
cpΠ
L
ln(θ¯), and Q =
∂M
∂z
.
(5.16)
In the case with a discontinuity at the cloud boundary we only had the term
−w′PQ (5.17)
on the right hand side and this was taken to be constant. With our smooth transition
we now take this to be a function of x. So we can write
P (x)Q(x) = P (x)
∂M
∂z
. (5.18)
Integrating both sides with respect to z gives us
P (x)Q(x)z = P (x)M, (5.19)
therefore
M = Q(x)z =⇒ ∂M
∂x
=
∂Q(x)
∂x
z. (5.20)
Substituting this into equation (5.15) gives us
∂
∂t
(
θ′
θ¯
)
= −u′zP ∂Q
∂x
− w′PQ. (5.21)
Multiplying both sides by g gives us
∂B
∂t
= −u′zgP ∂Q
∂x
− w′gPQ. (5.22)
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The coefficient of w′ is the cloudy buoyancy frequency N2m where
gPQ = N2m, (5.23)
so we have
∂B
∂t
= −u′zgP ∂Q
∂x
− w′N2m. (5.24)
Since our goal is to model a smooth transition of buoyancy frequency across the cloud
boundary we require this to be the same equation for the buoyancy frequency outside
the cloud when no liquid water is present. We recall that the unsaturated buoyancy
frequency equation is
DB
Dt
= −u′zdN
2
u
dx
− w′N2u . (5.25)
Let us first look at N2m, this is defined as
N2m = gPQ = g
(
cpΠ
L
+
mt
θ¯
+
∂m¯v
∂θ
− m¯v
θ¯
)−1(
∂
∂z
(m¯v
θ¯
)
+
mt
θ¯2
∂θ¯
∂z
+
cpΠ
Lθ¯
∂θ¯
∂z
)
.
(5.26)
We recognise that in P we have the term
mt
θ¯
− m¯v
θ¯
=
m¯cl
θ¯
, (5.27)
since we are unsaturated there is no presence of liquid water so these terms add up to
zero. We also recognise that m¯v = mt which is a constant, so the derivative is zero,
with these substitutions P becomes
P =
(
cpΠ
L
)−1
. (5.28)
We can expand the z derivative of m¯v/θ¯ in the Q term such that it can be written
as
Q =
1
θ¯
∂m¯v
∂z
− m¯v
θ¯2
∂θ¯
∂z
+
mt
θ¯2
∂θ¯
∂z
+
cpΠ
Lθ¯
∂θ¯
∂z
=
1
θ¯
∂m¯v
∂z
+
m¯cl
θ¯2
∂θ¯
∂z
+
cpΠ
Lθ¯
∂θ¯
∂z
. (5.29)
We again recognise that in the unsaturated case mcl = 0 and m¯v is a constant giving
us an unsaturated N2u as
N2u = gPQ = g
(
cpΠ
L
)−1
cpΠ
Lθ¯
∂θ¯
∂z
=
g
θ¯
∂θ¯
∂z
, (5.30)
which is the same form of N2u we obtained by deriving the buoyancy frequency in the
unsaturated case, so this term is consistent. We now look at the coefficient of u′ in
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our moist buoyancy equation which is
gP
∂Q
∂x
. (5.31)
We previously found the value of P and Q, P is a consant so the x derivative of this
is zero. This means we can write
∂
∂x
(gPQ) = gP
∂Q
∂x
=
∂
∂x
N2u , (5.32)
this is the same form as the coefficient of u′ in the unsaturated buoyancy equation. This
means our buoyancy equation we derived in the saturated case with an x dependence
of background state variables expressed as
∂B
∂t
= −u′zgP ∂Q
∂x
− w′N2m, (5.33)
is consistent across the entire domain in both saturated and unsaturated regions.
5.3 The Equation Set
The equation set we will use for our analysis is the following
Du′
Dt
= − 1
ρ0
∇p′ +Bk + ν∇2u′,
∂B
∂t
= ν∇2B − u′zgP ∂Q
∂x
− w′N2. (5.34)
This is the Boussinesq form of the Navier-Stokes equation and the buoyancy equation
derived in the previous section with diffusion included.
The first step is to nondimensionalise this, we make the following substitutions
B = B∗Bˆ, p′ = p∗pˆ, t = t∗tˆ, x = Hxˆ, z = Hzˆ, N2 = N2∗Nˆ2, u′ =
H
t∗
uˆ, (5.35)
we recognise that N2 = PQ, therefore PQx is nondimensionalised as N
2∗Pˆ Qˆx/H.
Substituting this into the Boussinesq form of the Navier-Stokes equation we have
H
t∗2
(
Duˆ
Dt
)
= − p
∗
Hρ0
∇pˆ+B∗Bˆk + ν
Ht∗
∇2uˆ,
Duˆ
Dt
= − p
∗t∗2
H2ρ0
∇pˆ+ B
∗t∗2
H
Bˆk +
νt∗
H2
∇2uˆ. (5.36)
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We therefore let
t∗ =
H2
ν
, B∗ =
ν2
H3
, p∗ =
ρ0ν
2
H2
, (5.37)
substituting this into our Buoyancy equation we obtain
ν3
H5
∂Bˆ
∂t
=
ν3
H5
∇2Bˆ − ν
H
N2∗guˆzˆPˆ
∂Qˆ
∂x
− ν
H
wˆN2∗Nˆ2, (5.38)
therefore we define
N2∗ =
H4
ν2
. (5.39)
We now have the nondimensionalised form of the Boussinesq Navier-Stokes equation
and the buoyancy equation after dropping hats as
Du
Dt
= −∇p+Bk +∇2u.
∂B
∂t
= ∇2B − uzgP ∂Q
∂x
− wN2. (5.40)
These equations combined with the continuity equation is the equation set we will be
using as a basis for our work.
5.4 Introducing the Streamfunction
We attempt to solve this system of equations by introducing a streamfunction defined
as
u = −∂ψ
∂z
, and w =
∂ψ
∂x
. (5.41)
In deriving equation (4.12) in chapter four, we inserted the streamfunction into the
Navier-Stokes equation to give us(
∂
∂t
−∇2
)
∇2ψ = ∂B
∂x
. (5.42)
The buoyancy equation with the streamfunction inserted becomes
∂B
∂t
= ∇2B + ∂ψ
∂z
zgP
∂Q
∂x
− ∂ψ
∂x
N2, (5.43)
which can be expressed as(
∂
∂t
−∇2
)
B =
∂ψ
∂z
zgP
∂Q
∂x
− ∂ψ
∂x
N2. (5.44)
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Taking the derivative of this with respect to x gives(
∂
∂t
−∇2
)
∂B
∂x
=
∂
∂x
(
∂ψ
∂z
zgP
∂Q
∂x
)
− ∂
2ψ
∂x2
N2 − ∂ψ
∂x
dN2
dx
. (5.45)
Substituting equation (5.42) into this by eliminating the buoyancy term gives(
∂
∂t
−∇2
)2
∇2ψ = ∂
∂x
(
∂ψ
∂z
zgP
∂Q
∂x
)
− ∂
2ψ
∂x2
N2 − ∂ψ
∂x
dN2
dx
, (5.46)
or in simplified derivative notation as
(∂t −∇2)2∇2ψ = (zψzgPQx)x − ψxxN2 − ψxN2x , (5.47)
where we understand that N2x = (N
2)x. This is the equation we will be attempting to
solve for ψ in the future chapters.
5.5 Assumptions
Since the aim of our work is to be as mathematically precise as possible it is important
that we understand and recall exactly what assumptions we have made in deriving our
equations. A list of the assumptions are as follows
1. The Boussinesq approximation:
This is the Navier-Stokes equation derived by neglecting density differences ex-
cept those appearing in the buoyancy terms.
2. 2 Dimensions:
We are effectively taking a slice of the full domain and looking at dynamics in the
horizontal x and the vertical z, we assume no dependency on dynamics occuring
in the y plane.
3. Perturbation theory:
We assume all dynamic quantities take the form of some base state which is
independent of time and a small perturbation around these states. For any
dynamic variable f = f¯ + f ′, we assume f ′  f¯ so any product of perturbations
is infinitessimal compared to the base states and are neglected.
4. State of rest:
We are looking at the scenario where there is no background velocity flow so the
velocities u and w are perturbation quantities only.
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5. Adiabatic system:
We derived the buoyancy equations from the equation for potential temperature
which was derived from the second law of thermodynamics for an adiabatic
system. This is the case where there is no exchange of heat between the system
and the environment.
6. x dependency of buoyancy frequency:
We have assumed that the buoyuancy frequency N2 is a function of x only and
is constant in z and t.
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WKB Method
6.1 Introduction
In this chapter we attempt to solve the system of equations consisting of the Boussi-
nesq form of the Navier-Stokes equation and the buoyancy equation where we have a
variation of the background buoyancy frequency. We attempt to solve these equations
using inspiration from the WKB method, the WKB method is a common method
employed when looking at physical systems which are described by linear differential
equations with spatially varying coefficients where there is slow variation in x. The
WKB method is named after the physicists Gregor Wentzel [27], Hans Kramers [28]
and Le´on Brillouin [29] who developed the method in 1926 where it was originally
devised to solve the Schrodinger equation, credit also goes to Harold Jeffreys [30]
who independently devised a general method to solve linear second order differential
equations at an earlier date in 1923. The WKB method assumes that the wave func-
tion is an exponential function where the amplitude and phase vary slowly compared
to the wavelength, for this reason the WKB approximation is only appropriate for
slow variations in x. The the time independent one dimensional Schrodinger equation
is
∂2Ψ
∂x2
+
8pi2m
h2
(E − V )Ψ = 0, (6.1)
where m is the mass of the particle, h is Planck’s constant, E is the total energy of the
particle and V is the potential energy. If the potential energy is constant the solution
is a simple wave solution of the form
Ψ(x) = Ae±iφ, (6.2)
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where
φ = kx and k =
√
8pi2m
h2
(E − V ). (6.3)
The problem arises when the potential energy isn’t a constant. The WKB approxima-
tion assumes that the potential energy is slowly varying, if V is slowly varying then k
is no longer a constant and is also slowly varying. Substituting the solution
Ψ(x) = Ae±iφ(x), (6.4)
into the Schrodinger equation with k = k(x) gives us
i
∂2φ
∂x2
−
(
∂φ
∂x
)2
+ k(x)2 = 0. (6.5)
In the case where φ = kx with k being a constant the second term becomes −k2 and
the equation is solved, when k = k(x) this is much harder to deal with. The WKB
approximation assumes that since the potential energy is slowly varying, k(x) and
φ(x) are also slowly varying such that we can define a zeroth order solution as one
where
∂2φ
∂x2
≈ 0. (6.6)
Using this approximation we have
∂φ
∂x
= k(x), (6.7)
giving a zeroth order solution for Ψ of
Ψ0(x) = A exp
(
±i
∫
k(x)dx
)
+ C. (6.8)
In this chapter we will explore why this appears to be a good method to tackle our
problem.
6.2 Derivation
The equation we want to solve is(
∂
∂t
−∇2
)2
∇2ψ = ∂
∂x
(
∂ψ
∂z
zgP
∂Q
∂x
)
− ∂
2ψ
∂x2
N2 − ∂ψ
∂x
dN2
dx
. (6.9)
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This is a differential equation for ψ, however since N2 is a function of x we have
non-constant coefficients of ψ. We write this in simplified derivative notation as
(∂t −∇2)2∇2ψ = (ψzzgPQx)x − ψxxN2 − ψxN2x . (6.10)
We attempt to solve this using a seperable solution where we define
ψ = ψ1(x)ψ2(z)ψ3(t). (6.11)
We will make assumptions on the functions of z and t in an attempt to give us an
ordinary differential equation (ODE) to solve in x. First, we define exponential growth
in time such that
ψ3(t) = e
Ωt, (6.12)
where Ω is a constant growth rate. The derivative of ψ with respect to t is then
ψt = ψ1ψ2Ωe
Ωt = Ωψ, (6.13)
so taking the time derivative of ψ is the same as multiplying by Ω. Similar to the phys-
ical system posed by Bretherton we will look at a physical system contained between
two parallel plates which don’t allow any transfer of dynamics and thermodynamics
across the plates. We look at a system where the bottom plate is at position z = 0
and the top plate is at position z = pi. We then define
ψx(0) = ψx(pi) = 0, (6.14)
since the x derivative of ψ represents the vertical velocity w. If the plates don’t allow
any transfer of dynamics then the vertical velocity must be 0 at both plates. An
obvious function to use as our z dependency is then
ψ2(z) = sin(z). (6.15)
Using this assumption, the second derivative of ψ with respect to z is
ψzz =
∂
∂z
(ψ1cos(z)ψ3) = −ψ1sin(z)ψ3 = −ψ, (6.16)
so the second derivative of ψ with respect to z has the same effect as multiplying by
−1. Using this definition of ψ we can rewrite equation (6.10) as
(Ω− ∂xx + 1)(∂xx − 1)ψ = (ψzzgPQx)x − ψxxN2 − ψxN2x , (6.17)
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fully expanded this is
ψ6x−(2Ω+3)ψ4x+(Ω2+4Ω+3+N2)ψxx+N2xψx−(Ω2+2Ω+1)ψ = (ψzzgPQx)x. (6.18)
We can divide through by ψ2 and ψ3 to give
ψ1(6x)−(2Ω+3)ψ1(4x)+(Ω2+4Ω+3+N2)ψ1(xx)+N2xψ1(x)−(Ω2+2Ω+1)ψ1 =
(
ψ1
cos(z)
sin(z)
zgPQx
)
x
.
(6.19)
For simplification of notation we drop the subscript 1 from this equation to give
ψ6x−(2Ω+3)ψ4x+(Ω2+4Ω+3+N2)ψxx+N2xψx−(Ω2+2Ω+1)ψ =
(
ψ
cos(z)
sin(z)
zgPQx
)
x
.
(6.20)
An immediate problem we see with this equation is that this is not an ODE, the right
hand side still has a z dependency. However, when we apply a WKB like method we
can neglect these terms.
First, let’s consider the situation where N2 is a constant. We recall that N2 = gPQ,
therefore if N2 is a constant, then N2x = 0 and gPQx = 0 since PxQ 6= −PQx. In this
case our equation for ψ becomes
ψ6x − (2Ω + 3)ψ4x + (Ω2 + 4Ω + 3 +N2)ψxx − (Ω2 + 2Ω + 1)ψ = 0, (6.21)
and we would trial a solution of the form
ψ = Aeφx, (6.22)
and we would find our solution is
ψ =
6∑
j=1
Aje
φjx, (6.23)
where the six solutions of φ come from the six solutions of the polynomial
φ6 − (2Ω + 3)φ4 + (Ω2 + 4Ω + 3 +N2)φ2 − (Ω2 + 2Ω + 1) = 0. (6.24)
We have a similar situation as in the Schrodinger equation, if the coefficients of Ψ in the
Schrodinger equation are constant the solution is a simple exponential function. The
assumption in the WKB method is to consider the scenario where the coefficients of Ψ
are slowly varying. In our equation for ψ shown in equation (6.20) our non-constant
coefficient of ψ is N2 and its derivatives.
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We can express our problem in the same way as in the WKB method, we first de-
fine
Φ = φx, (6.25)
therefore our trial solution with constant N2 is
ψ = AeΦ, (6.26)
we assume this is slowly varying such that a zeroth order solution would be one
where
d2Φ
dx2
≈ 0. (6.27)
Substituting our trial solution into our equation for ψ with the derivatives of N2 shown
in equation (6.20) our zeroth order equation would be
Φ6x− (2Ω + 3)Φ4x+ (Ω2 + 4Ω + 3 +N2)Φ2x+N2xΦx− (Ω2 + 2Ω + 1) =
(
cos(z)
sin(z)
zgPQx
)
x
.
(6.28)
If Φ is slowly varying sufficiently that the second derivative is small enough to be
neglected, then we would expect the variation of this equation for Φx to be slowly
varying. For this to be true we would logically expect the coefficients of Φx in this
equation to be slowly varying. To verify this we take the derivative of this equation
with respect to x, this is
6Φ5xΦxx − 4(2Ω + 3)Φ3xΦxx + 2(Ω2 + 4Ω + 3 +N2)ΦxΦxx
+N2xΦx +N
2
xΦxx +N
2
xxΦx =
(
cos(z)
sin(z)
zgPQx
)
xx
. (6.29)
Taking the case where Φxx = 0 we have
N2xΦx +N
2
xxΦx =
(
cos(z)
sin(z)
zgPQx
)
xx
. (6.30)
Clearly this is in general not correct, therefore we conclude that using this method we
are looking at the case where N2x ≈ 0.
Using this information we conclude that our zeroth order solution for the equation
ψ6x−(2Ω+3)ψ4x+(Ω2+4Ω+3+N2)ψxx+N2xψx−(Ω2+2Ω+1)ψ =
(
ψ
cos(z)
sin(z)
zgPQx
)
x
,
(6.31)
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using a WKB like method is
ψ =
6∑
j=1
Aje
φjx, (6.32)
where φ satisfys the equation
φ6 − (2Ω + 3)φ4 + (Ω2 + 4Ω + 3 +N2)φ2 − (Ω2 + 2Ω + 1) = 0. (6.33)
We note that since N2 is not a constant, φ is not constant. However, since we are
looking at the case where
d2Φ
d2x
≈ 0, (6.34)
where Φ = φx we have
Φx = φxx+ φ,
Φxx = φxxx+ 2φx = 0, (6.35)
which is in general not correct. Therefore the zeroth order solution is assuming
dφ
dx
≈ 0. (6.36)
Since φ satisifies equation (6.33) we have extra information about our solution for ψ.
This equation is the same one we derived in chapter 4 and the same equation as in the
Bretherton work. As before we observe that this is a cubic equation in φ2 which can
be solved to give three pairs of roots of opposite sign. Using this information we can
write ψ as
ψ =
3∑
j=1
Aje
φjx +Bje
−φjx. (6.37)
We restrict ourselves to looking at cloud solutions which are symmetrical about x = 0.
Since the x derivative of ψ is the vertical velocity we expect this to be symmetrical
about x = 0. Imposing this condition we have
ψx(x) = ψx(−x),
3∑
j=1
Ajφje
φjx −Bjφje−φjx =
3∑
j=1
Ajφje
−φjx −Bjφjeφjx,
3∑
j=1
Aj
(
eφjx − e−φjx) = − 3∑
j=1
Bj
(
eφjx − e−φjx) . (6.38)
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Taking each case for j = 1, 2 and 3 separately we have
B1 = −A1, B2 = −A2, and B3 = −A3. (6.39)
This allows us to write ψ as
ψ =
3∑
j=1
Aj
(
eφjx − e−φjx) = 3∑
j=1
Ajsinh(φjx), (6.40)
so the vertical velocity is given by
ψx =
3∑
j=1
Aj
(
eφjx − e−φjx) = 3∑
j=1
Ajφjcosh(φjx). (6.41)
We normalise about
ψx(0) =
3∑
j=1
Cj = 1, (6.42)
where Cj are constants, the reasoning for this is that we would like the constants Cj
to be real numbers for ease of numerical computation, we do this by defining Cj such
that
Aj =
Cj
φj
. (6.43)
This means we have
ψx =
3∑
j=1
Cjcosh(φjx), (6.44)
and
ψ =
∑
j=1
Cj
φj
sinh(φjx). (6.45)
6.3 Slowly Varying N 2 and φx
In arriving at the solution in equation (6.45) we have taken the case where N2 is slowly
varying. We need to explore what this means in a physical sense and what conditions
this adds to our problem to find the scenarios where this solution is valid. The two
assumptions we have had to make are
∂N2
∂x
 1, and xφx  φ. (6.46)
We can analyse the validity of these assumptions by first defining a suitable function
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Figure 6.1: Example buoyancy frequency represented by a Gaussian
function for N2d = 14, Γ = 28, σ = 10
for N2(x). In this analysis we will use a Gaussian function defined as
N2 = N2d − Γexp
(−x2
2σ2
)
. (6.47)
This function simulates an isolated cloud centred around x = 0 where we have a peak
negative buoyancy frequency in the cloud centre which decays to some constant N2d as
we move away from the cloud, σ is the standard deivation which controls the width of
the function and hence the cloud width. A plot of an example function of this form is
shown in figure 6.1 for σ = 10, N2d = 14 and Γ = 28.
The derivative of this function with respect to x is
N2x =
xΓ
σ2
exp
(−x2
2σ2
)
. (6.48)
A plot of this is shown in figure 6.2 with various σ, we observe that as σ increases the
cloud width increases and the maximal value the derivative of N2 takes is lower. So
by looking at the case where N2  1 we are restricting ourselves to modelling clouds
with a large width relative to height.
The other assumption we have is
xφx  φ. (6.49)
To discover the conditions where this is true it is first helpful to investigate how φ
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Figure 6.2: Graph of N2x for varying sigma
Figure 6.3: Graph of φ1 and φ2 against x with N
2 being a Gaussian
function with σ = 50, N2d = 14 and Γ = 28
varies with N2 according to the equation
φ6 − (2Ω + 3)φ4 + (Ω2 + 4Ω + 3 +N2)φ2 − (Ω2 + 2Ω + 1) = 0. (6.50)
In chapter 4, we saw how φ varied with different values of constant N2, we now want
to look at how φ varies with the Gaussian form of N2. We are under the assumption
that N2 is slowly varying with the absolute value of N2x being much smaller than 1,
from figure 6.2 we estimate this only starts being true for σ > 50 so we will use this
as a starting point. A plot of the real parts of φ1 and φ2 for N
2 being our Gaussian
function with σ = 50 is shown in figure 6.3, we recall that the real part of φ2 and φ3
are the same.
To determine if φx is smaller than φ, we plot the derivative of φ. A plot of φx is shown
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Figure 6.4: Graphs of the x derivative of φ1 and φ2 with N
2 being a
Gaussian function with σ = 50, N2d = 14 and Γ = 28
in figure 6.4, we observe that over the majority of the domain the x derivative of φj
for j = 1, 2 and 3 is smaller than our plots of φ. We have a small region where the
value spikes indicating that there could be an issue with the assumption that φ φx
at this point, however it seems to be a good assumption over most of the domain.
With this in mind we move on with the analysis and see how these points affect the
solution.
6.4 Solution of ψ
We recall that our solution for ψ is
ψ =
∑
j=1
Cj
φj
sinh(φjx), (6.51)
where φ satisifes the equation
φ6 − (2Ω + 3)φ4 + (Ω2 + 4Ω + 3 +N2)φ2 − (Ω2 + 2Ω + 1) = 0. (6.52)
We previously found plots for φ1 and φ2 shown in figure 6.3. We now want to explore
the resulting solution for ψ. The first step is to see how exp(φjx) behaves. A plot of
φ1x and φ2x is shown in figure 6.5.
An immediate issue we see is in the φ2x graph, where we observe a discontinuity of
gradient in the solution. We expect to have a smooth solution for ψx which represents
the vertical velocity as we move across the cloud boundary. If φ2x has a discontinuity
of gradient in the domain then cosh(φ2x) also has a discontinuity meaning our solution
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Figure 6.5: Graphs of φ1x and φ2x with N
2 being a Gaussian function
with σ = 50, N2d = 14, Γ = 28 and Ω = 0
for ψ would feature a discontinuity.
Another problem arises when we look at the component of ψ expressed by the term
cosh(φ1x). A plot of this is shown in figure 6.6. We observe that our solution has large
spikes at the two points identified as being problems in figure 6.4. The magnitude of
these spikes appears to be inherently unphysical.
We recall our solution for ψx is defined as
ψx =
3∑
j=1
Cjcosh(φjx). (6.53)
We have identified issues with the components involving φ1, φ2 and by extension also
φ3 since φ3 is the complex conjugate of φ2. For these reasons we conclude that a
WKB like method is not able to find a suitable zeroth order solution and so is not an
appropriate method to try and solve our problem.
6.5 Conclusion
In this chapter we attempted to apply a commonly used technique, the WKB ap-
proximation to our model of a smooth buoyancy frequency across the cloud boundary.
We identified the types of scenario where a solution of this kind might be valid and
attempted to solve the problem. We weren’t able to obtain a physically realistic ze-
roth order solution to the problem so we conclude that a WKB like method is not an
appropriate method to apply to our problem.
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Figure 6.6: Graph of cosh(φ1x) with N
2 being a Gaussian function
with σ = 50, N2d = 14, Γ = 28 and Ω = 0
The main issue appears to be a critical switching point in the solutions for φ2 and φ3.
In the original Bretherton problem the discontinuity was able to be worked around
by finding solutions for the regions inside and outside the cloud separately, then im-
plementing matching conditions at the cloud boundary to obtain a smooth solution.
In the next chapter we introduce a method whereby we find solutions for outside and
inside the cloud and match them at the cloud boundary, however these solutions are
obtained assuming a smooth background buoyancy frequency rather than a disconti-
nuity.
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Chapter 7
Taylor Series Expansion of
Buoyancy Frequency
7.1 Introduction
In this chapter we use an asymptotic method of solving the sixth order differential
equation in ψ derived in chapter five in the case where N2m is a smooth function.
In particular we look at the case of an isolated cloud where the smooth function is
taken to be a Gaussian. We start by converting the Gaussian function into a Taylor
series expansion and conducting analysis to deduce the order of expansion required to
capture the Gaussian dynamics to a sufficient degree of accuracy.
In our expansion of the Gaussian function we introduce a small parameter . With
this parameter it is possible to solve the sixth order differential equation in ψ by
grouping by powers of . We use this method to derive the general solution in the
region outside the cloud and inside the cloud and match across the cloud boundary.
Finally we compute this problem and compare the output to the solution posed by
Bretherton.
7.2 Derivation of Equations
We start with the equation for ψ labelled (5.47) which was derived in chapter five.
This is
(∂t −∇2)2∇2ψ = (zψzgPQx)x − ψxxN2 − ψxN2x . (7.1)
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Similar to the method used in chapter six, we assume a separable solution of ψ defined
as
ψ(x, z, t) = ψ1(x)ψ2(z)ψ3(t). (7.2)
We first assume exponential growth in time such that
ψ3(t) = e
Ωt, (7.3)
where Ω is some constant growth rate. The derivative of ψ with respect to t is
then
∂ψ
∂t
= ψ1ψ2Ωe
Ωt = Ωψ, (7.4)
so taking the derivative of ψ with respect to time has the same effect as multiplying by
Ω. As in chapter six we take the case where the physical system is contained between
two parallel plates at positions z = 0 and z = pi. We then define ψ2 as
ψ2(z) = sin(z), (7.5)
since this means ψ satisfies
ψ(x, 0, t)x = ψ(x, pi, t)x = 0, (7.6)
meaning the vertical velocity is zero at both plates. Using this assumption, the second
derivative of ψ with respect to z is
∂2ψ
∂z2
=
∂
∂z
(ψ1cos(z)ψ3) = −ψ1sin(z)ψ3 = −ψ. (7.7)
This means taking the second derivative of ψ with respect to z has the same effect
as multiplying by minus one. Using these definitions of ψ2 and ψ3, we can express
equation (7.1) as
(Ω− ∂xx + 1)2(∂xx − 1)ψ = (zψzgPQx)x − ψxxN2 − ψxN2x . (7.8)
Dividing through by ψ2 and ψ3 gives
(Ω− ∂xx + 1)2(∂xx − 1)ψ1 = ψ2(z)(zψ1gPQx)x
ψ2
− ψ1(xx)N2 − ψ1(x)N2x . (7.9)
In previous work making this substitution reduced the problem from a partial differ-
ential equation in x, z and t into an ordinary differential equation in x only. The
problem we have is in this case we have only reduced the problem to a partial dif-
ferential equation in x and z. There are a few of possible ways to convert this to an
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ordinary differential equation. The problem term is the first term on the right given
by
ψ2(z)(zψ1gPQx)x
ψ2
. (7.10)
We explore assumptions that can be made to set this term to zero. The option we
explored in chapter six was to assume N2 is slowly varying such that the derivative
with respect to x is sufficiently small as to be neglected, this allowed us to ignore PQx
since this is a component of the x derivative of N2. As discovered in chapter six, this
turns out to not be an appropriate way to solve the problem, it also has the effect
of ignoring the term ψ1(x)N
2
x which is not necessarily a problem term since it is in
ordinary differential equation form being only a function of x.
Another choice we could make to eliminate the term shown in (7.10) is to assume the
horizontal velocity is small compared to the vertical velocity. Using this assumption
we define
ψz  ψx, (7.11)
which means the term shown in equation (7.10) is insignificant to the equation and we
eliminate it to give the equation
(Ω− ∂xx + 1)2(∂xx − 1)ψ1 = −ψ1(xx)N2 − ψ1(x)N2x . (7.12)
A problem with this is that the validity of this assumption is questionable since we
have defined ψ2 as sin(z). This varies between −1 and 1 as z changes, the derivative
of ψ2 is cos(z) which also varies between −1 and 1 so the scale of ψz is the same as
the scale of ψ. So for ψz to be much less than ψx we would require
ψx  ψ. (7.13)
Considering in previous chapters we found the x component of ψ to be consisting of
functions of sinh(x) with the x derivative being functions of cosh(x) this is not the
sort of behaviour we would expect to observe.
In addition, when we conducted the nondimensionalisation we defined the scale of both
u and w to be H/t∗ so this problem can’t be resolved by modifying the scales. For
these reasons we don’t appear to have a mathematical reason as to remove the problem
term. Despite this, looking at the scenario where the horizontal velocity is zero is still
an interesting question to ask. By using this assumption we still have the extra term
−ψ1(x)N2x in equation (7.9) so we are are attempting to solve a more detailed equation
than previously looked at which might provide valuable insight to the problem.
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A third and final option we explore is restricting ourselves to looking at a slice at the
mid-plane. Since the dynamics are occuring between two parallel plates, we expect
the most important dynamics to be displayed in the mid-plane, instead of solving the
problem over the entire vertical domain we instead restrict ourselves to looking at the
most important slice which occurs at the z coordinate in the centre of the two plates.
This z coordinate is z = pi/2, at this point we notice that we have
ψ2
(pi
2
)
= sin
(pi
2
)
= 1, (7.14)
and
ψ2(z)
(pi
2
)
= cos
(pi
2
)
= 0. (7.15)
This means equation (7.9) becomes
(Ω− ∂xx + 1)2(∂xx − 1)ψ1 = −ψ1(xx)N2 − ψ1(x)N2x , (7.16)
at this slice. We now have an ordinary differential equation in x which can be expanded
to give
ψ6x − (2Ω + 3)ψ4x + (Ω2 + 4Ω + 3 +N2)ψxx +N2xψx − (Ω2 + 2Ω + 1)ψ = 0, (7.17)
where we have dropped the subscript 1 for ψ for simplicity of notation since this is the
only component of ψ we will refer to until the final analysis. Ultimately, this equation
is the same whether we assume the horizontal velocity is zero or whether we restrict
ourselves to looking at a slice at the midplane. As a consequence, the method we
use to solve the problem will be the same and the resulting solution for the vertical
velocity and buoyancy will be the same, the only difference will be how we interpret
the final results.
The next step to solving our problem is to define the behaviour of N2, the buoyancy
frequency. In this chapter we will look at an isolated cloud. We would expect an
isolated cloud to occur in the scenario where N2 has a negative trough in the centre of
the cloud and asymptotes to some positive background level on either side. A suitable
example function is the Gaussian function. Choosing the cloud centre to be at x = 0
we then define our function N2(x) as
N2(x) = N2d − Γexp
(
− x
2
2σ2
)
, (7.18)
where N2d is some constant background buoyancy frequency representing the buoyancy
frequency in unsaturated air, Γ represents the maximum difference between the unsat-
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urated buoyancy frequency and the maximal negative buoyancy frequency in the cloud
and σ is the standard deviation of the Gaussian function which governs the width of
the Gaussian function and hence the width of the cloud.
7.3 Gaussian Function Analysis
Our function N2(x) is defined as
N2(x) = N2d − Γexp
(
− x
2
2σ2
)
, (7.19)
the first derivative is
N2x(x) =
Γx
σ2
exp
(
− x
2
2σ2
)
, (7.20)
the second derivative is
N2xx(x) = Γ
(
1
σ2
− x
2
σ4
)
exp
(
− x
2
2σ2
)
, (7.21)
the third derivative is
N23x(x) = Γ
(
x3
σ6
− 3x
σ4
)
exp
(
− x
2
2σ2
)
, (7.22)
and the fourth derivative is
N24x(x) = Γ
(
− 3
σ4
+
6x2
σ6
− x
4
σ8
)
exp
(
− x
2
2σ2
)
, (7.23)
Taking the Taylor series of N2(x) centred around x = 0 we have
N2(x) = N2(0) + xN2x(0) +
x2
2
N2xx(0) +
x3
6
N23x(0) +
x4
24
N24x(0) + . . . ,
= N2d − Γ +
Γx2
2σ2
− Γx
4
8σ4
+ . . . . (7.24)
The first derivative is then
N2x(x) =
Γx
σ2
− Γx
3
2σ4
+ . . . . (7.25)
We define
 =
1
σ
. (7.26)
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With this substitution, N2(x) can be expressed as
N2(x) = N2d − Γ +
2Γx2
2
− 
4Γx4
8
+ . . . . (7.27)
In order for this Taylor series expansion to be a suitable approximation we require that
the approximation matches the original function to a certain degree of accuracy over
the size of the domain we are applying it. In our case this function is representing the
background buoyancy frequency behaviour inside the cloud, so in the vicinity of the
cloud we need to know which order of expansion we need to take the Taylor series to
reasonably approximate the original function and values of  these correspond to.
Figure 7.1 shows the Gaussian function, G where
G = exp
(
− x
2
2σ2
)
, (7.28)
for different orders of Taylor series expansion conducted around the origin in the case
σ = 3 which corresponds to  = 1/3. We observe that as the order of expansion
increases the Taylor series approximated function becomes a better approximation.
We also note that as we move away from the origin in either direction our Taylor
approximated function diverges from the Gaussian function at an increasing rate, this
is a key point for our analysis.
In order to investigate which order Taylor series approximation is suitable we will look
at the extent to which the Taylor series diverges from the solution at different points
for different orders. We do this by first defining a value lc as the distance from the
origin the point of which the Gaussian function has decayed to some percent of its
maximum value. The common sort of background state we will look at is when the
buoyancy frequency N2(x) varies between some negative value outside the cloud to
some positive value inside the cloud of relatively equal magnitude. For example we
might let N2d = 14 and Γ = 28 to give
N2(x) = 14− 28exp
(
− x
2
2σ2
)
. (7.29)
We expect the cloud boundary to occur around the point at which the buoyancy
frequency changes sign which in this case would occur at
exp
(
− x
2
2σ2
)
= 0.5, (7.30)
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Figure 7.1: Graph of the Gaussian function with σ = 3
Using this example we define lc such that
0.5 = exp
(
− l
2
c
2σ2
)
. (7.31)
This can be rearranged as
l2c = −2σ2ln(0.5). (7.32)
The Taylor series expansion of the Gaussian function
G(x) = exp
(
− x
2
2σ2
)
, (7.33)
is
G(x) = 1− x
2
2σ2
+
x4
8σ4
+ . . . , (7.34)
Taking the point at which x = lc we have
G(lc) = 1− l
2
c
2σ2
+
l4c
8σ4
+ . . . ,
= 1 + ln(0.5) +
ln(0.5)2
2
+ . . . . (7.35)
105
CHAPTER 7. TAYLOR SERIES EXPANSION OF BUOYANCY FREQUENCY
Order Value Difference Percent Diffrerence
0 1 0.5 100 %
2 0.3069 -0.1931 38.9 %
4 0.5471 0.0471 9.4 %
6 0.4916 -0.0084 1.69 %
8 0.5012 0.0012 0.24 %
Table 7.1: Table showing accuracy of the Taylor series expan-
sion for different orders of the Gaussian function G(x) = 0.5
We can now compare the values of this Taylor series expansion for different orders to
0.5 to tell us how accurate the Taylor series expansion is for each order. This data is
shown for G(x) = 0.5 in table (7.1). We observe that using the Taylor expansion to
order 4 we are within 9.4% of the true Gaussian function and by taking it to order 6
we are within 1.69% accuracy. For this reason we will use a Taylor series expansion to
order 6 inside the cloud.
The outside cloud case is a bit different. If were looking at the case of periodic clouds
of distance λ between cloud peaks we would conduct the Taylor series analysis about
x = λ/2 to give us
N2(x) = N2
(
λ
2
)
+
(
x− λ
2
)
N2x
(
λ
2
)
+
(
x− λ
2
)2
2
N2xx
(
λ
2
)
+
(
x− λ
2
)3
6
N23x
(
λ
2
)
+
(
x− λ
2
)4
24
N24x
(
λ
2
)
+ . . . ,
= N2d − Γexp
(
− λ
2
8σ2
)
+
(
x− λ
2
)
Γλ
2σ2
exp
(
− λ
2
8σ2
)
+
(
x− λ
2
)2
Γ
2
(
1
σ2
− λ
2
4σ4
)
exp
(
− λ
2
8σ2
)
+ . . . . (7.36)
In the case of an isolated cloud, the clouds are an infinite distance apart, so λ = ∞.
It is not possible to apply a Taylor series over an infinite domain since a Taylor series
expansion has a finite radius of convergence. In this case we approximate the outside
cloud buoyancy as a constant N2d giving us
N2(x) = N2d . (7.37)
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7.4 Inside Cloud Solution
7.4.1 Trial Solution
We recall that our equation to solve is
ψ6x − (2Ω + 3)ψ4x + (Ω2 + 4Ω + 3 +N2)ψxx +N2xψx − (Ω2 + 2Ω + 1)ψ = 0, (7.38)
and our Taylor series expanded function N2(x) about the centre of the cloud is
N2(x) = N2d − Γ +
Γx2
2σ2
− Γx
4
8σ4
+
Γx6
48σ6
+ . . . , (7.39)
substituting this into our equation we have
ψ6x − (2Ω + 3)ψ4x +
(
Ω2 + 4Ω + 3 +N2d − Γ +
Γx2
2σ2
− Γx
4
8σ4
+
Γx6
48σ6
. . .
)
ψxx
+
(
Γx
σ2
− Γx
3
2σ4
+
Γx5
8σ6
+ . . .
)
ψx − (Ω2 + 2Ω + 1)ψ = 0. (7.40)
Making the substitution 1/σ =  this is
ψ6x − (2Ω + 3)ψ4x +
(
Ω2 + 4Ω + 3 +N2d − Γ +
Γx22
2
− Γx
44
8
+
Γx66
48
. . .
)
ψxx
+
(
Γx2 − Γx
34
2
+
Γx56
8
+ . . .
)
ψx − (Ω2 + 2Ω + 1)ψ = 0.
(7.41)
We take the case where  is small such that n > n+2 for any n ∈ N. This means as
we go to higher orders of epsilon the effect on the solution becomes less and less. Since
this differential equation involves terms of even powers of , we search for a solution
for ψ of a similar form, our trial solution is then
ψ = ψ0 + 
2ψ1 + 
4ψ2 + 
6ψ3 + . . . . (7.42)
Substituting this into equation (7.41) and grouping by powers of  we have toO(1)
ψ0(6x)− (2Ω + 3)ψ0(4x) +
(
Ω2 + 4Ω + 3 +N2d − Γ
)
ψ0(xx)− (Ω2 + 2Ω + 1)ψ0 = 0, (7.43)
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to O(2)
ψ1(6x) − (2Ω + 3)ψ1(4x) +
(
Ω2 + 4Ω + 3 +N2d − Γ
)
ψ1(xx)
+
Γx2
2
ψ0(xx) + Γxψ0(x) − (Ω2 + 2Ω + 1)ψ1 = 0, (7.44)
to O(4)
ψ2(6x) − (2Ω + 3)ψ2(4x) +
(
Ω2 + 4Ω + 3 +N2d − Γ
)
ψ2(xx) +
Γx2
2
ψ1(xx)
− Γx
4
8
ψ0(xx) + Γxψ1(x) − Γx
3
2
ψ0(x) − (Ω2 + 2Ω + 1)ψ2 = 0,
(7.45)
and to O(6)
ψ3(6x) − (2Ω + 3)ψ3(4x) +
(
Ω2 + 4Ω + 3 +N2d − Γ
)
ψ3(xx) +
Γx2
2
ψ2(xx) − Γx
4
8
ψ1(xx)
+
Γx6
48
ψ0(xx) + Γxψ2(x) − Γx
3
2
ψ1(x) +
Γx5
8
ψ0(x) − (Ω2 + 2Ω + 1)ψ3 = 0. (7.46)
We can now attempt to solve these equations to find ψ. We will start by solving the
O(1) equation, then using the solution of that to solve the O(2) equation, then use
both solutions to solve the O(4) equation and finally use these solutions to solve the
O(6) equation. We could go on and solve for increasingly higher orders of  to make
our solution more and more accurate, however the analysis done in the previous section
suggests that taking into account the terms up to O(6) and no further will capture
the vast majority of the behaviour.
7.4.2 Solving To Order 1
The equation for ψ to O(1) is
ψ0(6x)− (2Ω + 3)ψ0(4x) +
(
Ω2 + 4Ω + 3 +N2d − Γ
)
ψ0(xx)− (Ω2 + 2Ω + 1)ψ0 = 0, (7.47)
which has the characteristic equation
φ6 − (2Ω + 3)φ4 + (Ω2 + 4Ω + 3 +N2d − Γ)φ2 − (Ω2 + 2Ω + 1) = 0. (7.48)
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This has 6 solutions consisting of 3 solutions and their negatives. This means the
general solution of ψc0 is of the form
ψ0 =
3∑
i=j
A1je
φjx + A2je
−φjx, (7.49)
since we expect our cloud solution to be symmetrical about the origin we require
ψ0(x)(x) = w0(x) = w0(−x) = ψ0(x)(−x), (7.50)
which results in
A1j = −A2j, (7.51)
for j = 1, 2, 3. So the general solution of ψ0 is of the form
ψ0 =
3∑
j=1
Ajsinh(φjx). (7.52)
7.4.3 Solving To Order 2
The O(2) equation for ψ is
ψ1(6x) − (2Ω + 3)ψ1(4x) +
(
Ω2 + 4Ω + 3 +N2d − Γ
)
ψ1(xx)
+
Γx2
2
ψ0(xx) + Γxψ0(x) − (Ω2 + 2Ω + 1)ψ1 = 0, (7.53)
since we now have a solution for ψ0 we can substitute this in to give us the equa-
tion
ψ1(6x) − (2Ω + 3)ψ1(4x) +
(
Ω2 + 4Ω + 3 +N2d − Γ
)
ψ1(xx)
+
Γx2
2
3∑
j=1
φ2jAjsinh(φjx) + Γx
3∑
j=1
φjAjcosh(φjx)− (Ω2 + 2Ω + 1)ψ1 = 0.
(7.54)
This is an inhomogeneous differential equation where the inhomogeneous terms are
−Γx
2
2
3∑
j=1
φ2jAjsinh(φjx)− Γx
3∑
j=1
φjAjcosh(φjx). (7.55)
Standard procedure when trying to solve an inhomogeneous differential equation is to
try and solve the differential equation by testing a trial solution of the form of the inho-
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mogeneous term, since the inhomogeneous terms are made up of hyperbolic functions
cosh and sinh multiplied by powers of x a suitable trial solution might be
ψ1 =
3∑
j=1
(B1j + C1jx+D1jx
2)sinh(φjx) + (B2j + C2jx+D2jx
2)cosh(φjx). (7.56)
However, the homogeneous part of the O(2) equation is
ψ1(6x)− (2Ω + 3)ψ1(4x) +
(
Ω2 + 4Ω + 3 +N2d − Γ
)
ψ1(xx)− (Ω2 + 2Ω + 1)ψ1 = 0, (7.57)
this is the same equation as in the O(1) case which has a solution of the form
3∑
j=1
Ajsinh(φjx). (7.58)
This term appears in our trial solution for ψ1 as the form
3∑
j=1
B1jsinh(φjx), (7.59)
since this is the case it is standard procedure to multiply the trial solution by x
giving
ψ1 =
3∑
j=1
(B1jx+C1jx
2 +D1jx
3)sinh(φjx) + (B2jx+C2jx
2 +D2jx
3)cosh(φjx). (7.60)
Indeed if we tried to solve the problem with the original trial solution we would find we
only have 2 equations giving information and a total of 3 unknowns so we lack sufficient
information to solve it. We can modify this trial solution further by imposing that the
derivative with respect to x, which is the vertical velocity, is symmetrical about the
origin, this means that we require ψ1(x) to be symmetrical about the origin so ψ1 must
be odd about the origin. Since sinh is an odd function and cosh is an even function
this means our trial solution is now of the form
ψ1 =
3∑
j=1
C1jx
2sinh(φjx) + (B2jx+D2jx
3)cosh(φjx). (7.61)
Since we no longer have more than one constant of B2j, C1j and D2j we write this
as
ψ1 =
3∑
j=1
Cjx
2sinh(φjx) + (Bjx+Djx
3)cosh(φjx). (7.62)
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We can now substitute this into our O(2) equation which we recall is
ψ1(6x) − (2Ω + 3)ψ1(4x) +
(
Ω2 + 4Ω + 3 +N2d − Γ
)
ψ1(xx)
+
Γx2
2
3∑
j=1
φ2jAjsinh(φjx) + Γx
3∑
j=1
φjAjcosh(φjx)− (Ω2 + 2Ω + 1)ψ1 = 0.
(7.63)
group by powers of x, set each equation equal to 0 and solve for Bj, Cj and Dj. Every
term is a summation of 3 components denoted by the subscript j. We group by each
j subscript to give us three equations which are all of the same form, for this reason
we drop the subscripts j from here for ease of notation but we remember that there
are three solutions corresponding to the three values of φj.
Equation (7.63) grouped by powers of x3 is
Dφ6cosh(φx)−Dφ4cosh(φx)(2Ω + 3)
+Dφ2cosh(φx)(Ω2 + 4Ω + 3 +N2d − Γ)−Dcosh(φx)(Ω2 + 2Ω + 1) = 0.
(7.64)
Dividing through by cosh(φx) gives us
D
[
φ6 − φ4(2Ω + 3) + φ2(Ω2 + 4Ω + 3 +N2d − Γ)− (Ω2 + 2Ω + 1)
]
= 0. (7.65)
This is the original characteristic equation multiplied by D, we know φj are the so-
lutions of the characteristic equation so this equation doesn’t give us any informa-
tion.
The O(2) equation with the substitution grouped by coefficients of x2 is
(Cφ6 + 18Dφ5)sinh(φx)− (2Ω + 3)(Cφ4 + 12Dφ3)sinh(φx)
+(Ω2 + 4Ω + 3 +N2d − Γ)(Cφ2 + 6Dφ)sinh(φx)
− Csinh(φx)(Ω2 + 2Ω + 1) + AΓφ
2
2
sinh(φx) = 0, (7.66)
we observe that part of this equation is just C multipled by the characteristic equation,
cancelling this part and dividing through by sinh(φx) we obtain
18Dφ5 − 12Dφ3(2Ω + 3) + 6Dφ(Ω2 + 4Ω + 3 +N2d − Γ) +
AΓφ2
2
= 0. (7.67)
This can be rearranged to give D in terms of A multiplied by a known constant. The
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O(2) equation with the substitution grouped by coefficients of x is
(Bφ6 + 12Cφ5 + 90Dφ4)cosh(φx)− (2Ω + 3)(Bφ4 + 8Cφ3 + 36Dφ2)cosh(φx)
+(Ω2 + 4Ω + 3 +N2d − Γ)(Bφ2 + 4Cφ+ 6D)cosh(φx)
−Bcosh(φx)(Ω2 + 2Ω + 1) + AΓφcosh(φx) = 0,
(7.68)
part of this equation is simply B multiplied by the characteristic equation, cancelling
this part and dividing through by cosh(φx) gives us
12Cjφ
5 + 90Dφ4 − (2Ω + 3)(8Cφ3 + 36Dφ2)
+ (Ω2 + 4Ω + 3 +N2d − Γ)(4Cφ+ 6D) + AΓφ = 0. (7.69)
This can be rearranged to give C in terms of a known constant multiplied by A since
we can express D in terms of A from the previous equation we solved. The O(2)
equation with the substitution grouped by no coefficient of x is
(6Bφ5 + 30Cφ4 + 120Dφ3)sinh(φx)− (2Ω + 3)(4Bφ3 + 12Cφ2 + 24Dφ)sinh(φx)
+ (Ω2 + 4Ω + 3 +N2d − Γ)(2Bφ+ 2C)sinh(φx) = 0,
(7.70)
dividing through by sinh(φx) gives us
6Bφ5 + 30Cφ4 + 120Dφ3 − (2Ω + 3)(4Bφ3 + 12Cφ2 + 24Dφ)
+ (Ω2 + 4Ω + 3 +N2d − Γ)(2Bφ+ 2C) = 0, (7.71)
which can be rearranged to give B in terms of a known constant multiplied by A since
we can now express D and C in terms of a A from the previous equations. We now
have our solution for ψ1 as
ψ1 =
3∑
j=1
Cjx
2sinh(φjx) + (Bjx+Djx
3)cosh(φjx), (7.72)
where the constants Bj, Cj and Dj can all be expressed as Aj multiplied by a known
constant.
For illustrative purposes we will write out our solutions for Cj and Dj explicitly to
highlight the complexity. Dj can be written as
D =
−AΓφ2
36φ5 − 24φ3(2Ω + 3) + 12φ(Ω2 + 4Ω + 3 +N2d − Γ)
, (7.73)
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and Cj can be written as
C =
AΓφ2[270φ4 − 108φ2(2Ω + 3) + 18(Ω2 + 4Ω + 3 +N2d − Γ)]
[36φ5 − 24φ3(2Ω + 3) + 12φ(Ω2 + 4Ω + 3 +N2d − Γ)]2
− AΓφ
36φ5 − 24φ3(2Ω + 3) + 12φ(Ω2 + 4Ω + 3 +N2d − Γ)
, (7.74)
where we have dropped the subscript j for simplicity of notation. Bj can be written
as
B =
−180Cφ4 − 720Dφ3 + (2Ω + 3)(72Cφ2 + 144Dφ)− 12C(Ω2 + 4Ω + 3 +N2d − Γ)
36φ5 − 24φ3(2Ω + 3) + 12φ(Ω2 + 4Ω + 3 +N2d − Γ)
.
(7.75)
We note that if we substituted our equations for Cj and Dj into this equation the
complexity would already be very high and very hard to keep track of by hand and
this is only solving the O(2) equation. This highlights the need to solve the algebra
symbolically using a computer programme since higher orders become much more
complex.
7.4.4 Solving To Order 4
The O(4) equation for ψ is
ψ2(6x) − (2Ω + 3)ψ2(4x) +
(
Ω2 + 4Ω + 3 +N2d − Γ
)
ψ2(xx) +
Γx2
2
ψ1(xx)
− Γx
4
8
ψ0(xx) + Γxψ1(x) − Γx
3
2
ψ0(x) − (Ω2 + 2Ω + 1)ψ2 = 0. (7.76)
Now we have solutions to ψ1 and ψ0 we can substitute them into this equation, after
a bit of manipulation this gives us
ψ2(6x) − (2Ω + 3)ψ2(4x) +
(
Ω2 + 4Ω + 3 +N2d − Γ
)
ψ2(xx) − (Ω2 + 2Ω + 1)ψ2
+
3∑
j=1
Γ
[
Djφ
2
j
2
x5 +
(
Bjφ
2
j
2
+ 3Cjφj + 6Dj − Ajφj
2
)
x3 +Bjx
]
cosh(φjx)
+
3∑
j=1
Γ
[(
4Djφj +
Cjφ
2
j
2
− Ajφ
2
j
8
)
x4 + (2Bjφj + 3Cj)x
2
]
sinh(φjx). (7.77)
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So a suitable trial solution considering the fact that we want the solution to be odd
about the origin would be of the form
ψ2 =
3∑
j=1
(Ejx+Gjx
3 + Ijx
5)cosh(φjx) + (Fjx
2 +Hjx
4 + Jjx
6)sinh(φjx), (7.78)
since from experience we need to go up to powers of x one higher than the inhomoge-
neous term. From here we again drop the subscript j for ease of notation.
The O(4) equation for with this trial solution substituted grouped by powers of x6
after simplifications is
Jφ6 − Jφ4(2Ω + 3) + Jφ2(Ω2 + 4Ω + 3 +N2d − Γ)− J(Ω2 + 2Ω + 1) = 0, (7.79)
which is the characteristic equation multiplied by J so this doesn’t give us any infor-
mation. The O(4) equation grouped by coefficients of x5 after simplifications is
36Jφ5 − 24Jφ3(2Ω + 3) + 12Jφ(Ω2 + 4Ω + 3 +N2d − Γ) +
ΓDφ2
2
= 0, (7.80)
which can be rearranged to give J in terms of A since D is a known constant multiplied
by A. The O(4) equation grouped by coefficients of x4 after simplifications is
30Iφ5 + 450Jφ4 − (2Ω + 3)(20Iφ3 + 180Jφ2)
+ (Ω2 + 4Ω + 3 +N2d − Γ)(10Iφ+ 30J) +
Γ(Cφ2 + 8Dφ)
2
− ΓAφ
2
8
= 0,
(7.81)
which can be rearranged for I in terms of A since J and D can be expressed as A
multiplied by a known constant. TheO(4) equation grouped by coefficients of x3 after
simplifications is
24Hφ5 + 300Iφ4 + 2400Jφ3 − (2Ω + 3)(16Hφ3 + 120Iφ2 + 480Jφ)
+ (Ω2 + 4Ω + 3 +N2d − Γ)(8Hφ+ 20I) +
Γ(Bφ2 + 6Cφ+ 12D)
2
− ΓAφ
2
= 0,
(7.82)
which can be rearranged for H in terms of A. The O(4) equation grouped by coeffi-
cients of x2 after simplifications is
18Gφ5 + 180Hφ4 + 1200Iφ3 + 5400Jφ2 − (2Ω + 3)(12Gφ3 + 72Hφ2 + 240Iφ+ 360J)
+ (Ω2 + 4Ω + 3 +N2d − Γ)(6Gφ+ 12H) + Γ(2Bφ+ 3C) = 0, (7.83)
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which can be rearranged for G in terms of A. The O(4) equation grouped by coeffi-
cients of x after simplifications is
12Fφ5 + 90Gφ4 + 480Hφ3 + 1800Iφ2 + 4320Jφ
− (2Ω + 3)(8Fφ3 + 36Gφ2 + 96Hφ+ 120I)
+ (Ω2 + 4Ω + 3 +N2d − Γ)(4Fφ+ 6G) + ΓB = 0, (7.84)
which can be rearranged for F in terms of A. Finally the O(4) equation grouped by
no coefficient of x after simplifications is
6Eφ5 + 30Fφ4 + 120Gφ3 + 360Hφ2 + 720Iφ+ 720J
− (2Ω + 3)(4Eφ3 + 12Fφ2 + 24Gφ+ 24H)
+ (Ω2 + 4Ω + 3 +N2d − Γ)(2Eφ+ 2F ) = 0, (7.85)
which can be rearranged for E in terms of A.
7.4.5 Solving to Order 6
Our equation for O(6) is
ψ3(6x) − (2Ω + 3)ψ3(4x) +
(
Ω2 + 4Ω + 3 +N2d − Γ
)
ψ3(xx) +
Γx2
2
ψ2(xx) − Γx
4
8
ψ1(xx)
+
Γx6
48
ψ0(xx) + Γxψ2(x) − Γx
3
2
ψ1(x) +
Γx5
8
ψ0(x) − (Ω2 + 2Ω + 1)ψ3 = 0. (7.86)
After substituting in our solutions for ψ0, ψ1 and ψ2 we find we require our trial
solution to be of the form
ψ3 =
3∑
j=1
(Kjx+Mjx
3 +Ojx
5 +Qjx
7 + Sjx
9)cosh(φjx),
+
3∑
j=1
(Ljx
2 +Njx
4 + Pjx
6 +Rjx
8)sinh(φjx). (7.87)
The O(6) equation with this trial solution substituted grouped by powers of x9 is
simply the characteristic equation multiplied by S so doesn’t give us any information.
The O(6) equation grouped by powers of x8 after simplifications is
54Sφ5 − 36Sφ3(2Ω + 3) + 18Sφ(Ω2 + 4Ω + 3 +N2d − Γ) +
ΓJφ2
2
= 0, (7.88)
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which can be rearranged for S in terms of A. The O(6) equation grouped by powers
of x7 after simplifications is
48Rφ5 + 1080Sφ4 − (2Ω + 3)(32Rφ3 + 432Sφ2)
+ (Ω2 + 4Ω + 3 +N2d − Γ)(16Rφ+ 72S) +
Γ(4Iφ2 −Dφ2 + 56Jφ)
8
= 0,
(7.89)
which can be rearranged for R in terms of A. The O(6) equation grouped by powers
of x6 after simplifications is
42Qφ5 + 840Rφ4 + 10080Sφ3 − (2Ω + 3)(28Qφ3 + 336Rφ2 + 2016Sφ)
+(Ω2 + 4Ω + 3 +N2d − Γ)(14Qφ+ 56R)
+
Γ(4Hφ2 − Cφ2 − 10Dφ+ 48Iφ+ 168J)
8
+
ΓAφ2
48
= 0, (7.90)
which can be rearranged for Q in terms of A. The O(6) equation grouped by powers
of x5 after simplifications is
36Pφ5 + 630Qφ4 − (2Ω + 3)(24Pφ3 + 252Qφ2 + +1344Rφ+ 3024S)
+6720Rφ3 + 45360Sφ2 + (Ω2 + 4Ω + 3 +N2d − Γ)(12Pφ+ 42Q)
+
Γ(4Gφ2 −Bφ2 + 40Hφ− 8Cφ+ 120I − 18D
8
+
ΓAφ
8
= 0,
(7.91)
which can be rearranged for P in terms of A. The O(6) equation grouped by powers
of x4 after simplifications is
30Oφ5 + 450Pφ4 + 4200Qφ3 − (2Ω + 3)(20Oφ3 + 180Pφ2 + 840Qφ+ 1680R)
+25200Rφ2 + 90720Sφ+ (Ω2 + 4Ω + 3 +N2d − Γ)(10Oφ+ 30P )
+
Γ(4Fφ2 − 6Bφ+ 32Gφ+ 80H − 10C)
8
= 0, (7.92)
which can be rearranged for O in terms of A. TheO(6) equation grouped by powers
of x3 after simplifcations is
24Nφ5 + 300Oφ4 + 2400Pφ3 − (2Ω + 3)(16Nφ3 + 120Oφ2 + 480Pφ+ 840Q)
+12600Qφ2 + 40320Rφ+ 60480S + (Ω2 + 4Ω + 3 +N2d − Γ)(8Nφ+ 20O)
+
Γ(Eφ2 + 6Fφ+ 12G−B)
2
= 0, (7.93)
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which can be rearranged for N in terms of A. TheO(6) equation grouped by powers
of x2 after simplifications is
18Mφ5 + 180Nφ4 + 1200Oφ3 + 5400Pφ2 + 15120Qφ+ 20160R
−(2Ω + 3)(12Mφ3 + 72Nφ2 + 240Oφ+ 360P )
+ (Ω2 + 4Ω + 3 +N2d − Γ)(6Mφ+ 12N) +
Γ(4Eφ+ 6F )
2
= 0,
(7.94)
which can be rearranged for M in terms of A. The O(6) equation grouped by powers
of x1 after simplifications is
12Lφ5 + 90Mφ4 + 480Nφ3 + 1800Oφ2 + 4320Pφ+ 5040Q
−(2Ω + 3)(8Lφ3 + 36Mφ2 + 96Nφ+ 120O)
+ (Ω2 + 4Ω + 3 +N2d − Γ)(4Lφ+ 6M) + EΓ = 0, (7.95)
which can be rearranged for L in terms of A. Finally, the O(6) equation grouped by
no powers of x after simplifications is
6Kφ5 + 30Lφ4 + 120Mφ3 + 360Nφ2 + 720Oφ+ 720P
−(2Ω + 3)(4Kφ3 + 12Lφ2 + 24Mφ+ 24N)
+ (Ω2 + 4Ω + 3 +N2d − Γ)(2Kφ+ 2L) = 0, (7.96)
which can be rearraged for K in terms of A.
7.4.6 Complete Solution
We can now form our complete solution of ψ in the cloudy region up to O(6). Our
complete solution up to power 6 is defined as
ψ = ψ0 + 
2ψ1 + 
4ψ2 + 
6ψ3. (7.97)
Each solution was a combination of sinh and cosh functions multiplied by a polyno-
mial in x up to some order. Through the analysis in this section we have discovered
expressions to define every constant coefficient of the polynomials in terms of a known
constant multiplied by Aj where j = 1, 2, 3. It is then possible to express our solution
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for ψ in the cloudy region as
ψc =
3∑
j=1
Ajf(x, φj), (7.98)
where f is a known function. The only unknown variables are the three constants
Aj and the three constants φj. The constants Aj will be determined by the matching
conditions we impose when we connect the inside cloud solution with the outside cloud
solution and the constants φj will be determined by chosen variables when setting up
the numerical analysis.
7.5 Outside Cloud Solution
The solution for the outside of the cloud is more straightforward than in the cloud
case. We recall that the equation to solve is the same as in the cloud case
ψ6x − (2Ω + 3)ψ4x + (Ω2 + 4Ω + 3 +N2)ψxx +N2xψx − (Ω2 + 2Ω + 1)ψ = 0, (7.99)
however the Taylor series expansion of our function N2(x) is done about the point
x = λ/2. This gave us a Taylor series expansion with only one term, our function is
now
N2 = N2d , (7.100)
so our equation to solve for ψd is
ψd6x − (2Ω + 3)ψd4x + (Ω2 + 4Ω + 3 +N2d )ψdxx − (Ω2 + 2Ω + 1)ψd = 0, (7.101)
where subscript d indicates that this is the outside cloud or “dry” equation. This
equation is the same as in the Bretherton case, the characteristic equation is
φ6d − (2Ω + 3)φ4d + (Ω2 + 4Ω + 3 +N2d )φ2d − Ω2 + 2Ω + 1 = 0, (7.102)
which gives us 3 unique solutions and their negatives so our solution is of the form
ψd =
3∑
j=1
Adje
φdjx +Bdje
−φdjx, (7.103)
where Adi and Bdi are constants to be found. If we require that the derivative of
the solution which represents the vertical velocity is symmetrical about the mid-point
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between clouds then we require
ψdx
(
x+
λ
2
)
= ψdx
(
−x+ λ
2
)
. (7.104)
Substituting this into our equation for ψd we have
3∑
j=1
Adjφdje
φdj(x+λ/2) −Bdjφdje−φdj(x+λ/2) =
3∑
j=1
Adjφdje
φdj(−x+λ/2) −Bdjφdje−φdj(−x+λ/2),
3∑
j=1
Adjφdje
φdj(x+λ/2) −Bdjφdje−φdj(x+λ/2) =
3∑
j=1
Adjφdje
−φdj(x−λ/2) −Bdjφdjeφdj(x−λ/2),
3∑
j=1
Adje
φdjλ/2
(
eφdjx − e−φdjx) = 3∑
j=1
−Bdje−φdjλ/2
(
eφdjx − e−φdjx) ,
3∑
j=1
−Adjeφdjλ =
3∑
j=1
Bdj, (7.105)
so ψd can now be written as
ψd =
3∑
j=1
Adj
(
eφdjx − e−φdj(x−λ)) . (7.106)
Multiplying by exp(−λ/2) gives us
e−λ/2ψd =
3∑
j=1
Adj
(
eφdj(x−λ/2) − e−φdj(x−λ/2)) ,
ψd =
3∑
j=1
Adjsinh
[
φdj
(
x− λ
2
)]
,
(7.107)
where we have absorbed the factor of 2exp(−λ/2) that occurs from changing to the
sinh function and dividing by exp(λ/2) into the constant Adj.
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7.6 Matching Conditions
We now have our solutions for ψ in the cloudy region denoted by ψc and the dry region
denoted by ψd. The solutions can be expressed as
ψc =
3∑
j=1
Acjfc(x, φcj), and ψd =
3∑
j=1
Adjfd(x, φdj, λ), (7.108)
where fc and fd represent known functions. The unknowns in these equations are the
six constants A and the six constants φ. We recall that the constant φcj were solutions
of the equation
φ6 − (2Ω + 3)φ4 + (Ω2 + 4Ω + 3 +N2d − Γ)φ2 − (Ω2 + 2Ω + 1) = 0, (7.109)
and φdj were solutions of the equation
φ6 − (2Ω + 3)φ4 + (Ω2 + 4Ω + 3 +N2d )φ2 − (Ω2 + 2Ω + 1) = 0. (7.110)
This means our six unknowns of φ are dependent on the three variables Ω, N2d and Γ.
Combined with the cloud spacing λ, this brings our total count of constants that we
need to describe our problem to ten.
The derivative of our functions ψc and ψd with respect to x represent the vertical
velocity w, we seek a continuous solution for the vertical velocity across the entire
domain. To accomplish this we need to match the x derivatives of ψc and ψd at the
cloud boundary. If we define our cloud as having a width of a we need to solve the
problem
ψc(x)
∣∣∣
x=a/2
=
3∑
j=1
Acjfc
(a
2
, φcj
)
=
3∑
j=1
Adjfd
(a
2
, φdj, λ
)
= ψd(x)
∣∣∣
x=a/2
, (7.111)
since our cloud is defined as being symmetrical centred around zero. The goal of our
work is to investigate the relationship between cloud growth rate, cloud width and
cloud spacing. For this reason we do not wish to simply define a cloud width a but
rather let the cloud width be a constant to be found after imposing suitable boundary
and matching conditions. Our total list of constants is then
Ac1, Ac2, Ac3, Ad1, Ad2, Ad3, Ω, Γ, N
2
d , λ and a. (7.112)
Currently we are only looking at an isolated cloud, so we define λ = ∞. Γ and N2d
describe the background buoyancy frequency where N2d is the maximum buoyancy
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frequency in the outside coud region and N2d − Γ is the minimum buoyancy frequency
in the cloudy region, Ω describes the growth rate of the cloud. We will choose values
of Γ, N2d and Ω, then find a and the six constants A from the matching and boundary
conditions. If we run the model multiple times with varying choices of Ω we will be
able to ascertain a relationship between cloud width and growth rate for an isolated
cloud.
In defining Γ, N2d and Ω, we still have seven constants to find. This means we require
seven matching and boundary conditions. The obvious first condition is the one in
equation (7.111) where the vertical velocity matches across the cloud boundary, for
the vertical velocity to be smooth across the cloud boundary it is insufficient to simply
match the values at the cloud boundary, we also require the derivatives to match. We
define
fcj = fc
(a
2
, φcj
)
and fdj = fd
(a
2
, φdj
)
for j = 1, 2, 3. (7.113)
We use this notation to form a matching matrix defined as
M =

fc1(x) fc2(x) fc3(x) fd1(x) fd2(x) fd3(x)
fc1(2x) fc2(2x) fc3(2x) fd1(2x) fd2(2x) fd3(2x)
fc1(3x) fc2(3x) fc3(3x) fd1(3x) fd2(3x) fd3(3x)
fc1(4x) fc2(4x) fc3(4x) fd1(4x) fd2(4x) fd3(4x)
fc1(5x) fc2(5x) fc3(5x) fd1(5x) fd2(5x) fd3(5x)
fc1(6x) fc2(6x) fc3(6x) fd1(6x) fd2(6x) fd3(6x)

, (7.114)
which together with our vector of constants A defined as
A =
(
Ac1 Ac2 Ac3 −Ad1 −Ad2 −Ad3
)
, (7.115)
give us the conditions
MA = 0. (7.116)
This equation being true means the vertical velocity is matched across the cloud bound-
ary up to the fifth derivative. From this matrix we define five matching conditions.
The first four are the first four rows of the condition MA = 0, meaning the vertical
velocity and up to its third derivative match across the cloud boundary. The fifth is
the condition
det(M) = 0. (7.117)
This means that the columns and rows of the matrix M are linearly dependent and
the system of equations described by the matrix has a non-trivial solution. The sixth
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condition we define is
ψc(x)
∣∣∣
x=0
= 1. (7.118)
This condition is stating that the vertical velocity is equal to one at the cloud centre,
this is mainly implemented for scaling purposes, however I found that when conducting
numerical analysis of the problem including this condition helped the ease of finding
the correct roots. The seventh and final condition is
ψc(x)
∣∣∣
x=a/2
= Ac1fc1(x) + Ac2fc2(x) + Ac3fc3(x) = 0. (7.119)
This is imposing the condition that at the cloud boundary the vertical velocity is
zero. We could have equally used the same equation with the dry solutions since from
the first set of matching conditions this is equal to the cloudy solution at the cloud
boundary.
The condition that the vertical velocity is equal to zero at the cloud boundary is a
potentially contentious one. In the problem posed by Bretherton explored in chapter
three, he defines the liquid buoyancy as equal to zero at the cloud boundary, and
it turns out that in his solution the vertical velocity turns from positive to negative
before the cloud boundary. Also of note is that in our analysis in chapter four, we
identify a point at which the type of solution changes dependent on the growth rate
and buoyancy frequencies, it’s possible that this critical point is a more suitable point
at which the vertical velocity crosses zero than the cloud boundary. In our analysis
we will stick to the condition that the vertical velocity is zero at the cloud boundary,
future work might entail searching for alternative matching conditions.
A summary of the seven matching conditions are
• 1-4: The first four rows of equation (7.116), this imposing that the vertical
velocity and up to its third derivative are matched across the cloud boundary.
• 5: The determinant of the matching matrix shown in equation (7.114) is equal
to zero.
• 6: Equation (7.119), imposing that the vertical velocity is zero at the cloud
boundary.
• 7: Equation (7.118), this simply scales the solution such that the peak vertical
velocity at the cloud centre is equal to one.
The key differences between our solution and the Bretherton solution are that Brether-
ton matches the liquid buoyancy and its derivatives at the cloud boundary, we instead
match the vertical velocity and its derivatives at the cloud boundary. The matching
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conditions are otherwise identical except that we match the vertical velocity to one less
derivative than the liquid buoyancy in Bretherton’s model and implement a scaling
condition as outlined in the seventh matching condition above. Bretherton imposed
this same scaling condition directly into his equations before constructing the matching
conditions, due to the considerable complexity of our equation for the vertical velocity
this was not feasible so we instead apply this condition during the matching process.
The key effects these differences have on the model outputs will be discussed in section
7.8.
7.7 Model Solution
We now have all the information necessary to program our model and solve for the
vertical velocity, however we are also interested in the form of the buoyancy. We can
derive the buoyancy from the vertical velocity using the equation
(∂t −∇2)∇2ψ = Bx, (7.120)
which was derived by inserting the streamfunction into the Boussinesq form of the
Navier-Stokes equation. Recalling that due to our system being between two parallel
plates and assuming exponential growth in time this can be expressed as
(Ω + 1− ∂xx)(∂xx − 1)ψ = Bx. (7.121)
Rearranging for B we have
B = −ψ3x + (Ω + 2)ψx − (Ω + 1)
∫
ψdx+ C. (7.122)
We know ψ has the form of a polynomial in x multiplied by sinh and cosh functions so
it is integrable, however due to the fact that it is an indefinite integral we have an extra
constant C. When programming and running the model in many cases this integration
constant is zero, however there are scenarios where there is an apparent jump in
buoyancy at the matching point, in which case the integration constant is chosen so
the solution for the buoyancy is correctly matched across the cloud boundary.
Now we have our solution for ψ and B, we can investigate the forms the solutions take
and the relationships. Figure 7.2 shows a plot of an example cloud predicted by our
model. The blue line shows the vertical velocity while the red line shows the buoyancy,
the vertical dotted line indicates the cloud boundarys. The buoyancy frequency was
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Figure 7.2: Graph of vertical velocity and buoyancy for an isolated
cloud with Ω = 0, N2d = 14, Γ = 28 and a predicted cloud width of
3.80
chosen to range between a maximum of 14 outside the cloud with a minimum of −14
inside the cloud, λ was chosen to be very large to simulate an isolated cloud and the
growth rate is set to zero. The cloud width predicted by the model is a = 3.80.
We observe a strong positive updraft in the cloud centre indicated by positive vertical
velocity, as we move away from the cloud centre the velocity decays and as we move
outside the cloud we observe downdrafts. As we move further away from the cloud the
vertical velocity asymptotes to zero. The buoyancy has a peak in the cloud centre then
decays as we move away from the cloud centre, as we move across the cloud boundary
the buoyancy remains positive and asymptotes to zero as we move further away from
the cloud.
A plot of cloud width against growth rate for this cloud solution is shown in figure 7.3.
We observe a close to linear relationship between cloud width and growth rate.
7.8 Comparison to the Bretherton model
The main aim of this work was to model a smooth transition of buoyancy frequency
as we move across the cloud boundary and see how it compares to a discontinuous
buoyancy frequency at the cloud boundary. To investigate this we recap the Bretherton
model, identifying where our methodology differs from this and what effect this has on
the solution. A detailed derivation of the Bretherton model is conducted in chapter
three, a very brief recap is shown here highlighting the areas of particular importance
for our comparison.
The key approach Bretherton used was to split the buoyancy into unsaturated and
124
CHAPTER 7. TAYLOR SERIES EXPANSION OF BUOYANCY FREQUENCY
Figure 7.3: Graph of cloud width and growth rate for an isolated
cloud with N2d = 14 and Γ = 28
saturated parts where the total buoyancy was simply the unsaturated buoyancy outside
the cloud and inside the cloud it was the addition of them so he had
B =
Bu, Bl < 0,Bu +Bl, Bl ≥ 0. (7.123)
The unsaturated and saturated buoyancy obeyed the equations
DBu
Dt
= ∇2Bu −N2dw, (7.124)
DBl
Dt
= ∇2Bl + Γw. (7.125)
A key point of interest for us is Bretherton’s observation that since N2d and Γ are
constants, it can be shown that −Bu/N2d and Bl/Γ obey the same equation. The
implication of this is that if they start with the same value, they maintain the same
value everywhere so it is possible to write
Bu = −N
2
dBl
Γ
, (7.126)
which means it is possible to express the total buoyancy purely in terms of the liquid
buoyancy as
B = −N
2Bl
Γ
, (7.127)
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where
N2 =
N2d , Bl < 0,N2d − Γ, Bl ≥ 0. (7.128)
Bretherton derived his model from the combination of the two buoyancy equations
shown in equations (7.124) and (7.125) and the nondimensionalised Boussinesq form
of the Navier-Stokes equation given by
Du
Dt
= −∇p+Bk +∇2u. (7.129)
After inserting the streamfunction and combining these equations Bretherton arrived
at
(∂t −∇2)2∇2L = −N2Lxx, (7.130)
where L is the integral of the liquid buoyancy and N2 as defined in equation (7.128).
Interestingly this equation is identical to the equation we derived for ψ in the case
where N2 is a constant. Since in the Bretherton model the liquid buoyancy is matched
across the cloud boundary as opposed to the vertical velocity in our model, the result
is that if the same boundary and matching conditions are chosen, the liquid buoyancy
in Bretherton’s model is the same as the 0th order solution of the vertical velocity in
our model.
Figure 7.4: Graph of vertical velocity, liquid buoyancy and total buoy-
ancy for an isolated cloud predicted by the Bretherton model with
Ω = 0, N2d = 14, Γ = 28 and a predicted cloud width of 3.76
A predicted cloud using the Bretherton model is shown in figure 7.4 where the values
of Ω, N2d and Γ are the same as in figure 7.2. The major difference between the
output from the Bretherton model and our own is the total buoyancy, notably in the
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Bretherton model there is a discontinuity of gradient at the cloud boundary. When
we look at how the Bretherton model was derived this is not a surprise, the total
buoyancy was calculated from the liquid buoyancy as
B = −N
2Bl
Γ
, (7.131)
where
N2 =
N2d , Bl < 0,N2d − Γ, Bl ≥ 0. (7.132)
Since Bretherton’s approach is to assume a smooth liquid buoyancy across the cloud
boundary and N2 has a discontinuous change in value from N2d to N
2
d −Γ at the cloud
boundary, B is guaranteed to also have a discontinuity at the cloud boundary. Since
our aim was to model a smooth transition of buoyancy frequency across the cloud
boundary it logically follows that we would expect to also have a smooth buoyancy
across the cloud boundary. In this way our model is fundamentally different to the
Bretherton model by design. Despite this inherent difference between our models it is
interesting to observe the similarities.
Figure 7.5: A comparison of vertical velocity and total buoyancy for
an isolated cloud predicted by the Bretherton model and our model
with Ω = 0, N2d = 14 and Γ = 28.
The most striking similarity is the predicted cloud width. In our model, a zero growth,
isolated cloud with N2d = 14 and Γ = 28 has a predicted cloud width of a = 3.80,
Bretherton’s prediction is very close to this at a = 3.76 despite the fact that we match
for w = 0 at the cloud boundary and Bretherton matches for Bl = 0. A comparison
plot of vertical velocity and total buoyancy is shown in figure 7.5. The vertical velocity
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in our model resembles the liquid buoyancy in the Bretherton model, as a result the
vertical velocity predicted by our model has a wider region of positive vertical velocity,
with less pronounced down drafts and a slower asymptotic convergence to zero as we
move away from the cloud. Due to this, the buoyancy in our model is strictly greater
than the buoyancy predicted by the Bretherton model and is continuous across the
cloud boundary. Despite this difference, the buoyancy profile of our model is quite
similar to the Bretherton buoyancy if the discontinuity in gradient was removed and
smoothed out. If our region of positive vertical velocity was narrower, we would
expect the buoyancy profile to be narrower as well which might make the similarity
more apparent.
Another major difference is the predicted relationship between cloud width and cloud
growth rate. A comparison plot is shown in figure 7.6. We observe that the varia-
tion of cloud width in relation to growth rate is less for our model compared to the
Bretherton model. I’m not aware of any reason why this is the case, whether it’s
something inherent to the way the model is derived, or related to the order of expan-
sion which correlates to how accurately our solutions account for the continuity of the
buoyancy frequency. Clearly there are significant differences between our model and
the Bretherton model. In order to understand how the continuous nature of the buoy-
ancy frequency is affecting our cloud prediction it will be more beneficial to look at
how the order one solution of our model, which is effectively modelling a discontinuity
in buoyancy frequency at the cloud boundary, is related to our higher order solution
than comparisons to the Bretherton model will.
Figure 7.6: A comparison of cloud width and growth rate for an
isolated cloud by the Bretherton model and our model with Ω = 0,
N2d = 14, Γ = 28.
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7.9 Comparison to Order 1 Solution
Figure 7.7 shows a comparison of a predicted isolated, zero growth cloud for the O(1)
solution and the O(6) solution for our model. The predicted cloud widths are a = 3.80
for the O(6) cloud and a = 3.76 for the O(1) cloud, the O(1) cloud width is identical
to the Bretherton cloud width since the vertical velocity in our model is equal to the
liquid buoyancy in Bretherton’s model to O(1).
Figure 7.7: Comparison vertical velocity and buoyancy of our model
to O(1) and O(6) for an isolated cloud with Ω = 0, N2d = 14, Γ = 28.
We observe that the O(6) cloud is almost identical to the O(1) cloud, however the
O(6) cloud predicts a slightly less powerful downdraft and lower buoyancy outside
the cloud. Currently we have only been looking at a cloud with maximum buoyancy
frequency in the outside cloud region of N2d = 14 and inside the cloud as N
2
d−Γ = −14.
If we investigate clouds where the minimum buoyancy frequency inside the cloud isn’t
the exact negative of the maximum buoyancy frequency outside the cloud we see more
significant differences.
The top plot in figure 7.8 shows the predicted cloud where N2d = 10 and N
2
c = N
2
d−Γ =
−20 for both the O(1) solution and the O(6) solution. We observe that the O(6)
solution predicts a wider cloud, with shallower downdrafts and lower buoyancy. The
exact values of predicted cloud widths are a = 3.308 for the O(6) solution and a =
2.8657 for the O(1) solution. If we consider the structure of the buoyancy frequency
for the O(1) solution and the O(6) solution it makes sense that modelling as a smooth
function would result in a wider cloud base. The structure of the buoyancy frequency
is shown in the bottom plot of figure 7.8. The red line tracks the O(1) buoyancy
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frequency defined as
N2(x) =

N2d , for x < −a2 ,
N2d − Γ, for − a2 ≤ x ≤ a2 ,
N2d , for x >
a
2
,
(7.133)
where a is the cloud width. The blue line tracks the buoyancy frequency for the O(6)
solution which is defined as
N2(x) = N2d − Γexp
(
−
2x2
2
)
. (7.134)
The vertical dashed line indicates the cloud boundary for the O(6) case which coin-
cides with where the buoyancy frequency crosses zero. In the case where the minimum
buoyancy frequency was equal to the maximum, i.e. where Γ = 2N2d , the O(1) predic-
tion for the cloud width was very close to the O(6) prediction. Given this information,
it would be logical to think that the O(1) prediction coincides roughly with the mid-
point of the O(6) buoyancy frequency. That is, the point at which the O(6) buoyancy
frequency is equal to N2d − Γ/2 which can be expressed as
x ≈ ±
√
− 2
2
ln
(
1
2
)
. (7.135)
Looking at the bottom plot of figure 7.8 we see that while this approximation of the
cloud width for the O(1) prediction isn’t completely accurate, the prediction is skewed
towards the mid point of the Gaussian function compared to the O(6) prediction
which instead coincides with
x ≈ ±
√
− 2
2
ln
(
N2d
Γ
)
. (7.136)
The top plot in figure 7.9 shows the predicted cloud for N2d = 20 and N
2
d−Γ = −10. In
this scenario the O(1) solution predicts a wider cloud than the O(6) solution does with
slightly shallower downdrafts. The exact widths of the predicted clouds are a = 5.323
for the O(1) solution and a = 4.501 for the O(6) solution. The bottom plot shows a
similar scenario to the previous case, where the O(1) solution cloud boundary occurs
close to the mid-point of the Gaussian function representing the buoyancy frequency
in the O(6) case. So in the case where we have a larger positive buoyancy frequency
outside the cloud compared to the negative buoyancy frequency inside the cloud, the
O(1) solution appears to be overestimating the cloud width.
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It’s important to remember that we have been purely looking at isolated clouds since
only our inside cloud solution is raised to O(6). In order to fully investigate some of
the results of this section it would be desirable to investigate the behaviour when the
outside cloud solution is also to O(6) and not limited to isolated clouds only. The
next chapter will explore these ideas further.
7.10 Conclusion
In this chapter we have derived a method to solve the differential equation
ψ6x − (2Ω + 3)ψ4x + (Ω2 + 4Ω + 3 +N2)ψxx +N2xψx − (Ω2 + 2Ω + 1)ψ = 0, (7.137)
for the case where N2(x) is the Gaussian function
N2(x) = N2d − Γexp
(
−
2x2
2
)
. (7.138)
This function simulates the buoyancy frequency of an isolated cloud. The method in-
volves approximating the function N2(x) with a Taylor series expansion centred around
x = 0 defined as the cloud centre, this Taylor series expansion is then substituted into
equation (7.137). The next step is to assume ψ is of the form
ψ = ψ0 + 
2ψ1 + 
2ψ2 + 
3ψ3 + . . . . (7.139)
We then substitute this into equation (7.137) with the Taylor expanded N2(x) and
group by powers of . We then managed to find a solution for ψ0, which could be
substituted into the 2 part of equation (7.137) to give a solution for ψ1. This was
repeated up to the O(6) term which from our analysis was a sufficient degree of
accuracy to provide an accurate solution.
Since this solution started from a Taylor series expansion around the cloud centre and
the fact that the Taylor series expansion is accurate only in the region around which
the expansion is being conducted, this solution is not sufficient to provide a solution
over the entire domain. We defined an outside cloud solution as one with a constant
background buoyancy frequency. We then matched this outside cloud solution at the
cloud boundary with the solution achieved by conducting a Taylor series expansion
about the cloud centre. Together this gave us a complete solution for an isolated
cloud.
We then compared this predicted cloud to the Bretherton solution and also to our
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own model with the Taylor expansion conducted to O(1) only which also represents
a discontinuity in buoyancy frequency at the cloud boundary. We observed that for a
background buoyancy frequency which is as positive in the outside cloud region as it
is negative in the inside cloud region the predicted cloud was very similar. However
when we had unequal magnitudes of buoyancy frequency inside and outside the cloud
we observed differences in the predicted cloud. The observed difference was that the
O(1) solution responded more strongly to changes in the buoyancy frequency, namely
when the magnitude of the outside cloud buoyancy frequency was increased relative to
the magnitude of the inside cloud buoyancy frequency the O(1) solution predicted a
wider cloud than the O(6) solution did. And when the magnitude of the inside cloud
buoyancy frequency was increased relative to the outside cloud buoyancy frequency
the O(1) solution predicted a narrower cloud than the O(6) solution. Also of note is
that the relationship between cloud width and growth rate had a shallower curve for
the O(6) solution, in other words a change in cloud width affected the growth rate
more strongly for the 6 solution than for theO(1) solution.
In this chapter we only applied the smoothness of the buoyancy frequency for the
inside cloud solution. The next step is to extend this to the outside cloud solution,
however the algebra becomes unwieldy very quickly. In the next chapter we derive a
symbolic method for solving our problem in both the inside and outside cloud region,
this will allow us to explore the effects of higher orders of accuracy on the solution
and also give us the ability to investigate more complicated cloud formations such as
periodic clouds.
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Figure 7.8: The top graph shows a comparison of vertical velocity
and buoyancy of our model toO(1) and O(6) for an isolated cloud
with Ω = 0, N2d = 10, Γ = 30. The bottom graph shows the buoy-
ancy frequency N2(x) for the O(1) solution and the O(6) solution,
the vertical dashed line indicates the cloud boundary for the O(6)
solution.
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Figure 7.9: The top graph shows a comparison of vertical velocity
and buoyancy of our model to O(1) and O(6) for an isolated cloud
with Ω = 0, N2d = 20, Γ = 30. The bottom graph shows the buoy-
ancy frequency N2(x) for the O(1) solution and the O(6) solution,
the vertical dashed line indicates the cloud boundary for the O(6)
solution.
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Chapter 8
General Derivation
8.1 Introduction
In this chapter we expand the work conducted in chapter seven where we used an
asymptotic method to solving the sixth order differential equation in ψ derived in
chapter five in the case where N2m is a smooth function. In this chapter we solve the
problem algebraically without making any choices of varying function. This is impor-
tant for our understanding of the problem and will also allow us to find an iterative
method for solving the problem and finding the simultaneous equations in a way that
makes it possible to write a computer program to solve the problem symbolically. This
allows us to explore more complicated problems to higher orders of accuracy which
would otherwise be intractible working through by hand.
In this chapter we would like to explore periodic clouds and a wider variety of functions
representing N2. The algebra for a relatively simple isolated cloud centred on zero with
a Gaussian N2 only being applied in the inside cloud function got very complicated
when taken to the sixth order. The algebra for a periodic cloud would be much worse,
and changing the N2 function would result in all the lengthy algebra being repeated.
In order to investigate these more complicated types of solutions we will derive a
systematic method for solving the equations
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8.2 Derivation of Solution
8.2.1 Taylor Expansion of N 2(x)
We start with equation (7.17) which was derived in chapter seven. This is
ψ6x − (2Ω + 3)ψ4x + (Ω2 + 4Ω + 3 +N2)ψ2x +N2xψx − (Ω2 + 2Ω + 1)ψ = 0. (8.1)
In chapter seven we limited ourselves to an isolated cloud and N2 being the Gaussian
function defined as
N2(x) = N2d − Γexp
(
−
2x2
2
)
. (8.2)
In this chapter we will perform the algebra without making a choice of solution, for
this reason we define N2(x) as simply being a general function which represents the
background buoyancy state. The Taylor series expansion of N2(x) about some point
α is then
N2(x) = N2(α) +N2x(α)(x− α) +
N2xx(α)
2!
(x− α)2 + N
2
3x
3!
(x− α)3 + . . . , (8.3)
which written in Σ notation is
N2(x) =
∞∑
n=0
N2nx(α)
n!
(x− α)n, (8.4)
where subscript nx indicates the derivative to order n, for example 2x would be the
second derivative, 4x the fourth derivative and 0x being equivalent to not taking the
derivative at all. The derivative of N2(x) is then
N2x(x) =
∞∑
n=1
N2nx(α)
(n− 1)!(x− α)
n−1 =
∞∑
n=0
N2(n+1)x(α)
n!
(x− α)n. (8.5)
Since our method of solving the problem involves approximating the function N2(x)
as a Taylor expansion we require that N2(x) is of a form where the Taylor series is
a suitable approximation. Since the foundation of our method is about sorting by
powers of , we require our function to have some parameter  < 1 for which higher
expansions of the Taylor series introduce higher powers of . We then sort our Taylor
expanded N2(x) function by powers of epsilon to use in our analysis. For example for
the Gaussian function given by
N2(x) = N2d − Γexp
(
−
2x2
2
)
, (8.6)
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the Taylor series expansion up to order seven about x = 0 is
N2(x) = N2d − Γ +
Γ2x2
2
− Γ
4x4
8
+
Γ6x6
48
. (8.7)
We express this as
N2(x) = N20 + 
2N22 + 
4N24 + 
6N26 , (8.8)
where
N20 = N
2
d − Γ, N22 =
Γx2
2
, N24 = −
Γx4
8
, N26 =
Γx6
48
. (8.9)
More generally we express our Taylor expansion of N2(x) as
N2(x) = N20 + N
2
1 (x) + 
2N22 (x) + 
3N23 (x) + · · · =
∞∑
n=0
nN2n(x). (8.10)
So the derivative of N2(x) with this notation is
N2x(x) = N
2
1(x)(x) + 
2N22(x)(x) + 
3N23(x)(x) + · · · =
∞∑
n=1
nN2n(x)(x). (8.11)
Our original equation can now be expressed in the form
ψ6x − (2Ω + 3)ψ4x +
(
Ω2 + 4Ω + 3 +
∞∑
n=0
nN2n
)
ψ2x
+ ψx
∞∑
n=1
nN2n(x) − (Ω2 + 2Ω + 1)ψ = 0. (8.12)
8.2.2 Expanding by powers of 
The next step in finding a solution involves defining ψ(x) such that it is of the
form
ψ(x) = ψ0(x) + ψ1(x) + 
2ψ2(x) + · · · =
∞∑
n=0
nψn(x). (8.13)
Substituting this into equation (8.12)
∞∑
n=0
[
nψn(6x) − (2Ω + 3)nψn(4x) + (Ω2 + 4Ω + 3)nψn(2x) − (Ω2 + 2Ω + 1)nψn
]
+
∞∑
n=0
nN2n
∞∑
n=0
nψn(2x) +
∞∑
n=1
nN2n(x)
∞∑
n=0
nψn(x) = 0,
(8.14)
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where we introduce derivative notation of the form such that ψn(2x) indicates the second
derivative of ψn with respect to x.
It is possible to solve this equation by sorting it into orders of , we can first solve the
equation for order 1, then use that solution to find the solution to order , then use
that solution to find the solution to order 2 and so on. We can repeat this iteratively
until we have achieved our desired degree of accuracy.
8.2.3 Order 1 Solution
The order 1 equation is
ψ0(6x) − (2Ω + 3)ψ0(4x) + (Ω2 + 4Ω + 3 +N20 )ψ0(2x) − (Ω2 + 2Ω + 1)ψ0 = 0. (8.15)
Since N20 is a constant, this is a linear, homogeneous differential equation which can
be solved by inserting a trial solution for ψ0 of the form
ψ0(x) = Ae
φx, (8.16)
where A and φ are some constants so to be found. Substituting this into our differential
equation we get the characteristic equation
φ6 − (2Ω + 3)φ4 + (Ω2 + 4Ω + 3 +N20 )φ2 − (Ω2 + 2Ω + 1) = 0. (8.17)
This is a cubic equation in φ2 so it can be solved using the cubic formula. This will
yield 6 solutions consisting of 3 distinct solutions and their negatives, the general
solution is the sum of the trial solution with these six different values of φ substituted
in. The form of ψ0 is then
ψ0(x) =
3∑
j=1
A1je
φjx + A2je
−φjx. (8.18)
The derivative of ψ with respect to x is the vertical velocity. We impose the condition
that the background buoyancy frequency is symmetrical about the cloud centre and
symmetrical about the mid point between clouds. By imposing this condition, we
expect the vertical velocity profile to be symmetrical about both the cloud centre and
mid point between clouds. Our model procedure is to have two solutions, one for
inside the cloud and another for outside the cloud. We define our domain as having a
central cloud with centre at x = 0 and the distance between cloud peaks to be x = λ.
The inside cloud solution is then centred around x = 0 and the outside cloud solution
138
CHAPTER 8. GENERAL DERIVATION
is centered around x = λ/2. Since we are approximating our background buoyancy
frequency as a Taylor expansion inside the cloud and outside the cloud and our Taylor
expansion is defined as around some point α. The inside cloud solution has α = 0 and
the outside solution has α = λ/2. With this in mind we impose the condition
ψ0(x)(x+ α) = ψ0(x)(−x+ α), (8.19)
which applies for both the inside and outside cloud solutions. The derivative of ψ0
is
ψ0(x)(x) =
3∑
j=1
A1jφje
φjx − A2jφje−φjx. (8.20)
Implementing our symmetry condition we have
3∑
j=1
A1jφje
φj(x+α) − A2jφje−φj(x+α) =
3∑
j=1
A1jφje
φj(−x+α) − A2jφje−φj(−x+α). (8.21)
We assume this equation can be separated into three parts corresponding to j = 1, 2
and 3, the j = 1 part gives us
A11e
φ1α(eφ1α − e−φ1α) = −A21e−φ1α(eφ1α − e−φ1α), (8.22)
giving
A11 = −A21e−2φ1α. (8.23)
The same can be done for j = 2 and 3 so we have the three solutions
A21 = −A11e2φ1α, A22 = −A12e2φ1α and A23 = −A13e2φ1α. (8.24)
This allows us to write ψ0(x) as
ψ0(x) =
3∑
j=1
A1j
(
eφjx − e2φjαe−φjx) . (8.25)
We split ψ0(x) into three parts each corresponding to the value of j in the summation
on the right hand side so we have
ψ0(x) = ψ01(x) + ψ02(x) + ψ03(x). (8.26)
The j = 1 component is then defined as
ψ01(x) = A11
(
eφ1x − e2φ1αe−φ1x) . (8.27)
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Multiplying both sides by exp(−φ1α) gives us
e−φ1αψ01(x) = A11
(
eφ1(x−α) − e−φ1(x−α)) . (8.28)
which can be expressed as
ψ01(x) = A11e
φ1αsinh (φ1(x− α)) , (8.29)
finally we define a new constant A1 where
A1 = A11e
φ1α. (8.30)
Doing the same procedure for j = 2 and 3 allows us to write ψ0(x) as
ψ0(x) =
3∑
j=1
Ajsinh(φj(x− α)). (8.31)
This is the final form of our order 1 solution, later in the analysis we will find a way
to find the values of our three constants Aj.
8.2.4 Order  Solution
Now we have the form of the order 1 solution we can use this to find the order 
solution. We recall the full equation we are trying to solve is
∞∑
n=0
[
nψn(6x) − (2Ω + 3)nψn(4x) + (Ω2 + 4Ω + 3)nψn(2x) − (Ω2 + 2Ω + 1)nψn
]
+
∞∑
n=0
nN2n
∞∑
n=0
nψn(2x) +
∞∑
n=1
nN2n(x)
∞∑
n=0
nψn(x) = 0.
(8.32)
The order  part is
ψ1(6x) − (2Ω + 3)ψ1(4x) + (Ω2 + 4Ω + 3 +N20 )ψ1(2x)
− (Ω2 + 2Ω + 1)ψ1 +N21(x)ψ0(2x) +N21ψ0(x) = 0. (8.33)
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We now have a solution for ψ0 so we can substitute this in giving us
ψ1(6x) − (2Ω + 3)ψ1(4x) + (Ω2 + 4Ω + 3 +N20 )ψ1(2x) − (Ω2 + 2Ω + 1)ψ1
+
3∑
j=1
[
N21φ
2
jAjsinh(φj(x− α)) +N21(x)φjAjcosh(φj(x− α))
]
= 0. (8.34)
This is an inhomogeneous differential equation with the inhomogeneous terms be-
ing
3∑
j=1
[
N21φ
2
jAjsinh(φj(x− α)) +N21(x)φjAjcosh(φj(x− α))
]
. (8.35)
We will attempt to solve this equation using a trial solution, before we choose a trial
solution we will first solve the homogeneous part. The homogeneous form of the
equation is
ψ1(6x) − (2Ω + 3)ψ1(4x) + (Ω2 + 4Ω + 3 +N20 )ψ1(2x) − (Ω2 + 2Ω + 1)ψ1 = 0. (8.36)
We observe that this is the same equation we solved in the order 1 case in the previous
section but for ψ1 instead of ψ0. We already found the solution to an equation of this
form so we can immediately write the solution as
ψ1h =
3∑
j=1
Ajsinh (φj(x− α)) . (8.37)
where subscript h indicates this is the solution for the homogeneous part of our dif-
ferential equation. The inhomogeneous terms are given in equation (8.35), we observe
that the inhomogeneous terms are a combination of sinh and cosh functions multiplied
by N21 and its derivative. Since the N
2 terms were derived from a Taylor expansion
about x = α they are polynomials in x − α, in this case since it’s only N21 and its
derivative, the maximum x − α power is one. A suitable trial solution would then
be
ψ1t =
3∑
j=1
(B11j + (x− α)B12j) cosh(φj(x− α))
+
3∑
j=1
(B21j + (x− α)B22j) sinh(φj(x− α)). (8.38)
where subscript t indicates that this is the trial solution for our inhomogeneous equa-
tion. It might seem more straightforward to use different letters as constants rather
than solely B with different subscripts, the reason for not doing this is because we
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ultimately want to write a computer programme to perform the algebra symbollically
which will involve creating a matrix of these constants where the subscripts will cor-
respond to the matrix entries. In our trial solution ψ1t we notice the presence of the
term
3∑
j=1
B21jsinh(φj(x− α)). (8.39)
This is the same form as the homogeneous solution shown in equation (8.37). If the
same form appears in the trial solution as in the homogeneous solution, standard
procedure is to multiply the trial solution by x − α to give us a new trial solution
of
ψ1t =
3∑
j=1
(
B11j(x− α) +B12j(x− α)2
)
cosh(φj(x− α))
+
3∑
j=1
(
B21j(x− α) +B22j(x− α)2
)
sinh(φj(x− α)). (8.40)
Indeed, if we didn’t multiply the trial solution by x − α we would find later there is
insufficient information to solve for the B terms. Similar to the order 1 case, we can
make simplifications to this solution by using the fact that the derivative of ψ with
respect to x represents the vertical velocity, which we expect to be symmetrical about
x − α = 0. A quick and easy way to apply this condition is to check whether the
components are odd or even about x = α. If a function is even about a point then it
is symmetrical that point, if a function is odd about a point then it is antisymmetric,
furthermore the derivative of an even function is an odd function and the derivative
of an odd function is an even function. Another useful property is the multiple of two
even functions is itself an even function, the multiple of two odd function is an even
function, and the multiple of an odd and an even function is odd. A function f(x)
defined as
f(x) = (x− α)n, (8.41)
is even about x = α if n is an even integer, f(x) is odd about x = α if n is an odd
integer. In addition to this sinh(φj(x − α)) is odd about x = α and cosh(φj(x − α))
is even about x = α. Utilising all this information we can categorise the terms of ψ1p.
The odd components of ψ1p about x = α are then
3∑
j=1
B11j(x− α)cosh(φj(x− α)) +B22j(x− α)2sinh(φj(x− α)), (8.42)
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and the even components about x = α are
3∑
j=1
B12j(x− α)2cosh(φj(x− α)) +B21j(x− α)sinh(φj(x− α)). (8.43)
Since we want the derivative of ψ1 with respect to x to be even about x = α, we set
the even part of ψ1 equal to zero since the derivative of the even part will become odd.
We accomplish this by setting the constants B12j and B21j equal to zero for j = 1, 2
and 3. This leaves us with
ψ1t(x) =
3∑
j=1
B11j(x− α)cosh(φj(x− α)) +B22j(x− α)2sinh(φj(x− α)). (8.44)
For simplication of notation we define
B1j = B11j, and B2j = B22j, (8.45)
to give the final form of our trial solution as
ψ1t(x) =
3∑
j=1
B1j(x− α)cosh(φj(x− α)) +B2j(x− α)2sinh(φj(x− α)). (8.46)
The next step is to substitute this trial solution into our full inhomogeneous equation
for ψ1(x) shown in equation (8.34) which we recall was
ψ1(6x) − (2Ω + 3)ψ1(4x) + (Ω2 + 4Ω + 3 +N20 )ψ1(2x) − (Ω2 + 2Ω + 1)ψ1
+
3∑
j=1
[
N21φ
2
jAjsinh(φj(x− α)) +N21(x)φjAjcosh(φj(x− α))
]
= 0. (8.47)
This equation can be separated into three equations, each corresponding to j = 1, 2
or 3. These three equations are identical in form. For ease of notation we will drop
the subscript j for now while remembering the equation has three possible versions.
Even using this notation, substituting in the trial solution gives us a very long and
complicated equation, we tackle it by grouping it by powers of x− α and setting each
equation to zero. The highest power of x− α we observe is (x− α)2. The coefficients
of (x − α)2 in equation (8.47) after substituting in the trial solution gives us the
equation
B2sinh(φ(x− α))
[
φ6 − φ4(2Ω + 3) + φ2(Ω2 + 4Ω + 3 +N0)− (Ω2 + 2Ω + 1)
]
= 0.
(8.48)
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This equation doesn’t give us any information since we can divide through by the sinh
function but then we are left with B2 multipled by the characteristic equation originally
derived in equation (8.17). The coefficient φ is by definition the solution to this
equation for all of its three values. It’s important that this equation doesn’t give us any
information, since we only have two unknowns B1 and B2 since A will be determined by
the matching of the solutions later, and three different equations meaning the problem
is over constrained. Since this equation didn’t yield any information we only have the
two equations necessary to solve the problem. The coefficients of x − α in equation
(8.47) after substituting in the trial solution gives us the equation
sinh(φ(x− α)) [B1φ6 + 12B2φ5 − (2Ω + 3)(B1φ4 + 8B2φ3)−B1(Ω2 + 2Ω + 1)]
+ sinh(φ(x− α)) [(B1φ2 + 4B2φ)(Ω2 + 4Ω + 3 +N0) + AN21φ2] = 0. (8.49)
where it is understood that N21 in this case refers to N
2
1/(x−α). We can divide through
by the sinh function to simplify this, we also observe that this equation contains B1
multiplied by the characteristic equation. Since the characteristic equation is equal to
zero we are left with
12B2φ
5 − 8B2φ3(2Ω + 3) + 4B2φ(Ω2 + 4Ω + 3 +N0) + AN21φ2 = 0. (8.50)
Which can be rearranged to give B2 as
B2 =
−AN1φ2
12φ5 − 8φ3(2Ω + 3) + 4φ(Ω2 + 4Ω + 3 +N0) , (8.51)
so we have an expression for B2 in terms of A. The constant coefficient terms in
equation (8.47) after substituting in the trial solution gives us the equation
6B1φ
5 + 30B2φ
4 − (2Ω + 3)(4B1φ3 + 12B2φ3)
+ (Ω2 + 4Ω + 3 +N0)(2B1φ+ 2B2) + AN
2
1(x)φ = 0. (8.52)
This can be rearranged to give B1 as
B1 =
−AN21(x)φ− 30B2φ4 + 12B2φ2(2Ω + 3)− 2B2(Ω2 + 4Ω + 3 +N0)
6φ5 − 4φ3(2Ω + 3) + 2φ(Ω2 + 4Ω + 3 +N0) . (8.53)
Since we have an expression for B2 in terms of A, it is possible to express B1 in terms
of A.
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Our final solution for ψ1(x) is then
ψ1(x) =
3∑
j=1
B1j(x− α)cosh(φj(x− α)) +B2j(x− α)2sinh(φj(x− α)), (8.54)
where
B2j =
−AjN1φ2j
12φ5j − 8φ3j(2Ω + 3) + 4φj(Ω2 + 4Ω + 3 +N0)
, (8.55)
and
B1j =
−AjN21(x)φj − 30B2jφ4j + 12B2jφ2j(2Ω + 3)− 2B2j(Ω2 + 4Ω + 3 +N0)
6φ5j − 4φ3j(2Ω + 3) + 2φj(Ω2 + 4Ω + 3 +N0)
, (8.56)
for j = 1, 2 and 3. This means our solution for ψ(x) up to power  is
ψ(x) =
3∑
j=1
(Aj + B2j(x− α)2sinh(φj(x− α)) + B1j(x− α)cosh(φj(x− α)). (8.57)
8.2.5 Higher Order Solutions
For increasing powers of , the algebra gets increasingly complicated, the goal is to
write a computer program to work through the method shown in the order  case for
higher orders. Since the algebra gets increasingly complicated as the order increases,
if we want to solve the problem to a very high degree of accuracy this will be very
difficult without the aid of a computer program. In order to find a solution as we
increase the order we need to identify patterns which will enable us to automate the
process. In this section we will go through the steps and describe how it is possible to
write a MATLAB model to compute the steps.
We recall the full equation we are trying to solve is
∞∑
n=0
[
nψn(6x) − (2Ω + 3)nψn(4x) + (Ω2 + 4Ω + 3)nψn(2x) − (Ω2 + 2Ω + 1)nψn
]
+
∞∑
n=0
nN2n
∞∑
n=0
nψn(2x) +
∞∑
n=1
nN2n(x)
∞∑
n=0
nψn(x) = 0.
(8.58)
We tackle this by separating it out into powers of , we’ve already shown that we can
find a general solution in the O(1) case earlier in this section, we then solved the O()
case by using the O(1) solution. Let’s form an iterative method by choosing to solve
the O(k) case where k is some positive integer. We assume we have a solution to all
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the previous powers of  up to O(k − 1).
Our full equation sorted by coefficients of k can be expressed as
ψk(6x) − (2Ω + 3)ψk(4x) + (Ω2 + 4Ω + 3 +N0)ψk(2x) − (Ω2 + 2Ω + 1)ψk
+ f [(x− α), . . . , (x− α)k, ψ1(2x), . . . , ψk−1(2x)]
+ g[(x− α), . . . , (x− α)k−1, ψ0(x), . . . , ψk−1(x)] = 0, (8.59)
where f and g are some functions consisting of powers of x − α and the first and
second derivatives of the previous solutions for ψn up to order k−1. It is important to
point out that since these functions are made up of previous solutions they are known
functions, the only unknowns being the three constants Aj which will be found in the
matching.
The homogeneous part of the equation is
ψk(6x) − (2Ω + 3)ψk(4x) + (Ω2 + 4Ω + 3 +N0)ψk(2x) − (Ω2 + 2Ω + 1)ψk = 0, (8.60)
which we know has the solution
ψkh(x) =
3∑
j=1
Ajsinh(φj(x− α)). (8.61)
When forming a trial solution, we use the inhomogenous part of the equation to influ-
ence the form. The inhomogeneous part of the equation is
f [(x− α), . . . , (x− α)k, ψ1(2x), . . . , ψk−1(2x)]
+ g[(x− α), . . . , (x− α)k−1, ψ0(x), . . . , ψk−1(x)] = 0. (8.62)
We know the form of the ψn solutions consist of polynomials of x − α multiplied by
sinh and cosh functions. Since the functions f and g are known, it follows that we
know the maximum power of x − α which is present in the inhomogeneous part, we
call this maximum power m. This means a starting point for the trial solution is
ψkt(x) =
3∑
j=1
m∑
p=0
[B1pj(x− α)psinh(φj(x− α)) +B2pj(x− α)pcosh(φj(x− α))] .
(8.63)
From experience, we notice that the form of the homogeneous solution is present in
this trial solution, so we raise this trial solution by another power of x − α which we
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do by modifying the values of the summation to give us
ψkt(x) =
3∑
j=1
m+1∑
p=1
[B1pj(x− α)psinh(φj(x− α)) +B2pj(x− α)pcosh(φj(x− α))] .
(8.64)
The next step is imposing the symmetry conditions. We want the derivative of ψkt(x)
with respect to x to be symmetrical about x = α, so we require ψkt(x) to be odd about
x = α. We express this as
ψkt(x) =
3∑
j=1
m+1∑
p=1
Bpj(x− α)psinh(φj(x− α)) for p even,Bpj(x− α)pcosh(φj(x− α)) for p odd. (8.65)
The next step is to substitute this trial solution into our full equation shown in equation
(8.59). The resulting equation will have powers of x − α up to order m + 1. We
then sort this into powers of x − α which will give us m + 2 equations, however the
power (x−α)m+1 equation will simply be the characteristic equation multiplied by our
constant B(m+1)j. We know this since the inhomogeneous equation has a maximum
power of (x − α)m by definition so none of the terms are included and that the only
parts of the trial solution that are selected are of the form
3∑
j=1
B(m+1)j(x− α)m+1, (8.66)
multiplied by either sinh or cosh. When the derivatives are taken, only the derivatives
of sinh and cosh will remain since when the derivative of (x−α)m+1 is taken the result-
ing part of the term is no longer a coefficient of (x−α)m+1. The derivatives of sinh and
cosh will introduce the φ terms which will form the characteristic equation. Since the
equation is a multiple of the characteristic equation we won’t get any information from
it. We then group by powers of (x−α)m, this will involve some of the inhomogeneous
terms which are known, and the constants B(m+1)j and Bmj. The constant Bmj will
only appear as a multiple of the characteristic equation, so this can be neglected. The
result is an equation with the only unknown being B(m+1)j and Aj, we can then solve
for B(m+1)j in terms of Aj.
We can iterate this process for the coefficients of (x− α)m−1 and so on until we reach
the constant term. Each equation we solve should give us the solution for the next
value of Bpj, since there are m+1 unknown Bpj constants there will be m+1 equations
to solve. Each time we will use the previous values of Bpj to find the new value. We
then have our full solution for ψk(x), at which point we can repeat the entire process
again for ψk+1 until we reach the desired order of accuracy.
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We have established a logical method to solve ψ(x) up to any order, our final solution
will be of the form
ψ(x) = ψ0 + ψ1 + 
2ψ2 + . . . . (8.67)
The only unknown constants in the equation are Aj for j = 1, 2 and 3. This is assuming
we specify the buoyancy frequency equation N2(x), the growth rate Ω and the cloud
spacing λ when setting up the problem. The MATLAB model we wrote to solve this
problem is capable of computing all the calculations in this section symbolically, so we
are able to keep Ω and λ as variables to be found as well if we wish.
8.3 Producing the Model
A detailed explanation of the matching conditions detailing how the equations inside
the cloud and outside the cloud are matched across the cloud boundary is given in
chapter 7, section 6, labelled “Matching Conditions”. For this reason only a very brief
overview will be given here.
The solution we generated in the last section was valid for either the cloud centre, or
the midpoint between clouds, the only difference being the value of α. Since the inside
cloud solution is formulated about x = 0, it follows that when constructing the inside
cloud solution we have α = 0. The outside cloud solution is constructed around the
mid-point between clouds so around the point x = λ/2 so we can say α = λ/2 outside
the cloud. For now we assume we have specified the form of the background buoyancy
frequency however the cloud spacing λ has not been chosen. We assume the growth
rate has also not been chosen. The value of φj is dependent on the growth rate, so the
complete list of variables is Aj for j = 1, 2 and 3, the growth rate Ω and the cloud
spacing λ.
With this in mind our solutions for ψ can be expressed as
ψc =
3∑
j=1
Acjfc(x,Ω), and ψd =
3∑
j=1
Adjfd(x,Ω, λ). (8.68)
The matching of our inside and outside cloud functions occurs at the cloud boundary,
the cloud boundary itself is a variable to be found, we define the cloud width as a, so
the cloud boundary occurs at ±a/2. This means our total count of variables to solve
for is nine, these being
Ac1, Ac2, Ac3, Ad1, Ad2, Ad3, Ω, a and λ. (8.69)
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We will investigate the relationships between pairs of variables. For example we might
set the growth rate as some value, then run the model over a range of cloud spacings,
then ascertain from the model what the cloud width is for each step of the cloud
spacing. Using this method we effectively only have seven variables to solve for. We
define
fcj = fc
(a
2
,Ω
)
and fdj = fd
(a
2
,Ω, λ
)
for j = 1, 2, 3. (8.70)
We use this notation to form a matching matrix defined as
M =

fc1(x) fc2(x) fc3(x) fd1(x) fd2(x) fd3(x)
fc1(2x) fc2(2x) fc3(2x) fd1(2x) fd2(2x) fd3(2x)
fc1(3x) fc2(3x) fc3(3x) fd1(3x) fd2(3x) fd3(3x)
fc1(4x) fc2(4x) fc3(4x) fd1(4x) fd2(4x) fd3(4x)
fc1(5x) fc2(5x) fc3(5x) fd1(5x) fd2(5x) fd3(5x)
fc1(6x) fc2(6x) fc3(6x) fd1(6x) fd2(6x) fd3(6x)

, (8.71)
which together with our vector of constants A defined as
A =
(
Ac1 Ac2 Ac3 −Ad1 −Ad2 −Ad3
)
, (8.72)
give us the conditions
MA = 0. (8.73)
This equation being true means the vertical velocity is matched across the cloud bound-
ary up to the fifth derivative. From this matrix we define six matching conditions. The
first four are the first four rows of the condition MA = 0, meaning the vertical veloc-
ity and up to its third derivative match across the cloud boundary. The fifth is the
condition
det(M) = 0. (8.74)
This means that the columns and rows of the matrix M are linearly dependent and
the system of equations described by the matrix has a non trivial solution. The sixth
conditions we define is
ψc(x)
∣∣∣
x=0
= 1. (8.75)
This condition states that the vertical velocity is equal to one at the cloud centre. The
seventh and final condition is
ψc(x)
∣∣∣
x=a/2
= Ac1fc1(x) + Ac2fc2(x) + Ac3fc3(x) = 0. (8.76)
This imposes the condition that at the cloud boundary the vertical velocity is zero.
149
CHAPTER 8. GENERAL DERIVATION
8.4 Isolated Cloud
We have derived a method to solve our problem symbolically to any order. Before we
move onto more complicated problems using this method we first analyse the isolated
cloud scenario where the buoyancy frequency is approximated by a Gaussian function
which we explored in chapter seven. Doing this analysis is a proof of concept to check
that as we increase our accuracy to higher orders, our predicted cloud converges to a
particular solution.
Figure 8.1 shows the predicted cloud for our model to varying orders of accuracy. This
analysis is for an isolated cloud where N2d = 14, Γ = 28 and Ω = 0 for the buoyancy
frequency defined as the function
N2(x) = N2d − Γexp
(
−
2x2
2
)
. (8.77)
As expected we observe that as we increase the order of expansion of our Taylor series,
our predicted cloud does converge. The top graph in the figure shows this by plotting
the form of the vertical velocity for the predicted cloud for various levels of accuracy,
the bottom graph is a plot of the predicted cloud width for increasing orders. We
observe that by order 6 we already have a relatively accurate approximation and by
order 10 this approximation is very accurate.
8.5 Conclusion
In this chapter we derived a symbolic method of solving the ordinary differential equa-
tion
ψ6x − (2Ω + 3)ψ4x + (Ω2 + 4Ω + 3 +N2)ψ2x +N2xψx − (Ω2 + 2Ω + 1)ψ = 0, (8.78)
in the case where the function N2(x) is approximated by a Taylor series expansion.
Using this method, it is possible to write a computer program to conduct the steps and
solve the problem to a higher degree of accuracy than would be reasonably possible
by hand.
In the final section we applied this method to the isolated cloud where the buoyancy
frequency is based on a Gaussian function. We showed that as we increase the order
of accuracy the predicted cloud solution converges. This means the method procedure
is effective at solving this type of problem.
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In the next chapter we will apply this method to more complicated functions repre-
senting the background buoyancy frequency and use this ability to tackle the scenario
of periodic clouds.
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Figure 8.1: The top graph shows the vertical velocity of a predicted
cloud for various orders of the Taylor series expansion of our buoyancy
frequency for our model of an isolated cloud where N2d = 14, Γ = 28
and Ω = 0. The bottom graph shows the predicted cloud width of
our model for increasing orders.
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Chapter 9
Periodic Clouds
9.1 Introduction
In this chapter we use the methods derived in the previous chapters and apply them
to the scenario of periodic clouds. By doing so we hope to explore the relationship
between cloud spacing and cloud growth in particular.
The first scenario we look at is where the buoyancy frequency function N2(x) is of the
form of an addition of Gaussian functions with centres evenly spaced. Unfortunately,
the form of the outside cloud solution is algebraically very complicated, this means we
are limited in the ability to apply the method procedure derived in chapter eight.
For the second scenario we investigate using a cosine function to model the buoyancy
frequency function. The cosine function has a simpler outside cloud solution to the
periodic Gaussian case, this allows us to apply the method derived in chapter eight
and obtain a workable solution to the problem. We find the form of the solution takes
on a cosine like appearance where we have a strong updraft in the centre of each
cloud then a downdraft of lesser magnitude in between the clouds. A really interesting
result is obtained when looking at the relationship between cloud spacing and growth
rate. Unlike in all previous cases we have looked at in this thesis where as we increase
cloud spacing the growth rate increases proportionally, for the periodic cosine case this
relationship isn’t always increasing. There are regions where cloud growth reaches a
local maximum so increasing or decreasing the cloud width results in a slower growth
rate. We theorise that this result is a consequence of gravity waves emited by the
clouds, ultimately further analysis needs to be conducted to explore this relationship,
however this is outside the scope of this thesis.
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9.2 Periodic Gaussian Function
9.2.1 Function Definition
In chapter seven, we focused our analysis on an isolated cloud modelled by a Gaussian
function. In this chapter we want to explore periodic clouds. It is possible to create a
periodic function by taking the addition of individual Gaussian functions spaced some
distance apart. We define a periodic Gaussian function as
∞∑
n=−∞
exp
(
−
2(x− nλ)2
2
)
. (9.1)
An example function of this form is shown in figure 9.1 for  = 0.8 and λ = 8. In
practice, due to the decaying nature of each Gaussian function we will approximate
the inside cloud region as a single Gaussian function centred at the cloud midpoint
and the outside cloud region as the addition of the two Gaussian functions to either
side of the mid-point. For example if we look at the outside cloud region to the right
of the central cloud the Gaussian function would have the form
exp
(
−
2x2
2
)
+ exp
(
−
2(x− λ)2
2
)
, (9.2)
and the mid-point between the two Gaussian functions would be at x = λ/2.
Figure 9.1: Graph of an example periodic Gaussian function for  =
0.8 and λ = 8.
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9.2.2 Taylor Series Expansion
An issue we have with this form of a periodic Gaussian function is to do with the
accuracy of the Taylor series expansion. A Taylor series expansion is only valid for
the region around which the expansion is being conducted. The higher the order we
conduct the expansion, the larger the region for which it is accurate. For the inside
cloud region, the Taylor series is conducted about the cloud centre, for the outside
cloud region the Taylor series is conducted about the mid point between clouds. The
problem is that the outside cloud region is frequently much larger than the inside
cloud region, the result of this is we need to conduct the Taylor series expansion of the
outside cloud region to a much higher order than we do for the inside cloud region. An
illustration of this is shown in figure 9.2. This figure shows a Taylor series expansion
of the Gaussian function
G(x) = exp
(
−
2x2
2
)
. (9.3)
Figure 9.2: Graph of an example Gaussian function approximated by
a Taylor series up to different orders
This Gaussian function ranges in the vertical between 1 and 0. For the region x ≤ 2
we have approximated the Gaussian function with a Taylor series expansion conducted
about x = 0. For the region x > 2 we have conducted the Taylor series about x = 8.
The value of epsilon for which the region G(x) > 0.5 is some width a determined by
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the equation
 =
√
− 2
(a/2)2
ln
(
1
2
)
. (9.4)
For figure 9.2 we chose a cloud width of 4 which corresponds to an  value of  ≈ 0.59.
We conducted the Taylor series expansion to orders 4, 10, 20 and 30. We observe that
for the inside cloud solution the order 4 Taylor series approximation is already fairly
accurate, and for order 10 it is very accurate. However for the outside cloud region we
have to conduct the expansion to order 20 before we start to see any level of accuracy,
and it’s not until order 30 that approximation could be considered accurate.
Using the method in chapter eight, we derived a method to solve the problem for
theoretically any order of expansion we want. Realistically we are limited by computing
power. The method involves finding the value of some Bj, then that value is used to
find the value of Bj−1 and so on, every time this is done the complexity of the next
Bj is compounded. This means that while theoretically we have a programme that
can solve up to any order, in practice we are limited by what is reasonably possible to
run. During testing we concluded that a reasonable level of accuracy able to be solved
for is around eight, the programme would take approximately two weeks to solve the
problem to an order of expansion of twenty, which is the minimum order required to
have a decent level of accuracy. Ideally we would be able to solve the problem for even
higher orders.
The derivatives of the periodic Gaussian function shown in figure 9.2 with respect to
x are
∂
∂x
: −2xexp
(
−
2x2
2
)
− 2(x− λ)exp
(
−
2(x− λ)2
2
)
,
∂2
∂x2
: [−2 + 4x2]exp
(
−
2x2
2
)
+ [−2 + 4(x− λ)2]exp
(
−
2(x− λ)2
2
)
,
∂3
∂x3
: [24x− 6x3]exp
(
−
2x2
2
)
+ [24(x− λ)− 6(x− λ)3]exp
(
−
2(x− λ)2
2
)
,
∂2
∂x2
: [24 − 56x2 + 8x4]exp
(
−
2x2
2
)
+ [24 − 56(x− λ)2 + 8(x− λ)4]exp
(
−
2(x− λ)2
2
)
. (9.5)
When conducting the Taylor series expansion for the outside cloud region we are con-
ducting it about x = λ/2. This does simplify these derivatives somewhat since
exp
(
−
2(λ/2)2
2
)
= exp
(
−
2(λ/2− λ)2
2
)
. (9.6)
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We also have the properties (
λ
2
)2n
=
(
λ
2
− λ
)2n
, (9.7)
and (
λ
2
)2n+1
= −
(
λ
2
− λ
)2n+1
, (9.8)
where n ∈ N. The Taylor series of our periodic Gaussian function about x = λ/2
conducted to order four is[
2 +
(
−22 + 
4λ2
2
) (
x− λ
2
)2
2
+
(
64 − 36λ2 + 8λ4) (x− λ2)4
24
]
exp
(
−
2λ2
8
)
.
(9.9)
The equivalent Taylor series expansion of the simple Gaussian function conducted
about x = 0 conducted to order four is
1 +
2x2
2
+
4x4
8
. (9.10)
The Taylor series expansion of the basic Gaussian function about x = 0 which rep-
resents the inside cloud solution is much simpler than the Taylor series expansion of
the periodic Gaussian function conducted about x = λ/2. This combined with the
fact that the Taylor series expansion of the outside cloud solution has to be taken
to a higher level of accuracy compared to the inside cloud solution to achieve a good
approximation makes the symbolic calculations for the outside cloud case considerably
more time consuming to run. Due to the compounding nature of the problem where
we solve for one constant Bj, which is then used to solve the next constant Bj−1 even
small extra complexities in the solution get magnified exponentially as we take the
order of expansion higher.
For this reason to investigate periodic clouds a different function which is more well
behaved would be more beneficial. In the next section we explore using a cosine
function to define the buoyancy frequency function.
9.3 Cosine Function
9.3.1 Function Definition
When deciding suitable functions to model a region of periodic clouds, an obvious
choice is a cosine function. We define a background buoyancy frequency oscillating
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between a maximum N2d outside the cloud and a minimum of N
2
c = N
2
d − Γ inside the
cloud. A suitable choice of function with this behaviour is
N2(x) = N2d −
Γ
2
(1 + cos(x)) . (9.11)
The parameter  controls the width of the function which in turn will influence the
cloud width and doubles as our small parameter which allows us to implement the
method discussed in chapter eight. A potential negative consequence of using the a
cosine function in this way is that the cloud width and cloud spacing are inherently
linked since increasing one will increase the other proportionally.
Using (9.11), the cloud centre will occur at the point x = 0 which gives
N2(0) = N2d −
Γ
2
(1 + cos(0)) = N2d − Γ. (9.12)
The mid point between clouds will occur at the point where
x = pi, =⇒ x = pi

. (9.13)
The period is then
λ =
2pi

. (9.14)
We refer to the period as the cloud spacing defined as the distance between cloud
centres. If we define the width of the cloud as the width of the region for which
N2(x) < 0 then the cloud boundary occurs at the point
0 = N2d −
Γ
2
(1 + cos(x)),
cos(x) =
2N2d
Γ
− 1,
x = ±1

arccos
(
2N2d
Γ
− 1
)
+ λn, (9.15)
where n ∈ Z. We observe that in using a cosine function to model our buoyancy
frequency the cloud width and cloud period are linked since we can use equation
(9.14) to express the cloud width a as
a =
λ
pi
arccos
(
2N2d
Γ
− 1
)
. (9.16)
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The Taylor series of our function N2(x) about some point x = α is
N2(x) ≈ N2d −
Γ
2
(1 + cos(α)) +
Γ(x− α)
2
sin(α) +
Γ2(x− α)2
4
cos(α)
− Γ
3(x− α)3
12
sin(α)− Γ
4(x− α)4
48
cos(α) + . . . . (9.17)
Our Taylor series approximation for the inside cloud region which is taken about α = 0
is
N2(x) ≈ N2d − Γ +
Γ2x2
4
− Γ
4x4
48
+ . . . . (9.18)
For the outside cloud region we use the Taylor series about α = pi

, this is
N2(x) ≈ N2d −
Γ2(x− pi/)2
4
+
Γ4(x− pi/)4
48
+ . . . . (9.19)
The cosine function is a nice function to work with since the form of the Taylor series
conducted outside the cloud isn’t significantly more complicated than the inside cloud
case which enables us to investigate higher orders of expansion relatively easily. The
Taylor series approximation is also very accurate for the cosine function. Figure 9.3
shows the Taylor series approximation of a cosine function for different orders, we
observe that by order 4 the Taylor series is almost indistinguishable from the true
cosine function and for order 6 it is incredibly accurate.
Figure 9.3: Graph of an example cosine function approximated by a
Taylor series up to different orders
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9.3.2 Solving the Problem
In chapter eight, we derived a symbolic method to solve the equation
ψ6x − (2Ω + 3)ψ4x + (Ω2 + 4Ω + 3 +N2)ψ2x +N2xψx − (Ω2 + 2Ω + 1) = 0. (9.20)
To apply the method, we simply need to input the function N2(x) and the order of 
for which we want the solution to be accurate to. Our function N2(x) is
N2(x) = N2d −
Γ
2
(1 + cos(x)) . (9.21)
The order of which we will conduct the analysis is order 6 since in the previous section
we deduced that this was sufficient for a very accurate approximation. The total list
of variables of the model are
, Ω, N2d , Γ, x, α, A1, A2, and A3. (9.22)
We need to apply the solution twice, once to give us an equation for the inside cloud
region, and again to give us an equation for the outside cloud region. As discussed
in the previous section, the inside cloud solution will be a Taylor series about x = 0
so our variable α will be 0 for the inside cloud solution. For the outside cloud region
our Taylor series expansion will be with α = λ/2 which is the mid-point between the
central cloud and the next cloud to the right. Since we are using the cosine function
as shown in figure 9.21 this corresponds to α = pi/.
When running the model we will give values for N2d and Γ which give us the buoyancy
frequency range. We will also state a value of the growth rate Ω, we will leave  as a
variable to be found when matching the inside and outside cloud solutions together.
Our two solutions can now be expressed as
ψc(, x, A1c, A2c, A3c), ψd(, x, A1d, A2d, A3d), (9.23)
where subscript c represents the inside or “cloudy” solution and subscript d represents
the outside cloud or “dry” solution. We will deduce the values of  and the A constants
from matching the two solutions at the cloud boundary. We define the cloud boundary
as the point at which the buoyancy frequency N2(x) cross the x axis. In equation (9.15)
we found the cloud boundary using this definition occurs at the point
a
2
=
1

arccos
(
2N2d
Γ
− 1
)
, (9.24)
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where a is the cloud width.
Using this cloud boundary, the only unknowns left for us to find from the matching
conditions are now
, A1c, A2c, A3c, A1d, A2d, A3d. (9.25)
Since we have 7 unknowns we require 7 matching conditions. Since ψx represents the
vertical velocity we define the first 5 conditions as
ψc(x)
∣∣∣
x=a/2
= ψd(x)
∣∣∣
x=a/2
, (9.26)
and its first 4 derivatives with respect to x. The next matching condition is
ψc(x)
∣∣∣
x=0
= 1, (9.27)
meaning at the cloud centre, the vertical velocity is equal to 1. The final condition
is
ψc(x)
∣∣∣
x=a/2
= 0. (9.28)
This condition states that at the cloud boundary the vertical velocity is equal to
zero.
With these conditions we are now able to plot the solutions and investigate the be-
haviour.
9.3.3 Solution Plots
An example solution of the problem predicted by our model is shown in figure 9.4.
This is a very typical type of solution predicted by the model, the model parameters
are defined as Ω = 0, N2d = 15 and Γ = 30, the cloud period predicted by the model is
λ = 6.66 which corresponds to a cloud width of a = 3.33. We observe that the solution
is similar to a cosine function with the cloud width and distance between cloud edges
being the same, however the magnitude of the inside cloud solution is larger so the
peak inside the cloud is more pronounced than the downdrafts outside the cloud.
There is a second solution that is predicted for the same model parameters, this is
shown in figure 9.5. The form of the solution is very similar to the other solution,
however the cloud period is λ = 5.68 and the cloud width is a = 2.84 so this cloud is
narrower. The downdrafts in this cloud are also slightly more powerful.
A very interesting result occurs when we investigate the relationship between the
growth rate and the cloud spacing. A plot of this relationship is shown in figure 9.6.
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Figure 9.4: Graph of vertical velocity of an example cloud predicted
by our model for Ω = 0, N2d = 15, Γ = 30 and a predicted cloud width
of 3.33. The vertical dashed line represents the cloud boundary.
We might expect that as the cloud spacing increases, the growth rate of the predicted
clouds simply increases, however we appear to have a wave like relationship with local
maxima and minima. A region of particular interest is between Ω = 0.3 and Ω = 0.5,
we observe that if we start with a cloud with a cloud spacing of 6.65 the growth rate
is Ω = 0, increasing the cloud spacing has a corresponding increase of growth rate up
until we reach Ω = 0.3, at that point if the cloud spacing increases further the growth
rate suddenly jumps to Ω = 0.51. Equally, at the point Ω = 0.4, reducing the cloud
spacing can actually lead to an increase in growth rate.
We theorise this behaviour is related to the wave like form of the solution. Whenever
the atmosphere is thrown out of equilibrium, buoyancy attempts to restore this equi-
librium, we observe this behaviour in our predicted clouds in the form of downdrafts
to either side of the cloud. If we think of a cloud as a standing wave, the disturbance
in the atmosphere sends out gravity waves, we hypothesise that because of this there
are optimal cloud spacings dependent on the period of oscillation of these gravity
waves.
A key difference in our model is that the solution for the outside cloud region isn’t
formed from a constant background buoyancy frequency, this means the outside cloud
solution is accounting for a change in buoyancy frequency around the cloud in a way
that the order 1 solution which simulates a discontinuity doesn’t. We believe it is this
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Figure 9.5: Graph of vertical velocity of an example cloud predicted
by our model for Ω = 0, N2d = 15, Γ = 30 and a predicted cloud width
of 2.84. The vertical dashed line represents the cloud boundary.
property which is giving us the result shown. Indeed, figure 9.7 shows the relationship
between the growth rate and cloud spacing for the order 1 solution which corresponds
to a discontinuity at the cloud boundary. We observe that we have a more linear
relationship in this case than we do for smooth cloud boundary. The range of Ω for
this plot is only between Ω = −0.3 and Ω = 0.3, the reason for this is that there is
no solution outside these points so our model predicts a solution over a wider range of
growth rates.
We noted that there were two possible cloud solutions predicted by our model for
Ω = 0. The relationship between Ω and λ for the second predicted cloud is shown in
figure 9.8. We observe a different shaped curve however there is still the presence of a
local maxima and minima similar to the relationship for the first cloud.
9.4 Conclusion
In this chapter, we applied the methods derived in previous chapters to the problem
of periodic clouds.
The first case we looked at is one where the buoyancy frequency function N2(x) is
represented by a periodic Gaussian function. Unfortunately we deduced that the
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Figure 9.6: Graph of the relationship between the growth rate Ω and
the cloud spacing λ predicted by our model for N2d = 15 and Γ = 30
for the first cloud solution which has a cloud width a = 3.33 when
Ω = 0.
order of expansion for the outside cloud solution has to be very high in this scenario to
obtain an accurate solution, and the form of the Taylor series expanded outside cloud
solution is algebraically very complicated. As a result it was not feasible to explore
this scenario in detail.
In the second case we looked at a buoyancy frequency represented by a cosine function,
compared to the Gaussian function it has the inherent disadvantage that the cloud
spacing and cloud width are defined by each other. Despite this we demonstrated that
the Taylor expanded form of the cosine function is much easier to work with than the
periodic Gaussian function. This allowed us to investigate the relationship between
cloud spacing and cloud growth in detail.
We found that the model predicted two basic clouds, both of which have a form simi-
lar to a cosine function with strong updrafts in the cloud centres and a less powerful
downdraft in between the clouds. An interesting result was obtained when investigat-
ing the relationship between the cloud growth and cloud spacing. In all the previous
scenarios in this thesis the relationship has been one such that as cloud spacing in-
creases, the growth rate also increases. In the periodic cosine case we instead find that
there are regions of local maximum growth rate, meaning if a cloud is centred on this
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Figure 9.7: Graph of the relationship between the growth rate Ω
and the cloud spacing λ predicted for N2d = 15 and Γ = 30 when
modelling a discontinuity at the cloud boundary.
peak both increasing and decreasing the cloud spacing will result in a lower growth
rate. A hypothesis is that this is related to gravity waves emitted by clouds which our
smooth background function is managing to transmit in a way that a discontinuous
buoyancy frequency is unable to.
Unfortunately this work is outside the scope of this thesis, further work on this topic
would involve investigating this relationship in more detail and also seeing if this rela-
tionship is replicated when other periodic functions are used to represent the buoyancy
frequency.
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Figure 9.8: Graph of the relationship between the growth rate Ω and
the cloud spacing λ predicted by our model for N2d = 15 and Γ = 30
for the second cloud solution which has a cloud width of a = 2.84
when Ω = 0.
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Conclusion
In this thesis, we tackled the problem of deriving linear models of non-precipitating
convection from cloud physics. The objective of this work was to expand on existing
cloud models such as those posed by Kuo and Bretherton by implementing a smooth
transition of buoyancy frequency across the cloud boundary. Our motivation for doing
so was primarily driven by the need for smooth functions when conducting data assim-
ilation and potential suitability when dealing with partial cloud cover problems. After
exploration and experimentation we derived a method which allowed us to model a
cloud with a smooth transition of buoyancy frequency and compared our results to
those achieved with a discontinuity.
We started by deriving the dynamic and thermodynamic equations used in our work in
chapter two, then investigated previous work on linear models of convection conducted
by Bretherton in chapter three. The first new work was conducted in chapter four
where we investigated a cloud scheme of fixed buoyancy frequency across the entire
domain and identified a critical condition that had to be met for cloud solutions
to appear. We discovered that this critical condition at the point where we have
positive growth solutions is the same as the critical Rayleigh number in Rayleigh-
Be´nard convection up to a scaling difference. The Rayleigh-Be´nard condition is a
relationship between Rayleigh number and horizontal wave number, we instead derived
a condition on growth rate and buoyancy frequency. Posing the condition in this
way yields more intuitive results, we were able to plot the relationship and observe
that a larger magnitude buoyancy frequency is required for a higher growth rate to
be possible. Equally, we see that provided a cloud already exists and the buoyancy
frequency is below the critical buoyancy frequency, cloud type solutions can still exist
however the growth rate will be negative.
In chapter five we derived the buoyancy equations in the case where buoyancy fre-
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quency is continuous and has an x dependency. We attempted to use a WKB inspired
method to solve the problem with this buoyancy frequency however this proved to
not be a suitable method. In chapter seven we tackled the problem by expanding the
buoyancy frequency as a Taylor series, we conducted this expansion twice, once to give
an inside cloud solution and another for outside the cloud. We used an asymptotic
method to find solutions in each region then matched the inside and outside cloud
solutions at the cloud boundary. This proved to be a successful method in solving our
problem, we applied the method to an isolated cloud where the buoyancy frequency
was chosen to be a Gaussian function in x. The resulting predicted cloud had observ-
able differences compared to modelling the buoyancy frequency with a discontinuity
at the cloud boundary. In particular when the magnitude of the buoyancy frequency
outside the cloud was less than the magnitude inside the cloud our model predicted
a wider cloud. The differences in predicted cloud width warranted further investiga-
tion, however the algebra when deriving the solutions was very complicated by hand
so in chapter eight we derived a symbolic method of finding the solution such that
a computer program is able to be written to conduct the algebra sybolically. This
enabled us to investigate higher orders of accuracy and different buoyancy frequency
functions.
In chapter nine we applied this method to periodic clouds. We had trouble modelling
the buoyancy frequency as a periodic Gaussian function however we modelled the
buoyancy frequency as a cosine function and an interesting result emerged. This result
was that the relationship between cloud spacing and cloud growth rate wasn’t strictly
increasing, we instead observed areas of local maximum growth rate implying optimal
cloud spacings. We hypothesised that this is related to the interaction of gravity waves
emitted by other clouds in the vicinity.
10.1 Further work
Further work would involve investigating the optimal cloud spacings predicted by the
periodic cloud model described in chapter nine. The objective of this work would be
seeing if a relationship can be found between the predicted cloud spacings and the
frequency of oscillation of the cloud solutions. This could potentially be achieved by
investigating the relationship between cloud spacing and growth rate for a wider variety
of buoyancy frequencies and seeing if relationships are consistent and if any patterns
emerge. Detailed analysis could be undertaken whereby the cloud spacings at which
local maxima and minima occur are recorded and compared against the variables φ
which govern the period of oscillation of the solutions. If the optimal cloud spacings
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are indeed related to gravity waves emitted by the clouds we might expect to see a
clear relationship between the locations of local maxima and the periods of the waves
forming the cloud solution. Proving this relationship would be good evidence for the
hypothesis that there are optimal cloud spacings and would be of great interest to the
meteorological community.
Related to this, it would also be of interest to investigate the relationship between cloud
spacing and growth rate for other types of periodic buoyancy frequency functions to
see if this relationship is unique to the cosine function or is present in other forms of the
solution. In my analysis I found the problem became very computationally intensive
when dealing with a periodic Gaussian function up to a sufficient order necessary for
accuracy. A hindrance is the speed of the MATLAB symbolic alegebra calculations, it
might be of interest to write the programme in a more efficient language and investigate
and utilise dynamic programming methods to improve efficiency such that it becomes
computationally viable to run the model for a periodic Gaussian function or any other
function that involves a more complex equation set than those arising from a cosine
function. The relationship between cloud spacing and growth rate would then be
explored to see if local maxima and minima are also present. If present, further
analysis could be conducted to identify the exact relationship and compare them to
solutions arising from the cosine function or any other suitable functions to see if
patterns emerge.
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