Abstract-Given a database table with records that can be ranked, an interesting problem is to identify selection conditions, which are qualified by an input record and render its ranking as high as possible among the qualifying tuples. In this paper, we study this standing maximization problem, which finds ap plication in object promotion and characterization. We propose greedy methods, which are experimentally shown to achieve high accuracy compared to exhaustive enumeration, while scaling very well to the problem size. Our contributions include a linear time algorithm for determining the optimal selection range for an attribute and techniques for choosing and prioritizing the most promising selection predicates to apply. Experiments on real datasets confirm the effectiveness and efficiency of our techniques.
I. INTRODUCTION
Certain classes of database operations, like top-k and skyline queries, rank the records in a relation according to their values in some attributes and/or user preference functions. With the help of such queries, superior objects can be identified. However, there may be objects, which stand-out not among all their peers, but only among records which qualify certain selection conditions. Finding these conditions helps identifying the criteria that make a given object important and facilitate its characterization and promotion. As an example, consider the relation shown in Table I about CS PhD graduates. Assuming that the last attribute (publica tions) is used as a measure for the quality of the graduates, Kim does not have a good ranking. However, if we restrict the relation to include just Kim and Smith, then Kim ranks 1 st in this set; the restriction can be imposed by the selection conditions (age < 30) and (expertise = 'databases').
Problem Definition. Motivated by this observation, in this paper we study the standing maximization problem (SMP), which takes as input a relation R(D; M), a query tuple tq E R, and a support threshold sup, 0 < sup :s; 1. R.D is a set of predicate attributes and R.l'vi is used as the measure attribute for ranking the tuples in R. The objective is to find a conjunction of selection predicates C on R.D, such that (i) tq is included in O"cR, (ii) there are at least sup ·IRI tuples in O"cR, and (iii) the percentile rank pr(tq, O"cR) is maximized. pr(tq,O"cR) is the percentage of tuples in set O"cR whose values on R.M are smaller than or equal to tq.M.
Applications. Object promotion is the main application of the SMP query; still, there are additional uses of an SMP query result. First, the result can be used to characterize the input object among its peers, by finding out what is special about it. Second, by identifying the selection conditions that make the object stand-out, we also identify its competitors and we are able to assess the effort required to improve its rank (e.g., how many additional publications Kim would need to become first in her age group).
Related Work. Our work is closely related to the promotion analysis problem [2] , [3] . Due to space limitations, we refer the readers to [1] for a more detailed coverage of related work.
II. METHODOLOGY

A. Baseline Methods
Naive Algorithm. A straightforward approach for solving SMP is to enumerate in a depth-first manner all possible sub spaces (i.e., conjunctions of selection predicates) that contain the values of the query object tq, and report the subspace where the query object has the highest percentile rank.
Materialization Algorithm.
An alternative to the naive approach is to adopt the solution of [2] . The basic idea is to sample the scores of records at all subspaces and derive bounds for the object rankings. Although the materialization greatly reduces the number of candidate subspaces, it is still costly to verify the exact percentile rank in the remaining subspaces.
B. Our Proposed Solutions
In view of the hardness of SMP (see [1] for a proof that SMP is NP-hard), we propose a number of greedy approaches which compute an approximate solution.
Single-path Browsing Algorithm. Our first method, called Browsing Algorithm (BA), is inspired by rule-based classifiers. BA adapts and optimizes the greedy rule selection approach, by iteratively selecting on each attribute the domain subrange which (i) includes tq, (ii) includes at least sup· IRI records when applied together with the predicates selected so far, and (iii) maximizes the ratio of positive to all tuples covered by the rule (i.e., range). BA takes its name from the fact that it browses the space around tq in all dimensions, in order to find the best multidimensional range that includes tq. Preds := Preds U {pred}; G := O'predG;
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G that includes tq by applying a new predicate. Diversified-path Browsing Algorithm. Although BA is very fast, it considers and fixes for each attribute only one range (with the maximum quality). This constrains the possible choices for the following attributes and the search space considered by BA. We propose a more relaxed variant of BA, Diversified-path Browsing Algorithm (DBA), which explores a larger portion of the solution space. Specifically, we select multiple diversified range predicates for each attribute, in order to explore diverse parts of the solution space, while being fast.
Enumerating Diversified-path Browsing. The attributes in BA and DBA are considered in a single order by our greedy strategy. We extend DBA to an Enumerating Diversified Browsing Algorithm (EDBA), which examines all possible permutations of predicate attributes in order to find a better approximate percentile rank for the query tuple. More specif ically, we prioritize the attributes at each level, based on how much improvement they give to the current percentile of tq.
This way, we maximize the probability of finding a good approximate solution to SMP early, which can be used to prune more predicates and search subtrees.
III. EXPERIMEN TAL EVALUATION
In this section, we experimentally evaluate the efficiency and effectiveness of our proposed solutions to SMP. We use a real dataset (NBA) which has historical performance statistics of 24,524 NBA players in our experiments. Additional (and more complete) experiments could be found in [1] . We first conduct a case study on NBA that illustrates the usefulness of SMP. Table II shows a sample of query objects, their original ranks in the dataset, and the predicates that maximize their standings (i.e., found by NAIVE) together with the achieved ranking by them. We also show the predicates found by running BA with their corresponding promoted ranks. We then present experiments on the runtime and quality of all methods. As shown in Figure l(a) , all three proposed methods run much faster compared to NAIVE (on various k values). In addition, as expected, BA is significantly cheaper than DBA, and DBA is significantly cheaper than EDBA. On the other hand, EDBA achieves the highest query quality (as shown in Figure l (b ». There is a tradeoff between query response time and quality among the three proposed methods.
IV. CONCLUSION
We studied the problem of finding selection predicates on a relation that maximize the rank of a given tuple in the selection result. We proposed greedy methods that find an approximate solution fast, by exploring the most promising part of the search space. Our experiments confirm the usability and efficiency of our methods on real datasets. In the future, we plan to study SMP on databases with incremental updates.
