Apprentissage quantique by Gambs, Sébastien
 






Ce document a été numérisé par la Division de la gestion des documents et 
des archives de l’Université de Montréal. 
 
L’auteur a autorisé l’Université de Montréal à reproduire et diffuser, en totalité 
ou en partie, par quelque moyen que ce soit et sur quelque support que ce 
soit, et exclusivement à des fins non lucratives d’enseignement et de 
recherche, des copies de ce mémoire ou de cette thèse.  
 
L’auteur et les coauteurs le cas échéant conservent la propriété du droit 
d’auteur et des droits moraux qui protègent ce document. Ni la thèse ou le 
mémoire, ni des extraits substantiels de ce document, ne doivent être 
imprimés ou autrement reproduits sans l’autorisation de l’auteur.  
 
Afin de se conformer à la Loi canadienne sur la protection des 
renseignements personnels, quelques formulaires secondaires, coordonnées 
ou signatures intégrées au texte ont pu être enlevés de ce document. Bien 




This document was digitized by the Records Management & Archives 
Division of Université de Montréal. 
 
The author of this thesis or dissertation has granted a nonexclusive license 
allowing Université de Montréal to reproduce and publish the document, in 
part or in whole, and in any format, solely for noncommercial educational and 
research purposes. 
 
The author and co-authors if applicable retain copyright ownership and moral 
rights in this document. Neither the whole thesis or dissertation, nor 
substantial extracts from it, may be printed or otherwise reproduced without 
the author’s permission. 
 
In compliance with the Canadian Privacy Act some supporting forms, contact 
information or signatures may have been removed from the document. While 
this may affect the document page count, it does not represent any loss of 








Département d'informatique et de recherche opérationnelle 
Faculté des arts et des sciences 
. Thèse présentée à la Faculté des études supérieures et postdoctorales 
Philosophice Doctor (Ph.D.) en informatique 
Juillet, 2008 






Université de Montréal 
Faculté des études supérieures et postdoctorales 
Cette thèse intitulée : 
Apprentissage quantique 
présentée par : 
. Sébastien Gambs 
a été évaluée par un jury composé des personnes suivantes: 
'. Alain Tapp 
président-rapporteur, 
Gilles Brassard 








représentant du doyen de la FES 
RÉSUMÉ 
L'informatique quantique s'intéresse aux implications de la mécanique quantique pour 
fins de traitement de l'information alors que l'apprentissage machine étudie les techniques 
permettant de donner à la machine la capacité d'apprendre à partir d'expériences passées. 
Utilisée en collaboration avec sa contrepartie classique, l'information quantique peut 
\ 
réaliser des prouesses hors de portée de l'information classique seule, comme factoriser 
efficacement des grands entiers, chercher dans un espace de recherche non-structuré avec 
un gain quadratique par rapport au meilleur algorithme classique possible ou encore 
permettre à deux personnes de communiquer de manière totalement confidentielle même 
sous les yeux d'un espion disposant d'une puissance de calcul illimitée. 
Le but principal de cette thèse est de montrer que bien que l'informatique quantique 
et l'apprentissage machine peuvent sembler a priori très différents, ils ont déjà pu se 
rencontrer et interagir de multiples façons par le passé. L'apprent~ssage quantique est 
le domaine qui est né de l'intersection et des rencontres entre l'informatique quantique 
et l'apprentissage machine. La première contribution de cette thèse est d'introduire le 
domaine et de présenter un tour d'horizon des travaux antérieurs. Ensuite, deux nouvelles 
avancées de l'apprentissage quantique qui ont été réalisées dans le cadre de cette thèse 
seront détaillees. 
La . première avancée concerne la quantisation d'algorithmes d'apprentissage non-
supervisé, où on remplace certaines parties d'algorithmes classiques par dessous-routines 
quantiques, afin d'obtenir une accélération du temps de calcul ou encore de sauver par 
rapport au coût de communication dans le cas d'une situation d'apprentissage distribué. 
Enfin, la deuxième avancée consiste à définir l'analogue de l'apprentissage machine 
dans u~ monde ?ù l'information et l'ensemble de données sont quantiques, ce qui influence 
directement le processus d'apprentissage et ses limites. Ainsi, en reformulant certains 
problèmes de la théorie de la détection quantique comme étant des tâches d'apprentissage, 
on peut amener des notions de l'apprentissage machine classique, telles que les réductions 
d'apprentissage, afin de résoudre ces problèmes. 
Mots clés : apprentissage quantique, informatique quantique, apprentis-
sage machine. 
ABSTRACT 
The first advance deals with the quantization of unsupervised learning algorithms" 
where sorne parts of classicallearning algorithms are replaced by quantum' subroutines, in 
order to provide a speed-up or save in the communication cost in the distributed setting. 
, Finally, the second advance concerns the definition of the analogue of machine learning 
in a world where the information and the dataset are quantum, which has a direct impact 
on the 1earning pro cess and its limits. By rephrasing sorne problems of quantum detection 
and estimation theory as machine learning tasks, it is possible to bring in sorne ,notions 
of classical machine learning, such as learning reductions, ta help solve these problems. 
Keywords: Quantum Learning, Quantum Information Processing, 
Machine Learning. 
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NOTATION 
À l'exception de ceux qui incluent une référence dans leurs titres, tous les théorèmes, 
lemmes, corollaires, questions ouvertes et réductions présentés dans cette thèse sont is-
sus de la recherche effectuée dans le cadre de mon doctorat. Par contre concernant 
les définitions, il m'arrive parfois d'omettre la référence spécifique lorsqu'il s'agit d'un 
concept standard ou que la définition a été adaptée au language et à la notation utilisée 
dans cette thèse. Je prie d'avance le lecteur de m'excuser et d'être indulgent à ée propos.' 
Les principales notations utilisés en informatique quantique et l'apprentissage quan-
tique sont définies respectivement· dans les chapitres 2 et 3. Il peut arriver cependant 
qu'une notation spécifique soit définie juste au moment,où le besoin s'en fait sentir. En-
fin, dernière remarque concernant la notation utilisée, le logarithme, dénoté par le terme 
log dans les formules mathématiques, est toujours en base 2 à' moins que cela ne soit 
précisé autrement dans le texte. 
( 
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AVANT-PROPOS 
La plupart des travaux sur l'apprentissage quantique présentés dans cette thèse (dont 
principalement les chapitres 4, 5 et 6) se retrouvent dans des articles qui sont publiés ou 
actuellement en préparation [6-9,92,93]. Contrairement à certains domaines de recherche 
(comme l'apprentissage machine) où l'ordre des auteurs reflète généralement l'importance 
de leur contribution à un article, la convention en informatique quantique (ainsi que dans 
d'autres domaines tels que l'informatique théorique) est de faire figurer le nom des auteurs 
par ordre alphabétique. Je précise que j'ai contribué activement à tous les articles dont 
je suis co-auteur. En détails chapitre par chapitre, ces articles sont: 
- Chapitre 4 : [93] Gambs, S. : Quantum learning : a survey. En préparation. 
- Chapitre 5 : [9] Aïmeur, E., G. Brassard et S. Gambs : Quantum clustering algo-
rithms. Dans Proceedings of the 24th Annual International Conference of Machine 
Learning (ICML'07), pages 1-8, 2007. 
[6] Aïmeur, E., G. Brassard et S. Gambs : Quantum algorithms for unsupervised 
learning. En préparation. 
- Chapitre 6 : [8] Aïmeur, E., G. Brassard et S. Gambs : Machine learning in a 
quantum world. Dans Proceedings of the 19th Canadian Conference on Artificial 
Intelligence (Canadian AI'06), pages 433-444, 2006. 
[92] Gambs, S. : Quantum classification. En préparation. 
[7] Aïmeur, E., G. Brassard et S. Gambs : Quantum learning tasks. En préparation. 
D'autres travaux que j'ai réalisé durant mon doctorat on fait l'objet de 
publications [10, F,44, 94] mais ne se retrouvent pas dans cette thèse car leurs 
thématiques ne sont pas directement reliés à l'apprentissage quantique. Les références 
de ces articles sont : 
- [10] Aïmeur, E., G. Brassard, S. Gambs et B. Kégl : Privacy-preserving boosting. 
Dans Proceedings of Workshop on Privacy and Security Issues in Data Mining, 
in conjunction with the 8th European Conference on Principles and Practice of 
Knowledge Discovery in Databases (PKDD'04), pages 51-69, 2004. 
- [94] Gambs, S., B. Kégl et E. Aïmeur : Privacy-preserving boosting. Data Mining 
and Know ledge Discovery, 14 (1) : 131-170, 2007. 
[44] Brassard, G., A. Broadbent, J. Fitzsimons; S. Gambs et A. Tapp Ano-
xvii 
nymous quantum communication. Dans Proceedings of 13th Annual International 
Conference on the Theory and Application of Cryptology and Information Security 
(ASIACRYPT'07), pages 460-473, 2007. Accepté pour présentation at the llth 
Workshop on Quantum Information Processing (QIP), New Delhi, décembre 2007. 
[11] Aïmeur, E. et S. Gambs : Privacy-preserving data mining. Encyclopedia of . 
Data Warehousing and Mining (2nd edition), 2008. À paraître. 
"[ ... ] making a shift from the observation that Information is physical, 
that . has much infiuenced the development of Quantum Information 
Processing so far, to new one, namely that Physics is informational." 
xviii 
Josef Gruska, extrait du résumé d'un article intitulé "Quantumization of Infbrmatics" 
qui a été publié dans les actes de.l'atelier "Quantum Computing and Learning 99" 
source :http://www.mdh.se/ima/personal/rbrOl/courses/riga99proc/gruska.pdf 
"Why unify information theory and machine learning? Because they are 
two· sides of the same coin. In the 1960s, a single field, cybernetics, was po-
pulated by information theorists, computer scientists, and neuroscientists, all 
studying common problems. Information theory and machine learnirig still 
belong together." 
David J .C. MacKay, extrait de la préface de "Information Theory, Inference, and Learning 
Algorithms" (Cambridge University Press, 2003) 
"The core of the argument is that in modelling the uni verse through Ma~ 
chine Learning, we are obliged to make inferences based on finite and hence ty-
pically less-than-complete information. We can never know everything about 
a situation, and this gives us our link between quantum mechanics and sta-
tistical inference through machine learning." 
David Lowe, extrait du résumé d'une présentation intitulée "Machine Learning, Uncer-
tain Information, and the Inevitability of Negative ·Probabilities" (présentée à un atelier 
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FIG. 1 - Qui est l'apprenant? 




L'informatique quantique [126,152] s'intéresseaux implications de la mécanique quan-
tique pour fins de traitement de l'information alors que l'apprentissage machine [79,98, 
114,145,182] étudie les techniques permettant de donner à la machine la capacité d'ap-
prendre à partir d'expériences passées. 
L'information quantique est intrinsèquement différente de sa contrepartie classique; 
ainsi, elle ne peut pas être mesurée précisément et est perturbée par l'observation, mais 
peut en même temps exister en superposition d'états classiques. L'information classique.et 
quantique peuvent être utilisées conjointement pour réaliser des prouesses hors de portée 
de l'informatique classique seule, comme par exemple factoriser efficacement des grands 
entiers [172], chercher dans un espace de recherche non-structuré avec un gain quadratique 
par rapport au meilleur algorithme classique possible [103] ou encore permettre à deux 
personnes de communiquer de manière totalement confidentielle même sous les yeux d'un 
espion disposant d'une puissance de calcul illimitée [23]. 
En apprentissage machine, les tâches typiques incluent la prédiction de la classe (clas-
sification) ou d'une caractéristique non observée (régression) d'un objet en se basant 
1 
sur des observations sur celui-ci en apprentissage supervisé, ou encore la recherche de 
structures cachées à l'intérieur des données comme découvrir des catégories naturelles 
(catégorisation), trouver une représentation compacte qui préserve au mieux possible l'in- , 
formation (réduction de dimensionnalité) ou encore apprendre directement la fonction de 
probabilité décrivant la distribution de données (estimation de densité) en apprentissage 
non-supervisé. 
Pour n'importe quel domaine de l'informatique, il est naturel de se demander s'il est 
possible ou non, en utilisant le paradigme de l'information quantique d'obtenir des algo-
rithmes plus efficaces, où la notion d'efficacité peut avoir des sens différents suivant le do-
~aine considéré. Par exemple, cela pourrait signifier un algorithme plus rapide, ou encore 
économiser de la communicàtion dans la réalisation de tâches distribuées, ou augmenter 
la sécurité dans un contexte cryptographique, etc. Quand on reg~rde spécifiquement l'ap-
. prentissagemachine et l'informatique quantique, on peut imaginer plusie~rs manières de 
2 
les faire interagir. Mon but principal dans cette thèse est de montrer que bien que l'in-
formatique quantique et l'apprentissage machine peuvent sembler a priori très différents, 
ils peuvent (et ont déjà pu) se rencontrer de multiples façons dont ils ont mutuellement 
bénéficié. L'apprentissage quantique est le domaine qui est né de ces différentes rencontres 
entre l'informatique quantique et l'apprentissage machine. 
Le plan de cette thèse est le suivant. Dans un premier temps, le chapitre 2 présente 
un survol de l'informatique quantique et introduit les notions de base du domaine, puis 
le chapitre 3 offre une présentation de l'apprentissage machine et de ses deux formes 
principales: l'apprentissage supervisé et l'apprentissage non-supervisé. 
Ensuite, l'apprentissage quantique est défini dans le chapitre 4 et un tour d'horizon. 
des rencontres antérieures entre l'informatique quantique et l'apprentissage machine est 
donné. Ces rencontres incluent: 
la comparaison de l'apprentissage quantique et classique en théorie calculatoire de 
l'apprentissage (appelée computational learning theory en anglais), 
les variantes quantiques d'algorithmes d'apprentissage dont les réseaux de neurones 
quantiques, 
les algorithines classiques d'apprentissage s'inspirant de la mécanique quantique, 
les bornes en complexité de la communication quantique s'appuyant sur des notions 
d'apprentissage machine, 
- l'estimation de systèmes et de processus quantiques, 
le calcul bayésien pour les matrices densité, 
les cryptosystèmes basés sur des problèmes d'apprentissage difficiles, 
apprendre à généraliser sur des mesures, 
Le chapitre 5 se focalise sur un nouvel axe de recherche, la quantisation d'algorithmes 
d'apprentissage non-supervisé (dont principalement des algorithmes de catégorisation). 
Les principales contributions de ce chapitre sont: 
- la description de sous-routines quantiques basées sur l'algorithme de Grover pou-
vant être utilis·ées pour quantiser des algorithmes d'apprentissage. 
- une recette explicite montrant comment, à partir de la description classique d'un 
ensemble de données, construire un circuit quantique pouvant être utilisé ensuite 
comme une boîte noire à l'intérieur d'un algorithme d'apprentissage. 
3 
des versions quantisées des algorithmes de catégorisation divisive, k-médianes (ver-
sion standard et distribuée), construction d'un graphe de voisinage, détection d'ano-
malies et initialisation "intelligente" des centres des catégories. Toutes ces versions 
quantfsées sont plus efficaces en terme de temps de calcul ou de complexité que 
leurs contreparties classiques. 
l'ouverture de perspectives futures comme une ébauche d'une version quantique 
d'un algorithme de réduction de dimensi0nnalité (Isomap) ou encore d'algorithmes 
quantiques d'estimation de densité basé sur des extensions de Grover permettant 
de compter le nombre de solutions. 
Le chapitre 6 définit l'analogue de l'apprentissage machine quand l'ensemble de 
. ~ 
données est composé d'états quantiques, et non plus d'observations classiques sur des 
objets classiques. Ce changement de théorie sous-jacente à l'apprentissage a une influence 
directe sur le processus d'apprentissage et ses limitatIons. Les principales contribution de 
. ce chapitre sont : 
- le développement d'un èadre permettant de reformuler certains problèmes de la 
théorie quantique de la détection et de l'estimation en tâches d'apprentissage. 
- la formalisatio'n des notions de classes et de réductions d'apprentissage quantiques. 
la définition des variantes quantiques de la classification binaire, la classification 
binaire pondérée et la classification multiclasse. 
la description des réductions d'apprentissage permettant de réduire les versions 
pondérée et multiclasse de la classification à sa version standard. 
la définition des tâches d'apprentissage non-supervisé quantiques que sont la 
catégorisation, la réduction de dimensionnalité ou l'estimation de densité. 
Finalement, la conclusion récapitule les principaux travaux d'apprentissage quantique 
décrits dans cette thèse et les mets en perspectives les uns par rapports aux autres. 
CHAPITRE 2 
SURVOL DE L'INFORMATIQUE QUANTIQUE 
2.1 Présentation de l'informatique quantique 
Définition 2.1 (Informatique quantique). L'informatique quantique (126, .152J étudie les 
implications de la mécanique quantique pour fins de traitement de l'information. 
Lorsqu'on définit l'informatique comme « la science du traitement de l'information», 
on sous-entend implicitement que ce traitement de l'information s'effectue en suivant 
les lois de la physique classique qui décrivent les phénomènes à l'échelle macroscopique. 
La mécanique quantique, quant à elle, explique plutôt les phénomènes apparaissant à 
l'échelle de l'atome et le comportement des particules élémentaires. Les principes de 
la mécanique quantique sont très différents de ceux de la physique classique et peuvent 
parfois sembler contre-intuitifs au premier abord comme nous allons l'entrapercevoir dans 
les prochaines sections. En associant le traitement de l'information basé sur ces lois 
physiques avec l'informatique classique, il est possible de réaliser des prouesses hors de 
portée de l'informatique classique seule (cf. section 2.4). 
L'informatique quantique est un domaine encore jeune qui est hautement multidisci-
plinaire car se trouvant au confluent de l'informatique, de la physique, des mathématiques 
et de la chimie : 
- l'informatique pour la partie traitement de l'information, 
- les mathématiques pour le formalisme servant à décrire le domaine, 
la physique pour les principes gouvernant le modèle de calcul et la réalisation phy-
sique de l'ordinateur, 
- et la chimie pour certaines implémentations. 
Historiquement, Feynman a été l'un des premiers à suggérer en 1981 qu'un ordinateur 
, 
basé sur les principes de la mécanique quantique pourrait permettre de simuler efficace-
ment d'autres systèmes physiques quantiques [85]. En 1985, Deutsch a ensuite développé 
l'idée qu'un tel ordinateur pourrait offrir un avantage calculatoire comparé à un ordi-
nateur classique et a défini le modèle de la machine de Turing quantique [68], avant de 
définir en 1989 celui des circuits quantiques [69]. La preuve d'équivalence entre les deux 
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modèles et le raffinement du modèle des circuits quantiques a été apporté en 1993 par 
Yao [194]. Depuis, c'est principalement dans le langage des circuits que sont décrits la 
plupart des algorithmes quantiques. 
2.2 Not'ions de base d'informatique quantique 
La section suivante présente les principes et notions de base des circuits qrlantiques, 
qui est le modèle de calcul généra~ement utilisé pour· décrire le fonctionnement des algo-
rithmes quantiques. 
2.2.1 Qubit, transformation unitaire et mesure 
Un qubit (ou bit quantique) est l'analogue quantique d'un bit classique. Par contraste 
avec sa éontrepartie classique qui peut seulement être dans un état à la fois (soit zéro, 
soit un), le qubit peut exister en une superposition d'états. Ainsi tout système physique 
qui peut exister en superposition cohérente d'états est un bit quantique potentiel. 
Exemple 2.1 (Système quantique). Un atome pouvant se retrouver dans l'état fon-
damental ou excité, la polarisation d'un photOn (horizontale, verticale ou circulaire) 
ou encore le spin d'un électron qui peut pointer vers le haut ou le bas sont tous des 
implémentations physiques potentielles de systèmes quantiques. 
Un des prérequis pour les utiliser pleinement comme système quantique, est de pouvoir 
les mettre en superposition de plusieurs états, et non un seul état comme le serait un bit 
classique. 
Définition 2.2 (Qubit). Formellement, en utilisant. la not~tion de Dirac, un qubit peut 
être décrit comme l'l/J) = 0: 10) + /311), où 0: et /3 sont des nombres complexes appelés les 
amplitudes des états 10) et Il), respectivement. Les valeurs de 0: and /3 sont telles que 
10:1 2 + 1/31 2 = 1. De manière équivalente, l'l/J) peut être décrit èomme un vecteur colonne 
représentant un état quantique vivant dans un espace de Hilbert. 
Lorsqu'un qubit est mesuré, on va observer un des deux états classiques avec un 
probabilité qui dépend de son amplitude mise au carré. 
Définition 2.3 (Effet de la mesure). Lorsque l'état l'l/J) = 0: 10) + /311) est mesuré, soit 
10) va être observ6 avec probabilité 10:1 2 , soit Il) sera observé avec probabilité 1/31 2 . 
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En fait, la mesure est le seul acte irréversible car une fois celle-ci effectuée le qubit 
sera devenu l'état mesuré. Le reste du temps, les calculs effectués sont réversibles et sont 
réalisés à l'aide de transformations unitaires, qui correspondent aux opérations autorisées 
par les lois de la mécanique quantique. 
Définition 2.4 (Transformation unitaire). Une transformation U sera dite unitaire si 
et seulement si UUt = UtU = l, où ut est là transposée conjuguée de U et 1 la matrice 
identité. Une transformation unitaire agissant sur d qubits est généralement représentée 
sous la forme d'une matrice carrée de taille 2d par 2d J où les entrées de la matrice 
correspondent à des nombres complexes. 
Définition 2.5 (Porte unaire : Walsh-Hadamard). Un exemple d'une telle opération 
qui ne possède pas de contrepartie classique est la porte de Walsh-Hadamard H qui 
transforme l'état la) en Jz la) + Jz Il) et l'état Il) en la) Il). 
De façon équivalente, on peut voir l'action de H comme la) f-+ la) + (_l)U ~ Il), 
oi.i a est un bit classique. Si on commence avec un qubit arbitraire 11./1) a la) + ,811) et 
qu'on lui applique H, on obtient par linéarité a( la) + Il)) + ,8(Jz la) - ~ Il)) = 
0.$ la) + o.:;: Il). 
Considérons l'exemple suivant qui illustre les notions vues pour l'instant l : 
FIG. 2.1 - Exemple d'un simple circuit quantique. 
Si on initialise 11./1) = la), cela signifie que l'on va commencer avec la), appliquer la 
porte de Walsh--Hadamard et mesurer l'état. Après la porte de Walsh-Hadamard, l'état 
11./1) va avoir évolué vers Jz la) + Jz Il) et après la. mesure, on va observer soit le bit clas-
sique a avec probabilité ~, soit 1 avec la même probabilité. On peut remarquer d'ailleurs 
qu'un tel circuit correspond à un générateur parfait de bit aléatoire. Il est particulièrement 
1 Dans la notation des circuits utilisée dans cette thèse, un trait simple un fil transportant un 
qubit alors qu'un trait double est utilisé pour un bit classique. De même, un bloc rectangulaire représente 
une transformation unitaire agissant sur un (ou des) qubit(s) alors qu'un bloc qui est arrondi à droite 
symbolise une mesure qui prend en entrée un (ou des) qubit(s) et produit en sortie de l'information 
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important de comprendre qu'après la mesure, 1'Ij;} ne sera plus en superposition mais qu'il 
sera devenu la valeur observée (soit ID) ou Il}), d'où l'aspect irréversible de la mesure. 
Les autres transformations unitaires opérant sur un qubit rencontrées fréquemment 
sont le Not, le changement de phase P et Re, la rotation par un angle (J. 
Définition 2.6 (Portes unaires : Not, P et Re). L'effet de la porte quantique Not est 
exactement le même que celui de la version classique, c'est à.dire de transformer 10) f-t Il} 
et Il) f-t 10). Le changement de phase P, par contre, ne connaît pas d'équivalent classique, 
il amène 10) f-t 10) et Il) f-t Il}. La rotation par un angle arbitraire Re transporte 
10) f-tcos(J!O) sin(J!l) et Il) f-tsin(J10)+cos(J11). 
On peut aussi remarquer que les portes H, Not et P sont leurs propres inverses, c'est 
à dire que U ut, où U est la transformation unitaire considérée. Ainsi dans l'exemple 
de la figure 2.1, si on avait appliqué une seconde fois la porte H plutôt que de mesurer 
directement, on serait de nouveau revenu sur 1'Ij;) HH 10) = ID}. 
2.2.2 Registre, circuit quantique et POVM 
La notion de qubit pos~ède une extension naturelle qui est celle du registre quantique. 
Définition 2'.7 (Registre quantique). Un registre quantique 1'Ij;} composé de n qubits vit 
dans un espace de Hilbert Ji de dimension 2n . Le registre quantique liP} =2:;2;1 ai li) est 
décrit par aa, ... ,a2n-l qui sont des nombres complexes tels que 2:;2;1 lail 2 = 1. L'état, 
li) représente l'encodage binaire de l'entier i. 
Le produit tensoriel 0 est généralement utilisé pour représenter la composition de 
deux systèmes quantiques (comme par exemple de deux qubits). 
Exemple 2.2 (Composition). Si on dispose de deux systèmes 1'Ij;) = 0:' 10) + (311) et 
1<fJ) = ,10) +(11) et qu'on les place l'un à côté de l'autre, on peut décrire le système 
composite comme If) = liP) 01<fJ) = 0:',100) + 0:'(101) f3"111O) + f3(111). 
La notation'I'Ij;)®k est utilisée comme raccour<:i pour ror\rO"OTIrAr un registre quantique 
composé de k copies du même état liP). 
Les opérations unitaires peuvent aussi être' généralisées à deux ou plusieurs qubits. 
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Définition 2.8 (Porte binaire: Swap). L'action de la porte binaire Swap sur deux qubits 
11,b) et I<p) passés en entrée (figure 2.2) est d'échanger la place des qubits sur les fils du 
circuit. 
I<p) .~ 11,b) 
11,b) ~ I<p) 
FIG. 2.2 - Porte ?wap. 
Définition 2.9 (Porte binaire: Control-U). La porte; Control-U est une porte binaire, 
où U peut être n'importe quelle opérati~n unitaire sur un qubit. Quand cette porte est 
... appliquée, le qubit sitùé surIe fil supérieur est responsable de décider si oui ou non la 
porte U sera appliquée sur le qubit inférieur. On appelle le qubit supérieur la source et le 
qubit inférieur la cible. 
Isource) -=r-
lcible) ~ 
FIG. 2.3 - Porte Control-U. 
Exemple 2.3 (Porte binaire: Control-NOT). La porte Control-NOT est une porte bi-
naire, où on applique la porte NOT sur la cible uniquement si la valeur de la source est 
Il). 
Si jamais la source et la cible sont en superpositions d'états, il peut arriver que non 
seulement la cible change de valeur, mais aussi que la source soit affectée. Ainsi le 
cas de la porte Control-NOT, si Isource) = ~ 10) + ~ Il) et Icible) 
nous avons comme entrée au circuit 
Isource} ® ICible) ( _1 10) + _1 Il)) ® (_1 10) - ~ Il)) v'2 v'2 . v'2 v'2 
ce qui équivaut à 
1, 1. 1 1 
100) - - 101) + -110) - -111) . 
2 2 2 2 




. Or, après l'application de la porte Control-NOT, nous avons comme sortie 
1 1 1 1 (1 1) (1 1) 
-100) - -101) + -111) - -110) = -10) - -11) Q9 -10) - -11) . 
2 2 2 2 .J2 .J2 '.J2 .J2 (2.3) 
Ainsi, la cible est inchangée mais l'étatd~ la source est maintenant de ~ 10) - ~ Il) au 
lieu de ~ 10) + ~ Il) initialement. 
En informatique quantique, tout ce qui correspond à une opération physique valide 
effectuée sur un système quantique peut être décrit par une mesure généralisée appelée 
POVM [156] (du ter~e angl~is Positive-Operator Valued Measurement). 
Théorème 2.1 (Implémentation d'un POVM, théorème de Neumark (voir [156] par 
exemple)). Il est toujours possible de représenter l'action d'un POVM sur un état quan-
tique 1'ljJ) dans le language des circuits par l'ajout d'un système ancillaire IO)0k (dont la 
dimension 2k dépend du POVM spécifique, qu'on souhaite réaliser), l'application d'une 
opération unitaire U, opérant sur les n qubits composant 1'ljJ) plus les k qubits .du système 
ancillaire, suivi d'une mesure à la fin. 
FIG. 2.4 - Une architecture générique de POVM. 
En pratique, cependant, décomposer l'opération unitaire U, qui peut-être décrite par 
une matrice carrée de taille 2n+k par 2n+k où les entrées sont des nombres complexes, 
. . 
sous forme de portes unaires et biliaires est souvent une tâche non-triviale. De plus, afin 
d'être considéré efficace, la taille d'un circuit quantique doit être polynomiale par rapport 
au nombre de qubits composant l'entrée 1'ljJ). Tout l'art de développer un algorithme 
quantique pour une tâche précis.e est de trouver un circuit qui est plus efficace que ce qui 
est classiquement possible/connu. 
Lemme 2.1 (Principe du délai de la mesure (voir page 186 dans [152])). Le principe 
du délai de la mesure énonce que même si une séquence d'opérations sur un registre 
quantique inclut des mesures en cours de route et un comportement adaptatif en fonction 
des résultats des mesures, il est toujours possible de reformuler cette séquence d'opérations 
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en un POVM qui ne comporte qu'une seule mesure à la fin et dont tout le reste de 
l'évolution est unitaire (et donc représentable sous forme dJun circuit quantique). 
La porte Control-Not (ou n'importe quelle porte binaire autre.que Swap et l'identité 1), 
ainsi que pratiquement n'importe quelle porte unaire qui ne préserve pas la base de calcul, 
sont suffisants pour obtenir l'universalité du modèle [171], c'est-à-dire pouvoir calculer 
n'importe quelle fonction. Par opposition, en informatique classique, si on requiert que le 
calcul soit universel et réversible [20], alors il faut utiliser des portes faisant interagir au 
moins 3 bits en même temps tel que la porte de Toffoli [180] ou la porte de Fredkin [88]. 
2.3 Propriétés de l'information quantique 
Comme nous allons le voir dans cette section, l'information quantique est de par 
sa nature très différente de l'information classique et elle possède des propriétés très 
particulières. 
2.3.1 Parallélisme quantique, intrication et interférence 
L'informatique quantique puise sa force dans trois ressources n'ayant pas de contre-
partie classique: le parallélisme quantique, l'intrication et l'interférence. 
Définition 2.10 (Parallélisme quantique). Le parallélisme quantique réfère au fait que 
de par le principe de superposition et la linéarité de la mécanique quantique, il est possible 
de calculer en parallèle les valeurs d'une fonction sur plusieurs entrées. 
Ainsi, pour une fonction booléenne qui prendrait en entrée une chaîne de n bits, il est 
possible de calculer en une seule fois, le résultat de la fonction sur une superposition des 
2n entrées possibles. Comparé au cas classique, où on ne peut calculer la fonction qu'avec 
une seule entrée·à la fois, on a donc un gain potentiel qui est exponentiel. Cependant, si 
on cherche naïvement à observer directement le résultat de la fonction, on va seulement 
observer une seule sortie de la fonction parmi le nombre exponentiel de sorties calculées. 
Il est malgré tout possible de tirer avantage des valeurs calculées sans chercher à les 
mesurer directement comme le font les algorithmes quantiques (voir section 2.4). 
. Quantiquement, un circuit quantique (figure 2.5) calculant une fonction f peut être 
représenté par une transformation unitaire U qui prend en lx) et un qubit ancillaire 
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lx) RIX) . u . 
lb) lb EB f(i)) 
FIG. 2.5 - Calcul d'une fonction par oracle quantique. Le symbole EB représente l'opération 
qui fait le OU exclusif entre deux bits (ou deux chaînes de bits). 
lx) ~ (_1)/(") lx) 
. U 
Il) H H Il) 
FIG. 2.6 - Calcul d'une fonction par retour de phase. 
lb), et qui retourne en sortie lx, b EB f(x)) (ce qui implique que le circuit est réversible). 
Ce même circuit peut être utilisé (figure 2:6) pour stocker la valeur de f(x) directement 
dans la phase en utilisant la technique du retour de phase [60]. Soit le circuit représenté 
dans la figure 2.7 qui illustre comment on peut interroger une transformation unitaire 
U réalisant une fonction booléenne f : {a, l}n ---) {a, 1} en supe~position de toutes les 
lentrées possibles. Le circuit prend en entrée n + 1 qubits, les n premiers qubits servant 
à représenter les chaînes de bits x E {a, l}n passées en entrée à la fonction f et le qubit 
ancillaire servant à recueillir le résultat de l'application de cette fonction. La tour de 
Walsh-Hadamard H0n va appliquer H sur tous les qubits du registre quantique (sauf le 
qubit ancillaire). Elle génèrera une superposition uniforme de toutes les entrées possibles 
0Jn ~;:Ol lx) 18l10). Apr~s l'application de U, le résultat de la fonction sera stocké dans le 
qubit ancillaire et le registre quantique sera dans une superposition uniforme des entrées 
et des sorties de la fonction f, soit Jn ~;:ollx)l8llf(x)). En un seul appel de U, on a donc 
évalué la fonction f sur· 2n entrées en parallèle. Cependant, si on observe directement le 
registre sans faire aucun post-traitement, on verra simplement une paire (x, f(x)) choisie 
aléatoirement parmi toutes les paires d'entrée/sortie possibles. 
10)0n~ 
10)~ 
FIG. 2.7 - Circuit calculant f sur une superposition de toutes les entrées. 
- 1 
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Il existe des états quantiques qu'on dit intriqués car ils ne peuvent pas être décrits 
de façon indépendante. L'état Iw-} = ~ 101) - ~ 11O}, introduit pour la première fois 
en 1935 par Einstein, Podolsky et Rosen dans un papier essayant de prouver en vain que 
la mécanique quantique est incomplète [81], est un de ces états. 
Définition 2.11 (États séparables et intriqués). Les états quantiques qui peu,/!e'0t être 
exprimés comme le produit tensoriel d'au moins deux systèmes sont dits séparables, alors 
que tous les autres sont considérés comme étant intriqués. 
Bell a prouvé en 1964 que les corrélations qu'offrent certains intriqués sont 
impossibles à reproduire classiquement, même en utilisant une théorie à variables locales· 
cachées [19]. 
Définition 2.12 (Systèmes bipartites intriqués: états de Bell). Les états Iw-}, Iw+} = 
~ 101}+ ~ 110),1<'[>-) 100} ~ Ill) et 1<'[>+) = ~ 100)+ Ill) sont appelés états 
de Bell. 
Si on mesure la moitié d'un états de Bell, le résultat de la mesure sur cette moitié 
va parfaitement déterminer le résultat de la mesure sur l'autre moitié. Cependant, pour 
une personne qui n'aurait aucune information sur le.résultit de cette mesure, le compor-
tement qu'elle pourra observer de la part de l'autre moitié de la paire sera exactement, 
~. 
identique avant ou après la mesure. Cela a pour conséquence que l'intrication ne peut 
pas être utilisée comme moyen de communication instantanée. Par contre, par les 
corrélations qu'elle offre qui ne peuvent pas être reproduites même avec des variables 
aléatoires partagées, l'intrication peut utilisée comme une ressource, par exemple 
pour diminuer.le coût de communication de certaines tâches distribuées [43,189]. 
Soit le circuit suivant : 
la) 
lb) 
FIG. 2.8 - Circuit générateur d'états de Bell. 
L'entrée·du circuit (figure 2.8) est composée de l'état la) @Ib) où a et b sont deux bits 
classiques. Après l'application de la porte de ·Walsh-Hadamard H, le système se trouvera 
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dans l'état (0IO)+(-1)a 011))@lb) ce qui est équivalent à 0IOb)+(-1)a 011b). À la 
sortie du circuit, on obtiendra après l'action du Control-Not, l'état o lOb) +( _1)a o lIb). 
En faisant varier les deux bits classiques a et b mis à l'entrée du circuit, on peut générer 
les quatre états de Bell. Plus précisément, si a = 0 alors on obtient « + » sinon « - », 
et de même si b = 0 alors 1<1» sinon l'li). Par exemple si ab = 11, on aura généré 1'lI-). 
L'intrication peut se généraliser à des états sur n qubits, comme par exemple l'état GHZ 
généralisé à n participants (aussi appelé état chat) qui a la forme o Ion) + 011n). 
Définition 2.13 (Interférence). On nomme interférence, le phénomène quantique qui fait 
que les chemins logiques de calcul puissent interférer entre eux de manière constructive 
ou destructive. 
L'amplitude d'un 'chemin particulier est calculée en additionnant les amplitudes des 
branches qui le composent. Comme les amplitudes sont des nombres complexes, l'ampli-
tude d'un chemin de calcul sera elle aussi un nombre complexe. Lorsqu'on fait la somme 
des amplitudes des chemins menant à un état particulier,ces valeurs peuvent se conso-
lider entre elles, si par exemple toutes les amplitudes ont des valeurs réelles positives 
(ou encore si elles ont toutes des valeurs réelles négatives). Ces valeurs peuvent aussi 
s'annuler entre elles si par exemple toutes les amplitudes des chemins ont la même norme 
mais qu'exactement la moitié sont des nombres positifs et que l'autre moitié soient des 
nombres négatifs. L'interférence est dite constructive si les chemins se consolident entre 
eux et destructive lorsqu'ils s'annulent entre eux. Lorsque de l'interférence constructive 
.' a lieu lors d'un calcul, elle s'accompagne aussi forcément dé sa contrepartie destructive. 
La plupart des algorithmes quantiques utilisent le phénomène d'interférence de manière 
"intelligente" afin de faire ressortir le résultat recherché lors de la mesure finale. 
2.3.2 Théorème de non-clonage, borne de Holevo et impossibilité d'ap-
prendre de l'information sans perturbation 
Comme nous avons pu l'apercevoir dans la section 2.2.1, un qubit est perturbé par 
l'acte de la mesure. Trois théorèmes fondamentaux en théorie de l'information quantique 
posent directement des limites sur ce qui peut être fait/ce qu'on peut apprendre d'un 
état inconnu 1'Ij!). Le premier théorème, appelé théorème de non-clonage [192], est dû 
à Wootters et Zurek, et indépendamment Dieks [72], et peut être énoncé de la façon 
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suivante. 
Théorème 2.2 (Théorème de non-clonage [192]). Il est impossible à partir d'un état 
inconnu 11P) d'en produire une copie additionnelle parfaite à moins que eétat 11P) n'ap-
partienne à un ensemble connu d'états orthogonaux 2 . 
Démonstration. Le preuve de ce théorème est relativement simple. Si un appareil parfait 
de clonage existait alors son action pourrait être représentée par le circuit suivant : 
11P) 
[0) 
FIG. 2.9 - Représentation d'un circuit hypothétique permettant de réaliser un clonage 
parfait. 
Pour que le circuit U réalise effectivement le clonage, il faut en particulier qu'il envoie 
10) 10) !-t 10) 10) et Il) 10) !-t Il) Il). Or par linéarité, cela veut dire qu'il va transformer 
(~ 10)+ ~ Il))010) = ~ 10) 10)+ Il) 10) vers 10) 10}+ Il} Il} ce qui est différent 
de (~ 10) + ~ Il)) 0 (~ 10) + Il)). Un tel circuit de clonage universel ne peut donc 
pas exister. Cette preuve n'est cependant pas complète car elle ne tient pas compte de la 
possibilité de faire une mesure en cours de route ce qui rendrait le circuit hautement non-
unitaire. Voir [118] pour une preuve plus complète se basant sur une approche différente, 
celle du principe de conservation de l'information. [J 
Le clonage parfait reste possible si 11P) appartient à un ensemble connu d'états or-
thogonaux (ce qui arrive en particulier si les qubits sont dans un état classique). Dans 
ce cas-ci, cloner pourrait être simplement réalisé en mesurant dans la orthonormale 
formée par ces états, ce qui révèlerait exactement quell1P} était encodé dans cette 
Avec cette information, rien n'empêche ensuite en principe de réaliser autant de copies 
de \'l/J} que désiré. 
Le deuxième théorème fondamental [115], qui est dû à Holevo, borne la quantité 
d'information qui peut être extraite d'un système quantique: 
2 Le terme "états orthogonaux" réfère à des états qui sont parfaitement distingables entre eux, tel qne 
l'état 10) et l'état Il), ou encore l'état ~IO)';:' ~ Il) et l'état 10) Il). 
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Théorème 2.3 (Borne de Holevo [59,115] (version simplifiée)). Si Alice veut envoyer 
n bits d'information à Bob via un canal quantique, elle devra pour cela lui envoyer au 
moins n qubits si Alice et Bob ne sont pas intriqués et au moins ~ s'ils le sont. 
Bien que ce théorème semble destiné en premier lieu au domaine de la 'communication, 
il a aussi pour corollaire immédiat de limiter le nombre de bits d'information qui peuvent 
être extraits en mesurant un système quantique. 
Corollaire 2.1 (Extraction d'information classique d'un système quantique). Il est im-
possible d'extraire plus de n bits classiques d'un système .quantique composé de n qubits. 
Démonstration. Supposons pour faire une preuve par contradiction, qu'il soit possible 
d'extraire plus de n bits classiques d'un système quantique composé de n qubits. Cela 
voudrait dire qu'Alice pourrait préparer et envoyer ce système pour transmettre plus de 
n bits classiques d'information à Bob ce qui contredirait la borne de Holevo. o 
Ainsi, bien qu'il puisse être nécessaire de représenter un système de n qubits avec un 
nombre exponentiel d'amplitudes par rapport à n, seul une quantité linéaire d'information 
peut en être extraite. 
Le troisième théorème fondamental [25], qui est dû à Bennett, Brassard et Mermin, 
est une extension du théorème de non-clonage (théorème 2.2). 
Théorème 2.4 (Impossibilité d'apprendre de l'information sur un système sans le per-
turber [25]). Aucun appareil de mesure ne peut avoir 'une probabilité non-zéro de révéler 
de l'information classique' sur un état quantique I~) sans avoir en retour une probabilité 
non-zéro de perturber l'état de façon irréversible (sauf s'il est connu d'avance que I~) 
appartient à un ensemble d'états orthogonaux). 
2.3:3 Codage super dense et téléportation quantique 
Soit un ·état de Bell vu dans la sec~ion précédente, dont on confie la moitié de la 
paire à Alice et l'autre moitié à Bob. Si Alice applique l'opétation Not localement sur sa 
moitié de la paire, il est possible pour elle de transformer 1\(1) en I<:P), et vice versa. De 
même, si elle applique localement le changement de' phase P sur sa particule, elle peut 
faire passer « + » vers « - », et inversement, Nous avons maintenant tous les outils sous 
la main pour redériver le codage superdense [26], qui fut inventé par Bennett et Wiesner, 
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et qui permet à Alice de transmettre deux bits classiques à Bob par l'envoi d,'un seul 
qubit s'ils partagent préalablement un état de BelL Le protocole est le suivant, Alice et 
Bob partagent un état 1cI>+) ~ ~ 100) + ~ 111) et Alice souhaite transmettre deux bits 
d'informations a et b à Bob. Si a = 1 alors Alice applique P sur sa particule, et si b = 1 
elle va .appliquer Not .. Ensuite, elle envoie par un canal quantique sa moitié à Bob; puis 
Bob applique l'inverse du circuit décrit dans la figure 2.8 et retrouve en sortie a et b 
qu'Alice voulait lui transmettre. 
Définition 2.14 (Codage superdense). Le codage superdense permet de trarismettre 
deux bits classiques au prix de l'utilisation d'un état de Bell et de la transmission d'un 
seul bit quantique. 
De fait, pour transmettre 2n bits classiques de Alice vers Bob, il est possible soit de 
transmettre 2n qubits, soit de partager n états' de Bell entre Alice et Bobet de faire , . 
transiter ensuite n qubits en utilisant le codage superdense. 
Définition 2.15 (Téléportation quantique). La téléportation quantique (24] permet de 
réaliser une tâche complémentaire du codage superdense, celle de transporter un bit 
quantique inconnu l'l/J?) = Ct? la) + f3? Il) de Alice vers Bob au prix de la transmission de 
2 bits classiques et du sacrifice d'un état de Bell. 
Le terme téléportation réfère au' fait qu'à la fin de la téléportation, Alice n'a plus 
entre ses mains l'état l'l/J?) mais que c'est Bob qui en est maintenant le détenteur. La 
téléportation va donc permettre de transporter un qubit, mais pas de le cloner. Il faut 
aussi noter que la vitesse de cette télél?ortation est bornée par celle de la lumière puis-
qu'il faut le temps aux deux bits classiques de se rendre de Alice vers Bob pour que la 
téléportation soit complétée. Voir l'article original des six pères de la téléportation [24] 
pour plus de détails sur son fonctionnement. 
2.3.4 Matrices densité 
Définition 2.16 (Matrice densité). La matrice densité est un formalisme qui permet de 
représenter la connaissance que quelqu'un a sur un système quantique. En particulier, elle 
constitue une description complète de ce qui peut être observé sur l'état du système (156]. 
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Si on sait à l'avance que l'état quantique 1'ljI) est dans une superposition spécifique 
d'états, alors la matrice densité p de cet état est égale à 1'ljI)('ljI1.3 Dans ce cas, on dit 
que p est un état pur et on a la simple relation p2 = p. Un mélange statistique est une 
distribution de probabilités sur un ensemble d'état purs {(pl, l'ljII)), ... , (Pk, l'ljIk))} , où 
l'ljIi) représente un état pur particulier et Pi est la probabilité associée à cet état, qui 
respecte la relation 2:~=1 Pi = 1. La matrice densité d'un mélange p est définie comme 
2:~=1 Pi l'ljIi) ('ljIi 1· Si ,notre ignorance à propos d'un état est complète, alors on dit que cet 
état est complètement mélangé. Dans ce cas, p = âl où d est la dimension de l'espace de 
Hilbert dans lequel p vit, et 1 est la matrice identité. 
2.4 Quelques résultats quantiques 
Dans cette section, nous allons brièvement énoncer trois résultats parmi les plus 
importants du domaine. Dans l'ordre, nous allons passer à travers les deux algorithmes 
qui ont révolutionné le domaine et qui l'ont fait prendre son essor, celui de Grover et celui 
de Shor, puis passer en revue le premier résultat qui connaît une application commerciale, 
celui de la cryptographie quantique. 
2.4.1 Algorit~me de Grover 
Un des deux algorithmes fondamentaux est l'algOrithme de Grover [103]. Cet algo-
rithme s'attaque au problème de la recherche d'un élément dans un espace de recherche 
non structuré. Formellement, on peut définir ce problème comme la recherche de l'élément 
unique x satisfaisant la relation f (x) = 1 alors que pour tous les autres éléments on aura 
f(x) = Q. Classiquement, l'algorithme le plus naïf qui consiste à interroger la base de 
données (possiblement de manière aléatoire) jusqu'à ce qu'on trouve l'élément est aussi 
le plus efficace. En moyerine, il faudra interroger la base de données sur la moitié de ses 
entrées avant de trouver l'élément souhaité, ce qui donne donc une complexité de 8(n). 
Quantiquement, l'algorithme de Grover permet de résoudre le même problème en temps 
8(Fn)· 
3La notation bra (1/11 est la notation duale de la notation ket 11/1) que nous avons utilisée précédemment 
sans la nommer. Formellement, 11/1) est un vectell,r colonne représentant un état quantique vivant dans un 
espace de Hilbert et (1/11 est la transposée conjuguée de ce vecteur. Par conséquent, 11/1)(1/11 est une matrice 
. carrée. 
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La différence fondamentale entre classique et quantique, c'est que dans un monde 
quantique il est possible d'interroger la base de données en lui donnant comme entrée 
une superposition d'états alors que classiquement on ne peut l'interroger qu'élément par 
élément. L'algorithme de Grover est un algorithme itératif où chaque étape, appelée 
itération de Grover, consiste en une série de transformations unitaires simples. Voir la 
section 5.2 pour plus de détails sur les variantes de Grover. 
2.4.2 Algorithme de Shor 
En cryptographie, il arrive souvent que la: sécurité de cryptosystèmes soit fondée sur 
des hypothèses calculatoires reliées à la difficulté de résoudre un certain problème. En 
particulier, on suppose qu'il existe des fonctions, appelées fonctions à sens unique, pour 
lesquelles il est facile de calculer f(x) sachant x mais qui sont difficiles à inverser, c'est 
à dire de retrouver x sachant f (x). La factorisation est considérée comme une de ces 
fonctions. Ainsi, il est facile de multiplier deux grands nombres premiers mais aucun 
algorithme classique efficace pour retrouver ces deux nombres à partir de seulement leur 
produit n'a été découvert pour l'instant4 . Le système de cryptographie à clé puhlique 
RSA _[164] (pour Rivest, Shamir et Adleman), qui est utilisé couramment de nos jours 
pour sécuriser les paiements électroniques, base sa sécurité exclusivement sur la difficulté 
de la factorisation. 
Classiquement, le meilleur algorithme classique de factorisation connu actuellement 
(le number field sieve [136]) requiert un temps quasi-èxPQnentiel par rapport à la taille 
du nombre à factoriser. Quantiquement, l'algorithme découvert par Shor en 1994 per-
met de factoriser le produit de deux grands nombres premiers en temps polynomial [172]. 
Cet algorithme utilise comme outil la transformée de Fourier quantique, qui peut être 
vue comme l'adaptation quantique de la transformée de Fourier rapide standard. La 
, transformée de Fourier peut être implémentée de façon très efficace (en un nombre poly-
, 
nomial de portes) sur un ordinateur quantique. L'algorithme de Shor est un algorithme 
pro1?-abiliste de type Las Vegas qui utilise la transformée de Fourier quantique comme 
sous-routine. Pour être précis, l'algorithme ne s'attaque pas directement à la recherche des 
facteurs mais le réduit au problème de trouver la période d'une fonction injective sur sa 
40U alors s'il a été découvert, il n'a pas été divulgué pour le moment. 
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période. Shor résout ce problème et utilise ensuite la réduction existante pour factoriser. 
Dans son article, Shor détaille aussi un algorithme permettant CIe résoudre efficacement le 
logarithme discret, un autre problème pour lequel on ne connaît pas de solution classique 
efficace et sur lequel sont bâtis la sécurité présumée de certains cryptosystèines. 
2.4.3 Cryptographie quantique 
Comme nous l'avons vu dans les sections précédentes, bien utilisée l'information quan-
tique peut permettre de réaliser des tâches qui semblent impossibles ou difficiles classi-
quement tel que factoriser efficacement. En particulier, l'algorithme de Shor condamne 
à plus ou moins court-tèrme les cryptosystèmes à clé publique tel que RSA. Il existe 
cependant un remède fourni par l'information quantique elle-même, celui de la crYpto-
graphie quantique. Classiquement, il existe un protocole permettant à deux personnes de 
communiquer de façon inconditionnellement sécuritaire. Ce protocole du masque jetable, 
qui a été découvert par Vernam [183], perfectionné par Mauborgne et prouvé sécuritaire 
par Shannon [170], requiert que les deux participants partagent' une clé secrète au moins 
aussi longue que le message qu'ils veulent échanger. Une fois qu'un message a été chiffrée 
avec cette clé ",c>r'1"ot'p elle ne pourra malheureusement pas être réutilisée sous peine de 
complètement ruiner la sécurité du protocole. Le problème est que dans un monde clas-
sique, deux particip'ants ne peuvent pas générer de clé secrète commune à moins de se 
rencontrer physiquement ou de déjà disposer d'un canal sécuritaire. 
Dans le monde quantique, la situation est différente. En utilisant le protocole de 
distribution de clés BB84 [23], Alice et Bob peuvent, s'ils disposent d'un canal quantique 
les reliant, réussir à générer une clé secrète aléatoire commune, et ceci même sous yeux 
d'un espion disposant d'une puissance de calcul illimitée. Sans entrer dans les détails, 
si J'espion essaye d'apprendre de l'information sur les qubits qu'il voit passer sur le 
canal, il va nécessairement créer une perturbation qui pourra ensuite être par 
Alice et Bob. Ce protocole offre une sécurité inconditionnelle qui n'est pas sur 
des hypothèses calculatoires mais sur les lois physiques de la mécanique quantique. La 
cryptographie quantique est la première application quantique qui est suffisament mature 
pour être passée du laboratoire à l'étape commerciale'5. 
est actuellement vendue en ligne par plusieurs compagnies dont idQuantique (http://WVlw . 
idquantique . corn) et MagiQ Technologies, (http://www.magiqtech.com). 
CHAPITRE 3 
SURVOL DE L'APPRENTISSAGE MACHINE 
3.1 Présentation de l'apprentissage machine 
Définition 3.1 (Apprentissage machine). L'apprentissage machine [79,98,114,145,182] 
étudie les techniques permettant de donner à la machine la capacité d'apprendre à partir 
d'expériences passées., 
Contrairement à l'informatique "traditionnelle" où l'on programme explicitement la 
machine sur comment elle doit réagir en fonction de chaqùe situation, l'apprentissage ma-
chine cherche à donner la capacité d'apprendre à partir d'exemples de situations passées 
afin de pouvoir généraliser dans le futur à des situations nouvelles. Le domaine peut 
lui-même être séparé en trois so~s-domaines : l'apprentissage supervisé, l'apprentissage 
non-supervisé et l'apprentissage par renforcement. 
L'apprentissage supervisé et non-supervisé seront détaillés dans les sections suivantes . 
. L'apprentissage par renforcement [177] cherche à représenter l'apprentissage d'un agent 
motivé par un but, qui interagit avec un environnement incertain afin de maximiser une 
fonction d'utilité/récompense. L'agent peut influer sur l'environnement par ses actions 
et ainsi apprendre de façon dynamique par des stratégies d'essai/erreur. Nous n'abor-
derons pas plus en détails l'apprentissage par renforcement dans ce chapitre, car il est 
lelativement hors de propos par rapport à cette thèse.- Nous verrons cependant dans le 
chapitre 4 qu'il existe des travaux ayant quantisés certains algorithmes d'apprentissage 
par renforcement (cf. section 4.3). 
3.2 Apprentissage supervisé 
Un algorithme d'apprentissage apprend à partir d'un ensemble de données, ap-
pelé ensemble d'entraînement, passé en entrée à l'algorithme. Cet ensemble d'en-
traînement contient des observations sur des objets, collectées soit en observant le 
passé, soit directement acquises auprès d'experts. Dans le cas de l'apprentissage su-
pervisé, un ensemble d'entraînement contenant n points de données est décrit comme 
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Dn = {(Xl, yI), ... , (Xn , Yn)}, où Xi est un vecteur représentant des observations sur les 
caractéristiques du i ème objet (ou point de données)l de l'ensemble d'entraînement et Yi la 
cible associée à cet objet. Le but de l'algorithme d'apprentissage est d'apprendre, à partir 
de Dn, une transformation f : X f--+ y. Autrement dit, f est une fonction qui associe une 
cible y à un vecteur d'observations x. Cette fonction est la sortie produite par l'algorithme 
suite à la phase d'entraînement. Un cas typique serait celui où chaque objet peut être 
décrit en utilisant d attributs réels et où on s'intéresse à faire de la classification binaire 
(voir figure 3.1 pour un exemple). Dans ce cas-ci, Xi E ]Rd et Yi E {-1, +1}. Considérons 
, 
l'exemple suivant, qui illustre la classification binaire de manière plus concrète. 
Exemple 3.1 (Classification binaire). Soit une banque, qui à partir des données de ses 
clients, voudrait apprendre un classifieur lui permettant d'évaluer si une personne pourra 
ou non réussir à rembourser un prêt (classe positive ou négative). Dans ce cas, d serait 
le nombre d'attributs servant à décrire chaque client, et y serait égale à "+ 1" pour les 
clients dans l 'historique de la banque ayant remboursé leur prêt et "-1" pour ce'ux qui 
ont failli à leur remboursement. Une fois le classifieur f appris, on peut lui soumettre 
le vecteur d'attributs X? d'un nouveau client afin d'évaluer si le client est intéressant ou 
non pour la banque selon la valeur y? prédit. 
3.2.1 Classification, régression et ordonnancement 
. Les trois tâèhes prinCipales de l'apprentissage supervisé sont : la classification, la 
régression et l'ordonnancement. En classification, la fonction f qu'on cherche à apprendre 
est appelé classifieùr. Elle permet d'associer à chaque vecteur d'observations x, sa classe 
correspondante y. Si on considère la classification multiclasse avec k classes différentes, 
on a'y E {1, ... , k}. 
Exemple 3.2 (Classification). Reconnaître les empreintes digitales ou le visage d'une 
personne (dans ce cas-là chaque classe correspond à un individu), classifier automati-
quement une nouvelle fraîchement publiée comme appartenant à la section "culture" ou 
"sports", détection de cas de fraudes, ... 
1 Dans cette thèse, les termes "objet" et "point de données" possèdent la même signification et seront 
utilisés de manière int~rchangeable. De même, les termes "classe", "groupe" et "catégorie" seront eux 
aussi utilisés de façon interchangeable. 
/ 
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FIG. 3.1 - Illustration d'une tâche de cl<issification binaire. À partir des points de donnéès 
contenus dans l'ensemble d'entraînement, qui sont étiquetés d'après leur classe respective 
(ici «-1 » ou « +1 »), l'algorithme va apprendre une surface de décision qui fait la 
séparation des données et va jouer le rôle de classifieur. 
En régression, on cherche à apprendre le même type de fonction que pour la classifi-
cation. Cependant, au lieu que les y appartiennent à un ensemble fini, elles peuvent être 
choisies parmi un ensemble continu. Ainsi, la régression peut être vue comme la tâche 
de prédiction d'une certaine caractéristique de l'objet qui est choisie parmi un ensemble 
continu (et non discret comme dans le cas de la classification). 
Exemple 3.3 (Régression). Prédire l'âge d'un arbre à partir d'observations le concer-
nant, estimer le degré de risque de non-remboursement par rapport à une personne 
(contre simplement risque/non-risque dans le cas de la classification) ou encore prévoir 
l'évolution future du cours d'une action en bourse. 
, 
L'ordonnancement (ou ranking en anglais) cherche à ranger/ordonnancer différentes' 
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instances de l'ensemble d'entraînement en fonction de leur pertinence par rapport à un 
point de données passé en entrée.· L'ordonnancement correspond donc à prédire, pour 
chaque point d'entraînement, un score représentant sa pertinence par rapport à l'objet 
. considéré actuellement. 
Exemple 3.4 (Ordonnancement). Supposons que chaque point de données de l'ensemble 
d'entraînement correspond à une page web et qu'on cherche à donner un score d'utilité 
pour chaque page par rapport à la requête actuelle. Dans le contexte de "la recommandation. 
de produits, on pourrait vouloir trier les articles d'une boutique en ligne en fonction de 
leur intérêt potentiel par rapport à. un acheteur spécifique. 
3.2.2 Généralisation et validation 
L'apprentissage machine est fondamentalement différent de l'apprentissage par cœur, 
où la machine chercherait simplement à mémoriser les exemples présentés sans rien aIr-
prendre d'eux. En effet, en apprentissage machine on que non seulement la ma-
chine va pouvoir reconnaître la plupart des exemples qu'on lui a présentés mais aussi 
et surtout qu'elle va pouvoir généraliser, à des cas non observés auparavant. Pour tes-
ter l'efficacité d'un algorithme, on met généralement de côté un ensemble de données 
appelé e'Tfsemble de. test, qui est indépendant de l'ensemble d'entraînement et sur lequel 
on testera la fonction f retournée par l'algorithme. L'erreur sur cet ensemble, 
appelée erreur de test, constitue un estimé de la véritable erreur de généralisation. Ce 
n'est pas le cas de l'erreur d'entraînement qui n'est généralement pas un bon indica-
te4r de l'erreur de généralisation (car étant biaisée), bien que constituant elle-même une 
borne inférieure de l'erreur de test. Il existe souvent un compromis fondamental à faire 
entre le surapprentissage, où on aura choisi une représentation qui est très. proche des 
données d'entraînement mais où la généralisation sera faible, et le sous-apprentissage où 
au contraire on aura considéré un ensemble de fonctions possibles d'où f est choisie qui 
n'est pas assez riChe pour représenter la diversité présente dans les données. 
Afin d'éviter ces deux situations qui conduisent à une faible généralisation, on èherche 
à contrôler la complexité du modèle et ensuite à évaluer la performance de l'algorithme 
sur différentes possibilités, Les méthodes d'évaluation les plus communément utilisées 
sont: 
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(1) La validation simple, où l'ensemble de données est séparé en un seul ensemble 
( 
d'entraînement et de test (en utilisant par exemple 80 % des données pour l'en-
traînement et 20 % pour le test). 
(2) La validation croisée, où on répète plusieurs fois l'étape d'entraînement/test mais en 
mélangeant aléatoirement les données à chaque fois. La mesure d'erreur considérée 
est la moyenne des erreurs obtenues lors des différentes tentatives. 
(3) La validation par blocs [73] (appelée k-fold cross-validation en anglais), où on coupe 
l'ensemble de données en k blocs distincts. Chaque bloc sert une seule fois en temps 
qu'ensemble de test et est utilisé le reste du temps comme ensemble d'entraînement. 
Un avantage de la validation par blocs est que comme chaque point de données est 
utilisé une seule fois pour le test, l'estimé obtenu de l'erreur de généralisation est 
plus robuste et moins biaisé que dans le cas de la validation croisée [131]. 
(4) La validation "jackknife"(aussi appelée leave-one-out), où on entraîne sur tous ! 
les points sauf un sur lequel on mesure l'erreur de test. On répète ensuite cette 
procédure pour chacun des points de données (ce qui revient à faire une validation 
par blocs avec k = n blocs, pour n le nombre de points de données total). 
Les mêmes méthodes de validation peuvent être utilisées afin d'optimiser un hyper-
paramètre de l'algorithme, comme par exemple celui qui contrôle la complexité du modèle. 
Dans ce cas, on construit un troisième ensemble appelé ensemble de validation. Une fois 
que le (ou les) paramètres de l'algorithme ont été optimisés, les données de l'ensemble de 
validation sont ensuite intégrées à l'ensemble d'entraînement pour la vraie phase d'en-
traînement. 
3.2.3 Algorithmes d'apprentissage 
Le but de l'apprentissage machine n'est paS de trouver l'algorithme d'apprentissage-
"ultime" mais plutôt de développer un sac d'outils contenant une variété d'algorithmes 
afin de pouvoir s'adapter à différentes situations d'apprentissage. En effet, il n'existe 
aucun algorithme d'apprentissage qui puisse battre tous les autres pour toutes les dis-
tributions possibles de données2 . Cette notion peut être formalisée sous la forme d'un 
2Cet énoncé n'exclut pas qu'un algorithme d'apprentissage particulier puisse "battre" les autres al-
gorithmes sur la plupart des distribuj;ions de données rencontrées en pratique, qui constituent un petit 
sous-ensemble de toutes les distributions théoriquement possibles. 
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théorème d'impossibilité pour l'apprentissage du type "no-free-Iunch". 
Théorème 3.1 (No-free lunch pour l'apprentissage supervisé (version simplifiée) [191]) .. 
Au regard de la probabilité de bien généraliser sur un point de données non-observé aupa-
ravant, tous les algorithmes sont équivalents (;n moyenne. Autrement dit, pour n'importe 
, quelle paire d'algorithmes d'apprentissage, il y a théoriquement autant de situations (de 
distributions des données possibles) où le premier algorithme battra le second que vice-
versa. , 
Dans le cas de l'apprentissage supervisé, il existe de nombreux algorithmes très 
différents tel que : 
(1) Les méthodes de voisinage sont parmi les algorithmes d'apprentissage les plus simples 
qui existent. Lorsque le temps de classifier un point inconnu X? est arrivé, une 
méthode de voisinage cherche les voisins de X? dans l'ensemble d'entraînement Dn 
et base sa prédiction sur un vote de majorité par rapport aux classes de ses voisins. 
Parmi ces méthodes se trouvent les k-plus proches voisins [71], où on considère 
seulement les k voisins les plus proches de X?, et le,s fenêtres de Parzen [155], où on 
va considérer tous les points en leur associant un poids qui dépend de leur distance 
avec X? Un cas particulier des fenêtres de Parzen considère seulement les points 
qui sont dans un voisinage fixe de distance é. 
Avantages: 
Très simple conceptuellement et facile à implémenter. 
Robuste par rapport au bruit. 
- Ne requiert aucune phase d'entraînement (tout le travail s'effectue au moment 
de la classification). 
Inconvénients : 
Le paramètre de l'algorithme, tel que k (le nombre de voisins) ou é (la taille du voi-
sinage), doit être choisi avec discernement pour obtenir une bonne généralisation 
(souvent par validation croisée). 
- Importance de la pertinence de la distance utilisée. Certaines techniques ap-
prennent la mesure de distance qui est la plus informative par rapport à une situa-
tion d'apprentissage spécifique (voir [99] pour un exemple adapté aux méthodes 
de voisinage). 
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Calculer la distance entre x? et tous les points de l'ensemble d'entraînement peut 
être coûte~ en temps de calcul (surtout si n grand). Certaines structures 
de données permettent cependant de rendre la recherche des voisins plus efficace 
lorsqu'on est en faible dimension (voir [27] par exemple). 
(2) Dans un arbre de décision [160,161], chaque nœud représente un test sur un ou 
plusieurs attributs dont le résultat va déterminer quelle pranche suivre pour des-
cendre dans l'arbre. Chaque feuille est en général étiquetée par une classe. Pour' 
classifier un nouveau point de données, on parcourt l'arbre en partant de la racine 
jusqu'à atteindre une feuille et on prédit la classe qui correspond à l'étiquette de 
cette f~uille. Crée par Quinlan, 103 [160] (pour Iterative Dichotomiser 3) est parmi 
les tous premiers algorithmes développés pour construire un arbre de décision.-n 
d'un algorithme récursif qui construit l'arbre en créant à chaque récursion un 
nœud dont le test porte sur l'attribut qui maximise le gain d'information (ou de 
façon équivalente minimise l'entropie de Shannon). 
Avantage: 
Compréhensibilité du modèle. Les arbres de décision sont parmi les seules 
méthodes dont la description du modèle permet d'expliciter la raison des 
prédictions effectuées par celui-ci. 
Inconvénients : 
Instabilité de l'algorithme. Une petite perturbation des données de l'en-
semble d'entraînement peut conduire à la génération d'un arbre de 
décision complètement différent. Les méthodes d'ensemble comme les forêts 
aléatoires [49], qui basent leurs prédictions sur une forêt d'arbres plutôt que sur 
un arbre individuel, permettent de contourner ce problème tout· en améliorant 
au passage la généralisation. 
Problème de surapprentissage si l'arbre construit est trop profond. Certains al-
gorithmes (comme (4.5 [161]) utilisent des techniques d'élagage pour contrôler 
explicitement la profondeur et la taille de l'arbre. 
(3) Les classifieurs bayésiens [135] estiment explicitiment pour un nouveau point de 
données sa probabilité d'appartenance à chacune des classes en se basant sur les 
données de l'ensemble d'entraînement. Un classifieur de Bayes naïf (appelé naïve 
Bayes en anglais) calcule ces probabilités d'appartenance en se basant sur une ap-
27 
plication directe de)a formule de Bayes et sur l'hypothèse que tous les attributs 
sont indépendants les uns des autres (d'où le terme "naïf"). Cette hypothèse sim-
plifie considérablement la formule de Bayes et donc son évaluation explicite. 
Avantages: 
- Très simple conceptuellement et facile à implémenter. 
Minimise l'erreur de Bayes. 
Inconvénients : 
- L'hypothèse d'indépendance des attributs d'un classifie ur de type Bayes naïf est 
souvent non fondée en pratique. 
- Minimiser l'erreur de Bayes ne garantit pas de pouvoir généraliser correctement . 
. (4a) Les réseaux de neurones artificiels [36] s'inspirent du fonctionnement des réseaux 
de neurones dans le cerveau humain. Un réseau de neurones artificiels se compose de 
plusieurs couches de neurones, dont au moins une couche d'entrée et une couche de 
sortie. Les neurones sont connectés entre eux par des synapses, c'est à dire des liens 
comportants des poids. Chaque neurone est une petite unité de calcul qui prend en 
entrée les valeurs retournées par les neurones de la couche précédente multipliées par 
les poids des synapses, leur applique une fonction (comme par exemple la fonction 
sigmoïde ou tanh) puis produit en sortie la valeur résultante. 
Avantages: 
En pratique, les réseaux de neurones offrent généralement une bonne performance 
s'ils sont correctement optimisés. 
Le théorème de l'approximation universelle [90] précise qu'il est possible d'ap-
proximer n'importe quelle fonction sur les nombres réels avec un réseau de neu-
rones contenant une seule couche cachée3 (c'est à dire une seule couche in-
termédiaire entre la couche d'entrée et de sortie). 
Inconvénients : 
Incompréhensibilifé du modèle. Le réseau de neurones fonctionne à peu près 
comme une boîte noire et il est difficile d'expliquer ce qui l'a conduit à faire une 
prédiction particulière . 
Beaucoup de paramètres à optimiser. Pour que le réseau de neurones artificiels 
.3Il est cependant possible que cette couche contienne un nombre exponentiel de neurones par rapport 
au nombre de neurones dans la couche d'entrée. 
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offre une bonne généralisation, il faut optimiser de nombreux paramètres dont le 
nombre de neurones dans la (ou les) couche(s) cachée(s) ou le choix des fonctions 
calculées par les neurones. 
(4b) Les réseaux profonds [113] so~t des variantes des réseaux de neurones basées sur 
une architecture profonde qui comporte de nombreuses couches intermédiaires. En 
partant de la couche d'entrée, chaque couche suivante peut être vue comme appre-
nant des caractéristiques de la distribution des données à un niveau de plus en plus 
abstrait. Ces architectures sont devenues populaires récemment suite à des travaux 
de l'équipe de Hinton (université de Toronto) et de Bengio (université de Montréal) 
prouvant qu'il est possible d'apprendre efficacement les poids initiaux des liens re':' 
. -
liant les différentes couches en utilisant une méthode non-supervisée. En partant 
ensuite de l'architecture apprise, et en y ajoutant une méthode supervisée, on ob-
tient un algorithme qui généralise parfois mieux sur certaines ensembles de données 
que ce qui était auparavant considéré comme l'état de l'art. Leurs avantages et in- . 
convén~ents sont relativement similaires à ceux des réseaux de neurones standards, 
si ce n'est que les réseaux profonds offrent souvent une meilleure généralisation. 
(5) Les machines à vecteurs de support [182] se focalisent sur les points de données 
proches de la surface de décision (appelées vecteurs de support), plutôt que sur l'en-
semble des points d'entraînement. Ces méthodes cherchent explicitement à maximi-
ser la marge, qui est fonction ~irecte de la distance entre les vecteurs de support et la 
frontière de décision. Il a été démontré, aussi bien théoriquement qu'empiriquement, 
que la maximisation de la marge conduit souvent à une bonne généralisation. Sup-
. posons que l'effet du bruit peut être modélisé comme déplaçant un point de données 
légèremerit dan~ l'espace dans lequel il vit. Intuitivement, nous pouvons nous rendre 
compte qu'une marge importante réduit la probabilité que ce point "traverse" la 
surface de décision et donc que le classifieur fasse une prédiction erronée quant à 
sa classe. Afin de pouvoir s'occuper des données non-linéairement séparables, les 
machines à vecteur de support utilisent le "truc du noyau" [3] (appelé kemel trick 
en anglais) pour transformer implicitement l'espace de représentation des données 
d'entrée en un espace de plus haute dimension. Cette transformation vers le nouvel 
espace permet ensuite de séparer les données en utilisant un classifieur linéaire. 
Avantage: 
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- Très bonne généralisation. En pratique, les machines à vecteurs de support sont 
parmi les méthodes qui obtiennent les meilleurs résultats. 
Inconvénient : 
Gourmand en terme de temps de calcul. Les machines à vecteurs de support 
utilisent des méthodes d'optimisation pour maximiser la marge dont le temps 
d'exécution est souvent quadratique en n, le nombre de points de l'ensemble 
d'entraînement. 
(6) Les méthodes d'ensemble sont l'illustration du proverbe "l'union fait la force" et com-
bine plusieurs classifieurs en un seul classifieur efficace, souvent par un mécanisme 
de vote. Parmi les méthodes d'ensemble, on compte les algorithmes de type boos-
ting (comme AdaBoost [89]), l'empilement [190] (ou stacking en anglais), le bag-
ging [48] (pour Bootstrap Aggregating) ou encore les forêts aléatoires [49]. Chacune 
de ces méthodes d'ensemble a ses propres avantages et inconvénients. Ainsi, si on 
prend l'exemple d'AdaBoost (pour Adaptive Boosting) , qui combine plusieurs clas-
sifieurs dits faibles 4 en un classifieur efficace, on peut identifier les avantages et 
inconvénients suivants. 
Avantages: 
Très bonne généralisation. Dans de nombreux domaines, la performance 
d'AdaBoost est comparable à celle des autres algorithmes de l'état de l'art (tel 
que les machines à vecteurs de support). 
- Il s'agit d'un des rares algorithmes pour lequel surapprentissage (comme ame-
, ner l'erreur d'entraînement vers zéro) ne rime pas forcément avec mauvaise 
généralisation. Ceci peut-être expliqué par le fait qu'AdaBoost essaye indirec-
tement de maximiser la marge. 
Inconvénients : 
- Parfois particulièrement sensible à certain type de bruit présent dans les données. 
- Importance du choix des classifieurs faibles. En particulier, il ne' faut pas que 
chaque classifieur faible pris individuellement soit t~op "bon". Faute de quoi, il y 
a des risques que le classifieur final combiné soit pire en terme de généralisation 
que les classifieurs faibles considérés individuellement. 
4Un classifieur faible est un classifieur dont les prédictions peuvent être à peine meilleures qu'un choix 
aléatoire. 
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Pour résumer, chaque méthode d'apprentissage est appropriée à certaines situations 
et possède des avantages et des inconvénients qui lui sont propres. Parmi les avantages, 
on peut citer : une bonne performance en ferme de généralisation pour les machines à 
vecteurs de support, les méthodes d'ensemble ou encore architectures profondes, un 
pouvoir d'explication quant aux prédictions pour arbres de décision, la minimisation 
de l'erreur de Bayes pour les classifieurs bayésiens ou encore la nécessité de faire des 
calculs seulement au moment de la classification pour méthodes de voisinage. Côté 
inconvénients, on trouve: la sensibilité à des faibles variations dans les exemples ou dans 
l'ensemble d'entraînement pour les arbres de décision, le manque de clarté dans la raison 
des prédictions pour les réseaux de neurones ou encore le coût en temps de calcul élevé 
pour classifier un point de test pour les méthodes comme les k-plus proches voisins ou 
les fenêtres de Parzen. 
La plupart des algorithmes d'apprentissage décrits plus haut ont formulés initia-
lement pour résoudre la tâche de classification mais peuvent être adaptés pour résoudre 
les tâches de régression ou d'ordonnancement. 
3.3 Apprentissage non-supervisé 
L'apprentissage non-supervisé se différencie du cas supervisé principalement par le 
fait que dans le premier cas, la valeur de la classe Yi associée à chaque objet Xi est 
inconnué. Plus précisément, on pourrait connaître le spectre différentes étiquettes 
possibles mais ne pas connaître les étiquettes spécifiques de chacun des points de données, 
soit même complètement ignorer le nombre de classes et leurs étiquettes. Le but de l'ap-
prentissage non-supervisé est de découvrir la structure cachée se trouvant à l'intérieur des 
données. Contrairement à sa contrepartie supervisée, elle constitue donc une approche 
plus exploratoire de l'apprentissage. 
trois principales formes d'apprentissage non-supervisé sont: 
(1) La catégorisation6 (ou clustering en anglais) qui cherche à révéler les catégories 
5n existe une situation d'apprentissage intermédiaire appelée apprentissage semi,sùpervisé où l'on 
dispose de beaucoup de données non-étiquetées et peu de données étiquetées. En pratique, cette situation 
est courante car typiquement il \\ coûte» cher d'obtenir des données étiquetées si c'est un humain qui 
doit faire le travail d'étiquetage alors que collecter des données non étiquetées est plus facile. Voir [198] 
pour un état de j'art des algorithmes dans ce domaine. 
6Cette tâche est aussi parfois appelée partitionnement en français. 
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naturelles présentes à l'intérieur des données. 
(2) La réduction de dimensionnalité qui se préoccupe de trouver une représentation en 
faible dimension des données de l'ensemble d'entraînement qui, eux, sont en haute 
dimension 7 . 
(3) L'estimation de densité qui veut apprendre explicitement une fonction de probabilité 
(aussi appelé fonction de densité) qui représente la vraie distribution des données. 
Ces trois tâches sont loin d'être indépendantes, et même au contraire fortement inter-
connectées. Ainsi, la catégorisation, qui associe à chaque point de données une catégorie, 
est une forme de réduction de dimensionnalité où chaque point dé données pourrait 
ensuite être représenté sous la forme d'un seul index indiquant sa catégorie. Aussi, l'esti-
mation de densité permet en général de faire de la réduction de dimensionnalité puisque la 
. fonction de densité apprise correspond souvent une représentation compacte des données. 
3.3.1 Catégorisation 
Le problème de la catégorisation peut être formulé de la fa~on suivante. Soit l'en-
semble d'entraînement Dn = {Xl,"" xn} tel qu'on cherche à associer à chaque point. 
de données une étiquette Yi E {1, ... , k} de manière à ce que les objets similaires se re-
trouvent associés à la même catégorie et que les objets dissemblables se retrouvent. dans 
des catégories différentes (voir figure 3.2 pour une illustration). 
Exeniple 3.5 (Catégorisation). Révéler les groupes sociologiques se trouvant à l'intérieur 
d'une population à partir de données démographiques, trouver les catégories typiques exis-
tant parmi les clients d'un supermarché, regrouper automatiquement les chansons qui sont 
musicalement, proches, réunir dans un même groupe des gènes ayant un comportement 
biologique similaire afin d'inférer leur fonction. 
Pour fonctionner, un algorithme de catégorisation doit avoir accès à un critère lui 
permettant de comparer deux objets de l'ensemble d'entraînement, tel que par exemple 
une notion de distance ou une mesure de similarité. L'algorithme va ensuite chercher 
à regrouper les objets en se basant sur ce critère. Une des notions de distance la plus 
7 Autrement dit, le but est de trouver une représentation de l'ensemble de données original plus ·com-
pacte tout en préservant au maximum l'information présent dans celui-ci, comme par exemple la distance 








FIG. 3.2 - Illustration d'une tâche de catégOrisation. Contrairement à l'apprentissage 
supervisé, les classes de chacun des points de données ne sont pas connues à l'avance et 
c'est le rôle de l'algorithme de catégorisation que de regrouper les objets similaires dans 
la même catégorie. 
d . (i) (). t générale est la distance de Minkowski d(xa , Xb) O::::i=l Il Xa x bt IIP) p. Elle équivaut à 
·la distance de Manhattan (norme-LI) si on choisit plou la traditionnelle distance eu-
clidienne. (norme-Lz) si p = 2. Il est aussi possible de définir une distance dans un espace 
qui dépend directement de l'ensemble de données tel que la distance de Mahalanobis [140]. 
Le choix de la métrique est très important et a un impact substantiel sur le résultat de la 
catégorisation. En effet, c'est elle qui définit dans quelle mesure deux points de données 
sont proches ou éloignés. Chaque métrique réagît aussi différemment aux transformations 
qu'un point de données pourrait subir dans l'espace. Ainsi, à titred'exemple, la distance 
euclidienne entre deux points est invariante sous translation, rotation et réflexion mais 
pas sous la plupart des autres transformations. 
Pour représenter une catégorie, la méthode la plus simple consiste à utiliser un cen-
troïde, c'est à dire à créer un point virtuel qui représente la moyenne des points de données 
formant la catégorie. Une autre approche, celle du médoi'de représente la catégorie par 
un point de données existant qui est la médiane de la catégorie. Ces deux approches sont 
appropriées lorsque les points ont tendance à se regrouper en catégories ayant une forme 
sphérique sous la métrique considérée. Cependant, elles peuvent ne pas du tout captu-
. rer la distribution réelle des données si les catégories sont de forme plus complexes, ou 
même potentiellement arbitraires. Dans ces cas-là, une méthode cherchant à représenter 
une catégorie sous forme de quelques points significatifs (comme celle adoptée par l' al-
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gorithme BIRCH [197]) donnera de biens meilleurs résultats. 
Un principe général que cherche à suivre (implicitement ou explicitement) tout algo-
rithme de catégorisation est de maximiser l'intra-similarité à l'intérieur d'une catégorie 
(c'est-à-dire d'essayer de faire en sorte que les points contenus dans une catégorie soient 
le plus similaires possible) et l'extra-dissimilarité entre les catégories (c'est-à-dire que les 
points de deux catégories différentes doivent être le plus dissemblables possible). Pour 
mesurer l'intra-similarité, on utilise généralement la distance moyenne entre les points de 
la catégorie comme métrique mais d'autres mesures sont possibles comme une métrique 
qui serait fonction de la densité. Pour mesmer la dissimilarité entre deux catégories, les 
mesures qui sont couramment utilisées sont celles de la distance minimum, de la distance 
moyenne ou de la distance maximum séparant les points des deux catégories. Un choix 
particulier de mesure va influencer la formation des catégories. Ainsi, si on choisit la 
distance maximum comme mesure de dissimilarité, il est possible que deux catégories 
qui sont très différentes, mais qui sont situées proches l'une de l'autre dans l'espace des 
données, se retrouvent à être fusionnées en une seule catégorie. 
L'algorithme des k-moyennes [138] est l'archétype d'un algorithme de catégorisation. 
Il est d'ailleurs systématiquement utilisé pour fin de comparaison lors de la mise au point 
d'un nouvel algorithme de catégorisation. Voir l'algorithme 1 pour les détails sur son 
fonctionnement. 
Algorithme 1 k-moyennes(D,k) 
Choisir k points uniformément au hasard comme étant les centres- initiaux des 
catégories 
Répéter 
Pour chaque point de données dans D faire 
Attacher ce point à son centre le plus proche 
fin pour 
Pour chaque catégorie Q faire 
Recalculer le centre de la catégorie en faisant la moyenne des points à l'intérieur 
de cette catégorie 
fin pour 
Jusqu'à stabilisation des catégories 
Retourner les catégories trouvées et leurs centroïdes 
L'algorithme des k-moyennes procède de manière itérative jusqu'à ce que les points 
de données soient assignés de manière fixe à un centroïde (c'est-à-dire qu'il y ait stabi-
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lisation). Il s'agit d'un algorithme de type "hill-climbing" dont on peut démontrer qu'il 
cherche à minimiser une fonction d'erreur quadratique. Comme la plupart des algorithmes 
de hill-climbing, il y a toujours possibilité qu'il se retrouve coincé dans un minimum lo-
cal. En pratique, il est relativement rapide et sa convergence se fait en général en un 
nombre d'itérations plus petit que- n, la taille de l'échantillon. L'algorithme possède ce-
pendant deux restrictions importantes: celui d'assigner une catégorie unique à chaque 
point de données et celui de connaître à l'avance k, le nombre de catégories présentes 
dans les données. Il est néanmoins possible de remédier à ces restrictions; respectivement 
en développant une variante fiouede l'algorithme qui permet à un point de données 
d'appartenir à plusieurs catégories à différents degrés [35] et en utilisant des techniques 
permettant d'estimer le nombre optimal k de catégories [105] (en utilisant par exemple 
une méthode de validation croisée). 
Tout comme les algorithmes d'apprentissage supervisé, il existe de très nom-
breux types d'algorithmes de catégorisation qui abordent chacun le problème de la-
catégorisation sous un angle différent (voir [29,119] par exemple). Parmi les familles 
dialgorithmes de catégorisation les plus répandues, on trouve: 
(1) Les algorithmes de type hiérarchique qui construisent un arbre (aussi appelé den-
drogmmme ) qui représenté une hiérarchie de catégories. La racine de l'arbre est 
formée par l'ensemble de la population des points de données alors que les feuilles 
de l'arbre sont constituées d'un seul point de données ou encore d'un groupe de 
points très similaires. algorithmes agglomératifs [66] construisent cet arbre par 
le bas en faisant fusionner itérativement les points de données avec les catégories 
les plus similaires. Les algorithmes utilisant l'approche divisive construisent plutôt 
l'arbre par le haut en divisant la population de manière récursive jusqu'à qu'une 
certaine condition d'arrêt soit remplie. 
(2) Les algorithmes de type partitionnement (dont fait partie l'algorithme des k-
moyennes) assignent les points à des catégories en utilisant une approche glou-
tonne. Ces algorithmes fonctionnent de manière itérative en essayant d'optimiser 
un critère global. Ils s'arrêtent lorsqu'un optimum (possiblement local) est atteint 
et que les points sont stabilisés dans leurs catégories respectives. 
(3) Les algorithmes de càtégor:isation qui travaillent à partir d'un graphe représentant la 
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structure de l'ensemble de données [106]. Dans ce graphe, les nœuds sont constitués 
par les points de données et les arêtes ont un poids proportionnel à la distance entre 
les nœuds. Les algorithmes de cette famille manipulent la structure de graphe pour 
révéler les catégories. 
(4) Les algorithmes basés sur la densité. (comme DBsCA~ [82] ou DENCLUE [112]) 
construisent des catégories qui sont denses et fortement connectées. Leur principal 
avantage est de pouvoir considérer des catégories de forme arbitraire mais aussi 
d'avoir la tendance à ne pas connecter deux catégories qui sont relativement proches 
mais séparées par un espace de faible densité. 
(5) Les algorithmes de catégorisation conceptuelle (comme COBWEB [87] ou CLA-
RISSE [5]) ne se contentent pas de regrouper des points ensemble mais expliquent 
aussi leurs choix. Ces méthodes ont l'avantage d'offrir une interprétation de leurs 
résultats contrairement à la plupart des autres méthodes qui produisent souvent 
des catégories sans les expliciter. 
Une des façons standards de tester la performance et de comparer des algorithmes 
de catégorisation est de prendre un ensemble de données dont on connaît les étiquettes 
individuelles des points, mais dont on cache cette information à l'algorithme. Ensuite, 
pour mesurer la qualité des catégories retournées par l'algorithme, on: regarde s'il a été 
capable de grouper ensemble les points ayant à l'origine la même étiquette ou si, au 
contraire, il les a plàcés dans des catégories différentes. 
Une autre manière de tester un 'algorithme est d'avoir un critère global [143], 
idéalement indépendant de l'algorithme utilisé, qui permet de juger de la qualité de la 
catégorisation retournée. Ce critère est généralement fonction directe de l'intra-similarité 
et de l'extra-dissimilarité des catégories. Cependant, c'est souvent l'humain qui aura 
le dernier mot pour évaluer la pertinence d'une catégorisation particulière. En effet, il 
n'existe pas de critère universel permettant de le faire et il y aura toujours une part de 
subjectivité quant à l'interprétation des catégories obtenues. 
3.3.2 Réduction de dimensionhalité 
En pratique, il est courant que les points de l'ensemble de données soient décrits 
par un nombre important d'attributs (espace à haute dimension) alors qu'en réalité ils 
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ont été générés dans un sous-espace de dimension beaucoup plus faible. Le but de la 
réduction de dime.nsionnalité est de trouver une représentation en faible dimension. Soit 
l'ensemble données Dn = {Xl,"" xn}, tel que les points de données Xi sont définis dans 
un espace de dimension d. Un algorithme de réduction de dimensionnalité va apprendre 
une application f : Xi f-t X~ telle que les points obtenus x~ soient décrits par k attributs, 
pour k « d. Pour que cette définition ait du sens, il faut aussi préciser que l'application 
apprise doit préserver au maximum l'information présente dans les données, dans un sens 
qui sera spécifique à la méthode de réduction de dimensionnalité utilisée. 
Exemple 3.6 (Réduction de dimensionnalité). Compression d'images ou de sons, visua-
lisation en deux ou trois dimensions de données. 
L'analyse en composantes principales [120] (ACP, alJ.ssi parfois appelée transforma-
tion de Karhunen-Loève) découvre une transformation linéaire qui projette les points de 
données dans un sous-espace de faible dimension tout en préservant la variance présente 
à l'origine dans les données. L'algorithme part des coordonnées des points de données et 
apprend les vecteurs et les valeurs propres de la distribution à partir de la matrice de co-
variance. Seulles k valeurs et vecteurs propres les plus significatifs (appelés composantes 
principales) sont ensuite gardés et utilisés pour réaliser la projection des données dans 
l'espace de dimension k. Dans le cas de l'ACP, l'erreur de reconstruction engendrée par 
la réduction de dimensionnalité est directement proportionelle à la somme des valeurs 
propres non utilisées. 
L'échelonnement multidimensionnel [62] cherche une représentation en faible dimen-
sion qui préserve le mieux possible la distance entre chaque paire de points de données. Il 
est possible de l'utiliser même si on dispose seulement des distances (ou d'une mesure de 
similarité) entre chaque paire d'exemples mais pas de leurs coordonnées exactes. Il a été 
démontré que cet algorithme produit exactement les mêmes résultats que l'ACP si on uti-
lise la distance euclidienne comme métrique. Aussi bien l'ACP que l'échelonnement mul-
tidimensionnel so:r;tt couramment utilisés comme étape de prétraitement avant d'utiliser 
d'autres algorithmes d'apprentissage. Ils permettent en effet de réduire considérablement 
le nombre d'attributs nécessaires pour représenter un point de données tout en préservant 
l'information contenue dans les données. 
Lorsque le sous-espace ayant réellement engendré les données n'est pas linéaire mais de 
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courbure beàucoup plus complexe, l'ACP et l'échelonnement multidimensionnel ne sont 
pas vraiment appropriés et il faut faire appel à des méthodes. permettant d'identifier des 
variétés non-linéaires. Isomap [179] est un algorithme qui préserve la distance géodésique 
entre les points de données, c'est-à-dire la distance pour aller d'un point à un autre en 
suivant la courbure du sous-espace réel. Dans l'espace de haute dimension, deux points 
peuvent sembler proches alors qu'en vérité leur distance géodésique dans l'espace de faible 
dimension est grande (cf figure 3.3 pour un exemple). 
FIG. 3.3 Exemple du rouleau suisse tiré de [179]. La distance géodésique entre les 
points de données dans le sous-espace réel peut être très différente de la distance telle 
que dans l'espace en haute dimension. 
L'idée principale d'Isomap (voir algorithme 2) est d'approximer la distance géodésique 
localement par la distance entre deux points puis globalement par le plus court chemin 
. à travers voisinages. 
LLE (pour Local Linear Ernbedding en anglais) [165] est une autre méthode de 
réduction de dimensionnalité capable d'identifier des courbures de l'espace non-linéaire. 
Tout comme Isomap, elle capture la courbure du sous-espace à partir d'informations 
locales puis en optimisant une composante globale. Tout d'abord, identifie pour 
chaque point de dQnnées ses plus proches voisins. Ensuite, l'algorithme ~,"JLI3,LLv un poids 
à chacun des voisins de manière qu'on puisse reconstruire le point actuel à partir d'une 
combinaison linéaire de ses voisins (avec la contrainte additionnelle que 
somment à 1). En partant des poids locaux, il est possible de calculer 
poids locaux 
\ 
k valeurs et 
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. Algorithme 2 Isomap(D) 
[Étape 1] Ca,lculer la distance entre tous les points dans' un voisinage fixe (tel qu~un 
E-voisinage où tous les points situés à distance E du point d'origine sont considérés 
comme des voisins). 
Représenter ces distances sous forme d'un grapheG où il existe une arête entre deux 
points seulement s'ils sont dans le même voisinage' et où le poids de cette arête est 
proportionnel à la distance entre ces deux points. 
[Étape 2] Estimer la distance géodésique entre chaque paire de p~ints en utilisant un 
algorithme pour trouver le plus court chemin sur le graphe G. 
[Étape 3] Appliquer l'échelonnement multidimensionnel sur la matrice de distances 
générée à l'étape 2. ' 
vecteurs propres qui globalement minimisent l'erreur de reconstruction. 
La catégorisation spectrale [151] combine l'approche de la réduction de la dimension-
nalité avec un algorithme de catégorisation. L'idée principale est de commencer d'ap-
pliquer une méthode de réduction de dimensionnalité (comme l'ACP) sur les données, 
avant d'utiliser un algorithme de catégorisation (tel que les k-moyennes) sur la nouvelle 
représentation des données obtenue. La phase de réduction de dimensionnalité accélère 
la partie catégorisation puisqu'elle réduit le nombre d'attributs à considérer. De plus, elle 
conduit souvent à la découverte de catégories plus stables, voulant dire que même sous 
. des conditions initiales légèrement différentes les catégories retournées par l'algorithme 
seront sensiblement équivalentes. 
3.3.3 Estimation de densité 
L'estimation de densité est la forme la plus générale d'apprentissage non-supervisé car 
la plupart des autres tâches d'apprentissage peuvent se réduire à l'estimation de densité. 
Elle modélise la structure de la distribution sous-jacente aux données sous la forme d'une 
fonction de densité. 
Exemple 3.7 (Estimation de densité). Apprendre la structure musicale des morceaux 
d'un compositeur particulier, estimer la distribution de plusieurs espèces en Jonction 
de différentes conditions environnementales, dériver un modèle permettant de prédire 
l'évolution d'u climat ou du cours de la bourse. 
'Cne manière générique de représenter une fonction de densité est sous là forme 






FIG. 3.4 - Illustration d'une tâche d'estimation de densité en utilisant un mélange de gaus-
siennes [64]. L'algorithme d'estimation de densité va apprendre un modèle représentant 
la distri1:mtion des données à partir de l'ensemble d'entraînement. Dans cet exemple par-
ticulier, l'ensemble de données sera résumé sous la forme d'un mélange composé de3 
gaussiennes différentes. 
8 = (81 , ... ,8k) un vecteur de paramètres, p(xICi ,8i ) la densité de la i ème composante 
du mélange et P( Ci) la probabilité a priori de cette composante. Le but de l'estima-
tion de densité peut se résumer à apprendre (estimer) le vecteur de paramètres 8 et les 
probabilités a priori des composantes {P( Cl), ... , P( Ck)} étant donné un ens~mble de 
données Dn = {Xl, ... , Xn}. Un type de mélange souvent utilisé est celui des mélanges de 
gaussiennes [142] où p(x 1 Ci ,8i ) est alors u~e normale de moyenne Pi et de matrice de 
covariance 2;i. Le principal avantage des mélanges de gaussiennes est qu'ils constituent 
un approximateur universel des densités. Autrement dit, n'importe quelle distribution de 
probabilités peut être approximée par 'un mélange de gaussiennes. 
Lorsqu'on utilise l'approche du maximum de vraisemblance, on modélise la vraisem-
blance d'un échantillon comme p(Dn 1 8) = IT.i=l p(Xj 1 8) et on cherche à maximiser une 
fonction de coût l ='L.j=llogp(xj 1 8), appelée log vraisemblance. Intuitivement, cette 
fonction de coût mesure à quel point un modèle spécifique semble vraisemblable par rap-
port aux données observées. Plus cette /onction de coût est élevée, plus le modèle appris 
est vraisemblable. D'autres fonctions de coût peuvent être utilisées comme le critère de 
maximum de vraisemblance pénalisé [80] ou encore le critère de la taille minimale de la 
description [102]. Le but reste toujours de. trouver le modèle qui maximise (ou minimise 
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pour certains critères) cette fonction de coût. En pratique, il est souvent impossible de 
trouver la solution exacte car l'algorithme qui la calculerait pourrait demander un temps 
exponentiel par rapport à n, le nombre de points de données. L'algorithme EM [67] (pour 
Expectation-Maximization en anglais) est souvent utilisé pour contourner ce problème en 
calculant une approximation de la solution optimale. Il s'agit d'un algorithme d'optimi-
sation jtératif de type hill-climbing qui permet d'estimer un vecteur de paramètres (). Il 
est possible que l'algorithme se retrouve coincé dans un maximum local. L'algorithme 
des k~moyennes présenté dans la section 3.3.1 ,peut être reformulé comme une variante 
de l'algorithme EM. 
L'approche bayésienne est une autre approche pouvant être utilisée pour faire de 
l'estimation de densité. Contrairement à l'approche du maximum de vraisemblance, elle 
permet d'incorporer facilement les connaissances a priori dont on dispose sur les données, 
mais par contre elle èst souvent plus gourmande en calculs. Pour les ensembles de données 
de grande taille, les deux approches convergent souvent vers le même résultat. Par contre, 
pour des jeux de données de taille moindre, les modèles retournés par les deu~ méthodes 
peuvent être sensiblement différents. 
Dans le cas où les données qu'on modélise ont une structure très spécifique, il faut faire 
appel à des modèles adaptés à cette situation. Ainsi, dans le cas de données séquentielles 
évoluant au fil du temps, on peut par exemple les modéliser en utilisant des chaînes de 
Markov cachées. Dans ce cas-là aussi, les paramètres du modèle peuvent être appris en 
utilisant une variante de l'algorithme EM appelé l'algorithme de Baum- Welch. Enfin les 
modèles graphiques [121] tel que les réseaux bayésiens ou les réseaux de croyance servent 
eux' à modéliser les dépendances conditionnelles entre plusieurs variables. L'apprentissage 
dans les modèles graphiques consiste aussi bien à apprendre la structure du graphe que 
les dépendances entre les différents paramètres. Pour plus de détails sur les, différents 
modèles voir l'article de survol suivant [98], 
3.4 Conclusion 
pu point de vue théorique', l'étude de l'apprentissage machine permet de mieux cerner 
le fonctionnement, les mécanismes ansi que les liinites de l'apprentissage chez la machine. 
Du côté pratique, l'apprentissage machine a eu énormément de succès et a trouvé des 
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applications dans des domaines aussi diversifiés que la vision, la musique, la prédiction 
financière, l'analyse du climat, l'astronomie ou encore la bio-informatique. 
\ 
L'apprentissage supervisé convient parfaitement aux situations où on dispose 
d'exemples d'entrée/sortie souhaitées qui peuvent jouer le rôle d'ensemble d'entraînement 
alors que l'apprentissage non-supervisé est plus adapté à un mode exploratoire de l'ap-
prentissage où on cherche à révéler la structure cachée à l'intérieur des données. Ces deux 
formes d'apprentissage sont cependant fortement interconnectées. Par exemple, il arrive 
souvent qu'un algorithme de réduction de dimensionnalité soit utilisé comme étape de 
pré-traitement avant de lancer un algorithme de classification afin d'accélérer celui-cL 
Il est important aussi de se rappeler que l'apprentissage machine n'a pas la prétention 
d'offrir un algorithme "u1time" mais plutôt un répèrtoire d'algorithmes ayant chacun 
des forces ~t des faibl~sses différentes, parmi lesquels on peut piocher selon la situation 
d'apprentissage rencontrée. 
CHAPITRE 4 
TOUR D'HORIZON DE L'APPRENTISSAGE QUANTIQUE 
4.1 Présentation de l'apprentissage quantique 
L'apprentissage quantique (ou quantum learning l en anglais) est le domaine qui est 
né des différentes rencontres entre l'informatique quantique et l'apprentissage machine. 
Historiquement, le terme "quantum learning" est apparu pour la première fois dans 
le titre d'un article [57] publié en 1995 par Chrisley 2, un philosophe des sciences. La 
définition originale que Chrisley donne au terme est la suivante. 
Définition 4.1 (Quantum learning, Chrisley 95). Quantum computers that modify them-
, . 
selves in order to improve their performance in some way. 
Cette définition est relativement vague et laisse beaucoup de place à l'interprét?tion 
du lecteur quant au but ou à la méthode utilisée pour l'apprentissage. L'article original de 
Chrisley [57] (ainsi qu'un autre article qui suivit [58]) discutent de la possibilité d'avoir 
des ordinateurs quantiques qui modifient leurs paramètres et leurs comportements de 
manière adaptative suite à des interactions avec l'environnement, ce qui constitue une 
forme d'apprentissage. L'implémentation d'un tel ordinateur que Chrisley définit est celle 
d'une variante quantique des réseaux de neurones '(cf. section 4.3.1). La façon dont les 
poids de ce réseau de neurones quantiques sont mis à jour est basée sur une analogie avec 
le fonctionnement de l'interférence dans les fentes d'Young. Le reste de la discussion de 
ses articles est principalement de teneur philosophique. 
Bonner et Freivalds ont tenu à la fin des années 90 et au début des années 2000, 
une série de trois ateliers sur le thème du calcul et de l'apprentissage quantique (le nom 
exact en anglais était "International Workshop on Quantum Computation and Lear-
ning"). Dans les actes du dernier atelier (Riga 2002), ils ont écrit un survol3 du domaine 
1 Attention car faire une requête sous le terme "quantum learning" sous Google peut donner l'impres-
sion qu'il s'agit d'une méthode pour améliorer ses compétences ou encore que l'expression se rapporte à 
un institut ~ulinaire de Nouvelle-Zélande. 
2Bien que publiées pour la première fois en 1995, les idées développées dans cet article ont apparemment 
été présentées lors d'un atelier intitulé "Brain, mind and Physics" en 1993 à Prague. 
3Peut-être parce qu'il est écrit dans les actes de conférence d'un atelier, ce survol semble être passé 
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de· l'apprentissage quantique [39]. De leur propre avis, le domaine ne semblait pas être 
encore mature à l'époque. Ainsi, quasiment tous les articles présentés au dernier atelier4 
portaient soit sur le thème du calcul quantique, soit sur celui de l'apprentissage, mais 
rarement sur les deux en même temps (exception faite de deux articles dus à Bonner 
et Freivalds [38,39]) alors qu'un des buts avoués de l'atelier était justement de faire se 
rencontrer les deux communautés. Le nombre d'articles sur l'arXiv quant-phS contenant 
le mot "learning" dans son titre était seulement de 5 à l'époque (soit en 2002) contre 14 
aujourd'hui (1 juillet 2008). De même, la recherche sur le site CiteSeerx6 indique qu'il y 
avait 17 articles avec le terme "quantum learning" dans son résumé à la date de 2002 
contre 102 maintenant (toutes ne sont pas pertinentes). Il semble donc que le domaine de' 
l'apprentissage quantique grandisse lentement mais sûrement. La définition donnée par 
Bonner et Freivalds à l'apprentissage quantique est la suivante. 
Définition 4.2 (Quantum learning, Bonner et Freivalds 01). The quest of quantum lear-
ning ... is to produce tractable quantum algorithms in situations, where tractable classical 
learning situations do not exist, or are not known to exist. 
Cette définition énonce que le but principal de l'apprentissage quantique est de 
développer des algorithmes quantique d'apprentissage pour les situations où il n'existe 
pas (ou il ne semble pas exister) d'algor,ithmes classiques d'apprentissage efficaces. Parmi 
ces situations, on peut retrouver les travaux de Bonner et Freivalds sur les automates 
finis quantiques [38] qui prouvent qu'il existe des classes de fonctions totales récursives 
qui peuvent être appris par un automate fini quantique, mais pas par un automate fini 
classique, qu'il soit déterministe ou probabiliste. 
L'apprentissage quantique a été le sujet d'un séminaire7 donné par Meyer de l'uni-
inaperçu aussi bien auprès de la communauté d'informatique quantique que d'apprentissage machine. En 
effet, notre article intitulé "quantum clustering algorithms" 19] est le seul à citer ce survol. 
4En lisant la note de l'éditèur des actes des deux premiers ateliers (QCL'99 et QCL'OO), on peut se 
rendre compte que là aussi les articles concernaient seulement un des deux domaines. Les actes de QCL'99 
et QCL'OO sont accessibles en ligne par les sites web des ateliers, soit respectivement http://www .mdh. 
se/ima/personal/rbrOl/courses/riga99.html et http://www.mdh.se/ima/personal/rbrOl/courses/ 
sundbyholm. html. 
5L'arXiv (http://arxi v. org/) est un répertoire, public où il est possible de déposer des versions 
préliminaires d'articles pour qu'elles soient en libre accès. La section quant-ph (hÙp: / /arxiv. org/ 
. archive/quant-ph est très populaire auprès de la communauté d'informatique quantique et de nom-




versité de San Diego durant l'automne 2002. Le but de ce séminaire était d'explorer les 
connections entre l'informatique quantique et l'apprentissage machine, mais il semble 
avoir surtout focalisé sur la partie théorique de l'apprentissage machine (cf. section 4.2). 
L'expérience de conduire un séminaire sur l'apprentissage quantique ne semble pas avoir 
été renouvelée par Meyer depuis. Au meilleur de ma connaissance, là seule thèse de docto-
rat directement reliée à l'apprentissage quantique est due à AtlCl et s'intitule "Advances 
in quantum computationallearning theory" [15]. Elle a été soutenue durant l'été 2006 à 
l'Université de Columbia (New-York) et comme son titre l'indique elle porte aussi l'aspect 
théorique de l'apprentissage (section 4.2). 
Au regard des conférences influentes en apprentissage machine, trois articles au moins 
ont été présentés à la conférence NIPS ( Neural Information Processing Systems) : un sur 
l'entraînement des réseaux de neurones quantiques [163] (cf. section 4.3.1), un autre 
sur un algorithme de catégorisation s'inspirant de la mécanique quantique [116] (cf. sec-
tion 4.4) et le dernier sur une règle de Bayes pour mettre à jour notre connaissance des 
matrices densité [185] (cf. section 4.7). À ICML (International Conference of Machine 
Learning), notre article portant sur les algorithmes quantiques de catégorisation [9] (cha-
pitre 5) semble être le seul qui a un lien direct avec l'apprentissage quantique. Nous 
pouvons donc voir que le "quantique" ne semble pas être un thème de prédilection pour 
l'instant auprès de la communauté d'apprentissage machine. 
Du côté de l'informatique quantique et de QIP (Workshop on Quantum Informa-' 
tion Processing), qui est la principale rencontre annuelle du domaine, les sujets qui ont 
été présentés en rapport avec l'apprentissage quantique sont les bornes en complexîté 
de la communication quantique se basant sur des notions d'apprentissage machine [97] 
(cf. section 4.5), l'estimation de systèmes et processus quantiques (cf. section 4.6), les 
cryptosystèmes basés sur des problèmes d'apprentissage supposés difficiles même pour un . 
ordinateur quantique [162] (cf. section 4.8) et apprendre à généraliser sur des POVMs [1] 
(cf. section 4.9). 
Au lieu de simplement se restreindre à utiliser l'informatique quantique pour améliorer 
l'apprentissage classique (comme le fait la définition 4.2), je suggère d'adopter une 
définition plus ouverte qui inclut toutes les interactions possibles entre les deux domaines, 
telles que les situations où la mécanique quantique sert d'inspiration à des algorithmes 
classiques d'apprentissage ou encore celles où on utilise des idées et des notions provenant 
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d'apprentissage machine pour résoudre des problèmes quantiques. 
Définition 4.3 (Apprentissage quantique). L'apprentissage quantique étudie toutes les 
interactions et rencontres possibles entre l'informatique quantique et l'apprentissage ma-
chine. 
Cette définition est· volontairement large pour ne pas restreindre le domaine sim-
plement à des variantes quantiques d'algorithmes d'apprentissage (définition 4.1) ou 
à chercher à améliorer sur ce qui classiquement est déjà possible en apprentissage 
(définition 4.2). Cette définition est illustrée dans ce chapitre par un tour d'horizon à 
travers les travaux d'apprentissage quantique suivants: 
résultats fondamentaux en théorie de l'apprentissage, 
variantes quantiques d'algorithmes d'apprentissage, 
algorithmes classiques d'apprentissage s'inspirant de la mécanique quantique, 
bornes en complexité de la communication quantique s'appuyant sur ?es notions 
d'apprentissage machine, 
estimation de processus et de systèmes quantiques, 
calcul bayésien pour les matrices densité, 
cryptosystèmes basés sur les problèmes d'apprentissage dit difficiles 
apprendre à généraliser sur des mesures. 
Mon souhait est qu'un jour, il existe un atelier ou une conférence annuelle relié à 
l'apprentissage quantique, qui offrirait un endroit naturel où les deux communautés pour-
raient se rencontrer. 
4.2 Résultats fondamentaux en théorie de l'apprentissage 
Parmi les premières recherches en apprentissage quantique figurent des travaux menés 
dans le domaine de la théorie calculatoire de l'apprentissàgé (nommée computational 
learning theory en anglais) afin de comparer l'apprentissage dans un contexte classique 
8La théorie calculatoire de l'apprentissage peut être vue çomme la contrepartie théorique de l'appren-
tissage machine. Alors que l'apprentissage machine adopte en généralemÈmt une vue plutôt empirique 
de l'apprentissage où un algorithme d'apprentissage doit être validé sur un ensemble de données réelles 
pour prouver son efficacité, la théorie calculatoire de l'apprentissage s'intéresse plutôt à démontrer des 
résultats théoriques dans des modèles d'apprentissage plus abstraits. La conférence annuelle CoLT est la 
conférence principale du domaine. 
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et dans un contexte quantique. Deux modèles ont été généralisés au monde quantique: 
le modèle d'apprentissage PAC (pour Probably Approximately Correct) de Valiant [181] 
et le modèle d'apprentissage exact à partir de requêtes de Angluin [13]. 
Dans ces modèles, le but est d'inférer une fonction f qui est calculée par une boîte 
noire/un oracle en faisant des requêtes sur celle-ci. La complexité de l'apprentissage est 
généralement définie par rapport aux nombres de requêtes nécessaires pour apprendre 
(approximativement ou exactement) la fonction f. La principale différence entre les ver-
sions classiques et quantiques de ces modèles est que dans les variantes quantiques, nous' 
pouvons interroger l'oracle en utilisant une superposition de questions au lieu d'une 
seule question à la fois. Ainsi, ce type de modèle est' très proche du modèle de boîte 
noire consid~ré habituellement en informatique quantique (cf. section 5.3.1). La princi-
pale différence est qu'on souhaite ici apprendre (approximativement ou exactement) une 
fonction f alors qu'en informatique quantiqHe, on cherche d'habitude plutôt à déterminer 
une des propriétés de la fonction (comme constante ou balancée pour l'algorithme de 
Deutsch-Jozsa [70] ou une entrée x particulière tel que f(x) = 1 pour Grover [103]). 
4.2.1 Apprentissage PAC 
Dans le modèle PAC [181], l'algorithme d'apprentissage a accès à un oracle O%AC qui 
ne prend pas de valeur en entrée mais qui à chaque fois qu'il est invoqué produit une 
paire (x, f (x)) choisie aléatoirement selon une certaine distribution de probabilités Pn sur 
les entrées x E {O, l}n, pour n 2:: 1. Typiquement, f est une fonction booléenne choisie 
parmi une classe de fonctions possibles F. Dans le modèle PAC, le but est de produire 
une hypothèse qui approxime la fonction calculée par l'oracle. 
Définition 4.4 (Apprentissage PAC classique). Un algorithme classique A est un algo-
rithme d'apprentissage permettant d'apprendre une classe de fonctions F dans le sens 
PAC du terme, si pour toutes les distributions deprobab~lités p et pour tout n 2:: 1, 0 < E, 
<5 < 1, f E Fn, si A connaissant n, E et <5 et ayant accès à l'oracle O%AC' peut produire 
avec probabilité au moins 1 - <5, une hypothèse h tel que la probabilité que h(x) # f(x) 
sous la distribution de probabilités p soit au plus E. La complexité classique en terme d'ap-
pels à 0% AC pour que A puisse apprendre f dans le modèle PA C classique est, appelée 
TF!AC(n, E, <5). 
( 
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Typiquement, la complexité Tj!AC(n, E, 6) pour une fonction particulière représente le 
. , .) 
nombre de "requêtes que l'algorithme d'apprentissage va devoir demander en pire cas à 
l'oracle avant de pouvoir avec probabilité non-négligeable approximer la fonction calculée 
par celui-ci. Pour certaines fonctions, cette èomplexité va être polynomiale dans la taille 
de l'entrée, alors que pour d'autres comme une fonction totalement aléatoire, elle va être 
La variante quantique du modèle PAC est due originalement à Bshouty et Jack-
son [52]. Leur motivation était de définir une extension quantique d'un oracle calculant 
une forme normale disjonctive (ou Disjunctive Normal Form (DNF) en anglais), problème 
pour lequel il n'existe pas d'algorithme classique PAC efficace, afin de prouver ensuite que 
quantiquement cette classe de fonctions DNF pouvait être apprise sous. la distribution 
uniforme à partir de cet oracle O~uAC' Dans ce modèle, l'action de l'oracle O~uAC consiste 
à prendre comme entrée un regi~tre quantique qui a la forme lon+l) et de retourner en 
sortie la superposition LXE{o,l}n Jp(x) lx, f(x)), où Jp(x) constitue l'amplitude d'une 
paire d'entrée/sortie particulière lx, f(x)). Formellement, nous pouvons définir l'appren-
tissage quantique dans le modèle PAC de la.manière suivante. 
Définition 4.5 (Apprentissage PAC quantique [169]). Un algorithme d'apprentissage 
quantique A pour F dans le sens PAC du terme est une famille de circuits quantiques 
indexés par n 2: 1 et 0 < E, 6 < i, tel que pour tout r E Fn en ayant accès à O~uAC' 
A va pouvoir apprendre, avec probabilité au moins 1 - 6, une hypothèse classique h telle 
que la probabilité que h( x) -# f (x) sous la distribution de probabilité p soit au plus E. La 
complexité quantique en terme de requêtes pour que A puisse apprendre f dans le modèle 
PAC quantique est appelée Tp~c(n, E, 6). 
Comme l'énonce le lemme suivant, il est trivial à partir de l'oracle quantique O~uAC 
de simuler l'oracle classique O~AC' 
1 
Lemme 4.1 (Simulation de l'oracle PAC classique à partir de l'oracle quantique). Le 
nombre de requêtes quantiques Tp~d n, E, 6) nécessaires pour apprendfe une fonction est 
plus petit ou égal au nombre de requêtes classiques nécessaires Tj!Adn, E, 6). 
Démonstration. Soit l'oracle quantique O~uAC qui étant donné un registre initialisé à 
lon+l) produit en sortie la superposition LXE{o,l}n Jp(x) lx, f(x)). Pour simuler O~AC' 
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il suffit de mesurer directement ce registre, ce qui conduit à observer une paire (x, f(x)) 
choisie selon la distribution de probabilités p( x) . Une fois cette simulation effectuée, il 
suffit d'exécuter l'algorithme classique permettant d'apprendre la fonction dans le sens 
PAC. o 
Servedio et Gortler [169] ont caractérisé quel est l'avantage que peut procurer pour 
apprendre une fonction dans le sens PAC du terme d'avoir accès à un oracle quantique 
comparativement à un oràcle classique. Le théorème suivant formalise les résultats de 
leurs recherches pour le modèle PAC. 
Théorème 4.1 (Relation entre l'apprentissage PAC classique et quantique [169]). Soit 
une classe de fonctions F qui peut être apprise. avec T'}~~(n,E, J) requêtes à un oracle . 
. quantique Oj;'AC' alors cette même classe de fonet,ions peut être apprise en faisant 
TFfAC(n,E,J)E O(nT'}~ç(n,E,J))requêtes à la version classique de l'oracle O~AC' 
Ce théorème démontre qu'il existe. une relation linéaire en terme du nombre de 
requêtes entre la version quantique et la version classique de l'apprentissage PAC. Ce-
pendant, cette relation n'exclut pàs que pour certains problèmes le nombre de requêtes 
quantiques nécessaires puisse constant alors que classiquement il faudrait un nombre 
linéaire de requêtes~ Il est important aussi de réaliser que ce théorème énonce la quantité 
d'information (mesurée par le nombre de requêtes) qu'il est nécessaire de demander à/la 
boîte noire, classiquement et quantiquement, mais qu'il ne dit rien par rapport au temps 
de calcul nécessaire pour mener à bien cet apprentissage. Ainsi, Servedio et Gottler [169] 
ont prouvé que s04s certaines hypothèses cryptographiques (comme la difficulté de facto-
riser les entiers de Blum), il était possible d'apprendre efficacement (en temps polynomial) 
quantiquement une certaine classe de concepts (grâce à l'algorithme de Shor [172]) mais 
pas classiquement9 . 
4.2.2 Apprentissage exact 
Dans le modèle d'apprentissage exact à partir de requêtes [13], le but est découvrir 
exaetement la fonction calculée par l'oracle O~~act. Par contraste avec l'apprentissage 
PAC, dans ce modèle on ·peut spécifier l'entrée x désirée à l'oracle O~~act qui produit 
9 À moins qu'un algorithme classique efficac€; de factorisation .soit découvert dans le futur 
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alors f(x). Le modèle d'apprentissage exact est plus puissant que le modèle PAC, puisqu'il 
permet de choisir exactement l'entrée de l'oracle O~~act et donc la paire (x, f(x» qu'on va 
observer, alors que dans le modèlePAC cette paire est choisie aléatoirement par l'oracle 
OIiAC selon la distribution de probabilités Pn· 
Définition 4.6 (Apprentissage exact classique). Un algorithme classique A est un. al-
gorithme d'apprentissage permettant d'apprendre F dans le sens exact du terme, si pour 
tout n ;:::: 1, f E Fn, si A connaissant n et ayant accès à l'oracle O~~act' peut produire 
avec probabilité au moins i, une hypothèse h tel que h( x) = f (x) pour toutes les entrées 
XE' {a, l}n. La complexité classique en terme d'appels à O~~act pour que A puisse ap-
prendre f dans le modèle d'apprentissage, exact à p(lrtir de requêtes est appelée T;~act (n). 
Servedio et Gortler [169] ont défini la généralisation quantique de ce modèle. La 
variante quantique de l'oracle pour l'apprentissage exact O~~antique prend en entrée une 
superposition d'états LXE{o,1}n O:x lx, b) et produit la superposition correspondante de 
sorties LXE{o,l}n O:x IX.'bEB f(x)). Cette description de l'oracle correspond exactement à 
la manière standard de décrire l'action d'une boîte noire en algorithmique quantique 
(cf. section 5.3.1). 
Définition 4.7 (Apprentissage exact quantique [169]). Un algorithme d'apprentissage 
quantique A pour F dans le sens exact du terme est une famille de circuits quantiques 
indexés par n ;:::: 1· et qui a une architecture indépendante de la fonction f particulière 
choisie, tel que pour tout f E Fn, en ayant accès à O~~act' A va poùvoir apprendre, avec 
probabilité au moins ~, une hypothèse classique h tel que h(x) = f(x) pour toutes les 
entrées x E {O,l}n. La complexité quantique en terme de requêtes pour que A puisse 
apprendre f dans le modèle exact à partir de requêtes est appelée Teq::act (n). 
Théorème 4.2 (Relation entre l'apprentissage exact classique et quantique [169]). Soit 
une classe de fonctions F qui peut être apprise avec T~::act( n) requêtes à un oracle 
quantique O~~act' alors cette même classe de fonctions peut être apprise en faisant 
T:;~act ( n) E a (nTi~Lact (n) ) 3 requêtes à la version classique de l' oracle O~~act' 
Ce résultat démontre que tout comme dans le modèle PAC, l'apprentissage classique 
et quantique dans le modèle d'apprentissage exact à partir de requêtes sont polynomia-
lement reliés en terme du nombre du requêtes, Nous pouvons remarquer cependant que 
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ce théorème n'exclut pas que la complexité en terme de requêtes puisse être 1 dans le 
cas quantique contre n classiquement (ce qui est le cas par exemple pour l'algorithme 
de Deustch-Jozsa [70]). Dj'l plus, Servedio et Gortler ont construit une classe de concept 
qui peut être apprise quantiquement en temps polynomial dans le modèle d'apprentis-
sage exact à partir de requêtes mais pas classiquement sous l'hypothèse qu'il existe des 
fonctions à sens unique. Leur construction se base sur une extension d'un algorithme 
quantique dû à Simon [1751. 
4.3 Variantes quantiques d'algorithmes d'apprentissage 
Pour n'importe quel algorithme d'apprentissage (supervisé ou non-supervisé), il est 
naturel d'essayer d'imaginer à quoi ressemble un analogue quantique de cet algorithme 
et de se questionner sur les avantages que cette variante quantique peut offrir sur sa 
contrepartie classique. En apprentissage quantique, le modèle où le plus de travaux ont 
été réalisés dans ce sens est celui des-réseaux de neurones quantiques (section 4.3.1). 
1 
Définition 4.8 (Quantisation). Processus qui part d'un protocole ou algorithme clas-
sique et qui le convertit (partiellement ou totalement) en un algorithme quantique afin 
d'en améliorer les performances, par exemple en le rendant plus rapide dans le cas d'un 
algorithme ou en économisant sur le coût de communication dans le cas d 'un proto~~le 
distribué. 
À noter qu'en anglais, quantisation se traduit par "quantization" qui peut prendre 
d'autres sens que celui évoquer dans la définition, comme diviser un espace continu en 
morceaux discrets (qui se traduirait en français par quantification). Il' existe des ver-
sions quantisées des machines à vecteurs de support [14], de certains algorithmes d'ap-
prentissage par renforcement [76] ainsi que d'algorithmes d'apprentissage non-sup~rvisé 
(chapitre 5). 
Anguita, Ridella, Riviecco et Zunino [14] ont proposé un algorithme qùan~ique 
permettant d'accélérer l'entraînement des machines à vecteurs de support [182]. Leur 
méthode se base sur l'algorithme pour trouver le minimum d'une fonction de Dürr et 
H0yer [78] afin d'accélérer l'entraînement de la machine à vecteurs de support. L'en-
traînement de la machine à vecteurs de support peut s'exprimer comme un problème 
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d'optimis'ation quadratique et l'algorithme de Dürr et H0yer est utilisée comme sous-
routine à l'intérieur de l'algorithme d'optimisation. Au niveau de l'apprentissage par 
renforcement, Dong, Chen et Chen ont défini une variante quantique de l'apprentissage 
par renforcement [76], dans laquelle le robot maintient un état quantique interne qui 
évolue au fur et à mesure des interactions avec l'environnement et qui lui sert à décider 
quelle action accomplir en fonction de quelle situationlO . Un champ de recherche qui 
semble prendre de l'essor en apprentissage quantique depuis quelques années est celui où 
la machine qui réalise l'apprentissage est quantique et elle apprend à réaliser une certaine 
tâche de nature quantique elle-aussi (ce qui correspond à la définition 4.1 de Chrisley). Par 
exemple, deux ·articles récents [16,95] parus sur l'arXiv et qui ont l'expression "quantum 
learning" dans leurs titres tombent dans cette catégorie. 
4.3.1 Réseaux de neurones quantiques 
Un réseau de neurones artificiels [36] est un algorithme d'apprentissage s'inspirant 
du fonctionnement des réseaux de neurones qui se trouvent dans le cerveau humain. 
Plusieurs variétés de réseaux de neurones existent mais typiquement leur architecture 
globale partagent les mêmes caractéristiques générales. Un réseau d~ neurones artificiels 
se compose de plusieurs couches de neurones artificiels reliés entre eux par des liens 
comportant des poids, appelés synapses comme leur contrepartie biologique. Chaque 
neurone est une petite unité de calcul qui prend en entrée les valeurs renvoyées par 
les neurones de la couche précédente pondérées par les poids des synapses, applique une 
fonction sur les valeurs d'entrée (par exemPle la fonction sigmoïde ou la fonction tanh) et 
retourne en sortie la valeur résultante. Parmi les couches du neurones figurent au moins la 
couche d'entrée et la couche de sortie, et souvent aussi une couche intermédiaire appelée 
couche cachée. Un des résultats importants concernant les réseaux de neurones est le 
théorème de,l'approximation universelle [90] qui précise qu'il est possible d'approximer 
de manière uniforme n'importe quelle fonction continue sur les nombres réels en utilisant 
un réseaux de neurones avec une seule couche cachéell . 
10 J'avoue de mon côté être assez sceptique quant à leur approche qui semble volontairement floue sur 
certains détails, 
11 Cependant, il se peut que le nombre de neurones nécessaires dans la couche cachée pour réaliser 
cette approximation soit exponentiel par rapport au nombre de neurones de la couche d'entrée, De plus, 
ce théorème d'approximation ne donne aucune garantie en terme de généralisation, En se basant sur les 
52 
Beaucoup de propositions ont été faites duran.t ces quinze dernières années afin d'ima-
giner la contrepartie quantique des réseaux de neurones12 . Aucun consensuS,ne semble 
pourtant se détacher pour l'instant et les modèles proposés sont différents les uns 
des autres et semblent incomparables. La première difficulté pro~ient de trouver une 
définition sur ce qu'est exactement un réseau de neurones. En effet, un réseau de neu-
rones quantique pourrait être : 
une représentation quantique d'un réseau de neurones classiques, 
un type de POVM permettant de classifier de l'information quantique, 
un algorithme quantique pour entraîner plus rapidement un réseau de neurones 
classique 
Ezhov et Berman ont écrit un livre d'introduction sur le sujet [83] intitulé "Introduc-
tion to quantum neural technologies" qui recense et discute certains des niodèles proposés. 




quantique qui serait en superposition des différentes entrées Xi pos-
et des sorties Yi correspondantes à ces entrées. Lors de la classification 
inconnu X?, le POVM qui va être appliqué sur le circuit va dépendre 
directement de X? et va produire en sortie y? le motif associé à cette entrée. L'espàir est 
que si le "réseau" est bien conçu,' il puisse.retrouver même sur une entrée bruitée non vue 
auparavant la sortie correspondante (ce qui constitue une forme de généralisation). ,Les 
auteurs interprètent ce modèle comme un neurone unique qui serait en superP9sition de 
plusieurs entrées/sorties. L'avantage du modèle est qu'il permet de représenter un réseau 
de neurones avec un nombre exponentiellement plus faible de ressources que classique-
ment mais l'inconvénienfest que la phase d' "entraînement" où il s'agit de mettre en place 
la superposition dans le quantique peut elle-même demander un temps exponen-
tiel. Une autre application discutée dans le livre est celle où les réseaux de neurones 
quantiques pourraient être utilisés pour implémenter une approximation de n'importe 
quel fonction réalisée par un circuit quantique, un peu de la même manière que l'ap-
proximation universelle par les réseaux classiques. 
travaux réalisés ces dernières années clans le contexte des réseaux profonds [113], qui comportent plusieurs 
couches cachées, il semble au contraire qu'un réseau de neurones à plusieurs couches, s'il est correctement 
entraîné, a un meilleur pouvoir de généralisation que les réseaux à une seule couche. Une question ouverte 
intéressante est de développer une variante quantique de. ces réseaux profonds. 
l2Une manière de s'en convaincre est cle faire une requête sur "quantum neural network" sous Google. 
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Un article de Ricks et Ventura discute le problème de l'entraînement [163] dans un 
modèle de réseau quantique où chaque noeud du réseau ainsi que chaque synapse serait 
représenté sous la forme d'un registre quantique spécifique. Pour la phase d'entraînement, 
les auteurs proposent une méthode inspirée de Grover pout initialiser le poids des sy-
napses. Un des problèmes de leur méthode est qu'elle aussi requiert un temps exponent,iel 
dans sa version exacte13 . Les auteurs suggèrent une ';ersion prob~biliste de l'entraîneme'nt 
qui semble plus efficace d'après les simulations effectuées mais pour laquelle ils n'offrent 
aucune garantie théorique quant à la vitesse de convergence. Cependant, leur article a 
le mérite d'être l'un des seuls qui fait une comparaison empirique entre la performancè 
d'un réseau de neurones quantiques et d'un réseau de neurones classique sur un ensemble 
de données réel. 
'4.4 Algorithmes de catégorisation s'inspirant de la mécanique quantique 
La physique sert souvent d'inspiration à des algorithmes d'intelligence artificielle ou 
d'apprentissage machine. Horn et Gottlieb ont inventé un algorithme de catégorisation 
qui puise son inspiration dans la mécanique quantique [116,117]. Leur algorithme re-
lie deux problèmes qui sont a priori très différents: celui de la catégorisation et celui 
de l'équation de Schrodinger. L'équation de Schrodinger est communément utilisée en 
mécanique quantique pour décrire l'état d'un système. Les solutions de cette équation 
(aussi appelées eigenfonctions) ont souvent un sens physique réel et intéressent au plus 
haut point les physiciens. 
Dans leurs papiers, les auteurs s'intéressent au cas où l'on cherche à représenter les 
points de données comme ayant été générés par une dIstribution de noyaux gaussiens 
_(,;_,;.)2 
1jJ(x) = 2:~=1 e 2a 2 ' ,où n correspOIld au nombre de points de données dans un espace 
euclidien de dimension d, Xi est le vecteur représentant le i ème centre de la gaussienne 
et 1jJ(x) est la distribution de probabilités. L'algorithme de catégorisation de Horn et 
Gottlieb reformule 1jJ(x) comme étant une composante d'une équation de Schrodinger 
l'état d'un système dans un espace de Hilbert. La recherche des minima de cette équation 
permet indirectement de déterminer le centre des catégories. L'algorithme possède un seul 
13Le problème de l'initialisation d'une superposition arbitraire dans un registre quantique est un 
problème difficile pour lequel il n'existe pas d'algorithme générique efficace. 
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.1 
paramètre qui ester, la largeur des noyaux gaussiens. En faisant varier' ce paramètre, il est 
possible de diminuer ou d'augmenter le nombre de catégories trouvées'. Une fois que les 
centres des catégories ont été identifiés, une descente de gradient permet de déterminer à 
quelles catégories appartiennent chacun des points de données. En utilisant des techniques 
provenant de l'analyse en composantes principales, l'algorithme peut devenir indépendant 
de d, le nombre de dimensions. Dans ce cas-là, le temps de calcul est de 8(n2 ) car 
( . 
l'équation de Schrodinger est évaluée uniquement sur les points de données. 
Horn et Gottlieb ont testé leur approche sur deux ensembles de données et rap-
portent des résultats convaincants, en particulier comparé à une méthode plus classique 
se basant sur un estimateur de fenêtre de Parzen [155]. Leur algorithme semble par-
ticulièrement approprié pour faire de la catégorisation en tirant parti de l'information 
géométrique. On œtrouve exprimé dans l'équation de Schrodinger deux effets inhérents 
aussi à la catégorisation qui ont une action opposée l'un à l'autre sur la fonction d'onde. 
potentiel représente la force attractive qui essaye de concentrer la distribution autour 
de son minÎl~um (intra-similarité des catégories) alors que le Laplacien au contraire va 
contribuer à éparpiller la distribution (inter-dissimilarité des catégories). 
4.5 Bornes en complexité de la communication quantique s'appuyant sur 
des notions d'apprentissage machine 
Les empreintes quantiques [53] (appelées quantum fingerprinting en anglais) sont 
une technique développée en complexité de la communication quantique [43, 189] qui 
permet de calculer l'égalité de manière distribuée efficacement. Supposons qu'Alice et 
Bob possèdent chacun une chaîne de bits de longueur n, soit x, y E {O, 1}n, et qu'Alice 
veut savoir si sa chaîne est identique' à celle de Bob. Dans ce cas-là, Alice peut décider 
d'encoder sa chaîne de bits x dans une empreinte quantique de taille O(logn) qubits et 
l'envoyer à Bob. Celui-ci peut ensuite encoder sa propre chaîne y dans une èmpreinte 
et utiliser le Control-Swap test pour déterminer si les deux empreintes sont similaires 
ou non (voir section 6.1.4 pour plus de détails). Si les deux empreintes sont différentes 
(autrement dit x =f. y), ce test a une certaine probabilité non négligeable de le détecter. 
Ainsi, si Alice et Bob répètent cette procédure un nombre constant de fois et qu'ils 
observent toujours que les deux empreintes sont identiques, ils peuvent être sûr' avec 
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une bonne probabilité que x = y. Classiquement, le même problème requièrt un coût de 
communication de O( y'n) [150] dans le modèle où Alice et Bob ne sont pas autorisées à 
partager des variables aléatoires à l'avance. 
Gavinsky, Kempe et de Wolf [97] ont cherché à caractériser les situations distribuées 
où développer, un protocole basé sur les empreintes quantiques permet d'économiser com-
paré au coût de communication classique. Ils ont trouvés une connection intéressante 
entre les empreintes quantiques et la marge, un concept provenant de l'apprentissage 
machine classique. Intuitivement, la marge peut être vue comme la distance entre un 
point de données et la surface de décision -d'un classifieur. Avoir une marge importante 
conduit généralement à une bonne généralisation et certains classifieurs comme les ma-
chines à vecteurs de support [182] cherchent explicitement à maximiser la marge durant 
leur apprentissage (voir sec~ion 3.2.3 pour un peu plus de détails). La connection entre la 
marge et les empreintes quantiques fonctionne dans les deux sens. Ainsi, des protocoles 
d'apprentissage performant pour un problème d'apprentissage particulier impliquent,des 
bornes inférieures sur la marge réalisée pour ce problème, qui impliquent en retour des 
bornes supérieures sur les protocoles utilisant les empreintes quantiques pour résoudre ce 
problème. De la même manière, trouver un protocole distribué utilisant les empreintes 
quantiques pour un certain problème implique qu'il existe une classifieur avec une marge 
importante pour ce même problème. Le même type de résultat connectant la marge et 
la complexité de communication a été trouvé' indépendamment par Linial et Shraib-
man [137]. 
4.6 Estimation de systèmes et de processus quantiques 
La tomographie est un procédé qui, à partir d'un nombre de copies identiquement 
préparées d'un état quantique, permet d'identifier de façon unique cet état grâce à une 
série de mesures. Si le nombre de copies dont on dispose est infini, l'état peut être par-
faitement identifié. En pratique, cependant èette hypothèse n'est jamais vérifiée et le 
" 
nombre de copies est toujours fini,ce qui conduit à un estimé de l'état qui sera imparfait. 
Ainsi, la tomographie permet 'd'obtenir une connaissance complète de l'état mais pour 
obtenir un estimé fiable, elle requiert un nombre de copies qui grandit linéairement avec 
la dimension de l'espace de Hilbert si l'état est pur, et quadratiquement si l'état est 
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mélangé, . donc exponentiellement dans les del.lx cas avec le nombre de qubits servant à 
décrire l'état. estimation de la matrice densité d'un état pur ou d'un état mélangé peut 
être réalisé à une tomographie de cet état. 
Exemple 4.1 (Tomographie d'un état pur). Supposons un état quantique inconnu l'l,b) 
sur lequel on n'a aucune connaissance a priori si ce n'est qu'il s'agit d'ùn état pur dont 
toutes les copies ont été préparées de la même manière14 . Si cet état est défini sur d qubits, 
la dimension de l'espace de Hilbert dans lequel il vit sera de 2d et l'état pourra être décrit 
par le même nombre d'amplitudes. Chaque amplitude étant un nombre complexe pouvant 
être représenté pàr deux réels, il faudra de l'ordre de 6(2d+1 ) mesures différentes pour 
estimer ces amplitudes avec une bonne précision. 
Exemple 4.2 (Tomographie d'un état mélangé). Supposons que l'état quantique inconnu 
p qu'on cherche,à estimer est un mélange statistiques (et non pas un état pur) qui est 
défini sur d qubits. Cet état p peut être représenté par une matrice densité de taille 4d où 
chaque entrée est une valeur réelle posifi.ve. Il faudra donc de l'ordre de 6( 4d ) mesures 
différentes pour pouvoir caraCtériser précisérroent cet état. 
De part leur nature, l'estimation d'états quantiques et l'estimation de processl1;s quan-
tiques, tel que la caractérisation de portes ou de canaux quantiques, sont intrinsèquement 
reliés. Ainsi lorsqu'on estime un état quantique, on fait souvent une série de mesures sur 
cette état, pouvant être implémentées par une transformation unitaire suivi d'une me-
sure dans la base de calcuL De lameme façon, lorsqu'on a devant soi un canal quantique' 
inconnu ç, il est possible d'estimer son action sur ùn qubit le traversant à travers des 
observations faites sur des d'entrée/sortie du canal. Uile technique consiste par 
exemple à utiliser un ensemble d'états linéairement indépendants qui formeront une base 
vectorielle de tous les opérateurs physiques possibles. Le problème avec cette deuxième 
technique est qu'elle requiert l'utilisation de d2 états de test différents, où d est la dimen-
sion de l'espace de Hilbert considéré15 . Si jamais les données collectées sont incomplètes 
(parce qu'on ne dispose pas de tous les d2 états de test différents) ou incohérentes (parce 
14De plus, on suppose qu'on est dans un modèle sans bruit, où toutes les opérations s~r le système 
peuvent être réalisées de manière 
15Uneautre façon de procéder est d'utiliser une paire d'états intriqués (comme Iw-»),'dont, on fait 
passer la moitié dans le canal et avant de réaliser ensuite une tomographie complète sur les deux moitiés 
dEi la paire, 
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que .on n'a pas c.ollecté un n.ombre suffisants de statistiques .ou que du bruit vienne affecter 
le processus d'estimati.on), il est p.ossible que la méthode de rec.onstructi.on caractérise 
l'acti.on du canal ç c.omme ne c.orrespondant pas à une .opérati.on physique valide. La 
même situati.on peut survenir l.ors de l'estimati.on d'états .ou p.ortes quantiques. 
Plusieurs familles de méth.odes d'estimati.on existent, chacune se basant sur approche 
très différente du problème, et p.ouvant être pertinente dans des situati.ons différentes. 
La plupart de ces méth.odes s.ont aussi utilisés en apprentissage machine classique p.our 
. la tâche d'estimati.on de densité .où le but est d'apprendre une f.oncti.on de densité qui 
m.odélise les d.onnées .observées. 
L'approche du maximum de vraisemblance se base sur le principe que le meilleur 
estimé est· cel:ui qui maximise la probabilité des d.onnées .observées. La vraisemblance 
d'un m.odèle est défini c.omme la probabilité que le m.odèle aurait pu prédire les d.onnées 
.observées avant même que les mesures n'aient été effectuées. En utilisant le l.ogarithme 
de la vraisemblance c.omme' critère d'.optimisati.on, .on .obtient .une f.oncti.on c.onvexe à 
.optimiser qui admet un seul maximum gl.obal. Un des défauts de cette méth.ode est qu'elle 
peut Tet.ourner des valeurs propres qui s.ont négatives ce qui physiquement ne c.orresp.ond 
à aucune .opérati.on valide. De plus, l'approche par maximum de vraisemblance assigne 
t.ouj.ours une probabilité zéro à t.ous les événements n.on-.observées. Ziman, Plesch, Buzek 
et Stelmach.ovic [199] .ont prop.osé une autre s.oluti.on à ce problème d'estimati.on faisant 
appel au principe du maximum de vraisemblance. Leur idée est d'essayer de trouver parmi 
t.outes les représentati.ons p.ossibles du canal c.orresp.ondant à des acti.ons physiquement 
réalisables, celle qui approxime le mieux les d.onnées .observées. Autrement dit, cela revient 
à chercher le m.odèle qui est, le plus vraisemblable par rapp.ort aux .observati.ons faites 
c.omme .on le fait c.ouramment en estimati.on de densité. 
D'autres approches s.ont p.ossibles, elles aussi c.ommunément utilisées en apprentissage 
machine classique dans le cadre de l'estimati.on de densité, c.omme l'approche bayésienne 
.ou le principe d'entropie maximale [54]. 
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4.7 Calcul bayésien pour les matrices densité 
Warmuth,_nui est à l'origine principalement chercheur en théorie calculatoire de l'ap-
prentissage, est littéralement tombé amoureux16 du formalisme des matrices densité (cf. 
section 2.3.4) et a développé un calcul bayésien [185, 186] les concernant (appelé en an-
glais Bayesian probability calculus for density matrices). Son calcul peut être vu comme 
une généralisation des distributions de probabilités habituellement utilisée en apprentis-
sage machine, où chaque événement correspond maintenant à un état quantique. Sans 
rentrer dans les détails, la règle de Bayes définie dans son calcul permet de mettre à jour 
notre' connaissance a priori d'un système quantique (représentée sous forme d'une ma-
trice densité) suite au résultat d'une mesure effectuée sur ce système. Cette règle est une 
généralisation de la règle de Bayes traditionnelle (qui est retrouvée comme cas particu-
lier lorsqu'on se restreint à des états classiques). Elle a comme caractéristique principale 
de maintenir l'incertitude dans la direction de variance maximum de la matrice densité. 
Bien que Warmuth cherche encore à interpréter les connections entre son formalisme de 
calcul et l'informatique quantique, il l'a utilisé pour développer des applications pour 
l'apprentissage machine classique tel qu'une version en ligne de l'analyse en composantes 
principales [187]. Ainsi, on pourrait voir les travaux de Warmuth comme des algorithmes 
d'apprentissage puisant leur inspiration dans l'informatique quantique, un peu comme 
l'algorithme de catégorisation présentée dans la section 4.4. 
4.8 Cryptosystèmes basés sur des problèmes d'apprentissage difficiles 
L'existence même de l'algorithme de Shor [172] menace beaucoup de cryptosystèmes 
classiques, tel que RSA [164], qui sont basés sur la difficulté classique de résoudre un 
certain problème (comme la factorisation de deux grands nombres premiers ou le loga-
rithme discret). Une question naturelle à se demander est quels sont les cryptosystèines 
pour lesquels on ne connaît par encore d'algorithmes quantiques efficaces pouvant les 
briser et qui pourrait donc potentiellement résist'er à la "vague quantique". En théorie 
calculatoire de l'apprentissage (classique), Kearns et Valiant avaient déjà réalisé en 1994 
que certaines classes de concepts étaient difficiles à apprendre dans le modèle PAC sous 
16Extrait et traduit d'une communication personnelle avec Warmuth. 
59 
. certaines hypothèses cryptographiques [127]. Pour être plus précis, ils ont démontré que 
s'il est possible d'apprendre efficacement ces classes de concepts alors il est possible de 
briser certaines hypothèses cryptographiques en temps polynomial. Le dual de cela est de 
. . 
développer un cryptosystème qui fonde sa sécurité sur la difficulté d'un certain problème 
. d'apprentissage. Regeva mis au point un cryptosystème [162] qui se base sur la difficulté 
dans le pire cas d'une situation d'apprentissage reliée au plus court vecteur etaux plus 
courts vecteurs indépendants dans un treillis. Ce cryptosystème est totalement classique 
en soit, mais il base sa sécurité sur un problème considéré difficile, même à approxi-
mer, pour un ordinateur quantique. En effet, la preuve de sécurité de ce cryptosystème 
utilise une réduction quantique entre deux problèmes, et pouvoir le briser implique au-
tomatiquement avoir un algorithme quantique efficace pour le plus court vecteur et les 
plus courts vecteurs indépendants dans un treillis. En se basant sur les travaux de Re-
gev, Klivans et Sherstov [130] ont établis la difficulté d'apprendre efficacemènt certains 
familles de circuits ~rithmétiques de taille polynomial et de profondeur 2 (dont une va-
riante des réseaux de neurones utilisant des portes du type majorité) à moins qu'il existe 
un algorithme quantique efficace pour briser lecryptosystème de Regev. 
4.9 Apprendre à généraliser sur des mesures 
Aaronson a défini l'équivalent de l'apprentissage dans un contexte où nous avons 
accès à un nombre fini de copies d'un état quantique inconnu P?, et nous voulons prédire 
comment cet état réagira lorsqu'il est mesuré par des POVMs choisis selon une distri-
bution fixe, mais possiblement inconnue et continue [1]. Contrairement à la situation 
d'apprentissage considérée dans le chapitre 6, l'ensemble d'entraînement Dn n'est donc 
pas constitué d'états quantiques mais plutôt de n POVMs, et est décrit par un ensemble 
Dn = {El,";' En}, où chaque Ei est un POVM. La question posée par Aaronson est 
similaire en esprit à celle de l'apprentissage PAC (section 4.2.1) et consiste à se deman-
der sur combien de POVMs nous devons testé P? (autrement dit qu'elle doit être la 
taille minimum de Dn) avant de produire une hypothèse qui nous permet de prédire avec 
une bonne précision comment P? va réagir sur les autres POVMs que nous n'avons pas 
observé. Là encore, si nous pouvions faire une tomographie de l'état inconnu P?, nous 
aurions une connaissance complète de l'état et il devient possible de prédire exactement 
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son comportement sur n'importe quel POVM. Aaronson a prouvé qu'à toute fin pratique 
il suffit d'avoir un ensemble d'entraînement Dn qui gràn~it linéairement (contre expo-
nentiellement dans le cas de la tomographie) avec le nombre dequbits17 sur lesquels p? 
est défini afin de produire avec une bonne probabilité une hypothèse qui pourra prédire 
avec une bonne précision le comportement de p? sur des POVMs non observés (ce qui 
est une forme de généralisation). La preuve du théorème de Aaronson se base sur une 
succession de résultats provenant de la théorie calculatoire de l'apprentissage, dont la 
dimension de Vapnik-Chernovenkis (VC) [37] qui est un concept central de la théorie de 
l'apprentissage. 
17Le théorème exact de Aaronson inclut une borne sur la taille de l'échantillon qui dépend aussi de 
paramètres comme la précision de l'hypothèse générée ou la probabilité de succès de l'apprentissage. 
CHAPITRE 5 
ALGORITHMES QUANTIQUES D'APPRENTISSAGE NON-SUPÈRVISÉ 
5.1 Introduction 
Considérons le scénario suivant d'une tâche de catégorisation particulièrement ambi-
tieuse. 
Scénario 5.1 (Catégorisation de tous les habitants de la Terre). Imaginez que vous êtes 
un employé du département de statistiques des Nations Unies. Votre patron vient vous 
voir avec les données démographiques de tous les habitants de la Terre et vous demande 
d'analyser: ces données enutilisant un algorithme de catégorisation avec l'espoir que cette 
analyse pourra révéler des groupes intéressants parmi la population. En voyant que vous 
semblez un peu perdu devant l'immensité du travail à accomplir, votre patron vous dit de 
ne pas vous inquiéter car pour vous aider à réaliser cette tâche, il a réussi à "emprunter" 
le prototype d'un ordinateur quantique complètement opérationnel au centre de la sécurité 
des télécommunications. 
Interrogation: est-il possible d'utilisèr cet ordinateur quantique pour résoudre la tâche 
de catégorisation plus rapidement? 
algorithmes d'apprentissage non-supervisé sont fréquemment utilisés en forage de 
données [188] (ou data mining en anglais) pour des applications où la taille des données à 
traiter est gigantesque tel que l'astronomie, la bio-informatique ou encore le traitement de 
données issues de réseaux,9.e grande taille comme Internet. Disposer d'algorithmes rapides 
et performants est vitaJ pour ces applications, et dans ce contexte il ne suffit plus que l'al-
gorithme fonctionne en temps polynomial p<;mr qu'il soit considéré Ainsi, même 
un algorit~me fonctionnant en temps quadratique pourrait être totalement inutilisable en 
pratique s'il demandait plusieurs mois avant de se terminer, par rapport à un algorithme 
qui aurait un temps d'exécution plus raisonnable. Cet exemple souligne l'impor-
tance de développer les algorithmes les plus efficaces possibles. En particulier, comme. 
nous allons le voir dans ce chapitre, le paradigme offert par l'informatique quantique 
permet d'accélérer certains algorithmes classiques d'apprentissage non-supervisé. 
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Ainsi que nous l'avons vu dans la section 4.3, des algorithmes d'apprentissage se ba-
sant sur des primitives quantiques ont déjà été développés en apprentissage supervisé et 
apprentissage par renforcement. Cependant, au niveau de l'apprentissage non-supervisé, 
le terrain était resté quasiment vierge, à l'exception d'un aJgorithme quantique pour 
l'arbre couvrant minimal dont l'usage peut être détourné pour faire de la catégorisation 
(voir section 5.4 pour plùs de détails). La plupart des algorithmes quantiques d'appren-
tissage non-supervisé développés dans ce chapitre se basent sur des variantes de l'algo-
rithme de Grover afin d'accélérer le temps d'exécution de l'algorithme comparativement 
à sa variante classique. Les versions quantisées des algorithmes de catégorisation offrent 
, 
un temps d'exécution plus rapide que leur contreparties classiques, ,mais en revanche 
elles n'améliorent pas la qualité de la catégorisation générée. AInsi, si un problème de 
catégorisation particulier est NP-ardu [96] pour la recherche de la solution optimale à sa 
fonction de coût, les algorithmes quantiques décrits ici, bien que plus rapides que leurs 
homologues classiques, n'améliorent pas la qualité de la solution retournée1 . 
Le plan de ce chapitre est le suivant. La section 5.2 rappelle le principe de l'algorithme 
de Grover et présente brièvement quelques-unes de ses variantes. Certàines d'entre elles 
sont détaillées plus tard dans la section 5.3.2 car elles seront utilisées comme sous-routines 
d'algorithmes d'apprentissage. La section 5.3 décrit le modèle de boîte noire2 adapté pour 
la tâche de catégorisation. Une recette explicite est aussi donnée pour construire, à part!r 
de la description classique de l'e!lsemble de données, un circuit pouvant jouer le rôle 
de l'oracle. Les versions quantisées des algorithmes de catégorisation basée sur l'arbre 
couvrant minimal, de catégorisation divisive, et des k-médiane's (dans sa version standard 
et distribuée) sont respectivement décrites dans les sections 5.4, 5.5 et 5.6. Ensuite, la 
section 5.7 décrit une série d'algorithmes pouvant être utilisés comme outils durant l'étape 
de prétraitement d'autres algorithmes d'apprentissage non-supervisé: construction d'un 
graphe de voisinage, détection d'anomalies et initialisation des centres de catégories. 
Finalement, la section 5.8 conchit ce chapitre par une discussion et quelques perspectives 
IDans le modèle boîte noire (voir section 5.3.1), il a été prouvé par Bennett, Bernstein, Brassard et 
Vazirani [22] que si la seule connaissance qu'on peut avoir d'un problème NP-complet est accessible par 
un oracle alors le quantique offre au mieux un avantage quadratique sur le classique. Autrement dit, si 
la recherche de la solution demandait un temps O(2n ) classiquement, le mieux que l'on pourrait espérer 
faire quantiquement dans.ce modèle est de l'ordre de O(2~). 
2Les expressions "boîte noire" et "oracle" sont utilisées de manière interchangeable dans ce chapitre, 
bien qu'ils puissent avoir des sens différents dans la littérature. 
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futures, dont la proposition d'une version quantique d'Isomap, un algorithme de réduction 
de dimensionnalité. 
5.2' L'algorithme de Grover et ses variantes 
Dans la version originale de l'algorithme de Grover[103], une fonction booléenne f 
est donnée sous la forme d'une boîte noire avec la promesse additionnelle qu'il existe un 
unique Xo tel que f(xo) = 1. Classiquement, trouver ce xo, quand la fonction f n'offre 
, 
aucune structure particulière, demande de faire en moyenne n/2 requêtes à la boîte 
noire, oùn est le nombre de points du domaine de f. L'algorithme de Grover résout 
le même problème en faisant, approximativement seulement vn accès à la boîte noire. 
Contrairement à la version classiqJe, ces accès sont faits sous forme de superposition 
quantique. 
L'algorithme de Grover commence par appliquer une tour de portes de Walsh-
Hadamard à l'état initial composé uniquement d'une suitè de zéros afin de créer une su-
perposition égale de toutes les entrées possibles. L'algorithme procède ensuite en répétant 
un nombre adéquat de fois l'itération de Grover qui se compose de deux étapes: un appel 
au circuit quantique décrit dans la figure 5.1, qui inverse la phase d'un état inconnu x 
tel que f (x) = 1 (c'est à dire l'état "cible") par retour de phase, et une ·inversion par 
rapport à la moyenne, qui est une opération unitaire définie indépendamment de la fonc-
tion f considérée. Cette itération doit être répétée approximativement ivn fois, d'où le 
temps d'exécution de l'algorithme de l'ordre de O( vn). Une application de l'itération de 
Grover a pour effet d'accroître légèrement l'amplitude de l'état recherché, tout en faisant 
/ 
diminuer les amplitudes des autres états. Après le nombre adéquat d'itérations de Gro-
ver, l'amplitude de l'état recherché sera très proche de 1, ainsi si on mesure le registre 
quantique à ce moment-là, on va observer l'état recherché avec quasi-certitude. 
FIG. 5.1 - Calculer une fonction par retour de phase. 
À partir de l'idée originale de Grover, plusieurs généralisations~de son algorithrrie OI].t 
'.( 
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. été dévelappées paur les cas .Où il Y aurait plus d'un x tel que f(x) = 1. Ainsi, paur , 
taut t > 0, .Où t est le nambre de salutians, un nambre d'applicatians de l'itératian de 
Graver de l'ordre de 7Jry'nlt sera suffisant paur trouver une de ces salutians [41]. Si le 
nambre de salutians test incannu, le même article mantre qu'il reste néanmains passible 
de trouver une salutian parmi les t passibles en un temps propartiannel à y'nlt. Il existe 
aussi des extensians à l'algarithme de Grover qui permettent de compter (exactement au 
approximativement) le nambre de salutians [46,47]. 
D'autres applicatians de l'algarithme de Grover permettent de trauver le minimum 
(au le maximum) d'une fanctian (ainsi que sa pasitian) [78] au les c plus petites (au plus 
grandes) valeurs dans son image [77] après S( vn) et S( -JCri) appels à -la fanctian, respec-
tivement. D'autres variantes permettent d'approximer la médiane au des statistiques qui 
_ lui sant reliées [149] avec un gain quadratique camparativement au meilleur algarithme 
classique passible. Enfin, la généralisatian de l'algarithme de Grover cannue sa us le nam 
d'amplification d'amplitude [46] permet d'accélérer n'imparte quel algarithme classique 
probabiliste par un facteur quadratique en terme du nambre de requêtes effectuées à la 
baîte naire3 . 
5.3 Quantisation d'algorithmes de catégorisation 
Paur rappel (définitian 4.8), la quantisation cansiste à canvertir partiellement· au 
tatalement un algarithme classique en' algarithme quantique afin d'améliarer ses perfar-
mances. Dans cette sectian, 'nous allans dévelapper un madèle et des .Outils permettant 
de quantiser des algarithmes d'apprentissage nan-supervisé, dant principalement des al-
garithmes de catégarisatian. Bien que reliée, -la tâche de quantisatian d'algarithme de 
catégarisatian ne devrait pas être canfandue avec la mise au paint d'algarithmes de 
/ 
catégarisatian classiques inspirés de la mécanique quantique (cf. sectian 4.4) au la tâche 
cansistant à faire de la catégarisatian directement sur de l'infarmatian quantique (cf. 
sectian 6.3.1). 
3Pour être précis, l'amplif1c~tion d'amplitude peut même être utilisée pour accélérer avec un gain 
quadratique tout algorithme quantique qui n'effectuerait pas de mesure en cours de fO,ute. 
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5.3.1 Modèle de boîte noire 
Traditionnellement, en catégorisation on considère un ensemble d'entraînement com-
. -/ 
posé de n points de données dénoté par Dn = {Xl, ... , Xn}, où chaque point de données 
X correspond à un vecteur de d attributs. Le but d'un algorithme de catégorisation est de 
. partitionner l'ensemble Dn en sous-ensembles de points appelés catégories (clu'sters en an-
glais), de manière à ce que les objets similaires soient regroupés dans la même catégorie 
(intra-similarité) alors que les objets dissemblables soient placés dans des catégories 
différentes (inter-dissimilarité). Une des hypothèses est qu'il existe une notion de dis-
tance (ou une mesure de similarité / dissimilarité) pouvant être évaluée afin de comparer 
chaque paire de points. Cette métrique sera utilisée par l'algorithme pour former les 
catégories. 
Le modèle considéré dans ce chapitre diffère de ce cadre traditionnel et correspond 
plutôt au modèle de boîte noire. Dans ce modèle, notre connaissance de l'ensemble de 
" . . 
données provient uniquement d'une boîte noire (aussi appelée "oracle"), qu'il est pos-
sible d'interroger pour app~endre la distance entre deux points. Aucune hypothèse n'est 
faite a priori sur les propriétés de cette distance, si ce n'est qu'elle est symétrique et 
non-négativé. (En particulier, l'inégalité du triangle n'a pas besoin d'être respectéè). 
Ce modèle est généralement utilisé afin de dériver des bornes inférieures pour des 
problèmes pour lesquels il est difficile de prouver de telles bornes dans un contexte plus 
général. À noter que dans ce modèle, la complexité d'un algorithme en terme du nombre 
de requêtes/appels à l'oracle constitue une borne inférieure de sa complexité en terme de 
temps de calcul. 
Ce ,modèle de boîte noire est comparable à celui imaginé par Angluin [13], qui est 
utilisé en théorie calculatoire de l'apprentissage pour étudier la complexité en terme 
de requêtes pour apprendre exactement une fonction donnée sous la forme d'une boîte 
noire. Un analogue quantique du modèle de Angluin a été défini par Servedio [168] (voir 
la section 4.2.2 pour plus de détails). Dàns ce chapitre, notre but est de faire de la 
catégorisation, et non pas d'apprendre la fonction calculée par l'oracle. Au meilleur 
4Si la distance n'est pas symétrique, les algorithmes présentés dans ce chapitre peuvent être facilement 
modifiés pour prendre cela en compte sans modifier le temps de calcul de façon conséquente. 
5Dans le cas où la propriété de symétrie ou l'inégalité du triangle ne sont pas respectées, le terme mesure 
de d'iss'irhilarité serait plus approprié que le terme distance si on veut être rigoureux mathématiquement, 
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de ma connaissance, il n'existe pas de travaux antérieurs étudiant la complexité de la 
catégorisation dans le modèle d'Angluin, que ce soit dans sa variante classique ou quan-
tique. Cependant, un problème similaire a été considéré [144] dans la version classique 
du modèle PAC (Probably Approximately Correct). Dans ce travail, le but était de ca-
ractériser le nombre de requêtes qu'il est nécessaire de demander à l'oracle pour ap-
prendre (dans le sens PAC du terme) une catégorisation spécifique parmi une classe de 
catégorisations possibles. 
Dans la version classique du modèle boîte noire, une requête à l'o:acle correspond 
à demander la distance entre deux points Xi et Xj en lui donnant les index i et j de 
ces points. La boîte, noire quantique correspondante est illustrée' dans la figure 5.2, où 
o signifie "oracle". Afin d'obéir aux principes de la mécanique quantique, 0 doit être 
unitaire (et donc réversible). En pratique, cela n'est pas vraiment une restriction car il est 
possible de transformer n'importe quel circuit classique irréversible en un circuit réversible 
pour un coût "raisonnable" [20]. Il suffit donc de donner la description d'un circuit 
classique irréversible réalisant l'oracle, pour pouvoir le convertir en circuit réversible et 
ainsi pouvoir potentiellement l'implémenter quantiquement. 
li) fi li) 
Ij) 0 1)) 
lb) lb + Dist(Xi, Xj)) 
FIG. 5.2 - Illustration de l'oracle de distance: i et j sont les index de deux points de Dn 
et Dist(Xi, Xj) représente la distance entre ces deux points. L'addition b + Dist(Xi, Xj) est 
calculée dans u!l groupe fini de taille appropriée entre le registre ancillaire b et la distance 
Dist(Xi, xy}. 
Si la boîte noire est quantique, elle peut être interrogée en superposition d'entrées. 
Ainsi, si tous les qubits d'entrée sont initialement dans l'état 10) et qu'on applique la porte 
de Walsh-Hadamard sur chacun d'entre eux (à l'exception du registre ancillaire contenant 
lb) qu'on laisse inchangé à 10)), l'entrée aura été transformée en une superposition égale 
de toutes les paires d'index des points de données6 . Dans ce cas précis, la sortie résultante 
est une superposition possible de tous les triplets li,j,Dist(xi,Xj)).7 
6pour simplifier l'analyse et sans perte de généralité, nous supposerons que le 'nombre d'index possibles 
est une puissance de deux. 
7 À ne pas confondre avec simplement un superposition des toutes les distances. entre les paires de 
points, ce qui n'aurait pas de sens quantique ment d'une manière générale. 
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L'hypothèse que l'occurrence particulière à catégoriser est donnée seulement sous 
la forme d'une boîte noire n'est pas vraiment réaliste en pratique, même s'il s'agit du 
paradigme usuellement considéré en informatique quantique ou dans le modèle d'Ahgluin. 
Nous verrons dans la section 5.3.3 comment aba~donner cette hypothèse en donnant une 
recette explicite permettant de construire l'oracle 0 à partir de la description classique 
de l'ensemble de données Dn. 
5.3.2 Sous-routines quantiques 
Cette section décrit trois sous-routines quantiques qui seront utilisées pour accélérer 
des algorithmes classiques de catégorisation. Toutes ces sous-routines sont basées sur 
des. variations de l'algorithme de Grover. En particulier, les deux premières sont des 
applications directes des travaux antérieurs de respectivement, Dürr et Royer [78] et 
Dürr, Reiligman, Royer et Mhalla [77]. La troisième sous-routine est une nouvelle, bien 
que simple, application de l'algorithme de Grover. 
L'algorithme quanLtrouver _max décrit ci-dessous (algorithme 3) s'inspire directement 
de l'algorithme de Dürr et ROyer pour rechercher le minimum8 d'une fonction [78]. Il 
permet de trouver la paire de points les plus éloignés de l'ensemble de données (la dis-
tance entre ces deux points est appelé diamètre de l'ensemble de points). Un algorithme 
similaire peut être utilisé pour trouver le point de données qui est le plus' éloigné d'un 
point spécifique. 
Algorithme 3 quanLtrouver _max(Dn) 
Choisir au hasard deux index initiaux i et j 
Initialiser dmax = Dist(Xi, Xj) 
Répéter 
En utilisant l'algorithme de Grover, trouver deux index i et j tels que 
Dist(Xi, Xj) > dmax si jamais ils existent 
Mettre à jour dmax = Dist(Xi, Xj) 
Jusqu'à ce qu'aucun nouveau i, j soient trouvés 
Retourner i, j 
L'algorithme commence par choisir uniformémènt au hasard deux index i et j. 
8L'algorithme de Dürr et Boyer dans sa version originale a été formulé pour rechercher le minimum, 
mais il peut être facilement adapté poUr rechercher· le maximum à la place tout en gardant la même 
complexité de calcul. 
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Une première estimation grossière pour le diamètre est obtenue en prenant simplement 
se basant sur le circuit effectuant le changemen~ de phase décrit 
dans les figures 5.3 et 5.4, l'algorithme de Grover permet de trouver une nouvelle paire 
de points (i, j), si elle telle que Dist(xi, Xj) > dmax . Si un telle paire n'existe pas, 
. on a alors calculé le diamètre et l'algorithme se termine. Sinon, la valeur de la distance 
dmax est mise à jour à Dist(Xi, Xj) et la procédure est répétée jusqu'à ce que l'algorithme 
converge à la distance maximale. 
Théorème 5.1 (Convergence quanLtrouver_max). Avec probabilité élevée, l'algo-
rithme quanLtrouver _max retourne les index i et j de la paire de points les plus éloignés 
après un nombre espéré de requêtes dé l'ordre de y'P, où p = n2 est le nombre de paires 
de points de données, d'où un nombre total de requêtes qui est de O(n). Pour le cas 
le plus simple où on souhaiterait trouver le point. le plus éloigné d'un point spécifique, 
l'algorithme correspondant prend un temps de O(..,Iii)~ 
Démonstration. La preuve de convergence de quanLtrouver _max est similaire à l'analyse 
de Dürr et H0yer [78] pour la version permettant de trouver le minimum.d'une fonction. 
0 
li) 
Ij) 0 ot 
10) 10) 
Idmax ) P Idmax } 
Il) II) 
FIG. 5.3 - Circuit réalisant le changement de phase dans la version· de l'algorithme de 
Grover qui permetde trouver la paire de points à distance maximum (algorithme 3). La 
transformation unitaire ot est la transposée conjuguée de O. La sortie est identique à 
l'entrée, à l'exception de la globale de li) li) qui sera inversée si et seulement si 
Dist(xi, Xj) > dmax . (Voir la figure 5.4 pour la définition de P.) 
Dürr, Heiligman, H0yer et Mhalla ont développé un algorithme qui permet de chercher 
les c valeurs minimales d'une fonction [77J en un temps espéré de O( JCri), pour n le 
nombre de points dans l'image de la fonction9 . Si on choisit cette fonction comme étant 
9Rechercher le minimum d'une fonction peut 
c = 1. 
) 
vu comme un cas particulier de cet algorithme pour 
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FIG. 5.4 - Sous-circuit P utilisé dans la figure 5.3 pour réaliser le retour de phase, où 
l {.} est la fonction indicatrice qui vaut 1 si son argument est vrai et 0 sinon, et "œ" 
représente le ou-exclusif. 
la distance entre un point fixé et tous les autres points, on obtient la seconde sous-routine 
quanLtrouver _cplus_proches_voisins qui est l'application directe de l'algorithme de Dürr, 
Heiligman, H0yer et Mhalla [77] adapté pour trouver les c plus proches voisins d'un point. 
Théorème 5.2 (Convergence quanLtrouver _cplus_proches_voisins [77]). Avec 'probabi-
lité élevée, l'algorithme quanLtrouver _c_plus_proches_voisins permet de trouver les c plus 
proches voisins d'un pàint (au lieu des c valeurs minimales d'une fonction) en un témps 
de O( JCri). 
À noter que l'algorithme pour trouver les c valeurs minimales [77] est plus complexe' 
. . " 
que simplement appliquer c fois l'algorithme pour trouver le minimum, qui donnerait un 
temps d'exécution de l'ordre de O(cfo) et non pas O(JCri). 
La troisième et dernière sous-routine est un nouvel algorithme, baptisé 
quanLtrouver _mediane, qui permet de calculer la médiane parmi un ensemble de m points 
Qm = {ZI"" ,zm}' 
Définition 5.1 (Médiane). La médiane est le point parmi un ensemble dont la somme 
des distances à tous les autres points (ou la distance moyenne) est minimale. 
La notion de médiane est particulièrement intuitive dans le sens de la norme LI mais 
peut être généralisée à d'autres situations lO (voir par exemple le survol [176]). Dans notre 
cas, on peut définir formellement la médiane d'un ensemble de points Qm comme étant 
le point Zi tel que: 
m 
mediane(Qm) = argmin L Dist(Zi, Zj) 
. . ~EQm j=1 
(5.1) 
Trouver la médiane peut être réalisé classiquement en calculant pour chaque point 
dans l'ensemble, la somme de ses distances ( ou la distance moyenne) avec tous les autres 
lODans le cas de points définis sur plusieurs dimensions, le terme médoïde est parfois utilisé à la place 
du terme médiane. 
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points et en prenant le minimum. Ce processus requiert un temps de l'ordre de O(m2 ), où 
m est le nombre de points considérés. Dans le cas général où il n'y a aucune restriction sur 
la distance utilisée ou aucune structure parmi l'ensemble de points pouvant être exploitée, 
il n'existe pas d'approche plus efficace que l'algorithme naïf présenté ci-dessusll . 
Quand les Zi correspondent simplement à des nombres, ou plus généralement, quand 
tous les points sont colinéaires, un algorithme quantique dû à Nayak et Wu [148,149] peut 
être utilisé pour approximeT la médiane en un temps de 8( Vm). Cependant dans le cas 
plus général considéré dans ce chapitre, le but est 'de calculeT exactement la médiane en 
ayant seulement comme information la distance entre chaque paire de points (de plus, 
i'inégalité du triangle peut ne pas être vérifiée), ce qui correspond à une situation où 
l'algorithme de Nayak et Wu ne s'applique pas. 
Pour résoudre ce problème de manière quantique, il suffit de construire le circuit 5 
illustré par la figure 5.5, qui prend li) comme entrée, avec 1 ::; i ::; m, et calcule la somme 
des distances entre Zi et tous les autres points dans Qm. Pour cela, il suffit d'appliquer la 
boîte noire décrite dans la figure 5.2 successivement pour chaque valeur de j, 1 ::; j ::; m. 
(On suppose que Dist(zi, Zi) = O.) Ceci prend un . temps de 8(m), mais pourrait être 
possiblement amélioré (voir la question ouverte 5.1). 
FIG. 5.5 - Calcul de la somme des distances entre Zi et tous les autres points de l'ensemble 
. Qm = {Zl' ... ,zm}. L'oracle 5 peut être obtenu en répétant m fois l'oracle 0 décrit dans 
la figure 5.2 pour j allant de 1 jusqu'à m. 
L'algorithme de Dürr et H0yer pour trouver le minimum [78] peut ensuite être utilisé 
pour trouver la somme minimale (ce qui est équivalent à trouver la distance minimale 
moyenne) parmi tous les Zi possibles en utilisant 8( vm) applications du circuit de la 
figure 5.5. 
Lemme 5.1 (Convergence de quanLtrouver_mediane). Avec probabilité élevée, l'algo-
Tithme quanLtrouver _mediane trouve la médiane paTmi un ensemble de m points en temps 
llUne des façons de s'en conv~incre est de construire un scénario où tous les points sont à la même 
distance les uns des autres, à l'exception cie deux points qui sont plus proches l'un cie l'autre. Ces cieux 
points sont les médianes cie cet ensemble de·. points. Dans ce cas-là, classiquement, il fauclra demancler 
quasiment toutes les clistances entre paires de points à la boîte noire avantcl'iclentifier l'une des deux 
médianes. Ceci résulte en une borne inférieure cie O(m2) appels à l'oracle. 
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Démonstration. Chaque application du circuit prend un temps de O(m) et de plus, trou-
ver la somme minimale parmi m possibles requiert O( vrn) applications du circuit de la 
figure 5.5 en utilisant l'algorithme pour trouver le minimum [78]. Le temps total pour 
calculer la médiane sera donc de O(mvrn) = O(m3/ 2 ). 0 
L'algorithme quanLtrouver _mediane qui permet de calculer la médiane de m points 
. . 
en un temps O(m3/ 2 ) pourrait ne pasêtre optimal, ce qui conduit à la formulation de la 
question ouverte suivante. 
Question ouverte 5.1 (Borne inférieure du calcul de la médiane parmi un ensemble 
de points). Est-ce que calculer exactement la médiane parmi un ensemble de m points 
nécessite O(m3/ 2) appels à l'oracle (comme le fait l'algorithme quanLtrouver _mediane) ou 
est-ce que O(m) appels à l'oraCle sont suffisants? 
Répondre à cette question déterminerait si le calcul de la médiane d'un ensemble de 
points est équivalent ou plus complexe en terme du nombre d'appels à l'oracle que de 
simplement trouver la paire de points qui sont à distance minimale ou maximale. Cette 
réponse aurait aussi une influence directe sur la version quantisée de l'algorithme de 
k-médianes qui sera présentée dans la section 5.6. 
5.3.3 Construire (ô)xplicitement l'oracle 
Les sous-routines décrites dans la section précédente présupposent que l'oracle est 
fourni directement comme ressource à l'exécution de i'algorithme et que la connaissance 
que nous pouvons obtenir sur l'ensemble de données provient uniquement de requêtes ef-
fectuées à cet oracle. Ce modèle, dit de boîte noire, est couramment utilisé en informatique 
quantique12 , car il permet de dériver des bornes inférieures ou de décrire de façon relative-
ment abstraite des algorithmes sans avoir besoin de préciser les détails d'implémentation. 
En pratique13 cependant, cette approche n'est pas vraiment réaliste. En effet dans la vie 
de tous les jours d'un spécialiste de l'apprentissage quantique, il semble improbable que 
12Pensons par exemple, à la formulation originale de Grover en terme de recherche d'un aiguille dans 
une botte de foins. 
13L'expression "en pratique" s'applique à un monde où l'ordinateur quantique de taille raisonnable est 
disponible :-). 
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quelqu'un nous fournisse directement une boîte noire quantique14 pouvant être utilisée 
pour interroger la distance entre des paires de points en superp.osition. À la place, il est 
plus plausible que nous recevions un ensemble de données Dn qui contient la description 
(classique) des n points de données. 
À partir de cet ensemble de données, il est important de connaître une recette explicite 
permettant de construire un circuit quantique efficace réalisant la même fonctionnalité 
que la boîte noire. Il existe une borne inférieure triviale de O(nd) sur tout algorithme 
qui prendrait Dn comme entrée classique et qui produirait un circuit quantique jouant 
le rôle de l'oracle, car cet algorithme devrait parcourir au moins une fois chaque point 
de données de l'ensemble, et observer pour chaque point les valeurs de tous ses attributs. 
L'approche constructive décrite ci-après permet de réaliser un tel circuit en 0 (nd+n log n) 
opérations (la taille du circuit obtenu est proportionnelle au temps de calcul nécessaire 
pour construire le circuit), où n est le nombre de points de l'ensemble de données et d est 
la dimension de l'espace dans lequel vivent ces points (c'est-à-dire le nombre d'attributs 
les ·décrivant). Si nous nous restreignons sans perte de généralité, à un circuit logique 
composé uniquement de portes d'arité. ou de sortance qui est au maximum c, pour c une 
petite constante (par exemple c = 2), on peut définir sa taille et sa profondeur de la 
manière suivante15 . 
Définition 5.2 (Taille d'un circuit). La taille d'un circuit est le nombre de portes logiques 
qui composent ce circuit. 
Définition 5.3 (Profondeur d'un circuit). La profondeur d'un circuit est la distance 
maximum (en terme de portes) depuis une entrée du' circuit jusqu'à une de ses sorties .. 
Grâce aux travaux de Bennett sur la réversibilité du calcul classiqu~ [20], il suffit de 
décrire un circuit classique (non nécessairement réversible) permettant de réaliser une 
tâche pour ensuite le transformer en circuit réversible sans augmenter de façon significa-
tive sa profondeur et sa taille, avant de pouvoir ensuite l'implémenter quantiquement. 
140n pourrait cependant imaginer un scénario où la boîte noire quantique nous serait donnée par une 
entité (comme un fournisseur de données par exemple). Pour des raisons dE: confidentialité, cette entité 
ne souhaiterait pas divulguer la description complète de l'ensemble de données mais serait prêt à fournir 
une implémentatio'n quantique permettant d'apprendre de l'information sur des relations entre les points 
(comme leurs distances) . .ce type de scénario est particulièrement vraisemblable dans le domaine du 
forage de données préservant la confidentialité [11] (appelé privacy-preserving datd mining en anglais). 
15Les portes FANOUT qui produisent deux copies identiques du bit d'entrée doivent elles-aussi être 
comptabilisées parmi les portes logiques composant le circuit. 
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La première étape consiste à décomposer l'oracle 0 décrit précédemment dans la 
figure '5.2 en deux sous-circuits; un sous-circuit E, qui à pru,tir de l'index i d'un point 
de l'ensemble de données, produit sa description Xi, et un sous-circuit. D qui prend la 
description de deux points en entrée et calcule la distance entre ces deux points, . 
Lemme 5.2 (Encodage d'un ensemble de données sous forme de circuit). Le sous-circuit 
E, qui prqduit la description d'un point à partir de son index, peut être réalisé avec 
un circuit quantique de profondeur O(log(nd)) et de taille O(nd + nlogn). De plus, 
l'algorithme qui construit explicitement ce circuit à partir de la description classique de 
Dn, l'ensemble de données, requiert un temps lui aussi de O( nd + n log n). 
Démonstration. Considérons une implémentation naïve du circuit E qui encode directe-
ment l'ens~mble de données sous forme·de circuit. Pour chaque bit individuel il"", i]ogn 
d,u registre servant à décrire l'index i d'un point de données (qui est de taille logarith-
mique en n), on peut en produire n copies en utilisant un ru'bre binaire composé de 
. FANOUT: Chaqueru'bre de FANOUT est de profondeur O(logn)et de taille O(n). La 
forêt d'arbres binaires de FAI\lOUT (figure 5:6) qui copie tous les bits du registre d'index 
est donc de profondeur O(logn) et de taille O(n logn). 
II 
log II 
i log Il 
FIG. 5.6 - Forêt d'arbres binaires de FANOUT réalisant la copie des bits d'entrées. L'ac-
tion de la porte FANOUT est simplement de produire deux copies identiques du bit 
d'entrée. 
Pour chacun des n index possibles des points, on détermine ensuite si l'index i passé 
en entrée au circuit est égal à cet index ou non. De façon équivalente, on veut calculer 
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pour tous les index possibles j E {1, : .. , n}, la fonction indicatrice 1 {j = i} dont la valeur 
booléenne est 1 uniquement si l'index j examiné actuellement correspond à l'index i passé 
en entrée au circuit, et 0 pour toutes les autres valeurs possibles d'index. Cette fonction 
indicatrice peut être implémentée par un arbre de AND de profondeur O(log log n) et 
de taille O(logn) (figure 5.7). Au premier niveau, avant d'utiliser l'arbre de AND, on 
applique la porte NOT sur chacun des bits de i pour lesquels le bit de j correspondant 
vaut 1. Si le bit correspondant de j vaut 0 alors on ne fait rien et on laisse le bit intact. 
Comme on calcule ensuite le AND de tous les log n bits résultants du premier niveau, 
la valeur booléenne finale est de 1 uniquement si i = j, c'est-à-dire si tous les bits de 
l'index j courant sont égaux à ceux de l'index i passé en entrée. Comme il yan fonctions 
indicatrices au total, cette partie du circuit est de taille O( n log n) pour une profondeur 
O(log log n). 
log log n 
log Il 
' . 
. ~ IIOgll~ 
FIG. 5.7- Circuit réalisant la fonction indicatrice 1 {i = j} pour i, j E {1, ... ,n}, où i est 
l'index passé en entrée au circuit et j l'index d'un point spécifique. Ce circuit est répété 
n fois· en parallèle pour réaliser les fonctions indicatrices des n index possibles. Dans 
l'exemple courant de la figure, il s'agit de déterminer la valeur de la fonction indicatrice. 
1 {i = 0 110g ~ } . 
Ensuite, supposons sans perte de généralité que chaque attribut est' codé sur un 
nombre fini et constant de bits. Comme chaque point est décrit par d attributs, on fait 
O(d) copies de chacun des n bits obtenus à la sortie des fonctions indicatrices lors de 
\ 
l'étape précédente, c'est-à-dire un nombre constant de copies pour chacun des d attributs. 
Pour cela, on utilise une forêt d'arbres binaires de FANOUT (figure 5.8) comme durant 
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FIG. 5.8 - Forêt d'arbres binaires de FANOUT réalîsant la copie des, n fonctions indica-
trices. Chaque fonction indicatrice sera copiée O( d) fois, pour d le nombre d'attributs. 
Enfin pour chacune des n sorties des fonctions indicatrices et chacun des bits de 
chaque attribut d, on réalise la construction suivante (figure 5.9). Tout d'abord, cette 
construction effectue un AND entre le résultat de la fonction indicatrice pour l'index j 
courant et la valeur du bit dans la description de Xj pour l'attribut actuel. En faisant 
ensuite un OR sur tous les sorties des AND du premier niveau, en utilisant là encore 
un arbre binaire mais cette fois composé de OR, on obtient en sortie la valeur du bit 
de l'attribut courant de Xi' Cette forêt d'arbres est de taille O( nd) et de profondeur 
O(logn).l6 
Le tableau 5.1 récapitule la taille' et la profondeur des différentes parties du circuit. 
Pour résumer, le circuit final classique irréversible obtenu est de taille O(nd + nlogn), 
de profondeur O(log(nd)) et utilise uniquement des portes d'arité ou de sortance 2 tel 
que FANOUT, AND et OR, ainsi que des portes NOT. Ce circuit peut être transformé en 
une version réversible en remplaéant chacune de ces portes l7 par une ou deux applica-
tions d'une porte universelle réversible, telle que la porte de Toffoli [180] ou la porte de 
16Toutes les fois où la valeur du bit de l'attribut pour un point d'index spécifique vaut 0, on pourrait 
remplacer le AN D du premier niveau par le bit constant 0 sans affecter le résultat 'finaL Bien que ne 
changeant pas la complexité finale du circuit, cette technique permet d'éviter de rajouter des portes' 
inutilement, 















FIG. 5.9 - Circuit encodant la valeur d'un bit d'lln ;:tttribut pour chacun des n index 
possibles des points de données. Au premier niveau, ce circuit réalise un AND entre cha-
cune des fonctions indicatrices et un bit de l'attribut pour le 'point d'index correspondant 
(dans la figure le premier bit du premier attribut est utilisé comme exemple). La valeur 
qui se trouve en sortie de l'arbre binaire de OR est la valeur d'un bit d'un attribut du 
point Xi, où i est l'index passé en entrée au circuit. Ce circuit sera répété O( d) fois en 
parallèle (soit un nombre constant par attribut) afin de la description complète 
des dattributs composant Xi' 
Fredkin [88] (voir chapitre 4 de [42]). Ainsi au final, le circuit réversible classique pour 
E obtenu est d'une taille qui est du même ordre de grandeur que sa version irréversible. 
Comme n'importe laquelle de ces deux portes peut être implémentée quantiquement par 
un nombre constant de portes quantiques unaires et binaires (voir [152], page 182), cela 
implique qu'il existe un circuit quantique implémentant E qui est de taille O( nd + n log n) 
et de profondeur O("log(nd)). De plus, le temps de construction de ce circuit est directe-
ment proportionnel à sa taille. 
Une fois qu'on a construit le sous-circuit E, il reste encore à construire le sous-circuit 
D qui prend en entrée la description de deux points et calcule leur distance de façon 
réversible. 
Remarque 5.1 (Profondeur d'un circuit classique implémentant une distance). Pour 
la plupart des métriques communément utilisées en appr-entissage machine, comme la 
distance euclidienne, la distance de Manhattan ou toute variante de la distance de Min-
'kowski, le circuit classique irréversible calculant cette di.stance aura une profondeur de 
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Etape Taille Profondeur 
Copies des bits d'entrée O(n logn) O(logn) 
Implémentation des fonctions indicatrices O(nlogn) O(log logn) 
Copies des bits des fonctions indicatrices O(nd) o (log d) 
Encodage des attributs O(nd) O(logn) 
Total pour le circuit E O(nd + nlogn) O(log(nd)) 
TAB, 5.1 - Tableau résumant la taille et profondeur des différentes parties formant le 
circuit E qui fait l'encodage de l'ensemble de données. 
O(logd). et une taille de l'ordre de O(d). 
Exemple 5.1 (Circuit classique implémentant la distance euclidienne). La distance eu-
clidienne entre deux points X a et Xb décrits par d attributs est égale à 
(5.2) 
Où x~i) et x~i) sont les valeurs du i ème attribut, poùr respectivement les points X a et Xb. 
Pour calculer cette distance, il suffit pour chaque attribut, de soustraire la valeur pour 
cet attribut du premier point et du second point et de mettre le résultat obtenu au carré. 
Ensuite, on additionne les drésultats obtenus (un par attribut) avant de calculer la racine 
carrée de la somme. La soustraction, la multiplication, l'addition ainsi que le calcul de la 
racine carrée d'un nombre sont toutes des opérations arithmétiques pouvant être réalisées 
par des circuits de taille polynomiale et de profondeur logarithmique par rapport à la taille 
de l'entrée, et qui n'utilisent que des portes d'arité 2 (ce qui correspond à la classe de 
complexité NC1 [184]). Ainsi, le circuit implémentant la distance euclidienne est de taille 
O(d) et de profondeur o (log d). 
Lemme 5.3 (Profondeur d'un circuit quantique implémentant une distance). Tout cir-
cuit classique irréversible implémentant une distance qui utilise uniquement des portes 
d'arité 2 tel que FANOUT, AND et OR peut être implémenté par un circuit quantique (et 
donc réversible) de la même taille et profondeur. 
Démonstration~ Comme vu à la fin de la preuve du lemme 5.2, pour rendre le circuit 
classique réversible, il suffit de remplacer les portes FANOUT, AND et OR d'arité 2 par 
une ou deux applications de la porte de Toffoli. De plus, chaque porte de Toffoli peut 
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être simulée par un nombre constant de portes quantiques binaires et unaires, résultant 
ainsi en un circuit quantique implémentant la distance qui est de même profondeur et de 
même taille. 
Théorème 5.3. Si la distance utilisée est calculable par un circuit de taille O( d) et de 
profondeur O(Iogd), il existe un circuit quantique implémentant physiquement l'oracle 
de distance 0 (figure 5.2) qui est de taille O(nd + nlogn) et de profondeur O(log(nd», 
où n est le nombre de points de l'ensemble de données et d le nombre d'attributs servant 
à les décrire (on suppose les attributs de taille constante). De plus, ce circuit peut être 
construit en un temps proportionnel à sa taille. 
Démonstration. Le circuit qui jouera le rôle de l'oracle de distance 0 va être construit 
à partir de 2 sous-circuits; un soùs-ciicuit E qui à partir de l'index i d'un point produit 
sa description Xi> et un circuit D qui à partir de la description de deux points Xi et Xj 
calcule leur distance Dist(Xi, Xj). Si on met en entrée deux index i et j, et qu'on ap-
plique successivement deux copies de puis D et enfin deux copies de Et (la transposée 
conjuguée de E)18 on obtient la superposition li, j, Dist(Xi, Xj»), ce qui correspond exac-














FIG. 5.10 - Circuit implémentant l'oracle de distance O. Le circuit E encode l'ensemble 
de données et D est le circuit calculant la distance. E est simplement le circuit E avec 
les deux registres d'entrée qui ont été échangés alors que Et et Et sont les transposées 
conjuguées de respectivement E et E. 
un circuitE faisant l'encodage de l'ensemble de données qui est de taille O(nd +n logn) 
et de profondeur O(log(nd». De plus, la c;ombinaison de la remarque 5.1 et du lemme 5.3 
implique que pôur la plupart des distances couramment utilisées en apprentissage ma- . 
chine, il existe un circuit quailtique D calculant la distance entre deux descriptions de 
points qui est de taille O(d) et de profondeur o (log d). Le circuit quantique final qui 
18Et peut être obtenu en "déroulant" le circuit E à l'envers si c'est physiquement possible. 
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jouera le rôle de l'oracle 0 et qui se compose des sous-circuits E et D aura donc une taille 
de O( nd + n log n) et une profondeur de O(log( nd)). Le temps nécessaire pour construire 
ce circuit est directement proportionnel à sa taille. 0 
Cette construction est très efficace car relativement proche de la borne inférieure de 
O(nd) sur la taille du circuit et le temps nécessaire pour le réaliser. De plus, le circuit est 
lui aussi efficace car de profondeur logarithmique en n et d. Lors de l'analyse du temps 
d'exécution des algorithmes d'apprentissage non-supervisé dans les prochaines sections, 
. nous passerons sous silerice ces facteurs logarithmiques afin de faciliter l'analyse et parce 
qu'ils influencent peu le temps d'exécution final. Il faut cependant être conscient .que 
ces facteurs logarithmiques sont. toujours présents, ce qui conduit à formuler les trois 
questions ouvertes suivantes. 
Question ouverte 5.2 (Borne inférieure de la construction du circuit 0). Est-il possible 
de construire un circuit quantique pour 0 en un temps équivalent à parcourir l'ensemble 
de données O(dn) ? 
Question ouverte 5.3 (Profondeur optimale pour le circuit 0). Est-il possible de réduire 
la dépendance de la profondeur du circuit 0 sur ri (le nombre de points) ou d (le nombre 
d'attributs) afin de réduire la profondeur du circuit, et cela sans faire explo~er sa taille? 
Question ouverte 5.4 (Taille optimale pour le circuit 0). Est-il possible d'atteindre la 
borne inférièure en réduisant la taille du circuit 0 à O( dn) ? 
5.4 Catégorisation par arbre couvrant minimal 
Soit G ~ ($, A) un graphe connexe orienté, où S est l'ensemble des n sommets du 
graphe et A l'ensemble des arêtes. Chaque arête comporte un poids qui correspond à une 
. valeur réelle positive. 
Définition 5.4 (Arbre couvrant). Un arbre couvrant est un sous-ensemble de n - 1 
arêtes T ç A tel que (S, T) forme un graphe connexe. 
Définition 5.5 (Arbre couvrant minimal). Un arbre couvrant minimal est un arbre 
couvrant dont la somme des poids des arêtes est minimale parmi tous les arbres couvrants 
possibles. 
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Une des plus anciennes techniques de catégorisation [196] se base directement sur 
l'arbre couvrant minimal. En effet, supposons que chaque point de données Xi de l'en-
semble d'entraînement constitue le sommet d'un graphe et que chaque paire de sommets 
(Xi, Xj) est reliée par une arête dont le poids est proportionnel à une certaine mesure de 
distance Dist(Xi, Xj). Une fois qu'un arbre couvrant minimal de ce graphe a été construit, 
il est facile de grouper les points de données en k catégories en enlevant tout simplement 
les k - 1 plus longues arêtes de cette arbre. 
La c'atégorisation basée sur l'arbre couvrant minimal maximise un critère qu( tient 
compte de la distance minimum entre chaque catégorie. 
Définition 5.6 (Espacement). Soit Cl, et C2 deux catégories disjointes, l'espacement19 
entre Cl et C2 est défini comme: 
(5.3) 
c'est-à-dire la distance entre la paire de points (x, y) les plus proches, pour x appartenant 
à la première catégorie et y appartenant à la seconde catégorie. 
Définition 5.7 (k-catégorisation d'espacement maximum). Une k-catégorisation d'espa-
cement maximum de l;ensemble de données Dn est un ensemble de k catégories disjointes 
Cl, C2,'" ,Ck formant une partition de Dn, et tel que: 
k-l k 
k-categorisation_espacemenLmaximum( Dn) L L espacement( Ci, Cj ) 
i=l j=i+l 
(5.4) 
La catégorisation basée sur l'arbre couvrant minimal est précisément celle qui maxi-
mise ce 'critère de catégorisation d'espacement maximum [101]. Il s'agit donc d'une si-
tuation où il existe un algorithme polynomial permettant de maximiser le critère de 
catégorisation utilisé, ce qui n'est pas le cas de nombreuses situations de catégorisation. 
Classiquement, lorsque le graphe est représenté sous forme de matrice d'adjacence, ce 
problème de catégorisation se résout directement en utilisant l'algorithme de Prim [159] 
qui a un temps d'exécution de 0(712 ), où n est le nombre de sommets du graphe (ou 
19L'espacement est aussi parfois appelé distance minimale entre deux catégories, ou aussi single linkage 
en anglais. 
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de façon équivalente le nombre de points de l'ensemble de données). Cet algorithme est 
optimal puisque dans le cas d'un graphe complet et d'une métrique arbitraire, tous les 
algorithmes classiques possibles requièrent un temps de O(n2 ). 
Le premier algorithme de catégorisation quantique, bien qu'il n'ait pas été développé 
dans ce but, est dû à Dürr, Heiligman, H0yer et Mhalla [77]. Ces chercheurs ont étudié. 
la complexité quantique en terme de requêtes de certains problèmes de graphes, dont 
l'arbre couvrant minimal. Les modèles considérés dans leurs travaux sont les variantes 
quantiques de la matrice d'adjacence et de la liste d'adjacence. Le modèle de matrice 
d'adjacence est comparable à celui de boîte noire décrit dans la section 5.3.1. Ainsi dans 
ce modèle, on précise les index i et.J de deux' sommets et on reçoit en sorti~ le poids de 
l'arête entre ces deux sommets (ce qui, pour notre application, correspond à la distance). 
En pratique, il faut absolument éviter de construire un circuit quantique qui garde 
en mémoire explicitement toutes les valeurs possibles de la matrice d'adjacence. En effet, 
un algorithme qui prendrait cette matrice d'adjacence de taille n par n aurait un temps· 
d'exécution d'au moins O(n2 ) car il devrait lire au moins une fois chaque entrée de 
la matrice, ce qui ne serait pas mieux que d'utiliser directement l'algorithme de Prim. 
Intuitivement, les situations où il est intéressant d'utiliser l'algorithme de Grover (ou 
une de ses varia,ntes), sont celles où il est possible de construire un circuit quantique 
définissant l'espace de recherché en moins de temps qu'il est nécessaire classiquement 
pour rechercher un élément. 
L'algorithme de Dürr, Heiligman, H0yer et Mhalla [77] est une quantisation d'un 
algorithme classique pour l'arbre couvrant minimal dû à Boruvka [40]. 
Théorème 5.4 (Algorithme quantique pour l'arbre couvrant minimal [77]). Avec pro-
babilité élevée, la quantisation de l'algorithme de BorüvkiL due à Dürr, Heiligman, Hfifyer 
et Mhalla est capable de trouver l'arbre couvrant minimal d'un graphe en un temps de 
8(n3/ 2 ), .où n est le nombre de sommets du graphe. De plus, cet algorithme est optimal, 
c'est-à-dire que dans le cas d'un graphe complet il n'existe pas d'algorithme quantique 
pouvant trouver l'arbre couvrant minimal en moins de O(n3/ 2 ) appels à l'oracle. 
Le théorème 5.4 implique qu'en utilisant la version quantisée [77] de l'algorithme pour 
l'arbre couvrant minimal de Boruvka, on peut trouver la catégorisation qui minimise le 
critère de k-catégorisation d'espacement maximum en un temps de 8(n3/ 2 ) (contre 8(n2 ) 
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classiquement), pour n le nombre de points de l'ensemble de données.2o 
5.5 Catégorisation divisive 
Une des manières les plus simples de construire une hiérarchie de càtégories est de 
commencer par assigner tous les points à la même super-catégorie. La catégorisation 
divisive sépare ensuite cette super-catégorie en deux sous-catégories. Pour cela, deux 
points de données sont choisis pour former les germes des deux nouvelles sous-catégories. 
Un choix pertinent de germes est de prendre les deux points qui sont les plus éloignés dans 
l'ensemble. Une fois ce choix effectué, tous les autres points sont attachés à leur germe 
le plus proche. Cette technique de division est ensuite appliquée récursivement sur les 
sous-catégories obtenues jusqu'à ce que tous les points contenus dans une catégorie soient 
considérés suffisamment similaires ou qu'un critère d'arrêt soit atteint. Voir l'algorithme 4 
pour pl us de détails. 
La catégorisation divisive cherche à maximiser à chaque étape de la récursion le cr~tère 
de distance maximale entre les catégories. 
Définition 5.8 (Distance maximale entre deux catégories). La distance maximale entre 
deux catégories est la distance entre la paire de points (x, y) les plus éloignés, pour x 
appartenant à la première catégorie et y appartenant à la seconde catégorie. 
Dist(x, y) (5.5) 
La partie la plus coûteuse de cet algorithme est de trouver les deux points qui sont 
plus éloignés dans l'ensembleirtitial des n points (ce qui est équivalent à calculer le 
diamètre de cet ensemble de données). Si points de données sont des vecteurs dans 
pour une haute dimension arbitraire d, ce processus requiert généralement O(n2 ) compa-
raisons21 , et ce même si on est prêt à se contenter d'une approximation [86]. Quantique-
ment, il est possible d'utiliser quanLtrouver _max comme sous-routine dans cet algorithme 
originale de Dürr, Heiligman, H0yer et Mhalla considère implicitement que l'oracle à un 
coût d'appel constant puisque c'est la complexité en de requêtes pour les problèmes de "r".nl1,~" 
que ces chercheurs ont caractérisé. Dans notre cas, comme précisé dans la section 5.3.3, chaque appel à 
l'oracle à un coût "caché" qui est logarithmique en n et d. 
21 Cependant, si d est petit (comme d = 1,2 ou 3) et qu'on utilise une métrique telle que la distance 
euclidienne, des algorithmes linéaires ou sous-quadratiques existent [31, l58J. 
Algorithme 4 quanLcategorisation_divisive(D) 
Si les points dans D sont suffisamment similaires alors 
Retourner D comme une catégorie 
Sinon 
Trouver les deux points les plus éloignés X a et Xb dans D en utilisant 
quanLtrouver _max 
Pour chaque x E D faire 
Rattacher x au point de données le plus proche entre X a et Xb 
fin pour 
Soit Da l'ensemble de tous les points rattachés à X a 
Soit Db l'ensemble de tous les points rattachés à Xb 
Appeler quanLcategorisation_divisive(Da ) 
Appeler quanLcategorisation_divisive(Db) 
fin si 
pour trouver les deux points les plus éloignés en temps O(n). 
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Théorème 5.5 (Catégorisation divisive quantique). Avec probabilité élevée, le gain en 
complexité de temps de l'algorithme quanLcategorisation_divisive, qui permet de réaliser 
la catégorisation divisive d'un ensemble de n points, ·comparé à sa version classique est 
entre.O(lo~n) et O(n). 
Démonstration. Supposons qu'à chaque appel récursif, l'algorithme sépare l'ensemble de 
données en deux sous-catégories d'approximativement la même taille. Ceci conduit à la, 
construction d'un arbre équilibré et l'algorithme aura un temps global d'exécution T(n) 
caractérisé par la récurrence asymptotique T(n) = 2T(n/2) + O(n), qui est de O(nlogn).· 
Classiquement, la récurrence pour le même cas ~st de T(n) = 2T(n/2) + O(n2) à cause 
du temps nécessaire pour trouver les deux points les plus éloignés dans l'ensemble de 
points, ce qui revient à.O(n2 ). Le gain entre le classique et le quantique est dOnc de 
. O(nl~~n) = O(lo~n): À l'inverse dans le cas déséq~ilibré où l'algorithme produit une 
catégorie qui contient un petit nombre de points et une autre qui concentre la masse 
globale, l'arbre généré sera déséquilibré et de profondeur n. Dans ce cas-là, quantiquement 
il faudra un temps de calcul global de O(n2) contre O(n3 ) classiquement, ce qui ~onduit là 
aussi à un gain de O(~) = O( n). Pour n'importe quelle situation entre ces deux extrêmes,' 
le gain entre les version classiques et quantiques de l'algorithme de catégorisation divisive 
sera donc entre O(lo~n) et O(n). D 
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En pratique, si jamais les catégories générées ne sont pas équilibrées, cela: peut vouloir 
dire que l'ensemble de données contient des anomalies (appelés outliers e? anglais). Dans 
ce cas, la technique usuelle consiste à détecter et enlever ces anomalies avant de lancer 
la catégorisation divisive. Ceci permettra d'éviter normalement la formation de sous-
catégories trop déséquilibrées en taille. Voir par exemple la section 5.7.2 pour la version 
quantisée d'un algorithme permettant de détecter les anomalies. 
5.6 k-médianes 
Cette section décrit deux versions quantiques de l'algorithme des k-médianes : la ver-
sion "standard", où toutes les données sont physiquement rassemblées au même endroit, 
et la version distribuée où les données sont partagées entre deux ou plusieurs participants. 
5.6.1 Version standard 
L'algorithme des k~médianes) parfois appelé k-médoïdes [125], est un cousin de 
l'algorithme des k-moyennes. Il s'agit d'un algorithme itératif, où chaque itération se 
décompose en deux étapes. Lors de la première étape, chaque point de données est rat-
taché à son centre le plus proche. Durant la seconde étape, le centre de chaque catégorie 
est mis à jour comme étant le "point médian parmi tous points composànt cette 
catégorie (c'est-à-dire le point qui est à distance totale minimale autres p~ii1ts de 
la catégorie). L'algorithme s'arrête lorsque les centres des catégories sont stabilisés (ou 
quasi-stabilisés). Les centres des catégories sont souvent initialisés comme étant k points 
choisis au hasard parmi les npoints de l'ensemble de données, où k est un paramètre de 
l'algorithme, qui correspond au nombre de catégories désirées. Nous verrons cependant 
dans la section 5.7.3 un algorithme quantique permettant d'initialiser les catégories de 
manière plus "intelligente". 
L'algorithme des k-médianes cherche à partitionner les données en k catégories qui 
minimisent un critère de distance entre les points d'une catégorie et le centre de la 
catégorie. 
Définition 5.9 (Critère des k-médianes). Soit un ensemble de k catégories disjointes 
C1 ,C2, ... ,Ck qui ont pour centres respectifs .les points Ml,M2, .... ,Mk E Dn. Ces 
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catégori,es sont optimales par rapport au critère de catégorisation des k-médianes si : 
k 
k-medianes(Dn) = argmin L L Dist(x, /-Li) 
(CI,/.Q),(C2,J1.2), ... ,(Ck,J1.k) i=l xEC; 
(5.6) 
Contrairement auX critères utilisés dans les algorithmes de catégorisation présentés 
précédemment, ce critère est NP~ardu à calculer dès que k ;::: 2 [153]. Ainsi, on ne connaît 
pas d'algorithme polynomial permettant de trouver la solution optimale à ce problème, 
c'est-à-dire un ensemble de catégories qui minimise le critère 5.6. La version quantique de 
l'algorithme des k-médianes correspond donc à, une version quantisée d'une heuristique 
servant à résoudre un problème NP-ardu, et non pas à un algorithme permettant de 
résoudre ce problème exactement. 
La différence principale entre k-moyennes et k-médianes est que l'algorithme des k-
moyennes utilise comme représentant d'une catégorie un point virtuel appelé centroïde, 
qui correspond à la moyenne des points à l'intérieur de la catégorie. Par contraste, l'al-
gorithme des k-médianes est restreint à utiliser un point "réel" de l'ensemble de données 
comme centre d'une catégoriè. Alors que l'algorithme dés k-moyennes est sûr de conver-
ger vers un assignation des centres des catégories qui est stable après un nombre fini 
d'itérations, l'algorithme des k-médianes pourrait arriver dans une situation où il oscille 
entre deux ou plusieurs configurations. Cette différence de comportement de convergence 
découle du fait que la moyenne d'un ensemble de points est toujours définie de façon 
unique, alors qu'il pourrait y avoir plusieurs médianes valides pour un même ensemble de 
points. Cependant, un des avantages des k-médianes sur les k-moyennes est qu'on peut 
l'utiliser même lorsque la selfle information disponible sur les points est leurs distances les 
uns des autres, ce qui rend impossible le calcul explicite de la moyenne, et donc l'appli-
cation de l'algorithme des k-moyennes. Par rapport à son cousin plus connu, l'algorithme 
des k-médianes offre aussi.l'avantage d'être généralement plus robuste au bruit et moins 
sensible à la présence d'anomalies dans les données (voir la section 5.7.2 pour une brève 
explication) . 
Théorème 5.6 (k-médianes standard quantique). Avec probabilité élevée, .l'algorithme 
quanLk-medianes permet de réaliser la catégorisation d'un ensemble de n points en un· 
temps de OC)kn3/2t) et avec un gain de O( vlD. comparé à sa version classique, où k 
Algorithme 5 quanLk-medianes(Dn,k) 
Choisir k points uniformément au hasard comme étant les centres initiaux des 
catégories 
Répéter 
Pour chaque point dt:; données dans Dn faire 
Rattacher ce point à son centre le plus proche , 
fin pour 
, Pour chaque catégorie Q faire 
Calculer la médiane de cette catégorie en utilisant quanLtrouver_mediane(Q) et 
en faire son nouveau centre 
fin pour , 
Jusqu'à (quasi-) stabilisation des catégories 
Retourner les catégories trouvées et leurs centres 
est le nombre de catégories retournées et t le nombre d'itérations de l'algorithme. 
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Démonstration. Afin d'analyser l'efficacité d'une itération de l'algorithme, supposons que 
les catégories sont approximativement de tailles comparables, c'est-à-dire n/k. Si les 
médianes étaient calculées de façon classique, chacune demanderait un temps de cal-
, cul de O((Ï)2), avec un total de O(în2) pour trouver les centres des k catégories. De 
façon quantique, il est possible de trouver la médiane d'une catégorie de taille n/k en un 
temps de Q( Ï v1) en utjlisant la sous-routine quanLtrouver _mediane. Ceci résulte en un 
temps de O( ,fin3/2) pour une itération de la version quantique de k-médianes, ce qui est 
O( Jn/k) fois plu~ rapide que ~'approche classique. Pour le cas déséquilibré, considérons 
par exemple le scénario où quasiment toutes les catégories sont de taille c, pour c une 
petite constante, alors qu'une unique catégorie concentre toute la masse des points. Dans 
ce scénario, trouver la médiane demanderait O(n2) requêtes à l'oracle classique contre 
O(n3/ 2 ) quantiquement. Le gain entre le classique et le quantique persiste donc même 
dans le cas déséquilibré. À noter que d'utiliser la version quantique ou classique de l'al-
gorithme n'influence pas la vitesse de convergence de l'algorithme et què celle-ci dépend 
de t, le nombre d'itérations22 . o 
Entre deux itérations de l'algorithme de k-médianes, il peut arriver que les catégories 
restent relativement stables, c'est-à-dire que seul un petit nombre de points changent 
22En pratique cependant, le nombre d'itérations ét la qualité de la catégorisation retournée peuvent 
être améliorés par une initialisation "int~lligente" du centre des catégories (voir s~ction 5.7.3). 
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de catégories. Dans ce cas-là, il est possible qu'une structure de données (classique) 
appropriée puisse garder la trace des catégories et de leurs médianes afin d'accélérer la 
recherche des points médians d'une itération à une autre. Ainsi, en pratique on pourrait 
d'abord utiliser la version quantique de k-médianes pour les premières itérations avant 
d'utiliser ensuite la variante classique basée sur la structure de données appropriée. 
Il est aussi possible que la version quantisée de k-médianes puisse être encore améliorée 
en développant un algorithme .quantique qui estimerait la somme d'un ensemble de va-
leurs plutôt que simplement les ajouter une par une comme décrit dans la figure 5.5. 
Les algorithmes existants actuellement pour estimer la moyenne [104J ne semblent pas 
pouvoir être utilisés directement à cause de problèmes à leur précision, mais d'autres 
méthodes basées sur l'estimation d'amplitude semblent prometteuses [46]. La convergence 
de l'algorithme, mesuré par le nombre d'itérations t, pourrait être aussi accélérée comme 
l'énonce la question ouverte suivante. . 
Question ouverte 5.5 (Accélération quadratique du .nombre d'itérations) .. Peut-on 
quantiser encore plus en profondeur l'algorithme des k-médianes afin de réduire le nombre 
d'itérations t qui sont nécessaires à l'algorithme (par exemple par un facteur quadra-
tique) ? 
5.6.2 Version distribuée 
De même qu'on peut parfois accélérer le temps de calcul d'un algorithme en utilisant 
le paradigme de l'informatique quantique, il. est possible dans certains cas. de réduire 
le coût de communication de sa version distribuée. Dans une situation d'apprentissage 
distribué, l'ensemble de données Dn n'est pas localisé dans· un seul endroit mais est 
distribué aux mains de deux ou plusieurs participants23 . Leur but est de faire fonctionner 
un algorithme d'apprentissage sur cet ensemble de données au complet. Ce problème 
pourrait être résolu très simplement en rapatriant toutes les données sur un site central 
et en faisant fonctionner une version standard de l'algorithme d'apprentissage. Dans ce 
cas-ci, le coût de communication du protocole résultant serait 8( dn) bits, ce qui peut 
être très lourd en pratique si la taille de l'ensemble de données est importante. Tout le 
23De manière équivalente, on peut voir cette situation comme si chaque participant i avait son propre 
ensemble de données Di et le but est de faire fonctionner un algorithme sur l'union de 
leurs ensembles de données. 
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but de la complexité de la .communication [132] est d'essayer de trouver des protocoles 
efficaces requérant moins de bits de communication que nécessaires pour communiquer 
l'entrée. 
Dans le cas de l'apprentissage distribué quantique, on permet aux participants de 
s'échanger des qubits au lieu de bits ou encore de partager de l'intricatiop au préalable 
afin de les aider dans leur tâche. Peut-on gagner quelque chose à utilis.er de l'information 
quantique lors de la réalisation de tâches distribuées, par exemple en économisant sur le 
coût de la communication pour certains protocoles? C'est à cette question que s'intéresse 
la complexité de la communication quantique [43, 189]. Comme vu dans la section 2.3, 
du côté des résultats a priori négatifs, l'existence du théorème de Holevo [115J exclut la 
possibilité de transmettre plus de n bits d'information en utilisant n qubits. Si jamais les 
participants partagent préalablement de l'intrication sous la forme de Tt paires EPR alors 
il est possible de transmettre 2n bits classiques en utilisant le codage superdense [26], 
mais il s'agit-là du mieux qu'on peut faire [59]. De même, il est impossible d'utiliser l'in-
trication pour communiquer car cela: signifierait pouvoir communiquer plus rapidement 
que la vitesse de la lumière et violerait le principe de causalité. Par contre, ces limites 
n'interdisent pas qu'il soit possible, en utilisant de l'information quantique, d'économiser 
significativement (quadratiquement ou exponentiellement) sur le coût de communication 
de certaines fonctions distribuées [43,189] ou encore de L\J<!'U""uL des tâches impossil:>~es 
classiquement dans un contexte où la communication entre les participants n'est pas 
permise [45]. 
Supposons que l'ensemble de données Dn soit partagé entre deux participants, Alice 
etBob. Pour la simplicité de l'analyse, faisons l'hypothèse qu'Alice possède exactement 
la moitié des. n points de données, et Bob l'autre moitié, pour n un nombre pair24 . 
Pour que la version quantique distribuée de k-médianes soit intéressante, il faut que son 
coût de communication mesuré en qubits échangés soit inférieur au protocole trivial qui 
consisterait à envoyer classiquement toutes les données sur un seul (et qui aurait un 
coût de 8(dn) bits). Les points de Dn peuvent réordonnés de manière à ce que les 
_ 24Si cette! hypothèse n'est pas vérifiée, il est possible d'adapter sans difficulté l'algorithme à cette 
situation. Toutefois si les tailles des ensembles de données de Alice et de Bob sont vraiment déséquilibrées 
j'une par rapport à l'autre (par exemple si Da ou Db est de taille O( y'n)), le mieux à faire est que celui 
qui a le plus petit ensemble envoie directement toutes ses données à l'autre participant et que celui-ci 
utilise la version standard de l'algorithme sur l'ensemble de ces données. 
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~ premiers points correspondent à l'ensemble de données d'Alice Dd, = {Xl,""X~}, et 
le reste des points à l'ensemble de données de Bob Db = {X!!+l,'" ,xn}. En utilisant 
. 2 
la même prescription que dans la preuve du lemme 5.2, Alice peut produire, à partir 
de son ensemble de données Da, un circuit quantique Ea de taille 0 (nd + n log n) et de 
profondeur O(log(nd)) qui encode son ensemble de données. Ce.circuit Ea prend en entrée 
l'index i d'un point de son ensemble, pour i E {1, ... , ~ }, et produit la description Xi 
de ce point. Bob fait de même avec son ensemble de données Db et construit un circuit 
Eb, qui, à partir d'un index j E {~ + 1, ... ,n}, retourne la description Xj de ce point. 
De plus, si Alice dispose d'une implémentation quantique du circuit D permettant de 
calculer l~ distance de deux points passés en entrée, elle peut l'utiliser en conjonction 
avec Ea pour implémenter l'oracle Sa qui calcule la somme totale des distances entre un 
p'oint et tous les autres points de son ensemble Da (même remarque pour Bob). 
Afin de réaliser l'algorithme des k-médianes de manière distribuée, Alice et Bob vont 
devoir implémenter de façon distribuée l'itération de Grover utilisée dans la sous-routine 
quanLtrouver _mediane. Durant ce protocole, ils vont utiliser et échanger différents re-
gistres quantiques. L'indice A et l'indice B sont rattachés aux registres quantiques pour 
indIquer qui, de respectivement Alice ou Bob, en a le contrôle à un moment particuÜer 
du protocole. Soit ia l'index du point de l'ensemble de données Da dont la somme des 
distances avec les points de Dn est minimale (ib est défini de manière symétrique Db), 
c'est-à-dire: 
. . . 
n 
ia = argmin L Dist(xi, Xj) 
xiEDa j=l 
(5.7) 
L'itération de Grover distribuée (que nous nommerons iteration_mediane_distribuee) lors-
qu'on cherche ia peut être réalisée par l'algorithme 6. 
1 
Lemme 5.4. Le protocole iteration_mediane_distribuee (algorithme 6) réalise l'itération 
de Grover de façon distribuée dans la sous-routine quanLtrouver _mediane. Son coût de 
communication est de 0 (d + log( ndmax )) qubits et sa complexité en terme de calcul de 
O(n), où d est le nombre d'attributs servant à décrire les p~ints de données, n est le 
nombre de points de données et dmax est la distance maximale eritre deux points de 
données. 
Démonstration. La description de l'algorithme 6 étape par étape démontre clairement 
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[Étape IJ Alice utilise le Circuit Ea pour produire la description Xi d'un point à partir 
de son index i. 
li) A 10@O(d» A ~ li) A IXi) À 
, (Le registre d'index (registre 1) est de taillè O(logn) qubits et le registre contenant la 
description du point Xi (registre 2) est de taille O(d).) 
[Étape 2] Alice fait appel au circuit Sa pour calculer la somme des distances entre le 
point Xi et tous les autres points de Da. 
li)A IXi)A 10@O(log(nl4nax»)A &'li)A IXi)A 1 E1=~1 Dist(Xi,Xj)A 
(Le registre de distance (registre 3) est de taille proportionnelle au logarithme ,de la 
, distance maximum entre deux points dmax , plus un terme logarithmique en le nombre 
de points.) 
[Étape 3] Alice envoie le registre quantique contenant la description de Xi ainsi que le 
registre de distance à Bob. 
li)A IXi)A 1 1:1=1 Dist(Xi, Xj»A c~ li)A IXi)B 1 1:1=1 Dist(Xi,Xj»B 
[Étape 4] Bob fait interagir le registre contenant la description du point d'Alice avec 
la description de ses points en utilisant l'oracle Sb. Cecrpermet de calculer la somme 
des distances entre Xi et tous les autres points de Dn. 
li)A IXi)B 11:1=1 Dist(Xi,Xj)B ~ li)A IXi)B 1 1:j:1 Dist(Xi,Xj)B 
[Étape 5] Soit f la fonction booléenne qui instancie la fonction indicatrice 
1 {1:j=l Dist(Xi, Xj) < dmin } et qui pour un index iest égale à 
f(i)={~ si 1:j=l Dist(Xi, Xj) < dmin sinon (5.8) 
Bob applique le changement de phase conditionnel P qui réalise la transformation 
suivante: 
li)A IXi)B 1 1:j=l Dist(Xi,Xj)B ~ (_l)f(i) li)A IXi)B 1 Dist(Xi,Xj)B 
[Étape 6] Bob applique st et renvoie le registre contenant la description de Xi et le 
registre de distance à Alice. 
, 't 
(_I)f(i) li)A IXi)B 1 1:j=l Dist(Xi,Xj»B Sbt:°m (_l)f(i) li)A IXi)A 1 Dist(Xi,Xj»A 
[Étape 7] Alice désintrique le registre de distance, en appliquant S~. 
(_I)f(i) li) A IXi) AI 2:1=1 Dist(Xi, Xj) A ~ (_I)f(i) li) A IXi) A 
[Étape 8J Alice désintrique son registre de description en appliquant E~. 
(_l)f(i) li)A IXi)A:1 (-'-l)f(i) li)A ' 
[Étape 9] Âlice applique localement l'inversion par rapport à la moyenne sur son 
registre d'index qui a l'effet suivant: 
lX) f-t { lx) 
-Ix) 
si X = o@logn 
sinon (5.9) 
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que celui-ci réalise la fonctionnalité de l'itération de Grover telle que décrite dans la sec-
tion 5.2. En particulier, l'effet de la première partie de l'itération de Grover (étapes 1 à 
5) est d'inverser la phase de tous les points dans Da dont la somme des distances avec les 
autres points est inférieure à la valeur dmin. L'inversion parrapport à la moyenne, qui est 
effectuée en dernière étape de l'itération de Grover, est indépendante de la fonctionnalité 
considérée et peut être réalisée localement par Alice. En ce qui concerne la communica-
tion, seules les étapes 3 et 6 nécessitent un échange d'information entre Alice et Bob. Les 
tailles des registres échangées sont respectivement de O(d) pour le registre de description 
et de O(1og(ndmax )) pour le registre de distance, où dmax est la distance maximale entre 
deux points de Dn. Le coût global de commun~cation est donc de O(d + log(ndmax )) 
qubits. La complexité en temps du calcul de l'itération dépend directement des temps 
nécessaires à appliquer les circuits Ea, Eb, Sa et Sb, qui sont respectivement de 0(1) pour 
Ea et Eb et O(n) pour Sa et Sb comme vu dans la section 5.3.3 (si on ne tient pas compte 
des facteurs logarithmiques supplémentaires). Le coût total de l'itération en terme de 
temps est donc dominé par O(n). 0 
À chaque itération de l'àlgorithme des k-médianes et pour chaqu'e catégorie, on appelle 
tout d'abord la sous-routine quanLtrouver _mediane afin de trouver ia en appliquant le 
protocole iteration_mediane_distribuee pour simuler l'itération de Grover. Alice initialise 
dmin comme étant la somme des distances entre un point io choisit au hasard parmi Q a et 
tous les autres points de Dn. Cette étape d'initialisation requiert qu'Alice communique 
(classiquement) la description de io à Bob (coût de O(d) bits) et que celui-ci lui envoie 
la somme des distances entre les points dans Db et io (coût de O(dmax + logm) bits). 
Avant d'utiliser iteration_mediane_distribuee pour la première fois, Alice commence par 
mettre le registre d'index en superposition de tous les index possibles grâce à une tour 
de Walsh-Hadamard. Une fois que ia a été déterminé en utilisant quanLtrouver _mediane, 
on détermine ib en inversant le rôle de Bob et d'Alice .. Enfin, pour déterrriiner la médiane 
parmi Dn, il suffit de choisir entre ia et ib celui des deux points dont la somme des 
distances avec tous les autres points est minimale. L'algorithme 7 formalise le déroulement 
de la version distribuée de k-médianes. 
Théorème 5.7 (k-médianes distribué quantique). Avec probabilité élevée, l'algorithme 
quanLk-medianes_distribue permet de réaliser la catégorisation d'un ensemble de n points 
Algorithme 7 quanLk-medianes_distribue(Da,Db,k) 
Alice et Bob choisissent k points uniformément au hasard parmi Da et Db comme 
étant les centres initiaux des ,catégories 
Répéter 
Pour chaque point de données dans Da et Db Jaire 
Rattacher ce point à son centre le plus proche 
fin pour 
Pour chaque catégorie Q faire 
Alice recherche ia en utilisant quanLtrouver _mediane( Q) avec le protocole 
iteration_mediane_distribuee pour simuler l'itération de Grover 
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Bob recherche ib en utilisant quanLtrouver _mediane( Q) avec le protocole 
iteration_mediane_distribue~ (les rôles de Alice et Bob sont échangés) pour simuler 
l'itération de Grover 
./ 
médiane(Q) = argminiE{ia,ib} 2:XjEQ Dist(xi, Xj) 
fin pour 
Jusqu'à (quasi- )stab.ilisation des catégories 
Retourner les catégories trouvées et leurs centres 
distribués entre deux participants en un temps de O(t Jr.n3/2 )) et un coût de communi-
cation de O(t~(d + log(ndmax ))) qubits, où n est le nombre de points de l'ensemble 
de données, d le nombre d'attributs servant à les décrire, k le nombre de catégories re-
tournées, t le nombre d'itérations de l'algorithme et dmax est la distance maximale entre 
deux points de données. 
Démonstration. L'analyse du temps d'exécution de la version distribuée de l'algorithme 
est exactement similaire à celui de sa version standard (théorème 5.6). De plus, de 
par le lemme 5.4, on peut observer que la quantité de travàil en terme de calcul qui 
sera demandée à Alice et Bob pour la version distribuée est du même ordre de gran-
deur que. pour la version standard, soit O( Jr.n3/2 ) pour une itération de k-médianes. 
Si les catégodes sont approximativement de même taille, chaque itération de l'algo-
rithme demande à Alice et Bob d'échanger un registre de taille O(d + log(ndmax )) 
un nombre de fois dans O(kA) ce qui conduit à un coût de communication de 
O(kA(d + log(ndmax ))) = O( ~(d + log(ndmax ))) qubits. Pour t itérations, le coût 
global de communication est donc de O(t~(d + log(ndmax ))). D 
Tant que le nombre t d'itérations de l'algorithme est inférieur à fo, la version dis-
tribuée de l'algorithme des k-médianes est plus économe en terme de communication 
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que le protocole naïf où toutes les données sont rassemblées dans un site central. De 
plus, l'algorithme peut être facilement généralisé au cas multipartite, pour un nombre 
de participants m 2:: 2. Pour cela, il suffit que chaque participant j (pour 1 .~ j ~ m) 
trouve parmi son ensemble de données Dj le point ij dont la somme· des distances avec 
tous les autres points de Dn est minimale. On peut réaliser cela en adaptant la version 
distribuée de l'itération de Grover afin qu'elle fonctionne avec plus de 2 participants. Il 
suffit ensuite de choisir la médiane comme étant le point parmi {il, ... ,im } qui minimise 
la somme des distances avec les autres points. Sans rentrer dans les détails, le coût de 
communication et la complexité de calcul de la version multipartite sont essentiellement· 
identiques à ceux de la version bipartite. 
5.7 Outils quantiques pour algorithmes d'appr~ntissage non-supervisé 
Les algorithmes présentés dans cette section ne constituent pas des algorithmes d'ap-
prentissage non-supervisé par eux-mêmes mais sont couramment utilisés comme outils 
par d'autres algorithmes d'apprentissage non-supervisé. Des variantes plus rapides de 
ces algorithmes contribuent donc directement à des variantes plus rapides d'autres algo-
rithmes d'apprentissage non-supervisé. 
5.7.1 Construction d'un graphe de voisinage 
La construction d'un graphe de -voisinage est une étape importante du prétraitement 
de plusieurs algor~thmes d'apprentissage non-supervisé tels que l'algorithme de réduction 
de dimensionnalité Isomap [179] ou la catégorisation par marche aléatoire [106]. 
Définition 5.10 (Graphe de voisinage). Soit un graphe complet dont les sommets corres-
pondent aux points de l'ensemble de dQnnées, et où chaque arête entre deux sommets est 
pondérée en tenant compte de la distance entre ces deux sommets (voir section 5.4). Un 
graphe de voisinage est construit à partir de ce graphe original en gardant pour chaque 
sommet seulement les arêtes connectant ses k voisins les plus pmches2s. 
25Une manière différente de définir le graphe de voisinage consiste relier deux points par une arête si 
et seulement si ils sont chacun dans le plus proche voisinage l'un de l'autre. Cette méthode garantit que 
le degré maximum du graphe sera égal ou inférieur à k, le nombre de plus proches voisins considérés. Un 
inccmvénient cepend,:mt est que certains points pourraient se retrouver isolés (non-connectés) du reste du 
graphe, ce qui pourrait indiquer qu'il s'agit d'anomalies (voir section 5.7.2). 
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L'algorithme 8 est une version quantisée d'un algorithme de èonstruction d'lin graphe 
de voisinage. 
Algorithme 8 quanLconstruction_graphe_voisinage(Dn,k) 
pour chaque point de données Xi de Dn faire 
Utiliser quanLtrouver _c_plus_proches_voisins pour trouver les k plus proches voisins 
de Xi 
Pour èhacun des k plus proches voisins de Xi faire 
Créer une arête entre Xi et ce voisin qui est la distance entre ces deux points 
fin pour 
fin pour 
Retourner le graphe construit 
Théorème 5.8 (Algorithme quantique pour la construction d'un graphe de voisi-
nage). Avec probabilité élevée, l'algorithme quanLconstruction_graphe_voisinage construit 
le graphe de voisinage d'un ensemble de n points en un temps de O( Vkn3/ 2 ), si on 
considère pour chaque point seulement un nombre constant k de ses voisins. 
Démonstration. Pour chaque point de données, il est possible de trouver ses 
k voisins les plus proches en un temps O(...(kn) en utilisant la sous-routine 
quanLtrouver _cplus_proches_voisins. Afin de construire le graphe de voisinage global, le 
coût total sera de O( Vkn3/ 2 ). 
Classiquement, si on utilise l,me métrique arbitraire et que la seule information dont 
bn dispose est la distance entre les paires de points, il faut un temps de 0(n2) pour 
générer le graphe de voisinage constitué par les voisins les plus proches de tous les n 
points. Cependant, si on a explicitement accès pour chaque point de données à tous 
les cl attributs qui le décrivent et si d est de faible dimension [129]26, une structure de 
. . 
données appropriée telle que les àrbres binaires de recherche multidimensionnelle [27] 
. . 
(aussi connus en anglais sous le nom de kd-trees27 ) permet de trouver lès k plus proches 
[129] décrit une étude comparant différentes méthodes et structures permettant d'accélérer 
la recherche des plus proches voisins. Cette étude observe empiriquement que <!.ès d ~ 16, toutes les 
méth9des sont sensibles au fléau de la dimensionnalité et prennent un temps pire que linéaire dans le 
nombre de points pour trouver les plus proches voisins d'un point particulier. 
l'origine, le terme" "kd-tree" est une abréviation de l'expression "k-dimensional tree". Si on suivait 
scrupuleusement la notation de cette thèse, ces arbres àura.ient été nommés comme étant d-dïmensionnels 
ce qui aurait conduit à les appeler "dd-trees" ! 
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voisins d'un point spécifique en un temps de 8 (k log n). La construction d'un kd- tree 
requiert de trier tous les points pour chaque dimension; ce qui peut être fait en temps 
8(dnlogn), où d est la dimension de l'espace dans lequel les points vivent et n le nombre 
de points de données. Le coût global pour construire le kd-tree représentant l'ensemble 
de données et l'utiliser pour trouver les k plus proches voisins de chacun des n points est 
donc de 8((k + d)n logn) si d est de faible dimension. 
5.7.2 Détection d'anomalies 
Définition 5.11 (Anomalie). Une anomalie (appelée outlier en anglais) 'est une obser-
vation qui diffère de façon significative du reste des données. 
En pratique, le sens' exact que prend cette définition dépend de l'application 
considérée. Dans beaucoup de domaines, les anomalies sont considérées comme étant 
des points de données générés suite à un phénomène de bruit et doivent être éliminés. 
Par exemple, une anomalie pourrait être un point de données quia été corrompu" soit par 
la modification de certains de ses attributs, soit parce qu'il est étiqueté avec une mauvaise 
classe. Il se pourrait même qu'il s'agisse d'une observa~ion générée aléatoirement. 
Ainsi en classification, on veut détecter et enlever les anomalies présentes dans l'en-
semble de données afin d'améliorer la précision du classifieur qui sera appris. De la même 
manière en catégorisation, pouvoir reconnaître les anomalies permet de ne pas en tenir 
compte lors de la formation des catégories et d'améliorer la qualité de la catégoris~tion 
retournée. Dans certaines applications cependant, comme la détection de fraudes au ni-
veau de l'utilisation des cartes de. crédit ou encore la détection d'intrusion, on cherche 
à détecter les anomalies car elles correspondent à un comportement inhabituel qu'il est 
particulièrement intéressant d'identifier. 
Si on connaît la distribution qui a généré les donné~s (grâce par exemple à un modèle 
appris par de l'estimation de densité ou encore par une connaissance a priori), un test 
statistique peut permettre d'identifier les points de données qui dévient de façon sta-
tistiquement significative de cette distribution [193]. Une autre manière de détecter une 
anomalie est d'inspecter les attributs de chaque objet et de considérer comme étant 
des anomalies c~ux qui diffèrent très largement de la valeur médiane28 [141]. D'autres 
28 011 se base en général sur la médiane et non pas sur la moyenne pour mesurer cette déviance car celle-ci 
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méthodes se basant sur la densité [50] inspectent le voisinage de chaque point et considère 
. les. points situés dans des zones peu denses comme des anomalies potentielles. Cette ap-
proche donne de bons résultats en pratique mais est généralement coûteuse en temps 
de calcul. Finalement, une autre approche se base sur une notion de distance [12] et 
considère comme étant des anomalies les points qui sont à une distance élevée de leurs k 
plus proches voisins. Ainsi; une technique possible [12] consiste à identifier pour chaque 
point Xi, ses k plus proches voisins et à donner un score de voisinage Wi à ce point qui 
est égal à 
Wi = L Dist(Xi, Xj), 
jEVk(Xi) 
(5.10) 
où Vk(Xi) est le sous-ensemble des points dans Dn constitué des k plus proches voisins de 
Xi. Lorsque ce score a été calculé pour chaque point, les anomalies peuvent être identifiées 
comme les points dont le score west supérieur à un seuil W max déterminé empiriquement, 
ou bien comme les c points qui ont le score le plus élevé, où c est une constante bien 
choisie. L'algoiithme9 est une version quantique permettant de calculer ces scores poUr 
chacun des points; Classiquement, il faudrait un temps de n(n2 ) pour déterminer les 
scores de, voisinage de chacun des n points (pour les mêmes raisons que celles évoquées 
pour la construction d'lm graphe de voisinage dans la section 5.7.1). 
Algorithme 9 quanLanomalie_detection_distance(Dn,k) 
Pour chaque point de données Xi de Dn faire 
. Utilis~r quanLtrouver _c_plus_proches_voisins pour trouver les k voisins les plus 
proches de Xi 
Calculer Wi comme étant la somme des distances de Xi avec ses k plus proches 
voisins 
fin pour 
.Retourner les scores calculées pour chaque point 
Théorème 5.9 (Algorithme quantique pour la détection d'anomalies basé sur les dis-
tanGes). Avec probabilité élevée, l'algorithme quanLanomalie_detection_distance permet 
d'identifier tous les pointS qui sont des anomalies, parmi un ensemble de données de 
est peu influencée par la présence d'anomalies, contrairement à la moyenne qui peut changer radicalement 
sous l'influence d'une valeur extrême. Ceci explique .aussi pourquoi l'algorithme des k-médianes (présenté 
dans la section 5.6) est généralement considéré comme étant moins sensible à la présence d'anomalies que 
son cousin, l'algorithme des k-moyennes. . 
/ 
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taille n, en un temps de Q( Vkn3/2) si k < yTi, pour k le nombre de voisins considérés 
pour chaque point. 
Démonstration. Pour chaque point de données, on peut trouver ses k plus proches voisins 
en temps O( Vkn) en utilisant qùanLtrouver _c-plus_proches_voisins et calculer son score 
de voisinage w en temps O(k). Trouver les voisins et calculer ce score pour tous les n 
points requiert un temps global de O( Vkn3/ 2 + kn) ce qui se simplifie à O( Vkn3/ 2 ) si 
k < Vn (ce qùi est typiquement le cas). D 
5.7.3 Initialisation des centres des catégories 
Traditionnellement, les centres initiaux des catégories dans des algorithmes tels que 
k-moyennes ouk-médianes sont choisis aléatoirement parmi les points de l'ensemble de 
données. À partir de deux configurations initiales différentes, l'algorithme a une pro-
babilité non négligeable de converger vers deux catégorisations différentes. Comme la 
fonction dè coût que k-moyennes ou k-médianes essayent d'optimiser est NP-ardu à cal-
culer pour sa valeur optimale [153] , il est probable que les deux catégorisations générées 
correspondront tou,tes les deux à des minima locaux. Une technique standard utilisée en 
catégorisation consiste à exécuter l'algorithme plusieurs fois à partir de configurations 
initiales différentes et à sauvegarder la catégorisation qui minimise la fonction de coût 
considérée. 
Une approche différente consiste à choisir les germes initiaux des catégories de manière 
"intelligente" plutôt que de les tirer aléatoirement. Un algorithme de type max-min [65] 
commence par choisir le premier centre /LI au hasard parmi les points de l'ensemble de 
données. Ensuite, un second point de données /L2 est choisi comme étant le point qui est à 
distance maximum de /LI. Les centres suivants /L3, ... ,/Lk sont déterminés en choisissant 
toujours comme nouveau centre le point de données dont la somme des distances avec 
les centres précédents est maximale. Formellement, on définit le i ème centre de catégorie 
générée /Li comme étant : 
i-l 
·/Li = arginax L Dist(x; /Lj) 
xEDn j=:,l 
(5.11) 
Cette méthode produit des germes initiaux de catégories qui sont espacés les uns par 
rapport aux autres. L'algorithme 10 est une variante quantique de cette méthode d'ini-
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tialisation des centres des catégories. 
Algorithme 10 quanLinitialisation_categorie(Dn,k) 
Choisir aléatoirement un point de données dans Dn qui sera étiqueté comme étant /-LI 
Pour i = 2 jusqu'à k faire 
Utilise~ quanLtrouver _max pour trouver /-Li = arg maxXED
n 
L:~:~ Dist(x, /-Lj) 
fin pour 
Retourner les centres initiaux des catégories /-LI, ..• , /-Lk 
Théorème 5.10 (Algorithme quantique d'initialisation des centres des catégories). Avec 
probabilité élevée, l'algorithme quanLinitialisation_categorie permet d'initialiser de façon 
"intelligente" les k centres de catégories d'un ensemble de n points en un temps de 
O(k2 yfiï). 
Démonstration. L'algorithme quanLinitialisation_categorie choisit le premier centre 
comme étant un point au hasard parmi l'ensemble de données. Le deuxième centre est 
ensuite déterminé comme étant le point le 'plus éloigné du centre original en utilisant 
la sous-routine quanLtrouver _max, ce qui prend un temps de O( yfiï). Puis pour chacun 
des centres suivants /-Li, pour 3 :S i :S k, on peut le calculer en mettant en superpo-
sition les index de .tous les points ainsi que la somme des distances entre ces points 
et tous les i - 1 centres déjà identifiés. On peut obtenir cette superposition en appli-
quant i - 1 fois l'oracle 0, et on applique ensuite la sous-routinequanLtrouver _max sur 
le registre des distances générées pour un coût de O((i - l)yfiï). Le temps d'exécution 
global de l'algorithme T(n) est donc directement proportionnel à la suite arithmétique 
T(n) = L:7=2 iyfiï = O(k2yfiï). 0 
Remarque 5.2 (Algorithme quantique pour urie k-catégorisation de diamètre maximum 
minimal). L'algorithme quanLinitialisation_categorie peut. aussi être utilisé pour trouver 
une catégorisation composée de k catégories disjointes où le diamètre maximum, parmi 
toutes ces catégories, est minimisé. Autrement dit, le but va être de former un ensemble 
de k catégories où les points sont tous très proches des centres des catégories (ce qui 
conduit à un diamètre maximum des catégories qui est faible). Formellement; le critère 
que cet algorithme 'cherche à minimiser est celui des k-centres qui se définit par 
k-centres(Dn ) = arg min max max Dist(x, /-Li) 
(C1 ,J.Ll),(C2,iL2)"",(Ck,J.Lk) ~ XECi 
(5.12) 
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Ce critère est NP-ardu à optimiser dans sa version exacte, mais une approximation due 
à Gonzalez (100] retourne un ensemble de k catégories dont le diamètre maximum est 
au plus deux fois celui de la k-èatégorisation optimale de diamètre maximum minimal. 
L'algorithme de Gonzalez commence par choisir les k centres des catégories grâce.à la 
méthode quanLinitialisation_categorie détaillée plus haut, ce qui classiquement requiert un 
temps de O(k2n). Ensuite, chaque point de l'ensemble de données est attachée à son 
centre le plus proche. La version quantisée. de cet algorithme de catégorisation prend un 
temps de calcul1quivalent à celui de quanLinitialisation_categorie, soit O(k2 Fn). 
5.8 Discussion et perspectives futures 
Comme nous l'avons vu dans ce chapitre, certains algorithmes d'apprentissage non-
~upervisé peuvent être accélérés au-delà de ce qui est classiquement possible en quantisant 
certaines de leurs sous-routines. De plus, il est aussi possible d'économiser sur le coût de 
communication dans certaines situations si on permet X0U participants d'échanger de l'in-
formation quantique, comme celle de la version distribuée de l'algorithme de k-médianes 
(section 5.6.2). Cette section résume les différents résultats présentés dans ce chapitre 
. et ouvre des perspectives d'algorithmes quantiques qui vont au-delà de l'algorithme de 
Grover. et ses variantes. 
5.8.1 Comparaison équitable entre algorithmes d'apprentissage quantique 
et' classique et bornes inférieures 
Afin de faire une comparaison équitable entre un algorithme de catégorisation clas-
sique et sa contrepartie quantique, il est important de toujours considérer aussi bien 
le meilleur algorithme de catégorisation classique fonctionnant sur les distances entre 
paire de points que l'avantage qui peut-être obtenu si la description complète des points 
de données est disponible. Par exemple, dans le cas de la construction d'un graphe de 
voisinage, com~e vu dans section 5.7.1, l'algorithme classique des kd-trees permet de 
calculer ce graphe de manière si efficace que quantisèr l'algorithme classique travaillant 
sur les distances n'offre pas d'avantage significatif si d correspond à une faible dimen-
sion [129]. Une question fondamentale· est d'étudier les bornes inférièures qui peuvent 
être atteintes pour différents scénarios de catégorisation, que ce soit classiquement ou 
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quantiquement. En particulier, est-il possible d'offrir une caractérisation des situations 
où la version quantisée pourrait offrir une réelle amélioration sur la version classique? Par 
exemple, dans le cas de l'arbre couvrant minimal (section 5.4), Dürr, Heiligman, H0yer 
et Mhalla ont prouvé que leur algorithme est optimal [77]. Ainsi, si on pouvait aussi 
réduire la k-catégorisation d'espacement maximum à la construction de l'arbre couvrant 
minimal, il s'en suivrait que n'importe quel algorithme de catégorisation qui cherche à 
maximiser le critère de k-catégorisation d'espaceinent maximum, qu'il soit quantique ou 
classique, ne pourrait pas faire mieux que n(n3/ 2 ). Pour l'algorithme des k-médianes, il 
est envisageable qu'on puisse calculer la médiane en un temps linéaire, ce qui réduirait 
le temps d'exécution d'autant et aurait aussi un impact conséquent sur la complexité de 
la communication. 
Problème de catégorisation Classique Quantique 
Arbre couvrant minimal / e (n2 ) e (n3j2 ) 
k-catégorisation d'espacement maximum 
Catégorisation divisi,ve e (n:l) , n (n), 
o (n log n) 
k-médianes (standard) n t n:), n (n), 
o t~2.) o (t_l n3/ 2 ) 
,/f 
k-médianes (distribué), e (dn) n (dfo) , 
coût de communication o (t~(d + log(ndmax ))) 
Construction d'un graphe de voisinage e (n:l) n (n), . 
(pour d une dimension moyenne ou élevée) o (Vkn3/ 2 ) 
Détection d'anomalies e (n:l) n (n), 
(se basant sur le voisinage) o (Vkn3/ 2 ) 
Initialisation "intelligente" n (n), n(fo), 
des centres des catégories o (k 2n) O(k2 fo) 
TAB. 5.2 - Tableau résumant les bornes inférieures et supérieures en nombre de requêtes 
connues pour les algorithmes d'apprentissage non-supervisé présentés dans ce chapitre. 
Par souci de clarté et d'espace, le t~mps de construction de la boîte noire (section 5.3~3) 
qui est de O(nd + nlogn) n'est pas comptabilisé dans le tableau, ni le facteur logarith-
mique en n et d que coûte chaque appel à cette même boîte noire. 
Le tableau 5.2 résume les résultats présentés dans ce chapitre. Ces bornes sont relati-
vement serrées pour la catégorisation par arbre couvrant minimal, pour la catégorisation 
divis ive ainsi que polir l'initialisation "intelligente" du centre des catégories. Pour la 
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construction d'un graphe de vOIsmage et la détection d'anomalies, il semble probable 
que la vraie borne inférieure soit plus proche de O(n3/ 2 ) que de O(n) du fait que ces 
algorithmes semblent résoudre n instances de problèmes de type "Grover" (chaque ins-
tance demandant un temps de O(n)), ce qui aurait pour conséquence que les algorithmes 
quantiques présentés dans ce chapitre soient optimaux. Par contre pour la version quan-
tique de l'algorithme des k-médianes, la porte est encore grande ouverte pour essayer de 
trouver un algorithme qui se rapproche de la borne inférieure. 
Une autre question fondamentale est de déterminer quels sont les algorithmes qui 
admettent une version distribuée pour laquelle transmettre de l'information quantique 
permet d'économiser sur le coût de communication comparativement à la version clas-
sique. Dans ce chapitre, il semble que seul l'algorithme des k-médianes et celui pour 
l'initialisation "intelligente" des centres des catégories29 admettent une version distribuée 
intéressante ayant un coût de communication dans O( vin) qubits. Au final, ces protocoles 
produisent en sortie seulement O(k) bits d'information, qui correspondent à la descrip-
tion des centres des catégories, contre O(n) bits par exemple pour un algorithme tel que· 
celui de l'arbre couvrant minimal. En soit, cette observation n'est pas vraiment surpre-
nante car s'il était possible de calculer de manière distribuée la sortie d'une fonction qui 
est de taille O(n) bits avec moins de O(n) qubits de communication, cela contredirait le 
théorème énoncé dans [59]. 
5.8.2 Quantisation, d'Isomap 
Isomap [179] est un algorithme de réduction de dimensionnalité qui permet d'ap-
prendre une représentation de faible dimension des données pour des variétés non-linéaires 
(voir la section 3.3.2 pour plus de détails). Isomap présuppose que les données observées 
qui sont en haute dimension ont été générées par une courbure de l'espace de faible dimen-
sion. L'idée principale de l'algorithme est d'approximer la distance géodésique entre deux 
points sur cette courbure de l'espace par la lo~gueur du plus court chemin entre ces mêmes 
deux points sur un graphe de voisinage. Une fois que la distance géodésique a été estimée 
pour chacune des paires de points de l'ensemble de données, l'échelonnement multidimen-
sionnel [62] est utilii:?é sur cette matrice de distance afin de générer une représentation 
29pour rendre.l'algorithme d'initialisation des centres des catégories distribué, il suffit de rendre dis-
tribué la version de l'itération de Grover utilisée dans quanLtrouver _max·. 
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de faible dimension des données. Le goulet d'étranglement calculatoire d'Isomap, ainsi 
que de la plupart des algorithmes de réduction de dimensionnalité, réside dans le fait 
de devoir calculer les vecteurs propres et valeurs propres d'une matrice n par n, ce qui 
requiert un temps de O(n3 ). Le coût de ce calcul de vecteurs propres et valeurs propres 
" domine en général la complexité en temps de calcul des algorithmes, ce qui conduit à 
formuler la question ouverte suivante. 
Question ouverte 5.6 (Algorithme quantique pour "le calcul de vecteurs propres et va-
leurs propres). Est-il possible d'avoir un algorithme quantique qui permette de déterminer 
les vecteurs propres et valeurs propres d'une matrice de taille n par n plus rapidement 
que cela n'est possible classiquement? 
En ce qui concerne la détermination des vecteurs propres d'une matrice, au meilleur 
de ma connaissance on ne connaît pas pour l'instant d'algorithmes quantiques qui sont 
plus efficaces que leurs contreparties classiques. Il est néanmoins possible, en se basant sur 
, les algorithmes et outils développés dans ce chapitre, de quantiser certains algorithmes de 
réduction de dimensionnalité. Ainsi, il existe une version d'Isomap nommée L-Isomap [174] 
(pour landmark Isomap en anglais) qui travaille sur un sous-ensemble de points de l'en-
semble de données intellig~mment choisis, appelés landmarks en anglais, pour calculer 
les vecteurs propres et valeurs propres nécessaires à la réduction de dimensionnalité . 
. 
L'algorithme quanU - isomap est une version quantisée de cet algorithme. 
Algorithme 11 quanLi - isomap(Dn,k,l) 
[Étape 1] Construire un graphe de voisinage en utilisant 
qua nLconstruction _gra phe_voisinage( Dn ,k) 
[Étape 2] Choisir les l landmarks en utilisant la version classique. de l'algorithme pour 
initialiser "intelligemment" les centres initiaux des catégories 
[Étape 3] Calculer la longueur des plus courts chemins entre les l landmarks et les n 
points de données en utilisant l'algorithme de Dijsktra (classique) implémenté avec 
des monceaux de Fibonacci 
[Étape 4] Trouver les valeurs propres et vecteurs propres de la matrice de distance 
générée à l'étape 3 en utilisant une version de l'échelonnement multidimensionnel 
adaptée aux landmarks [~73] 
Théorème 5.11 (Convergence de l'algorithme quanLi - isomap). Avec probabilité élevée, 
l'algorithme quanLi -"isomap permet de trouver une représentation en faible dimension 
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d'un ensemble de données Dn en un temps de O(Vkn3 / 2 + klnlogn + l2n), où n est le 
nombre de points de l'ensemble, l le nombre de landmarks choisis pour le représenter et 
k la taille du voisinage considéré lors de la construction du graphe de voisinage. 
Démonstration. La construction du graphe de voisinage lors de l'étape 1 avec Palgo-
rithme quanLconstruction_graphe_voisinage prend un temps de O( Vkn3/2). Le reste de 
l'analyse concerne des algorithmes classiques, ainsi choisir les l landmarks avec la ver-
sion classique de l'algorithme d'initialisation requiert un temps de O(l 2n). De plus, si 
l'algorithme de Dijsktra[75] est implémenté à l'aide de monceaux de Fibonacci, il prend 
un temps de O(klnlogn). La version de l'échelonnement multidimensionnel basée sur les 
landmarks [173] prend elle un temps de O(l2 n). Au final, l'algorithme quanLi - isomap a· 
donc une complexité globale de O( Vkn3 / 2 + klnlogn + Z2 n) 0 
Classiquement,le même algorithme a un temps d'exécution de O(n2 + kln log n + l2n) 
qui est surtout dominé par le coût de construire le graphe de voisinage. La version quan-
tique offre donc un gain sur le classique qui est de O( JI) ce qui est significatif tant que 
k « n mais tend vers 1 si k devient très proche de n . 
. 5.8.3 Algorithmes d'apprentissage basés sur le comptage 
Certaines extensions de l'algorithme de Grover se focalisent non pas sur la recherche 
. . 
mais plutôt sur le comptage du nombre de solutions possibles [47]. Entre autres, la tech-
nique d'estimation d'amplitude [46] peut être utilisée pour compter (exactement ou ap-
proximativement) le nombre de solutions t avec, là aussi, un gain quadratique par rapport 
aux algorithmes classiques. Ainsi, si les variantes de l'algorithme de Grover pour la re-
cherche permettent de trouver les plus proches vpisins d'un point ou i?entifier la médiane 
parmi un ensemble de points, les extensions permettant de compter semblent plus appro-
priées à des tâches d'estimation de, densité, comme estimer le nombre de voisins qui se 
trouve dans le voisinage fixe d'un point ou encore la densité d'une zone de l'espace des 
données. 
Une version de l'algorithme de comptage [46] permet de compter exactement t, le 
nombre de solutions, en un temps de O( V(t + l)(n - t + 1)), où n est la taille du domaine 
de f. Dans le cas de la détection d'anomalies (section 5.7.2), on peut construire un 
algorithme quanLcomptage_voisins basé sur cette sous-routine, qui considère comme étant 
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des anomalies tous les points situés dans des zones peu denses. Pour chaque point, cet 
algorithme compte le nombre de voisins jusqu'à un seuil tmin (servant à déterminer si un 
point est ou non une anomalie) qui se trouvent dans le E-voisinage de celui-ci, pour E une 
distance fixe choisie de manière appropriée. Ainsi, si un point est très peu entouré, on 
peut en conclure qu'il est isolé et constitue très probable~ent une anomalie. Le temps 
d'exécution de la sous-routine quanLcomptage_voisins peut alors se simplifier à O( y'n) 
dès que le seuil tmin est choisi comme étant une constante. L'algorithme 12 formalise 
cette technique permettant d'identifier les anomalies en se basant sur la densité de la 
zone les éntourant. 
Algorithme .12 
Pour chaque point de données Xi de Dn faire 
Utiliser quanLcomptage.,voisins pour estimer si le nombre de voisins situés dans le 
E-voisinage de Xi est plus petit que tmin 
Si jamais Xi à un nombre de voisins plus petit que tmin, comptabiliser Xi, comme 
une anomalie 
fin pour 
Retourner les anomalies identifiées 
Théorème 5.12 (Algorithme quantique pour la détection d'anomalies basée sur la 
densité); Avec probabilité élevée, l'algorithme quanLanomalie_detection_densite permet 
d'identifier tous les points qui sont des anomalies, parmi un ensemble de données de 
taille n en un temps de O(n3/ 2 ). 
Démonstration. Pour chaque point de données, on peut compter si le nombre de voiSIns 
qui se trouve dans son E-voisinage est plus petit que tmin en un temps de O( y'n) en 
utilisant quanLcomptage_voÎsins. Compter le nombre de voisins pour tous 
identifier les anomalies présentes requiert donc un temps global 
n poin~s et 
o 
Remarque 5.3 (Quantisation des méthodes de voisinage en apprentissage supervisé). La 
sous-routine quanLtrouver _cplus_proches_voisins ainsi que les variantes de l'algorithme de 
GT'Over permettant de compter le nombre de solutions peuvent aussi permettTe d'accélérer" 
par un facteur quadratique les méthodes de voisinage utilisées en apprentissage supervisé 
telles que les k-plus proches voisins ['l1} ou les fenêtTes de Parzen [155j. 
--' 
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5.8.4 Autres directions de recherche 
L'algorithme de Grover [103], et sa généralisation l'amplification d'amplitude [46], 
sont applicables à de très nombreuses situations mais offrent un gain qui est au mieux 
quadratique par rapport au meilleur algorithme classique. Plus récemment, d'autres tech-
niques algorithmiques basées sur des versions quantiques des marches aléatoires [4,128] 
ou des chaînes de Markov [139,178] ont émergé3o . Ces techniques semblent prometteuses 
pour permettre de dépasser les limites intrinsèques de l'algorithme de Grover. En parti-
culier, il existe des analogies et des liens entre certains algorithmes d'apprentissage et cer-
. taines techniques algorithmiques quantiques, qui peuvent être exploités pour développer 
_ de nouveaux algorithmes quantiques d'apprentissage. Un exemple de candidat sérieux est 
un algorithme de catégorisation basé sur les marches aléatoires [106]. 
Un changement de paradigme de calcul et de modèle de représentation, comme adop-
ter le poirit de vue du modèle basé sur la mesure [122] ou du calcul adiabatique, peut a)lssi 
conduire au développement de nouveaux algorithmes d'apprentissage. Ces deux modèles· 
offrent le même pouvoir d'expressivité que le modèle "traditionnel" des circuits [2,51], 
mais amènent à adopter une perspective différente du problème et peuvent conduire 
à la découverte de nouveaux algorithmes qui sont plus naturels à développer dans ces 
modèles que dans .celui des circuits. Ainsi, le modèle basé sur la mesure semble être un 
cadre naturel pour exprimer des algorithmes parallèles ou distribués alors. que le calcul 
adiabatique semble.plutât approprié pour développer des algorithmes d'optimisation, tels 
qu'une· version quantique du recuit simulé (appelé simulated annealing en anglais). Par 
exemple, une série. de développemen~s récents inclut un algorithme pour l'évaluation des 
arbres AI\ID-OR (ou de façon équivalente l'JAND). Il s'agit d'un problème pour lequel on 
ne connaissait pas d'algorithmes quantiques efficaces jusqu'à une avancée récente dans 
le modèle adiabatique [84]. Cet algorithme a été ensuite "traduit" vers le modèle des 
circuits quantiques [55], puis amélioré et généralisé aux arbres MIN-MAX [61]. 
30Voir par exemple http://yyy . iqc. ca/-mmosca/yeb/papers/algori thms-survey08. pdf pour un sur-
vol récent des algorithmes quantiques. 
CHAPITRE 6 
APPRENTISSAGE MACHINE DANS UN MONDE QUANTIQUE 
6.1 Apprendre dans un monde quantique 
En général, l'apprentissage machine est implicitement considéré comme se déroulant 
dans un monde classique, où les points de données de l'ensemble d'entraînement décrivent 
des objets classiques et où la machine qui réalise l'apprentissage est un ordinateur clas-
sique (par exemple une machine de Turing ou un circuit logique classique). Dans le cha-
pitre 5, nous avons déjà eu l'occasion de voir que les frontières entre le monde classique et 
quantique ne sont pas figées et qu'il est possible d'utiliser un ordinateur quantique pour 
accélérer certains algorithmes d'apprentissage. Dans ce chapitre, nous allons étudier la 
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situation d'apprentissage où même l'ensemble de données est quantique, c'est-à-dire qu'il 
se compose de systèmes quantiques (la machine sera elle aussi quantique). Ce changement 
de théorie physique sous-tendant l'apprentissage aura lm impact direct sur la manière 
dont l'apprentissage 'sedéroule dans ce nouveau cadre et sur ses limitations. 
Considérons par exemple ces deux scénarios qui correspondent tous deux à des 
situations où l'on dispose d'un ensemble de données composé d'états quantiques l . 
Scénario 6.1 (Sonde spatiale ayant collecté des états quantiques). Supposons qu'une' 
sonde spatiale ait été envoyée dans l'espace et qu'elle ait pu ramasser des échantillons de 
phénomènes quantiques rencontrés à l'autre bout de la galaxie. Est-il possible de faire de 
l'apprentissage directement. sur ces échantillons? 
Scénario 6.2 (Physicien réalisant des expériences dans son laboratoire). Supposons 
qu'un physicien réalise des expériences quantiques dans son laboratoire et qu'il ait pu 
collecter des données de ces exp(iriences (sous la forme de copies d'états quantiques ou 
d'observations classiques obtenues suite à des mesures). Que peut-il apprendre à partir 
de ce" donnée" ? . 
Mes objectifs principaux en reformulant certains problèmes de la théorie quantique 
de la détection et de l'estimation comme des tâches d'apprentissage machine sont: 
lecteur pourra décider par lui-même quel scénario semble le plus réaliste. 
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de fournir, en adoptant le paradigme de l'apprentissage machine, une approche 
constrUctive permettant de résoudre certains scénarios où ces problèmes appa-
raissent naturellement, 
- de caractériser ces tâches d'apprentissage en terme de la quantité d'information 
nécessaire pour les mener à bien (mesurée par exemple en nombre de copies des 
états quantiques), 
de développer un cadre permettant de relier et comparer ces différentes tâches. 
-Le plan de ce chapitre est le suivant. Tout d'abord dans la section 6.1.1, le cadre d'ap-
prentissage qui correspond à apprendre sur un ensemble d'entraînement quantique est 
énoncé. Les notions de classe d'apprentissage, de réduction entre tâchesd'apprimtissage et 
de matrice de similarité entre états quantiques sont formalisées dans cette même section. 
Ensuite, dans la section 6.2, l'équivalent quantique de la tâche de classification est défini 
ainsi que ses différentes versions que sont la classification binaire, la classification binaire 
pondérée et la classification multiclasse. Les variantes quantiques dé la catégorisation, la 
réduction de dimensionnalité ainsi que de l'estimation de densité sont discutées ensuite 
"dans la section apprentissage non-supervisé quantique (section 6.3). Finalement, la sec-
tion 6.4 conclut ce chapitre par une discussion et une ouverture sur d'autres perspectives 
de recherche. " 
6.1.1 Apprendre avec un ensemble d'entraînement quantique 
- Dans un monde quantiqué, un algorithme d'apprentissage a toujours besoin d'un 
e"nsemble d'entraînement à partir duquel réaliser son apprentissage, mais cet ensemble 
contient maintenant des objets quantiques au lieu d'observations classiques sur des objets 
" classiques. 
Définition 6.1 (Ensemble d'entraînement quantiq~e). Un ensemble d'en-
traînement quantique contenant n états purs", peut être décrit comme 
Dn={(I'l,bl),yI), ... ,(I'l,bn),Yn)},où l'l,bi) est le i ème état quantique de l'ensemble 
d'entraînement et Yi est la classe associée à cet état quantique. 
Exemple 6.1 (Ensemble d'entraînement composé d'états purs définis surd qubits). Dans 
la situation où tous les états purs de l'ensemble d'entraînement vivent dans un espace 
de Hilbert formé de d qubits et où on s'intéresse à la tâche de classification binaire (cf. 
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section 6.2.1); on a I~i) E ([y et Yi E {-l, +1}. 
Dans ce chapitre, nous nous restreignons au cas où les états sont quantiques mais 
. où les classes demeurent classiques, mais une généralisation possible est de considérer 
que les objets puissent se trouver dans une superposition quantique de classes2 .Une 
autre extension du modèle est de permettre aux états quantiques d'être des mélanges 
statistiques3 , et pas seulement des états purs. 
Le modèle d'apprentissage mis en avant dans ce chapitre est complémentaire au 
modèle proposé par Aaronson [1] où l'ensemble de données est composé de POVMs, et 
non pas d'états quantiques. Dans ce modèle (voir section 4:9), nous recevons un nombre 
fini de copies d'un état quantique inconnu et le but est, en faisant un "entraînement" sur 
un certain nombre de POVMs avec cet état, de pouvoir généraliser à des POVMs non 
observés auparavant. 
6.1.2 Classes d'apprentissage 
Une des difficultés intrinsèques de définir l'apprentissage dans un monde quantique 
provient des nombreuses façons dont les états quantiques pourraient être spécifiés dans 
l'ensemble d'entraînement. Par exemple, l'ensemble d'entraînement pourrait contenir un 
nombre fini de copies de chaque état ou consister en une description classique de ces 
mêmes états (comme une description explicite de leur matrice densité). Cette dernière 
situation est la plus "puissante" dans le sens de la théorie de l'information puisqu'en 
principe, il est toujours possible de produire autant de copies que désiré à partir de la 
description classique d'un état. 
Le concept de classe d'apprentissage qui précise la forme de l'ensemble d'en-
traînement, la sophistication technologique dont l'apprenant dispose et le but de l'ap-
prentissage a été introduit dans [8]. 
Définition 6.2 (Classe d'apprentissage). Soit une classe d'apprentissage Lb~7texte, où 
l'index inférieur "but" réfère au but de l'apprentissage alors que l'index supérieur "contex-
2pour rappel, être dans une superposition quantique,de classes n'est pas équiva.lent à la notion classique 
d'un point de données qui appartiendrait à plusieurs classes de manière floue ou probabiliste. 
3Dans cette thèse, les termes "états mélangés" et "mélanges statistiques" seront utilisés de manière 
interchangeable. 
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te" se rapporte à la forme de l'ensemble d'~ntraînement et/ou à la technologie à laquelle 
l'apprenant a accès. 
Parmi les valeurs possibles du but on trouve cl, qui incarne l'idée de faire de l'appren-
tissage avec un but classique en tête, et qu pour de l'apprentissage avec une motivation 
quantique. De façon similaire, l'index supérieur contexte peut prendre les valeurs cl pour 
"classique" si tout est classique (avec une possible exception pour le but), et qu si "quelque 
chose de quantique" est en train de se produire. Le contexte peut prendre d'autres valeurs 
lorsque le besoin se fait sentir d'être plus spécifique. Considérons par exemple les deux 
classes d'apprentissage suivantes qui s'intéressent à l'apprentissage avec un but classique 
à l'esprit. 
Définition 6.3 (App~entissage machine dans un monde classique). L~l correspond à 
faire de l'apprentissage machine dans le sens usuel du terme, où on utilise des moyens 
classiques pour apprendre à partir d'observations classiques sur des objets classiques. 
Définition 6.4 (Apprentissage machine avec ~'aide d'un ordinateur quantique). L~r cor-
respond à la classe d'apprentissage où on peut utiliser un ordinateur quantique pour faci~ 
liter l'apprentissage mais où le but reste de réaliser une tâche d'apprentissage classique; 
dans ce cas l'ordinateur quantique pourrait être utilisé pour accélérer l'apprentissage (soit 
le cas considéré dans le chapitre 5). 
Il est important de comprendre que ces deux classes d'apprentissage représentent 
la quantité d'information dont nous disposons pour réaliser l'apprentissage mais ne 
prétendent aucunement caractériser le temps de calcul nécessaire pour réaliser cet ap-
prentissage. Ainsi, il se pou~rait que les classes L~l et L~r soient équivalentes (comme 
semble le suggérer le théorème 4.1 de la section 4.2) sans que cela ne contredise le fait 
que l'ordinateur quantique puisse permettre d'accélérer significativement l'apprentissage. 
Dans ce chapitre, nous nous concentrons sur le cas spécifique où "but = qu". 
Définition 6.5 (Apprentissage quantique à partir des descriptions classiques des états 
quantiques). L~~ est définie comme la classe d'apprentissage dans laquelle la descrip-
tion des états quantiques de l'ensemble d'entraînement est donnée classiquement, c'est-
à-dire Dn={('lj!l,Yl), ... ,('lj!n,Yn)}, où 'lj!i est 'la description classique de l'état quan-
tique l'lj!i). 
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L'apprentissage devient plus ardu4 quand l'ensemble de données est disponible uni-
quement sous forme quantique, auquel cas plus on dispose de copies d'un état, plus on 
peut potentiellement extraire d'information sur cet état. Ainsi, un corollaire de la borne 
de Holevo (corollaire 2.1, section 2.3.2) précise qu'il est impossible d'extraire plus de d bits 
classiques d'information d'un système quantique vivant dans un espace de Hilbert formé 
par d qubits. De plus, le théorème de non-clonage [115] (théorème 2.2, section 2.3.2) in-
terdit de produire deux topies identiques d'un état quantique inconnu à partir d'une seule 
copie de cet état. Enfin, le théorème 2.4 [25] (section 2.3.2) énonce qu'il est impossible 
d'acquérir de l'information quantique sur un état sans avoir en retour une probabilité 
non-négligeable de le perturber. 
Définition 6.6 (Apprentissage quantique à partir d'un nombre fini de copies des états 
quantiques). L?; est la classe d'apprentissage dans laquelle on dispose d'un nombre fini 
d'au moins s copies de chacun des états quantiques de l'ensemble d'entraînement, c'est-
à-dire Dn {(!wd:t9s, YI), ... ,(!Wn)®S, Yn)} ; où IWi)®S symbolise s copies de l'état IWi)' 
On peut contraster cette classe avec les classes d'apprentissage du monde classique 
(comme L~D, où recevoir des copies additionnelles d'un objet particulier est inutile puisque 
celles-ci ne révèlent pas de nouvelle information sur l'objet. La raison principale qui nous 
a conduit à définir des """",,0\00 d'apprentissage est pour y placer des ensembles de données 
quantique ainsi que des tâches d'apprentissage. 
Définition 6.7 (Appartenance d'un ensemble d'entraînement à une classe d'appren-
tissage). Un ensemble de données Dn appartient à une classe d'apprentissage L, si la 
description de cet ensemble de données respecte la définition de la classe L. Par souci de 
simplification de la notation, on dénotera cette relation d'appartenance par E L. 
Définition 6.8 (Appartenance d'une tâche d'apprentissage à une classe d'apprentissage). 
Une tâche d'apprentissq,ge A appartient à une classe d'apprentissage L, si étant donné un 
4Il faut remarquer que la description classique d'un état est en générale expon!')ntiellement 
plus longue à écrire si on la représente c1assiqu~ment sous forme de bits què l'état quantique 
sous forme de qubits. Ainsi, on peut imaginer une situation paradoxale où pour décrire 
les 2 1000 amplitudes d'un état quantique vivant sur 1000 qubits, il faudrait plus de mémoire qu'il n'y 
a ·d'atomes dans l'univers, même si chaque atome pouvait être utilisé individuellement comme unité 
classique de mémoire un bit). Par contraste, si nous pouvions manipuler les atomes de 
manière cohérente et de les maintenir en superposition, il suffirait de 1000 atomes pour stocker le même 
état. . . 
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ensemble de donnée,s Dn qui appartient à la classe L (et donc qui respecte sa définition), 
il est possible de résoudre cette tâche d'apprentissage A pour cet ensemble de données 
Dn. Par souci de simplification de la notation, on dénotera cette relation d'appartenance 
pàrAEL. 
Les classes d'apprentissage quantiques forment une hiérarchie au sens de la théorie de 
l'information, où plus une classe est haute dans la hiérarchie, plus elle contient d'infor-
mation permettant de réaliser des tâches reliées aux ensembles de données appartenant à 
. . 
cette classe. La classe L~~ est au sommet de la hiérarchie car il s'agit de la classe d'appren-
tissage correspondant à avoir une connaissance complète des états quantiques composant 
l'ensemble de données. Soit =1, -:5:.1 et <1 les opérateurs dénotant respectivement les re-
lations d'équivalence, de plus faible ou égal et de strictement plus faible à l'intérieur de 
la hiérarchie. Les propositions suivantes décrivent des relations entre différentes claSses 
d'apprentissage composant la hiérarchie. 
P "t" 6 1 L®s - Lei l roposI Ion """ qu =1 qu orsque s. ----t 00. 
Démonstration. Lorsque le nomb:re de copies tend vers l'infini, il est toujours possible 
d'estimer un état quantique 11jJ) en utilisant la tomographie quantique eten reconstruisant 
sa description classique avec une préCision arbitraire (voir section 6.3.3 pour plus détails). 
o 
Démonstration. Chaque nouvelle copie d'un état donne potentiellement plus d'informa-
tion sur cet état. Ainsi pour n'importe quel entier positif s, on a L~: -:5:.1 L~:+l, ce qui 
implique que si une tâche d'apprentissage A E L~: ,elle appartient aussi à L~:+l. De plus, 
de par la proposition 6.1, une description classique de l'état est au moins aussi puissante 
que n'importe quel nombre fini de copies. o 
P "t" 6 3 L®s L®l < L®s+ 1 '"'' d / t l t' t' l . , ropOSI IOn " " qu +qu _1 qu,OU + eno e ares nc zan que es s premzeres 
copies soient mesurées séparément de la dernière copie. 
Démonstration. En réalisant une mesure conjointe (appelée parfois mesure cohérente), 
faisant interagir ensemble s + 1 copies, il est possible que nous apprenions plus d'infor-
mation qu'en réalisant simplement une mesure conjointe sur s copies, plus une mesure 
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séparée sur une autre copie.· (Voir [157] pour un exemple spécifique où s = 1 et [56] pour 
des résultats pour s arbitraire.) o 
Une question ouverte importante est de savoir si cette hiérarchie est stricte ou non. 
Elle peut être formulée de la manière suivante. 
Question ouverte 6.1 (Hiérarchie stricte des classes d'apprentissage). Dans l'expres-
sion L~~ S;z ... S;z L~~ S;z L~~+l S;z ... S;z L~~, est-il possible de remplacer tous les S;z par 
</ '? 
Il Y a de bonnes raisons de croire que la réponse à cette question est positive, car 
généralement plus nous disposons de copies d'un état quantique, plus il est possible 
d'apprendre de l'information sur cet état. De plus, il a été prouvé que dans certaines 
situations des mesures conjointes sont plus informatives que des mesures individuelles [56, 
157]. Cependant, cela ne signifie pas que cette information puisse être utilisée de manière 
constructive pour résoudre des tâches d'apprentissage. 
6.1.3 Réductions entre tâches d'apprentissage, 
La notion de réduction entre tâches d'apprentissage [32] a été développée et formalisée 
durant ces dernières années dans le contexte de l'apprentissage machine classique par 
Langford5 et ses co-auteurs. 
Définition 6.9 (Réduction d'apprentissage [32]). Une tâche d'apprentissage A se réduit 
à une autre tâche d'apprentissage B (figure 6.1), si en ayant accès à une boîte noire (un 
oracle) qui permet' de résoudre B, il est aussi possible de résoudre A. 
Une réduction d'apprentissage peut être vue comme un énoncé du type théorie de 
l'information, affirmant à quel point il est facile de résoudre u'ne tâche d'apprentissage 
particulière étant donné un algorithme (modélisé abstraitement par un oracle) qui résout 
une autre tâche. Bien qu'il soit en général souhaitable· que cette transformation soit 
efficace, les réductions d'apprentissage diffèrent des réductions "traditionnelles:' utilisées 
en complexité du calcul (tel que les réductions de type Karp ou Turing fonctionnant en 
5Yoir par exemple l'adresse suivante http://hunch . net/ - jI/pro j ects/reduct ions/reductions . 




FIG. 6.1 - Illustration du principe de réduction d'apprentissàge. Une tâche d'apprentis-
sage A se réduit à une tâche d'apprentissage B si en ayant accès à un oracle pour résoudre 
la tâche B, il est aussi possible de résoudre la tâche A. 
(Tiré des notes d'un tutoriel sur les réductions d'apprentissage par John Langford. 
Source :http://hunch.net/-jl/projects/reductions/tutorial/helsinki.ps.) 
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temps polynomial). En effet, les réductions d'apprentissage ne cherchent pas à caractériser 
le temps de calcul nécessaire pour résoudre une tâche. particulière. Leur but est plutôt 
d'offrir une façon de comparer et de relier différentes tâches d'apprentissage dans le 
sens de la théorie de l'information. Ainsi, si A se réduit à B, cela signifie que si, du 
progrès est réalisé sur la manière de résoudre la tâche B, cela peut être directement 
transféré pour aider à résoudre A en utilisant la réduction. De plus, si différentes tâches 
peuvent toutes être réduites à la même primitive d'apprentissage, tout nouvel avancement 
pour résoudre plus efficacement cette primitive àura un impact direct sur toutes les 
autres tâches d'apprentissage. Par exemple dans les sections 6.2.2 et 6.2.3, nous verrons 
qu'il est possible de résoudre la version binaire pondérée et la version multiclasse de 
la classification étant donné. un oracle permettant de résoudre la classification binaire 
. standard. 
Une bonne réduction offre s0!lvent une garantie en terme de comment la performance 
de la boîte noire pour résoudre la tâche B implique aussi une 'bonne performance pour 
résoudre la tâche A. Ainsi, en classification, cette garantie peut être une borne sur l'erreur 
réalisée par le classifieur finaL Ces bornes relient généralement l'erreur moyenne des c 
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classifie urs générés en appelant l'oracle sur les sous-problèmes E, à l'erreur globale que 
le classifieur composé réalisera- sur le problème général A. 
Définition 6.10 (Erreur). L'erreur E (ou taux d'erreur) d'un classifie ur f est définie 
comme la probabilité que ce classifie ur prédise la mauvaise classe Yi d'un état quantique 
l'lj;i) choisi aléatoirement parmi les états de l'ensemble de données quantique Dn. Soit 
formellement : 
1 n 
Ej = ~ Lprob(J(I'lj;i)) =1- Yi) (6.1) 
i=l 
Remarque 6.1 (Erreur d'entraînement). Pour être précis, la définition 6.10 caractérise 
l'erreur d'entraînement du classifieur mais pas son erreur de généralisation (cf. sec-
tion 3.2.2). Pour l'instant, nous nous focalisons sur la minimisation de cette erreur 
d'entraînement mais nous allons revenir sur l'erreur de la' généralisation dans la dis-
cussion de la section 6.4.2. 
Dans le contexte de l'apprentissage supervisé quantique, en plus du taux d'erreur la 
notion de regret [133] prend une importance particulière. 
Définition 6.11 (Regret [133]). Le regret r d'un classifieur f est défini comme la 
différence entre son taux ,d'erreur E j et la plus petite erreur Eopt qu'il est possible d' at-
teindre sur le même problème. Soit formellement: 
(6.2) 
Le regret d'un classifieur, ainsi que son erreur, peuvent potentiellement prendre n'im-
porte quelle valeur dans l'intervalle entre zéro et un. Le concept de regret est parti-
culièrement pertinent pour les problèmes d'apprentissage dits difficiles, où le taux d'er-
reur brut ne constitue pas une mesure appropriée pour caractériser la difficulté inhérente 
de l'apprentissage. Ainsi dans certaines situations d'apprentissage, on peut observer un 
taux d'erreur élevé mais avoir un regret faible, voir nul. Dans le contexte classique, un 
taux d'erreur élevé mais un regret faible est généralement la conséquence d'un haut ni-
veau de bruit. La situation est différente dans le monde quantique où un taux d'erreur 
élevé pourrait être dû à la difficulté physique intrinsèque de distinguer deux classes, mais 
n'implique pas forcément un haut niveau de bruit. Quelque soit le contexte, si le regret 
d'un classifie ur est zéro cela signifie essentiellement que ce classifieur est optimal. 
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Quantiquement, une réduction ou une tâche d'apprentissage peut aussi avoir un coût 
qui lui est associée. En effet, chaque appel à l'oracle peut requérir de sacrifier un certain 
nombre de copies des états quantiques à cause des mesures réalisées par l'oracle durant 
l'apprentissage. En apprentissage supervisé, ce coût se partage entre le nombre de copies 
nécessaires durant la phase d'entraînementjd'apprentissage, où on construit un POVM 
f qui jouera le rôle de classifieur, et le nombre de copi~s dont on a besoin au moment de 
faire la classification (ou phase de test) où on utilise f pour classifier un état quantique 
inconnu I~?). 
Définition 6.12 (Coût d'entraînement / d'apprentissage). Le coût d'en-
traînement / d'apprentissage d'une réduction est proportionnel au nombre d'appels 
à l'oracle faits par la réduction, multiplié par le nombre de copies de chacun des états 
quantiques qui sont .utilisées à chaque appel. Dans le cas d'une tâche d'apprentissage, le 
coût est caraçtérisé directement par le nombre de copies des états quantiques nécessaires 
pour mener à bien cette tâche. 
Si l'ensemble de données Dn E L~~, alors mener à bien l'apprentissage ne coûte rien 
en terme d'information car nous disposons déjà d'une connaissance complète des états 
. quantiques. 
Définition 6.13 (Coût de classification). Le coût de classification correspond au nombre 
de copies d'un état inconnu I~?) qui seront utilisés par le classifie ur pour prédire la classe 
Y? de cet état. 
Dans le cas de l'apprentissage non-supervisé quantique, seul le coût d'en-
traînement/apprentissage est présent car en généraI" il n'y a pas d'équivalent non-
supervisé'à la phase de test (à l'exception de la tâche d'estimation de densité). Ainsi 
par exemple en catégorisation, une fois que les catégories ont été découvertes, il n'y 
généralement pas de seconde étape où de nouveaux états quantiques nous serons donnés6 . 
6.1.4 Fidélité, Control-Swap test et matrice de similarité 
La fidélité est une notion fondamentale en informatique quantique, qui dans le cas de 
deux états purs est l'analogue quantique (du carré) du produit interne. 
6 À moins que nous soyons dans une situation d'apprentissage en ligne où nous recevons des nouvelles 
données quantiques périodiquement (voir [91] par exemple), 
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Définition 6.14 (Fidélité entre deux états purs). La fidélité est une mesure de similarité 
entre deux états quantiques, qui se définit dans le cas de deux états purs 11P) et 14» par 
Fid(I1P) ,14») = 1 (<t>I1P) 12 . La fidélité varie entre 0 si les états sont orthogonaux (c'est-à-dire 
parfaitement distingables) à 1 si les états sont identiques. 
La fidélité est similaire à une me~ure communément utilisée en recherche d'informa-
tion classique, appelée similarité par le cosinus7 . Les propriétés de la fidélité [152, §9.2.2] 
incluent la symétrie, Fid(I1P), 14») = Fid(I4» , 11P»), ainsi que l'invariance sous 
transformation unitaire, ce qui signifie que si on applique la même transformation uni-
taire U à deux états quantiques cela ne change pas leur fidélité: Fid(IU1P),IU4») = 
- Fid(I4», 11P»)· 
Dans sa forme standard, la fidélité ne correspond pas à une métrique car elle n'obéit 
pas à l'inégalité du trianglé, mais il est possible de l'adapter pour que ce soit le cas 
en définissant Dist(I1P) , 14») = arccos Fid(I1P) , 14») au lieu de simplement Fid(I1P) ,14»). 
Dans ce cas:"là, la valeur de Dist(I1P) ,14») ira de 0 si les états sont identiques à ~ s'ils 
sont orthogonaux. Cette distance respecte maintenant 1'1négaJité du triangle et runsi 
Dist(I1P) , 14») :::; Dist(I1P) , Itp») + Dist(ltp) , 14»)· 
Le Control-Swap test ((-Swap test) [17,53] est une opération quantique qui 
.-
d'estimer la fidélité entre deux quantiques inconnus 11P) et 14»· La figure 6:2 illustre 
le circu.it du (-Swap test. 
FIG. 6.2 - Circuit réalisant le Control-SWAP test. 
Lemme 6.1 (Estimateur de fidélité). Soit deux états quantique~ inconnus 11P) et 14» dont 
on dispose de e copies pour chacun de ces états. Le C-Swap test peut être utilisé e fois 
1La formule usuelle de la similarité par le cosinus est cos_sim(a, b) = ~1~II]tb'l~i, où a et b sont tous les 
deux des vecteurs d'observations de taille d. 
8Ainsi, par exemple si 11,/>} = ir ID) + Il), alors Fid(ID) , 11,/») = i et Fid(ID} , ID}) 1 donc 
Fid(ID} , ID}) > Fid(IO} ,11/!»+ Fid(I1/!} , 10» ce qui montre clairement que l'inégalité du triangle n'est 
pas respectée. -
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pour estimer la fidélité Fid(I'l/J) , 1 cP) ) . 
Démonstration. L'entrée du circuit est 10) l'l/J) IcP). Après avoir appliqué la première porte 
de Walsh-Hadamard H, l'état a évolué vers la superposition ~IO)I'l/J)lcP) + ~ll)I'l/J)lcP). 
L'application de la porte (-Swap échange les états l'l/J) et IcP) si et seulement si l'état 
sur le fil de contrôle est Il). Ainsi, l'état évolue vers ~IO)I'l/J)lcP) + ~ll)lcP)I'l/J). En-
suite, la deux~ème application de la porte de Walsh-Hadamard H amène l'état vèrs 
! 10)(1'l/J) 1 cP) + IcP)I'l/J)) +'!ll)(I'l/J)lcP) "'-lcP)I'l/J))· Finalement, la mesure du qubit su~érieur 
donne comme résultat 0 avec probabilité 1 si l'l/J) et IcP) sont identiques. De manière 
générale, le résultat de la mesure sera 1. avec une probabilité de ! - ! 1 (cPl'l/J) 12 . Ainsi, le 
(-Swap test peut être vu comme un estimateur de la fidélité entre his états l'l/J) et IcP). Si 
on dispose de ecopies de ,chacun de ces états, l'l/J) et IcP), il est possible de l'utiliser e fois 
et d'obtenir un estimé Fid(I'l/J), IcP)) étant 1 - 2 x #Il)/e (#11) représente le nombre de 
fois où le résultat Il) a été observé). Un effet additionnel du (-Swap test est de perturber 
de manière irréversible les états d'entrée, à moins que ceux-ci ne soient effectivement 
identiques. o 
Définition 6.15 (Matrice de similarité d'un ensemble de données quantique). Une ma-
trice de similarité9 Sn d'un ensemble de données quantique contenant n états est une 
, matrice de taille n par n où chaque entrée S( i, j) de la matrice (pour i, j E {l, ... , n}) 
contient un estimé de la fidélitd entre l'état l'l/Ji) et l'état l'l/Jj). 
De par la propriété de symétrie de la fidélité, la matrice de similarité est une ma-
trice symétrique. Il existe un algorithme efficace pour calculer cette matrice, qui requiert 
seulement un nombre de copies de chaque état qui est linéaire10 en n, le nombre d'états 
'composant l'ensemble de données quantique. L'algorithme 13 formalise la méthode per-
mettant cie calculer la matrice de similarité d'un ensemble de données quantique Dn. 
Théorème 6.1 (Calcul de la matrice de similarité). L'algorithme 
caICul_matrice-similarite permet de calculer 'la matrice de similarité d'un ensemble 
9La matrice de similarité est souvent appelée matrice de Gram dans la littérature, particulièrement 
en apprentissage machine. 
IODans ce chapitre, nous allons mesurer le coût d'apprentissage d'une tâche (ou d'une réduction) par 
rapport au nombre de copies requis individuellement pour chacun des états. Une autre manière de faire 
aurait été de comptabiliser le nombre de copies requis globalement par rapport à la taille de l'ensemble de 
données. Ainsi par exemple pour le calcul de la matrice de similarité, ce coût global aurait été quadratique 
en n, et non pas linéaire. 
Algorithme 13 calcul_matrice-similarite(Dn E L~u8(en)) 
Pour i= 1 à n faire 
S(i,i)=l 
fin pour 
Pour i < j faire , 
Estimer la fidélité· les deux états l'l/iù et l'l/ij) en utilisant le (-Swap teste fois, 
Mettre à jour S(i,j) = S(j,i) = Fid(\'l/ii) , \'l/ij») 
fin pour 
Retourner Sn la matrice de similarité calculée 
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de données quantiques Dn avec une précision E, pour E = ~, étant donné 8 (en) copies 
de chaque état. 
Démonstration. Pour chaque paire d'états (l'l/ii) , l'l/ij») de l'ensemble de données Dn, le 
(-Swap test permet d'en estimer la fidélité avec précision E, où E = ~ pour e le nombre 
de copies utilisées lors du test. Comme la matrice Sn est symétrique, le nombre d'entrées 
à estimer est de 8(n(n2-1)) = 8(n2). Pour chaque état l'l/i), on aura donc besoin d'un 
nombre de copies de l'ordre dé 8(e) pour chacun des n (-Swap tests où cet état apparaît, 
soit 8(en) au total. o 
Comme nous allons le voir dans les sections suivantes, la matrice de similarité est 
une construction importante qui contient l'information nécessaire pour réaliser plusieurs 
tâches aussi bien en apprentissage supervisé que non-supervisé. 
6.2 Classification quantique 
Scénario 6.3 (Classification quantique). Supposons que nous recevions un état quantique 
inconnu qui a été pioché parmi un ensemble d'états purs possibles, où chaque état est 
étiqueté d'après la classe d'où il est originaire. 
Interrogation : pouvons-nous réussir à prédire la classe de cet état inconnu avec une 
bonne précision? 
Cette question très générale est souvent référencée dans la littérature sous le terme 
discrimination d'états ll (quantique) [28] et est étudiée depuis au moins aussi longtemps 
llCette tâche est aussi parfois appelée distinction d'états ou encore identification d'état: 
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que les travaux de Helstrom [109] dans les années 70 en théorie quantique de la détection 
et de l'estimation. La réponse à' cette question dépendra de paramètres tels que: 
la structure et notre connaissance de cet ensemble d'états quantiques, 
la dimension de l'espace de Hilbert dans lequel vivent ces états et 
le nombre de copies de l'état inconnu dont on dispose. 
Cette section adopte un point de vue du type apprentissage machine en reformulant 
le problème de la discrimination d'état quantique en une tâche d'apprentissage baptisée 
classification quantique. Dans les prochaines sections, trois analogues quantiques de la 
classification seront définies : la classification binaire, la classification binaire pondérée 
et la classification multiclasse. 
6.2.1 Classification binaire 
La tâche de classification binaire consiste à prédire la classe y? E { -1, + 1} d'un état 
quantique inconpu Iw)? à partir d'une copie unique de cet état 12 . Formellement, cette 
tâche d'apprentissage peut se définir de la manière suivante. 
Tâche d'apprentissage quantique 6.1 . ( Classification binaire). 
Entrée: Dn = {(IWl),yd, ... , (IWn),Yn)}, un ensemble d'entraînement quantique, 
où IWi) E C 2d et Yi E {-l, +1}. 
Sortie: un POVM jouant le rôle d'un classifie ur binaire f qui peut prédire la classe y? 
d'un état quantique inconnu IW?) étant donné une copie de cet état. 
But : construire un classifieur binaire f qui mmtmtse l'erreur d'entraînement 
Une question naturelle à se poser est quelle est la meilleure probabilité de succès qu'on 
peut espérer obtenir, ou encore de manière équivalente quel est le plus petit taux d'erreur 
possible: La situation la plus simple à analyser est lorsque nous avons connaissance clas-
sique complète sur les états de l'ensemble d'entraînement (c'est-à-dire que Dn E LgU. 
Cependant même dans ce cas-là, il n'est .généralement pas possible de construire un 
processus qui classifie toujours correctement n'importe quel état inconnu à partir d'une 
copie unique de cet état: Ceci reste vrai même si on sait d'avance que cet état correspond 
12Voir cependant les travaux de Sasaki et Carlini [166] pour le cas où nous disposons de plusieurs ~opies 
de l'état inconnu l'lj;?). 
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exactement à un des états de l'ensemble d'entraînement13 . À partir de la description 
classique des états quantiques, il est possible de construire analytiquement le POVM 
optimal qui minimise l'erreur d'entraînement. Bien sûr, il faut aussi analys~r comment 
cette approche peut généraliser face à un noùvel état quantique non présent dans l'en-
semble d'entraînement. Cette question fondamentalesera abordée plus en détails dans ,la 
section 6.4.2. 
Soit m_ le nombre d'états dans Dn pour lesquels Yi = -1 (classe négative), et son 
complément m+ le nombre d'états dans Dn pour qui Yi = +1 (classe positive), tel que 
m_ + m+ = n, le nombre total de points de données de Dn. De plus, p_ est la probabilité 
a priori de la classe négative, et p+ est sa probabilité complémentaire pour la classe 
positive telles que p_ + p+ = 1. 
Définition 6.16 (Mélange statistique de la classe négative). Le mélange statistique 
représentant la classe négative p-, est"défini comme étant ~_ l:~=1 I{Yi = -1} \'ljJi) ('ljJi\, 
où 1 {.} est la fonction indicatrice qui est égale à 1 si son argument est vrai et 0 sinon. 
Définition 6.17 (Mélange statistique de la classe positive). De la même manière; 
le mélange statistique représentant la' classe positive p+ est défini comme étant 
~+ l:~=1 I{Yi = +l}\'ljJi) ('ljJi\' 
Le problème de classifier un état inconnu \'ljJ?) choisi parmi les états de l'ensemble 
d'entraînement est équivalent à distinguer entre les mélanges p_ et p+. Une des manières 
de s'en convaincre est de considérer le scénario suivant. 
Scénario 6.4 (Préparation d'un état d'une classe par un démon14). Imaginons un démon 
qui est à l'intérieur d'une boîte noire pourvue d'un seul bouton. À chaque fois que le 
bouton de la boîte noire est pressé, le démon choisit aléatoirement la classe négative 
ou la classe positive en fonction' de leurs probabilités a priori p_ et p+'. Une fois la 
classe déterminée, le démon choisit uniformément au hasard un des états appartenant 
à cette classe et prépare l'état quantique correspondant (on suppose que le démon dans 
,13 À moins qu'on soit dans le cas trivial où tous les états sont mutuellem~nt oI~thogonaux, Si c'est le cas, 
une mesure non-destructive dans une base où les états de l'ensemble d'entraînement sont des vecteurs 
propres de la base révélera l'état sans même le perturber. 
14n est possible d~ reformuler ce scénario en remplacant le démon par un algorithme probabiliste. La 
question se pose alors de savoir quelle quantité cie mémoire classique devrait disposer l'algorithme. 
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son infinie puissance connaît la description classique des états et est capable de préparer 
parfaitement n'importe lequel d'entre eux)., Cet état est ensuite produit en sortie par la 
boîte noire. Ainsi, trouver la classe de cet état revient à essayer de deviner quelle classe 
le démon15 a choisi lors de la première étape, mais pas forcé:nent à identifier exactement 
cet état. 
Le taux d'erreur minimal de cette classification est lié au chevauchement statistique: 
entre les deux mélanges p_ et p+. Ce type de problème a déjà été étudi~ dans le contexte 
de la théorie quantique de la détection et l'estimation [110], domaine qui précède l'in-
formatique quantique. Certains des résultats de ce domaine peuvent être utilisés pour 
borner l'erreur d'entraînement des algorithmes d'apprentissage quantique. 
Théorème 6.2 (Mesure de Helstrom [110]). Le taux d'erreur lorsqu'on cherche à dis-
tinguer entre les deux états mélangés p_ et p+ avec un POVM est bornée en dessous par 
f-HeZ = ~ - D(P2,p+) , où D(p_, p+) = 7rlp_p_ - p+p+1 est une mesure de distance entre 
p_ et p+ appelée distance de trace (où p_ et p+ représentent les probabilités a priori des 
classes p_ et p+ respectivement). De plus, cette borne peut être atteinte exactement' par 
le POVM optimal appelé mesure de Helstrom. 
Corollaire 6.1 (Regret 'de la mesure de Helstrom). La mesure de Helstrom est un clas-
sifieur binaire qui a un regret nul, c'est-à-dire rHel = o. 
Démonstration. Le regret nul de la mesure de Helstrom découle directement de l'opti-
malité du POVM à distinguer entr~ les deux classes: D 
Remarque 6.2 (Taux d'erreur de la mesure de Helstrom pour des classes équiprobables). 
Supposons que la classe négative et la classe positive soient équiprobables. Si jamais p_ 
et p+ sont des matrices densité qui correspondent au même état, la distance de trace, 
D(p_, p+) sera égale à zéro, ce qui veut dire que l'erreur tHeZ de la mesure de Helstrom 
sera de ~. À l'inverse, si les mélanges p_ et p+ sont orthogonaux, cela signifie que 
D(p_, p+) = 1, et que donc la mesure de Helstrom aura une erreur tHeZ = O. 
15Ici le rôle du démon est simplement de préparer l'état, mais pas de jouer le rôle d'un adversaire qui 
chercherait à tromper l'apprenant se trouvarit à l'extérieur de la boîte, 
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Le but d'un algorithme d'apprentissage dans le contexte quantique est d'offrir une 
approche constructive qui permet d'atteindre (ou d'approcher) cette borne. Dans la si-
tuation où on dispose d'une description classique des états, cela correspond à trouver une 
implémentation efficace de la mesure de Helstrom. Si Dn E L~:, l'apprentissage devient 
plus ardu et il est difficile de caractériser le lien exact entre s le nombre de copies de 
chaque point d'entraînement dont on dispose, d la dimension de l'espace de Hilbert dans 
lequel vivent les états quantiques, et topt l'erreur minimale que nous pouvons espérer 
atteindre; Contrairement à l'apprentissage machine classique, où il est toujours possible 
(même si non recommandé pour obtenir une bonne généralisation) d'amener l'erreur 
d'entraînement à zéro (par exemple en utilisant un classifieur qui garderait tout l'en-
semble d'entraînement en mémoire comme les 1-plus proches voisins [71]), la situation 
est différente dans le contexte quantique comme exprimé par le lemme suivant. 
Lemme 6.2 (Impossibilité d'atteindre une erreur d'entraînement nulle avec une seule 
copie d'un état inconnu). Il est impossible d'atteindre une erreur d'entraînement nulle 
dans le cas quantique étant donné une seule copie d'un état inconnu à moins que les états 
- de l'ensemble d'entraînement ne soient mutuellement orthogonaux entre eux. 
Démonstration. De par le théorème 6.2 et la remarque 6.2, il est impossible d'avoir un 
POVM permettant de classifier exactement un état inconnu quantique tiré d'un ensemble 
d'entraînement Dn à moins que tous les états de l'ensemble ne soient mutuellement 
orthogonaux, ou encore de manière équivalente que la distance entre les deux matrices 
densité soit D (p_ , p+) = 1. o 
Étant donné un nombre fini de copies de chaque état de l'ensemble d'entraînement, 
les stratégies d'apprentissage possibles incluent: 
(1) l'estimation de l'ensemblè d'entraînement par des mesures (conjointes ou non) 
sur certaines de ces copies afin de construire un POVM qui différencie entre les' 
deux classes, 
(2) la mise au point d'un mécanisme de classification qui utilise ces copies seulement 
quand le moment de classifier l'état inconnu 1'ljJ?) est arrivé bu 
(3) une stratégie hybride basée sur (1) et (2). 
Au niveau de la classification, plusieurs stratégies de mesure existent dans le contexte 
quantique dont celles de : 
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(a) maximiser la probabilité de prédire la classe de l'état inconnu (ce qui correspond 
à la mesure de Helstrom [110]). 
(b) minimiser la probabilité de faire une mauvaise prédiction. Cette stratégie s'ap-
pelle la discrimination non-ambiguë [11 i] et est possible uniquement si les états 
quantiques de Dn sont linéairement indépendants. Dans ce cas spécifique, une me-
sure peut être mise au point qui est autorisée à répondre parfois "je ne sais pas" , 
mais qui lorsqu'elle donne une réponse positive concernant l'une des classes offre 
une confiance de 100% sur le fait que sa réponse est correcte. 
(c) n'importe quelle stratégie entre ces deux extrêmes (a) et (b). Une mesure basée 
sur la confiance 16 [63] est une mesure qui peut soit identifier la classe d'un état avec 
une certaine confiance (qui est connue), soit répondre "je ne sais pas" le reste du 
temps. L'objectif principal lorsqu'on construit une telle mesure, pour une confiance 
fixée déterminée par l'utilisateur, est de minimiser la probabilité que la mesure 
puisse répondre "je ne sais pas". Si on choisit de fixer la confiance à 100%, cela 
correspond à la mesure non-ambiguë, alors que si on ne souhaite jamais répondre 
de manière inconclusive cela correspond à la mesure de Helstrom. Il est parfois 
possible d'avoir une mesure basée sur la confiance (avec une confiance supérieure 
à celle de la mesure de Helstrom) même lorsque la discrimination non-ambiguë est 
impossible à cause de la forme de Dn (par exemple si les états sont linéairement 
dépendants) . 
Dans le reste de ce chapitre, nous nous focalisons uniquement (exception faite de la 
section 6.2.3.1) sur la stratégie de mesure qui consiste à maximiser la probabilité d'iden-
tifier correctement la classe d'un état (stratégie de mesure (a)) en apprenant à partir de 
l'ensemble d'entraînement un POVM qui jouera le rôle du classifieur (stratégie d'appren-
. . 
tissage (1)). Nous faisons aussi l 'hypothèse que. nous avons accès à un oracle appelé oracle 
de Helstrom (figure 6.3) qui est capable de résoudre la tâche de classification binaire. 
Définition 6.18 (Oracle de Helstrom). L'oracle de Helstrom est une construction abs-
traite qui prend en entrée : (1) une description classique. des matrices df::nsité p_ et p+ 
et des probabilités a priori des classes p_ et p+ (classe d'apprentissage L~U, (2) ·ou uri 
nombre fini de copies de chaque état quantique, de Dn (classe d'apprentissage L~ue(tbin)). 
16Le terme original en anglais est :naximum-confiden·ce measurement. 
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À partir de cette entrée, l'oracle peut être "eidraîné" afiry, de retourner en sortie une 
implémentation efficace (exacte ou approXimative) du POVM de la mesure de Helstrom 
fHel, sous forme d'un circuit permettant de distinguer entre les classes p_ et p+. Dans le 
cas de la' seconde variante de l'oracle, son coût d'entraînement tbin correspond ,au nombre 
minimum de copies de chaque état de l'ensemble d'entraînement que l'oracle doit sacrifier 
afin de construire fHel· 
FIG. 6.3 - Illustration de l'oracle d'Helstrom. L'oracle de Helstrom prend en entrée la des-
cription classique des matrices densité à distinguer p_ et p+ (ainsi que leurs probabilités 
a priori p_ et p+) (version 1) ou un nombre fini s de copies de chaque état quantique 
(version 2), pour s 2: tbin- L'oracle produit en sortie un circuit fHel représentant une 
implémentation efficace de la mesure de,Helstrom permettant de discriminer entre p_ et 
p+. 
Faire l'hypothèse de l'existence de cet oracle de Helstrom permet d'éviter d'avoir à 
décrire explicitement comment l'algorithme d'apprentissage qui jouerait le rôle de l'oracle 
fonctionne en réalité (et combien de copies des états quantiques seraient nécessaires pour 
qu'il puisse réaliser son apprentissage). Construire un algorithme d'apprentissage pour la 
classification binaire pouvant implémenter en pratique cet oracle est une question ouverte 
fondamentale. 
Question ouverte 6.2 (Construction d'un algorithme d'apprentissage quantique 
implémentant l'oracle de Helstrom). Est-il possible d'élaborer un algorithme d'apprentis-
sage quantique qui implémente explicitement l'oracle de Helstrom ? Si oui, quelle serait 
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la valeur de tbin, le. nombre minimum de copœs de chaque état d'entraînement, que cet 
algorithme demande durant l'apprentissage? 
Quelques pistes possibles d'algorithmes d'apprentissage seront discutées dans la sec- 1 
tion 6.4.1. Pour l'instant, nous regarderons plutôt quelles autres tâches peuvent être 
résolues si on a accès à un tel oracle. Si jamais, nous connaissons un algorithme d'ap-
prentissage ayant une erreur faible mais non optimale, il est possible de l'utiliser à la 
place de l'oracle de Helstrom dans la plupart des réductions décrites dans ce chapitre. 
Une autre question ouverte importante concerne l'existence ou non d'une implémentation 
efficace de la mesure de Helstrom. 
Question ouverte 6.3 (Implémentation efficace de la mesure de Helstrom). Quelles 
sont les situations d'apprentissage (autrement dit quels sont les ensembles de données 
quantiques) pour lesquelles il est possible d'implémenter efficacement (par exemple avec 
un circuit de taille polynomial) et de manière exacte la mesure de Helstrom? De plus, 
quelles sont les situations d'apprentissage où cette implémentation efficace est possible de 
manière approxi~ative ? 
Il n'existe aucune garantie a priori que la description du POVM (ou de la matrice 
unitaire) qui correspond à la mesure de Helstrom puisse être réalisé physiquement par un 
circuit de taille polynomial par rapport au nombre de qubits passés en entrée au circuit. 
En effet dans le pire des cas,. il se peut que ce circuit requiert un nombre de portes qui est 
exponentiel par rapport à la taille de l'entrée, et ce même dans sa version approximative. 
Afin de se réchauffer sur l'usage des réductions d'apprentissage et ce que nous pouvons 
réaliser si on a accès à un of<lcle de Helstrom, considérons le cas où on s'intéresse à la 
tâche d'estimer la probabilité d'appartenance d'un état inconnu à la classe négative et à 
la classe positive. 
Tâche d'apprentissage quantique 6.2 (Estimation de la probabilité d'appartenance 
à une classe). Entrée: Dn= {(l'If 1), yd,···, (l'lfn) , Yn)}, un ensemble d'entraînement 
quantique, où l'lfi) E C2d et Yi E {-1,+i}. 
Sortie: un POVM jouant le rôle d'un estimateur de probabilité f qui peut prédire l'ap-
partenance à la classe négative et positive d'un état quantique inconnu l'If?), soit respec-
tivement prob(y? = ~ 11 l'If? )) et prob(y? = + 11 l'If? )). 
126 
But: construire un estimateur f, qui à partir de quelques copies d'un état inconnu l'l,h), 
peut produire un estimé fiable de sa probabilité d'appartenance à la classe négative et à 
la classe positive. 
Réd~ction 6.1 (Réduction de l'estimation de la probabilité d'appartenance à une classe 
à la classification binaire (via oracle de Helstrom)). Étant donné l'accès à un oracle de 
Helstrom, il est possible d.e réduire la tâche de l'estimation de la probabilité d'apparte-
nance à une classe à la tâche de classification binaire. 
Coût de l'entraînement.: 8(tbin) (ou 8(1) si Dn E L~U. 
Coût de classification: 8(1), pour le nombre constant de copies de l'état inconnu qui 
seront sacrifiées. 
Démonstration. En utilisant l'oracle de Helstrom, nous pouvons produire un circuit 
jouant le rôle d'un classifieur binaire f qui peut distinguer entre p+ et p_. Ensuite, 
à partir de ce classifieur binaire f et plusieurs copies d'un état inconnu l 'l,h) , nous pou-
vons estimer sa probabilité d'appartenance à la classe positive et négative efficacement. 
Soit c.le nombre constant de copies de l'état inconnu l'l,b?) dont nous disposons, il suffit 
. d'appliquer c fois le classifieur f sur chacune de ces copies pour obtenir un estimé de son 
appartenance à la classe négative et la classe positive .. Le coût de classification de cette 
réduction est donc de 8(1) et le coût d'entraînement de 8(tbin) si on utilise la deuxiè?1e 
version de l'oracle de Helstrom (et 8(1) si on utilise la première version pour le cas où 
Dn E L~~ car on appelle alors l'oracle une seule fois). o 
Corollaire 6.2. La tâche d'estimer la probabilité d'appartenance d'un état inconnu à 
une classe est dans la classe d'apprentissage L~u8(tbin) pour son entraînement et dans la 
classe L~u8(1) pour sa classification. 
Dans le monde quantique, nous pouvons résoudre aisément cette tâche d'estimation 
de probabilités ~ cause de la nature probabiliste inhérente à l'acte de la mesure. La 
situation est différente en apprentissage machine classique où certains classifieurs sont de 
nature déterministe, voulant dire qu'ils prédisent toujours la même classe si jamais on leur 
présente plusieurs fois de suite le même exemple. Nous pouvons cependant contourner ce 
problème: 
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- soit en utilisant un type de classifieur qui est "naturellement" conçu pour pro-
duire un estimé de la probabilité d'appartenance aux différentes Glasses (comme un 
classifieur bayésien [135]), 
- soit en utilisant une technique générique comme la réduction "Probing" [134]. qui 
réduit l'estimation des probabilités d'appartenance à la classification binaire. 
6.2.2 Classification binaire 'pondérée 
La tâche de classification binaire. pondérée est similaire à celle de la classification 
binaire simple, sauf que chaque point de données a maintenant un poids W qui lui est 
associé indiquant l'importance de classifier correctement cet exemple. Ce poids peut par 
exemple être choisi en fonction de la pénalité que nous devrions payer si on fait une 
mauvaise prédiction à son sujet. 
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Tâche d'apprentissage quantique 6.3 (Classification binaire pondérée). 
Entrée: Dn = {(l'lh),Yl,wd, ... , (l'l/Jn) , Yn, wn)}, un ensemble d'entraînement quan-
tique, où l'l/Ji) E C2d , Yi E {-1,+1} etwi E. [0,+(0). 
Sortie: un POVM jouant le rôle d'un classifie ur binaire f qui peut prédire la classe y? 
d'un état quantique inconnu l 'l/J? ) . 
But: construire un classifie ur binaire f qui minimise l'erreur d'entraînement pondérée 
Ef = ~ ~~=l wiProb(f(I'l/Ji)) -1 Yi)' 
Une fois de plus, si nous nous trouvons dans la situation idéale où on connaît la des-
cription classique des états (c'est-à-dire Dn E L~U, leurs poids peuvent être. incorporés 
directement dans la description des matrices densité de leurs classes. La réduction sui-
vante formalise comment résoudre la tâche de classification binaire pondérée dans cette 
situation étant donné l'accès à un oracle de Helstrom (première version). 
Réduction· 6.2 (Réduction de la classification binaire pondérée 
à 'la . classification bi!laire simple (via oracle de Helstrom)). 
Étant donné l'accès à un oracle de Helstrom qui prend en entrée la description des 
matrices de' densité p_ et p+~ (et leurs probabilités a: priori p_ et p+), il est possible de 
réduire la tâche de classification pondérée à la tâche de classification binaire simple. 
Coût de l'entraînement: 8(1). 
Coût de la classification: 8(1). 
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Démonstràtion. Le poids Wi d'un état particulier l'l/Ii) peut être converti en une proba-
bilité Pi reflétant son importance en choisissant 
Pi = "n . . L.."j=l Wj (6.3) 
Soit p_, la nouvelle probabilité a priori de la classe négative, qui est égale à 
p- = LPiI{Yi = -1} (6.4) 
i=l 
et p+, sa probabilité complémentaire telles que p_ + p+ = 1. Le théorème 6.3 démontre 
que la mesure de Helstrom qui discrimine entre les matrices densité des classes dans 
lesquelles on incorpore ces poids est aussi directement le POVM qui minimise l'erreur 
pondérée. Il suffit donc d'appeler l'oracle de Helstrom en lui donnant comme entrée les 
matrices densité 
n 




p+ = LPiI {Yi = +1} l'l/Ii) ('l/Iil (6.6) 
i=l 
(avec probabilités a priori p_ et p+). De plus, la réduction utilise un seul appel à l'oracle 
de Helstrom et requiert seulement une copie de l'ét.at inconnu lors de la classification, 
d'où un coût d'entraînement et de classification de 8(1). o 
Théorème 6.3 (Mesure de Helstrom minimisant l'erreur pondérée). La mesure de 
Helstrom qui minimise l'erreur de discrimination entre les deux matrices de densité 
p- = l:~=lPiI{Yi = -1} l'l/Ii) ('l/Iil et p+ = l:~=lPiI{Yi =+1} l'l/Ii) ('l/Iil (avec probabilités 
a priori p_ et p+) est aussi la mesure qui minimise l'erreur de classification pondérée de 
l'ensemble de données Dn = {(l'l/Il),Yl, Wl), ... , (l'l/In) , Yn, wn)}. 
Démonstration. La mesure de Helstrom est le POVM f qui minimise l'erreur de dis-
crimination entre p_ et p+. Ce POVM se décompose en deux éléments IL et TI+ qui 
correspondent tous les deux à des matrices positives semi-définies tel que TI_ + TI+ = l, 
où 1 est la matrice identité. On a donc : 
qui peut aussi s'exprimer comme 
et se simplifie en 
ce qui revient aussi à minimiser l'erreur pondérée: 
Comme ce POVM est optimal, cela implique aussi qu'il a un regret nul. 
Choisir une constante c plus grande que n'importe quel poids w 
Pour chaque état l'ljJd~8(tbin) faire 
Tirer à pile ou face en utilisant une pièce avec un biais de ~ 
(ce qui signifie qu'avec probabilité ~i, "face" sera observé, et avec probabilité 
complémentaire, 1- ~, "pile" sera observé) 
Si le résultat est "face" alors 
Garder les copies de l'état 
Sinon 
Les mettre de côté 
fin si 
fin pour _ . 







Dans le cas où seul un nombre fini de copies de chaque état quantique est accessible 
mais nous connaissons une façon de produire un classifieur binaire efficace (comme un 
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oracle de Helstrom), alors on peut utiliser la réduction "casting" [195] pour réduire la 
classification binaire pondérée à sa version de base. Cette réduction est basée sur un 
mécanisme d'échantillonnage par rejét (algorithme 14) et sur l'agrégation de plusieurs 
classifieurs (algorithme 15), et g~nère un ensemble de T classifieurs binaires, où Test 
une petite constante choisie indépendamment de Dn. 
Algorithme 15 costing_entrainement(Dn E L~ue(Ttbin») 
Pour j = 1 à T faire . 
Appeler echantilionnage_rejet(Dn ~ L~ue(tbin») pour obtenir Dj 
Appeler l'oracle de Helstrom sur Dj pour apprendre le classifieur binaire fj 
fin pour 
Retourner le classifieur final f = majorite(h, ... , Ir) 
La sortie finale du classifieur est un vote de majorité sur les sorties des classifieurs 
individuels17 . Le nombre d'évaluations faite sur le classifieu:ç- final est une constante 8(T), 
qui est proportionnelle au nombre de classifieurs binaires formant le classifieur agrégé 
(algorithme 16). Il est clair que plus on fait d'évaluations du ciassifieur final, plus on 
augmente la précision de la classification, mais aussi plus on a besoin de copies de l'état 
inconnu l'l,b?). 
Algorithme 16 costing_classification(l'l,bd~e(T) ,f = (h, ... , Ir)) 
Pour j = 1 à T faire 
Mesurer Yj = fj(I'l,b?)) 
fin pour 
Retourner y? = majorite(Yl, ... , YT) 
Réduction 6.3 (Réduction de la classification binaire pondérée à la classification bi-
naire simple (via costing [195])). Étant donné l'accès à un oracle de Helstrom et un· 
ensemble d'entraînement Dn E L~ue(Ttbin), il est possible de réduire la tâche de classifi-
cation pondérée à la tâche de classification binaire simple. 
Coût de l'entraînement: 8(Ttbin). 
Coût de la classification: 8(T). 
17 Cette réduction a une très forte ressemblance avec l'algorithme de bagging [48], qui est une méthode 
d'ensemble (cf. section 3.2.3) basée elle aussi sur un mécanisme d'échantillonnage et l'agrégation de 
plusieurs classifieurs. 
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Démonstration. Lors de l'entraîpement, l'algorithme costing_entrainement fait appel à 
l'oracle de Helstrom T fois, pour T une constante choisie indépendamment de l'ensemble 
d'entraînement Dn. Le coût de l'entraînement est donc de 8(Ttbin) , c'est-à-dire le nombre 
d'appels à l'oracle de Helstrom multiplié par tbin le nombre de copies des états d'en-
traînement requis à chaque appel. Comme ,chaque appel à l'oracle de Helstrom produit 
un classifieur, le coût de la classification sera lui de 8(T), ce qui revient à utiliser une' co-
pie de l'état inconnu l'I)!?) pour chaque classifieur généré. De par l'analyse de la réduction 
costing [195], il est garanti que la moyenne des erreurs d'entraînement standards que 
minimisent les classifieurs individuels fI, ... ,fT sur les distributions Dl, ... , DT revient 
aussi indirectement à minimiser approximativement l'erreur d'entraînement pondérée du 
classifieur global f, c'est-à-dire: 
( 6.12) 
o 
Corollaire 6.3. La tâche de ciassification binaire pondérée appartient à la classe d'ap-
, prentissage L~ue(Ttbin) pour la phase d'entraînement et à la classe d'apprentissage L~ue(l) 
pour la classification. 
La méthode quantique d'échantillonnage par rejet (algorithme echantillonn age Je jet) 
a comme bénéfice additionnel de permettre "d'économiser" certaines copies d'états quan-
tiques lors de la génération de la distribution biaisée en fonction des poids des états. En 
effet, les états qui ont un poids faible ont une probabilité plus importante que les autres 
de ne pas être retenus dans la nouvelle distribution générée. Ainsi, les copies des états qui 
sont mis de côté pourront être utilisés plus tard, par exemple lors d'une nouvelle étape 
d'échantillonnage par rejet. 
6.2.3 Classification multiclasse 
Dans la version multiclasse de la classification, chaque état est étiqueté d'après un~ 
classe choisie parmi k, pour k > 2. Le but est dé construire un classifieur f qui étant 
donné un nombre fini de copies d'un état inconnu l'ljJi) peut prédire la classe y? avec une 
bonne précision. 
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Tâche d'apprentissage l quantique 6.4 ( Classification multiclasse) . 
Entrée: Dn ~ ((l'l/JI), YI), ... , (l'l/Jn), Yn)}, un ensemble d'entraînement quantique, 
où l'l/Ji) E C2d et Yi E {1, ... , k}. 
Sortie: un PO VM jouant le rôle d'un classifieur binaire f qui peut prédire la classe y? 
d'un état quantique inconnu l'l/J?). 
But : construire un classifieur binaire f quz mmimise l'erreur d'entraînement 
Ej = ~ L:~=I prob(J(I'l/Ji)) =1 Yi). 
Passer du cas binaire au cas multiclasse est loin d'être aisé, et très peu de choses sont 
connues pour le cas où le nombre de classes k est supérieur à 2. En particulier même 
à partir de seulement trois classes, la forme exacte du POVM optimal qui permet de 
distinguer entre ces classes étant donné une seule copie de l'état n'est pas connue. Nous 
allons cependant voir dans la section 6.2.3.4 que lorsque l'on connaîtla description clas-
sique des états, on peut construire une mesure (appelée Pretty Good Measurement [107] 
en anglais) dont l'erreur est bornée par la racine carrée de l'erreur du POVM optimal. 
Les sections suivantes décrivent différentes stratégies d'entraînement et de classifica-
tion pour les cas où on dispose d'un nombre de copies de l'état inconnu l'l/J?) à classifier 
qui est respectivement: 
- linéaire en n, le nombre d'états présents dans Dn (section 6.2.3.1). 
- linéaire en k, le nombre de classes de Dn (section 6.2.3.2). 
- logarithmique en k (section 6.2.3.3). 
- une unique copie ou possiblement un nombr~ constant (section 6.2.3.4):~ 
6.2.3.1 Classification par identification d'état 
Une des manières les plus directes de reconnaître la classe d'un état consiste à iden-
tifier exactement cet état. Une fois cet état identifié, cette information permet aussi de 
retrouver sa classe (à moins qu'il y ait deux états qui soient identiques mais étiquetés 
par deux classes différentes). Si nous disposons de 8(n) copies de l'état inconnu l'l/J?), 
nouS pouvons utiliser le (-Swap test [17,53] entre cet état et tour à tour chacun des 
états de l'ensemble d'entraînement Dn E L~ue(I). Cette méthode ne requiert aucun tra- ' 
vail durant l'entraînement, tout le travail s'effectuant au moment de la classification (ce 
qui correspond à une stratégie d'apprentissage type (2) dans la section 6.2.1J. Elle peut 
133 
être vue comme l'analogue quantique de la méthode des 1-plus-proches voisins [71]. En 
effet, on recherche parmi tous les états de l'ensemble de données celui qui est le plus 
proche/similaire (dans le sens de la fidélité) de l'état inconnu. Pour peu qu'il n'y ait 
pas deux états quantiques dans Dn qui sont identiques mais étiquetés par deux classes 
différentes, cette méthode offre une erreur de classification nulle (et donc un regret nul 
aussi). L'algorithme suivant formalise cette méthode. 
Algorithme 17 identification_classification (l'l/!dZl8Cri) , Dn E L~u8Cl») 
Pour i. = 1 à n faire 
Mesurer la fidélité entre l'l/!?) et l'l/!i) en utilisant Je (-Swap test ce qui donne un 
estimé de Fid(I'l/!?) , l'l/!i)) 
fin pour 
Retourner la classe Yj de l'état dont la fidélité avec l'état à classifier est maximal, 
soit argmaxj Fid(I'l/!?), l'l/!j)) 
Théorème 6.4 ( Classification par identification d'état). L'algorithme 
identification_classification permet de classifier un état inconnu l'l/!?) avec une er-
reur de classification nulle étant donné 8(cn) copies de cet état et 8(c) copies de chaque 
état de Dn, où c est une constante qui dépènd de la fidélité minimale parmi toutes les 
paires d'états de Dn. 
Démonstration. Chaque (-Swap test utilise un nombre de copies constant c, où c est 
une constante qui déperid de la fidélité minimale parmi toutes les paires d'états de Dn, 
et comme on va évaluer la similarité entre l'l/!?) et tous les n états quantiques de Dn, 
le coût global de identification_classification sera de 8(cn) copies de l'état inconnu et de 
8(c) copies de chaque état de l'ensemble d'entraînement. De plus, s'il n'existe pas deux 
états dans Dn qui sont identiques mais étiquetés par deux classes différentes, l'algorithme 
est garanti d'obtenir une erreur de classification nulle (ce qui implique aussi un regret 
nul). o 
Corollaire 6.4. La tâche de classification multiclasse appartient à la classe d'appren-
tissage L~u8Cl) pour la phase d'entraînement et 4 la classe d'apprentissage L~u8Cn) pour ld 
classification. 
Si on souhaite baser la prédiction de la classe de l'l/!?) sur ses k plus proches 
voisins, et non pas seulement par rapport au plus proche voisin, l'algorithme 
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identification_classification peut être facilement adapté pour baser sa prédiction sur la 
1 
majorité des classes de ses k plus proches voisins. Il suffit pour cela d'identifier les k 
états de Dn qui sont les plus similaires de l'l/!?) et de faire un vote de majorité sur leurs 
classes (les coûts d'entraînement et de classification restants inchangés). Une question 
ouverte importante est d~ déterminer s'il existe un équivalent quantique à des structures 
de données permettant de faciliter la recherche des plus proches voisins, telles que les 
kd-trees [27] par exemple. Quantiquement, la raison d'être d'une telle structure serait de 
permettre de rechercher les plus proches voisins d'un état inconnu en consommant moins 
de copies qu'avec la méthode naïve directe (par exemple en utilisant un nombre de copies 
logarithmique en n et linéaire en c le nombre de voisins considérés). On peut formaliser 
cette question ouverte de la manière suivante. 
Question ouverte 6.4 (Structure de données favorisant la recherche des plus proches 
voisins dans un ensemble de données quantique). Existe-il une structure de données quan-
tique qui permet de trouver le plus proche voisin (mesuré par la fidélité) d'un état inconnu 
l'l/!?) parmi un ensemble de n états quantiques plus rapidement que la méthode directe qui 
requiert un nombre de copies linéaire en n? Si oui, quel est le coût d'entraînement de 
cette méthode? Et son coût de classification pour trouver le plus proche voisin? 
6.2.3.2 Réduction du type une classe contre tous 
Pour j = 1 à k faire 
Initialiser D(j) comme étant l'ensemble de données vide 
Pour i = 1 à n faire 
Ajouter l'exemple (l'l/!i)08 Ctbi n ) , 1- 2I{Yi = j}) à D(j) 
fin pour 
Appeler l'oracle de Helstrom sur l'ensemble de données D(j) pour apprendre un 
classifieur binaire fj qui différencie entre la classe j et l'union de toutes les autres 
classes 
fin pour 
Retourner l'ensemble des classifieurs binaires h,···, fj 
L'idée de la réduction d'une classe contre tous [74] (appelée one-against-all en anglais) 
est d'entraîner un classifieur binaire pour chacune des k classes. Chacun de ces classifieurs 
binaires différencie entre sa propre classe et l'union de toutes les autres classes. Cette 
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réduction peut être adaptée au contexte quantique en construisant pour chacune des 
classes un POVM jouant le rôle d'un classifieur binaire, qui discrimine entre la matrice 
densité de cette classe spécifique et un mélange statistique composé des matrices densité 
des autres classes. Nous disons d'un classifie ur qu'il "clique" s'il prédit que l'état qu'il a 
mesuré 17J;? ) appartient à la ciasse qu'il incarne, et qu'il ne "clique pas" sinon. Étant donné 
l'accès àun oracle de Helstrom, il est possible de réduire la classification multiclasse à 
la classification binaire en utilisant les algorithmes d'entraînement et de classification 
suivants (algorithmes 18 et 19). 
Pour j = 1 à k faire 
Appliquer le classifie ur binaire fJ sur 17J;?) pour obtenir la prédiction si cet état 
appartient à la classe j ou non 
fin pour 
Si un seul classifie ur a "cliqué" alors 
Retourner la classe correspondant au classifieur qui a "cliqué" 
Sinon 
Si plusieurs classifieurs ont "cliqués" alors 
Retourner une classe choisie au hasard parmi tous les classifieurs qui ont 
"cliqués" 
Sinon 
Retourner une classe choisie uniformément au hasard parmi les k classes 
fin si 
fin si 
Réduction 6.4 (Réduction de la 'cl.assification multiclasse à la classification -binaire 
simple (du type une classe contre tous)). Étant donné'l'accès à un oracle de Helstrom 
et un ensemble d'entraînement Dn E L?u8 (ktbin), il est possible de réduire la tâche de 
classification multiclasse à la tâche de classification binaire via une réduction du .type 
une classe contre tous. 
Coût de l'entraînement: 8(ktbin)' 
Coût de la classification: 8(k). 
Démonstration. L'algorithme une_classe_contre_toute_entrainement fait appel à l'oracle de 
Helstrom une nombre de fois qui est linéaire dans le nombre de classes k, et chaque appel 
consomme un nombre de copies des états de Dn de 8(tbin)' Le coût d'entraînement de 
la réduction est donc de 8(ktbin) copies. Au niveau de la classification, il faut sacrifier 
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une. copie de l'état inconnu 11/J?) pour chacun des k classifieurs binaires générés, ce qui 
conduit à un coût total de 8(k). 
Au niveau de l'analyse de l'erreur de cette réduction, soit € l'erreur moyenne des 
classifieurs binaires générés. La pire situation qui puisse arriver est que le classifieur de 
la "bonne" classe ne réagisse pas (ce qui correspond à un faux négatif). Dans ce cas et 
si aucun autre classifieur n'a "cliqué", on choisira la classe à prédire uniformément au 
hasard ce qui conduit à une erreur avec probabilité . Dans le cas des faux positifs, 
c'est-à-dire sic classifieurs "cliquent" alors qu'ils ne devraient pas car ils ne correspondent 
pas à la bonne classe, la probabilité d'erreur sera de seulement puisqu'on choisira 
aléatoirement parmi tous les classifieurs qui ont réagi. Comme chaque cla;:;sifieur binaire 
conduit à une erreur de kk 1 dans le pire cas avec probabilité € et qu'il yak classifieurs, " 
l'erreur globale du classifieur combiné sera dans le pire" cas de = (k 1)€. (Cette 
réduction ne semble offrir aucune garantie par contre eI.l ce qui concerne le regret.) 0 
Corollaire 6.5. La tàche de classification multiclasse appartient à la classe d'àpprentis-
sage L~ue(ktbin) pour la phase d'entraînement et à la classe d'apprentissage L~ue(k) pour 
la classification. 
Remarque 6.3 (Difficultés des situations d'apprentissage cr':>"':>"':>.,,,, par la réduction). 
Rien ne garantit a priori que les situations d'apprentissage intermédiaires générées par 
la réduction (ici les k situations de classification binaire) soient faciles à résoudre. Ainsi, 
même si l'accès à un oracle de Helstrom garantit que le classifieur binaire produit sera op-
timal pour chacune des k situations binaires, il est possible que l'erreur moyenne observée 
€ soit importante. Dans le càs quantique, cela peut arriver par exemple si la distance de 
trace entre la matrice densité d'une classe et le mélange composé de l'union des autres 
classes est faible (ce qui implique qu'il est difficile de les distinguer). 
Il existe une variante pondérée de cette réduction [34J (appelée weighted one-against-
all en anglais) qui offre une meilleure garantie en terme d'erreur que la version de base. 
Cette variante exploite le fait que les faux négatifs (autrement dit le fait de manquer 
de détecter la bonne classe) sont plus dommageables pour l'erreur du classifie ur global 
que les faux positifs (le fait de détecter une mauvaise classe). Il devient possible de faire 
baisser l'erreur en pire cas du classifieur global en incorporant des poids plus importants 
. aux exemples qui risquent d'amener à observer des faux négatifs. (En pratique, cela veut 
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dire qu'un point va avoir un poids plus important lors de la construction du classifieur 
qui correspond à sa classe.) "L'algorithme procède en réduisant d'abord la classification 
multiclasse à la classification binaire pondérée et utilise ensuite la réduction costing [195] 
pour réduire la classification binaire pondérée à la classification binaire standard. Le 
principal avantage de cette version pondérée de la réduction est qu'elle offre une garantie 
sur la borne de l'erreur du classifieur global de ~€, pour € l'erreur moyenne des classifieurs 
binaires générés, ce qui est divisée par deux par rapport à la version standard décrite 
précédemment. Dans ce cas-là, le coût d'entraînement total de la variante pondérée d,'une 
classe contre tous serait de 8(kTtbin) où k est le nombre de classes, T le nombre constant 
de classifieurs créés lors de la réduction costing et tbin le nombre de copies utilisées 
par chaque appel de l'oracle de Helstrom. Le coût de classification sera quant à lui de 
8(kT). Quantiquement et si on connaît la description classique des états de l'ensemble 
d'entraînement (soit Dn E L~~), on peut remplacer. la réduction de typ~ costing par la 
réduction via l'oracle de Helstrom (réduction 6.2) ce qui donne un coût d'entraînement 
de 8(ktbin) et de classification de 8(k). 
6.2.3.3 Réduction sous forme d'arbre binaire 
Algorithme 20 arbre_binaire_entrainement(Dn E L~ue(tbin logk)) 
Si tous les points de Dn appartiennent à la même classe alors 
Créer une feuille étiquetée d'après cette unique classe 
Retourner 
fin si 
Choisir aléatoirement deux sous-ensembles de classes Ya et Yb parmi Dn tel que· 
lYal ~ IYbl 
Séparer l'ensemble de données Dn en deux sous-ensembles Da et Db en fonction des 
sous-ensembles de classes Ya et Yb (soit Pa la matrice densité représentant le 
sous-ensemble Da et Pb la matrice densité représentant le sous-ensemble Db) 
Appeler l'oracle de Helstrom pour apprendre un classifieur binaire f(Pa,Pb) qui va 
distinguer entre les deux matrices densité Pa et Pb 
Créer un nœud dans l'arbre binaire dont le test correspond au classifieur f(Pa,Pb) 
Appeler arbre_binaire_entrainement(Da ) 
Appeler arbre_binaire_entrainement(Db) 
Une autre manière de résoudre le problème de la classification multiclasse est de 
construire un arbre binaire où chaque nœud est un classifie ur binaire qui différencie 
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FIG. 6.4 - Illustration d'un arbre de classification binaire. Chaque nœud de l'arbre est un 
classifieur binaire qui différencie entre deux sous-ensembles de classes. La classification se 
fait en parcourant l'arbre depuis la racine jusqu'à atteindre une feuille qui est étiquetée 
d'après une classe. Dans cet exemple, le choix des étiquettes est arbitraire et ne reflète 
aucunement une relation particulière entre les classes. . 
entre deux sous-ensembles de classes et où les feuilles sont étiquetées d'après une classe 
spécifique (figure 6.4). La racine contient l'ensemble de toutes les classes et utilise un 
classifie ur binaire pour diviser cet ensemble en deux sous-ensembles de 'classes de taille 
approximativement équilibrée par rapport au nombre de "'''",""",,,,,,,,. Pour classifier un état 
inconnu, on part de la racine et on descend l'arbre en fonction du résultat du classifieur 
binaire observé à chaque nœud jusqu'à atteindre une feuille, auquel cas on prédit la 
classe associée à cette feuille. Il est possible de construire l'arbre binaire de plusieurs 
façons (par exemple en commençant par le créer depuis feuilles jusqu'à la racine ou 
vice-versa), qui peuvent donner une erreur globale différel).te sur le '-'lO'.,.",,,,,,, généré. Les 
algorithmes 20 et 21 détaillent une manière possible pour construire l'arbre récursivement 
depuis la racine jusqu'aux feuilles et de l'utiliser ensuite pour faire de la classification. 
Réduction 6.5 (Réduction de la classification multiclasse à la classification binaire 
simple (du type arbre binaire)). Étant donné l'accès à un oracle de Helstrom et ~n 
ensemble d'entraînement Dn E L~'Ue(tbin log k), il est possible de réduire la tâche de 
sification multiclasse à la tâche de classification binaire via une réduction du type arbre 
binaire. 
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. Algorithme 21 arbre_binaire_classification(I'lfi?)®8(logk), un classifieur f ayant la forme 
d'un arbre binaire de classification) . 
Commencer le parcours de l'arbre au noeud qui correspond à la racine 
Tant que une feuille n'est pas atteinte faire 
Utiliser une copie de l'état l'lfi?) dans le classifieur binaire correspondant au noeud 
actuel 
Si le classifieur prédit la classe négative alors 
Descendre à gauche dans l'arbre 
Sinon 
Descendre à droite dans l'arbre 
fin si 
fin tant que 
Retourner la classe étiquettée par la feuille 
Coût de l'entraînement: 8(tbin log k). 
Coût de la classification: 8 (log k). 
Démonstration. Lors de la construction de l'arbre binaire, l'oracle de Helstrom est appelé 
un nombre de fois qui est directement proportionnel au nombre de nœuds qui composent 
l'arbre. Cependant chaque appel à l'oracle sépare l'ensemble de données utilisée pour 
l'entraînement en deux sous-ensembles (dont la somme des tailles est égale à celle de l'en-
semble original), cela implique qu'à chaque niveau de l'arbre le nombre d'états quantiques 
utilisés au total par l'oracle de Helstrom est de 8(tbin). Le coût global de l'entraînement 
est donc de 8(tbin log k) copies. Comme l'arbre est construit de-manière à être équilibré, il 
aura une profondeur maximum de log k, pour k le nombre de classes. En ce qui concerne 
le coût de la classification, il est directement proportionnel à la profondeur de l'arbre, 
soit 8 (log k). 
L'erreur globale du classifieur final que représente l'arbre binaire est au pire de €log k, 
pour E l'erreur moyenne des classifieurs binaires générés. En effet, une erreur peut arriver 
avec probabilité E à chaque nœud traversé ce qui implique une erreur globale de E log k 
dans le pire cas. o 
Corollaire 6.6. La tâche de classification multiclasse appartient à la classe d'apprentis-
sage L~u8(tbin log k) pour la phase d'entraînement et à la classe d 'apprentissage L~u8(log k) 
pour la classification. 
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Théorème 6.5 (Identification d'état). Soit un ensemble de données quantique Dn com-
posé de n états purs tel qu'il n'y a pas deux états quantiques identiques. Il existe un POVM 
qui peut identifier l'index d'un état inconnu 1 ~/J?) choisi parmi un ensemble possible de 
Dn avec une très bonne précision étant donné 8(logn) copies de cet état. 
Démonstration. La preuve est relativement directe, il suffit simplement de choisir k = n, 
c'est-à-dire d'assigner une classe différente à chacun des n points de l'ensemble de données 
Dn. Ensuite, on peut directement appliquer la réduction 6.5. o 
Si nous sommes dans la situation où nous avons une connaissance complète des états 
de l'ensemble d'entraînement (Dn E L~~), il est possible de choisir les deux sous-ensembles 
de classes de manière à maximiser la distance de trace entre les deux matrices densité 
qui représentent ces deux sous-ensembles. Dans ce cas-là, il est possible de construire 
l'arbre depuis la racine jusqu'aux feuilles en séparant à chaque fois l'ensemble de dormées 
en deux sous-ensembles qui maximisent la distance de trace. Nous pourrions aussi faire 
croître l'arbre depuis les feuilles jusqu'à la racine en choisissant au premier niveau de 
mettre ensemble les paires de classes qui sont les plus faciles à distinguer. En particulier, 
il existe une réduction appelée "filter tree" [33] qui réduit la classification multiclasse à la 
classification binaire (via la classificati.on binaire pondérée et la réduction costing [195]). 
Cette réduction construit un classifieur multiclasse de type arbre binaire en commen~ant 
par les feuilles et garantit que l'erreur de ce classifieur est au plus dog k, pour k le 
nombre de classes et E l'erreur moyenne des classifieurs binaires générés. Le point fort 
de cette réduction est qu'elle offre une garantie similaire sur le regret (ce qui n'est pas 
le cas de l'algorithme ~rbre_binaire_entrainementprésenté précédemment). Ainsi le regret 
du classifieur multiclasse est au pire de r log k, pour r le regret moyen des classifieurs 
binaires générés. 
6.2.3.4 Pretty Good Measurement 
Si nous connaissons la description classique des points de données (Dn E L~U, il 
existe une stratégie générale de mesure appelée le "Pretty Good Measurement,,18 [107] 
qui permet de construire un classifieur qui, étant donné une seule copie de l'état inconnu 
18Cette mesure est aussi parfois appelée "square-TOot measu'rement" dans la littérature à cause de la 
forme explicite de ce POVM. 
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l'lfl?) , va prédire la classe de c'et état avec une précision qui est bornée par la racine carrée 
de l'erreur du classifieur optimal. 
Théorème 6.6 (TauJ d'erreur du 'Pretty Good Measurement [18]). Étant donné la 
description classique de k matrices densité Pl, ... ,Pk, il est possible de construire un 
POVM, appelé Pretty Good Measurement, dont le taux d'erreur EPGM pour distinguer 
entre ces k matrices de densité, étant donné une seule copie d'un de ces matrices P?, 
est au pire quadratiquement plus élevé que l'erreur Eopt que ferait le POVM optimal. De 
façon équivalente, cela signifie que 
Eopt :::; EPGM :::; vEopt (6.13) 
Corollaire 6.7 (Borne sur le regret du Pretty Good Measurement). Le regret du Pretty 
Good Measurement est bornée par: 
r PGM :::; vEopt - Eopt (6.14) 
Montanaro [146] a prouvé que l'erreur du Pretty Good Measurement est toujours 
plus petite que la stratégie de prédiction qui consiste à choisir la classe aléatoirement 
sans même mesurer l'état. Plus précisément, il a donné une borne supérieure sur l'erreur 
du Pretty Good Measurement qui dépend de la fidélité entre chaque paire d'états qui 
compose l'ensemble d!entraînement. Cette borne est: 
(6.15) 
À partir de la matrice de similarité Sn d'un ensemble de données quantiques D'h' il est pos-
sible de calculer explicitement cette borne. Pour cela, il suffit die remplacer Fid(l'lfli) , l'lflj)) 
dans l'équation 6.15 par l'entrée de la matrice S(i,j) correspondante. Cela implique que 
cette borne peut être explicitement estimée étant donné lin nombre linéaire de copies de 
chaque état quantique de l'ensemble d'entraînement. 
Théorème 6.7 (Borne sur l'erreur du Pretty Good Measurement). Étant donné un 
ensemble d'entraînement Dn E L~ue(n), on peut obtenir une borne supérieure sur l'erreur 
que le Pretty Good Measurement réalise sur cet ensemble de données Dn. 
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Démonstration. La preuve est directe, il suffit d'appliquer l'algorithme 
calcuLmatrice....similarite et d'évalu'er l'équation 6.15 en utilisant l'estimé de la fidélité entre 
les paires d'états à partir des entrées correspondantes de la matrice de similarité. 0 
Corollaire 6.8. La tâche d'estimer une borne supérieure sur l'erreur du Pretty Good 
Measurement appartient à la classe d'apprentissage Liu9 (n). 
Montanaro a trouvé une autre borne sur l'erreur du Pretty Good Measurement 6.15 
qui dépend directement des valeurs propres de la matrice de similarité Sn. Soit Ài, la 
i""ne valeur propre de la matrice de similarité, l'erreur du Pretty Good Measurement est 
bornée par dessus par ,: 
'PGM'; 1 ! (~Ar (6.16) 
Cette borne pe1,lt aussi êtr'e calculée explicitement à partir de la matrice de similarité Sn. 
Il suffit pour cela de diagonaliser cette matrice pour en extraire les valeurs propres. En ce 
qui concerne une borne inférieure sur le Pretty Good Measurement, il existe une borne 
récente [147] due aussi à Montanaro, qui prouve que cette erreur est bornée par dessous 
par: 
n n 
fPGM ~ L L PiPjFid(l</Ji) ; l'!/Jj)), (6.17) 
i=l j=i 
où Pi et Pj sont les probabilités a priori des états I</Ji) et I</Jj). Dans la situation où tous 
les états sont équiprobables, il suffit de remplacer tous les probabilités par ~ dans la 
formule 6.17. Là aussi cette borne inférieure peut être estimée directement à partir de la 
matrice de similarité Sn. 
Intuitivement, ces bbrnes semblent indiquer que la fidélité entre paires d'états est une 
mesure suffisante pour savoir si les états de l'ensemble de données quantique peuvent 
f 
discriminés les uns des autres. Cette intuition est fausse, en effet Jozsa et Schlienz [124] 
ont prouvé qu'il existe des situations où la fidélité entre chaque paire d'états de 
de données Dn est faible (c'est-à-dire qu'il est aisé de différencier entre ces deux états) 
mais en même temps il est impossible de distinguer efficacement de manière globale un 
état de tous ·les autres états. 
Pour résumer, il semble plus facile de borner l'erreur que réaliserait le Pretty Good 
Measurement que de con::::truire explicitement celui-ci. En effet, nous pouvons borner 
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l'erreur étant donné un nombre linéaire de copies de chaque état de l'ensemble de données 
quantique Dn, alors que pour construire explicitement le POVM correspondant à cette 1 
mesure les techniques connues actuellement demandent de connaître explicitement la 
description classique des états (ce qui demande un nombre exponentiel de copies en 
, utilisant la tomographie). 
Question ouverte 6.5 (Quantité d'information nécessaire pour "apprendre" le Pretty 
Good Measurement). Quel est le nombre minimum de copies tpGM de chacun des états 
d'un ensemble de données quantique Dn nécessaire afin de pouvoir "entraîner" un POVM 
qui pourrait implémenter (exactement ou approximativement) le Pretty Good Measure-
ment? 
Sans rentrer dans les dét<;tils, les interrogations et arguments présentés lors de la 
discussion concernant l'oracle de Helstrom, comme l'existence (ou non) d'un circuit de 
taille polynomial implémentant le POVM ou le fait d'implémenter celui-ci exactement ou 
approximativement, s'appliquent aussi au Pretty Good Measuremeht19 . 
6.3 Apprentissage non: .. supervisé quantique 
Pour rappel, la différence fondamentale entre l'apprentissage supervisé et non-
supervisé est que dans le deuxième cas, on ne connaît pas a priori les classes des différents 
points de l'ensemble de données. Dans le cadre de l'apprentissage non-supervisé, la fidélité 
va être une mesure pertinente dans le cadre de nombreuses tâches d'apprentissage, quelle 
soit utilisée comme mesure de similarité entre états quantiques pour la catégorisation, 
comme une propriété qu'on souhaite préserver en réduction de dimensionnalité ou comme 
critère de succès pour l'estimation de densité. 
6.3.1 Catégorisation 
La catégorisation vise à regrouper les états quantiques qui sont similaires dans la 
même catégorie et à placer les états dissemblables dans des catégories différentes. 
, ' 
19De la même manière que' nous avons défini auparavant l'oracle de Helstrom, nous pourrions aussi 
définir deux versions de l'omcle du Pretty Good Measurement. La première version prend en entrée une 
description classique des matrices densité des classes, soit Pl, .. ,' ,Pk, aJors que la deuxième apprend à 
partir d'un nombre fini s de copies de chaqùe état" pour s ;::: tpGM. L'oracle produit en sortie une 
implémentation efficace du Pretty Good Measurement (par exemple sous forme de circuit). 
144 
Tâche d'apprentissage . quantique 6.5 (Catégorisation) . 
Entrée: un ensemble de données Dn = {l-l/ll), ... , l'lfJn)}, où l'lfJi) E (C2 d , et k le 
nombre de catégories. 
Sortie : un ensemble de k catégories tel que chaque état quantique l'lfJi) soit assigné à 
au moins une catégorie y E {l, ... , k}. 
But: (1) que les états quantiques dans une même catégorie partagent une fidélité élevée 
(intra-similarité) et que (2) les états quantiques se trouvant dans différentes catégories 
soient dissemblables (inter-dissimilarité). 
Urie approche possil;>le au problème de catégorisation consiste à estimer la simila-
rité entre deux états quantiques en terme de fidélité directement en faisant une me-
sure conjointe pour chaque paire d'états. Supposons, par exemple que nous recevions 
un nombre de copies de chaque état qui est de 8(en), pour n le nombre d'états dans 
l'ensemble de données et e une constante qui contrôle la précision de l'estimation de la 
. fidélité. Dans ce cas, il suffirait d'appeler l'algorithme calcul_matrice-similarite 6.1.4 pour 
calculer la matrice de similarité Sn. À partir de cette information, on peut utiliser un 
. algorithme classique, tel que k-médianes (voir section 5.6), pour résoudre le problème de 
catégorisation. L'algorithme suivant formalise cette méthode. 
Algorithme 22 categorisation_quantique(Dn E L?u8 (n) ,k) 
. Appeler calcul_matrice-similarite(Dn ) afin d'obtenir la matrice de similarité Sn 
Appeler l'algorithme des k-médianes (classique ou quantisé) en utilisant Sn comme 
entrée 
Retourner les catégories générées par l'algorithme des k-médianes ainsi que leurs 
centres 
Théorème 6.8 (Borne supérieure de la catégorisation quantique). Il est possible de 
catégoriser un ensemble Dn composé de n états quantiques si on dispose de 8(n) copies 
de chacun de ces états. 
Démonstration. L'algorithme calcul_matrice-similarite requiert un nombre de copies de 
chaque. état de 8(en), où e est une constante qui contrôle la précision de l'estimé de la 
fidélité. Cette constante est fonction de la fidélité moyenne entre chaque paire d'états. 
Le reste de l'algorithme categorisation_quantique étant classique, le coût global de la 
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catégorisation quantique sera de 8(n) copies par état, si on ne prend pas en compte 
la constante e lors de l'analyse. o 
Corollaire 6.9. La tâche de catégorisation quantique appartient à la classe d'appren-
. 'L08 (n) tzssage qu . 
Dans [8], nous avons testé l'algorithme categorisation_quantique sur un ensemble de 
données simulées. Chaque catégorie était centrée autour d'un état pur sur 13 qubits (ce 
qui correspond à un espace de Hilbert de dimension 213 = 8192) généré aléatoirement 
selon la mesure de Haar. Les autres états de la catégorie sont générés aléatoirement 
eux aussi et sont filtrés de manière à ne pas être trop éloignés au sens de la fidélité 
du centre de la catégorie. En faisant varier le seuil de fidélité qui représente la distance 
maximum entre un membre de la catégorie et son centre, et en faisant la moyenne sur 
plusieurs ensemble de données générés aléatoirement, nous avons observé comment la 
performance de l'algorithme de catégorisation sedégraCle lorsque le seuil baisse. Nous 
avons pu voir expérimentalement, q1Je pour cette situation de catégorisation particulière, 
l'algorithme arrive à retrouver les catégories initiales avec une précision presque parfaite 
même lorsque le seuil est aussi bas que 0.6 (c'est-à-dire qu'un état peut dans le pire 
cas avoir une fidélité avec son centre de catégorie qui est aussi bas que 0.6). Bien sûr, 
ceci ne constitue qu'une expérimentation sur un ensemble de données "jouet" et il est 
important de développer de nouveaux ensembles de données quantique sur lesquels tester 
cet algorithme de catégorisation (cf. section 6.4.3). 
D'~utres stratégies de catégorisation peuvent aussi être développées qui sont encore 
plus quantiques par nature. Par exemple, nous pourrions adapter un algorithme classique 
de catégorisation, tel qu'un algorithme agglomératif qui construirait les catégories autour 
de germes quantiques de manière adaptive. Cet algorithme commencerait par sacrifier une 
partie de l'ensemble de données afin de déterminer les états quantiques qui sont les plus 
dissemblables en terme de fidélité afin de les utiliser ensuite comme germes. Durant la 
seconde phase, chaque état ser'ait ensuite comparé aux germes grâce aue-Swap test et 
aggloméré autour du germe le plus similaire. Ce type d'algorithme pourrait être moins 
demandant en terme de copies que l'algorithme categorisation_quantique ce qui conduit à 
formuler la question ouverte suivante. 
Question ouverte 6.6 (Borne inférieure de la catégorisation quantique). Est-il possible 
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de catégoriser un ensemble de données composé de n états quantiques en utilisant moins 
de 8(n) copies de chaque état? 
6.3.2 Réduction de dimensionnalité quantique 
La réduction de dimensionnalité est une tâche d'apprentissage qui est très proche en 
esprit de la compression quantique. 
Tâche d'apprentissage quantique 6.6 (Réduction de dimensionnalité). 
Entrée: Dn = HI/Jl), ... , l'!/Jn)}, un ensemble de données quantique, où l'!/Ji) E C2d . 
Sortie : un superopérateur agissant co'mme une fonction de compression f qui peut 
transformer n'importe quel état de l'ensemble de données l'!/J) IJ/). 
But pour être intéressant le' superopérateur f doit respecter deux pro-
priétés : .(1) l '!/J') E C2d' pour d' « d (réduction de dimensionnalité) et (2) 
Fid(l'!/J~),I'!/Jj)) ~ Fid(l'!/Ji),I'!/Jj)) pour n'importe quelle paire (l'!/Ji),I'!/Jj)) E Dn 
(préservation de l'information). 
Un compresseur quantique est un superopérateur qui transforme un état quantique 
qui vit en haute dimension (par' exemple sur d qubits) en un état quantique défini sur une 
plus faible dimension (par exemple d' qubits pour d' « d). Une fonction de décompression 
quantique est un superopérateur qui réalise la transformation inverse et renvoie l'état :vers 
sa configuration initiale. Le succès de ce processus de compression et décompression peut 
se mesurer en fonction de la fidélité entre l'état original Pori et sa reconstruction Pree 
après l'étape de décompression, ce qui correspond à Fid(Pori, Pree). Si cette procédure 
s'effectue parfaitement et sans perte alors Fid(pori, Pree) 1. 
Le taux optimal auquel un état quantique P Pil'!/Ji)('!/Jil peut être compressé 
. sans perte de manière asymptotique est donné par l'entropie de von Neumann de l'état, 
qui peut être vu comme l'analogue quantique de l'entropie de Shannon. 
Définition 6.19 (Entropie de von Neumann). L'entropie de von Neumann d'un état P 
est égale à H (p) = - Tr(p log p). Elle est équivalente à l'entropie de Shannon mesurée 
sur les valeurs propres de p, soit H(p) 
de p. 
ÀiJog Ài1 où ~i est la i ème valeur propre 
Ce taux peut être atteint asymptotiquement par une méthode de compression. appelée 
compression de Schumacher [167]. Bennett a proposé une approche constructive [21] pour 
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implémenter la compression de Schumacher qui consiste à appliquer une opération uni-
taire qui emmène p vers une base où l'état est diagonal, suivi d'une autre opération uni-
taire qui permute les vecteurs propres afin qu'ils soient triés par ordre décroissant par rap-
port à leurs valeurs propres. Comme ces deux opérations sont unitaires, la décompression 
peut se faire très naturellement en appliquant les opérations inverses qui sont elles aussi 
unitaires. L'aspect "unitaire" de cette compression offre aussi le bénéfice additionnel de 
garantir que si cette transformation est appliquée à deux états quantiques différents, elle 
va aussi préserver leur fidélité; satisfaisant ainsi la condition de préservation d'information 
de la définition 6.6. 
Le seul inconvénient de la méthode de Bennett est qu'elle requiert que nous connais-
sions à l'avance les vecteurs propres et valeurs propres de la matrice densité qu'on sou-
haite compresser. Cependant, dans le cas où la description de la source est inconnue, une 
technique de compression existe [1,23] permettant de compresser p asymptotiquement 
vers son entropied,e von Neumann. Comme ce résultat concerne le cas asymptotique, il 
énonce seulement ce qui est possible lorsque le nombre de copies de p tend vers l'infini 
mais ne dit rien quant au cas fini (qui est le cas qui nous intéresse pour la réduction 
de dimensionnalité). Cette procédure apprend en fait les vecteurs propres et les valeurs 
propres de l'état p en même temps qu'elle fait de la compression, ce qui correspond à la 
tâche d'estimation de densité (voir section 6.3.3). Une question ouverte importante est 
de déterminer si la réduction de dimensionnalité peut se faire avec un nombre polynomial 
de copies de chaque état tout comme la catégorisation. 
Question ouverte 6.7 (Quantité d'informatiçm nécessaire pour la réduction de dimen-
sionnalité). possible d'apprendre un superopérateur qui permettrait de réaliser la 
réduction de dimensionnalité sur ensemble de données quant'ique Dn étant donné un 
nombre polynomial de copies de chaque état '? 
Il semble plausible que la réponse à cette question soit négative et que la tâche de 
réduction dimensionnalité requiert autant d'états quantiques que la tâche d'estimation 
de densité (soit un nombre exponentiel par rapport au nombre de qubits sur lesquels 
les états quantiques sont définis). En èffet, Blume-Kohout20 a mis en avant tâche 
20Yoir http://VlVlVI.crm.umontreal. ca/TC4/pdf/blumekohout. pdf par exemple 
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de compression d'états quantiques comme étant la tâche opérationnelle qui de part son 
essence requiert d'avoir une connaissance complète des états' quantiques à compresser. 
6.3.3 Estimation de densité 
L'estimation de densité quantique est directement reliée au concept de tomographie 
quantique [154], qui vise à reconstruire une description classique d'un état quantique 
aussi précise que possible à partir d'un nombre fini de copies de cet état (voir aussi le 
chapitre 4.6). 
Tâche d'apprentissage quantique 6.7 (Estimation de densité). 
Entrée: Dn = {(\Wl),Pl), ... , (\Wn),Pn)}, un ensemble de données quantique, où 
IWi) E C2d , 0 ::; Pi ::; 1 et L:~l Pi = 1. (Si jamais les états quantiques sont équiprobables 
alors ona pour tout état IWi) que sa probabilité a priori Pi = ~.) . 
Sortie: une description classique de la matrice de densité P = L:~=l Pilwi)(Wi 1. 
But: maximiser la fidélité entre la reconstruction Pguess et la vraie matrice de densité 
Ptrue, avec dans le cas idéal Fid(Pguess, Ptrue) = 1. 
Supposons par exemple que l'ensemble de données Dn est composé d'un seul état 
", 
pur \Wtrue). La fidélité moyenne espérée qui peut être atteinte entre la reconstruction de 
l'état, que nous nommons IWguess) , et le vrai état IWtrue) est fonction de la dimension de 
l'état et du nombre de copies dont nous disposons. Dans le cas où nous n'avons aucune 
connaissance a priori sur l'état, la formule exacte [108] est 
(6.18) 
où s est le nombre de copies de l'état dont on dispose et 2d la dimension de l'espace de 
Hilbert dans lequel lequel l'état vit. 
Lemme 6.3 (Nombre de copies requises pour une tomographie précise). Afind'atteindre 
une fidélité raisonnable de la reconstruction, un nombre exponentiel de copies par rapport 
à d, le nombre de qub(ts où l'état est défini, est nécessaire, 
Démonstration. Supposons en effet que l'ensemble de données Dn contienne un seul état 
pur IWtrue) dont on a aucune connaissance préalable. De part la formule 6.18, il faut un' 
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nombre de copies exponentielle par rapport d le nombre de qubits, car la dimension de 
l'espace de Hilbert est elle-même exponentielle en d. Ainsi si nous disposons d'un nombre 
de copies qui est moins que 2d , on observera Fid(l1fJguess) , l1fJtrue») « 1. 0 
Corollaire 6.10. La tâche d'estimation de densité appartient à la classe d'apprentissage 
L ®e(2d) 
qu 
En pratique, si jamais la dimension d est petite et que s le nombre de copies est large, 
l'approche tomographique permettra de génér.er une description classique des états de 
qualité raisonnable. Cependant dès que d devient de taille moyenne ou large, le coût de 
cette méthode devient en général trop prohibitif21 . La situation empire encore lorsque 
l'état à tomographier est un mélange statistique (au lieu d'être un état pur) car le nombre 
d'entrées de la matrice densité à estimer est de l'ordre de O(4d) (du fait que la matrice 
densité soit de taille 2d par 2d ). 
Réduction 6.6 (Réduction de la classification binaire à l'estimation de densité). Étant 
donné un oracle qui permet de 'résoudre la tâche d'estimation de densité, il est possible 
de l'utiliser pour réduire la tâche de classification binaire à l'estimation de densité, 
Démonstration. L'idée principale de la' réduction est de tout simplement séparer l'en-
semble de données quantique Dn en deux sous-ensembles disjoints (un pour la classe 
positive et un pour la classe négative). On appelle ensuite l'oracle sur chacun des sous-
ensembles de manière à obtenir la description des matrices densité de p_ et p+. À partir 
de ces descriptions, nous pouvons calculer analytiquement la mesure de Helstrom qui per-
, 
met de distinguer de manière optimale les deux classes p_ et p+. Le coût de la réduction 
est de faire deux appels à l'oracle permettant de faire l'estimation de densité, soit globa-
leme~t un coût de 8(2d ) copies pour chaque état quantique çle Dn. D 
/ 
Réduction 6.7 (Réduction de la catégorisation à l'estimation de densité). Étant donné 
un oracle qui permet de résoudre la tâche d'estimation de densité, il est possible de 
l'utiliser pour réduire la tâche de catégorisation f1l'estimation de densité. 
; 
21Une pourrait être de disposer a priori d'une connaissance précise sur la forme que peut 
prendre cet état. Dans ce il est possible qu'il puisse être ciblé et le reconstruit avec 
beaucoup moins de copies que nécessaire dans le cas général. . 
150 
Démonstration. L'oracle d'estimation de densité peut être appelé n fois pour produire 
la description classique de chacul1 des états l'ljliJ E Dn. À partir de ces descriptions, 
nous pouvons calculer ànalytiquement et de manière exacte la fidélité entre chaque paire 
d'états de l'ensemble de données Dn. Ensuite, nous pouvons utiliser un algorithme de 
catégorisation tel que l'algorithme des k-médianes(classique) en qui prend en entrée cette 
information (comme dans la seCtion 6.3.1). Le coût de cette réduction sera de O(2d ) copies 
pour chaque état de Dn. 0 
Réduction 6.8 (Réduction de la réduction de dimensionnalité à l'estimation de densité). 
Étant donné un oracle qui permet de résoudre la tâche d'estimation de densité, il est 
possible pour réduire la tâche de réduction de dimensionnalité à l'estimation de densité. 
Démonstration. La preuve de cette réduction est relativement directe. Il suffit de com-
mencer par appeler l'oracle permettant de résoudre l'estimation de densité sur Dn pour 
obtenir une description classique de P Pi l'ljlà('ljli 1· À partir de cette description 
de p, nous pouvons ensuite appliquer directement la compression de Schumacher. 
Cette réduction fait uri seul appel à l'oracle de résoudre l'estimation de den-
sité et demandera donc un nombre total de copies de l'ordre de 8(2d ) pour chaque état 
quantique. o 
1 Pour résumer, l'estimation de densité est une tâche très coûteuse en terme de res-
1 
~ources car elle demande un nombre de copies de chaque état quantique de 8(2d) dans le 
cas général. Il s'agit pourtant d'une primitive d'apprentissage très générique car elle peut 
servir à la réduction à d'autres tâches telles que la classification binaire (réduction.6.6), la 
catégorisation (réduction 6.7) ou encore la réduction de dimensionnalité (réduction 6.8). 
Autrement dit, comme elle permet d'obtenir une connaissance complète des états quan-
tiques, elle peut être vu comme la tâche d'apprentissage la plus générale. Ceci reste vrai 
dans l'apprentissage machine classique, où étant donné un bon estimateur de densité, il 
est généralement possible de l'utiliser pour résoudre à peu toutes les autres tâches 
d'apprentissage, quelles soit supervisées ou non-supervisées. 
( 
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6.4 Discussion et perspectives futures 
Le tableau 6.1 récapitule les coûts d'entraînement/apprentissage et de classification 
. des différentes .tâches et réductions d'apprentissage vues dans ce chapitre. Dans le cas 
de l'apprentissage supervisé, la classification binaire est la principale primitive d~appren­
tissage car la version pondérée et .multiclasse de la classification peuvent s'y réduire via 
l'oracle de Helstrom. En apprentissage non-supervisé, l'estimation de densité semble être 
la tâche d'apprentissage la plus générique 'mais en contrepartie elle requiert un nombre 
de copies de chaque état de l'ensemble de données qui est exponentiel dans le nombre de 
qubits d sur lesquels ils sont définis (classe d'apprentissage L~ue(2d)). La catégorisation 
peut par contre être réalisée avec un nombre de copies de chaque état de l'ensemble de 
données quantique Dn qui est linéaire en n (classe d'apprentissage L~ue(n)). Il reste main-
tenant à trouver des applièations en théorie de la détection et de l'estimation quantique 
où la catégorisation pourra être utile. 
Tâche d'apprentissage Coût d'entraînement Coût de classification 
Classification binaire 8(tbin) 8(1) 
Estimation de la probabilité 
d'appartenance à une classe 
(réd uction par oracle d~ Helstrom) 8(tbin) 8(1) 
Classificatiori binaire pondérée 
(réd uction par oracle de Helstrom) 8(tbin) . 8(1) 
(costing réduction) 8 (Ttbin) 8(T) 
Classification multiclasse 
(identification par (-SWAP test) 8(c) 8(cn) 
(réduction du type une-contre-tous) 8(ktbin). 8(k) 
(réduction du type arbre binaire) 8 (tbin log k) . 8(log k) 
(Pretty Good Measurement) inconnu 8(1) 
(Borne sur l'erreur du PGM) 8(n) non applicable 
Catégorisation 8(n) non applicable 
RéductiQn de dimensionalité O(2d ) . non applicable 
Estimation de densité 8(2d ) non applicable 
TAB. 6.1 - Tableau résumant les coûts d'entraînement et de classification des différentes 
tâches· quantiques d'apprentissage présentées dans ce chapitre. 
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6.4.1 Algorithmes quantiques de classificatio~ 
En pratique, l'oracle de Helstrom va être implémenté par un algorithme d'appren-
tissage quantique, qui à partir d'un nombre fini de copies de chaque état de l'ensemble 
d'entraîne.ment, va produire en sbrtie un POVM f jouant le rôle d'un classifieur binaire. 
Contrairement à l'oracle de Helstrom, cet algorithme n'a pas besoin d'être optimal au 
niveau de l'erreur de classification tant qu'il a une précision non-triviale, qui est meilleure 
de simplement faire une prédiction aléatoire sur la classe d'un état quantique inconnu . 
. Même dans ce cas-là, la plupart des réductions présentées dans ce chapitre vont foncti.on-
ner bien que l'erreur d'entraînement globale du classifieur généré sera sûrement amoindrie 
à cause de la non-optimalité du POVM construit. Concevoir un algorithme d'apprentis-
sage jouant le rôle de l'oracle de Helstrom permettra aussi d'estimer explicitement le 
nombre minimum de copies tbin de chaque état de l'ensemble d'entraînement qui est 
nécessaire pour mener à bien la classification binaire. 
Conjecture 6.1 (Possibilité de réaliser la classification binaire avec un nombre polyno-
mial de copies). Il est possible d'apprendre un POVM 1 qui jouera le rôle d'un classifie ur 
.binaire précis à partir d'un ensemble de données quantique Dn qui contient un nombre 
polynomial en n de copies de chaque état (soitDn E L~ue(poly(n» J. 
Parmi pistes possibles pour construire explicitement l'algorithme d'apprentissage 
se trouve le développement de variantes quantiques de ID3 [160] et de AdaBoost [89]. 
Ces variantes quantiques exploiteraient respectivement, la relation entre l'entropie de 
Shannon et l'entropie de von Neumann et la similarité entre les notions de classifieur 
faible et de mesure faible, 
6.4.2 Généralisation 
Tout l'essence de l'apprentissage machine est d'apprendre à partir d'observations sur 
des expériences passées afin de pouvoir généraliser à des situations non rencontrées aupa-
ravant. Pour l'instant dans le monde quantique, nous nous sommes surtout concentrés sur 
la tâche de classifier correctement des états de l'ensemble d'entraînement Hf), mais nous 
n'avons pas discuté comment cette approche peut généraliser sur des états quantiques 
non """,,,,·u,,.,,, auparavant. Une manière naturelle de dire qu'un classifieur I, représenté 
sous forme de POVM, généralise est s'il est capable de reconnaître la classe d'un état 
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quantique qui est proche d'un état de l'ensemble d'entraînement mais sans être identique 
exactement. La distance euclidienne entre deux états purs est une mesure de distance 
entre états quantiques qui peut être définie de la manière suivante. 
Définition 6.20 (Distance euclidienne entre états purs [30]). La distance euclidienne 
: entre deux états purs l'l,b) = 2:1=1 Œi li) et 14» = 2:1=1 f3i li) est définie comme 
DistL2(1'l,b) , 14») = V2:1=1IŒi - f3iI 2 . . 
Bernstein et Vazirani ont prouvé que si deux états purs l'l,b) et 14» de même dime?sion 
sont à une distance euclidienne de E, la même mesure fait sur les deux états génère des 
échantillons provenant de deux distributions ayant pour distance totale de variation entre 
les deux distributions au plus 4E. Autrement dit, si deux états sont proches en terme de 
leur distance euclidienne cela donne une indication qu'un POV:ryr f jouant le rôle de 
classifieur fera avec une bonne probabilité la même prédiction concernant la classe des 
deux états. 
Parmi les travaux futurs dans ce modèle de l'apprentissage machine sur de l'infor-
mation quantique se trouvent la formalisation de la notion d'erreur de test et d'erreur 
de généralisation, ainsi que l'étude des différents modèles de bruit classique et quantique 
(voir par exemple la section 8.3 de [152] pour différente.s formes de bruit quantique) et 
comment ils affectent la robustesse des algorithmes quantiques d'apprentissage. 
6.4.3 Mise au point d'ensembles de données quantiques 
L'apprentissage machine est un· domaine où il est important de valider 
expérimentalement la performance d'un algorithme et de la comparer à celle d'autres 
algorithmes existants. Classiquement, de nombreux répertoires d'ensembles de données 
sont publiquement disponibles dont le répertoire de l'université de Californie à Irvine22 
(abrégé en anglais UC! repository) et la base de données de reconnaissance de caractères 
MNIST23 . Quantiquement, une fois que plusieurs algorithmes d'apprentissage auront 
été ·mis au point, il est important de tester expérimentalement l'erreur obtenue par ces 
algorithmes d'apprentissage sur des ensembles de données quantique représentant des 




ne suggère pas de créer physiquement ces ensembles de données mais plutôt de mettre 
en libre accès auprès de la communauté leurs descriptions classiques afin que n'importe 
qui le souhaitant puis~e les utiliser directement à partir de son langage de programma-
tion ou son simulateur classique préféré. Un exemple de deux classes possibles pourrait 
être par exemple états intriqués (classe positive) et états séparables (classe négative). De 
plus, beaucoup de scénarios "rencontrés en cryptographie quantique peuvent se reformuler 
comme un problème de classification où l'espion essaye de mà:x:imiser sa probabilité de 
deviner correctement la classe de l'état qu'il a intercepté. 
CHAPITRE 7 
CONCLUSION 
Quelles sont les connections possibles entre la physique, l'information et l'apprentis-
sage? Cette question résume bien la problématique générale de l'apprentissage quan-
tique. Tout comme l'informatique quantique, le domaine est encore jeune mais il grandit 
et mûrit au fur et à mesure que de nouvelles interactions entre l'informatique quan-
tique et l'apprentissage machine sont explorées. D'un côté, l'informatique quantique offre 
un nouveau paradigme de calcul qui permet d'accélérer certains algorithmes d'apprentis-
sage. De l'autre côté, l'apprentis~age machine permet de raisonner sur certains problèmes 
quantiques comme étant des tâches d'apprentissage et donc d'amener des idées Issues de 
l'apprentissage pour aider à les résoudre. Cette thèse a fait progresser l'apprentissage 
quantique à travers trois contributions. 
7.1 Première contribution: tour d'horizon de l'apprentissage quantique 
La première contribution est d'avoir définie l'apprentissage quantique et donnée un 
tour d'horizon du domaine (chapitre 4). Bien que l'informatique quantique et l'appren-
tissage machine semblent être a priori deux domaines très différents, nous avons vu dans 
cette thèse qu'ils se sont rencontrés et ont interagi de multiples fois par le passé. L'appren-
tissage quantique est le domaine qui est né des différentes rencontres entre l'informatique 
quantique et l'apprentissage machine. Les travaux en apprentissage quantique présentés 
dans l'état de l'art sont: 
- les travaux en théorie calculatoire de l'apprentissage (section 4.2) comparant l'ap-
prentissage quantique et classique dans le modèle PAG et le modèle d'apprentissage 
exact à partir de requêtes. 
- les variantes quantiques d'algorithmes d'apprentissage (section 4.3) dont les réseaux 
de neurones quantiques, la quantisation de l'entraînement des machines à vecteurs 
de support et la version quantisée d;un algorithme d'apprentissage par renforce-
ment. 
- un algorithme classique de catégorisation puisant son inspiration dans la mécanique 
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quantique (section 4.4). 
- des bornes en complexité de la communication quantique s'appuyant sur des notions· 
d'apprentissage machine (section 4.5). 
l'estimation de systèmes et de processus quantiques (section 4.6) utilisant des tech-
niques standards d'estimation de densité. 
un calcul bayésien pour mettre à jour notre connaissances des matrices densité 
(section 4.7). 
des cryptosystèmes basés sur des problèmes d'apprentissage considérés difficiles 
même pour un ordinateur quantique (section 4.8). 
- apprendre à généraliser sur ·des POVMs (section 4.9). 
7.2 Deuxième contribution quantisation d'algorithmes d'apprentissage 
non-supervisé 
La deuxième contribution de cette thèse concerne l'exploration d'une voie de recherche 
très peu considérée auparavant, celle de la quantisation d'algorithmes d'apprentissage 
non-supervisé (chapitre 5). La quantisation d'un algorithme d'apprentissage classique 
consiste à remplacer certaines parties de l'algorithme par des sous-routines quantiques 
afin d'obtenir une accélération ou de sauver sur le coût de communication dans le cas 
d'une situation d'apprentissage distribuée. Les principales avancées apportées concernant 
cette direction de recherche sont : 
1. Bris de la boîte noire (section 5.3.3) : un apport important de ma recherche est 
de s'être détaché du paradigme de la boîte noire, qui est usuellement considéré en 
informatique quantique. À la place, j'ai décrit une construction explicite permet-
tant à partir de la description classique d'un ensemble de données de produire un 
circuit quantique qui peut être interrogé en superposition à l'intérieur d'algorithmes 
d'apprentissage. Le jour où un ordinateur quantique de taille raisonnable sera phy~ 
siquement disponible, cette "recette" pourra être utilisée pour produire un circuit 
quantique encodant un ensemble de données classique. 
2. Algorithmes quantiques d'apprentissage non-supervisé (sections 5.5., 5.6 
et 5.7) : en utilisant des variantes de l'algorithme de Grover, nous avons pu quan-
tisé les algorithmes de catégorisation divisive, des k-médianes (version standard et 
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distribuée), de construction d'un graphe de voisinage, de détection d'anomalies et 
d'initialisation "intelligente" des centres des catégories. Pour toutes ces versions 
quantisées, nous avoIlS obtenu des gains significatifs par rapport aux contreparties 
claSsiques. De plus, les sous-routines et outils quantiques développés sont suffisam-
ment génériques pour être utilisés afin de quantiser d'autres algorithmes d'appren-
tissage (comme les méthodes de voisinage en apprentissage supervisé). 
Limites et perspectives futùres (section 5.8) : comme toutes les sous-routines quantiques 
développées dans cette thèse sont basées sur des variantes de l'algorithme de Graver, le 
gain obtenu par rapport à la version classique est au mieux quadratique. Afin de dépasser 
la "barrière de Grover", il est nécessaire de développer des algorithIl).es d'apprentissage 
se basant sur d'autres techniques algorithmiques telles que les marches aléatoires et les 
chaînes de Markov quantiques, ou encore d'adopter un paradigme de calcul différent 
comme celui du calcul adiabatique et du modèle basé sur la mesure. De plus, comme 
la plupart des algorithmes quantisés présentés dans cette thèse sont des algorithmes de 
catégorisation, il est naturel' de vouloir étendre la même approche de quantisation à 
d'autres tâches d'apprentissage non-supervisé comme la réduction de dimensionnalité ou 
l'estimation de densité. Finalement, la mise au point de bornes inférieures permettrait 
de caractériser la difficulté intrinsèque des différentes situations d'apprentissage. 
7.3 Troisième contribution 
quantique 
apprentissage machine dans un monde 
La troisième contribution de cette thèse (chapitre 6) est le développement' de 
l'analogue de l'apprentissage machine dans un monde où l'ensemble de données est com-
posé d'états quantiques, et non plus d'observations classiques sur des objets classiques. 
Ce changement de situation d'apprentissage a un impact important sur le processus 
d'apprentissage et ses limitations. Les principaux avancements concernant cette voie de 
recherche sont : 
1. Apprentissage machine sur un ensemble de données quantique (sec-
tion 6.1) : en reformulant certains problèmes de la théorie quantique de la détection 
et de l'estimation en tâches d'apprentissage, nous avons vu qu'il devient possible 
d'utiliser des notions d' apprentissage machine, telles que les rédv,ctions d' appren-
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tissage, pour aider à résoudre ces problèmes. Les concepts d'ensemble de données 
quantique, de classe d'apprentissage, de réduction d'apprentissage et de matrice de 
similarité ont été définis car ils constituent les éléments de base de l'apprentissage 
sur de l'information quantique. 
2. Classification quantique (section 6.2) : en apprentissage supervisé quantique, 
la classification binaire est la principale primitive d'apprentissage. En effet, étant 
donné l'accès à un oracle de Helstrom qui permet de résoudre cette tâche, nous 
pouvons aussi résoudre efficacement les versions pondérée et multiclasse de la clas-
sification. Différentes réductions, ayant chacunes des coûts d'entraînement et de 
classification différents; ont été définis. 
3. Apprentissage non-supervisé quantique (section 6.3) : en apprentissage non-
supervisé, la fidélité semble être la mesure quantique clé pour évaluer le succès des 
versions quantiques de la catégorisation, la réduction de dimensionnalité et l'esti-
mation de densité. La tâche de catégorisation peut être réalisée efficacement avec 
un nombre linéaire de copies de chaque état de l'ensemble d'entraînement alors que 
l'estimation de densité, bien qu'étant une tâche d'apprentissage plus générique (car 
elle peut se réduire à la plupart des autres tâches), requiert un nombre exponentiel 
de copies des états quantiques. 
Limites et perspectives futures (section 6.4) : l'oracle de Helstrom est un construction abs-
traite qui en pratique sera implémentée par un algorithme d'apprentissage. Une question 
fondamentale est donc de construire des d'algorithmes d'apprentissage performants (en 
terme de la quantité d'information consommée et du temps de calcul) pour la tâche de 
classification binaire qui peuvent jouer concrètement le rôle de l'oracle de Helstrom. En-
suite, ces algorithmes vont être évalués sur des ensembles de données quantique standard 
qui eux aussi restent à créer. D'autres travaux futurs concernent l'étude et la forma-
lisation de l'erreur de généralisation et du bruit dans ce nouveau modèle, ainsi que le 
développement de nouvelles réductions entre des tâches d'apprentissage ~quantiques et 
certaines primitives de la théorie de l'information quantique. ' 
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