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A bstract 
Tsfasman, M.A., Algebraic-geometric odes and asymptotic problems, Discrete Applied 
Mathematics 33 (1991) 241-256. 
This is an attempt o analyze the present state of affairs concerning asymptotic bounds in coding 
theory. The advantages of algebraic-geometric approach to codes are most illustrious when we 
consider asymptotic problems. Here we try to show how to put different asymptotic problems, 
what is known about their solutions, and how algebraic-geometric codes influence the situation. 
Pntroduction 
Algebraic-geometric onstructions of error-correcting codes have considerably 
changed and entangled the picture of lower asymptotic bounds. In this paper we try 
to survey and analyze the present situation. Doing this we avoid proofs, but try to 
expose principal ideas. 
We start (in Section 1) with a discussion of possible asymptotic problems, posing 
them rigorously. Then (in Section 2) we briefly look at upper bounds, and (in Sec- 
tion 3) at those lower bounds which have nothing to do with algebraic geometry. 
After that (in Section 4) we introduce algebraic-geometric codes (AG-codes) and 
discuss their properties. Section 5 is devoted to lower bounds exploiting AG-codes. 
We finish with diagrams, exposing the relations between various bounds, and with 
cnme nirmeriral All+9 i-r---- ---____-_“U1 H-CCC. 
While writing this text I borrowed greatly from our just finished book [18] written 
jointly with S. Vladut, to whom I am deeply grateful. 
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1. Asymptotic problems 
Codes. Let A be a fixed set, q= #A ~2. 0n An =A w l l A there is a Hamming 
metric 
d(a,b)= #{iI ai#bi}, 
where a=(a,, . . . . a,), b=(bl, .*., b,,). 
A q-ary code is a subset C E A*; n is its lengrh, k = log,( #C) is its log- 
cardinality, d = min(d(a, b) 1 a, b E C, ai # bi} is its minimum distance. Such a code 
is called an [n, k,d],-code. Further on we discuss families of such codes with 
n -+ 00, and use relative parameters R = k/n called the rate and S = d/n called the 
relative distance; it is obvious that 0 s R (: 1, 0 s S 5 1. 
Now let us suppose that q =p” is a power of a prime, and fix some identification 
A = Eq, lFq being a finite field. A code Cc IF: is called linear iff it is a linear 
subspace. For a linear code, d= min{ Ifoil 1 aEC, a#O}, the Hamming norm llall 
being defined as the number of nonzero coordinates. 
One of the main problems of coding theory is to describe the set of triples (n, k, d) 
for which there exist [n, k,d],-codes (and also to construct these codes explicitly). 
Here we discuss this problem for n + 00. 
The main asymptotic problem. The asymptotic problem that looks most impor- 
tant is to understand the relations between the possible limit values of 6 and R when 
not only n, but also k and d tend to infinity. 
Define V& [0, l]* as a set of pairs (6, R) for all possible q-ary codes, and let U4 
be the set of its limit points, i.e., (&, RO) E U4 iff there exists a sequence of such 
codes Ci of length ni --) 00 such that their parameters (Si, Ri) --) (do, Ro). If S,>O and 
RO> 0 we call such a sequence (a family) of codes asymptoticahy good (or just 
good). For q =p” and A = (F4 let Viin and Ut” be the corresponding notions for 
linear codes. 
The following simple but important result is due to Manin [lo] and Aaltonen [ 11. 
Theorem 1. There exists a continuous function a,(6), 6 E [0, 11, such that 
&={(&R) 1 O~Rra,(G)}. 
We have aJO) = 1, a,(6) = 0 jor (q - 1)/q-( 6 s 1, and a#) is decreasing on the 
segment [0, (q - 1)/q]. If q =p”, the same is valid for Uin and ai” (of course, 
a&) 2 ain( 
The proof is based on the fact that any [n, k,d],-code can be “spoiled” in two 
different ways so as to give an [n - 1, k - 1, d],-code and an [g - 1, k, d- l&-code. 
As yet we are rather far from any precise knowledge of a,(6) and a:“(&> for 
0 < S c [q - 1)/q. We do not know whether they are concave (though it seems plausi- 
ble), or not. Neither we know whether they are di “ferentiable, nor whether a,(6) = 
a:“(6), or not. 
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Polynomial problems. It is difficult to explain what we mean by saying that we 
know an explicit construction of a code. When n + 00 it is possible to give rigorous 
definitions. 
We say that a family of codes Ci with ni -+ 00 is poiynonzial iff there exist 
algorithms generating our codes Ci whose complexity is polynomial in n (we say 
that an algorithm generates an [n, k,d],-code C if as a result it gives us a 
polynomial algorithm of coding U : 1Mq C, M being a fixed set of cardinality qk, 
say M=[l 2 , , . . . , qk]; for a linear code such an algorithm U is given, for example, 
by a generator matrix G : IFi 3 IF:, C= Im G). The notion of polynomiality is well 
defined, and we can set L!r’ and (JqFO’lin to be the sets of limit points (6, R) for 
polynomial families of codes (respectively, of linear codes). 
There is an obvious analogue of Theorem 1 (see, e.g. [23]): 
Theorem 2. AN the statements of Theorem 1 are valid for Ur’ and Ul”“in (instead 
of U4 and U:“). We have cr,(6) 2 (w,p”‘(S) 2 ~~“in(6) and a,(6) ~$‘(6) 2 ~:“‘~“(6). 
Again we do not know whether a,(6) = (w,p”‘(S), c$‘(s) = ~r”~~(&, or not. 
Relations for different q’s. Though we know little about functions a:(S) (here * 
stands for lin, pol, pol lin, or for nothing), we can relate these functions with one 
another for different q’s. The scheme is quite simple. Suppose that for any 
[n, k, d],-code C by some operation or other we can construct another [n’, k’, d’j,.- 
code C’ and write its parameters in terms of that for C, then we can relate cxQ and 
Sag. If the operation is polynomial in n, then we can relate a?’ and $“. If it 
preserves the linear structure, then we can add lin. 
The following statement is taken from [8]. 
Theorem 3. a,@jr:max{max~~,,{ 1 -(l-GCQ@))= log&, maxqqs4 {Glq@)*log+!‘}). 
The proof is based on the one hand on the reduction of alphabet (idenP;fv 
A’= Z/q’, let A c A’, consider all possible shifts of CC (A’)n and their intersect? I 
with A”, and take “the best one”), and on the other hand on the extens’o: Jf 
alphabet (for A’ c A, a q’-ary code Cc (A’)n c /In can be considered as a q- ’ 
code). These operations are not linear, but the second one is polynomial whl ‘n 
yields 
Theorem 4. a,p”‘(6) 2 maxqllq { $F’(& l log,q’} l 
Here is another esult, taken from [23]: 
5. a~“‘(@ 2 maxc {(k/n) l c@((d/n) - 6))) where max is taken over al! 
q-~y codes C ([n, k, d14 being the parameters of C)* The same is valid for a4’ and 
if q =p” then the same is valid also for $’ and ar’lin. 
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The proof is based on a very usefuI operation, called concatenation. In the case 
of linear codes it can be described as follows. For an [n&Qcode C and an 
[IV, K,D],k-code C’ a new code is given by the composition of maps 
its parameters being [Nn, Kk, z~ Dd],. 
We can piso use reduction to a subfield to get a linear version of the first part 
of Theorem 5. Note that in the case of A = ffqc lF#t = A’ we do not need to con- 
sider aIi shifts and the operation is in fact polynomial: 
Thestem 6. a:’ lia(d) L max, ( i - m l (I- 07) ii”(i5))}, max being taken over all 
m&E, Mel. Thesame is validfor tiz. 
Relations for a fixed q. We end this section with the following recent result due 
to Litsyn and Zinoviev [9] which summarizes different methods used to establish 
upper bounds. 
Theorem 7. a,(6) I min, y (P + (1 - T) . aq(d ‘) - T l H,(y/r)} 9 where min is taken 
over OSS 1, Or y< 1, ~(812, and 
a’= -C (6 - 2y)/( 1 - r) for y : r/2, (6 - T)/( 1 - r) for y r_ r/2. 
Here H,(X) =x0 iog,(q - 1) -x0 log, x- (1 -x) l log,( 1 -x) is the q-ary entropy 
function. 
SeiFdual codes. A linear code Cc F; is called self-dual iff k = n/2 and 
C aibj=O for any a, b E C. It is called quasi-self-dual iff k = n/2 and there exists 
_Y E (lF:)’ such that C yiaibi = 0 for any a, b E C. For a (quasi-)self-dual code 
R = l/2. Set 
fiqsd = iim sup a(C), ‘4 
the limit being taken over ail quasi-self-dual codes C. If we consider only self-dual 
codes we define aid. 
Constant-weight codes. Consider nonlinear codes CCA“’ such that all Hamming 
weights are equal: llall’- w for any GE C, w being fixed. Let co = w/n, n 4 00. It is 
possible to define a,(wJ) in the same way as a,(a). 
Other asymptotics. There are several natural asymptotics different from the main 
one. 
First fix d and let n + 00. Set 
Kg(d) = lim inf 
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the limit being taken over all [n, k,d)dcodes for given q and d. Its analogue for 
linear codes is denoted pi”. 
Another way round, fix k and let n + 00. Set 
d 
6,(k) = lim sup -, 
n 
the limit being taken over all [n, k, d16codes for given q and k. For linear codes we 
get another function 6:“(k) (in fact, these functions are known and equal). 
Now let v(n) be an increasing function such that &n)/n -0. We can set 
e,(n) = inf(n - k), 
inf being taken over all [n, k, c&codes with given n and dz (p(n). Now the problem 
is to study asymptotic behaviour of e,(n) for n + 00. 
Another question of the same type is to study asymptotic behaviour of 
d&O = sup(d), 
sup being taken over all [n, k, d&odes with kz v(n). 
We do not discuss these problems here any more, in order to concentrate on the 
main asymptotic problem. For further information see [18]. 
PoIynomially decodable codes. Up to this moment we were interested only in the 
parameters of a code and in its construction. We can also add the requirement of
its being constructively decodable. Consider a family of [ni, ki, di&-codes Ci which 
have a polynomial decoding algorithm correcting any number of errors up to ti, 
where tic r(di - 1)/21. Let T = lim(ti/nij, R = lim(ki/ni). This family gives US E 
point (S = 22, R), and we can describe the sets UqP”ldec and Urldec lin of such points 
in a usual way. We obtain the problem of finding out functions $“‘deC(G) and 
ai” dec Iin( Of course, *i”(a) 2 olqp” dec(S) 2_ aqp0’ dec ““(a), (rqP”’ Ii’(d) 2 #O’ dec Iin( 
Note that in our definition 6 corresponding toa polynomially decodable family can 
be less than h(di/ni), CT being not the relative minimum distance but rather “the 
relative minimum polynomially decodable distance” (6 depends on the chosen 
decoding algorithm). 
2. Upper bounds 
“CZassical” bounds. There exist several theorems giving upper bounds for the 
mysterious function a,(6). We know no asymptotic upper bound either for a:“(6), 
ol,p”‘(S), or (xq p”“in(Bj, which is not valid for a,(6). 
Setting y = 0 and r - - 1 - q/(q - 1) l 6 in Theorem 7 we get the Plotkin bound: 
C&$)SR,(6)= l-q/(q-1)4, 
choosing y and z in such a way that 6 = (6 - 2yjiji - zj we get the ILamming 
bound: 
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Theorem 9. a#) s R&d) = 1 - H&S/2). 
In fact, Theorem 8 is based on the simple consideration that the minimum 
distance of a code is at most the average one, and Theorem 9 can be proved by coun- 
ting the total number of points inside nonintersecting spheres of radius [(d- 1)/21 
centered at code points. 
The Bassalygo-Elias bound is obtained by using both ideas together: 
Theorem 10. a#) 5 RI.&) = I- H,((q - 1)/q - (4 - 1)/q l 1/1- (4 l @/(4 - 1)). 
The following McEliece-Rodemich-Ramsey-Welch bounds (“bounds of four”) 
are obtained using (explicitly or implicitly) the fact that, as metric spaces, both IF: 
and a sphere.in it are equipped with double-transitive group actions. The first one 
reads (see [7]): 
heorem 11. a,(S)sR4(tS)=HJ((q-l)-(q-2)6-2f(q-1)6(14))/q). 
For q = 2 there is a stronger one: 
Theorem 12. q(S) s R40(8) = minO.., 1 _2a { 1 + h(u2) - h(u2 + 26~ + 26))) where 
h(x) = H2((l -l/l’i--;;)/2). 
The upper bound R4(2@) is the best one known for q =2. 
A .*lezv vmIc hn-d. Recent!y, Aahonen f2] has given its q-ary ana!ogue, which has 
be: improved by Litsyn and Zinoviev [9] (using Theorem 7): 
eorem 13. q(6) s RALZ(6) = min{ r + (1 - r) l (1 - H,(w) + f,(<, q) - T l H4( y/‘r))}, 
where f&v rl) = H,(v) + (I- v) l Hq((< - Ml - 49) - r l b,(q - 1) + II l log&l - 3, 
and min is taken over t, w, <, II, y subject to the conditions 0 5 25 1, 0 s y/w l/2, 
0 5 w 5 1, 0 5 q 5 (q-2)m w/(q-lj, 0 5 &-q 5 min{w-q,l-w}, p = (l-17). 
g((w-Ml-rt), (&rl)/(l-rl)) 5 W-(4-1)&-2)*& 6 1 2y+(2P+(w-P)= 
K,-&U(w-P)))= (1 -r), where g(x,y) = (x*(1-x)-y* (1-y))/(1+2j/y_), 
0 s x, y 5 1, and K,_,(x) = (q - 2)/(q - 1) - (q - 3)/(q - 1) l x - 2/(q - 1) l 
~f(~-2j~x=(l-xj, Orx~l. 
At the end of this paper there is a small table of values of different bounds. For 
more extensive tables see [ 181. 
The random bound. To establish a lower bound one should construct a family 
of codes (or at least to prove their existence). 
e start with the Gilbert-Varshamov bound: 
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Theorem 14. a,(6) 2 R&S) = 1 - H,(d); if q =pa then ab’“c8> 2: R&B). 
This is an expurgation bound. To prove the first inequality, fix d and choose 
points of C one by one with the only requirement that each new point does not lie 
in the union of spheres of radius d centered at the points we have already chosen; 
this is surely possible when the total number of points inside these spheres is less 
than @. To prove the second inequality we choose the columns of the parity check 
matrix (a matrix of the map cp : fft + lFtak such that C= Ker p), so that each d- 1 
of them are linearly independent, each time estimating the number of those 
dependent. 
In fact almost all linear codes (with probability 1) lie on the Gilbert-Varshamov 
bound, and almost all nonlinear codes can be “rectified” (by removing some par’ 
of points so that asymptotically 6 and R are not changed) to lie or it. 
Pc+,~,~!al bounds. The problem of bounding $“(a) and $“‘li”(d) is more dif- 
ficult. In fact it is rather difficult even to show that they are not identically zero (this 
was first shown by Ziablov and Justesen). Using generalized concatenation it is 
possible to establish the following Bloch-Ziablov bound. 
Theorem 15. 
R&(X) being the inverse function to R&8 ). 
4, Algebraic-gwmetric codes 
Constructions and para.meters. Since our purpose in this paper is rather to give 
an impression of the possibilities of algebraic-geometric codes than to expose the in- 
ner problems of the theory, we are quite brief here. Algebraic-geometric codes were 
discovered by Goppa [4], for detailed information see [ 181. The following version 
of the construction is due to Manin [ 111. 
Let X be a smooth variety over lFq, fix a set 9 C_ X(lFq) and an invertible sheaf 9 
on X_ There ic 2 natural map - _-_*_ _I - 
H’(X,@ -+ @ gp, 
pE9 
.9& being a (geometric) fiber of 9 at P. There is a (noncanonical) isomorphism tp : 
gp 1 ffq; let us fix it. Then we get a map 
tp: H”(X,9)+ F;, 
-ahere pt = # 9. Its image C= Im y- _ 4 ‘4 c ff ” is a code which we denote C = (X, 9’,9)~. 
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Theorem 16. Let X be a smooth projective curve of genus g over ffq, 
C=(X,9,9jH, n= ~9, a=deg% Then C is an [n, za-g+ 1, rn-a&-code. 
The proof is more or less trivial, since a section from H’(X,S?) has at most a 
zeroes and dim H”(X,9) is given by the Riemann-Roth theorem. 
If HI Supp D = 0, this construction is equivalent o the following one. Let D be 
a divisor on the curve X, L(D) = {f E lFJX)* 1 (f) + DZ 0) U (0). Define C= 
(X, P,& as the image of the map 
Ev : L(D) --) IF;, 
f w (f (PI), l ** ,f (P,)), 
where .P= {PI, . . . . Pn}. Let Cd = (X, 9, D)o be the dual code, then it can be shown 
that it is given as the image of the map 
Res:R(PsgPi-IIj+5J, 
0 c-) (Resp, (N, . . . 9 Respn(w)), 
where Res: sk( CPi+$ E-D) is the space of differential forms cr) on X such that 
(0) + C PE. - Dz 0, and Resp denotes the residue at P. 
The following simple result was noticed in [ 19,171. 
Theorem 17. Let A(q) = lim sup N/g, the limit being taken over all curves X over 
ffq, N= #X(&J, g being the genus of X. Then 
c@)rl-A(q)-‘-& 
Asymptotically good curves. Now the crucial point is to determine A(q). Drinfeld 
and Vltidut 1221 proved the following estimate: 
Theorem 18. A(q) s fi - 1. 
The opposite inequality is rather subtle, and it constitutes the basis of all applica- 
tions of _AG-codes to asymptotic problems- Tt was first proved by Lhara (see [5]), -----_L- __ 
who used reductions of Shimura curves; independently (for q=p2 and p4) it was 
proved in [ 191, using reductions of classical modular curves and some special 
Shimura curves; maybe the most simple and conceptual proof is provided by 
Drinfeld modular curves (see, e.g. [ 1 l] or [18, Chapter 4]). 
If q is an even power of a prime, then 
A(q)=/&. 
In the case of 4 being an odd power, as yet we know no definite answer. Serre 
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[ 151 proved that there exists a constant c such that A(q) z CQ log q for any q. Zink 
[24] proved that if q =P~~, then A(q)2 2 l (p2” - l)/(pm + 2). For 4 =fl, mr 3, m 
being odd, Perret [ 12,131 proved that A(q) 2 ((3 - 2)/(2 l (p - 1)) for q # 8, and 
that A(q)r(fp=q+l-2)/(4e(p-1)) for p#2, q#27. 
5. Algebraic-geometric bounds 
Algebraic-geometric odes have considerably changed the situation with lower 
bounds. 
The first AG-bound. L&L ua ISCCZI c STiiiL s_ZSd T a+ *ac ~+nr+ t&h the simplest result obtained in [ 191: 
Theorem 20. If q is an even power of a prime, then 
This immediately follows from Theorems 17 and 19. The bound RTVZ(S) in- 
tersects R&S) iff q 249, thus ameliorating it for some 6. 
A thorough study of modular curves shows that there exists a polynomial con- 
struction, and we get the following result due to Vladut (see [2Q, 11,181). 
Theorem 21. If q is an even power of a prime, then 
The expurgation bound. In contrast with this result, the following VMdut bound 
[21] is not polynomial. Let q be an even power of a prime, fix a family of curves 
X over Fq with limx N/g = fq - 1, and consider the set W4 of codes obtained from 
these curves for different choices of 9. It is easy to prove an analogue of Theorem 
1 for Wq; call the corresponding function P,(S). 
Theorem 22. Let q be an even power of a prime. 
(a) If q< 49, then 
p,@kRGV@b 
(b) Let qr 49, y = (1/c4 - 1)-l. Define 61 and ~3~ asthe roots of the eqlztion 
H&v + 
W-1 
-•(l-6)=1+y, 
4 
and d2 and a3 as the roots of 
H#)+(l-Q.log,(q-l)= l+y, 
Oe6,e6,e6,e6,e(q--I)/q. 
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Then 
where 
and for a, zs 6 s a2 and S3 I S s a4 the function Rv(6) = R!(6) is given by the im- 
plicit equation 
The proof of this theorem is rather subtle, but the idea is simpie and very nice. 
It uses the expurgation process of the Gilbert-Varshamov bound, but this time we 
expurgate ffq-points of the Jacobian Jx by “bad” sheaves. Any section from 
H’(X, 9) has n - deg 9 zeroes (counted with appropriate multiplicities), but it can 
of course happen that some of these zeroes are concentrated out of X&). We can 
estimate the number of sheaves, some section of which has at least a given number 
of zeroes in X(Q and compare it with the total number of sheaves, i.e., with 
#J,((F,). Just as for RGV, almost all codes obtained from the given family of 
curves (with limx N/g = fi- 1) lie on R,(6). 
The concatenation bound. The following result, obtained in [23] is an easy conse- 
quence of Theorems 5 and 21. 
Theorem 23. Let q be a power of a prime. Then 
a,P”@) 2 R&S j, 
where RK-&V (respectively, RKTV(lin)(6)) is defined as 
k k 
max 1 -(qkR-1)+;--j4 , 
max being taken over all [n, k, d&-codes such that qk is an even power of a prime 
(respectively, over such linear codes). 
Suppose we want to tabulate R KTV(B). It is impossible since we do not know 
parameters of all q-ary codes (which we need to calculate the maximum). However, 
each family of codes gives a lower bound of R KTV(B). In this way it is possible to 
prove that R KTII(B) > RB~(B) for any 6 E (0, (q - 1)/q). 
The restriction bound. Another bound can be obtained using Theorems 6 and 21. 
owever it can be ameliorated using rather simple algebraic geometry, see [6]. We 
get 
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Theorem 24. Let q be a power of a prime. Then 
abPO’““(6)rRK*(B)=max l- 2m(q-1) -*(q-l).q 
m t 9k7m’2-l) q J ’ 
max being taken over all integers m 2 1 such that 6” is an even power of a prime. 
The idea of the proof is that functions jf and fq have the same values at 
IF,-points, therefore they give linearly dependent rows of the parity-check matrix. 
This bound is rather good for small 6 (for 6-, 0 and q=2 it behaves just as 
RGV(B ))* 
Nonlinear bounds. Now we melt together Theorems 3 and 22, see [8]. 
Theorem 25. For any q 
aq(6)=RL,(S)=max{RI,(G),R~,(6)}, 
where 
R&(@ = max{ (1 - (Rv’)(6))e log, q’}, 
max being taken over even po wws cr,f primes q’ =p2a 1 q (here Rv’) meanly & ifor 
q’-ary codes), and 
R:-,-(a) = max{ R$?(S) l log, q’] 9 
max being taken over q’ =p2a 5 q. 
Dee-bound. In [16] a method of decoding AG-codes up to t 5 [(d - 1)/2 -g/21 
is described. It yields 
Theorem 26. If q is an even power of a prime, then 
%I p”‘dec1in(~)~RSV(B)=1-2~(~-1)-1-& 
Melting this bound with concatenation and restriction we get 
Theorem 21. Let q be a power of a prime. Then 
Olqpol dec Iin 1 Rsvt,in,(S) =max{ R&(,,,(S), R,“,(6)}, 
where 
I . . 
R&(,i,)(8)=max 1-2*(q’“-l)-‘*~-~*6 , 
J 
max being taken over a/l [n, k, d],-codes uch that qk is an even power of a prime, 
and 
R&,(6) = max l- 
W9-1) W?-1). * 
4(4”‘2-1) - 4 
9 
En 
max being taken over all integers m r 1 swk that q”’ is an even power of a prime. 
rr _ _- 
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The self-dual bound. It can be proved that there 
RGV, i.e., that 
exist self-dual codes lying on 
The following beautiful bound was obtained by Scharlau [14]: 
eorem 28. If q is an even power of a prime, then 
1 1 
pd~~sch---- 
Q 2 J/+3 
If q is an even power of 2, then 
R4 
dec lin 
\ / 
“ RBZ 
Fig. !. q=2. 
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This nice statement isbased on a subtle result from the class field theory, saying 
that the canonical divisor of a curve over ffq is always divisible by 2 (for q= 2” it 
can be proved elementary). Then an algebraic-geometric code is shortened to obtain 
a quasi-self-dual one. 
For Q =p2az 121 this bound is 
The constant- weight bound. 
geometric odes to prove 
better than the random one: fiSch >R&(1/2). 
Ericson and Zinoviev PI applied algebraic- 
r. 
Theorem 29. (x2(0, 6) I R&CO, 6) = w - 6/2 - (W . fi)/( I- I/O). 
R4 
JiX iiii 
Fig. 2. q =pzff 149. 
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The proof is quite simple, one uses Theorem 20 and a kind of nonlinear con- 
catenation (let p(i) = (0, 0, . . . ,I, . =. , 0)~ IF:, where 1 stands on the ith place, then (p 
maps any [n, k, &,-code CC IF: to a constant-weight code (p(C)C IFT whose 
distance is 2d and #p(C) = # C). It can be shown that for small co this bound is 
better than the random one. Of course, Theorem 29 can be generalized to the case 
of arbitrary 9. 
6. Diagrams and tables 
Relations between various bounds. Since it is rather difficult to compare 
the bounds we have discussed, we give some auxiliary information here. Let 
us start with the preceding diagrams, where A + B means A(8)> B(6) for any 
6 E 10, (4 - Wql. We set R,, ,,(fi) = max{R,(@, R,,(6)}. 
For q =2 we have Fig. 1, and for q =~~~~49 we have Fig. 2. 
Table 1. 
R l-R@) for 640 R(y-x) for x+0 
Rsv 
RKTV 
RBZ 
q3 
6.(q-l)2m lnq 
*X3 
r 
_ Q&-i)- 4” 
9-l 2*(j#Fy3-1)3 
.x3.10gqx, if q=p2m 
-2 .-* 6*log,6 
9 (9-1)*(9+1)2*95 
c- 2. (93-1)3 
m x3 l log, x, else 
-2-a. log,6 
I 
c 2. (h-1). 94 
- .x3. log,x, if q=p2m 
i 
(jh” - 1)3 
2*(q-1)*(q+1)2*q5 
(q3 - u3 
l x3 l log, x, else 
RKT 
RCiV 
9-l 
-2.-. co 
9 
6.log,S 
-s * log, 6 
q2 .x2 
2*(9-l)*lnq 
R4 
2 
iEy 
6 .2.x2. log,x 
RBE -;. 6.log,d 
9 
-*x 
JQH 
RP 
+.1og,s 
q-i 
-. 6 
9 
2hq 
>o 
9-l 
-*x 
9 
Table 2. q= 2. 
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6 RBZ RSV RKTV RKT RGV RH RBE R4 R4m 
o.ooo1 0.9896 0.9980 0.9973 0.9981 0.9985 0.9992 0.9992 0.9997 0.9992 
0.01 0.7778 0.8739 0.8677 0.8805 0.9192 0.9546 0.9544 0.9712 0.9542 
0.05 0.4456 0,6004 0.6298 0.5417 0.7 136 0.8313 0.8279 0.8582 0.8251 
0.1 0.2524 0.3704 0.4347 0.2048 0.53 10 0.7136 0.7019 0.7219 0.6927 
0.15 0.1450 0.2333 0.2847 0.3902 0.6157 0.5920 0.5919 0.5734 
0.2 0.0808 0.1667 0.2000 0.278 1 0.5310 0.4920 0.4690 0.4614 
0.25 0.0423 0.1000 0.1333 0.1887 0.4564 0.3991 0.3546 0.3537 
0.3 0.0198 0.0530 0.0733 0.1187 0.3902 0.3117 0.2502 0.2502 
0.35 0.0078 0.83 16 0.0345 0.0659 0.3310 0.2288 0.1581 0.1581 
0.4 0.0022 0.0101 0.0132 0.0290 0.278 1 0.1495 0.0815 0.0815 
0.45 0.0003 0.0008 0.0035 0.0072 0.2308 0.0734 0.0253 0.0253 
0.49 2 * 1o-6 7. iob6 3 l 1o-5 0.0003 0.1967 0.0145 0.0015 0.0015 
Table 3. q = 49. 
6 RBZ Rsv RTVZ RKTV RKT R! RGV RH RBE R4 
1o-4 0.9936 0.9994 
0.01 0.9064 0.9642 
0.1 0.5589 0.7583 
0.2 0.3584 0.5583 
0.3 0.2295 0.3667 
0.4 0.1422 0.2667 
0.5 0.0828 0.1667 
0.6 0.0435 0.0667 
0.7 0.0191 0.0300 
0.8 0.0059 0.0133 
0.9 0.0007 0.0034 
0.97 2 * 1o-6 5. 1o-6 
0.8332 
0.8233 
0.7333 
0.6333 
0.5333 
0.4333 
0.3333 
0.2333 
0.1333 
0.0333 
0.9994 
0.9671 
0.7792 
0.6333 
0.5333 
0 A??? . .__C 
0.3333 
0.2333 
0.1333 
0.0333 
0.0036 
9 - 1o-6 
0.9993 0.9996 0.9998 0.9998 
0.9534 0.9757 0.9869 0.9869 
0.6889 0.8170 0.8993 0.8969 
0.3951 0.6725 0.8170 0.8082 
0.1012 0.5447 0.5446 0.7422 0.7227 
0.4292 0.6725 0 L37Q .“&I” 
0.3245 0.6068 0.5517 
0.2302 0.5446 0.4629 
0.1467 0.4855 0.3690 
0.0757 0.4292 0.2666 
0.0212 0.3756 0.1465 
0.0005 0.3325 0.0291 
0.9999 
0.9939 
0.9236 
0.8332 
0.7354 
n L?91 “‘U~LI 
0.5244 
0.4129 
0.2982 
0.1816 
0.0673 
0.0029 
Behaviour at the ends. We describe in Table 1 the behaviour of different bounds 
(in the main asymptotics) when 6 is either near to 0, or to (q - 1)/q. 
AG4i7i~ik~~ iabk. iijow we give two smaii tabies of vaiues of different bound for 
q = 2 (Table 2) and q = 49 (Table 3). Much more extensive tables (comprised by A. 
Barg) can be found in [18$ 
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