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Ⅰ．はじめに






























サ イ バ ー コ ー ト の 研 究 は 米 国 の Cor-
troom21 から始まった．これは 1993 年にウ
ィリアム・アンド・メアリー大学（William 
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今後の計画を 2017 年度内に決定し向こう 5
年間で実施していく予定となっている 5）．こ
れを受け，裁判手続等の IT 化検討会が平成
29 年 10 月 30 日に設置され，平成 30 年 3 月







































































































































(1) Recurrent Neural Network (RNN)
RNN は連続データを処理する仕組みであ










の 拡 張 で あ る LSTM（Long Short Term 
Memory）モデルを利用した．










































Mikolov ら に よ る と，CBOW モ デ ル は
図 4　RNN の概要〜入力は 5 つ前まで〜
図 5　CBOW
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NNLM（Neural Network Language Mode）
よりも構文的，意味的な処理とも良い結果で
あった．




















































図 7　Base Method LSTM
図 6　Skip-gram
図 8　Method 1




















４．手法 3：手法 1 と 2 を組み合わせた
モデル























の前 5 個のみ，手法 1,3 はターゲット単語の
前後 5 単語となっている．LSTM の隠れ層



























まず，ppl の結果を見ると手法 1 のスコア
はシンプルな LSTM のスコアよりも 0.195
良い結果となっており，手法 2 はシンプルな
LSTM よりも 0.247 良いスコアとなった．手
法 2 は手法 1 よりも 0.053 だけ良い結果とな
っ て お り， 入 力 ベ ク ト ル の 足 し 合 わ せ
（CBOW の構造）の有効さが目立つ結果とな
った．また，両手法を組み合わせた手法 3 は









な っ た の が， 手 法 1 で あ り シ ン プ ル な
LSTM モデルに比べて 18.934 だけ良くなっ
ている．しかしながら，手法 2 ではシンプル
な LSTM モデルよりも 16.186 だけ悪くなっ
ていることが分かる．また，手法 3 では
LSTM モデルよりも 20.745 悪い結果となっ
た．結果をまとめると，ppl に関してはいず
れの手法ともに精度向上が見られ，特に手法
2 がもっとも良い．逆に upw_ppl に関しては，
手法 1 のみ精度が向上したが，手法 2，3 で
は悪化する結果となった．
３．考察













から，ppl の精度が手法 2 によって向上した
と推測される．






















手法 2 が upw_ppl のみに悪影響を及ぼした
と推測される．また，手法 3 が手法 2 と同様
表 1　伏字位置予測の実験結果
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