A queueing system (M/G 1 ,G 2 /1/ ) is considered in which the service time of a customer entering service depends on whether the queue length, , is above or below a threshold . The arrival process is Poisson and the general service times 1 and 2 depend on whether the queue length at the time service is initiated is or , respectively. Balance equations are given for the stationary probabilities of the Markov process where is the remaining service time of the customer currently in service. Exact solutions for the stationary probabilities are constructed for both infinite and finite capacity systems. Asymptotic approximations of the solutions are given, which yield simple formulas for performance measures such as loss rates and tail probabilities. The numerical accuracy of the asymptotic results is tested.
Introduction

Background
Queueing systems arise in a wide variety of applications such as computer systems and communication networks. A queueing system is a mathematical model to characterize the system, in which the arrivals and the service of customers (users, packets or cells) occur randomly. The customers arrive at the facility and wait in the queue (or buffer) if the server is not available. If there are many customers in the queue, they may suffer long delays which cause poor system performance. Thus, the arrival rate or the service rate may need to be controlled to reduce the delays. These systems may That is, if the queue length exceeds a threshold value, the arrival rate may be reduced (e.g. overload control), or the service rate may be increased (e.g. the cell discarding scheme [2] ). Many schemes of traffic control in ATM (asynchronous transfer mode) networks have been analyzed using such threshold-based queueing systems ( [2] , [5] , [8] - [12] ).
In this paper, we analyze a queueing system with queue-length-dependent service times.
Customers arrive at the queue by a Poisson process, and there is only one server. The service times of customers depend on the queue length. Concretely, we specify a threshold value for the queue.
If the queue length at service initiation of a customer is less than the threshold (respectively, greater than or equal to the threshold ), the service time of the customer follows a distribution with probability density function 1 (respectively, 2 ). We believe that our analysis can be extended to the case of multiple thresholds. Both infinite (M/G 1 ,G 2 /1) and finite capacity (M/G 1 ,G 2 /1/ ) queues are considered.
The analysis of this queueing system was directly motivated by the cell-discarding scheme for voice packets in ATM networks (see [2, 9, 11] ). In [11] , a system with deterministic service times was proposed, in which voice packets are divided into high and low priority ATM cells. The cells arrive as a concatenated pair (i.e. two cells per arrival) and the threshold and the capacity are measured in terms of cell pairs. The cell discarding occurs at the output of the queue and immediately prior to transmission, based upon the total number of cell pairs in the queue. If this number is less then then the next pair of cells is transmitted (no cells are discarded). However, if the queue length is greater than or equal to then only the high priority cell is transmitted. Thus, the low priority cell is discarded. The analysis in [11] is based on numerically solving an embedded chain formulation of the problem. The system is studied only at service time completions. Our results, when specialized to G = D (deterministic service), are directly applicable to this model.
We analyze this queueing system using the supplementary variable method. We first consider the case of an infinite capacity queue, and obtain an explicit formula for the steady-state queue length distribution . When the service times have different exponential distributions, the queue length distribution has a simple, closed form. We also compute asymptotic approximations to the queue length distribution for various choices of the system parameters. Next, we examine the finite capacity queue, and again obtain explicit expressions for and in particular the probability that the queue is full and the probability 0 that it is empty. Also, we investigate asymptotic approximations for the queue length distribution for large values of the threshold and the queue capacity . We show that this queueing system has very different tail behavior (and hence loss probability) than other 1 type models, and that the service tails can sometime determine the tail of the queue length.
There has been some previous analytical work on queueing systems with queue-length-dependent service times [1, 3, 4, 6, 7] . C. M. Harris [6] considered the 1 queue with queue-length-dependent service times. In particular, if there are customers in the queue, the service time of the customer starting service has a general distribution depending on . By using the embedded Markov chain method, C. M. Harris [6] derived the probability generating function for the queue length at the departure epochs. However, the obtained probability generating function contains infinitely many unknown constants. A closed form was obtained only for some special service times of two types. Fakinos [4] For a very good recent survey of work on state-dependent queues, we refer the reader to Dshalalow [3] .
The model here is a special case of that studied in [7] . However, we are able to give more explicit analytical expressions, from which we can easily obtain asymptotic expansions for tail probabilities and loss rates. These clearly show the qualitative dependence of these performance measures on the arrival rate and the service distribution(s). In particular, we show that the tail behavior of the model with threshold is much different than the tail behavior of the standard M/G/1 and M/G/1/K models.
Statement of the Problem
We let be the queue length at time , including the customer in service, and let be the remaining service time of the customer currently in service. The normalization condition is In the following sections, we construct exact solutions to the infinite capacity model and then the finite capacity model. As we will show, the solution of the infinite capacity model can be used to construct the solution of the finite capacity model. Then we obtain simple formulas for the performance measures by constructing asymptotic approximations to the exact solutions.
Infinite Capacity System ( )
We consider the infinite capacity model ( ) described by equations ( where and are to be determined. By setting in (2.10), with and defined above, and equating the result to (2.9), we find that
Thus, for , we have Again the contours are small loops inside the unit circle.
To complete the solution, we find the constant using the normalization condition (1.10). First, we compute We note that ifˆ1 has a simple pole at then 1 and the algebraic factor 1 1 disappears.
We derive an asymptotic formula for 1, 1 and by using (2.40) and noting The final case is when 1 1. We set 1 Here the contour ! is shown in Figure 3 and it encircles both of the singularities of the integrand.
The final approximation to (2.55) is, for , 
Finite Capacity System ( )
When the queue length has finite capacity, the stationary probabilities are solutions of the system (1.4)-(1.10). The result for the infinite capacity system (2.20) is still valid for 1 and the result (2.30) is valid for except that 0 must be recomputed taking into account that now 0 . In addition, the probability must be computed be solving (1.9), i.e.
(3.1)
We set
Here we have used the fact that and for , K-1,
The probability that the system is full is On all the contours it is assumed that the origin is the only singularity within the contour.
Asymptotic Approximations: We compute asymptotic approximations for the finite capacity system as and for various values of 1 and 2 . The asymptotic expansions of , except for 0 and , are the same as in the infinite-capacity systems and are given in Theorem 3 for the two cases .
Next, we expand 0 given by (3.12). The asymptotic approximation for the integrals depends on the location of the singularities of the integrand that are closest to the origin and follows closely the results for the infinite capacity system in the previous section (cf. the derviation of (2.59)). 
Discussion and Numerical Results
We now demonstrate the usefulness of our results for a finite capacity system, namely the M/D 1 ,D 2 /1/ queue. For this model, the density functions of the service times are We illustrate how to numerically compute the exact solution. This calculation is only feasible for moderate and . For large values of and , we constructed the asymptotic approximations in
Theorem 5. We demonstrate the accuracy of our asymptotic results by comparison with the exact solution. As we will see below, our asymptotic results are quite useful for moderate values of , , and and are extremely accurate when , , and are large.
To evaluate the exact solution for in Theorem 4, we must compute the complex integrals in (3.9)-(3.12). The simplest approach is to evaluate the integrals by using the method of residues.
The residue at 0 in (3.9) is difficult to compute if is large. This is a key motivation for the development of asymptotic expansions. For moderate values of , we compute the residues using the symbolic computation program Maple.
The double complex integrals in (3.10)-(3.12) can be evaluated by re-writting the term 1 (which couples the two integrals) as can be identified from (3.10). The sum truncates at since for the integral vanishes. Finally, we must evaluate both integrals by computing the residues at 0 and 0 for each value of . Again the calculation is only feasible for and moderate in size.
As before, we use Maple to perform the calculation. given by (3.14). The solutions of (2.50) and (2.51) are 2 512 and 9 346, respectively. We have chosen values for and that are quite small. In reality, we would expect them to be of the order 10 2 (see [11] ). For such large values of and , calculation of the exact solution would prove difficult while the evaluation of the asymptotic solution is straightforward.
In Table 2 , we consider the same queue as in Table 1 but now with 15. The values for and are the same as for Table 1 since these constants are independent of and . We see that the exact and the asymptotic results are numerically close to those in the previous example for 10, as expected. For 10, the relative error starts at about 4% and rapidly decreases to under 1%.
The example in Table 3 In Table 5 , we consider the same case as in Table 3 Table 6 we increase to 25. The error is at most 7% for all 4 (i.e. 12 25). Tables 4 and 6 show that when 25 , the two results agree to five decimal places. Loss rates can thus be calculated to a very high precision using our asymptotic formulas.
