We consider the classical problem of a controller activating (or sampling) sequentially from a finite number of N 2 populations, specified by unknown distributions. Over some time horizon, at each time n = 1, 2, . . ., the controller wishes to select a population to sample, with the goal of sampling from a population that optimizes some "score" function of its distribution, e.g., maximizing the expected sum of outcomes or minimizing variability. We define a class of Uniformly Fast (UF) sampling policies and show, under mild regularity conditions, that there is an asymptotic lower bound for the expected total number of sub-optimal population activations. Then, we provide sufficient conditions under which a UCB policy is UF and asymptotically optimal, since it attains this lower bound. Explicit solutions are provided for a number of examples of interest, including general score functionals on unconstrained Pareto distributions (of potentially infinite mean), and uniform distributions of unknown support. Additional results on bandits of Normal distributions are also provided.
Introduction and Summary
Let F be a known family of probability densities on R, and let Sp( f ) denote the support of f in R. We consider the problem of a controller sequentially sampling from a finite number of N 2 populations or "bandits", where measurements from population i are specified by an i.i.d. sequence of random variables {X i k } k 1 with density f i ∈ F . We take each f i as unknown to the controllerthough the controller is taken to have complete (or at least sufficient) knowledge of F .
It is often of interest to maximize the rewards achieved from bandits activated by the controller. While this is often framed in terms of activating the bandit with the largest expected value, this paper is motivated largely by the case of bandits possessing densities with potentially infinite expected values. In this setting, if a controller is given a choice between bandits of infinite mean, by what metric should she choose? Should some infinities be "preferred" to others? What loss is incurred when a controller activates a bandit of finite mean in place of one of infinite mean? Additionally, focusing primarily on the "reward" of a bandit through its expected value would seem to exclude any consideration of commensurate risk. These considerations, and a general interest in more broad applications, motivate a "generalized score functional" approach as follows:
Let s : F → R be a "score" functional that maps a probability density to a real number, for example s( f ) = Sp( f ) x f (x)dx. For a given { f i } N i=1 ⊂ F , let s * = max i s( f i ) be the maximal realized score, and let S * = {i : s * = s( f i )}, S o = {i : s * > s( f i )} denote respectively the set of optimal, suboptimal, bandits.
For any adaptive, non-anticipatory policy π, let π(t) = i indicate that the controller samples bandit i at time t. Define T i π (n) = ∑ n t=1 1{π(t) = i}, denoting the number of times bandit i has been sampled during the periods t = 1, . . . , n under policy π. We take, as a convenience, T i π (0) = 0.
In this generalized setting, it is not immediately clear what the 'loss' incurred by sub-optimal activations should be. If the score functional s is taken to be the median, for instance, or the measure of the support of a bandit density, what is 'lost' when a sub-optimal bandit is activated in place of an optimal bandit? In this paper, we take the following view of regret, simply that activations of optimal bandits cannot be regretted. We are interested then in policies that minimize the activations of non-optimal bandits, for any choice of bandit distributions in F . Let T o π (n) = ∑ i∈S o T i π (n) be the total number of sub-optimal activations under π up to time n. The number of sub-optimal activations up to time n grows at most linearly with n, hence in keeping with Burnetas and Katehakis [8] , a policy π is said to be Uniformly Fast (UF) if for all δ > 0,
The structure of the rest of the paper is as follows: In Section 2, Theorem 1 establishes an asymptotic lower bound on the expected total number of sub-optimal activations under any UF policy, under two reasonable conditions on the structure of F and s. Also in Section 2 we define a class of policies π * (we call UCB-(F , s,d)) specified via a suitable positive sequenced(k) and easily computed indices u i (n,t), and and provide conditions under which such a policy π * is UF and asymptotically optimal in the sense that its sub-optimal activations achieve the lower bound of Theorem 1. In addition, we point out that finite horizon bounds and estimates of the asymptotic remainder term on the sub-optimal activations of π * , can be easily obtained using the results of therein. In Section 2.3 we discuss weaker conditions and approaches that can be employed when some of the conditions required for Theorems 1 and 2 do not hold. We then demonstrate asymptotically optimal π * for: i) the case of Pareto bandits with a general score functional model cf. Section 3; ii) the case of Uniform bandits over (semi) arbitrary bounded support cf. Section 4; iii) the case of Uniform bandits with unknown interval support and a general score functional model cf. Section 5. Finally, in Section 6, we consider three models of Normal bandits under specific score functionals of interest, specifically maximizing the expected value, minimizing the variance, as well as maximizing 'tail probabilities' P(X i > κ) for a given known threshold value κ.
For related work in this area we refer the reader to: Robbins [31] , and additionally Gittins [20] , Lai and Robbins [27] and Weber [34] there is a large literature on versions of this problem, cf. Burnetas and Katehakis [11] , Burnetas and Katehakis [9] 
Optimality and the Structure of (F , s)
For f , g ∈ F , with Sp(g) ⊃ Sp( f ), the Kullback-Leibler divergence is defined as
While I is not a metric on F , it is frequently useful as a measure of similarity between f and g, effectively measuring how difficult it is to mistake data generated from f to be data from g. It is worth noting that I( f , g) 0, and I( f , g) = 0 implies f = g almost everywhere. If f assigns positive weight outside the support of g, I( f , g) is taken to be infinite. In practice, for many F it follows that that
It is convenient to define the following function:
Thinking of I as a distance metric, M f (ρ) effectively measures how far f must be perturbed to be better than ρ under s, a sort of Hausdorff distance. The function M f (ρ) captures much of the relevant structure of (F , s) necessary for asymptotically optimal sampling of bandits.
The Lower Bound
We begin by assuming that Conditions B1 and B2 below hold for F and s.
• Condition B1:
This condition means that given a set of bandit distributions { f i } ⊂ F , and finite data from each, it is almost surely impossible to correctly identify which bandit is the optimal bandit, i.e., with finite data, any sub-optimal bandit might (somewhat) plausibly be mistaken as an optimal bandit in the set. It serves as a 'uniform confusion principle', ensuring the universality of the results to follow for any choice of bandit densities { f i } ⊂ F . Additionally, note the technical importance of Condition 1, ensuring that M f i (s * ) are well defined.
• Condition B2: The functional s is continuous with respect to f under I.
While I is not a distance metric, a notion of continuity is easy to define in terms of the usual (ε, δ )-definition. This condition then essentially states that if f and g differ slightly (with respect to I), their scores can only differ slightly as well. This will easily and immediately be satisfied by most F and s we are considering.
We have the following result:
Theorem 1 Under Conditions 1 and 2, for any UF policy π and any choice of { f i } ⊂ F , the following bound holds for any sub-optimal bandit i / ∈ S * ({ f i }) :
and hence
Proof. Given the above restriction on F , the proof of Eq. (4) proceeds essentially as given in Burnetas and Katehakis [8] . Somewhat technical, and not the focus of the paper, it is relegated to the Appendix. Note that Eq. (5) follows from Eq.
Note that the above result can be applied to bound other loss functions, in particular any linear combination of the activations of sub-optimal bandits, such as the more traditional "regret" functions.
Realizing the Bound
Given this result, it is of interest to construct policies π, based on knowledge of F and s, that achieve this lower bound, that is lim n E[T i π (n)]/ ln n = 1/M f i (s * ) for sub-optimal i. These policies are defined to be Asymptotically Optimal or Efficient, similar to Burnetas and Katehakis [8] and Lai and Robbins [27] .
For a given f ∈ F , letf t be an estimator of f given t i.i.d. samples from f . While I can frequently serve as a similarity measure in F -for instance, quantifying how close an estimatorf t is to f -it is often convenient to consider alternative similarity measures. Let ν be a (context-specific) measure of similarity of F ; for instance, if F is parameterized, ν might be the ℓ 2 -norm on the parameter space. We restrict F , s,f t be assuming the following conditions hold, for any f ∈ F , and all ε, δ > 0,
• Condition R1: M f (ρ) is continuous with respect to ρ, and with respect to f under ν.
• Condition R2:
• Condition R3: For some sequence d t = o(t) (independent of ε, δ , f ),
where the dependence on ε and f are suppressed into the Ω(t) term.
Condition R1 in some sense characterizes the structure of F as smooth. To the extent that M f (ρ) can be thought of as a Hausdorff distance on F , Condition R1 restricts the "shape" of F relative to s. Condition R2 is in some sense merely that the estimatorsf t are "honest" and converge to f sufficiently quickly with t. Condition R3 often seems to be satisfied byf t converging to f sufficiently quickly, as well asf t being "useful", in that s(f t ) converges sufficiently quickly to s( f ). The form of the above bound, while oddly specific in its dependence on t and δ , can be relaxed somewhat, but such a bound frequently seems to exist in practice, for natural choices off t .
In the sequel, for simplicity we will drop the subscript f from P f , when there is no risk for confusion.
Letd(t) > 0 be a non-decreasing function withd(t) = o(t). Define, for any t such that t >d(t), the following index function:
For a givend, let n 0 min{n : n >d(n)}. We propose the following generic policy:
i) For n = 1, 2, . . . , n 0 × N, sample each bandit n 0 times, and ii) for n n 0 × N, sample from bandit π * (n + 1) = arg max i u i n, T i π * (n) , breaking ties uniformly at random
The following Lemma characterizes the sub-optimal activations of policy π. 
Proof. The proof is given in the Appendix.
This leads to the following theorem: 
Proof. For sub-optimal i, there trivially exist feasible ε as in Lemma 1. By the continuity of s with respect to I, M f (ρ) > 0 for all ρ > s( f ). It follows from this, and the continuity of M f (ρ) with respect to f under ν that all sufficiently small δ > 0 are feasible. Let ε, δ be feasible as in Lemma 1. Note, by Condition 4,
Similarly, by Condition 5, for k n 0 ,
Hence,
The last step is proven as Proposition 1 in the Appendix. From Lemma 1,
Hence it follows,
By the continuity of M, minimizing the above bound first with respect to δ , then ε, yields
By Conditions B1 and B2, the proof is completed via the lower bound from Theorem 1.
For a specific F and score functional s, verifying π * as optimal is reduced to verifying the BConditions and R-Conditions for appropriate choice of estimatorf t . Conditions B1, B2, and R1 are generally easy to verify. In particular, Condition R1 seems to follow generally in the case of parameterized F , when ν( f , g) depends smoothly on the parameters of f and g. Condition R2 generally seems to follow for natural estimators. The difficulty often lies in verifying Condition R3.
The focus of this paper is in demonstrating asymptotic optimality in the spirit of Theorem 2. However, we note that Theorem 2 is essentially just an asymptotic upper bound on the results of Lemma 1. For specific models, the bounds of Lemma 1 can be computed more precisely, yielding finite horizon bounds and estimates of the asymptotic remainder term on the sub-optimal activations of π * .
Weakened Conditions and Heterogeneous Bandits
Conditions B1, B2, & R1 -R3 above were constructed in such a way as to make the results that followed as universal as possible, relative to the choices of bandit distributions. This has the advantage that the controller may be guaranteed the above results, independent of the specific choice of bandit distributions she is faced with.
However, in some situations, the conditions as above may be restrictive. For example, Condition B1 precludes any choice of F and s where the score functional has an attainable maximum over F . This may occur for instance, taking s( f ) as the probability that a random variable with density f is greater than or equal to κ,
In this case, Condition B1 would not hold, and the results of Theorems 1 and 2 would not hold.
In such a case, a controller might consider one of two options: In the first, the controller might consider the problem defined over a smaller family of distributions F ′ ⊂ F where Condition B1 could be shown to hold -for instance, F ′ might exclude elements of F that achieve the maximum of s. This might be justified in that, given finite samples, the controller might not be able to distinguish a given density in F from some density in F ′ .
An alternative though is to consider a less restrictive set of conditions, with less universal results. For instance, the lower bound of Eq. (4) can be shown to hold for any Uniformly Fast policy, for any set of bandit distributions { f i } ⊂ F that satisfy:
This may not hold for all choices of bandit distributions, in a given context, but it may hold for most and in that sense the lower bound of Theorem 1 might be "almost universal" for that choice of F and s. Additionally, in proving Theorem 1, Condition B2 may be weakened in the following way:
However, the continuity of s relative to I seems necessary for demonstrating the optimality of π * , hence ConditionB2 will not be considered.
Conditions R1 and R2 seem fairly natural by themselves and frequently satisfied. The main hurdle in proving the optimality of policy π * as above is Condition R3. This may be weakened slightly, in the following way:
While the order imposed by Condition R3 is much stronger than that imposed byR3 above, Condition R3 seems to be frequently satisfied, as evidenced by the examples given in the remainder of the paper. Further, ConditionR3 can be derived from Condition R3.
Another way the previous results can be extended is through a heterogeneous bandit model, i.e., the density of bandit i is chosen from some family of densities
We additionally may equip each individual bandit space with its own score functional s i . In such a model, while specific bandit densities may be unknown, a controller may model information known about individual bandits, e.g., known or assumed parameters. i-Specific analogs of Conditions B2, R1, R2, R3 may be constructed, for instance with an i-specific function M i f (ρ). It is useful to generalize Condition B1 in the following way:
The results of Theorems 1 and 2 generalize accordingly.
The Pareto Model and Separable Score Functions
In this section, we consider a model that demonstrates the utility of this generalized score functional approach. We take F = F ℓ , for ℓ 0, as the family of Pareto distributions defined by:
Taking X as distributed according to
, and E[X ] as infinite or undefined if α 1. We are particularly interested in F 0 , the family of unrestricted Pareto distributions, and F 1 , the family of Pareto distributions with finite means.
Taking the general goal of obtaining large rewards from the bandits activated, there are two effects of interests: rewards from a given bandit will be biased towards larger values for increasing β and decreasing α. Hence, any score function s(α, β ) = s( f α,β ) of interest should be an increasing (or at least non-decreasing) function of β , and a decreasing (or at least non-increasing function of α. In particular, we restrict our attention to score functions that are "separable" in the sense that
where we take a to be a positive, continuous, decreasing, invertible function of α for α > ℓ, and b to be a positive, continuous, non-decreasing function of β . ii) In the case of unrestricted Pareto distributions, various asymptotic considerations give rise to considering the score function s(α, β ) = 1/α, i.e., the controller attempts to find the bandit with minimal α. In this case, a(α) = 1/α and b(β ) = 1. This arises for instance in comparing the asymptotic tail distributions of bandits,
iii) A third score function to consider is the median, defined over unrestricted Pareto distributions,
Given the above special cases, it is convenient to take the assumption when operating over F ℓ that a(α) → ∞ as α → ℓ. This has the advantage additionally of guaranteeing that Condition B1 is satisfied for this choice of score function s over F ℓ . 
At various points in what follows, it is convenient to define the following functions,
as respectively the smallest and largest positive solutions to
be the principal solution to We W = x for x ∈ [−1/e, ∞). An important property will be that L ± (δ ) is continuous as a function of δ , and L ± (δ ) → 1 as δ → 0.
Given the above, we may define the following policy as a specific instance of policy π * under this model:
Policy π * P,s (UCB-PARETO) i) For n = 1, 2, . . . 3N, sample each bandit 3 times, and
ii) for n 3N, sample from bandit π * P,s (n + 1) = arg max i u i n, T i π * P,s (n) breaking ties uniformly at random, where
Theorem 3 Policy π * P,s as defined above is asymptotically optimal. In particular, for any choice of
, for each sub-optimal bandit i the following holds:
Proof. It suffices to verify Conditions B1, B2, & R1-R3 for the indicated Pareto model. To begin, it can be shown that
Given the above, Condition B1 is easy to verify given the structure of the score function. Additionally, note that I( f α,β , fα ,β ) < δ implies thatβ
The above gives us that αL − (δ ) α αL + (δ ) and β e −αδ L + (δ ) β β . Given that δ L + (δ ) → 0 as δ → 0, these bounds and the continuity of a, b, give the continuity of s with respect to I, verifying Condition B2.
In verifying Conditions R1 -R3, it is convenient to take as similarity measure on F ℓ , ν = I. Condition R1 is then easily verified, the continuity of M f (ρ) with respect to ρ from the above formula, and the continuity with respect to f under I from the previous bounds.
In verifying Condition R2, it is interesting to note that for ℓ > 0, the estimatorf t = fα t ,β t of f = f α,β may not be in F ℓ even if f is, i.e., even if α > ℓ, there is no immediate guarantee thatα t is. Hence, I(f t , f ) may not be well defined over F ℓ . However, this is not a serious issue as in the case that ℓ > 0, we may view this as embedded in F 0 , which will containf t , and hence allow us to compute I(f t , f ). Hence, for δ > 0, sinceβ t β ,
At this point, we make use of the following result, characterizing the distributions ofα t andβ t : 
The proof is given in the Appendix.
It follows, letting G t ∼ Gamma(t, 1),
Here we apply the following result, bounding the tails of the Gamma distributions:
Lemma 3 Let G t ∼ Gamma(t, 1). For 0 < γ − < 1 < γ + < ∞, the following bounds hold:
These are standard Chernoff bounds, proven in the Appendix. Applying them to the above, taking γ ± = L ± (δ /2), note that γ ± e 1−γ ± = e −δ /2 . Hence,
This verifies Condition R2 -to a much faster rate than is in fact required. It remains to verify Condition R3. For δ > 0,
The above bound can be simplified a great deal. In the second term, the conditions in fact contradict, since a is taken to be a decreasing function of α, and L + (δ ) > 1 for δ > 0, hence the probability is 0. In the first term, since 0 < L − (δ ) < 1 for δ > 0, and a is decreasing, the conditions may be combined to yield
Recall that b is non-decreasing, and β β t . Hence,
Let σ = α/a −1 (a(α)(1−ε)), and note that by condition on a, 0 < σ < 1. Letting G t ∼ Gamma(t, 1), we may apply Lemma 3 for
The last step follows as 0 < L − (δ ) < 1 for δ > 0. This verifies Condition R3, with d t = 1, producing a bound of the correct order. This in turn verifies the policy as optimal, takingd(t) = 2, and Eq. 43 follows from Eq. 20, the definition of M f (ρ) for this model.
Maximizing Coverage of (Bounded) Uniform Bandits
In this section, we consider a bandit model that demonstrates the necessity of the general form of Condition R3. In particular, consider the set of distributions that are uniform over finite disjoint unions of closed sub-intervals of [0, 1], i.e.,
For S as above, it is convenient to take
as the measure of S. Note that over this class of distributions, we have the following, that
We take as the score functional s( f S ) = |S|, the area covered by a given distribution in F . In order to satisfy Condition B1, however, it is necessary to remove the complete interval [0, 1] from consideration, so we take
Under this model, we therefore have (noting that we are only interesting in ρ 1),
Given t samples from f S , take for the momentŜ t to be an estimate of S, that may or may not cover all of S. The fact that it is impossible to know if a non-trivial estimate for S contains or is contained by S makes using I as a measure of similarity difficult, as an estimate may be quite close to the truth, and yet have infinite difference under I -and this may not be uncommon. This prompts an alternative similarity measure, ν( f S , f T ) = ||S| − |T ||. Note, this ν is in fact a pseudo-metric on F ′ , but it will prove sufficient for our purposes. For any system of estimators of S, and somed(t), we have as our index from Eq. (6),
At this point, the B-Conditions and Condition R1 are easily verified. Conditions R2 and R3 depend on the specifics of the estimators. We take the following scheme for estimating the support: Let d k be a positive, integer valued, non-decreasing function that is unbounded and sub-linear k. Given t samples from f S , consider a partition of [0, 1] into a sequence of intervals of width ε t = 1/d t . The estimatorŜ t is then taken to be the union of partition intervals that contain at least one sample of the t samples.
Condition R2 now takes the following form:
Observe the decomposition,
We have the following bound, almost surely, on the size ofŜ t : Letting #S denote the number of disjoint intervals in S, |Ŝ t | |S| + 2ε t #S. As this is almost sure, and ε t → 0 with t, the first term in the decomposition above is 0 for all sufficiently large t. To bound the other term, note that without loss of generality, we may take δ < |S|. For notational convenience, let α = 1 − δ /|S|, and note that 0 < α < 1.
In the event that |Ŝ t | < α|S|, there exists a set of ε t -intervals of those that intersect S that both cover a total measure of α|S|, and contain all t samples from f S . The number of ε t -intervals intersecting S is at most ⌈|S|/ε t ⌉ + 2#S. The number of ε t -intervals to cover an area of α|S| is ⌈α|S|/ε t ⌉. Noting that the f S samples are independent, and fall in a given set of α|S|-covering ε t -intervals with probability at most α, we have
It follows from this and the previous analysis that P ||Ŝ t | − |S|| > δ = e −Ω(t) in fact, verifying Condition R2. To verify Condition R3, note 13 The additional case in M f may be dispensed with observing that δ > 0. Taking ε < |S|, it is convenient to defineε = 1 − ε/|S|. In which case,
Applying the previously established bound therefore yields,
verifying Condition R3.
We may now present the following result: Let d t = o(t) be an positive, integer valued, non-decreasing, unbounded sequence, and defined(t) = d t + 1. Let n 0 = min{n : n >d(n)}.
Policy π * U,|| (UCB-COVERAGE)
i) For n = 1, 2, . . . n 0 × N, sample each bandit n 0 times, and ii) for n n 0 × N, sample from bandit pi * U,|| (n + 1) = arg max i u i n, T i π *
U,||
(n) breaking ties uniformly at random, where
Theorem 4 Policy π * U,|| as defined above is asymptotically optimal. In particular, for any choice of { f i = f S i } ⊂ F ′ , with s * = max i s( f S i ) = max i |S i |, for each sub-optimal bandit i the following holds:
Proof. The proof is given above, through the verification of The B-and R-Conditions .
The Uniform Model under General Score Functionals
In this section, the uniform distributions are taken to be over single intervals, with finite but otherwise unconstrained bounds. This additional restriction on the support is necessary to ensure that the score functionals considered will be continuous with respect to I. We take F as the family of Uniform distributions with interval support:
Taking X as distributed according to f a,b ∈ F , e.g., 
Given the above, we may define the following policy as a specific instance of policy π * under this model: 
Taking the particular choice of s µ (a, b) = (a + b)/2, this yields for all sub-optimal i,
Proof. To begin, it can be shown that
At this point, Condition B1 is easy to verify given the structure of the score function and the parameterization of F . Note then that if
It follows that 0 b − b < (b − a)(e δ − 1) and 0 a −ã < (b − a)(e δ − 1). From this, we may conclude that any function of f ∈ F that is continuous with respect to the parameters is continuous with respect to f under I. This verifies Condition B2. Given the above considerations, for verifying Conditions R1 -R3, it is convenient to take ν = I as the similarity measure on F . Note that the continuity of s with respect to b makes M f (ρ) continuous with respect to ρ. This, and the above considerations, verifies Condition R1.
To verify Condition R2, note that a â t b t b. Hence, we have the following:
Here, we utilize the following Lemma, characterizing the distribution ofâ t ,b t :
Lemma 4 For t 2, 0 < λ < 1:
The proof is given in the Appendix. Hence we see that
verifying Condition R2.
For Condition R3, note that
Hence we have that
Given the continuity of s, letε > 0 be such that s(a, b −ε) s(a, b) − ε.
This verifies Condition R3, with d t = 1, producing a bound of the correct order. This in turn verifies the policy as optimal, takingd(t) = 2, and Eq. 47 follows from the definition of M f (ρ) for this model.
Three Examples of Normal Bandits
In this section, we consider the case of the bandits being chosen from a set or sets of normal densities, with f µ,σ (x) = e −(x−µ) 2 /(2σ 2 ) /(σ √ 2π). In the three examples discussed, the family or families of potential distributions will be restricted in certain ways, but the following general discussion relative to normal distributions is useful. In particular, for a general normal density f = f µ,σ , given t many i.i.d. samples from f , we takef t = fμ t ,σ t wherê
Recall the classic result, that (μ t − µ) √ t/σ andσ 2 t (t − 1)/σ 2 are independent, with a standard normal and a χ 2 t−1 distribution, respectively. The following lemma, proven in the Appendix, will prove useful:
t , and Z be a standard normal. For z 0, and 0 < u − < 1 < u + < ∞, the following bounds hold:
Since the domain of any such distribution is the whole of R, it is not difficult to show that for any normal densities f , g:
Again, let L − (δ ) and L + (δ ) be the smallest and largest positive solutions to L − ln L − 1 = δ , respectively. Note that if I( f , g) < δ , it follows that
From the above, we have that
Since L ± (2δ ) → 1 and δ /L − (2δ ) → 0 as δ → 0, the above implies that any functional of normal densities that is a continuous function of the parameters of f over the family of densities will be continuous with respect to f under I.
Unknown Means and Unknown Variances: Maximizing Expected Value
In this section, we take F as the family of unrestricted normal distributions:
As such, this section essentially reproduces the result of Cowan et al. [14] (presented therein in terms of classical regret) in the framework established herein. In this case the controller is interested in activating the bandit with maximum expected value as often as possible. This can be achieved if we take the score functional of interest here to be the expected value,
We define the specific instance of policy π * under this model:
Policy π CHK (UCB-NORMAL)
i) For n = 1, 2, . . . 3N, sample each bandit 3 times, and ii) for n 3N, sample from bandit π CHK (n + 1) = arg max i u i n, T i π CHK (n) breaking ties uniformly at random, where
(63)
Theorem 6
For s( f µ,σ ) = µ in the above model, policy π CHK as defined above is asymptotically optimal. In particular, for any choice of { f i = f µ i ,σ i } ⊂ F , with µ * = max i µ i , for each sub-optimal bandit i the following holds:
Proof. Condition B1 is easy to verify given the parameterization of F . As already established, any score functional s( f ) that is continuous with respect to the parameters of f is continuous with respect to f under I. Taking s( f µ,σ ) = µ, this verifies Condition B2. Further, given the formula for I( f , g) above, we have that
In verifying the R-Conditions , we take as similarity measure ν = I. By the previous commentary, M f µ,σ (ρ) is continuous with respect to f under I, as well as being continuous with respect to ρ, by inspection. This verifies Condition R1. To verify Condition R2, observe the following:
where Z is a standard normal, and U t−1 ∼ χ 2 t−1 . We may then apply Lemma 5 to bound the above.
This verifies Condition R2.
and ρ >μ t = P σ t e 2δ − 1 < |ρ −μ t | and ρ >μ t = P μ t +σ t e 2δ − 1 < ρ .
The last step follows, as taking δ > 0. This verifies Condition R3, with d t = 1, producing a bound of the correct order. This in turn verifies the policy as optimal, takingd(t) = 2.
Equal Means and Unknown Variances: Minimizing Variance
In this section, we consider F as the family of normal distributions, each with equal mean µ.
We take a slight departure from the previous examples in the following way: that in all previous cases, it was assumed that the controller had complete knowledge of F . In this case, we assume that the controller knows that F is a family of normal distributions, and that every distribution in F has the same mean, but we assume the specific value of that mean, µ, is unknown to the controller. It is interesting that all relevant computations still go through. Note, for instance, that in this case, independent of µ, for f , g ∈ F :
In this case the controller is interested in activating the bandit with minimal variance as often as possible. This can be achieved if we take the score functional of interest here to be the inverse of the variance, i.e.,
This models, for instance, each bandit the controller is faced with as a process for achieving some desired goal or output, and the controller wanting to constrain the output as much as possible. In this section, the estimatorsf t are understood to be f µ,σ t , though the presence of µ is mainly symbolic as it is unknown and, as will be shown, unnecessary.
Policy π * σ (UCB-NORMAL-VARIANCE)
i) For n = 1, 2, . . . 3N, sample each bandit 3 times, and
ii) for n 3N, sample from bandit π * σ (n + 1) = arg max i u i n, T i π * σ (n) breaking ties uniformly at random, where 
Before giving the proof, we note the following observation: The estimator utilized here to estimate σ 2 depends explicitly on the estimatorμ t for µ. While the above policy is asymptotically optimal, finite horizon improvements could be achieved for instance estimating the variance by utilizing either µ explicitly as the mean, in the case of known mean, or by utilizing all samples from all bandits simultaneously to estimate the mean, in the case of unknown but known to be equivalent mean.
Proof. Condition B1 is easy to verify given the parameterization of F , as is Condition B2 given the previous discussion of continuity under I. Further, given the formula for I( f , g) above, we have that
It is again convenient to take ν = I in verifying the R-Conditions . By the previous commentary, M f µ,σ (ρ) is continuous with respect to f under I, as well as being continuous with respect to ρ, by inspection. This verifies Condition R1. To verify Condition R2, observe the following:
where again, U t−1 ∼ χ 2 t−1 . We may then apply Lemma 5 to bound the above. Taking u ± = L ± (2δ ),
Let 1/σ 2 > ε > 0, and letε = εσ 2 . Then,
The last step is an application of Lemma 5. Noting that L + (2δ ) = e L + (2δ )−2δ −1 , the above can be simplified to
The penultimate bound follows, as L + (2δ ) 1. This verifies Condition R3, with d t = 1, producing a bound of the correct order. This in turn verifies the policy as optimal, takingd(t) = 2.
A Heterogeneous Normal Model
As an example of the heterogenous bandit model presented in Section 2.3, consider the following model: for each i = 1, . . . , N, let σ i > 0 be known, and define:
This models the case that for each bandit i, the controller knows the bandit has a normal distribution, with known variance σ 2 i , but with unknown mean. The focus of this section is the case in which the controller, given a threshold value κ, is interested in activating bandits i with the highest unknown tail probability:
as often as possible. This can be achieved if we take the score functional of interest here to be
Taking Φ as the c.d.f. of a standard normal, and noting that in this model f is specified by (µ, σ ) the above score function can be written as
It is easy to show in this case that for
Note then that for fixed i,
It follows easily from this that any score functional s i ( f ) that is a continuous function of the parameter of f , the mean, is continuous in F i with respect to f under I.
For f i = f µ i ,σ i ∈ F i , and t samples under f , we take the estimatorf i t = fμi
Note thatμ i t is normally distributed with mean µ i and variance σ 2 i /t. We next define the specific instance of policy π * under this model:
i) For n = 1, 2, . . . 2N, sample each bandit 2 times, and ii) for n 2N, sample from bandit π * κ (n + 1) = arg max i u i n, T i π * κ (n) breaking ties uniformly at random, where
Theorem 8
For s κ ( f ) = P f (X κ) in the above model, policy π * κ as defined above is asymptotically optimal. In particular, for any choice of (
Proof. Condition B1 ′ is easy to verify given the parameterization of the F i . As already established, any score functional s( f ) that is continuous with respect to the parameters of f is continuous with respect to f under I. Taking s κ ( f ) as above verifies Condition B2 ′ . Further, given the formula for I( f , g) above, we have that for each i,
Again, for the purpose of verifying the R-Conditions , we take ν = I. By the previous commentary, 
taking Z as a standard normal.
For Condition R3 ′ , note that
where Z is a standard normal random variable.
From the above, we have
This verifies Condition R3 ′ , with d t = 0, producing a bound of the correct order. This in turn verifies the policy as optimal, takingd(t) = 1.
or equivalently that for 0 < δ < 1,
Define the following events:
It is additionally convenient to define the sequence of constants b n = (1−δ )/I( f i , g) ln n and random
. Observe the following bounds. At this point, recall that P has been defined by the choice of bandit distributions { f 1 , . . . , f i , . . . , f N } ⊂ F . Consider an alternative set of distributions, constructed by replacing f i with g: { f 1 , . . . , g, . . . , f N } ⊂ F , and letP be defined by this alternative set of bandit distributions. The following holds:
This change of measure argument follows, as C δ n restricts the region of probability space of interest to that where the comparison of densities of bandit i holds. Observing that under this alternative set of bandit densities, bandit i is the unique optimal bandit (since s(g) > s * ), and hence T i π (n) = n − T o π (n):
For n sufficiently large, so that n > (1 − δ )/I( f i , g) ln n, we may apply Markov's inequality to the above (lettingẼ be expectation under the alternative bandit distribution set):
Observing that under the condition that π is UF,Ẽ[T o π (n)] = o(n δ /2 ), it follows from the above that lim sup n P A δ n C δ n = 0. Hence, 
Thinking of M f (ρ) as the minimal distance (relative to I) from f to a density better than ρ, we may consider C f (δ ) to be the best score achieved within distance δ of f . Note, we have the following relationship: u i (n,t) = Cf i 
The result for P (G > γ + t) follows similarly. 
Note that m is distributed with a density of t(1 − x) t−1 for x ∈ [0, 1]. From the above then
The result follows immediately.
Proof. [of Lemma 5.] For the normal bound, let Φ represent the standard normal c.d.f.. It suffices then to demonstrate that for z 0, 1 − Φ(z) e −z 2 /2 /2. However, it is easy to show that 2e z 2 /2 (1 − Φ(z)) is a positive, monotonically decreasing function of z over this range, with a maximum of 1 at z = 0.
For the χ 2 t bounds, let 0 < u − < 1 < u + , and let Z 1 , . . . , Z t be i. = E e ( 
The result follows immediately as a rearrangement of the above. The result for P (U t < u − t) follows similarly.
