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Resumen
En el preprocesado de ima´genes digitales cobra gran importancia la tarea de filtrado y eli-
minacio´n de ruido. Es necesario llevar a cabo este proceso si se quiere mejorar la calidad de
imagen y obtener una representacio´n ma´s fiel de la realidad. En el a´mbito de las ima´genes
me´dicas es de gran intere´s aplicar me´todos de filtrado para facilitar el diagno´stico en ima´ge-
nes tales como tomografı´as o radiografı´as en las que se necesita gran nitidez para fijarse en
los pequen˜os detalles.
Este proyecto se centra en la implementacio´n de un algoritmo paralelo capaz de elimi-
nar ruido gaussiano en ima´genes me´dicas. Las principales fuentes de ruido gaussiano en
las ima´genes digitales surgen durante la adquisicio´n. El sensor tiene ruido inherente debido
al nivel de iluminacio´n y a su propia temperatura. Adema´s, los circuitos electro´nicos co-
nectados al sensor inyectan su propia parte de ruido del circuito electro´nico. Es un tipo de
ruido estadı´stico con una funcio´n de densidad de probabilidad igual a la de la distribucio´n
gaussiana o normal; es aditivo e independiente en cada pı´xel.
En este trabajo se ha llevado a cabo la paralelizacio´n de un algoritmo basado en las medias
no locales. Se ha elegito este me´todo por su alta capacidad de eliminacio´n de ruido. El prin-
cipal objetivo de esta paralelizacio´n es mejorar el tiempo de preprocesado y poder realizar el
filtrado en tiempo real en ima´genes con grandes resoluciones, ya que el algoritmo secuencial
lleva a cabo una gran cantidad de ca´lculos. El algoritmo paralelo se ha implementado en
lenguaje C haciendo uso del esta´ndar MPI (Message Passing Interface) para paralelizar en
un entorno distribuido.
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Abstract
In the pre-processing of digital images, the task of filtering and removing noise becomes
very important. This process is necessary in order to improve image quality and obtain a
more accurate representation of reality. In the field of medical images it is of great inter-
est to apply filtering methods to facilitate the diagnosis in images such as tomography or
radiographs in which great clarity is needed to look at the small details.
This project focuses on the implementation of a parallel algorithm capable of eliminating
gaussian noise in medical images. The main sources of gaussian noise in digital images arise
during acquisition. The sensor has inherent noise due to the level of illumination and its
own temperature. In addition, the electronic circuits connected to the sensor inject their own
portion of noise from the electronic circuit. It is a type of statistical noise with a probabil-
ity density function equal to that of the gaussian or normal distribution; it is additive and
independent at each pixel.
The algorithm has been parallelized in order to improve the preprocessing time and be
able to filter in real time in images with high resolutions, since the sequential algorithm
performs a large number of calculations. The parallel algorithm has been implemented in C
language using the MPI standard (Message Passing Interface) to parallelize in a distributed
environment.
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Justificacio´n y objetivos
Las ima´genes generalmente se adquieren a trave´s de me´todos foto electro´nicos o foto
quı´micos. En este proceso de adquisicio´n, los mismos sensores encargados de digitalizar
dicha imagen, generalmente introducen ruido en ella debido a sus temperaturas. En definitiva,
los sensores de imagen son dispositivos ruidosos en sı´ mismos. El ruido puede definirse
como una variacio´n aleatoria indeseada que degrada la imagen con su consiguiente pe´rdida
de calidad.
En el campo de la medicina tambie´n es comu´n este problema, lo que causa dificultad para
interpretar pequen˜os detalles y caracterı´sticas morfolo´gicas de baja intensidad requeridas pa-
ra un diagno´stico clı´nico certero. En concreto, en la tomografı´a computarizada (TC), durante
el proceso de adquisicio´n de ima´genes se aumenta la cantidad de ruido presente en ellas si
se reduce la radiacio´n ionizada que puede ser maligna para los pacientes.
Es pues, de especial intere´s, procesar o filtrar la imagen obtenida por dichos sensores para
eliminar el ruido presente y poder obtener una imagen con mayor calidad que represente la
realidad de manera ma´s fiel, facilitar ası´ el diagno´stico y asegurar el mayor bienestar posible
para el paciente.
Los me´todos de filtrado suelen introducir otro problema y es la imposibilidad de realizar el
tratamiento de ima´genes en tiempo real cuando estas son de gran resolucio´n. Normalmente
son me´todos que requieren grandes cantidades de co´mputo, lo cual hace que el proceso sea
lento. Por esta razo´n, se realizara´ una paralelizacio´n del proceso con el objetivo de aumentar
el rendimiento y poder obtener la imagen filtrada en menor tiempo.
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1 Introduccio´n
El te´rmino tomografı´a computarizada o TC, se refiere a un procedimiento computarizado
de ima´genes en el que se proyecta un haz de rayos X a un paciente desde diferentes a´ngulos
al rededor del cuerpo, produciendo ası´ sen˜ales que son procesadas por un computador para
generar ima´genes transversales del cuerpo. Estos cortes se llaman ima´genes tomogra´ficas y
contienen informacio´n ma´s detallada que los rayos X convencionales.
La tomografı´a computarizada por rayos X proporciona informacio´n muy valiosa para el
diagno´stico y el tratamiento del paciente. De esta manera, constituye una de las principales
herramientas para diagnosticar mu´ltiples patologı´as, incluyendo el ca´ncer, derrames cerebra-
les y enfermedades cardiovasculares entre otras. Sin embargo, el uso de esta te´cnica conlleva
una gran limitacio´n. Existe un riesgo potencial por el uso de radiacio´n ionizante, la cual
podrı´a inducir malignidad en pacientes que son expuestos a esta [1].
El riesgo proveniente del uso de radiacio´n ionizante durante el proceso de adquisicio´n de
las ima´genes es muy bajo para un individuo. En la mayorı´a de los casos esta´ justificado su
uso, pues un diagno´stico acertado y a tiempo es beneficioso para el paciente. Aun ası´, es
de especial intere´s diminuir dichas dosis de radiacio´n al adquirir las ima´genes. Sobre todo
en el caso de nin˜os y jo´venes que podrı´an acumular una dosis significativa de radiacio´n
al exponerse mu´ltiples veces al escaneo, lo cual podrı´a desencadenar efectos secundarios
peligrosos [2, 3].
No obstante, no es tan sencillo como reducir la cantidad de radiacio´n al obtener las ima´ge-
nes, pues en la TC existe una relacio´n directa entre la calidad de la imagen y la dosis de
radiacio´n ionizante emitida. A mayor cantidad de radiacio´n, mayor es la calidad de la ima-
gen [4]. En definitiva, con dosis bajas, se aumenta la cantidad de ruido en las ima´genes, el
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cual puede ocultar detalles anato´micos y disminuir la detectabilidad de lesiones con bajo con-
traste. Adema´s, a dosis muy bajas, pueden exacerbarse efectos indeseados en las ima´genes,
tales como artefactos. Esto se debe a que los sensores del tomo´grafo reciben una cantidad
menor de fotones, disminuyendo ası´ la relacio´n sen˜al a ruido.
De este modo, para conservar un balance adecuado, el principio por el cual se rige la TC
es el de usar las menores dosis de radiacio´n que conserven razonablemente la calidad de la
imagen adquirida. Por esta razo´n, un a´rea actual de investigacio´n consiste en buscar me´to-
dos que reduzcan esta dosis de radiacio´n pero manteniendo una calidad de imagen propia
de escaneos con mayores cantidades de radiacio´n. Las estrategias empleadas generalmente
utilizan mejoras en los sistemas de adquisicio´n o en la reconstruccio´n de la imagen, ası´ como
en el procesado de las ima´genes una vez reconstruidas.
Este proyecto se centra en una estrategia basada en la aplicacio´n del filtro de medias no
locales (Non-Local Means) [5] sobre las ima´genes reconstruidas a partir de las proyecciones
de los rayos X. El gran problema de este algoritmo es el gran coste computacional que supone
al aplicarse en ima´genes de altas resoluciones. Esto conduce a ser un algoritmo prohibitivo
en caso de querer utilizarse para filtrar ima´genes en tiempo real. Por este motivo, durante el
desarrollo de este trabajo se disen˜a y se implementa el algoritmo de medias no locales de
manera paralela para poder ejecutarse en varias unidades de co´mputo simulta´neamente y ası´
poder obtener las ima´genes filtradas en tiempo real.
2
1.1. OBJETIVOS
1.1. Objetivos
Los principales objetivos del proyecto son, a partir de un algoritmo secuencial para el
filtrado de ruido gaussiano, implementarlo en paralelo y posteriormente realizar un estudio
de la ganancia de velocidad (speedup). Las tareas seguidas son las siguientes:
Estudio del algoritmo e implementacio´n secuencial.
Disen˜o del algoritmo paralelo.
Estudio del esta´ndar MPI e implementacio´n paralela.
Experimentacio´n y extraccio´n de conclusiones.
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1.2. Estructura del trabajo
Capı´tulo 1: Introduccio´n⇒ Introduccio´n del problema a resolver y los objetivos del
proyecto. Ası´ como la estructura del documento.
Capı´tulo 2: Estado del arte ⇒ Base teo´rica de varios algoritmos existente para la
eliminacio´n de ruido en ima´genes digitales. Primer contacto con el algoritmo que se
implementa en el proyecto.
Capı´tulo 3: Planificacio´n⇒ Planificacio´n secuencial del flujo de trabajo realizado a
lo largo del proyecto.
Capı´tulo 4: Tecnologı´as⇒ Tecnologı´as utilizadas a lo largo del desarrollo del proyec-
to, como pueden ser editor de co´digo fuente, sistema de control de versiones, lenguaje
de programacio´n, etc.
Capı´tulo 5: Algoritmo ⇒ Ana´lisis y descripcio´n detallada del algoritmo Non-Local
Means. Tambie´n se describe la implementacio´n secuencial realizada y su respectiva
paralelizacio´n.
Capı´tulo 6: Experimentacio´n⇒ Descripcio´n de la experimentacio´n realizada durante
el proyecto. Se detallan tanto los resultados obtenidos en cuanto a la calidad de filtrado
del algoritmo, como los resultados obtenidos en cuanto a la ganancia del algoritmo
paralelo.
Capı´tulo 7: Conclusiones⇒ Conclusiones que se extraen del desarrollo del proyecto
y del resultado obtenido.
Capı´tulo 8: Lı´neas futuras de trabajo ⇒ Se estudian posibles ampliaciones futuras
del proyecto.
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2 Estado del arte
Un a´rea actual de investigacio´n consiste en buscar me´todos que reduzcan la dosis de ra-
diacio´n ionizante en el proceso de adquisicio´n de ima´genes por tomografı´a computacional
pero manteniendo una calidad de imagen propia de adquisiciones con mayores cantidades
de dicha radiacio´n. Las me´todos empleados para ello generalmente consisten en mejorar
los sistemas de adquisicio´n/reconstruccio´n de ima´genes o el procesamiento de las ima´genes
reconstruidas.
Este proyecto se centra en el procesamiento de las ima´genes con el fin de reducir el rui-
do presente en las mismas. Es por esto por lo que se van a describir diferentes algoritmos
existentes para el filtrado de ima´genes.
2.1. Filtro de la Mediana
El filtro de la mediana [6] es un filtro no lineal ampliamente utilizado por su efectividad
a la hora de eliminar ruido preservando los bordes de la imagen. Es un me´todo local en el
cual el pı´xel a filtrar se procesa teniendo en cuenta los valores de sus pı´xeles vecinos. Los
pı´xeles vecinos son aquellos que se encuentran dentro de la ventana de vecindad, que no es
ma´s que una ventana de radio definido centrada en el pı´xel a filtrar. Es un algoritmo sencillo,
cuyo objetivo es reemplazar cada pı´xel de la imagen por la mediana de los pı´xeles que se
encuentran dentro de su ventana de vecindad.
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2.2. Filtro de la Media
El filtro de la media [7] es un filtro lineal empleado para suavizar ima´genes reduciendo la
variacio´n de intensidad entre pı´xeles contiguos. Se utiliza para eliminar ruido en ima´genes,
aunque tiende a suavizar los bordes de las mismas, perdiendo ası´ nitidez. Al igual que el
me´todo anterior, es un algoritmo local, por lo que tambie´n tiene en cuenta los pı´xeles vecinos
al pı´xel que se quiere filtrar. La idea de este me´todo de filtrado es simplemente reemplazar
cada pı´xel de la imagen con el valor promedio de sus vecinos, incluye´ndose a sı´ mismo.
2.3. Filtro Bilateral
El filtro bilateral [8,9] es un filtro adaptativo que suaviza ima´genes mediante una combina-
cio´n no lineal de valores de pı´xeles cercanos. Es un me´todo no iterativo y local que permite
conservar los bordes tras el filtrado. En este filtro, un pı´xel se procesa teniendo en cuenta
criterios geome´trico y fotome´tricos; es decir, entran en juego las distancias espaciales entre
pı´xeles ası´ como la diferencia entre intensidades.
De esta manera, dos pı´xeles contiguos tienden a promediarse si u´nicamente se utiliza un
criterio de distancia espacial; sin embargo, en el filtro bilateral, tambie´n se tiene en cuenta
su intensidad. Si las intensidades son similares, los pı´xeles tienden a igualarlas; pero, si son
muy distintas, dicha diferencia se aplica al co´mputo del algoritmo y ambos pı´xeles conservan
sus intensidades originales. Esto ocurre en el caso de los bordes de las ima´genes.
2.4. Filtro de Medias no Locales
Este trabajo se centra en el filtro de medias no locales [5], un algoritmo no local en el que
el valor de los pı´xeles de la imagen de entrada se modifica mediante un promedio de aquellos
pı´xeles que se consideran de mayor similitud, independientemente de su localizacio´n en la
imagen. En el capı´tulo 5 se estudia en profundidad este me´todo de filtrado.
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3 Planificacio´n
Se han definido diferentes etapas secuenciales para la realizacio´n correcta del proyecto.
Entre ellas destacan etapas de formacio´n, implementacio´n, disen˜o y experimentacio´n.
Investigacio´n. Como primera toma de contacto, se ha investigado a cerca de los pro-
blemas de la tomografı´a computarizada en cuanto a la radiacio´n ionizada. De esta
manera, se entiende y se define el problema a resolver, que es el aumento de ruido en
la adquisicio´n de ima´genes me´dicas cuando se reduce la dosis de radiacio´n.
Formacio´n. Con el fin de poder resolver el problema, se ha estudiado el algoritmo
Non-Local Means para el filtrado de ruido en ima´genes.
Implementacio´n. Una vez aprendido el algoritmo, se ha procedido a implementar el
algoritmo en lenguaje C de manera secuencial.
Formacio´n. Antes de empezar con la paralelizacio´n del algoritmo ha sido necesario
estudiar las principales funciones que otorga el esta´ndar MPI, ası´ como su integracio´n
en C. De esta manera se facilita el proceso de implementacio´n.
Disen˜o. La siguiente etapa corresponde al disen˜o del algoritmo paralelo. Es importante
disen˜ar co´mo se va a abordar la solucio´n antes de empezar con la implementacio´n. En
esta etapa sobre todo se ha estudiado la manera de dividir el proceso entre las diferentes
unidades de co´mputo.
Implementacio´n. Una vez disen˜ado el algoritmo, se procede a adaptar el co´digo se-
cuencial para implementarlo en paralelo. En esta etapa tambie´n se sigue con la forma-
cio´n en el esta´ndar MPI debido a los problemas que surgen durante el desarrollo.
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Experimentacio´n. Ejecucio´n de diferentes pruebas con el algoritmo secuencial y pa-
ralelo con su consiguiente extraccio´n de datos: resolucio´n de imagen de entrada, tiem-
po de ejecucio´n, nu´mero de unidades de co´mputo en las que se ejecuta el algoritmo
paralelizado, etc.
Conclusiones. Estudio de los resultados obtenidos en la fase de experimentacio´n me-
diante comparativas de ambos algoritmos.
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4 Tecnolog´ıas
Se han utilizado varias tecnologı´as a lo largo del desarrollo. Entre ellas destacan Git,
Visual Studio Code, C, GCC y MPI. Cabe destacar que todo el desarrollo del proyecto se ha
realizado bajo el Sistema Operativo Ubuntu Xenial 16.04, exceptuando la experimentacio´n
que se ha realizado en el supercomputador descrito en la seccio´n 4.2.1.
4.1. Software
4.1.1. Sistema de control de versiones
Como sistema de control de versiones se ha utilizado de Git [10], disen˜ado por Linus
Torvalds, inicialmente lanzado en 2005. Esta herramienta permite la gestio´n automa´tica de
los diversos cambios que se realizan sobre los elementos del proyecto, en este caso, sobre el
co´digo fuente. No es una tecnologı´a completamente necesaria para el desarrollo del proyecto,
pero facilita la tarea de guardar avances y deshacer cambios en el co´digo que no producen el
comportamiento deseado.
4.1.2. Editor de co´digo fuente
Visual Studio Code, desarrollado por Miscrosoft y lanzado en 2015, se ha utilizado como
editor del co´digo fuente. Es un editor de texto altamente personalizable que incluye soporte
para la depuracio´n y es compatible con varios lenguajes de programacio´n, entre ellos C, el
lenguaje utilizado en este proyecto. Esta compatibilidad facilita el desarrollo, pues permite
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al usuario completar co´digo de manera inteligente, an˜adir fragmentos de co´digo y refacto-
rizarlo. Adema´s, permite an˜adir plugins que resaltan la sintaxis del lenguaje y lo formatean
automa´ticamente para una correcta visualizacio´n. Tambie´n tiene integracio´n con el sitema de
control de versiones Git, mencionado anteriormente.
4.1.3. Lenguaje de programacio´n
El lenguaje de programacio´n utilizado durante el desarrollo del proyecto ha sido C [11],
desarrollado por Dennis Ritchie y lanzado en 1972. Es un lenguaje de programacio´n impe-
rativo que dispone de estructuras tı´picas de lenguajes de alto nivel y, a su vez, permite un
control a muy bajo nivel. Se ha utilizado por su eficiencia y por ser uno de los lenguajes
compatibles con MPI.
4.1.4. MPI
El pilar del proyecto reside en el uso del esta´ndar MPI [12], pues es la tecnologı´a que
permite la parelizacio´n de co´digo. La Interfaz de Paso de Mensajes (MPI, Message Passing
Interface) es un protocolo de comunicacio´n entre computadoras. De esta manera, permite la
comunicacio´n entre nodos que ejecutan un programa en un sistema de memoria distribuida
(sistema en el que cada una de las unidades de co´mputo posee su espacio de memoria). Las
implementaciones en MPI consisten en un conjunto de bibliotecas de rutinas que pueden ser
utilizadas en programas escritos en los lenguajes de programacio´n C, C++, Fortran y Ada.
La ventaja de MPI sobre otras bibliotecas de paso de mensajes, es que los programas que la
utilizan son portables, dado que MPI ha sido implementado para casi toda arquitectura de
memoria distribuida, y ra´pidos, pues cada implementacio´n de la librerı´a ha sido optimizada
para el hardware en el cual se ejecuta.
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4.1.5. Octave
GNU Octave [13] es un lenguaje de alto nivel desarrollado por el Proyecto GNU y lan-
zado en 1988 destinado principalmente a ca´lculos nume´ricos. Proporciona una interfaz de
lı´nea de comandos conveniente para resolver problemas lineales y no lineales nume´ricamen-
te y para realizar otros experimentos nume´ricos. Tiene extensas herramientas para resolver
problemas comunes de a´lgebra lineal nume´rica, encontrar las raı´ces de ecuaciones no linea-
les, integrar funciones ordinarias, manipular polinomios e integrar ecuaciones diferenciales
y diferenciales-algebraicas ordinarias.
Se ha utilizado principalmente para el ca´lculo del PSNR (ver seccio´n 6.1) y la adicio´n de
ruido gaussiano con diferentes desviaciones esta´ndar a las ima´genes de prueba.
4.1.6. Compiladores
GCC (GNU Compiler Collection) [14], es un conjunto de compiladores de software libre
desarrollados por el Proyecto GNU y lanzados en 1987. Se ha utilizado en su versio´n 5.4.0
para compilar el programa secuencial escrito en C. El co´digo paralelo se ha compilando ha-
ciendo uso de MPICC, que proporciona las opciones y las librerı´as necesarias para compilar
y enlazar programas MPI escritos en C.
Para facilitar la compilacio´n del proyecto se ha hecho uso de la herramienta GNU Ma-
ke. Esta herramiento permite la gestio´n de dependencias, tı´picamente, existentes entre los
archivos que componen el co´digo fuente de un programa, para dirigir su compilacio´n/recom-
pilacio´n automa´ticamente.
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4.2. Hardware
4.2.1. Supercomputador
El clu´ster con el que se ha realizado la experimentacio´n y el ca´lculo de tiempos, posee
el sistema operativo CentOS Linux versio´n 5.6 para la arquitectura x86 de 64bit [15]. Su
composicio´n es de veintise´is nodos de ca´lculo HP Proliant SL 390 G7. La composicio´n de
cada uno de estos nodos es
2 x CPU Intel Xeon X5660
– 6 cores de 2,80 Ghz, Max Turbo 3,2 Ghz
– 12 MB cache Level 2
Memoria RAM 48 GB DDR3-1333
Disco duro SATA de 500 GB
lo cual hace un total de 26×2×6 unidades de co´mputo. Cabe destacar que la comunicacio´n
entre estos nodos se realiza a trave´s de una red Gigabit Ethernet y una red de baja latencia
basada en Infiniband QDR.
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5 Algoritmo
En este capı´tulo se describira´ el algoritmo Non-Local Means para la correcio´n de ruido
en ima´genes digitales con su implementacio´n en secuencial y, posteriormente, co´mo se ha
disen˜ado su implementacio´n en paralelo.
5.1. Non-Local Means
El filtro de medias no locales, Non-Local Means [5], es un algoritmo empleado en el pro-
cesamiento de ima´genes digitales para la correccio´n de ruido. Como su nombre indica, es un
algoritmo no local. Esto significa que, a diferencia de otros filtros locales de correccio´n de
ruido, el valor de los pı´xeles de la imagen de entrada se modifica mediante un promedio de
aquellos pı´xeles que se consideran de mayor similitud, independientemente de su localiza-
cio´n en la imagen. En definitiva, este algoritmo se puede aplicar recorriendo todos los pı´xeles
de la imagen para cada uno de los pı´xeles a filtrar. Esta caracterı´stica otorga al algoritmo una
mayor calidad de filtrado, pues se produce una menor pe´rdida de detalles en la imagen. La
descripcio´n formal del algoritmo es la siguiente.
Dada una imagen discreta ruidosa v = {v(i)|i ∈ I}, el valor estimado en la imagen filtrada
NL[v](i), para un pı´xel i, viene dado por una media ponderada de todos los pı´xeles en la
imagen
NL[v](i) =∑
j∈I
w(i, j)v( j) (5.1)
donde el conjunto de pesos {w(i, j)} j depende de la similitud entre los pı´xeles i y j y satisface
las condiciones 0≤ w(i, j)≤ 1 y ∑ j w(i, j)v( j) = 1.
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Esta similitud depende de la similitud del vector de intensidad del nivel de gris v(Ni)
y v(N j), donde Nk es el vecindario cuadrado de taman˜o fijo centrado en el pı´xel k. Esta
similitud se mide como una funcio´n decreciente de la distancia euclı´dea ponderada, ‖ v(Ni)−
v(N j) ‖22,a, donde a > 0 es la desviacio´n esta´ndar del kernel gaussiano. Aquellos pı´xeles con
un vencindario similar en nivel de grises a v(Ni) tienen un mayor peso en el promedio. Dichos
pesos esta´n definidos como
w(i, j) =
1
Z(i)
e−
‖v(Ni)−v(Nj)‖22,a
h2 (5.2)
donde Z(i) es la constante de normalizacio´n
Z(i) =∑
j
e−
‖v(Ni)−v(Nj)‖22,a
h2 (5.3)
y el para´metro h actu´a como grado de filtrado y controla la caı´da de la funcio´n exponencial
y, por lo tanto, la caı´da de los pesos en funcio´n de las distancias euclı´deas.
5.1.1. Adaptacio´n del algoritmo
Para la implementacio´n del algoritmo descrito, se ha an˜adido una ventana de bu´squeda.
Esto implica que, para cada pı´xel de la imagen, no se recorren todos los pı´xeles de la imagen,
sino que se recorren los pı´xeles de dicha ventana. De esta manera, la ecuacio´n 5.1 vendrı´a
dada por
NL[v](i) = ∑
j∈R
w(i, j)v( j) (5.4)
donde R es la ventana de bu´squeda definida con i como pı´xel central.
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5.2. Notas previas
Es importante explicar algunas de las estructuras de datos empleadas para el desarrollo
del algoritmo. Las ma´s importantes corresponden a dos struct definidos para encapsular la
informacio´n relativa a la imagen de entrada y a las ventanas de similitud del algoritmo.
En primer lugar, cabe destacar que el co´digo funciona con ima´genes en formato PGM
(Portable Gray Map) versio´n P5, tambie´n conocida como versio´n raw [16]. Es una versio´n
del formato binaria. Tambie´n existe una versio´n no binaria, la versio´n P2; tambie´n conocida
como versio´n plana del formato. Una imagen PGM representa una imagen gra´fica en escala
de grises. Este formato contiene lo siguientes datos, separados por espacios en blanco o
tabuladores:
Dos caracteres que identifican la versio´n del fichero. En el caso descrito, los caracteres
((P5)).
La anchura (x) y altura (y) de la imagen formateadas como caracteres ASCII. Sus
valores se escriben en decimal.
El ma´ximo valor de gris, tambie´n escrito en ASCII decimal. Debe ser un valor inferior
a 65536 y mayor que 0.
Una conjunto de x filas ordenadas de arriba hacia abajo. Cada una de las filas consta
de y valores de gris ordenados de izquierda a derecha. Cada valor gris es un nu´mero
comprendido entre 0 (negro) y el ma´ximo valor de gris (blanco). Cada valor de gris
corresponde a un pı´xel y se representa en binario puro por uno o dos bytes. Si el
ma´ximo valor de gris es inferior a 256, es de un byte. En caso contrario, es de dos
bytes; siendo el primero de ellos el ma´s significativo.
De esta manera, se ha definido una estructura que contiene toda la informacio´n relativa a
la imagen de entrada que recibe el programa: nu´mero de filas, nu´mero de columnas, ma´xi-
mo valor de gris y la matriz correspondiente a cada uno de los pı´xeles de la imagen. Esta
informacio´n se extrae con el correspondiente me´todo encargado de leer el fichero de entrada.
Tambie´n se ha definido un me´todo encargado de escribir en un fichero esta estructura.
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Con respecto a la matriz de la imagen, es necesario remarcar que se define de manera
contigua en memoria fila a fila. Se ha definido un me´todo encargado de reservar el espacio
en memoria de esta manera especı´fica, porque si bien C almacena cada fila de manera con-
tigua en memoria, no lo hace entre las diferentes filas de una matriz. Esta eleccio´n facilita
posteriormente el envı´o de mensajes utilizando MPI.
La segunda estructura de datos que se ha definido contiene la informacio´n relativa a una
ventana: matriz sobre la que trabaja, con sus respectivos lı´mites (fila inicial, fila final, colum-
na inicial y columna final); ası´ como la anchura y la altura de la ventana. Ası´ pues, segu´n
la definicio´n del tipo de datos, se accede al pı´xel i× j de la ventana mediante la operacio´n
i× j=matriz[ f ila inicial+ i][columna inicial+ j], donde 0< i< altura y 0< j< anchura.
5.3. Implementacio´n secuencial
Con todo lo descrito en las secciones anteriores, el algoritmo finalmente implementado es
el siguiente. Para todos los pı´xeles p de la imagen, tendrı´amos que el pı´xel filtrado es
p′ =
1
∑q∈B(p,r)w(p,q)
∑
q∈B(q,r)
q ·w(p,q) (5.5)
donde B(i,x) es una ventana de vecindad centrada en el pı´xel i y de radio x, lo cual supone
un taman˜o de (2x+ 1)× (2x+ 1). De esta manera, B(p,r) y B(q,r) hacen referencia a la
ventana de bu´squeda mencionada en la seccio´n 5.1.1 con un radio r fijado por para´metro en
el co´digo del programa.
El peso o similitud entre pı´xeles se computa de la siguiente manera
w(p,q) = e−
max(d2−2σ2, 0,0)
h2 (5.6)
w(p, p) = max{w(p,q), q ∈ B(p,r)} (5.7)
donde σ es la desviacio´n esta´ndar del ruido, h es el para´metro de filtrado fijado en funcio´n
del valor de σ y d es la distancia euclı´dea ponderada. Esta distancia entre dos ventanas de
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similitud de radio fijado f , B(p, f ) y B(q, f ), se calcula segu´n la siguiente expresio´n
d2 =
1
(2 f +1)2 ∑k∈K
(B(p, f )[k]−B(q, f )[k])2 (5.8)
donde K es el conjunto de ı´ndices de una ventana de radio f y B(p, f )[k] hace referencia al
pı´xel k en la ventana B(p, f ). De la misma manera se obtiene el pı´xel k en la segunda ventana
de similitud.
Para implementar la ecuacio´n 5.5, se va acumulando la suma de los pesos que se van
calculando (denominador de la expresio´n) y tambie´n se acumulan las multiplicaciones del
pı´xel q con su respectivo peso (numerador de la expresio´n). La expresio´n 5.7 se traduce por
el ma´ximo w(p,q) para todo q perteneciente a la ventana de bu´squeda centrada en p. Esto se
ha implementado almacenando el mayor peso computado hasta el momento en cada iteracio´n
del bucle principal.
Como se puede observar, en la expresio´n 5.6 se hace uso de la distancia euclı´dea descrita
en 5.8. Esta distancia se ha calculado mediante la implementacio´n del struct mencionado
anteriormente y que representa las ventanas de similitud de cada pı´xel. De esta manera, se ha
implementado un me´todo que recibe dos ventanas de similitud y computa la diferencia entre
ellas.
Es importante remarcar que la imagen original de entrada se acolcha f pı´xeles por todos
los lados de la misma. Esto se ha disen˜ado ası´ para evitar problemas de rango a la hora de
recorrer pı´xeles de la imagen o de las ventanas definidas. En el caso de las ventanas de radio
r se hacen comprobaciones antes de recorrerlas para no salirse de los rangos.
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5.4. Implementacio´n paralela
En un algoritmo paralelo se tienen diferentes unidades de co´mputo o procesos, que llevan
a cabo tareas de manera simulta´nea. Para la explicacio´n de esta implementacio´n, se define K
como el nu´mero total de unidades de co´mputo disponibles. De todos estos procesos, uno de
ellos es el proceso root o padre, que se diferencia de los dema´s en que este se encarga de la
lectura de la imagen de entrada y la escritura de la imagen filtrada.
El esquema ba´sico de paralelizacio´n disen˜ado para la implementacio´n del algoritmo con-
siste en las siguientes partes:
Lectura y acolchado de la imagen de entrada por el proceso padre.
Divisio´n de los datos de entrada entre las diferentes unidades de co´mputo.
Co´mputo paralelo del algoritmo. En definitiva, aplicacio´n del algoritmo en los diferen-
tes procesos.
Unio´n de los resultados de todos los procesos al proceso padre para la escritura de la
imagen filtrada.
Ası´ pues, en primer lugar, el proceso padre lee la imagen de entrada y la acolcha mientras
el resto de procesos espera en lo que se conoce como una barrera. Con respecto al acolchado,
cabe destacar que no se acolcha con f pı´xeles como en el algoritmo secuencial, sino que se
acolcha con r+ f pı´xeles a todos los lados de la imagen; siendo f el radio de la ventana de
similitud y r el radio de la ventana de bu´squeda.
El principal problema a resolver en la paralelizacio´n del algoritmo reside en dividir la
tarea entre las diferentes unidades de co´mputo disponibles. Esta divisio´n se lleva a cabo
mediante la descomposicio´n de la imagen de entrada I en K partes, siendo K el nu´mero de
unidades de co´mputo disponibles. Ası´, se tiene que cada unidad de co´mputo k, trabaja con Ik
como imagen de entrada. Con el objetivo de implementar un algoritmo eficiente, se realiza
una divisio´n de la imagen por filas debido a la manera en que C almacena en memoria los
elementos de un array, como se menciona en la seccio´n 5.2.
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Siendo N el nu´mero total de filas de la imagen, la cantidad de filas n que le corresponde a
cada proceso k, se calcula de manera trivial
nk =

N
K
+N mo´d K si k = 0
N
K
si k 6= 0
(5.9)
donde n0 es el proceso padre. Con esto, el proceso padre envı´a nk filas de la imagen a cada
uno de los procesos de manera contigua. A partir de ahora, se entiende como nk a las filas
concretas que recibe el proceso k y no al nu´mero de filas en sı´.
Figura 5.1: Divisio´n de la imagen en tres unidades de co´mputo (elaboracio´n propia)
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Es ma´s problema´tica la divisio´n de la imagen acolchada, pues no basta con calcular el
nu´mero de filas que le corresponde a cada proceso. En esta divisio´n se tiene en cuenta que
cada k necesita que su porcio´n de imagen de entrada este´ acolchada r+ f pı´xeles. Es por esto
por lo que la divisio´n de la imagen acolchada ya no se realiza de manera contigua, sino que
se hace mediante solapamiento. Esto quiere decir, por ejemplo, que el proceso k = 2, en su
imagen acolchada, posee r+ f filas pertenecientes a n1 y n3; suponiendo que K > 2.
Figura 5.2: Divisio´n de la imagen acolchada r+ f pı´xeles (elaboracio´n propia)
Con su porcio´n de imagen original e imagen acolchada, cada uno de los procesos puede
aplicar el algoritmo. Gracias al acolchado de r+ f y la divisio´n solapada de la imagen, se
consigue un resultado equivalente al algoritmo en secuencial. Una vez todos los procesos
obtienen su parte de la imagen filtrada, la envı´an al proceso padre, que se encarga de unirlas
y escribirlas en el fichero de salida.
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6 Experimentacio´n
En este capı´tulo se realiza una descripcio´n de la experimentacio´n realizada durante el
proyecto. Es importante destacar que dichas pruebas se han ejecutado bajo el clu´ster descrito
anteriormente en la seccio´n 4.2.
Por un lado, se comentan los resultados obtenidos desde el punto de vista de la calidad de
filtrado del algoritmo descrito. De esta manera, se muestran diferentes ima´genes me´dicas con
ruido y su posterior imagen filtrada, ası´ como los valores del PSNR (Peak Signal-to-Noise
Ratio) [17].
Por otro lado, se realiza un ana´lisis de rendimiento del algoritmo paralelo con respecto
al secuencial. Para ello se miden los tiempos de ejecucio´n del programa en secuencial y
paralelo con la misma imagen de entrada y los mismos para´metros, con el fin de calcular la
ganancia o speedup.
6.1. Resultados
En primer lugar, es necesario remarcar que existen diferentes me´todos para estimar la
calidad de una imagen procesada con respecto a la imagen original. Uno de ellos es el PSNR,
que representa la relacio´n entre la potencia ma´xima posible de una sen˜al y la potencia de
ruido corruptor que afecta a la fidelidad de su representacio´n. En el caso que se estudia,
la sen˜al corresponde con la imagen original y el ruido con la imagen con ruido gaussiano
introducido tras su filtrado.
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De esta manera, el PSNR se define fa´cilmente mediante el error cuadra´tico medio, cono-
cido por sus siglas en ingle´s MSE (Mean Squared Error). El MSE se puede definir de la
siguiente manera, dada una imagen I monocroma sin ruido de dimensiones m×n y la misma
imagen con ruido filtrada K
MSE =
1
mn
m−1
∑
i=0
n−1
∑
j=0
(I(i, j)−K(i, j))2 (6.1)
El PSNR, en decibelios, se define como
PSNR = 10 · log10
(
MAX2I
MSE
)
= 20 · log10
(
MAXI√
MSE
)
(6.2)
donde MAXI es el ma´ximo valor posible de un pı´xel en la imagen I. Cabe destacar que, a
mayor valor de PSNR, mayor es la calidad de la imagen filtrada.
En segundo lugar, procede sen˜alar que los resultados que se muestran a continuacio´n se
han obtenido con una ventana de bu´squeda r de dimensiones 11×11 (radio 5), una ventana
de similitud f de dimensiones 5×5 (radio 2) y con el para´metro de filtrado fijado a h= 5 ·σ ,
donde σ es la desviacio´n esta´ndar del ruido an˜adido a la imagen original. Estos valores de
los para´metros se han elegido teniendo en cuenta los resultados empı´ricos que demuestran
su buen comportamiento [5, 18].
Se ha escogido un conjunto de ima´genes me´dicas a las cuales se les ha an˜adido ruido
gaussiano con diferentes desviaciones: 10, 20, 30 y 40. Una vez obtenidas todas las ima´genes,
se ha calculado el PSNR entre la imagen original y la imagen ruidosa. A continuacio´n, tras
aplicar el algoritmo de filtrado, se ha calculado el PSNR entre la imagen original y la imagen
filtrada. De esta manera se puede realizar una comparacio´n entre ambos PSNR y determinar
si el algoritmo aumenta la calidad de la imagen. Con el fin de que sea ma´s ilustrativo el
resultado visual, u´nicamente se muestran aquellos ejemplos con σ = 40.
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(a) Imagen original, 1024 x 964 (b) Imagen con ruido gaussiano
an˜adido de desviacio´n 40
(c) Imagen filtrada
Figura 6.1: Imagen axial (cortesı´a del Prof. Frank Gaillard, radiopaedia.org, rID: 37008)
(a) Imagen original, 1024 x 1024 (b) Imagen con ruido gaussiano
an˜adido de desviacio´n 40
(c) Imagen filtrada
Figura 6.2: Imagen coronal (cortesı´a del Prof. Frank Gaillard, radiopaedia.org, rID: 37008)
(a) Imagen original, 1024 x 997 (b) Imagen con ruido gaussiano
an˜adido de desviacio´n 40
(c) Imagen filtrada
Figura 6.3: Imagen sagital (cortesı´a del Prof. Frank Gaillard, radiopaedia.org, rID: 37008)
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A continuacio´n, se muestran los valores de PSNR entre las ima´genes de ejemplo. Esto es,
el ca´lculo de PSNR para todas las combinaciones entre imagen original e imagen ruidosa; ası´
como todas las combinaciones entre imagen original e imagen filtrada. Teniendo en cuenta lo
mencionado anteriormente, existen ima´genes ruidosas de diferentes desviaciones. Tambie´n
se muestra la diferencia de PSNR con el fin de remarcar el aumento del mismo tras filtrar la
imagen ruidosa.
σ Imagen original y ruidosa Imagen original y filtrada Diferencia
10 29.57 32.95 3.38
20 23.55 28.67 5.12
30 20.07 25.91 5.84
40 17.64 24.01 6.38
Tabla 6.1: Valores de PSNR entre las diferentes ima´genes axiales (elaboracio´n propia)
σ Imagen original y ruidosa Imagen original y filtrada Diferencia
10 29.97 32.89 2.90
20 24.00 28.10 4.12
30 20.48 25.01 4.53
40 18.03 23.00 4.98
Tabla 6.2: Valores de PSNR entre las diferentes ima´genes coronales (elaboracio´n propia)
σ Imagen original y ruidosa Imagen original y filtrada Diferencia
10 29.98 32.36 2.38
20 23.99 27.75 3.75
30 20.52 24.71 4.19
40 18.10 22.73 4.63
Tabla 6.3: Valores de PSNR entre las diferentes ima´genes sagitales (elaboracio´n propia)
Como se puede observar, el PSNR entre ima´genes originales y ruidosas disminuye cuanto
mayor es la desviacio´n esta´ndar del ruido como cabe esperar. Tras el filtrado de las ima´genes,
se mantiene esta decadencia del ratio; sin embargo, este es mayor entre las ima´genes filtradas
y la original, lo cual indica que el algoritmo de filtrado implementado funciona correctamen-
te. Adema´s, se puede observar en los datos extraı´dos que, cuanto mayor es la desviacio´n del
ruido an˜adido a la imagen original, mayor es el aumento del PSNR tras filtrar la imagen.
Esto tambie´n es un buen indicativo de que el algoritmo funciona correctamente, puesto que
en estos casos se realiza una mayor reconstruccio´n de la imagen en comparacio´n a ima´genes
de´bilmente contaminadas con ruido.
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Figura 6.4: Resultados obtenidos para las ima´genes axiales (elaboracio´n propia)
Con el fin de dotar los resultados obtenidos de mayor visualidad, se muestra una gra´fica
de barras de los resultados extraı´dos para las ima´genes axiales. Por u´ltimo, destacar que los
resultados han sido similares para todas las ima´genes testadas.
6.2. Rendimiento
Con el fin de obtener una cuantificacio´n del rendimiento del algoritmo paralelo desarrolla-
do, se ha calculado la ganancia o el speedup del algoritmo paralelo ejecutado en diferentes
unidades de co´mputo con respecto al algoritmo secuencial. La fo´rmula utilizada es la si-
guiente
S =
Tsecuencial
Tparalelo
(6.3)
donde Tsecuencial es el tiempo de ejecucio´n del algoritmo secuencial y Tparalelo es el tiempo de
ejecucio´n del algoritmo paralelo. Procede destacar que el tiempo de ejecucio´n T es el tiempo
total de ejecucio´n de todo el proceso; lo cual conlleva la lectura de la imagen, el acolchado,
el co´mputo de la imagen resultante y su posterior escritura.
Cabe destacar que los resultados que se muestran a continuacio´n se han obtenido con una
ventana de bu´squeda r de dimensiones 21× 21 (radio 10) y una ventana de similitud f de
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dimensiones 5× 5 (radio 2). La imagen de entrada tiene unas dimensiones de 660× 1024
pı´xeles.
Figura 6.5: Mamografı´a utilizada para el estudio de la ganancia del algoritmo paralelo [19]
Se han definidos varios casos de estudio para el ca´lculo de la ganancia. En primer lugar,
hay que tener en cuenta que, como se ha mencionado en la seccio´n 4.2, el clu´ster bajo el
que se han realizado las pruebas posee un total de veintise´is nodos con doce cores cada uno.
De esta manera, los casos de estudios consisten en ejecutar el co´digo en un u´nico nodo y
variando el nu´mero de cores utilizados hasta utilizar los doce. Adema´s, se estudian otros
casos variando el nu´mero de nodos empleando los doce nodos en cada uno de ellos. Esto
es, en definitiva, realizar pruebas ∀K ∈{1,2,3,4,5,6,7,8,9,10,11,12,24,36,48,60,72,84},
donde K es el nu´mero de unidades de co´mputo.
Primero se estudian los casos de aquellas ejecuciones en un mismo nodo. A continuacio´n,
se muestran los resultados obtenidos para dichos casos de estudios, que son el tiempo de
ejecucio´n junto con la ganancia con respecto al algoritmo secuencial. Se entiende que la
ejecucio´n secuencial corresponde a aquella ejecutada en un u´nico core o unidad de co´mputo.
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Nu´mero de cores Tiempo de ejecucio´n (s) Ganancia
1 147.026 1
2 72.309 2.033
3 50.169 2.931
4 39.359 3.736
5 31.506 4.667
6 26.753 5.496
7 22.960 6.404
8 20.722 7.095
9 18.059 8.141
10 17.453 8.424
11 15.433 9.527
12 14.346 10.249
Tabla 6.4: Tiempo de ejecucio´n y ganancia en los cores de un nodo (elaboracio´n propia)
Como se puede observar en los resultados que se muestran en la tabla, se tiene que el
algoritmo secuencial filtra la imagen en 147.026 segundos. Esto es equivalente a 2 minutos
y 27 segundos, lo cual supone un tiempo prohibitivo para aplicar el algoritmo en tiempo
real. Si se le an˜ade la necesidad de filtrar varias ima´genes, con mayores resoluciones y con
ventanas de bu´squeda ma´s grandes, los tiempos aumentarı´an de manera muy considerable.
Convirtiendo al algoritmo en una opcio´n no viable.
Figura 6.6: Gra´fica de los tiempos de ejecucio´n en un nodo (elaboracio´n propia)
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En la gra´fica anterior se ve con claridad co´mo disminuye el tiempo de ejecucio´n a medida
que aumentan las unidades de co´mputo, como cabrı´a esperar. Debido a que el algoritmo
paralelo divide el dominio del problema en subdominios independientes a priori de igual
taman˜o, teo´ricamente se puede obtener una paralelizacio´n perfecta. Por esto, a continuacio´n
se muestra una gra´fica comparativa entre el tiempo de ejecucio´n obtenido y el tiempo de
ejecucio´n ideal suponiendo una paralelizacio´n perfecta, donde
Tideal =
Tsecuencial
K
(6.4)
y K es el nu´mero de cores.
Figura 6.7: Gra´fica de la comparativa entre el tiempo obtenido y el ideal (elaboracio´n propia)
Se observa que el tiempo obtenido se ajusta muy bien al tiempo ideal. Lo cual indica que
se ha disen˜ado el algoritmo correctamente. El pequen˜o aumento de tiempo es inherente a
este tipo de paralelizacio´n, pues requiere de una comunicacio´n mediante el paso de mensaje
entre las diferentes unidades de co´mputo.
El siguiente conjunto de casos de estudio precisamente ilustra bien esa pe´rdida de ve-
locidad en tiempos de ejecucio´n debida al aumento de los cores en los que se ejecuta el
algoritmo. Se prueba el algoritmo paralelo con varios nodos utilizando todos sus cores, de
manera que se realizan grandes cantidades de pasos de mensajes.
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Nu´mero de cores Tiempo de ejecucio´n (s) Ganancia
1 147.026 1
24 9.237 15.917
36 7.669 19.171
48 6.103 24.091
60 3.931 37.402
72 5.320 27.636
84 6.367 15.696
Tabla 6.5: Tiempo de ejecucio´n y ganancia en los cores de varios nodos (elaboracio´n propia)
Figura 6.8: Gra´fica de los tiempos de ejecucio´n en varios nodos (elaboracio´n propia)
Figura 6.9: Tiempo obtenido y tiempo ideal en varios nodos (elaboracio´n propia)
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En las gra´ficas anteriores se muestra claramente co´mo el tiempo de ejecucio´n obtenido y
el ideal difieren ma´s que en la gra´fica 6.7 debido al aumento considerable de las unidades de
co´mputo. Es ma´s, se produce un punto de inflexio´n entre 60 y 72 nodos en el que deja de ser
o´ptimo paralelizar ma´s la ejecucio´n del algoritmo. El volumen de datos no es lo suficiente-
mente grande como para que la pe´rdida por comunicaciones rentabilice la paralelizacio´n.
A continuacio´n se representan los datos obtenidos en cuanto a la ganancia.
Figura 6.10: Ganancia obtenida y ganancia ideal en un nodo (elaboracio´n propia)
Figura 6.11: Ganancia obtenida y ganancia ideal en varios nodos (elaboracio´n propia)
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Hay que tener en cuenta que la ganancia ideal segu´n una paralelizacio´n perfecta serı´a
equivalente al nu´mero de cores en los que se ejecuta el algoritmo, puesto que nos indica
cua´ntas veces es ma´s ra´pida la ejecucio´n paralela con respecto a la ejecucio´n secuencial. De
estas gra´ficas se pueden extraer las mismas conclusiones que de las anteriores, simplemente
enfoca los resultados desde otro punto de vista.
En un primer momento, con un u´nico nodo, la ganancia obtenida se ajusta muy bien a
la ideal, a pesar de que se van distanciando con el aumento de cores. Se puede observar
como, en los datos obtenidos, el algoritmo paralelo llega a ser 37.402 veces ma´s ra´pido que
el secuencial con 60 cores; sin embargo, con 72 el algoritmo solo es 27.636 veces ma´s ra´pido
y con 84 u´nicamente 15.696 veces ma´s ra´pido, debido a lo mencionado anteriormente en el
ana´lisis de los tiempos de ejecucio´n.
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7 Conclusiones
En este trabajo se ha propuesto un algoritmo paralelo basado en el algoritmo de medias no
locales capaz de filtrar el ruido en ima´genes me´dicas. De esta manera, se le permite al usuario
final eliminar el ruido de ima´genes con grandes resoluciones en el menor tiempo posible,
pudie´ndose aplicar el algoritmo en tiempo real; lo cual es imposible en la versio´n secuencial
del mismo. Los experimentos realizados a lo largo del desarrollo ponen de manifiesto la
utilidad del algoritmo.
En primer lugar, se ha comprobado que, como se espera de un algoritmo de filtrado, el
PSNR entre la imagen original y la imagen filtrada aumenta con respecto al PSNR entre la
imagen original y la imagen ruidosa. Este aumento es considerable, lo cual es indicativo del
aumento de la calidad de la imagen.
En segundo lugar, con respecto a los tiempos de ejecucio´n, se muestra que efectivamente
el algoritmo es ma´s ra´pido conforme ma´s unidades de co´mputo se utilicen. Se realiza una
paralelizacio´n pra´cticamente perfecta del problema. U´nicamente se producen pe´rdidas debi-
do al paso de mensajes entre nodos, los cuales son inherentes al esta´ndar MPI empleado para
paralelizar el problema.
Estas caracterı´sticas hacen del algoritmo una herramienta que podrı´a utilizarse de manera
generalizada en hospitales y centros me´dicos para obtener ima´genes TC de calidad reducien-
do las dosis de radiacio´n ionizante que se ha demostrado que puede causar maliginidad en
los pacientes que son expuestos a esta.
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8 L´ıneas futuras de trabajo
Se han estudiado varias posibles ampliaciones futuras durante el desarrollo del proyecto.
Entre ellas, destacan aquellas orientadas a la mejora de la calidad de la imagen filtrada y
aquellas orientadas a aumentar la ganancia del algoritmo.
Es de especial intere´s en el a´mbito de la medicina mejorar la calidad de la imagen resul-
tante. Por esto, dado que el algoritmo empleado para el filtrado de ruido tiende a suavizar
toda la imagen, una posible ampliacio´n consistirı´a en modificar el algoritmo para conseguir
una mejor conservacio´n de los bordes. En primer lugar se aplicarı´a un algoritmo capaz de de-
tectar los bordes de la imagen y en aquellos pı´xeles que se situ´en en ellos aplicar un me´todo
de filtrado diferente.
Como se ha comentado anteriormente, es muy u´til disminuir el tiempo de ejecucio´n del
algoritmo para facilitar la obtencio´n de ima´genes filtradas en el menor tiempo posible. Una
ampliacio´n para mejorar este aspecto consistirı´a en aplicar paralelizacio´n a nivel de hilos
mediante OpenMP [20]. Es una interfaz de programacio´n de aplicaciones para la programa-
cio´n multiproceso de memoria compartida que puede integrarse en programas escritos en
C, como es el caso. Se basa en el modelo fork-join, donde una tarea muy pesada se divide
en un nu´mero de hilos (fork) con menor peso, para luego unir sus resultados en uno u´nico
(join). De esta manera, se aplicarı´a paralelizacio´n mediante MPI para dividir el problema en
diferentes unidades de co´mputo junto con OpenMP para dividir el problema de cada unidad
de co´mputo en sus diferentes hilos.
Tambie´n existe la posiblidad de paralelizar a nivel de hilos utilizando CUDA [21]. Es
una plataforma de ca´lculo paralelo y un modelo de programacio´n desarrollado por NVIDIA
para la computacio´n general en unidades de procesamiento gra´fico (GPU). Con CUDA, los
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desarrolladores pueden acelerar considerablemente las aplicaciones de ca´lculo aprovechando
la potencia de las GPU. En las aplicaciones aceleradas por la GPU, la parte secuencial de
la carga de trabajo se ejecuta en la CPU, que esta´ optimizada para un rendimiento con un
u´nico subproceso, mientras que la parte de la aplicacio´n que requiere un uso intensivo de la
computacio´n se ejecuta en miles de nu´cleos de GPU en paralelo.
Otras lı´neas de investigacio´n futuras podrı´an estar centradas en la flexibilidad de la apli-
cacio´n. Permitiendo ası´ filtrar ima´genes TC en 3D en las cuales el tiempo de co´mputo es
mucho ma´s elevado. Tambie´n existe la posibilidad de filtrar ima´genes en RGB o en diferen-
tes formatos, no u´nicamente PGM. Ası´ como disen˜ar una interfaz amigable para el usuario y
facilitar la ejecucio´n en paralelo del programa.
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