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Abstract
Place an obstacle with probability 1−p independently at each vertex of Zd, and run
a simple random walk until hitting one of the obstacles. For d ≥ 2 and p strictly above
the critical threshold for site percolation, we condition on the environment where the
origin is contained in an infinite connected component free of obstacles, and we show
that for environments with probability tending to one as n→∞ there exists a unique
discrete Euclidean ball of volume d log1/p n asymptotically such that the following
holds: conditioned on survival up to time n we have that at any time t ∈ [nn, n] (for
some n →n→∞ 0) with probability tending to one the simple random walk is in this
ball. This work relies on and substantially improves a previous result of the authors
on localization in a region of volume poly-logarithmic in n for the same problem.
1 Introduction
For d ≥ 2, we consider a random environment where each vertex of Zd is placed with
an obstacle independently with probability 1 − p. On this random environment, we then
consider a discrete-time simple random walk (St)t∈N started at the origin and killed at
time τ when the random walk hits an obstacle for the first time. In this paper, we study
the quenched behavior of the random walk conditioned on survival for a large time. For
convenience of notation, throughout the paper we use P (and E) for the probability measure
with respect to the random environment, and use P (and E) for the probability measure
with respect to the random walk. Our main result in the present article is the following.
Theorem 1.1. For any fixed d ≥ 2 and p > pc(Zd) (the critical threshold for site perco-
lation), we condition on the event that the origin is in an infinite cluster (i.e., an infinite
connected component) free of obstacles. Then there exists a constant C = C(d, p) and a
P-measurable discrete ball Bn ⊆ Zd of cardinality at most (1+ n)d log1/p n (where n tends
to 0 as n→∞) such that the following holds: for any t ∈ [Cn(log n)−2/d, n]
P(St ∈ Bn | τ > n)→ 1 in P-probability . (1.1)
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Here a discrete ball (in Zd) is the set that contains all the lattice points of some Euclidean
ball (in Rd).
A key step toward proving Theorem 1.1 is the following result which states that con-
ditioned on survival the random walk is localized in a single local neighborhood; this is
sometimes known as the one-city theorem in literature.
Theorem 1.2. For any fixed d ≥ 2 and p > pc(Zd), we condition on the event that the
origin is in an infinite cluster free of obstacles. Let v∗ be the maximizer of the variational
problem (3.5), which is measurable with respect to the environment. Then there exist con-
stants κ,C only depending on (d, p) such that the following holds: Let T be the first time
that the random walk visits B(logn)κ/2(v∗) (i.e., a ball centered at v∗ of radius (log n)
κ/2).
Then
P
(
T ≤ C|v∗|, {St : t ∈ [T, n]} ⊆ B(logn)κ/2(v∗) | τ > n
)
→ 1 in P-probability . (1.2)
1.1 Background and related results
Random walks among random obstacles has been studied extensively in literature. In the
annealed case, the logarithmic asymptotics for survival probabilities are closely related to
the large deviation estimates for the range of the random walk/Wiener sausage [22, 23,
47, 50]. The localization problem has also been studied in the annealed case, where in
[14, 48] it was proved that in dimension two the range of the random walk/Wiener sausage
is asymptotically a ball and in [45] it was shown that in dimension three and higher the
range of the Brownian motion is contained in a ball; in both cases the asymptotics of the
radii for the balls were determined.
The same problem in the quenched case was far more challenging: in the Brownian
setting it was studied first in [49, 53] and its logarithmic asymptotics for the survival
probability was first derived in [49] (see also the celebrated monograph [54]). In [24] a
simple argument for the quenched asymptotics of the survival probability was given using
the Lifshitz tail effect. In the random walk setting, the logarithmic asymptotics of survival
probability was computed in [5] which built upon methods developed in the Brownian
setting. Stating the result of [5] in our setting, we have the following: conditioned on the
origin being in the infinite open cluster, one has that with P-probability tending to one as
n→∞
P(τ > n) = exp{−c∗n(log n)−2/d(1 + o(1))} . (1.3)
Here c∗ = µB(
ωd log(1/p)
d )
2/d, B is a unit ball in Rd, ωd is the volume of B and µB is the
first eigenvalue of the Dirichlet-Laplacian of B which is formally defined as follows. For an
open set Ω ⊆ Rd with finite measure,
µΩ =
1
2d
min
u∈W 1,20 (Ω)
{∫
Ω
|∇u|2 dx : ‖u‖L2(Ω)=1
}
, (1.4)
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where W 1,20 (Ω) is the closure of C
∞
0 (Ω) in the norm ‖u‖W 1,20 (Ω) = (
∫
Ω |∇u|2dx)1/2.
One strategy to obtain the lower bound in (1.3) is for the random walk to travel in
minimal possible number of steps to the largest ball in [−n1+o(1), n1+o(1)]d which is free of
obstacles and connected to the origin, and then stays within that ball afterwards. By a
straightforward computation, the radius of such ball should be asymptotic to
%n := b(ω−1d d log1/p n)1/dc . (1.5)
This suggests that the random walk will be localized in a ball of radius asymptotically %n
(or equivalently of cardinality asymptotic to d log1/p n), as stated in Theorem 1.1.
An analogous localization result to Theorem 1.1 was obtained in [51] (see also [54])
with an upper bound of to(1) on the volume of localized region (a counterpart of |Bn| in
Theorem 1.1) and with a possibility that this region is split into to(1) many local regions
(or cities in view of the name of “one-city theorem” in literature) — we remark that many
other results have been established in [54] such as Lyapunov exponents and many deep
connections to variational problems. In the random walk setting, the logarithmic asymp-
totics of survival probability was computed in [5] which built upon methods developed in
the Brownian setting. Recently, in [21] we have shown that ever since nn steps (for some
n →n→∞ 0) the random walk is localized in a region of volume that is poly-logarithmic in
n in the same context of the present paper.
Thus far, we have been discussing random walks with Bernoulli obstacles, i.e., at each
vertex we kill the random walk with probability either 0 or a certain fixed number. More
generally, one may place i.i.d. random potentials {Wv : v ∈ Zd} (where Wv follows a
general distribution) and one assigns a random walk path probability proportional to
exp(
∑n
i=0WSi). The case of Bernoulli obstacles is a prominent example in this family.
Previously, there has been a huge amount of work devoted to the study of various local-
ization phenomenon when the potential distribution exhibits some tail behavior ranging
from heavy tail to doubly-exponential tail. See [34] for an almost up-to-date review on this
subject, also known as the parabolic Anderson model. See also [9] for a review on random
walk among mobile/immobile random traps.
For a very partial review, in the works of [27, 7, 8, 55, 35, 37, 46], much progress
has been made for heavy-tailed potential where in particular they proved localization in
a single lattice point. We note that by localization in a single lattice point we meant for
a single large t, as considered in the present article; one could alternatively consider the
behavior for all large t simultaneously as in [35], in which case they showed that the random
walk is localized in two lattice points, almost surely as t → ∞. In a few recent papers
[12, 13] (which improved upon [26]), the case of doubly-exponential potential was tackled
where detail behavior on leading eigenvalues and eigenfunctions, mass concentration as
well as aging were established. In particular, it was proved that in the doubly-exponential
case the mass was localized in a bounded neighborhood of a site that achieves an optimal
compromise between the local Dirichlet eigenvalue of the Anderson Hamiltonian and the
distance to the origin.
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1.2 From poly-logarithmic localization to sharp localization
The main result in [21] is that the random walk is confined in at most poly-logarithmic in
n many islands (where an island is a connected subset in Zd) during time [o(n), n] (that
is, during time [nn, n] for some n →n→∞ 0) and each island has diameter at most poly-
logarithmic in n — we will refer to each such island as a pocket island. The present article
is closely related to our previous work [21]: we rely both on the results and techniques in
[21] (we note that our proof is otherwise self-contained and in particular does not rely on
results in [54]). Provided with [21], our proof of Theorem 1.1 is naturally divided into two
essentially separate parts, as we describe in what follows.
One-city theorem. The first step is to show that one of these pocket islands will stand
out and dominate the union of the rest of them, as incorporated in Sections 3 and 4. To
this end, we consider the probability cost in order for the random walk to travel from the
origin to a faraway island, and we will show that the logarithm of this probability grows
(roughly speaking) linearly in the distance from the origin to the island provided that the
angle is fixed. Thus, this probability cost has a large fluctuation since pocket islands occur
more or less uniformly in the box under consideration. Due to fluctuation, the best pocket
island will substantially dominate all the others. A refined version of “logarithm of the
probability cost grows linearly in distance” as incorporated in Proposition 3.3, is a major
ingredient in proving Theorem 1.2.
Intermittent island. While the random walk is confined in a pocket island during time
[o(n), n], we will show that at each given time t ∈ [o(n), n] it is in a much smaller region
(called intermittent island) inside the pocket island with high probability. In addition,
we will show that the intermittent island is asymptotically a ball. These are contained in
Sections 5 and 6. An important observation here is that the total volume for regions with
low obstacle density in any pocket island is at most d log1/p n(1 + o(1)). This observation,
combined with the celebrated Farber–Krahn inequality (see Section 1.3 below), then implies
that the asymptotic shape of the intermittent island is a ball.
We would like to add a remark that in this paper, we have used the term intermittent
island in a manner that is not completely precise. For instance, we have referred to E in
Definition 5.1, Ω in Definition 5.3, B in Lemma 5.9, B̂n in (6.1) as intermittent island
in informal discussions. The abuse of the terminology is justified by the fact that all of
these sets have negligible pair-wise symmetric differences (and of course our mathematical
statements are always precisely formulated).
1.3 Two important proof ingredients
In Section 1.2 we described the high-level structure of our proof in two essentially separate
steps; in this subsection we will discuss two important proof ingredients, which provides
a glance at some highlights of our proof. Discussions on more detailed proof ideas can be
found at the beginning of Sections 3, 4, 5, 6.
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Convergence rates for sub-additive functions. Rate of convergence for sub-additive
functionals has received much attention in the past. See [2, 32, 3, 4, 10] for progresses on
bounds for rate of convergence for sub-additive functionals with prominent application in
first-passage percolation. In particular, a general theory was given in [3] via the ingenious
convex hull approximation property which applies to several processes on lattices including
first-passage percolation. For instance, it was shown that in first-passage percolation the
expected length of the shortest path connecting 0 and x can be approximated by a function
of x that is convex and homogeneous of order 1, with approximate error upper bounded
by O(|x|ν) for ν < 1. Our proof in Section 4.4 follows the framework developed in [3] and
is dedicated to verifying the convexity hull condition in [3] for our log-weighted Green’s
functions defined as in (4.1) — an incorrect but heuristically useful interpretation of log-
weighted Green’s function is the logarithmic of the probability for the random walk to
travel from one point to another point without hitting an obstacle (in fact, this is simply
the logarithmic of the Green’s function without reweighting, which converge to Lyapunov
exponents [54]). While this resembles the first-passage percolation problem (as already
noted in [54]), our context is more complicated since our function in a vague sense takes
average over many (not necessarily self-avoiding) paths rather than takes the length of
the single shortest path as in first-passage percolation. Furthermore, the real definition of
log-weighted Green’s function is even more complicated: for instance, it has to take into
account the travel time for the random walk as well as to incorporate the requirement
that the random walk has to avoid certain regions. These incur substantial challenges in
implementing the proof framework in [3].
Faber–Krahn inequality. A classic result, known as the celebrated Faber–Krahn in-
equality, states that among sets with given volume balls are the only sets which minimize
the first eigenvalue (we remark that Faber–Krahn inequality is the fundamental reason
behind the phenomenon that the localization occurs in a ball). Various versions of quan-
titative Faber–Krahn inequality have been proved in the past [31, 42, 11, 25, 16]. In
particular, the following sharp quantitative Faber–Krahn inequality was proved in [16,
Main Theorem] (here “sharp” means that the lower bound is achievable (up to constant)
for some choice of Ω; recall (1.4) for the definition of µΩ)
|Ω|2/dµΩ − |B|2/dµB ≥ σd(A(Ω))2 for a constant σd > 0 depending only on d , (1.6)
where B is an Euclidean ball, |Ω| denotes for the volume of Ω, and A(Ω) is the Fraenkel
asymmetry defined as (below 4 denotes the symmetric difference)
A(Ω) = inf
{ |Ω4B|
|B| : B is a ball such that |B| = |Ω|
}
. (1.7)
Our proof that the localization region is asymptotically a ball uses (1.6). In fact, for the
purpose of our proof, we do not need the full power of the sharp inequality as in (1.6) —
the inequalities in [11, 25] would suffice.
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We remark that ours is not the first application of Faber–Krahn type of inequality in
the study of localization of random walks. For instance: in [14] a key ingredient was a
version of this type of inequality in two-dimensions which was proved in the same paper;
in [53] another quantitative version of Faber–Krahn was proved independently; in [45] a
quantitative version of isoperimetric inequality (related to Faber–Krahn inequality) from
[30] was a key ingredient in the proof.
1.4 Future directions and open problems
We say a vertex is open if no obstacle is placed there, and thus each vertex is open with
probability p. In this paper, we have chosen p > pc(Zd) to make sure that with positive
probability the open cluster containing the origin is infinite. A variation of the model is to
place obstacles on edges rather than on vertices. In addition, in this paper the obstacles are
chosen to be hard, i.e., trapping a random walk with probability 1. One could alternatively
consider soft obstacles. That is, every time the random walk hits an obstacle it has a certain
fixed probability (which is strictly less than 1) to be killed. Furthermore, one could also
consider the continuous analogue, i.e., Brownian motion with Poissonian obstacles as in
[54]. While we believe our methods useful in these settings, we leave these for future study.
In what follows, we wish to emphasize a number of open problems in our context for which
we believe serious efforts are required and deserved.
Refined results on localization. While from Theorem 1.2 we see that conditioned
on survival ever since o(n) steps the simple random walk is localized in a ball of volume
poly-logarithmic in n, we should not expect that ever since o(n) steps the simple random
walk stays within Bn (as defined in Theorem 1.1). The reason is that, due to entropy the
random walk will occasionally have excursions of order log n away from Bn. It would be
interesting to get a more refined description on the path localization.
Another direction is to prove a lower bound on the localization. We expect that for
any P-measurable set An with And log1/p n ≤ a < 1 for a fixed constant a and any fixed time
tn one should have that P(Stn ∈ An | τ > n) is strictly bounded away from 1. In addition,
if And log1/p n
→ 0, we expect that P(Stn ∈ An | τ > n)→ 0 as n→∞.
In addition, it would be very interesting to determine the correct order of the Euclidean
distance between the origin and Bn.
Scaling limit of principal eigenvalues. In both the present article and [21], we did
not obtain precise limiting law of the principal eigenvalue, let alone the order statistics
of eigenvalues near the extremum. We note that in [12] the authors managed to prove a
Poisson convergence for the upper order statistics of eigenvalues when the random potential
in the environment has doubly-exponential tails, and this serves as an input in [13] for
the proof of localization (as well as other properties such as aging) in this context. One
may argue that one advantage of our technique is to prove localization without a full
understanding of the extremal principal eigenvalues; but admittedly it is a disadvantage of
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our work that we did not develop techniques to understand the precise behavior of principal
eigenvalues. We think it is a very interesting open question to determine the scaling limit
of the extremal process of principal eigenvalues.
Geometric aspects of Bn. It is interesting to study more geometric aspects of the the
set Bn as in Theorem 1.1. While we know that it is asymptotically an Euclidean ball,
some fine details are missing. For instance, does Bn contain obstacles inside away from its
boundary? Questions of this type has been studied in the annealed case: it was shown in
[14] that “no obstacle exists in the bulk of the random walk range” for d = 2; recently, a
similar result for d ≥ 3 was established in [20]. It remains to be an open question in the
quenched case (either continuous or discrete).
Finally, we would like to mention a challenging open problem, which is on the surface
fluctuation of the localization ball. The formulation of the problem in the quenched case
requires some thinking (as the random walk does have excursions away from the localization
ball which is rather long in comparison of the diameter of the ball), but in the annealed case
one can simple ask for the surface fluctuation of the random walk range. At the moment,
we do not even have a clear physics picture on what is the surface fluctuation exponent,
say in the case of two-dimensions.
1.5 Organization
The remaining sections of the paper are organized as follows. In Section 2 we review results
from [21] and also record a few useful lemmas. In Section 3, we give a proof of Theorem
1.2 assuming a major ingredient as incorporated in Proposition 3.3. Section 4 is devoted
to the proof of Proposition 3.3. In Section 5, we prove that there is a ball in the pocket
island of cardinality asymptotically d log1/p n such that the principal eigenvalue of this ball
is close to that of the pocket island. Finally, we prove in Section 6 that the random walk
will be localized in the intermittent island and hence complete the proof of Theorem 1.1.
1.6 Notation convention
For v ∈ Zd, we recall that v is open if there is no obstacle placed at v. We define the
`2-norm | · | by |v| = (
∑d
i=1 v
2
i )
1/2, the `1-norm | · |1 by |v|1 =
∑d
i=1 |vi|, and the `∞-norm
| · |∞ by |v|∞ = max1≤i≤d |vi| . For r > 0, v ∈ Zd, we define Br(v) = {x ∈ Zd : |x− v| ≤ r}
and Kr(v) = {x ∈ Zd : |x− v|∞ ≤ r}. For A ⊆ Zd, |A| denotes the cardinality of A. Write
∂A = {x ∈ Ac : y ∼ x for some y ∈ A}, where x ∼ y means that x is a neighbor of y
(i.e. |x − y|1 = 1) and ∂iA = {x ∈ A : y ∼ x for some y ∈ Ac}. We let λA denote the
principal eigenvalue (i.e., the largest eigenvalue) of P |A, which is the transition matrix of
simple random walk on Zd killed upon exiting A. For Lebesgue measurable set A in Rd,
we use |A| to denote the Lebesgue measure of A. For x, y ∈ A ⊆ Zd, we define DA(x, y) to
be the length of the shortest path which stays within A and joins x and y.
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For x ∈ Zd, we denote by Px and Ex for probability and expectation for random walks
with respect to starting point x. When x is omitted from the superscript, by default the
random walk starts from the origin (This convention has been used already earlier in the
introduction).
We denote by O the collection of all obstacles (some times referred as closed vertices).
For v ∈ Zd, we denote by C(v) the open cluster containing v and by C(∞) the infinite open
cluster. If v is closed, then C(v) = ∅. We denote by ξA = inf{t ≥ 0 : St 6∈ A} the first
time for the random walk to exit from A, and by τA = inf{t ≥ 0 : St ∈ A} the hitting time
to A. In particular, we denote τx = τ{x} for x ∈ Zd. As having appeared earlier, we let
τ = τO be the survival time of the random walk. For a subset of non-negative integers I,
we denote SI = {St : t ∈ I}.
Throughout the rest of the paper, C, c denote positive constants depending only on
(d, p) whose numerical values may vary from line to line (and we do not introduce them
anymore). We have in mind that C is a large constant while c is a small constant. For
constants with decorations such as c∗, C1 or κ (which also depend only (d, p)), their values
will stay the same in the whole paper.
µΩ (1.4) %n (1.5) kn, R, CR(v) Sec. 2
D∗, λ(v), λ∗ Sec. 2 V Def. 2.1 Tv,Ev,Dλ Def. 2.2
ϕ? Def. 3.1 g (3.3)(4.46) v∗ (3.5)
U (3.9) GA(x, y;λ) Def. 4.1 r,Vλ, ϕ, ϕ∗ Def. 4.2
L,Ki Def. 4.4 white/black, Ci Def. 4.5
tilde-white/tilde-black ix, CK,KA,CA around (4.11)
Λ(x, r) Lem. 4.9 ϕ¯, ϕ◦, ϕ◦∗, ϕ¯◦∗, R◦ Def. 4.11 gx, Qx Def. 4.23
h (4.45) sx, Gx,∆x, Dx (4.58) Gx Def. 4.28
(ιr, ρ)-empty, E Def. 5.1 f,Ω Def. 5.3 Ω+ (5.11)
B Lem. 5.9 Ω˜, B̂n (6.1)
Acknowledgment. We warmly thank Ryoki Fukushima, Rongfeng Sun and Alain-Sol
Sznitman for many helpful discussions.
2 Preliminaries
As described in Section 1.2, it was proved in [21] that the random walk will be localized
in poly-logarithmic in n many balls of radius (log n)κ (see Theorem 2.3), which we refer
to as pocket islands (see Lemma 2.1 and the discussions that follows for a more formal
definition for pocket islands). In this subsection, we will describe the main result of [21] in
more detail and record a number of useful lemmas.
Pocket Islands. Let us first recall some notations and definitions from [21]. Let kn =
(log n)4−2/d(log log n)21d=2 . Write R = kn(log n)2 and denote by CR(v) the connected
component in BR(v)\O that contains v. Let λ(v) = λCR(v) be the principal eigenvalue of
8
the transition matrix P |CR(v)— we note that (1 − λ(v)) is the discrete analogue the first
eigenvalue of Dirichlet-Laplacian on CR(v) defined in (1.4). We call for the attention of the
reader that the notation of λ(v) and λ{v} have complete different meanings.
Set
λ∗ = p1/knα1 (2.1)
where pα1 (defined in [21, (3.1)]) is appropriately chosen according to some large quantile of
the distribution of survival probability up to kn steps. DenoteD∗ = {v ∈ C(0) : λ(v) ≥ λ∗}.
We have that ([21, Corollary 3.7])
k2dn n
−d ≤ P(v ∈ D∗) ≤ k8dn n−d . (2.2)
Note that the events {v ∈ D∗} for v ∈ Zd are rare (c.f. (2.2)) and are only locally dependent.
Thus, the set D∗ can be divided into many isolated islands as incorporated in the next
lemma.
Lemma 2.1. ([21, Lemma 3.8]) For every constant C0 > 0, with P-probability tending to
one, there exists a skeletal set V ⊆ D∗ ∩ C(0) ∩BC0n(logn)−2/d(0) such that
λ(v) = max{λ(u) : u ∈ B3R(v)}, D∗ ∩ C(0) ∩BC0n(logn)−2/d(0) ⊆ ∪v∈VB3R(v);
Bnk−100dn (v) for v ∈ V ∪ {0} are disjoint.
(2.3)
We will fix the values of κ,C0 in Theorem 2.3. And the balls B(logn)κ(v) for v ∈ V will
be referred to as pocket islands.
Path Localization. The following path localization has been proved in [21]. Conditioned
on survival, the random walk will travel to one of the pocket islands (which we refer to as
the target island) and then it will be confined in the target island afterwards. In addition,
the random walk will avoid getting close to any region that is better than or almost as
good as (i.e., has larger or nearly the same principal eigenvalue) the target island, and the
random walk will reach the target island at a time at most linear in the distance between
the target island and the origin. We next give a more formal statement (see Theorem 2.3)
on the path localization.
Definition 2.2. For constant κ,C1 > 0 to be determined and each v ∈ Zd, we define
hitting time of the ball of radius (log n)κ/2 centered at v
Tv = τB
(logn)κ/2
(v) ,
and event
Ev =
{
τDλ(v) > Tv, S[Tv ,n] ⊆ B(logn)κ(v), τ > n
}
,
where Dλ = {v ∈ Zd : Pv(τ > (log n)C1) > [(1− k−21dn )λ](logn)
C1}.
9
Theorem 2.3 ([21]). For sufficiently large constants κ,C0, C1, with P-probability tending
to one,
P(∪v∈V(Ev ∩ {Tv ≤ C|STv |}) | τ > n) ≥ 1− e−(logn)
c
. (2.4)
Proof. It can be found in the proof of [21, Proposition 4.3 and (5.19)] that for sufficiently
large κ,C0, there is a random site xn ∈ V (depending on O and potentially also depending
on (St)
n
t=0) such that the following hold accordingly with P-probability tending to one,
P(S[Txn ,n] ⊆ B(logn)κ(xn) | τ > n) ≤ e−(logn)
c
and P(Txn ≤ C|STxn | | τ > n) ≤ e−(logn)
c
.
For the same xn, [21, Lemma 5.6] states that for any constant q,
P(λ(x) ≤ (1− k−20dn )λ(xn),∀x ∈ ∪0≤t≤TxnB(logn)q(St) | τ > n) ≤ e−n/(logn)
C
.
At the same time, [21, Lemma 4.5] yields if λ(x) ≤ (1− k−20dn )λ, ∀x ∈ B(logn)q(y), then
Py(τ > (log n)C1) ≤ (log n)C [(1− k−20dn )λ](logn)
C1 ≤ [(1− k−21dn )λ](logn)
C1
,
where the last inequality holds if C1 is sufficiently large. Combining above three results
gives (2.4).
We will choose κ,C0, C1 sufficiently large as in this theorem and will assume κ ≥
10C2 + C1 + 10 where C2 is a constant to be selected in Lemma 4.10.
A few useful lemmas. We next record a few lemmas for later use.
Lemma 2.4. ([17, Theorem 3] and [28] (see also [33, Corollary 3])) For standard (Bernoulli)
site percolation on Zd with parameter p > pc(Zd),
P(|C(0)| = m) ≤ e−cm(d−1)/d . (2.5)
Lemma 2.5. λ∗ ≥ 1− c∗(log n)−2/d − C(log n)−3/d.
Proof. Recall that %n = b(ω−1d d log1/p n)1/dc as defined in (1.5). Let r = %n − q. By [36,
(24)] and scaling we see that for any fixed q > 0,
1− λBr(0) ≤ c∗(log n)−2/d +O((log n)−3/d) .
In addition, |Br(v)| ≤ d logp(n−1)− %d−1n for sufficently large q, hence for all v ∈ Zd,
P(λ(v) ≥ λBr(v)) ≥ P(Br(v) is open) ≥ n−dec%
d−1
n .
Fix a large q and compare it with (2.2). We get λ∗ ≥ 1− c∗(log n)−2/d−C(log n)−3/d.
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Lemma 2.6. For λ ≥ λ∗ and any v ∈ Zd, t > 0
P(v ∈ Dλ) ≤ (log n)Cn−d , (2.6)
Pv(τDλ∪O > t) ≤ (log n)C(1− (log n)−100d)tλt . (2.7)
Proof. If x ∈ Dλ, then there exists y ∈ B(logn)C1 (x) such that Py(τ > kn) ≥ [(1 −
k−21dn )λ∗]kn+1 ≥ λkn∗ /2. Hence [21, Lemma 3.3] gives (2.6). The bound (2.7) is an analogue
of [21, Lemma 4.4]. The adaption of the proof is straightforward: we can adapt the
proof by just changing all occurrences of kn, R,Uα, pα to (log n)C1 , (log n)C1 ,Dλ, λ(logn)C1
respectively and noting that k−21dn > (log n)−100d.
3 One city theorem
3.1 Overview
In this section, we will give the proof of Theorem 1.2. We first give a heuristic description.
There are poly-logarithmic many pocket islands (see (2.3),(2.4)). For each of them the
probability for localizing in that island is roughly speaking the product of the probability
of reaching the island (which we refer to as searching probability) and the probability of
staying in that island afterwards. We use the fluctuation of the searching probability to
show that only a single one of them will be dominating. Below are the key ingredients for
demonstrating that the fluctuation of searching probability is large:
• We expect that the searching probability to a far away vertex v (this is close to the
searching probability to a neighborhood around v) is exponentially small in |v|, where
the rate of decay may depend on the direction v|v| .
• The locations of these pocket islands are roughly independent and uniform in Bn(0).
In fact, we can have a quantitative version for the first ingredient which controls the rate of
convergence for the logarithmic of the searching probability. To prove this, we can adapt
methods discussed in Section 1.3 on the rate of convergence in first-passage percolation (in
particular the method in [3]).
However, our situation is more complicated as we have to keep track of the time spent
on reaching an island. This is because, when we require the random walk to stay in the
island after reaching it, the remaining amount of time is not fixed but depends on how
much time the random walk has already spent on reaching the island. This motivates the
following definition.
Definition 3.1. Recall that Tv = τB
(logn)κ/2
(v). For λ > 0 we define
ϕ?(0, v;λ) = − log E
[
λ−Tv1n∧τDλ∪O≥Tv
]
. (3.1)
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We wish to make a couple of remarks on our definition of ϕ?.
• We have a term of λ−Ty in the definition. This is because after reaching the island,
every step of survival costs roughly a probability of λ (assuming the principal eigen-
value of the target island is λ), and thus for every step spent on reaching the island
we give a reward of λ−1 > 1 to account for the saving on future probability cost.
• We do not allow the random walk to enter Dλ. Otherwise, the random walk may
stay in a region of eigenvalue grater than λ for excessively large amount of time and
lead to an excessively small value of ϕ?(x, y;λ) (since for every step the random walk
gains a prize of λ−1), and thus fails to serve its intended purpose.
Next, we list three ingredients for the proof of Theorem 1.2: Lemma 3.2 expresses
P(Ev) as a combination of λ(v) and ϕ?(0, v;λ(v)); in Proposition 3.3 we approximate ϕ?
by a linear function g; Lemma 3.5 encapsulates our basic intuition that the fluctuation of
g(v;λ(v)) should be large since sites in V are roughly uniform distributed in Bn(0).
Lemma 3.2. With P-probability tending to one,
log P(Ev) = n log λ(v)− ϕ?(0, v;λ(v)) +O((log n)C) . (3.2)
Proposition 3.3. There exists a deterministic nonnegative function g such that for some
constants c, C¯ only depending on (d, p) and all λ ∈ [λ∗, 1],
g( · ;λ) is convex, homogeneous of order 1 and c|x| ≤ g(x;λ) ≤ C¯|x| . (3.3)
Also, conditioned on 0 ∈ C(∞), with P-probability tending to one, for all v ∈ V
ϕ?(0, v;λ(v)) = g(v;λ(v)) +O(n
5/6) . (3.4)
Remark 3.4. For our purpose, we are interested in the case when λ < 1 since λ will be
the principal eigenvalue of a transition matrix of random walk with killing. Similar results
has been proved when λ ≥ 1 in [52], where one considers Brownian motion with Poissonian
obstacles and the corresponding g( · ;λ) will be proportional to Euclidean distance. We note
that our case when λ < 1 is substantially more challenging to analyze (since for instance,
we have to forbid the random walk to enter Dλ which incurs a number of complications in
the proof).
Lemma 3.5. With P-probability tending to one, for any u, v ∈ V,
|(n log λ(v)− g(v;λ(v)))− (n log λ(u)− g(u;λ(u)))| ≥ n(log n)−C .
Let v∗ be the maximizer of the following variational problem
max
v∈V
n log λ(v)− g(v;λ(v)) . (3.5)
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Combining preceding three results, we will show in Proof of Theorem 1.2 that conditioned
on survival, with P-probability tending to one the random walk travels to the pocket island
around v∗ and stays there afterwards. We will call the pocket island around v∗ the optimal
pocket island.
Remark 3.6. By Theorem 1.2, for a typical environment, with P-probability tending to
1 the target island as described in Section 2 coincides with the optimal pocket island.
3.2 Proof of Lemmas 3.2, 3.5 and Theorem 1.2
In this subsection, we prove Lemmas 3.2, 3.5 and then prove Theorem 1.2 by combining
Lemmas 3.2, 3.5 and Proposition 3.3. The proof of Proposition 3.3 is postponed to Section 4
and occupies the entire section.
Proof of Lemma 3.2. By strong Markov Property, we get that
P(Ev) = E
[
1τDλ(v)∪O>Tv
PSTv (ξB(logn)κ (v)\O > n− Tv)
]
. (3.6)
Note that for m ∈ (0, n), by (2.3) and [21, Lemma 4.5],
PSTv (ξB(logn)κ (v)\O > m) ≤ PSTv (λ(x) ≤ λ(v) for x ∈ S[0,m], τ > m) ≤ (log n)Cλ(v)m .
At the same time, since v, STv ∈ C(0) and |STv−v| ≤ (log n)κ/2, by [6, Theorem 1.1] (or [21,
(3.8)]) we see that any point in CR(v) (defined in Section 2) and STv can be connected by
an open path of length at most C(log n)κ/2 (Thus the open path is also inside B(logn)κ(v)).
Combined with maxx P
x(ξA > t) ≥ λtA (see [21, Lemma 3.2]), it gives that for m ∈ (0, n)
PSTv (ξB(logn)κ (v)\O > m) ≥ e−(logn)
C
λ(v)m . (3.7)
Combining preceding three displays completes the proof of the lemma.
Proof of Lemma 3.5. It suffices to prove the following: with P-probability tending to one,
for any u, v ∈ D∗ such that |u− v| ≥ (log n)6,
|(n log λ(v)− g(v;λ(v)))− (n log λ(u)− g(u;λ(u)))| ≥ n(log n)−C .
Now we verify this statement. Let A be the set of all the possible values for the random
variable log λ(v) that are greater than or equal to log λ∗ and C ′ > 0 be a large constant to
be selected. We have∑
u,v∈Bn(0)
|u−v|≥(logn)4
P(|(n log λ(v) + g(v;λ(v)))− (n log λ(u) + g(u;λ(u)))| ≤ n(log n)−C′ , u, v ∈ D∗)
=
∑
u,v∈Bn(0),|u−v|≥(logn)4
∑
a1,a2∈A
P(log λ(v) = a1, log λ(u) = a2)Ia1,a2 ,
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where Ia1,a2 = 1|(na1+g(v;ea1 ))−(na2+g(u;ea2 ))|≤n(logn)−C′ . Noting that (3.3) holds for all λ ∈
[λ∗, 1], we let
H = {h : Rd → R+ : c|v| ≤ h(v) ≤ C¯|v|, h convex, homogeneous of degree 1}. (3.8)
Then for all h ∈ H, x > 0, h−1(x) is a convex set in Bx/c(0) and
sup
a1∈A
sup
x∈R
|{v ∈ Bn(0) : |g(v; ea1)− x| ≤ n(log n)−C′}|
≤ sup
h∈H
sup
x∈R
|{v ∈ Bn(0) : |h(v)− x| ≤ n(log n)−C′}|
= sup
h∈H
sup
x∈R
|{y ∈ Rd : ∃ v ∈ Bn(0) such that |h(v)− x| ≤ n(log n)−C′ , |v − y|∞ ≤ 1/2}| ,
where in the last expression the outmost | · | stands for Lebesgue measure instead of car-
dinality. Note that |v − y|∞ ≤ 1/2 implies |h(v) − h(y)| ≤ C¯d1/2 and h(v) ≤ C¯n for
v ∈ Bn(0). We thus obtain that
sup
a1∈A
sup
x∈R
|{v ∈ Bn(0) : |g(v; ea1)− x| ≤ n(log n)−C′}|
≤ sup
h∈H
sup
x≤2C¯n
∣∣∣h−1([x− n(log n)−C′ − C¯d1/2, x+ n(log n)−C′ + C¯d1/2])∣∣∣
≤ Cc−1(2C¯n)d−1 · (c−1n(log n)−C′ + c−12C¯d1/2) ≤ Cnd(log n)−C′ ,
where the second inequality follows from the fact that the surface area of any convex set
contained in a ball is less than the surface area of that ball (see, e.g., [29, Page 48–50]).
Since λ(v) and λ(u) are independent if |u− v| ≥ (log n)6, we conclude that∑
u,v∈Bn(0)
|u−v|≥(logn)4
∑
a1,a2∈A
P(log λ(v) = a1, log λ(u) = a2) · Ia1,a2 ≤ 2dn2d(log n)−C
′
(P(v ∈ D∗))2 .
Now, the results follows from (2.2) and choosing C ′ such that (log n)C′ ≥ k20dn .
Proof of Theorem 1.2. Recall that v∗ is the maximizer of the function v 7→ n log λ(v) −
g(v;λ(v)) (c.f. (3.5)). Then combining Lemmas 3.2, 3.5 and Proposition 3.3, we get that
with P-probability tending to one
log P(Ev∗)− log P(Eu) ≥ 2−1n(log n)−C ∀u ∈ V \ {v∗} .
Hence, on the preceding event P(Ev∗)/
∑
u∈V P(Eu) ≥ 1 − e−n(logn)
−C
. Combined with
(2.4), it follows that P(Ev∗ | τ > n) ≥ 1− e−(logn)c . Define
U :=the connected component in B(logn)κ(v∗) that contains v∗. (3.9)
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And recall that T = Tv∗ . On event Ev∗ , the random walk stays in B(logn)κ(v∗) during
[T, n]. The discussion before (3.7) yields ST ∈ U . Hence
P
(
T ≤ C|v∗|, {St : t ∈ [T, n]} ⊆ U | τ > n
)
≤ e−(logn)c . (3.10)
This completes the proof of the theorem.
4 Approximation and concentration for ϕ?-function
This entire section is devoted to the proof of Proposition 3.3. To this end, we first introduce
a couple of definitions.
Definition 4.1. For λ > 0, A ⊆ Zd and x, y ∈ Zd,we define
GA(x, y;λ) =
∞∑
n=0
λ−nPx(Sn = y, S[1,n−1] ⊆ A) .
Note that in the preceding definition, we have chosen λ−n as opposed to the more
conventional λn so that it will be consistent with the definition below.
Definition 4.2. We set r(x, y) = (log |x−y|)2κ+10d,Vλ = (Dλ∪O)c and define log-weighted
Green’s functions (LWGF)
ϕ(x, y;λ) = − log
(
Ex
[
λ−τy1τDλ∪O>τy
])
ϕ∗(x, y;λ) = min
x′∈Br(x,y)(x)
min
y′∈Br(x,y)(y)
ϕ(x′, y′;λ) .
(4.1)
Note that the name of log-weighted Green’s functions came from the factor of λ−τy in
the preceding definition. Also,
ϕ(x, y;λ) = − logGVλ\{y}(x, y;λ) = − log
(
GVλ(x, y;λ)/GVλ(y, y;λ)
)
. (4.2)
The next result justifies the approximation of ϕ? by the log-weighted Green’s functions,
whose proof can be found in Section 4.2.
Lemma 4.3. For all v ∈ Zd with |v| ∈ (n2/3, C0n(log n)−2/d),
P
(
max
λ∈[λ∗,1]
|ϕ∗(0, v;λ)− ϕ?(0, v;λ)| ≤ (log n)C | G0
)
≥ 1− e−c(logn)2 .
where
G0 := {C(0) ∩Bcn1/2(0) 6= ∅,Dλ∗ ∩Bn1/2(0) = ∅} . (4.3)
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Here the event G0 is used as an approximation of {0 ∈ C(∞)} (see Lemma 2.4, (2.6)),
and in Proof of Proposition 3.3 we will take advantage of the fact that G0 only depends on
the local environment of 0. We also wish to make a couple of remarks on Definition 4.2:
• We first approximate ϕ? by ϕ where we replace Ty by τy — this is useful since later we
will apply sub-additive arguments and it would be convenient to get rid of reference
to n in the definition (recall that Ty = τB
(logn)κ/2
(y)). In addition, we do not restrict
τy < n, which will be justified in Lemma 4.16.
• We further approximate ϕ by ϕ∗ by allowing to minimize over the starting and
ending points in some local ball around x and y, for the purpose of getting around
the complication when x and y are disconnected by obstacles (which occurs with
positive P-probability).
In addition, we note that in later subsections we will introduce more approximations of
LWGFs to facilitate our analysis.
The rest of this section is organized as follows: In Section 4.1 we apply renormalization
techniques to control the chemical distances on the cluster (Dλ ∪ O)c as well as some
refined geometric properties (c.f. Lemma 4.9) for later use. In Section 4.2, we justify the
approximation of ϕ∗ by the LWGF and prove a few technical lemmas about LWGF. In
Section 4.3, we prove a concentration inequality for ϕ∗ and sub-additivity of Eϕ∗. Then in
Section 4.4, we follow the framework developed in [3] for first-passage percolation to prove
that Eϕ∗ is approximated by g with approximation error bounded by O(|v|α) for some
α < 1. In this step, we have to address a number of challenges that are not seen in the
first-passage percolation setup, due to the complication in the definition of our log-weighted
Green’s function ϕ∗. Finally, in Section 4.5 we prove Proposition 3.3, by combining the
ingredients in previous subsections.
4.1 Percolation process avoiding high survival probability regions
In this subsection, we study connectivity properties for the percolation process on Oc ∩
Dcλ∗ where λ∗ is defined in (2.1) — this will be useful later when analyzing LWGFs. In
order to analyze this percolation process with (short-range) correlations, we employ the
standard renormalization technique in percolation theory, and reduce it to the analysis of a
certain independent percolation process (see Lemmas 4.7 and 4.8, and discussions following
Lemma 4.8).
Definition 4.4. Recall that Kr(v) = {x ∈ Zd : |x − v|∞ ≤ r}. Let L = blog nc2d and
consider disjoint boxes
Ki := KL((2L+ 1)i) for i ∈ Zd . (4.4)
We define the renormalized lattice {Ki : i ∈ Zd} which inherits the graph structure from
the bijection Ki 7→ i.
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Definition 4.5. Let CD be a positive constant to be selected in Lemma 4.7. We say Ki
(or i) is white (otherwise black), if the following hold:
1. There exists a unique open connected component Ci in KCDL((2L+ 1)i), such that
|Ci ∩ (∪j:‖j−i‖∞≤1Kj)| ≥ L/10 . (4.5)
2. For all u, v ∈ Ci ∩ (∪j:‖j−i‖∞≤1Kj) (recalling definition of D·(·, ·) in Section 1.6),
DCi(u, v) ≤ CDL . (4.6)
3. KCDL((2L+ 1)i) ∩ Dλ∗ = ∅. In addition, for all j satisfying ‖j− i‖∞ ≤ 1, one has
|Ci ∩Kj| ≥ L/10 . (4.7)
Remark 4.6. The requirements in (4.5) and (4.7) look somewhat odd and repetitive at
first glance. We present the conditions in this way since we wish that the component
satisfying (4.5) is unique, and in addition this component satisfies (4.7). This is stronger
than the claim that there is a unique connected component satisfying (4.7).
The collection of white vertices gives a dependent site percolation process on the renor-
malized lattice. In the next two lemmas, we will show that the white vertices dominates a
supercritical Bernoulli percolation for an appropriate choice of CD and n ≥ n0 where n0 is
a fixed large constant.
Lemma 4.7. There exists a constant CD ≥ 4 such that for all i ∈ Zd
(1) The event {Ki is white} is independent of σ( {Kj is white} for j s.t. |j− i| ≥ 4CD).
(2) P(Ki is white) ≥ 1− n−1 .
Proof. The first item is a direct consequence of the definition. Now, we verify the second
item. We first claim that Ki is white if all of the following hold:
(a) For all u, v ∈ ∪j:‖j−i‖∞≤1Kj such that u, v are in the same open connected component,
DOc(u, v) ≤ CDL . (4.8)
(b) For any v ∈ ∪j:‖j−i‖∞≤1Kj, either C(v) = C(∞) or |C(v)| < L/10.
(c) For all ‖j− i‖∞ ≤ 1,
|C(∞) ∩Kj| ≥ L/10 . (4.9)
(d) KCDL((2L+ 1)i) ∩ Dλ∗ = ∅.
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To verify this, we observe that (a) implies that
all vertices in C(∞)∩ (∪j:‖j−i‖∞≤1Kj) are connected in KCDL((2L+ 1)i)∩ C(∞) . (4.10)
Combining with (b) and (c), we get Property 1 in Definition 4.5 where Ci is the connected
component of C(∞) ∩KCDL((2L+ 1)i) which has non-empty intersection with Ki — such
connected component is unique by (4.10). Combining this with (d) gives Property 3.
Property 2 follows from (a).
Now, [6, Theorems 1.1] yields
P((a) holds) ≥ 1− (6L+ 3)2de−cL1/d .
By Lemma 2.4
P((b) holds) ≥ 1− (6L+ 3)2de−cL1/2 .
Combined with [43, Theorem 5], this implies
P((b) and (c) holds) ≥ 1− (6L+ 4)2de−cL1/2 .
Finally, by (2.6)
P((d) holds) ≥ 1− (2CDL+ 1)d(log n)Cn−d .
Altogether, this completes the proof of the lemma.
Lemma 4.8. For any  > 0 the white vertices stochastically dominates a supercritical
independent site percolation with parameter 1 −  as long as n is greater than a large
constant depending on (d, ).
Proof. The lemma follows from Lemma 4.7 and [40, Theorem 0.0].
In what follows, we will call vertices that are open in this Bernoulli(1− ) percolation
tilde-white. Thus, there is a coupling such that a tilde-white vertex is always white, and
tilde-white vertices forms a Bernoulli percolation with parameter 1 − . In what follows,
we will work with tilde-white vertices as opposed to white vertices. We will call the tilde-
white percolation the macroscopic process and call the original site percolation (where open
means free of obstacle) microscopic process. For instance, we will refer to a microscopic
path as a path that consists of vertices in the original lattice and a macroscopic path as a
path that consists of vertices in the renormalized lattice. For any x ∈ Zd, we denote ix be
such that Kix is the unique macroscopic box that contains x. For A ⊆ Zd, define
KA := ∪i∈AKi and CA := ∪i∈ACi , (4.11)
where Ci is defined as in Definition 4.5 if i is tilde-white and an empty set otherwise. For
i ∈ Zd, we denote by CK(i) the tilde-white cluster containing Ki. If i is tilde-black (i.e., not
tilde-white), then CK(i) = ∅.
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Figure 1: Two dotted cir-
cles centered at x, with
radius r and 2r accord-
ingly. Shaded area rep-
resents Λ(x, r). Solid
curves represent CΛ(x,r).
For A1, A2, A3 ⊆ Zd, we say A1 is a vertex cut that sepa-
rates A2 and A3 if any path joining A2 and A3 has nonempty
intersection with A1.
Lemma 4.9. For any x ∈ Zd and r > (log n)3d, let Λ(x, r) be
an arbitrary (macroscopic) tilde-white connected set such that
KΛ(x,r) is a vertex cut that separates Br(x) and (B2r(x))c (See
Figure 1). If such cut does not exist, let Λ(x, r) = ∅. Then,
(1) With P-probability at least 1− e−rL−1 we have Λ(x, r) 6=
∅.
(2) For any u ∈ KΛ(x,r) such that |C(u)| ≥ L/10, we have
u ∈ CΛ(x,r). Any u, v ∈ CΛ(x,r) can be join by a path in
CΛ(x,r)(thus in (O ∪Dλ∗)c) of length at most r2d.
Proof. (1) It suffices to prove that in the macroscopic lattice
there exists a tilde-white connected set Λ that separates BR(ix)
and (B3R/2(ix))
c for R = r(2L)−1 + 2, since each microscopic
path not intersecting with KΛ corresponds to a macroscopic
path not intersecting with Λ. (Here, BR(ix) is the discrete ball
in the macroscopic lattice.)
For q > 0, we say a subset of Zd is ]q-connected, if it is connected with respect to the
adjacency relation
x
]q∼ y ⇐⇒ |x− y|1 ≤ q, .
In addition, we say a subset of Zd is ∗-connected, if it is connected with respect to the
adjacency relation
x
∗∼ y ⇐⇒ |x− y|∞ ≤ 1.
Now, let A be the union of BR(ix) and all tilde-black ]3d-connected components that
have nonempty intersection with ∪j∈BR(ix){k : |k − j|1 ≤ 3d}. If A 6⊆ B3R/2−10d(ix), then
there exists a ]3d-connected tilde-black path connecting BR+3d(ix) and (B3R/2−10d(ix))c.
By definition of tilde-white process, we get from a simple union bound over all ]3d-connected
tilde-black path connecting BR+3d(ix) and B3R/2−10d(ix)c that
P(A 6⊆ B3R/2−10d(ix)) ≤ (2R+ 6d)d(6d+ 1)d(3R/2−10d)3R/2−10d ≤ e−2R ,
for sufficiently large n (and thus  is sufficiently small). On the event {A ⊆ B3R/2−10d(ix)},
we let A′ = ∪j∈A{k : |k − j|1 ≤ d} and A0 be the connected component in A′ containing
BR(ix). Then by [19, Lemma 2.1] (which states that the external outer boundary of a
∗-connected set is ∗-connected), there is a subset of ∂A0 which is ∗-connected and contains
A0 in its interior. We denote this subset by Λ0 and let Λ = ∪j∈Λ0{k : |k − j|∞ ≤ 1}.
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Then, the set Λ is connected and is contained in B3R/2(ix). It remains to prove that Λ is
tilde-white and contains A = BR(ix) in its interior.
Note that for any j ∈ Λ0, the `1-distance between j and A is d + 1. Hence, the set Λ
contains A = BR(ix) in its interior. By the ]3d-connectivity, the `1-distance between j and
any tilde-black point in Ac is at least 3d− (d+ 1) ≥ d+ 1. Hence, the set Λ is also free of
tilde-black points.
(2) By Property 1 in Definition 4.5, |C(u)| ≥ L/10 implies that u ∈ CΛ(x,r). Also, since
Λ(x, r) is connected, by Properties 1 and 3 in Definition 4.5, CΛ(w,r) is connected. Then
the last statement follows from |CΛ(x,r)| ≤ r2d.
Lemma 4.10. Recall Vλ = (Dλ ∪ O)c and let C2 = 6d2. Suppose that λ ≥ λ∗ where λ∗
is defined in (2.1). For any x, y ∈ Zd such that |x − y| ≥ n1/10 with P-probability at least
1− e−(log |x−y|)3 we have
(1) There is a unique connected component in Vλ of diameter no less than (log |x− y|)C2
that intersect with B|x−y|2(x) .
(2) For any u, v in this component, there exists a path in Vλ that connects u, v and which
has length at most max(C|u− v|, (log |x− y|)C).
Proof. Suppose B1, B2 ⊆ Vλ are two connected set and both B1 and B2 have diameter at
least (log |x − y|)C2 and have nonempty intersection with B|x−y|2(x). We will prove that
with P-probability at least 1− e−(log |x−y|)3 for any v1 ∈ B1, v2 ∈ B2, there exists a path in
Vλ that connects v1, v2 and is of length less than max(C|v1 − v2|, (log |x− y|)C). Provided
with this claim, the lemma follows immediately. Next we verify the claim.
Without loss of generality, we suppose |B1|, |B2| ≤ (2 log |x − y|)C2d. We suppose
Λ(v, r) exists for r = (log |x− y|)5d and all v ∈ B2|x−y|2(x), which has probability at least
1− e−(log |x−y|)4 according to Lemma 4.9. Since C2 = 6d2, it follows that Bi∩KΛ(vi,r) 6= ∅.
By Property 1 in Definition 4.5 and that Bi is open, it follows that Bi ∩ CΛ(vi,r) 6= ∅.
Since tilde-white percolation is a supercritical independent site percolation, with prob-
ability 1 there exists a unique infinite (macroscopic) tilde-white cluster (c.f. [1]), which we
denote as CK(∞). Then the following holds with probability at least 1 − e−(log |x−y|)4 (by
[6, Theorems 1.1] (or [21, (3.8)]) and Lemma 2.4)
(a) For all i, j ∈ CK(∞) ∩B|x−y|2(ix), DCK(∞)(i, j) ≤ max(C|i− j|, (log |x− y|)5).
(b) For all i ∈ Zd ∩B|x−y|2(ix), either CK(i) = CK(∞) or |CK(i)| ≤ (log |x− y|)9.
Then it follows from (b) that Λ(vi, r) ⊆ CK(∞) for i = 1, 2. Combined with (a) and the
Property 2 in Definition 4.5, it yields the claim we described at the beginning of the proof
and thus complete the proof of the lemma.
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4.2 Approximations of LWGF
In order to prove concentration inequality for ϕ∗ and sub-additivity for Eϕ∗ in Section 4.3,
we shall introduce ϕ¯∗, and ϕ◦ as follows. For notation convenience, we will omit λ in ϕ∗
(recalling that λ ≥ λ∗).
Definition 4.11. Recall (4.1). We define ϕ¯, the truncation of ϕ, as
ϕ¯∗(x, y) = c|x− y| ∨ (ϕ∗(x, y) ∧ C¯|x− y|) , (4.12)
and define ϕ◦’s as (ϕ◦ is ϕ with an additional restriction that RW does not exit a big ball
centered at x — the reader may remember the notation by interpret the superscript ◦ as
“restriction to a ball”)
ϕ◦(x, y) = − log (Ex[λ−τy ; τDλ∪O > τy, ξBR◦ (x) > τy]) ,
ϕ◦∗(x, y) = min
x′∈Br(x,y)(x)
min
y′∈Br(x,y)(y)
ϕ◦(x′, y′) , (4.13)
ϕ¯◦∗(x, y) = c|x− y| ∨ (ϕ◦∗(x, y) ∧ C¯|x− y|) ,
where c, C¯ > 0 are two constants to be selected (the underline and bar decorations in the
notation correspond to lower and upper truncations), R◦ = |x−y|(log |x−y|)C◦, C◦ = C1+3.
(Recall r(x, y) = (log |x− y|)2κ+10d).
It follows directly from definition that
ϕ◦(x, y) ≥ ϕ(x, y) ≥ ϕ(x, y) . (4.14)
Some remarks are in order for Definition 4.11.
• As we will show in Lemma 4.12 ϕ∗(x, y) is linear in |x−y|. Then we can (and we will)
choose c, C¯ such that these ϕ∗ (respectively ϕ◦∗) and ϕ¯∗ (respectively ϕ¯◦∗) are close to
each other. Such truncations are useful as they allow us to work with functions that
are deterministically bounded from below and above.
• We will show in Lemma 4.13 that ϕ and ϕ◦ are close to each other and show in
Lemma 4.14 that concentration of ϕ¯◦∗(x, y) around its expectation is sufficient to
guarantee the concentration of ϕ¯∗(x, y). This is useful since it is more convenient
to prove concentration for ϕ¯◦∗(x, y) for the reason that it only depends on a finite
number of random variables.
Lemma 4.12. There exist constants c, C¯ > 0 only depending on (d, p) such that for all
x, y ∈ Zd with |x− y| > n1/10, the following holds with probability at least 1− e−(log |x−y|)2:
for all λ ∈ [λ∗, 1]
ϕ◦∗(x, y) ≤ 14 C¯|x− y| , (4.15)
ϕ∗(x, y) ≥ 4c|x− y| . (4.16)
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As a result, we have for all λ ∈ [λ∗, 1]
ϕ∗(x, y) = ϕ¯∗(x, y), ϕ◦∗(x, y) = ϕ¯
◦
∗(x, y) (4.17)
Lemma 4.13. For all x, y ∈ Zd such that |x− y| > n1/10. If ϕ(x, y) ≤ 2C¯|x− y|, then
ϕ(x, y) ≥ ϕ◦(x, y)− e−|x−y| , (4.18)
Ex
[
τyλ
−τy ;τDλ∪O > τy
]
/Ex
[
λ−τy ; τDλ∪O > τy
] ≤ |x− y|(log |x− y|)C◦ . (4.19)
Lemma 4.14. For all x, y ∈ Zd such that |x− y| > n1/10,
{E [ϕ¯∗(x, y)]− ϕ¯∗(x, y) ≤ 2−1|x− y|2/3, 4c|x− y| ≤ ϕ¯∗(x, y) ≤ 4−1C¯|x− y|}
⊆ {E [ϕ¯◦∗(x, y)]− ϕ¯◦∗(x, y) ≤ |x− y|2/3, 2c|x− y| ≤ ϕ¯◦∗(x, y) ≤ 2−1C¯|x− y|}
⊆ {E [ϕ¯∗(x, y)]− ϕ¯∗(x, y) ≤ 2|x− y|2/3, c|x− y| < ϕ¯∗(x, y) < C¯|x− y|} .
Now, we prove the aforementioned results as well as Lemma 4.3. We first record the
following corollary, which is an immediate consequence of (2.7).
Corollary 4.15. There exists C3 = C3(d, p) such that for all x, y ∈ Zd and 0 < λ < 1
GVλ(x, y;λ) ≤ (log n)C3 . (4.20)
Proof of Lemma 4.12: (4.15). We will work on the event that both Λ(x, r(x, y)/2) and
Λ(y, r(x, y)/2) are non-empty and the properties described in Lemma 4.10 holds for (x, y, λ∗).
By Lemmas 4.9 and 4.10, this event has probability at least 1− 2e(log |x−y|)3 . And we note
that such a event does not depend on λ.
On such a event, since CΛ(x,r(x,y)/2) and CΛ(y,r(x,y)/2) are in (Dλ∗ ∪O)c and of diameter
at least (log |x − y|)C2 ,Lemma 4.10 (2) implies there is a path in Vλ∗ of lenth at most
C|x− y| that connects Br(x,y)(x) and Br(x,y)(y). Therefore, by forcing the random walk to
go along such a path we get
max
λ∈[λ∗,1]
ϕ◦∗(x, y;λ) ≤ C log(2d)|x− y| .
The next result will be useful in proving (4.16).
Lemma 4.16. For all u ∈ C(0) with |u| ≥ n1/2, with P-probability at least 1− 2e−(log |u|)2d,
for all λ ∈ [λ∗, 1]
E
[
λ−τu1τDλ∪O>τu1τu<C|u|
]
≥ E
[
λ−τu1τDλ∪O>τu
]
(1− e−|u|1/101) .
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Proof. By setting λ = 1 and u ∈ Bn(0), this lemma reduce to the path localization result
Tu ≤ C|STu | (see (2.4), [21, (5.18)]). The proof of the lemma is a straightforward adaption
of arguments in [21], and here we only describe how to implement such an adaption.
For u, v ∈ Zd, A ⊆ Zd and r ≥ 1, we define KA,r(u, v) as in [21, Equation (2.16)]. For a
random walk path ω, we define its unique loop erasure decomposition as in [21, Equation
(5.1)] where η = η(ω) is the loop erasure and we define φ(ω) as in [21, Equation (5.10)]. For
t ≥ 1, as in [21], we let M(t) be the collection of sites v such that Pv(τ > t) ≥ e−t/(log t)2 .
We also define
At(ω) = {0 ≤ i ≤ |η| : |li| = t, ηi 6∈ M(t)} .
We will work on the following event (which do not depends on λ){|γ ∩M(t)| ≤ e−(log t)3/2 |γ|, ∀γ ∈ ∪m≥|u|Wm(0), t ≥ t1} (4.21)
where Wm(0) is the set of self-avoiding paths in Zd of length m with initial point 0 and t1
is a constant only depending on (d, p). By [21, Lemma 5.3], the event described in (4.21)
has P-probability at least 1− e−(log |u|)2d . (Note that we should replace “n(log n)−100d2” in
the proof of [21, Lemma 5.3] by “|u|”.) By λ ≥ λ∗ and (2.7) we could see that
max
u6∈M(t)
Pu(τDλ∪O > t) ≤
{
λte−2−1t/(log t)2 , t ≤ k50dn ,
λte−2−1tk
−21d
n , t ≥ k50dn .
As in the proof of [21, Lemma 5.5], there exists a constant t2 = t2(d, p) such that for m ≥ 1,
t ≥ t2, γ ∈ φ(K(Dλ∪O)c\{u},m(0, u)) with m− |γ| ≥ |η|t−9 we have
P({ω ∈ K(Dλ∪O)c\{u},m(0, u) : φ(ω) = γ}) ≤ P(γ)
( |η|
m−|γ|
t
)(
max
u6∈M(t)
Pu(τDλ∪O > t)
)m−|γ|
t .
Substituting the bound on maxu6∈M(t) Pu(τDλ∪O > t) and using
(
M
N
) ≤ (eM/N)N gives
P({ω ∈ K(Dλ∪O)c\{u},m(0, u) : φ(ω) = γ}) ≤
(
P(γ)λm−|γ|
)
· e−3−1(m−|γ|)k−21dn .
For t ≤ |u|1/20, since |η| ≥ |u| ≥ n1/2, we have (m − |γ|)k−21dn ≥ |η|t−9k−21dn ≥ |u|1/2. For
t ≥ |u|1/20, since m − |γ| is a multiple of t, (m − |γ|)k−21dn ≥ t · k−21dn ≥ |u|1/50t1/2. Then
summing over all m, γ such that m− |γ| ≥ |η|t−9 and t ≥ t2 we get∑
t≥t2
∑
m≥0
λ−mP({ω ∈ K(O∪Dλ)c\{u},m(0, u) : |At(ω)| ≥ |η|t−10})
≤ E
[
λ−τu1τDλ∪O>τu
]
e−|u|
1/100
. (4.22)
Next, as it was treated in [21, Corollary 5.9], we combine (4.22) and (4.21) to deduce that
and on event (4.21), we have
E
[
λ−τu1τDλ∪O>τu1τu≥C′·η(S[0,τu])
]
≤ E
[
λ−τu1τDλ∪O>τu
]
e−|u|
1/100
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where C ′ is an appropriately chosen constant. Finally, by [21, Lemma 5.4], we see that
E
[
λ−τu1τDλ∪O>τu1τu<C′·η(S[0,τu])1η(S[0,τu])≥C′′|u|
]
≤
∑
j≥C′′|u|
(c′λ−C
′
∗ )
j ,
for some constant c′ = c(d, p) ∈ (0, 1) and sufficiently large C ′′. Combining the preceding
two inequalities and (4.15) completes the proof of the lemma.
Proof of Lemma 4.12: (4.16) and (4.17). By Lemma 4.16, for any u ∈ Br(x,y)(x), v ∈
Br(x,y)(y) with P-probability at least 1− 2e−(log |u−v|)2d we have that for all λ ∈ [λ∗, 1]
ϕ(u, v) = − log Eu
[
λ−τv1τDλ∪O>τv
]
≥ − log Eu
[
λ−τv1τDλ∪O>τv1τv<C|u−v|
]
− 1
≥ − log Pu(τ > τv)− (1 + C|u− v| log λ) .
At the same time, since any path connecting u and v has a loop erasure of length at least
|u− v|, [21, Lemma 5.4] implies that there exists c′ = c′(d, p) ∈ (0, 1) such that
P(Pu(τ > τv) ≥ (c′)|v−u|) ≤ e−c|v−u| .
We complete the proof of (4.16) by combining preceding two inequalities and using a union
bound over all u ∈ Br(x,y)(x), v ∈ Br(x,y)(y).
Since (4.17) is an immediate consequence of (4.16) and (4.15), we have completed the
proof of the lemma.
Proof of Lemma 4.13. We denote j∗ = |x − y|(log |x − y|)C◦−1. By (2.7), we have for any
x, y ∈ Zd,
Ex
[
τyλ
−τy ; τDλ∪O > τy, τy ≥ j∗
] ≤∑
j≥j∗
jλ−jPx(τDλ∪O > j)
≤
∑
j≥j∗
j(log n)C(1− (log n)−100d)j ≤ e−|x−y| log |x−y| .
(4.23)
Since λ−τy ≤ τyλ−τy , we have that e−ϕ(x,y) − e−ϕ◦(x,y) equals to
Ex[λ−τy ; τDλ∪O > τy ≥ ξBj∗ (x)] ≤ Ex[λ−τy ; τDλ∪O > τy ≥ j∗] ≤ e−|x−y| log |x−y| .
Combined with ϕ(x, y) ≤ 2C¯|x− y|, it yields
ϕ◦(x, y)− ϕ(x, y) ≤ − log(1− e−|x−y| log |x−y|+2C¯|x−y|) ≤ e−|x−y| ,
verifying (4.18). Next, we prove (4.19). To this end, we observe
Ex
[
τyλ
−τy ; τDλ∪O > τy, τy ≤ j∗
] ≤ j∗Ex [λ−τy ; τDλ∪O > τy] = j∗e−ϕ(x,y) .
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Combined with (4.23) and ϕ(x, y) ≤ 2C¯|x− y|, it yields that
Ex
[
τyλ
−τy ; τDλ∪O > τy
] ≤ j∗e−ϕ(x,y) + e−|x−y| log |x−y| ≤ |x− y|(log |x− y|)C◦e−ϕ(x,y) ,
which gives (4.19) as desired and thus completes the proof of the lemma.
Proof of Lemma 4.14. Combining (4.18) and Definition 4.2, we get that
ϕ∗(x, y) ≤ 2C¯|x− y| =⇒ ϕ∗(x, y) ≥ ϕ◦∗(x, y)− e−|x−y|/2 .
Since ϕ∗(x, y) ≤ ϕ◦∗(x, y), it suffices to prove E [ϕ¯◦∗(x, y)] ≤ E [ϕ¯∗(x, y)] + e−(log |x−y|)
2/2.
Now, denote event E = {ϕ¯∗(x, y) = ϕ∗(x, y) and ϕ¯◦∗(x, y) = ϕ◦∗(x, y)}. Then by (4.17), we
have
E [ϕ¯∗(x, y)]− E [ϕ∗(x, y)1E ] ≤ C¯|x− y|e−(log |x−y|)2 ,
E [ϕ¯◦∗(x, y)]− E [ϕ◦∗(x, y)1E ] ≤ C¯|x− y|e−(log |x−y|)
2
.
Suppose ϕ∗(x, y) = ϕ(u, v), for u ∈ Br(x,y)(x) and v ∈ Br(x,y)(y). By (4.18), we have
ϕ∗(x, y)1E = ϕ(u, v)1E ≥ ϕ◦(u, v)1E − e−|u−v| ≥ ϕ◦∗(x, y)1E − e−|x−y|/2 .
We complete the proof by combining preceding three inequalities.
Proof of Lemma 4.3. We first note that combining Lemma 2.4 and (2.6) gives
P(G0 4 {0 ∈ C(∞)})→ 0 . (4.24)
So P(G0) is bounded away from 0 for large n. Let A = B(logn)κ/2(v) where κ is chosen in
Theorem 2.3. Since ϕ(0, z) ≥ ϕ∗(0, v) for all z ∈ ∂iA, we have the upper bound
E
[
λ−Tv1τDλ∪O>Tv
]
≤
∑
z∈∂iA
e−ϕ(0,z) ≤ 2d(log n)dκ/2e−ϕ∗(0,v) . (4.25)
For the lower bound, we will work on the event such that the following holds (which does
not depend on λ).
• Λ(v, (log n)C2) 6= ∅,
• Properties discribed in Lemma 4.10 hold for (0, ne1, λ∗),
• For all x ∈ Br(0,v)(0), y ∈ Br(0,v)(v) and λ ∈ [λ∗, 1],
Ex
[
λ−τy1τDλ∪O>τy1τy<C|y|
]
≥ Ex
[
λ−τy1τDλ∪O>τy
]
(1− e−|y|1/101) . (4.26)
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Combining Lemmas 4.9, 4.10 and Lemma 4.16 (since |v| ≥ n2/3 ensures |y| ≥ n1/2), this
event has probability at least 1− e−c(logn)2 .
Now, we choose x ∈ Br(0,v)(0) and y ∈ Br(0,v)(v) such that ϕ∗(0, v) = ϕ(x, y) and we
claim that
DVλ∗ (0, x) ≤ (log n)C and there exists z0 ∈ A such that DVλ∗ (y, z0) ≤ (log n)C . (4.27)
Provided with this, by forcing random walk to travel from 0 to x at the beginning and
travel from y to z0 at the end (both along the geodesics), we have that for i ≥ 0,
P(Si+DVλ∗ (0,x)+DVλ∗ (y,z0)
= z0, S[1,i+DVλ∗ (0,x)+DVλ∗ (y,z0)−1] ⊆ Vλ)
is bounded below by (2d)−2(logn)CPx(Si = y, S[1,i−1] ⊆ Vλ). Hence,
Ex
[
λ−τy1τDλ∪O>τy1τy<C|y|
]
≤
C|y|∑
i=0
λ−iPx(Si = y, S[1,i−1] ⊆ Vλ)
≤ (2d)2(logn)C
C|y|∑
i=0
λ−iP(Si = z0, S[1,i−1] ⊆ Vλ) , (4.28)
where in the last step, we have changed the index i + DVλ∗ (0, x) + DVλ∗ (y, z0) 7→ i. De-
composing the random walk path depending on the entrance point in A and using strong
Markov property, we get that
(4.28) ≤ (2d)2(logn)C
∑
z∈∂iA
C|y|∑
i=0
λ−iP(Si = z, S[1,i−1] ⊆ Vλ \A) ·GVλ(z, z0;λ)
≤ (2d)2(logn)C (log n)C3E[λ−Tv1n∧τDλ∪O≥Tv] ,
where in the last step, we used Corollary 4.15 and |y| ≤ 2C0n(log n)−2/d (since |v| ≤
C0n(log n)
−2/d)). Combining it with (4.26) gives the lower bound
E
[
λ−Tv1n∧τDλ∪O≥Tv
] ≥ e−(logn)CEx [λ−τy1τDλ∪O>τy] .
Combined with (4.25) and (4.24), this yields the result of the lemma.
It remains to prove (4.27). Since x is connected to y in Vλ and (by (4.3)) 0 is connected
to Bc
n1/2
(0) in Vλ, Lemma 4.10 (2) yields the first part of (4.27). The second part also
follows directly if y ∈ A. If y 6∈ A, since we assumed Λ(v, (log n)C2) 6= ∅, applying Lemma
4.10 to CΛ(v,(logn)C2 ) yields that the vertex y is connected to CΛ(v,(logn)C2 ) in Vλ∗ . Since
A ⊇ B3(logn)C2 (v), we get from Lemma 4.10 (2) that y is connected to some z0 ∈ ∂iA in
Vλ∗ by a path of length at most (log n)C .
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4.3 Concentration and Sub-additivity of LWGF
In this subsection, we will prove two key properties of LWGF: concentration as incorporated
in Lemma 4.17 and sub-additivity as incorporated in Lemma 4.21.
Lemma 4.17. For any q ≥ 2, |x− y| > n1/10 and sufficiently large n
Var [ϕ¯∗(x, y)] ≤ (log |x− y|)C · |x− y| , (4.29)
E
(
(Eϕ¯∗(x, y)− ϕ¯∗(x, y))+
)q ≤ (log |x− y|)qC · |x− y|q/2 , (4.30)
where we used the notation a+ = a1a≥0.
We will use the Efron-Stein inequality to bound the second and higher moments (see
[15, Theorem 2]). To this end, we will control the increment of ϕ¯∗(x, y) when resampling
obstacles in (B2R◦(x))
c and resampling the obstacle at each w ∈ B2R◦(x). We see that
Lemma 4.13 implies resampling obstacles in (B2R◦(x))
c only has a very small effect on
LWGFs (see (4.33) below). It is a more complicated issue to control the influence from
resampling w ∈ B2R◦(x). To this end, we will employ the following two types of bounds.
• We show in Lemma 4.19 that on a typical environment, the increment of ϕ¯∗(x, y) due
to the resampling at w is at most poly-logarithmic in |x − y|. The proof is divided
into two cases as follows.
– For w near x (or y), (recalling that in defining ϕ¯∗(x, y) we have optimized over
starting and ending points that are near x and y respectively) we will choose a
different starting point (or end point) and consider the set of paths that do not
get close to w. See Lemma 4.19 Case 1 below.
– For w away from x and y, we note that the random walk can take a detour using
CΛ(w,(log |x−y|)C) for some constant C > 0 (recall C as in Definition 4.5 and Λ
as in Lemma 4.9) to avoid getting close to w. See Lemma 4.19 Case 2 below.
• We prove in Lemma 4.20 a bound on the increment by a direct computation which
takes into account how likely the random walk will get close to w.
Remark 4.18. Due to the requirement of avoiding Dλ in the definition of LWGFs, by
resampling the obstacle at w, it is possible to change the accessibility for more than just
the vertex w. However, by (4.34) below the change on accessibility is confined in a local
ball around w.
In order to implement the preceding outline in detail, we first introduce a few definitions.
For w ∈ B2R◦(x), we denote
Ow = (O \ {w}) ∪ (O′ ∩ {w}), O◦ = (O \ (B2R◦(x))c) ∪ (O′ ∩ (B2R◦(x))c)
where O′ is an independent copy of O (that is, Ow is obtained from O by re-sampling the
environment at w). Write ϕ(x, y;O) to emphasize its dependence on the environment. Let
Ex,y be the event such that the following hold:
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• For any v ∈ B|x−y|2(x), either C(v) = C(∞) or |C(v)| ≤ (log |x− y|)5.
• For all w ∈ B|x−y|2(x), Λ(w, r) 6= ∅ for r := (log |x− y|)C1+C2+6d.
• ϕ¯∗(x, y;O) = ϕ∗(x, y;O), and for all w ∈ B|x−y|2(x), ϕ¯∗(x, y;Ow) = ϕ∗(x, y;Ow).
Then by Lemmas 2.4, 4.9, (4.17) and (4.14),
P(Ecx,y) ≤(2|x− y|2)de−c(log |x−y|)
5/2
+ (2|x− y|2)de−r(logn)−2d + 3(2|x− y|2)de−(log |x−y|)2
≤e−(log |x−y|)3/2 . (4.31)
On the event Ex,y, by (4.1) we can choose u ∈ Br(x,y)(x) and v ∈ Br(x,y)(y) such that
ϕ¯∗(x, y;O) = ϕ∗(x, y;O) = ϕ(u, v;O) . (4.32)
Let
Vλ,w = (Dλ(Ow) ∪ Ow)c .
Then
ϕ(x, y,Ow) = − log
(
Ex
[
λ−τy ; ξVλ,w > τy
])
.
Now, we claim that on the event Ex,y,
ϕ(u, v;O) ≥ ϕ∗(x, y;O◦)− e−|x−y|/2 . (4.33)
We first see that (4.13) implies ϕ(u, v;O◦) ≤ ϕ◦(u, v;O) and Lemma 4.13 yields ϕ◦(u, v;O) ≤
ϕ(u, v;O) + e−|u−v|. Then (4.33) follows from (4.1).
Further, for all w ∈ B|x−y|2(x) let Aw denote the union of KΛ(w,r) and its interior
region; i.e. Aw is the complement of the infinite connected component in (KΛ(w,r))c. Since
Vλ 4Vλ,w ⊆ B(logn)C1 (w) and Aw ⊇ Br(w) ⊇ B(logn)C1 (w),
Vλ \Aw = Vλ,w \Aw . (4.34)
That is, removing or adding obstacle at w can only change the accessibility of the sites in
Aw (actually, only in Br(w)) for the random walk.
Lemma 4.19. For x, y with |x− y| > n1/10, let u, v be chosen as in (4.32). On the event
Ex,y we have
ϕ(u, v;O) ≥ ϕ∗(x, y;Ow)− log(2d)r3d ∀w ∈ B2R◦(x) . (4.35)
Proof. We divide the proof into two cases as follows.
Case 1: u ∈ Aw ∪ CΛ(w,r) or v ∈ Aw ∪ CΛ(w,r).
We assume that v ∈ Aw ∪CΛ(w,r) (the case u ∈ Aw ∪CΛ(w,r) can be treated similarly).
We first claim that there exists v0 ∈ CΛ(w,r) ∩ Br(x,y)(y). To see this, we consider the
following two scenarios.
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Figure 2: From left to right: Case 1(i), Case 1(ii), Case 2. The gray areas represent
KΛ(w,r)’s. The solid curve are the original paths. We replace a segment of it by the dotted
curve.
(i) v ∈ Aw \KΛ(w,r): In this scenario, since r(x, y) ≥ 100r, we know that Br(x,y)(y) ∩Ki
is non-empty for some i ∈ Λ(w, r). Then we choose an arbitrary v0 in Ki ∩ CΛ(w,r).
Then Property 1 in Definition 4.5 gives C(v0) ≥ L/10 and the claim follows from
Lemma 4.9 (2).
(ii) v ∈ KΛ(w,r) ∪ CΛ(w,r): In this scenario, choose v0 = v and we only need to prove
v ∈ CΛ(w,r) when v ∈ KΛ(w,r). Since v is connected to u in Oc, by the first requirement
of the event Ex,y we see that C(v) = C(∞) and the desired claim follows from Lemma
4.9 (2).
Also, for the same reason as in (ii) above, we know that for any z ∈ ∂i(Aw ∪ CΛ(w,r)) with
GVλ\((Aw∪CΛ(w,r))∪{v})(u, z;λ) > 0, we have C(z) = C(∞) and thus by Lemma 4.9 (2), we
get z ∈ CΛ(w,r) (since z ∈ ∂i(Aw ∪ CΛ(w,r))).
Next, we will verify (4.35) in this case by combining the preceding discussions with the
following decomposition of ϕ:
ϕ(u, v;O) = − log
( ∑
z∈∂i(Aw∪CΛ(w,r))
GVλ\((Aw∪CΛ(w,r))∪{v})(u, z, λ)GVλ\{v}(z, v;λ)
)
. (4.36)
By Corollary 4.15, GVλ\{v}(z, v;λ) ≤ (log n)C3 . Let v0 be chosen as above and consider any
z ∈ ∂i(Aw∪CΛ(w,r)) with GVλ\((Aw∪CΛ(w,r))∪{v})(u, z;λ) > 0. In light of scenario (i),(ii) and
the discussion after (ii), we see that v0, z ∈ CΛ(w,r) and thus by Lemma 4.9 (2) we get that
GVλ,w\{v}(v0, z;λ) ≥ (2d)−r
2d
. Therefore, combined with (4.36) it yields that ϕ(u, v;O) is
bounded below by
− log
(
(2d)r
2d
(log n)C3 ·
∑
z∈∂i(Aw∪CΛ(w,r))
GVλ\((Aw∪CΛ(w,r))∪{v0})(u, z;λ)GVλ\{v0}(z, v0;λ)
)
= ϕ(u, v0;Ow)− log(2d)r2d − C3 log logn ≥ ϕ∗(x, y;Ow)− log(2d)r3d ,
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where we have used Aw ∪ CΛ(w,r) ∪ {v0} = Aw ∪ CΛ(w,r).
Case 2: Neither u nor v is in Aw ∪ CΛ(w,r).
Let Iz,z′ = GVλ\(Aw∪{v})(u, z;λ)GVλ\(Aw∪{v})(z
′, v;λ), we have
GVλ\{v}(u, v;λ) =
∑
z,z′∈∂iAw
Iz,z′ ·GVλ\{v}(z, z′;λ) +GVλ\(Aw∪{v})(u, v;λ) ,
GVλ,w\{v}(u, v;λ) =
∑
z,z′∈∂iAw
Iz,z′ ·GVλ,w\{v}(z, z′;λ) +GVλ\(Aw∪{v})(u, v;λ) .
Wen claim that that for z, z′ ∈ ∂iAw with Iz,z′ > 0,
GVλ\{v}(z, z
′;λ)/GVλ,w\{v}(z, z
′;λ) ≤ (2d)r3d . (4.37)
Provided with (4.37), we see that GVλ\{v}(u, v;λ)/GVλ,w\{v}(u, v;λ) ≤ (2d)r
3d
, which then
yields (4.35). It remains to prove (4.37). We first note that GVλ(z, z
′;λ) ≤ (log n)C3 due
to Corollary 4.15. At the same time, for the same reason as in Case 1, we know Iz,z′ > 0
implies C(z) = C(z′) = C(∞). Combining this with z, z′ ∈ ∂iAw and Lemma 4.9 (2) gives
z, z′ ∈ CΛ(w,r). Then Lemma 4.9 (2) implies GCΛ(w,r)(z, z′;λ) ≥ (2d)−r
2d
. Thus (4.37)
would follow once we prove CΛ(w,r) ⊆ Vλ,w \ {v}. To this end, note that CΛ(w,r) ⊆ Vλ \ {v}
(by Definition 4.5 and the assumption of this case) and that CΛ(w,r) ∩Br−100L(w) = ∅ (by
the definition of CΛ(w,r) in Lemma 4.9). Since Vλ 4 Vλ,w ⊆ B(logn)4(w) ⊆ Br−100L(w), it
yields that CΛ(w,r) ⊆ Vλ,w \ {v}. At this point, we complete the verification of (4.37).
Combining the two cases above completes the proof of the lemma.
We remark that (4.35) holds for general w provided that the event Ex,y occurs, but it
is suboptimal for typical w. For a typical w, the influence of resampling the environment
at w is much smaller than the bound given in (4.35), as incorporated in the next lemma.
Lemma 4.20. For x, y with |x − y| > n1/10, let u, v be chosen as in (4.32). For w ∈
B2R◦(x), we have
Eu [λ−τv ; ξVλ > τv, τAw ≤ τv]
Eu [λ−τv ; ξVλ > τv]
≥ 1
2
min(1, ϕ(u, v;Ow)− ϕ(u, v;O)) . (4.38)
Proof. We note that
ϕ(u, v;Ow) = − log
(
Eu
[
λ−τv ; ξVλw > τv, τAw ≤ τv
]
+ Eu
[
λ−τv ; ξVλ > τv, τAw > τv
])
≤ − log (Eu [λ−τv ; ξVλ > τv, τAw > τv]) .
Thus, we have
ϕ(u, v;Ow)− ϕ(u, v;O) ≤ − log
(
Eu [λ−τv ; ξVλ > τv, τAw > τv]
Eu [λ−τv ; ξVλ > τv]
)
.
Therefore, using − log t ≤ (1− t) for 1/2 ≤ t ≤ 1 gives (4.38).
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Proof of Lemma 4.17. It follows from (4.32), (4.1) and the third requirement of Ex,y that((
ϕ¯∗(x, y;Ow)− ϕ¯∗(x, y;O)
)
+
)2 ≤ ((ϕ(u, v;Ow)− ϕ(u, v;O))+)2
≤ (log(2d))2r6d × 2E
u [λ−τv ; ξVλ > τv, τAw ≤ τv]
Eu [λ−τv ; ξVλ > τv]
≤ Cr6d
∑
z∈B2r(w)
Eu [λ−τv ; ξVλ > τv, τz ≤ τv]
Eu [λ−τv ; ξVλ > τv]
, (4.39)
where in the second inequality, we used Lemmas 4.19 and 4.20. Now, we define
V+ =
((
ϕ¯∗(x, y;O◦)−ϕ¯∗(x, y;O)
)
+
)2
+
∑
w∈B2R◦ (x)
((
ϕ¯∗(x, y;Ow)−ϕ¯∗(x, y;O)
)
+
)2
. (4.40)
Combining (4.33) and (4.39), we have that on event Ex,y
V+ ≤
∑
w∈B2R◦ (x)
Cr6d
∑
z∈B2r(w)
Eu [λ−τv ; ξVλ > τv, τz ≤ τv]
Eu [λ−τv ; ξVλ > τv]
+ 1
≤ Cr7d
∑
z∈Zd
Eu [λ−τv ; ξVλ > τv, τz ≤ τv]
Eu [λ−τv ; ξVλ > τv]
+ 1 ≤ Cr7dE
u [τvλ
−τv ; ξVλ > τv]
Eu [λ−τv ; ξVλ > τv]
.
Combining with (4.19), we get that on the event Ex,y
V+ ≤ (log |x− y|)C |x− y| .
Combined with (4.31) and |ϕ¯∗(x, y)| ≤ C¯|x−y|, this yields for any q ≥ 2, and |x−y| ≥ n1/10
E
[
V
q/2
+
]
≤
(
(log |x− y|)C |x− y|
)q/2
.
In light of the preceding estimate, we complete the proof of the lemma by applying Efron-
Stein inequality and [15, Theorem 2].
Next, we prove the sub-additivity of our LWGF. Note that the sub-additivity for un-
weighted Green’s function (i.e., when λ = 1) was proved in [54, Chapter 5, Lemma 2.1].
The proof for our LWGF shares the same spirit but is a bit more complicated.
Lemma 4.21. For all x, y, z ∈ Zd such that |x− y| ≥ n1/10 and all λ ∈ [λ∗, 1]
Eϕ¯∗(x, y) ≤ Eϕ¯∗(x, z) + Eϕ¯∗(z, y) + e(log |x−y|)2/3 . (4.41)
Proof. For any u, v, w ∈ Zd, by strong Markov property at τv, we have
GVλ\{w}(u,w;λ) ≥ GVλ\{v,w}(u, v;λ)GVλ\{w}(v, w;λ) .
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Figure 3: Left: Case 1. Right: Case 2. The gray areas represent KΛ’s. The solid
curve are the original paths. We use dotted curves to connect two paths or change the
starting/ending points.
Then (4.2) and Lemma 4.15 implies
ϕ(u,w) ≤ ϕ(u, v) + ϕ(v, w) + C3 log log n . (4.42)
To prove (4.41), we have the complication that ϕ∗(x, y) is the minimum over a neigh-
borhood of x to a neighborhood of y (see (4.1)) and the size of the neighborhood depends
on |x− y|. This requires a more careful treatment in the proof.
Without lose of generality, we assume |x−z| ≥ |y−z|. By the definition of ϕ¯∗, it suffices
to consider the case when |x− y| ≥ cC¯−1|x− z|. The proof divides into the following two
cases.
Case 1: |y − z| ≥ e(log |x−y|)1/2 .
In this case, we let Ex,y,z be the event such that the following holds:
• For any v ∈ B|x−y|2(x), either C(v) = C(∞) or |C(v)| ≤ (log |x− y|)5.
• ϕ¯∗(x, y) = ϕ∗(x, y), ϕ¯∗(x, z) = ϕ∗(x, z) and ϕ¯∗(y, z) = ϕ∗(y, z),
• Λ(x, r(x, y)/2),Λ(y, r(x, y)/2),Λ(z, 2r(x, z)) are not empty.
• Properties described in Lemma 4.10.
By Lemmas 2.4, 4.9, (4.17) and 4.10,
P(Ecx,y,z) ≤ (2|x− y|)de−c(log |x−y|
5/2) + 3e−(log |x−y|)
2
+ e−(log |x−z|)
3
+ e−(log |z−y|)
3
+ e−2
−1r(x,y)(logn)−2d + e−2r(x,z)(logn)
−2d ≤ 2e−(log |x−y|)3/2 . (4.43)
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On event Ex,y,z, by (4.1) we choose x1 ∈ Br(x,z)(x) and z1 ∈ Br(x,z)(z), z2 ∈ Br(z,y)(z) and
y1 ∈ Br(z,y)(y) such that
ϕ¯∗(x, z) = ϕ∗(x, z) = ϕ(x1, z1) and ϕ¯∗(z, y) = ϕ∗(z, y) = ϕ(z2, y1).
Noting that Λ(z, 2r(x, z)) is not empty, we denote by A the union of KΛ(z,2r(x,z)) and its
interior region; i.e., A is the complement of the infinite connected component inKcΛ(z,2r(x,z)).
By decomposition of random walk paths, we have
GVλ(x1, y1;λ) ≥
∑
w1,w2∈∂iA
GVλ\A(x1, w1;λ)GVλ(w1, w2;λ)GVλ\A(w2, y1;λ) .
Also, for w1, w2 such that GVλ\A(x1, w1;λ)GVλ\A(w2, z1;λ) > 0, by the first requirement
of Ex,y,z, we have C(w1) = C(w2) = C(∞). Applying Lemma 4.9 (2), we get
GVλ(w1, w2;λ) ≥ (2d)−(2r(x,z))
2d
.
Therefore, combining the preceding two displayed inequalities gives
GVλ(x1, y1;λ) ≥ (2d)−(2r(x,z))
2d ·
∑
w1,w2∈∂iA
GVλ\A(x1, w1;λ)GVλ\A(w2, y1;λ) .
Also, by Corollary 4.15,
GVλ(x1, z1;λ) =
∑
w∈∂iA
GVλ\A(x1, w;λ)GVλ(w, z1;λ) ≤ (log n)C3
∑
w∈∂iA
GVλ\A(x1, w;λ) ,
and similarly GVλ(z2, y1;λ) ≤ (log n)C3
∑
w∈∂iAGVλ\A(w, z1;λ). Combining preceding
three inequalities and that r(x, z) ≥ log(|x− y|/2) ≥ c log n gives
GVλ(x1, y1;λ) ≥ e−C(r(x,z))
2d
GVλ(x1, z1;λ)GVλ(z2, y1;λ) .
Then by (4.2) and Corollary 4.15, we deduce that
ϕ(x1, y1) ≤ ϕ¯∗(x, z) + ϕ¯∗(z, y) + C(r(x, z))2d .
Since Λ(x, r(x, y)/2),Λ(y, r(x, y)/2) 6= ∅ and r(x, y)/2 > (log |x − y|)C2 , we choose x2 ∈
CΛ(x,r(x,y)/2) and y2 ∈ CΛ(y,r(x,y)/2) arbitrarily. Then by Lemma 4.10, x1 and x2 is con-
nected by path in Vλ of length at most (log |x−y|)C . Then ϕ(x1, x2) ≤ log(2d)(log |x−y|)C
(and the same holds for y1 and y2). Therefore, on the event Ex,y,z, (4.42) gives
ϕ∗(x, y) ≤ ϕ(x2, y2) ≤ ϕ(x1, y1)+2 log(2d)(log |x−y|)C ≤ ϕ¯∗(x, z)+ϕ¯∗(z, y)+(log |x−y|)C .
Combined with (4.43) and ϕ¯∗(x, y) ≤ C¯|x− y|, this implies
Eϕ¯∗(x, y) ≤ Eϕ¯∗(x, z) + Eϕ¯∗(z, y) + (log |x− y|)C .
Case 2: |y − z| ≤ e(log |x−y|)1/2 .
In this case, |x−z| ≥ |x−y|/2. We let Ex,y,z be the event such that the following hold:
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• For any v ∈ B|x−y|2(x), either C(v) = C(∞) or |C(v)| ≤ (log |x− y|)5.
• ϕ¯∗(x, y) = ϕ∗(x, y) and ϕ¯∗(x, z) = ϕ∗(x, z),
• Λ(x, r(x, y)/2),Λ(y, r(x, y)/2) are not empty.
• Properties described in Lemma 4.10.
By Lemmas 2.4, 4.9, (4.17) and 4.10,
P(Ecx,y,z) ≤ (2|x− y|)de−c(log |x−y|
5/2) + 3e−(log |x−y|)
2
+ 2e−(log |x−z|)
2
+ 2e−2
−1r(x,y)(logn)−2d ≤ e−(log |x−y|)3/2 . (4.44)
On the event Ex,y,z, by (4.1) we let x1 ∈ Br(x,z)(x) and z1 ∈ Br(x,z)(z) such that
ϕ¯∗(x, z) = ϕ∗(x, z) = ϕ(x1, z1) .
Since Λ(x, r(x, y)/2),Λ(y, r(x, y)/2) are not empty, by Lemma 4.10, there exists x2 ∈
Br(x,y)(x) and y2 ∈ Br(x,y)(y) such that x1 is connected to x2 by path in Vλ of length at
most (log |x−y|)C and z1 is connected to y2 by path in Vλ of length at most Ce−(log |x−y|)1/2 .
Then ϕ(x2, x1) ≤ log(2d)(log |x − y|)C , ϕ(z1, y2) ≤ C log(2d)e−(log |x−y|)1/2 . Therefore, on
the event Ex,y,z, (4.42) gives
ϕ∗(x, y) ≤ ϕ(x2, y2) ≤ ϕ(x1, z1) + Ce(log |x−y|)1/2 log(2d)
= ϕ∗(x, z) + Ce(log |x−y|)
1/2
log(2d) .
Combined with (4.44) and ϕ¯∗(x, y) ≤ C¯|x− y|, this implies
Eϕ¯∗(x, y) ≤ Eϕ¯∗(x, z) + Eϕ¯∗(z, y) + e2(log |x−y|)1/2 .
4.4 Rate of convergence for LWGF to linear functions
Let
h(x) = E [ϕ¯∗(0, x)] for all x ∈ Zd . (4.45)
It has been proved in Lemma 4.21 that {h(mx)}m≥1 is sub-additive (with some error term).
Hence, one can prove that (see [18, Theorem 23]) for all x ∈ Zd the limit
g(x) := lim
m→∞h(mx)/m (4.46)
exists. Furthermore, g could first extends to Qd by restricting m to such that mx ∈ Zd,
and then extends to Rd by continuity (see [3, Lemma 1.5]). Moreover, it follows directly
from definition and Lemma 4.21 that g is homogeneous of order 1 and sub-additive, i.e.,
g(αx) = αg(x) for x ∈ Rd, α > 0 , and g(x+ y) ≤ g(x) + g(y) for x, y ∈ Rd . (4.47)
Thus, g is convex (such properties of g are useful, e.g., in the proof of Lemma 3.5). Now,
we can state the main conclusion of this subsection.
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Lemma 4.22. For |x| ≥ n1/2, we have that
h(x) ≤ g(x) + |x|4/5 . (4.48)
The proof of Lemma 4.22 is a combination of the concentration results proved in Sec-
tion 4.3 and a nontrivial adaption of arguments in [3]. We first record some straightforward
properties of h. By Lemma 4.21 and [18, Theorem 23], for all |x| ≥ n1/10
g(x) ≤ h(x) + |x|1/10 , (4.49)
c|x| ≤ g(x) ≤ C¯|x| , (4.50)
where c, C¯ are two constants as in (4.12) In addition, g is continuous (see [3, Lemma 1.5]).
One of the main results in [3] is that CHAP (as described in Lemma 4.24) implies
approximation property of the form (4.48). Hence, it suffice to verify the CHAP condition.
We will adapt the arguments in [3] in order to verify CHAP (Lemma 4.25). However, in our
case h is not the length of the shortest path (as in the case for the first-passage percolation),
but in a vague sense h is the “average” length of all open paths (which are not necessarily
self-avoiding). This incurs some nontrivial challenges, whose treatment requires some new
technical ingredients including Lemma 4.27 and some concentration results in our case
(Lemmas 4.29, 4.30).
We point out that Lemmas 4.24, 4.26 and the arguments in the proof of Lemma 4.22 are
from [3]. We omit the proof the Lemma 4.24 but present the proof the other two, as there
is an error term in the sub-additivity of h and hence a few (straightforward) modifications
are required there. Also, Lemma 4.25 is similar to [3, Proposition 3.4].
Now, we turn to the proof of the main result in this subsection.
Definition 4.23. For x ∈ Rd, let Hx denote a hyperplane tangent to ∂{y : g(y) ≤ g(x)} at
x. Let H0x denote the hyperplane through 0 parallel to Hx. We define gx(y) by the unique
linear function such that
gx(y) = 0 for y ∈ H0x, and gx(x) = g(x) ,
and define
Qx := {y ∈ Zd : gx(y) ≤ g(x), h(y) ≤ gx(y) + 10CQ|x|2/3} , (4.51)
where CQ = 2C¯c
−1 + 10.
Then one can prove that (see [3, (1.9)])
|gx(y)| ≤ g(y) for all y ∈ Rd . (4.52)
Lemma 4.24. ([3, Lemma 1.6]) Let M,a > 1. Suppose that for each x ∈ Qd with |x| ≥M ,
there exists N ≥ 1, a path γ in Zd from 0 to Nx and a sequence of sites 0 = v0, v1, ..., vm =
Nx in γ such that m ≤ aN and vi − vi−1 ∈ Qx for all 1 ≤ i ≤ m. Then h satisfies the
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convex-hull approximation property (CHAP), meaning for all x ∈ Qd with |x| ≥ M , we
have
x/α ∈ Co(Qx) for some α ∈ [1, a] , (4.53)
where Co(·) denotes the convex hull.
To verify the condition in Lemma 4.24, we fix a large integer N such that Nx ∈ Zd
and choose vi’s depending on the environment and show that they satisfies the condition
in Lemma 4.24 with positive P-probability (which suffices as the existence of desired vi’s
as stated in Lemma 4.24 is a deterministic event).
We choose u1 ∈ Br(0,Nx)(0) and u2 ∈ Br(0,Nx)(Nx) such that ϕ∗(0, Nx) = ϕ(u1, u2).
Then we choose vi for i = 1, 2, ..., ζ1, ..., ζ2, ..., ζ3 as well as ζ1, ζ2, ζ3 inductively as follows.
Set v0 = 0 and for any i ≥ 1
vi = arg min
u: u−vi−1∈∂iQx
|u− u1| (4.54)
until u1 ∈ vi−1 +Qx, in which case we set vi = u1 and ζ1 = i. Next for i ≥ ζ1 + 1 set
vi = arg max
u: u−vi−1∈∂iQx
u6∈{vζ1 ,vζ1+1,...,vi−1}
GVλ\{vζ1 ,vζ1+1,...,vi−1}(vi−1, u;λ) ·GVλ\{vζ1 ,vζ1+1,...,u}(u, u2;λ) ,
(4.55)
until u2 ∈ vi−1 +Qx, in which case we set vi = u2 and ζ2 = i. Finally for i ≥ ζ2 + 1 set
vi = arg min
u: u−vi−1∈∂iQx
|u− u3| (4.56)
until Nx ∈ vi−1 + Qx, in which case we set vi = Nx and ζ3 = i. We remark that we do
not require either 0 or Nx is in C(∞) here.
We verify the condition in Lemma 4.24 for M = n1/3 and a = 4 as a consequence of
the following lemma, and then prove Lemma 4.22.
Lemma 4.25. For all x ∈ Qd with |x| ≥ n1/3, there exists an integer N ≥ 1 such that
P(ζ3 ≤ 4N) > 0 .
Proof of Lemma 4.22. We recall that the conditions in Lemma 4.24 are on h, which is
deterministic. By choosing vi’s depending on environment as in (4.54)-(4.56), in light of
Lemma 4.25, we know vi satisfies conditions in Lemma 4.24 for M = n
1/3 and a = 4 with
positive P-probability. Hence the conditions in Lemma 4.24 hold, because it only requires
the existence of such vi’s. Now, choose q ∈ [|x| 14 /2, |x| 14 ] ∩ Q. Since |x/q| ≥ |x| 34 ≥ n1/3,
we use Lemma 4.24 (with x/q in replace of x) and Carathe´odory’s theorem (which states
that every points in a convex hull is a convex combination of at most d+ 1 fixed points in
this convex hull. See [58, Theorem 3.10].) to conclude that
x/q = α1y1 + α2y2 + . . .+ αd+1yd+1 (4.57)
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with αi ≥ 0,
∑d+1
i=1 αi ∈ [1, 4] and yi ∈ Qx/q. Let x∗ =
∑d+1
i=1 bqαicyi. Note that yi ∈
Qx/q, gx/q = gx (since gx only depends on x/|x|). By Lemma 4.21,
h(x∗) ≤
d+1∑
i=1
bqαic(h(yi) + e(log 4|x|)2/3)
≤
d+1∑
i=1
bqαic
(
gx(yi) + 10CQ|x/q|2/3
)
+ 4(d+ 1)qe(log 4|x|)
2/3
≤ gx(x∗) + 40CQq|x/q|2/3 + 4(d+ 1)qe(log 4|x|)2/3 ,
where in the last step we used that gx(·) is a linear function. In addition, since |x− x∗| ≤∑d+1
i=1 |yi| ≤ (d+ 1)CQ|x/q|, by (4.52) and (4.50),
h(x− x∗)− gx(x− x∗) ≤ 2C¯CQ(d+ 1)|x/q| .
Combining the preceding two inequalities, we conclude that
h(x) ≤ g(x) + 40CQq|x/q|2/3 + 4(d+ 1)qe(log 4|x|)2/3 + 2C¯CQ(d+ 1)|x/q|
≤ g(x) + C|x|3/4 .
The rest of this subsection is devoted to the proof of Lemma 4.25. We need a few more
definitions: For y ∈ Zd, we define
sx(y) := h(y)− gx(y),
Gx := {y ∈ Zd : gx(y) > g(x)},
∆x := {y ∈ Qx : y adjacent to Zd \Qx, y not adjacent to Gx},
Dx := {y ∈ Qx : y adjacent to Gx}.
(4.58)
Lemma 4.26. ([3, Lemma 3.3]) Recall that CQ = 2C¯c
−1 + 10. For all x ∈ Qd with
|x| ≥ n1/3
(1) If y ∈ Qx, then g(y) ≤ 2g(x), |y| ≤ CQ|x| and sx(y) ≥ −|y|1/10.
(2) If y ∈ ∆x, then sx(y) ≥ 8CQ|x|2/3.
(3) If y ∈ Dx, then gx(y) ≥ 5g(x)/6.
Proof. (1) For y ∈ Qx, we have sx(y) ≤ 10CQ|x|2/3 and gx(y) ≤ g(x). Then by (4.49)
g(y) ≤ h(y) + |y|1/10 = gx(y) + sx(y) + |y|1/10 ≤ g(x) + 10CQ|x|2/3 + |y|1/10 .
Hence, by (4.50), we have g(y) ≤ 2g(x) for large x and y. Then by (4.50), |y| ≤ 2C¯c−1|x| <
CQ|x|. Also, (4.49) implies sx(y) ≥ −|y|1/10.
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(2) If y ∈ ∆x, then y = z + e for some z ∈ Zd \ (Qx ∪ Gx) and e ∈ {±e1, ...,±ed} where
{ei}di=1 is the standard basis in Rd. Since sx(z) ≥ 10CQ|x|2/3 and |sx(e)| ≤ 2C¯, using
sub-additivity of h (Lemma 4.21), linearity of gx and |z| ≤ |y|+ 1 ≤ 2CQ|x| (which follows
from y ∈ ∆x ⊆ Qx and the first item of the current lemma) we get
sx(y) = h(y)− gx(y) ≥ h(z)− h(e)− e(log |z|)2/3 − (gx(z) + gx(e))
= sx(z)− sx(e)− e(log |z|)2/3 ≥ 8CQ|x|2/3 .
(3) If y ∈ Dx, then y = z + e for some z ∈ Zd ∩Gx and e ∈ {±e1, ...,±ed}. Hence
gx(y) = gx(z) + gx(e) ≥ g(x)− C¯ ≥ 5g(x)/6.
The main goal of Lemmas 4.27-4.30 is to show that ϕ∗(0, Nx) can be well approximated
by
∑ζ3−1
i=0 E [ϕ¯∗(vi, vi+1)] with high probability, which is needed to prove Lemma 4.25. The
analog of such approximation is used in FPP setup to serve a similar purpose in [3]. In
FPP, the total length of the shortest path from 0 to Nx is simply equals to the sum of
that of non-intersecting path segments that assembles the geodesic. And the concentration
can be obtained by using BK’s inequality and an exponential concentration bound for each
segment. However, our case is a bit more complicated and our proof is different from the
arguments in [3]. In particular, we have applied results on lattice greedy animals ([39, 41]).
Lemma 4.27. The following holds for all environments. For all x ∈ Qd with |x| ≥ n1/3,
(1) ζ2 − ζ1 ≥ N/(2CQ) and ζ1 + ζ3 − ζ2 ≤ 4|x|−1/3r(0, Nx) .
(2)
∑ζ2−1
i=ζ1
ϕ∗(vi, vi+1) ≤ ϕ∗(0, Nx) + 3d(ζ2 − ζ1) log |x| .
Proof. (1) By Lemma 4.26 (1), we have |vi − vi−1| ≤ CQ|x| for all ζ1 + 1 ≤ i ≤ ζ2.
In addition, we see that |vζ1 − vζ2 | ≥ N |x| − 2r(0, Nx) ≥ N |x|/2. This implies that
ζ2 − ζ1 ≥ |Nx|/(2CQ|x|) = N/(2CQ).
For y ∈ Zd with |y| ≤ |x|1/3. By (4.52), gx(y) ≤ g(y) ≤ C¯|x|1/3 ≤ g(x) and h(y) −
gx(y) ≤ 2C¯|x|1/3 ≤ 10CQ|x|2/3. Then by (4.51),
B|x|1/3(0) ⊆ Qx . (4.59)
Hence, by (4.54) we have that for i ≤ ζ1 − 1
|u1 − vi| ≤ |u1 − vi−1| − |x|1/3/2 .
Since |u1| ≤ r(0, Nx), we have ζ1 ≤ 2|x|−1/3r(0, Nx). Similarly ζ3− ζ2 ≤ 2|x|−1/3r(0, Nx).
Thus, we complete the proof of (1).
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(2) By considering the last visit to vi−1 + Qx = {vi−1 + y : y ∈ Qx}, we get for ζ1 + 1 ≤
i ≤ ζ2 − 1, GVλ\{vζ1 ,vζ1+1,...,vi−1}(vi−1, u2;λ) equals to∑
u: u−vi−1∈∂iQx
u6∈{vζ1 ,vζ1+1,...,vi−1}
GVλ\{vζ1 ,vζ1+1,...,vi−1}(vi−1, u;λ) ·GVλ\({vζ1 ,vζ1+1,...,vi−1}∪(vi−1+Qx))(u, u2;λ)
≤
∑
u: u−vi−1∈∂iQx
u6∈{vζ1 ,vζ1+1,...,vi−1}
GVλ\{vζ1 ,vζ1+1,...,vi−1}(vi−1, u;λ) ·GVλ\{vζ1 ,vζ1+1,...,vi−1,u}(u, u2;λ) .
By Lemma 4.26 (1), |∂iQx| ≤ (2CQ|x|)d < |x|2d. Then by (4.55) we get that (using the
simple fact that the sum of non-negative numbers is bounded above by the product of the
maximal term and the number of terms in the summation)
GVλ\{vζ1 ,vζ1+1,...,vi−1}(vi−1, u2;λ)
≤ GVλ\{vζ1 ,vζ1+1,...,vi−1}(vi−1, vi;λ)GVλ\{vζ1 ,vζ1+1,...,vi}(vi, u2;λ)|x|
2d.
Taking logarithm for the above inequality and summing over ζ1 + 1 ≤ i ≤ ζ2 − 1, we have
ζ2−1∑
i=ζ1
ϕ(vi, vi+1) ≤ ϕ(u1, u2) + 3d(ζ2 − ζ1 − 1) log |x| ,
where we used (4.2) and Corollary 4.15. Since ϕ∗(vi, vi+1) ≤ ϕ(vi, vi+1), combining with
ϕ∗(0, Nx) = ϕ(u1, u2), we completes the proof of (2).
Next, we prove some concentration results for LWGFs.
Definition 4.28. For fixed λ ∈ [λ∗, 1] and x ∈ Qd with |x| ≥ n1/3, let Gx be the collection
of sites u ∈ Zd such that for all v satisfying |x|1/3 ≤ |u− v| ≤ CQ|x|,
E [ϕ¯◦∗(u, v)]− ϕ¯◦∗(u, v) ≤ |u− v|2/3 and 2c|x− y| ≤ ϕ¯◦∗(u, v) ≤ 2−1C¯|u− v| . (4.60)
In the preceding definition we used ϕ¯◦∗(u, v) to take advantage of the fact that it only
depends on local environment, and the fact that the concentration of ϕ¯◦∗(u, v) around its
expectation is sufficient to guarantee the concentration of ϕ¯∗(u, v) (Lemma 4.14) (which
plays an important role in proving the concentration of
∑
ϕ¯∗(vi, vi+1) in Lemma 4.30).
Lemma 4.29. For all u ∈ Zd
P(u 6∈ Gx) ≤ |x|−10d2 .
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Proof. For any |u− v| ≥ |x|1/3, since |x|1/3 ≥ n1/10, by Lemma 4.17
P(E [ϕ¯∗(u, v)]− ϕ∗(u, v) ≥ 2−1|u− v|2/3) ≤ |u− v|−60d2 ≤ |x|−20d2 .
By Lemma 4.12, P(ϕ¯∗(u, v) ≥ 4−1C¯|u − v| or ϕ¯∗(u, v) ≤ 4c|u − v|) ≤ e−3−2(log |x|)2 . Com-
bined with Lemma 4.14, it yields that
P(u 6∈ Gx) ≤ (2CQ|x|)d(|x|−20d2 + e−3−2(log |x|)2) ≤ |x|−10d2 .
Lemma 4.30. For any m0 ≥ |x|10d and |x| ≥ n1/3, the following holds with P-probability
at least 1 − e−m0|x|−5d: For all m ≥ m0 and v0, v1, ..., vm ∈ Zd such that |v0| ≤ e(logm)1/d
and |x|1/3 ≤ |vi − vi−1| ≤ CQ|x| i = 1, 2, ...,m− 1, we have that
m−1∑
i=0
E [ϕ¯∗(vi, vi+1)] ≤
m−1∑
i=0
ϕ∗(vi, vi+1) + CQm|x|2/3 .
Proof. By Lemma 4.26 (1) and (4.12), ϕ¯∗(vi, vi+1) ≤ C¯CQ|x|. By Corollary 4.15, we have
that ϕ∗(vi, vi+1) ≥ −C3 log log n. Then by (4.60) and Lemma 4.14, we get the following
two inequalities:
m−1∑
i=0
ϕ¯∗(vi, vi+1) ≤
m−1∑
i=0
ϕ∗(vi, vi+1)+|{i ∈ {0, 1, ...,m−1} : vi 6∈ Gx}|·(C¯CQ|x|+C3 log logn) ,
m−1∑
i=0
E [ϕ¯∗(vi, vi+1)]−ϕ¯∗(vi, vi+1) ≤ 2m(CQ|x|)2/3+|{i ∈ {0, 1, ...,m−1} : vi 6∈ Gx}|·C¯CQ|x| .
Since CQ > 10, |x| ≥ n1/3, it suffices to prove that with P-probability at least 1−e−m0|x|−5d
|{i ∈ {0, 1, ...,m− 1} : vi 6∈ Gx}| ≤ m|x|−2 . (4.61)
To this end, we denote Vi = i+ |x|2Zd for i ∈ {1, 2, ..., |x|2}d, where Vi inherits the graph
structure from the natural bijection which maps v ∈ Zd to i+ |x|2v ∈ Vi. For any integer
M > 0,
P( max
η∈WM (v0)
|η ∩ Vi ∩ Gcx| ≥M |x|−4d)
≤P( max
η∈WM (v0)
|{y ∈ Vi : η ∩K|x|2(y) 6= ∅} ∩ Gcx| ≥M |x|−4d) .
whereWM (v0) is the set of connected self-avoiding paths in the original lattice of length M
with initial point v0. Since the event v ∈ Gx is independent of σ(u ∈ Gx, u ∈ Zd : |u− v| ≥
|x|2), we have that events {v ∈ Gcx} for v ∈ Vi are independent. Also, for any η ∈ WM (v0),
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we know that {y ∈ Vi : η∩K|x|2(y) 6= ∅} is a lattice animal in Vi of size at most 3dM/|x|2.
By Lemma 4.29,
M |x|−4d ≥ |x| · ((3dM |x|−2) · P(v ∈ Gcx)1/d) .
Then a result on greedy lattice animals proved in [39, Page 281] (see also [41]) yields
P( max
η∈WM (v0)
|η ∩ Vi ∩ Gcx| ≥M |x|−4d) ≤ e−M |x|
−4d/2 . (4.62)
Note that for all v0, v1, ..., vm such that |vi−vi−1| ≤ CQ|x|, there exists a self avoiding path
η that goes through v0, v1, ..., vm and has length dCQm|x|. Thus, (4.61) follows by summing
(4.62) over i ∈ {1, 2, ..., |x|2}d, M = dCQm|x|, m ≥ m0 and v0 ∈ Be(logm)1/d (0).
Proof of Lemma 4.25. By (4.46) and (4.50) and Markov’s inequality, we get for sufficiently
large N ,
P(ϕ¯∗(0, Nx) ≤ Ng(x) +N) ≥ 1− Eϕ¯∗(0, Nx)
Ng(x) +N
≥ 1
2C¯|x|+ 2 . (4.63)
At the same time, by Lemma 4.27 (1), we can apply Lemma 4.30 to vζ1 , ..., vζ2−1 and
m0 = bN/(2CQ)c − 1. Combining with (4.17), we get that the following two inequalities
hold with positive P-probability for sufficiently large N ,
ζ2−1∑
i=ζ1
E [ϕ¯∗(vi, vi+1)] ≤
ζ2−1∑
i=ζ1
ϕ∗(vi, vi+1) + CQ(ζ2 − ζ1)|x|2/3
ϕ∗(0, Nx) = ϕ¯∗(0, Nx) ≤ Ng(x) +N .
On this event, combining preceding two inequality and Lemma 4.27 (2), we get that
ζ2−1∑
i=ζ1
E [ϕ¯∗(vi, vi+1)] ≤ Ng(x) +N + 2CQ(ζ2 − ζ1)|x|2/3 . (4.64)
At the same time, by Lemma 4.26 (1), we have |vi+1 − vi| ≤ CQ|x|. Combined with (4.12)
and Lemma 4.27 (1), this implies
ζ1−1∑
i=0
E [ϕ¯∗(vi, vi+1)] +
ζ3−1∑
i=ζ2
E [ϕ¯∗(vi, vi+1)] ≤ (ζ1 + ζ3 − ζ2)C¯CQ|x|
≤ 4C¯CQ|x|2/3r(0, Nx) . (4.65)
Note that Lemma 4.27 (1) implies
CQ(ζ2 − ζ1)|x|2/3 ≥ N |x|2/3/2 and r(0, Nx) = (log(Nx))2κ+10d .
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It follows that (4.65) is upper bounded by CQ(ζ2 − ζ1)|x|2/3. Then by (4.64), we have
ζ3−1∑
i=0
E [ϕ¯∗(vi, vi+1)] ≤ Ng(x) + 3CQζ3|x|2/3 . (4.66)
Now, by Lemma 4.26 (1)(2) (recall that sx(y) := h(y)− gx(y))
ζ3−1∑
i=0
E [ϕ¯∗(vi, vi+1)] =
ζ3−1∑
i=0
gx(vi − vi+1) + sx(vi − vi+1)
≥ gx(Nx) + |{1 ≤ i ≤ ζ3 − 1 : vi ∈ ∆x}| · 8CQ|x|2/3 − ζ3|x|1/10 .
Combining this with (4.66) gives
|{1 ≤ i ≤ ζ3 − 1 : vi ∈ ∆x}| ≤ ζ3/2 . (4.67)
At the same time, by Lemma 4.26(3)
ζ3−1∑
i=0
E [ϕ¯∗(vi, vi+1)] =
ζ3−1∑
i=0
gx(vi − vi+1) + sx(vi − vi+1)
≥ |{1 ≤ i ≤ ζ3 − 1 : vi ∈ Dx}| · 5g(x)/6− ζ3|x|1/10 .
Combining with the lower bound in (4.50) and (4.66), we get
|{1 ≤ i ≤ ζ3 − 1 : vi ∈ Dx}| ≤ 6N/5 + ζ3/8 . (4.68)
Note that vi ∈ ∆x ∪Dx for i 6= ζ1, ζ2, ζ3; that is,
|{1 ≤ i ≤ ζ3 − 1 : vi ∈ ∆x}|+ |{1 ≤ i ≤ ζ3 − 1 : vi ∈ Dx}| ≥ ζ3 − 3 . (4.69)
Combining (4.67), (4.68) and (4.69), we complete the proof of the lemma.
4.5 Proof of Proposition 3.3
In this subsection we combine the ingredients in previous subsections and provide the proof
for Proposition 3.3. We will consider different λ’s. Thus, we will use the notation g(v, λ)
and h(v, λ) to denote the functions g(v) and h(v) respectively (as defined at the beginning
of Subsection 4.4), but with an explicit emphasis on the dependence of λ.
Proof of Proposition 3.3. Lemma 4.22 and (4.49) implies for all λ ∈ [λ∗, 1] and v ∈ V ⊆
BC0n(logn)−2/d(0) \Bn2/3(0) (c.f. (2.3))
g(v;λ) = h(v;λ) +O(n4/5) .
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At the same time, we let
Ev =
{
max
λ∈[λ∗,1]
|ϕ?(0, v;λ)− ϕ¯∗(0, v;λ)| ≤ (log n)C
}
.
Then Lemmas 4.3 and 4.12 imply that
P(∪v∈B
C0n(logn)
−2/d (0)\Bn2/3 (0) Ev | G0) ≥ 1− e
−c(logn)2 .
Now by (4.24), it suffices to prove that conditioned on G0, with P-probability tending to
1, for all v ∈ V
|ϕ¯∗(0, v;λ(v))− h(v;λ(v))| ≤ n2/3 . (4.70)
Note that this does not follow directly from Lemma 4.17 because Lemma 4.17 can provide
concentration neither uniformly on all v ∈ Bn(0) nor on all λ ∈ [λ∗, 1]. To prove (4.70),
we first notice that for any v ∈ BC0n(logn)−2/d(0) \ Bn2/3(0), {λ(v) ≥ λ∗} and G0 are
independent. Thus (2.2) yields
P(Ev | λ(v) ≥ λ∗, G0) ≥ 1− e−c(logn)2 .
Hence,
P(|ϕ¯∗(0, v;λ(v))− h(v;λ(v))| ≤ n2/3 | λ(v) ≥ λ∗, G0)
≥P(|ϕ?(0, v;λ(v))− h(v;λ(v))| ≤ n2/3/2, Ev | λ(v) ≥ λ∗, G0)
≥P(|ϕ?(0, v;λ(v))− h(v;λ(v))| ≤ n2/3/2 | λ(v) ≥ λ∗, G0)− e−c(logn)2 .
Since σ(G0, ϕ?(0, v;λ), λ ∈ (0, 1)) is independent of σ(λ(v)), this is
≥ min
λ∈[λ∗,1]
P(|ϕ?(0, v;λ)− h(v;λ)| ≤ n2/3/2 | G0)− e−c(logn)2
≥ min
λ∈[λ∗,1]
P(|ϕ¯∗(0, v;λ)− h(v;λ)| ≤ n2/3/3 | G0)− e−c(logn)2 − P(Ecv | G0)
≥1− n1/4 .
where in the last step, we used Lemma 4.17. Combined with (2.2), it gives that
P
(|ϕ¯∗(0, v;λ(v))− h(v;λ(v))| > n2/3, λ(v) ≥ λ∗ | G0)
is bounded from above by n−d−1/5. Then using a union bound over v yields that (4.70)
holds for all v ∈ V conditioned on G0 and thus complete the proof of the lemma.
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5 Asymptotic ball
From Theorem 1.2, we know that conditioned on survival the random walk is localized in
the optimal pocket island of volume poly-logarithmic in n. In this section, we will show
that in fact, there is a region (which we refer to as intermittent island) contained in the
optimal pocket island such that the following holds:
• the intermittent island is asymptotically a discrete Euclidean ball of volume d log1/p n,
• the principal eigenvalues of the intermittent island and the optimal pocket island are
close to each other.
The proof consists of the following two steps.
• In Section 5.1, we first notice that the region with low density of obstacles (which
presumably forms the intermittent island) has low entropy, thus a sharp upper bound
on the volume of the intermittent island can be derived. Then we will show that the
principal eigenvalues of the intermittent island and the optimal pocket island are close
to each other. A key ingredient in this step is to show that the principal eigenfunction
of the optimal pocket island is supported on the intermittent island.
• In Section 5.2, we observe that the intermittent island achieves nearly largest eigen-
value (Lemma 5.7) over all set of the same volume (Lemma 5.2). Thus, by Faber–
Krahn inequality the intermittent island has to be a discrete ball asymptotically. The
proof is carried out in Section 5.2, where we use a quantitative version of Faber–Krahn
inequality as in (1.6). Note that (1.6) is in the continuous setup but our problem is
discrete. To address this, we use the relation between the continuous eigenvalue and
its discrete approximation ([36, (38)] (see also [56, §4], [57, §6] and [44]).
5.1 Intermittent island
Recall that %n = b(ω−1d d log1/p n)1/dc as defined in (1.5). For ι ∈ (0, 1), we consider the
following disjoint boxes that cover Zd:
Kbι%nc(x) = {y ∈ Zd : |x− y|∞ ≤ bι%nc} for x ∈ (2bι%nc+ 1)Zd . (5.1)
Definition 5.1. For ρ ∈ (0, 1), we say a box Kbι%nc(x) is (ι%n, ρ)-empty if
|O ∩Kbι%nc(x)| ≤ ρ|Kbι%nc(x)| .
Let E(ι, ρ) be the union of (ι%n, ρ)-empty boxes in (5.1) that intersect with B(logn)κ(v∗).
Lemma 5.2. With P-probability tending to one, for any ι, ρ ∈ (%−1/2n , p2d−100)
P(|E(ι, ρ)| ≤ d log1/p n+ ρ1/2%dn) ≥ 1− e−%n .
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Proof. For all x ∈ Zd, a straightforward computation gives that
P(Kbι%nc(x) is (ι%n, ρ)-empty) ≤
bρ|Kbι%nc(x)|c∑
m=0
(|Kbι%nc(x)|
m
)
p|Kbι%nc(x)|−m
≤ ρ|Kbι%nc(x)|ρ−ρ|Kbι%nc(x)|p|Kbι%nc(x)|(1−ρ) .
Since ρ ≤ p, we have
P(Kbι%nc(x) is (ι%n, ρ)-empty) ≤ exp{|Kbι%nc(x)|(log p− 2ρ log ρ)} . (5.2)
Note that B(logn)κ(v) contains at most (log n)
2κd boxes of the form (5.1) for each v ∈
B2n(0). We let q = P(Kbι%nc(x) is (ι%n, ρ)-empty). By (5.2) and ι−d = O((log n)1/2)(denoting
by Bin((log n)2κd, q) a Binomial variable with parameter (log n)2κd and q),
P
(
Bin
(
(log n)2κd, q
)
≥ ωd(2ι)−d(1 + 4ρ log ρ
log(1/p)
)
)
≤ n−d(1+ρ logp ρ) .
Therefore, by a union bound, with P-probability at least 1−Cn−dρ logp ρ ≥ 1−e−%n , no ball
in {B(logn)κ(v) : v ∈ B2n(0)} contains more than ωd(2ι)−d(1+ 4ρ log ρlog(1/p)) many (ι%n, ρ)-empty
boxes.
Definition 5.3. Recall that U is the connected component in B(logn)κ(v∗) that contains v∗.
Let f be the principal eigenfunction of P |U corresponding to λU such that
∑
v∈U f(v) = 1.
We extend f to Zd by letting f(v) = 0 for v ∈ Uc. For  ∈ (0, 1), denote
Ω = {v ∈ Zd : f(v) ≥ %−dn } .
We will show in Lemma 5.6 that Ω, the set of sites where the eigenfunction value is
high, largely coincide with E(2, 2) defined in Definition 5.1 and carries most of the weight
of f — this is due to a simple relation between f and E(ι, ρ) as in Lemma 5.5. Combining
with Lemma 5.2, we are then able to provide a lower bound of the principal eigenvalue of
P |Ω in Lemma 5.7.
Lemma 5.4. With P-probability tending to one
λU ≥ e−c∗(logn)−2/d−C(logn)−3/d . (5.3)
Then for any x ∈ U and t > 0,
Px(ξU > t) ≥ e−(2 logn)κde−c∗(logn)−2/dt(1−C(logn)−1/d) . (5.4)
Proof. By definitions of U and CR(v∗), CR(v∗) ⊆ U . Recall (2.3) and that v∗ ∈ V. Lemma
2.5 gives (5.3). Since U is connected, (5.4) follows from maxx Px(ξU > t) ≥ λtU (which can
be found in [21, Lemma 3.2]) and |U| ≤ (2 log n)κd.
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Lemma 5.5. For any ι, ρ ∈ (0, 1) we have ∑v∈E(ι,ρ)c f(v) ≤ Cρ−1ι2.
Proof. By (5.3) and ex ≥ 1 + x,∑
v∈U\E(ι,ρ)
f(v)Pv(ξU ≤ bι%nc2) ≤
∑
v∈U
f(v)Pv(ξU ≤ bι%nc2)
= 1− λbι%nc2U ≤ Cι2 . (5.5)
At the same time, for v ∈ U \ E(ι, ρ), there exists at least ρ(ι%n)2 obstacles in Bι%n(v).
Hence,
Pv(τ ≤ bι%nc2) ≥ max(Pv(Sbι%nc2 ∈ O),Pv(Sbι%nc2−1 ∈ O)) ≥ cρ . (5.6)
Substituting this into (5.5) yields (noting that ξU ≤ τ)∑
v∈U\E(ι,ρ)
f(v) ≤ (cρ)−1
∑
v∈U\E(ι,ρ)
f(v)Pv(ξU ≤ bι%nc2) ≤ c−1ρ−1Cι2 .
Lemma 5.6. Consider  ∈ (%−cn , c). The following holds with P-probability at least 1−e−%n,∑
v∈U\Ω
f(v) ≤ C , (5.7)
|Ω \ E(2, 2)| ≤ C%dn, |Ω ∪ E(2, 2)| ≤ d log1/p n+ C%dn . (5.8)
Proof. Applying Lemmas 5.2 and 5.5 with ι = ρ = 2, we get that with P-probability
tending to 1, ∑
v∈U\E(2,2)
f(v) ≤ C2 and |E(2, 2)| − d log1/p n ≤ %dn . (5.9)
Hence, ∑
v∈U\Ω
f(v) ≤
∑
v∈U\E(2,2)
f(v) +
∑
v∈E(2,2)\Ω
f(v)
≤
∑
v∈U\E(2,2)
f(v) + |E(2, 2)|%−dn ≤ C ,
yielding (5.7). Combining (5.9) and the fact that f(v) ≥ /%dn for v ∈ Ω gives that
|Ω \ E(2, 2)| ≤
∑
v∈U\E(2,2)
f(v)−1%dn ≤ C%dn .
Combined with (5.9), it immediately implies that |Ω ∪E(2, 2)| ≤ d log1/p n+C%dn. This
completes the proof of (5.8) and thus the proof of the lemma.
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Lemma 5.7. Consider  ∈ (%−cn , c). With P-probability tending to one,
1− λΩ ≤ c∗(log n)−2/d(1 + C) .
Proof. Let f¯ = (f − /%dn)+. (Recall that a+ = a1a≥0.) Then f¯ is supported on Ω and∑
x∼y
(f¯(x)− f¯(y))2 ≤
∑
x∼y
(f(x)− f(y))2 . (5.10)
By Cauchy’s inequality and (5.7), (5.8),
|f |22 ≥ |Ω|−1(
∑
x∈Ω
f(x))2 ≥ c%−dn .
By (5.7),
|f¯ |22 =
∑
x∈Ω
(f(x)− %−dn )2 ≥ |f |22 − 2%−dn |f |1 −
∑
x 6∈Ω
f2(x) ≥ |f |22 − 2%−dn − 2%−dn .
Hence, |f¯ |22 ≥ |f |22(1− C). Combined with (5.10) and the fact that
1− λA = min
{ 1
4d
∑
x∼y
(g(x)− g(y))2 : |g|22 = 1, g(x) = 0 ∀x 6∈ A
} ∀A ⊆ Zd ,
it yields
(1− λΩ) ≤ (1− λU )(1 + C) .
We complete the proof of the lemma by (5.3).
5.2 Asymptotic ball
As discussed earlier, in order to apply the quantitative Faber–Krahn inequality we need to
relate the principal eigenvalue in the continuous and discrete setup. To this end, we first
provide Lemma 5.8 which gives an upper bound on the size of the boundary of Ω — this
will be used in the proof of Lemma 5.9. Define
Ω+ = {v ∈ Zd : min
x∈Ω
|x− v|∞ ≤ 2} . (5.11)
Lemma 5.8. Consider  ∈ (%−cn , c). With P-probability tending to one, we have |Ω+ \Ω2 | ≤
C%dn.
Proof. Let t1 = 2d and t2 = 2d + 1. By Lemma 5.4, for i = 1, 2 (recalling that P is the
transition kernel for the simple random walk with no killing)∑
v∈Ω2
((P |U )tif)(v) = λtiU
∑
v∈Ω2
f(v) ≥ 1− 3dc∗(log n)−2/d −
∑
v 6∈Ω2
f(v) . (5.12)
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At the same time, we have∑
v∈Ω2
(P tif)(v) =
∑
u∈Zd
(1−Pu(Sti 6∈ Ω2))f(u)
= 1−
∑
v 6∈Ω2
∑
u∈Zd
pti(u, v)f(u) , (5.13)
where pt(·, ·) is the t-step transition probability for simple random walk on Zd. Combining
(5.12) and (5.13) (noting
∑
v∈Ω2 ((P |U )
tif)(v) ≤∑v∈Ω2 (P tif)(v)), we get that∑
v 6∈Ω2
( ∑
u∈Zd
(pt1(u, v) + pt2(u, v))f(u)
)
≤ 2(3dc∗(log n)−2/d +
∑
v 6∈Ω2
f(v)) ≤ C2 , (5.14)
where the second transition follows from (5.7). Now, if v 6∈ Ω2 and |v − x|∞ ≤ 2 for some
x ∈ Ω, then
pt1(x, v) + pt2(x, v) ≥ (2d)−2d and f(x) ≥ %−dn .
Substituting these bounds in (5.14) yields the desired result.
Lemma 5.9. Consider  ∈ (%−cn , c). With P-probability tending to one, there exists a
discrete ball B such that
|B ∪ E(2, 2) ∪ Ω| ≤ d log1/p n(1 + C1/2) ,
|B ∩ E(2, 2) ∩ Ω| ≥ d log1/p n(1− C1/2) .
(5.15)
Proof. The proof of the lemma crucially relies on the Faber–Krahn inequality, the applica-
tion of which requires to approximate a discrete set in Zd by a continuous set in Rd. For
notation clarity, in the proof we will use boldface to denote a subset in Rd (which typically
has non-zero Lebesgue measure). Following the notation convention, we define
Ω+ = {y ∈ Rd : min
x∈Ω
|y − x|∞ ≤ 2} . (5.16)
Recalling (5.11), we see that Ω+ = Ω
+
 ∩Zd. We will consider µΩ+ where µ· is defined as in
(1.4). By [36, (38)] (see also [56, §4],[57, §6] and [44]), if 1− λΩ is less than a sufficiently
small constant depending on d, then
µΩ+ ≤ (1− λΩ) + C(1− λΩ)2 .
Combined with Lemma 5.7, it yields that with P-probability tending to 1
µΩ+ ≤ c∗(log n)−2/d(1 + C) . (5.17)
At the same time, by (1.6), we have that
µΩ+ |Ω+ |2/d − µB|B|2/d ≥ cdA(Ω+ )2 , (5.18)
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where A(Ω+ ) is defined as in (1.7), and B ⊆ Rd is an arbitrary continuous ball. Note that
|Ω+ | = |{y ∈ Rd : minx∈Ω+ |y − x|∞ ≤ 1/2}| = |{y ∈ Rd : minx∈Ω |y − x|∞ ≤ 2 + 1/2}| ≥
|Ω+ |. By Lemma 5.8 and (5.8), we have with P-probability tending to 1
|Ω+ | ≤ |Ω+ | ≤ |Ω+ \ Ω2 |+ |Ω2 | ≤ d log1/p n(1 + C).
Combined with (5.17), (5.18), it gives that A(Ω+ )2 ≤ C. We denote by B the ball in Rd
that achieves the minimum in A(Ω+ ). Note that
|{y ∈ Rd : |y − x|∞ < 1/2} \B| ≥ c for all x 6∈ B .
Since {y ∈ Rd : |y − x|∞ < 1/2} \ B for x ∈ Ω \ B are disjoint subsets of Ω+ \ B, a
volume calculation yields |Ω \B| ≤ C1/2|B|. Now let B = B ∩ Zd (so B is a discrete
ball). We have
|B| ≤ d log1/p n(1 + C), |Ω \B| ≤ C1/2|B| . (5.19)
Also, combining (5.17) and (5.18) yields |Ω+ | ≥ (µ−1Ω+ µB)
d/2|B| ≥ d log1/p n(1 − C).
Combined with |Ω+ | ≤ |Ω+ | and Lemma 5.8, it yields that with P-probability tending to 1
|Ω2 | ≥ |Ω+ | − |Ω+ \ Ω2 | ≥ d log1/p n(1− C) .
We replace  by
√
 in the preceding display and get that with P-probability tending to 1
|Ω| ≥ d log1/p n(1− C1/2) . (5.20)
Combined with (5.19), (5.8), it yields that
|B \ Ω| ≤ |B|+ |Ω \B| − |Ω| ≤ C 1/2|B| ,
|E(2, 2)4 Ω| ≤ |E(2, 2)|+ 2|Ω \ E(2, 2)| − |Ω| ≤ C 1/2%dn .
Combined with (5.19) and (5.20), this completes the proof of the lemma.
6 Localization on the intermittent island
This section is devoted to the proof for localization on the intermittent island. Denote
Ω˜ := B ∩ Ω, B̂n := ∪x∈Ω˜B1/10d%n(x) (6.1)
where B is the ball chosen in Lemma 5.9. We will prove that the random walk will be in
B̂n (a neighborhood of Ω˜) with high probability at any given time t after hitting Ω˜ and
thus complete the proof of Theorem 1.1. To this end, in Section 6.1 we prove a couple of
estimates on survival probabilities, building on which in Section 6.2 we provide proof for
localization.
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6.1 Survival probability estimates
The main results of this subsection are the following two survival probability estimates:
Lemma 6.1 says the survival probability of random walk staying outside Ω˜ is very low,
and Lemma 6.3 gives a lower bound on the survival probability of the random walk staying
in U depending on its starting point (via the principal eigenfunction).
Lemma 6.1. Consider  ∈ (%−cn , c). With P-probability tending to one, for all x ∈ Zd and
t ≥ C−1/d%2n,
Px(ξU\Ω˜ > t) ≤ 2 exp(−c
−1/d%−2n t) . (6.2)
Remark 6.2. It follows from Lemma 6.1 that B ⊆ B(logn)κ/2(v∗). Because (2.2) implies
Pv∗(ξCR(v∗) > t) ≥ c(n)λt∗  2 exp(−c−1/d%−2n t) ≥ Pv∗(ξU\Ω˜ > t) for sufficiently large t.
Hence Ω˜ ∩ CR(v∗) 6= ∅.
Lemma 6.3. With P-probability tending to one, for any v ∈ U ,
Pv(ξU > t) ≥ c%dnf(v)λtU . (6.3)
6.1.1 Proof of Lemma 6.1 and Lemma 6.3
Lemma 6.1 is a direct consequence of Lemmas 6.4 and 6.5 (below): Lemma 6.4 states that
the random walk can not spend two much time in E(2, 2) \ Ω˜ due to its small size, and
Lemma 6.5 states that the random walk can not spend two much time in U \ E(2, 2)
because in this region the density of the obstacles is too high.
Lemma 6.4. Consider  ∈ (%−cn , c). With P-probability tending to one, for any v ∈ U ,
m > C1/d%2n,
Pv(|{0 ≤ t ≤ m : St ∈ E(2, 2) \ Ω˜}| ≥ m/3) ≤ exp(−cm−1/d%−2n ) . (6.4)
Proof. We denote q = d|E(2, 2) \ Ω˜|2/de. Then for sufficiently small constant δ > 0 and
any t ≥ δ−1q, x ∈ Zd
Px(St ∈ E(2, 2) \ Ω˜) ≤ Cδd/2 ≤ δ .
Therefore for all x ∈ Zd
Ex
[
|{0 ≤ t ≤ bδ−2qc : St ∈ E(2, 2) \ Ω˜}|
]
≤ δ−1q .
We assume m > δ−2q and δ is sufficiently small. For k = 0, 1, ..., bm/bδ−2qcc, we define
θk = 1|{kbδ−2qc≤t<(k+1)bδ−2qc:St∈E(2,2)\Ω˜}|≥δ−3/2q .
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Then by strong Markov property, θk’s are dominated by i.i.d. Bernoulli random variable
with parameter Cδ1/2. A standard large deviation computation for Binomial random
variables gives
P(
bm/bδ−2qcc∑
k=0
θk ≥ δ1/4bm/bδ−2qcc) ≤ e−cδ5/2m/q . (6.5)
Hence, with P-probability at least 1− e−cδ5/2m/q, for m > δ−2q,
|{0 ≤ t ≤ m : St ∈ E(2, 2) \ Ω˜}| ≤ (1 +
bm/bδ−2qcc∑
k=0
θk) · δ−2q + bm/bδ−2qcc · δ−3/2q ≤ 3δ1/4m.
Since (5.15) yields q ≤ C1/d%2n, we complete the proof of the lemma by choosing a suffi-
ciently small constant δ.
Lemma 6.5. Consider  ∈ (%−cn , c). With P-probability tending to one, for any v ∈ U ,
m ≥ C2%2n,
Pv(|{0 ≤ t ≤ m : St ∈ U \ E(2, 2)}| ≥ m/3, ξU > m) ≤ exp(−cm−2%−2n ) . (6.6)
Proof. Let ι = ρ = 2, ζ0 = 0 and for m ≥ 1,
ζm := inf{t ≥ ξm−1 + bι%nc2 : St ∈ U \ E(ι, ρ)} .
Note that |{0 ≤ t ≤ m : St ∈ U \ E(ι, ρ)}| ≥ m/3 implies ζb10−1ι−2m%−2n c < m. By strong
Markov property at ζ1, ζ2, ... and (5.6)
P(ξU > m, ζb10−1ι−2m%−2n c < m)
≤ P(S[ζm,ζm+bι%nc2] ⊆ Oc, Sζm ∈ U \ E(ι, ρ) for m = 1, 2, ..., b10−1ι−2m%−2n c − 1)
≤ exp{−(10−1ι−2m%−2n − 2)cρ} .
Now we prove Lemma 6.3.
Lemma 6.6. For all v ∈ U we have f(v) ≤ C%−dn . More generally, for all l ≤ %n we have
f(v) ≤ Cl−d∑|u−v|≤l f(u) .
Proof. For any v ∈ U , we consider stopping time T = bl2c∧ζU , where for k ≥ 1, ζk := inf{t :
|St−v|1 ≥ k} and U is independent of both the random walk (St) and the environment, and
has a uniform distribution on {bl/2c, bl/2c+1, ..., blc−1}. Note that |ST−v| ≤ |ST−v|1 ≤ l
and that both Pv(Sbl2c = u) ≤ Cl−d and Pv(SζU = u) ≤ Cl−d hold for all u ∈ Zd. So
Pv(ST = u) ≤ Cl−d for |u− v| ≤ l . (6.7)
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By P |Uf = λUf , we have
∑
u:u∼v(2d)
−1f(u) = λUf(v). Then it follows from Markov
property that λ−tU f(St∧ξU ) is a martingale. Then by (6.7) and optional sampling theorem,
f(v) = E[λ−TU f(ST∧ξU )] ≤ λ−%
2
n
U
∑
u
P(ST = u)f(u)+P(ξU ≤ T )·0 ≤ Cλ−%
2
n
U l
−d ∑
|u−v|≤l
f(u) .
We complete the proof of the lemma by Lemma 5.4.
Proof of Lemma 6.3. Since f is the eigenfunction of eigenvalue λU ,∑
u∈U
f(u)Pu(St = v, ξU > t) = λtUf(v) . (6.8)
Applying Lemma 6.6 with l = %n yields that f(u) ≤ C%−dn for all u ∈ U . Plugging this
bound into (6.8) and using reversibility yields
λtUf(v) ≤ C%−dn
∑
u∈U
Pu(St = v, ξU > t) = C%−dn P
v(ξU > t) .
6.2 Proof of localization
In this subsection, we first prove the localization result for the end point (Lemma 6.8),
which enables us to give an upper bound of the survival probability in U with a constant
error factor as in Lemma 6.9. Next, in Lemma 6.10, we prove that the random walk will hit
Ω˜ in poly-log n steps conditioned on staying in U and prove a localization result for any
fix time point. Finally, we prove Theorem 1.1 by combining these ingredients in Lemma
6.11.
To start, we consider a random walk starting from z ∈ U conditioned on staying in U
up to time t. We assume
either z ∈ Ω˜, t ≥ 0 or z ∈ U , t ≥ %ιn , (6.9)
where ι is a large constant to be determined in the following lemma. The following lemma
guarantees that under this assumption we either starting from Ω˜, or the time t is long
enough so that the random walk can reach Ω˜.
Lemma 6.7. Consider  ∈ (%−cn , c). There exists ι > 0 such that for all z ∈ U and t ≥ %ιn,
Pz(S[0,t] ∩ Ω˜ 6= ∅ | ξU > t) ≤ C exp(−c−1/dt%−2n ) . (6.10)
Proof. Lemma 6.1 implies Pz(S[0,t] ⊆ U \ Ω˜) ≤ 2 exp(−c−1/dt%−2n ). Comparing it with
(5.4) and choosing a sufficiently large ι yields the desired result.
By our convention of c, we can choose a sufficiently small constant b > 0 such that
 := %−bn satisfies the condition for  in all previous lemmas (from Lemma 5.2 to Lemma
6.7). We will fix  = %−bn henceforth.
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Lemma 6.8. Recall B̂n as in (6.1). We assume (6.9). For  > 0 sufficiently small,
Pz(St ∈ B̂n | ξU > t) ≥ 1− exp(−c%b/(10d)n ) . (6.11)
Proof. The proof divides into two steps. In Step 1 we consider the last visit to Ω˜ con-
ditioned on survival: the last excursion should be short because the survival probability
(if not coming back to Ω˜) decays very fast in light of Lemma 6.1 while Lemma 6.3 shows
that the survival probability starting from Ω˜ is comparably large. Then in Step 2, we
show that the random walk can not go too far in the last few steps.
Step 1. We consider the last visit time j to Ω˜ before time t. By Lemma 6.1 and Markov
property, we get
Pz(Sj ∈ Ω˜, S[j+1,t] ⊂ U \ Ω˜, ξU > t) ≤ Pz(St ∈ Ω˜, ξU > j) · 2 exp(−c%−2+b/dn (t− j − 1)) .
In addition, we deduce from Lemma 6.3 and Lemma 5.4 that
Pz(Sj ∈ Ω˜, ξU > t) ≥ Pz(Sj ∈ Ω˜, ξU > j) · c%−bn λt−jU
≥ Pz(Sj ∈ Ω˜, ξU > j) · c%−bn exp(−C%−2n (t− j)) .
Combining preceding two inequalities, we see that for j ≤ t− %2−b/(2d)n ,
Pz(Sj ∈ Ω˜, S[j+1,t] ⊂ U \ Ω˜ | ξU > t) ≤ e−c%
−b/(2d)
n .
Then a union bound over 0 ≤ j ≤ t− %2−b/(2d)n and Lemma 6.7 gives
Pz(S
[t−%2−b/(2d)n ,t] ∩ Ω˜ = ∅ | ξU > t) ≤ e
−c%−b/(2d)n . (6.12)
Step 2. We define stopping time T? = inf{j ≥ t− %2−b/(2d)n : Sj ∈ Ω˜}. We claim that
Pz(T? < t, max
T?≤j≤%2−b/(2d)n +T?
|Sj − ST? | ≤ %1−b/(5d)n | ξU > t) ≥ 1− exp(−c%b/(10d)n ) . (6.13)
We note that the desired result is a direct consequence of (6.13). It remains to prove (6.13).
We first see that (6.12) implies
Pz(T? ≥ t | ξU > t) ≤ e−c%
−b/(2d)
n .
In addition, by strong Markov property at T?, we get that
Pz
(
T? < t, max
T?≤j≤T?+%2−b/(2d)n
|Sj − ST? | > %1−b/(5d)n , ξU > t
)
≤Ez
[
1T?<t,ξU>T?P
ST?
(
max
0≤j≤%2−b/(2d)n
|Sj − ST? | > %1−b/(5d)n
)]
≤C exp(−c%b/(10d)n )Pz(T? < t, ξU > T?) ≤ C exp(−c%b/(10d)n )Pz(ξU > T?) ,
53
where we used [38, Proposition 2.4.5] in the second inequality. At the same time, by strong
Markov property at T? and Lemma 6.3 and (5.3)
Pz(ξU > t) ≥ Pz(ξU > T? + %2−b/(2d)n )
= Ez
[
1ξU>T?P
ST?
(
ξU > %2−b/(2d)n
)]
≥ c(1− 2c∗%−b/(2d)n )Pz(ξU > T?) .
Combining the last three inequalities, we deduce (6.13) as required, and thus complete the
proof of the lemma.
Lemma 6.9. Recall B̂n as in (6.1). For any x ∈ Zd, t ≥ 0, Px(ξU > t, St ∈ B̂n) ≤ CλtU .
Proof. By (5.3), it suffice to consider t ≥ %2n. By Markov property at %2n,
Px(ξU > t, St ∈ B̂n) ≤
∑
y
p%2n(x, y)P
y(ξU > t− %2n, St−%2n ∈ B̂n)
= p%2n(x, ·)(P |U )t−%
2
n1
B̂n
≤ Cλt−%2nU .
where in the last inequality we used |p%2n(x, ·)|2 ≤ 1×|p%2n(x, ·)|∞ ≤ C%−dn and |B̂n| ≤ C%dn.
We complete the proof of the lemma by (5.3).
Lemma 6.10. We assume (6.9) and m ≥ t. Then
Pz(τ
Ω˜
≤ %ιn | ξU > m) ≥ 1− exp(−%n) , (6.14)
Pz(St ∈ B̂n | ξU > m) ≥ 1− exp(−c%b/(10d)n ) . (6.15)
Proof. We first give a lower bound on Pz(ξU > m). Define stopping time T ′? = inf{j ≥
t− %2n : Sj ∈ Ω˜}. By strong Markov property at T ′? and Lemma 6.3 and (5.3)
Pz(ξU > m) ≥ Pz(ξU > T ′? + %2n +m− t)
= Ez[1ξU>T ′?P
ST ′? (ξU > %2n +m− t)]
≥ cλ%2n+m−tU Pz(ξU > T ′?) ≥ cλm−tU Pz(ξU > t, T ′? ≤ t) .
Applying (6.12) to t gives Pz(T ′? < t | ξU > t) ≥ 1/2. Hence
Pz(ξU > m) ≥ cλm−tU Pz(ξU > t) . (6.16)
We are now ready to prove (6.14). First, by Lemma 6.8, Pz(Sm 6∈ B̂n | ξU > m) ≤
exp(−c%b/(10d)n ). Second, using Markov property at time %ιn and (6.9),
Pz(τ
Ω˜
> %ιn, Sm ∈ B̂n, ξU > m) ≤ Pz(τΩ˜ > %
ι
n, ξU > %
ι
n)Cλ
m−%ιn
U .
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Then by Lemma 6.7, this is bounded above by
C exp(−c%b/dn %−2n %ιn) ·Pz(ξU > %ιn)λm−%
ι
n
U .
Now (6.14) follows from setting t = %ιn in (6.16) and comparing it with this bound.
We next prove (6.15). The case t = m has been treated by Lemma 6.8. We assume
t < m. By Markov property at time t and Lemma 6.9
Pz(St 6∈ B̂n, Sm ∈ B̂n, ξU > m) ≤ CPz(St 6∈ B̂n, ξU > t)λm−tU
≤ exp(−c%b/(10d)n )Pz(ξU > t)λm−tU ,
where in the last inequality we used Lemma 6.8. Combining with (6.16), we get
Pz(St 6∈ B̂n, Sm ∈ B̂n | ξU > m) ≤ exp(−c%b/(10d)n ) .
We complete the proof of (6.15) by Lemma 6.8.
Theorem 1.1 follows from the following lemma.
Lemma 6.11. Conditioned on the origin being in the infinite open cluster, with P-probability
tending to one, we have that
P(τ
Ω˜
≥ C|v∗| | τ > n) ≤ e−%cn ,
P(St∨τ
Ω˜
6∈ B̂n | τ > n) ≤ e−%cn for all t ≤ n .
Proof. Recall that T = Tv∗ = τB
(logn)κ/2
(v∗) as in Theorem 1.2 . By Remark 6.2, τΩ˜ > T .
We first prove that τ
Ω˜
≤ T + %ιn. By strong Markov property at T ,
P(τ > T, T ≤ C|ST |, τΩ˜ > T + %
ι
n, S[T,n] ⊆ U)
= E
[
1τ>T,T≤C|ST |P
ST (τ
Ω˜
> %ιn, ξU > n− T )
]
.
By (6.14) (since n− C|ST | > %ιn), this is bounded from above by
exp(−%n)E
[
1τ>T,T≤C|ST |P
ST (ξU > n− T )
]
= exp(−%n)P(T ≤ C|ST |, S[T,n] ⊆ U , τ > n) .
Combining with (3.10), we have that P(τ
Ω˜
≤ T + %ιn, T ≤ C|ST | | τ > n) ≥ 1 − e−%
c
n .
Hence
P(τ
Ω˜
< C|v∗| | τ > n) ≥ 1− e−%cn .
Next, by strong Markov property at τ
Ω˜
,
P(τ > τ
Ω˜
, St∨τ
Ω˜
6∈ B̂n, S[τ
Ω˜
,n] ⊆ U) = E
[
1τ>τ
Ω˜
P
Sτ
Ω˜ (S(t−τ
Ω˜
)+ 6∈ B̂n, ξU > n− τΩ˜)
]
.
By (6.15) (Since Sτ
Ω˜
∈ Ω˜), this is bounded from above by
e−%
c
nE
[
1τ>τ
Ω˜
P
Sτ
Ω˜ (ξU > n− τΩ˜)
]
= e−%
c
nP(S[τ
Ω˜
,n] ⊆ U , τ > n) .
We complete the proof of the lemma by (3.10).
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