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1
Introduccio´n
Motivacio´n.
Esta tesis doctoral comenzo´ buscando una respuesta a la siguiente pregunta:
¿Es posible explicar determinados comportamientos dina´micos del ADN median-
te un modelo no lineal, determinista, y sencillo? Dichos comportamientos se re-
fieren principalmente a los procesos de transcripcio´n de proteı´nas por parte de la
ARN polimerasa, aunque tambie´n engloban feno´menos de replicacio´n del ADN,
o procesos de desnaturalizacio´n meca´nica del ADN. El modelo en cuestio´n es el
modelo de sine-Gordon, un ejemplo tı´pico de modelo no lineal muy estudiado en
el pasado, como mostrare´ en los capı´tulos introductorios de esta memoria.
La pregunta anterior, aunque sencilla, es tremendamente ambiciosa; una res-
puesta afirmativa a esa pregunta responderı´a a muchos bio´logos y genetistas que
todavı´a esta´n estudiando los entresijos de la funcionalidad del ADN mediante
descripciones exhaustivas de miles de procesos en los que e´ste se ve involucrado.
Parado´jicamente, y pese a lo que casi todo el mundo podrı´a pensar, las respuestas
iniciales a este problema fueron afirmativas (Englander et al. 1980), aunque deja-
ron gran cantidad de cuestiones abiertas. Estos resultados, junto con otros obteni-
dos posteriormente (Salerno 1991; Salerno 1992; Domı´nguez-Adame et al. 1995),
fueron los responsables de que empezara una investigacio´n en la bu´squeda de una
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explicacio´n a esta aparente relacio´n entre excitaciones no lineales en el modelo
de sine-Gordon discreto y codificacio´n de la secuencia gene´tica. Como resultado
de este acercamiento inicial publicamos dos articulos (Cuenda y Sa´nchez 2004b;
Cuenda y Sa´nchez 2004a) que abordan el problema de la dina´mica de kinks en
secuencias geno´micas. En ambos trabajos se empieza a percibir una respuesta ne-
gativa a la pregunta inicial. Sin embargo, en ellos tambie´n se obtiene un resultado
optimista que proviene de la utilizacio´n del potencial efectivo en secuencias in-
homoge´neas (Salerno y Kivshar 1994). Dicho potencial efectivo, tal y como se
utilizo´ en sus orı´genes, parecı´a dar una descripcio´n cualitativa del movimiento de
kinks en secuencias inhomoge´neas; en nuestros trabajos resulto´ ser un gran alia-
do en el ana´lisis de las secuencias consideradas, permitie´ndonos, con el tiempo,
analizar las secuencias a priori de manera intuitiva, antes de estudiar la dina´mica
de kinks que se mueven sobre ellas. Estos resultados nos llevaron a cambiar li-
geramente el rumbo de la investigacio´n que habı´amos empezado, para llevarlo al
campo de la aplicacio´n del potencial efectivo en el modelo de sine-Gordon con-
tinuo. En este sentido obtuvimos resultados nume´ricos satisfactorios (Cuenda y
Sa´nchez 2005) que apoyaban au´n ma´s la utilidad de esta herramienta y nos permi-
tieron entender cada vez mejor la dina´mica de kinks en el modelo de sine-Gordon
inhomoge´neo.
Posteriormente aparecieron algunos trabajos sobre otro modelo de ADN, el
de Peyrard-Bishop (Peyrard y Bishop 1989), que relacionaban excitaciones no li-
neales en la doble cadena de ADN con posiciones relevantes de la secuencia en
determinados organismos (Choi et al. 2004; Kalosakas et al. 2004). El modelo de
Peyrard-Bishop ya habı´a dado buenos resultados en la explicacio´n de la desnatura-
lizacio´n te´rmica del ADN, y la conexio´n con elemenos funcionales de secuencias
geno´micas serı´a un resultado de gran intere´s. Dada nuestra experiencia, por un
lado, con el modelo de sine-Gordon y, por otro, con el potencial efectivo de kinks,
comenzamos el estudio para la obtencio´n de un potencial efectivo de soluciones
estacionarias del modelo de Peyrard-Bishop. Aunque no llegamos a obtenerlo, pu-
blicamos un nuevo artı´culo (Cuenda y Sa´nchez 2006) sobre el ana´lisis exhaustivo
de estas soluciones del modelo en el lı´mite discreto y en el lı´mite continuo.
Poco despue´s, motivados por resultados (Lennholm y Ho¨rnquist 2003; Bash-
ford 2006) que de nuevo relacionaban la dina´mica de kinks del modelo de sine-
Gordon con posiciones relevantes de la secuencia geno´mica de determinados or-
ganismos, y con la colaboracio´n con Niurka R. Quintero, de la Universidad de Se-
villa, nos decidimos a realizar un ana´lisis exhaustivo del problema. Para ello, revi-
samos detalladamente los primeros resultados sobre el modelo (Salerno 1991; Sa-
lerno 1992) que inspiraron los trabajos posteriores (Lennholm y Ho¨rnquist 2003;
3Bashford 2006), ası´ como estos u´ltimos. Resultado de esta investigacio´n es otro
artı´culo (Cuenda et al. 2006) que creemos que pone punto y final a la bu´squeda de
una respuesta a la pregunta inicial y que es, lamentablemente, no: no creemos que
exista relacio´n entre la dina´mica de kinks en el modelo discreto de sine-Gordon
inhomoge´neo y los elementos funcionales del genoma del que se han obtenido
las secuencias inhomoge´neas. En nuestro estudio creemos dar motivos suficientes
que justifican esta respuesta, aunque, para ser honestos, nos hubiese gustado ma´s
un resultado en favor del modelo.
Esquema de la memoria.
Una vez vista la motivacio´n de cada trabajo realizado durante esta tesis ex-
plicare´ co´mo se han organizado en esta memoria los resultados obtenidos. Puesto
que es una memoria donde se le da gran importancia a resultados previos en los
que esta´ basado el trabajo de esta tesis, hare´ e´nfasis en los trabajos originales que
se han desarrollado durante su elaboracio´n para que estos queden claramente di-
ferenciados. La memoria se divide en tres partes: la que se refiere al modelo de
sine-Gordon continuo; la segunda, relativa al modelo de sine-Gordon discreto; y
la u´ltima, que trata el modelo de Peyrard-Bishop aplicado al ADN.
La primera parte engloba los capı´tulos 2 y 3. El segundo capı´tulo es puramen-
te introductorio, y trata del modelo de sine-Gordon homoge´neo y continuo. En e´l
se hace un repaso de la ecuacio´n de sine-Gordon en coordenadas caracterı´sticas
en la geometrı´a diferencial y se introduce la transformacio´n de Ba¨cklund como
me´todo para obtener soluciones nuevas a partir otras conocidas. Posteriormente
se introduce la ecuacio´n de sine-Gordon en coordenadas esta´ndar a partir de un
Hamiltoniano, desde el punto de vista de la meca´nica analı´tica, y se menciona la
transformada espectral inversa como me´todo para obtener soluciones de la ecua-
cio´n. Tambie´n se da una idea de lo que es un solito´n, y de en que´ se diferencia de
las ondas solitarias, ası´ como su relacio´n con sistemas completamente integrables.
Para ello se citan algunas diferencias entre la ecuacio´n del modelo de sine-Gordon,
que posee soluciones de tipo solito´n, y el modelo φ4, que no posee solitones pero
sı´ soluciones de tipo onda solitaria, aunque ambos son modelos de Klein-Gordon
no lineales. Finalmente, se obtienen las principales soluciones de la ecuacio´n de
sine-Gordon que se utilizara´n en la memoria: kinks, breathers y fonones.
En el tercer capı´tulo se introducen perturbaciones inhomoge´neas en modelos
de Klein-Gordon no lineales, como sine-Gordon y φ4. Posteriormente se muestra
la te´cnica de coordenadas colectivas aplicada a la dina´mica del centro del kink,
se explican resultados anteriores para el caso particular de una inhomogeneidad
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de tipo coseno y se detalla la obtencio´n del potencial efectivo. Posteriormente se
introduce la anchura del kink como segunda coordenada colectiva y se analiza el
caso no perturbado. En la u´ltima seccio´n se describen los resultados originales
de esta tesis (Cuenda y Sa´nchez 2005) que dan cuenta de la importancia de la
anchura del kink en el ana´lisis de la perturbacio´n inhomoge´nea de tipo coseno y
su influencia en el feno´meno de competicio´n de escalas.
La segunda parte consta de los capı´tulos 4, 5 y 6. El capı´tulo cuarto es in-
troductorio. Comienza con la introduccio´n del modelo de Frenkel-Kontorova que,
aunque no es ma´s que el modelo de sine-Gordon discreto, tiene gran valor por
ser el redescubrimiento de la ecuacio´n en el a´mbito de la fı´sica del estado so´lido
a finales de los an˜os 20. Posteriormente se introduce el sistema de la cadena de
pe´ndulos acoplados, tambie´n descritos por la ecuacio´n de sine-Gordon, el signifi-
cado de la discretizacio´n efectiva en el modelo en te´rminos fı´sicos, y los efectos
que e´sta produce al comparar con resultados del modelo continuo. Posteriormente
se introduce el modelo de Englader del ADN como analogı´a al modelo de pe´ndu-
los descrito anteriormente.
El capı´tulo quinto comienza introduciendo el modelo de Salerno del ADN, en
el que por primera vez se introduce la secuencia geno´mica para la bu´squeda de
elementos biolo´gicamente funcionales en e´sta a partir de la dina´mica de kinks. Se
realiza una revisio´n muy exhaustiva de los trabajos de Salerno en promotores en
el fago T7 (Salerno 1991; Salerno 1992), en los que se relaciona positivamente la
dina´mica de kinks y los promotores de una secuencia de ADN. Tambie´n se realiza
una revisio´n parecida con un trabajo posterior de dina´mica de kinks en secuencias
aperio´dicas (Domı´nguez-Adame et al. 1995), que da la posibilidad de relacionar
el contenido de informacio´n de una secuencia con ciertos aspectos de la dina´mica
de kinks. Posteriormente se introduce el potencial efectivo para kinks en mode-
los discretos, tal y como fue definido por Salerno y Kivshar (1994), y se discute
su utilizacio´n por parte de los autores de los trabajos anteriores para explicar sus
resultados. Posteriormente, como trabajo original de la tesis, se analiza el signi-
ficado del potencial efectivo, se propone una nueva expresio´n para e´l y se realiza
un ana´lisis comparativo entre la dina´mica de kinks en secuencias inhomoge´neas y
la dina´mica de una partı´cula que se mueve de acuerdo al potencial efectivo.
En el capı´tulo sexto se describen en detalle varios trabajos originales de la
tesis en los que se revisan los resultados obtenidos por los autores mencionados
en el capı´tulo anterior. En la primera parte del capı´tulo se explican los resulta-
dos obtenidos por Domı´nguez-Adame et al. (1995), basa´ndonos en la importancia
que tiene la forma del potencial efectivo alrededor de la posicio´n inicial del kink,
ası´ como su estructura general de picos y pozos, y se repite un ana´lisis similar
5al realizado por los autores, utilizando en este caso secuencias de ADN en lugar
de secuencias perio´dicas (Cuenda y Sa´nchez 2004b). A continuacio´n se hace un
estudio de la influencia del ruido en los resultados obtenidos, tanto de ruido te´rmi-
co, con simulaciones de dina´mica Langevin, como de condiciones iniciales con
ruido y dina´mica determinista (Cuenda y Sa´nchez 2004a). Tambie´n se explican
los resultados de Salerno (Salerno 1991; Salerno 1992) en te´rminos de las secuen-
cias que utiliza y se comparan los resultados que se obtienen con las secuencias
“buenas”. Finalmente, se hace un estudio de todos los promotores del fago T7 en
funcio´n del potencial efectivo a raı´z de un estudio estadı´sitico de la dina´mica de
kinks (Lennholm y Ho¨rnquist 2003) y se discute la posibilidad de un potencial
efectivo para breathers, como el propuesto por Bashford (2006).
El se´ptimo capı´tulo es la tercera parte de esta memoria. En e´l se introduce
el modelo de Peyrard-Bishop del ADN y los tipos de excitaciones que se han
estudiado en e´l, las de tipo breather y las paredes de dominio. Posteriormente se
describe un resultado original de esta tesis (Cuenda y Sa´nchez 2006) en el que
se realiza un estudio analı´tico de las paredes de dominio en sistemas finitos y su
estabilidad, tanto en el lı´mite continuo como en el discreto, y que debe ser el punto
de partida de una posible generalizacio´n del concepto de potencial efectivo.
Finalmente, en las conclusiones resumo las ideas principales de esta tesis y
expongo las lı´neas de investigacio´n que han quedado abiertas o en las que esta-
mos trabajando. Adema´s, esta tesis incluye dos ape´ndices: el ape´ndice A es un
estudio realizado durante una estancia en la Universidad de Sevilla bajo la direc-
cio´n de Niurka R. Quintero sobre un tipo de solucio´n de sine-Gordon formada por
tres solitones a partir de la transformacio´n de Ba¨cklund, su comparacio´n con la
expresio´n derivada mediante la transformada espectral inversa y su significado; y
en el ape´ndice B se encuentra toda la informacio´n biolo´gicamente relevante que
puede ser necesaria para un mejor entendimiento de la segunda parte de la memo-
ria, y que forma parte del trabajo de campo que ha sido necesario realizar para una
mejor comprensio´n del problema del modelado del ADN.
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I
sG continuo

2
El modelo homoge´neo de sine-Gordon en el
continuo.
En este capı´tulo se introduce la ecuacio´n de sine-Gordon continua, tanto desde
el punto de vista geome´trico como desde el punto de vista fı´sico. Se presentan
la transformacio´n de Ba¨cklund, ası´ como el principio de superposicio´n no lineal
dado por la identidad de Bianchi, como me´todos para obtener soluciones de la
ecuacio´n a partir de otras conocidas. Se muestran las principales caracterı´sticas
de los solitones, ası´ como de su diferencias con ondas solitarias, y su relacio´n con
sistemas completamente integrables y transformada espectral inversa. Por u´ltimo,
se obtienen las expresiones de las principales soluciones que van a utilizarse a lo
largo de la memoria de esta tesis doctoral.
2.1. Introduccio´n histo´rica del modelo.
El modelo de sG en geometrı´a.
La ecuacio´n de sG aparecio´ en la segunda mitad del siglo XIX en el campo
de la geometrı´a diferencial, ma´s concretamente en la teorı´a de superficies pseudo-
esfe´ricas (Bour 1862). Se llama superficie hiperbo´lica a aquella que tiene curva-
tura negativa en toda la superficie, y superficie pseudoesfe´rica a la que, adema´s,
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tiene la misma curvatura en cualquier punto de su superficie. Supongamos una
superficie hiperbo´lica Σ definida por las longitudes de arco de curvas asinto´ticas1
(ξ, τ), y sea φ el a´ngulo formado por dos curvas asinto´ticas. Entonces, si la curva-
tura total de Σ (dada por el Teorema Egregium de Gauss) es K = −1, constante
en toda la superficie (es decir, la superficie es una pseudoesfera) se obtiene que
(Rogers y Schief 2002)
φξ τ = sinφ. (2.1)
Esta expresio´n de la ecuacio´n de sG se denomina ecuacio´n caracterı´stica o ecua-
cio´n en coordenadas caracterı´sticas.
En el siglo XIX, Luigi Bianchi (Bianchi 1879) presento´, en su tesis de habilita-
cio´n, una manera de construir geome´tricamente superficies pseudoesfe´ricas. Poco
despue´s, Ralf Josef Ba¨cklund (Ba¨cklund 1883) utilizo´ una simetrı´a de la ecuacio´n
de sG para generalizar el resultado de Bianchi y poder construir soluciones de la
ecuacio´n (2.1) de manera iterativa con un para´metro libre. Dicha transformacio´n,
denominada transformacio´n de Ba¨cklund (TB), permite generar una nueva super-
ficie pseudoesfe´rica a partir de otra conocida. Ası´, sea φ(ξ, τ) una solucio´n de
(2.1), y sea la TB definida por el para´metro a:(
ψ − φ
2
)
ξ
= a sin
(
ψ + φ
2
)
,(
ψ + φ
2
)
τ
=
1
a
sin
(
ψ − φ
2
)
.
(2.2)
La expresio´n (2.2) define una nueva funcio´n ψ(ξ, τ) que depende de la solucio´n
φ y del para´metro a. Se puede demostrar fa´cilmente, calculando las derivadas
cruzadas en (2.2), que ψ(ξ, τ) tambie´n es solucio´n de (2.1). Puesto que la nue-
va solucio´n se ha obtenido a partir de otra existente, ψ se puede entender como
una transformacio´n de φ; adema´s, la transformacio´n se ha realizado utilizando
el para´metro a, por lo que la transformacio´n de Ba¨cklund se denota por IBa, y
se escribe ψ = IBa(φ). Esta transformacio´n es “reversible”: una vez obtenido
ψ, se puede volver a la solucio´n φ, salvo constante de integracio´n, cambiando el
para´metro a por −a e integrando de nuevo (2.2).
1Una curva asinto´tica es una curva siempre tangente a una direccio´n asinto´tica de la superficie,
y una direccio´n asinto´tica es aquella en la que la curvatura normal es cero. En general no tienen
porque´ existir direcciones asinto´ticas en cada punto de una superficie (por ejemplo, en cualquier
punto de una esfera). Sin embargo, en superficies hiperbo´licas, esto es, de curvatura negativa en
cada punto de la superficie, puesto que las dos curvaturas principales deben tener signos opuestos,
debe existir una direccio´n en la que la curvatura normal sea cero y por tanto sea una direccio´n
asinto´tica. Por tanto, todas las superficies hiperbo´licas son parametrizables en arcos de longitud de
curvas asinto´ticas.
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Posteriormente, Bianchi (1892) demostro´ su importante teorema de permuta-
bilidad. Sea φ0 una solucio´n semilla de la ecuacio´n de sG (2.1), y sean φ1 y φ2 las
TB de φ0 via IBa1 y IBa2 , esto es, φ1 = IBa1(φ0) y φ2 = IBa2(φ0). Sean adema´s
φ12 = IBa2(φ1) y φ21 = IBa1(φ2). Entonces, φ12 = φ21. Esto se entiende de una
manera ma´s gra´fica con un Diagrama de Bianchi:
φ1
a2
$$II
III
III
II
φ0
a1
>>~~~~~~~
a2 ÃÃ@
@@
@@
@@
φ12 = φ21
φ2
a1
::uuuuuuuuuu
Este importante teorema nos permite relacionar de manera puramente alge-
braica las cuatro soluciones del diagrama anterior de la forma2:
tan
(
φ12 − φ0
4
)
=
a2 + a1
a2 − a1 tan
(
φ2 − φ1
4
)
. (2.3)
De esta forma se puede despejar φ12 en funcio´n de las otras tres soluciones,
φ12 = φ0 + 4arctan
[
a2 + a1
a2 − a1 tan
(
φ2 − φ1
4
)]
. (2.4)
Dicha relacio´n representa un principio de superposicio´n no lineal, a diferencia de
lo que ocurre en las EDPs lineales, donde se aplica el principio de superposicio´n
lineal ya conocido. Los principios de superposicio´n no lineales generalmente van
asociados a EDPs que admiten TB que llevan de una solucio´n a otra de la misma
ecuacio´n.
El caso a2 = −a1 es un caso particular de (2.4) que se resuelva fa´cilmente,
ya que da lugar a φ12 = φ0 (salvo constante de integracio´n), como ya vimos en la
ecuacio´n (2.2). Pero resolver el caso a2 = a1 no es tan sencillo puesto que, para
esos para´metros, φ2 = φ1, y por tanto tenemos una indeterminacio´n. La resolu-
cio´n de (2.2), en ese caso, so´lo es posible cuando las constantes de integracio´n
coinciden, y la dependencia funcional de φi respecto a ai, entonces, puede escri-
birse como φi(x, t) = f(ai, x, t), puesto que ambos provienen del mismo φ0. Por
tanto, para a2 = a1 basta con tomar el lı´mite
tan
(
φ12 − φ0
4
)
= l´ım
a2→a1
(a1 + a2)
tan
(
f(a1,x,t)−f(a2,x,t)
4
)
a1 − a2 , (2.5)
2Para una demostracio´n de esta expresio´n ve´ase, por ejemplo, Rogers y Schief (2002).
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que, al calcularlo, se obtiene
φ12 = φ0 + 4arctan
(
a1
2
∂f(a1, x, t
∂a1
)
. (2.6)
Modelos completamente integrables.
Hasta ahora la introduccio´n que he hecho al lector de la ecuacio´n de sG ha si-
do fundamentalmente geome´trica. Sin embargo, la ecuacio´n de sG se ha utilizado
en numerosas ocasiones para describir varios feno´menos importantes de fı´sica no
lineal en campos tan variados como dislocaciones en cristales (Frenkel y Konto-
rova 1939), propagacio´n de flujos magne´ticos en uniones Josephson (Josephson
1965), cadenas de pe´ndulos conectados por muelles (Scott 1969), propagacio´n de
pulsos o´pticos en medios resonantes (Arecchi et al. 1969), estabilidad de movi-
mientos de fluidos (Scott et al. 1973), en fı´sica de partı´culas elementales (Skyrme
1958), en ferromagnetismo (Enz 1964), en la dina´mica de cadenas de ADN (el
tema principal de esta tesis), etc. Debido a la gran versatilidad de esta ecuacio´n en
la Fı´sica, parece necesario introducirla tambie´n desde este punto de vista.
Ası´, segu´n la meca´nica analı´tica, otra forma de obtener la ecuacio´n de sG es
la siguiente. Sea el sistema dina´mico definido por el Hamiltoniano
H[φ] =
∫ ∞
−∞
dx
{
1
2
φ2t +
1
2
φ2x + (1− cosφ)
}
, (2.7)
donde φ(x, t) es un campo escalar que define el estado del sistema. Las ecuaciones
de movimiento del sistema se obtienen mediante las ecuaciones de Hamilton
pφ =
δH
δφ˙
, p˙φ = −δH
δφ
, (2.8)
donde el punto significa derivada parcial con respecto al tiempo. El resultado es:
φtt − φxx + sinφ = 0, (2.9)
que es precisamente la ecuacio´n (2.1) bajo el cambio de coordenadas x = ξ+ τ y
t = ξ − τ . E´sta es la expresio´n esta´ndar de la ecuacio´n.
Un aspecto muy interesante de la ecuacio´n de sG es que es completamente
integrable (CI). En dimensio´n finita, un sistema hamiltoniano de N variables se
dice que es CI si admite N constantes de movimiento independientes entre sı´. En
el caso de sistemas hamiltonianos de dimensio´n infinita, la generalizacio´n implica
que deben poseer un nu´mero infinito de cantidades conservadas independientes
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entre sı´. Sin embargo, pese a la dificultad de demostrar la existencia de infinitas
cantidades conservadas3, esto no es suficiente para demostrar que un sistema de
EDPs sea CI debido a los diferentes cardinales de los infinitos. Ası´ que, ¿que´ otras
propiedades cumplen los sistemas completamente integrables? Utilizando las he-
rramientas de meca´nica analı´tica, el teorema de Liouville nos dice que una condi-
cio´n necesaria y suficiente para que un sistema sea completamente integrable es
que exista una transformacio´n cano´nica a las variables accio´n-a´ngulo en las que
el sistema sea completamente separable y las ecuaciones de movimiento puedan
entonces ser integradas mediante cuadraturas de manera trivial4. En sistemas de
dimensio´n infinita, como sG, la generalizacio´n de las variables accio´n-a´ngulo y
la integracio´n “trivial” de las ecuaciones de movimiento constituye la base fı´si-
ca de una importante herramienta matema´tica, que es la Transformada Especttral
Inversa (TEI)5.
Sin embargo, pese a esta relacio´n con los sistemas Hamiltonianos, la TEI na-
cio´ de manera independiente en 1967 de las manos de Clifford S. Gardner, John M.
Greene, Martin D. Kruskal, y Robert M. Miura (Gardner et al. 1967) como una
herramienta matema´tica para resolver de manera exacta una ecuacio´n no lineal
denominada KdV6. En 1972, Vladimir E. Zakharov y Boris V. Shabat (Zakha-
rov y Shabat 1972) utilizaron ese mismo formalismo para resolver la ecuacio´n
de Schro¨dinger no lineal. El turno a la ecuacio´n de sG le llegarı´a un an˜o des-
pue´s, cuando Mark J. Ablowitz, David J. Kaup, Alan C. Newell y Harvey Segur
(Ablowitz et al. 1973) aplicaron el formalismo de Zakharov y Shabat de TEI a la
ecuacio´n (2.1). La conexio´n de la TEI con sistemas Hamiltonianos la darı´a Peter
D. Lax (Lax 1978) de manera posterior a todo el proceso de resolucio´n mediante
TEI de las ecuaciones no lineales mencionadas.
Sin dar un ana´lisis detallado7, la esencia de la TEI es relacionar la ecuacio´n
(2.1) con un par de ecuaciones de autovalores para v1 y v2, lineales,
∂v1
∂x
+ iζv1 = −12φxv2,
∂v2
∂x
− iζv2 = 12φxv1.
(2.10)
Dichas ecuaciones, junto con las condiciones de que v1 y v2 esta´n relacionadas
3Esto, en general, no resulta fa´cil de demostrar. Sin embargo, en el caso de sG sı´ se ha demos-
trado la existencia de infinitas corrientes conservadas (Yoon 1976).
4La explicacio´n y demostracio´n aparece en cualquier libro de meca´nica analı´tica.
5En ingle´s se denomina Inverse Scattering Transform, y sus siglas son IST.
6El nombre proviene de sus autores, Korteweg-deVries, y se introducira´ en la seccio´n 2.2.
7Para ma´s informacio´n ve´ase Debnath (1997), de donde procede esta informacio´n. Una explica-
cio´n ma´s detallada aparece en Lamb (1980).
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en el lı´mite x −→ ±∞, se pueden considerar como un problema para determinar
el autovalor ζ dada una funcio´n q = −12φx denominada potencial, y relacionada
a su vez con la solucio´n φ(ξ, τ) de la ecuacio´n (2.1). Tras un proceso bastante
complicado, la solucio´n final φ se obtiene calculando la siguiente expresio´n:
φ(ξ, τ) = 4 arctan
[
Im|I − iM |
Re|I − iM |
]
, (2.11)
donde I es la matriz unidad de orden N , N es el nu´mero de solitones de la solu-
cio´n, y M es una matriz N ×N con elementos de la forma
Mjk(ξ, τ) =
2mk
ζj + ζk
exp
[
ζj + ζk
2
ξ +
τ
ζk
]
, (2.12)
donde mi son constantes asociadas a cada solito´n que compone la solucio´n final.
Dicha solucio´n se construye de manera que, para un kink (antikink), se tiene que
mk es real y positivo (negativo); para un breather, compuesto por un par kink-
antikink, se necesitan dos constantes complejas, una compleja conjugada de la
otra, mb2 = m
∗
b1
. En coordenadas caracterı´sticas, la parte real de mi esta´ relacio-
nada con la posicio´n en el eje real, x0, mientras que la parte imaginaria nos da
una traslacio´n temporal, t0, de cada solito´n. Por otro lado, el autovalor ζk asocia-
do a un kink o un antikink es real y positivo, mientras que un breather necesita
dos autovalores (recordemos que esta´ compuesto por dos solitones), uno comple-
jo conjugado del otro, es decir, ζb2 = ζ
∗
b1
; para conseguir que este´n en reposo, es
necesario adema´s que |ζi| = 1, tanto para kinks o antikinks como para breathers.
2.2. Solitones y ondas solitarias.
Introduccio´n histo´rica.
Otra propiedad muy importante de la ecuacio´n de sG es que posee soluciones
de tipo solito´n. Para aclarar ideas, primero intentare´ explicar que´ es un solito´n y
que´ es una onda solitaria.
Tenemos por un lado el archiconocido “suceso” acontecido a John Scott Rus-
sell en el canal de Edinburgo a Glasgow en 1834, en el que observo´ una gran
onda de agua aislada que avanzo´ varios kilo´metros sin cambiar su forma, y a la
que llamo´ “gran onda de traslacio´n” (Russell 1844). Esto nos describe bastante
bien el concepto de onda solitaria: una joroba, sime´trica y aislada, que se mueve
a velocidad constante pero que no cambia de forma con el tiempo. Esta idea es
claramente diferente del concepto usual de onda perio´dica o tren de ondas, tı´pico
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de sistemas lineales. Tendrı´an que pasar ma´s de 60 an˜os para que los holandeses
D. J. Korteweg y G. de Vries formularan un modelo matema´tico que diera explica-
cio´n al feno´meno observado por Scott Russell (Korteweg y de Vries 1895). Ellos
derivaron la famosa ecuacio´n KdV de propagacio´n de ondas en una direccio´n en
la superficie del agua,
φt + φφx + φxxx = 0. (2.13)
En esta ecuacio´n no lineal, que describe la evolucio´n temporal a largos tiempos
del feno´meno de ondas, existe un balance entre el te´rmino no lineal, que tiende a
localizar la joroba, y el te´rmino dispersivo, que tiende a ensancharla. La ecuacio´n
KdV representa el paradigma de los modelos de ecuaciones con ondas solitarias,
con un te´rmino que tiende a dispersar o ensanchar la solucio´n y otro que tiende
a localizarla. En 1965, Martin Kruskal y Norman Zabusky hicieron un estudio
nume´rico de dicha ecuacio´n partiendo de una condicio´n inicial de onda perio´dica,
y observaron co´mo la onda se iba deformando hasta llegar a convertirse en una
serie de jorobas bien definidas de la forma sech2 de diferentes alturas y diferentes
velocidades, las ma´s altas las ma´s veloces y las ma´s bajas las ma´s lentas, que
interaccionaban entre sı´ y luego emergı´an sin cambio de forma ni amplitud salvo
una pequen˜a traslacio´n. Debido a estas propiedades que asemejaban estos objetos
a partı´culas, Kruskal y Zabuski llamaron a estas ondas solitarias solitones (como
fonones, protones, etc.).
Propiedades de solitones.
Desde la introduccio´n de los solitones en la literatura cientı´fica ha habido una
gran cantidad de estudios, tanto analı´ticos como nume´ricos, del comportamiento
de estos objetos en la ecuacio´n KdV8 y tambie´n en otros modelos de ecuaciones
no lineales que poseen propiedades similares. Han sido necesarias diversas ramas
de matema´tica pura y aplicada para explicar muchas de las novedosas propiedades
que han aparecido. Sin embargo, no es fa´cil dar una definicio´n precisa de lo que
es un solito´n. Se puede decir que este te´rmino se asocia con una solucio´n de una
EDP no lineal (o un sistema de ellas) que: (i) representa una onda cuya forma no
varı´a con el tiempo, (ii) esta´ localizada, de manera que decae o se aproxima a un
valor constante en el infinito9, y (iii) puede interaccionar fuertemente con otros
8Algunas referencias a estudios de este tipo se pueden encontrar en: Zabusky y Kruskal 1965;
Zabusky 1967; Lax 1968; Gardner, Greene, Kruskal, y Miura 1967; Gardner, Greene, Kruskal, y
Miura 1974; Hirota 1971; Hirota 1973a; Hirota 1973b; Zabusky y Galvin 1971; Hammack y Segur
1974, y Weidman y Maxworthy 1978.
9Adema´s de los solitones de KdV, con forma sech2, existen otras ecuaciones con soluciones de
tipo solito´n con otros perfiles, como sech, o arctan(eαx).
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solitones y mantener su forma y su velocidad, salvo una traslacio´n espacial.
En los u´ltimos an˜os, el concepto de solito´n ha sido utilizado ampliamente. Por
ejemplo, la ecuacio´n de Schro¨dinger no lineal (SNL), que describe ondas en plas-
mas, en superconductores, en o´ptica no lineal, etc., tiene soluciones solito´nicas
que tienen la forma de una sech que modula una onda viajera monocroma´tica.
A diferencia de los solitones de KdV, los solitones de SNL no dependen de la
amplitud. Otro modelo es el de sG, del que trata esta tesis, que admite solitones
como solucio´n que son kinks o antikinks, de la forma arctan(e±αx), cuya ampli-
tud es independiente de la velocidad. Adema´s de estos, existe una gran variedad
de modelos de ecuaciones con soluciones solito´nicas de alguno de los tipos men-
cionados.
Modelos no integrables y ondas solitarias.
Sin embargo, hay que tener cuidado de no generalizar el concepto de solito´n
al de onda solitaria. De hecho, existen EDPs no lineales con soluciones de tipo
onda solitaria pero que no son solitones, en el sentido de que no cumplen las tres
caracterı´sticas del pa´rrafo anterior (generalmente lo que ma´s limita la definicio´n
de solito´n es la tercera propiedad que he mencionado). Sin embargo, de las pro-
piedades descritas en los solitones se desprende que se pueden considerar ondas
solitarias. Las EDPs no lineales que tienen soluciones de tipo solito´n son las com-
pletamente integrables, para las que existen herramientas matema´ticas como la TB
o la TEI con las que obtener soluciones. Ası´ que conceptos que ya he mencionado
hasta ahora como TB, TEI, solitones y ecuaciones CI van unidos en un solo pa-
quete, de manera que si encontramos uno de ellos estudiando una ecuacio´n lo ma´s
probable es que los otros tres salgan a relucir antes o despue´s10. A continuacio´n
voy a poner un ejemplo muy sencillo de dos ecuaciones, muy parecidas entre sı´,
pero de las cuales una es completamente integrable mientras que la otra no. Ya
conocemos la ecuacio´n de sG en su forma esta´ndar (2.9), y tambie´n conocemos
el Hamiltoniano (2.7) del que surgen dichas ecuaciones. Pues bien, supongamos
que, en lugar del te´rmino (1 − cosφ) del Hamiltoniano, se escribe uno gene´rico,
de la forma V (φ), donde V , que es el potencial del modelo, es una funcio´n bien
comportada. Entonces, el Hamiltoniano del modelo es
H[φ] =
∫ ∞
−∞
dx
{
1
2
φ2t +
1
2
φ2x + V (φ)
}
. (2.14)
10Depende de los conocimientos matema´ticos de cada uno o de la habilidad de buscar en la
literatura para encontrarlos.
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Dicho Hamiltoniano (2.14) da lugar al conocido modelo de Klein-Gordon no li-
neal, cuyas ecuaciones de movimiento son
φtt − φxx + d V (φ)
dφ
= 0. (2.15)
Ahora supongamos que elegimos el potencial V (φ) = 14(1 − φ2)2, que define
el llamado modelo φ4. Dicho potencial tiene dos mı´nimos en φ = ±1, mien-
tras que el potencial de sG tiene infinitos mı´nimos de la forma φ = 2npi, con
n = 0,±1,±2, . . .. No serı´a muy descabellado pensar en la posibilidad de que la
ecuacio´n de movimiento asociada al modelo φ4, que es
φtt − φxx + φ3 − φ = 0, (2.16)
poseyera tambie´n solitones, como sG. Sin embargo, la ecuacio´n (2.16) posee so-
luciones de tipo onda solitaria que no son solitones, con un perfil de ± tanh, muy
parecido al perfil de los solitones de sG. La principal diferencia surge en la in-
teraccio´n entre dos ondas solitarias, puesto que en φ4 no se cumple la tercera
propiedad de los solitones que mencionada anteriormente. Es curioso ver co´mo
dos ecuaciones tan parecidas con soluciones tambie´n parecidas no poseen ambas
a la vez soluciones de tipo solito´n o de tipo onda solitaria.
Sin embargo, pese a que en este apartado he querido establecer la diferencia
entre ondas solitarias y solitones, la sutileza de que una ecuacio´n sea o no com-
pletamente integrable y por tanto tenga soluciones de tipo solito´n no ha sido un
problema de intere´s a lo largo de la realizacio´n de esta tesis. La diferencia entre
ambos tipos de soluciones se ha introducido para completar un poco la discusio´n
que estamos haciendo sobre las EDPs no lineales, pero no es relevante a la hora
de leer y entender los resultados de esta tesis. De hecho, en la seccio´n 2.3, cuando
estudiemos el comportamiento de soluciones de onda solitaria en medios inho-
moge´neos, trataremos tanto el modelo de sG como el φ4 sin tener en cuenta ni
observar diferencias significativas en los resultados de los dos modelos. Estudios
como e´stos sirven para analizar la dependencia o no de un cierto comportamiento
de un modelo con que sea CI o no.
2.3. Kinks, breathers y otras soluciones.
Solitones en sG.
Una vez introducida la idea fundamental de lo que es un solito´n y una onda
solitaria, volvamos al modelo de sG para obtener la expresio´n de una solucio´n
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fundamental en el estudio de la ecuacio´n de sG, el kink (y el antikink).11 Partiendo
de la ecuacio´n de sG esta´ndar (2.9), supongamos el Ansatz12 φ(x, t) = φ˜(z) con
z = x − vt, es decir, estamos suponiendo que la solucio´n es estacionaria y se
mueve con una velocidad constante v. Introduciendo dicho Ansatz en (2.9), se
obtiene la ecuacio´n diferencial ordinaria (EDO)
(1− v2)φ˜′′ = sin φ˜. (2.17)
Multiplicando por φ˜′ a ambos lados de la ecuacio´n e integrando respecto a z, se
obtiene que
1
2
(1− v2)(φ˜′)2 = A− cos φ˜, (2.18)
donde A es una constante de integracio´n. Tomando A = 1, |v| < 1 e imponiendo
las condiciones de contorno φ˜→ 0 (mod 2pi) y φ˜′ → 0 para z → ±∞, se obtiene
que
φ(x, t) = 4 arctan
{
exp
(
±x− vt− x0√
1− v2
)}
. (2.19)
La expresio´n (2.19) es un solito´n que, dependiendo del signo que se utilice, se
llama kink13 (para el signo +) o antikink (para el signo −). El aspecto que tienen
estas soluciones esta´ representado en la figura 2.1 sin dar una escala en el eje x.
Esto es debido a que, para v = 0, el kink (antikink) se encuentra esta´tico en una
posicio´n del eje x dada por su centro, x0, y con una anchura caracterı´stica, que
es la que tiene en reposo. En el caso v 6= 0, tenemos la misma forma de kink (o
antikink) que antes, pero que se mueve con velocidad constante v por el eje x y
adema´s se estrecha un poco de acuerdo con el factor de Lorentz γ = (1−v2)−1/2.
Se puede pasar de una solucio´n a otra mediante una transformacio´n de Lorentz,
x′ =
x− vt√
1− v2 , t
′ =
t− vx√
1− v2 . (2.20)
De esta manera podemos pasar de un kink esta´tico a otro en movimiento que tam-
bie´n es solucio´n de la ecuacio´n. Este estrechamiento del kink con la velocidad v
se hace crı´tico en |v| = 1, velocidad para la cual su anchura se hace cero (por eso
se dice que la velocidad crı´tica de un kink es |v| = 1). La invariancia en coorde-
nadas esta´ndar (2.20) equivale a una dilatacio´n en coordenadas caracterı´sticas, de
la forma:
ξ′ = aξ, τ ′ =
τ
a
, (2.21)
11La mayorı´a de estas notas proceden de Scott (1999) y Debnath (1997).
12La palabra Ansatz es alemana y significa “enfoque” o “punto de partida”.
13La palabra kink es inglesa y tiene mu´ltiples acepciones, como “nudo” o “retorcimiento” (en una
manguera, por ejemplo), “tortı´colis” o “contractura”, “defecto” (que hay pulir) o “manı´a”.
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Figura 2.1: Solucio´n tipo kink (izquierda) y antikink (derecha) de la ecuacio´n de
sG. Se ha elegido dibujar las soluciones en el rango [0, 2pi], aunque cualquier tras-
lacio´n vertical de±2pik, con k entero, es igualmente va´lida. Las flechas indican el
sentido del movimiento para velocidad no nula mayor que cero. No se ha dibujado
la escala espacial porque la anchura del kink depende de su velocidad.
con x = ξ + τ , t = ξ − τ , lo mismo para (x′, t′) y (ξ′, τ ′), y donde a =√
(1− v)/(1 + v). Dicha invariancia llevo´ a Ba¨cklund a generalizar la obtencio´n
de nuevas soluciones de la ecuacio´n de sG, propuesta por Bianchi, mediante el
para´metro a para obtener la TB (2.2) discutida en la seccio´n 2.1.
Otra propiedad muy importante de los kinks y antikinks es que poseen carga
topolo´gica. De hecho, a estos solitones se les denomina solitones topolo´gicos, a
diferencia de los de otras ecuaciones solito´nicas como SNL o KdV. Esta propie-
dad se entiende fa´cilmente mirando de nuevo la figura 2.1. En ella se observa que
el valor de la solucio´n en x → ∞ y en x → −∞ varı´a en 2pi. Puesto que el
modelo es infinito, estos valores no varı´an con la evolucio´n temporal del sistema,
por lo que esa diferencia se conserva en el tiempo. Ası´, se puede definir una carga
topolo´gica, q = (φ(∞, t0)−φ(−∞, t0))/2pi, que es conservada. Con esta defini-
cio´n, la carga topolo´gica del kink es q = 1, y la del antikink es q = −1, y el hecho
de ser no nulas les da a estos objetos una gran robustez, puesto que su amplitud
nunca puede hacerse cero.
Dos solitones.
Hemos visto hasta ahora la expresio´n de la solucio´n de la ecuacio´n de sG
con un solito´n (2.19), pero la ecuacio´n (2.1) acepta soluciones con N solitones.
Para obtener las expresiones de estas soluciones, ma´s complicadas, utilizare´ la
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TB (2.2). En primer lugar voy a mostrar co´mo se obtiene la expresio´n del kink
(2.19) utilizando esta potente herramienta. Como ya mencionamos en la seccio´n
2.1, la TB permite obtener una nueva solucio´n a partir de otra existente y con un
para´metro libre. Supongamos ahora que ponemos en marcha la maquinaria para
obtener una solucio´n a partir de la solucio´n trivial φ = 0. La expresio´n (2.2), para
un para´metro a1, quedarı´a entonces ası´:(
ψK
2
)
ξ
= a1 sin
(
ψK
2
)
,(
ψK
2
)
τ
=
1
a1
sin
(
ψK
2
)
.
(2.22)
Esta ecuacio´n puede integrarse fa´cilmente multiplicando la ecuacio´n de arriba por
dξ, la de abajo por dτ y sumando ambas ecuaciones para obtener la expresio´n de
una diferencial exacta14. La integracio´n de esta expresio´n da, en te´rminos de las
coordenadas caracterı´sticas,
tan
(
ψK
4
)
= exp
[
a1ξ +
τ
a1
+ δ
]
, (2.23)
donde δ es una constante de integracio´n. En funcio´n de las coordenadas esta´ndar,
la expresio´n anterior se escribe
tan
(
ψK
4
)
= exp
[(
a1 +
1
a1
)
x+
(
a1 − 1
a1
)
t+ δ
]
, (2.24)
que se corresponde con la expresio´n ya dada en (2.19) para
v =
1− a21
1 + a21
, x0 = − 2a11 + a21
δ. (2.25)
No´tese que la expresio´n del kink dada por (2.19) se obtiene haciendo a1 real con
a1 > 0 en (2.24), mientras que la del antikink sale con a1 < 0. Adema´s, para
|a1| = 1 lo que se obtiene es un kink (o un antikink) en reposo, y si cambiamos el
sentido de movimiento del solito´n (esto es, pasamos de +v a −v) es equivalente
a cambiar el para´metro a1 por 1/a1.
Podemos encontrar la solucio´n con dos solitones (ya sean dos kinks, dos anti-
kinks o un kink y un antikink) aplicando de nuevo la TB con otro para´metro a2 a
14Para ma´s detalle, ve´ase el ape´ndice A.
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la solucio´n con un solito´n (2.24). Para ello utilizaremos el siguiente diagrama de
Bianchi
φ1
a2
ÂÂ>
>>
>>
>>
>
0
a1
@@¡¡¡¡¡¡¡¡
a2 ÁÁ>
>>
>>
>>
> φ
φ2
a1
??¡¡¡¡¡¡¡¡
asociado a la identidad de Bianchi (2.4) partiendo de la solucio´n trivial φ0 = 0,
tan
(
φ
4
)
=
a1 + a2
a1 − a2 tan
(
φ1 − φ2
4
)
. (2.26)
Dicha fo´rmula nos lleva a la expresio´n de la solucio´n con dos kinks que colisionan
en x = 0,
tan
(
φKK
4
)
=
v sh
(
x√
1−v2
)
ch
(
vt√
1−v2
) , (2.27)
o un kink y un antikink,
tan
(
φAK
4
)
=
sh
(
vt√
1−v2
)
v ch
(
x√
1−v2
) . (2.28)
Tambie´n es posible generar otra solucio´n con a2 = a1, y el resultado serı´a
tan
(
φa1a1
4
)
= tsech
(
±x− vt− x0√
1− v2
)
(2.29)
Fija´ndonos en las expresiones (2.27), (2.28) y (2.29), los dos solitones no
pueden estar en reposo, sino que debe haber un movimiento relativo entre ambos,
como si interaccionaran entre sı´. Esta “interaccio´n” queda ma´s patente en el caso
del choque kink-antikink, ya que para a1 = β + iα ∈ C, con α2 + β2 = 1, y
a2 = 1/a1, se obtiene la expresio´n de un estado ligado entre los dos solitones
llamado breather15,
tan
(
φB
4
)
=
β
α
sin(αt)
ch(βx)
. (2.30)
15Para un ca´lculo detallado ver el ape´ndice A.
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Figura 2.2: Solucio´n tipo breather de la ecuacio´n de sG, dibujada para diferentes
tiempos, equiespaciados entre sı´. No se definen las escalas vertical ni horizontal
porque dependen de los para´metros α y β que aparecen en la expresio´n (2.30)
(realmente, so´lo de uno de ellos, porque el otro esta´ ligado).
El nombre16 es muy descriptivo, ya que la gra´fica del objeto varı´a con el tiempo
(el breather no es esta´tico) como una joroba que se infla y se desinfla, pasando
del eje positivo al negativo, de forma cı´clica. La figura 2.2 nos da una idea de
su aspecto en reposo. Adema´s, el breather (2.30) tambie´n puede moverse con
velocidad constante v sin ma´s que hacer una transformacio´n de Lorentz (2.20), de
la misma forma que un (anti)kink (ya que, al fin y al cabo, esta´ formado por dos
kinks ligados).
Podemos entender mejor lo que pasa en el sistema si pensamos en te´rminos
de energı´a. Utilizare´ el Hamiltoniano del modelo continuo, (2.7), para calcular
la energı´a de un solito´n y de un breather. Para ello so´lo es necesario sustituir la
expresio´n de cada solucio´n en el funcional (2.7) y calcular el resultado (ver Re-
moissenet (1994) para un ca´lculo detallado). La energı´a de un kink (o un antikink)
es entonces EK = 8/
√
1− v2, y la de un breather EB = 16β/
√
1− v2, ambas
expresiones para objetos en movimiento. Ahora podemos fijarnos en varios de-
talles de estas expresiones. Por un lado, la energı´a del breather es menor que la
energı´a de un par kink-antikink, por ser siempre 0 < β < 1, lo cual tiene lo´gica
16Breather se puede traducir como “respirador” o “que respira”, aunque realmente significa “res-
piro”.
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si realmente un breather es un estado ligado de un kink y un antikink. Por otro
lado, la energı´a de ambos objetos es como la de una partı´cula relativista de masa
en reposo mK = 8 para el kink (y el antikink) y mB = 16β para el breather. Esto,
unido a la contraccio´n de Lorentz ligada a la invariancia (2.20) de las soluciones
ya mencionada, hace que estos objetos tengan un marcado cara´cter de partı´cula
relativista.
De la misma manera que se construyen soluciones con dos solitones es posible
construir soluciones con N solitones, sin ma´s que ir utilizando paso a paso la
maquinaria que ofrece la TB a trave´s de la identidad de Bianchi (2.3). Ası´, por
ejemplo, podemos calcular la expresio´n de la solucio´n de sG con tres solitones
esta´ticos, dos de ellos ligados en forma de breather y el tercero como un kink. La
expresio´n, calculada en detalle en el ape´ndice A, es la siguiente:
tan
(
φW
4
)
=
U
V
, (2.31)
con
U(x, t) = ez0+2z1 +
1 + β
1− β e
z0 − 2 β
1− β e
z1 cos z2,
V (x, t) = 1 +
1 + β
1− β e
2z1 − 2 β
1− β e
z0+z1 cos z2,
(2.32)
y donde z0 = x − xk, z1 = β(x − xb) y z2 = α(t − tb). Los para´metros xk
y xb van asociados a traslaciones espaciales del kink y del breather, respectiva-
mente, mientras que tb da la traslacio´n temporal del sistema. Aunque este tipo
de objetos ya eran conocidos desde los an˜os 80 (Segur 1983), recientemente ha
habido estudios nume´ricos de este tipo de objetos (Kalbermann 2006), llamados
wobbles o wobbling kinks17, cuyas expresiones se han obtenido a partir de TEI, y
no son exactamente iguales a (2.31) aunque ambas definen el mismo objeto (para
ver la relacio´n entre las dos formas de escribir los wobbles, ver el ape´ndice A). En
el estudio realizado por Segur (1983) se obtiene la expresio´n analı´tica del wob-
ble, y se hace una leve referencia a su posible inestabilidad, pero con decaimiento
algebraico en lugar de exponencial, aunque no hay un ana´lisis detallado del pro-
blema. En Kalbermann (2006), sin embargo, se estudian nume´ricamente algunas
perturbaciones del sistema. El estudio no es muy minucioso, y adema´s el me´to-
do utilizado no parece el adecuado en el caso de decaimiento algebraico, por lo
que no se puede decir nada relevante sobre este tipo de soluciones, de las que es
difı´cil encontrar informacio´n. Parece lo´gico pensar que estos enrevesados objetos
17Del ingle´s wobble, balancear, oscilar.
24 El modelo homoge´neo de sine-Gordon en el continuo.
no hayan encontrado en la literatura la cantidad de adeptos que han encontrado
los kinks, y en menor medida los breathers.
Otras soluciones.
Hasta ahora so´lo hemos estudiado soluciones de la ecuacio´n de sG que son
solitones o que esta´n formadas por varios solitones. Sin embargo, la ecuacio´n de
sG tambie´n posee soluciones que no son solito´nicas, sino perio´dicas, de la forma
φ(x, t) = φ˜(θ) = φ˜(θ + 2pi) (mod 2pi), (2.33)
donde θ = ωt− kx es la variable de una onda viajera, y v = ω/k es la velocidad
de onda local. Dichas soluciones se obtienen a partir de (2.18) para valores de A
distintos de A = 1 (que era el caso de los solitones), y su expresio´n formal es
√
k2 − ω2
∫ φ˜ dy√
2(A− cos y) = θ. (2.34)
Esta expresio´n, para A > 1, v < 1, da una solucio´n que crece mono´tonamente
con θ, y representa un tren de kinks, separados unos de otros por una distancia
2pi/k; para −1 < A < 1, v > 1, la solucio´n oscila perio´dicamente en torno a
φ˜ = 0, con periodo 2pi/k, amplitud arc cos(A) y relacio´n de dispersio´n no lineal
ω2 − k2 = pi
2
4K2
(√
1−A
2
) , (2.35)
donde K(·) es la integral elı´ptica de primera especie. Conforme la amplitud au-
menta de 0 a pi (es decir, A disminuye de 1 a −1), la parte de la derecha de la
relacio´n (2.35) baja hasta 1; por tanto, para ondas perio´dicas de baja amplitud, la
menor frecuencia permitida es la unidad. Estas soluciones aparecen en situaciones
de inestabilidad, y esta´n muy relacionadas con otras soluciones que describiremos
a continuacio´n.
Dichas soluciones son los fonones, que son soluciones que describen el mo-
delo de sG en el lı´mite lineal, para φ ¿ 1, cuando la aproximacio´n sinφ ' φ es
va´lida. En ese caso, la ecuacio´n (2.9) pasa a ser la de Klein-Gordon,
φtt − φxx + φ = 0. (2.36)
Utilizando la transformada de Fourier, la solucio´n que se obtiene es una onda
monocroma´tica, φ(x, t) ∝ exp(iωt − ikx), con relacio´n de dispersio´n ω2(k) =
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1 + k2. Estos fonones so´lo son soluciones exactas para la ecuacio´n linealizada.
Las soluciones exactas de las que son aproximacio´n son las ondas perio´dicas que
he mencionado anteriormente, aunque se suele hablar de unas u otras indistin-
tamente como fonones. Los fonones aparecen a menudo en procesos en los que
existe algu´n tipo de inestabilidad, en estados transitorios a soluciones estables.
Los mencionare´ ma´s adelante cuando hable de modelos perturbados.
Un estudio ma´s completo de los diferentes tipos de soluciones de la ecuacio´n
de sG aparece en Scott (1999), de donde he recogido parte de esta informacio´n.
Ahı´ tambie´n aparece un estudio de sistemas continuos de taman˜o finito en te´rmi-
nos de funciones elı´pticas. En la elaboracio´n de esta memoria no he creı´do nece-
sario extenderme en este tema porque no ha sido relevante para la realizacio´n de
la tesis.

3
Perturbaciones inhomoge´neas.
En este capı´tulo se explica co´mo introducir perturbaciones en el modelo de
Klein-Gordon, y se estudia una perturbacio´n en particular del sustrato de tipo si-
nusoidal. Dicho sistema aparece bastante en la literatura, entre otras cosas, por
mostrar atrapamiento de kinks para valores de la longitud de onda de la perturba-
cio´n del orden de la anchura del kink. Para estudiar la dina´mica de kinks en estos
sistemas, primero se utiliza el centro del kink como coordenada colectiva, cons-
truyendo para ello el potencial efectivo asociado al sistema perturbado. A conti-
nuacio´n se introduce, adema´s, de la anchura del kink como coordenada colectiva,
se explica el caso del modelo sin perturbar y luego se presentan, como parte del
trabajo original realizado durante esta tesis doctoral, los resultados nume´ricos ob-
tenidos en el caso perturbado, tanto para sine-Gordon como para φ4, que indican
la clara influencia de la anchura del kink en el atrapamiento de e´ste.
3.1. Ecuacio´n de Klein-Gordon perturbada.
Co´mo introducir una perturbacio´n.
En el apartado 2.2 la introdujo la ecuacio´n de movimiento del modelo de
Klein-Gordon no lineal (2.15). Dicha ecuacio´n tiene un te´rmino inercial, dado
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por la segunda derivada temporal, otro dispersivo, dado por la segunda derivada
espacial, y el te´rmino que proviene del potencial. Si introducimos ma´s te´rminos,
la ecuacio´n de Klein-Gordon no lineal perturbada pasarı´a a escribirse ası´:
φtt − φxx + dV (φ)
dφ
+ F (x, t, φ, φt, φx, . . .) = 0, (3.1)
donde F representa un te´rmino de fuerza gene´rico, que puede depender de la
posicio´n x, del tiempo t, del campo escalar φ y de cualquiera de sus derivadas.
Los te´rminos perturbativos ma´s corrientes que nos encontramos en la literatura
son el te´rmino disipativo o de rozamiento, γφt, y un te´rmino de fuerza externa de
la forma ²f(x, t)g(φ). Los para´metros γ y ² sirven para regular la intensidad de
estas perturbaciones respecto al resto de los te´rminos de la ecuacio´n (3.1).
Un tipo interesante de modelo perturbado que aparece con frecuencia en la li-
teratura [ve´anse, por ejemplo, las contribuciones de Sa´nchez et al. (1992), Sa´nchez
y Bishop (1994), Willis (1997) o Cuenda y Sa´nchez (2005)] es aque´l con una per-
turbacio´n sinusoidal espacial de la forma F = ²dVdφ cos(kx), de manera que las
ecuaciones de movimiento se escriben ası´,
φtt − φxx + dV
dφ
[1 + ² cos(kx)] = 0. (3.2)
Veamos cua´l es el significado de la ecuacio´n (3.2). Recordemos que, para el ca-
so ² = 0, el tercer sumando de la ecuacio´n proviene del te´rmino potencial, ca-
racterı´stico de cada modelo, y que da la fuerza que actu´a sobre el campo φ en
la posicio´n x. Dicha fuerza es independiente del acoplamiento que provenga del
te´rmino dispersivo, dado por la derivada espacial del segundo te´rmino. Suponga-
mos que introducimos un para´metro extra que multiplique ese te´rmino potencial,
de la forma (1 + ²)dVdφ . En ese caso estaremos aumentando la intensidad de esa
fuerza respecto a la de los otros dos te´rminos de la ecuacio´n (3.2), el inercial y
el dispersivo, y la ecuacio´n, anteriormente adimensionalizada, dependerı´a de otro
para´metro extra. Redefiniendo una nueva escala temporal y espacial, podrı´amos
tener la misma ecuacio´n de sG adimensionalizada y sin perturbar del principio.
Esto ha ocurrido porque hemos introducido una variacio´n global, que ha cambia-
do el te´rmino potencial de forma homoge´nea en todo el eje x. Pero imaginemos
que, en lugar de hacerlo por una constante, multiplicamos el te´rmino del potencial
por una funcio´n que dependa de la posicio´n, [1 + ²f(x)]. En ese caso, la inten-
sidad de la fuerza potencial vendra´ dada por ese factor, que ahora depende de la
posicio´n. Por eso se dice que la perturbacio´n es inhomoge´nea, o que el modelo es
inhomoge´neo, en contraposicio´n al caso en el que la perturbacio´n es global.
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Las perturbaciones inhomoge´neas tienen una clara motivacio´n fı´sica. En la
descripcio´n de algunos procesos mediante un modelo, normalmente se suelen rea-
lizar una serie de aproximaciones que, en el caso ideal, nos llevan al modelo ho-
moge´neo. Sin embargo, algunas veces esto no es ası´. Por ejemplo, en uniones
Josephson, la inhomogeneidad va asociada a la dependencia con la posicio´n del
espesor de la capa de material aislante que separa los dos superconductores de los
que esta´ compuesta la unio´n; en una cadena de pe´ndulos, en la dependencia con
la posicio´n de las masas de los pe´ndulos (eligiendo la longitud de e´stos para que
su momento de inercia no varı´e); en el modelo de ADN, en el orden de las bases
que nos da una secuencia especı´fica de ADN, etc.
3.2. Estudio con una coordenada colectiva.
El centro del kink.
Recordemos ahora las ecuaciones de movimiento del modelo de sG sin per-
turbar, (2.9), y del modelo φ4 sin perturbar, (2.16); ambos son modelos de Klein-
Gordon no lineales, correspondientes a dos elecciones distintas del potencial V (φ).
Estas ecuaciones, como ya indique´ en el apartado 2.2, poseen soluciones topolo´gi-
cas de tipo onda solitaria (solitones en el caso de sG). Dichas soluciones son, para
el modelo de sG, la expresio´n (2.19) y, para el modelo φ4,
φ(x, t) = ± tanh
(
x− vt− x0√
2(1− v2)
)
. (3.3)
De ahora en adelante utilizaremos u´nicamente las soluciones con signo positivo,
que nombraremos indistintamente como kinks. Estos kinks dejan de ser soluciones
de las ecuaciones perturbadas (3.1) de los modelos sG y φ4 debido al te´rmino extra
de fuerza. Sin embargo, debido a su carga topolo´gica conservada, son soluciones
extremadamente estables de las ecuaciones originales. En el sistema sin perturbar,
ambas soluciones permanecen en reposo para v = 0, o se mueven como un objeto
rı´gido a lo largo del eje x para velocidades no nulas. El hecho de que sean tan
estables hace pensar que, bajo una perturbacio´n del sistema (como por ejemplo
la aparicio´n de ma´s fuerzas en el modelo), la forma del kink variara´ poco y se
movera´ de manera casi rı´gida a lo largo del eje x.
Esta hipo´tesis permite utilizar la te´cnica de coordenadas colectivas con es-
tos objetos para obtener informacio´n sobre los modelos perturbados. Esta te´cnica
consiste en la aproximacio´n de un campo escalar φ(x, t) mediante una serie de va-
riables dependientes del tiempo Yi(t) (coordenadas colectivas) que se definen en
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un Ansatz adecuado. De esta forma la ecuacio´n que describe el modelo, que origi-
nalmente es una EDP, pasa a ser un sistema de ecuaciones diferenciales ordinarias
(EDOs), con tantas ecuaciones como coordenadas colectivas se hayan usado en
la aproximacio´n. Esta te´cnica fue introducida en los modelos de Klein-Gordon no
lineales en Fogel et al. (1976), y posteriormente ha sido utilizada en numerosas
ocasiones.
Normalmente, y debido a la rigidez de los kinks, la coordenada colectiva que
se utiliza en este tipo de estudios es su centro, que en el caso del modelo de sG es
la posicio´n del eje x en la que la solucio´n corta a la abscisa y = pi (mod 2pi) y en
el modelo φ4 es el punto de corte con el propio eje x. El Ansatz que se utiliza es,
por tanto,
φ˜(z) = 4 arctan (ez) (3.4)
para el kink de sG y
φ˜(z) = tanh(z) (3.5)
para el kink de φ4, con z = (x − X(t))/l0, siendo l0 la anchura en reposo del
kink y X(t) la posicio´n del centro del kink, que depende del tiempo pero cuya
velocidad no debe ser muy grande para que la aproximacio´n sea va´lida, ya que
hemos eliminado el factor de Lorentz de la expresio´n original de los kinks.
Trabajos anteriores.
La ecuacio´n (3.2) aparece en la literatura en varias ocasiones, ya que da lugar
a comportamientos nada triviales en la propagacio´n de solitones. Ası´, en Sa´nchez
et al. (1992) se estudio´ la evolucio´n de breathers de sG en este modelo perturbado.
Sea λB la longitud de onda del breather, y sea λ = 2pi/k la longitud de onda de
la perturbacio´n; mediante simulaciones nume´ricas se observo´ que, en los casos en
los que λB/λ era muy pequen˜o o muy grande, la aproximacio´n de una coordena-
da colectiva predecı´a correctamente el comportamiento del breather. Sin embar-
go, cuando λB/λ ' 1, las simulaciones nume´ricas reflejaron, en algunos casos,
la desaparicio´n del breather debido a una gran radiacio´n de energı´a; en otros, la
descomposicio´n del breather en un par kink-antikink; a veces, el breather inicial
salta unas cuantas barreras de potencial y finalmente se descompone en diferentes
excitaciones de tipo breather, pero apenas distinguibles de la radiacio´n. Se en-
contraron comportamientos tan ano´malos incluso para valores de ² muy pequen˜os
(alrededor de 0.1). Aparecı´a de esta manera una interesante situacio´n de competi-
cio´n de escalas, en la que existe un comportamiento ano´malo cuando la longitud
de onda de la perturbacio´n aplicada es comparable con la anchura del breather.
3.2 Estudio con una coordenada colectiva. 31
Todos estos casos fueron encontrados en un estudio sistema´tico del comporta-
miento del breather para diferentes valores del par (², λB/λ), pero sin embargo
no se logro´ dar explicacio´n a este interesante feno´meno.
Otro trabajo muy interesante donde se estudia la perturbacio´n (3.2) median-
te una coordenada colectiva1, en este caso para kinks de sG, es Sa´nchez y Bis-
hop (1994). En e´l los autores continu´an el trabajo realizado para los breathers en
Sa´nchez et al. (1992) pero, debido a la mayor sencillez del kink frente al breat-
her, estudian el comportamiento de kinks sometidos a la perturbacio´n para ver
si con los resultados se puede aportar algo de luz al problema de los breathers.
Adema´s, puesto que el kink es muy estable y no puede desaparecer, lo que hicie-
ron fue utilizar como condicio´n inicial kinks con velocidad no nula colocados en
un ma´ximo de la perturbacio´n y estudiar su evolucio´n. En este caso la competi-
cio´n de escalas se manifesto´ en que el kink no se propagaba para ciertos valores
de λ, y se decı´a entonces que el kink estaba atrapado. En el trabajo realizaron un
estudio con coordenadas colectivas, parecido al llevado a cabo en Sa´nchez et al.
(1992) para breathers, que de nuevo dio resultados favorables fuera del re´gimen
de competicio´n de escalas. Para explicar el atrapamiento del kink en determinados
valores de λ, realizaron un ana´lisis de estabilidad lineal nume´rica y relacionaron
el espectro de frecuencias en el que emiten los kinks, para diferentes valores de λ,
con los resultados de atrapamiento, dando lugar a predicciones cuantitativamen-
te correctas. Sin embargo, pese a sus resultados, el papel de la anchura del kink,
una de las longitudes involucradas en la competicio´n, no estaba claro, y no habı´a
resultados analı´ticos sencillos.
Posteriormente, Willis (1997) realizo´ un ana´lisis de coordenadas colectivas
del problema (3.2) en el que se incluye, aparte de la posicio´n del centro del kink,
la anchura del mismo (aunque aquı´ trabajaron con la pendiente en el centro del
kink, pero una es la inversa de la otra) y los modos de fonones. Sin embargo, en
dicho estudio no hacen ninguna mencio´n al proceso de competicio´n de escalas
que se produce en este sistema relacionado con el atrapamiento de los kinks pa-
ra determinados valores de λ. Por eso fue necesaria una nueva aproximacio´n al
problema mediante la te´cnica de coordenadas colectivas, pero utilizando en esta
ocasio´n so´lo el centro y la anchura del kink para entender la relevancia que la
anchura del kink tiene en todo el problema. Aunque ma´s adelante se analizara´ en
detalle dicho trabajo, llevado a cabo como trabajo original de parte de esta tesis,
1Existen otros trabajos en los que se estudia esta misma ecuacio´n, pero utilizan otras te´cnicas,
como te´cnicas perturbativas con funciones de Green o teorı´a espectral inversa perturbada; sin em-
bargo, no se preocupan por el feno´meno de competicio´n de escalas, sino so´lo de la radiacio´n que
emite el kink en la ecuacio´n perturbada (Mkrtychyan y Shmidt 1979; Malomed 1990; Malomed y
Tribelsky 1990; Fei et al. 1993).
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es necesario presentar antes el estudio del problema del kink de sG perturbado
mediante la ecuacio´n (3.2) utilizando una sola coordenada colectiva.
El potencial efectivo.
A continuacio´n seguire´ el trabajo de Sa´nchez y Bishop (1994) para el modelo
de sG. Las ecuaciones de movimiento (3.2) son un caso particular de la ecua-
cio´n (3.1), para F (x, φ) = ² cos(kx)V ′(φ). El Hamiltoniano del que proviene la
ecuacio´n (3.2) es entonces
H[φ] =
∫ ∞
−∞
dx
{
1
2
φ2t +
1
2
φ2x + V (φ) + ²V (φ) cos(kx)
}
. (3.6)
Ahora es necesario utilizar los Ansa¨tze2 dados por las expresiones (3.4) y (3.5),
con z = (x−X(t))/l0, va´lidos para velocidades pequen˜as. Sustituyendo estas ex-
presiones en el Hamiltoniano del problema, (3.6), y calculando la integral te´rmino
a te´rmino, se obtiene finalmente una expresio´n para el Hamiltoniano que es la
energı´a de una partı´cula puntual, newtoniana, situada en X(t),
E(X, X˙) =
M0
2
X˙2 +M0 + ²A(k) cos(kX). (3.7)
En esta expresio´n, M0 es la “masa en reposo” del kink, que proviene de la inte-
gracio´n del te´rmino cine´tico
M0l0 =
∫ ∞
−∞
dz [φ′(z)]2, (3.8)
y que vale M0 = 8 en el modelo de sG y M0 = 4/3
√
2 en φ4; l0 es la anchura en
reposo del kink y es l0 = 1 en el modelo de sG y l0 =
√
2 en φ4; y A(k) es una
funcio´n dada por la integral del te´rmino perturbativo del Hamiltoniano (3.6),
Hpert[φ] =
∫ ∞
−∞
dx {²V (φ) cos(kx)} , (3.9)
que para el modelo de sG vale
A(k) =
2kpi
sinh
(
kpi
2
) (3.10)
2Plural de Ansatz.
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y para φ4 es
A(k) =
kpi(k2 + 2)
12 sinh
(
kpi√
2
) . (3.11)
En la expresio´n de la energı´a (3.7) aparece un te´rmino cine´tico y un te´rmino
potencial, que es el que rige la dina´mica del kink. Por ello, se denomina potencial
efectivo a este te´rmino,
Veff =M0 + ²A(k) cos(kX). (3.12)
La expresio´n (3.12) esta´ formada por un te´rmino que proviene del Hamiltoniano
sin perturbar, constante, y otro te´rmino que proviene de la perturbacio´n del sis-
tema, que nos da como resultado un potencial sinusoidal cos(kX) cuya amplitud
viene dada por el factor ²A(k).
Esta herramienta tan sencilla nos ha resultado de gran utilidad a lo largo del
desarrollo de esta tesis. Por eso es conveniente recordar cua´l es el me´todo utilizado
para obtener la expresio´n (3.12): partiendo de las ecuaciones de movimiento per-
turbadas (3.2), se necesita por un lado el Hamiltoniano exacto del que provienen
dichas ecuaciones de movimiento, (3.6), y por otro una solucio´n estable y robusta
que utilizaremos como Ansatz, (3.4) o (3.5); con estos dos elementos ya se puede
obtener la expresio´n de la energı´a de una partı´cula newtoniana, (3.7), sustituyendo
la expresio´n de nuestro Ansatz en la expresio´n del Hamiltoniano del modelo per-
turbado; el te´rmino potencial de la expresio´n de la energı´a ası´ obtenida, (3.12), es
el potencial que define el movimiento de la partı´cula newtoniana situada en X(t),
y que aproxima el movimiento de nuestro Ansatz, supuesto indeformable.
Lo´gicamente, dada la sencillez del proceso, esta aproximacio´n so´lo es va´lida
en determinadas situaciones. En el problema que nos ocupa, dado por la ecuacio´n
(3.2), el potencial efectivo (3.12) so´lo resulta va´lido para valores de k muy grandes
o muy pequen˜os. En el caso k grande, o λ = 2pi/k mucho menor que la anchura
del kink, entonces el kink es tan ancho3 que apenas nota la perturbacio´n (A(k) se
hace pra´cticamente cero), y se mueve de forma casi uniforme como si estuviera en
un potencial constante; se podrı´a decir que el potencial efectivo es el promedio del
potencial en la anchura del kink (en el caso del modelo de sG discreto se vera´ ma´s
claramente). En el caso k pequen˜o, o λ mucho mayor que la anchura del kink, e´ste
se ve afectado por una fuerza pra´cticamente homoge´nea a lo largo de su estructura
3Puede que no sea tan intuitivo pensar en la anchura de un kink como lo es pensar en la anchura
del solito´n de tipo joroba de la ecuacio´n KdV, que ya mencione´ en el apartado 2.2. Para ello es
mejor pensar en la derivada del kink, que sı´ es una joroba, de tipo sech en el caso de sG y de tipo
sech2 para φ4.
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central, y los cambios de sentido de la fuerza son tan suaves que no suponen
deformaciones dra´sticas en su estructura. El caso intermedio no es explicable con
este modelo porque no se da ninguna de las dos situaciones mencionadas. Por
el contrario, el kink nota cambios bruscos en la fuerza que actu´a sobre e´l, y que
a menudo son en un sentido a un lado de su centro y en sentido contrario en el
otro lado, lo que hace que se ensanche y se contraiga demasiado y su anchura no
pueda suponerse constante, como en los otros casos. Estos cambios en la anchura
del kink pueden influir en el potencial efectivo que “ve”, de manera que parece
lo´gico pensar que este potencial efectivo deberı´a depender de la anchura del kink,
adema´s de depender de su centro.
3.3. Estudio con dos coordenadas colectivas.
La anchura del kink.
Con todos estos datos en mente, en Cuenda y Sa´nchez (2005), uno de los traba-
jos realizados durante la elaboracio´n de esta tesis doctoral, estudiamos la ecuacio´n
de Klein-Gordon perturbada (3.2) mediante el me´todo de las variables colectivas,
pero en esta ocasio´n utilizando, adema´s del centro del kink X , su anchura l. Con
este estudio quisimos demostrar la importancia del acoplamiento de la anchura del
kink con la longitud caracterı´stica de la perturbacio´n como explicacio´n del proce-
so de “atrapamiento” que sufre el kink para determinados valores de k. En dicho
estudio utilizamos un enfoque basado en el Lagrangiano, como el desarrollado
en Quintero y Zamora-Sillero (2004), y calculamos la expresio´n del Lagrangiano
exacto del que se obtiene la ecuacio´n de movimiento (3.2). En esta memoria, por
consistencia con la nomenclatura introducida hasta ahora, y ya que se obtienen
resultados equivalentes, he preferido escribir el Hamiltoniano exacto del modelo,
dado por la expresio´n (3.6). La u´nica diferencia con el proceso anterior es que, en
este estudio, nuestros Ansa¨tze, (3.4) y (3.5), son tales que z = (x − X(t))/l(t),
donde ahora l(t), la anchura del kink, es otra coordenada colectiva que depende
del tiempo. Siguiendo el mismo proceso que antes, introducimos estos Ansa¨tze en
el Hamiltoniano perturbado (3.6), y calculamos su expresio´n en te´rminos de X , l
y sus derivadas temporales. El resultado que se obtiene es
H(X, l, X˙, l˙) =
M0l0
2l
X˙2 +
M0l0α
2l
l˙2 +
M0
2
(
l0
l
+
l
l0
)
+ ² cos(kX)
W (kl)
k
, (3.13)
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donde M0 y l0 son las constantes definidas anteriormente; α es el resultado de la
integral
αM0l0 =
∫ ∞
−∞
dz z2[φ′(z)]2, (3.14)
cuyo valor es α = pi2/12 en el modelo de sG y α = (pi2 − 6)/12 en el modelo de
φ4; y W (x) es de nuevo una funcio´n que proviene de la integracio´n del te´rmino
perturbativo (3.9) (la u´nica diferencia es que ahora l 6= l0), que vale
W (x) =
2pix2
sinh
(
pix
2
) (3.15)
en el modelo de sG y
W (x) =
pix2(x2 + 4)
24 sinh
(
pix
2
) (3.16)
en el modelo φ4.
Puesto que ahora se utilizan dos coordenadas colectivas, la expresio´n del Ha-
miltoniano obtenido en (3.13) no es la expresio´n de la energı´a de una partı´cula
newtoniana (3.7), como ocurrı´a en el ana´lisis con una coordenada colectiva. El
te´rmino de potencial del Hamiltoniano depende ahora de dos variables, X y l,
y para conocer la evolucio´n temporal del sistema se necesitan las ecuaciones de
Hamilton, que son
d
dt
(
∂H
∂Y˙i
)
+
∂H
∂Yi
= 0, (3.17)
donde Yi es cada una de las dos coordenadas colectivas X y l. Las ecuaciones de
movimiento vienen entonces dadas por el siguiente sistema de EDOs4,
P =
M0l0X˙
l
,
Q =
αM0l0 l˙
l
,
P˙ =² sin(kX)W (kl),
Q˙ =− 1
2M0l0
(
P 2 +
Q2
α
)
+
M0l0
2
(
1
l2
− 1
l20
)
− ² cos(kX)W ′(kl).
(3.18)
4Este sistema de ecuaciones es el mismo que aparece en Cuenda y Sa´nchez (2005), derivado a
partir del Lagrangiano.
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Dos coordeandas colectivas en el modelo sin perturbar.
Para entender mejor este sistema de ecuaciones vamos a ver que´ aspecto tiene
cuando utilizamos este mismo Ansatz, pero esta vez en el modelo sin perturbar [tal
y como fue introducido por Rice (1983)]. En ese caso, ² = 0 y el sistema (3.18)
se convierte en
P =
M0l0X˙
l
,
Q =
αM0l0 l˙
l
,
P˙ =0,
Q˙ =− 1
2M0l0
(
P 2 +
Q2
α
)
+
M0l0
2
(
1
l2
− 1
l20
)
.
(3.19)
Este sistema lo podemos integrar de manera exacta utilizando el hecho de que
P˙ = 0, y por tanto P es una constante de movimiento, que podemos utilizar en
la integracio´n de l y ma´s tarde en la integracio´n de X . Antes voy a mostrar la
solucio´n del caso l˙ = 0, que se resuelve sin ma´s que despejar la u´ltima ecuacio´n
del sistema (3.19) para Q˙ = Q = 0. El resultado, despejando l = lc (anchura
crı´tica o constante), es
lc = l0
√
1− X˙2, (3.20)
que es precisamente el factor de Lorentz que nos da la solucio´n general del kink
que se mueve con velocidad constante en el modelo de Klein-Gordon. La energı´a
correspondiente a dicha solucio´n se obtiene sustituyendo la expresio´n (3.20) en
(3.13), utilizando que X˙ = lP/M0l0 y recordando que estamos estudiando el
caso sin perturbar, y por tanto ² = 0. El resultado es
Ec =
M0l0
lc
. (3.21)
Para resolver el sistema (3.19) en el caso general, voy a reescribir la ecuacio´n
para Q˙ en te´rminos de y =
√
l, que es
αM0l0y¨ =
M0l0
4
(
1
y3
− y
l20
)
− P
2
4M0l0
y. (3.22)
Esta ecuacio´n podemos entenderla como la ecuacio´n de movimiento de una partı´cu-
la de masa αM0l0 que se mueve bajo los efectos de un potencial U(y). Dicho
potencial es
U(y) =
M0l0
8y2
+
M0l0
8lc
y2, (3.23)
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donde hemos usado que
l20
l2c
=
1
1− X˙2 =
(
1 +
P 2
M20
)
, (3.24)
lo que nos permite escribir la energı´a de la partı´cula y de la forma
E =
1
2
αM0l0y˙
2 + U(y). (3.25)
Puesto que la energı´a es conservada, despejamos la velocidad de la partı´cula y˙ en
funcio´n de su energı´a E y su posicio´n y y, operando, se obtiene la dependencia
de la anchura con el tiempo. El ca´lculo se reduce a una integral inmediata, un
arcoseno, por lo que la evolucio´n temporal de la anchura del kink en esta aproxi-
macio´n, l(t), viene entonces dada por un movimiento sinusoidal alrededor de un
valor constante,
l(t)
lc
=
E
Ec
±
√(
E
Ec
)2
− 1 sin
[
1
α1/2lc
(t− t0)
]
, (3.26)
donde se debe verificar E > Ec. Esta oscilacio´n hace que la velocidad del kink
tambie´n sea oscilatoria en torno a un valor medio,
X˙(t) =
P
M0l0
l(t). (3.27)
Obviamente, esta solucio´n del sistema de EDOs no es la solucio´n exacta de
la ecuacio´n de Klein-Gordon que vimos anteriormente (que es (2.28) para sG y
(3.3) para φ4). U´nicamente para el caso l˙ = 0 se obtiene una solucio´n exacta de la
EDP, que es precisamente el caso de movimiento uniforme del kink. Sin embargo,
he querido explicar en detalle este formalismo de dos coordenadas colectivas, el
centro del kink y su anchura, porque es el que hemos utilizado en el estudio de
la perturbacio´n (3.2) como parte del trabajo desarrollado durante esta tesis, y que
aparece en Cuenda y Sa´nchez (2005). En la pro´xima seccio´n se describe en detalle
dicho trabajo.
3.4. La importancia de la anchura del kink.
Resultados nume´ricos.
Una vez conocido el resultado del sistema de EDOs (3.18) para el caso ² = 0,
vamos a ver que´ ocurre en el caso perturbado. Lamentablemente no hemos podido
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Figura 3.1: Resultado de la integracio´n nume´rica del sistema de EDOs (3.18) para
los modelos de (a) sG y (b) φ4. En las gra´ficas aparece la coordenada colectiva
del centro del kink, X(t), en funcio´n del tiempo t para diferentes valores de λ =
2pi/k y para ² = 0.7. Las condiciones iniciales son X(0) = 0, X˙(0) = 0.5,
l(0) = l0(1− X˙(0)2)1/2 y l˙(0) = 0.
resolverlo analı´ticamente como en el caso anterior, ası´ que hemos utilizado la inte-
gracio´n nume´rica5 para estudiar el sistema para diferentes valores de λ. Respecto
al valor de ², y puesto que este trabajo estaba motivado por Sa´nchez y Bishop
(1994), consideramos el valor ² = 0.7 que se utiliza en el artı´culo mencionado,
y que implica una perturbacio´n del sistema no demasiado pequen˜a, y unas con-
diciones iniciales dadas por X(0) = 0, X˙(0) = 0.5, l(0) = l0(1 − X˙(0)2)1/2 y
l˙(0) = 0. Los resultados de dichas simulaciones aparecen en la figura 3.1, en la
que se observa la posicio´n de la coordenada colectiva X(t) en funcio´n del tiempo
t para diferentes valores de la longitud de onda de la perturbacio´n, λ, y para los
modelos de sG y φ4. En ambos casos se observa un re´gimen de valores de λ en
el que el centro del kink, X , queda atrapado, de la misma forma en que se des-
cribı´a en Sa´nchez y Bishop (1994) para el modelo completo6 de sG. Analizando
los resultados de las simulaciones ma´s detalladamente vemos que se produce el
feno´meno de atrapamiento en uno de los primeros pozos del potencial para valores
de λ = 3 en el caso de sG y λ = 2 y 3 para φ4.
Para comparar este resultado con el del modelo completo de sG y φ4, reali-
5El me´todo que utilizamos para la integracio´n nume´rica de (3.18) fue un Runge-Kutta de cuarto
orden y paso fijo, obtenido de Press et al. (1992).
6Llamare´ “modelo completo” o “modelo EDP” al descrito por la ecuacio´n de Klein-Gordon no
lineal, en contraposicio´n al “modelo en coordenadas colectivas” o “modelo EDO”, descrito por el
sistema de EDOs que proviene de la aproximacio´n en coordenadas colectivas.
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Figura 3.2: Resultado de la integracio´n nume´rica del sistema completo (3.2) para
los modelos de (a) sG y (b) φ4. En las gra´ficas aparece la posicio´n del centro del
kink X(t), calculado como el punto en el que la solucio´n vale φ = pi en sG y
φ = 0 en φ4, en funcio´n del tiempo t para diferentes valores de λ = 2pi/k y para
² = 0.7. Las condiciones iniciales son las expresiones (2.19) y (3.3) para x0 = 0
y v = 0.5.
zamos tambie´n la integracio´n7 de los correspondientes modelos EDP con condi-
ciones iniciales dadas por las expresiones (2.19) y (3.3) con x0 = 0 y v = 0.5,
equivalentes a las utilizadas en el caso de la integracio´n del modelo EDO. El re-
sultado es la figura 3.2. En ella se muestra la evolucio´n temporal de la posicio´n del
centro del kink, calculado como el punto en el que la solucio´n vale φ = pi en sG y
φ = 0 en φ4, para diferentes valores de λ. El feno´meno de atrapamiento, descrito
en Sa´nchez y Bishop (1994) para sG, se reproduce en estas simulaciones tanto en
sG como en φ4 para diferentes longitudes de onda de la perturbacio´n. Si nos fija-
mos en tiempos de integracio´n ma´s largos del modelo completo, nos encontramos
como resultado la figura 3.3, en la que se observa el feno´meno de atrapamiento
para pra´cticamente todas las longitudes de onda que se muestran. Sin embargo,
entre todos esos procesos de atrapamiento, hay dos claramente diferenciados: por
un lado esta´n los casos en los que el kink queda atrapado despue´s de haber avan-
zado sin problema a lo largo de varias longitudes de onda; por otro lado esta´n los
casos en los que el kink queda atrapado al poco tiempo de empezar la simulacio´n,
en uno de los primeros pozos por los que pasa. La diferencia entre ambos sucesos
estriba en que, en los primeros, cuando ya ha avanzado un trecho antes de que-
dar atrapado, el kink ha experimentado procesos radiativos importantes que le han
7Para la integracio´n nume´rica de la EDP de sG y φ4 dada por (3.2) utilizamos un me´todo de
Runge-Kutta de cuarto orden y paso fijo, tras discretizar el Laplaciano en diferencias finitas.
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Figura 3.3: Igual que la figura 3.2, pero para tiempos ma´s largos y un rango ma´s
amplio de λ.
hecho emitir energı´a en forma de fonones, perdiendo energı´a cine´tica [un estudio
de la emisio´n de radiacio´n en este potencial perturbativo es realizada por Fei et al.
(1993)]; esto hace que la aproximacio´n de dos coordenadas colectivas deje de ser
fiable por intervenir en el proceso otros mecanismos disipativos. En los segundos,
en los que el kink se queda atrapado en uno de los primeros pozos del potencial, la
pe´rdida de energı´a del kink por radiacio´n puede considerarse despreciable, y por
tanto es otro mecanismo diferente el que hace que el kink quede atrapado en un
pozo cercano. Teniendo en cuenta esta separacio´n, nosotros nos ocuparemos so´lo
de los casos en los que no intervienen procesos radiativos, esto es, los casos en los
que el kink queda atrapado poco despue´s de partir de la condicio´n inicial, que son
las simulaciones para λ entre 3 y 5 en el modelo completo de sG y λ entre 3 y 4
en el modelo completo de φ4. El caso para λ = 2 es complejo en ambos casos, ya
que en sG la velocidad del kink desciende poco a poco hasta que se queda parado,
y en φ4 parece que en un punto se queda casi parado, aunque luego empieza a
moverse con velocidad casi constante, aunque menor que la inicial.
Discusio´n de resultados.
Podemos ahora comparar ambos resultados entre sı´, los del modelo comple-
to de Klein-Gordon con los de la aproximacio´n en coordenadas colectivas. La
conclusio´n es clara: la aproximacio´n de dos coordenadas colectivas predice cua-
litativamente la aparicio´n del feno´meno de competicio´n de escalas del modelo
completo en los casos de atrapamiento en los primeros pozos de potencial, aun-
que no sea capaz de dar datos precisos de los valores de λ para los que se produce
dicho proceso.
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Lo importante de esta conclusio´n es que aquı´ no intervienen en modo alguno
feno´menos de radiacio´n, fonones, etc. Como mostre´ anteriormente, en el estudio
de la perturbacio´n (3.2) con una coordenada colectiva no se obtuvo proceso alguno
de atrapamiento, ya que el centro del kink superaba todas las barreras del potencial
para cualquier velocidad inicial no nula [ver la expresio´n (3.7)]. Al introducir la
segunda coordenada colectiva es cuando se observa el feno´meno de competicio´n
de escalas al resolver el sistema de EDOs (2.17). Por tanto, la explicacio´n ma´s
razonable de la competicio´n de escalas involucrara´ un feno´meno de acoplamiento
de la anchura del kink, l(t), con la posicio´n de su centro, X(t). Dicho acoplamien-
to es crı´tico para ciertas longitudes de onda de la perturbacio´n, λ, de manera que
afecta de forma dra´stica a la velocidad del centro del kink, X˙(t).
Hemos llegado a esta conclusio´n en el caso en el que la perturbacio´n no es
demasiado pequen˜a, ² = 0.7, por haber partido de un trabajo anterior en esta
materia (Sa´nchez y Bishop 1994). Sin embargo, cabe plantearse si este resultado
sigue siendo va´lido para perturbaciones de menor amplitud. Para ello realizamos
simulaciones nume´ricas ana´logas a las anteriores para el modelo completo de sG
(3.2) y su aproximacio´n al sistema de EDOs (3.18) dada por las dos coordenadas
colectivas, pero cambiando el valor de ² a 0.1. El resultado aparece en la figura 3.4.
En ella se observa que la prediccio´n dada por el modelo EDO de sG da resultados
cuantitativos en la primera cuarta parte de la simulacio´n. Posteriormente entran en
juego feno´menos radiativos que restan energı´a al kink, haciendo que se decelere
ligeramente para ciertos valores de λ. Pese a esta diferencia, la prediccio´n del
modelo aproximado es muy buena, con un error relativo pequen˜o. Sin embargo, al
igual que en el caso de ² = 0.7, lo ma´s importante es la prediccio´n de existencia
o no de competicio´n de escalas.
Hemos visto que para ² = 0.1 y velocidad inicial igual a 0.5 (ya sea en el
modelo EDP o en el EDO) no existe atrapamiento del kink en ningu´n pozo del
potencial. Sin embargo, para velocidades iniciales muy pequen˜as volvemos a en-
contrar sucesos de atrapamiento del kink en los dos casos, como se puede ver en
la figura 3.5. Para conseguir este comportamiento de competicio´n de escalas con
² = 0.1 ha sido necesario utilizar una velocidad inicial de 0.005. De nuevo, se
puede ver co´mo el modelo EDO predice cualitativamente el comportamiento del
modelo EDP.
Ante estos resultados, parece natural plantearse co´mo puede ser que para un
valor tan pequen˜o de la perturbacio´n, ² = 0.1, encontremos resultados que, aun-
que cualitativamente aceptables, no conllevan una mejora cuantitativa respecto a
los resultados de ² = 0.7. ¿No tendrı´a que ser mejor aproximacio´n para valores pe-
quen˜os de ²? La respuesta esta´ en que el me´todo de coordenadas colectivas es ma´s
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Figura 3.4: Resultado para el modelo de sG de la integracio´n nume´rica (a) del
sistema completo (3.2) y (b) del sistema de dos coordenadas colectivas (3.18) para
varios valores de λ y ² = 0.1. Las condiciones iniciales son, en (a), la expresio´n
(2.19) con x0 = 0 y v = 0.5, y en (b), X(0) = 0, X˙(0) = 0.5, l(0) = l0(1 −
X˙(0)2)1/2 y l˙(0) = 0.
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Figura 3.5: Resultado para el modelo de sG de la integracio´n nume´rica (a) del
sistema completo (3.2) y (b) del sistema de dos coordenadas colectivas (3.18)
para varios valores de λ y ² = 0.1. La condicio´n inicial en (a) es la expresio´n
(2.19) con x0 = 0 y v = 0.005, y en (b) es el conjunto {X(0) = 0, X˙(0) =
0.005, l(0) = l0(1− X˙(0)2)1/2, l˙(0) = 0}.
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un me´todo variacional que un me´todo perturbativo. No existe ningu´n para´metro
pequen˜o que pueda ser usado para controlar la aproximacio´n. Por tanto, al utilizar
un valor pequen˜o de ² no estamos garantizando que la aproximacio´n se acerque
ma´s al resultado real del problema a estudiar. De hecho, como hemos visto, en
el caso ² = 0, la introduccio´n de la anchura como coordenada colectiva so´lo da
la solucio´n exacta para l˙(t) = 0, siendo incorrecta en el resto de los casos. La
mejor o peor aproximacio´n dependera´ de co´mo se comporte el sistema en cada
caso particular, es decir, de si la solucio´n viajera se acerca ma´s o menos al Ansatz
que hemos propuesto como aproximacio´n. Lo peor de todo esto es que, normal-
mente, so´lo podremos comprobarlo a posteriori, despue´s de haber comparado el
resultado de ambos casos. Esto hace que este me´todo, aunque muy u´til e intuiti-
vo en algunos casos, tenga que ser utilizado con la preocupacio´n de saber lo que
realmente se esta´ estudiando en cada problema. Ası´, en nuestro caso, este me´todo
nos ha dado informacio´n de co´mo a partir del acoplamiento entre la posicio´n del
kink y su anchura aparece atrapamiento de kinks para diferentes longitudes de on-
da de la perturbacio´n. Esto nos da informacio´n sobre los mecanismos que pueden
estar actuando sobre el kink en el modelo completo, pero no podemos ir ma´s alla´ y
suponer que estos resultados nos dan una prediccio´n cuantitativa del problema.

II
sG discreto

4
El modelo homoge´neo de sine-Gordon discreto.
En este capı´tulo se introduce el modelo discreto de sG homoge´neo, empe-
zando por su aparicio´n como modelo de interaccio´n de partı´culas con pro´ximos
vecinos y su posterior aplicacio´n a la fı´sica del estado so´lido. Posteriormente se in-
troduce el modelo de pe´ndulos, muy u´til para entender y visualizar gran parte del
contenido de esta tesis. A continuacio´n se explica el potencial de Peierls-Nabarro,
la principal diferencia con el modelo continuo, que aparece por efecto de la dis-
cretizacio´n del sistema. Como u´ltima aplicacio´n del modelo homoge´neo de sG
discreto, se introduce el modelo de Englander del ADN, que sera´ muy utilzado en
lo que resta de memoria de tesis.
4.1. El modelo de Frenkel-Kontorova.
Introduccio´n del modelo1
A finales de los an˜os 20, Ludwig Prandtl (Prandtl 1928) y Ulrich Dehlinger
(Dehlinger 1929) presentaron un modelo muy sencillo2 que describe la dina´mica
1La mayor parte de las notas de esta seccio´n se han obtenido de Braun y Kivshar (2004).
2Realmente, el trabajo de Prandtl fue realizado en los an˜os 1912 y 1913, pero no fue publicado
hasta 1928. Dehlinger realizo´ su trabajo de forma totalmente independiente y, de hecho, aunque
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de una cadena de partı´culas que interaccionan ela´sticamente con sus pro´ximos
vecinos en presencia de un potencial perio´dico externo. Posteriormente, el modelo
fue introducido de manera independiente por Yakov I. Frenkel y Tatyanana A.
Kontorova (Frenkel y Kontorova 1939). El Hamiltoniano del modelo es
H =
∑
n
{
ma
2
(
dxn
dt
)2
+
K
2
(xn+1 − xn − a0)2 + ²s2
[
1− cos
(
2pixn
as
)]}
,
(4.1)
donde ma es la masa de cada partı´cula, K la constante ela´stica de la interac-
cio´n, a0 la distancia de equilibrio del potencial de interaccio´n (en ausencia del
potencial externo), ²s la amplitud del potencial externo y as su periodo. Segu´n el
propio Prandtl, dicho modelo retiene las caracterı´sticas esenciales de la dina´mica
de dislocaciones en cristales: los a´tomos que se encuentran entre dos capas cris-
talinas perfectas tienen una direccio´n en la que pueden moverse fa´cilmente; esta´n
ela´sticamente unidos a posiciones de equilibrio relativas a sus pro´ximos vecinos;
adema´s, se encuentran sujetos a fuerzas perio´dicas en la posicio´n que provienen
de las capas cristalinas adyacentes.3
El Hamiltoniano (4.1) se puede dejar en funcio´n de un u´nico para´metro que
defina el sistema. Para ello, basta con dividir la expresio´n (4.1) por ²s/2 y reescalar
xn y t para llegar a la expresio´n
H =
∑
n
{
1
2
(
dxn
dt
)2
+
1
2d2
(xn+1 − xn − a0)2 + (1− cosxn)
}
, (4.2)
donde el para´metro d =
√
²s/2K es un para´metro adimensional que representa la
discretizacio´n del sistema (ma´s adelante describire´ en ma´s detalle este para´metro).
Las ecuaciones de movimiento correspondientes a este Hamiltoniano son
d2xn
dt2
+ sinxn − 1
d2
(xn+1 − 2xn + xn−1) = 0. (4.3)
Mirando la ecuacio´n (4.3), se observa que no incluye de manera explı´cita el para´me-
tro a0 del Hamiltoniano. De hecho, la ecuacio´n es la versio´n discreta de la ecua-
cio´n de sG (2.9) que estudiamos en el capı´tulo anterior. En 1948, Alfred Seeger,
uno de los alumnos de Dehlinger, llego´ a la ecuacio´n (2.9) a partir de (4.3) en
su Diplomarbeit. Despue´s, en el u´nico de libro de geometrı´a diferencial que tenı´a
las aproximaciones de ambos a la solucio´n de las ecuaciones ba´sicas son totalmente diferentes,
Dehlinger reconocio´ los resultados alcanzados anteriormente por Prandtl.
3Obtenido de Seeger (1980).
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en su estanterı´a, encontro´ referencias4 a los trabajos de Bianchi (Bianchi 1879;
Bianchi 1892) y Ba¨cklund (Ba¨cklund 1883) que ya mencionamos en el capı´tulo
1. Desde entonces han aparecido muchos trabajos relacionados con este mode-
lo, tanto analı´ticos como experimentales, que involucran kinks, breathers, modos
normales, aplicaciones. . . que au´n hoy siguen producie´ndose.
4.2. Modelo meca´nico.
Cadena de pe´ndulos.
Hemos introducido el modelo de sG discretizado utilizando el modelo de
Frenkel-Kontorova por motivos histo´ricos, ya que fue la primera aplicacio´n de
la ecuacio´n de sG (2.9) a un sistema fı´sico5. De hecho, me referire´ a e´l como mo-
delo discreto de sG en lugar de modelo de Frenkel-Kontorova para no complicar
la notacio´n.
Sin embargo, para entender mejor la dina´mica o el comportamiento del mo-
delo discreto de sG en determinadas situaciones, y las diferencias que existen con
el modelo continuo, conviene introducir un modelo meca´nico que, adema´s, va a
resultar muy u´til cuando apliquemos el modelo de sG al ADN.
Este modelo macrosco´pico lo introdujo Scott (1969). Consiste en una cadena
de pe´ndulos acoplados ela´sticamente entre sı´. Para entenderlo, imaginemos una
cuerda o goma ela´stica, de forma cilı´ndrica y seccio´n transversal despreciable
frente a su longitud, con sus extremos sujetos de manera que la goma quede ti-
rante. Podemos imaginar unos mecanismos que sujetan los extremos de manera
que la goma tenga la libertad de rotar sobre su eje y las condiciones de contorno
las podamos fijar nosotros como queramos. Supongamos ahora que, sobre la go-
ma tensa y en equilibrio, sin torsiones, se pinchan N alfileres de costura mirando
hacia abajo a lo largo de la cadena, unos al lado de otros, de manera que todos
los alfileres y la goma este´n contenidos en un u´nico plano. Los alfileres los su-
pondremos de tal manera que toda su masa este´ concentrada en su cabeza, como
pe´ndulos. Por ahora nos limitamos a visualizar un sistema finito de N alfileres o
pe´ndulos porque es ma´s sencillo, aunque cuando lo hayamos entendido bien po-
demos dar el paso al infinito. El resultado serı´a aproximadamente el de la figura
4.1.
4Curiosamente, e´l llamo´ a las ecuaciones (2.1) y (2.9) ecuaciones de Enneper (Enneper 1870),
ya que no conocı´a el trabajo de Bour (Bour 1862). El nombre de “sine-Gordon” se lo puso Martin
Kruskal muchos an˜os despue´s, por la analogı´a con el modelo de Klein-Gordon (Rubinstein 1970).
5En el capı´tulo 1 vimos que los primeros estudios que lo utilizan, aparte de Frenkel y Kontorova
(1939), son de los an˜os 60.
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Figura 4.1: Modelo meca´nico de una cadena de pe´ndulos acoplados.
Hamiltoniano del modelo.
El Hamiltoniano de este sencillo modelo meca´nico es
H({φn}) =
N−1∑
n=0
{
1
2
Iφ˙2n +
1
2
K(φn+1 − φn)2 +mgL(1− cosφn)
}
, (4.4)
donde φn es el a´ngulo respecto a la vertical del pe´ndulo n-e´simo, φ˙n es la derivada
temporal de φn, I el momento de inercia de los pe´ndulos, K la constante ela´stica
de la goma en torsio´n, y mgL la energı´a potencial de cada pe´ndulo en posicio´n
horizontal.
El Hamiltoniano (4.4) se parece mucho al (4.2), para a0 = 0. En este caso,
el primer te´rmino del Hamiltoniano (4.4) se corresponde de esta manera con un
te´rmino cine´tico de cada pe´ndulo relacionado con su momento de inercia. El se-
gundo te´rmino nos da la interaccio´n de cada pe´ndulo con sus pro´ximos vecinos,
debida a la torsio´n ela´stica de la goma. Y por u´ltimo, el tercer te´rmino nos da el
potencial gravitatorio que actu´a sobre la cabeza de cada pe´ndulo. Lo´gicamente,
la posicio´n de equilibrio del sistema sera´ la que tiene todos los pe´ndulos miran-
do hacia abajo y la goma sin torsio´n. Adema´s, y de manera intuitiva, se entiende
que si los pe´ndulos no pesan casi nada en comparacio´n con la rigidez de la goma,
entonces al hacer girar uno de los pe´ndulos con la mano haremos girar todo el
sistema de manera rı´gida, o con muy poca deformacio´n. De la misma forma, unos
pe´ndulos muy pesados y una goma ela´stica muy de´bil hara´ que podamos mover
cada pe´ndulo de manera casi independiente con respecto al resto. Los casos in-
teresantes se producen entre medias, cuando el movimiento forzado de unos de
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Figura 4.2: Imagen de un kink (izquierda) y de un antikink (derecha) en el mo-
delo meca´nico. El sentido de giro se ha definido suponiendo que el pe´ndulo ma´s
cercano es el n = 0, el ma´s lejano es el n = N y utilizando la regla de la mano
derecha.
los pe´ndulos trae consigo la deformacio´n de los vecinos en la cadena. Es bonito
ver co´mo aparece de manera tan gra´fica una discretizacio´n efectiva del modelo
dependiendo de la intensidad relativa entre los te´rminos segundo y tercero del Ha-
miltoniano (4.4), mientras que el primer te´rmino nos da la escala de tiempos en
la que observar los feno´menos. Por eso, en la escala de tiempos adecuada, y de
la misma manera que para el modelo de Frenkel-Kontorova, podemos adimen-
sionalizar el Hamiltoniano (4.4) y escribirlo en funcio´n de un u´nico para´metro,
d =
√
mgL/K. Multiplicando, adema´s, el Hamiltoniano (4.4) por la discretiza-
cio´n, se obtiene
H({φn}) = d
N−1∑
n=0
{
1
2
φ˙2n +
1
2d2
(φn+1 − φn)2 + (1− cosφn)
}
. (4.5)
El Hamiltoniano (4.5) ası´ obtenido es una versio´n discreta del Hamiltoniano con-
tinuo (2.7), y el para´metro d representa la discretizacio´n efectiva utilizada al rea-
lizar la aproximacio´n φx ' (φn+1−φn)/d. Debido a que este Hamiltoniano es la
discretizacio´n de una integral, el para´metro d aparece multiplicando el sumatorio
para normalizar el resultado. Ası´ se consigue que, en el lı´mite d → 0, la energı´a
del modelo discreto y del continuo sean iguales.
Las ecuaciones de movimiento asociadas al Hamiltoniano (4.4) son
φ¨n − 1
d2
(φn+1 − 2φn + φn−1) + sinφn = 0, (4.6)
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las mismas que las del modelo de Frenkel-Kontorova, (4.3). De nuevo, dichas
ecuaciones de movimiento son las mismas que (2.9) discretizadas. Debido a es-
ta discretizacio´n, las soluciones exactas que presenta el modelo continuo dejan
de serlo en el modelo discreto, aunque constituyen una muy buena aproximacio´n
para valores pequen˜os de d. Ma´s adelante estudiaremos los efectos ma´s impor-
tantes que produce la discretizacio´n del sistema, y que lo diferencian del modelo
continuo.
Representacio´n de solitones.
Pese a estas diferencias, con este modelo ahora es posible tener una imagen
ma´s intuitiva de las soluciones del sistema, a diferencia de la visio´n puramente
matema´tica de que hable´ en el capı´tulo anterior. Ası´, echando un vistazo a la ex-
presio´n del kink (2.19) para v = 0 y discretizando de la forma x = nd, vemos
que no es ma´s que una vuelta de la goma sobre sı´ misma, esta´tica y localizada, de
manera que los pe´ndulos, empezando por el n = 0 y terminando en el n = N ,
pasan de φ0 = 0 a φN = 2pi poco a poco (la suavidad con que lo hacen depende
de la discretizacio´n efectiva del sistema). Podemos utilizar la regla de la mano
derecha para definir un sentido de giro en el a´ngulo φn, y ası´ diremos que el kink
gira en sentido horario o a derechas, mientras que el antikink lo hace en sentido
antihorario o a izquierdas. En la figura 4.2 se representan ambas soluciones en el
modelo meca´nico. De esta manera, en el caso del kink, el pe´ndulo N tiene una
vuelta ma´s que el pe´ndulo 0 (o una menos para el antikink), y es por eso que se
dice que el kink (antikink) tiene carga topolo´gica6 igual a 1 (-1). Si fijamos los
extremos de la goma, la carga topolo´gica se tiene que conservar: esto hace de los
kinks objetos muy estables, porque si hemos retorcido la goma con una vuelta ya
no la podemos dejar como al principio por mucho que la giremos en otro sitio
(siempre en el caso de que fijemos los extremos). Si deformamos poco la goma,
al soltarla recuperara´ su forma de kink. Bajo deformaciones muy grandes, conse-
guiremos que haya ma´s kinks y antikinks a lo largo de la goma, pero el nu´mero de
vueltas total seguira´ siendo el mismo. Las soluciones tipo breather en este mode-
lo equivalen a oscilaciones acopladas de un grupo localizado de pe´ndulos, siendo
mayor la amplitud de oscilacio´n en el centro del grupo, y decreciendo conforme
nos alejamos de e´l.
6Tambie´n se le llama nu´mero de winding, que significa algo ası´ como retorcimiento, en espan˜ol;
es fa´cil entender por que´ se le llama ası´ imaginando este modelo de pe´ndulos. Tambie´n se entiede
mejor el porque´ del nombre de kink y antikink.
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Figura 4.3: Diferentes configuraciones del sistema de pe´ndulos con un kink, para
un valor grande de discretizacio´n (d = 1). Se observa que las dos configuraciones
no son equivalentes, siendo su u´nica diferencia la posicio´n de su centro, que en la
de la izquierda esta´ en un nodo de la red y en la segunda esta´ en la mitad de dos
nodos, y por tanto se pierde la simetrı´a de traslacio´n del sistema.
4.3. Efectos de la discretizacio´n.
El potencial de Peierls-Nabarro.
Como ya mencione´ en el apartado anterior, las soluciones exactas del mode-
lo continuo de sG dejan de serlo en el modelo discreto, aunque constituyen una
buena aproximacio´n para valores pequen˜os de d. El principal motivo por el que
las soluciones dejan de ser exactas es porque se pierde la simetrı´a de traslacio´n
de la ecuacio´n (2.9). Supongamos la ecuacio´n de sG (2.9) discretizada segu´n el
para´metro d, de manera que x = nd. Supongamos una solucio´n en reposo locali-
zada en x0, por ejemplo un kink (2.19) con v = 0. Si ahora trasladamos el kink, la
configuracio´n del sistema dejara´ de ser equivalente a la anterior, a menos que lo
traslademos una distancia md, con m entero. Un ejemplo gra´fico del efecto de la
discretizacio´n se observa en la figura 4.3. Debido a este efecto, la energı´a de las
posibles configuraciones entre x0 y x0+d no es constante, como muestra la gra´fica
4.4a. En ella esta´ dibujada la variacio´n de la energı´a dependiendo de la posicio´n
x0 para diferentes valores de la discretizacio´n, sin ma´s que aplicar la expresio´n
(4.5). Esta energı´a se denomina potencial de Peierls-Nabarro (PN), VPN (x0), y
fue introducida en el contexto de la teorı´a de dislocaciones en cristales por Peierls
(Peierls 1940) y Nabarro (Nabarro 1947). A la diferencia de energı´a entre el mı´ni-
mo y el ma´ximo del potencial se le denomina barrera de Peierls-Nabarro, EPN .
El valor de EPN en funcio´n de d aparece dibujado en la figura 4.4b.
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Figura 4.4: (a) Potencial de PN para diferentes valores de la discretizacio´n, d. El
eje de abscisas representa la posicio´n del centro del kink, relativa a dos puntos
de la red, x0/d − n, con n entero, de manera que el 0 se corresponde con una
posicio´n de la red y el 1 con la siguiente. La energı´a se ha calculado utilizando la
expresio´n (4.5). (b) Linea continua: barrera de PN en funcio´n de la discretizacio´n
del sistema, d; el error producido en el ca´lculo nume´rico de EPN es tan grande
que los resultados calculados para valores menores de d = 0.3 no aparecen. Linea
discontinua: aproximacio´n (4.7) de EPN para valores pequen˜os de d.
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El efecto de la discretizacio´n se hace patente en el potencial de PN. La prime-
ra causa directa de este potencial es que no todas las soluciones de kink (2.19) en
reposo y discretizadas son soluciones estacionarias de la ecuacio´n discreta (4.6).
Las posiciones de equilibrio inestable vendra´n dadas por los ma´ximos del poten-
cial PN, y las de equilibrio estable por los mı´nimos. Como se desprende de la
figura 4.4, dichas configuraciones se corresponden con los valores x0,u = md y
x0,s = (m + 1/2)d, respectivamente, y son precisamente los que aparecen re-
presentados en la figura 4.3. Por tanto, un sistema que se encuentre inicialmente
en reposo en una configuracio´n fuera del equilibrio, oscilara´ en torno a la posi-
cio´n de equilibrio estable. Debido a esta oscilacio´n, el kink emitira´ fonones hasta
que alcance el estado estacionario correspondiente al mı´nimo del potencial de PN.
Adema´s, debido a este potencial, el kink quedara´ ligeramente “comprimido” y su
anchura sufrira´ un ligero cambio. Otra consecuencia del potencial de PN es que
deja de haber soluciones exactas en movimiento. Al moverse en un potencial os-
cilatorio, la velocidad del kink ya no es constante, sino que tambie´n oscila, por lo
que emite fonones y pierde energı´a. Con el tiempo, la energı´a cine´tica se hara´ tan
pequen˜a que, cuando la velocidad sea menor que una cierta velocidad crı´tica vPN ,
el kink quedara´ atrapado en el potencial PN y oscilara´ en torno a un mı´nimo hasta
que se quede parado en e´l.
Dependencia con la discretizacio´n.
Ahora bien, aunque este efecto existe para cualquier discretizacio´n, su valor
puede despreciarse para valores pequen˜os de d, como puede observarse en la fi-
gura 4.4b. En los estudios del modelo de sG realizados durante la elaboracio´n de
esta tesis, hemos elegido un valor de discretizacio´n d ≤ 0.1. El valor de la barrera
para dicha discretizacio´n no se ha podido calcular de forma nume´rica en la figura
4.4, ya que existe demasiado error nume´rico debido a la precisio´n del ordenador
para d ' 0.1. Sin embargo, existen estudios analı´ticos para estimar esta barrera
en el lı´mite continuo (Pokrovsky 1981; Braun y Kivshar 2004), que dan como
aproximacio´n de la barrera de PN
EPN ' 64pi
2
d
e−pi
2/d. (4.7)
Dicha curva aparece dibujada tambie´n en la figura 4.4b. El valor de la barrera
para d = 0.1 utilizando esta aproximacio´n es EPN ' 10−38, un error que en las
simulaciones queda totalmente borrado por la precisio´n de la ma´quina, y por tanto
no hemos tenido en cuenta el efecto de la discretizacio´n en los resultados de las
simulaciones.
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Figura 4.5: Aproximacio´n del ADN como cadena de pe´ndulos, tal y como fue
propuesto en Englander et al. (1980).
4.4. El modelo de Englander del ADN.
Solitones en ADN.
El modelo de sG discretizado tambie´n ha sido utilizado como modelo del
ADN. Dicho modelo fue introducido por Englander et al. (1980) a partir de los
resultados obtenidos en un trabajo anterior (Mandal et al. 1979) en el que se es-
tudian los para´metros que describen la cine´tica del intercambio de protones por
bases abiertas de la doble cadena de ADN. En estos experimentos el ADN se co-
loca en una solucio´n de agua pesada (agua con alto contenido en deuterio), y se
observa que los protones imino, que son los protones que forman los enlaces de
hidro´geno entre las dos bases de un par de bases, son intercambiados por deuterio
proviniente del solvente. Puesto que estos protones esta´n profundamente ente-
rrados en la estructura del ADN, su intercambio significa que las bases pueden
abrirse, al menos temporalmente, y exponer los protones imino al solvente. En-
glander et al. (1980), para explicar tiempos de vida de estados abiertos de hasta
un segundo, introducen la hipo´tesis de que existe un estado abierto, a modo de
burbuja, de una longitud de unos 10 pares de bases y que es capaz de difundir
por la doble cadena de ADN. Como explicacio´n de la existencia de dicha burbuja,
proponen el modelo de sG discreto aplicado al ADN, donde las burbujas serı´an
kinks que se propagan por la doble cadena.
Para utilizar el modelo de sG en el ADN, Englander y sus colaboradores tu-
vieron que hacer una serie de suposiciones que conviertieron la doble he´lice de
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ADN en el modelo meca´nico de pe´ndulos que describı´ anteriormente7. Para ello,
aproximaron la doble he´lice de ADN por una estructura plana en la que las dos
cadenas de ADN esta´n representadas por dos varillas paralelas, unidas por los pa-
res de bases mediante enlaces de hidro´geno, como se muestra esquematizado en
la figura 4.5. Dejando una de las cadenas de ADN fijas, para que un par de ba-
ses se rompiera era necesario que la base de la otra cadena girara, como si fuera
un pe´ndulo, en el plano perpendicular a la varilla. El ana´logo con el modelo de
pe´ndulos ya estaba pra´cticamente hecho. So´lo hacı´a falta suponer un acoplamien-
to armo´nico entre bases adyacentes y un “potencial gravitatorio” que cada base de
enfrente ejerciera sobre su compan˜era y que favoreciera que e´stas permanecieran
unidas por el enlace de hidro´geno. La ecuacio´n de movimiento del sistema serı´a
entonces
Iφ¨n −K(φn+1 − 2φn + φn−1) + EH sinφ = 0, (4.8)
donde I es el momento de inercia de las bases, K la constante de acoplamiento
armo´nico entre bases adyacentes y EH la energı´a de un enlace de hidro´geno. Di-
vidiendo la ecuacio´n por EH y reescalando en el tiempo se vuelve a obtener la
ecuacio´n sG discreta adimensionalizada, (4.6).
Ana´logo al modelo meca´nico.
Con estos ingredientes cocinaron un modelo meca´nico para el ADN, ana´lo-
go al modelo de pe´ndulos. Tal y como Englander y sus colaboradores explicaron,
aunque este modelo parece una simplificacio´n excesiva del modelo real, el mode-
lo de sG contiene la principal caracterı´stica de que, al abrirse la cadena, el enlace
se rompe alrededor de φn = 0. Adema´s, en cualquier caso, puntualizaron, se ha
demostrado que la existencia de soluciones de tipo solito´n es robusta bajo cam-
bios en “detalles” del potencial. Con este modelo bajo el brazo, y suponiendo la
formacio´n de kinks mediante fluctuaciones te´rmicas, sus resultados encajaban con
los resultados experimentales del intercambio de protones (Mandal et al. 1979). La
era de los solitones en ADN habı´a comenzado, a pesar de que, al final del artı´cu-
lo de Englander et al. (1980), se aclaraba explı´citamente que no habı´a ninguna
evidencia experimental de estados abiertos ni de excitaciones de tipo solito´n que
se movieran por la doble cadena de ADN, sino que lo que se habı´a obtenido era
consistente con los datos experimentales y podrı´a ser un posible estado excitado
de la doble cadena.
Posteriormente a este trabajo, Gue´ron et al. (1987) mostraron que los resulta-
dos de Mandal et al. (1979) eran erro´neos y que se debı´an a una malinterpretacio´n
7Para una descripcio´n ma´s detallada de la estructura del ADN, ve´ase el ape´ndice B.
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de los datos del intercambio de protones imino, dando lugar a tiempos de vida
ma´s razonables, del orden de microsegundos.8 Pese a este nuevo resultado, que
cuestionaba la consistencia de la investigacio´n de Englander et al. (1980) con los
resultados experimentales, aparecieron con posterioridad diferentes trabajos sobre
solitones, tales como kinks o breathers que se mueven en ADN.
Existe otro problema fundamental del modelo, que proviene de no tener en
cuenta los efectos de la viscosidad del agua sobre la dina´mica del ADN. En la
escala de fuerzas de la ce´lula, del orden de piconewtons, el agua actu´a como un
fluido muy viscoso, donde el te´rmino inercial es despreciable frente al disipativo9.
Un intento de describir la dina´mica del ADN de forma realista que no incluya este
efecto carece de validez. Sin embargo, se pueden estudiar algunas propiedades del
modelo desde un punto de vista fenomenolo´gico, como veremos en los capı´tulos
siguientes.
8La fı´sica y la biologı´a no siempre se han llevado bien; un ejemplo de ello es la controversia que
ha habido en el tema de solitones que se propagan por cadenas de ADN. Ası´, Kamenetskii (1987)
habla de intentos de “secuestrar” el ADN por parte de los fı´sicos, mostrando claramente la opinio´n
de algunos bio´logos al respecto.
9Para una explicacio´n de este feno´meno, ve´ase el ape´ndice B.
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Modelo de Salerno del ADN.
En este capı´tulo se describen de forma muy detallada algunos resultados ba-
sados en el modelo de Englander del ADN en los que se estudian secuencias in-
homoge´neas, tales como secuencias geno´micas o secuencias aperio´dicas, a partir
de los resultados de la dina´mica de kinks que se mueven por ellas. Estos trabajos
relacionan de forma positiva la dina´mica de los kinks con la posicio´n de promo-
tores o con el contenido de informacio´n de la misma. Posteriormente se introduce
el potencial efectivo asociado a la dina´mica de kinks en el modelo discreto. Al
final del capı´tulo, como parte del trabajo original de esta tesis, se hace un estudio
comparativo de la dina´mica de kinks en secuencias inhomoge´neas con la dina´mica
de una partı´cula que se mueve en el potencial efectivo asociado a dicha secuencia.
5.1. Secuencias de ADN.
Funcionalidad de la secuencia.
Como hemos visto, Englander et al. (1980) introdujeron el concepto de solito´n
propaga´ndose por la doble cadena de ADN para explicar datos experimentales del
intercambio de protones imino en las bases. La utilizacio´n de solitones para en-
tender la funcionalidad del ADN fue sugerida unos an˜os despue´s por Polozov y
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Yakushevich (1988). Ma´s concretamente, en este estudio se relacionaba la posible
implicacio´n de cambios conformacionales en la estructura del ADN que se pro-
pagan por la doble cadena con la unio´n de proteı´nas especı´ficas del ADN, como
la ARN polimerasa en el proceso de transcripcio´n de proteı´nas1. Pero fue Ma-
rio Salerno (1991) el primero que introdujo la secuencia especı´fica de bases de
una determinada mole´cula de ADN para relacionarlo con el reconocimiento de la
ARN polimerasa a la hora de transcribir un determinado gen y, posteriormente,
descodificar la proteı´na.
El problema resultaba extremadamente interesante: por aquel entonces ya se
conocı´a la existencia de promotores2 en la secuencia gene´tica que hacı´an que la
ARN polimerasa transcribiese los genes de determinados organismos. Sin embar-
go, la distancia entre el promotor y el gen era en ocasiones de ma´s de 1000 bases,
ası´ que Salerno se pregunto´ de do´nde procede la energı´a de la excitacio´n no lineal
(los cambios conformacionales que mencione´ antes) necesaria para viajar tales
distancias. La pregunta no era trivial y, de hecho, si el comportamiento del mo-
delo de Englander pudiera describir posiciones funcionalmente relevantes de la
secuencia gene´tica (tales como promotores), e´ste serı´a un me´todo barato, ra´pido y
eficiente para la geno´mica, que podrı´a encontrar co´modamente dichas posiciones.
Implementacio´n del modelo.
Puesto que habı´a que introducir la secuencia en el modelo, Salerno (1991)
tuvo en cuenta que, de los cuatro tipos de bases diferentes, adenina (A), timina
(T), citosina (C) y guanina (G), los u´nicos pares de bases posibles al formarse la
doble cadena de ADN son AT y CG. Adema´s, el nu´mero de enlaces de hidro´geno
en estos pares de bases difiere, siendo dos enlaces de hidro´geno en el par AT y
tres enlaces de hidro´geno en CG. En la figura 5.1 esta´ esquematizado el modelo.
Con estos datos, Salerno introdujo una inhomogeneidad en la secuencia de bases
del modelo de Englander, de manera que la ecuacio´n de movimiento paso´ a ser
φ¨n − 1
d2
(φn+1 − 2φn + φn−1) + qn sinφn = 0. (5.1)
En esta ecuacio´n, la inhomogeneidad aparece en el para´metro qn, que antes era
constante (e igual a uno)3. Dicho para´metro hace que la relacio´n entre la intensi-
1Para una explicacio´n detallada del proceso de transcripcio´n, ve´ase el ape´ndice B.
2Para una definicio´n detallada de promotor, ve´ase el ape´ndice B. De forma poco precisa, un
promotor es una secuencia fija de bases a las que se acopla la ARN polimerasa para comenzar el
proceso de transcripcio´n de un segmento de ADN que contien uno o ma´s genes.
3La expresio´n que Salerno utilizo´ no fue exactamente e´sta, sino que coloco´ el para´metro de
discretizacio´n en el te´rmino del potencial, multiplicando en lugar de dividiendo. Los resultados son
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Figura 5.1: Modelo de Salerno del ADN que utiliza el esquema principal de En-
glander et al. (1980), pero que introduce la inhomogeneidad de la secuencia. Los
dos colores diferentes en el modelo se corresponden con los dos tipos diferentes
de pares de bases, los AT y los CG. Hay dos enlaces de hidro´geno en cada par AT
y tres en cada par CG.
dad de los enlaces de hidro´geno (o la intensidad gravitatoria) y la intensidad del
acoplamiento a pro´ximos vecinos dependa del sitio n de cada base (o pe´ndulo).
Para relacionarlo con una secuencia de bases de un fragmento de ADN, el proce-
dimiento es el siguiente: a la n-e´sima base de la secuencia de bases se le asocia
un para´metro qn, que es qAT en el caso de ser una A o una T, o qCG en el caso
de ser C o G. Estos valores son tales que qATqCG =
2
3 , que es la relacio´n que existe
entre los nu´meros de enlaces de hidro´geno de los dos pares de bases. No´tese que
este para´metro influye en la discretizacio´n efectiva del problema, puesto que se
puede dividir la ecuacio´n (5.1) por qavg = (
∑
n qn)/N , donde N es el nu´mero de
nucleo´tidos de la secuencia de ADN, y obtener una ecuacio´n equivalente con una
nueva discretizacio´n dq1/2avg en otra escala de tiempos diferente. Esta discretizacio´n
efectiva, deff = dq
1/2
avg , depende de la secuencia que se utilice.
Los valores que eligio´ para los para´metros fueron qAT = 2, qCG = 3 y
d ' 0.045. Salerno eligio´ este u´ltimo valor de un trabajo anterior (Fedyanin y
Yakushevich 1984), donde se utilizaban valores de d2 en torno a 10−3 y 10−4.
Con esos valores de qAT y qCG, la discretizacio´n efectiva puede variar entre
equivalentes, teniendo en cuenta la diferente escala de tiempos en un caso y en otro. Hemos elegido
esta notacio´n por consistencia con la notacio´n anterior. Sin embargo, ma´s adelante redefiniremos
los para´metros utilizando una secuencia normalizada para evitar ambigu¨edades.
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deff = 0.063, para una secuencia de so´lo A y T, y deff = 0.077, para una se-
cuencia de so´lo C y G. En ambos casos, la discretizacio´n es tan pequen˜a que no
influye el efecto del potencial de Peierls-Nabarro en los resultados obtenidos por
integracio´n nume´rica de (5.1).
Como se puede observar, la ecuacio´n (5.1) no tiene en cuenta el efecto disipa-
tivo del agua que se menciono´ en el capı´tulo anterior. Por el contrario, ni siquie-
ra tiene te´rmino de rozamiento. Sin embargo, la fenomenologı´a de este modelo,
descrito por la ecuacio´n (5.1), puede estar relacionada con el ADN de la forma
descrita por Salerno; es decir, el estudio de la dina´mica de kinks en secuencias
geno´micas puede relacionarse con la posicio´n de elementos funcionales en dicha
secuencia, aunque el modelo no describa de manera realista el comportamiento
del ADN. Ası´ es como entenderemos este modelo a partir de ahora a lo largo de
esta memoria de tesis.
Metodologı´a y resultados.
Para investigar los efectos sobre la dina´mica debidos a la secuencia de bases,
Salerno (1991) integro´ nume´ricamente la ecuacio´n (5.1), con {qn} correspondien-
te a una secuencia S del promotor A1 del fago T74. La secuencia utilizada tenı´a
so´lo 168 pares de bases (PB)5 por lo que, para evitar efectos de borde, cons-
truyo´ una secuencia mayor, S′, de 1000 PB. Para ello utilizo´ la siguiente regla,
S′(1, 1000) = S(1, 5) + 8S(1, 50) + S(1, 168) + 15S(141, 168) + S(162, 168),
(5.2)
donde kS(i, j) significa una secuencia que es k veces repetida la subsecuencia que
va de la posicio´n i a la j de la secuencia S. La forma en la que se construyo´ esta
secuencia sera´ clave para un posterior ana´lisis de los resultados. Una vez conse-
guida la secuencia a estudiar, el trabajo de Salerno (1991) se centro´ en una regio´n
particular del promotor, la de la subsecuencia S(51, 140), que se corresponde con
la regio´n S′(456, 545). En dicha regio´n se encuentra la secuencia de bases a la que
la ARN polimerasa puede unirse en su proceso de transcripcio´n, ası´ como el sitio
de comienzo de la transcripcio´n (TSS)6, que se encuentra en la posicio´n (o PB)
4Para conocer ma´s detalles sobre el fago T7 y su genoma, ve´ase el ape´ndice B.
5Realmente, la secuencia completa del fago T7 se conocı´a desde 1983 (Dunn y Studier 1983) y
tiene 39936 pares de bases. Sin embargo, Salerno no conocı´a su existencia, probablemente debido
a la dificultad que entran˜aba encontrar informacio´n sobre resultados de investigacio´n en biologı´a
celular para cualquiera que no fuera un experto en el tema, y probablemente debido a su vez a la
falta de los buscadores de internet de que disponemos hoy en dı´a para encontrar dicha informacio´n.
6Las siglas provienen del ingle´s, transcription start site. Para una mejor explicacio´n del TSS y
de las secuencia de bases de los promotores del fago T7, ve´ase el ape´ndice B.
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121 de la secuencia S y PB 526 de la secuencia S′. A continuacio´n se realizaron
simulaciones nume´ricas que consistieron en la integracio´n de la ecuacio´n (5.1),
con condiciones de contorno fijas, partiendo de un kink, (2.19), discretizado y en
reposo para diferentes posiciones iniciales en la secuencia central7.
En una secuencia homoge´nea, con esta discretizacio´n tan pequen˜a, un kink
en reposo continu´a en reposo al realizar la integracio´n nume´rica, por ser solu-
cio´n estacionaria de la ecuacio´n continua (2.9). Sin embargo, en una secuencia
inhomoge´nea, el kink puede moverse espontaneamente a un lado o a otro, o per-
manecer en reposo, dependiendo del sitio en el que este´. La explicacio´n a este
comportamiento la veremos en detalle cuando introduzcamos el potencial efecti-
vo en sistemas discretos aunque, en definitiva, lo que sucede es algo ana´logo a lo
que sucede en el modelo continuo: la inhomogeneidad de las fuerzas que actu´an
a los dos lados del centro del kink hace que e´ste adquiera una aceleracio´n y se
mueva en un sentido y no en otro. La hipo´tesis introducida por Salerno (1991) es
que este movimiento, provocado por la secuencia, se produce en regiones en la
que la ARN polimerasa se une al ADN, en este caso en la regio´n de S′(456, 545),
mientras que en el resto de la secuencia este efecto es pra´cticamente nulo. Como
veremos a continuacio´n, los resultados que obtiene se ajustan bastante bien a esta
hipo´tesis.
Los resultados mostrados por Salerno (1991) para diferentes posiciones ini-
ciales son los siguientes: (i) partiendo de PB 415, el kink permanece en reposo;
(ii) desde PB 415 a PB 505, no se aprecian diferencias significativas respecto al
caso anterior, salvo pequen˜as oscilaciones en torno a la posicio´n inicial; (iii) pa-
ra PB 510, el kink se mueve hacia la izquierda de la cadena con una velocidad
v = 0.18, se refleja en el borde y luego vuelve de nuevo a ser reflejado en la re-
gio´n del promotor con velocidad v = 0.18; (iv) este comportamiento se acentu´a
(es decir, la velocidad que adquiere el kink es mayor) cuando la posicio´n inicial
del kink se incrementa de PB 510 a PB 535, siendo mayor en este u´ltimo, donde
alcanza v = 0.3; (v) para BP 540, el kink alcanza una velocidad v ' 0.08 hacia
la derecha, y poco a poco dicha velocidad va disminuyendo comforme partimos
de posiciones ma´s a la derecha8, hasta que (vi) en PB 555 el kink permanece en
reposo. En otra simulacio´n, partiendo de PB 900, y en esta ocasio´n con velocidad
inicial v = 0.3 hacia la izquierda, se obtuvo como resultado que el solito´n se ace-
lera en la regio´n promotora cuando viaja hacia la izquierda, luego es reflejado y,
7La dina´mica obtenida partiendo de un antikink es la misma, como veremos ma´s adelante, tras
introducir el potencial efectivo. A partir de ahora, cuando nos refiramos a un kink que se mueve
de acuerdo con la ecuacio´n (5.1), realmente podra´ tratarse de un kink o un antikink, puesto que sus
dina´micas son las mismas.
8Salerno (1991) no especifica lo que ocurre entre PB 536 y PB 539.
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Promotor Regio´n PB Respuesta
A1
De 510 a 535 Propagacio´n hacia la izquierda, ma´s fuerte en 535.
540 Pequen˜a velocidad hacia la derecha.
A0 (o D)
De 530 a 540 Propagacio´n hacia la izquierda, ma´s fuerte en 540.
De 543 a 555 Propagacio´n hacia la derecha, ma´s fuerte en 543.
A3 De 435 a 460 Propagacio´n hacia la derecha.
Cuadro 5.1: Resumen de resultados de Salerno (1992), donde se estudia la dina´mi-
ca de kinks movie´ndose en la secuencias sinte´ticas S′ obtenidas a partir de secuen-
cias de 168 PB donde se encuentran los promotores A1, A0 (tambie´n llamado D)
y A3.
en su vuelta hacia la derecha, el solito´n es decelerado en la misma regio´n.
Salerno (1991) concluye que estos resultados muestran la existencia de una
regio´n dina´micamente “activa” que va desde PB 510 hasta PB 540 dentro del
promotor A1 del fago T7. De esta forma, cuando un kink esta´tico se encuentra
dentro de esta regio´n, recibe un impulso que le permite viajar a lo largo de la
cadena de ADN, dependiendo su sentido de movimiento de la posicio´n inicial en
la cadena y siendo el efecto menor cuando el kink se coloca a la izquierda de
PB 535. Adema´s, este comportamiento dina´mico desaparece conforme el kink se
coloca en posiciones ma´s alejadas de esta regio´n. Finalmente, propone que esta
regio´n dina´micamente “activa” podrı´a ser la explicacio´n del funcionamiento de
los promotores de ADN como activadores del proceso de transporte de la ARN
polimerasa. Debido a la dificultad de encontrar secuencias de promotores en el
ADN simplemente buscando en la secuencia de bases de un genoma bacterial,
este resultado es muy importante.
Al an˜o siguiente de la publicacio´n de este estudio aparecio´ otro ana´logo (Sa-
lerno 1992) donde se mostraban los resultados asociados a la secuencia del pro-
motor A1 y a otras dos secuencias, las de los promotores A0 (tambie´n llamado D)
y A3. Las nuevas secuencias vuelven a ser de 168 nucleo´tidos, y de nuevo se colo-
ca la secuencia S(51, 140) en el centro de la nueva secuencia S′ que se construye
con la misma regla (5.2) utilizada en Salerno (1991). En este estudio se utilizo´ la
misma metodologı´a seguida en Salerno (1991) para cada secuencia. En la tabla
5.1 aparece un resumen de los resultados obtenidos en las tres secuencias. En el
artı´culo se especifica que, puesto que el kink inicialmente en reposo se encuen-
tra en la secuencia central de 168 PB, las secuencias utilizadas para prolongar la
secuencia original no juegan ningu´n papel en los resultados de la dina´mica. De
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nuevo la conclusio´n de este u´ltimo trabajo es que, puesto que las u´nicas regio-
nes dina´micamente “activas” en cada secuencia son las que se encuentran en las
proximidades de los promotores, e´stos actu´an como activadores energe´ticos de la
ARN polimerasa en el proceso de transcripcio´n de ARN. En el pro´ximo capı´tu-
lo matizaremos dichas conclusiones despue´s de estudiar en detalle las secuencias
utilizadas en estos trabajos.
5.2. Secuencias aperio´dicas.
La ecuacio´n de sG forzada y amortiguada.
Movidos por los resultados de Salerno (1991) y Salerno (1992), en 1995 se
realizaron otros estudios relacionados con la relevancia de la secuencia en la
dina´mica de kinks (Domı´nguez-Adame et al. 1995). En este caso, y puesto que
carecı´an de la informacio´n necesaria utilizaron, en lugar de secuencias de ADN,
secuencias binarias aperio´dicas. Estas secuencias se caracterizan por: (i) ser se-
cuencias cuyos elementos pueden tomar dos posibles valores, A o B; (ii) son de-
terministas, construidas a partir de una regla que construye la secuencia Sn+1, de
longitud |Fn+1|, a partir de la secuencia Sn, de longitud |Fn|, con |Fn| < |Fn+1|;
(iii) son no perio´dicas para cualquier n ∈ N. De esta manera, estas secuencias se
parecen a las secuencias obtenidas a partir de secuencias de ADN descritas en la
seccio´n anterior, en el sentido (i) y (iii) que he mencionado. Adema´s, la propiedad
(ii) asocia a estas secuencias aperio´dicas una especie de “informacio´n”, ya que
cuanto ma´s larga es la secuencia ma´s “complicada” se vuelve. Esta informacio´n
puede asociarse a la informacio´n que contiene el ADN en forma de genes y que
lo convierte en un objeto funcionalmente muy complejo.
Las dos secuencias aperio´dicas utilizadas fueron la secuencia de Fibonacci y
la secuencia de Thue-Morse. La secuencia de Fibonacci de orden n+ 1, Fn+1, se
define con la regla generadora que actu´a sobre Fn de la forma A→ AB, B → A,
mientras que la secuencia de Thue-Morse de orden n + 1, Tn+1, se define con la
regla generadora que actu´a sobre Tn de la forma A → AB, B → BA. Con estas
reglas generadoras, y utilizando como secuencia inicial F0 = T0 = A, el nu´mero
de elementos de una secuencia de Fibonacci Fn+1 es |Fn+1| = |Fn| + |Fn−1|, y
para una secuencia de Thue-Morse Tn es |Tn| = 2n. La concentracio´n de A en
la secuencia de Fibonacci es cF ' 0.618... en el lı´mite de la secuencia infinita9,
pero la aproximacio´n es bastante buena ya a partir de F5, con una concentracio´n
9Dicha concentracio´n es la inversa de la razo´n a´urea, (
√
5 + 1)/2, que se obtiene a partir de la
secuencia de Fibonacci nume´rica, {xn} = {1, 2, 3, 5, 8, 13, 21, ...}, como l´ımn→∞(xn+1/xn).
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de 8/13 ' 0.615.... En el caso de Thue-Morse, la concentracio´n de A es siempre
cT = 0.5.
La ecuacio´n que se utilizo´ en Domı´nguez-Adame et al. (1995) fue la ecuacio´n
de sG discretizada, forzada y amortiguada,
φ¨n − 1
d2
(φn+1 − 2φn + φn−1) + qn sinφn + αφ˙n + F = 0, (5.3)
donde α > 0 nos da la disipacio´n del sistema y F la fuerza externa, global y
constante, que se aplica. El efecto de una fuerza F positiva (negativa) sobre un
kink es empujarlo hacia la derecha (izquierda), y en sentido contrario en el caso
de un antikink. La disipacio´n siempre ejerce una fuerza que se opone al sentido de
movimiento del kink (o antikink)10.
La introduccio´n de la fuerza externa en el modelo puede entenderse en el
contexto del ADN de varias maneras. Cuando se utilizo´ la ecuacio´n de sG para
modelar el ADN por primera vez (Englander et al. 1980), ya se tuvo en cuenta
que la imagen real de un kink que hace que las bases, cerradas, den un giro com-
pleto hasta volver a cerrarse no era realista, y se hizo e´nfasis en la descripcio´n
por parte del modelo del movimiento de rotacio´n inicial que deben realizar las
bases para desligarse de su compan˜era en la formacio´n de un estado abierto de la
doble cadena de ADN. Posteriormente, el modelo fue utilizado como “activador
energe´tico” de la ARN polimerasa en el proceso de transcripcio´n (Salerno 1991),
aunque de nuevo la topologı´a del kink hacı´a imposible la comparacio´n literal del
modelo meca´nico que describe la ecuacio´n con la mole´cula de ADN. Con este
espı´ritu, la introduccio´n de la fuerza externa en el modelo puede representar la
fuerza que la propia ARN polimerasa ejerce sobre la mole´cula para avanzar por
ella. Pero la sencillez del modelo tambie´n permite jugar con e´l en el terreno de la
replicacio´n del ADN11, donde el pozo de potencial en el que caen las bases a un
lado del kink puede entenderse como la unio´n con la nueva hebra de ADN que se
esta´ formando. La fuerza externa en esta nueva imagen del modelo serı´a la fuerza
que el “tenedor” de replicacio´n de la ADN polimerasa ejercerı´a para moverse por
la doble cadena de ADN y producir las copias. Por u´ltimo, otra imagen que puede
encajar en este sencillo modelo proviene de los experimentos de desnaturalizacio´n
meca´nica de ADN, en los que el ADN es manipulado de manera se separan las
dos hebras que lo forman al tirar del extremo unido de dos cadenas complemen-
10Por tanto, las dina´micas de un kink y de un antikink que se mueven de acuerdo a la ecuacio´n de
movimiento (5.3) ya no son equivalentes, salvo que se cambie F por −F en el caso del antikink.
11En la replicacio´n del ADN, cada hebra de la doble cadena de ADN se usa como plantilla para
obtener la hebra complementaria. De esta forma, el resultado final son dos dobles cadenas de ADN,
cada una de las cuales formada por una hebra de la mole´cula original y una hebra recie´n sintetizada.
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tarias12. En este caso, la fuerza con que se tira del extremo de las hebras serı´a la
fuerza externa del modelo, y el mı´nimo de potencial en el que caerı´an los pares
de bases rotos serı´a la formacio´n de nuevos enlaces de hidro´geno con el medio
acuoso que las rodea.
Sin embargo, y como ya mencionamos al final del capı´tulo anterior, para que
el efecto disipativo del agua sea tenido en cuenta de forma realista, el te´rmino de
rozamiento de la ecuacio´n (5.3) debe ser mucho mayor que el inercial, aunque
los para´metros elegidos en este estudio muestran lo contrario. Pese a ello, y al
igual que en el caso de Salerno (1991), esta investigacio´n sigue siendo va´lida si
se considera que relaciona la dina´mica de kinks en secuencias inhomoge´neas que
se mueven de acuerdo a la ecuacio´n (5.3) con determinadas propiedades de la
secuencia estudiada de manera fenomenolo´gica. No es necesario llevar el modelo
a niveles ma´s realistas, aunque los nuevos para´metros introducidos en e´l este´n
motivados por procesos del ADN conocidos, ası´ como por experimentos reales.
La velocidad asinto´tica.
En el caso homoge´neo, con qn = q0, y tomando el lı´mite continuo de es-
ta ecuacio´n, se puede calcular la velocidad asinto´tica de un kink (o un antikink)
en funcio´n de la intensidad de rozamiento α y la fuerza externa F (McLaughlin
y Scott 1978). Esta relacio´n debe existir ya que, si se aproxima la dina´mica de
un (anti)kink por la de una partı´cula y se le aplica fuerza externa y rozamiento,
entonces las fuerzas que actu´an sobre ella son la fuerza externa, constante, y el ro-
zamiento, proporcional a la velocidad de la partı´cula. El te´rmino de fuerza externa
hara´ que la partı´cula se acelere y aumente su velocidad; el te´rmino de rozamiento
se hara´ cada vez ma´s grande conforme aumenta e´sta, hasta que llegue un punto en
que toda la fuerza externa aplicada se contrarreste por el rozamiento, y la acelera-
cio´n de la partı´cula se anule. El ca´lculo de la velocidad asinto´tica, v∞, se realiza
de la siguiente manera. Sea la ecuacio´n de sG continua, homoge´nea, forzada y
amortiguada,
φtt − φxx + sinφ+ αφt + F = 0, (5.4)
y supongamos que un kink (2.19) es solucio´n de dicha ecuacio´n, siendo el u´nico
efecto de los te´rminos de disipacio´n y fuerza externa sobre el kink un cambio en
su velocidad. A continuacio´n, si introducimos esta expresio´n en el Hamiltoniano
(2.7) asociado a la ecuacio´n sin perturbar, es decir, a la ecuacio´n de sG continua
y homoge´nea (2.9) (o, lo que es lo mismo, a (5.4) con α = F = 0), se obtiene la
12En el capı´tulo 7 se describe ma´s detalladamente el experimento.
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energı´a del (anti)kink en el sistema sin perturbar,
E(φ) =
8√
1− v2 . (5.5)
La pe´rdida o ganancia de energı´a del sistema con el tiempo se obtiene derivando
(5.5) con respecto al tiempo,
dE(φ)
dt
=
8v
(1− v2)3/2
dv
dt
. (5.6)
Por otro lado, si φ es solucio´n de (5.4) entonces, derivando el Hamiltoniano (2.7)
respecto al tiempo se obtiene que
d
dt
H[φ] = −
∫ ∞
−∞
dx(αφ2t + Fφt). (5.7)
Sustituyendo la expresio´n (2.19) en (5.7), se obtiene que la energı´a del (anti)kink
varı´a de la forma
dE(φ)
dt
= 2piFv − 8αv2(1− v2)−1/2. (5.8)
Igualando las expresiones (5.6) y (5.8) se obtiene una EDO para v(t),
dv
dt
=
1
4
piF (1− v2)3/2 − αv(1− v2). (5.9)
En el lı´mite asinto´tico, cuando dv/dt = 0, se puede despejar la velocidad asinto´ti-
ca, v∞, y se obtiene
v∞ = ±
[
1 +
(
4α
piF
)2]−1/2
, (5.10)
donde el signo de v∞ depende del signo de la fuerza aplicada, F . El estudio de la
velocidad del antikink es ana´logo, cambiando F por −F .
Metodologı´a y resultados.
Domı´nguez-Adame et al. (1995) utilizaron este resultado para comparar la
velocidad asinto´tica de un kink que se mueve en una secuencia inhomoge´nea
aperio´dica {qn} con la que tendrı´a al moverse en el modelo homoge´neo con
qn = qavg = cXqA + (1 − cX)qB (cX es la concentracio´n de A asociada a cada
secuencia). Observaron una propiedad interesante: la velocidad asinto´tica de un
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kink forzado y amortiguado en estas secuencias aperio´dicas es nula para valores
de la fuerza F por debajo de una cierta fuerza umbral, Fu, y por encima de ella se
ajusta ma´s o menos a la fo´rmula (5.10)13. A continuacio´n describire´ en detalle la
metodologı´a seguida y los resultados del artı´culo.
En todo el artı´culo se realizo´ la integracio´n nume´rica de la ecuacio´n (5.3) para
diferentes secuencias, utilizando como para´metros de la simulacio´n α = 0.1, un
valor de amortiguamiento habitual cuyo u´nico efecto es fijar la escala de fuerzas, y
d = 0.1, un valor de discretizacio´n lo suficientemente pequen˜o como para despre-
ciar efectos del potencial de PN. Los valores de la fuerza F se tomaron en el rango
[0, 0.30] para dibujar la gra´fica de (F, v∞) y analizar los resultados. Respecto a
los dos posibles valores de qn asociados a la secuencia, qA y qB , fijaron qA = 1,
y de esta manera estudiaron el comportamiento de v∞ para diferentes valores de
qB; el mayor valor utilizado fue qB = 10, que en ninguna secuencia da lugar a
discretizaciones efectivas tan grandes como para tener en cuenta el potencial de
PN (deff ' 0.21 para el caso de Fibonacci y deff = 0.23 para Thue-Morse). La
condicio´n inicial en la integracio´n nume´rica fue en todos los casos un kink (2.19)
en reposo con su centro situado en la mitad de la cadena.
En la primera parte del trabajo estudiaron las diferentes gra´ficas (F, v∞) para
diferentes secuencias usando un mismo qB , y tambie´n para diferentes valores de
qB usando la misma secuencia. Para ello generaron cinco secuencias diferentes
de ma´s de 4000 elementos: F18, de 4181 elementos; T12, de 4096 elementos;
una secuencia perio´dica PAB = ABABAB... de 4182 elementos; y, por u´ltimo,
dos secuencias aleatorias generadas con las concentraciones de A de la secuencia
de Fibonacci y Thue-Morse, cF y cT . En todas estas secuencias representaron la
gra´fica (F, v∞) para qB = 10. Por otro lado, dibujaron la misma gra´fica asociada
a la secuencia de Fibonacci F18 para valores de qB = 2, 5 y 10. El resultado que
obtuvieron se muestra en la figura 5.2 (izquierda). En ella se observa la existencia
de una fuerza umbral, Fu, por debajo de la cual los kinks no se mueven, que
aparece en todas las secuencias excepto en la secuencia perio´dica PAB . Para un
mismo valor de qB = 10, las secuencias aleatorias tienen una fuerza umbral Fu
tres veces mayor que las secuencias aperio´dicas con su misma concentracio´n de
A; adema´s, por encima de este valor la velocidad v∞ depende de la realizacio´n de
la secuencia aleatoria que se haya escogido. Por otro lado, fijada la secuencia F18,
y para diferentes valores de qB , se observa que el valor de Fu aumenta conforme
13Realmente, la fo´rmula utilizada por Domı´nguez-Adame et al. (1995) no es exactamente (5.10)
sino que incluye el para´metro qavg, ya que en dicho trabajo partieron de la ecuacio´n (5.3) para
obtenerla. Ambos resultados son equivalentes si se tiene en cuenta la discretizacio´n efectiva del
problema, deff = dq
1/2
avg . Por ello, los resultados son diferentes para valores de qavg diferentes.
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Figura 5.2: Figuras obtenidas de Domı´nguez-Adame et al. (1995). Velocidad
asinto´tica frente a la fuerza aplicada para diferentes secuencias. Los puntos co-
rresponden a integraciones nume´ricas, y la lı´nea so´lida a la prediccio´n (5.10). Las
lı´neas discontinuas son una guı´a para los ojos. Izquierda: Secuencias con qA = 1
y qB = 10; velocidad asinto´tica para qavg (ve´ase la nota al pie 13) correspondien-
te a c = 0.5; (◦), secuencia perio´dica ABABAB . . . con 4182 elementos; (¤),
secuencia de Fibonacci F18 con 4181 elementos; (M), secuencia Thue-Morse T12
con 212 = 4096 elementos. El valor Fu para la secuencia aleatoria esta´ alrededor
de 0.5, fuera del rango. Detalle: lo mismo, pero para secuencias de Fibonacci con
qB = 2, qB = 5 y qB = 10. Derecha: velocidad asinto´tica para qavg (ve´ase la nota
al pie 13) correspondiente a c = cF , con qA = 1 y qB = 10; secuencias perio´dicas
construidas cuya celda unidad es una secuencia de Fibonacci, Fk. (¤), k = 6 (13
elementos); (♦), k = 8 (34 elementos); (M), k = 9 (55 elementos); (O), k = 11
(144 elementos); (◦), secuencia de Fibonacci completa.
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aumenta qB .
En la segunda parte de su trabajo, estudiaron la dependencia de la fuerza um-
bral Fu con el orden de la secuencia de Fibonacci utilizado. Para ello construyeron
secuencias perio´dicas cuya celda unidad era una secuencia de Fibonacci de orden
k, Fk, de la forma FkFkFk.... La longitud de las secuencias rondaba las 4180 po-
siciones en todos los casos. Los resultados que aparecen en la figura 5.2 (derecha)
son para k = 6 (|F6| = 13), k = 8 (|F8| = 34), k = 9 (|F9| = 55), k = 11
(|F11| = 144), y una secuencia sin repetir con k = 18 (|F18| = 4181) que ocupa
toda la cadena. En dicha figura se observa una dependencia mono´tona de Fu con el
orden k de la secuencia de Fibonacci utilizada al construir la secuencia perio´dica,
siendo la fuerza umbral ma´xima para el caso de la secuencia completa aperio´dica
F18. Al repetir el proceso con la secuencia de Thue-Morse, los autores explican
que los resultados son muy parecidos, pero que son necesarias secuencias ma´s
cortas para alcanzar la Fu de la secuencia completa, y la dependencia de Fu con
k no es mono´tona. Tambie´n sen˜alan que el valor de Fu depende de la posicio´n
inicial del kink en la cadena, cambiando hasta en un factor 2, pero que siempre se
mantiene debajo del valor de la secuencia F18.
Existe una tercera parte en Domı´nguez-Adame et al. (1995) en la que hacen un
estudio de los resultados anteriores utilizando el potencial efectivo para sistemas
discretos inhomoge´neos. Dicho potencial fue introducido en Salerno y Kivshar
(1994), y se estudiara´ ma´s detenidamente en la pro´xima seccio´n, donde veremos
co´mo se obtiene y las aplicaciones que aparecen en Salerno y Kivshar (1994) para
el estudio de secuencias de ADN (Salerno 1991; Salerno 1992) y en Domı´nguez-
Adame et al. (1995) para el estudio de secuencias aperio´dicas.
Una de las conclusiones del artı´culo es que aparecen efectos de largo alcance
cuando los kinks se propagan por la cadena, y que se muestran en un descenso
de la velocidad asinto´tica v∞ con respecto a la de la cadena homoge´nea. Estos
efectos pueden relacionarse en el contexto del ADN, que hacen que una onda no
lineal se propague ma´s fa´cilmente por la cadena cuando e´sta no es aleatoria, como
muestran las figuras. De esta manera, es como si la “informacio´n” que contiene
la secuencia sobre la que se mueve el kink permitiera a e´ste moverse. La rela-
cio´n con el contenido de genes o no en secuencias de ADN parece inmediata. Sin
embargo, en el artı´culo tambie´n se dejan preguntas sin contestar, como una expli-
cacio´n analı´tica de v∞ en secuencias aperio´dicas, o por que´ las aproximaciones
perio´dicas convergen a la secuencia completa aperio´dica. En el pro´ximo capı´tu-
lo aclarare´ estas cuestiones, ası´ como otras relacionadas con Domı´nguez-Adame
et al. (1995), describiendo en detalle algunos resultados originales de esta tesis que
iluminan gran parte de los puntos oscuros de los trabajos sobre el modelo de sG
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con secuencias inhomoge´neas (Salerno 1991; Salerno 1992; Domı´nguez-Adame
et al. 1995) que he descrito en este capı´tulo.
5.3. El potencial efectivo, Veff .
Renormalizacio´n de la secuencia.
Antes de introducir el potencial efectivo en el modelo de sG discreto con se-
cuencias inhomoge´neas es necesario solucionar algunos problemas relacionados
con la introduccio´n de una secuencia inhomoge´nea en el modelo. Dichos proble-
mas provienen del hecho de que, en la ecuacio´n de sG (5.1), la discretizacio´n
efectiva del problema, deff = dq
1/2
avg , deja de ser el para´metro de discretizacio´n
de la red, d. Sin embargo, la discretizacio´n intrı´nseca del problema, y del kink en
particular, sı´ es la discretizacio´n efectiva. Esto significa que la expresio´n del kink
en reposo con centro en X es
φ˜(zn) = 4 arctan (ezn) , (5.11)
con zn = deffn−X . Si se usase el para´metro de la discretizacio´n, zn = dn−X ,
darı´a lugar a un kink con una anchura diferente de la anchura en reposo, y por
tanto con ma´s energı´a que en el estado fundamental que tendrı´a que ser relajada
del kink en forma de fonones.
Para evitar este problema de nomenclatura es necesario renormalizar la ecua-
cio´n, dividie´ndola por qavg, y reescalar el tiempo t → q1/2avgt. De esta manera se
llega a una expresio´n de la misma forma que (5.1),
φ¨n − 1
d2eff
(φn+1 − 2φn + φn−1) + q˜n sinφn = 0, (5.12)
pero donde q˜n = qn/qavg esta´ normalizada de manera que su valor medio sea la
unidad, y por tanto el para´metro de discretizacio´n de la ecuacio´n ahora sı´ coincide
con la discretizacio´n efectiva del problema, deff . De esta forma se resuelven algu-
nas ambigu¨edades y posibles confusiones que puedan surgir en un futuro, con la
u´nica diferencia en la escala temporal de ambas ecuaciones, la normalizada y la
no normalizada.
Ciertamente, establecer deff como escala intrı´nseca del kink en reposo no es
ma´s que una aproximacio´n. Cuando veamos la expresio´n del potencial efectivo,
entenderemos co´mo el kink pesa de diferente manera los qn que esta´n cerca de
su centro de los que esta´n alejados de e´l. Por tanto, parece lo´gico pensar que la
anchura intrı´nseca del kink dependa de un entorno de qn alrededor de su centro.
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Sin embargo, utilizar el valor medio de la secuencia completa es una aproximacio´n
bastante buena, como veremos a continuacio´n, cuando comparemos el potencial
efectivo del kink con la dina´mica de una partı´cula.
En los casos en los que hay rozamiento y fuerza externa, como en los estudia-
dos en (Domı´nguez-Adame et al. 1995), al dividir la ecuacio´n (5.3) por qavg los
para´metros de fuerza y rozamiento quedan modificados, de forma que la ecuacio´n
renormalizada pasa a ser, una vez reescalado el tiempo,
φ¨n − 1
d2eff
(φn+1 − 2φn + φn−1) + q˜n sinφn + α′φ˙n + F ′ = 0, (5.13)
con α′ = α/q1/2avg y F ′ = F/qavg. Esta variacio´n en los para´metros hay que tenerla
en cuenta a la hora de comparar con resultados nume´ricos en los que no se haya
efectuado la renormalizacio´n de la secuencia. Por ejemplo, esta transformacio´n
en los para´metros hace que la ecuacio´n de la velocidad asinto´tica utilizada por
Domı´nguez-Adame et al. (1995) no sea exactamente (5.10), que proviene de la
aproximacio´n al continuo, y que es va´lida para la ecuacio´n renormalizada. Esto es
ası´ porque, por un lado, (α′/F ′)2 = qavg(α/F )2, y por otro el espacio y el tiempo
esta´n ambos reescalados con q1/2avg , de manera que la velocidad del centro del kink
coincide en ambas visualizaciones.
La obtencio´n del potencial efectivo puede hacerse tanto para la ecuacio´n nor-
malizada como la no normalizada, siempre que se tenga en cuenta que la anchura
intrı´nseca del kink en ambos casos es la misma.
Coordenadas colectivas en el modelo discreto.
El espı´ritu del potencial efectivo en sistemas discretos es el mismo que el del
modelo continuo: describir con una u´nica variable, el centro del kink, el compor-
tamiento dina´mico de e´ste debido a la inhomogeneidad del potencial. El potencial
efectivo en sistemas discretos inhomoge´neos fue introducido por Salerno y Kivs-
har (1994) para explicar los resultados anteriores (Salerno 1991; Salerno 1992).
En su artı´culo, los autores utilizan como Ansatz el kink discretizado dado por
(5.11), donde zn = deffn − X(t), y X(t) es la posicio´n del centro del kink, que
depende del tiempo. Dicho Ansatz se sustituye en la expresio´n del Hamiltoniano
del sistema inhomoge´neo sin renormalizar, que es
H({φn}) = d
N−1∑
n=0
{
1
2
φ˙2n +
1
2d2
(φn+1 − φn)2 + qn(1− cosφn)
}
, (5.14)
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y se obtiene la expresio´n de la energı´a de una partı´cula14,
E =
1
2
M(X)X˙2 + U(X), (5.15)
donde
M(X) = 4d
∑
n
1
cosh2(zn)
, U(X) = 2d
∑
n
qn + qavg
cosh2(zn)
. (5.16)
No´tese que, cuando qn = qavg = 1, se obtiene que U(X) = M(X). Adema´s,
M(X) es la aproximacio´n discreta de la masa del kink en el modelo continuo,
M0l0 = 8, y es un valor constante para valores de X alejados de los extremos de
la red15.
A continuacio´n, Salerno y Kivshar (1994), y puesto que E es una cantidad
conservada, consideran la energı´a de un kink inicialmente en reposo en la posicio´n
X(0) = X0, y entonces reescriben la ecuacio´n (5.15) de la forma
1
2
X˙2 +W (X,X0) = 0, (5.17)
donde
W (X,X0) =
∑
n(qn + qavg)[sech
2(zn)− sech2(z(0)n )]
2
∑
n sech
2(zn)
, (5.18)
y z(0)n ≡ deffn−X0. Ası´, segu´n los autores, la ecuacio´n (5.17) se puede considerar
como la ecuacio´n de una partı´cula de masa unidad que se mueve en el potencial
efectivo W (X,X0), y dicho potencial puede ser utilizado para predecir la direc-
cio´n en la que se movera´ el kink debido a la inhomogeneidad de la secuencia.
Comparacio´n del potencial efectivo con simulaciones.
Para comprobar la fiabilidad del potencial efectivo (5.18), Salerno y Kivshar
(1994) eligieron la secuencia utilizada anteriormente por Salerno (1991) para es-
tudiar la “activacio´n” del kink en torno al promotor A1 del fago T7. Sin embargo,
en lugar de aplicar directamente la fo´rmula (5.18), y para tener en cuenta que el
kink es un objeto extenso, promediaron el potencial W (X,X0) un distancia igual
14La u´nica aproximacio´n necesaria en este caso es la aproximacio´n φn+1 − φn ' deff∂xφ(x, t),
donde φ(x, t) es la aproximacio´n al continuo φn(t)→ φ(x, t), va´lida para deff ¿ 1.
15Esto es ası´ porque, por un lado, el kink esta´ contenido en la cadena y se pueden despreciar
efectos de borde, y por otro, la discretizacio´n efectiva hemos supuesto que es lo suficientemente
pequen˜a como para despreciar el potencial de PN.
5.3 El potencial efectivo, Veff . 75
Figura 5.3: Figura obtenida de Salerno y Kivshar (1994). Potencial efectivo (5.18)
dentro de la regio´n del promotor T7 A1, en BP 515, de acuerdo con la secuencia
S dada por (5.2). Claramente el potencial tiene una pendiente positiva que hace
que el kink se mueva a la derecha.
a la anchura del kink, l = d−1eff (segu´n sus ca´lculos, l = 30 PB). El resultado
que obtienen para X0 en la posicio´n 515 de la cadena se observa en la figura
5.3. En ella aparece una pendiente positiva del potencial en X0 que hace que el
kink claramente se vea impulsado hacia la izquierda16, tal y como revelaban las
simulaciones realizadas por Salerno (1991) (ver tabla 5.1).
Posteriormente, Domı´nguez-Adame et al. (1995) tambie´n utilizaron el poten-
cial efectivo (5.18) para explicar parte de sus resultados, ma´s exactamente el por-
que´ de la existencia de una fuerza umbral Fu por debajo de la cual los kinks no
se mueven. La u´nica diferencia con el potencial calculado por Salerno y Kivs-
har (1994) es que, puesto que en este caso habı´a una fuerza externa, utilizaron el
siguiente Hamiltoniano sin renormalizar,
H({φn}) = d
N−1∑
n=0
{
1
2
φ˙2n +
1
2d2
(φn+1 − φn)2 + qn(1− cosφn) + Fφ
}
,
(5.19)
que da lugar a las ecuaciones de movimiento con fuerza externa, pero sin disipa-
cio´n. El potencial efectivo que utilizaron, por tanto, tiene un te´rmino ma´s corres-
16Posteriormente justificaban este resultado con la transcripcio´n de la ARN polimerasa hacia
la izquierda en ese promotor. Sin embargo, como se describe en el ape´ndice B, la direccio´n de
propagacio´n asociada al promotor A1 es hacia la derecha.
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pondiente a la fuerza externa, de manera que su potencial efectivo resulto´ serde la
forma W (X,X0) +WF (X,X0), con
WF (X,X0) = F
∑
n[arctan(e
zn)− arctan(ez(0)n )]∑
n sech
2(zn)
. (5.20)
Adema´s, tal y como hicieron Salerno y Kivshar (1994), y para incluir los efectos
de la anchura del kink, realizaron un promedio del potencial en el intervalo de red
dado por la anchura del kink. Una vez calculado el potencial efectivo observaron
si, dependiendo de la fuerza aplicada, el kink, inicialmente en reposo, tendrı´a que
superar alguna barrera de potencial o no. En el primer caso se quedarı´a parado en
algu´n lugar antes de la barrera, y en el segundo, podrı´a seguir movie´ndose, con lo
que la existencia de la fuerza umbral quedaba explicada.
Significado del potencial efectivo.
Sin embargo, ni Salerno y Kivshar (1994) ni Domı´nguez-Adame et al. (1995)
confiaron lo suficiente en las posibilidades que el potencial efectivo podı´a ofrecer-
les. A continuacio´n voy a explicar una serie de propiedades del potencial efectivo
que he ido observando a lo largo de estos an˜os de estudio de esta tesis doctoral.
En primer lugar, no es necesario realizar ningu´n promedio del potencial efec-
tivo en un nu´mero de sitios dado por la anchura del kink. La definicio´n que se hace
del potencial efectivo W (X,X0) por (Salerno y Kivshar 1994) es para reescribir
la expresio´n de la energı´a de una partı´cula (5.15) de la forma (5.17). Y esta defi-
nicio´n se hace a su vez para escribir un potencial que dependa explı´citamente del
punto inicial X0 y ası´ poder realizar el promedio. Pero veamos que´ quiere decir el
potencial efectivo W (X,X0). Para ello, antes observemos el potencial U(X) del
que proviene, tal y como se encuentra definido en (5.16). Como ya mencione´ ante-
riormente, en el caso qn = qavg = 1 se obtiene U(X) = M(X). Ahora, adema´s,
fije´monos en el sumatorio de U(X). El te´rmino de la derecha del sumatorio se
puede sumar y es proporcional a la masa, M(X); dicho te´rmino no nos interesa.
Si nos fijamos en el otro sumando, el que va con qn, se encuentra multiplicado por
la contribucio´n a la masa del kink. Esto significa que el potencial U(X) esta´ com-
puesto por la suma de un te´rmino constante (para valores de X lo suficientemente
alejados de los extremos de la cadena) y otro que es la media ponderada de la se-
cuencia completa {qn}. El peso en la posicio´n n de dicha media ponderada, w(n),
es proporcional a la contribucio´n a la masa total del kink en ese sitio,
w(n) ∝ sech2zn. (5.21)
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Eso significa que el potencial U(X) ya tiene en cuenta que el kink es un objeto
extenso, y lo realiza de una manera lo´gica, puesto que no asigna el mismo peso a
todos los sitios de la red, sino que le da ma´s peso a los que esta´n cerca del centro
del kink, X , y menos a los que esta´n alejados. Para dar una idea de la extensio´n de
un kink (o su anchura), el valor del peso w(n) para zn = 3 es del orden de 10−2,
aunque el nu´mero de sitios que hay que recorrer hasta llegar a zn = 3 depende
del valor de la discretizacio´n efectiva, deff17. Por ello, en el ca´lculo del potencial
U(X) para cada posicio´n realmente no se tiene en cuenta toda la secuencia {qn}
de la red, sino so´lo los de los sitios ma´s cercanos. Cuando, posteriormente, se
promedia el potencial W (X,X0) para tener en cuenta que el kink es un objeto
extenso, no se ha pensado que el potencial efectivo ya es un promedio en sı´ mismo.
Ası´ que, puesto que no considero necesario realizar promedios posteriores, y
puesto que resulta ma´s intuitivo, prefiero utilizar la expresio´n del potencial U(X)
como potencial efectivo del kink en secuencias inhomoge´neas en lugar de la ex-
presio´n de W (X,X0), propuesta en Salerno y Kivshar (1994). La modificacio´n
que realizare´ sobre U(X) es dividirlo por el te´rmino de masa, M(X), para aso-
ciarlo con el potencial de una partı´cula de masa unidad. De esta forma, el potencial
efectivo que voy a considerar a partir de ahora es
Veff(X) =
∑
n(qn + qavg)sech
2(zn)
2
∑
n sech
2(zn)
, (5.22)
donde recordemos que zn = deffn−X . Esta expresio´n puede utilizarse tanto para
la ecuacio´n sin renormalizar como para la ecuacio´n renormalizada, teniendo en
cuenta que, en este caso, q˜avg = 1. La diferencia en la dina´mica de dos partı´culas
que se mueven en sendos potenciales efectivos sera´ en la escala de tiempos, que
se correspondera´ con la escala de tiempos del kink que se mueve de acuerdo a la
ecuacio´n de sG de la proceden, segu´n sea renormalizada o no.
En segundo lugar, tanto Salerno y Kivshar (1994) como Domı´nguez-Adame
et al. (1995) subestimaron la capacidad de prediccio´n del potencial efectivo18. En
ambos casos so´lo se utiliza el potencial efectivo para predecir el comportamiento
inicial del kink, ya sea para estimar en que´ sentido se mueve un kink colocado en
reposo en un sitio de la red (Salerno y Kivshar 1994), o para estimar si un kink
es capaz de sobrepasar la barrera de potencial ma´s cercana aplica´ndole una fuerza
externa (Domı´nguez-Adame et al. 1995). Adema´s, no se dieron resultados cuanti-
tativos, sino que la utilizacio´n del potencial efectivo fue para dar una explicacio´n
17Esa distancia sera´ la que hay que tener en cuenta para evitar efectos de borde al colocar el kink
en la red.
18Quiza´ en parte porque se realizo´ esa media arbitraria del potencial efectivo.
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cualitativa del proceso estudiado. Continuando el trabajo de Domı´nguez-Adame
et al. (1995), unos an˜os despue´s, Lennholm y Ho¨rnquist (1999), estudiaron de una
manera ma´s cuantitativa la relacio´n entre la dina´mica de kinks con rozamiento
y fuerza externa y el potencial efectivo de diferentes secuencias aperio´dicas. La
principal conclusio´n del artı´culo es que, dada una secuencia aperio´dica con un po-
tencial efectivo no mono´tono, esto es, con ma´ximos y mı´nimos, existe una fuerza
umbral que depende del punto inicial en el que se coloca el kink al comienzo de
la simulacio´n. Si se aplica una fuerza menor que esa fuerza umbral, el kink se
quedara´ parado siempre en un mı´nimo local del potencial efectivo.
Dina´mica de kink y dina´mica de partı´cula.
Resulta tentador realizar una simulacio´n de la dina´mica de una partı´cula que
se mueve en un cierto potencial efectivo, para compararla posteriormente en una
gra´fica con la dina´mica de un kink movie´ndose en la correspondiente secuencia
inhomoge´nea que ha generado dicho potencial. En este apartado compararemos
ambos resultados en el caso de un sistema en ausencia de rozamiento y fuerza
externa [como en el estudio realizado por Salerno (Salerno 1991; Salerno 1992)]
y con ellas [como en el estudio realizado por Domı´nguez-Adame et al. (1995)].
En primer lugar consideremos el caso en el que la fuerza externa y el roza-
miento son cero. En ese caso, la dina´mica de una partı´cula depende exclusiva-
mente del potencial en el que se encuentra, por tanto su ecuacio´n de movimiento
es
x¨ = −dVeff
dx
, (5.23)
y el sistema es conservativo. Eso significa que, si aproximamos el kink por una
partı´cula, su energı´a total es la suma de la energı´a cine´tica, dada por su velocidad,
y de la potencial, dada por la posicio´n. El caso real del kink no es tan sencillo,
puesto que su Hamiltoniano tiene tres te´rminos: el cine´tico, asociado a su veloci-
dad y anchura; el dispersivo, asociado a su anchura; y el potencial, asociado a la
posicio´n en la cadena y su anchura. Adema´s, el kink puede emitir fonones, que le
permiten perder energı´a, conserva´ndose la energı´a del sistema. Por tanto, la com-
paracio´n de la dina´mica del kink y de la partı´cula asociada nos pueden dar una
idea de lo que le esta´ sucediendo al kink.
En la figura 5.4 se muestran la posicio´n y la velocidad de un kink y de su
aproximacio´n de partı´cula, para diferentes posiciones iniciales del kink de las que
habla Salerno (1991). En ellas se observa, en primer lugar, que el potencial efecti-
vo Veff describe muy bien la dina´mica del kink. Los resultados obtenidos adema´s
se ajustan a los descritos por Salerno (1991). En los resultados se observa un li-
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Figura 5.4: En (a) esta´ dibujada la posicio´n del centro y en (b) la velocidad de:
un kink (lı´nea continua, gris) y de una partı´cula (lı´nea discontinua, negro). Las
dina´micas de los kinks fueron obtenidas a partir de la integracio´n nume´rica de la
ecuacio´n (5.12), renormalizada, utilizando la secuencia S dada por (5.2), crea-
da por Salerno (1991), y con condiciones de contorno fijas; y la dina´mica de las
partı´culas, por la integracio´n nume´rica de la ecuacio´n (5.23), utilizando la mis-
ma secuencia S para construir el potencial efectivo, y terminando la integracio´n
cuando la partı´cula se encuentra muy cerca de los extremos de la red (por eso las
velocidades se cortan en seco para un cierto t, que depende de cada simulacio´n).
Las posiciones iniciales utilizadas son n0 = 510, n0 = 535 y n0 = 680. Ve´ase el
texto para un ana´lisis de los resultados.
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gero desfase de las dos velocidades, la del kink y la de la partı´cula. Dicho desfase
es menor en el caso n0 = 510, que da lugar a una velocidad pequen˜a pero no
nula, oscilante, que se corresponde muy bien con la dina´mica de la partı´cula hasta
que el kink llega al final de la secuencia, donde el kink rebota y la integracio´n de
la partı´cula se para. En el caso n0 = 535 se obtiene una mayor velocidad final
(en valor absoluto), pero se observa que la velocidad del kink siempre tiende a
ser ligeramente menor que la de la partı´cula, dando lugar por tanto tambie´n a un
desfase entre ambos resultados. El peor caso se da en n0 = 680, donde el kink y la
partı´cula oscilan en torno a una cierta posicio´n de la red y el desfase se acentu´a al
prolongarse ambas simulaciones en el tiempo. Este desfase puede deberse a una
oscilacio´n en la anchura del kink o a la emisio´n de fonones de e´ste, que hacen que
la solucio´n se aleje del Ansatz elegido. Una variacio´n en la anchura del kink cam-
biarı´a la discretizacio´n efectiva del sistema, haciendo que el peso (5.21) utilizado
en el ca´lculo del potencial efectivo se ensanchara o estrechara, y cambiando lige-
ramente con este efecto la forma del potencial. La emisio´n de fonones por parte
del kink conllevarı´a una pe´rdida de energı´a de e´ste, que podrı´a traducirse en una
disminucio´n en su velocidad, como si de un amortiguamiento se tratara. Puesto
que, en general, no se observa que la velocidad del kink sea menor que la de la
aproximacio´n dada por la partı´cula, es probable que el mayor efecto que provoque
la diferencia de velocidades en ambos casos este´ producido por un cambio en la
anchura del kink. Dicho efecto es mayor para velocidades altas y en oscilaciones
en torno a v = 0.
En el caso de rozamiento y fuerza externa, sin embargo, es necesario realizar
un pequen˜o estudio que mostrara´ que el problema es ma´s complicado que en el
caso puramente inercial. Fije´monos en la ecuacio´n (5.9), que nos da la velocidad
de un kink que se mueve en el modelo de sG continuo y homoge´neo con roza-
miento y fuerza externa19. Dicha ecuacio´n es fa´cilmente integrable, y da lugar a
la expresio´n de la velocidad
v(t) =
r(t)√
1 + r2(t)
, (5.24)
donde
r(t) =
piF
4α
(
1− e−αt)+ r(0)e−αt. (5.25)
Es fa´cil comprobar que, en el lı´mite cuando t → ∞, la expresio´n (5.24) se con-
vierte en (5.10).
19Dicha expresio´n proviene de suponer como Ansatz la solucio´n tipo kink dada por (2.19).
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Pensemos ahora en el caso de una partı´cula con velocidad ν(t), de masa uni-
dad, inicialmente en reposo, que se mueve debido a una fuerza externa constante
γ y con rozamiento βν,
ν˙ = γ − βν. (5.26)
Claramente, en el caso de la partı´cula, la velocidad asinto´tica asociada al balance
del efecto producido por el rozamiento y la fuerza externa es ν∞ = γ/β, que no
se parece mucho a la velocidad asinto´tica del kink, (5.10). Adema´s, la integracio´n
de la ecuacio´n (5.26) da lugar a
ν(t) =
γ
β
(
1− e−βt
)
+ ν(0)e−βt. (5.27)
Comparando ahora ambas expresiones, la de la velocidad del kink, (5.24), y la de
la velocidad de la partı´cula, (5.27), no se parecen. Sin embargo, las expresiones
(5.25) y (5.27) son iguales para β = α y γ = piF/4. Por tanto, se puede relacionar
la velocidad del kink, v(t), con la de la partı´cula, ν(t), a partir de las relaciones
(5.24) y (5.25); es como si la velocidad de un kink en el modelo homoge´neo, v(t),
que se mueve con rozamiento α y fuerza externa F fuera igual a la velocidad de
una partı´cula, r(t), que se mueve con rozamiento α y fuerza externa piF/4, trans-
formada de acuerdo a la relacio´n (5.24). En la figura 5.5 aparecen dibujadas las dos
velocidades para v(0) = r(0) = 0. Para valores pequen˜os de la velocidad, se tiene
que v(t) ' r(t). Claro esta´ que todo esto depende de la validez de la expresio´n
(5.24) para describir la dina´mica del kink forzado y amortiguado en un sistema
homoge´neo; por ello en la figura 5.6 esta´ dibujada la diferencia entre la velocidad
aproximada, v(t), dada por (5.24), y el resultado de la simulacio´n dina´mica del
kink para dos valores diferentes de F . En dicha figura se observa que la expre-
sio´n v(t) se ajusta muy bien a los resultados nume´ricos, y que el error aumenta
conforme aumenta la fuerza aplicada, F , siendo siempre el resultado nume´rico
ligeramente inferior al resultado teo´rico. Esta diferencia puede provenir de una
pe´rdida de energı´a del kink en forma de fonones en el proceso de aceleracio´n, ma-
yor cuanto mayor es la fuerza, y que no se ha tenido en cuenta en el ca´lculo de
(5.24). Adema´s, puesto que dicha emisio´n de fonones es menor para valores de
la aceleracio´n pequen˜os (por tanto, F pequen˜a), la aproximacio´n es mejor para
velocidades asinto´ticas pequen˜as, en las que la velocidad del kink, dado por v(t),
se puede aproximar muy bien por la velocidad de la partı´cula, r(t).
Este ana´lisis lo he realizado para sistemas homoge´neos, con rozamiento y
fuerza externa. Pero supongamos que esta relacio´n entre la velocidad del kink y la
de la partı´cula se sigue manteniendo en sistemas inhomoge´neos, al menos de ma-
nera aproximada, y que la ecuacio´n de movimiento de la partı´cula que aproxima
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Figura 5.5: Dependencia temporal de v(t), dada por (5.24), y r(t), dada por (5.25),
para v(0) = r(0) = 0. Las lı´neas continuas corresponden a v(t) y las discontinuas
a r(t). Esta´n dibujadas cuatro gra´ficas, dos para F = 0.01, en la parte de abajo de
la figura, pra´cticamente indistinguibles, y dos para F = 0.1, las dos que se ven
ma´s arriba, con una clara diferencia entre ellas.
Figura 5.6: Diferencia entre v(t) y la velocidad del centro del kink que se obtiene
de la simulacio´n nume´rica de (5.4), con d = α = 0.1, y (a) F = 0.01 y (b)
F = 0.1. Se observa que el error absoluto de la aproximacio´n de v(t) disminuye
para valores pequen˜os de F .
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Figura 5.7: Velocidad del centro del kink y velocidad de la aproximacio´n de
partı´cula, transformada segu´n (5.24), para el caso amortiguado y con fuerza ex-
terna. Resultados para diferentes valores del amortiguamiento y fuerza externa,
en el caso de una secuencia con (a) qA = 1, qB = 2, y (b) qA = 1, qB = 5, en
una secuencia perio´dica cuya celda unidad es F8 (taman˜o de celda 34), y el punto
inicial es n0 = 341. La dina´mica de los kinks fue obtenida mediante la integra-
cio´n nume´rica de (5.13), normalizada, y la dina´mica de la partı´cula mediante la
integracio´n nume´rica de (5.28). Para el ana´lisis de resultados, ve´ase el texto.
84 Modelo de Salerno del ADN.
el movimiento del kink pasa a ser
x¨ = −dVeff
dx
+
piF
4
− αx˙, (5.28)
donde ya he utilizado la relacio´n entre la fuerza asociada a la partı´cula y al kink.
En la figura 5.7 esta´n representados los resultados de la integracio´n nume´rica de
un kink y una partı´cula para un caso particular de secuencia perio´dica construida
a partir de la secuencia de Fibonacci F8 partiendo de una cierta condicio´n inicial,
comu´n para todos (ver el pie de la figura para la explicacio´n de los para´metros
utilizados). En la figura de la izquierda se dibujan los resultados para la partı´cula
en una secuencia con qA = 1 y qB = 2, y en la de la derecha con qA = 1 y
qB = 5. Salvo en el caso de la partı´cula inercial, con F = 0 y α = 0, en el
que hay un desfase como el que se describe en la figura 5.4, en el resto de las
simulaciones la dina´mica de la partı´cula es muy parecida a la dina´mica del kink,
incluso en el caso en el que el kink se queda parado. En el caso en el que se aplica
la fuerza mayor, la velocidad del kink tiene asociado demasiado ruido, pero au´n
ası´ se ve que, en media, la aproximacio´n de la velocidad de la partı´cula se ajusta
muy bien a la del kink. Quiza´ esta mejor aproximacio´n se deba a la existencia de
rozamiento en el sistema, que hace que el kink disipe mucha menos energı´a en
forma de fonones, y que la mayor pe´rdida de energı´a venga dada por el te´rmino
disipativo de la ecuacio´n (5.3), tal y como esta´ supuesto en esta aproximacio´n.
Con estos resultados uno puede hacerse una idea muy precisa de las ventajas
y limitaciones que tiene el potencial efectivo Veff (5.22) aplicado a secuencias
inhomoge´neas. Hasta ahora he mostrado que, salvo un ligero desfase en algunas
ocasiones, el potencial efectivo Veff aproxima muy bien la dina´mica de un kink.
Esto permitira´ predecir el comportamiento de kinks en secuencias inhomoge´neas
estudiando u´nicamente la forma del Veff asociado a ellas.
6
Aplicabilidad del modelo de Salerno del ADN
Este capı´tulo es ı´ntegramente contenido original de la tesis. En e´l se revisan
algunos de los resultados de los trabajos descritos en el capı´tulo anterior, primero
para el caso de secuencias aperio´dicas y luego para secuencias que contienen pro-
motores de ADN. Posteriormente, a raı´z de otros estudios en los que se utiliza el
mismo modelo para estudiar los promotores del fago T7, se analiza el genoma del
fago para encontrar alguna caracterı´stica que permita identificar estas secuencias
de entre el resto del genoma. Por u´ltimo, se estudia la posibilidad de utilizar un
potencial efectivo que aproxime la dina´mica de breathers para identificar algunos
elementos funcionales del genoma, como ha sido sugerido recientemente.
6.1. Secuencias aperio´dicas.
Efecto de la posicio´n inicial.
Las conclusiones obtenidas por Domı´nguez-Adame et al. (1995) sobre secuen-
cias aperio´dicas nos llevaron a realizar un estudio similar sobre secuencias de
ADN, para ası´ ver si la fuerza umbral dependı´a de si la secuencia contenı´a infor-
macio´n o no. Dicho trabajo culmino´ con la publicacio´n de dos artı´culos (Cuenda
y Sa´nchez 2004a; Cuenda y Sa´nchez 2004b), que describire´ en esta seccio´n.
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Figura 6.1: Resultados nume´ricos de la velocidad estacionaria frente a la fuerza
aplicada para una secuencia perio´dica cuya celda unidad consiste en la secuencia
de Fibonacci F9, para qA = 1 y qB = 10, pero empezando en un pico (◦) y en
un pozo (×). La fuerza umbral empezando desde un pozo es mayor que desde un
pico.
Para estudiar la posible dependencia de la dina´mica con la secuencia de ADN,
elegimos secuencias que pertenecı´an a algu´n gen y secuencias que no pertenecı´an
a ninguno, y comparamos resultados1. Puesto que Salerno (1991) muestra la dife-
rencia en la dina´mica de un kink dependiendo de la posicio´n inicial de e´ste (aunque
sin rozamiento ni fuerza externa), decidimos estudiar la influencia de la posicio´n
inicial del kink en la fuerza umbral. Parece lo´gico que, si la posicio´n inicial del
kink esta´ en un pico de Veff , costara´ menos esfuerzo (o requerira´ menos fuerza
externa, F ) sobrepasar la siguiente barrera que si comienza desde un pozo del
potencial, tal y como se muestra en la figura 6.1.
Teniendo esto en cuenta, uno puede esperar que, para secuencias perio´dicas
formadas por celdas unidad de diferentes taman˜os, pero con ide´ntico potencial
efectivo en las proximidades del punto de inicio, y con la misma estructura de
ma´ximos y mı´nimos, la fuerza umbral sea la misma en ambos casos. Esto se ex-
plica mejor en la figura 6.2. En 6.2a se ve que, para taman˜os pequen˜os de celda
unidad (|F5| = 8, |F6| = 13), la estructura principal de picos y pozos de la se-
cuencia de Fibonacci no se ha formado todavı´a. Dicha estructura se observa mejor
1Realmente, el hecho de que una secuencia no codifique genes no significa que la secuencia
no contenga informacio´n. Volveremos sobre este tema al final de esta seccio´n, cuando analice los
resultados obtenidos.
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Figura 6.2: Potencial efectivo Veff para secuencias perio´dicas cuya celda unidad
es una secuencia de Fibonacci, Fk, para (a) k = 5 y k = 6; y (b) k = 7, k = 8 y
k = 11. En (a) se observa que la estructura completa de los picos y los pozos no
se ha formado todavı´a, como lo ha hecho en (b) a partir de k = 7.
en 6.2b, donde se dibuja Veff para F7 (de taman˜o 21), F8 y F11, y se observa que
en todos los casos el potencial efectivo es igual en un entorno de la posicio´n ini-
cial (el comienzo de una celda unidad), y la estructura de picos y pozos tambie´n
es muy parecida. Ası´ pues, escogiendo una posicio´n inicial que este´ cerca del co-
mienzo de una celda unidad, la fuerza necesaria para superar la primera barrera
grande sera´ la misma que en otra secuencia con diferente celda unidad, siempre
que las posiciones iniciales (relativas al comienzo de una celda unidad) sean las
mismas. Para celdas unidad de taman˜o menor el potencial efectivo es muy dife-
rente y, por tanto, tambie´n lo es la fuerza umbral, tal y como se ve en el ejemplo
de la figura 6.3.
Efecto de la informacio´n de la secuencia.
Volvamos ahora a los posibles efectos de la inhomogeneidad de la secuencia
gene´tica sobre la propagacio´n del kink. Para ello integramos nume´ricamente la
ecuacio´n (5.3) utilizando secuencias del genoma humano2. Los para´metros que
utilizamos fueron, por un lado, y puesto que estamos aplicando este modelo sobre
el ADN, qA = 2 y qB = 3, donde se ha utilizado qA para sitios con bases A
o T y qB para sitios de la secuencia con bases C o G [de la misma forma que
hizo Salerno (1991)]. Por otro lado, hemos usado un para´metro de discretizacio´n
2Las secuencias fueron obtenidas de la base de datos del NCBI. Una explicacio´n de como bajarse
secuencias se detalla en el ape´ndice B.
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Figura 6.3: Velocidad asinto´tica para diferentes secuencias perio´dicas formadas
por secuencias de Fibonacci, de la forma FkFkFk . . .. Para F5 y F6 los valores
de la fuerza umbral son distintas que para el resto de Fk debido a la diferente
estructura de su potencial efectivo Veff (como se explica en la figura 6.2).
d = 0.1, que permite ignorar cualquier efecto de la discretizacio´n del modelo, y
un para´metro de rozamiento α = 0.1. Las simulaciones nume´ricas fueron llevadas
a cabo con un me´todo esta´ndar Runge-Kutta de cuarto orden, con condiciones de
contorno perio´dicas o libres.
Resultados tı´picos de las simulaciones aparecen dibujados en la figura 6.4, en
la que se observa la velocidad del centro del kink para dos valores diferentes de la
fuerza aplicada en una misma secuencia de ADN del contig NT 028395.2 perte-
neciente al cromosoma humano 22, partiendo de la misma posicio´n inicial. Para
que sirva de referencia, hemos representado en la misma gra´fica de la velocidad
el potencial efectivo Veff , debidamente escalado y desplazado para que sea fa´cil-
mente visible frente a la velocidad. Vemos que la dina´mica es muy similar al caso
de secuencias aperio´dicas, en el sentido de que, para esa secuencia y esa posicio´n
inicial, hay una fuerza umbral por debajo de la cual el kink se queda parado en
algu´n punto de la secuencia, y por encima de la cual el kink es capaz de alcan-
zar el final de la secuencia. En este caso, la fuerza umbral Fu se encuentra entre
F = 0.06, para la cual el kink se queda parado, y F = 0.07, para la cual el kink
llega al final con velocidad no nula.
La relevancia del contenido de informacio´n de una secuencia con la existen-
cia y caracterı´sticas de la fuerza umbral se pueden entender en la figura 6.5. En
ella se encuentran recogidas diferentes observaciones de la dina´mica referentes a
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Figura 6.4: Simulaciones de la ecuacio´n (5.3) con secuencias de ADN correspon-
dientes al contig NT 028395.2 del cromosoma humano 22, entre las posiciones
114100 y 115100. Esta´n dibujadas la velocidad (lı´nea so´lida) y el potencial efec-
tivo (lı´nea discontinua), para: (a) F = 0.06, donde se ve que el kink se queda
parado en un pozo del potencial; y (b) F = 0.07, donde el kink alcanza el final de
la secuencia. No´tese las escalas diferentes en ambas figuras y en ambos ejes.
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Figura 6.5: Simulaciones de la ecuacio´n (5.3) con secuencias de ADN correspon-
dientes al el contig NT 028395.2 del cromosoma humano 22, entre las posiciones
(a) 114100 y 115100 (regio´n que codifica un gen) y (b) 50000 y 51000 (regio´n que
no codifica ningu´n gen). En lı´nea discontinua esta´ dibujado el potencial efectivo,
reescalado y trasladado verticalmente. Los tria´ngulos unidos por linea continua
representan, en la coordenada horizontal, la posicio´n a la que el kink llega cuando
se le aplica la fuerza dada por la coordenada vertical.
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dos ejemplos de secuencia: una regio´n que codifica un gen y otra que no. De nue-
vo esta´ dibujado el potencial efectivo Veff , debidamente reescalado y desplazado
verticalmente para que sirva de referencia; y la abscisa de los tria´ngulos muestra
el punto de parada del kink cuando se le aplica una fuerza dada por el valor de
la ordenada. Como antes, se observa la existencia de fuerzas umbral, de acuerdo
con la descripcio´n en te´rminos del potencial efectivo. Sin embargo, no se aprecia
ninguna diferencia cualitativa relevante entre la dina´mica de los kinks (o entre los
potenciales efectivos) en ambas secuencias. Este es el caso de todas las secuencias
que hemos analizado. Por tanto, la conjetura de Domı´nguez-Adame et al. (1995),
basada en sus resultados con secuencias de Fibonacci, de que la informacio´n de
la secuencia pudiera conllevar diferentes propiedades de la dina´mica de kinks no
esta´, al menos al nivel de este modelo sencillo, de acuerdo con los resultados de
las simulaciones. Por supuesto, esto es so´lo un ejemplo; aunque hemos obtenido
diferentes resultados de simulaciones para secuencias que codifican genes o no, no
podemos excluir que el comportamiento de la fuerza umbral sea estadı´sticamen-
te diferente en los dos tipos de regiones. Sin embargo, de nuestras simulaciones
consideramos esta posibilidad bastante poco probable.
Secuencias perio´dicas de ADN.
Ahora que hemos dejado de tener en cuenta el contenido de informacio´n de la
secuencia para la determinacio´n de la fuerza umbral, es interesante proceder a la
comparacio´n entre el trabajo previo sobre secuencias de Fibonacci (Domı´nguez-
Adame et al. 1995) y los resultados que se presentan en la presente memoria, para
ası´ entender que´ diferencias entre ellos llevan a conclusiones diferentes. Para ello,
hemos simulado secuencias perio´dicas cuya celda unidad es un trozo de secuencia
gene´tica, de la misma forma que se construyeron secuencias perio´dicas utilizando
secuencias aperio´dicas como la de Fibonacci. Los taman˜os de celda unidad imi-
tan los taman˜os de las sucesiones de Fibonacci de orden k, |Fk|, y de nuevo esta
vez las posiciones iniciales se escogieron de manera que todas tuvieran la misma
posicio´n relativa con respecto al inicio de una celda unidad. Los resultados se re-
cogen en la figura 6.6a, donde se observa que la mayor diferencia con el resultado
de Fibonacci de la figura 6.3 es que, en la secuencia de ADN, la fuerza umbral
varı´a mucho ma´s dependiendo del taman˜o de la celda unidad que en el caso de
Fibonacci, y no hay un ma´ximo de la fuerza umbral cuando se incrementa el ta-
man˜o de la celda unidad. Esto es ası´ debido a la mayor libertad en la estructura
del potencial efectivo que existe en el caso de la secuencia de ADN comparada
con la secuencia de Fibonacci, como se puede deducir comparando la figura 6.6b
con los resultados mostrados en 6.2a y 6.2b. Esta diferencia en el potencial efec-
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Figura 6.6: (a) Lo mismo que la figura 6.3, pero con secuencias perio´dicas cuya
celda unidad es una secuencia de ADN de taman˜o T . La secuencia de ADN es
la del mismo contig que la figura 6.4 partiendo del sitio 114241; la secuencia
completa se refiere a la secuencia de 114100 a 115100. (b) Potencial efectivo Veff
para dichas secuencias, desplazado en el eje horizontal para que coincidan los
comienzos de las celdas unidad en el origen, sin efectos de borde.
tivo se debe a su vez a la restriccio´n que existe en la secuencia de Fibonacci: la
regla de creacio´n de dicha secuencia provoca que en ella no se puedan encontrar
nunca dos sitios consecutivos de tipo B, ni ma´s de dos de tipo A; adema´s, existen
siempre patrones que se repiten hasta un cierto orden en diferentes puntos de la
secuencia y que hacen que el potencial efectivo tenga pocos “tipos” diferentes de
ma´ximos y mı´nimos y, por tanto, su fuerza umbral sea siempre la misma a partir
de un cierto taman˜o3. En el caso del ADN existe mucha ma´s libertad en la coloca-
cio´n de ATs y CGs, lo que hace que su potencial efectivo varı´e ma´s dependiendo
del taman˜o de la secuencia que se use como celda unidad. Son estos picos altos
y pozos profundos, provocados por una alta concentracio´n localizada de CGs o
ATs, respectivamente, los que ma´s marcan la dina´mica de los kinks al propagarse
por la cadena haciendo que se paren o que lleguen a velocidades crı´ticas, mientras
que el resto del paisaje del potencial so´lo influye en detalles menos importantes
de la velocidad.
3Este taman˜o esta´ dado por el taman˜o de celda unidad para el que aparecen en su Veff todos los
“tipos” diferentes de ma´ximos y mı´nimos que se vera´n en o´rdenes superiores.
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Diferencia entre ADN que no codifica gen y ADN que no codifica nada.
En Cuenda y Sa´nchez (2004b) mostramos las primeras conclusiones de nues-
tro trabajo sobre los efectos de la secuencia gene´tica en la propagacio´n de kinks
en cadenas de ADN. Dicho estudio fue motivado por resultados previos sobre
cadenas dadas por secuencias aperio´dicas (Domı´nguez-Adame et al. 1995) que
llevaron a la hipo´tesis de que el contenido de informacio´n de las inhomogeneida-
des podrı´a ser relevante en el comportamiento dina´mico del sistema. Aunque este
problema no ha sido resuelto, al menos desde un punto de vista estadı´stico, co-
mo he sen˜alado anteriormente, creemos que para el modelo de Salerno del ADN
las simulaciones que realizamos no confirman tal hipo´tesis. Ma´s exactamente, no
encontramos diferencias cualitativas en la dina´mica de kinks que se propagan en
secuencias que codifican genes o no, lo que en principio hace que este sencillo
modelo no se pueda usar como herramienta geno´mica para descubrir regiones en
las que se encuentran genes del resto.
Sin embargo, la relacio´n entre la dina´mica de kinks en este modelo y el conte-
nido de informacio´n de la secuencia puede no haber sido discutida correctamente.
Esto es ası´ porque, a la hora de decidir si una secuencia contiene o no informa-
cio´n, so´lo nos hemos fijado en si codifica un gen o no. Sin embargo, el ADN
contiene secuencias que no codifican genes pero que funcionalmente son muy ac-
tivas, principalmente porque codifican mole´culas de ARN que no se utilizan en la
transcripcio´n de proteı´nas pero que tienen una alta funcionalidad en la regulacio´n
de genes4. Es en los u´ltimos an˜os cuando los bio´logos esta´n empezando a darse
cuenta de que las regiones que no codifican proteı´nas tienen implicaciones cru-
ciales en la funcionalidad del ADN, y por tanto no pueden ser consideradas como
regiones que no valen para nada. Ası´ pues, nuestra conclusio´n debe ser formulada
so´lo en relacio´n a las regiones que codifican genes o no, sin hablar, en general,
de informacio´n. Las regiones que codifican ARN que no va destinado a la sı´ntesis
de proteı´nas forman parte de investigaciones punteras en biologı´a, y no esta´n por
ahora en bases de datos fa´cilmente accesibles (como lo esta´n los genes). Por otro
lado, el estudio de posiciones relevantes en la secuencia que no son genes, como
promotores en virus, es estudiado de forma exhaustiva en el contexto del modelo
de sG en la seccio´n 6.3 de esta memoria.
4Un artı´culo de divulgacio´n muy accesible que explica algunos de estos feno´menos es Gibbs
(2003).
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6.2. Introduccio´n de ruido.
Influencia de la temperatura.
Hasta ahora, en esta memoria, aparecen resultados puramente deterministas,
donde el u´nico desorden del modelo ha aparecido en la inhomogeneidad de la
intensidad del te´rmino potencial de la ecuacio´n de sG, tanto en el caso continuo
como en el discreto. Sin embargo, este enfoque no resulta muy realista a la hora
de utilizar el modelo de sG inhomoge´neo y discreto para describir algunas carac-
terı´sticas del ADN, ya que la vida tiene lugar a temperatura no nula, y lo mismo
ocurre con los experimentos que se realizan con ADN, normalmente a temperatu-
ra ambiente. Es lı´cito pensar, por tanto, cua´l puede ser el efecto que la temperatura
introduce en el modelo; en ese sentido, en esta seccio´n estudiamos si los resulta-
dos anteriores siguen siendo va´lidos en presencia de ruido te´rmico, ası´ como la
formacio´n de excitaciones localizadas a partir de condiciones iniciales ruidosas
(Cuenda y Sa´nchez 2004a).
Robustez de resultados.
En primer lugar estudiaremos la validez de la descripcio´n de la dina´mica de
kinks en te´rminos del potencial efectivo en presencia de ruido te´rmico utilizando
dina´mica de Langevin. Para ello, integramos nume´ricamente la ecuacio´n
φtt − φxx + qavg sinφ+ αφt + F + σξ(x, t) = 0, (6.1)
donde ξ(x, t) es ruido blanco gaussiano normalizado (de media cero y varianza
unidad). Entonces, por el teorema de fluctuacio´n disipacio´n, se tiene que
σ2 =
2αKBT
EH
, (6.2)
dondeKB es la constante de Boltzmann, T es la temperatura del sistema5, yEH es
la energı´a de un enlace de hidro´geno6, por la que tuvimos que dividir la ecuacio´n
original de sG (4.8) para adimensionalizarla.
Los resultados ası´ obtenidos se ilustran con un ejemplo en la figura 6.7. En
ella se representa la trayectoria del centro de un kink para diferentes valores de
5Ciertamente, e´sta es una de las partes de la memoria donde ma´s fı´sica estadı´stica aparece. Para
una explicacio´n muy buena de los me´todos estoca´sticos utilizados, ve´ase Gardiner (1985).
6En los ca´lculos donde intervenga esta cantidad tomaremos EH ' KBTa = 0.025 eV, la
energı´a te´rmica a temperatura ambiente. Para una explicacio´n de por que´ se toma este valor, ve´ase
el ape´ndice B.
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Figura 6.7: Propagacio´n de kinks para diferentes intensidades de ruido, integrando
nume´ricamente la ecuacio´n (6.1). La secuencia es la misma que la de la figura
6.5b. La fuerza aplicada es F = 0.048, cerca de la fuerza umbral para esa secuen-
cia y esa posicio´n inicial, que es Fu = 0.05.
la intensidad del ruido, σ. La fuerza aplicada, F , esta´ por debajo pero cerca de la
fuerza umbral Fu, por lo que para σ = 0 el kink se queda atrapado alrededor de
la posicio´n 50400. Como se puede observar, es necesario aplicar una intensidad
de ruido mucho mayor que la de la fuerza umbral para conseguir sacar el kink del
pozo en el que se encuentra parado, y so´lo se consigue despue´s de llevar bastante
tiempo en e´l. La temperatura asociada a dicha intensidad es T ' 50Ta (Ta es un
valor habitual de la temperatura ambiente, 295K o 22oC), una temperatura fuera
de cualquier rango de medicio´n experimental de procesos biolo´gicos in vivo o in
vitro. E´sta y otras simulaciones parecidas nos llevaron a la conclusio´n de que el
modelo determinista que estamos usando se comporta aproximadamente igual que
en presencia de ruido te´rmico.
Formacio´n de esponta´nea de excitaciones no lineales.
El modelo discreto de sG aplicado al ADN introducido por Englander et al.
(1980) presupone la existencia de excitaciones no lienales (kinks) que se propagan
por la doble he´lice. En este apartado tratamos la formacio´n de dichas excitaciones
a partir de configuraciones iniciales ruidosas. Para este estudio utilizamos la se-
cuencia del virus adenoasociado 1 (AAV1), que consta de 4718 pares de bases, y
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que contiene el promotor P5, estudiado anteriormente en otros modelos ma´s rea-
listas (Kalosakas et al. 2004; Choi et al. 2004). En esos trabajos se realizaron simu-
laciones de dina´mica Langevin en el modelo de Peyrard-Bishop7 para secuencias
de ADN cortas que contenı´an el promotor, y encontraron que la secuencia se abrı´a
preferentemente en el sitio de comienzo de la transcripcio´n. De sus resultados,
concluyeron que el ADN dirige dina´micamente su propia transcripcio´n. Mirando
la misma secuencia que en los estudios mencionados, nosotros hemos abordado
el problema del origen de las excitaciones no lienales, encontrando resultados que
encajan con los encontrados por ellos.
En nuestras simulaciones hemos considerado de nuevo la ecuacio´n determinis-
ta (5.3), pero integrada a partir de condiciones iniciales dadas por datos aleatorios
de una distribucio´n gaussiana, φn(0) = ξn, con media φ0 y varianza σ. La fuerza
externa F es cero para ver do´nde se forman de manera esponta´nea las excitaciones
no lineales en ausencia de forzamiento externo, y el rozamiento tambie´n lo hemos
anulado porque, de otro modo, las excitaciones no topolo´gicas desaparecerı´an con
el tiempo debido a la pe´rdida de energı´a por disipacio´n. Tomamos condiciones
de contorno libres, lo que permite que se vaya energı´a en forma radiacio´n por los
extremos del sistema y no interactu´e con las excitaciones localizadas que se for-
man. Esto, a su vez, hace que el sistema no sea conservativo, y no reproduzca la
colectividad microcano´nica, aunque esto no represente un problema para nosotros
puesto que so´lo estamos interesados en los lugares ma´s caracterı´siticos en los que
se forman las excitaciones localizadas. Por u´ltimo, la secuencia utilizada va del
PB 200 al PB 4008.
La figura 6.8 representa un ejemplo de lo que ocurre al dejar evolucionar con-
diciones iniciales aleatorias. Para φ0 = 1.0 se observa que se empiezan a formar
excitaciones localizadas, pero la energı´a de estas excitaciones se escapa por los
bordes antes de llegar a localizarse ma´s y “sentir” el efecto de la inhomogeneidad.
Para φ0 = 1.5, aunque se escapa energı´a, se mantiene la suficiente dentro del sis-
tema para que, con el tiempo, se forme un breather que oscila entre dos puntos.
Para φ0 = 2.5 y φ0 = 3.0, el sistema es capaz de formar kinks, que oscilan en
torno a dos sitios diferentes.
En cuanto a las posiciones en las que se colocan los centros de las excitaciones,
claramente no aparecen al azar: los lugares en los que se focalizan las excitaciones
de la figura 6.8 son los pozos del potencial efectivo de la secuencia estudiada9. El
7Hablare´ en detalle de este modelo en el capı´tulo 7.
8El promotor P5 va de la posicio´n 256 a la 324, y el TSS esta´ en la posicio´n 296.
9Parece normal pensar que los kinks se situ´en en torno a mı´nimos de Veff . En la pro´xima seccio´n
veremos que se puede calcular un potencial efectivo similar para los breathers, que resulta muy
parecido al de los kinks, y es por esto por lo que los breathers tambie´n se colocan en torno a
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Figura 6.8: En la parte de arriba de cada dibujo esta´ representada, en escala de co-
lores, la evolucio´n temporal de la ecuacio´n de sG a partir de condiciones iniciales
aleatorias, con el tiempo de abajo a arriba; las condiciones iniciales son σ = 0.1
y (a) φ0 = 1.0, (b) φ0 = 1.5, (c) φ0 = 2.5 y (d) φ0 = 3.0. En la parte de abajo de
cada dibujo se representa el potencial efectivo de la secuencia, la del virus AAV1
de la posicio´n 200 a la 400 (ver el texto para ma´s detalles). Se observa una muy
buena correspondencia entre la posicio´n de los kinks y breathers que aparecen con
los pozos del potencial.
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estudio de la posible relacio´n entre la localizacio´n de excitaciones y la posicio´n
del TSS, como en otros estudios realizados en el modelo de Peyrard-Bishop (Choi
et al. 2004; Kalosakas et al. 2004), muestra que la apertura encontrada en el dibujo
(b) de la figura 6.8 se encuentra muy cerca de e´l, ya que se mueve dentro del pozo
que esta´ entre las posiciones 300 y 320, aproximadamente, y el TSS esta´ en PB
296. Sin embargo, existen otros pozos ma´s alejados del TSS, en los que tambie´n
se forman excitaciones de tipo kink, como en (d). Por otro lado, en este estudio no
hemos realizado una estadı´stica de la localizacio´n de las aperturas en la secuencia
de ADN y de su posible relacio´n con los sitios funcionales de la mole´cula. Por
tanto, no es posible dar una conclusio´n al respecto. En la pro´xima seccio´n se
estudia la relacio´n entre los pozos del potencial efectivo y los sitios funcionales
de una secuencia de ADN, que, como se ve en la figura 6.8, pueden tener que ver
con los sitios de formacio´n de excitaciones.
6.3. Secuencias de ADN.
La secuencia real del fago T7.
Como se vio en la seccio´n 6.1, no parece existir relacio´n entre la dina´mica de
kinks y el hecho de que una secuencia de ADN codifique genes o no (Cuenda y
Sa´nchez 2004b). Sin embargo, tambie´n se han descrito otros trabajos que indican
una clara correspondencia entre posiciones relevantes de la secuencia de ADN
(promotores) y dina´mica de kinks (Salerno 1991; Salerno 1992). En esta seccio´n
se describe el estudio, realizado durante esta tesis doctoral, para intentar encontrar
una explicacio´n a esta aparente contradiccio´n (Cuenda et al. 2006).
Para ello volvamos a la figura 5.3. En ella se muestra el potencial efectivo [con
el promedio extra, tal y como propusieron Salerno y Kivshar (1994)] de parte de
la secuencia S′ que utilizo´ Salerno (1991) para concluir la relacio´n entre los pro-
motores y las regiones dina´micamente “activas” de la secuencia. Pero, en lugar de
limitarnos al rango desde la posicio´n 425 a la 605, veamos cua´l es el aspecto de
Veff en la secuencia completa. El resultado aparece en la figura 6.9a en lı´nea conti-
nua. En la misma figura, en lı´nea discontinua, se muestra el potencial efectivo Veff
correspondiente a la secuencia real de ADN alrededor del promotor A1 del geno-
ma del fago T7. Se observa, por un lado, que las posiciones y alturas de los picos
y pozos del potencial efectivo de la secuencia S′ explican muy bien los resulta-
dos de la dina´mica obtenida por Salerno (1991) y mencionados anteriormente en
te´rminos de una partı´cula puntual que se mueve en ese potencial efectivo; por otro
mı´nimos de este Veff .
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Figura 6.9: (a) Potencial efectivo (5.22) calculado para: la secuencia completa S′
[definida en (5.2)], en lı´nea continua; y para la secuencia real de ADN en los
alrededores del promotor A1, en lı´nea discontinua. A ambas se les ha restado
el valor en el centro de la secuencia para que ambos potenciales se hagan cero
en n = 500 y no influyan efectos de constantes en la comparacio´n de ambas
curvas. (b) Dina´micas correspondientes a kinks movie´ndose por la secuencia S′
(lı´neas continuas) y la secuencia real del fago T7 (lı´nea discontinua), partiendo
del reposo desde PB 510 y PB 680. Ambas dina´micas se comparan con las dadas
por el potencial efectivo (lı´neas grises pro´ximas).
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Figura 6.10: Importancia de las secuencias adyacentes: potencial efectivo (5.22)
calculado para las secuencias S′, S′A y S
′
C (ver el texto para las definiciones).
lado, en la figura se aprecia la diferencia entre ambos potenciales fuera de la zona
central de la secuencia, lo que hace que la dina´mica de kinks tambie´n sea dife-
rente cuando e´stos se encuentran en las regiones adyacentes a la secuencia central
S. En la figura 6.9b se muestra la dina´mica de dos kinks en cada secuencia, S′
y la secuencia original del fago T7. Claramente, las dina´micas en una y en otra
secuencia son diferentes: por ejemplo, en el caso del kink que parte de PB 510,
en la secuencia real no deberı´a considerarse un sitio “activo”, mientras que el kink
que parte de PB 680 sı´ deberı´a serlo (y en la secuencia S′ no lo es). En la figura
tambie´n se muestra el resultado de la dina´mica dado por la aproximacio´n del po-
tencial Veff , para demostrar una vez ma´s la validez de la prediccio´n en te´rminos
del potencial efectivo.
Efecto de las secuencias adyacentes.
La diferencia entre el potencial de la secuencia S′ y la del fago T7 es debida a
las dos secuencias perio´dicas, 8S(1, 50) y 15S(141, 168), que se colocaron adya-
centes a la secuencia S (perteneciente a la secuencia real de ADN del fago T7) en
la definicio´n de S′ dada por la expresio´n (5.2). La relacio´n del contenido de AT/CG
de estas secuencias adyacentes con respecto al de la secuencia completa S′ hace
que su potencial efectivo oscile en torno a un cierto valor. Para ver la importancia
de este efecto supongamos que, en lugar de estas secuencias que dieron lugar a
la secuencia S′, se hubiesen elegido dos secuencias de la forma AAA . . . o dos
secuencias de la forma CCC . . ., de manera que las nuevas secuencias ası´ creadas
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Figura 6.11: Potenciales efectivos Veff de las secuencias sinte´ticas de los promo-
tores (a) A0 y (b) A3, y de las secuencias reales del fago T7. En (a), la secuencia
real del fago T7 aparece truncada porque se encuentra muy cerca del extremo final
de la cadena “plantilla” de ADN, que en este caso es la cadena contraria a la del
resto de promotores del fago.
fueran S′A y S
′
C , respectivamente. Los potenciales efectivos Veff correspondien-
tes a las tres secuencias se muestran en la figura 6.10. Claramente, las dina´micas
correspondientes a los potenciales Veff de las secuencias S′A y S
′
C serı´an muy di-
ferentes a las descritas por Salerno (1991) y explicadas en el capı´tulo anterior,
aunque las tres tienen la misma secuencia central de 168 nucleo´tidos.
La misma comparacio´n que en la figura 6.9a entre el potencial efectivo de se-
cuencias sinte´ticas y secuencias reales puede hacerse para los otros dos promoto-
res, A0 (tambie´n llamado D) y A3, estudiados por Salerno (1992). Los resultados
aparecen en la figura 6.11, donde de nuevo se observa que el potencial efectivo
de las secuencias sinte´ticas describe muy bien la dina´mica de kinks descrita en la
tabla 5.1 [obtenida del trabajo de Salerno (1992)]. En ellas tambie´n aparece una
clara diferencia entre el potencial efectivo en la regio´n de las secuencias adya-
centes y la secuencia de ADN del genoma del fago T7, lo que implica dina´micas
diferentes por parte de los kinks. Por ejemplo, un kink que partiera de PB 245 en la
secuencia real correspondiente al promotor A0 alcanzarı´a el final de la secuencia,
en lugar de quedarse oscilando, como ocurrirı´a si partiera de la misma posicio´n de
la secuencia sinte´tica S′ asociada al promotor.
Por tanto, aunque el kink parta inicialmente de un sitio que se encuentre dentro
de la secuencia original de 168 nucleo´tidos, las secuencias adyacentes influyen en
su dina´mica en el momento en que el kink llegue a estas secuencias y se tenga que
mover por ellas. Este hecho contradice el argumento dado por Salerno (1992), que
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Figura 6.12: Figuras obtenidas de (Lennholm y Ho¨rnquist 2003). Izquierda: en
lı´nea continua, la fraccio´n de kinks que parten de la regio´n de −4 a −1 y que
se mueven al menos el nu´mero de PB dado por el eje x; en lı´nea discontinua, la
misma curva para posiciones aleatorias en la secuencia, ma´s menos una desviacio´n
tı´pica. Derecha: en lı´nea continua, lo mismo que en (a), pero para kinks que parten
de los primeras 20 posiciones de la secuencia a partir del TSS; las otras lı´neas
significan lo mismo que en (a).
asumı´a que estas regiones adyacentes no jugaban ningu´n papel en la dina´mica del
kink. Por tanto, estamos forzados a concluir que los resultados de la dina´mica de
kinks en promotores descritos en el capı´tulo anterior (Salerno 1991; Salerno 1992)
dependen en gran medida de la construccio´n de las secuencias S′, y que cuando
se utilizan las secuencias de ADN reales del fago T7, las regiones promotoras
ya no pueden considerarse “activas” o “especiales”. Como hemos visto, existen
otras regiones de la secuencia que pasan a ser ma´s “activas” (en el sentido de
poder inducir movimiento al kink); y al contrario, existen zonas “activas” en la
secuencia sinte´tica que dejan de serlo en el genoma real del fago.
6.4. Trabajos posteriores sobre el modelo de Salerno.
Estadı´stica de dina´mica sobre el fago T7.
Existen otros trabajos que, siguiendo la interesante propuesta de Salerno, es
decir, la relacio´n entre promotores del fago T7 y la dina´mica de solitones mo-
vie´ndose en secuencias geno´micas inhomoge´neas, intentaron arrojar un poco ma´s
de luz al problema. Ası´, Lennholm y Ho¨rnquist (2003) midieron la distancia ma´xi-
ma (en cualquier direccio´n) a la que podı´a llegar un kink inicialmente en reposo
que partı´a de cada uno de los sitios de la secuencia completa del genoma del fa-
102 Aplicabilidad del modelo de Salerno del ADN
go T7. Tambie´n tomaron los 24 promotores del genoma del fago T7 (excepto el
primero y el u´ltimo para evitar efectos de borde), estudiaron los resultados obteni-
dos para las posiciones entre −4 y −1 (donde +1 es la posicio´n del TSS de cada
promotor) y compararon estos resultados con los resultados del genoma comple-
to. El objetivo de este ana´lisis era encontrar si la regio´n de “fusio´n” de la ARN
polimerasa10, la que va de −4 a −1 en cada promotor, actu´a como una regio´n
dina´micamente “activa” en el sentido de Salerno, o por el contrario se comporta
de la misma forma que el resto de nucleo´tidos del genoma. En este sentido no
encontraron diferencias relevantes11 [ver la figura 6.12a, obtenida del trabajo de
Lennholm y Ho¨rnquist (2003)]. En su estudio tambie´n investigaron la “actividad”
de los primeros n pares de bases despue´s del TSS de cada promotor y encontraron
que, para n = 20, las regiones estudiadas eran ma´s “activas” que el promedio
con una diferencia de ma´s de 5 desviaciones tı´picas (ver la figura 6.12b, obte-
nida de dicho trabajo). En el estudio no dieron ninguna interpretacio´n biolo´gica
sencilla pero, en las conclusiones, sugirieron que era necesaria una relacio´n ma´s
cuantitativa entre la dina´mica de kinks y el potencial efectivo.
Los promotores en T7.
Como ya se ha discutido a lo largo de este capı´tulo y del capı´tulo anterior, el
potencial efectivo Veff ha probado ser capaz de predecir la dina´mica de kinks en
secuencias inhomoge´neas (al menos en los rangos de discretizacio´n efectiva en
que nos estamos moviendo) con bastante nivel de precisio´n, lo suficiente como
para resolver el problema del alcance de un kink inicialmente en reposo. Por tan-
to, podemos estudiar el genoma completo del fago T7 utilizando esta herramienta,
buscando algu´n tipo de patro´n en el potencial efectivo o algu´n conjunto de propie-
dades que puedan ser aplicadas a todos los promotores en el genoma del fago12 y
que permitan diferenciarlos del resto del genoma.
Para ello, en la figura 6.13 se muestra el potencial efectivo para los 18 pro-
motores mayores13 del fago T7. Claramente no se observa ningu´n patro´n que se
10En ingle´s se le llama melting region porque la ARN polimerasa separa las dos hebras de ADN
en esa regio´n como si de una desnaturalizacio´n te´rmica se tratara. Para ma´s informacio´n sobre la
actuacio´n de la ARN polimerasa en el proceso de transcripcio´n, ve´ase el ape´ndice B.
11Los para´metros que utilizaron en su modelo fueron los mismos que los que utilizo´ Salerno en
los trabajos mencionados en esta memoria (Salerno 1991; Salerno 1992).
12Esta generalizacio´n de propiedades podemos aplicarla a dos conjuntos de promotores, los de-
nominados tempranos, objetivos de la ARN polimerasa de la E. coli, y los llamados tardı´os, que son
transcritos por la ARN polimerasa del fago. Para un mejor conocimiento de los tipos de promotores
del fago T7, sus caracterı´siticas y sus diferentes rendimientos, ve´ase el ape´ndice B.
13Existen promotores mayores y menores, dependiendo de si se transcriben in vivo o so´lo in vitro,
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Figura 6.13: Potenciales efectivos Veff de las secuencias de promotores mayores
del genoma del fago T7. (a) promotores tempranos A1, A2 y A3; (b) y (c) pro-
motores tardı´os de clase II; (d) promotores tardı´os de clase III. El origen en el eje
horizontal se refiere al TSS de cada promotor.
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Figura 6.14: Potenciales efectivos Veff en diferentes lugares del genoma del fago
T7 que pueden parecerse al Veff de los promotores de la figura 6.13, pero que no
lo son. El origen de cada secuencia se corresponde con el nu´mero de la leyenda.
repita en todos ellos y que les permita diferenciarse del resto del genoma. Para
comprobarlo, en la figura 6.14 se muestra como ejemplo el potencial efectivo Veff
de algunas partes del genoma fago que no contienen promotores, y se puede ver
su parecido con los de la figura 6.13. Por tanto, debemos concluir que el potencial
efectivo, y por tanto la dina´mica de kinks en el modelo de sG inhomoge´neo, no
pueden explicar el proceso de iniciacio´n de la transcripcio´n de la ARN polimerasa
en los promotores del fago T7 (ni, probablemente, en ningu´n otro organismo), o
al menos no para el nivel de discretizacio´n utilizado hasta ahora.
La resolucio´n espacial.
Cabe la posibilidad de que las conclusiones del pa´rrafo anterior se deban a una
eleccio´n equivocada de la discretizacio´n del sistema. Si ası´ fuera, quiza´ para otra
eleccio´n de la discretizacio´n se pudieran encontrar unas caracterı´sticas u´nicas que
diferenciaran el potencial efectivo en torno a promotores del resto del genoma. Pe-
ro debemos recordar que el potencial efectivo, Veff , dado por la expresio´n (5.22),
es so´lo una media ponderada de la secuencia de qn alrededor de cada sitio (como
ya mencione´ en la seccio´n 5.3), con peso dado por la expresio´n (5.21). Podemos
hacer una estimacio´n de la resolucio´n espacial del potencial efectivo si pensamos
que, al truncar la suma de la media ponderada (5.22) en ±1.5d−1eff alrededor de
respectivamente. Para ma´s informacio´n sobre promotores del fago T7, ve´ase el ape´ndice B.
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cada X , el error que se introduce es aproximadamente del 10%. Si considera-
mos que, para sitios ma´s alejados, la contribucio´n de qn a la media ponderada es
despreciable, entonces el nu´mero de sitios promediados al calcular Veff para cada
X va como ∆n = 3d−1eff . Esto significa que, para deff ' 0.07 [este es el valor
de la discretizacio´n efectiva utilizada por Salerno (1991) y otros trabajos basados
en e´l (Salerno 1992; Lennholm y Ho¨rnquist 2003; Cuenda et al. 2006)], ∆n es
aproximadamente 40, una resolucio´n mucho menor que la necesaria para recono-
cer promotores con una secuencia consenso de 23 PB correspondientes a la ARN
polimerasa del fago T7, por no hablar de los hexa´meros de la ARN polimerasa de
la E. coli14. Por tanto, podemos decir que el kink es demasiado ancho como para
poder identificar los promotores a trave´s del potencial efectivo asociado a e´l. Por
otro lado, veamos que´ ocurre cuando cambiamos la resolucio´n espacial del po-
tencial efectivo aumentando la discretizacio´n efectiva hasta encontrar ∆n = 1: en
ese caso podrı´amos encontrar la secuencia consenso de los promotores repetida en
el potencial efectivo de cada uno de ellos; sin embargo, aparte de que el potencial
efectivo dejarı´a ya de ser u´til por efectos de la discretizacio´n del sistema (la barre-
ra de PN ya no es despreciable), de todas formas no tendrı´amos ma´s informacio´n
de la que nos ofrece el ana´lisis directo de la secuencia de nucleo´tidos15.
El trabajo realizado por Lennholm y Ho¨rnquist (2003) resulta muy interesan-
te, ya que es la primera vez que se estudia la secuencia completa del fago T7 para
encontrar diferencias entre los promotores y el resto del genoma que permitan
utilizar el modelo de Salerno del ADN como herramienta geno´mica para la loca-
lizacio´n de lugares de la secuencia funcionalmente relevantes. Sin embargo, cree-
mos que la metodologı´a utilizada no es la adecuada al problema que se proponı´an
resolver, ya que el ana´lisis estadı´stico de la dina´mica de kinks no dio resultados
concluyentes. Por el contrario, una gra´fica de la distancia ma´xima recorrida (con
signo, para distinguir movimientos del kink en un sentido y en otro) en funcio´n
de la posicio´n inicial de partida hubiese dado lugar a conclusiones diferentes de
las obtenidas por Salerno, y el trabajo hubiese sido ma´s concluyente. Adema´s, al
no tener en cuenta la direccio´n de propagacio´n de los kinks, no se puede relacio-
nar en el estudio la direccio´n de transcripcio´n, tan importante en el proceso real.
Por tanto, pensamos que es necesario un estudio individual de cada promotor si
se quieren encontrar propiedades de estos lugares funcionalmente relevantes. Este
estudio individual se ha realizado durante esta tesis doctoral (Cuenda et al. 2006),
y la conclusio´n es desilusionantemente clara: el potencial efectivo de kinks, Veff ,
14Para saber que´ es una secuencia consenso, ve´ase el ape´ndice B.
15De hecho, tendrı´amos menos debido a la equivalencia de A y T por un lado y C y G por otro
que se introduce en el modelo.
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no puede diferenciar los promotores del resto de la secuencia geno´mica.
Potencial efectivo para breathers.
En este u´ltimo apartado estudiamos la posibilidad de que los lugares funcio-
nalmente relevantes puedan ser estudiados con este modelo, pero utilizando breat-
hers en lugar de kinks. Esta posibilidad fue explorada por Bashford (2006), uti-
lizando para ello un potencial efectivo para los breathers. En su trabajo, el autor
estudia el reconocimiento de determinadas secuencias de ADN por parte de la
ARN polimerasa; para ello compara los breathers con deformaciones locales de
la doble cadena de ADN producidas por el deslizamiento de la ARN polimerasa
sobre los surcos del ADN16. Para ello construye un potencial para los breathers
siguiendo los pasos utilizados por Salerno y Kivshar (1994), pero utilizando como
Ansatz el breather discreto con centro en X , dado por
φbr,n(X, t) = 4 arctan
(
tanµ
sin(deffn cosµ)
cosh[sinµ(deffn−X)]
)
, (6.3)
donde µ esta´ relacionado con la frecuencia intrı´nseca del breather, y de nuevo
deff = dq
1/2
avg . El potencial obtenido por Bashford (2006) es el siguiente,
Vbr(X) =
∑
n
(qn + qavg)sech2zn
(
1 + tan2 µ sech2zn
)−3/2
, (6.4)
donde zn = sinµ(deffn−X) y, por tanto, aparte de deff existe otro para´metro que
influye en la anchura del kink, sinµ. La principal diferencia entre este potencial
Vbr y el Veff para kinks de la expresio´n (5.22) es que los breathers (6.3) no son
soluciones esta´ticas de la ecuacio´n de sG (2.9). Esto significa que el autor, al deri-
var con respecto al tiempo φbr,n(X(t), t), obtiene un te´rmino que no depende de
X˙; posteriormente, al elevar esta derivada al cuadrado en el te´rmino cine´tico del
Hamiltoniano del modelo, (5.14), obtiene de ma´s, por un lado, un te´rmino lineal
en X˙ , y por otro, un te´rmino que depende explı´citamente de t. Para solucionar-
lo, los dos te´rminos que dependen de X˙ los deja en el te´rmino cine´tico, y en el
te´rmino potencial hace un promedio temporal despue´s de haber introducido este
nuevo te´rmino dependiente del tiempo. Para ello debe suponer que la posicio´n del
breather no varı´a en un periodo de oscilacio´n interna. Otra diferencia importante
con respecto a Veff es la estabilidad: como hemos visto hasta ahora, los kinks son
objetos muy robustos que se comportan muy bien en secuencias inhomoge´neas, y
16De nuevo supondremos que este estudio, en el que no aparece el efecto disipativo del agua, es
fenomenolo´gico.
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Figura 6.15: Potenciales Vbr (6.4) para breathers (en lı´nea continua) y Veff (5.22)
para kinks (en lı´nea discontinua) de la secuencia del genoma del fago T7 que va
de PB 500 a PB 7000. Ver texto para los para´metros utilizados. El potencial Vbr ha
sido escalado en el eje y para que coincida con la escala de Veff , pero no ha sido
necesaria ninguna traslacio´n vertical. El parecido entre ambos potenciales es tan
grande que apenas se distinguen ambas curvas. Esta regio´n del genoma contiene
siete promotores.
por eso pueden ser expresados en funcio´n de su centro utilizando el Ansatz (5.11);
los breathers, por el contrario, son muy inestables en el modelo de sG discreto
y homoge´neo, por lo que se espera que lo sean mucho ma´s en secuencias inho-
moge´neas. Por tanto, es probable que el potencial efectivo para breathers (6.4) no
pueda describir de forma precisa y/o a largos tiempos la dina´mica de un breather
inicialmente en reposo. La construccio´n de un potencial para breathers en el mo-
delo discreto de sG no es, por tanto, tan sencillo como en el caso de los kinks, y
esto debe ser tenido en cuenta a la hora de analizar los resultados. Sin embargo,
tambie´n debemos decir que no se han realizado estudios en esta tesis doctoral que
relacionen de manera cuantitativa la dina´mica de breathers en secuencias inho-
moge´neas con la dina´mica de una partı´cula que se mueve de acuerdo al potencial
(6.4), y cabe la posibilidad de que, a la vista de las simulaciones que aparecen
en la figura 6.8, dicho potencial tambie´n describa con la precisio´n necesaria la
dina´mcia de breathers.
Despue´s de construir el potencial (6.4), el autor lo utiliza para analizar la re-
gio´n de promotores tempranos del genoma del fago T7, y una regio´n determinada
del fago T5. Entre otras cosas, en el trabajo se sugiere la correlacio´n entre pozos
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profundos en el potencial y promotores en la regio´n de promotores tempranos y de
clase III17. Se sugiere tambie´n otra relacio´n entre pozos profundos y secuencias
terminadoras18. En la figura 6.15 se recoge el potencial para breathers (6.4) para
el genoma del fago T7 en la regio´n que va desde PB 500 hasta PB 7000, para un
valor de deff ' 0.07, qAT = 2, qCG = 3, similares a los de los trabajos de Salerno
y otros relacionados con e´l y descritos en esta memoria, y sinµ = 0.5. En la mis-
ma figura se presenta el potencial efectivo para kinks, Veff (con deff = 0.07× 0.5
para ajustarse a la anchura del breather), aunque apenas se observa diferencia en-
tre uno y otro resultado. Esto es ası´ porque la funcio´n peso del potencial para
breathers, dada por
wbr(n) ∝ sech2zn
(
1 + tan2 µ sech2zn
)−3/2
, (6.5)
donde zn = sinµ(deffn − X), tiene una forma muy parecida a la funcio´n peso
asociada a kinks, (5.21), para tanµ < 1 [que es el caso, de acuerdo con Bashford
(2006)], tal y como se puede ver en la figura 6.16.
Por tanto, en el caso de que el potencial Vbr (6.4) describa bien la dina´mica
de breathers en secuencias inhomoge´neas, podemos aplicarle las mismas conclu-
siones que en el caso del potencial efectivo para kinks Veff (5.22). El potencial
Vbr del modelo de sG no puede explicar el inicio del proceso de transcripcio´n de
la ARN polimerasa en los promotores. Ası´, tal y como aprecia Bashford (2006),
existen pozos profundos en el potencial Vbr cerca de algunos promotores del ge-
noma del fago T7. Sin embargo, tambie´n existen promotores (los de la clase II)
que no esta´n cerca de pozos profundos, ası´ como pozos profundos que no esta´n
cerca de ningu´n promotor, como los encontrados por el propio autor cerca de ter-
minadores. Cuando se eliminan restricciones para tener en cuenta pozos no tan
profundos, entonces otros pozos lejos de promotores deberı´an ser tambie´n tenidos
en cuenta. Por tanto, la conclusio´n es que no existe una caracterı´stica especial en
el potencial para los breathers que permita la identificacio´n de promotores de una
secuencia del genoma, tal y como ocurrı´a con el potencial efectivo para kinks.
17Los promotores del fago T7 tardı´os se subclasifican, a su vez, en promotores de clase II y III.
Los tempranos tambie´n pueden llamarse de clase I. Para ma´s informacio´n sobre promotores del fago
T7, ve´ase el ape´ndice B.
18Un terminador es una secuencia que hace que la ARN polimerasa, despue´s de leerla, se des-
acople de la doble cadena de ADN que estaba leyendo. Para ma´s informacio´n sobre terminadores,
ve´ase el ape´ndice B.
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Figura 6.16: Funcio´n peso para kinks, (5.21), en lı´nea continua. En lı´nea discon-
tinua, funciones peso para breathers, (6.5), con el eje x reescalado para que no
tenga la contribucio´n de sinµ, y con el eje y multiplicado por (1+ tan2 µ)3/2 pa-
ra normalizar su altura; en negro, peso para µ = pi/6, el mismo valor al utilizado
en la figura 6.15, y en gris, µ = pi/4 (tanµ = 1) y µ = pi/3 (tanµ > 1). La lı´nea
discontinua apenas se ve debido al gran parecido entre ambas curvas.

III
Modelo de PB

7
El modelo de Peyrard-Bishop del ADN
En la primera parte del capı´tulo se introduce el modelo de Peyrard-Bishop
del ADN, un modelo de Klein-Gordon nacido para explicar la desnaturalizacio´n
te´rmica del ADN, ası´ como la modificacio´n del modelo en el te´rmico armo´ni-
co, introducida por Dauxois, que permite describir mejor la transicio´n de fase del
ADN. Tambie´n se describen las excitaciones dina´micas estudiadas en el modelo,
como los breathers en el modelo semidiscreto y la solucio´n pared de dominio en
la aproximacio´n al continuo. En la segunda parte se explica la analogı´a existente
entre los experimentos de desnaturalizacio´n meca´nica de ADN y la solucio´n de
tipo pared de dominio. Por u´ltimo, como parte del trabajo original de esta tesis,
se presenta el estudio analı´tico de soluciones de tipo pared de dominio en siste-
mas finitos con condiciones de contorno fijas como primer paso del estudio de un
posible potencial efectivo que permita describir la dina´mica de estas excitaciones.
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Figura 7.1: Esquema del modelo de PB. yn representa la separacio´n de la distancia
equilibrio del n-e´simo par de bases.
7.1. Introduccio´n del modelo1.
La transicio´n de fase del ADN.
El modelo de Peyrard-Bishop (PB) del ADN (Peyrard y Bishop 1989) es un
modelo de Klein-Gordon no lineal, discreto, que fue introducido a finales de
los 80 para describir la desnaturalizacio´n te´rmica del ADN (Inman y Baldwin
1964). Dicha desnaturalizacio´n consiste en la separacio´n de las dos hebras de
ADN aplica´ndoles calor, y es fa´cil de medir el porcentaje de separacio´n de las
dos hebras porque la rotura de los pares de bases va acompan˜ada de un aumento
de la absorcio´n de la luz ultravioleta en el rango de los 260 nm. En el caso de
secuencias homoge´neas, esto es, formadas so´lo por un tipo de pares de bases, se
detecta una transicio´n abrupta entre los estados de doble cadena y dos cadenas
separadas, como una transicio´n de fase genuina. Sin embargo, las mole´culas de
ADN de organismos vivos son altamente inhomoge´neas; en ese caso, el proceso
de desnaturalizacio´n ocurre en mu´ltiples pasos, y depende en gran medida de los
detalles de la secuencia (Wartell y Benight 1985).
Peyrard y Bishop (1989) aplican por primera vez al ADN un modelo no lineal
y altamente discreto con el que utilizan herramientas de meca´nica estadı´stica para
determinar la separacio´n de las dos hebras de ADN en funcio´n de la temperatura.
1La mayor parte de estas notas provienen de una revisio´n muy exhaustiva del modelo que ha
publicado recientemente el propio Michel Peyrard (Peyrard 2004).
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El hamiltoniano utilizado en el modelo es
H =
N−1∑
n=0
{
1
2
my˙2n +
1
2
K(yn+1 − yn)2 + V (yn)
}
, (7.1)
donde yn representa la separacio´n de la posicio´n de equilibrio de las bases del n-
e´simo par de bases, medida a lo largo de la direccio´n de los enlaces de hidro´geno
que las conectan, tal y como se esquematiza en la figura 7.1. La energı´a de los
enlaces de hidro´geno en funcio´n de la distancia entre las bases viene dada por el
potencial de Morse,
V (y) = D(1− e−ay)2, (7.2)
donde D es la energı´a de disociacio´n del par y a es un para´metro que da la escala
espacial del potencial. Este potencial es tı´pico en enlaces quı´micos2, pero confiere
al modelo una diferencia fundamental frente a sG: so´lo posee un mı´nimo, situado
en y = 0, es decir, a la distancia de equilibrio entre las dos bases que forman
un par. Esta caracterı´stica hace que no posea soluciones de tipo onda solitaria,
como sG, y que la u´nica solucio´n esta´tica en un modelo finito con condiciones
de contorno libres sea la cadena cerrada. Ma´s adelante, cuando discuta algunas
soluciones de este modelo, volvere´ sobre este tema.
Para el estudio de la desnaturalizacio´n te´rmica del ADN, Peyrard y Bishop
(1989) utilizan te´cnicas de meca´nica estadı´sitca: calculan la funcio´n de particio´n
del modelo en la colectividad cano´nica, el valor medio de la apertura de las ba-
ses, 〈y〉, y la fraccio´n de pares de bases abiertas, definiendo “estar abierto” como
superar una abertura umbral y0 = 2A˚, todo ello en funcio´n de la temperatura.
Este sencillo modelo da lugar a una temperatura crı´tica, Tc, por encima de la
cual 〈y〉 diverge. Sin embargo, la fraccio´n de bases abiertas en funcio´n de la tem-
peratura, P (y > y0, T ), da una transicio´n muy suave en comparacio´n con los
datos experimentales. Aunque se puedan elegir los para´metros adecuados en el
modelo de manera que Tc se ajuste al valor real, el modelo necesita ser mejora-
do. Para ello, Dauxois et al. (1993) modificaron el hamiltoniano (7.1) an˜adiendo
un te´rmino anarmo´nico. El hamiltoniano de este modelo, que llamare´ Peyrard-
Bishop-Dauxois (PBD), toma la forma
H =
N−1∑
n=0
{
1
2
my˙2n +
1
2
K
(
1 + ρe−α(yn+1+yn)
)
(yn+1 − yn)2 + V (yn)
}
,
(7.3)
2Realmente, el potencial V es un potencial efectivo en el sentido de que tambie´n se incluye
el efecto de repulsio´n de las bases debido a los grupos fosfato, lo que hace muy difı´cil elegir los
para´metros.
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donde ρ y α son constantes positivas. Con esta modificacio´n en el te´rmino dis-
persivo, el acoplamiento entre bases vecinas depende de si esta´n abiertas o no.
Cuando ambas esta´n cerradas, yn ' yn+1 ' 0, el acoplamiento entre las dos
bases es K ′ ' (1 + ρ), mientras que, en cuanto una de ellas se abre (o las dos),
el acoplamiento cae a K ′ ' K. Con la modificacio´n introducida en la expresio´n
(7.3), cambia de forma dra´stica el cara´cter de la transicio´n de desnaturalizacio´n en
el modelo, volvie´ndose mucho ma´s abrupto, como en los resultados experimenta-
les.
Dina´mica de excitaciones.
Aunque el modelo de PB nacio´ para reproducir la transicio´n de fase del ADN,
tambie´n es interesante analizar las soluciones dina´micas del modelo (Dauxois
et al. 2002; Theodorakopoulos et al. 2004; Cuesta-Lo´pez et al. 2005). Para re-
visar brevemente la dina´mica del modelo de PB utilizare´ el Hamiltoniano (7.1)
adimensionalizado,
H =
N−1∑
n=0
{
1
2
Y˙ 2n +
1
2d2
(Yn+1 − Yn)2 + v(Yn)
}
, (7.4)
donde Yn = ayn, d2 = Da2/K, v(Y ) =
(
e−Y − 1)2 y el tiempo esta´ reescalado
de la forma t → √Da2/mt. Las ecuaciones de movimiento asociadas a dicho
Hamiltoniano son
Y¨n − 1
d2
(Yn+1 − 2Yn + Yn−1) + v′(Yn) = 0, (7.5)
donde v′(Yn) = 2e−Yn
(
e−Yn − 1). Estas ecuaciones no pueden ser resueltas de
manera exacta, sino que es necesario introducir algunas aproximaciones.
Una de ellas es el desarrollo en amplitudes pequen˜as, es decir, suponiendo
Yn = ²φn, con ² pequen˜o, en el lı´mite semidiscreto (Remoissenet 1986). Ası´ se
obtiene la ecuacio´n de Schro¨dinger no lineal, y la solucio´n Yn da lugar a oscila-
ciones localizadas de gran amplitud, denominadas breathers3. Las simulaciones
nume´ricas muestran que estas soluciones, aunque aproximadas, son soluciones
estables de (7.5) para determinadas frecuencias de oscilacio´n. Esta solucio´n pue-
de considerarse una buena explicacio´n de la aparicio´n experimental de “burbujas”
3Estas soluciones esta´n relacionadas con los breathers de sG, ya que en el lı´mite de pequen˜a
amplitud de estas soluciones en sG se obtiene la ecuacio´n de Schro¨dinger no lineal perturbada
(Newell 1985).
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Figura 7.2: Pared de dominio, dada por la expresio´n (7.9), para x0 = 0.
en la doble he´lice de ADN (Gue´ron et al. 1987), que tambie´n aparecen en simu-
laciones de la dina´mica del modelo de PB con temperatura no nula cercana a la
temperatura crı´tica.
Otra aproximacio´n que da lugar a otro tipo diferente de soluciones es la del
continuo, tomando Yn(t)→ Y (x, t) en la ecuacio´n (7.5),
Ytt − Yxx + v′(Y ) = 0, (7.6)
donde x = nd, va´lida por tanto cuando d ¿ 1. Esta ecuacio´n posee soluciones
esta´ticas exactas, totalmente diferentes de las soluciones tipo breather que vimos
anteriormente. Dichas soluciones esta´ticas deben verificar
d2Y
dx2
= v′(Y ), (7.7)
fa´cilmente integrable por cuadraturas. Multiplicando (7.7) por dY/dx e integran-
do, se obtiene
1
2
(
dY
dx
)2
= v(Y ) + C, (7.8)
donde C es una constante determinada por las condiciones de contorno. Supo-
niendo un sistema infinito con Y = Y ′ = 0 para x → −∞, entonces se obtiene
C = 0, y por tanto la ecuacio´n (7.8) se integra directamante, obtenie´ndose
eY (x) = 1 + e
√
2(x−x0), (7.9)
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donde x0 es una constante de integracio´n que determina la posicio´n de la solucio´n.
Esta solucio´n describe una configuracio´n que esta´ cerrada para x < x0, mientras
que para x > x0 esta´ abierta, con una separacio´n entre las bases que crece casi
linealmente con x. La ecuacio´n (7.9) representa, por tanto, una pared de domi-
nio entre el estado abierto y cerrado de la mole´cula de ADN, como se representa
en la figura 7.2. En cuanto a la estabilidad de esta solucio´n, un simple analisis
energe´tico nos muestra su inestabilidad. La energı´a de una solucio´n de este tipo
en una cadena finita de N elementos viene dada, por un lado, por la contribucio´n
de la parte de la cadena cerrada (Yn ' 0), que es cero en el te´rmino potencial y
cero en el de acoplamiento; por otro, la parte de la cadena totalmente abierta (su-
ficientemente alejada de x0) contribuye a la energı´a con una unidad en el te´rmino
potencial y, para el te´rmino de acoplamiento, (
√
2)2/2 = 1; finalmente, el entorno
de x0 contribuye con una cantidad constante e0, independiente del taman˜o del sis-
tema (salvo efectos de borde). Por tanto, la energı´a total de una pared de dominio
centrada en x0 = n0d en una cadena de taman˜o N es
Epd ' 2(N − n0) + e0. (7.10)
Esto significa que, paraN finito, la energı´a de la pared de dominio disminuye con-
forme se desplaza su centro a la derecha (es decir, conforme la cadena se cierra) de
manera continua, siendo mı´nima cuando la cadena esta´ completamente cerrrada,
por lo que la solucio´n es inestable. En el lı´mite N → ∞ la expresio´n (7.10) ha-
ce que la energı´a diverja. Esta diferencia es fundamental con respecto a los otros
modelos de Klein-Gordon no lineales que hemos visto hasta ahora, como sG, con
ma´s de un mı´nimo equipotencial. A pesar de estos problemas de inestabilidad,
cuando se introducen fluctuaciones te´rmicas en el modelo el ana´lisis de estabili-
dad de la pared de dominio puede utilizarse para investigar la desnaturalizacio´n
te´rmica del ADN, tanto en el lı´mite continuo (Dauxois et al. 2002) como en el
discreto (Theodorakopoulos et al. 2004); este tipo de soluciones tambie´n se han
utilizado en el estudio de la desnaturalizacio´n meca´nica del ADN (Cuesta-Lo´pez
et al. 2005).
7.2. Estudio analı´tico de la pared de dominio.
Los experimentos de desnaturalizacio´n meca´nica.
Los experimentos de desnaturalizacio´n meca´nica de mole´culas de ADN fue-
ron realizados por primera vez por Essevaz-Roulet et al. (1997). En ellos, uno de
los extremos de una de las hebras de una mole´cula de ADN se une a otra mole´cula
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de ADN que, a su vez, tiene su otro exremo fijo en un plato experimental. El extre-
mo libre de la otra hebra de ADN se sujeta a una cuenta de cristal de la que se tira.
En un principio se tiraba con una microaguja, aunque ma´s tarde se consiguieron
resultados ma´s precisos mediante pinzas o´pticas (Bockelmann et al. 2002).
Estos experimentos (Essevaz-Roulet et al. 1997; Bockelmann et al. 2002; Lip-
hardt et al. 2001; Harlepp et al. 2003; Danilowicz et al. 2003) pueden ofrecer in-
formacio´n relevante en la dina´mica de replicacio´n del ADN, y ya han sido aborda-
dos teo´ricamente para predecir los resultados experimentales (Lubensky y Nelson
2002; Cocco et al. 2002; Marenduzzo et al. 2002; Cuesta-Lo´pez et al. 2005), tanto
en secuencias homoge´neas como inhomoge´neas. Tambie´n existen trabajos en los
que se estudia la inferencia de la secuencia inhomoge´nea a partir de los resultados
experimentales (Baldazzi et al. 2006; Baldazzi et al. 2007). En estos experimentos
de desnaturalizacio´n meca´nica de una sola mole´cula de ADN se observa la rotura
de los pares de bases en grupo, no de uno en uno, seguidos de pausas en las que no
se rompe ningu´n par de bases hasta el pro´ximo ciclo de roturas, en un mecanismo
denominado stick-slip4. Existen estudios teo´ricos de estos experimentos que utili-
zan el modelo de PB (Cuesta-Lo´pez et al. 2005). En una parte del estudio an˜aden
una fuerza armo´nica sobre el primer elemento de la cadena del modelo de PBD y
estudian nume´ricamente la desnaturalizacio´n meca´nica para una secuencia inho-
moge´nea; posteriormente aproximan la mole´cula abierta por una solucio´n de tipo
pared de dominio (7.9) del modelo de PB y lo utilizan como Ansatz para calcular
la variacio´n de energı´a de la mole´cula conforme se mueve por la secuencia; con
este resultado apuntan a un posible me´todo para obtener el potencial efectivo de
secuencias inhomoge´neas.
Estabilidad en modelos discretos de Klein-Gordon no lineales.
Motivados por la bu´squeda de una herramienta que permitiera predecir el com-
portamiento de soluciones de pared de dominio en secuencias inhomoge´neas, y
ası´ poder comparar fa´cilmente resultados con los experimentos de desnaturaliza-
cio´n meca´nica, en el desarrollo de esta tesis estudiamos de forma analı´tica las
soluciones de tipo pared de dominio del modelo de PB (Cuenda y Sa´nchez 2006).
La primera parte del estudio se centra en la estabilidad de las soluciones de
tipo pared de dominio. Dichas soluciones, como he mencionado anteriormente,
son inestables para N finito, y su energı´a diverge en el caso infinito. Por tanto, no-
sotros nos centraremos en el caso de condiciones de contorno fijas, aplicable a los
experimentos de desnaturalizacio´n meca´nica, en los que el extremo abierto de la
4Se pega-desliza.
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cadena esta´ sujeto, ya sea con pinzas o´pticas o con otro mecanismo, y evita que se
cierre. Para trasladar esto a las ecuaciones de movimiento (7.5), las reescribimos
como una la relacio´n de recurrencia para las soluciones esta´ticas,
Yn+1 = 2Yn − Yn−1 + d2v′(Yn), (7.11)
para n = 1, 2, . . . , N . Si impusie´ramos condiciones de contorno libres, tendrı´amos
una u´ltima ecuacio´n YN−1 = YN que darı´a lugar a la solucio´n de cadena cerra-
da, pero para describir paredes de dominio utilizaremos las condiciones iniciales
{Y0, Y1}. Nos centraremos en el caso con Y0 = 0, que es el que nos interesa, lo
que nos deja un u´nico para´metro, Y1 = y, en funcio´n del cual se puede obtener
la apertura del n-e´simo elemento de la cadena; por tanto, siempre que me refiera
a Yn sera´ como funcio´n de y, Yn(y), y discutire´ el comportamiento de estas solu-
ciones en funcio´n de y. Siempre que y > 0 tendremos soluciones distintas de la
cadena cerrada.
La ecuacio´n (7.11) describe las soluciones esta´ticas, tanto estables como ines-
tables, del sistema definido por el Hamiltoniano (7.4). Una forma de estudiar la
estabilidad de dichas soluciones es utilizando el Hessiano del sistema,
HN (y) =

a1(y) −1 0 . . . 0
−1 a2(y) −1 . . . 0
0 −1 a3(y) . . . 0
...
...
...
. . .
...
0 0 0 . . . aN (y)
 , (7.12)
donde an(y) = 2 + d2v′′(Yn(y)). Sea ∆n(y) el menor principal de orden n del
hessiano HN , es decir, ∆n(y) = det (Hn); entonces una solucio´n estable debe
satisfacer ∆n(y) > 0 para todo n = 1, 2, . . . , N . Puesto que el hessiano (7.12) es
una matriz tridiagonal, hay una relacio´n recursiva para ∆n,
∆n+1(y) = an+1(y)∆n(y)−∆n−1(y), (7.13)
con ∆1 = a1 y ∆2 = a1a2 − 1.
La expresio´n (7.13) puede reescribirse en te´rminos de Y ′n(y). Derivando la
expresio´n (7.11) respecto a y, se tiene que
Y ′n+1(y) = an(y)Y
′
n(y)− Y ′n−1(y), (7.14)
con Y ′2(y) = ∆1(y) y Y ′3(y) = ∆2(y). Por tanto, debe cumplirse que ∆n(y) =
Y ′n+1(y) para n = 1, 2, . . . , N , con lo que las regiones de estabilidad de las so-
luciones (7.11) son los puntos que satisfacen la condicio´n Y ′n(y) > 0 para todo
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n = 2, 3, . . . , N + 1. Este resultado es va´lido para cualquier valor de d y para
cualquier potencial v(Y ). En los siguientes apartados nos restringiremos al caso
del potencial de Morse, y estudiaremos por separado la forma de las soluciones y
su estabilidad en los lı´mites d¿ 1 y dÀ 1.
Lı´mite continuo del modelo de PB.
Este lı´mite se corresponde al caso d¿ 1, lo cual significa que se puede tomar
la aproximacio´n Yn(y) → Y (x, y), donde x = nd, en la ecuacio´n (7.11). El
resultado es la ecuacio´n (7.7), como ya mostre´ anteriormente. Sin embargo, la
diferencia con el estudio anterior es que, en este caso, suponemos una cadena con
un origen, de manera que so´lo consideramos x ≥ 0, en contraposicio´n a la cadena
infinita de antes. Adema´s, las condiciones iniciales son, para que se ajusten a las
de la ecuacio´n (7.11), Y (0, y) = 0 y ∂Y (0, y)/∂x = y/d. La integracio´n de (7.7)
en este caso da lugar a la solucio´n
eY (x,y) =
√
2yd sinh
[√
2 + y
2
d2
x+ sinh−1
(
y
d
√
2
)]
+ 2
2 + y
2
d2
, (7.15)
va´lida para x ≥ 0. No´tese la diferencia con la expresio´n (7.9), que so´lo es va´li-
da en el lı´mite continuo de una cadena infinita. En el lı´mite continuo de sistemas
finitos, sin embargo, la condicio´n inicial (7.9) no permanece esta´tica al hacerla
evolucionar en la ecuacio´n (7.5). Por tanto, no podemos decir que (7.9) sea una
solucio´n estacionaria de la ecuacio´n (7.5) en el lı´mite continuo para sistemas fini-
tos.
Una caracterı´stica importante de la aproximacio´n al continuo es que, en la
ecuacio´n (7.15), Y puede escribirse como funcio´n de x y ξ, donde ξ = y/d.
Esto implica una relacio´n de escala entre estos dos para´metros, una relacio´n que
desaparece en las soluciones en el lı´mite discreto. Este comportamiento se puede
observar en la figura 7.3, donde se representa la aproximacio´n al continuo Y frente
a la posicio´n en la cadena, x, para dos valores de ξ, comparando con el resultado
exacto Yn(y) (recordemos que x = nd) para diferentes valores de la discretizacio´n
del sistema, d, siendo y = ξd. Claramente se observa que para valores grandes de
d (d = 1 y, sobretodo, d =
√
10) la relacio´n de escala no se verifica, lo que indica
el paso al re´gimen discreto.
Anteriormente vimos que, para analizar la estabilidad de una solucio´n esta´ti-
ca en un sistema discreto de taman˜o N , era necesario estudiar el signo de Y ′n(y)
para n = 2, 3, . . . , N + 1. En la aproximacio´n del lı´mite continuo se puede ge-
neralizar el resultado al estudio del signo de ∂Y (x, y)/∂y para x > 0. Puesto
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Figura 7.3: Gra´ficas de Y (x, y) obtenidas a partir de (7.15) para (a) ξ = 0.1 y (b)
ξ = 1, con ξ = y/d, comparadas con la solucio´n exacta Yn(y), obtenida a partir
de la relacio´n de recurrencia (7.11), calculada para el mismo cociente ξ = y/d
pero para diferentes valores de d (y, por tanto, diferentes valores de y). En ambas
gra´ficas se observa que la aproximacio´n es buena para valores pequen˜os de d,
siendo peor para d =
√
10.
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Figura 7.4: Gra´fica de ∂Y (x, y)/∂y para (de abajo a arriba) x = 1, x = 5, x = 10,
x = 50 y x = 100. Todos ellos son positivos para cualquier y > 0, de manera que
todas las soluciones de la forma (7.15) son estables para cualquier y > 0.
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que la derivada de la expresio´n (7.15) es bastante complicada, en la figura 7.4
se muestran las gra´ficas del resultado para diferentes valores de x. En ellas se
observa que ∂Y (x, y)/∂y > 0 para cualquier x > 0, y por tanto la expresio´n
(7.15) es una solucio´n estable de (7.11). Para comprobar estos resultados, integra-
mos las ecuaciones de movimiento (7.5) a partir de las condiciones iniciales dadas
por la expresio´n (7.15) con pequen˜as perturbaciones. Utilizando condiciones de
contorno fijas para evitar el cierre esponta´neo de la cadena, las simulaciones con-
firman la estabilidad de las soluciones. Hay que insistir en que dichas soluciones
son las relevantes en el problema de desnaturalizacio´n meca´nica, donde la fuerza
ejercida sobre el extremo de la cadena impide su cierre esponta´neo.
Lı´mite discreto del modelo de PB.
El lı´mite discreto del modelo de PB corresponde al caso dÀ 1, que es el caso
relevante al aplicar el modelo al ADN debido a que se trata de un sistema discreto.
En el modelo de PB el para´metro de discretizacio´n del sistema puede variar desde
d2 = 10.1 (Peyrard 2004; Theodorakopoulos et al. 2004) hasta d2 ' 75 (Campa
y Giansanti 1998), o incluso d2 = 100 (Qasmi et al. 2004), dependiendo de los
para´metros que se usen para describir el sistema. En todos ellos, los valores de
d corresponden a sistemas que se encuentran lejos del lı´mite continuo. Por tanto,
entender el comportamiento de las soluciones de tipo pared de dominio en el lı´mite
discreto es fundamental para el estudio de la desnaturalizacio´n meca´nica del ADN.
La ecuacio´n en diferencias de partida, (7.11), puede reescribirse utilizando
la suma telesco´pica de Yn+1 − Yn, teniendo en cuenta las condiciones iniciales
Y0 = 0 e Y1 = y, obtenie´ndose
Yn+1(y) = (n+ 1)y + d2
n∑
k=1
(n+ 1− k)v′(Yk(y)). (7.16)
Esta expresio´n no da de forma explı´cita la dependencia de Yn en funcio´n de y; si-
gue siendo una relacio´n de recurrencia, que ahora tiene en cuenta todas las Yk(y),
con k < n, a la hora de calcular Yn(y). Definamos
fk(y) ≡ v′(Yk(y)) = 2e−Yk(y)(1− e−Yk(y)). (7.17)
Puesto que Y1 = y, es claro que se cumple fk(y) = f1(Yk(y)) para todo k ≥ 1.
No´tese que, puesto que no tenemos una expresio´n explı´cita de Yk en funcio´n de
y para k > 1, la u´nica forma de calcular fk(y) es la nume´rica, ya sea utilizando
la fo´rmula de recurrencia (7.16) o con la expresio´n (7.11). En la figura 7.5 se
muestran estas funciones para valores grandes de d. Como se puede observar, las
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Figura 7.5: Funciones fn(y) para diferentes valores de n, y (a) d =
√
10 y (b)
d = 10.
funciones fk esta´n muy localizadas, y el solapamiento de su soporte depende de
d, siendo menor el solapamiento cuanto mayor es la discretizacio´n. De hecho, en
el lı´mite discreto, lo que implica un bajo solapamiento de las curvas, podemos
aproximar
fk(y) ' f (1)k ≡ f1(bky), (7.18)
siendo bn una dilatacio´n que traslada la posicio´n del ma´ximo, como aparece tras-
ladado en la figura 7.5. Para calcularlo hay que tener en cuenta que y1 = log 2
es la posicio´n del ma´ximo de f1(y); aproximando f1(y) ' 2y para y ¿ y1 en la
expresio´n de f2(y) obtenida a partir de (7.17), se tiene que b2 = 2d2 + 2. Aun-
que aparentemente la traslacio´n de las jorobas de la figura 7.5 es constante, lo que
darı´a lugar a potencias de b2 para el resto de las bn, existe una pequen˜a correccio´n.
Para encontrarla basta repetir el mismo proceso que para f2 con el resto de las fn,
ahora en funcio´n de fn−1, fn−2, . . . , f1, y suponiendo siempre que y ¿ yn−1,
donde yn−1 es la posicio´n del ma´ximo de fn−1(y). De esta manera se obtiene la
relacio´n de recurrencia lineal
bn+1 = (2d2 + 2)bn − bn−1, (7.19)
que puede resolverse utilizando como condiciones iniciales b1 = 1 y b2 = 2d2+2:
bn =
1
2d
√
d2 + 2
{[
d2 + 1 + d
√
d2 + 2
]n − [d2 + 1− d√d2 + 2]n} .
(7.20)
Con estos valores de bn podemos comparar la solucio´n fn, que proviene del
ca´lculo nume´rico de la ecuacio´n (7.17), y la solucio´n aproximada f (1)n para dife-
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Figura 7.6: Aproximacio´n f (1)n (y) dada por la expresio´n (7.18) frente a la fn(y)
exacta, (7.17), para diferentes valores de n, y (a) d =
√
10 y (b) d = 10. Las
soluciones exactas esta´n dibujadas con lineas gruesas, mientras que la correspon-
diente aproximacio´n se dibuja con lı´neas continuas finas. El eje vertical esta´ en
escala logarı´tmica para acentuar las diferencias entre cada par de curvas. Es claro
que la aproximacio´n es mejor para valores grandes de d (no´tese la diferencia de
escala en ambas gra´ficas). Las gra´ficas tambie´n muestran la diferencia principal
entre fn y fn−1, aparte de su traslacio´n (dilatacio´n), que es la aparicio´n de una
nueva joroba, mucho menor que la anterior, a la derecha del ma´ximo de fn−1. De
esta forma, f1 so´lo muestra una joroba, f2 muestra una joroba secundaria, f3 tres,
y ası´.
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Figura 7.7: Aproximacio´n Y (1)n (y) dada por la expresio´n (7.21) frente a la solucio´n
exacta obtenida nume´ricamente a partir de (7.11), para (a) d =
√
10 y (b) d = 10 y
diferentes valores de n. Las soluciones exactas esta´n dibujadas con lineas gruesas,
mientras que la correspondiente aproximacio´n se dibuja con lı´neas continuas finas.
La aproximacio´n es mejor cuanto mayor es d.
rentes valores de n y d. La figura 7.6 muestra la validez de la aproximacio´n, sobre
todo para valores grandes de d (ve´ase el pie de la figura para ma´s detalles).
Este resultado nos permite obtener una expresio´n analı´tica aproximada de las
soluciones esta´ticas en el lı´mite discreto en funcio´n de y. Ası´, sustituyendo (7.18)
en (7.16), obtenemos que
Y
(1)
n+1(y) = (n+ 1)y + d
2
n∑
k=1
(n+ 1− k)f (1)k (y) (7.21)
es una buena aproximacio´n de la solucio´n exacta Yn(y) [calculada nume´ricamente
con la ecuacio´n de recurrencia (7.16)] para valores grandes de d. La figura 7.7
muestra la precisio´n de la aproximacio´n: para d &
√
10, la aproximacio´n es muy
buena, mientras que la aproximacio´n se va haciendo peor conforme disminuye d
(consideramos valores de d ≥ √10, lo que incluye todas las constantes utilizadas
en la literatura y que mencionamos anteriormente). Para valores menores de d,
la aproximacio´n anterior puede mejorarse utilizando la funcio´n f2(y) en lugar de
f1(y) como aproximacio´n del resto de los fk(y), definiendo
fk(y) ' f (2)k ≡ f2
(
y
bk
b2
)
(7.22)
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Figura 7.8: Aproximacio´n Y (2)n (y) dada por la expresio´n (7.23) frente a la solucio´n
exacta obtenida nume´ricamente a partir de (7.11), para (a) d =
√
10 y (b) d = 10 y
diferentes valores de n. Las soluciones exactas esta´n dibujadas con lineas gruesas,
mientras que la correspondiente aproximacio´n se dibuja con lı´neas continuas finas.
En esta escala apenas se observa diferencia entre las dos soluciones.
para k = 3, 4, . . ., y aproximando Yn(y) por
Y
(2)
n+1(y) = (n+ 1)y + nd
2f1(y) + d2
n∑
k=2
(n+ 1− k)f (2)k (y). (7.23)
En este caso la aproximacio´n es incluso mejor que Y (1)n (y), en incluso para d =√
10 se obtienen resultados muy parecidos a los obtenidos nume´ricamente a partir
de (7.16), como se puede observar en la figura 7.8.
Los errores cometidos en estas aproximaciones dependen de los valores de d
y n. Ası´, por ejemplo, Y (1)n (y) es exacto para n = 1 y n = 2, para cualquier valor
de d, mientras que Y (2)n (y) es exacto hasta n = 3 para cualquier d. Para valores
pequen˜os de n, la principal diferencia entre el fn(y) exacto, obtenido nume´rica-
mente, y f (1)n , aproximado, se encuentra en la seguna joroba de fn(y), con un
error ma´ximo E(1)ma´x ' 0.06 para d =
√
10 y E(1)ma´x ' 0.006 para d = 10. La
aproximacio´n f (2)n (y) cubre esa segunda joroba, y el error proviene de la tercera,
con un error ma´ximo E(2)ma´x ' 2.7 × 10−3 para d =
√
10 y E(2)ma´x ' 3.2 × 10−5
para d = 10. Hay errores mucho menores alrededor de las posiciones de las si-
guientes jorobas. Se puede realizar este mismo ca´lculo para o´rdenes mayores de
la aproximacio´n, f (k)n (y), utilizando fk(y), y puede verse que el error disminuye
al menos un orden de magnitud al pasar de k a k + 1.
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Existe un lı´mite computacional, cerca de la precisio´n de la ma´quina, que nos
impide comprobar la validez de estas aproximaciones ma´s alla´ de unos ciertos
valores de k y n, que dependen del valor de d. Sin embargo, por lo que hemos
visto, parece razonable esperar el mismo comportamiento para valores mayores
de k y n. Por tanto, nuestra conjetura es que las funciones fk(y) pueden usarse
como aproximacio´n de fn(y), de la forma fn(y) ' f (k)n (y), con
f (k)n (y) = fk
(
y
bn
bk
)
(7.24)
para n > k, para obtener mejores aproximaciones Y (k)n (y) de la solucio´n exacta
Yn(y). El error de la aproximacio´n de orden k, E
(k)
n (y) = |Yn(y) − Y (k)n (y)|,
puede estimarse como la diferencia
E(k)n (y) ' |Y (k+1)n (y)− Y (k)n (y)|+O
(
E(k+1)n (y)
)
, (7.25)
con E(k+1)n (y)¿ E(k)n (y).
Las aproximaciones definidas en las expresiones (7.21) y (7.23), ası´ como la
generalizacio´n a o´rdenes superiores de k utilizando la funcio´n (7.24), nos permiten
calcular de manera muy precisa la solucio´n Yn(y) para pra´cticamente cualquier
valor de n e y. Esto es importante, ya que en el ca´lculo nume´rico de las expresiones
exactas (7.11) y (7.16) surgen problemas para valores de y cercanos a cero debido
a la precisio´n del ordenador, como veremos ma´s adelante en un ejemplo concreto.
En estos casos resulta ma´s conveniente utilizar la aproximacio´n Y (k)n (y) hasta el
orden de aproximacio´n que nos permita la precisio´n del ordenador. De esta manera
podemos trabajar con sistemas de mayor taman˜o y para valores de y ma´s cercanos
a cero de lo que se podrı´a hacer al resolver directamente de manera nume´rica la
relacio´n original de recurrencia (7.11) o (7.16).
Las soluciones estables en el lı´mite discreto de un sistema de taman˜o N de-
ben verificar la condicio´n Y ′n(y) > 0 para todo n = 2, 3, . . . , N + 1. En la figura
7.9 se muestra dYn(y)/d log10(y) en funcio´n de la condicio´n inicial y, en escala
logarı´tmica, para diferentes valores de n. Hemos elegido dYn(y)/d log10(y) en
lugar de Y ′n(y) para dibujar una curva suave, ya que la gra´fica de Y ′n(y) hubiese
hecho muy difı´cil observar los intervalos con Y ′n(y) > 0, y el signo de ambas
gra´ficas, que es en lo que estamos interesados, es el mismo. La figura 7.9 revela
algo parecido a una sinusoide modulada para cada n, con n− 1 ma´ximos y mı´ni-
mos alrededor de Y ′n(y) = 0. En la figura se observa la aparicio´n de un nuevo
intervalo de inestabilidad para valores pequen˜os de y en un sistema de taman˜o n
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Figura 7.9: Derivada de Yn(y) respecto a log10(y) para diferentes valores de n y
para (a) d =
√
10 y (b) d = 10 en escala logarı´tmica. La regio´n de estabilidad
de un sistema de taman˜o N es la interseccio´n de todos los puntos que satisfacen
d Yn/d y > 0 para n = 1, 2, . . . , N + 1. De las figuras, se observa que la regio´n
de estabilidad se corresponde con los puntos que satisfacen la condicio´n para n =
N + 1, ya que la regio´n de estabilidad de un sistema de taman˜o N parece estar
contenida en la regio´n de estabilidad de un sistema de taman˜o N − 1 (ve´ase el
texto para una explicacio´n ma´s detallada).
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comparado con el sistema de taman˜o n− 1. La figura tambie´n sugiere que el con-
junto de puntos inestables del sistema de taman˜o n contiene el conjunto de puntos
inestables del sistema de taman˜o n−1. Un posible argumento en favor de esta con-
jetura es el siguiente: fije´monos en los puntos que satisfacen Y ′n(y0) = 0, en los
extremos de un intervalo de inestabilidad; entonces, si Y ′n−1(y0) > 0, de acuerdo
a la ecuacio´n (7.14), se debe cumplir que Y ′n+1(y0) < 0, y por tanto el intervalo
de inestabilidad de un sistema de taman˜o n sera´ mayor que el de un sistema de
taman˜o n − 1. Esta condicio´n se satisface para todos los nuevos intervalos que
aparecen para cada Yn(y), comenzando desde Y2(y), y por tanto, por induccio´n,
puede aplicarse a cualquier taman˜o del sistema, n. Siguiendo este razonamiento,
y teniendo en cuenta la condicio´n de estabilidad, los puntos estables de un sistema
de taman˜o N son aquellos que satisfacen
Y ′N+1(y) > 0. (7.26)
Comparacio´n de resultados en el lı´mite discreto.
Para comprobar la validez del estudio realizado en el lı´mite discreto, compara-
mos nuestros resultados con los presentados por Theodorakopoulos et al. (2004).
Como parte de su trabajo estudiaron las soluciones esta´ticas con condiciones de
contorno fijas en el lı´mite discreto, con d2 = 10.1, en un sistema con N = 28 ele-
mentos. Las condiciones de contorno que utilizaron fueron Y0 = 0 e YN = 80, en-
contrando ocho soluciones estables y siete inestables. Para ello generaron nume´ri-
camente diferentes secuencias utilizando la relacio´n (7.11) para una gran nu´mero
de condiciones iniciales Y1, y aceptaron como soluciones las secuencias que ve-
rificaban Y28 ' 80 para un cierto error relativo; posteriormente, rechazaron los
casos que eran “vecinos pro´ximos” de la solucio´n, queda´ndose finalmente con
las quince soluciones; la estabilidad de las mismas la establecieron estudiando el
signo de los autovalores del Hessiano (7.12) para cada una de ellas, obteniendo
las ocho estables y siete inestables mencionadas anteriormente.
En la figura 7.10 se muestra la solucio´n YN (y) calculada nume´ricamente a par-
tir de la relacio´n de recurrencia (7.11), ası´ como la solucio´n aproximada Y (2)N (y)
del sistema descrito en el pa´rrafo anteriormente. En la gra´fica se observa clara-
mente el problema de la precisio´n del ordenador que aparece cuando se intenta
calcular la solucio´n exacta de forma nume´rica para valores pequen˜os de y. Por
otro lado, la aproximacio´n Y (2)N (y) fue calculada sin ningu´n problema en un am-
plio rango de y. La interseccio´n de la curva YN (y) (o, en su defecto, de la curva
Y
(2)
N (y)) con la abscisa 80 da las soluciones del sistema con condiciones de con-
torno fijas. El estudio de la estabilidad se realiza estudiando el signo de Y29(y)
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Figura 7.10: Soluciones estables (◦) e inestables (¤) dados por la aproximacio´n
Y
(2)
N para un sistema con N = 28 elementos, Y0 = 0 e YN = 80. Las solucio-
nes son las intersecciones de Y28(y) (en lı´nea discontinua) con la lı´nea horizontal
Y28 = 80. Debido a problemas con la precisio´n del ordenador, hemos utilizado
la aproximacio´n Y (2)28 (en lı´nea gruesa continua). Para estudiar la estabilidad de
las soluciones es necesario conocer el signo de Y ′29 (lı´nea delgada continua). De
nuevo, por claridad, hemos dibujado en su lugar dY29(y)/d log10(y), y el valor de
dicha derivada ha sido trasladado hasta la abscisa 80 para estudio ma´s sencillo de
su signo. Las soluciones estables (◦) son aquellas con Y ′29 > 0, mientras que las
soluciones inestables (¤) tienen Y ′29 ≤ 0. Nuestra aproximacio´n da ocho solucio-
nes estables y siete inestables, exactamente igual que en (Theodorakopoulos et al.
2004).
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(o, en su defecto, de su aproximacio´n Y (2)29 (y)), que tambie´n aparece dibujada en
la figura, de manera que las soluciones que se encuentren en un intervalo con la
derivada positiva son estables, mientras que el resto son inestables (ve´ase el pie de
la figura para ma´s detalles). El resultado del estudio da ocho soluciones estables y
siete inestables, como en el resultado anterior de Theodorakopoulos et al. (2004).
Este ejemplo muestra la utilidad de nuestro me´todo para calcular soluciones esta-
bles e inestables, utilizando las aproximaciones propuestas cuando la resolucio´n
nume´rica directa da problemas debido a la precisio´n de la ma´quina. Por este moti-
vo, el me´todo propuesto permite obtener las soluciones estables e inestables para
valores mayores de N utilizando las aproximaciones propuestas. Es, adema´s, mu-
cho ma´s econo´mico que el me´todo de disparo de Theodorakopoulos et al. (2004),
que tiene que calcular por integracio´n nume´rica muchas soluciones que luego hay
que descartar, frente a la evaluacio´n de una funcio´n que facilita nuestro me´todo.
IV
Conclusio´n

8
Conclusiones y problemas abiertos.
El trabajo original realizado durante esta tesis es de dos tipos: estudios de la
validez del modelo de sG como aproximacio´n de la dina´mica del ADN, y trabajos
relativos a aproximaciones y propiedades del modelo matema´tico (principalmente
de sG, aunque tambie´n de PB), sin aplicacio´n pra´ctica directa a casos reales. Por
este motivo, al final de esta tesis doctoral se pueden extraer varias conclusiones en
diferentes contextos, pero relacionadas entre sı´.
La relevancia de la anchura del kink.
Una de ellas esta´ relacionada con el modelo de sG continuo. En el capı´tulo 2
vimos que el kink es un objeto extenso con propiedades de partı´cula relativista.
En el capı´tulo 3, adema´s, vimos que es un objeto muy estable y rı´gido, y por lo
general su dina´mica en sistemas inhomoge´neos esta´ bien descrita en te´rminos de
su centro. Para ello se utiliza la te´cnica de coordenadas colectivas, con la que se
obtiene un potencial efectivo que define el movimiento del centro del kink (Fogel
et al. 1976). Sin embargo, mostramos un ejemplo concreto de inhomogeneidad
sinusoidal en el que, para determinados valores de la longitud de onda, dicha
aproximacio´n no es va´lida: mientras que la aproximacio´n dada por el potencial
efectivo resulta u´til en rangos de longitud de onda pequen˜a o grande en relacio´n
136 Conclusiones y problemas abiertos.
a la anchura del kink, no es va´lida en un rango intermedio de valores (Sa´nchez
y Bishop 1994); en ese intervalo, el kink se queda atrapado en algu´n mı´nimo del
potencial efectivo. En nuestro estudio (Cuenda y Sa´nchez 2005) mostramos que
una descripcio´n del kink en te´rminos de dos coordenadas colectivas, el kink y la
anchura, es suficiente para reflejar el mismo atrapamiento del kink en un rango
intermedio de longitudes de onda. El hecho de que esta descripcio´n tan sencilla
tenga e´xito nos muestra la relevancia de la anchura del kink en el problema. La
comparacio´n de los resultados de la aproximacio´n con el modelo completo, sin
embargo, nos dice que el nivel de descripcio´n es so´lo cualitativo. Esto se debe a
que hay otros factores en el atrapamiento del kink que en esta aproximacio´n no
hemos tenido en cuenta. Ası´, el kink emite radiacio´n al moverse por la inhomoge-
neidad, de manera que va perdiendo energı´a poco a poco hasta que, finalmente, no
tiene la energı´a suficiente para sobrepasar la siguiente barrera; en estos casos, el
kink superara´ varias longitudes de onda hasta que, finalmente, se pare. Sin embar-
go, de los resultados nume´ricos del modelo completo se observa que estos casos
se diferencian bastante bien de otros en los que el kink se queda atrapado en uno
de los primeros pozos. E´stos son aquellos en los que la anchura del kink puede
tener un papel relevante.
Sin embargo, todavı´a no hay una explicacio´n clara de la forma en la que la
anchura del kink interviene en el problema. La integracio´n nume´rica de las ecua-
ciones que se obtienen en la aproximacio´n no permite descubrir por que´, para
ciertos valores de la longitud de onda de la perturbacio´n, el kink decide pararse
en un mı´nimo de potencial. Aunque hay algunos trabajos al respecto realizados
durante la elaboracio´n de esta tesis, esta pregunta todavı´a no tiene una respuesta
clara.
La utilidad del Veff .
El problema del potencial efectivo descrito en el apartado anterior no es ha-
bitual. Por lo general, el potencial efectivo describe bastante bien la dina´mica de
kinks en modelos de sG inhomoge´neos. En el capı´tulo 5 se introduce el potencial
efectivo para el modelo de sG discreto en secuencias inhomoge´neas (Salerno y
Kivshar 1994), y se hace un estudio comparativo de la dina´mica de kinks y de la
dina´mica de una partı´cula que se mueve en el potencial efectivo, tanto con roza-
miento y fuerza externa como sin ellas. El estudio se realiza para valores de la
discretizacio´n efectiva en torno a deff ' 0.1, con una barrera de PN despreciable;
quiza´ para otras discretizaciones aparezcan efectos en los que la anchura del kink
sea relevante, como el descrito en el apartado anterior o, para discretizaciones de-
masiado grandes, el potencial de PN deje de ser despreciable. Sin embargo, para
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el rango en el que nos hemos movido la similitud entre las dina´micas del kink y
de la partı´cula es bastante grande. La mayor diferencia se observa en el caso sin
rozamiento ni fuerza externa, en el que aparece un desfase entre ambas dina´micas
cuando la velocidad del kink oscila en un cierto rango (aunque en algunos casos
la diferencia se acentu´a ma´s que en otros); dicha diferencia se debe a que en ese
proceso esta´n interviniendo otros mecanismos que no han sido tenidos en cuenta
en la aproximacio´n de potencial efectivo, como la emisio´n de radiacio´n por parte
del kink o la diferencia en su anchura. Cuando se incluyen rozamiento y fuerza ex-
terna en el modelo, sin embargo, la aproximacio´n mejora, probablemente porque
el rozamiento anula la radiacio´n que pueda emitir el kink, ası´ como la oscilacio´n
de su centro. La comparacio´n realizada en ambos casos nos permite afirmar que,
en las condiciones estudiadas, la dina´mica de la partı´cula en el potencial efectivo
nos sirve para predecir resultados en la dina´mica de kinks.
Un trabajo interesante como continuacio´n de e´ste serı´a una comparacio´n ma´s
exhaustiva de las dos dina´micas para diferentes tipos de secuencias (y, por tanto,
de potenciales efectivos) y con diferentes valores de los para´metros. Por ejemplo,
construir secuencias perio´dicas para que den lugar a potenciales efectivos de tipo
sinusoidal y estudiar los efectos de la anchura en ellos; estudiar el grado en que el
rozamiento y la fuerza externa afectan a la similitud entre una dina´mica y otra; o
tambie´n, comprobar los efectos que la introduccio´n de ruido te´rmico induce en el
parecido entre ambas dina´micas.
Aplicabilidad de sG al ADN.
En el capı´tulo 6 se revisan algunos resultados referentes al modelo de sG apli-
cado al ADN (Salerno 1991; Salerno 1992; Domı´nguez-Adame et al. 1995). Para
ello se usan, entre otras cosas, los resultados descritos anteriormente referentes a
la utilidad del potencial efectivo para describir la dina´mica de kinks en secuencias
inhomoge´neas. Gracias a ellos, resulta mucho ma´s intuitivo entender (y a veces
imaginar) la dina´mica de un kink en una secuencia inhomoge´nea en te´rminos de
su potencial efectivo. Ası´, se deduce que, una vez fijados el resto de para´metros
(rozamiento, fuerza externa y discretizacio´n efectiva), la dina´mica de un kink de-
pende en gran medida de la posicio´n inicial de su centro y de la secuencia inho-
moge´nea por la que se mueva. Este resultado, aparentemente trivial en te´rminos
de una partı´cula, resulta de gran ayuda para entender algunos trabajos anteriores
referentes al modelo, aplicado a secuencias aperio´dicas (Domı´nguez-Adame et al.
1995) y a secuencias en las que aparecen promotores de ADN (Salerno 1991; Sa-
lerno 1992). Dichos resultados sugieren la posibilidad de que la dina´mica de kinks
este´ relacionada con el contenido de informacio´n de la secuencia, en el caso de se-
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cuencias aperio´dicas, o con las posiciones de elementos funcionales de secuencias
de ADN, como promotores. Sin embargo, en nuestro estudio (Cuenda y Sa´nchez
2004a; Cuenda y Sa´nchez 2004b) se explican los resultados obtenidos en trabajos
anteriores en te´rminos de la posicio´n inicial del kink y la secuencia utilizada. Te-
niendo en cuenta esto, nuestra conclusio´n es que no existen dichas relaciones en
el modelo.
Posteriormente, y basa´ndonos en otros trabajos que estudian la misma relacio´n
(Lennholm y Ho¨rnquist 2003; Bashford 2006), se realiza un estudio exhaustivo del
genoma del fago T7 utilizando para ello el potencial efectivo para kinks. Tras un
ana´lisis de todos los promotores del fago, ası´ como de otras secuencias que no
contienen promotores, no encontramos rasgos caracterı´sticos que identifiquen es-
tos elementos de entre el resto del genoma. Adema´s, tras un ana´lisis del peso del
potencial efectivo concluimos que la resolucio´n espacial de e´ste, para los para´me-
tros utilizados en la literatura estudiada, no es lo suficientemente alta como para
encontrar las secuencias de promotores del fago y que, para otras discretizaciones
que aumentaran la resolucio´n del potencial efectivo, el potencial efectivo da infor-
macio´n sesgada de la secuencia por no poder diferenciar las bases A y T y las C y
G. Otro ana´lisis de un potencial efectivo para breathers que ha aparecido recien-
temente aplicado al ADN (Bashford 2006) indica, por un lado, que el potencial
efectivo para estos objetos es ma´s complicado que en el caso de los kinks y, por
otro, que su expresio´n da lugar a un potencial efectivo muy parecido al de e´stos.
La conclusio´n de este estudio es que los promotores del fago T7, y probablemente
en cualquier otro organismo, no pueden ser diferenciados del resto del genoma
estudiando la dina´mica de kinks.
Comparacio´n con ADN real.
La conclusio´n anterior es probablemente generalizable a otros elementos fun-
cionales de la secuencia de ADN, no so´lo a promotores. Un estudio de la literatura
que trata la transcripcio´n del ADN, ası´ como del reconocimiento de secuencias
especı´ficas por parte de algunas proteı´nas (Alberts et al. 2002), es suficiente para
entender que la complejidad del problema no se pueda explicar en te´rminos de
este sencillo modelo.
Otra limitacio´n muy importante que ha sido tenida en cuenta en esta tesis es
el efecto real que produce la viscosidad del agua en el ADN (Nelson 2004). En
el rango de fuerzas en el que se mueve el ADN, del orden de los piconewtons,
la friccio´n del agua sobre e´ste es tan grande que su dina´mica deja de ser inercial
y es pra´cticamente so´lo disipativa. Sin embargo, los modelos aplicados al ADN
mostrados a lo largo de esta memoria son inerciales, ya que, en sus ecuaciones
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de movimiento, su te´rmino de rozamiento es cero o mucho menor que el te´rmino
inercial. Cuando Englander et al. (1980) introdujeron el modelo de sG aplica-
do al ADN, lo hicieron para describir ciertos aspectos de la dina´mica de e´ste, al
igual que hizo Salerno (1991) cuando estudio´ los promotores en secuencias inho-
moge´neas. Sin embargo, el caso de Salerno, ası´ como otras investigaciones pos-
teriores (Domı´nguez-Adame et al. 1995; Lennholm y Ho¨rnquist 2003; Bashford
2006) y las investigaciones realizadas sobre el modelo durante esta tesis (Cuenda y
Sa´nchez 2004b; Cuenda y Sa´nchez 2004a; Cuenda et al. 2006), pueden entender-
se de forma fenomenolo´gica. De esta manera, aunque realmente no puede haber
kinks o breathers que se propagan por la cadena de la forma descrita, el estudio
de la relacio´n entre la dina´mica de estos solitones en secuencias geno´micas y la
existencia o no de promotores u otros elementos funcionales en dichas secuencias
es igualmente va´lido.
El modelo de PB.
En el capı´tulo 7 se estudian las soluciones de tipo pared de dominio del mo-
delo de PB (Peyrard y Bishop 1989). Estas soluciones pueden modelar el estado
del ADN en los experimentos de desnaturalizacio´n meca´nica, por lo que puede
resulta u´til estudiar este tipo de soluciones para explicar los resultados experi-
mentales (Cuesta-Lo´pez et al. 2005). Esto, unido a los resultados obtenidos con
el potencial efectivo de kinks en el modelo de sG, nos llevaron a estudiar estas
soluciones para intentar construir una herramienta ana´loga en este modelo. Para
ello realizamos un ana´lisis de las soluciones esta´ticas en este modelo en sistemas
finitos con condiciones de contorno fijas (que son las representativas en los ex-
perimentos de desnaturalizacio´n meca´nica), y estudiamos su estabilidad. En este
trabajo encontramos expresiones analı´ticas aproximadas de las soluciones, tanto
en el lı´mite continuo como en el lı´mite discreto, aunque las soluciones relevantes
son estas u´ltimas. Para finalizar, comparamos con un trabajo reciente en el que se
aborda un caso particular del problema de forma nume´rica, y obtenemos el mismo
nu´mero de soluciones estables e inestables. Las conclusiones de esta investigacio´n
son que, por un lado, hemos obtenido expresiones analiticas aproximadas, va´lidas
para sistemas finitos, que no habı´an sido obtenidas anteriormente, y que describen
correctamente las soluciones de un sistema con condiciones de contorno fijas, co-
mo vimos al comparar nuestros resultados con otros obtenidos por otro grupo de
forma diferente.
Este trabajo es el primer paso en la bu´squeda de un potencial efectivo para
este tipo de soluciones que pueda explicar las observaciones experimentales de
desnaturalizacio´n meca´nica (Essevaz-Roulet et al. 1997). Un problema que hay
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que resolver es que, para aplicar la te´cnica de coordenadas colectivas, la expresio´n
analı´tica aproximada que tenemos para estas soluciones, en te´rminos de la apertura
del segundo elemento de la cadena, hay que pasarla a otra variable que represente
el centro de la pared de dominio. Otra barrera difı´cil de superar en el modelo es
la dependencia lineal de la energı´a con el taman˜o del sistema. Esto hace, por un
lado, que el sistema, con condiciones de contorno libres, tienda a estar cerrado.
Por otro, a la hora de calcular un posible potencial efectivo para estas soluciones
en el modelo, el te´rmino de masa depende de la posicio´n (lo cual es consistente
con el problema anterior). Ası´, aunque la aplicacio´n de la fuerza externa en el
u´ltimo elemento puede prevenir el cierre de la misma, no esta´ claro co´mo se puede
superar la dependencia de la masa con la posicio´n.
Adema´s de lo anteriormente mencionado, es necesario tener en cuenta el efec-
to disipativo del agua si queremos realizar un estudio realista de este tipo de ex-
perimentos con este modelo. Las soluciones esta´ticas encontradas son igualmente
va´lidas en el caso disipativo y, aunque es necesario realizar un estudio sobre co´mo
esta disipacio´n afecta a la dina´mica de estas soluciones de tipo pared de dominio,
es posible que el efecto de la disipacio´n y el ruido te´rmico explique el mecanismo
de stick-slip que se produce en los experimentos de desnaturalizacio´n meca´nica.
Sin embargo, es necesario un estudio detallado del problema para obtener resulta-
dos concluyentes.
V
Ape´ndices

A
Wobbles en el modelo de sG.
La TEI fue aplicada a la ecuacio´n de sG (2.1) por primera vez por Ablowitz
et al. (1973) para la bu´squeda de soluciones exactas de la misma, y las expresiones
principales de tipo kink y breather fueron encontradas con esta te´cnica. En 1983,
Harvey Segur consiguio´ la expresio´n de una solucio´n que e´l llamo´ wobbling kink:
un objeto que satisface las condiciones de contorno del kink, pero con un grado de
libertad interno. El propio Segur advirtio´ en su trabajo que estos objetos debı´an
ser probablemente inestables, aunque con una inestabilidad que crece de mane-
ra algebraica en lugar de exponencial. Recientemente han aparecido estudios que
vuelven a recuperar la expresio´n de este tipo de soluciones (Kalbermann 2006),
intentando hacer un ana´lisis nume´rico de la estabilidad del objeto. En estos es-
tudios, en los que utilizan la TEI como medio para encontrar la expresio´n de la
solucio´n, consideran el objeto ası´ obtenido como un kink con una oscilacio´n, mo-
do interno o “quasimodo”. Dicho modo interno fue sugerido por Rice (1983) e
introducido por Boesch y Willis (1990). Debido a las discrepancias que este tra-
bajo ha suscitado recientemente (Quintero et al. 2000; Willis 2006; Quintero et al.
2006) sobre la existencia o no de estos quasimodos, en este ape´ndice se recoge
la evidencia de que, en el caso descrito por Segur y Ka¨lbermann referente a los
wobbles, esta solucio´n no se trata de un kink con un grado de libertad interno. Por
el contrario, son dos kinks y un kink superpuestos de forma no lineal y de manera
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que un par kink-antikink forma un breather. Este breather es el que puede confun-
dirse con la oscilacio´n interna si no se tiene el cuidado de estudiar el significado
de los para´metros de la solucio´n final. Para demostrarlo ha bastado utilizar la TB,
conocida desde finales del siglo XIX (Ba¨cklund 1883), para ası´ obtener una ex-
presio´n donde todos los para´metros tienen un significado conocido en te´rminos de
posiciones y frecuencias.
Para encontrar la expresio´n del wobble como el referido por Kalbermann
(2006) basta con construir la solucio´n de tres kinks a partir del siguiente diagrama
de Bianchi:
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La u´nica dificultad radica en conocer la forma que deben tener los coeficientes
ai, con i = 0, 1, 2, para obtener las soluciones parciales φ˜1, φ˜2, φ0, φ1 y φ2 con
las que construir la solucio´n final del wobble φW . Puesto que postulamos que el
wobble no es ma´s que un kink y un breather, los para´metros ai que se deben usar
en la integracio´n son aquellos que se utilizan en la construccio´n de un kink y un
breather. Nosotros consideraremos que φ0 es un kink en reposo, que φ˜1 y φ˜2 son
las soluciones parciales que dan lugar a un breather a partir del diagrama (o de la
identidad) de Bianchi apropiada; φ1 y φ2 son las soluciones que se obtienen como
superposicio´n no lineal de φ0 y φ˜1, y φ0 y φ˜2, respectivamente, y con las que,
finalmente, se construye la solucio´n de tipo wobble φW .
A continuacio´n se muestran las transformaciones ba´sicas que son necesarias
para obtener las soluciones parciales φ0, φ˜1 y φ˜2 y ası´ conocer el valor de los
para´mentros a0, a1 y a2 necesarios para construirlas.
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A.1. Integracio´n de TB a partir de φ = 0.
En este caso no se puede utilizar el diagrama de Bianchi, sino que es necesario
integrar directamente la TB (2.2) a partir de la solucio´n trivial φ = 0 utilizando el
para´metro a. La ecuacio´n que se obtiene es, como ya se vio en el primer capı´tulo,(
φ
2
)
ξ
= a sin
(
φ
2
)
,(
φ
2
)
τ
=
1
a
sin
(
φ
2
)
.
Multiplicando la ecuacio´n de arriba por dξ, la de abajo por dτ y sumando ambas
ecuaciones se obtiene(
φ
2
)
ξ
dξ +
(
φ
2
)
τ
dτ = sin
φ
2
(
adξ +
dτ
a
)
, (A.1)
donde el te´rmino de la izquierda de la expresio´n anterior es la diferencial exacta
de φ/2. Se puede, por tanto, escribir la expresio´n (A.1) como
dφ2
sin φ2
= adξ +
dτ
a
, (A.2)
que al integrarse da la expresio´n
tan
(
φ
4
)
= exp
[
aξ +
τ
a
+ δ
]
, (A.3)
o en coordenadas esta´ndar,
tan
(
φ
4
)
= exp
[(
a+
1
a
)
x+
(
a− 1
a
)
t+ δ
]
, (A.4)
donde δ es una constante de integracio´n asociada al origen de coordenadas en x y
en t.
La expresio´n (A.4) la utilizaremos en las expresiones de φ0, φ˜1 y φ˜2. Por
ejemplo, en el caso de φ0 estamos interesados en que sea un kink en reposo de la
forma
tan
(
φ0
4
)
= ex−xk , (A.5)
por lo que, para ello, el para´metro de la transformacio´n debe ser a0 = 1, y la
constante δ = −xk, real, nos da la posicio´n del kink.
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A.2. Construccio´n de un breather.
Tal y como se ha mencionado, φ˜1 y φ˜2 deben ser soluciones de la forma (A.4)
definidas en este caso con el para´metro ai y la constante δi para i = 1, 2. Estos ai
y δi deben ser tales que la combinacio´n no lineal de ambas expresiones de lugar a
un breather, φB , de acuerdo al diagrama de Bianchi
φ˜1
a2
ÃÃ@
@@
@@
@@
@
0
a1
@@¢¢¢¢¢¢¢¢
a2 ÁÁ=
==
==
==
= φB
φ˜2
a1
>>~~~~~~~~
La expresio´n del breather viene dada por la identidad de Bianchi (2.3), que en
este caso particular es
tan
(
φB
4
)
=
a1 + a2
a1 − a2 tan
(
φ˜1 − φ˜2
4
)
. (A.6)
Utilizando la expresio´n de la tangente de la suma, y operando con las exponencia-
les de φ˜i, se llega a
tan
(
φB
4
)
=
a1 + a2
a1 − a2
sh
[(
a+1 − a+2
)
x
4 +
(
a−1 − a−2
)
t
4 +
δ1
2 − δ22
]
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[(
a+1 + a
+
2
)
x
4 +
(
a−1 + a
−
2
)
t
4 +
δ1
2 +
δ2
2
] (A.7)
donde, para una escritura ma´s reducida, se ha definido a+i = ai + 1/ai, y a
−
i =
ai−1/ai. Para que esta expresio´n se corresponda con la expresio´n de un breather
en reposo, (2.30), con una cierta traslacio´n espacial y temporal, es necesario que
los para´metros de la transformacio´n verifiquen a1 = β+ iα, con β y α reales tales
que β2 + α2 = 1, y que a2 = a∗1 (el asterisco significa complejo conjugado). Las
constantes de integracio´n tambie´n esta´n relacionadas, de la forma δ1 = βxb+iαtb,
con xb y tb reales, y con δ2 = δ∗1 . De esta manera, la expresio´n final del breather
es
tan
(
φB
4
)
=
β
α
sin(α(t− tb))
ch(β(x− xb)) , (A.8)
y quedan definidos todos los para´metros que son necesarios para construir el wob-
ble.
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A.3. Superposicio´n no lineal de un kink y medio breather.
Esta superposicio´n se refiere a la penu´ltima que es necesario hacer para con-
seguir el resultado parcial φi, con i = 1, 2, a partir de las cuales ya se construye
directamente el wobble con la u´ltima superposicio´n no lineal. La identidad de
Bianchi para conseguir φi es
φ˜i
a0
ÂÂ?
??
??
??
?
0
ai
@@¢¢¢¢¢¢¢¢
a0 ÁÁ>
>>
>>
>>
> φi
φ0
ai
??~~~~~~~
.
El tı´tulo de esta seccio´n se debe a que, en ella, se calcula la superposicio´n de un
kink y so´lo uno de los dos φ˜i necesarios para construir el breather completo. Las
expresiones que se necesita usar para aplicar la identidad de Bianchi,
tan
(
φi
4
)
=
a0 + ai
a0 − ai tan
(
φ0 − φ˜i
4
)
, (A.9)
vienen dadas por las ecuaciones (A.5) para φ0, con a0 = 1, y (A.4) para φ˜i, con
a1 = β + iα (β2 + α2 = 1), a2 = a∗1, δ1 = βxb + iαtb y δ2 = δ∗1 . Una forma de
escribir de forma reducida las tres expresiones es
tan
(
φ0
4
)
= ez0 , (A.10)
tan
(
φ˜1
4
)
= ez1+iz2 , (A.11)
tan
(
φ˜2
4
)
= ez1−iz2 , (A.12)
con z0 = x−xk, z1 = β(x−xb) y z2 = α(t− tb). Con esta notacio´n se obtienen
las expresiones de φi, que son
tan
(
φ1
4
)
=
iα
1− β
ez0 − ez1+iz2
1 + ez0+z1+iz2
, (A.13)
y φ2 = φ∗1.
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A.4. Obtencio´n del wobble.
Para obtener el wobble φW es necesario superponer las tres soluciones so-
lito´nicas, φ0, φ1 y φ2, utilizando el siguiente diagrama de Bianchi:
φ1
a2
ÃÃB
BB
BB
BB
B
φ0
a1
>>~~~~~~~
a2 ÃÃ@
@@
@@
@@
φW
φ2
a1
>>||||||||
que equivale a la siguiente expresio´n,
tan
(
φW − φ0
4
)
=
a1 + a2
a1 − a2 tan
φ1 − φ2
4
. (A.14)
Operando con la expresio´n (A.13) y teniendo en cuenta que φ2 = φ∗1 y a1 = a∗2 =
β + iα, se llega a la siguiente expresio´n,
φW − φ0
4
= arg
[
(1− β) (1 + e2z0+2z1 + 2ez0+z1 cos z2)
+ (1 + β)
(
e2z0 + e2z1 − 2ez0+z1 cos z2
)
+i2β
(
ez0 − ez0+2z1 + e2z0+z1 cos z2 − ez1 cos z2
)]
, (A.15)
donde hemos usado que
arctan
(y
x
)
= arg(x+ iy), (A.16)
para x > 0. Utilizando la relacio´n (A.16) tambie´n es posible escribir φ0, definido
por (A.10), como
φ0
4
= arg(1 + iez0). (A.17)
Esta expresio´n nos permite sumar los argumentos (A.15) y (A.17) sin ma´s que
multiplicar los nu´meros complejos correspondientes, dando lugar a
φW
4
= arg
[
(1− β)(1 + e2z0) + (1 + β)(1 + e2z0)e2z1
− 2β(1 + e2z0)ez0+z1 cos z2
+ i(1 + β)(1 + e2z0)ez0 + i(1− β)(1 + e2z0)ez0+2z1
−i2β(1 + e2z0)ez1 cos z2
]
. (A.18)
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Esta expresio´n es muy farragosa, pero si recordamos que z0 = x−xk, z1 = β(x−
xb) y z2 = α(t− tb), ası´ como el significado de xk como posicio´n del centro del
kink, xb la posicio´n del centro del breather, tb el origen temporal en la oscilacio´n
del breather y α la frecuencia del oscilacio´n del breather, uno puede imaginar el
aspecto que tendra´ este objeto para unos valores dados de estos para´metros.
Comparemos ahora la expresio´n (A.18) y la obtenida por (Kalbermann 2006),
φW
4
= arg (U + iV ) , (A.19)
con
U =1 +
|m2|2
(
1
4 − ω2
)
ω2
e4ωx
− 2m1|m2|
(
1
2 − ω
)
1
2 + ω
ex+2ωx cos(2σ(t+ t0)), (A.20)
V =− m1|m2|
2
(
1
2 − ω
)3
ω2
(
1
2 + ω
) ex+4ωx −m1ex
+ 2|m2|e2ωx cos(2σ(t+ t0)), (A.21)
y donde ω2 + σ2 = 1/4, m1 ∈ R y m2 ∈ C, y t0 se define mediante la exprsio´n
tan(2σt0) =
Im(m2)ω +Re(m2)σ
Im(m2)σ − Re(m2)ω (A.22)
A primera vista, ambas expresiones son totalmente diferentes. Sin embargo, se
puede obtener (A.19) a partir de (A.18) utilizando, en primer lugar, la propiedad
arg[a(x+ iy)] = arg(x+ iy), para a > 0. De esta forma, sacando factor comu´n
(1−β)(1+ e2z0) (va´lido para 0 < β < 1) del argumento de la derecha de (A.18),
dicha ecuacio´n se puede escribir como
φW
4
= arg
[
1 +
1 + β
1− β e
2z1 − 2β
1− β e
z0+z1 cos z2
+i
1 + β
1− β e
z0 + iez0+2z1 − i 2β
1− β e
z1 cos z2
]
. (A.23)
Ahora so´lo queda encontrar la relacio´n entre los para´metros de Kalbermann (2006)
y los nuestros. Dicha relacio´n se obtiene identificando te´rmino a te´rmino los ex-
ponentes de las dos expresiones, y el resultado es el siguiente:
m1 = −1 + β1− β e
−xk
|m2| = − β1− β e
−βxb
t0 = −tb
σ = 2α
ω = 2β
(A.24)
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No´tese que en la expresio´n anterior se iguala el mo´dulo de m2 a un valor negativo,
lo que carece de sentido. Sin embargo, se puede entender que |m2| es un para´metro
real ma´s al que llamaremos m′2, con m′2 < 0, definido a partir de m2 como m′2 =
−√(Re(m2))2 + (Im(m2))2 para que no exista este conflicto. De esta manera,
puesto que las dos expresiones son equivalentes y se conoce el significado de la
solucio´n φW en te´rminos de la posicio´n de un kink y un breather, la naturaleza del
wobble queda clara. No se trata de un kink con un modo interno que oscila, sino
tan so´lo de una superposicio´n no lineal de un kink y un breather. Este resultado
confirma una vez ma´s la inexistencia de modos internos en sG (Quintero et al.
2000).
B
Nociones de biologı´a y biofı´sica.
B.1. Estructura del ADN1.
Composicio´n del ADN y estructura ba´sica.
El ADN es una macromole´cula muy compleja con una estructura muy rica
que le permite tener la funcionalidad que tiene. Sin entrar mucho en detalles, a
continuacio´n se describe su estructura. El ADN es una macromole´cula formada a
su vez por dos cadenas de polı´meros complementarias, unidas entre sı´; cada una
de esas cadenas de polı´meros se denominara´n cadena de ADN, y la unio´n de am-
bas, doble cadena de ADN, doble he´lice o simplemente ADN. Los mono´meros
que conforman estas cadenas de ADN son los nucleo´tidos, que esta´n compuestos
a su vez por tres mole´culas, que son: un grupo fosfato, unido a un azu´car (en el
caso del ADN es la desoxirribosa), unido a su vez a una base, que puede ser de
cuatro tipos diferentes: adenina (A), citosina (C), guanina (G) y timina (T); estos
sı´mbolos (A, C, G, T) tambie´n se usan para referirse a los diferentes nucleo´tidos
1La mayor parte de la informacio´n contenida en esta seccio´n me fue impartida en la escuela de
verano de Les Houches, Mu´ltiples aspectos del ADN y el ARN: de la biofı´sica a la bioinforma´tica,
de la que existe un libro impreso, realizado por los propios profesores de la escuela (Duke et al.
2004)
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formados con estas bases. Los nucleo´tidos de una cadena de ADN esta´n unidos
entre sı´ a trave´s del azu´car de un nucleo´tido y el grupo fosfato de otro por enlaces
covalentes, formando la “columna vertebral” de la cadena de ADN. Esta unio´n
no es sime´trica, sino que existe una orientacio´n en la cadena de ADN; al extremo
donde esta´ el grupo fosfato se le llama 5′ y al extremo del azu´car se le llama 3′.
La unio´n entre dos cadenas de ADN para formar la doble he´lice se realiza em-
parejando cada una de las bases de una cadena con una base de la otra mediante
enlaces o puentes de hidro´geno. Para que esto sea posible es necesario que las dos
cadenas de ADN sean antiparalelas (esto es, que el extremo 5′ de una este´ junto al
extremo 3′ de la otra y viceversa) y complementarias. Que sean complementarias
significa que las bases que se tienen que unir son complementarias, es decir, que
los u´nicos enlaces posibles2 entre bases son A con T y C con G. Es precisamente
la secuencia especı´fica de bases de la doble cadena de ADN la que contiene la
informacio´n gene´tica de la ce´lula. Cada base A, T, C o´ G puede considerarse co-
mo una letra en un alfabeto de cuatro letras que codifica los diferentes mensajes
(proteı´nas) que necesita un organismo para vivir. La unio´n mediante los pares de
bases de las dos cadenas de ADN hacen que, en primera aproximacio´n, se pue-
da visualizar la doble cadena de ADN como una escalera cuyos lados serı´an las
cadenas de azu´car-fosfato y cuyos peldan˜os serı´an los pares de bases, como se
ve esquematizado en el dibujo izquierdo de la figura B.1. Pero realmente, como
propusieron Watson y Crick (1953), la estructura de la doble cadena de ADN es
una doble he´lice, tal y como aparece representada en la figura B.1, derecha, don-
de la informacio´n gene´tica esta´ “apilada” como bloques de ladrillos unos encima
de otros, y adema´s se encuentra protegida por las dos he´lices de azu´car-fosfato.
Como puede observarse en el dibujo, la doble he´lice no es sime´trica, sino que la
separacio´n en alturas entre una he´lice y otra da lugar a dos surcos de taman˜o dife-
rente, llamados surco menor y surco mayor, muy importantes en la funcionalidad
de la mole´cula.
Estructura primaria, secundaria y terciaria.
En biologı´a, al referirse a la estructura de macromole´culas definidas por una
secuencia de mono´meros, tales como proteı´nas, mole´culas de ARN o la doble ca-
dena de ADN, se habla de ellas en diferentes niveles de complejidad, que son la
estructura primaria, la secundaria y la terciaria. En la estructura primaria se defi-
2Realmente, hay ma´s enlaces posibles que hacen del ADN un objeto muy rico, versa´til y com-
plicado. Aquı´ solamente voy a referirme a las ma´s conocidas, que son las llamadas uniones Watson-
Crick, llamadas ası´ porque son las que propusieron Watson y Crick (1953) cuando descubrieron la
estructura ba´sica del ADN.
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Figura B.1: A la izquierda, doble cadena de ADN representada como una escalera.
A la derecha, doble cadena de ADN representada como doble he´lice.
ne la secuencia ordenada concreta de la macromole´cula. En el caso de proteı´nas,
la secuencia de aminoa´cidos que la forman; en el caso del ARN y del ADN, la
secuencia de bases, con la diferencia de que el ARN so´lo esta´ formado por una
cadena y el ADN por dos. En la estructura secundaria se tienen en cuenta, adema´s,
las uniones fı´sicas de mono´meros no consecutivos de la cadena, dando lugar a
plegamientos en la macromole´cula. En las proteı´nas, la unio´n de aminoa´cidos; en
ARN, la formacio´n de horquillas por bases complementarias y de otras uniones
entre nucleo´tidos alejados3; en ADN, la unio´n de las dos cadenas de ADN para
formar la doble cadena. Por u´ltimo, en la estructura terciaria se tiene en cuenta
la configuracio´n tridimensional final de la mole´cula, dados por los enlaces de la
estructura secundaria y la polaridad de la mole´cula. Esta estructura es la ma´s com-
plicada de predecir, y hay muchos grupos en biofı´sica que tratan el plegamiento
de proteı´nas y de ARN; el ADN, aparte del enrollamiento en forma de doble he´li-
ce, que se puede entender como una primera aproximacio´n a su estructura, puede
3En ARN no existe timina (T), sino uracilo (U), que es la base complementaria a la adenina
(A). Esta nueva base hace que el ARN sea un objeto funcionalmente ma´s complejo que el ADN,
puesto que le permite una gran variedad de uniones de los nucleo´tidos entre sı´, aparte de la unio´n de
Watson-Crick tı´pica del ADN, da´ndole una gran variedad de formas y funciones dentro de la ce´lula.
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doblarse ligeramente en algunos puntos de la secuencia (feno´meno conocido co-
mo bending), y tambie´n resulta muy importante la interaccio´n de los surcos de
la doble he´lice con proteı´nas que actu´an sobre ella, como la ARN polimerasa o
factores de transcripcio´n, para el reconocimiento de lugares funcionales.
En el caso de organismos eucariotas, adema´s, existen ordenamientos superio-
res que permiten el empaquetamiento de la informacio´n gene´tica en configuracio-
nes que ocupen menos volumen. Ası´, la doble he´lice de ADN se encuentra “enro-
llada” alrededor de un octa´mero de unas proteı´nas denominados histonas, dando
lugar a los nucleosomas. Estos nucleosomas, a su vez, se apilan y se enrollan entre
sı´ en una he´lice para formar la cromatina. Por u´ltimo, en un enrollamiento ma´s
de la cromatina, se forman los cromosomas, compuestos por una (en ce´lulas ha-
ploides) o dos (en ce´lulas diploides) croma´tidas, que contienen distintos alelos de
los mismos genes. Realmente, los cromosomas so´lo se hacen visibles en la ce´lu-
la en los proceso de mitosis (divisio´n celular en la que de una ce´lula se obtienen
dos ce´lulas hijas, gene´ticamente ide´nticas a la madre) y meiosis (divisio´n celular
en la que una ce´lula diploide da lugar a dos haploides, con el mismo nu´mero de
cromosomas pero cada uno de ellos formado por una u´nica croma´tida). El estado
normal del ADN celular, en el que se producen todos los procesos de transcripcio´n
y regulacio´n ge´nica, es en forma de cromatina. Por tanto, la maquinaria necesaria
para controlar estos procesos en ce´lulas eucariotas es mucho ma´s compleja que en
ce´lulas procariotas.
B.2. Transcripcio´n del ADN4.
La ARN polimerasa.
La produccio´n de las proteı´nas necesarias para el funcionamiento de la ce´lu-
la se realiza mediante el proceso de transcripcio´n de una porcio´n de ADN que
contiene uno o varios genes en ARN, el posterior procesamiento del ARN para
eliminar la informacio´n irrelevante a la hora de construir la proteı´na y la posterior
traduccio´n del ARN maduro en una secuencia de aminoa´cidos que se pliega para
formar una proteı´na. E´ste es el llamado dogma central de la biologı´a molecular. En
esta seccio´n nos ocuparemos de describir el mecanismo del proceso de transcrip-
cio´n de una porcio´n de ADN por la ARN polimerasa. Cada elemento transcrito de
ADN se llama unidad de transcripcio´n. En organismos eucariotas, una unidad de
transcripcio´n normalmente contiene la informacio´n relativa a un gen; en bacterias,
por el contrario, se suele traducir un conjunto de genes adyacentes en una u´nica
4Informacio´n obtenida casi ı´ntegramente del gran libro de biologı´a molecular de Alberts et al.
(2002).
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unidad de transcripcio´n. De hecho, el mecanismo de transcripcio´n en eucariotas
y en procariotas es muy diferente: mientras que en bacterias so´lo existe un tipo
de ARN polimerasa que se encarga del proceso de transcripcio´n, en el nu´cleo de
las eucariotas existen tres tipos de ARN polimerasa (llamadas ARN polimerasa I,
II y III), que transcriben diferentes tipos de secuencias de ADN. Las estructuras
de todas ellas (incluida la bacteriana) son muy parecidas entre sı´, pero transcriben
diferentes tipos de genes. La diferencia fundamental entre las ARN polimerasas
eucariotas y la ARN polimerasa bacteriana es que, mientras que la ARN polime-
rasa bacteriana (unida a una proteı´na denominada factor σ) es capaz de iniciar la
transcripcio´n de un fragmento de ADN in vitro sin la ayuda de proteı´nas adicio-
nales, las ARN polimerasas eucariotas no pueden. Adema´s, debido a la compleja
estructura del ADN eucariota, la trancripcio´n en estos organismos debe tener en
cuenta el enrollamiento del ADN en los nucleosomas y el enrollamiento de e´ste
para formar la cromatina, problemas totalmente ausentes en el caso de los cromo-
somas procariotas. En esta memoria de tesis bastara´ con que nos ocupemos del ca-
so de la transcripcio´n del ADN por la ARN polimerasa bacteriana, un mecanismo
lo suficientemente complicado como para intentar describirlo matema´ticamente
con un modelo sencillo.
La ARN polimerasa bacteriana (en adelante, ARNP) es un complejo proteı´ni-
co formado por varias subunidades. Una de ellas, el factor σ, es una subunidad
capaz de acoplarse y desacoplarse de la ARNP que puede leer las sen˜ales en el
ADN que le dicen do´nde empezar a transcribir. Por lo general, la ARNP se adhie-
re de forma muy de´bil al ADN bacteriano cuando choca con e´l, de manera que se
desliza ra´pidamente por el ADN antes de separarse de nuevo de e´l. Sin embargo,
cuando la ARNP (junto con el factor σ) se desliza hasta una regio´n del ADN don-
de se encuentra un promotor, se une firmemente a e´l. La ARNP utiliza el factor
σ para reconocer esta secuencia de ADN mediante contactos especı´ficos con las
bases a trave´s de los surcos de la doble he´lice.
Despue´s de unirse fuertemente al promotor de ADN, la ARNP abre la doble
he´lice para exponer una secuencia corta de nucleo´tidos en cada hebra (a este pro-
ceso se le llama melting, o fusio´n) para formar la burbuja de transcripcio´n. Para
ello no requiere energı´a quı´mica en forma de ATP, sino que tanto la mole´cula de
ADN como la ARNP sufren una serie de cambios estructurales reversibles que
llevan a un estado energe´ticamente ma´s estable. Una vez el ADN esta´ abierto, la
ARNP utiliza una de las dos hebras de ADN como plantilla para crear la cadena
de ARN complementaria, y empieza a transcribir en el “sitio de comienzo de la
transcripcio´n” (TSS) del promotor. Esta sı´ntesis de ARN (a veces llamada eta-
pa abortiva) es relativamente ineficiente. Sin embargo, una vez que la ARNP ha
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sintetizado una cadena de unos diez ribonucleo´tidos, el factor σ se desacopla del
complejo y la ARNP sufre una serie de cambios conformacionales para pasar a la
etapa de elongacio´n, en la que la ARNP se mueve ra´pidamente por la cadena (a
una velocidad de unos 50 nucleo´tidos por segundo) mientras sintetiza el ARN. Es-
te proceso continu´a hasta que la ARNP encuentra una segunda sen˜al en el ADN,
el terminador, momento en el cual la ARNP libera tanto la cadena de ADN como
la recie´n sintetizada de ARN. Una vez terminado el proceso de transcripcio´n, esta
ARNP puede unirse de nuevo a un factor σ para iniciar otra transcripcio´n de ARN.
Promotores y terminadores.
Como hemos visto, el proceso de inicio y fin de la transcripcio´n esta´n regula-
dos por secuencias especı´ficas de nucleo´tidos que los puntos en los que la ARNP
debe empezar y terminar la transcripcio´n. No es de extran˜ar que los promotores y
terminadores sean difı´ciles de reconocer por los investigadores, ya que esos esta-
dios de la transcripcio´n conllevan una serie de cambios conformacionales en las
mole´culas de ADN, ARN y en la ARNP. De hecho, una comparacio´n de diferen-
tes promotores bacterianos revela que son heteroge´neos en la secuencia de ADN5.
Sin embargo, todos ellos contienen secuencias relacionadas que reflejan en parte
aspectos del ADN que son reconocidos directamente por el factor σ. Estas carac-
terı´sticas comunes a menudo se resumen en forma de secuencias consenso. En
general, una secuencia de nucleo´tidos consenso se deriva comparando muchas se-
cuencias con la misma funcio´n ba´sica y eligiendo el nucleo´tido ma´s comu´n que
se encuentra en cada posicio´n. Sirve, por tanto, como resumen o promedio de un
gran nu´mero de secuencias de nucleo´tidos individuales (ve´ase la figura B.2).
Una razo´n por la que los promotores bacterianos poseen diferentes secuencias
de manera individual es que la secuencia particular de cada promotor determina
su fuerza (el nu´mero de eventos de iniciacio´n por unidad de tiempo). Por tanto,
la evolucio´n ha refinado cada promotor para que sea iniciado con la frecuencia
necesaria, creando para ello un amplio espectro de promotores. De esta manera,
los promotores asociados a genes que codifican una proteı´na muy abundante son
mucho ma´s fuertes que aquellos asociados a genes que codifican proteı´nas escasas,
y su secuencia de nucleo´tidos es responsable de esa diferencia.
Otra caracterı´stica de los promotores es que son asime´tricos, como se observa
en la figura B.2. En principio, puesto que el ADN esta´ formado por dos cadenas,
dos ARNPs podrı´an transcribir dos cadenas diferentes de ARN a partir de un mis-
mo promotor. Sin embargo, la asimetrı´a de e´stos, unida al hecho de que la ARNP
5Esta sencilla afirmacio´n parece echar por tierra cualquier modelo matema´tico que intente ex-
plicar la bu´squeda de promotores en los te´rminos explicados en los capı´tulos 5, 6 y 7.
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Figura B.2: Secuencia consenso para el promotor de clase mayor de la E. coli. (a)
Los promotores se caracterizan por dos secuencias hexa´meras (formadas por seis
elementos) de ADN, la−35 y la−10, llamadas ası´ por su localizacio´n aproximada
relativa al TSS (designado por +1). Por conveniencia, se muestra la secuencia de
nucleo´tidos de una hebra de ADN, aunque en realidad la ARNP reconoce el pro-
motor como una doble cadena de ADN. Tras estudiar 300 promotores, se muestran
las frecuencias de los cuatro nucleo´tidos en cada posicio´n de los hexa´meros. La
secuencia consenso se muestra bajo el gra´fico. Las distintas secuencias de nu-
cleo´tidos de los promotores estudiados no muestran parecidos significativos entre
los hexa´meros −35 y −10. (b) Distribucio´n del espaciado entre los hexa´meros
−35 y −10 encontrados en los promotores de la E. coli. La informacio´n de es-
tas dos gra´ficas se aplica so´lo a los promotores de la E. coli que son reconocidos
por la ARNP unida al factor σ mayor (llamado σ70). Sin embargo, las bacterias
tambie´n poseen factores σ menores, cada uno de los cuales reconoce un promotor
con secuencia diferente. Algunos promotores particularmente fuertes, reconoci-
dos por la ARNP y el factor σ70 tienen una secuencia adicional, localizada ma´s
a la izquierda (si suponemos que la ARNP transcribe de izquierda a derecha) del
hexa´mero −35, y que es reconocida por otra subunidad de la ARNP, denominada
α. (Figura obtenida de (Alberts et al. 2002).)
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so´lo puede transcribir en la direccio´n 5′−3′, hace que la ARNP so´lo se pueda unir
de manera que el proceso de transcripcio´n so´lo utilice una de las cadenas de ADN
como plantilla. La eleccio´n de la plantilla para cada gen, por tanto, queda definida
por la localizacio´n de un promotor y su orientacio´n. Las secuencias geno´micas
revelan que la cadena de ADN utilizada como plantilla varı´a de un gen a otro.
Como ya hemos visto, los terminadores son secuencias de ADN que indican
a la ARNP el final del proceso de elongacio´n de la cadena de ARN sintetizada.
La mayorı´a de los terminadores bacterianos consisten en una secuencia de pares
A − T precedida por otras dos secuencias, complementarias entre sı´, de manera
que, cuando el terminador es transcrito en ARN, se dobla sobre sı´ misma como
una horquilla para unir las bases complementarias a la manera de la doble cade-
na de ADN. Al mismo tiempo, la doble cadena hı´brida de ADN-ARN, formada
predominantemente por pares U − A (menos estables que los C − G por tener
dos enlaces de hidro´geno en lugar de tres), no es lo suficientemente fuerte para
mantener el ARN en su sitio, y se disocia, causando la liberacio´n de la ARNP del
ADN.
A pesar de todo lo dicho anteriormente, aunque se conocen muchos datos
de promotores y terminadores bacterianos que permiten desarrollar secuencias
consenso que resumen las caracterı´sticas ma´s importantes de estos elementos, su
variacio´n en nucleo´tidos hace difı´cil a los investigadores (incluso con la ayuda
de ordenadores) localizarlos mediante la simple inspeccio´n de la secuencia de
nucleo´tidos de un genoma. A menudo es necesaria informacio´n adicional, provi-
niente a menudo de la experimentacio´n directa, para localizar con precisio´n estas
cortas sen˜ales de ADN contenidas en los genomas.
B.3. El genoma del fago T76.
Regiones del genoma y funcio´n.
La secuencia completa del fago T7 se consiguio´ en uno de los primeros pro-
yectos de secuenciacio´n geno´mica durante los 80 (Dunn y Studier 1983), debido
a la pequen˜a longitud de su genoma de 39937 nucleo´tidos. Desde entonces po-
cos cambios ha sufrido la secuencia, aunque se han encontrado nuevos genes. El
genoma del fago T7 esta´ compuesto por una doble cadena de ADN lineal que se
caracteriza por un contenido de GC del 48 %, y tiene 60 genes que ocupan el 92 %
de su genoma. Los genes de T7 se expresan ordenadamente en tres grupos: los
6Informacio´n obtenida en su mayor parte del artı´culo original de Dunn y Studier (1983), con-
trastada en la propia pa´gina del NCBI, y de otras publicaciones que se indican en el texto.
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tempranos, o de clase I, son transcritos por la ARNP de la E. coli, y se encar-
gan, en la primera etapa de infeccio´n, de superar las restricciones del hue´sped y
de convertir el metabolismo de la ce´lula hue´sped a la produccio´n de proteı´nas de
T7. Los genes de clase II son los siguientes en ser expresados, e incluyen funcio-
nes del metabolismo del ADN. Por u´ltimo, son expresados los genes de clase III,
con funciones involucradas en la maduracio´n y empaquetamiento del ADN. A las
regiones de clase I y II se las denomina tardı´as.
El ADN del T7 se transcribe enteramente de izquierda a derecha, primero por
la RNAP de la E. coli, que transcribe la regio´n temprana, y luego por la recie´n
creada RNAP del T7, que transcribe una porcio´n de la regio´n temprana y toda la
regio´n tardı´a. Existen tres promotores mayores en la regio´n temprana, A1, A2 y
A3, que se encuentran en la regio´n que no codifica cerca del extremo izquierdo del
ADN del fago. Adema´s, existen varios promotores menores, incluido el promotor
A0 (tambie´n llamado D), orientado a la izquierda, que transcriben in vitro pero no
tienen funcio´n conocida in vivo. El ARN producido en la transcripcio´n de la regio´n
tardı´a se debe quince promotores de la T7 ARNP distribuidos a lo largo del 85 %
de la porcio´n derecha del ADN. De estos promotores, cinco de ellos son de clase
III (es decir, dirigen la transcripcio´n de los genes de clase III), y resultan ser los
promotores ma´s fuertes, tanto in vivo como in vitro; todos ellos tienen la misma
secuencia exacta de 23 nucleo´tidos. Los diez promotores de la clase II (asociados
a los genes de esta clase) son ma´s de´biles que los de la clase III, y se diferencian
de e´stos en tener de dos a siete nucleo´tidos diferentes de la secuencia conservada.
Adema´s, se cree que la existencia de una secuencia rica en A o T justo antes de la
secuencia consenso puede influir en el grado de agarre de la ARNP del fago a la
doble cadena de ADN; en este sentido, los promotores de la clase III tienen una
secuencia continua en A o T en las posiciones de −17 a −22, mientras que los
de la clase II, ma´s de´biles, la interrumpen con una o ma´s bases G o C. Existe un
u´nico promotor de la clase II con una secuencia ininterrumpida de A o T, desde
−13 a −22, y su fuerza es comparable a la de clase III (Tang et al. 2005).
Tres de estos promotores de clase II, realmente se encuentran en la regio´n
temprana (clase I), pero dirigen la transcripcio´n dentro de la regio´n de clase II.
Adema´s, todos los promotores de la clase II continu´an dentro de la regio´n de clase
III.
Promotores y terminadores.
Por estar dirigidos a la RNAP de la E. coli, la estructura de los promotores
tempranos del fago es de dos hexa´meros, en −35 y −10, para que sean reconoci-
dos por el factor mayor σ70 de la ARNP bacteriana. Adema´s, la ARNP de la E.
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coli es capaz de reconocer, con la ayuda de las subunidades α, secuencias en la
regio´n de −35 a −60, denominadas el elemento UP, y que consiste en una regio´n
de cerca de veinte nucleo´tidos en la que ba´sicamente se alternan A y T (Gourse
et al. 2000). Los promotores mayores de la regio´n temprana del genoma del fago
T7 poseen una alta concentracio´n en nucleo´tidos A o T, mucho mayor que la de
cualquier promotor menor de esa misma regio´n.
La secuencia consenso de los promotores tardı´os, por el contrario, consta de
23 nucleo´tidos, que van de −17 a +6, donde +1 es la posicio´n del TSS, y siendo
las posiciones de −4 a −1 las primeras que se funden en la burbuja de transcrip-
cio´n. De hecho, la estructura de la ARNP del T7 es bastante diferente. Aunque,
al igual que otras ARNP, es capaz de reconocer una secuencia de un promotor es-
pecı´fica, iniciar una nueva cadena de ARN, tener ciclos abortivos de sı´ntesis, ser
regulada por un inhibidor de la transcripcio´n, y terminar la transcripcio´n con un
terminador, su principal caracterı´stica consiste en conseguir realizar todo lo ante-
rior estando formada por una u´nica cadena polipeptı´dica (Cheetham et al. 1999).
De esta manera, la ARNP del T7 consta de una u´nica unidad, a diferencia de la
ARNP bacteriana, formada por diferentes subunidades, como el factor σ o las
subunidades α que vimos anteriormente.
La transcripcio´n de la regio´n temprana del ADN del T7 por la ARNP bac-
teriana termina en una sen˜al que produce una horquilla, utilizada a su vez para
desestabilizar el complejo de transcripcio´n y hacer que el proceso de transcrip-
cio´n termine. La horquilla ası´ formada consta de ocho pares de bases unidas entre
sı´ y un bucle de cuatro bases para unir las dos cadenas de ARN. La transcripcio´n
de la ARNP del fago no termina ahı´, sino que continu´a en la regio´n tardı´a, hasta
que encuentra un terminador ma´s fuerte, formado por una horquilla de catorce
o quince pares de bases y un bucle de seis a ocho bases. Este terminador no es
completamente eficiente, tanto in vitro como in vivo. De hecho, un terminador
perfectamente eficiente serı´a letal para el fago, puesto que existen dos genes que
se encuentran entre este terminador y el siguiente promotor, especı´ficos de pro-
teı´nas estructurales del T7, por lo que estos genes so´lo son transcritos cuando una
ARNP pasa de largo el terminador sin afectarle.
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B.4. Algunas cosillas de biofı´sica7.
Los enlaces de hidro´geno.
Recordemos que, en la seccio´n 6.2, supusimos que la energı´a de un enlace de
hidro´geno, EH , era aproximadamente la energı´a te´rmica a temperatura ambiente,
kBTa. En este apartado se aportan datos del enlace de hidro´geno para entender
dicha eleccio´n.
La mole´cula de agua esta´ formada por dos a´tomos de hidro´geno unidos a
uno de oxı´geno. Los electrones no esta´n repartidos uniformemente, sino que casi
siempre se encuentran alrededor del a´tomo de oxı´geno. Los a´tomos de hidro´geno,
sin su electro´n, son esencialmente un proto´n, con un taman˜o mucho menor que el
del hidro´geno neutro. Pero, adema´s, las uniones de los dos hidro´genos al oxı´geno
forman un a´ngulo de 104◦ entre sı´, lo que le da forma asime´trica. Esta forma
asime´trica, unida a la distribucio´n de su carga, hacen que el agua tienda a formar
una red tetrae´drica, donde los hidro´genos de una mole´cula apuntan hacia la parte
ma´s negativa de las mole´culas adyacentes. Esta red le confiere al agua propiedades
caracterı´sticas, como su tensio´n superficial o su temperatura de evaporacio´n, entre
otras.
La unio´n entre un oxı´geno de una mole´cula de agua y un hidro´geno de la
mole´cula adyacente se realiza mediante un enlace de hidro´geno. La energı´a de
este enlace en dos mole´culas de agua aisladas (en vapor) es aproximadamente 8
kBTa, donde Ta es la temperatura ambiente (295 K). Para comparar con otros
enlaces quı´micos, la energı´a del enlace covalente sencillo (por ejemplo, C − C)
es de 140 kBTa, mientras que el enlace van der Waals es tı´picamente de 0.6 a 1.6
kBTa.
Sin embargo, los enlaces de hidro´geno tambie´n ocurren entre mole´culas que
contienen hidro´genos unidos covalentemente a cualquier a´tomo electronegativo
(oxı´geno, nitro´geno o flu´or). Por ejemplo, como hemos visto a lo largo de esta
memoria de tesis, la doble cadena de ADN se mantiene unida mediante los enla-
ces de hidro´geno de los pares de bases. Dichos enlaces de hidro´geno se producen
entre el hidro´geno unido covalentemente a un nitro´geno de una base y un oxı´geno
o nitro´geno de la base complementaria. Sin embargo, no se puede aplicar directa-
mente la estimacio´n de la energı´a del enlace de hidro´geno en mole´culas de agua
dada anteriormente. Cuando las dos bases complementarias de un par se separan
en un medio acuoso, los enlaces de hidro´geno que los mantenı´an unidos se rompen
pero, inmediantamente, formara´n enlaces de hidro´geno nuevos con las mole´culas
de agua que las rodean, compensando en parte la pe´rdida anterior. De hecho, el
7Informacio´n obtenida del libro de Nelson (2004)
162 Nociones de biologı´a y biofı´sica.
coste de energı´a neta necesario para romper un u´nico enlace de hidro´geno en el
agua es so´lo de una o dos veces kBTa.
Viscosidad en la ce´lula.
Cuando un objeto se mueve en un fluido, puede hacerlo en dos regı´menes muy
diferentes, dependiendo de la fuerza que el fluido ejerza sobre e´l. Esta fuerza se
opone siempre al movimiento del objeto en el fluido, y su intensidad depende de
la geometrı´a del problema y del movimiento del objeto en el fluido, ası´ como del
propio fluido. Todo el efecto del fluido se incluye en una constante, η, que es su
viscosidad. Cuando esta viscosidad es pequen˜a, el re´gimen de movimiento se dice
que es turbulento, y en e´l los efectos inerciales son importantes (por ejemplo, al
remover el cafe´ con una cucharilla, e´ste sigue dando vueltas aunque pare de remo-
verlo); por el contrario, cuando la viscosidad es grande, el re´gimen de movimiento
se dice que es laminar, y el efecto predominante es la disipacio´n [remover un vaso
con glicerina no siempre resulta como uno esperarı´a, como se explica de manera
muy gra´fica en el capı´tulo 5 de Nelson (2004)]. Pero, ¿que´ se entiende por “gran-
de” y “pequen˜o”? ¿Relativo a que´? La viscosidad no es adimensional, ası´ que no
hay una manera absoluta de decidirlo. La mayorı´a de los fluidos (los fluidos new-
tonianos isotro´picos) quedan completamente caracterizados por su viscosidad, η,
y su densidad, ρ. Sin embargo, tampoco se puede construir ninguna cantidad adi-
mensional combinando la viscosidad (que tiene dimensiones de ML−1T−1) con
la densidad (de dimensiones ML−3). Lo que sı´ se puede construir es una cantidad
caracterı´stica con las dimensiones de fuerza,
fcrit =
η2
ρ
, (B.1)
la fuerza crı´tica viscosa. Esta fuerza nos dice en que´ re´gimen de movimiento nos
encontramos, dependiendo de la fuerza aplicada, f . Ası´, si el cociente f/fcrit es
pequen˜o, significa que el efecto que produce la viscosidad sobre el objeto amorti-
gua cualquier efecto inercial, y el flujo es laminar. Por el contrario, cuando f/fcrit
es grande, los efectos inerciales dominara´n sobre la friccio´n del fluido, y es de
esperar que exista flujo turbulento.
La fuerza crı´tica viscosa asociada al sirope de caramelo es fcrit = 0.03 N, y la
del agua fcrit = 8× 10−10 N. Esto significa que, en nuestra escala macrosco´pica
de fuerzas, si removemos un tarro lleno de sirope con una fuerza mucho menor
que 0.3 N, el movimiento estara´ dominado por la friccio´n; los efectos inerciales
no existen y, de hecho, la cuchara y el sirope se quedara´n quietos en el momento
en el que dejemos de hacer fuerza. En el caso del agua, por el contrario, incluso
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un milinewton de fuerza aplicado a un objeto en el agua nos garantiza estar en
el re´gimen turbulento, dominado por la inercia (como se observa, por ejemplo, al
remover suavemente agua con una cuchara). Por el contrario, para una ce´lula, que
se mueve en el rango de los piconewtons, el agua le parecera´ un fluido tan viscoso
como el sirope lo es para nosotros. Los efectos inerciales en el mundo de la ce´lula
son despreciables, y el rozamiento gobierna la dina´mica celular.
B.5. La base de datos del NCBI.
En esta tesis se han utilizado a menudo secuencias geno´micas reales con las
que realizar simulaciones nume´ricas. Dichas secuencias fueron obtenidas utilizan-
do la aplicacio´n telema´tica que tiene el NCBI (National Center for Biotechnology
Information), y que permite gestionar la ingente base de datos de geno´mica que
existe en estos momentos y que sigue creciendo. De hecho, la pa´gina web del
NCBI, www.ncbi.nlm.nih.gov, ha cambiado mucho en los u´ltimos an˜os y,
aunque lo´gicamente todavı´a mantiene la utilidad ba´sica de bajar secuencias, ahora
contiene mucha ma´s informacio´n y utilidades de las que poder sacar partido con
tiempo y dedicacio´n. Pese a ello, en este apartado voy a dar un esbozo de los pa-
sos a seguir para buscar y bajarse secuencias geno´micas de diferentes organismos.
Puesto que no es necesaria su lectura para la comprensio´n del resto de la memoria,
a los que no les interese el tema pueden omitirla con total impunidad.
Una vez en la pa´gina de inicio del NCBI (mencionada en el pa´rrafo anterior),
y puesto que estamos interesados en conseguir secuencias de genomas, pinchamos
en el apartado Genomic biology, en la columna de la izquierda. Una vez en esa
pa´gina, de nuevo pinchamos en la columna de la izquierda, esta vez en el enlace
Genome, complete genome sequences, para obtener las secuencias geno´micas que
necesitemos. Y de nuevo en la columna de la izquierda aparecen, entre otras cosas,
los diferentes tipos de organismos vivos divididos taxono´micamente. Pinchando
en cualquiera de ellos, salvo en Chromosome de Eukaryota, que describire´ des-
pue´s, aparece una lista con los nombres cientı´ficos, por orden alfabe´tico, de todos
los organismos que se ajustan a esa clasificacio´n, y a la derecha, un enlace con
una etiqueta que suele empezar por “NC ” o “NT ”seguido de un nu´mero de seis
cifras, a veces seguido de un punto y otro nu´mero, por ejemplo, “NT 028395.2”.
E´so es lo que se denomina un contig, y es el objetivo de nuestra bu´squeda.
Un contig es una secuencia especı´fica de nucleo´tidos que ha sido obtenida
mediante el solapamiento de clones de ADN de una regio´n de un cromosoma en
particular. A la derecha del contig aparece el nu´mero de nucleo´tidos que contiene,
y ma´s a la derecha la u´ltima fecha de revisio´n. Una vez que hemos pinchado en el
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contig en el que estamos interesados, en una pa´gina se nos muestra la informacio´n
principal del contig seleccionado: longitud, %GC, porcio´n de ADN que codifica,
tipo de mole´cula, genes que contiene, proteı´nas que codifica, etc. Para conseguir
la informacio´n de la secuencia de nucleo´tidos es necesario ir a GenBank, ya sea
pinchando en el enlace que aparece en la tabla resumen o cambiando el Display
(en la parte superior izquierda) de Overview a GenBank. De esta forma la pantalla
cambia a una pantalla sin gra´ficos, en modo texto, que da los datos te´cnicos de la
secuencia seleccionada, como el Locus, el organismo al que pertenece, los artı´cu-
los de los que se ha obtenido la informacio´n, y lo ma´s importante, en el apartado
de caracterı´sticas (features), la descripcio´n de cada intervalo de la secuencia: si
es un intervalo que codifica proteı´na, si es un promotor, si no es nada. . . Al final
aparece la secuencia de nucleo´tidos del contig completa, separado en columnas
de diez elementos. Sin embargo, para obtener la secuencia completa, limpia, sin
informacio´n extra, es necesario cambiar el formato en el que aparece el Display,
de GenBank a FASTA (que era un formato que no aparecı´a antes). De esta forma
podemos cortar y pegar el texto a un fichero o, si es demasiado grande, mandar la
informacio´n (utilizando el cuadro de texto send to) a un fichero, texto o portapa-
peles. Existen otras formas de visualizacio´n del Display, como Graph, que da una
imagen esquema´tica de la porcio´n de genoma que se esta´ viendo, que puede ser
interesante (e incluso u´til, nunca se sabe).
Si, en la organizacio´n taxono´mica, pinchamos en la opcio´n de Eukaryota, ch-
romosome o Eukaryota, genome, entonces llegamos a una pa´gina en la que se
observan los organismos eucariotas para los que se esta´ estudiando el genoma
junto con sus cromosomas. Pinchando en los cromosomas (o en el organismo y
luego en los cromosomas, da igual), nos muestra una pa´gina en la que se esquema-
tiza el cromosoma, los contigs que contiene junto con su posicio´n en la figura, y
mucha ma´s informacio´n. La pa´gina es una aplicacio´n que nos permite alejarnos o
acercarnos para ver ma´s detalle, elegir la regio´n de cromosoma que queremos ver,
bajarnos las secuencias de los contigs que se muestran, elegir una vista en modo
texto, y posiblemente muchas ma´s cosas que no he podido comprender. Al pinchar
en los contigs de nuevo se llega a una pa´gina de la base de datos de GenBank en la
que se encuentran los datos te´cnicos de la secuencia y de la que podemos cambiar
al formato FASTA para bajarnos la secuencia que deseemos, de la misma forma
que hicimos antes.
El formato ma´s u´til para utilizar secuencias en simulaciones es el FASTA, y
que permite escribir un co´digo muy sencillo en cualquier lenguaje de programa-
cio´n que vaya leyendo letra por letra la secuencia gene´tica y asigne un valor a cada
nucleo´tido. Sin embargo, en el formato GenBank podemos encontrar informacio´n
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acerca de las posiciones de sitios relevantes de la secuencia que hayan sido en-
contrados, como genes y, en ocasiones, promotores. Esta informacio´n resulta su-
mamente u´til en el ana´lisis de resultados nume´ricos en regiones determinadas de
la secuencia.
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