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Human psychological stress and human emotion are very much interconnected, 
mainly in computational psychology study the relationship between stress and emotions 
is the key to understanding the underlying effects of surrounding and inner challenges of 
a human being. In this research we accurately predicted emotions individually and as a 
mixture from coded facial expressions. We also explored the relationship between 
visually perceptible psychological stress and the seven basic human emotions (Anger, 
Disgust, Contempt, Fear, Sad, Happy and Surprise) as depicted by facial expressions, 
both individually and in combination and found that visually perceptible psychological 
stress varies as a logarithmic function of emotion percentages as observed on the face of 
subjects.  
Substantial research has been done in the field of stress detection and analysis but 
the number of researches in the field of computerized or automated stress detection from 
the face is few. Our future goal is to develop a system to detect and monitor stress levels 
of employees in workplaces in real-time. All researches done so far on stress detection 
are not very practical for use as a real world application for stress detection. This is due to 
the fact that it is either intrusive and if not intrusive are cumbersome due to attachment to 
gadgets to the hands or other parts of the body which might restrict free movement of the 
subject at workplaces. Another method exists which measures stress levels of subjects, 
which is the self-reporting questionnaire method. This method is very much susceptible 




affect facial muscle movements. Accordingly a relationship seems to exist between stress 
and emotions as depicted on the face. So we proposed an emotion based method to detect 
and evaluate stress levels from facial expressions of a subject. This method eradicates the 
cumbersomeness of attaching electrodes, collecting biological samples or the bias in 
questionnaire methods and is very well applicable to real scenarios. The stress we 
evaluate is not a medical evaluation of psychological stress but just an indicator that can 
be used to recommend medical attention or consultation. 
Also, there has been plenty of research that attempts at unraveling emotion 
information of human subjects. There are a range of approaches to deal with emotion 
detection. Facial expressions, speech, bio-medical and psychophysiological methods are 
the leading approaches used for this field of research. Again, in this case as well, the 
facial expression method is the most suitable for our future goal of a stress monitoring 
system at workplaces as it does not require isolation as in speech method, neither does it 
require intrusive medical procedures as in bio-medical methods, nor is cumbersome with 
electrodes attached to the body as in non-intrusive psychophysiological approach. In this 
research facial expression is used as the input and using our proposed pre-trained Hidden 
Markov Model (HMM) [1] network emotional mixture of any particular facial expression 
is evaluated. Our findings include the following: 
1. Accuracy of Emotion prediction is enhanced when we consider all facial muscle 





2. There is no gender difference in terms of emotion response among different 
genders but accuracy of overall emotion prediction is improved by gender 
segmentation during training and testing. 
3. Visually Perceptible Psychological Stress can be quantitatively expressed as a 
function of seven basic emotions (Anger, Contempt, Disgust, Fear, Happy, Sad 
and Surprise). 
4. When stress is considered as the response of occurring emotions on the face of a 
subject the relationship between stress and emotion is found to be logarithmic, 
this is in accordance to the famous Weber-Fechner law [2, 3] of stimuli. 
5. Accuracy of Stress evaluation is enhanced when we consider all the insignificant 
emotions as well along with the lead emotion rather than only considering the 
lead emotion. 
A lead emotion is considered to be the emotion which is most prominent on a facial 
expression among other underlying emotions. In terms of percentage composition of 
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CHAPTER 1: INTRODUCTION 
1.1. Introduction 
The understanding of psychological stress and emotions are well related but has 
not been explicitly taken up for research yet. They are always dealt in researches as two 
different fields of study. In this research we quantified an indicator for visually 
perceptible human psychological stress from the face (hereafter mostly referred to as 
stress) in terms of emotions represented on the human face, which we term as facial 
expressions. Facial musculature is greatly varied among humans and to establish a 
universal or generalized method to evaluate facially observed stress would be impossible 
if we were to use only the muscle movement information. So to overcome this problem 
we need to express the muscle movement on the face to an intermediate form that would 
be more generalized before we could build a method to evaluate facially observed stress. 
According to the Facial Action Coding System developed by Ekman and Friesen [6, 7] 
seven basic emotions anger, disgust, contempt, fear, happy, sad and surprise are innate 
and universal to humans. These universal basic emotions can be used as an intermediate 
form which can then be used to develop a more general quantitative method of evaluating 
our intended stress indicator. Also, if we want to evaluate stress without the knowledge of 
the interplay of underlying emotions then any discussion on stress maybe incomplete. So 
in order to have an insight on the stress response of subjects we first need to develop a 






Breaking it down further, to understand the emotion exhibited we needed to identify the 
muscle movements on the face.  
We did not build our own dataset of facial expressions and neither had we 
identified facial muscle movements from images. We used a dataset known as the Cohn 
Kanade Dataset (CK+) [4, 5] which readily gave us the facial muscle movement data as 
well as their depicted emotion for facial images according to the Facial Action Coding 
System developed by Ekman and Friesen in 1978 [6, 7]. We use these muscle movement 
data as inputs to our proposed model and arrive at emotion data as outputs. The manually 
obtained emotion labels provided in the CK+ dataset provided for the ground truth data 
which we used for training as well as testing of our model. Once the emotion detection 
phase was completed we conducted surveys that related stress and emotions. From these 
surveys and our emotion detection results we analyzed the relationship between emotions 
and visually perceptible psychological stress as reported by psychologists in the survey 
responses using regression analysis.   
1.2. Motivation 
In psychiatry and medical science there are plenty of solutions to cope with stress 
specifically that originate from the workplace. But even then stress has grown over years 
and poses as a modern epidemic to mankind. As an example, survey by American 
Psychology Association in 2010 [183] throughout different states of the United States 
found that about two-thirds of the respondents reported that a significant source of their 






workplace due to stress. In Japan too, the Ministry of Health Labor and Welfare in 2008 
[184] published a report that 58 percent employees are suffering from work-related stress. 
These reports come from the two most developed nations on this Earth, where working 
conditions, infrastructure and remuneration are much better than compared to developing 
nations or underdeveloped nations. It can be safely assumed therefore that developing 
countries like China, India etc. would portray higher percentage of people suffering from 
stress. 
The psychiatric and medical methods that exist are effective when they are 
resorted to before it is too late. Maintaining social status and good image in the 
organization are hindrances towards the reporting incidents of high stress by employees, 
which in turn builds up over time. Organizations have been aware of this fact and they 
provide support in terms consultation, workshops on how to deal with stress at workplace. 
But all this methods like consultation or medication will only be effective when there is a 
way to indicatively predict the stress behaviour of a person without making the subject 
aware of it. So, a stress monitoring system needs to be developed which will monitor 
stress levels continuously over time and alert the responsible authorities when the system 
indicates higher levels of stress but without actively asking the subject for biological 
samples, answers to questions or sport electrodes all the time. This kind of non-
interactive monitoring system would help not to intervene in a person’s work schedule, 
rather would indicate the exact time frame when a coping procedure or medical attention 






This kind of system is not intended as a replacement for the scientific medical 
procedures to identify stress levels completely and accurately but it would act as an aid to 
determine when such procedures need to be initiated. This is highly desirable as bio-
medical or psychiatric procedures cannot be performed continuously and hence needs 
some indicators for considering assessment and treatment. Furthermore, the data 
collected over long periods of time by this kind of non-interactive stress monitoring 
system would provide physicians and psychiatrists with the trend of stress variations of 
the person and in turn help them diagnose the actual problem more efficiently. 
Our final goal is to develop and non-intrusive and non-interactive visually 
perceptible stress monitoring system for employees at the workplace. Towards this goal 
we need to find a generalized approach that can identify stress. Biomedical, biomarker, 
questionnaire, speech analysis methods do not conform to our requirements but facial 
expression analysis does as it can be observed, recorded and analyzed using different 
forms of video recording devices without any interaction from the subject, without any 
intrusive method of measurements and without interference from surrounding noise.  
George et al. researched and discussed on clinical methods of treatment of human 
stress [185]. He observes from many research evidences that the skeletal musculature is a 
prime target for immediate activation during emotional arousal. Furthermore, Dimberg et 
al. [186] discussed experimental results of electromyography (EMG) that show that the 
facial muscles function as the primary read-out or display system for emotional reactions 
to stimuli. Jacobson [187] and Shagass and Malmo [188] recognized that the frontalis (A 






arousal process. Furthermore, according to George et al. [189] when simple facial 
expressions are mimicked, an alteration in heart rate and skin temperature can be 
observed, without any consideration for the cognitive or affective state that might be 
associated with it. From the above we can conclude that both emotions and stress 
influence facial muscle movements and hence can be decoded from the face using 
various techniques.  
The universality of emotions depicted on the face and the possibility of decoding 
facial muscle movements into emotions [6, 7] is one of the two motivations of this 
dissertation. Also, lack of a continuous comprehensive stress monitoring system in 
workplaces of today is another motivation to study facially observed stress and relate 
them with emotions. We relate stress with emotions rather than facial muscles to avoid 
any loss of generality arising from differences in facial structures across people. This 
dissertation covers the first stage of our intended final goal and involves identification of 
basic emotions from facial expressions and developing a method subsequently to evaluate 
visually observable psychological stress as a function of the deciphered emotions. 
1.3. Problem Statement 
In this dissertation we intend to propose and implement a more accurate method to 
identify emotions from facial muscle movement using learning mechanism of Hidden 
Markov Models and use these identified emotions to evaluate facially observable stress 







Emotion assessment from facial expression is filled with complications and 
complexities. There are 64 identifiable facial muscle movements connected to emotion 
representation on the face according to Ekman and Friesen [6, 7]. Also, each muscle 
referred to as an Action Unit (AU) may exhibit varying degrees of intensity or deviation 
from the neutral position. A Neutral facial expression refers to a facial expression which 
does not exhibit any emotion at all and the position and orientation of any AU in this 
expression is referred to as the neutral position of that particular AU. These varying 
intensities are graded from level 1 to level 7 in terms of their increasing intensity. Level 1 
represents the absence of any movement for an AU and Level 2 indicates that an AU is 
showing presence but the deflection is negligible and so on to Level 7 which indicates the 
maximum deflection of an AU from its neutral position. So to say the least for 64 AUs 
interplaying together to make up a facial expression there could be 64
7 
= 4.398 x 10
12 
combinations that may represent an emotion or an emotion mixture.  
This huge number of combination  are not all valid or possible expressions on a 
human face due to interrelated muscle movements and the near impossibility of facial 
muscle control to move every AU individually. Nevertheless roughly 7000 combinations 
are known to be valid [44] and there are no rules that can directly relate these 
combinations to respective emotions. So a robust and learning capable model needs to be 
proposed to solve the problem.  
We use Hidden Markov Models in a complex orientation to find the probabilities 






are then normalized to understand the proportions of the basic emotions that constitute 
the whole facial expression. We assume here that the normalized probabilities are 
representative of the degrees of mixed emotion as often done in the field of engineering.  
After we have deciphered emotion information from the facial expression we 
need to evaluate stress levels and to that effect we conducted two surveys among 
psychology researchers and psychiatrists, one relates facial expression images to stress 
and the other relates emotion degrees to stress levels. After these surveys were conducted 
we use the results of the survey and the deciphered emotion information data to predict a 
regressional model that best describes the stress and emotion data. We propose five 
different linear and non-linear regressional models for prediction of stress levels from 
emotion degrees or percentages. We do this both for individual basic emotions and mixed 
emotions and choose the best model based on parameters like goodness of fit and root 
mean square errors. After the best model is chosen we present the model equations by 
determining the coefficients of unknown variables using regression analysis. 
The above mentioned approach can finally be used to evaluate visually 
perceptible stress levels as observable from the face of a subject in terms of seven basic 
emotions and the emotions can be deciphered using facial muscle movement information. 
The stress evaluation done here would be representative of the way how psychology 
researchers and psychiatrists recognize stress from the face. This evaluation is not a 
substitute of medically measured or identified stress but an indicator that can provide a 






1.5. Objectives of This Research 
Psychological stress in today’s world has become a common man’s term used 
very frequently associated with work-life challenges as well as personal-life challenges. 
But the key understanding of stress is very vague. This is mainly due to varying degree of 
stress responses in a similar situation for different individuals. So a personalized system 
that can track an individual’s stress response over a period of time needs to be developed.  
Our research is the first step towards developing such a system, which is of 
identifying the interplay of emotions on the face and its effect on stress. Once this is 
achieved the final goal as well as future study objective of a personalized stress 
monitoring system would not be far away. The primary objectives of this research are as 
follows: 
1. Propose and implement a more accurate emotion prediction model in comparison 
to other similar research works. 
2. Express emotion prediction as a mixture of the seven basic emotions. 
3. Investigate gender bias in emotion response of individuals. 
4. Evaluate visually perceptible psychological stress as a function of emotional 
mixture according to psychologists opinion 
1.6. Organization of the Thesis 
This thesis is organized into seven chapters. Chapter 1 introduces the research 
work. Chapter 2 presents the literature review and the shortcomings of current research 






our research introduces posed facial expressions and also introduces the Facial Action 
Coding System. Chapter 4 deals with human emotion in details. It introduces the concept 
of emotion shortly and then discusses about emotion models. This chapter also introduces 
some emotion detection systems and discusses their success rates and also puts forward 
the need to introduce new model for emotion detection. Chapter 5 first introduces 
Psychological stress and it also discusses the primary and secondary causes of stress. 
Discussion on stress being regarded as response to emotional stimuli is also presented in 
this chapter. An important law of stimuli is introduced which would be later used as a 
yardstick to our results and outcome. Some quantitative stress evaluation techniques are 
discussed and we conclude this chapter with the introduction of a term Instantaneous 
Psychological Stress. Our proposed model is presented in Chapter 6 and the Datasets, 
surveys, Experimental procedures and results are explained in Chapter 7. Chapter 8 
concludes the dissertation, with remarks on limitations, possible improvements and future 
research considerations.  
Some parts of the dissertation have undergone publication in journals and 
conferences. Chapters 5 and 6 have been published in the 12th International Symposium 
on Advanced Intelligent Systems (ISIS), Suwon, Korea [27] and International Journal of 
Computer Applications (IJCA) [28]. Sections of Chapter 5 and 6 relating to psychological 
stress are in proceedings with the Journal of Advanced Computational Intelligence and 
Intelligent Informatics (JACIII) [131]. All of the above mentioned journal and conference 





CHAPTER 2: LITERATURE SURVEY 
The field of Emotion studies has seen plenty of research activities for decades. 
Primary techniques of emotion detection or prediction are by speech [8, 9, and 10], 
biomedical methods [11, 12, and 13] and facial expression [14, 15, 16, 17, 18, 19, 20, 21, 
and 22]. In early 1996 Dellaert, Polzin and Waibel [8] used various statistical pattern 
recognition techniques to identify around 1000 speech samples of different speakers 
achieved results as close to human performance of emotion recognition from speech. In 
2001, Hidden Markov Model approach for emotion recognition was explored by 
Nogueiras et al. [9] and achieved an accuracy of prediction exceeding 80 percent. 
Research on speech based continued with Bhatti, Wang and Guan [10] coming up with a 
neural network based method of identifying emotions from speech which was language 
independent as well.  
Biomedical research on emotion also gained precedence with more sophisticated 
medical equipment coming to the fore. In 2006 Wilhelm, Pfaltz and Grossman [11] 
measured physical and emotional activation of individuals using a device called LifeShirt, 
which is a dress fitted with sensors which can monitor a wide variety of cardiovascular, 
respiratory, metabolic, motor-behavioral, and experiential responses. A few years later in 
2008, Murugappan et al. [12] used a time-frequency analysis of brain signals for emotion 
detection. An Electroencephalogram (EEG) machine was used to measure the varying 




emotional state of the subjects. In the same year, Khalili and Moradi [13] conducted 
emotion research using brain signals as well as peripheral physiological signals.  
Apart from these techniques one of the vastly researched methods of emotion 
detection is the face. Communicating feelings and understanding them are among the 
most common human traits. It does not require any scientific evaluation for a person to 
guess the emotion of another person. In cases of deceptive behavior and weak expression 
of emotions it might be difficult, but in majority of times one person can guess the 
emotion of another person in sight. This virtue in humans had existed from the time when 
verbal communication had not been standardized into a formal language. This is the most 
primitive form of expressing one’s own feelings.  
History dating back to Darwin in 1898 established the human face being 
representative of the inner physiological reactions. From veteran research to present day 
modern research all establish the importance of facial expression method for emotion 
studies. Almost a century after Darwin introduced the importance of facial expression in 
humanized communication, real progress started to appear in the likes of Ekman and 
Friesen, 1978, [6] wherein a formal method to analyze facial expressions was introduced. 
They named it the Facial Action Coding System (FACS). The system was revised in 
2002 [7]. This was indeed a breakthrough in the development of facial expression based 
emotion assessment. FACS became so popular among researchers that till date this 
system is followed by majority of facial expression researchers.   
There are other methods proposed like the arousal-valence-stance (AVS) system 




designed by Massachusetts Institute of Technology researchers. The robot can 
successfully change facial expression using varying values of arousal, valence and stance 
to represent many emotions.  Figure 1 shows the emotion distribution in three 
dimensional AVS space.  
  




The AVS method is promising but FACS provides for better clarity in facial 
expression analysis as it deals minutely with every muscle movement on the face and 
corresponding emotion evaluation. The emotion evaluation using FACS has been covered 
in the Emotional Facial Action Coding System (EMFACS) [25, 26] as set of rules to 
manually predict emotions. It is also to be noted that the AVS method use three 
dimensions to designate the current facial state of a subject but for minute details and not 
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to misunderstand the facial implication considering only three dimensional treatment is 
not enough.  
We already have said that the FACS system considers 64 AUs to express the state 
of a facial expression. This approach is much better suited for computerized emotion 
analysis and consequent stress assessment. In 1991, Mase [15] used dense optical flow 
and k-nearest neighbor methods to analyze facial expressions and predict emotions. Five 
years later in 1996, Otsuka and Ohya used Hidden Markov model approach to identify 
emotions. In 2000 Cohen and Garg [17] successfully used hierarchical multilevel HMM 
approach to identify emotions.  In 2002 Hu, De Silva and Sengupta used a hybrid 
approach using a combination of neural networks and HMMs for facial emotion 
classification.  
Research on facial emotion analysis is being carried out in recent years with great 
zeal, notable among them are Chen and Su, 2012, [19] using Gabor wavelets and 
structured sparse representation for facial emotion classification. In 2013 neural network 
based emotion recognition research was carried out by Filko and Martinović [20]. The 
same year Vasani et al. [21] researched on optical flow, similar to Mase [15] to identify 
emotions. Recent research on facial emotion detection also includes our research 
publications and conferences [27, 28].  
All the research that has been conducted revolving around FACS and emotion 
detection does not consider the AUs that are insignificant and does the prediction process 
using only the AUs with significant movement. Our model distinguishes itself in this that 




entails from the fact that if we think a combination of significant AUs can predict an 
emotion then the insignificant AUs can also contribute to the final prediction, i.e. a 
certain combination of insignificant AUs should also predict the same emotion. Thinking 
this way the best approach would be to consider all the AUs or muscle movements 
irrespective of their displayed intensities to predict emotions more accurately. We used a 
complex orientation of Hidden Markov Models to classify emotion from AU coded facial 
expression data, considering all 64 AUs for each facial expression.  
In most of the above mentioned work on facial emotion analysis, researchers have 
started with identifying facial features from images and then analyzing and classifying 
them into emotion labels. We start with the CK+ [4, 5] AU codes for facial expressions 
and deal with the classification only and no facial features identification from the images 
is done. We would like to implement our own feature extraction module as suggested by 
Bartlett et al. [29], which uses support vector machines and ADA boost classifier 
algorithms, to enable us to create our own dataset of image or video sequences and their 
AU codes. At this juncture this would be left for future developments on this research.  
As important is emotion detection to our research, same is the final outcome i.e. 
identifying stress levels for a facial expression using the emotion mixtures identified by 
our emotion classification model. In the domain of psychological stress most research is 
qualitative rather than quantitative.  Similar to emotion research facial expression would 
be important to identify stress. Furthermore, as mentioned earlier few key attempts have 





In 1993, Lazarus [30] stated that the study of psychological well-being of a 
human cannot be meaningfully grasped unless it is conducted from both emotion and 
stress perspectives. Common human belief says that the stress that a person experiences 
is expressed vividly on the face. Researchers have studied about this aspect of human 
facial expression and stress but only qualitatively.  Hassin and Trope [31] in their 
research in the year 2000 found that the human face can predict a person’s future 
behavior and personality.  Their views included that if analyzed properly a person’s 
behavioral traits can be adequately understood by noting facial intricacies or in other 
words changes in facial expression of an individual.  
Jones et al. [32] in 2001 found that symmetric human faces are generally healthier 
than asymmetric faces. In 2003, Keltner and Ekman [33] discussed the expression and 
interpretation of emotions. Two years later, in 2005, Dinges [34] conducted a very 
interesting research of identifying stress responses under the application of varied 
stressing situations. He used optical computer recognition to achieve this. The drawback 
in this research was that it did not encompass emotions in their study. Similarly, Little 
and Perrett in 2007 [35] worked on interpreting facial expressions to guess aspects of 
personality with moderate accuracy. Subsequently in 2011, Little et al. [36] found that 
psychological stress and physical health condition can be identified at rates greater than 
chance using facial images alone. As we have chosen facial expression method for our 
emotion detection research it is quite obvious that we would be interested in methods of 
identifying stress from facial expression quantitatively but there exists other methods of 




There exists a self-reporting questionnaire method [36, 37, 38, and 39]. In this 
method subjects are handed with questionnaires with many options for each answer. They 
answer each question choosing the answer that best represents their mental state or 
condition. According to the evaluation of their answers a score card is prepared which 
may grade the level of stress that they are experiencing. This method suffers badly from 
self-reporting bias, mostly instigated by ego and consciousness about public image.  
Another method that exists in the field of stress assessment is the Bio-markers 
method. Biomarkers can be considered as biological indicators, measurements of the 
variation of which can help understand the underlying physiological condition of a person. 
Examples of biomarkers are saliva, blood etc. In this method samples are collected from 
subjects in specific intervals and measurements made of the biomarker properties such as 
salivary cortisol, salivary amylase, blood cortisol etc. The measurement data is analyzed 
and interpreted as an indicative to the amount of stress exhibited by the subject.  
Sometimes a questionnaire may be accompanied with the biomarker measurement 
which the subject answers. This method has been found to be effective but its application 
in a real scenario seems impractical. The reason being when a subject is busy, samples 
cannot be collected. Careful measurements need to be made on the collected sample and 
there is a delay or an interval before again the same person in a workplace surrounding 
can be asked for another sample. Biomarker study about stress have been done among 
many others by Nomura in 2011[40] and Bradbury in 2012 [41].  
There exists yet another popular method used by most physicians and 




equipment like the EEG is used to measure brain signals and activity. It has moderate 
success due to the fact that the subject needs to visit a medical facility and the interval 
after which a subject can be re-evaluated is quite large. Subhani and Malik in 2011 
studied how to identify mental stress or psychological stress using EEG signal generated 
by the subject’s brain activity.  
To discuss more literary works on emotions and stress, we need formal 
introduction to both concepts. For the sake of relevancy the literature review in this 
chapter has been discussed in brief and will be followed by related research discussion in 
the Chapter 3 dealing exclusively with emotions and Chapter 4 dealing exclusively with 




CHAPTER 3: HUMAN FACIAL EXPRESSION 
The human face is an astounding creation of God. It possesses the ability to 
express feelings using the different muscles supporting the face. From the point of view 
of academic research it presents us with lots of study scope to understand human 
behavior. From the position of the eyes to the orientation of the lips, every aspect of the 
face holds importance in the perspective of human computer interaction. The next 
subsection reinstates the importance of facial expressions in our study with examples. 
3.1. Why Facial Expression? 
As we have discussed in the Introduction that there are three primary methods of 
emotion classification, identification or assessment namely speech, biomedical and facial 
method. For using the speech method isolation is necessary to avoid noise and clutter to 
affect the emotion detection process. So in a workplace or for instance while driving this 
method would fail. Biomedical method of emotion detection is intrusive and even if non-
intrusive it always requires sophisticated machinery and a medical environment.  
As technology progresses and new devices being invented this method might be a 
possibility for real-time practical uses but as of now uses in real-time is highly limited. 
The facial expression method does not require expensive, sophisticated machinery, 
medical environment or even isolation - a few inexpensive cameras and a moderately 




From the perspective of stress evaluation, methods other than the facial 
expression method, like the self-reporting questionnaire method, the biomarker method 
seem quite unfit for real-time use. As an example let us think that a person is under 
observation and all methods of stress detection are to be applied to assess the subject’s 
stress response to driving challenges in a crowded city road. Using the facial expression 
method, even with the cheapest camera and slowest processing unit a minimum of one 
stress measurement per minute would be possible. But imagine collecting biomarker 
method samples or installing an EEG machine in the car and attaching twenty to twenty 
five sensors to guess stress. This would be a disaster. And the questionnaire method does 
not practically apply to this situation as a person driving a car cannot fill up a 
questionnaire. Similar is the case for workplaces.  
With all these considerations and keeping our future research in mind as well we 
decided that facial expression method would be best suited for our research. 
3.2. Posed Facial Expressions 
Natural facial expressions always bear an emotion mixture rather than only one 
emotion [43]. But a facial expression is always treated as representing the emotion with 
highest significance in the mixture of the seven basic emotions. One of the objectives of 
our study is to predict the emotion mixture of a face. Towards this objective, training a 
learning model emotion wise with natural expression would be a challenge as according 
to our model we want to train different segments of the model with different emotions. In 




seven basic emotions. Now each segment is a probabilistic model with learning ability 
and if we want to train them accurately all training samples for a particular segment 
should purely represent the emotion corresponding to the emotion being dealt with by 
that segment.  
Facial display of pure emotion is rare to find in reality but there is a substitute 
known as posed expression. This is achieved with the help of trained persons or actors 
who by virtue of training their facial muscles are able to represent any particular basic 
emotion with immensely higher prominence than the other emotions. To put it simply, an 
actor can represent for example anger in a way that other six basic emotions will be 
almost insignificant in comparison to the prominence of anger. Almost all image datasets 
available for emotion research contain images of actors exhibiting posed expressions 
including the CK+ [4, 5] data set that we have used in our research. Also, with natural 
expressions which sometimes may exhibit two or more basic emotions with similar 
prominence or significance, there will be ambiguity on which segment to train with that 
facial expression. Considering these, posed facial expressions are better suited for our 
research on human emotions. 
3.3. Facial Expression Measurement 
Facial expression develops on the human face by contraction and relaxation of 
different facial muscles. Any natural or posed expression can be considered as a 
deformation from a neutral state, which the state of the face or its muscles when no 




brows, nose, lips etc. Once the facial features are selected their intensity is measured as 
the graded deflection from the neutral position. For some muscles different direction of 
movement or varying orientation is possible. So along with intensity the muscle 
movement dynamics also needs to be noted. Magnitude of facial muscle movements vary 
among individuals so the intensity measurements are done referring to the neutral state of 
a given subject. There are two main approaches towards the measurement of facial 
expressions- 1) Judgment-based approaches and 2) Sign-based approaches.  
Judgment-based approaches associate inner physiological reactions with the facial 
patterns while the other one represent the muscle movements of the face in a coded way 
before relating to emotion. In this method classification of facial expressions is done 
relating to physiological entities. In contrast the sign-based approaches the deformations 
over the face are conceived as a labeled list of muscle movements and their magnitude of 
deformation from the neutral state. At this point no interpretation of emotion is or 
physiological aspects are considered.  
The arousal-valence-stance method [23, 24], fall under judgment-based method of 
facial measurement. FACS [6, 7] and EMFACS [25, 26] fall under sign-based approach 
of facial expression measurement. Analysis methods are then applied to the coded data to 
arrive at emotion aspects. An advantage of sign-based approach is that the facial 
expression interpretation can be decomposed down to discernible muscle movements and 
as a result the analysis methods for deciphering emotion aspects would be more accurate 
due the highly detailed facial dynamics listed in the facial expression interpretation. The 




3.4. Facial Action Coding System 
In 1972 Ekman [45] and Friesen [46] in two separate but related accounts 
conducted behavioral measurements of the faces of Japanese and American students. The 
students were subjected to stressful films and the variation in their facial expression 
behavior during the film was measured. Two different conditions were instituted for the 
subjects. First they watched the film alone and then for a second time they watched the 
film in the presence of an experimenter of the same ethnicity as of the subject. They 
found that both American and Japanese students exhibited similar behavior when 
watching the film alone. The expressions mainly were negative emotions like anger, 
disgust and sadness. In case of watching together with an experimenter of same ethnicity, 
however differences emerged between the two groups. American students maintained 
almost the same behavioral traits when they were alone even in front of the experimenter, 
but the Japanese students seemed to mask the negative emotions with smiling behavior.  
This showed one aspect of emotion behavior of individuals that social and cultural 
differences bring about a change in emotional expressions of a person. The measurements 
of facial dynamics in this experiment were done according to an early system of facial 
measurements known as the Facial Affect Scoring Technique (FAST). It was developed 
by Ekman, Friesen and Tomkins in the year 1971 [47].   
1970s saw a new turn in facial expression research, which brought 
electromyography to the study of facial behavior. In this decade facial muscle movements 
were investigated in connection to various psychological and physiological aspects. 




et al. in 1976 [48]. The social behavioral context of facial muscle movement and 
orientation along with the entire facial expression were investigated using 
electrophysiological means by Cacioppo and Petty in 1979 [49].  
This decade also saw the development of observational coding schema for 
measuring and assessing facial expression. The most prominent among them were the 
Facial Action Coding System (FACS) developed by Ekman & Friesen in 1978 [6] and the 
Maximally discriminative facial movement coding system (MAX) developed by Izard in 
1979 [50]. From the time these facial coding systems were developed facial expression 
research have received great attention from researchers of many pure and applied science 
fields and also from cross-disciplinary researchers.   
Among the observational coding systems FACS has become the most popular 
with around 500 certified coders worldwide and dozens of research articles implementing 
FACS emerging in the last thirty years. There are many reasons why FACS has become 
so popular, primary among them is that FACS is the only complete facial coding system 
which is anatomically based and focuses more on the orientation of muscles and features 
on the face rather than what and expression means. Furthermore, FACS includes 
measurements for all facial movement and unlike MAX is not limited to only movements 
corresponding to emotion.  
FACS is a system to measure all visually identifiable movements of muscles of 
the face. It describes all facial activity using 44 unique movements known as Action 




other movements termed as action units. AUs are arbitrarily numbered, Table 1 shows 
some AUs with their description and their muscular basis.  
Table 1:  Some Action Units, their description and Muscular Basis 
Action Unit Description Name of Muscle 
1 Inner Brow Raiser frontalis (pars medialis) 
2 Outer Brow Raiser frontalis (pars lateralis) 
4 Brow Lowerer 
depressor glabellae, depressor supercilii, 
corrugator supercilii 
5 Upper Lid Raiser orbicularis oculi 
6 Cheek Raiser orbicularis oculi (pars orbitalis) 
7 Lid Tightener orbicularis oculi (pars palpebralis) 
8 
Lips Toward Each 
Other orbicularis oris 
9 Nose Wrinkler levator labii superioris alaeque nasi 
10 Upper Lip Raiser levator labii superioris, caput infraorbitalis 
11 Nasolabial Deepener zygomaticus minor 
12 Lip Corner Puller zygomaticus major 
13 Sharp Lip Puller levator anguli oris (also known as caninus) 
14 Dimpler buccinator 
15 Lip Corner Depressor depressor anguli oris (also known as triangularis) 
16 Lower Lip Depressor depressor labii inferioris 
17 Chin Raiser mentalis 
18 Lip Pucker incisivii labii superioris and incisivii labii inferioris 
20 Lip Stretcher risorius w/ platysma 
21 Neck Tightener platysma 
22 Lip Funneler orbicularis oris 
23 Lip Tightener orbicularis oris 
24 Lip Pressor orbicularis oris 
25 Lips Part 
depressor labii inferioris, or relaxation of mentalis 
or orbicularis oris 
26 Jaw Drop masseter; relaxed temporalis and internal pterygoid 
27 Mouth Stretch pterygoids, digastric 
28 Lip Suck orbicularis oris 
31 Jaw Clencher masseter 
38 Nostril Dilator nasalis (pars alaris) 
39 Nostril Compressor nasalis (pars transversa) and depressor septi nasi 
 
It is to be noted that although facial anatomy is the basis of FACS but there does 




muscle is a long muscle which can contract and in different ways. When the medial 
section of this muscle contracts the inner corners of eyebrows and results in AU1 getting 
noted but AU2 is noted when the lateral segment of the frontalis muscle contracts and 
raises the outer brow (See Figure 2 and 3). 
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FACS also involves measuring the intensity facial actions.  Intensity of any AU is 
graded on a scale involving 5 levels. The grades are shown in Table 2. An intensity of 
grade A for an AU means that the AU is visually detectable but its deviation from the 
neutral position is very minute. Grade B implies slight movement of an AU and son on 
grade E expresses the maximum movement for an AU. 
Table 2:  AU Intensity Grades in FACS 
AU Intensity Description 
A Trace 
B Slight 
C Marked or Pronounced 
D Severe or Extreme 
E Maximum 
 
Plenty of research has been conducted to identify AUs from facial images using 
computerized methods. Majority of these researches try to achieve this goal with the help 
of pattern recognition and computer vision techniques to automatically judge facial 
activity. The first and foremost step towards this is to extract meaningful information 
from a facial image. This process is widely known as feature extraction method. The 
method to obtaining these features can be Gabor wavelet representations [19] or optical 
flow features [15, 21] or even geometrical feature representation [51] of the face. In fact 
any collection of parameters could be used to extract features in the face if those 




The next step is of recognizing facial actions. Most of the researchers tend to aim 
at facial expression interpretation right after feature extraction which is not suited for 
accurate detection of emotions. First we need to identify all the facial actions i.e. the AUs 
and their intensities. Chowdhury [52] used Hidden Markov Models and multidimensional 
receptive field histograms to identify some basic facial actions. The model could identify 
blinks, open mouth, open eyes and closed eyes but the model could not identify complex 
facial actions like movement of eyebrows, temporal wrinkles etc. Ohya et al. [53] 
developed a system to identify head movement. The model could identify shaking and 
nodding of the head. The identification process involved detection and tracking of the 
between-eyes region. But again it could identify only AUs assigned to head movements 
and not many other AUs.  
In 2000, using dense flow Lien et al. [55] developed a system that could identify 
various AUs. Along with dense flow they also used feature point tracking and edge 
extraction. In 2001, Tian et al. [54] developed a system capable of identifying sixteen 
facial actions and their simultaneous occurrences. Multistate templates were used to 
describe features like mouth, cheeks, eyebrows, eyes etc. The condition that the model 
worked was that the multistate templates needed to be manually initialized at the 
beginning of the process i.e. for the first image frame, which hindered a total automation 
of the developed model.  To recognize the facial action units they used a Neural Network 
based classifier.   
Year 2001 also saw Cowie et al. [56] propose a semi-automatic model to identify 




FACS coding of facial images with respect to 20 AUs. They applied a combination of 
AdaBoost classifier algorithms and Support Vector Machines to successfully identify 20 
AUs.  
Although major developments have been made in identifying AUs automatically 
from images for ground truth data and verification of obtained results manual FACS 
coding of images is carried out.  While building an automated system to recognize AUs 
from facial images, it is mandatory that training and test data are accurately labeled. For 
posed expressions, asking subjects to display a particular facial action does not 
necessarily guarantee that they will do it accurately as there are certain involuntary 
muscle movements associated with the voluntary or intended muscle movement of the 
face. So, to ensure the validity of testing and training data for facial action recognition, 
the images must be manually coded.  
The confusion does not end here. Manual coding results also may differ among 
coders due to different perception about the same image. To improve on this multiple 
FACS trained coders must be employed to ensure inter-coder reliability. FACS coders are 
supposed to pass strict coding standardization tests to initially ensure uniform coding 
results. Then multiple coders’ results are compared using same set of images or video 
sequences. As a general rule of the thumb, 15 to 20 percent of the dataset should be 
verified for inter-coder compliance. Re-standardization is also required to avoid errors 
arising from the phenomenon of drift in coding criteria [57].  
There exists a better reliability measurement parameter for this case, known as the 




reliability. This coefficient measures the relative level of agreement between multiple 
observers and correcting it for hypothetical level of agreement by chance. The percentage 
agreement on the other hand is a little inflated as it does not incorporate the notion of 
agreement by chance.  
Also, computerized feature tracking and other methods suffer from background 
information in images. For example, Presence of highly prominent and multi-shaded 
background can be wrongly identified as edges and wrinkles of the face. Furthermore if 
there is another person in the background, automatic coding might be affected. To build a 
dataset therefore using automated algorithms care is always take to keep the background 
monochrome and also that there are no other people in the background. Even if we follow 
this still manual coding of facial actions is preferred for ground truth data as it does not 
suffer from mistaken identification of the face as a whole and combined with inter-coder 
reliability measures it provides for very accurate ground truth data.  
There are various datasets that have boon compiled all over the world by different 
research groups, which can be used as ground data for research on automated facial 
expression analysis. But our interest goes beyond facial expression analysis as we are 
interested to predict emotions from the facial action parameters. So for our research an 
ideal dataset would be one that identifies facial actions and their intensities and reports 
the lead emotion represented by an image so we can train our model accurately for 
identifying emotions. The CK+ [4, 5] dataset well suits our purpose. The next section 





CHAPTER 4: HUMAN EMOTIONS 
4.1. Introduction to Human Emotions 
Researchers often tend to say that human beings are always emotional and that 
emotions are episodic in nature [60, 61], which means that a noticeable change in the 
functioning of a human being or for that matter any organism is brought about by some 
external or internal event. The external triggers can be for example, change in the current 
situation, or change in behavior of others or maybe some other form of external stimuli. 
The internal ones on the other hand are self-generated like thoughts, old memories, 
sensations etc.  
In the English language dictionary the word emotion is an abstract noun, which 
means that emotion is thought to be something we cannot touch but we can feel the 
existence of it. True to the essence of the dictionary definition an emotion is a state of 
mind which represents certain feelings. It is quite hard to distinguish the difference 
between feelings and emotions but technically speaking from the perspective of our 
research we would say that a feeling is the state of mind that is yet to be expressed or 
have not been shown and an emotion might be thought as the feeling that has found its 
representation via facial expression, speech or by body gesture.  
As emotions are considered episodic, there should be an onset and an offset of 
any particular emotion no matter how it is being expressed. A trigger starts the onset and 
on the removal of the trigger the phenomenon of offset starts. It is interesting to note that 




offset it come back to the same no emotion expression, it is not true. A no emotion 
expression in reality is hard to exist unless deliberate, but we will technically refer to it as 
the neutral expression. In terms of facial muscles we can say that all muscles are in their 
normal position i.e. neither contracted nor extended. From this point we will only refer to 
emotion expression visible on the face as our research deals with facial emotion display 
only and not speech and body gestures.  
Also, as emotion is episodic with an onset and offset we can define another term 
related to facial expression of emotions. The term is peak expression. Throughout the 
duration of the emotion episode the expression is observer to vary in its degree or 
magnitude. The time of maximum magnitude of the displayed emotion before the offset 
is called the peak expression for that emotion. Furthermore it is easier to detect or 
observe an emotion with accuracy in the onset period rather than the offset period. It is 
natural that duration of the display of emotions expected to vary with different types of 
emotion.   
One of the biggest questions that surround emotion study is the factors of an 
emotion episode. In other words, what are the different modalities that bring about the 
onset of an emotion? Clore in 1994 [61] suggested that emotion is restricted to a single 
modality and he believed it to be the feeling of change of any state or situation in the 
consciousness of the subject.  But many theorists have brought in a view of multimodal 
definition. In a multimodal scenario physiological arousal, motor expression and 
subjective feeling are generally considered as the components of emotion. Some 




and cognitive processes involved in tackling the external or internal triggers and the 
phenomenon of the ongoing emotion processes [62, 63, 64, 65, 66, 67, 68, and 69].   
Another assumption surrounding emotions is about the significance of the 
triggers. It is said that the emotion response is triggered only with stimuli that are 
significant to the subject in concern. In this context emotions are also termed as 
Relevance Detectors [65], which needs to assess trigger events in accordance to the 
significance of the trigger or stimuli to the subject. Researchers believe that this method 
of evaluation of emotions is indicative of the subject’s functional response to the stimuli 
and the way the mental changes will occur during the emotion display.  The mental 
changes or response may be for adapting to the stimuli or to master it.  
There also exists notion that emotion can be treated as processes, implying fast 
changes in time [70]. According to this component process theory of emotion we can 
refer the emotion episodes as emotion states wherein the displayed emotion is implicitly 
assumed to stay unchanged in form or exhibits relative stability in time.  
The field of emotion study has been a source of much debate. Plato suggested that 
human soul was a trisected structure holding section responsible for cognition, emotion 





 century this gave birth to huge controversies about if really separate 
systems for the three sections of the souls as put forward by Plato can be postulated [71].  
Just 50 years after Plato had visualized his thoughts on human soul; Aristotle argued the 




the system exists it cannot be separate from each other i.e. they must interact with each 
other and accommodate the changes that come along due to triggers [73].   
Revolutionary work on psychology was done by Descartes who insisted that there 
exists relationship between mental processes and body responses. This was source of 
many a heated debate as at that time data on bodily change corresponding to mental 
changes was not available. It was only in the latter part of the 19
th
 century that 
researchers started acknowledging this theory, when it was found that for triggers not 
only emotion is ensued but the central, peripheral and somatic nervous systems were 
showing patterns of adaptive response[67, 70, 73, 74, 75].   
Among historical works, The Expression of Emotion in Man and Animals by 
Darwin [14] posed by far the greatest influence in psychological studies. He laid 
foundation that emotion and feeling are expressed vividly through the face, voice and 
body language and that there existed universality in these phenomena. From Darwin’s 
time till today most promising works on psychobiological studies still includes his idea of 
universality of emotional response, particularly its expression [45, 76, 77, 78, 79, 80, 81, 
82, 83, and 84]. There existed opposition to his theory of universality of emotion 
response in humans in early 1975 [85] as well as the 90’s [86, 87].  
Considering all these arguments of previous researchers a strong proposition was 
made by later researchers that emotion response is a result of both psychobiological and 
sociocultural factors [78, 88, 89, and 100]. This proposition forms the basis of all emotion 
research of today. In the next Subsection discusses about various emotion models that 




4.2. Models Of Emotion 
The different models of emotion conceptualization are Dimensional, Discrete, 
Meaning Oriented Models, and Componential Models. We will discuss briefly about each 
model. These models although is valid for all forms of elicitation like the face, voice, 
body etc. we will discuss them with the perspective of facial expression of emotions as in 
our research we use facial expression method of emotion prediction.  
4.2.1. Dimensional Models 
Dimensional models can be categorized into unidimensional models and 
multidimensional models. 
Unidimensional Models 
Researchers supporting unidimensional models believe that the variation of facial 
expressions between emotional states is caused by relative degree of either 
activation/arousal or valence. Theories surrounding this idea tend to imply that only a 
single dimension is sufficient to represent all the emotions that can possibly be expressed 
e.g. anger, fear, confusion etc. An example of work in this area is of Duffy in 1941 [90]. 
He is also cited by many for his idea of abolishing the term emotion and adopting terms 
to denote excitation or arousal levels.  
Many early psychologists also used the valence measure of the facial expression 
i.e. the degree of pleasantness-unpleasantness to represent emotions. The valence 
dimension can be graded from bad, disagreement or unpleasantness to good, agreement 




[91]. His idea centered around two biphasic behavioral orientations of humans, approach 
and avoidance. This model brought into existence the notion of positive and negative 
affect, which is used in today’s research as well in the field of mood research and 
cognitions. This treatment of emotion as affective states was researched on by Diener et 
al. in 1986 [92] and Isen et al. in 1992 [93]. Although the idea of positive and negative 
affective states are used in the concepts of psychology today but unidimensional models 
cease to exist anymore due to its inadequateness to explain the huge set of simple and 
complex emotional states recognized today. 
Multidimensional Models 
In 1905 Wundt [94] showed the first steps towards a multidimensional model as 
opposed to the unidimensional models of emotion that existed at the time. He proposed 
three independent dimensions – pleasantness-unpleasantness, rest-activation and 
relaxation-attention. The advantage of multidimensional approach is that all emotions can 
be placed in a three dimensional space and compared. Also, it brings to emotions a sense 
of meaning like anger happens when an unpleasantness, high activation and high 
attention is observed. Schlosberg in 1954 [95] studied facial expression and reinstated the 
three dimensional model of emotion analysis.  
It was not until Plutchik [96, 97] and Russel [98, 99] that the multidimensional 
approach to explain the fundamentals of emotion became popular. Both Plutchik and 
Russel used two dimensional approaches of emotions. They placed emotion in a circle in 
this two dimensional space and the dimensions considered by them were valence and 




emotions, do agree that there can be further difference in emotions that may not be aptly 
described by the current model but they are convinced that this multidimensional 
approach is fundamental in psychological affect differentiation. 
4.2.2. Discrete Emotion Models 
Circuit Models 
Researchers of this model believe that in the human brain there exist neural 
circuits which dedicatedly are responsible for emotion response. In 1927 Cannon [100] 
demonstrated this idea. The idea of circuit models was initially applied to lower 
mammals and expected to be four fundamental circuits in the brain. But as research 
moved on to primates and humans more complex emotional behavior needed to be 
explained. It led researchers to accommodate second order emotive states which were 
considered to be blended activities of the primary system of four emotive neural circuits. 
Basic Emotion Models 
This model is by far the most sought after model of emotion. In this model 
researchers suggest the existence of universally fundamental or basic emotions like anger, 
contempt, disgust, fear, happiness, sadness and surprise. Complex emotions are 
visualized as mix or blend of these basic emotions. Although researchers and theorists 
have proposed from 7 to 14 basic emotions the most standardized is the seven basic 
emotion model. In basic emotion models it is believed that any trigger or stimulus, 
external or internal, will result in a series of reactions from peripheral physiological 




This model had gained huge momentum after Ekman in 1978 coined the Facial 
Action Coding System [6] which represented all facial muscle movements in terms of 
facial actions and their intensities. But this system lacked the connection of facial muscle 
anatomy to emotions. A new system was developed to that purpose by Ekman and 
Friesen in 1983 [26] known as the Emotional Facial Action Coding System (EMFACS) 
that explained emotion as a set of simultaneous muscle activities. FACS was already 
discussed in detail in Chapter 2.3. We will discuss about EMFACS in Chapter 3.3. 
4.3. Related Research 
There has been extensive research on automation of emotion detection from the 
face. We will discuss systems which are somewhat similar to the concepts used in this 
research, like the number of emotions considered and if action units have been used to 
predict the emotions. But before we start discussing them we need to discuss the most 
popular and groundbreaking, theoretical system of emotion and facial actions, EMFACS. 
This was developed in 1983 by Ekman and Friesen [26]. This system sets some rules for 
manual emotion interpretation from AU codes and their intensities. The next subsection 
explains the fundamentals of EMFACS and discusses the interpretation of the seven basic 
emotions using images. 
4.3.1. Theoretical System: Emotional Facial Action Coding System 
EMFACS gives us additive directives to interpret emotion information from 
FACS codes. EMFACS only deals with the AUs that correspond to emotion and other 




sample rules is that there are many rules for each emotion, which means different AU 
combination and varying intensities may result in the same emotion but with different 
degrees. For example Table 3 lists for Happiness the combination of AU6 and AU12 but 
only AU12 also will represent the same emotion. Similarly there exist many rules for the 
other basic emotions as well.  
Table 3:  Sample Rules of Emotion Interpretation from AU codes 
 
Figure 4 to 10 shows each of the emotions by images of facial expressions. Each 
of these figures contain two images the left image represents the neutral facial expression 
and the right image shows the expression for one of the seven basic emotions. The arrows 
on the figures indicate AU movements or rather muscle movements on the face. The 
neutral face is shown to make the changes easily detectable for readers. All the images 
from Figure 4 to 10 were generated using a software program called FACEGEN [132] 
developed by an organization known as Singular Inversion. The software allows us to 
create realistic faces and various muscle movements in them.  
Figure 4 shows the expression of anger. Anger is mainly represented by the 
movement of inner eyebrows and sometimes opening of the mouth and even flashing of 











teeth. There are both open and closed mouth forms of anger but the pulling together of 
the inner eyebrows is common to all forms of anger. The responsible AU for this 
expression is AU4 which is the inner brow lowerer which helps the eyebrows to converge 
towards each other and lowered. We all know by intuition what causes anger, anything 
unpleasant to the degree of irritation will cause anger to be reflected on the face. 
 
Figure 4:  Expression of Anger 
 
 





Figure 5 displays the expression of contempt. The expression of contempt is 
unique as it brings in a sense of asymmetry to the face i.e. it occurs only on a single side 
of the face. In figure the left side of the subject is affected in the expression. It might 
involve the other side as well. In the shown expression the left lip corner is pulled up. 
This is AU12 in action which is the lip corner puller. The expression of contempt is 
related to thoughts of superiority especially with a wrong notion. Superiority in general 
does not cause contempt but when a subject thinks he is superior in something than 
another person and if the fact is otherwise. In a common man’s words we say that the 
subject is suffering from superiority complex and according to psychology terminology 
we term it as contempt.  
 
Figure 6:  Expression of Disgust 
 
In figure 6 we see the expression of disgust. AU9 and AU10 are involved in the 
expression of the image. From the figure we can see that the nose region between the 




raised. This is due to AU10. Disgust may occur in many scenarios but a very common 
example maybe experiencing very bad smell. 
 
Figure 7:  Expression of Fear 
 
The emotion expression of Fear is represented in Figure 7. The involved action 
units are AU1, AU2, AU5, AU20 and AU25 which are the inner brow raiser, the outer 
brow raiser, the upper eyelid raiser, the lip stretcher and the jaw-drop (lips part) 
respectively. Fear and surprise are two emotions which resemble each other very closely 
with little differences. From figure 7 and 10 we can see that the only difference between 
the two is that in case of fear the lips are stretched horizontally while in case of surprise 
the lips are not stretched. Also, the originating triggers for fear and surprise maybe 
similar. Suppose in dark a person very suddenly emerges from a corner right in front of 
the subject, the subject will be definitely surprised but that surprise will take the form of 
fear if the person looks scary or is holding a gun. Although all forms of fear does not 
necessarily need to start with surprise. For example, an internal trigger of remembering a 




can take positive and negative forms as well. Suppose a long wished dream suddenly 
fulfilled a person is surprised which is a positive feeling, but as said earlier surprise that 




Figure 8:  Expression of Happiness 
 
Figure 8 shows the expression of happiness.  The expression of happiness can be 
elusive in reality as a smile which is the most prominent decisive factor in identifying the 
emotion is quite often used to express politeness even though the subject may not be 
happy at all. The AUs that bring about the expression of happiness are AU12 and AU6. 
AU12 is the lip corner puller and AU6 is the cheek raiser. Happiness is mostly a positive 
emotion but high levels may be slightly negative [102].   
Figure 9 shows the expression of sadness. From the figure we see that the inner 
eyebrows have been raised with the outer eyebrows being at the neutral position. Also, 




inner brow raiser and AU15, which is the lip corner depressor. Sadness occurs due to 
unfulfilled wishes, undesirable results or loss of something or someone dear.  
 
Figure 9:  Expression of Sadness 
 
Figure 10 represents the facial expression for surprise. As discussed earlier 
surprise bears close resemblance to fear. According to Ekman [103] most cultures in the 
world have difficulty in distinguishing between fear and surprise. The eye lids, the inner 
brows and the out brows are raised and the lips part in a downward direction. The AUs 
responsible for this expression are AU1, AU2, AU5 and AU25. 
 





4.3.2. Computerized Systems 
We have already discussed about lot of studies regarding facial expressions and 
emotions. Also, we already mentioned that the task of emotion detection is twofold, first 
detecting the AUs from the facial image and then the classification into emotions from 
the identified AUs. In this section we will discuss only about the classification part of 
related research as our research only includes the latter part i.e. the classification part of 
emotion prediction.  
Major work on computerized classification of emotion did not start until 1990s. 
Mase [15] k-nearest neighbor approach to classify emotions and achieved 86 percent 
accuracy in predicting four different emotions.  He used different facial expression of a 
single subject to achieve this. Lanitis et al. [104] attained 74 percent accuracy and 
identified 7 basic emotions using distance-based interpretation of facial expressions. 
Black and Yacoob [105] used rule based systems to identify 6 categories of emotion over 
40 subjects with a success rate of 92 percent. A point to note here is that the success rate 
or accuracy is calculated as the percentage of correct prediction compared to the ground 
truth data. Yacoob and Davis [106] also used a rule based system achieving an accuracy 
of 95 percent. Rosenblum et al. [107] implemented emotion classification using neural 
networks but identified only two categories of emotion and achieved 88 percent accuracy. 
Essa and Pentland [108] used distance-based approach similar to Lanitis et al. [104]. 
They identified five emotions from expressions of 8 subjects and achieved a high 
accuracy of 98 percent.  Otsuka and Ohya [109] achieved an accuracy of 93 percent using 




used static classifiers to classify 6 types of emotions over five subjects with a success rate 
of 86 percent. Cohen et al. in 2000 [111] used multilevel HMMs to identify six basic 
emotions and attained a success rate of 86 percent. This research was performed with 5 
subjects only.  In 2003 Cohen et al. [112] presented another method of classification and 
this time around 58 subjects were used.  In view of our proposition the closest research 
mentioned above is that of Cohen et al. [111] which implements 6 HMMs for the six 
emotions. They modified the internals of the HMM with help of a new interconnection of 
hidden states and named it as multilevel HMM. Still, he worked with only six emotions 
and only a handful of facial features corresponding to AUs.  
In fact all of the above researches do not consider the entire face as a whole, 
which is really inadequate to predict natural emotions correctly. In other words whenever 
a facial expression will display a mixture of emotions i.e. not only AUs related to 
emotions will be significant but other AUs might be significant. This will bring in 
ambiguity to all of the above models. Also, from accuracy point of view considering 
insignificant or non-present AUs in emotion classification will ensure that the whole 
facial expression gets interpreted to represent emotions rather than only parts of the face 
being interpreted. This assumption is due to the fact that when we observe the face of 
another person we cannot guess the emotion if some parts of the face are masked and 
accordingly the increase in accuracy of emotion representation using all the 64 AUs 
should be compelling to explore. Furthermore, the number of emotions considered is a 




classification is possible but considering 7 emotions the model needs to be more robust to 
handle the added complications.  
The number of different subjects whose expressions are to be evaluated is also a 
big factor determining the success rate. In the mentioned researches the higher success 
rates tend to be with the models that investigate lower number of subjects. In this 
research we intend to classify seven emotions over different facial expressions of 123 
subjects. Considering all the above discussion there is strong need to propose a new 
model which takes into account all the 64 AUs. To conclude this section let’s put forward 
a word of appreciation for all the above emotion detection systems. In general all the 
above mentioned systems performs better than that of classification done manually by 
trained persons, which achieved a success rate of 87 percent, as reported by Bassili [112]. 
4.4. Gender Differences in Facial Expressions and Emotions 
As discussed in Chapter 1 one of our models uses gender segmented data with 
two parallel HMM models for training and testing and outputs two sets of gender specific 
emotion mixture results (See Chapter 5.3). So we have the scope to analyze and discuss 
differences in emotion trends of the two genders with respect to the ground truth 
emotions. It is important to analyze if the difference in facial features of two genders has 
a great impact on their emotional expressions.  
In the study of facial expressions and emotions the idea of gender differences has 
been for long influenced by gender stereotypes. Belk & Snell [113] in 1986 followed by 




cultures there is persistent belief among all that women are more emotional than men. In 
1991, Fabes & Martin [115] mentioned that gender stereotypes held true for both basic 
and non-basic emotions. This was supported by Fischer [116] in 1993. In the same year 
Grossman & Wood [117] reiterated that gender stereotype was indeed valid.  
The idea of women being more emotional than men has been a target for debate 
for many researchers. Contradicting this, Barrett et al. [118] in 1998 concluded that if the 
effects of gender stereotype biases are removed, the gender inequalities of emotion 
response are almost non-existent. In the same year another research by Robinson et al. 
[119] came up with a similar conclusion. In 1999 Fujita et al. [120] conducted a research 
on self-reported emotional experience and the results indicated that the gender stereotype 
actually holds. A year later 2000 Hess et al. [114] and Plant et al. [121] again attempted 
to establish the gender stereotype followed in 2003 by Timmers et al. [122]. Shields in 
2003 [123], with a vast reference to empirical research called the common belief that 
women are more emotional than men is a 'master stereotype'.  According to Fabes & 
Martin [115], Grossman & Wood [117] and Shields [123] the belief of gender stereotype 
that women are more emotional than men is a generalized concept that ubiquitously 
exists with different individuals and with most of the known emotions with anger and 
probably pride being the only exceptions to the generalization.  
There is also enough empirical studies and research that suggests otherwise. In 
2000, Algoe et al. [124] concluded that gender stereotypes do not exercise much 
influence in represented emotions. This was well supported in coming years by Hess et al. 




established by Simon et al. [127] in his study including intensity ratings of observed 
emotions. In fact after studying this vivid and vast dilemma among researchers on gender 
differences in emotion representation this research area seems to be a challenging one.  
In this work we will examine the general traits of emotion composition on the 
face for seven basic emotions for both genders separately and compared the results. As 
we work in this research only with posed expressions, our conclusion will throw some 





CHAPTER 5: HUMAN STRESS 
5.1. Introduction to Stress  
Stress can be defined as a phenomenon in humans that disturb mental 
concentration, hamper problem solving, increase the difficulty in decision making and 
reduce the ability achieve goals effectively and efficiently [139, 141, 142, 143, 144 and 
145]. The definition of stress provided by McGrath in 1976 [133], still holds for all the 
major findings in the field of human stress study. He defined stress as a combination of 
perceived demand, perceived ability to cope and the perceived importance of fulfilling 
the demand. The word “perceived” in this definition is utterly important as it the human 
perception of any stressful incident and situation that counts and not the intensity of the 
situation and incident. For example, if we assess stress from the environmental factors 
only then for the same environmental factors different individuals must have same 
amount of stress, which is not at all true. Imagine a group of students appearing for a 
tough exam, the stress levels vary greatly among them as common observation. So the 
perception of a demand, coping and its importance to the individual must be taken into 
account.  
As early as 1898 Darwin [14] proposed that all inner physiological reactions are 
represented in the face, voice and body gestures. Stokes and Kite [134, 135] did major 
literature review on almost all types of stress theories and models. They found that 
among traditional models the stimulus-based model and the response based model were 




In stimulus-based models environmental factors such as heat, cold, workload etc. 
are treated as stressors and the history of research as noted by Stokes and Kite [134, 135] 
is that these stressors were qualitatively measured and which was supposed to indicate 
the level of stress in a subject. This approach finds its way from engineering fields 
dealing with stress and strain of materials, where the strain observed is proportional to 
stress applied. But Stokes and Kite [134, 135] argued that this is not valid as the 
individual differences and emotion information is ignored by this model.  
Yerkes and Dodson [136] along with Selye [137] are the main protagonists of the 
response based model. According to these theorists, stress is the culmination of various 
responses like behavioral, cognitive and affective responses that are instigated by a 
stressor. Response based models are better equipped in understanding perception as all 
the three kinds of responses are generated by the subject in concern after he has 
experienced a stressor. The response model according to Stokes and Kite [134, 135] is 
incomplete as physiological measures alone do not completely represent human stress 
response. A third model emerged to address the incompleteness of the response based 
mode and came to be known as the transactional model.  
Transactional models treat stress as a synthesis between stimuli from 
environmental factors and the individual’s appraisal on response. In other words it goes 
back to the definition of McGrath [133] i.e. it is the level of mismatch in the 
understanding of the individual about the challenge or demand faced and his 





Thinking of stress as a transactional and connecting the arguments of Lazarus [30] 
about emotion affecting stress. We aim to quantify stress in terms of emotion represented 
on the face.  Facial expressions can be treated as one of the outcomes of an individual’s 
conscious or unconscious perception about the mismatch in demand and coping. There is 
need to refine the definition of stress appropriate to our research further and understand 
what exactly we do measure (See Section 5.7). This idea was supported with empirical 
evidence by Jennifer et al. [138]. They found that for negative emotions like fear, anger 
and disgust displayed on the face due to artificially applied stressors there was 
proportional stress indicated by their cardiovascular and cortisol readings. In the next 
subsection we will discuss about the various types and causes of stress. 
 
5.2. Types And Causes Of Stress 
We will discuss the types and causes of stress as described by the Miller, Smith 
and Rothstein in their book the stress solution: An action plan to manage the stress in 
your life [169]. According to the book stress can be of three types, namely, acute stress, 
episodic acute stress chronic stress. Each type of stress is caused by varying stressors of 
factors. 
Acute Stress 
This is a common form of stress which arises from demand and coping 
imbalances in the recent past or the near future. Although acute stress in low levels gives 
an exciting experience, high levels may lead to mental distress, headaches, upset stomach, 




This can be caused by situations like a mess in the laundry, a dent in the car due to minor 
accident, a loss of valuable, a rush to meet tight deadlines, occasional problems regarding 
children etc. they're rushing to meet, their child's occasional problems at school, and so 
on.  
Acute stress is the term give to stress that do not last for long.  The most common 
symptoms of acute stress are: 
 Emotional distress in the form of some combination of anger or irritability, 
anxiety, and depression. 
 Muscular disorder like headache, back pain, jaw pain, and muscular tensions that 
lead to pulled muscles, tendons or ligaments. 
 Digestive and excretory problems such as heartburn, acid stomach, flatulence, 
diarrhea, constipation, and irritable bowel syndrome; 
 Short periods of excessive arousal or excitement leads to elevation in blood 
pressure, rapid heartbeat, sweaty palms, heart palpitations, dizziness, migraine 
headaches, cold hands or feet, shortness of breath, and chest pain.  
Acute stress is highly manageable by treatment and does not have a long term impact on 
the subject’s life. 
Episodic Acute Stress 
Frequent recurrence of acute stress is termed as episodic acute stress. It is 
common for people with acute stress reactions to be over excited, short-tempered, 
irritable, anxious, and tense. They seem to be always in a hurry, abrupt, and sometimes 




hostile manner. The workplace fells stressful for people suffering from episodic acute 
stress.  
Another form of episodic acute stress comes from excessive worry and 
precariousness like seeing disaster around every corner and pessimistically forecast every 
situation. The symptoms of episodic acute stress are the symptoms of extended high 
arousal levels for an extended period of time, persistent tension headaches, migraines, 
hypertension, chest pain, and heart disease. Treating episodic acute stress is more 
complicated than acute stress and it takes a period of few months to alleviate the problem. 
Patients of episodic acute stress are resistant to change in their lifestyles unless they are 
overwhelmed with the promised chances of recovery. 
Chronic Stress 
Unlike the previous two types of stress this type is long lasting and mostly brings 
permanent behavioral change to the subjects. Chronic stress over time physical health, 
mind and disorients the life of the sufferer. It can be caused by prolonged stress of 
poverty, serious family issues, failed marriage, persistent stress at work etc.  The onset of 
chronic stress happens when a person is in a miserable situation and no solution seems to 
exist to evade that situation.  Some chronic stresses stem from life-threatening trauma 
faced in the past. In this case the personality or deep-seated beliefs must be changed and 
recovery requires active self-examination, often with professional help. The worst aspect 
of chronic stress is that people get used to it and the mitigation procedure is delayed 




Chronic stress can be fatal in cases of suicide attempt, violence, heart attack, 
stroke, and, perhaps, even cancer. People mentally and physically get depleted with 
prolonged period of chronic stress and move towards fatal turnout. This kind of stress is 
difficult to identify quickly without proper knowledge about the past events or past stress 
behavior of the person.  
5.3. Stress And Health 
In the sphere of academic research the disciplines of medicine, nursing, social 
studies and psychology have indicated that stress induces health disorders. Stress can be 
caused by lot of factors and a person may feel stress from personal issues, social and job 
issues, post-traumatic stressors. Pashkow in 1999 [146] followed by Ornish in 2007 [147] 
investigated and found that stress can induce cardiovascular disease and heart disorders. 
In 1986 Siegel [148] suggested that stress can increase the susceptibility to cancer and 
increase chances of deterioration of existing cancer in humans. In 1998 Cohen et al. [149] 
found that stress reduces immunity and makes human beings more susceptible and 
vulnerable to different types of cancer. Antonova et al. researched on the relation 
between stress and breast cancer and found that stress can lead to an onset of breast 
cancer. Cohen et al. [140] found that stress is an inducing factor in common cold. 
Stress can also lead to worsening of health disorder symptoms. In 1998 Wright et 
al. [150] found that stress had a negative impact on the condition asthma of patients. 
Fitzgerald [151] found in 2009 that stress elevates the release of a compound called 
noradrenaline (NA) in the human body. Elevated levels of NA can play a detrimental role 




worsen diseases like asthma, diabetes mellitus, osteo-arthritis, and rheumatoid-arthritis 
and open-angle glaucoma. Bennett et al.  [152] and Dancey et al. [153] in 1998 in 
separate researches found stress to be an aggravating factor for irritable bowel syndrome. 
Stress was also found to be harmful for people suffering from ulcerative colitis, according 
to the findings of Whitehead et al. [154]. In 1999 Crofford et al. [155] reported that 
people suffering from arthritis perceived increased discomfort and pain when mentally 
stressed. Similar observation was made about arthritis patients by Straub et al. [156] in 
2005. The condition of respiratory diseases is worsened due to stress, as suggested by 
Nielson et al. [157] in 2008. Lebwohl and Tan [158] in 1998 found that stress influenced 
skin disorders too.  
Apart from the above mentioned diseases that stress may induce or aggravate, 
stress is also associated by researchers to the experience of health deterioration symptoms. 
Stress is associated with headaches by Armstrong et al. [159] and Bjorling [160]. In 1998 
Dyrehag established the relation between stress and musculoskeletal pain. 
Gastrointestinal upset maybe inflicted by stress according to Whitehead et al. [154]. 
Similar to respiratory diseases a temporary experience of hyperventilation can be causes 
by stress, as suggested by Ringsberg et al. [161] in 1999. Persons with high levels of 
stress according to Vgontas et al. [162] have high probability of suffering from insomnia. 
Maes in 2009 [163] found that though physical stress is related to fatigue in most cases, 
psychological or mental stress can also cause fatigue.  
Researchers have also found that stress alleviating or coping techniques are 




[164] in 1998 examined 600 people who were in the process of stress alleviation or 
coping using social support while dealing with illness and mood states. The results 
suggested that during the use of social support the examinees developed glucose 
tolerance abnormality which was not present at the beginning of the coping process.    In 
2002 Sultan et al. [165] examined patients during emotional stress, coping with the stress, 
problem solving and cognitive efficiency. The observed complications in blood glucose 
levels and suggested that in self-regulated diabetic treatment emotional factors should be 
given higher priority. Fontana et al. [166] found that stress onset, offset and coping 
affects heart rate and systolic blood pressure of women.  
From the above discussion we can see that a stress experience of any type would 
induce in a person emotional and physical discomfort. Serious ailments, such as cancer 
and heart disorder have been associated with stress which clearly puts forward the need to 
alleviate stress at the slightest onset. Furthermore, it has been noted by researchers that 30 
to 80 percent of patients visiting doctors are not based on disease related issues rather 
they are based on stress being faced by the patients [167, 168]. So, stress needs to be 
mitigated as the slightest onset to avoid adverse effect on the health and well-being of a 
person. Stress alleviation techniques are outside the scope of this dissertation as we only 
aim at evaluating stress levels as an indicative parameter of the judgment of stress onset 





5.4. Stress As A Response To Emotion Stimulus And The Weber-Fechner Law 
As mentioned in section 5.1 the agreed upon definition of stress is that 
incorporated by the transactional model of stress. The model can be interpreted as 
interplay between perceived stimulus and perceived response. If S be the stimulus applied 
and P be the perception of the stimulus. Then the change of P would be proportional to 
the rate of change of S. This follows form the transactional model of stress. This is also 
the basis for the law of stimuli given by Weber and Fechner [2, 3], which states that dP = 
k*(dS/S) and integrating the equation gives us P = k*ln(S) + C. Here dP and dS are the 
differential change in strength applied and stimulus respectively, k is a constant to be 
determined experimentally, C is the constant of integration and ln is the symbol of natural 
logarithms. To calculate C let’s put S = 0 in the equation, we get C = -k*ln(S0). S0 is the 
threshold of stimulus below which it cannot be perceived. Putting the value of C in the 
integrated equation and rearranging we get P=k*ln(S/S0). Thus, response is understood to 
vary logarithmically with stimulus.  
Weber-fechner law actually states that, perception of a change of stimulus varies 
logarithmically with the change in stimulus. But in our case, i.e. emotion and stress 
relationship, it follows from the transactional model of stress and Darwin’s [14] 
physiological argument toward facial expression that the perception of change of 
stimulus brings in a change facial expression. So, instead of groping for the original 
stimulus that caused the change in stress response, change in emotion representation can 
be considered analogous to the original stimulus that brought change to the stress 




logarithmic variation in terms of emotion. So if our results indicate the same then we can 
strongly say that our model correctly represents that relationship between stress and 
emotions. 
5.5. Related Research 
According to Sherwood [170] the first point of physiological response for any 
stressor starts in the autonomic nervous system (ANS) in the human body. The ANS has 
many indicators key among them are respiratory rate, cardiac output, heart rate and its 
variability, blood pressure and electro-dermal activity. Sherwood also mentioned 
additional non-intrusive parameters like myocardial oxygen demand and vascular 
resistance in the periphery. 
Imholz et al. in [171] tracked momentary blood pressure changes to measure 
stress. Artinian et al. in 2006 [172] and Han et al. in 2010 [173] also used blood pressure 
data of subjects to guess their stress responses. McKay et al. in 2010 [174] and 
Matsubara et al. in 2011 [175] used heart rate as the deciding factor for stress response 
measurement. Subhani et al. in 2011 [42] used EEG signals to measure stress in 
individuals and also surveyed on which combination of EEG signals are to be used for 
psychological stress measurement. They applied separately support vector machines, 
neural networks, Bayes classifiers and linear discriminant analysis for classification of 
EEG features and then compared the results. The biomedical methods need expensive 
equipment and also pose the inconvenience of connecting sensors to the body of the 




Farr et al. in 1984 [176] inspected post-surgical patients using circadian excretion 
of urinary catecholamines. He found that the biomarker was altered for post-surgical 
patients, thereby confirming post-surgical trauma or stress. Lanuza et al. in 1987 [177] 
found in pacemaker implanted patients that their blood cortisol levels were higher 
indicative of stress due to the implant. Lanuza in 1995 [178] again inspected patients 
undergoing implantation of cardioverters or defibrillator devices and patients undergoing 
bypass surgery and found that in both cases the cortisol levels were elevated. Jia et al. in 
2001 [179] measured stress levels using urinary sodium and potassium ratios and 17-
ketosteroids. Herrington et al. in 2004 [180] used plasma cortisol levels to identify stress. 
Boran et al. in   2010 [181] used biomarkers of stress response for tobacco users. The 
biomarker considered by Boran et al. was cotinine.  In the same year Strahler [182] 
studied patterns in chronic stress patients using salivary alpha-amylase and cortical levels. 
Nomura in 2011[40] used salivary biomarkers to evaluate mental stress as according to 
him it was less stressful as compared to measures of stress using biomarkers in the blood 
or in the urine. Bradbury in 2012 [41] used a handful of different biomarkers and 
evaluated the results using a stress scale known as the perceived stress scale (PSS). 
Although most of the biomarkers method of determining stress levels asserts to be non-
invasive and less cumbersome, still a real time application needs to collect sample in very 
small intervals, which will be very impractical for workplaces or organization or even for 
in driving vehicles. 
There also exists the questionnaire method of assessment of stress qualitatively.  




and Nübling et al. 2006 [37]. All of these researches were conducted using self-reporting 
by subject. All three use different evaluation methods and questionnaires. But as we 
mentioned in Chapter 1.1 this method suffers heavily from self-reporting bias, this is not 
applicable to our research. 
In the realm of measuring stress we have discusses in the latter part of Chapter 1.1 
that research suggests it is possible to detect psychological stress from facial expression. 
Still this research area has not been ventured till date with strong propositions and only 
one substantial research work was found that aligns with this research area. This was 
done by Dinges et al. [34]. The applied computer vision technique and identified facial 
changes in artificially induced stress situations. They applied Optical Computer 
Recognition (OCR) method to detect the changes in both low-stress and high-stress 
situations. Subjects also filled in a questionnaire regarding personality, mood and if they 
suffered from a disease called alexithymia. This disease is a facial disorder of being not 
able to express feelings through the face. Stress measurements were made by studying 
self-reports, salivary cortisol and heart rate. The data was collated and facial videos of 
subjects were taken during induced stress situations. The videos were then decoded 
manually for facial patterns rather than emotions. The authors suggest that by detecting 
the frequency of repetitive occurrence of identified facial patterns would be an indicator 
of stress. There were a total of 60 subjects who participated in this experiment and stress 
was labeled correctly for 75% - 88% of subjects. The authors make no attempt to explain 
stress as a byproduct of emotions. Also the stress identification of just high and low is not 




implement a real time system in future which can detect stress, they do not take into 
consideration that a stress response may last for very short amount of time so that the 
pattern repetition may not happen at all.  
Psychological stress can be correctly and accurately measured by biomarkers 
method and biomedical methods. Our research is not intended to replicate medical 
assessment of stress but to provide an indicator of stress that can give us a clue of when 
medical procedures must be carried out. When looking at the face, a person can perceive 
by intuition if the other person is stressed or not. This perception may not be correct all 
the time, but for psychologists with the immense amount of study, training and 
experience about human behavioral dynamics the guess is supposed to be more accurate.  
We intend to represent psychologists’ intuition in building a stress indicator that can be 
predicted from the facial expression. The next subsection discusses about our concept of 
Instantaneous Psychological Stress Indicator (IPSI).  
5.6. Instantaneous Psychological Stress 
A facial image represents the face dynamics of a person for a single time 
instant and our proposed stress indicator has been developed as the visually perceptible 
stress from the facial images according to psychologists’ opinion about the images. Term 
it as Instantaneous Psychological Stress Indicator (IPSI). This stress indicator developed 
from a single image would be more useful when we have time-series data i.e. we have 
many facial expressions of the same subject distributed over very small time intervals. As 
this research is a primary step towards a stress monitoring system we deal only with IPSI 




approach is modular in that it breaks down the entire stress response in many IPSI values 
rather than trying to guess the stress response as a whole from a long video sequence. A 
standard video encoder can encode 30 frames per second for smooth viewing. Ideally 20 
IPSI values per second will be near natural reproduction of a subject’s visually 
perceptible stress response over time. Furthermore, this indicator is not a measurement of 
the actual stress response but a visually perceptible cue for a further medical examination 
about stress related problems.  
5.7. Visually Perceptible Psychological Stress 
In this research we want to develop an indicator to evaluate stress based on facial analysis. 
Towards this we first need to specify and define what kind and aspects of stress we intend 
to measure. In the area of stress research there are no universally agreed upon scientific 
definition of stress. But many researchers have attempted to define stress as a person-
environment relationship with or without cognition. The three most popular definitions 
are: 
1. Stress as response:  
 “Stress is the nonspecific response of the body to any demand made upon 
it.”[189] 
2. Stress as stimulus:  
 “…events whose advent…requires a significant change in the ongoing life 
pattern of the individual.” [190] 
3. Stress as a Transaction 
Stress involves the “judgment that environmental or internal demands tax or 





At this juncture we would adhere to the transactional definition of stress as both response 
based and stimulus based definitions does not involve the sense of a person’s judgment or 
appraisal of the stressing factor (stressor). It is common that all people do not respond to 
same stressor with the same degree. So there is a definite indication of judgmental 
response to stress stimuli. 
According to Beehr and Franz [192] ,“…Research into modeling stress 
and its effects on humans crosses several disciplines which is one of the significant 
challenges to creating a ‘meta-model’ for stress and its outcomes. Stress modeling 
research has been approached mainly from Medicine, Clinical Counseling/Psychology, 
Engineering Psychology and Organizational Psychology with typical stressors, outcomes 
and moderators existing within different domains. Typically, stressors for all four major 
disciplines fall either in the physical or psychological domain while observed outcomes 
include physical & psychological strain as well as job performance…” 
Physical stress can be visualized to be directly induced mechanical stresses in the skin, 
muscle, bone etc. and causing tissue deformation and sometime failure. Examples are 
lifting of heavy weight, physical injury, running, etc. There are other forms of physical 
stress that do not involve a specific mechanical stress response in the body but brings in 
involuntary changes to the body parameters like skin temperature, eye dilation etc. 
Examples of these kinds of physical stressors are excessive heat, over illumination, 
hunger etc. Psychological stress on the other hand can be visualized as the feeling of 
pressure due to anxiety, irritability, depression, panic-attacks etc. Psychological stressors 





No matter how we define or classify stress every stressor that induces stress be it physical 
or psychological it involves a physiological reaction. [137, 193, 194, 195] indicates stress 
response to be a ‘physiologic mechanism of mediation’. We do not have information of 
the actual stimulus that brings about the change in the facial expression in the dataset but 
we consider the displayed emotion as the stimuli to the stress response system that 
affected the facial musculature. Accordingly, our working definition of stress need to be 
refined as ‘a physiological response that serves as a mechanism of mediation linking 
any given stressor to its target-organ effect or arousal’ as defined by Everly and 
Lating in 2002 [196]. In the context of our research the target organ is the facial 
musculature and we will study on stress and emotions from the perspective of facial 
expressions. 
Makara, Palkovits & Szentagothal [197] categorized physiological 
mechanisms related to stress response into three broad pathways: 
(1) neurological response 
(2) neuroendocrine response 
(3) endocrine response. 
All three pathways can come into play individually or simultaneously for a stress 
response. In this research we study facial expression which is one of the various possible 
outcomes of human stress response and results from neurological activity pertaining to 
any given stressor.  According to experimental findings of Blair [198] Facial Expressions 




sadness and happiness). Disgusted facial expressions are most frequently used to provide 
information about foods. As such they engage the insula, a region of the brain involved in 
taste aversion. Angry expressions initiate response reversal and activate regions of orbital 
frontal cortex that are involved in the modulation of behavioral responding.  
In our research we know definitively that in our facial expression dataset none of the 
subjects were under the effect of physical stressors, so we would refrain discussing about 
physical stress in this research. Expression of physical stress can be analyzed with an 
experiment designed to record facial expression subjects under the influence of physical 
stressors. In our study we ran a survey among psychologists using images of facial 
expressions and asked them to give their subjective opinion about the stress visible from 
the facial expression images. We build our stress indicator based on these responses. 
Firstly, our indicator is not a real medical measure of stress as it does not involve any 
medical tests but only observation of a facial expression. Second, the face is only one part 
of the three mode stress response of the body. Exact stress response measurement 
requires multimodal assessment of stress.  
So, when we measure stress from the face using psychologist’s subjective diagnosis of 
the face we actually would be in an essence measuring representatively the facial 






The stress indicator that we develop to evaluate stress has a specific 
domain and the general term stress indicator may be misleading. Points that we consider 
are: 
1. The stress is identified by subjective visual perception of the respondents about 
the facial expressions in the questionnaire. 
2. We deal with only psychological stress. 







CHAPTER 6: PROPOSED MODELS  
6.1. Lead Emotion Prediction Model 
In this section we propose a three staged model to achieve a more accurate and 
non-biased partial probability calculation, produce lead emotion recognition output which 
is more tolerant to intensity variation of AUs, determine combinational emotions or 
atomic emotions depending on threshold and dynamically at run time reduce computation 
cost.  
6.1.1. Stage 1 
This stage consists of    HMMs where each set of   HMMs are assigned to 
each of the   AUs we intend to study. This stage finds the partial probability 
contributions of each emotion from the complete  AUs which represent one frame of 
input during testing and re-estimate the model parameters during training. For each of the 
  AUs we implement   HMM models     where         and        , each 
referring to one emotion (    → Anger,     → Contempt     → Disgust,      → Fear ... 
    → Surprise). Also, the observation symbol set                        are the 
intensities of     graded from level 1 to level 7 where                    and   
is the total number of observable symbols per state in     . Actually, in the new FACS 
manual by Ekman and Friesen [7] the intensities of AU evidence are graded from A to E 
but for simplicity and to include the no presence situation of an AU we use the grading 




intensity possible for the individual person and        depicts that AU 1 is not at all 
evident). 
Let                           be the observation sequence of intensities for     
over time   to  . Then the parameters of the proposed HMMs will be as follows, 
        represents the hidden states for HMM     where                  
           and   is the number of hidden states. 
         represents the state transition matrix for HMM      where         
            and                     is the probability of transition from 
previous state         to the next state        Thus,                 
                          the probability of              given at time    , 
              where    is the state at time  ,           
           
such that,                  , and ∑          
 
   
 
          represents the observation symbol probability distribution.           
              at time                     the probability of observation symbol 
    for current state             where                     
        represents the initial state distribution where           such that, 
           ⁄  for all values of a. Due to the discrete nature of the observations it 
can be safely assumed that an AU observation is equally likely to start at any 
given state of the model and no bias needs to be considered. So using equal 





6.1.2. Stage 2 
This stage is only active during the testing phase. Stage 2 of our model is 
bifurcated into two parts. The first being the Emotion Probability Classifier (EPC) block 
and the other block being a combination of a The Facial Action Unit Intensity Classifier 
(FAUIC) routine and an EPC routine. EPC routines in both blocks are functionally 
similar. A threshold parameter θ is defined for FAUIC. θ is an integer value that ranges 
from 1 to 64 corresponding to the M=64 AUs considered for the study. It is used to 
dynamically control the number of HMM block used for calculating output without loss 
of accuracy. Stage 2 calculates the final probabilities for both atomic and combination 
emotions in two methods and relays the output to the next and final stage. 
The Emotion Probability Classifier (EPC) calculates single probabilities for N 
emotions as an average of the M probabilities found for each of the N emotions under the 
assumption that the influence of different AUs or facial muscles is the same. Then it sorts 
the set of N probabilities representing each emotion. These probabilities along with the 
emotion(s) associated are passed on to the final stage. 
The Facial Action Unit Intensity Classifier (FAUIC) first sorts the AU intensity 
inputs at time t and selects the number of HMM blocks to be used for the process 
depending on θ. The value of θ is re-estimated after each run of the model in the test 
phase comparing the accuracy of the second block output with the first one. The FAUIC 
will then pass the selected HMM group outputs to its own EPC routine which in turn will 




6.1.3. Stage 3 
The third and final stage consists of a Maximum Likelihood Classifier block and 
an Emotion Index. This stage is responsible for providing the final output in terms of 
emotions or group of emotions. 
The Maximum Likelihood Classifier (MLC) routine takes two sets of inputs from 
the two blocks in the previous stage and selects the maximum for each block data and 
passes two final outputs that can be compared in order to check for the tradeoff between 
computational complexity and accuracy of final prediction.  
Figure 11 and 12 shows the block diagram of the proposed model. Figure 11 
shows stages 1 and 2. From the left the initial AU intensity input is fed into Stage 1 
where the M*N HMMs decode the information in the form of partial probability 
contributions. Then the next stage the top EPC finds the joint probability of the respective 
emotions.  
In the bottom block of Stage 2 the FAUIC routine takes only input from only 1 
HMM blocks as θ is  . The max intensity is of input    in this case and the outputs from 
the M
th
 set of HMMs are only passed to the bottom EPC block. Then both the outputs are 
compared and θ is re-estimated for the next run. The outputs are passed to Stage 3 shown 
in Figure 12. In Figure 12 the maximum probability emotions are identified and passed 
on as final output. The output will be compared with the upper block output. If the output 
values are same up to 3 significant digits then the value of θ  is not changed any further 
but if the values differ θ is incremented by 1 and the process is repeated until the lower 






Figure 11:  Lead Emotion Model (Stage 1 and 2) 
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6.2. Emotion Mixture Model 
In this section we propose a model to accurately identify the dominant emotion as 
well as the percentage composition of the facial expression separately for females and 
males. Our model is an HMM based model. The model is realized in two blocks: one for 
female data and one for male data. The two parts are functionally the same except for that 
the training and testing are done separately using gender wise segmented input data in the 
form of AU intensity observations.  
The input data consists of 64 AU intensity values (V1 to VM) per observation. The 
input is selectively passed onto the right block in both training and testing phase by a 
gender redirector (see Figure 13). The gender redirector is a simple gateway to the two 
blocks wherein the selection of the correct block to be executed is done by the gender 
input that is fed along with the AU inputs. This enables us to get two gender specific 
blocks trained and ready for testing in the testing phase with their parameters updated by 
only one type of gender data. The two identical HMM blocks for male (upper HMM 
block) and female (lower HMM block) respectively consists of    HMMs each. Here  
     pertaining to the seven basic emotions that we are interested to study.   
The HMM blocks are used for training and updating of the HMM model 
parameters according to training set input data. In the testing phase the same blocks are 
used to calculate probabilities that a particular AU represent the emotion specific HMM 
they are passed through.  The HMM descriptions are similar to what have been 




Figure 13:  Emotion Mixture Model Block Diagram 
 
A set of   HMMs are assigned to each of the  AUs. This makes our model able 
to gather emotion information from all the AUs irrespective of their visible significance 
or presence. In our case, a set of 7 HMMs one each for Anger, Contempt, Disgust, Fear, 
Happy, Sadness and Surprise are assigned to each of the 64 AUs. The HMMs are denoted 
by      for male block and      for female block, where         and         , 
each corresponding to one of the seven basic emotions (          → Anger,           → 
Contempt,           → Disgust,            → Fear,            → Happy,            → 
Sadness and           → Surprise, here    ). Also, the inputs to the HMMs or the 




1 to R (here R = 7) where                    and   is the total number of 
observable symbols per state in    .  
The FACS Investigator's Guide [1,2] grades AU intensities on a scale of A to E 
where A is the weakest trace of an AU and E is the most prominent trace of an AU. The 
CK+ database [4, 5] grades AU intensities similar to the FACS Investigator's Guide but 
assigns numbers from 0 to 5 in increasing order of intensities. It adds an extra level 
(grade 0) for the AUs that are visible but with no intensity. For simplicity and the 
inclusion of the non-present condition of an AU in a facial expression we grade it on a 
scale of 1 to 7. Here an intensity of 1 means no trace of a particular AU, an intensity 
value of 2 indicates the presence of an AU with no intensity, 3 indicates the weakest trace 
of the same and moving similarly up the scale an intensity value of 7 represents the most 
prominent presence of an AU.  
The parameters of the proposed HMM block is similar to the lead emotion model 
of the previous section:  
                     is the observation sequence for each observation in terms of AU 
intensities, where         .        are the hidden states for HMM    , where    
                        and   is the number of hidden states. We have 
experimentally determined that a value of 7 for   is optimal, by iterating with different 
values of   starting from 2 until 10.         is the state transition matrix for HMM      
where                      and                     is the probability of 
transition from previous state         to the next state        Thus,                 




        where    is the state at time  ,           
           
such that,                  , and 
∑          
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          is the observation symbol probability distribution.                    
    at time                      the probability of observation symbol     for current state 
            where                    .            ⁄   is the initial state 
distribution. As we use discrete data from different facial expressions the AU intensities 
will be present without a precursor unlike a video stream, so, similar to lead emotion 
model of previous section we use equal probabilities for the initial state distribution.  
During the training phase, we update the parameters of the HMMs so as to best 
explain the patterns of the input vectors. For example, in Figure 3 input V1 is fed to HMM 
λ11 which represents Anger. In this case updating the parameters means to adjust the state 
transition probabilities and the output probabilities so as to best match the input sequence 
V1. For all the other emotion specific HMMs connected to V1 gets updated similarly 
during the training phase. During the training phase each emotion specific HMM (λ1j, 1≤ 
j ≤ N, here N = 7) of the first sub-block of the upper block gets updated by only the V1 
intensities of those expressions that belongs to the same emotion category i.e. if the 
HMM is labeled for anger, only those inputs from the training set that have been marked 
by ground truth as anger will be used to train the HMM. This essentially means during 
the testing phase the HMMs linked to V1 can predict the probabilities P1[Anger], 
P1[Contempt], P1[Disgust], P1[Fear], P1[Happy], P1[Sadness] and P1[Surprise]  that the 
intensity inputs in V1 represents anger, contempt, disgust, fear, happy, sadness and 




In a similar way in the upper block, all sub-blocks render the probabilities that Vi 
(1 ≤ i ≤ M) represents the emotion represented by the respective HMMs. So at this point 
we get M (here M = 64) probabilities for each of the N (here N = 7) emotions.   
To integrate all the M probabilities for each emotion into one representative value, 
we find the mean probabilities for each emotion category to arrive at 7 probability values 
P[Anger]Avg, P[Contempt]Avg, P[Disgust]Avg, P[Fear]Avg, P[Happy]Avg, P[Sadness]Avg and 
P[Surprise]Avg. Again here we assume similar to lead emotion model that the influence of 
all AUs is the same. As these probability values come from different non-mutually 
exclusive emotions, to calculate the percentage composition or mixture of emotions of 
the face concerned, we normalize these values by dividing each of the obtained mean 
probabilities by the sum of the mean probabilities. We normalize the different emotion 
probabilities and regard the normalized probabilities as degrees or percentages of mixed 
emotions as often done in fields of engineering. For example, if for a particular facial 
expression data, after the normalization step, we get anger = 0.50, contempt = 0.20, 
disgust = 0.15, fear = 0.05, happy = 0.05, sadness =  0.04 and surprise = 0.01 then we can 
say that the facial expression is composed of 50% anger, 20% contempt, 15% disgust, 5% 
fear, 5% happy, 4% sadness and 1% surprise. As the existence of one emotion does not 
nullify simultaneous coexistence of the other ones [43], the final output can be treated as 
the percentage composition or mixture of the face in terms of emotions.  
The entire procedure that is described above for the upper HMM block extends in 
the exact same way for the lower HMM block and P'[E]Avg for all E (where E represents 




categories, which is finally normalized to predict the percentage composition of emotions. 
Also, the lead or prominent emotion would be the emotion category with the highest 
percentage. 
6.3. Model for Developing Indicator for Visually Perceptible Stress 
In this section we use the same model to decipher the mixture of emotion from the 
face as in the description of the gender segmented model in previous section and refer to 
it as the Emotion Mixture Identifier Engine (EMIE). For details of EMIE see Chapter 6.1. 
We conducted two moderate sized surveys to correlate individual emotions to stress and 
to find relationship between predicted emotional mixtures of a facial expression with 
stress. The stress values reported in the surveys are not stress measurements but a scaled 
estimate that psychologists make by seeing the facial expression of a subject.  
We used regression analysis with cross-validation to establish the above 
mentioned relationships. Towards this goal we first analyze the AU codes of a facial 
expression using the EMIE to arrive at the percentage emotional composition of the face. 
The CK+ dataset [4, 5] provides us with facial images and their corresponding AU codes 
and intensities. Our initial inputs are these intensities for each of the 64 AUs that we 





Figure 14:  Simpler Block Diagram of EMIE 
 
As mentioned earlier the EMIE incorporates the emotion detection model as 
discussed in Chapter 5.3. A simpler block diagram block diagram is shown in Figure 14 
rather than the more complicated block diagram in Figure. As depicted in Figure 13, there 
are two inputs to the EMIE, the array of M = 64 AU intensity values one for each of the 
64 AUs we consider. Also the intensity for an AU is represented by an integer between 1 
and 7, both inclusive. There are two similar blocks in the EMIE, the Male Block and the 
Female block. Depending on the gender input the set of 64 AU intensities is directed to 
the appropriate block. Inside each block there is a set of MxN HMMs which takes the set 







These M probabilities are averaged to arrive at a single probability value for each 
emotion. These single values can be considered as the probability that the set of M 
intensities represent any particular emotion. Finally to represent these probabilities as 
percentage mixture of emotions for the facial expression, normalization is carried out.  
The ground truth emotion data was provided in the CK+ dataset [4, 5] along with 
the AU codes and their intensities. During testing we could predict the emotional 
composition of the facial expressions from their AU intensities. Both during training and 
testing the procedures were performed separately for both genders as Das and Yamada 
[28] found that although there was no gender difference in expression of emotions on the 
face but using separate models during training and testing improved accuracy of emotion 
prediction.  
After we predicted emotional composition we selected facial expression images 
for stress survey, which rated the images with stress levels. A second survey was 
parallely run among the same respondents as of the first survey but without any images. 
This survey asked respondents to rate stress levels corresponding to varying percentages 
of the basic emotions. See Chapter 6.1.2 and 6.1.3 for more details on the surveys. Figure 
15 shows the block diagram of stress evaluation model. On the very left of the Figure 
there is the EMIE which takes M AU intensities and gender as inputs. The outputs of the 
EMIE are passed as inputs to the Regression Analysis Block on the top. This Regression 
Analysis block receives its second input from Survey 1, i.e. the stress values 
corresponding to the facial expression for which the output of the EMIE was generated. 




emotion mixture of a facial expression and its stress response and consequently a 
quantitative formula of stress prediction. Survey 2 provides both the inputs for the 
Regression Analysis block at the bottom of Figure 2. 
 
Figure 15:  Block Diagram of Stress Evaluation Model 
 
The inputs are varying individual emotion percentages and their corresponding 
stress responses. This Regression analysis gives us the relationships between each 
individual basic emotion and stress and consequently gives us 7 formulae to predict stress 
one for each of the seven basic emotions. Finally the formulas for both mixture emotions 
and individual emotion are tested and compared using Survey 1 data. Using regression 
analysis (See chapter 5.4) we intend to :  









perceptible stress from Survey 2. 
2. Explore Relationship between all basic emotions together and visually perceptible 
stress from Survey 1 and percentage composition of emotions. 
3. Find an expression to emulate stress values from percentage composition of 
emotions of a facial expression. 
4. Illustrate the difference between stress calculation by considering percentage 
composition of the seven basic emotions and stress calculated by considering only 




CHAPTER 7: EXPERIMENTS AND COMPARISON WITH RELATED WORK 
7.1. Experimental Data 
7.1.1. Data For Emotion Experiments 
In this research we use the CK+ database [4, 5]. The database contains image 
sequences in increasing order of intensity, starting from the neutral expression and ending 
in the final emotion representation or the peak expression. Total number of frames in the 
dataset including neutral expressions, peak expressions and intermediate frames is 10,734 
across 123 different subjects, out of which 69 percent were females. Emotion data was 
not given for the intermediate frames and only 327 peak observations were emotion 
labeled for the peak expression.  
Table 4:  Data Distribution 
 
 
Under the assumption that minute changes in the intensities do not heavily affect 
the final depicted emotion we included intermediate frames for our research and 
manually selected 2749 frames comparatively closer to the peak expression than other 
Training Testing Training Testing
Anger 233 233 105 105 676
Contempt 36 36 16 17 105
Disgust 267 267 120 120 774
Fear 83 83 37 38 241
Happy 78 79 35 36 228
Sadness 90 91 40 41 262
Surprise 159 160 72 72 463







intermediate frames. The closeness to the peak expression for intermediate frames is 
important so as the final emotion depicted is still visually the same and can be treated as 
separate observations for the corresponding emotion type. The data was partitioned 
gender-wise and emotion-wise. The partitioned dataset was divided into training and 
testing data in two equal parts, selecting observations for both training and testing in a 
random manner. The data distribution is shown in Table 4. 
 
7.1.2. Stress Survey 1 Data 
From the testing data for emotion experiments we randomly selected 15 facial 
expressions from each emotion category making a total of 105 facial expressions.  For 
these facial expressions the percentage composition of emotion was calculated using the 
EMIE. The set of 105 facial expressions were randomly shuffled and divided into 3 sets 
of 35 expressions each. For each set of 35 facial expressions the corresponding facial 
images were pasted into a document and a place to write in the stress values placed 
beside each image. 











Sur. 1 Set 1 50 2 37 
Sur. 1 Set 2 50 2 39 
Sur. 1 Set 3 50 0 36 





We had 3 sets of questionnaires which were sent to respondents. The respondents 
comprised of psychology researchers, students and practitioners around the globe with no 
particular order or preference. The respondents were instructed to look at the image and 
label the stress levels from 0 to 9 according to their perception of stressful faces. The 
questionnaires were sent to 150 respondents. More information about the survey figures 
are shown in Table 5. It took around 4 months to receive responses. We received only 
112 responses out of which 4 were wrongly filled in. The Survey 1 responses are 
tabulated and shown in Appendix B (1 – 6). The actual questionnaire could not be 
included in the dissertation due to publication restriction of copyrighted images contained 
in the questionnaire. During the course of Survey1, many different kinds of response 
were received. Among them many respondents who have sent in their complete responses 
wanted to know more details about the final application of this survey. They were already 
aware that facial musculature can be observed to guess stress but yet not standardized. 
One of the respondents after going through the survey suggested that this can be used as a 
tool to train fashion models to put up perfect stress free expression on stage.  






































1 0.97 0.00 0.02 0.00 0.00 0.00 0.00 8.36
2 0.00 0.91 0.09 0.00 0.00 0.00 0.00 3.59
3 0.00 0.09 0.89 0.00 0.00 0.02 0.00 5.51
- - - - - - - - -
- - - - - - - - -
104 0.00 0.00 0.00 0.02 0.02 0.00 0.95 8.28

























34 people out of the 150 did not send us back a survey response but among them some 
send us emails stating their restrictions about filling in a Survey like this. Overall there 
were both encouraging and discouraging comments from the respondents. 
We found the mean of all responses for each facial expression to arrive at one 
stress value per expression. Table 6 shows a snapshot of the mean stress data from 
Survey 1 and corresponding emotional mixture data from EMIE. Each of the 105 
observations corresponds to a facial expression evaluated in Survey 1. For each of the 35 
facial expressions for Set 1 we had 37 responses, for Set 2 we had 39 responses and for 
Set 3 we had 36 responses. So in all we have 3920 observations.  
A point to be noted here is that the respondents of Survey 1 have labeled stress 
values after seeing facial images by considering the face as a whole and not only the lead 
emotion it represents as we have not indicated emotion information in the survey. So, 
data from this survey, if used to analyze the relationship of individual emotions with 
stress, will be conceptually wrong. Survey 1 data can only be used considering the 
emotion mixture of a facial expression constituted by varying percentages of all the seven 
basic emotion. To fulfill this shortcoming and comparison a second survey was run, 
which is discussed in the next subsection. 
 
7.1.3. Stress Survey 2 Data 
The second survey was conducted without any reference images. Respondents 
were given emotion intensity percentages varying from 0 to 100 in steps of 20 and they 




We had only one questionnaire with 42 questions and circulated it among the same group 
as the Survey 1. We received only 108 correct responses. The Survey 1 responses are 
tabulated and shown in Appendix B (7 – 8). The responses came only from the group of 
people who have responded regarding Survey 1. Survey 2 received less questions and 
requests for intended usage but received some rude remarks from the people who did not 
show interest in this survey.  
Now, for each level of all the basic emotions we had 108 different stress values. 
We took the mean to arrive at one value of stress per 20 percent levels of every emotion. 
The mean stress values for different percentage levels of individual basic emotions from 
Survey 2 are tabulated in Table 7 below.  For each percentage category of every Emotion 
there were 108 stress level responses. The mean of these responses were calculated and 
tabulated with the corresponding Emotion’s Percentage Levels. Table 7 shows that at 
peak percentage levels of emotions. Fear has the highest level of stress very closely 
followed by Anger and Surprise and the lowest level of stress is exhibited by Happiness. 
Also, at 80 percent fear the stress level is marginally higher than the stress level for 100 
percent fear. 




0 20 40 60 80 100 
Anger 0 4.98 6.07 7.05 7.80 8.47 
Contempt 0 1.70 2.07 2.44 3.60 4.26 
Disgust 0 2.08 2.96 3.85 5.12 6.08 
Fear 0 5.90 6.97 7.79 8.52 8.49 
Happy 0 0.00 1.18 1.53 1.77 2.76 
Sad 0 3.96 5.06 5.98 7.01 7.81 




7.1.4. Analysis of Survey 1 and 2 
The survey respondents were not informed about other respondents and as a result 
influence of consultation with other respondents can be ruled out. Also, choosing the 
facial expression sets and responses randomly rules out biased data. Moreover, for 
Survey 1 for each expression the standard deviation of responses were calculated and 
then averaged across the entire set of expressions. The Mean standard deviation was 
found to be about 1.24.  A similar process was carried out for Survey 2 and the mean 
standard deviation was found to be about 2.77.  Survey 1 and 2 statistics are shown as 
tables in Appendix C (1 -5). Apart from the standard deviation we ran tests of skewness 
and kurtosis to check for normality in the data. The skewness and kurtosis of a normal 
distribution is 0 and 3 respectively. For Survey 1(Appendix C(1-3) the distribution of 
responses for different Questions in Set 1 is both  left skewed and right skewed. But for 
Set 2 and 3 it is mostly left skewed. The analysis of Survey 2 (Appendix C(4 -5) reveals 
that the distribution responses are mostly left skewed. Also from both Survey 1 and 
Survey 2 analysis we find that the kurtosis values are always less than 3 and sometimes 
very low. This shows the absence of distinct peaks in the distribution of responses. 
Furthermore, the coefficient of variation is on an average around 50 percent which 
indicates high variability of the response and the possibility of many outliers. An 
interesting fact to note is that the average standard deviation of Survey 2 is a little higher 
than that of Survey 1. A possible reason maybe that in Survey 2 the respondents  did not 




7.2. Lead Emotion Prediction 
7.2.1. Experiment 
After the data is segmented into training and test sets (see Chapter 6.1.1) the 
training data is classified according to the emotions depicted and the corresponding AUs. 
Suppose in one frame AU1 and AU2 is dominant with intensities 4 and 5 and the labeled 
emotion is Y. We then train HMMs λ1Y and λ2Y with the AU intensity data and the other 
HMMs of the emotion Y are trained with zero intensity data for all other AUs thus taking 
care of parameter re-estimation for non-present AUs. The Baum-Welch method of 
parameter re-estimation [1, 130] is used for training which readily provides us with the 
parameter updating equations based on observation sequences. After training the HMMs 
are ready for the emotion interpretation task. The M*N HMMs put into our model will 
render M probability outputs for each type of the N emotions considered [Figure 1]. The 
probability estimations for observation sequence    will be             where        
  and         . This probability estimation is done using the Forward Backward 
procedure of probability estimation explained by Rabiner [1]. For an introduction to 
Hidden Markov Models and related algorithms please refer to Appendix A. 
7.2.2. Results and comparison 
After successful training we found that the success rate for lead emotions was 
95.3 percent. The prediction results for lead emotions are better than that obtained by 
Mase [15], Cohen [17, 111], Lanitis et al. [104] and Rosenblum et al. [107]. Table 8 




emotions detected and number of different subjects’ expression studied. The success rates 
for the proposed lead emotion model are shown in Table 9. The overall success rate was 
calculated by taking the weighted average of success rates of individual emotions and 
considering the number of observations for each emotion category as the weights. Also, 
considering the fact that all researches except Cohen [111] study only very few subjects 
and hence the accuracy may be high.  
There is great variation in facial expressions in humans so with more subjects 
considered the accuracy is definitely going to reduce. When models studying a large 
number of subjects report high accuracy, it readily implies the applicability and quality of 
predictions of the model. In similar lines the only other computerized emotion research to 
have covered fairly large number of subjects is Cohen [111] and our model covered more 
than double the number of subjects and still scored a better success rate. This model was 
primarily proposed to find an efficient way to find lead emotions. We have proposed 
another improved model for the purpose of predicting mixture emotions. Experimental 
conditions are also a key factor that affects success rates. In the related research work 
mentioned in the table researchers have mostly used their own image database and 
different facial feature recognition techniques.  The CK+ database give us a little 
advantage about the fact that the AU codes have been manually coded and checked for 
inter-coder reliability, which is not the case with the other researches shown in the table. 
Almost all researches mentioned in Table 8 used automated feature extraction from facial 




Table 8:  Related Research Success Rate Comparison 
Author Classification Categories Subjects 
Success Rate 
(%) 
Mase [15] kNN 4 1 86 
Cohen et al. [17] Multilevel HMMs 6 5 82 
Lanitis et al. [104] distance-based 7 - 74 
Black & Yacoob [105] rule-based 6 40 92 
Yacoob & Davis [106] rule-based 6 32 95 
Rosenblum et al. [107] neural networks 2 32 88 
Essa & Pentland [108] distance-based 5 8 98 
Otsuka & Ohya [109] HMM 6 4 93 
Chen [110] Static classifiers 6 5 86 
Cohen et al. [111] Bayesian networks 7 5+53 83 
 
Table 9:  Success Rate of Lead Emotion Model by Emotions 
Emotion Anger Contempt Disgust Fear Happy Sadness Surprise Overall 
%Succes
s 









Table 10 shows the confusion matrix for lead emotion detection. In the table for 
each ground truth emotion each row shows the number of emotions identified correctly 
and the number of emotions that have been confused as other emotions. From the table it 
can be observed that the confusion rates are low as compared to correct identification. 
Among the confused identification there is high confusion between happiness and 










Detected Emotion Total  
Obs. 
Anger  Contempt Disgust Fear Happy Sadness Surprise 
Anger  338 2 3 2 0 0 1 346 
Contempt 3 41 3 1 0 0 2 50 
Disgust 4 1 382 1 0 1 5 394 
Fear 1 2 0 110 0 0 8 121 
Happy 0 0 0 0 112 0 6 118 
Sadness 0 4 1 0 0 127 0 132 
Surprise 0 0 0 4 10 0 219 233 
 
 
Figure 16:  The effect of the value of   on the runtime and accuracy. 
 
Figure 16 is a graphical representation of the variation of   and the corresponding 
computation reduction percentage at runtime and the percentage accuracy. We can 
observe from the graph that at values of   above 13 the accuracy with respect to the un-
optimized results from the upper block become steady at nearly 99.9 percent with a 





















computation expensive task. Using N HMMs per AU the model estimates of the emotion 
probabilities are more precise due to the contribution of all AUs irrespective of their 
significance level. 
 
7.3. Gender Segmented Mixture Emotion Model 
7.3.1. Experiment 
Once we segmented the data we started training the model. While training the 
model we trained the upper HMM block for male with 425 observations for male data 
(see Table 4). As mentioned earlier in Chapter 5.1 we do not consider any bias for the 
start state and the HMMs are likely to start in any state. While training the upper block 
we trained the emotion labeled HMMs with the same emotion category observations. For 
example, in the male training data there are 105 observations for anger in the training set 
(see Table 4). So we train all the HMMs labeled with anger for all the M different AUs 
for each of the 105 observations. Similarly all other emotion categories for the male data 
were used to train the corresponding emotion specific HMMs. Also, in a similar way 946 
female observations (see Table 4) was used to train the lower HMM block.  
In the above training process, apart from the significant AUs, the other 
insignificant and non-present AU intensities were also used to train the corresponding 
HMMs. As discussed earlier that apart from the significant AUs, the insignificant or 
visible AUs with no intensity and even the non-present AUs contribute to the depiction of 




intensity grade of 1 and 2 respectively, as described in model description in Chapter 5.3. 
This became useful when we moved on to the testing phase in a way that besides the 
prominent emotion, the less prominent or insignificant emotions simultaneously depicted 
on the facial expression could be detected. 
We used the Baum-Welch algorithm for parameter re-estimation [1, 130] to train 
the model. The Baum-Welch algorithm is a very precise and efficient way to train HMMs 
from known observation sequences. Once the training phase finished, we started the 
testing phase. The testing phase predicted probabilities for each emotion once for each 
AU. Then we found the mean probability for all 64 HMMs per emotion category for each 
of the 7 basic emotions. Finally, we normalized the outputs to get the final composition 
of the observation in terms of emotion percentages. In the process of probability 
estimation from the HMMs corresponding to respective inputs (AU intensities), we used 
the Forward-Backward procedure as explained by Rabiner [1]. For an introduction to 
Hidden Markov models please refer to Appendix A. 
7.3.2. Results and comparison 
The success rate or accuracy is defined as the percentage of correct predictions by 
the model. After completing training and testing of the model we found some interesting 
results. The lead emotion model achieved an overall average success rate of around 93%. 
As an extension and improvement of the model, gender segmentation has been proposed 
in this paper. Though for identifying only lead emotions the lead emotion model would 




from accuracy point of view improvement in the model yielded better results. The 
accuracy of around 97% obtained by our model is higher than most of the mentioned 
researches in Table 8 in Chapter 6.22 and is very promising in the dimension of 
successful emotion recognition from FACS codes.  
Table 11:  Gender and emotion-wise success rate of the proposed model 
 
 
As mentioned while discussing results of the lead emotion model that our model 
deals with 123 subjects, whereas most of the other researches have studied only few 
subjects. This is remarkable achievement in terms of accuracy even after considering all 7 
basic emotions and a high number of subjects. Also, the CK+ database [4, 5] is reliable in 
terms of the FACS codes of images which add to the quality of our work.  
The gender and emotion-wise success results are shown in Table 11. The 
emotion-wise success percentage is the percentage of the observations within each 
emotion category for which the prominent emotion predicted by our model matched the 










Anger 233 99.0 105 97.6 98.5
Contempt 36 93.2 17 94.0 93.5
Disgust 267 97.7 120 96.7 97.4
Fear 83 93.8 38 93.5 93.7
Happy 79 94.9 36 94.4 94.7
Sad 91 98.4 41 97.8 98.2
Surprise 160 97.4 72 95.9 96.9
Overall 949 97.3 429 96.3 97.0








ground truth data. Table 12 shows the results for emotion-wise average percentage 
compositions of both prominent and non-prominent emotions. After completing the 
testing phase by running the entire testing dataset on our model, we calculated the 
weighted average for all genders for each emotion category using the number of 
observations in each gender for that category.  
The overall success rate was found by calculating the weighted average for all 
emotion categories using the number of observations in each category. Plutchik [96, 97] 
gave the wheel of emotions which associates many emotions as opposites and adjacent 
emotions which combine to render advanced non-basic emotions. The wheel of emotions 
is shown in Figure 17. According to Plutchik [96, 97] there are eight basic emotions 
which are universal and innate but according to P.Ekman and W.V. Friesen [6, 7] there 
are seven, in fact psychology researchers have put forward varied ways to represent 
emotions but research by P.Ekman and W.V. Friesen have been quite generalized and 
formulated with lot of experimentation towards the formulation. The data from Table 12 
very nearly coincides with the Plutchik's [96, 97] wheel of emotions (see Figure 17) with 
a few exceptions. From the wheel of emotions and Table 12 together we can observe that 
after the prominent emotion, the next significant emotions are mostly neighbors on the 
wheel. As an example, for contempt, the next two prominent emotions are disgust and 









Figure 17:  Plutchik’s Wheel of Emotions 
 
 
Table 12:  Emotion-wise average percentage compositions of prominent and non-
prominent emotions all genders 
Emotion (Ground 
Truth) 
Anger Contempt Disgust Fear Happy Sadness Surprise Total 
Anger 97 0.28 1.8 0.2 0.08 0.05 0.11 100 
Contempt 0.5 92.2 7.2 0.1 0.02 0.06 0.03 100 
Disgust 0.3 5.02 93 0.1 0.05 1.37 0.11 100 
Fear 3.8 0.17 1.9 86 0.09 0.13 8.29 100 
Happy 0.3 0.57 0.1 0.1 95.3 0.02 3.63 100 
Sadness 0.1 1.17 7.9 0.1 0.05 90.7 0.11 100 
Surprise 0.2 0.04 0.1 2.4 2.2 0.03 95 100 
 
In Table 11, it can be seen that the success rate for contempt and fear categories 
are lower with respect to the other categories. This is due to lesser number of data 



















rate was still high. This is due to individual differences between subjects. Some subjects 
while posing emotions may have been more accurate in terms of AU movement and 
clarity of the emotion expressed. But this does not in any way undermine the need for 
more and more data to train our model.  Plutchik's [96, 97] wheel of emotions is relevant 
even today showing how emotions might get combined on the face and what order it 
might follow. The results in Table 12 do not fully coincide with the wheel of emotions 
due to the nature of our data. It is quite straightforward that posed facial expressions are 
not natural facial expressions. If a subject is not aware and we can analyze the facial 
expression covering all different emotions of the person, our strong feeling is that it will 
fully coincide with the wheel of emotions. But the procedure for gathering data this way 
would be a very slow process and a complex one.  
With the use of N HMMs for the M AUs the model gained more accuracy in 
predicting emotions and with the introduction of gender segmentation the accuracy was 
further enhanced. As we have already discussed that human emotion is never pure, this 
research holds a lot of importance in studying emotional behavior of a person. But to 
enable our model to be well equipped for natural facial expressions rather than posed one 
we need to collect more data.  
Table 13 and 14 list out the prominent and non-prominent emotions that compose 
the expressions for the basic emotions ranked in order of their percentages. For example, 
in the first row in Table 13 the ground truth is anger and on rank1 is anger itself. This 




observations of emotion type anger has been the highest. The next high is disgust and so 
on. 
Table 13:  Emotion rankings compared to ground truth ranked by their average 
percentages in Females 
Emotion 
Ground Truth 
Ranked Average Occurrences of emotions in Females 











































































































Table 14:  Emotion rankings compared to ground truth ranked by their average 




Ranked Average Occurrences of emotions in Males 














































































































Table 15:  Gender and emotion-wise success rate of the proposed model when testing 
data is interchanged between genders 
Emotion 












Anger 105 96.5 233 80.1 85.2 
Contempt 17 83.6 36 73.4 76.6 
Disgust 120 96.3 267 79.4 84.6 
Fear 38 88.8 83 76.3 80.2 
Happy 36 91.2 79 77.5 81.8 
Sad 41 86.2 91 78.4 80.8 
Surprise 72 92.7 160 79.0 83.2 
Overall 429 93.2 949 78.8 83.2 
 
We are interested to see the differences in the pattern of emotional compositions 
between genders and if gender stereotype really holds. But from Table 13 and 14 we 
observe that except for the lowest significant emotions i.e. rank 6 and 7 there exists no 
difference between the two. This may be indicative that gender stereotype for emotions 
hold true. But in Table 12, if we look closely we can easily observe that the lowest 
percentages in each row are very small fractions, which means that these emotions will 
not be readily observed or inferred from the face and will not impact the clarity or 
intensity of the facial expression. So, the difference between Table 13 and 14 are really 
insignificant from the point of view of facial expression of emotions. This finding is in 
accordance to Algoe et al. [124], Hess et al. [114], Plant et al. [121] and Simon et al. 




To validate our idea of gender segmentation and the consequent use of two 
parallel HMM blocks for the two genders, we tested the male HMM block with female 
testing data and the female HMM block with male testing data.  The success results of the 
model when male testing data is replaced with female testing data and vice versa is 
shown in Table 15. From the table we see that the overall success rate is reduced by 
around 13 percent.   So we conclude that even if there does not exist gender bias but by 
developing different models between the two genders, we can get a better model with 
increased accuracy of prediction. 
7.4. Regression Analysis For Stress Evaluation 
Sections 7.4.1 and 7.4.2 discusses about the various regression analyses that were 
conducted. The regression analysis and graph-plotting were done in MATLAB. 
7.4.1. Regression between individual emotions and stress using Survey 2 
For each of the seven emotions the following five different models were 
considered for regression analysis: 
1. S=β1*x + β0         (Model 1: Linear Fit) 
2. S= β2*x
2





 + β1*x + β0             (Model 3: Cubic Polynomial Fit) 
4. S=a*eb*x+c                       (Model 4: Exponential Fit) 
5. S=a*loge(b*x + c)                       (Model 5: Logarithmic Fit) 
Here S denotes the stress levels, x denotes the emotion percentage. In Models 1 to 




9], but the value of S may exceed 9 depending on the approximation equations. In our 
regression analysis x is the independent variable and S is the dependent variable. Also, a, 
b, c, β0, β1, β2, β3 are the parameters for estimation and e is the base of natural logarithms. 
The β parameters in models 1 to 3 are model specific, e.g.  β0 in models 1, 2 and 3 are 
completely different parameters and their values will depend on the model and the basic 
emotion type.  The variable x for each of the above models will take 7 different sets of 
values for seven basic emotions. In other words when the parameters are estimated for 
any of the 5 models we will get 7 different sets of parameters representing seven different 
basic emotions.  
The parameter estimation was done by regressing S over x using ordinary least 
square estimation. The x values and S values are known to us from Survey 2 and using 
regression analysis we found estimated parameters for each of the models 1 to 5 that best 
represents the data from Survey 2.  We used MATLAB to this purpose which readily 
provided inbuilt functions for the parameter estimations, curve fitting and plotting, 
goodness of fit values and root mean square errors. Equation 1 to 7 lists out the 7 
different equations based on model 5 for the 7 basic emotions. Equations 1 to 7 were 
obtained by regressing using data for each basic emotion separately. For example, in the 
case of anger (Equation 1) we used only Anger percentage data and their corresponding 
stress values from Survey 2 using Model 5 equation for regression analysis. Thus we 
arrived at the estimated parameters a, b & c as shown in Equation 1. Equations 2 to 7 are 




For testing, different values of x from Survey 2 are put in these 35 estimated 
equations and the stress values were calculated. These calculated values were compared 
with the actual values from the Survey 2. The analyses were carried out using cross-
validation technique as the data sets were not very large. We had 108 observations per 
emotion and 6 different percentage levels in each emotion category. So in all we had 648 
observations per emotion. We divided the set of 648 observations for every emotion into 
9 equal sections and then performed parameter estimation using 8 sections and testing 
using the remaining 1 section. This process was carried out nine times for every emotion, 
each time choosing a different section for testing.   
We compared the estimation performance of the models using the adjusted R
2
 
values and the root mean square errors (see Table 16) generated by regression analysis.  
For testing performance comparison (see Table 17) we used the following root mean 
squared error formula: Root Mean Squared Error = (( ∑(yi-zi)
2
 ) / O )
1/2
, where yi are 
calculated stress values from an estimated  model, zi are actual stress values obtained 
from Survey 2 and O is the number of data on which testing was conducted.  
From Table 16 we see that for 6 out of the 7 emotions the logarithmic model 
performs best with highest adjusted R
2
 value and minimum root mean square error value, 
except for the case of happiness where all the three polynomial models perform 
marginally better than the logarithmic model. Also, from Table 17, which lists the root 
mean squared errors for testing performance, the logarithmic model performs better than 
other models except the case of happiness where the cubic polynomial model performs 




respondent’s brain and the stress level answers by the respondents as the response to 
stimuli according to psychophysics law of Weber & Fechner [2, 3], the variation of 
perception or response with variation of physical stimulus is logarithmic.  
 










































Anger 0.59 2.11 0.69 1.84 0.72 1.76 0.88 2.32 0.93 1.74 
Contempt 0.33 1.92 0.33 1.92 0.33 1.91 0.65 1.95 0.67 1.92 
Disgust 0.49 2.01 0.49 2.00 0.50 2.00 0.77 2.09 0.79 2.00 
Fear 0.60 2.03 0.79 1.48 0.83 1.34 0.90 2.27 0.97 1.28 
Happy 0.42 1.12 0.42 1.12 0.42 1.12 0.64 1.14 0.65 1.12 
Sad 0.64 1.81 0.69 1.66 0.71 1.60 0.88 2.00 0.92 1.60 
Surprise 0.61 2.05 0.71 1.77 0.73 1.71 0.88 2.28 0.93 1.68 
 
It follows from the results in Table 16 and 17 and Weber-Fechner law [2, 3] that 
the logarithmic model is the best fit for describing the variation of stress levels with the 
percentage of emotions.  The curve fitting is shown graphically in Figures 19 to 25 for all 
emotions in Appendix E. The model 5 equations (logarithmic model) only are shown in 
this section (Equation 1 to 7) because, as already mentioned, for all basic emotions model 






Table 17:  Comparison of testing performance of models 
 
The final curve fitting and parameter estimation of the logarithmic model for all 
emotion were done using all 108 observations per emotion. We use the variable x in all 
the equations and models for simplicity of notation, but the variable is contextual. For 
example in Equation 1, x represents percentage of Anger but in Equation 2 it represents 
percentage of Contempt and so on for Equations 3 to 7 as well. The numeric constants in 
Equations 1 to 7 are the estimated parameters a, b and c of model 5 in the same order.  
Model 5 Equation for Anger: 
S = 2.353* loge (0.333*x+1.002)  … Equation 1 
From Figure 3 we can see that from 0 to 20 percent the increase in stress level is 
steep but from 20 percent onwards the slope is very moderate and positive. The initial 
steepness can be visualized as an anger outburst of a person which of course will keep on 
increasing with continued presence of the cause of Anger but not at such high rate as it 
was initially. This outburst in real scenarios sometimes is visible but many a times 
suppressed at will as well due to environmental restriction or personal habits. 
Model 5 equation for Contempt: 
Emotion 
Regression Models 
Model 1 Model 2 Model 3 Model 4 Model 5 
Anger 2.15 1.84 1.73 2.39 1.71 
Contempt 1.93 1.93 1.92 1.97 1.93 
Disgust 2.04 2.03 2.02 2.13 2.03 
Fear 2.06 1.38 1.19 2.34 1.10 
Happy 0.85 0.85 0.86 0.89 0.85 
Sad 1.80 1.61 1.54 2.03 1.53 




S = 5.036* loge (0.012*x+1.036)  … Equation 2 
In the case of Contempt the stress level climbs steadily to a peak of around a stress 
level of 4. From the graph (Appendix E: Figure 4) behavior it can be inferred Contempt is 
not as strong as a negative emotion as is Anger or Fear. 
Model 5 equation for Disgust: 
S = 7.26* loge (0.013*x+1.019)  … Equation 3 
The stress curve for Disgust (Appendix E: Figure 5) is close to linear without and 
sharp uprisings or spikes. The stress levels rises for Disgust smoothly but with continued 
presence of the causal factors it can reach a moderately high peak value of around 6. 
Model 5 equation for Fear: 
S = 1.761* loge (1.363*x+1)  … Equation 4 
Fear exhibits similar traits as anger but higher in magnitude than that in anger. From 
Figure 6 in Appendix E we can observe that in the initial 20 percent interval the stress 
level jumps steeply from 0 to 6. This can be explained as a sudden appearance of a causal 
element in the surroundings or in thoughts that instills fear. After 20 percent with 
persistence of the causal element the stress level for fear raises slowly reaching peak 
stress level of around 8.5.  
Model 5 equation for Happy: 
S = -7.564* loge (-0.003*x+1.015) for x > 5 and  
S = 0 for x ≤ 5    … Equation 5 
The stress curve for emotion Happy is the most unique among all the stress curves 




stress level of 0 (Appendix E: Figure 7) and in beyond 40 percent it almost resembles a 
straight line with a very moderate positive slope. For Happiness the peak value reached is 
just over 2.5 which are much lower than any other basic emotion. 
Model 5 equation for Sad: 
S = 2.856* loge (0.132*x+1.009)   … Equation 6 
From Figure 8 in Appendix E it is easily observable that the peak stress level for 
Sadness reaches near 8. In the initial 20 percent interval it steeply raises 4 units and from 
there onwards climbs steadily to the peak. An example situation for the initial steep climb 
can be given. Suppose a person suddenly comes to know that a close relative died, he 
experiences the initial shock of sadness, hence the steep climb of stress level.   
Model 5 equation for Surprise: 
S = 2.446* loge (0.292*x+1.002)  … Equation 7 
The curve for Surprise (Appendix E: Figure 9) appears similar to that of Anger but 
for Surprise the peak stress is marginally lower from Table 7. Surprise is the emotion that 
ranks third in severity of stress response following fear and Anger. A point to be noted 
here is that Surprise can be good or bad, but the curve doesn’t indicate it. This is because 
we deal with individual emotions in Survey 2 and individually Surprise is a negative 
emotion and a stress inducer. But when in combination with fair amounts of Happiness, 
Surprise may exhibit very low levels of stress or no stress at all. In the next subsection we 





7.4.2. Regression Between emotion mixture and stress using Survey 1 
Table 6 shows a snapshot of the mean stress data from Survey 1 and 
corresponding emotional mixture data from EMIE. Each of the 105 observations 
corresponds to a facial expression evaluated in Survey 1. For each facial expression there 
were 35 responses of stress levels. So in all we have 3675 observations. 
In the case of regressing emotional mixture, same as in Section 7.4.1 we consider 5 
different models and conduct regression analysis using ordinary least squares method. In 
this case we consider the following models: 
1. S =  β0  +  β1 A + β2 C + β3 D + β4 F + β5 H + β6 L + β7 J   
    …(Model 6: Linear Fit) 
2. S =  β0  +  β1 A +  β2 A
2 
+ β3 C + β4 C
2
 + β5 D + β6 D
2
 + β7 F+ β8 F
2
 + β9 H + β10 
H
2
 + β11 L + β12 L
2
 + β13 J + β14 J
2
    …(Model 7: Quadratic Fit) 




 + β4 C + β5 C
2
 + β6 C
3
 + β7 D + β8 D
2
 + β9 D
3
 + β10 
F+ β11 F
2
 + β12 F
3
+ β13 H + β14 H
2
 + β15 H
3
 + β16 L + β17 L
2
 + β18 L
3
 + β19 J + β20 
J
2
 + β21 J
3   
         …(Model 8: Cubic Polynomial Fit) 
4. S = β0*e^( β1 A + β2 C + β3 D + β4 F + β5 H + β6 L + β7 J+ β8) 
                    …(Model 9: Exponential Fit) 
5. S = β0* loge ( β1 A + β2 C + β3 D + β4 F + β5 H + β6 L + β7 J+ β8) 
                 …(Model 10: Logarithmic Fit) 
Here, S is Stress, A is Percentage Anger, C is Percentage Contempt, D is 
Percentage Disgust, F is percentage Fear, H is Percentage happy, L is Percentage Sad and 




and A+C+D+F+H+L+J=100. S ranges from 0 to 9 but may exceed depending on the 
approximation equation. β1 to β21 are parameters for estimation and e is the base of 
natural logarithms. For regression A, C, D, F, H, L, J   are the independent variables and 
S is the independent variable. Here also the β parameters differ between models 6 to 10. 
Once the β parameters were estimated for the above five models, we arrived at a total of 5 
different equations.  
For testing different values of A, C, D, F, H, L, J were put in the equations from 
Survey 1 and the stress values were calculated. The root mean square errors were 
calculated comparing the calculated values of stress with the actual values from Survey 1 
(see Table 18) and using the same formula mentioned in Section 7.4.1. Similar to Section 
7.4.1 we use cross validation in this case as well. We partition the 3675 observations into 
15 equal sections and use 14 sections for estimation and 1 section for testing. We 
conducted 15 trials for each model (Model 6 to 10), each time choosing a different 
section for testing and estimating with the remaining data.  
The comparison table for different models during estimation using adjusted R
2
 
values and root mean square error values are shown in Table 18. Table 18 also shows the 
testing performance using root mean squared error values. From the table it is evident 
that even for the relation between emotion mixture and stress, the logarithmic model 
(Model 10) performs best both in estimation and testing phases. In the case of the 
variation of stress response with emotional composition of a face for Survey 1 we can 
think the image to be the stimulus and the stress level noted by the respondent to be the 




law as the logarithmic model fits best. So we accept the logarithmic model for predicting 
stress from emotional composition of a facial expression. Furthermore, the data being 
cross-sectional a high value of adjusted R
2
 indicates a very good representation of the 
data by the model. 
Table 18:  Comparison of estimation and testing performance between models 
 
The equation of the final model with the estimated parameters is: 
P = 0.0022275*A + 0.0048543*C + 0.002942*D + 0.0022007*F + 0.0081164*H + 
0.0023685*L + 0.0021224*J - 0.1699759 
S = -2.873* loge (P)
  
for P > 0
 
and 
S = 0    for P ≤ 0
  
…Equation 8 
Where, P is a temporary variable, S is Stress, A is Percentage Anger, C is 
Percentage Contempt, D is Percentage Disgust, F is percentage Fear, H is Percentage 
Happy, L is Percentage Sad and J is Percentage Surprise. The variable P is used to 
determine which form of Equation 8 is to be used. If P is greater than 0 then we can use 
the logarithmic form of the equation else we predict stress as S=0. In Equation 8 the 
numerical values in the expression of P are β1 to β8 in order as it appears in Model 10 and 





 Root Mean Square Error Root Mean Square Error 
Model 6 0.78 1.38 1.25 
Model 7 0.78 1.38 0.65 
Model 8 0.78 1.38 0.41 
Model 9 0.95 1.48 0.91 




Appendix D(2). The actual questionnairre could not be shown due to copyright restriction 
from the image copyright holders. 
7.4.3. Results 
We used Survey 2 to find relationships between individual emotions and stress. 
We proposed five different models (models 1 to 5) in section 7.4.1 and employed 
regression analysis to find which one of the proposed models best describes our Survey 2 
data. Our findings show that stress varies predominantly as a logarithmic function of 
individual emotion percentage. This is in accordance to the Weber-Fechner law of stimuli 
[2, 3]. Although we did not implement any model for identifying AU intensities from an 
image of the face, if the AU intensities are available from the CK+  [4, 5] or similar 
datasets, or an implementation of Adaboost techniques, Equation 1 to 7 can be used to 
fairly accurately evaluate stress.  We also used cross-sectional psychological stress 
survey data (Survey 1) to establish a quantitative approach to evaluate instantaneous 
psychological stress levels from percentage mixture of emotion represented by a facial 
expression. In this case also we proposed five different models (Models 6 to 10) in 
Section 7.4.2 and found that the logarithmic model (Model 10) best fits our data. Again, 
this is in accordance with the Weber-Fechner law of stimuli. Equation 8 is the equation 
that we would use to evaluate instantaneous stress. This gives us a tool to readily key in 
the percentage emotion mixture of a facial expression in the corresponding variables and 




As this is a pioneer research in its kind comparing results quantitatively with other 
research that define or evaluate stress is difficult. We will therefore quantitatively discuss 
the results using the images
4
 in Figure 18. The left image in Figure 10 represents Surprise 
and the right image represents Disgust. The images were part of Survey 1, Set 1 and 3. 
For both these images we received 105 stress level values each from respondents. We 
found the mean of the stress values and compared with calculated values by our estimated 
logarithmic emotion mixture model (Equation 8). Also, we calculated stress values for 
left image by Equation 7 using the percentage of Surprise and stress values of right image 
by Equation 3 using the percentage of Disgust.   
 
Figure 18:  (Left) Expression of Surprise (Right) Expression of Disgust 
Table 19 tabulates the percentage mixture of emotions for the images in Figure 10 
and the compares the actual stress values from Survey1 with our emotion mixture model 
as well as individual emotion models. From the table we can see that the Equation 8 
stress prediction lie very close the actual mean stress values from the Survey1, but the 
prediction using individual emotion models (Equation 7&3) are not so accurate. This 
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reiterates the fact that emotions individually observed cannot fully represent the 
emotional condition or stress response of a facial expression.  
These facial images are of posed expressions which have the lead emotion in its 
peak intensity and other emotions are minutely present. For non-posed expressions, 
where the subsequent emotions other than the lead emotion are prominent, the individual 
emotion models will be more vulnerable to errors. Let us now examine what are the real 
differences in calculating stress from individual emotions and emotion mixture. We used 
the formulae obtained to calculate stress for both methods. We substituted percentage 
emotion data from Table 6. Then we calculate the deviations for both methods for each of 
the 105 observations from the surveyed means of corresponding stress values, and finally 
calculate the mean deviations. 
Table 19:  Comparison of estimation and testing performance between models 
 
A point to note here is that for the individual emotion method we only consider 
the lead emotion percentage and use the appropriate equation (Equation 1 to 7) depending 
Emotion 
Figure 10(left) Figure 10(right) 
% from EMIE % from EMIE 
Anger 0.28 0.41 
Contempt 0.04 8.58 
Disgust 0.06 88.9 
Fear 12.3 0.06 
Happy 2.11 0.09 
Sad 0.05 1.86 
Surprise 85.1 0.10 
Stress from Survey 8.34 5.63 
Stress from Equation 8 8.28 5.65 




on the lead emotion. The mean deviation for individual emotion method was 0.07344 and 
for emotion combination method was 0.05246. Both numbers seem to be small but let’s 
figure out how they compare with each other. We take their unsigned difference and 
divide by the mean deviation of emotion combination method. Thus we arrive at a 
percentage of 40 percent. This means that the deviation of the individual emotion method 
is 40 percent higher than combination method. This difference is solely because of non-
consideration of underlying emotions and/or insignificant emotions. This research paves 
way for future work in similar lines.  
Also, the bias, complications, and time demand have been eliminated by this 
approach as neither it needs time from the subject under observation, nor an intrusive 
procedure to guess stress levels. In fact this model if adjusted to a very large survey 
dataset can without any interaction with the subject decipher instantaneous stress 
information very accurately. The established relationships between individual basic 
emotions and stress can be instrumental when percentage composition of emotion data is 
not readily available. Rough estimates about a person’s stress situation depicted on the 
face can be judged. Also, to apply individual emotion formulae (Equation 1 to 7) we first 
need to know the lead emotion and select which formula to use. If we try to estimate 
stress resulting from an Anger situation using formula for Disgust it would give us 
erroneous results.  
The goodness of fit was quite good (Section 5.3.2) when evaluating stress from 
individual emotions and the fit was near perfect while evaluating stress from emotion 




confidence interval which is representative of the correctness of the models. The Stress 





CHAPTER 8: CONCLUSION 
This dissertation discussed about two different models of emotion classification 
and a model for evaluation of facially observed stress. We found that stress visible on the 
face varies logarithmically with emotion percentages. From the perspective of stimulus 
and response this follows Weber –Fechner’s law of stimuli. This research also proposed 
emotion detection model with improved performance both for individual or lead emotion 
and emotion mixtures. The model for lead emotion detection is very fast without much 
loss of generality and accuracy. In the emotion mixture model gender segmentation was 
used to detect gender differences about emotion display on the face and our findings 
indicate no gender difference between males and females in emotion representation. 
Although we found no gender bias in emotion display but creating separate models for 
male and female groups have boosted accuracy.  
The stress detection model is intended not only to establish the logarithmic 
relationship between stress and emotions but it is a yardstick to quantitatively assess 
visually perceptible psychological stress levels using the equations generated by 
regression analysis. Once we train our model with more and more data and do a survey 
with much wider demographics, we would be able to very accurately predict stress in real 
scenarios. Emotions as well as stress response vary immensely along socio-cultural lines, 
and lines of ethnicity. In this respect there is need to study the cross-cultural effects of 




or into socio-cultural groups so these studies were not possible. This is one of the areas of 
our future study interest.  
We have mentioned in this dissertation that combination emotional ground truth 
data is not available at the moment, but studies regarding emotion mixtures and 
combinations are needed to better understand human perception, and humanized 
communication. Also, thinking in term of mixture of emotion model, we can visualize a 
system which recognizes all 7 emotions from the face recursively. To elucidate this lets 
think of a recursive function that call itself. In the first run it finds the lead emotion, in the 
next call it finds the next lead emotion or the emotion which is next to the lead emotion in 
prominence. As in a recursive function parameters do not change, only the context does, 
the function leaves out the most prominent emotion in each step and attempts to find 
another prominent emotion until all 7 emotions are detected. Thinking this way the 
generated emotion percentage values should be fairly accurate. Our model can be thought 
of in a similar way. As the HMMs were trained without any bias or incomplete AU 
information all of the emotion HMMs would be equally responsive in detecting their type 
of emotion. In other words the probabilities for an emotion that is calculated can be 
thought of as the probability of the emotion of being the lead emotion. Considering all the 
emotion blocks prying on the AU code to find the possibility of corresponding emotion to 
be prominent, it is like a multithreaded parallel recursion. So, to conclude a database built 
with this model in combination with manual or automated FACS coding of facial image 




Another area that we want to extend our research to is the real-time stress 
monitoring of personnel in organizations. This would be achieved in coordination of an 
automated FACS encoding program, historical and real-time stress analysis and the 
consideration of cardio and body temperature sensing. A cardio mouse is now readily 
available in the market and a remote body temperature sensor, which is pretty expensive 
at the moment. With these systems in place a stress monitoring system with alerting 
facility can be developed which would alert senior management or other responsible 
members of the organization about the stress conditions of an employee once it crosses a 
preset threshold. This would to some extent help employers to avoid stress related 
mishaps of employees. Also, patients suffering from mental illness if monitored through 
this system will give psychiatrists and medical professionals a great deal more 
information and insight about patients’ stress traits outside the doctor’s chamber, which is 
currently inaccessible.  
8.1. Limitations of This Research and Future Improvements 
This research was conducted purely using posed facial expressions. While on one 
hand for learning purposes of the HMM models posed expressions are better than natural 
expression for testing and for running surveys posed expressions are not very suitable. 
This was unavoidable as we did not have a dataset of natural expression which were 
manually coded and classified into emotion. This problem need to be addressed by 
developing a dataset containing natural expressions and corresponding manually coded 




with images of natural expressions rather than posed ones. This problem would be 
addressed in our future studies. 
Another limitation of the research is that we do not have ground truth data for 
mixed emotions so actually validating the deciphered emotions was not possible. 
Although we can assume logically that if the model was accurate and validated for each 
of the lead emotions then the mixture emotion prediction would be fairly accurate.  But 
for use of this model as part of a stress monitoring system, validation is of utmost 
importance. So for validation we need to use natural expressions rather than posed 
expressions because for posed expressions in general the degrees of non-prominent 
emotions are very small. So, the natural expression dataset building is a necessity and 
with it is also necessary to manually code emotion mixture according to FACS and 
EMFACS directives.  
The scope of this research is limited to only psychological stress and its 
neurological response visible on the face and at in its current form can be used only in a 
work scenario where physical exertion is negligible or not involved at all. This is because 
to analyze physical stress external physical stressors must be applied which is not the 
case for psychological stress. Psychological stress can develop even without and external 
stressor by imagination and memory or social situations like making facial expressions in 
front of a camera. 
The visually perceptible psychological stress indicator values that we get from the 
regression analysis are not real medical measures of stress but indicator of the way 




research we want to build our own dataset of facial images and do regression analysis 
with real medically correct stress data obtained simultaneously while taking facial images. 
This would enable us to compute real, medically acceptable stress variations with facial 
musculature changes. Even though the stress indicator developed in this research differs 
from medical assessment of stress, it can serve as a cue for when further medical check-
up needs to be initiated.   
Also, we deal with instantaneous psychological stress indicator which although 
gives the stress level indications of a subject at an instant of time, hardly says anything 
about the stress patterns or behavior of the subject over a period of time. This is already 
part of our future goal where we intend to implement time series analysis of stress levels. 










APPENDIX A: AN INTRODUCTION TO HIDDEN MARKOV MODELS 
A Hidden Markov model (HMM) is essentially a Markov model in which 
the modeled system is represented using a markov process with hidden states and 
observation symbols.  An HMM is analogous to a simplistic dynamic Bayesian network 
[1]. 
Elements of an HMM 
An HMM consists of the following elements 
• Set of N hidden states 
 
• Strate transition happens from one state to another generating a sequence of states  
 
•  General Markov model property:  probability of next state depends only the 
previous state 
  
•  N hidden states can generate M observation symbols each 
  
• The following probabilities  are also define inan HMM  
• matrix of transition probabilities  
A = (aij), aij= P(si | sj) 
• matrix of observation probabilities  
B = (bi (vm )), bi(vm ) = P(vm | si)  
• vector of initial probabilities   
 = (i),  i = P(si) .  
1 2{ , , , }Ns s s
1 2, , , ,i i iks s s
1 2 1 1( | , , , ) ( | )ik i i ik ik ikP s s s s P s s 




• Model is represented as a 3-tuple   
λ=(A, B, ) 
Forward-Backward Algorithm for Testing  
Given the HMM  λ =(A, B, )   and  the observation sequence  O=o1 o2 ... oK , we need 
to find out the probability that this observation sequence O was generated using λ. Here K 
is the number of observations in the sequence. It involves the following steps: 
• Define the forward variable k(i) as the joint probability of the partial observation 
sequence o1 o2 ... ok  and that the hidden state at time k is si  : k(i)= P(o1 o2 ... ok , 
qk= si )  
• Initialization:  
      1(i)= P(o1  , q1= si ) = i bi (o1) , 1<=i<=N. 
•  Forward recursion: 
      k+1(i) =  P(o1 o2 ... ok+1 , qk+1= sj ) =  
i P(o1 o2 ... ok+1 , qk= si , qk+1= sj ) =  
 i P(o1 o2 ... ok , qk= si) aij bj (ok+1 ) =  
 [i k(i) aij ] bj (ok+1 ) ,     1<=j<=N, 1<=k<=K-1. 
•  Termination:  
 P(o1 o2 ... oK) = i P(o1 o2 ... oK , qK= si) = i K(i) 
• Define the forward variable k(i) as the joint probability of the partial observation 
sequence ok+1 ok+2 ... oK  given  that the hidden state at time k is si  : k(i)= P(ok+1 
ok+2 ... oK |qk= si ) 
•  Initialization:  




•  Backward recursion: 
  k(j)= P(ok+1 ok+2 ... oK | qk= sj )  = i P(ok+1 ok+2 ... oK , qk+1= si  | qk= sj )  
= i P(ok+2 ok+3 ... oK | qk+1= si) aji bi (ok+1 )  
= i k+1(i) aji bi (ok+1 ) ,  
Where 1<=j<=N,  1<=k<=K-1. 
•  Termination:  
      P(o1 o2 ... oK) = i P(o1 o2 ... oK , q1= si)  
 = i P(o1 o2 ... oK  |q1= si) P(q1= si)  =  i 1(i) bi (o1) i  
 
 
Baum-Welch Algorithm for Training an HMM 
The state transition probabilities are updated as follows: 
aij= P(si | sj) = (Expected number of transitions from state sj to  state si) ÷ (Expected 
number of transitions out of state sj) 
 
 
The output probabilities are updated as follows: 
bi(vm )=P(vm | si)=(Expected number of times observation vm occurs in state si) ÷ 
(Expected number of times in state si) 
The input probabilities are updated as follows: 
i = P(si) =  Expected frequency in state si at time k=1 
Algorithmically it involves the following steps: 
• Define variable k(i,j) as  the probability of being in state si at time k and in state sj 




k(i,j)= P(qk= si  , qk+1= sj  | o1 o2 ... oK) 
= {P(qk= si  , o1 o2 ... ok) aij bj (ok+1 ) P(ok+2  ... oK |  qk+1= sj )} ÷  {P(o1 o2 ... ok)} 
= {k(i) aij bj (ok+1 ) k+1(j)} ÷ {i j k(i) aij bj (ok+1 ) k+1(j)} 
• Define variable k(i) as  the probability of being in state si at time k, given the 
observation sequence o1 o2 ... oK .  
        k(i)= P(qk= si   | o1 o2 ... oK)= P(qk= si , o1 o2 ... ok) ÷ P(o1 o2 ... ok) 
       = {k(i) k(i)} ÷{i k(i) k(i)} 
• We found  k(i,j) = P(qk= si  , qk+1= sj  | o1 o2 ... oK) and k(i)= P(qk= si   | o1 o2 ... 
oK) . From this: 
• Expected number of transitions from state si to state sj =  k  k(i,j) 
• Expected number of transitions out of state si  = k  k(i) 
• Expected number of times observation vm occurs in state si = k  k(i) , k is 
such that ok= vm  
• Expected frequency in state si at time k=1 is  1(i) .  
• Updates to the model are reflected as follows: 
• New state transition probabilities, aij  = {k  k(i,j)} ÷ {k  k(i)} 
• New output probabilities, bi(vm )   = {k  k(i,j)} ÷ {k,ok= vm k(i)} 
• New initial state probabilities, i = (Expected frequency in state si at time 




APPENDIX B(1): SURVEY 1 DATA TABLE (SET 1 Q1 TO 18) 
QNo. 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 
Ref. 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 
Sub.  322 319 316 4 114 158 49 80 21 201 289 51 197 282 195 72 180 294 
Emotion 2 2 2 5 5 5 4 4 5 5 5 4 5 5 5 5 6 2 
Gender M M M F F F F F F F F M M M F M M F 
Anger  0.005 0.005 0.005 0.003 0.003 0.003 0.061 0.061 0.003 0.003 0.003 0.010 0.003 0.003 0.003 0.003 0.001 0.004 
Contempt 0.907 0.907 0.906 0.003 0.004 0.004 0.001 0.001 0.005 0.005 0.005 0.003 0.007 0.007 0.005 0.005 0.008 0.944 
Disgust  0.087 0.088 0.088 0.001 0.001 0.001 0.031 0.031 0.001 0.001 0.001 0.007 0.000 0.000 0.001 0.000 0.033 0.050 
Fear  0.000 0.000 0.000 0.001 0.001 0.001 0.823 0.822 0.001 0.001 0.001 0.897 0.000 0.000 0.001 0.000 0.001 0.001 
Happy  0.000 0.000 0.000 0.941 0.940 0.940 0.001 0.001 0.942 0.941 0.941 0.001 0.973 0.973 0.942 0.973 0.001 0.000 
Sad 0.000 0.000 0.000 0.000 0.000 0.000 0.001 0.001 0.000 0.000 0.000 0.002 0.000 0.000 0.000 0.000 0.955 0.001 
Surprise  0.000 0.000 0.000 0.051 0.051 0.051 0.082 0.083 0.048 0.049 0.049 0.081 0.016 0.016 0.048 0.018 0.001 0.000 
Ans. 1 6 4 1 1 3 0 9 7 1 0 0 9 1 1 1 1 7 5 
Ans. 2 4 3 5 0 4 0 9 8 0 0 2 8 0 3 0 3 8 5 
Ans. 3 2 5 2 2 2 2 9 9 2 3 1 7 0 1 1 0 8 3 
Ans. 4 4 4 8 0 3 0 7 7 1 1 1 7 0 0 1 3 8 4 
Ans. 5 6 5 8 2 3 0 7 7 2 0 3 9 2 3 0 2 8 7 
Ans. 6 1 2 4 2 1 0 9 7 1 0 3 9 2 1 0 2 8 3 
Ans. 7 6 3 6 3 3 0 9 9 2 3 1 9 3 2 0 0 9 4 
Ans. 8 4 3 2 3 0 3 8 7 2 2 2 9 3 0 0 1 7 3 
Ans. 9 4 0 8 1 0 2 9 9 2 3 3 9 3 0 3 1 7 7 
Ans. 10 3 4 8 1 0 1 9 9 0 2 0 9 1 1 1 1 5 4 
Ans. 11 2 5 0 2 0 0 8 9 2 0 0 9 2 3 0 3 7 3 
Ans. 12 2 0 3 0 0 2 7 9 0 3 1 7 4 0 2 1 8 5 
Ans. 13 4 5 6 0 0 3 9 9 2 2 1 9 4 0 0 2 7 6 
Ans. 14 6 0 1 1 1 3 9 9 0 2 0 7 3 1 2 3 9 6 
Ans. 15 7 3 2 3 1 1 9 9 2 1 1 9 0 0 1 0 6 0 
Ans. 16 3 1 5 0 0 2 8 9 1 1 3 9 0 3 2 1 7 1 
Ans. 17 4 2 2 0 3 3 9 9 0 1 2 8 0 3 2 1 9 0 
Ans. 18 1 5 2 1 0 1 9 7 2 2 0 9 2 3 1 0 7 1 
Ans. 19 5 3 1 2 0 1 7 8 2 3 3 7 2 1 3 2 9 1 
Ans. 20 7 0 4 1 4 0 9 9 1 0 0 8 0 3 2 1 5 5 
Ans. 21 1 3 1 2 3 3 9 7 0 0 1 9 0 1 2 3 9 2 
Ans. 22 2 4 7 1 0 3 7 9 2 0 0 9 3 3 2 2 7 2 
Ans. 23 3 4 2 0 0 0 8 9 1 1 3 9 4 2 1 0 9 2 
Ans. 24 1 5 4 2 2 2 7 8 1 3 0 7 2 1 1 2 9 1 
Ans. 25 4 1 2 3 1 3 7 9 0 0 1 9 1 2 0 0 6 6 
Ans. 26 2 0 3 1 2 0 9 9 1 2 1 9 3 1 0 1 8 1 
Ans. 27 6 6 0 1 1 3 9 8 2 1 3 9 1 0 2 3 9 2 
Ans. 28 7 4 3 3 0 2 9 9 0 1 1 9 0 3 3 3 6 4 
Ans. 29 5 5 5 3 2 1 9 9 2 3 3 7 0 2 3 1 7 6 
Ans. 30 2 5 1 1 1 1 8 9 0 2 3 9 0 2 1 1 8 2 
Ans. 31 2 6 0 1 1 1 9 9 1 3 0 7 2 3 1 3 8 7 
Ans. 32 5 4 0 1 4 3 9 9 0 2 3 9 3 3 3 2 8 2 
Ans. 33 5 0 6 1 4 0 7 9 2 0 3 9 2 2 0 3 9 1 
Ans. 34 1 1 5 2 1 2 7 9 2 2 0 7 2 0 0 3 6 6 
Ans. 35 3 5 0 3 0 3 7 9 0 1 0 9 2 0 0 1 8 1 
Ans. 36 0 0 2 3 0 2 8 8 2 2 1 8 1 2 3 3 5 7 





APPENDIX B(2): SURVEY 1 DATA TABLE (SET 1 Q19 TO 35) 
QNo. 19 20 21 22 23 24 25 26 27 28 29 30 31 32 33 34 35 
Ref. 19 20 21 22 23 24 25 26 27 28 29 30 31 32 33 34 35 
Sub.  297 294 297 294 297 235 265 102 187 314 115 156 270 295 295 295 204 
Emotion 2 2 2 2 2 4 5 6 6 6 7 7 6 2 2 2 4 
Gender F F F F F F F F F F F F M F F F F 
Anger  0.005 0.004 0.004 0.004 0.004 0.061 0.003 0.001 0.001 0.001 0.003 0.003 0.001 0.005 0.003 0.004 0.062 
Contempt 0.944 0.944 0.944 0.943 0.943 0.001 0.005 0.010 0.012 0.011 0.000 0.000 0.009 0.945 0.944 0.944 0.001 
Disgust  0.049 0.050 0.050 0.050 0.051 0.030 0.001 0.120 0.120 0.120 0.001 0.001 0.033 0.048 0.050 0.050 0.030 
Fear 0.001 0.001 0.001 0.001 0.001 0.823 0.001 0.001 0.001 0.001 0.025 0.025 0.001 0.001 0.001 0.001 0.824 
Happy 0.000 0.000 0.000 0.000 0.000 0.001 0.942 0.000 0.000 0.000 0.022 0.023 0.001 0.000 0.000 0.000 0.001 
Sad  0.001 0.001 0.001 0.001 0.001 0.001 0.000 0.867 0.866 0.866 0.001 0.000 0.955 0.001 0.001 0.001 0.001 
Surprise 0.000 0.000 0.000 0.000 0.000 0.083 0.048 0.001 0.001 0.001 0.948 0.948 0.001 0.000 0.000 0.000 0.082 
Ans. 1 2 3 0 2 6 8 0 6 9 7 9 8 6 6 2 3 9 
Ans. 2 5 6 3 7 5 8 1 8 9 6 9 8 6 2 1 5 8 
Ans. 3 5 5 6 1 0 8 1 8 9 8 9 8 5 4 1 0 9 
Ans. 4 2 6 6 6 7 9 2 8 8 9 9 9 6 5 7 0 8 
Ans. 5 1 5 0 0 3 9 2 8 6 6 9 8 7 7 3 8 8 
Ans. 6 4 5 7 3 5 8 0 8 6 7 9 8 9 0 6 8 9 
Ans. 7 3 1 5 1 5 9 0 7 7 8 9 9 9 2 4 2 9 
Ans. 8 3 4 0 2 1 9 2 7 6 9 7 7 9 4 0 2 8 
Ans. 9 5 2 1 2 5 9 2 9 5 8 8 8 9 3 6 4 9 
Ans. 10 5 3 3 5 4 9 2 9 8 5 9 9 8 6 3 7 9 
Ans. 11 5 6 1 0 0 9 3 9 8 9 9 8 9 5 0 4 8 
Ans. 12 4 4 4 2 7 8 2 9 8 9 9 7 5 0 3 6 8 
Ans. 13 3 4 4 1 7 8 1 5 8 9 7 8 6 2 7 4 8 
Ans. 14 4 5 2 2 2 9 2 6 9 9 8 9 7 6 5 5 9 
Ans. 15 2 2 4 4 1 8 0 9 5 9 7 7 9 5 1 8 8 
Ans. 16 4 0 4 2 7 8 2 6 6 7 9 9 7 3 5 1 9 
Ans. 17 4 5 0 5 2 9 0 8 6 9 9 9 9 5 2 0 9 
Ans. 18 2 2 1 5 4 8 0 7 5 7 9 8 9 7 4 0 8 
Ans. 19 5 3 5 8 0 9 0 6 8 8 9 8 6 4 1 2 8 
Ans. 20 4 3 5 1 6 9 2 8 9 8 7 9 6 3 6 5 9 
Ans. 21 5 5 7 8 4 8 3 9 8 9 8 9 8 0 3 0 9 
Ans. 22 3 3 4 2 0 8 1 9 8 5 9 7 9 3 6 0 8 
Ans. 23 2 3 6 2 5 9 0 9 9 5 9 8 7 3 1 2 8 
Ans. 24 1 5 5 3 0 9 1 7 9 8 7 9 8 4 7 7 8 
Ans. 25 5 6 6 4 6 8 3 7 5 9 9 9 9 1 3 4 9 
Ans. 26 5 2 5 7 2 8 2 8 7 7 7 7 5 1 7 6 9 
Ans. 27 3 0 6 3 6 9 3 6 9 7 7 9 8 6 0 4 9 
Ans. 28 5 3 7 0 7 8 1 9 6 7 9 9 8 7 3 0 9 
Ans. 29 2 3 6 8 1 9 0 5 9 7 7 9 9 4 0 7 9 
Ans. 30 3 6 3 8 1 9 0 9 6 6 7 9 9 4 2 1 8 
Ans. 31 3 3 6 1 2 9 0 6 8 5 7 9 9 1 6 1 9 
Ans. 32 1 3 0 4 2 8 0 5 5 9 9 8 9 3 6 2 8 
Ans. 33 2 5 0 4 6 9 3 6 6 5 7 9 6 1 1 0 9 
Ans. 34 1 4 7 5 3 8 1 6 9 6 8 9 9 2 4 8 9 
Ans. 35 4 2 5 0 5 9 2 7 7 6 7 9 9 2 7 3 9 
Ans. 36 5 1 0 7 0 9 3 6 8 9 8 9 6 7 0 3 9 





APPENDIX B(3): SURVEY 1 DATA TABLE (SET 2 Q1 TO 18) 
QNo. 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 
Ref. 36 37 38 39 40 41 42 43 44 45 46 47 48 49 50 51 52 53 
Sub.  260 277 19 146 136 142 256 90 318 160 26 69 110 241 154 181 59 107 
Emotion 5 5 6 7 3 3 5 3 6 3 4 4 4 7 3 5 3 3 
Gender F F F F F F F M M F F F F F M M F F 
Anger 0.003 0.003 0.001 0.003 0.004 0.004 0.003 0.001 0.001 0.004 0.061 0.061 0.061 0.003 0.001 0.003 0.004 0.004 
Contempt 0.005 0.005 0.011 0.000 0.087 0.088 0.005 0.008 0.008 0.088 0.001 0.001 0.001 0.000 0.007 0.007 0.086 0.087 
Disgust  0.001 0.001 0.119 0.001 0.886 0.886 0.001 0.983 0.033 0.887 0.030 0.031 0.031 0.001 0.983 0.000 0.888 0.888 
Fear  0.001 0.001 0.001 0.025 0.001 0.001 0.001 0.001 0.001 0.001 0.825 0.824 0.824 0.024 0.001 0.000 0.001 0.001 
Happy  0.942 0.942 0.000 0.022 0.001 0.001 0.943 0.000 0.001 0.001 0.001 0.001 0.001 0.022 0.000 0.973 0.001 0.001 
Sad 0.000 0.000 0.867 0.000 0.020 0.019 0.000 0.006 0.955 0.019 0.001 0.001 0.001 0.001 0.006 0.000 0.019 0.018 
Surprise  0.048 0.048 0.001 0.949 0.001 0.001 0.047 0.001 0.001 0.001 0.082 0.081 0.081 0.949 0.001 0.016 0.001 0.001 
Ans. 1 3 3 7 9 5 1 1 2 7 6 9 9 7 9 3 3 6 4 
Ans. 2 0 1 5 7 6 6 3 4 9 2 8 9 9 9 8 3 6 5 
Ans. 3 0 2 9 7 5 9 3 5 7 5 7 9 8 9 7 3 6 6 
Ans. 4 0 0 5 9 6 1 2 4 9 7 9 8 8 7 8 2 5 3 
Ans. 5 0 2 6 7 6 2 1 9 9 8 9 9 7 9 3 3 5 7 
Ans. 6 1 3 7 8 6 8 1 6 7 9 8 8 8 7 8 1 6 8 
Ans. 7 1 0 6 7 6 7 1 4 8 9 8 7 7 7 5 1 5 4 
Ans. 8 0 0 9 7 6 7 0 5 7 7 8 9 8 8 7 2 6 4 
Ans. 9 3 0 7 8 6 7 0 7 7 9 7 8 9 9 6 2 6 4 
Ans. 10 2 1 9 9 6 8 3 6 8 6 9 9 7 9 6 2 6 6 
Ans. 11 1 3 6 8 5 7 0 8 9 3 7 7 9 9 4 3 6 2 
Ans. 12 2 2 6 9 6 8 2 8 7 9 7 9 7 9 6 2 6 5 
Ans. 13 1 0 5 9 5 2 3 4 8 4 9 9 9 9 7 2 5 3 
Ans. 14 2 3 6 8 6 7 3 8 9 6 9 9 9 9 4 3 5 7 
Ans. 15 2 2 6 9 5 2 1 8 8 4 8 9 9 8 4 3 5 6 
Ans. 16 0 1 9 8 6 1 1 9 7 5 9 9 9 7 7 0 6 2 
Ans. 17 2 2 5 9 5 3 1 8 7 4 9 8 9 7 7 0 5 8 
Ans. 18 3 0 9 7 5 7 3 3 7 8 9 9 9 9 7 1 5 7 
Ans. 19 1 1 9 9 5 9 1 3 9 6 9 8 9 8 8 0 5 3 
Ans. 20 2 2 9 8 6 5 0 4 6 8 9 7 8 7 4 1 6 3 
Ans. 21 2 3 8 8 5 4 3 9 8 6 9 8 8 9 8 2 6 8 
Ans. 22 1 0 9 9 5 9 2 5 7 7 9 9 9 9 6 0 6 5 
Ans. 23 3 0 8 9 5 8 1 7 6 4 8 9 9 9 5 0 5 8 
Ans. 24 3 0 9 9 5 9 1 2 6 4 7 9 9 8 4 2 5 6 
Ans. 25 1 1 7 9 5 5 2 9 6 7 7 8 7 9 7 0 5 7 
Ans. 26 3 1 8 9 6 3 3 8 6 2 9 7 9 8 8 2 6 4 
Ans. 27 0 1 5 8 6 3 3 2 8 4 9 9 7 9 6 0 6 7 
Ans. 28 3 1 8 9 6 9 1 6 7 8 7 9 7 7 5 1 6 5 
Ans. 29 1 0 7 8 6 7 0 6 9 2 9 8 8 9 8 3 5 8 
Ans. 30 2 3 9 9 6 8 0 9 9 8 9 9 9 8 6 1 6 4 
Ans. 31 0 2 6 9 5 6 1 7 7 5 9 8 7 9 5 3 6 6 
Ans. 32 1 0 7 8 6 4 1 8 8 8 7 9 9 9 8 2 6 7 
Ans. 33 0 0 9 8 6 5 1 7 9 2 9 9 9 7 7 0 6 3 
Ans. 34 0 2 5 8 5 9 0 9 9 6 9 9 9 9 5 1 6 7 
Ans. 35 2 0 6 9 6 5 1 7 7 4 9 8 9 8 4 1 6 7 
Ans. 36 1 2 9 8 5 3 2 7 8 7 9 8 9 8 8 0 5 7 
Ans. 37 0 1 9 9 5 9 3 6 6 6 9 8 9 9 8 0 6 7 
Ans. 38 2 3 9 8 5 6 1 5 9 9 9 7 9 8 3 3 5 3 





APPENDIX B(4): SURVEY 1 DATA TABLE (SET 2 Q19 TO 35) 
QNo. 19 20 21 22 23 24 25 26 27 28 29 30 31 32 33 34 35 
Ref. 54 55 56 57 58 59 60 61 62 63 64 65 66 67 68 69 70 
Sub.  129 164 175 147 245 126 117 288 308 168 56 263 269 276 103 326 305 
Emotion 3 3 4 6 6 3 3 6 6 3 3 6 3 7 1 1 2 
Gender F F F F F M F F F M F F M F F F F 
Anger 0.004 0.004 0.061 0.001 0.001 0.001 0.004 0.001 0.001 0.002 0.004 0.001 0.001 0.003 0.974 0.974 0.005 
Contempt  0.087 0.087 0.001 0.010 0.011 0.009 0.086 0.010 0.010 0.007 0.086 0.010 0.007 0.000 0.002 0.002 0.945 
Disgust  0.888 0.887 0.029 0.120 0.119 0.983 0.888 0.119 0.120 0.983 0.889 0.119 0.984 0.001 0.019 0.019 0.047 
Fear 0.001 0.001 0.825 0.001 0.001 0.001 0.001 0.001 0.001 0.001 0.001 0.001 0.001 0.024 0.002 0.002 0.001 
Happy  0.001 0.001 0.001 0.000 0.000 0.000 0.001 0.000 0.000 0.000 0.001 0.000 0.000 0.022 0.001 0.001 0.000 
Sad  0.019 0.019 0.001 0.868 0.868 0.004 0.019 0.868 0.868 0.006 0.019 0.869 0.006 0.001 0.001 0.001 0.001 
Surprise  0.001 0.001 0.082 0.001 0.001 0.001 0.001 0.001 0.001 0.001 0.001 0.001 0.001 0.950 0.001 0.001 0.000 
Ans. 1 6 6 8 9 6 6 6 8 6 8 2 7 4 9 8 8 5 
Ans. 2 3 6 9 8 8 5 6 6 9 8 4 6 7 9 9 9 5 
Ans. 3 6 6 9 7 9 7 6 8 9 8 1 6 4 9 8 9 1 
Ans. 4 1 6 9 5 6 7 5 6 6 7 6 7 3 8 7 9 4 
Ans. 5 1 4 9 9 7 7 6 6 7 4 8 9 6 7 9 9 2 
Ans. 6 5 6 9 8 8 6 6 6 9 7 2 9 4 9 9 8 1 
Ans. 7 4 5 7 5 5 7 6 8 6 8 9 8 8 9 8 9 6 
Ans. 8 4 4 8 8 8 5 6 6 6 8 8 6 6 9 9 8 3 
Ans. 9 8 6 8 6 6 5 5 8 9 6 6 9 7 8 8 8 3 
Ans. 10 4 7 9 6 8 7 6 8 5 8 5 7 6 9 7 8 0 
Ans. 11 3 5 8 9 7 6 5 8 7 5 7 8 4 9 9 7 4 
Ans. 12 5 4 7 7 9 5 6 6 9 3 8 6 5 9 9 9 6 
Ans. 13 4 5 9 8 8 6 5 7 7 4 3 9 7 7 7 8 4 
Ans. 14 1 7 9 8 8 7 5 7 9 3 4 8 3 8 8 8 2 
Ans. 15 9 6 7 7 7 6 6 8 7 6 8 5 5 8 9 8 4 
Ans. 16 2 4 9 9 6 7 6 6 9 5 6 6 7 7 7 8 2 
Ans. 17 2 6 7 8 8 5 6 8 6 8 4 6 5 9 7 7 6 
Ans. 18 9 7 9 7 9 5 6 7 6 5 8 7 7 8 8 9 6 
Ans. 19 8 6 9 7 9 7 5 6 7 4 5 8 8 9 7 9 3 
Ans. 20 9 5 8 9 5 6 6 7 6 8 1 6 8 9 9 9 2 
Ans. 21 9 6 8 6 5 7 5 8 5 4 8 5 8 9 8 8 6 
Ans. 22 2 6 9 5 8 6 5 7 9 8 5 8 6 7 8 7 4 
Ans. 23 4 4 8 8 6 7 6 7 9 4 8 8 7 8 8 9 3 
Ans. 24 3 4 9 7 7 5 6 7 9 3 4 9 4 8 9 9 3 
Ans. 25 8 7 9 9 7 6 6 8 8 5 2 9 8 9 9 8 4 
Ans. 26 8 5 8 6 7 7 6 8 6 4 9 7 8 8 8 8 6 
Ans. 27 8 5 9 6 9 7 6 8 8 6 8 9 6 8 9 8 5 
Ans. 28 9 7 9 7 9 6 5 8 9 5 8 7 8 9 9 7 5 
Ans. 29 8 7 7 6 7 5 6 8 6 5 8 8 3 8 9 9 0 
Ans. 30 7 7 9 8 8 7 5 6 6 7 8 7 7 8 9 8 5 
Ans. 31 9 6 9 5 9 6 5 6 9 4 6 6 3 9 9 7 1 
Ans. 32 9 6 9 7 7 6 6 8 8 8 6 9 4 7 9 7 5 
Ans. 33 5 4 9 8 7 7 5 6 7 8 3 5 7 8 8 9 0 
Ans. 34 3 5 8 9 5 5 5 8 8 7 6 7 6 9 9 8 0 
Ans. 35 3 7 9 8 5 6 6 6 6 7 2 9 6 7 9 8 3 
Ans. 36 9 7 8 9 7 6 6 8 7 7 9 9 8 8 8 8 2 
Ans. 37 2 7 7 9 7 7 5 7 6 3 4 7 4 9 9 8 6 
Ans. 38 9 5 8 9 9 5 6 7 8 8 9 7 8 8 9 9 0 





APPENDIX B(5): SURVEY 1 DATA TABLE (SET 3 Q1 TO 18) 
QNo. 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 
Ref. 71 72 73 74 75 76 77 78 79 80 81 82 83 84 85 86 87 88 
Sub.  305 305 111 320 174 312 36 220 293 109 225 321 63 23 105 309 248 3 
Emotion 2 2 3 6 1 1 1 1 6 7 1 1 7 1 1 1 7 1 
Gender F F F M F F M F F F M M M F F F F F 
Anger  0.005 0.005 0.004 0.001 0.976 0.975 0.980 0.976 0.001 0.003 0.981 0.980 0.001 0.976 0.976 0.976 0.003 0.977 
Contempt  0.945 0.945 0.086 0.008 0.002 0.002 0.003 0.002 0.010 0.000 0.003 0.003 0.000 0.002 0.002 0.002 0.000 0.002 
Disgust  0.047 0.048 0.889 0.033 0.018 0.018 0.012 0.017 0.118 0.001 0.011 0.011 0.001 0.017 0.017 0.017 0.001 0.017 
Fear  0.001 0.001 0.001 0.001 0.002 0.002 0.003 0.002 0.001 0.024 0.002 0.003 0.019 0.002 0.002 0.002 0.024 0.002 
Happy  0.000 0.000 0.001 0.001 0.001 0.001 0.001 0.001 0.000 0.022 0.001 0.001 0.017 0.001 0.001 0.001 0.022 0.001 
Sad 0.001 0.001 0.019 0.955 0.001 0.001 0.000 0.001 0.869 0.000 0.000 0.000 0.000 0.001 0.001 0.001 0.000 0.001 
Surprise  0.000 0.000 0.001 0.001 0.001 0.001 0.001 0.001 0.001 0.950 0.001 0.001 0.961 0.001 0.001 0.001 0.950 0.001 
Ans. 1 2 1 6 9 8 8 9 8 6 8 9 8 9 9 8 9 9 8 
Ans. 2 4 8 6 9 9 8 9 9 5 9 8 7 9 9 9 8 9 9 
Ans. 3 3 3 5 7 8 8 9 9 5 9 9 8 7 8 7 9 7 7 
Ans. 4 3 8 9 5 9 9 9 9 6 7 9 7 9 9 8 7 8 9 
Ans. 5 1 6 8 9 9 8 8 9 6 9 9 9 7 9 8 7 9 9 
Ans. 6 1 4 3 9 9 9 9 8 8 8 8 8 9 9 8 9 9 9 
Ans. 7 3 7 2 8 9 9 8 7 5 9 8 9 7 8 7 7 7 8 
Ans. 8 3 1 4 9 9 9 9 9 9 7 8 9 8 7 7 7 7 8 
Ans. 9 6 0 7 6 7 9 8 9 9 9 8 7 8 8 9 9 9 9 
Ans. 10 5 4 2 9 7 9 8 9 9 9 9 9 8 9 7 8 8 9 
Ans. 11 3 1 9 7 7 7 9 9 9 8 9 9 9 7 8 9 9 7 
Ans. 12 6 0 5 8 8 8 8 8 6 9 9 9 9 8 9 9 9 9 
Ans. 13 6 0 3 8 9 8 8 8 5 9 9 8 8 7 9 9 8 9 
Ans. 14 0 0 2 7 8 8 9 9 7 7 9 9 9 9 9 9 7 7 
Ans. 15 6 0 9 5 9 7 8 8 8 9 9 9 7 9 7 8 9 7 
Ans. 16 4 7 5 9 7 7 9 7 8 9 8 9 7 8 7 9 7 9 
Ans. 17 1 1 7 8 9 9 8 9 6 9 7 8 9 8 7 8 8 8 
Ans. 18 2 3 5 9 7 9 9 7 6 9 7 8 8 7 8 7 9 8 
Ans. 19 5 1 4 6 7 9 8 8 9 8 9 8 9 7 9 9 9 7 
Ans. 20 6 4 3 9 8 9 8 8 7 8 9 9 8 8 8 9 9 8 
Ans. 21 6 7 9 8 8 8 9 8 7 8 7 9 8 9 7 9 9 7 
Ans. 22 0 1 7 7 8 9 9 9 9 9 9 8 9 7 9 9 9 9 
Ans. 23 6 7 9 9 9 9 9 9 9 7 9 9 7 9 9 7 9 9 
Ans. 24 4 0 2 8 9 7 9 9 8 9 8 8 8 8 9 9 9 9 
Ans. 25 5 4 8 8 7 9 8 9 7 8 9 7 8 9 8 8 9 8 
Ans. 26 2 8 9 8 9 8 8 8 8 9 7 9 7 8 8 9 9 9 
Ans. 27 5 0 4 7 9 9 8 8 9 9 7 9 8 9 9 8 8 9 
Ans. 28 1 0 2 5 9 9 9 9 8 8 7 9 8 9 9 9 7 7 
Ans. 29 0 8 6 7 8 9 9 7 8 9 8 7 7 9 9 8 8 8 
Ans. 30 2 8 5 9 7 9 8 9 9 9 9 9 9 9 7 7 9 9 
Ans. 31 0 0 2 8 9 9 9 7 8 8 9 8 9 9 9 8 9 8 
Ans. 32 5 4 2 7 9 9 9 8 8 9 7 8 9 9 8 8 7 8 
Ans. 33 2 1 9 8 9 9 9 9 8 7 8 9 7 9 8 9 9 7 
Ans. 34 6 5 7 8 9 8 9 8 5 9 9 7 9 7 8 9 7 9 
Ans. 35 5 7 7 7 9 8 9 9 7 7 9 7 8 8 9 7 7 9 





APPENDIX B(6): SURVEY 1 DATA TABLE (SET 3 Q19 TO 35) 
QNo. 19 20 21 22 23 24 25 26 27 28 29 30 31 32 33 34 35 
Ref. 89 90 91 92 93 94 95 96 97 98 99 100 101 102 103 104 105 
Sub.  22 159 250 8 247 172 324 274 315 323 307 82 55 71 311 317 327 
Emotion 1 7 7 1 4 7 6 7 1 4 4 7 7 7 4 4 4 
Gender F F M F F F M M M M F F F M F M F 
Anger  0.976 0.003 0.001 0.977 0.061 0.003 0.001 0.001 0.981 0.011 0.061 0.003 0.003 0.001 0.061 0.010 0.060 
Contempt  0.002 0.000 0.000 0.002 0.001 0.000 0.008 0.000 0.003 0.003 0.001 0.000 0.000 0.000 0.001 0.003 0.001 
Disgust  0.017 0.001 0.001 0.016 0.030 0.001 0.032 0.001 0.011 0.007 0.030 0.001 0.001 0.001 0.030 0.007 0.029 
Fear  0.002 0.024 0.019 0.002 0.825 0.024 0.001 0.019 0.002 0.897 0.826 0.023 0.023 0.019 0.826 0.898 0.827 
Happy  0.001 0.022 0.017 0.001 0.001 0.021 0.001 0.017 0.001 0.001 0.001 0.021 0.021 0.017 0.001 0.001 0.001 
Sad  0.001 0.000 0.000 0.001 0.001 0.001 0.956 0.000 0.000 0.002 0.001 0.001 0.001 0.000 0.001 0.002 0.001 
Surprise  0.001 0.950 0.961 0.001 0.081 0.951 0.001 0.961 0.001 0.080 0.081 0.951 0.951 0.961 0.081 0.080 0.081 
Ans. 1 8 9 8 8 9 8 8 9 8 9 9 9 9 7 9 9 9 
Ans. 2 8 9 8 9 9 7 9 8 9 8 8 9 9 8 8 7 9 
Ans. 3 9 9 9 7 9 9 6 9 9 8 8 7 7 9 9 8 9 
Ans. 4 8 8 9 9 8 9 8 8 9 9 8 8 8 8 8 9 9 
Ans. 5 8 9 8 9 7 8 8 8 9 7 9 8 7 9 8 8 9 
Ans. 6 7 8 7 9 9 7 8 9 8 7 8 8 7 9 9 9 8 
Ans. 7 7 9 8 8 8 9 8 8 9 8 9 9 7 7 9 9 8 
Ans. 8 9 9 8 9 9 8 6 9 7 8 9 9 8 9 8 7 9 
Ans. 9 9 9 9 9 8 9 8 9 8 9 8 9 8 8 9 9 8 
Ans. 10 7 7 9 9 9 9 6 9 9 9 9 9 9 9 9 9 9 
Ans. 11 9 9 8 9 9 8 9 8 8 8 9 9 9 7 8 9 9 
Ans. 12 9 9 7 8 9 8 6 9 7 9 8 9 9 8 9 9 9 
Ans. 13 7 9 9 8 9 7 8 9 9 9 8 7 7 9 9 9 8 
Ans. 14 7 8 9 7 9 9 6 9 9 9 9 9 9 9 9 8 7 
Ans. 15 8 9 9 7 9 7 8 7 8 9 9 8 9 7 9 8 9 
Ans. 16 9 9 8 7 9 9 9 7 9 7 9 9 9 8 9 9 7 
Ans. 17 8 8 8 9 9 9 6 8 8 9 9 9 9 9 8 8 7 
Ans. 18 9 7 9 8 7 8 8 9 7 7 9 7 9 8 8 9 9 
Ans. 19 8 9 9 8 9 9 9 8 9 7 9 7 9 7 9 8 9 
Ans. 20 8 9 8 7 9 7 8 9 9 9 9 8 8 9 8 8 8 
Ans. 21 9 9 8 9 8 7 9 9 8 9 9 9 9 9 9 8 9 
Ans. 22 7 9 9 9 8 8 6 8 9 9 9 9 7 9 8 9 9 
Ans. 23 8 9 9 9 9 8 9 9 9 9 9 9 9 8 9 9 9 
Ans. 24 8 8 9 7 9 9 9 9 7 9 9 9 9 7 9 8 8 
Ans. 25 8 9 8 8 9 8 5 7 8 9 8 9 7 9 9 9 9 
Ans. 26 9 9 9 9 8 8 9 9 9 9 9 7 9 9 8 9 7 
Ans. 27 9 7 9 8 7 9 8 8 7 9 8 7 9 9 9 9 9 
Ans. 28 7 8 9 8 8 9 8 9 9 9 9 9 9 9 9 8 7 
Ans. 29 9 9 9 8 9 8 8 8 9 7 9 8 7 9 9 9 8 
Ans. 30 9 8 7 7 9 9 9 9 9 9 8 7 9 9 8 9 9 
Ans. 31 7 9 8 9 8 9 8 9 9 7 9 8 9 8 8 9 9 
Ans. 32 9 9 7 8 7 9 7 9 9 9 8 9 8 9 9 9 9 
Ans. 33 9 8 8 9 9 8 5 7 9 9 8 9 7 9 9 8 9 
Ans. 34 9 7 7 9 8 8 8 8 9 9 9 8 9 9 9 7 9 
Ans. 35 9 9 9 8 9 9 6 7 8 9 8 7 7 9 9 9 7 





APPENDIX B(7): SURVEY 2 DATA TABLE (Q1 TO 21) 




1 1 1 1 1 1 2 2 2 2 2 2 3 3 3 3 3 3 4 4 4 
0 20 40 60 80 100 0 20 40 60 80 100 0 20 40 60 80 100 0 20 40 
Ans. 1 0 9 6 7 8 8 0 2 0 4 1 0 0 4 6 1 0 4 0 5 8 
Ans. 2 0 0 7 8 6 9 0 0 0 0 7 6 0 1 0 7 7 9 0 8 7 
Ans. 3 0 4 8 7 8 7 0 4 2 5 7 0 0 2 0 3 4 7 0 5 9 
Ans. 4 0 5 5 5 7 9 0 2 3 4 5 7 0 2 1 2 4 5 0 2 6 
Ans. 5 0 0 5 9 8 9 0 3 2 2 5 7 0 3 1 0 6 2 0 9 4 
Ans. 6 0 3 5 9 9 9 0 1 4 3 6 9 0 0 3 3 3 9 0 4 6 
Ans. 7 0 9 9 7 9 9 0 4 2 5 6 0 0 3 3 5 4 4 0 8 7 
Ans. 8 0 3 3 4 9 9 0 2 1 5 6 0 0 4 0 0 8 5 0 3 7 
Ans. 9 0 2 5 5 8 8 0 4 3 1 7 0 0 3 4 6 9 5 0 4 6 
Ans. 10 0 9 8 5 6 9 0 0 3 0 5 8 0 4 6 7 6 9 0 9 9 
Ans. 11 0 8 3 7 9 9 0 4 2 4 4 3 0 2 4 4 6 9 0 9 5 
Ans. 12 0 9 5 8 6 8 0 0 0 4 1 1 0 3 3 6 6 2 0 5 7 
Ans. 13 0 4 7 4 9 9 0 3 3 3 4 3 0 1 0 3 7 4 0 4 9 
Ans. 14 0 7 5 6 8 9 0 3 2 3 3 5 0 3 6 0 9 4 0 8 9 
Ans. 15 0 2 4 8 6 9 0 3 3 4 1 5 0 0 2 6 0 7 0 3 9 
Ans. 16 0 3 6 6 8 9 0 4 0 2 1 5 0 3 6 2 5 8 0 6 6 
Ans. 17 0 4 5 5 6 7 0 3 3 0 2 5 0 0 0 6 9 7 0 9 6 
Ans. 18 0 5 6 5 9 9 0 0 3 0 7 9 0 3 1 3 7 6 0 4 5 
Ans. 19 0 7 9 6 9 8 0 3 3 5 7 9 0 4 3 7 9 3 0 4 7 
Ans. 20 0 7 2 5 7 9 0 0 2 0 0 8 0 4 4 0 3 5 0 6 4 
Ans. 21 0 4 8 7 9 9 0 3 1 4 0 6 0 1 3 2 4 4 0 3 9 
Ans. 22 0 9 2 9 7 8 0 1 1 0 3 3 0 3 3 0 4 9 0 6 9 
Ans. 23 0 0 6 5 8 9 0 0 2 4 0 0 0 4 6 6 6 6 0 8 5 
Ans. 24 0 9 8 7 8 9 0 3 3 4 2 2 0 4 4 6 6 9 0 7 9 
Ans. 25 0 4 5 6 8 7 0 0 1 4 7 1 0 3 5 7 0 7 0 2 9 
Ans. 26 0 2 8 5 8 9 0 0 0 1 3 7 0 1 0 6 7 7 0 9 9 
Ans. 27 0 5 5 9 8 7 0 0 4 2 6 2 0 2 6 7 1 5 0 5 8 
Ans. 28 0 2 9 7 7 7 0 1 2 5 6 1 0 2 1 7 7 8 0 9 7 
Ans. 29 0 5 8 8 6 8 0 4 0 5 2 4 0 2 5 2 5 4 0 7 6 
Ans. 30 0 2 4 7 8 7 0 2 3 0 7 5 0 3 0 0 6 7 0 5 5 
Ans. 31 0 6 2 5 8 9 0 3 2 2 6 1 0 0 0 4 5 7 0 5 8 
Ans. 32 0 6 7 6 8 8 0 2 2 2 3 4 0 2 6 4 6 2 0 3 9 
Ans. 33 0 8 9 9 7 8 0 3 1 0 5 7 0 2 6 6 3 2 0 5 9 
Ans. 34 0 4 4 6 9 9 0 2 2 5 0 2 0 3 4 6 8 4 0 3 6 
Ans. 35 0 0 2 6 7 8 0 2 0 5 2 2 0 2 4 4 7 2 0 8 5 
Ans. 36 0 1 5 8 8 9 0 4 0 1 1 0 0 3 4 7 0 3 0 7 9 
Ans. 37 0 2 2 9 9 8 0 2 4 3 6 6 0 4 5 4 7 7 0 5 4 
Ans. 38 0 8 8 7 7 9 0 2 3 3 0 6 0 4 6 4 9 6 0 5 6 
Ans. 39 0 0 8 5 9 7 0 1 3 0 4 0 0 0 0 7 3 4 0 7 8 
Ans. 40 0 8 6 4 7 9 0 0 2 5 5 3 0 4 4 2 3 3 0 2 5 
Ans. 41 0 5 6 7 9 9 0 4 0 0 7 9 0 0 0 2 7 9 0 6 5 
Ans. 42 0 3 8 9 9 9 0 2 2 1 3 7 0 2 5 5 8 5 0 4 9 
Ans. 43 0 4 7 9 8 8 0 3 4 3 7 1 0 0 2 4 9 7 0 2 8 
Ans. 44 0 6 3 6 7 9 0 2 4 5 7 1 0 4 0 0 9 7 0 7 7 
Ans. 45 0 3 5 7 6 7 0 2 4 3 3 2 0 1 5 5 6 9 0 6 4 
Ans. 46 0 9 4 8 8 8 0 2 2 3 4 3 0 1 3 4 7 9 0 3 9 
Ans. 47 0 6 8 9 8 7 0 0 0 5 5 4 0 1 3 4 0 8 0 7 7 
Ans. 48 0 8 9 9 9 9 0 0 3 0 1 4 0 0 0 1 3 3 0 6 8 
Ans. 49 0 6 4 5 8 9 0 2 0 0 0 6 0 1 2 4 4 3 0 3 8 
Ans. 50 0 4 4 8 9 7 0 0 3 1 2 5 0 3 5 4 4 5 0 9 9 
Ans. 51 0 9 3 8 7 8 0 1 2 0 1 4 0 1 1 6 5 8 0 5 6 
Ans. 52 0 6 6 7 6 8 0 0 1 3 5 9 0 0 5 4 2 9 0 7 9 
Ans. 53 0 7 7 8 6 9 0 0 3 4 3 8 0 0 0 7 3 8 0 7 6 
Ans. 54 0 0 4 9 9 7 0 4 2 5 7 6 0 4 6 5 3 3 0 6 5 
Ans. 55 0 9 7 9 8 8 0 1 4 2 6 9 0 3 5 6 2 7 0 7 9 
Ans. 56 0 3 9 4 9 9 0 4 4 0 1 0 0 0 1 3 8 7 0 2 9 
Ans. 57 0 5 7 9 9 8 0 3 2 2 3 2 0 2 4 4 8 7 0 6 5 
Ans. 58 0 3 3 8 8 8 0 1 2 1 1 1 0 1 4 5 6 6 0 8 9 
Ans. 59 0 9 9 8 6 9 0 0 2 4 5 9 0 0 5 1 0 4 0 8 4 
Ans. 60 0 4 8 9 9 9 0 2 3 3 3 1 0 0 4 5 8 2 0 7 4 
Ans. 61 0 4 5 4 7 8 0 3 1 2 4 5 0 1 1 4 3 7 0 6 5 
Ans. 62 0 9 2 4 9 7 0 2 1 4 6 3 0 3 0 6 8 4 0 9 9 




Ans. 64 0 0 3 9 9 9 0 0 2 1 2 0 0 1 2 6 5 8 0 4 6 
Ans. 65 0 8 3 6 9 9 0 3 0 0 6 5 0 1 2 1 7 6 0 3 9 
Ans. 66 0 9 9 8 7 9 0 0 3 2 4 5 0 4 4 6 8 7 0 4 8 
Ans. 67 0 1 4 8 8 9 0 1 2 4 5 0 0 4 2 2 2 8 0 5 6 
Ans. 68 0 7 8 9 7 9 0 0 3 3 4 4 0 0 6 5 1 5 0 8 7 
Ans. 69 0 4 7 9 6 8 0 1 1 2 6 1 0 0 5 7 4 7 0 4 5 
Ans. 70 0 2 6 9 7 8 0 3 2 5 7 5 0 1 0 4 5 9 0 5 6 
Ans. 71 0 0 9 7 9 9 0 0 3 2 7 4 0 4 5 0 8 9 0 8 7 
Ans. 72 0 4 8 7 7 8 0 1 3 4 0 2 0 1 1 2 7 7 0 8 5 
Ans. 73 0 0 6 7 9 9 0 0 0 2 1 9 0 0 2 2 6 7 0 8 5 
Ans. 74 0 0 4 9 7 9 0 0 3 2 3 6 0 4 0 2 0 9 0 7 5 
Ans. 75 0 8 7 9 7 9 0 0 2 4 0 7 0 0 0 2 2 6 0 9 6 
Ans. 76 0 9 7 8 6 7 0 2 4 2 7 5 0 2 1 1 8 4 0 7 8 
Ans. 77 0 4 9 8 8 9 0 3 2 2 2 5 0 4 5 2 3 7 0 6 5 
Ans. 78 0 7 4 9 7 9 0 1 0 1 4 8 0 0 2 6 2 6 0 9 9 
Ans. 79 0 7 7 5 8 7 0 3 4 1 2 9 0 4 6 1 7 6 0 6 7 
Ans. 80 0 2 3 6 8 9 0 0 4 4 7 6 0 2 2 2 6 9 0 8 7 
Ans. 81 0 6 7 9 7 7 0 4 3 2 5 4 0 4 4 7 8 4 0 9 9 
Ans. 82 0 2 9 5 9 9 0 1 0 0 3 9 0 3 3 0 1 4 0 7 9 
Ans. 83 0 3 6 9 7 9 0 4 1 2 6 1 0 3 5 3 7 7 0 2 6 
Ans. 84 0 2 9 4 7 9 0 0 3 3 0 2 0 1 3 2 7 6 0 6 7 
Ans. 85 0 2 8 9 8 8 0 4 2 4 3 2 0 2 0 5 5 8 0 4 9 
Ans. 86 0 2 7 7 7 9 0 1 1 0 1 8 0 1 4 6 9 3 0 7 8 
Ans. 87 0 7 7 8 9 9 0 0 2 0 6 0 0 3 4 7 4 5 0 3 9 
Ans. 88 0 0 9 9 9 9 0 1 3 5 4 3 0 3 5 6 7 4 0 9 8 
Ans. 89 0 8 8 6 9 9 0 1 1 3 2 6 0 0 2 6 7 6 0 4 6 
Ans. 90 0 4 6 8 8 8 0 1 0 1 0 0 0 1 4 1 2 9 0 8 4 
Ans. 91 0 7 3 9 6 9 0 3 4 0 1 0 0 0 5 7 7 7 0 4 6 
Ans. 92 0 9 8 4 8 9 0 1 2 3 0 0 0 3 1 3 6 9 0 6 4 
Ans. 93 0 8 6 7 7 9 0 1 3 2 7 4 0 4 5 6 7 2 0 3 9 
Ans. 94 0 8 9 9 7 9 0 3 3 0 2 5 0 4 1 7 9 4 0 9 6 
Ans. 95 0 4 9 9 8 9 0 0 3 4 7 2 0 3 5 3 6 9 0 4 9 
Ans. 96 0 5 8 7 9 9 0 1 1 0 7 7 0 4 0 3 8 6 0 5 9 
Ans. 97 0 9 3 8 7 9 0 3 4 0 6 7 0 1 3 0 1 9 0 8 4 
Ans. 98 0 4 6 7 7 9 0 1 1 2 1 7 0 0 6 2 1 5 0 5 7 
Ans. 99 0 6 4 6 9 9 0 3 4 2 4 0 0 3 5 0 8 9 0 7 7 
Ans. 100 0 6 3 7 9 7 0 0 1 0 1 1 0 2 4 6 3 8 0 4 8 
Ans. 101 0 8 9 5 9 9 0 1 3 1 0 6 0 4 0 4 5 8 0 7 7 
Ans. 102 0 4 3 8 8 9 0 2 2 5 5 6 0 3 3 0 3 7 0 5 4 
Ans. 103 0 4 2 5 7 9 0 1 3 3 7 2 0 0 1 1 2 6 0 9 8 
Ans. 104 0 9 7 8 9 9 0 1 2 4 1 9 0 4 5 2 3 8 0 6 9 
Ans. 105 0 0 9 8 7 8 0 1 0 3 0 8 0 2 0 5 9 4 0 3 6 
Ans. 106 0 7 7 4 7 8 0 4 3 4 0 9 0 1 4 7 7 8 0 8 4 
Ans. 107 0 9 9 8 8 9 0 4 3 4 2 7 0 4 2 5 4 6 0 9 8 





APPENDIX B(8): SURVEY 2 DATA TABLE (Q18 TO 35) 
Q. No. 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 
Lead Emotion / 
Percentage 
1 1 1 1 1 1 2 2 2 2 2 2 3 3 3 3 3 3 
0 20 40 60 80 100 0 20 40 60 80 100 0 20 40 60 80 100 
Ans. 1 0 9 6 7 8 8 0 2 0 4 1 0 0 4 6 1 0 4 
Ans. 2 0 0 7 8 6 9 0 0 0 0 7 6 0 1 0 7 7 9 
Ans. 3 0 4 8 7 8 7 0 4 2 5 7 0 0 2 0 3 4 7 
Ans. 4 0 5 5 5 7 9 0 2 3 4 5 7 0 2 1 2 4 5 
Ans. 5 0 0 5 9 8 9 0 3 2 2 5 7 0 3 1 0 6 2 
Ans. 6 0 3 5 9 9 9 0 1 4 3 6 9 0 0 3 3 3 9 
Ans. 7 0 9 9 7 9 9 0 4 2 5 6 0 0 3 3 5 4 4 
Ans. 8 0 3 3 4 9 9 0 2 1 5 6 0 0 4 0 0 8 5 
Ans. 9 0 2 5 5 8 8 0 4 3 1 7 0 0 3 4 6 9 5 
Ans. 10 0 9 8 5 6 9 0 0 3 0 5 8 0 4 6 7 6 9 
Ans. 11 0 8 3 7 9 9 0 4 2 4 4 3 0 2 4 4 6 9 
Ans. 12 0 9 5 8 6 8 0 0 0 4 1 1 0 3 3 6 6 2 
Ans. 13 0 4 7 4 9 9 0 3 3 3 4 3 0 1 0 3 7 4 
Ans. 14 0 7 5 6 8 9 0 3 2 3 3 5 0 3 6 0 9 4 
Ans. 15 0 2 4 8 6 9 0 3 3 4 1 5 0 0 2 6 0 7 
Ans. 16 0 3 6 6 8 9 0 4 0 2 1 5 0 3 6 2 5 8 
Ans. 17 0 4 5 5 6 7 0 3 3 0 2 5 0 0 0 6 9 7 
Ans. 18 0 5 6 5 9 9 0 0 3 0 7 9 0 3 1 3 7 6 
Ans. 19 0 7 9 6 9 8 0 3 3 5 7 9 0 4 3 7 9 3 
Ans. 20 0 7 2 5 7 9 0 0 2 0 0 8 0 4 4 0 3 5 
Ans. 21 0 4 8 7 9 9 0 3 1 4 0 6 0 1 3 2 4 4 
Ans. 22 0 9 2 9 7 8 0 1 1 0 3 3 0 3 3 0 4 9 
Ans. 23 0 0 6 5 8 9 0 0 2 4 0 0 0 4 6 6 6 6 
Ans. 24 0 9 8 7 8 9 0 3 3 4 2 2 0 4 4 6 6 9 
Ans. 25 0 4 5 6 8 7 0 0 1 4 7 1 0 3 5 7 0 7 
Ans. 26 0 2 8 5 8 9 0 0 0 1 3 7 0 1 0 6 7 7 
Ans. 27 0 5 5 9 8 7 0 0 4 2 6 2 0 2 6 7 1 5 
Ans. 28 0 2 9 7 7 7 0 1 2 5 6 1 0 2 1 7 7 8 
Ans. 29 0 5 8 8 6 8 0 4 0 5 2 4 0 2 5 2 5 4 
Ans. 30 0 2 4 7 8 7 0 2 3 0 7 5 0 3 0 0 6 7 
Ans. 31 0 6 2 5 8 9 0 3 2 2 6 1 0 0 0 4 5 7 
Ans. 32 0 6 7 6 8 8 0 2 2 2 3 4 0 2 6 4 6 2 
Ans. 33 0 8 9 9 7 8 0 3 1 0 5 7 0 2 6 6 3 2 
Ans. 34 0 4 4 6 9 9 0 2 2 5 0 2 0 3 4 6 8 4 
Ans. 35 0 0 2 6 7 8 0 2 0 5 2 2 0 2 4 4 7 2 
Ans. 36 0 1 5 8 8 9 0 4 0 1 1 0 0 3 4 7 0 3 
Ans. 37 0 2 2 9 9 8 0 2 4 3 6 6 0 4 5 4 7 7 
Ans. 38 0 8 8 7 7 9 0 2 3 3 0 6 0 4 6 4 9 6 
Ans. 39 0 0 8 5 9 7 0 1 3 0 4 0 0 0 0 7 3 4 
Ans. 40 0 8 6 4 7 9 0 0 2 5 5 3 0 4 4 2 3 3 
Ans. 41 0 5 6 7 9 9 0 4 0 0 7 9 0 0 0 2 7 9 
Ans. 42 0 3 8 9 9 9 0 2 2 1 3 7 0 2 5 5 8 5 
Ans. 43 0 4 7 9 8 8 0 3 4 3 7 1 0 0 2 4 9 7 
Ans. 44 0 6 3 6 7 9 0 2 4 5 7 1 0 4 0 0 9 7 
Ans. 45 0 3 5 7 6 7 0 2 4 3 3 2 0 1 5 5 6 9 
Ans. 46 0 9 4 8 8 8 0 2 2 3 4 3 0 1 3 4 7 9 
Ans. 47 0 6 8 9 8 7 0 0 0 5 5 4 0 1 3 4 0 8 
Ans. 48 0 8 9 9 9 9 0 0 3 0 1 4 0 0 0 1 3 3 
Ans. 49 0 6 4 5 8 9 0 2 0 0 0 6 0 1 2 4 4 3 
Ans. 50 0 4 4 8 9 7 0 0 3 1 2 5 0 3 5 4 4 5 
Ans. 51 0 9 3 8 7 8 0 1 2 0 1 4 0 1 1 6 5 8 
Ans. 52 0 6 6 7 6 8 0 0 1 3 5 9 0 0 5 4 2 9 
Ans. 53 0 7 7 8 6 9 0 0 3 4 3 8 0 0 0 7 3 8 
Ans. 54 0 0 4 9 9 7 0 4 2 5 7 6 0 4 6 5 3 3 
Ans. 55 0 9 7 9 8 8 0 1 4 2 6 9 0 3 5 6 2 7 
Ans. 56 0 3 9 4 9 9 0 4 4 0 1 0 0 0 1 3 8 7 
Ans. 57 0 5 7 9 9 8 0 3 2 2 3 2 0 2 4 4 8 7 
Ans. 58 0 3 3 8 8 8 0 1 2 1 1 1 0 1 4 5 6 6 
Ans. 59 0 9 9 8 6 9 0 0 2 4 5 9 0 0 5 1 0 4 
Ans. 60 0 4 8 9 9 9 0 2 3 3 3 1 0 0 4 5 8 2 
Ans. 61 0 4 5 4 7 8 0 3 1 2 4 5 0 1 1 4 3 7 
Ans. 62 0 9 2 4 9 7 0 2 1 4 6 3 0 3 0 6 8 4 




Ans. 64 0 0 3 9 9 9 0 0 2 1 2 0 0 1 2 6 5 8 
Ans. 65 0 8 3 6 9 9 0 3 0 0 6 5 0 1 2 1 7 6 
Ans. 66 0 9 9 8 7 9 0 0 3 2 4 5 0 4 4 6 8 7 
Ans. 67 0 1 4 8 8 9 0 1 2 4 5 0 0 4 2 2 2 8 
Ans. 68 0 7 8 9 7 9 0 0 3 3 4 4 0 0 6 5 1 5 
Ans. 69 0 4 7 9 6 8 0 1 1 2 6 1 0 0 5 7 4 7 
Ans. 70 0 2 6 9 7 8 0 3 2 5 7 5 0 1 0 4 5 9 
Ans. 71 0 0 9 7 9 9 0 0 3 2 7 4 0 4 5 0 8 9 
Ans. 72 0 4 8 7 7 8 0 1 3 4 0 2 0 1 1 2 7 7 
Ans. 73 0 0 6 7 9 9 0 0 0 2 1 9 0 0 2 2 6 7 
Ans. 74 0 0 4 9 7 9 0 0 3 2 3 6 0 4 0 2 0 9 
Ans. 75 0 8 7 9 7 9 0 0 2 4 0 7 0 0 0 2 2 6 
Ans. 76 0 9 7 8 6 7 0 2 4 2 7 5 0 2 1 1 8 4 
Ans. 77 0 4 9 8 8 9 0 3 2 2 2 5 0 4 5 2 3 7 
Ans. 78 0 7 4 9 7 9 0 1 0 1 4 8 0 0 2 6 2 6 
Ans. 79 0 7 7 5 8 7 0 3 4 1 2 9 0 4 6 1 7 6 
Ans. 80 0 2 3 6 8 9 0 0 4 4 7 6 0 2 2 2 6 9 
Ans. 81 0 6 7 9 7 7 0 4 3 2 5 4 0 4 4 7 8 4 
Ans. 82 0 2 9 5 9 9 0 1 0 0 3 9 0 3 3 0 1 4 
Ans. 83 0 3 6 9 7 9 0 4 1 2 6 1 0 3 5 3 7 7 
Ans. 84 0 2 9 4 7 9 0 0 3 3 0 2 0 1 3 2 7 6 
Ans. 85 0 2 8 9 8 8 0 4 2 4 3 2 0 2 0 5 5 8 
Ans. 86 0 2 7 7 7 9 0 1 1 0 1 8 0 1 4 6 9 3 
Ans. 87 0 7 7 8 9 9 0 0 2 0 6 0 0 3 4 7 4 5 
Ans. 88 0 0 9 9 9 9 0 1 3 5 4 3 0 3 5 6 7 4 
Ans. 89 0 8 8 6 9 9 0 1 1 3 2 6 0 0 2 6 7 6 
Ans. 90 0 4 6 8 8 8 0 1 0 1 0 0 0 1 4 1 2 9 
Ans. 91 0 7 3 9 6 9 0 3 4 0 1 0 0 0 5 7 7 7 
Ans. 92 0 9 8 4 8 9 0 1 2 3 0 0 0 3 1 3 6 9 
Ans. 93 0 8 6 7 7 9 0 1 3 2 7 4 0 4 5 6 7 2 
Ans. 94 0 8 9 9 7 9 0 3 3 0 2 5 0 4 1 7 9 4 
Ans. 95 0 4 9 9 8 9 0 0 3 4 7 2 0 3 5 3 6 9 
Ans. 96 0 5 8 7 9 9 0 1 1 0 7 7 0 4 0 3 8 6 
Ans. 97 0 9 3 8 7 9 0 3 4 0 6 7 0 1 3 0 1 9 
Ans. 98 0 4 6 7 7 9 0 1 1 2 1 7 0 0 6 2 1 5 
Ans. 99 0 6 4 6 9 9 0 3 4 2 4 0 0 3 5 0 8 9 
Ans. 100 0 6 3 7 9 7 0 0 1 0 1 1 0 2 4 6 3 8 
Ans. 101 0 8 9 5 9 9 0 1 3 1 0 6 0 4 0 4 5 8 
Ans. 102 0 4 3 8 8 9 0 2 2 5 5 6 0 3 3 0 3 7 
Ans. 103 0 4 2 5 7 9 0 1 3 3 7 2 0 0 1 1 2 6 
Ans. 104 0 9 7 8 9 9 0 1 2 4 1 9 0 4 5 2 3 8 
Ans. 105 0 0 9 8 7 8 0 1 0 3 0 8 0 2 0 5 9 4 
Ans. 106 0 7 7 4 7 8 0 4 3 4 0 9 0 1 4 7 7 8 
Ans. 107 0 9 9 8 8 9 0 4 3 4 2 7 0 4 2 5 4 6 






APPENDIX C(1): SURVEY 1 ANALYSIS TABLE (SET 1) 




         






Mean skewness   kurtosis 
Q1 37 2.648649 3 4 1 1.183597 1.400901 0.446868 0.194582 -0.207826 1.56942 
Q2 37 4.405405 5 7 1 1.992478 3.96997 0.45228 0.327561 -0.275147 1.891848 
Q3 37 2.594595 2 6 0 2.006371 4.025526 0.773289 0.329845 0.277952 1.846989 
Q4 37 4.297297 4 6 3 1.127063 1.27027 0.262272 0.185288 0.3391447 1.768535 
Q5 37 3.891892 4 5 3 0.906268 0.821321 0.232861 0.14899 0.2132388 1.284859 
Q6 37 3.540541 4 6 0 1.879636 3.533033 0.53089 0.30901 -0.15307 1.678592 
Q7 37 3.054054 3 6 0 2.185126 4.774775 0.715484 0.359233 0.0597034 1.648216 
Q8 37 3.864865 4 5 3 0.855121 0.731231 0.221255 0.140581 0.2595605 1.453295 
Q9 37 2.72973 3 4 1 1.096678 1.202703 0.401753 0.180293 -0.345103 1.842489 
Q10 37 3.972973 4 6 2 1.624235 2.638138 0.408821 0.267023 0.0834732 1.427339 
Q11 37 4.72973 5 6 3 1.193702 1.424925 0.252383 0.196243 -0.259553 1.551928 
Q12 37 4.351351 4 6 3 1.059775 1.123123 0.243551 0.174226 0.2549837 1.88628 
Q13 37 2.540541 2 4 1 1.043354 1.088589 0.410682 0.171526 0.1142094 1.835288 
Q14 37 4.405405 4 7 2 1.72336 2.96997 0.391192 0.283319 0.1457924 1.746469 
Q15 37 3.945946 4 7 0 2.414608 5.83033 0.611921 0.396959 -0.13994 1.642103 
Q16 37 2.189189 2 4 0 1.391199 1.935435 0.635486 0.228712 -0.280254 1.953138 
Q17 37 2.810811 3 5 0 1.838445 3.37988 0.654062 0.302239 -0.31584 1.729628 
Q18 37 2.513514 3 4 1 1.193073 1.423423 0.474664 0.19614 -0.082124 1.515075 
Q19 37 3.513514 3 7 0 2.490221 6.201201 0.708755 0.40939 0.0767277 1.751197 
Q20 37 3.243243 3 6 0 2.178243 4.744745 0.671625 0.358101 -0.185769 1.656925 
Q21 37 3.594595 4 4 3 0.497743 0.247748 0.13847 0.081828 -0.385337 1.148485 
Q22 37 2.864865 3 5 1 1.583985 2.509009 0.552901 0.260406 0.1396576 1.504514 
Q23 37 2.864865 3 4 2 0.855121 0.731231 0.298486 0.140581 0.2595605 1.453295 
Q24 37 4.648649 4 7 3 1.476035 2.178679 0.317519 0.242659 0.361463 1.722313 
Q25 37 1.756757 2 4 0 1.441554 2.078078 0.820577 0.23699 0.1515765 1.626333 
Q26 37 5.081081 5 7 3 1.401951 1.965465 0.275916 0.230479 -0.145438 1.779768 
Q27 37 3.054054 3 6 0 2.120612 4.496997 0.69436 0.348627 0.0346724 1.644133 
Q28 37 4.72973 5 7 2 1.77402 3.147147 0.375079 0.291647 -0.27947 1.782072 
Q29 37 3.72973 4 5 3 0.732145 0.536036 0.1963 0.120364 0.4575799 2.010934 
Q30 37 4.405405 5 7 1 1.964398 3.858859 0.445906 0.322945 -0.447363 1.952311 
Q31 37 3.297297 3 6 1 1.898316 3.603604 0.575719 0.312081 0.2071605 1.591854 
Q32 37 3.324324 3 6 1 1.986818 3.947447 0.597661 0.326631 0.2961221 1.599322 
Q33 37 4.243243 4 5 3 0.760315 0.578078 0.179182 0.124995 -0.430484 1.881204 
Q34 37 4.540541 5 6 3 1.120382 1.255255 0.246751 0.18419 -0.102592 1.679582 





APPENDIX C(2): SURVEY 1 ANALYSIS TABLE (SET 2) 




         






Mean skewness   kurtosis 
Q1 39 3.076923 3 6 1 1.579217 2.493927 0.513246 0.252877 0.1564504 1.982404 
Q2 39 2.153846 2 4 0 1.405599 1.975709 0.6526 0.225076 -0.103612 1.743332 
Q3 39 4.487179 4 7 1 1.730102 2.993252 0.385566 0.277038 -0.225228 2.086259 
Q4 39 2.717949 3 4 1 1.122702 1.260459 0.413069 0.179776 -0.331502 1.768621 
Q5 39 2.923077 3 4 2 0.739296 0.546559 0.252917 0.118382 0.1194638 1.882222 
Q6 39 3.692308 4 6 1 1.489504 2.218623 0.403408 0.238512 -0.137479 2.078374 
Q7 39 4.641026 5 7 2 1.769436 3.130904 0.38126 0.283337 -0.250575 1.798056 
Q8 39 3.692308 4 5 2 1.173251 1.376518 0.317756 0.187871 -0.174649 1.552474 
Q9 39 3.461538 3 5 2 1.143544 1.307692 0.330357 0.183114 0.0955741 1.623935 
Q10 39 2.948718 3 4 2 0.825537 0.681512 0.279965 0.132192 0.0942729 1.511858 
Q11 39 3.333333 4 6 1 1.811271 3.280702 0.543381 0.290035 0.0578259 1.606552 
Q12 39 4.307692 4 6 3 1.055159 1.11336 0.244948 0.168961 0.0410902 1.729765 
Q13 39 4.820513 5 7 3 1.430344 2.045884 0.29672 0.229038 0.2103349 1.758386 
Q14 39 2.769231 2 5 1 1.477222 2.182186 0.533441 0.236545 0.2554483 1.649927 
Q15 39 2.461538 2 4 1 1.120295 1.255061 0.45512 0.179391 0.0403902 1.669043 
Q16 39 4.230769 4 5 3 0.841726 0.708502 0.198953 0.134784 -0.452329 1.594041 
Q17 39 2.769231 3 5 1 1.477222 2.182186 0.533441 0.236545 0.2058267 1.686575 
Q18 39 4.641026 5 6 3 1.012739 1.025641 0.218215 0.162168 -0.313733 2.045422 
Q19 39 2.769231 2 5 1 1.477222 2.182186 0.533441 0.236545 0.2554483 1.649927 
Q20 39 2.974359 3 4 2 0.842527 0.709852 0.283263 0.134912 0.0479468 1.447401 
Q21 39 3.923077 4 7 1 2.119888 4.493927 0.540364 0.339454 0.2362622 1.699657 
Q22 39 3 3 4 2 0.794719 0.631579 0.264907 0.127257 0 1.625 
Q23 39 3.641026 4 5 2 1.202786 1.446694 0.330343 0.1926 -0.290992 1.568887 
Q24 39 3.538462 4 5 2 1.072286 1.149798 0.303037 0.171703 -0.036082 1.783612 
Q25 39 4.205128 4 7 2 1.625123 2.641026 0.386462 0.260228 -0.037865 1.895788 
Q26 39 4.974359 5 7 3 1.441622 2.078273 0.289811 0.230844 0.2587212 1.711278 
Q27 39 2.692308 2 5 1 1.45374 2.11336 0.539961 0.232785 0.3927999 1.800502 
Q28 39 3.128205 3 4 2 0.656125 0.430499 0.209745 0.105064 -0.129693 2.343476 
Q29 39 3.410256 3 6 1 1.617632 2.616734 0.474343 0.259029 0.1065935 1.84875 
Q30 39 2.128205 2 4 0 1.301406 1.693657 0.611504 0.208392 -0.094775 1.945827 
Q31 39 2.435897 3 5 0 1.902835 3.620783 0.781164 0.304698 -0.016078 1.545047 
Q32 39 3.820513 4 6 1 1.730102 2.993252 0.452845 0.277038 -0.213788 1.782029 
Q33 39 4.615385 5 7 2 1.771342 3.137652 0.383791 0.283642 -0.149694 1.696266 
Q34 39 3.717949 4 6 1 1.520885 2.31309 0.409066 0.243537 -0.104202 1.924696 





APPENDIX C(3): SURVEY 1 ANALYSIS TABLE (SET 3) 




         






Mean skewness   kurtosis 
Q1 36 4 4 6 2 1.58565 2.514286 0.396413 0.264275 -0.043609 1.469008 
Q2 36 3.916667 4 7 1 1.991051 3.964286 0.508354 0.331842 -0.12589 1.641441 
Q3 36 2.444444 2 4 1 1.054093 1.111111 0.43122 0.175682 0.2223614 1.869257 
Q4 36 2.888889 3 4 1 1.089634 1.187302 0.377181 0.181606 -0.450171 1.87589 
Q5 36 4.611111 5 6 3 1.153325 1.330159 0.250119 0.192221 -0.105169 1.599017 
Q6 36 4.555556 5 7 2 1.763834 3.111111 0.387183 0.293972 -0.283322 1.670404 
Q7 36 2.666667 3 4 1 1.121224 1.257143 0.420459 0.186871 -0.301511 1.760331 
Q8 36 3.611111 4 6 0 2.155097 4.644444 0.596796 0.359183 -0.336499 1.725951 
Q9 36 3.111111 3 6 0 2.161716 4.673016 0.694837 0.360286 -0.024577 1.679104 
Q10 36 3.666667 3 6 2 1.511858 2.285714 0.412325 0.251976 0.4304431 1.7025 
Q11 36 3.833333 4 7 1 2.236068 5 0.583322 0.372678 0.1028063 1.543739 
Q12 36 2.805556 2.5 7 0 2.493643 6.218254 0.888823 0.415607 0.3816333 1.690617 
Q13 36 3.833333 4 6 2 1.276155 1.628571 0.33291 0.212693 0.2323741 2.122807 
Q14 36 1.861111 2 4 0 1.533489 2.351587 0.823964 0.255581 0.0433143 1.554188 
Q15 36 2.111111 2 4 0 1.304449 1.701587 0.617897 0.217408 -0.129258 1.948597 
Q16 36 2.861111 3 4 2 0.798312 0.637302 0.279022 0.133052 0.250057 1.652913 
Q17 36 3.527778 4 4 3 0.506309 0.256349 0.143521 0.084385 -0.111283 1.012384 
Q18 36 3.361111 3 4 3 0.487136 0.237302 0.144933 0.081189 0.5783149 1.334448 
Q19 36 2.972222 3 5 1 1.443925 2.084921 0.485807 0.240654 -0.06659 1.621832 
Q20 36 1.944444 2 4 0 1.372057 1.88254 0.705629 0.228676 0.1681383 1.858401 
Q21 36 2.472222 2.5 6 0 2.157858 4.656349 0.872841 0.359643 0.1855267 1.57452 
Q22 36 3.222222 3 6 1 1.725624 2.977778 0.535538 0.287604 0.192426 1.659431 
Q23 36 4.027778 4 5 3 0.877858 0.770635 0.217951 0.14631 -0.053475 1.336765 
Q24 36 4.361111 5 7 1 2.153439 4.637302 0.493782 0.358907 -0.198842 1.46823 
Q25 36 3.916667 4 5 3 0.769972 0.592857 0.196589 0.128329 0.1401809 1.744956 
Q26 36 3.388889 4 6 0 2.271284 5.15873 0.670215 0.378547 -0.328337 1.643024 
Q27 36 4.5 5 6 3 1.158817 1.342857 0.257515 0.193136 -0.055863 1.58488 
Q28 36 4.055556 4 5 3 0.82616 0.68254 0.203711 0.137693 -0.102141 1.513921 
Q29 36 3.305556 3 6 0 1.737312 3.018254 0.525574 0.289552 -0.082132 2.308715 
Q30 36 2.972222 3 4 2 0.73625 0.542064 0.24771 0.122708 0.0422416 1.897968 
Q31 36 4.138889 4 6 3 1.12511 1.265873 0.271839 0.187518 0.3345357 1.663822 
Q32 36 2 2 4 0 1.33095 1.771429 0.665475 0.221825 -0.147484 1.92924 
Q33 36 3.111111 3 5 1 1.389302 1.930159 0.446561 0.23155 -0.135807 1.771511 
Q34 36 4.277778 4.5 7 0 2.262882 5.120635 0.528985 0.377147 -0.365413 1.973879 





APPENDIX C(4): SURVEY 2 ANALYSIS TABLE (QUESTION WISE) 







         







Std. Error of 
Mean Skewness   Kurtosis 
Q1 0 1 108 0.00 0 0 0 0.00 0.00 . 0.00 . . 
Q2 20 1 108 4.94 5 9 0 2.95 8.69 0.60 0.28 -0.13 1.84 
Q3 40 1 108 6.10 6 9 2 2.23 4.99 0.37 0.21 -0.31 1.86 
Q4 60 1 108 7.04 7 9 4 1.67 2.80 0.24 0.16 -0.39 1.89 
Q5 80 1 108 7.80 8 9 6 1.02 1.04 0.13 0.10 -0.27 1.90 
Q6 100 1 108 8.47 9 9 7 0.74 0.55 0.09 0.07 -1.01 2.54 
Q7 0 2 108 0.00 0 0 0 0.00 0.00 . 0.00 . . 
Q8 20 2 108 1.70 1.5 4 0 1.41 1.99 0.83 0.14 0.25 1.74 
Q9 40 2 108 2.07 2 4 0 1.27 1.62 0.61 0.12 -0.25 2.04 
Q10 60 2 108 2.44 2 5 0 1.73 3.00 0.71 0.17 -0.06 1.72 
Q11 80 2 108 3.60 4 7 0 2.47 6.09 0.69 0.24 -0.03 1.61 
Q12 100 2 108 4.26 4.5 9 0 2.99 8.96 0.70 0.29 0.05 1.75 
Q13 0 3 108 0.00 0 0 0 0.00 0.00 . 0.00 . . 
Q14 20 3 108 2.09 2 4 0 1.47 2.16 0.70 0.14 -0.11 1.61 
Q15 40 3 108 2.97 3 6 0 2.11 4.46 0.71 0.20 -0.11 1.63 
Q16 60 3 108 3.84 4 7 0 2.31 5.35 0.60 0.22 -0.19 1.77 
Q17 80 3 108 5.11 6 9 0 2.68 7.20 0.53 0.26 -0.33 1.99 
Q18 100 3 108 6.08 6 9 2 2.16 4.66 0.35 0.21 -0.28 1.97 
Q19 0 4 108 0.00 0 0 0 0.00 0.00 . 0.00 . . 
Q20 20 4 108 5.90 6 9 2 2.15 4.63 0.36 0.21 -0.16 1.89 
Q21 40 4 108 6.98 7 9 4 1.74 3.03 0.25 0.17 -0.25 1.73 
Q22 60 4 108 7.79 8 9 6 1.09 1.18 0.14 0.10 -0.36 1.84 
Q23 80 4 108 8.52 9 9 7 0.70 0.49 0.08 0.07 -1.12 2.88 
Q24 100 4 108 8.49 9 9 7 0.66 0.44 0.08 0.06 -0.93 2.72 
Q25 0 5 108 0.00 0 0 0 0.00 0.00 . 0.00 . . 
Q26 20 5 108 0.00 0 0 0 0.00 0.00 . 0.00 . . 
Q27 40 5 108 1.19 1 2 0 0.81 0.66 0.68 0.08 -0.35 1.62 
Q28 60 5 108 1.54 2 3 0 1.11 1.24 0.72 0.11 -0.07 1.67 
Q29 80 5 108 1.77 2 4 0 1.37 1.88 0.78 0.13 0.25 1.83 
Q30 100 5 108 2.75 2 6 0 1.85 3.40 0.67 0.18 0.17 2.02 
Q31 0 6 108 0.00 0 0 0 0.00 0.00 . 0.00 . . 
Q32 20 6 108 3.95 4 8 0 2.63 6.92 0.67 0.25 0.03 1.71 
Q33 40 6 108 5.07 5 6 4 0.83 0.69 0.16 0.08 -0.14 1.48 
Q34 60 6 108 5.98 6 9 2 2.21 4.88 0.37 0.21 -0.25 1.93 
Q35 80 6 108 7.01 7 9 5 1.23 1.50 0.17 0.12 -0.05 2.02 
Q36 100 6 108 7.81 8 9 6 1.08 1.17 0.14 0.10 -0.37 1.84 
Q37 0 7 108 0.00 0 0 0 0.00 0.00 . 0.00 . . 
Q38 20 7 108 4.86 5 9 0 2.93 8.61 0.60 0.28 -0.23 1.74 
Q39 40 7 108 5.99 6 9 2 2.19 4.81 0.37 0.21 -0.35 1.97 
Q40 60 7 108 7.06 7 9 5 1.24 1.55 0.18 0.12 0.04 2.00 
Q41 80 7 108 7.94 8 9 5 1.13 1.28 0.14 0.11 -0.61 2.09 


























Anger 648 5.73 7 9 0 3.29 10.85 0.58 0.13 -0.74 2.07 
Contem
pt 648 2.35 2 9 0 2.34 5.46 1.00 0.09 0.87 3.01 
Disgust 648 3.35 3 9 0 2.81 7.91 0.84 0.11 0.33 1.93 
Fear 648 6.28 8 9 0 3.22 10.34 0.51 0.13 -1.07 2.68 
Happy 648 1.21 1 6 0 1.46 2.14 1.21 0.06 1.16 3.75 
Sad 648 4.97 6 9 0 3.00 9.01 0.60 0.12 -0.50 2.00 
Surpris





APPENDIX D(1): REGRESSION ANALYSIS FOR INDIVIDUAL EMOTIONS 
Regression (Individual Emotions - Survey 2)  
 
Cross Validation Parts = 9 
Estimation = 8 parts 
Testing = 1 part 
Iteration = 9 times 
Total obs. for each emotion: 648 
No. of Obs. in each part = 72  
 
 






S=β1*x + β0 
R-squared     =    0.5910 
Adj R-squared =    0.5903 
Root MSE      =  2.108128 
Res. dev.     =  2803.499 
 
------------------------------------------------------------------------------ 
     Stress  |      Coef.   Std. Err.      t    P>|t|     [95% Conf. Interval] 
-------------+---------------------------------------------------------------- 
          β1 |   .0740741   .0024246    30.55   0.000     .0693131    .0788351 





2 + β1*x + β0  
R-squared     =    0.6873 
Adj R-squared =    0.6864 
Root MSE      =  1.844599 
Res. dev.     =  2629.429 
 
------------------------------------------------------------------------------ 
      Stress |      Coef.   Std. Err.      t    P>|t|     [95% Conf. Interval] 
-------------+---------------------------------------------------------------- 
          β2 |  -.0010239   .0000726   -14.10   0.000    -.0011665   -.0008813 
          β1 |   .1764633   .0075659    23.32   0.000     .1616064    .1913202 






2 + β1*x + β0 
R-squared     =    0.7171 
Adj R-squared =    0.7158 
Root MSE      =  1.755994 
Res. dev.     =  2564.625 
 
------------------------------------------------------------------------------ 
      Stress |      Coef.   Std. Err.      t    P>|t|     [95% Conf. Interval] 
-------------+---------------------------------------------------------------- 
          β3 |   .0000216   2.62e-06     8.23   0.000     .0000164    .0000267 
          β2 |   -.004263   .0003996   -10.67   0.000    -.0050477   -.0034784 
          β1 |   .2947996   .0160816    18.33   0.000     .2632209    .3263783 











R-squared     =    0.8768 
Adj R-squared =    0.8765 
Root MSE      =  2.321107 
Res. dev.     =   2928.23 
 
------------------------------------------------------------------------------ 
      Stress |      Coef.   Std. Err.      t    P>|t|     [95% Conf. Interval] 
-------------+---------------------------------------------------------------- 
           a |   5.725309          .        .       .            .           . 
           b |   .0109992   .0005083    21.64   0.000     .0100011    .0119973 




S=a*loge(b*x + c)   
 
R-squared     =    0.9312 
Adj R-squared =    0.9309 
Root MSE      =  1.735823 
Res. dev.     =  2550.657 
 
------------------------------------------------------------------------------ 
      Stress |      Coef.   Std. Err.      t    P>|t|     [95% Conf. Interval] 
-------------+---------------------------------------------------------------- 
           a |   2.352859   .1794212    13.11   0.000     2.000538    2.705179 
           b |   .3330456   .0804776     4.14   0.000     .1750158    .4910754 
           c |   1.002866   .0711571    14.09   0.000     .8631387    1.142594 
------------------------------------------------------------------------------ 
 





S=β1*x + β0 
R-squared     =    0.3271 
Adj R-squared =    0.3261 
Root MSE      =  1.917754 
Res. dev.     =  2680.838 
 
------------------------------------------------------------------------------ 
    Stress   |      Coef.   Std. Err.      t    P>|t|     [95% Conf. Interval] 
-------------+---------------------------------------------------------------- 
          β1 |   .0390873   .0022056    17.72   0.000     .0347562    .0434184 





2 + β1*x + β0  
R-squared     =    0.3287 
Adj R-squared =    0.3266 
Root MSE      =  1.916984 
Res. dev.     =  2679.314 
 
------------------------------------------------------------------------------ 
      Stress |      Coef.   Std. Err.      t    P>|t|     [95% Conf. Interval] 
-------------+---------------------------------------------------------------- 
          β2 |   -.000093   .0000755    -1.23   0.218    -.0002412    .0000552 
          β1 |   .0483879   .0078628     6.15   0.000      .032948    .0638278 









2 + β1*x + β0 
R-squared     =    0.3359 
Adj R-squared =    0.3329 
Root MSE      =  1.908097 
Res. dev.     =  2672.286 
 
------------------------------------------------------------------------------ 
      Stress |      Coef.   Std. Err.      t    P>|t|     [95% Conf. Interval] 
-------------+---------------------------------------------------------------- 
          β3 |   7.56e-06   2.85e-06     2.65   0.008     1.96e-06    .0000132 
          β2 |  -.0012263   .0004342    -2.82   0.005    -.0020789   -.0003737 
          β1 |   .0897909   .0174746     5.14   0.000     .0554769     .124105 





R-squared     =    0.6537 
Adj R-squared =    0.6527 
Root MSE      =  1.950966 
Res. dev.     =   2703.09 
 
------------------------------------------------------------------------------ 
      Stress |      Coef.   Std. Err.      t    P>|t|     [95% Conf. Interval] 
-------------+---------------------------------------------------------------- 
           a |   2.347222          .        .       .            .           . 
           b |   .0154239   .0011279    13.68   0.000     .0132092    .0176386 




S=a*loge(b*x + c) 
R-squared     =    0.6667 
Adj R-squared =    0.6651 
Root MSE      =  1.915583 
Res. dev.     =  2678.366 
 
------------------------------------------------------------------------------ 
      Stress |      Coef.   Std. Err.      t    P>|t|     [95% Conf. Interval] 
-------------+---------------------------------------------------------------- 
           a |    5.03642   2.489272     2.02   0.043     .1483643    9.924477 
           b |   .0122705   .0086999     1.41   0.159    -.0048131    .0293541 
           c |   1.035719   .0313976    32.99   0.000     .9740649    1.097373 
------------------------------------------------------------------------------ 
 





S=β1*x + β0 
R-squared     =    0.4909 
Adj R-squared =    0.4901 
Root MSE      =  2.007895 
Res. dev.     =  2740.366 
 
------------------------------------------------------------------------------ 
      Stress |      Coef.   Std. Err.      t    P>|t|     [95% Conf. Interval] 
-------------+---------------------------------------------------------------- 
          β1 |   .0576323   .0023093    24.96   0.000     .0530976    .0621669 
          β0 |   .4686949    .139835     3.35   0.001     .1941089    .7432809 
------------------------------------------------------------------------------ 







2 + β1*x + β0  
R-squared     =    0.4950 
Adj R-squared =    0.4934 
Root MSE      =  2.001314 
Res. dev.     =  2735.107 
 
------------------------------------------------------------------------------ 
      Stress |      Coef.   Std. Err.      t    P>|t|     [95% Conf. Interval] 
-------------+---------------------------------------------------------------- 
          β2 |  -.0001806   .0000788    -2.29   0.022    -.0003354   -.0000259 
          β1 |   .0756961   .0082087     9.22   0.000      .059577    .0918152 






2 + β1*x + β0 
R-squared     =    0.4989 
Adj R-squared =    0.4966 
Root MSE      =  1.995013 
Res. dev.     =  2730.015 
 
------------------------------------------------------------------------------ 
      Stress |      Coef.   Std. Err.      t    P>|t|     [95% Conf. Interval] 
-------------+---------------------------------------------------------------- 
          β3 |   6.72e-06   2.98e-06     2.25   0.025     8.66e-07    .0000126 
          β2 |  -.0011885    .000454    -2.62   0.009      -.00208   -.0002971 
          β1 |   .1125184   .0182706     6.16   0.000     .0766413    .1483955 





R-squared     =    0.7722 
Adj R-squared =    0.7715 
Root MSE      =  2.089993 
Res. dev.     =  2792.302 
 
------------------------------------------------------------------------------ 
      Stress |      Coef.   Std. Err.      t    P>|t|     [95% Conf. Interval] 
-------------+---------------------------------------------------------------- 
           a |   3.350309          .        .       .            .           . 
           b |   .0156227   .0008471    18.44   0.000     .0139593    .0172862 




S=a*loge(b*x + c) 
R-squared     =    0.7920 
Adj R-squared =    0.7910 
Root MSE      =  1.999037 
Res. dev.     =  2733.632 
 
------------------------------------------------------------------------------ 
      Stress |      Coef.   Std. Err.      t    P>|t|     [95% Conf. Interval] 
-------------+---------------------------------------------------------------- 
           a |   7.259541    2.47603     2.93   0.003     2.397488    12.12159 
           b |   .0125055   .0060928     2.05   0.041     .0005414    .0244696 











S=β1*x + β0 
R-squared     =    0.6028 
Adj R-squared =    0.6022 
Root MSE      =  2.027866 
Res. dev.     =  2753.192 
 
------------------------------------------------------------------------------ 
      Stress |      Coef.   Std. Err.      t    P>|t|     [95% Conf. Interval] 
-------------+---------------------------------------------------------------- 
          β1 |   .0730291   .0023323    31.31   0.000     .0684494    .0776088 
          β0 |   2.627866   .1412258    18.61   0.000     2.350549    2.905183 
------------------------------------------------------------------------------ 
   
Quadratic Model 
S= β2*x
2 + β1*x + β0  
R-squared     =    0.7880 
Adj R-squared =    0.7873 
Root MSE      =  1.482707 
Res. dev.     =  2346.392 
 
------------------------------------------------------------------------------ 
      Stress |      Coef.   Std. Err.      t    P>|t|     [95% Conf. Interval] 
-------------+---------------------------------------------------------------- 
          β2 |  -.0013856   .0000584   -23.74   0.000    -.0015002    -.001271 
          β1 |   .2115873   .0060816    34.79   0.000     .1996452    .2235294 






2 + β1*x + β0 
R-squared     =    0.8271 
Adj R-squared =    0.8263 
Root MSE      =  1.339888 
Res. dev.     =  2214.124 
 
------------------------------------------------------------------------------ 
      Stress |      Coef.   Std. Err.      t    P>|t|     [95% Conf. Interval] 
-------------+---------------------------------------------------------------- 
          β3 |   .0000242   2.00e-06    12.08   0.000     .0000202    .0000281 
          β2 |  -.0050121   .0003049   -16.44   0.000    -.0056109   -.0044134 
          β1 |    .344077   .0122709    28.04   0.000     .3199813    .3681727 





R-squared     =    0.8965 
Adj R-squared =    0.8962 
Root MSE      =  2.272261 
Res. dev.     =  2900.666 
 
------------------------------------------------------------------------------ 
      Stress |      Coef.   Std. Err.      t    P>|t|     [95% Conf. Interval] 
-------------+---------------------------------------------------------------- 
           a |   6.279321          .        .       .            .           . 
           b |   .0096392   .0004447    21.67   0.000     .0087659    .0105126 









S=a*loge(b*x + c) 
 
R-squared     =    0.9672 
Adj R-squared =    0.9671 
Root MSE      =  1.279821 
Res. dev.     =  2155.687 
 
------------------------------------------------------------------------------ 
      Stress |      Coef.   Std. Err.      t    P>|t|     [95% Conf. Interval] 
-------------+---------------------------------------------------------------- 
           a |   1.760741   .1069595    16.46   0.000      1.55071    1.970771 
           b |    1.36312   .3633374     3.75   0.000     .6496526    2.076587 
           c |   .9999549   .0699386    14.30   0.000     .8626201     1.13729 
------------------------------------------------------------------------------ 
 





S=β1*x + β0 
R-squared     =    0.4192 
Adj R-squared =    0.4183 
Root MSE      =  1.116425 
Res. dev.     =  1979.671 
 
------------------------------------------------------------------------------ 
      Stress |      Coef.   Std. Err.      t    P>|t|     [95% Conf. Interval] 
-------------+---------------------------------------------------------------- 
          β1 |   .0277249    .001284    21.59   0.000     .0252035    .0302462 
          β0 |  -.1794533   .0777507    -2.31   0.021    -.3321278   -.0267787 
------------------------------------------------------------------------------ 




2 + β1*x + β0  
R-squared     =    0.4203 
Adj R-squared =    0.4185 
Root MSE      =  1.116224 
Res. dev.     =  1978.435 
 
------------------------------------------------------------------------------ 
      Stress |      Coef.   Std. Err.      t    P>|t|     [95% Conf. Interval] 
-------------+---------------------------------------------------------------- 
          β2 |   .0000488   .0000439     1.11   0.267    -.0000375    .0001351 
          β1 |   .0228472   .0045784     4.99   0.000     .0138569    .0318376 






2 + β1*x + β0 
R-squared     =    0.4203 
Adj R-squared =    0.4176 
Root MSE      =   1.11709 
Res. dev.     =  1978.434 
 
------------------------------------------------------------------------------ 
      Stress |      Coef.   Std. Err.      t    P>|t|     [95% Conf. Interval] 
-------------+---------------------------------------------------------------- 
          β3 |  -4.29e-08   1.67e-06    -0.03   0.980    -3.32e-06    3.23e-06 
          β2 |   .0000552   .0002542     0.22   0.828     -.000444    .0005544 
          β1 |   .0226123   .0102304     2.21   0.027     .0025232    .0427014 










R-squared     =    0.6397 
Adj R-squared =    0.6385 
Root MSE      =  1.140027 
Res. dev.     =  2006.785 
 
------------------------------------------------------------------------------ 
      Stress |      Coef.   Std. Err.      t    P>|t|     [95% Conf. Interval] 
-------------+---------------------------------------------------------------- 
           a |    1.20679          .        .       .            .           . 
           b |   .0213274   .0014236    14.98   0.000     .0185319    .0241229 




S=a*loge(b*x + c) 
R-squared     =    0.6551 
Adj R-squared =    0.6535 
Root MSE      =  1.116194 
Res. dev.     =    1978.4 
 
------------------------------------------------------------------------------ 
      Stress |      Coef.   Std. Err.      t    P>|t|     [95% Conf. Interval] 
-------------+---------------------------------------------------------------- 
           a |  -7.564086   6.524374    -1.16   0.247    -20.37566    5.247492 
           b |  -.0031208   .0022451    -1.39   0.165    -.0075294    .0012879 
           c |    1.01525   .0110689    91.72   0.000     .9935142    1.036985 
------------------------------------------------------------------------------ 
 





S=β1*x + β0 
R-squared     =    0.6380 
Adj R-squared =    0.6374 
Root MSE      =  1.807546 
Res. dev.     =  2604.135 
 
------------------------------------------------------------------------------ 
      Stress |      Coef.   Std. Err.      t    P>|t|     [95% Conf. Interval] 
-------------+---------------------------------------------------------------- 
          β1 |   .0701455   .0020789    33.74   0.000     .0660633    .0742277 






2 + β1*x + β0  
R-squared     =    0.6956 
Adj R-squared =    0.6946 
Root MSE      =  1.658885 
Res. dev.     =  2491.902 
 
------------------------------------------------------------------------------ 
      Stress |      Coef.   Std. Err.      t    P>|t|     [95% Conf. Interval] 
-------------+---------------------------------------------------------------- 
          β2 |  -.0007213   .0000653   -11.04   0.000    -.0008496   -.0005931 
          β1 |   .1422768   .0068042    20.91   0.000     .1289157    .1556379 









2 + β1*x + β0 
R-squared     =    0.7158 
Adj R-squared =    0.7144 
Root MSE      =  1.604158 
Res. dev.     =   2447.42 
 
------------------------------------------------------------------------------ 
      Stress |      Coef.   Std. Err.      t    P>|t|     [95% Conf. Interval] 
-------------+---------------------------------------------------------------- 
          β3 |   .0000162   2.40e-06     6.76   0.000     .0000115    .0000209 
          β2 |  -.0031535    .000365    -8.64   0.000    -.0038703   -.0024367 
          β1 |   .2311318   .0146911    15.73   0.000     .2022836      .25998 





R-squared     =    0.8811 
Adj R-squared =    0.8808 
Root MSE      =  2.004689 
Res. dev.     =  2738.295 
 
------------------------------------------------------------------------------ 
      Stress |      Coef.   Std. Err.      t    P>|t|     [95% Conf. Interval] 
-------------+---------------------------------------------------------------- 
           a |   4.970679          .        .       .            .           . 
           b |   .0122197   .0005155    23.70   0.000     .0112074    .0132319 




S=a*loge(b*x + c) 
R-squared     =    0.9246 
Adj R-squared =    0.9243 
Root MSE      =  1.597537 
Res. dev.     =  2443.065 
 
------------------------------------------------------------------------------ 
      Stress |      Coef.   Std. Err.      t    P>|t|     [95% Conf. Interval] 
-------------+---------------------------------------------------------------- 
           a |   2.856411    .228729    12.49   0.000     2.407268    3.305554 
           b |   .1322191   .0265023     4.99   0.000     .0801778    .1842603 
           c |   1.009153    .054094    18.66   0.000     .9029318    1.115375 
------------------------------------------------------------------------------ 
 





S=β1*x + β0 
R-squared     =    0.6067 
Adj R-squared =    0.6061 
Root MSE      =  2.051699 
Res. dev.     =  2768.335 
 
------------------------------------------------------------------------------ 
      Stress |      Coef.   Std. Err.      t    P>|t|     [95% Conf. Interval] 
-------------+---------------------------------------------------------------- 
          β1 |   .0744841   .0023597    31.57   0.000     .0698506    .0791177 










2 + β1*x + β0  
R-squared     =    0.7062 
Adj R-squared =    0.7052 
Root MSE      =  1.774708 
Res. dev.     =   2579.37 
 
------------------------------------------------------------------------------ 
      Stress |      Coef.   Std. Err.      t    P>|t|     [95% Conf. Interval] 
-------------+---------------------------------------------------------------- 
          β2 |  -.0010326   .0000699   -14.78   0.000    -.0011698   -.0008954 
          β1 |   .1777414   .0072793    24.42   0.000     .1634475    .1920353 






2 + β1*x + β0 
R-squared     =    0.7286 
Adj R-squared =    0.7273 
Root MSE      =  1.706973 
Res. dev.     =  2527.931 
 
------------------------------------------------------------------------------ 
      Stress |      Coef.   Std. Err.      t    P>|t|     [95% Conf. Interval] 
-------------+---------------------------------------------------------------- 
          β3 |   .0000186   2.55e-06     7.29   0.000     .0000136    .0000236 
          β2 |  -.0038232   .0003884    -9.84   0.000     -.004586   -.0030604 
          β1 |   .2796927   .0156327    17.89   0.000     .2489955    .3103899 







R-squared     =    0.8804 
Adj R-squared =    0.8801 
Root MSE      =  2.275786 
Res. dev.     =  2902.675 
 
------------------------------------------------------------------------------ 
      Stress |      Coef.   Std. Err.      t    P>|t|     [95% Conf. Interval] 
-------------+---------------------------------------------------------------- 
           a |    5.70216          .        .       .            .           . 
           b |    .011064   .0005007    22.10   0.000     .0100809    .0120472 




S=a*loge(b*x + c) 
 
R-squared     =    0.9349 
Adj R-squared =    0.9346 
Root MSE      =  1.680675 
Res. dev.     =  2508.815 
 
------------------------------------------------------------------------------ 
      Stress |      Coef.   Std. Err.      t    P>|t|     [95% Conf. Interval] 
-------------+---------------------------------------------------------------- 
           a |   2.445621   .1796993    13.61   0.000     2.092755    2.798487 
           b |   .2922014   .0658358     4.44   0.000     .1629231    .4214797 





APPENDIX D(2): REGRESSION ANALYSIS FOR EMOTION MIXTURE 
S is Stress, A is Percentage Anger, C is Percentage Contempt, D is Percentage 
Disgust, F is percentage Fear, H is Percentage happy, L is Percentage Sad and J 
is Percentage Surprise. 
 
Linear Model 
S =  β0  +  β1 A + β2 C + β3 D + β4 F + β5 H + β6 L + β7 J   
R-squared     =    0.7764 
Adj R-squared =    0.7760 
Root MSE      =  1.383953 
Res. dev.     =  13664.03 
 
------------------------------------------------------------------------------ 
      Stress |      Coef.   Std. Err.      t    P>|t|     [95% Conf. Interval] 
-------------+---------------------------------------------------------------- 
          β0 |   96.28111   1044.314     0.09   0.927     -1951.17    2143.732 
          β1 |  -87.89752   1044.314    -0.08   0.933    -2135.349    1959.554 
          β2 |   -93.0322   1044.314    -0.09   0.929    -2140.483    1954.419 
          β3 |  -90.40069   1044.314    -0.09   0.931    -2137.852     1957.05 
          β4 |  -87.71609   1044.314    -0.08   0.933    -2135.167    1959.735 
          β5 |  -95.21898   1044.314    -0.09   0.927     -2142.67    1952.232 
          β6 |   -88.6281   1044.314    -0.08   0.932    -2136.079    1958.823 





S =  β0  +  β1 A +  β2 A
2 + β3 C + β4 C
2 + β5 D + β6 D
2 + β7 F+ β8 F
2 + β9 H + β10 H
2 + β11 L + β12 L
2 + β13 J + β14 J
2 
R-squared     =    0.7775 
Adj R-squared =    0.7767 
Root MSE      =  1.381605 
Res. dev.     =   13643.7 
 
------------------------------------------------------------------------------ 
      Stress |      Coef.   Std. Err.      t    P>|t|     [95% Conf. Interval] 
-------------+---------------------------------------------------------------- 
          β0 |   90.86645    1043.01     0.09   0.931     -1954.03    2135.763 
          β1 |  -84.67025    1045.35    -0.08   0.935    -2134.153    1964.813 
          β2 |   2.407932   42.92489     0.06   0.955    -81.74939    86.56526 
          β3 |  -77.27121   1044.608    -0.07   0.941    -2125.299    1970.757 
          β4 |  -10.26047   32.42172    -0.32   0.752    -73.82558    53.30463 
          β5 |   -97.7475   1042.385    -0.09   0.925    -2141.419    1945.924 
          β6 |    12.9933   33.46775     0.39   0.698    -52.62263    78.60923 
          β7 |  -76.47145   1042.597    -0.07   0.942    -2120.557    1967.614 
          β8 |  -7.434782   24.06041    -0.31   0.757    -54.60695    39.73738 
          β9 |  -114.7128   1043.298    -0.11   0.912    -2160.174    1930.748 
         β10 |   25.72622   26.14297     0.98   0.325    -25.52896    76.98139 
         β11 |  -72.43015   1044.591    -0.07   0.945    -2120.427    1975.566 
         β12 |  -10.85068   32.36096    -0.34   0.737    -74.29667    52.59531 
         β13 |  -72.07978   1043.415    -0.07   0.945     -2117.77     1973.61 














S =  β0  +  β1 A +  β2 A
2 + β3 A
3 + β4 C + β5 C
2 + β6 C
3 + β7 D + β8 D
2 + β9 D
3 + β10 F+ β11 F
2 + β12 F
3+ β13 H + β14 H
2 + 
β15 H
3 + β16 L + β17 L
2 + β18 L
3 + β19 J + β20 J





R-squared     =    0.7777 
Adj R-squared =    0.7765 
Root MSE      =  1.382378 
Res. dev.     =  13641.05 
 
------------------------------------------------------------------------------ 
      Stress |      Coef.   Std. Err.      t    P>|t|     [95% Conf. Interval] 
-------------+---------------------------------------------------------------- 
          β0 |   230.2534   1078.871     0.21   0.831    -1884.952    2345.459 
          β1 |  -144.0555   1050.858    -0.14   0.891     -2204.34    1916.229 
          β2 |   -329.161   760.9915    -0.43   0.665     -1821.14    1162.818 
          β3 |    252.326   536.0028     0.47   0.638    -798.5464    1303.199 
          β4 |  -133.7734    1054.42    -0.13   0.899     -2201.04    1933.493 
          β5 |  -342.3372   634.9708    -0.54   0.590    -1587.244    902.5693 
          β6 |   249.8895   458.0097     0.55   0.585    -648.0719    1147.851 
          β7 |  -76.11144   1043.957    -0.07   0.942    -2122.864    1970.641 
          β8 |  -403.5903   755.6105    -0.53   0.593     -1885.02    1077.839 
          β9 |   256.1442   478.5553     0.54   0.593    -682.0983    1194.387 
         β10 |  -360.1266   1139.514    -0.32   0.752    -2594.227    1873.973 
         β11 |   177.6622   1077.778     0.16   0.869    -1935.401    2290.725 
         β12 |  -38.62075   721.9226    -0.05   0.957    -1454.003    1376.761 
         β13 |   441.7147   1202.802     0.37   0.713    -1916.467    2799.896 
         β14 |  -1516.182   1349.599    -1.12   0.261    -4162.169    1129.806 
         β15 |   847.0836   766.3309     1.11   0.269    -655.3639    2349.531 
         β16 |  -189.9072    1062.59    -0.18   0.858    -2273.193    1893.379 
         β17 |  -209.3412   594.7261    -0.35   0.725    -1375.345    956.6626 
         β18 |   176.8702   432.8361     0.41   0.683    -671.7364    1025.477 
         β19 |  -103.5038   1053.537    -0.10   0.922    -2169.041    1962.033 
         β20 |  -502.1958   748.7193    -0.67   0.502    -1970.114    965.7228 








R-squared     =    0.9526 
Adj R-squared =    0.9525 
Root MSE      =  1.481836 
Res. dev.     =   14200.8 
 
------------------------------------------------------------------------------ 
      Stress |      Coef.   Std. Err.      t    P>|t|     [95% Conf. Interval] 
-------------+---------------------------------------------------------------- 
          β0 |   5.380533   .0519934   103.48   0.000     5.278591    5.482474 
          β1 |   .0094734   .0000727   130.23   0.000     .0093308     .009616 
          β2 |   .0001162    .000183     0.63   0.526    -.0002427     .000475 
          β3 |   .0059987   .0001087    55.16   0.000     .0057855    .0062119 
          β4 |   .0096732   .0000831   116.40   0.000     .0095103    .0098362 
          β5 |  -.0093466   .0004379   -21.34   0.000    -.0102052    -.008488 
          β6 |   .0085908   .0000876    98.04   0.000      .008419    .0087626 
          β7 |   .0097901   .0000751   130.44   0.000     .0096429    .0099372 










S = β0* loge ( β1 A + β2 C + β3 D + β4 F + β5 H + β6 L + β7 J+ β8) 
R-squared     =    0.9589 
Adj R-squared =    0.9588 
Root MSE      =  1.382292 
Res. dev.     =  13654.61 
 
------------------------------------------------------------------------------ 
      Stress |      Coef.   Std. Err.      t    P>|t|     [95% Conf. Interval] 
-------------+---------------------------------------------------------------- 
          β0 |  -2.872705   1.118254    -2.57   0.010    -5.065121   -.6802888 
          β1 |   .0022275   .0006128     3.64   0.000     .0010261     .003429 
          β2 |   .0048543   .0014417     3.37   0.001     .0020278    .0076809 
          β3 |    .002942   .0010319     2.85   0.004     .0009189    .0049651 
          β4 |   .0022007   .0005862     3.75   0.000     .0010515    .0033499 
          β5 |   .0081164   .0012025     6.75   0.000     .0057588    .0104741 
          β6 |   .0023685   .0007197     3.29   0.001     .0009575    .0037795 
          β7 |   .0021224    .000609     3.48   0.000     .0009283    .0033164 







APPENDIX E: MODEL 5 GRAPHS 
Below are seven graphs, one for each individual emotion, where percentage of the lead 
emotion was plotted against the stress values during estimation for the logarithmic model 
(Model 5). 
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