We prove the perturbative renormalisability of a minimalist translation-invariant non-commutative scalar field theory. The result is based on a careful analysis of the uv/ir mixing of the non-commutative φ 4 4 model on the Moyal space R 4 Θ .
Introduction
Four-dimensional quantum field theory suffers from infrared and ultraviolet divergences as well as from the divergence of the renormalised perturbation expansion. Despite early suggestions as to modify the space-time structure [1] , quantum field theory on non-commutative spaces was studied in details only after Alain Connes developed noncommutative geometry [2] .
The first steps were connected to symmetry preserving regularisations of quantum field theoretical models. After it was realized that such models can be obtained from string theory in the field theory limit [3, 4] , a new boom set in.
The formulation of models on non-commutative spaces is quite simple and many properties have been analysed, see for example [5] . The study of the question of renormalisability is much more involved [6, 7] . The best-known non-commutative space-time is the Moyal plane. Let us review sketchily the main advances about renormalisation on such a space.
We start with the simplest φ 4 model on the four-dimensional Moyal space R It is well known that this model suffers uv/ir mixing and is not renormalisable [6] . Several solutions to this problem have been found. The first one has been given by one of us (H. G.) and R. Wulkenhaar [8, 9] . It consists in adding an harmonic potential term to the action (1.1) which becomes:
where Ω ∈ (0, 1] and x = 2Θ −1 x. Their seminal work has been improved and reproven at least twice: by using the multiscale analysis in the matrix basis [10] and the x-space formalism [11] .
Another way out of the non-renormalisability of the model (1.1) consists in using complex fields. Contrary to its commutative counterpart, the quartic interaction on the Moyal space is only cyclically invariant. Then the two following monomials are different:
φ φ φ φ = φ φ φ φ. In x-space, there is a clear distinction between orientable and non-orientable graphs [11] . The latter are responsible for the non-renormalisable uv/ir mixing. This has been proven in [12] . It turns out that the interaction with alternatinḡ φ's and φ's only produces orientable graphs so that a model with this only interaction term is renormalisable.
Recently a new renormalisable non-commutative scalar model has been found by R. Gurau, J. Magnen, V. Rivasseau and A. Tanasa [13] . Inspired by the behaviour of the so-called non-planar tadpole, they added a non-local term to the action:
where a ∈ R + , F means the Fourier transform andφ := F (φ). Note that such a model is translation-invariant which should help finding a new candidate for a renormalisable non-commutative Yang-Mills theory [14] . In this letter we propose a new minimalist translation-invariant renormalisable noncommutative scalar field theory. In section 2 we define the model and state our main result. We also recall the importance of the topology of the non-commutative Feynman graphs and recast the result of Filk [15] with our notations. Section 3 is devoted to a careful study of the uv/ir mixing phenomenon. We first compute a rough power counting. Then we refine it by analysing in details the two-and four-point graphs responsible for the mixing. In section 4 we provide the renormalisation step. We prove that the divergent parts of the graphs are only of the type of a mass, wave-function, coupling constant and a new non-local µ (see eq. (2.1)) counterterm. We also show that there is no need for "non-Moyal" interaction counterterm. Finally we conclude in section 5.
Definition of the model
Action and main result
where µ has mass dimension −2. Our main result is the following Theorem 2.1 (Main result) The quantum field theory defined by the action (2.2) is renormalisable to all orders of perturbation.
In the following we will analyse the divergences of the naive model (1.1) and prove that its main problem comes from an infrared divergence (i.e. at p = 0) in the two-point function. The term minimalist in the title of this letter comes from the fact that one can just pick up the (p = 0)-term. The 1/p 2 choice in (1.4) contains additional (convergent) subleading contributions.
In the following, we use the momentum space representation. The interaction term reads then:
3a)
and where
From (2.3a) one reads that by convention all the momenta are considered incoming. In [15] , Filk computed an expression for the complete oscillation of a general graph. This oscillation depends on the graph topology.
Topology and oscillations Let G be a graph with V vertices and I internal lines. Interactions of quantum field theories on the Moyal space are only invariant under cyclic permutation of the incoming/outcoming fields. This restricted invariance replaces the permutation invariance which was present in the case of local interactions.
A good way to keep track of such a reduced invariance is to draw Feynman graphs as ribbon graphs. Moreover there exists a basis for the Schwartz class functions where the Moyal product becomes an ordinary matrix product [16, 17] . This further justifies the ribbon representation.
Let us consider the example of figure 1. Propagators in a ribbon graph are made of double lines. Let us call F the number of faces (loops made of single lines) of a ribbon graph. The graph of figure 1b has V = 3, I = 3, F = 2. Each ribbon graph can be drawn on a manifold of genus g. The genus is computed from the Euler characteristic χ = V − I + F = 2 − 2g. If g = 0 one has a planar graph, otherwise one has a non-planar graph. For example, the graph of figure 1b may be drawn on a manifold of genus 0. Note that some of the F faces of a graph may be "broken" by external legs. In our example, both faces are broken. We denote the number of broken faces by B.
Rosette factor In this paragraph, we just recast the main result of Filk [15] with our notations. With the two preceding definitions, the complete oscillation of a graph is given by:
Lemma 2.2 (Oscillations) Let G be a graph with N (G) = N external points. Its oscillation writes:φ
The reader should keep in mind that if G has more than one broken face, it has a nontrivialφ ∩ oscillation. Moreover if g(G) 1,φ = 0.
UV/IR mixing: a diagnosis
In this section we aim at carefully analyse the divergences of the naive non-commutative φ 4 4 model (1.1). For this purpose we use the multiscale analysis techniques [18] . This means that we first slice the propagator in the following way:
where M > 1. Each propagatorĈ i bears both uv and ir cut-offs. A graph expressed in terms of these sliced propagators is then convergent. The divergences are recovered as one performs the sum over the so-called scale indices (the i inĈ i ). Now we only study graphs with sliced propagators which obey the simple bound:
Each line of the graph bears an index indicating the slice of the corresponding propagator.
A map from the set of lines of a graph G to the natural numbers is called a scale attribution and written µ G . Certain subgraphs of G are of particular importance. These are the ones for which the smallest index of the internal lines of G is strictly higher than the biggest index of the external lines. These subgraphs are called connected components or quasi-local subgraphs. By construction they are necessarily disjoint or included into each other. This means that we can represent them by a tree, the nodes of which are connected components and the lines of which represent inclusion relations. This tree is called Gallavotti-Nicolò tree.
Power counting
We are now ready to prove a first upper bound on the amplitude of a graph.
Lemma 3.1 (Power counting) Let G be a Feynman graph. Its degree of convergence is
This proves that only the planar graphs may be divergent.
Proof. What follows is essentially standard material and similar proofs may be found in [11, 13] . Let L be the set of loop lines in G and ℘ 1 , . . . , ℘ N its external momenta. The amplitude of the graph is
where ν is a vertex of G and δ ν is the delta function enforcing the conservation of momentum at vertex ν. We now choose a rooted spanning tree T µ in G and perform the usual momentum routing: let ∈ T µ , we define b( ) as the set of vertices such that the unique path in T µ connecting them to the root contains . We write i ∈ b( ) if the momentum p i enters a vertex of b( ). With the definition 2.1, one has
The first line in (3.3) is obtained by bounding the oscillation in (3.6) by one. One gets then the amplitude of a graph in the commutative φ 4 4 theory whose degree of convergence is N − 4. Indeed using the bound (3.2), each line brings a factor M −2i and the integration over each loop line costs M 4i . One concludes easily that
where
k is the subgraph of G whose internal lines have scales higher than i. Generally G i is disconnected and the G i k 's are its connected components. These are the quasi-local subgraphs introduced at the beginning of this section.
L L p ∧p = 0. We now go all over the Gallavotti-Nicolò tree starting from its leaves down to the root. On some branch, at some scale i, we meet a non-planar connected component. This means that there exists an oscillation between the momenta of the crossing lines. We just pick up one of these lines (say ) and use it in the following way:
where P = ∈L ε( )p , L is the set of loop lines which cross , ε( ) = 1 if and −1 if . By integrating by parts, we get factors which are bounded by M −2i . We repeat this operation for all the highest non-planar connected components (which are disjoint by construction) and get for each of them an additional decreasing function of the type
which allows to integrate over a momentum p , ∈ L . The result is bounded by
. This means that for non-planar graphs we gain a factor M −8i with respect to the usual power-counting (N − 4) for each highest non-planar connected component. Finally this proves that the degree of convergence of a non-planar graph is at least a N + 4.
Thanks to lemma 3.1, we know that only the planar graphs may be divergent. Nevertheless these graphs may have more than one broken face. In the following (section 4) we will prove that the planar regular (B = 1) graphs with two or four external points are renormalisable by mass, wave-function and coupling constant counterterms.
In commutative field theory, if all the internal scales of a subgraph are bigger than its external ones, the Taylor expansion of its amplitude around a local counterterm is a convergent series: after a finite number of orders, the remainder has a finite limit as the cut-offs are removed. That is why such subgraphs are called quasi-local. On the Moyal a In fact when k 2 non-planar connected components merge in the Gallavotti-Nicolò tree, the degree of convergence of the resulting subgraph is N − 4 + 8k > N + 4.
space, there exists graphs for which such a Taylor expansion doesn't converge. As the uv cut-off is removed, the graph diverges when its external momenta go to zero. There are two important facts in this statement. First when internal momenta go to infinity, the graph diverges in the infrared region. Second the divergence of the graph depends dramatically on its external momenta. This is the uv/ir mixing phenomenon. The next two subsections are devoted to the graphs responsible for such a mixing: the planar irregular (B 2) graphs.
Irregular four-point function
We consider here the planar four-point graphs with two, three and four broken faces. These ones correspond to the four different ways of grouping the four external points into the broken faces. If B = 2, we can have two external points per face or three in one face and one in the other. If B = 3, the only solution is two points in a broken face and one in each of the remaining ones. With B = 4, we have one external point per broken face. Let us write Tr instead of d 4 x. Then it is easy to check that the divergent parts of these graphs are of the respective type:
A priori the bound (3.3) attributes logarithmic divergences to such graphs and we would need to add the preceding counterterms to make the action (1.1) renormalisable. But we prove in the following that there is no need for such interaction terms. In fact we prove here that 1. the B = 4 graphs are always convergent, 2. only a specific subclass of the other irregular graphs are divergent. They are subgraphs of a two-point graph whose renormalisation regulates the four-point subdivergence b . Then only two-point counterterms will be necessary. This will be proven in section 4.
Thanks to lemma 2.2, we know that irregular graphs give rise to an oscillation between external and internal momenta. Let us consider a line ∈ L which arches over external momenta. The corresponding oscillation is exp(−ıp ∧ k⊂ ℘ k ) where the ℘ k 's are external momenta. By a similar trick as (3.8), we get a decreasing function which ensures that | k⊂ ℘ k | M −i if i is the scale of the highest line arching over the ℘ k 's. If these external momenta are true external ones (that is they are integrated over thanks to test functions), we use such a decreasing function to integrate over one of the ℘ k 's. This brings a factor M −4i instead of the usual O(1) for external momenta. This gain makes the irregular graph convergent. Note that such an argument applies as well for all the possible configurations of broken faces and also for the irregular two-point function.
What happens if we insert irregular graphs into bigger ones? This means that the ℘ k 's are not anymore true external points and the preceding argument doesn't apply. We are left with two cases. Either the ℘ k 's are connected to each others by lower lines or not. If b In [7] , the authors gave arguments in favor of such results.
it is the case, thanks to conservation of momentum, k⊂ ℘ k = 0 and we can't get any improvement of the logarithmic divergence
c . An exemple is given in figure 2 where the scales of the lines e 1 , e 2 and of the insertion G I are strictly lower than i. still bears an oscillation between a ℘ k and p . Let us call i k the scale ot this non-planar graph, i k < i . Thanks to an integration by parts like (3.8), the integration over ℘ k gives
The gain with respect to the bound (3.7) makes convergent the irregular four-point subgraph and the non-planar graph into which it is contained.
To conclude this section, let us recall that irregular four-point graphs are logarithmically divergent if and only if they are subgraphs of a planar graph. Moreover the lines of this graph have to connect the "external" momenta contained in the broken faces. Let c Note that this is obvious since the resulting graph is planar and has the same power counting as the corresponding graph in the commutative φ 4 4 model. d It could also happen that the ℘ k 's are connected to lower vertices inside the broken face such that the resulting graph contains true external points in this broken face. Then we apply our argument to this graph and get convergent irregular four-point subgraphs.
us now have a look at the four possible type of irregular four-point graphs represented by the counterterms in (3.10). Let g be one such irregular subgraph and G be the two-point graph into which g is contained. If g is of the type (Tr φ 2 ) 2 then G is a (planar) regular two-point graph as in figure 2 . Note that the scales of the dashed lines may well equal the scales of the lines e 1 , e 2 and the ones of G I .
If g is of the type (Tr φ 3 )(Tr φ) then G is a (planar) irregular two-point graph. An example is given in figure 4 where the dotted lines are lower than the plain ones. If g is of the type (Tr φ 2 )(Tr φ) 2 the same happens. In section 4 we will prove that for all the three preceding cases, the renormalisation of G regulates the irregular four-point subgraphs and makes it convergent. 4 (that is B = 4) then g can not be a subgraph of a planar graph so that g is convergent. In the next subsection we precise the power counting of the irregular two-point graphs.
Irregular two-point function
Let g be a planar irregular two-point graph. Its amplitude is given by
Let i the lowest scale in g. We use the oscillation in A µ g to get a decreasing function for ℘ 2 . There exists K ∈ R + such that the amplitude of g is bounded by:
(3.13)
In the preceding subsection, we already explained why such a graph is convergent if ℘ 1 = −℘ 2 is a true external momentum. So we only consider g as inserted into a bigger graph G. The power counting of g ⊂ G depends on the details of its insertion. Let us consider for simplicity that we insert n ins planar irregular two-point graphs into G and that all these subgraphs have a lowest line at scale e i. Let us write L ins for the number of loops to which these subgraphs belong. Obviously we have L ins n ins . We only focus on the dependence of A G in the scale i. Thanks to the bound (3.13) each insertion costs a factor M 2i whereas each integration over a loop momentum brings M −4i so that we get
At worst f , if all the n ins subgraphs belong to the same loop, one has M 2i(n ins −2) . If one inserts just one subgraph, it is convergent. If one inserts two such graphs, they are log. divergent. As n ins → ∞ one may consider that each planar irregular subgraph is quadratically divergent.
In subsection 4.2, we will prove that the amplitudes of the planar irregular two-point graphs can be decomposed into a counterterm of the form (Tr φ)
2 plus a finite contribution. Usually quadratically divergent graphs give rise to a quadratically divergent counterterm plus a logarithmically divergent one. Here the remainder of the Taylor expansion around the (Tr φ)
2 -term behaves also like O(1) (a logarithmic divergence in the multiscale framework). But this means that we get
which is convergent with respect to the sum over i.
Renormalisation
In the previous sections we proved that the only divergent sugraphs are the planar twoand four-point ones. Concerning the two-point function we need to renormalise the planar regular (B = 1) and irregular (B = 2) graphs. The case of the four-point function is a little bit more complicated. The planar regular (B = 1) graphs are divergent as well as some classes of planar irregular (B = 2, 3) graphs. Nevertheless these last ones do not give rise to quartic counterterms. Indeed these irregular four-point graphs only appear as subgraphs of a planar two-point one. The renormalisation of this one also makes finite the quartic subdivergence.
The four-point function
Let G be a planar regular four-point graph. Except prefactors involving external momenta, its amplitude equals the one of the corresponding graph in the commutative φ 4 model. Its renormalisation is then completely standard so that we only sketch it. Thanks to lemma 2.2 and after a momentum routing, we have
e The complete argument is just more complicated to write down but follows exactly the same ideas. f The fact that the worst situation happens when all the subgraphs belong to the same loop was also noticed in [7] .
Some of the propagators corresponding to the tree lines have an argument which depends on external momenta. Let us choose such a line . We writeĈ i (℘ + p) where ℘ represents a linear combination of external momenta and p a linear combination of loop momenta. We perform the following Taylor expansion for all propagators in the tree containing external momenta:
Thanks to the bound (3.2), the derivative of a propagator brings a factor M −i which makes convergent the Taylor remainder (remind that the four-point graphs are only logarithmically divergent). The 0 th order term of the expansion reproduces a Moyal vertex (see (2.3a) ) and so contributes to the flow of the coupling constant λ, see (2.2).
The two-point function 4.2.1 One broken face
As in the four-point case, what follows is standard. Let G be a planar regular two-point graph. Thanks to lemma 2.2 and after a momentum routing, we have
For the tree line propagators whose argument contains external momenta, we perform the Taylor expansion:
The zeroth order term correponds to a quadratically divergent mass renormalisation. The first order term vanishes identically because the integrand is odd in the loop momenta. The second order term is only log. divergent and contributes to the wave-function renormalisation. Finally the remainder is convergent.
We still have to consider planar regular two-point graphs with a planar irregular fourpoint subgraph of type (Tr φ 2 ) 2 . We want to prove that the Taylor expansion (4.4) suffices to regularise the four-point logarithmic divergence. The situation of interest is the one of figure 2 where the points x and y are considered as the external points of the two-point graph, called G. Recall that even though the scales of the lines attached to x and y may equal the scales of e 1 , e 2 and G I , we still consider x and y as the external points of G.
The Taylor expansion (4.4) decouples internal and external momenta. It expands the tree propagators around vanishing external momenta. Let be a tree line such that the branch b( ) contains external momenta:
The Taylor expansion, makes us gain factors M −i , with respect to the bound (3.2), per tree line the corresponding branch b( ) of which contains external momenta. Let i be the lowest scale of the irregular four-point subgraph g of G. To prove that the renormalisation of G regularises the four-point subdivergence, we need to prove that the Taylor expansion (4.4) gives factors M −i at worst. Let v x , v y be the vertices in which the external momenta of G enter. Recall that the tree T µ with respect to which we perform the momentum routing is an optimised tree. This means that it is a subtree in each connected component and implies that the path in T µ which goes from v x to v y only contains lines of g. A typical optimised tree is depicted in figure 5 where plain lines belong to g and dotted lines to G \ g. The lines in g bear scales higher than i by definition and are the only tree lines such that their branch contains external momenta. By (4.5) we gain factors M −i at worst. This proves that the renormalisation of G also regularises g. 
Two broken faces
Let G be a planar irregular two-point graph. Thanks to lemma 2.2 and after a momentum routing, its truncated amplitude integrated against test functions reads:
For the tree line propagators whose argument contains external momenta, we perform the Taylor expansion (4.2). We also expand the external fields around 0:
The amplitude (4.6) now splits into
We do not give the exact expression of A We have proven that the planar irregular two-point graphs are renormalisable by a counterterm of the type (Tr φ)
2 that we add to (1.1) to get the action (2.1) of our model. Nevertheless we still have to check that the Taylor expansion (4.8) regularises the fourpoint subdivergences g of the type (Tr φ 3 )(Tr φ) and (Tr φ 2 )(Tr φ) 2 . As explained, the first term in (4.8c) brings M −2i with i the scale of the lowest line in G which arches over ℘. This scale is certainly higher that the lowest scale i g in g. Moreover the second term in (4.8c) also brings at least M −2ig for the same reason as in the regular two-point case in subsection 4.2.1. The Taylor expansion (4.8) splits A G into a divergent part of the type (Tr φ) 2 plus a remainder which is of order M −2ig . This makes convergent the irregular four-point subdivergences.
Conclusion
Renormalisation on non-commutative spaces is a quite recent and complicated issue. Very few is known about it. There exist nevertheless (just) renormalisable non-commutative quantum field models [9, 10, 11, 12, 19, 20, 21, 22, 23, 24] . Apart from exactly solvable models, the renormalisable non-commutative theories are more or less of the type of a self-interacting scalar field on the Moyal space. The main problem of such models is uv/ir mixing. This consists in certain subclasses of Feynamn graphs which couple internal and external momenta in such a way that the internal ultraviolet regime leads to an infrared external divergence. These graphs are not renormalisable by local counterterms. This implies three types of possible solutions. The first one [9] consists in "decoupling" internal and external momenta or more precisely in decoupling the different length scales of the theory. On the contrary the solution we give in this letter relies on adding a non-local quadratic (in the field) counterterm to the action. Finally a recent work [13] gave a solution of mixed type where the authors both added a non-local counterterm and decoupled the scales partially.
This decoupling of the scales is obtained through a redefinition of the momentum slices which in turn define the renormalisation group direction. If the length (or momentum) scales of the model are completely decoupled (as in [9] ), one gets a perfectly well directed renormalisation group, as happens with the usual commutative quantum field theory. Note however that translation invariance is lost. If the length scales are not completely decoupled (as in [13] and in the present article), the direction of the renormalisation group is not so well defined and the Wilsonian picture about renormalisation is doubtful g . Nevertheless these models are perturbatively renormalisable and translation-invariant. Should we rely on the usual mechanistic view of Wilson or give it up and try to define a new paradigm for non-commutative spaces? It is now too early to decide and we first have to compute other examples of renormalisable non-commutative quantum field models.
To this aim, one can follow two different directions h : either staying on the Moyal space and studying different kinds of models (Fermionic ones [12] , Yukawa, degenerate Moyal space [25] , LSZ type models [24, 11, 12, 26] , Yang-Mills [27, 28, 29, 30] ) or studying simple models on different non-commutative spaces such as the non-commutative torus [31] or non-trivial projective modules [32] .
The solution to perturbative renormalisablility given in the present work consists in adding a finite number of non-local term to the naive action. Whereas the generalisation of the vulcanisation procedure [9] to other models and spaces is not obvious at all, it may well be that the present solution apply. Anyway to determine other renormalisable non-commutative quantum field models, we need to better understand the problems and characteristics of the ones we know at present. This work has been designed in such a way.
