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Abstract 
 
The information revolution is upon us. In fact, we are increasingly 
overwhelmed by the exponential growth of information on the Web. The 
profusion of resources on the Web has given rise to considerable interest in the 
research of information retrieval. Traditional information retrieval techniques 
are facing new challenges in distributed information environments such as the 
Internet. One of the more important research issues is information source 
selection, which is to select a small number of information sources that may 
contain most of the potentially useful documents when a user information need 
is presented. 
      This thesis investigates new methodologies for information source selection 
in distributed information environments. We have identified potential selection 
cases within the context of distributed textual databases, and have classified the 
types of textual databases. The connection between selection cases and database 
types is analysed, and necessary constraints are given for each selection case. 
The above research results could be used as the guidance for developing 
effective database selection algorithms. 
      A framework for a topic-based database selection system is proposed by the 
use of a topic hierarchy. In this framework, firstly, distributed textual databases 
are hierarchically categorised into a topic hierarchy for convenience of access 
and management. Secondly, two-stage database language models are presented 
to employ topic-based database selection within the context of the hierarchy of 
topics. At the category-specific search stage, a smoothed class-based language 
model is developed to determine the appropriate topic categories with respect to 
the user query. A number of databases associated with the chosen topics are 
selected as candidate databases for the next search stage. At the term-specific 
search stage, a smooth term-based language model is used to find the databases 
that are likely to contain the specified query terms. Finally, the original 
selection result is further refined by a set of topic-based association rules. These 
topic-based association rules contain useful information about the relationships 
between databases, which are extracted from a collection of previous selection 
results. 
      To overcome the drawback of the keyword-based search, which treats 
words as independent of each other, ignoring potential semantic relationships 
between words, in this thesis, we propose a concept-based search mechanism to 
search distributed web databases using domain-specific ontologies. A domain-
specific ontology provides rich information about the semantic relationships 
between concepts in a specific topic domain. This information is used for the 
generation of concept-related resource descriptions of web databases, query 
disambiguation and concept-based query matching in database selection. 
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CHAPTER 1. INTRODUCTION 
 
 
 
 
Chapter 1 
 
Introduction 
 
As the Internet, especially the World Wide Web, continues to grow at an 
exponential rate, the need to exploit all useful information that is available on a 
range of different information sources is facing a serious challenge. To help 
ordinary users find desired information in such a distributed environment, a 
number of Web search services (e.g., search engines) have been developed and 
are available on the Web. 
     A Web search engine crawls the various information sources, and creates a 
single centralised index that is defined by a set of documents searched by the 
search engine. Due to the index being local to the search engine, such a 
centralised search usually responses to the queries of Web users quickly. 
However, as the number of information sources on the Web continues to 
increase with tens of thousands of sources, the expense of crawling through all 
information sources in order to download documents is prohibitive. Moreover, 
the dynamic and ephemeral characteristics of the Web make the maintenance 
and update of such a comprehensive and complicated index a constant problem 
for centralised search engines. 
     Distributed information retrieval (DIR) or metasearching techniques 
potentially solve the problem of incomplete coverage and data volatility. In a 
DIR system, the query is first forwarded to the appropriate information sources, 
 1
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then the answers returned from separate information sources are merged into a 
cohesive list and presented to the user. 
     A number of researchers have been working on research issues concerning 
distributed information retrieval systems. Their works can be roughly grouped 
as follows: 
 
• Resource descriptions or collection summaries  
Resource descriptions are the process of accurately representing the content of 
individual information sources in a distributed environment. Resource 
descriptions provide sufficient information to the DIR system to enable it to 
choose the most promising information sources to search with respect to a user 
query. 
 
• Database or collection selection 
Database selection is to choose as small a percentage of information sources as 
possible that may contain most of the documents useful to the query without 
sacrificing retrieval effectiveness. 
 
• Query translation and processing 
Query translation and processing include two parts: one is to translate the query 
into a suitable query format for each participating information source; and the 
other is to search and retrieve relevant documents from selected information 
sources. 
 
• Collection fusion or result merging 
Collection fusion is to merge the results returned from separate information 
sources into a single, cohesive, and high-quality list. 
 
     Although there is considerable interest in all these research issues, our work 
focuses specifically on the second problem, which is called collection selection 
[Callan 1995], text database resource discovery [Gravano 1994], database 
selection [French 1999] or server selection [Hawking and Thistlewaite 1999]. 
 2
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In this thesis we refer to this as information source selection. Note that an 
information source, in practice, consists of a collection of text documents. We 
treat information sources and textual databases as equivalent, and these two 
terms are used interchangeably throughout this thesis. 
 
1.1  Information Source Selection 
 
For a DIR system, information source selection is a crucial step in terms of 
search efficiency when searching large numbers of distributed information 
sources. Given a user query, it is likely that only a relatively small number of 
information sources may contain information relevant to the query. In order to 
avoid a waste of network bandwidth and processing time at useless information 
sources, we should firstly identify those potentially useful information sources 
to search. 
     The main problem with information source selection is how to optimise the 
resource utilisation by selecting information sources that are most likely to 
contain the relevant information for which a user is looking.  This problem can 
be stated intuitively in the following steps: 
 
(1) To estimate the relevance (or usefulness) of each candidate 
information source with respect to a particular query. 
 
(2) To sort the information sources in descending order according to the 
estimated relevance. 
 
(3) To select the top k information sources or all databases whose 
relevance scores to the query exceed some relevance threshold. 
 
1.2 The Formulation of the Problem 
 
To state the problem formally, we first give some formal definitions of 
information source selection. 
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Definition 1.1 Assume that there is a set of candidate information sources 
 to search in a distributed environment. Given a user query 
Q, each information source s  has a relevance (usefulness) score, relevance (Q, 
), which is evaluated by an information source selection algorithm.  
},,,{ 21 nsssIS L=
is
i
 
Definition 1.2 Given a set of candidate information sources IS, a user query Q 
and relevance (Q, ), there exists at least one ranked list in order of decreasing 
relevance to the query, 
is
},,,{
21 nr
sssRank rrIS L= , where  
                        relevance                                      (1-1) ),(),(
1+
≥
ii rr
sQrelevancesQ
 
Definition 1.3 Given a relevance-based ranking of all candidate information 
sources regarding the query Q, , information source selection is to select 
the top k or top-ranked information sources that contain as many documents as 
possible that are useful to the query. 
ISRank
 
1.3 Summaries of Related Literature 
 
There has been considerable research undertaken on distributed information 
retrieval. As this thesis is focused on information source selection algorithms, 
we shall mainly survey related work in the research area of information source 
selection. 
     A variety of different approaches to information source selection have been 
proposed and individual evaluated in recent decades. These approaches can be 
divided into two major families, based on their selection strategy and evaluation 
method. One family of approaches is related to content-based selection. In 
general, this family of approaches interacts with resource descriptions which 
characterise the contents of the individual information sources. Given a user 
query, the content-based selection algorithms compare the query with separate 
resource descriptions to estimate the relevance score of each candidate 
information source. One of the important features of this family of approaches 
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is that selection performance typically relies on the accuracy of statistical 
summaries of the contents of information sources. 
      On the other hand, another family of approaches takes other factors, such as 
retrieval cost and efficiency, into consideration when selecting appropriate 
information sources to search. We call this family of approaches noncontent-
based selection.  
      In this section, we investigate a number of different selection approaches 
that are grouped within the two families above, and present more detailed 
discussions. 
 
1.3.1 Content-based Selection 
 
1.3.1.1   Two classes of content-based selection 
 
About a dozen content-based information source selection approaches have 
been described in related literature. Among these approaches include the most 
common ones such as gGlOSS [Gravano, Garcia-Molina and Tomasic 1994, 
Gravano and Garcia-Molina 1995], CORI [Callan, Lu and W. B. Croft 1995, 
Xu and Callan 1998], Cue Validity Variance (CVV) [Yuwono and Lee 1997], 
and the language modeling approach [Xu and Croft 1999, Si 2002]. However, 
these approaches vary in both the underlying statistical information about the 
content of information sources and the relevance estimation methods. Here we 
summarise some of these approaches, and roughly group them into the 
following two classes: 
 
(1) Document-based relevance estimation 
 
The basic idea underlying this class of approaches is that the selection of the 
most relevant information sources is based on matching or highly similar 
documents within an information source. Relevance estimation in this class of 
approaches emphasises on the similarities between documents in the collection 
and the query. Resource descriptions for this class of approaches include two 
 5
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major groups of statistical information: one is concerned with the document 
frequencies (df) of the terms that appear in the collection, and the other is 
related to the term frequencies (tf) in the documents.  
      One of the typical examples for this class of approaches is the gGlOSS 
system developed by Gravano et al. [Gravano, Garcia-Molina and Tomasic 
1994]. The gGlOSS system is based on the vector space retrieval model. The 
candidate databases are ranked according to the estimate goodness. For each 
database db, the goodness measure with respect to the query Q is calculated as 
the sum of similarity scores of all relevant documents in the collection, which is 
defined as 
                             
}),(|{
),(),,(
ldQsimdbd
dQsimdbQlgoodness
>∈
∑=                               (1-2) 
where l is the similarity threshold which is used to judge whether a document is 
relevant to the query or not. sim is the function that estimates the 
similarity of the document d to the query Q, which can be calculated by  
),( dQ
n
n
i
i
dDSize
dqfreq
dQsim
)(
),(
),( 1
∏
==                                (1-3) 
where is the number of query term q ( q ∈Q)occurring in document 
d, and DSize(d) is the total number of words in document d. 
),( dqfreq i k k
      Meng et al. [Meng 1998] proposed a similar database selection approach. 
For a given query, the usefulness of a text database is defined as the number of 
documents that are sufficiently similar to the query in the database. In their later 
work [Yu 1999], they assumed that databases are ranked based on the similarity 
of the most similar documents in the database. 
      Baumgarten [Baumgarten 1997, Baumgarten 1999] suggested that the 
selection process should be limited to those subcollections which can be 
expected to contain the top-ranked documents in the ranked list of documents 
that represent the answer to the query. 
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      The work of Voorhees et al. [Voorhees 1995a, Voorhees 1995b, Voorhees 
and Tong 1997] mainly focused on the collection fusion problem. However, 
they also considered the relevant document distributions across collections 
while identifying relevant collections for document retrieval. 
       Hawking and Thistlewaite [Hawking and Thistlewaite 1999] argued that 
the percentage of relevant documents held by servers could be considered as a 
factor in determining the relevance position of servers with respect to a query in 
a selection ranking. 
      Yuwono and Lee [Yuwono and Lee 1997] proposed a method for ranking 
the collection servers based on their estimated suitability for answering a given 
query, called the Cue Validity Variance (CVV). The CVV method relies on DF 
data (the document frequency across all collections), which provides an 
indication as to whether a collection carries any documents containing a given 
query or not. 
 
(2) Term-based relevance estimation 
 
The philosophy behind this class of approaches is that since each information 
source is characterised as a collection of text documents, it can be treated as if it 
is a single, big, virtual document. The estimation of the relevance score of an 
information source regarding a certain query is analogous to that for a virtual 
document. Thus, the approaches to document retrieval can be adapted to 
database selection. Unlike document-based selection, the statistical information 
in resource descriptions for term-based selection should concentrate on term 
frequencies in the collection rather than term frequencies in the documents of 
the collection.  
     CORI [Callan, Lu and W. B. Croft 1995] is a well-known example of term-
based relevance estimation. The CORI algorithm is based on the Bayesian 
Inference Networks used by the INQUIRY retrieval system [Callan 1992].  
CORI treats each database as a virtual document. It uses df⋅icf, a variant of the 
INQUIRY document ranking algorithm for ranking databases, where df is 
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document frequency and icf is inverse collection frequency. Databases are 
ranked based on the belief P . The belief P for database db is the 
average of the belief for all the query terms  in query Q. The belief 
is determined by 
)|( idbQ
)idb
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where df is the document frequency of query term  in database ; cw is the 
number of indexing term occurrences in database db ; avg_cw is the average of 
cw in the database set; C is the number of databases; and cf is the collection 
frequency of query terms  in the database collection. 
kq
i
idb
kq
      The language modelling approach to resource selection has been studied in 
recent years. Xu and Croft [Xu and Croft 1999] suggested that the selection of 
relevant collections should be associated with the topics. They presented a topic 
model that is used to determine which topics are best for a query. They used the 
Kullback-Leibler (KL) divergence to measure the closeness of a query Q 
against a topic T: 
∑
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where is the number of occurrences of  in Q; |Q| is the length of Q in 
words; and  is the frequency with which word  is used in the text of topic 
T when observed with an unlimited amount of data. 
),( iwQf
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     Si et al. [Si, Jin, Callan and Ogilivie 2002, Si and Callan 2003] described a 
language-modeling (LM) approach to database selection. Resource selection is 
modelled as selecting the databases that have the largest probabilities of the 
query Q, P , ),( CQ
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where tf  is the total number of term t  occurring in collection C; and 
linear interpolation constant λ smoothes the probability with the 
probability using a “global” category G. 
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      It is noted that a wide variety of approaches to content-based selection have 
been proposed. However, these approaches vary in the test environment, 
selection strategy, and evaluation metrics.  In order to compare the performance 
of the above-mentioned approaches, French and Powell [French and Powell 
2000]  investigated the experimental methodology and metrics that can be used 
to examine the performance of information source selection in a standardised 
environment. Moreover, extensive comparative studies on the selection 
effectiveness among these approaches have also been performed in [French, 
Powell, Callan, Viles, Emmitt, Prey and Mou 1999, Craswell 2000, D'Souza 
2000, Powell and French 2003]. In [Craswell, Baile and Hawking 2000] and 
[French, Powell, Callan, Viles, Emmitt, Prey and Mou 1999,Powell and French 
2003], it was found that the CORI approach consistently outperforms the other 
approaches such as gGlOSS and CVV.  
 
1.3.1.2   Resource descriptions for the contents of information sources 
 
Content-based selection relies on statistical summaries of the contents of 
information sources. As we know, information source selection algorithms do 
not directly interact with the full contents of information sources. Instead, they 
utilise a set of resource descriptions, which accurately represent the contents of 
information sources [Callan and Connell 2001]. Each resource description 
primarily contains statistical information about the content of an information 
source, which consists of vocabulary, term frequencies, and corpus information.  
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Given complete collection information of an information source, one can easily 
generate a resource description.  
      In the scenario of multiparty cooperation, each information source exports 
its content summary directly, and uses a cooperative protocol such as STARTS 
[Gravano 1997b]  for interoperability among information sources. 
Unfortunately, this desirable scenario is unrealistic in many distributed 
environments, especially for the Web environment, where some Web-
accessible information sources have no incentive or refuse to cooperate due to 
competition. In this case, other solutions have been proposed to automate the 
construction of resource descriptions for “uncooperative” information sources.  
      Query-based sampling [Callan and Connell 2001, Ipeirotis and Gravano 
2002, Monroe 2002] has emerged as a promising approach for constructing an 
approximate content summary for an “uncooperative” information source. The 
basic idea behind query-based sampling methods is that a set of simple queries 
are submitted to each searchable information source, and a relatively small 
document sample (e.g., 300 documents) is extracted via querying. The 
document sample is subsequently used to derive the content summary for this 
information source. Currently, two main sampling algorithms have been used to 
create the approximate content summaries of databases: the Query-based 
Sampling (QBS) method [Callan and Connell 2001] and the Focused-probing 
Sampling (FPS) method [Ipeirotis and Gravano 2002]. Moreover, Ipeirotis and 
Gravano [Ipeirotis and Gravano 2004] proposed a shrinkage method to create 
category content summaries of databases using a topic hierarchy on the basis of 
sampling. 
      As described earlier, however, the emphasis of this thesis is on building 
effective database selection models to choose useful databases to search. 
Therefore, discussion about the acquisition of accurate resource descriptions is 
beyond the scope of this thesis. For more detail on the acquisition of resource 
descriptions, please refer to [Gravano 1997a, Hawking and Thistlewaite 1999, 
Meng, Liu, Yu, Wang and Chang 1998] for “cooperative” information sources, 
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and [Xu and Callan 1998, Callan and Connell 2001, Ipeirotis and Gravano 2002, 
2004] for “uncooperative” information sources. Here, we focus only on the 
construction of the information source selection model, assuming that resource 
descriptions for the information sources are known. 
 
1.3.2 Noncontent-based Selection 
 
So far, a large body of the work on information source selection has been 
devoted to selection effectiveness (i.e., to maximise the number of relevant 
documents contained in selected information sources). There are, however, 
some other approaches that consider other factors while selecting useful 
information sources to search. For example, Craswell et al. [Craswell, Baile and 
Hawking 2000] argued that in order to reduce time-wasting, and computer or 
network resources, selection efficiency should be regarded as an important 
component for server selection. Selection efficiency involves the use of 
network bandwidth and monetary charges for network traffic. In their later 
work [Craswell 2004], they proposed cost models to achieve low search cost 
and high search effectiveness.  
      Fuhr [Fuhr 1999] developed a decision-theoretic model to minimise the 
overall costs. He discussed selection criteria for optimum database selection, 
and pointed out that besides the retrieval cost of each database, other cost 
factors, such as query processing and document delivery, should be combined 
into the selection model. This model was later expanded by a modified cost 
function proposed by Nottelmann and Fuhr [Nottelmann and Fuhr 2003]. 
      ProFusion [Fan and Gauch 1999] took the frequent changes of the dynamic 
Web environment into account when performing the selection of search engines. 
The response time of search engines was treated as an important factor in 
judging the performance of search engines.  
       
1.4 The Challenges in Information Source 
Selection 
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In recent years, a number of researchers have devoted much time to the study of 
information source selection, and have made encouraging progress. Despite all 
these efforts, however, their results are not always satisfactory, due to the 
following factors: 
 
[1] The enormous, distributed, heterogeneous nature of information 
sources 
Information sources on the Web are growing at a tremendous speed. At the 
same time, they are often heterogeneous and distributed. The heterogeneity 
of information sources includes structured heterogeneity (i.e., different 
information sources that store their data in different structures) and 
semantic heterogeneity (i.e., semantic differences in the contents of an 
information item and its intended meaning). The heterogeneity of 
information sources in terms of content and structure makes the 
interoperability of information sources a significant challenge. 
 
[2] The highly dynamic nature of the Web 
Due to the dynamics of the Web, the information can be added or removed 
easily. It is estimated that 40% of Web pages are regularly modified every 
month. This highly dynamic nature of the Web makes the maintenance and 
update of the indexes about Web databases extremely difficult. 
 
[3] Inexact and ambiguous description of user queries 
Most often, users submit short queries that have merely one or a few words. 
Such short queries tend to be inexact and ambiguous in identifying the 
information needs of users. As a result, the database selection tools have 
very few clues to predict the relevance of a database to a query. The 
accuracy of likelihood (similarity) estimation of the database in respect of 
the query will suffer severely from the problem of query ambiguity. 
 
[4] The complexity of Web pages 
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Due to inattention by the Web development community, the Web is 
considered as the most sophisticated information space where various 
structures, formats, and contents of Web pages prevail. The lack of 
common standards that permeate databases throughout the Web increases 
the difficulty of organization and management of Web-based information. 
 
[5] The difficulties in obtaining accurate resource descriptions of 
information sources 
The acquisition of accurate resource descriptions not only relies on the 
cooperation of resource providers, but also requires a widely adopted 
representation technique to represent the contents of information sources 
for interoperability. Unfortunately, the Web is an open environment in 
which information sources are offered and controlled autonomously and 
independently. Such a “desirable” cooperative scenario seems unlikely, 
due to the different interests and capabilities of resource providers.  
 
      These characteristics of the Web make it difficult for current information 
source selection tools to distinguish “the desired” ones from a large number of 
information sources with respect to the user query. The limitations of the 
capabilities of information source selection tools have prompted researchers to 
develop new tools or approaches, particular intelligent techniques, to help 
improve the accuracy of resource selection.  
 
1.5 The Contributions of This Thesis 
 
With the exponential growth of information on the Web, it is becoming 
increasingly important to organise and manage large numbers of information 
sources in structured schemes. Increasingly, distributed information retrieval 
(DIR) systems are benefiting from such structured organizations of information 
sources. Our work looks at the use of hierarchical structures to reinforce the 
effort in searching and retrieving distributed information sources. 
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Figure 1.1: The overall framework of the topic-based information source 
selection system 
 
     The overall contribution of this thesis is that it provides a framework for the 
topic-based information source selection system with the use of a topic 
hierarchy. Specifically, we first explore the hierarchical categorization of 
distributed information sources, and then develop two-stage language models 
for the task of topic-based information source selection within the context of a 
topic hierarchy. Finally, we mine potential intraclass and interclass associations 
among information sources from a set of previous selection results, and use the 
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associations discovered through this process to refine the relatively-rough 
original results returned from the information source selection system. We have 
built a prototype system to realise the proposed techniques. This prototype 
system helps to validate the approaches and provides the basis for conducting 
experimental studies. 
A framework for the topic-based information source selection system is 
depicted in Figure 1.1, which consists of three main parts. In Part Ⅰ, we firstly 
partition multiple, distributed databases into a structured hierarchy of topics 
based on their subject contents.  Hierarchically structured database collection 
becomes the fundamental component underlying the topic-based selection 
system. 
In Part Ⅱ, given a user query, a two-stage database selection approach is 
used to select potentially useful databases regarding the query. At Stage Ⅰ, the 
query is firstly sent to the topic hierarchy to distinguish one or more specific 
topics that best match the user’s information need. Once relevant topic subjects 
are identified, the databases associated with relevant topics are chosen from 
database collect for further ranking. At Stage Ⅱ, the selection system computes 
the likelihood of the chosen databases, and selects the potential most useful 
databases based on the ranking scores of the likelihood. An original selection 
result is finally produced. 
       In Part Ⅲ, we consider integrating the topic hierarchy with the discovery 
of associations between the databases to further refine the relatively rough 
selection result from Part Ⅱ.  The basic idea behind our approach is to discover 
potentially interesting databases using associations among databases. A data-
mining method is proposed to discover association rules about databases based 
on previous database selection results. The generation of association rules is 
based on the hierarchy of topics. Given relevant topics, association rule source 
returns a set of association rules associated with relevant topics to the selection 
system. These association rules are used to finely tune the original result.   
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      Besides the works mentioned above, we also study the analysis of database 
selection cases in distributed, heterogeneous environments. We note that the 
diversity of database representation is often the primary source of challenges in 
developing effective database selection algorithms. To address this problem, we 
identify potential selection cases of distributed textual databases (DTDs), and 
classify the types of textual databases. The necessary constraints of selection 
algorithms in selection cases are given based on the analysis of database 
content, which can be used as a useful criterion in constructing an effective 
selection algorithm. 
      Moreover, as we know, most of the current information source selection 
mechanisms rely on the keyword-based search, which chooses relevant 
documents (databases) on the basis of the occurrence of keywords specified by 
the user. Such a search model treats words as independent of each other, 
ignoring the potentially rich semantic relationships between words. In this 
thesis, we propose a concept-based approach in selecting useful information 
sources, using domain-specific ontologies. Domain-specific ontologies are 
constructed to represent the semantic relationships between concepts in various 
topic domains. These ontologies are used to identify appropriate and relevant 
concepts that describe the contents of information sources. The selection of 
information sources will be based on the concept-related resource description. 
The concept-based approach allows access to information implicit in the 
information sources through the use of semantic relationships stored in the 
ontologies.  
     In summary, the major contributions of this thesis are as follows: 
 
[1] Various potential selection cases in distributed textual databases 
(DTDs) are identified, based on the relationships between the subject 
domains that the content of the databases may cover. The types of 
DTDs are classified according to the relationships between the 
indexing method and the term weight scheme of DTDs. The 
relationship between potential selection cases and any types of DTDs 
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are analysed, and the necessary constraints of database selection 
methods in different selection cases are given. 
 
[2] A database classification approach is proposed for the hierarchical 
organization and management of distributed textual databases. A 
probabilistic Bayesian model, based on Naive Bayes learning 
techniques, is presented for automatic database classification. In 
addition, a new category assignment strategy called “possibility-
window” is described, which allows more appropriate categories to be 
chosen regarding the content of the databases. 
 
[3] Two-stage database-selection language models are proposed 
independently according to the different contexts of individual search 
stages. To overcome the word sparseness problem in database 
selection, different database smoothing methods are combined into the 
two-stage language models by introducing suitable parameters. A 
query expansion method is proposed to alleviate the problem of query 
ambiguity, using a query translation model. 
 
[4] A new methodology for the problem of database selection is 
proposed from the viewpoint of association rules. In view of the 
diversity of topics contained in distributed Web databases, a topic-
based association-rule mining process is presented. This is 
accomplished by a twofold approach: first, to generate associations 
between the databases within the same topic class (i.e., intraclass); and 
second, to deduce the association rules between relevant topics (i.e., 
interclass), such as parent-child classes and sibling classes in the 
hierarchical structure. During the association-rule derivation process, 
the fuzzy set concept is employed to identify the importance degree of 
the databases based on their potential relevance to a specific topic. 
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[5] A concept-based resource description model is developed, which uses 
domain-specific ontologies to extract concept-related information from 
information sources. A context-based query disambiguation approach 
is presented, which makes use of semantic relationships among 
concepts in the ontology to help articulate the information needs of 
users. With the description logic feature of axioms in the ontology, an 
axiom-based query matching method is described to discover the 
implicit, useful concepts in resource descriptions with respect to the 
query.  
 
1.6 Organization of the Thesis 
 
The thesis is structured in three parts. PartⅠ presents our work pertaining to the 
analysis of database selection cases in distributed, heterogeneous environments, 
which is described in Chapter 2. Part Ⅱ covers the topic-based information 
source selection, which is the focus of this thesis and is divided into three 
chapters – Chapter 3 through Chapter 5. Part Ⅲ discusses an ontology-based 
approach for information source selection, which is presented in Chapter 6. 
      The task of locating the most relevant databases with respect to a given user 
query is hindered by the heterogeneities among the underlying local textual 
databases. In Chapter 2, we first distinguish various potential selection cases in 
distributed textual databases (DTDs) and categorise the types of DTDs. Based 
on these results, the relationships between selection cases and types of DTDs 
are recognised.  The necessary constraints of database selection methods in 
different selection cases are correspondingly discussed, which can be a useful 
guideline in developing a more effective and suitable selection algorithm.  This 
research was presented in the following articles [Yang and Zhang 2003b, 
2004d]. 
      Chapter 3 describes an alternative hierarchical categorisation of textual 
databases based on a Baysian network learning algorithm. Our proposed 
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approach, which is based on automatic textual analysis of subject contents of 
textual databases, attempts to address the database selection problem by firstly 
classifying textual databases into a hierarchy of topic categories. This work has 
been published in international journal of Computer and Their Applications 
[Yang and Zhang 2004b]. 
      For the databases that are categorised into a topic hierarchy, we present in 
Chapter 4 a two-stage database selection approach based on statistical language 
modelling. In our approach, the task of database selection is divided into two 
distinct steps: (a) First, at the category-specific search stage, with a class-based 
language model, the search only focuses on the databases in some confined 
domains, e.g., a specific subject area that the user is interested in. (b) Second, at 
the term-specific search stage, the selection system computes the likelihood of 
the databases chosen at the first stage using a term-based language model, and 
further selects the best databases for the query. Our research relating to the two-
stage database selection approach has been published in the Australian AI 
conference [Yang and Zhang 2003a], and an international journal – Information 
Retrieval [Yang and Zhang 2005]. 
     In Chapter 5, we introduce a data mining method to assist in the process of 
database selection by extracting potential interesting association rules between 
textual databases from a collection of previous selection results. With a topic 
hierarchy, we exploit intraclass and interclass associations between the 
databases, and use the discovered knowledge on textual databases to fine tune 
the original selection results so as to improve the effectiveness of database 
selection. This association-rule approach can be regarded as a step towards the 
post-processing of database selection. This research has been demonstrated at 
the PRICAI Conference 2004 [Yang and Zhang 2004a].  
      Finally, we show in Chapter 6 how domain-specific ontologies can be 
applied to the task of concept-based information source selection, which 
includes the generation of concept-related resource descriptions and query 
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disambiguation in the process of query formulation. This work has been 
published in the following paper [Yang and Zhang 2004c]. 
      The work of the thesis is summarised in Chapter 7, along with suggestions 
for future work in this research area. 
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DISTRIBUTED TEXTUAL DATABAESE 
 
 
 
 
Chapter 2 
 
The Identification of Selection Cases 
in Distributed Textual Databases 
 
As previously described, database selection algorithms do not interact directly 
with the databases which they rank. Instead, the algorithms interact with 
resource descriptions which approximately indicate the contents of the 
databases. Each database maintains its own resource description in order that 
appropriate databases can be identified. The resource description is used to 
support efficient evaluation of user queries against large-scale text databases. 
      In general, different databases have different ways to represent their 
documents, to compute their term weights and frequency, and to implement 
their keyword indexes. There are, therefore, various resource descriptions that 
are provided by individual databases. The heterogeneity of resource 
descriptions has been identified as one of the most significant problems when 
finding suitable textual databases to search.  
      Since resource descriptions are one of the most essential components in 
database selection, understanding the various aspects of the heterogeneity of 
resource descriptions is necessary in order to develop a reasonable selection 
algorithm. In this chapter, our work focuses on the identification of the 
heterogeneity of resource descriptions in distributed textual databases. We 
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firstly analyse the relationships between the heterogeneity of resource 
descriptions, database selection cases and database types, and then discuss the 
necessary constraints of database selection algorithms in different selection 
cases. These constraints will be used to help develop effective selection 
algorithms. 
 
2.1 Problem Description 
 
To better illustrate the database selection problem in this thesis, we first make 
several reasonable assumptions which will be used throughout this thesis. 
      Since 84 percent of searchable Web databases provide access to text 
documents [Bergman 2001], in this thesis, we concentrate on Web databases 
with text documents. A discussion on databases with other types of documents 
(e.g., image, video or audio information) is outside the scope of this thesis. 
 
Assumption 2.1   An information source is a textual database, which contains a 
collection of text documents and these documents can be searchable on the 
Web. 
 
      In this chapter, we mainly focus on the analysis of resource descriptions of 
textual databases. To objectively and fairly determine the usefulness of 
databases with respect to user queries, we will take a simple view of the search 
cost for each database. 
 
Assumption 2.2   Assume that all the databases have the same search cost, such 
as elapsed search time, network traffic charges and possible pre-search 
monetary charges. 
 
      Most searchable large-scale textual databases usually contain documents 
from multiple domains (topics) rather than a single domain. So a category 
scheme can help to better understand the content of the databases. 
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Assumption 2.3   Assume that complete knowledge of the contents of the 
databases is known. Each database can be categorised in a classification scheme. 
 
      Next, the database selection problem is formally described as follows: 
      Suppose that there are n databases in a distributed text database environment to 
be ranked with respect to a given query. 
 
Definition 2.1   A resource description of database Si is a 5-tuple, Si=< Ii, Wi, Ci, 
Di, Ti>, where Ii is the indexing method that determines what terms should be 
used to index or represent a given document; Wi is the term weight scheme that 
determines the weight of distinct terms occurring in database Si; Ci is the set of 
subject domain (topic) categories that the documents in database Si come from; Di 
is the set of documents that database Si contains; and Ti is the set of distinct terms 
that occur in database Si. 
 
Definition 2.2   Suppose that database Si has m distinct terms, namely, Ti = {t1, 
t2, …, tm}. Each term in the database can be represented as a 2-dimension vector 
(ti, wi) (1≤ i≤m), where ti is the term (word) occurring in database Si, and wi is the 
weight (importance) of the term ti. 
 
      The weight of a term usually depends on the number of occurrences of this 
term in database Si (relative to the total number of occurrences of all terms in the 
database). It may also depend on the number of documents having the term 
relative to the total number of documents in the database. There are different 
methods to determine the term weight. One common term weight scheme is to use 
the term frequency of a term as the weight of this term [Salton and McGill 1983]. 
Another common scheme is to use both the term frequency and the document 
frequency of a term to determine the weight of the term [Salton 1989]. 
 
Definition 2.3   A user query Q can be defined as a set of query terms associated 
with the weight, which is denoted as Q = {(q1, u1), … (qj, uj), …  (qm uj)}, where 
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qj is the term (word) occurring in the query Q, and uj is the weight (importance) of 
the term qj. 
 
      Suppose that we know the category of each document inside database Si. We 
use this information to classify database Si (A full discussion of the classification 
of textual databases will follow in Chapter 3). 
 
Definition 2.4   Consider that there exist a number of topic categories in database 
Si, which can be described as Ci = {c1, c2, …, cp}. Similarly, the documents in 
database Si can be defined as a vector: Di ={Di1, Di2, …, Dip}, where Dij (1≤ j ≤p) 
is a subset of documents in the document set Di corresponding to topic category cj.  
 
      Thus, the similarity of database Si with respect to the user query q, in practice, 
can be regarded as the sum of the similarities of all the subsets of documents of 
topic categories.  
      For a given user query, different databases always adopt different document 
indexing methods to determine potential useful documents within them. The 
indexing methods might differ in a variety of ways. For example, one database 
might perform full-text indexing, which considers all the terms in the documents 
while the other might employ partial-text indexing, which may only use a subset 
of terms. 
 
Definition 2.5   A set of databases S={S1, S2, …, Sn} is optimally ranked in the 
order of global similarity with respect to a given query q, that is, SimiG (S1, q)≥ 
SimiG (S2, q)≥ … ≥ SimiG (Sn, q), where SimiG(Si, q) (1≤ i ≤n) is the global 
similarity function, which is used to calculate the similarity score of database Si 
with respect to the query q. The similarity score is a real number. 
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      For example, consider that there are databases S1, S2 and S3. Suppose that the 
global similarities of S1, S2, S3 to a given user query q are 0.7, 0.9, and 0.3, 
respectively. Then the databases should be ranked in the order {S2, S1, S3}. 
      It is noted that due to possibly different indexing methods or term weight 
schemes used by local databases, a local database may use a different local 
similarity function to calculate its similarity score, namely, SimiLi (Si, q) (1≤ i ≤n). 
Hence, it is likely that a case exists where for the same data source D, different 
databases may possibly have different local similarity scores to a given query q. 
To accurately rank the various local textual databases, it is preferable that all the 
local textual databases employ the same global similarity function, namely, 
SimiG(Si, q), to evaluate the global similarity score with respect to the user query 
(A full discussion on local similarity functions and the global similarity function 
can be found in [Meng, Liu, Yu, Wang and Chang 1998]). 
      One of the reasons that leads to the difficulty of database selection is 
because textual databases are always heterogeneous. For example, the databases 
might have different subject domain documents, and the document number in 
individual subject domains is diverse. Moreover, when the databases apply 
different indexing methods to index the documents, the database selection 
problem should become rather complicated. To identify the heterogeneities 
among the databases will be helpful in estimating the usefulness of each 
database for the queries.   
 
2.2 Potential Selection Cases in Distributed 
Textual Databases (DTDs) 
 
In the real world, a Web user usually tries to find the information relevant to a 
given topic. Categorising Web databases into subject (topic) domains could be 
helpful in alleviating the time-consuming problem of searching a large number of 
databases. Once the user submits a query, he/she is directly guided to the 
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appropriate Web databases with relevant topic documents. As a result, the 
database selection task will be simplified and become effective. 
      In this section, we will analyse potential database selection cases in DTDs 
based on the relationships between the subject domains that the content of the 
databases may cover. If the content of a database covers a specific subject domain 
that the user query might involve, relevant documents are likely to be found from 
this database. Clearly, under such a DTD environment, the database selection task 
will be drastically simplified with information about topic categories of databases. 
However, the databases distributed on the Web, especially those large-scale 
commercial Web sites, usually contain the documents of various topic categories. 
Informally, we know that there exist four basic relationships with respect to topic 
categories of the databases. That is, a) identical, b) inclusion, c) overlap and d) 
disjoint. 
      The formal definitions of different potential selection cases based on the topic-
category relationships between databases are shown as follows:  
 
Definition 2.6   If the contents of documents in all the databases come from the 
same subject domain(s), then we would say that an identical selection case occurs 
in DTDs. That is, ∀ Si, Sj ∈ S (1≤ i, j ≤ n, i ≠ j), Ci = Cj . 
 
 
 
Ci = Cj
Figure 2.1: An identical selection case 
      For example, the contents of the documents in databases Si and Sj are both 
related to the subject domains, c1 and c2, namely, Ci = Cj. Then we say, the 
selection in databases Si and Sj, belongs to an identical selection case shown in 
Figure 2.1. 
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Definition 2.7   If the set of subject domains that one database contains is a subset 
of the set of subject domains of another database, we would say that an inclusion 
selection case occurs in DTDs. That is, ∀ Si, Sj ∈ S (1≤ i, j ≤ n, i ≠ j), Ci  ⊂ Cj . 
 
       
 
 
Ci
        
     Cj 
Figure 2.2:  An inclusion selection case 
      For example, for database Si, the contents of all its documents are only related 
to the subject domains, c1 and c2, whereas for database Sj, the contents of all its 
documents are related to the subject domains, c1, c2 and c3. So Ci ⊂ Cj shown in 
Figure 2.2. 
 
Definition 2.8   If the intersection of the set of subject domains for any two 
databases is empty, we would say that a disjoint selection case occurs in DTDs. 
That is, ∀ Si, Sj ∈ S (1≤ i, j ≤ n, i ≠ j), Ci ∩ Cj = ∅. 
Ci Cj
 
       
 
Figure 2.3:  A disjoint selection case 
      For example, suppose that database Si contains the documents of subject 
domains, c1 and c2, but database Sj  contains the documents of subject domains, 
c4, c5 and c6. So Ci ∩ Cj = ∅ shown in Figure 2.3. 
 
Definition 2.9   If the set of subject domains for database Si satisfies the 
following conditions: ∀ Si, Sj ∈ S (1≤ j ≤ n, i ≠ j), 1) Ci ∩ Cj ≠ ∅, 2) Ci ≠ Cj, 
and 3) Ci ⊄ Cj or Cj ⊄ Ci, we will say that an overlap selection case occurs in 
DTDs.   
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      For example, suppose that database Si contains the documents of subject 
domains, c1 and c2, but database Sj contains the documents of subject domains, 
c2, c5 and c6. So Ci  ∩ Cj = c2 shown in Figure 2.4. 
 
 c2      CjCi 
      
 
Figure 2.4:  An overlap selection case 
 
Definition 2.10    ∀ Si, Sj ∈ S (1≤ i, j ≤ n, i ≠ j), ck ∈Ci ∩ Cj (1≤ k ≤ p) and the 
subsets of documents corresponding to topic category ck in these two databases 
are, Dik and Djk, respectively. If they satisfy the following conditions: 
 
1)  the numbers of documents in both Dik and Djk are equal: and  
2)  all these documents are the same  
 
we define Dik = Djk, otherwise, Dik ≠ Djk. 
 
Definition 2.11   For a given user query Q, ∀ Si, Sj ∈ S (1≤ i, j ≤ n, i ≠ j), the 
proposition ck ∈ Ci ∩ Cj (1≤ k ≤ p), Dik = Djk → SimiLi (Dik, Q) = SimiLj (Djk, Q) 
is true, we will say that a non-conflict selection case occurs in DTDs 
corresponding to the query q, otherwise the selection is a conflict selection case. 
SimiLi (Si, Q) (1≤ i ≤n) is the local similarity function for the ith database with 
respect to the query Q. 
 
Theorem 2.1   A disjoint selection case is neither a non-conflict selection case 
nor a conflict selection case. 
 
Proof:   For a disjoint selection case, ∀ Si, Sj ∈ S (1≤ i, j ≤ n, i ≠ j), Ci ∩ Cj = ∅, 
and Di ≠ Dj. Hence, database Si and Sj are incomparable with respect to the user 
query Q. So this is neither a non-conflict selection case nor a conflict selection 
case. 
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      Similarly, we can prove that there are seven kinds of potential selection 
cases in DTDs as follows: 
 
a) non-conflict identical selection cases 
b) conflict identical selection cases 
c) non-conflict inclusion selection cases 
d) conflict inclusion selection cases 
e) non-conflict overlap selection cases 
f) conflict overlap selection cases 
g) disjoint selection cases 
 
      In sum, given a number of databases S, we could identify which kind of 
selection cases might exist in a DTD environment based on the relationships of 
subject domains contained in them. 
 
2.3 The Classification of DTD Types 
 
Before we choose a database selection method to locate the most appropriate 
databases to search for a given user query, it is necessary to know how many 
types of DTDs exist and which kind of selection cases may appear in each types 
of DTDs. In this section, we will discuss the classification of DTDs types based 
on the relationships between the indexing method and the term weight scheme 
of DTDs.  The definitions of four different types of DTDs are shown as follows: 
 
Definition 2.12   If all the databases in a DTD environment have the same 
indexing method and the same term weight scheme, such a DTD environment 
is called homogeneous DTDs. This type of DTDs can be defined as: 
 
                                          ∀ Si, Sj ∈ S (1≤ i, j ≤ n, i ≠ j), Ii = Ij 
                                          ∀ Si, Sj ∈ S (1≤ i, j ≤ n, i ≠ j), Wi = Wj 
 
Definition 2.13   If all the databases in a DTD environment have the same 
indexing method, but at least one database has a different term weight scheme 
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from the other databases, such a DTD environment is called partially 
homogeneous DTDs. This type of DTDs can be defined as: 
 
                                          ∀ Si, Sj ∈ S (1≤ i, j ≤ n, i ≠ j), Ii = Ij 
                                          ∃ Si, Sj ∈ S (1≤ i, j ≤ n, i ≠ j), Wi ≠ Wj 
 
Definition 2.14   If at least one database in a DTD environment has a different 
indexing method from the other databases, but all of the databases have the 
same term weight scheme, such a DTD environment is called partially 
heterogeneous DTDs. This type of DTDs can be defined as: 
 
                                          ∃ Si, Sj ∈ S (1≤ i, j ≤ n, i ≠ j), Ii ≠ Ij  
                                          ∀ Si, Sj ∈ S (1≤ i, j ≤ n, i ≠ j), Wi = Wj 
 
Definition 2.15   If at least one database in a DTD environment has a different 
indexing method from the other databases, and at least one database has a 
different term weight scheme from the other databases, such a DTD 
environment is called heterogeneous DTDs. This type of DTDs can be defined 
as: 
 
                                           ∃ Si, Sj ∈ S (1≤ i, j ≤ n, i ≠ j), Ii ≠ Ij 
                                           ∃ Si, Sj ∈ S (1≤ i, j ≤ n, i ≠ j), Wi ≠ Wj 
 
2.4 The Relationships between Potential Selection 
Cases and DTD Types 
 
We have identified selection cases and classified DTD types in the above 
sections. Now, we can briefly summarise the relationships between selection 
cases and DTD types as follows. 
 
 31
 
 
 
 
2.4 THE RELATIONSHIP BETWEEN POTENTIAL SELECTION 
CASES AND DTD TYPES 
Theorem 2.2   For a given user query Q, the database selection in a 
homogeneous DTD environment may be either a non-conflict selection case or 
a disjoint selection case. 
 
Proof:   In a homogeneous DTD environment, ∀ Si, Sj ∈ S (1≤ i, j ≤ n, i ≠ j), Ii 
= Ij, Wi = Wj, if  
1) Suppose that Ci ∩ Cj ≠ ∅, ck ∈ Ci ∩ Cj (1≤ k ≤ p), Dik = Djk, is valid, 
since they use the same indexing method and the same term weight 
scheme to evaluate the usefulness of the databases, then SimiLi (Dik, Q) 
= SimiLj (Djk, Q) is true. So the database selection in this homogeneous 
DTD environment is a non-conflict selection case (recall Definition 2-
11). 
2) Suppose that Ci ∩ Cj = ∅ is valid, then the database selection in this 
homogeneous DTD environment is a disjoint selection case (recall 
Definition 2-8). 
 
Theorem 2.3 Given a user query Q, for a partially homogeneous DTD 
environment, or a partially heterogeneous DTD environment, or a 
heterogeneous DTD environment, any potential selection case may exist.  
 
Proof: In a partially homogeneous DTD environment, or a partially 
heterogeneous DTD environment, or a heterogeneous DTD environment, ∀ Si, 
Sj ∈ S (1≤ i, j ≤ n, i ≠ j), ∃ 1≤ i, j ≤ n, i ≠ j, Ii ≠ Ij or ∃ 1≤ i, j ≤ n, i ≠ j, Wi ≠ Wj is 
true. If 
1) Suppose Ci ∩ Cj ≠ ∅, ck ∈ Ci ∩ Cj (1≤ k ≤ p), Dik = Djk, is valid, but 
since the databases employ different index methods or different term 
weight schemes, SimiLi (Dik, q) = SimiLj (Djk, q) is not always true. So 
the selection case in these three DTD environments is either a conflict 
selection case or a non-conflict selection case. 
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2) Suppose Ci ∩ Cj = ∅ is valid, then the database selection in these three 
DTD environments is a disjoint selection case. 
 
      By combining the above two cases, we conclude that any potential selection 
case may exist in all the DTD types except the homogeneous DTDs. 
 
2.5 Necessary Constraints of Selection Methods in 
DTDs 
 
We believe that the research to identify the necessary constraints of selection 
methods, which is absent from the work of other researchers in this area, is 
important in order to accurately determinate which databases to search, because 
it can help choose appropriate selection methods in different selection cases. 
 
2.5.1 General Necessary Constraints for All Selection 
Methods in DTDs 
 
As described in the previous section, when a query Q is submitted, the 
databases are ranked in order S1, S2, …, Sn such that Si is searched before Si+1 , 
1≤ i ≤ n-1 . The ranked list is based on the similarity between the query Q and 
the resource descriptions of databases in DTDs. Thus, a reasonable selection 
method for DTDs should satisfy the following general necessary constraints: 
 
1) The selection methods should satisfy the associative law. That is, ∀ Si, 
Sj, Sk ∈ S (1≤ i, j, k ≤ n, i ≠ j ≠ k), Rank (Rank (Si, Sj), Sk) = Rank (Si, 
Rank (Sj, Sk)), where Rank ( ) is the ranking function for the set of 
databases S,  
2) The selection methods should satisfy the commutative law. That is, 
Rank (Si, Sj) = Rank (Sj, Si). 
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2.5.2 Special Necessary Constraints of Selection Methods 
for Each Selection Case 
 
Before we start to discuss the special necessary constraints of selection methods 
for each selection case, in order to simplify the explanation, we first provide 
some basic concepts and functions. In the following section, we will focus 
mainly on the selection of two databases. It is easy to extend this to any number 
of databases in a DTD scenario. Suppose that there exist two databases in a 
DTD, Si and Sj, respectively. Si=<Ii, Wi, Ci, Di, Ti > and Sj=<Ij, Wj, Cj, Dj, Tj>.  
Q is a given user query, and ct is the topic domain of interest for the user query. 
SimiG (Sl, Q) is the global similarity score function for the lth database with respect 
to the query Q, and Ran ( ) is the ranking function for the databases. All these 
notations will be used throughout the following discussions.  
     The objective of database selection is to find the potential “good” databases 
that contain the most relevant information that a user needs. In order to improve 
search effectiveness, a database with a high rank will be searched before a 
database with a lower rank. Therefore, the correct order relationship between 
the databases is the critical factor that judges whether a selection method is 
“ideal” or not. 
      A database is made up of numerous text documents. Therefore, estimating 
the usefulness of a text database, in practice, is to find the number of documents 
relevant to the query in the database. A document d is defined as the most likely 
similar document to the query q if SimiG (d, q) ≥ τd, where τd is a global 
document threshold. Here, three important database parameters about textual 
databases, which should be considered when ranking the order of a set of 
databases based on the usefulness to the query, are given as follows. 
 
1) Database size. That is, the total number of documents that the database 
contains.  
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For example, if databases Si and Sj have the same number of the most likely 
similar documents, but database Si contains more documents than database 
Sj, then Sj is ranked ahead of Si. That is, Rank (Si, Sj)= {Sj, Si}. 
  
2) Useful document quality in the database. That is, the number of the 
most likely similar documents in the database. 
  
For example, if database Si has more of the most likely documents than 
database Sj, then Si is ranked ahead of Sj. That is, Rank (Si, Sj)= {Si, Sj}. 
 
3) Useful document quantity in the database. That is, the similarity degree 
of the most likely similar documents in the database. 
 
For example, if database Si, Sj have the same number of the most likely 
similar documents, but database Si contains the document with the highest 
similarity score among these documents, then Si is ranked ahead of Sj. That 
is, Rank (Si, Sj)= {Si, Sj}. 
    
Based on these three database parameters, the similarity score Simi(S, q) of 
database S to the query q can be defined as follows: 
)(
),(
),(
SDBSize
qdSimi
qSSimi id
i∑
=                                    (2-1) 
where DBSize(S) is the total number of documents contained in Database S. 
Simi(di, q) is the similarity score of document di with respect to the query q, and 
di ∈ the most likely similar document set in database S. 
      Next, some other special necessary constrains for each potential selection 
case are given in the following discussions: 
 
a) In an identical selection case, all the databases have the same topic 
categories. That is, they have an equal possibility of containing the 
relevant information of interest.  If SimiG (Si, q) = SimiG (Sj, q) and Dit > 
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Djt, then Rank (Si, Sj)= {Sj, Si}. The reason for this is that for the same 
useful databases, more search effort will be spent in database Si than 
database Sj in that database Si has more documents that need to be 
searched when finding the most likely similar documents.    
 
b) In an inclusion selection case, if Ci ⊂ Cj, this means that database Sj 
has other topic documents which database Si has not. Therefore, in 
order to reduce the number of unrelated documents to search in the 
database, the special constraint condition of the selection method for 
the inclusion selection case could be described as follows: 
  If SimiG (Si, q) = SimiG (Sj, q) and Ci ⊂ Cj, ct ∈ Ci ∩ Cj (ct is the topic 
relevant to the query), then Rank (Si, Sj)= {Si, Sj}.  
 
ct
    Ci
        
       Cj 
 
 
 
Figure 2.5: Necessary constraints in an inclusion selection case 
 
c) In an overlap selection case, any two databases not only have some 
same subject-domain documents, but they also have different subject-
domain documents, respectively. So, there exist two possible cases: 1) 
ct ∈ Ci ∩ Cj; 2) ct ∉ Ci ∩ Cj (ct is the topic relevant to the query). 
Then, under these two cases, the constraint conditions that a suitable 
selection method should satisfy can be described as: 
1) If ct ∈ Ci ∩ Cj, Ci ≠ Cj, then SimiG (Si, q) > SimiG (Sj, q) or 
SimiG (Sj, q) > SimiG (Si, q) (it depends on which database 
contains more relevant documents). So Rank (Si, Sj)= {Si, Sj} or 
{Sj, Si }. 
 36
 
 
 
 
2.5 NECESSARY CONSTRAINTS OF SELECTION METHODS IN 
DTDs 
2) If ct ∉ Ci ∩ Cj and ct ∈ Ci, then SimiG (Sj, q) < SimiG (Si, q); 
and Rank (Si, Sj)= {Si, Sj}. 
 
 
 
  Ci 
 
ct
        Cj  Ci 
ct
       Cj 
              (1)                                                        (2) 
Figure 2.6: Necessary constraints in an overlap selection case 
 
d) In a disjoint selection case, since any two databases do not have the 
same subject-domain documents, it is obvious that only one database 
is most likely to contain the relevant documents of interest needed by 
the user. So the selection method should satisfy the following 
necessary constraint:     
If ct ∈ Ci, then SimiG (Si, q) > SimiG (Sj, q); and Rank (Si, Sj)= {Si, Sj}  
 
ct
Ci Cj 
 
Figure 2.7: Necessary constraints in a disjoint selection case 
      We here focus on the discussion of necessary constraints of selection cases 
in the scenario of two databases. It is easy to extend to the selection of multiple 
databases. For example, for n databases, there would be C  times of the two-
databases comparison, and finally the databases would be ranked in the 
descending order based on the two-databases comparisons.   
2
n
 
2.6 Conclusions 
 
Understand the various aspects of each local database is essential in choosing 
appropriate text databases to search with respect to a given user query. The 
analysis of different selection cases and different types of DTDs can help to 
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develop an effective and efficient database selection method. Very little 
research in this area has been reported so far. 
      In this chapter, four potential selection cases have been identified, based on 
subject contents contained in the databases. DTD types have been classified on 
the basis of the indexing method and the term weight scheme that are 
performed by the databases to access or retrieve the information. The scenarios 
where selection cases probably exist in each DTD type have been also analysed.  
Finally, the necessary constraints of database selection algorithms in each 
selection case have been discussed, and this will be regarded as the guideline 
when developing database selection algorithms. 
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Chapter 3 
 
Hierarchical Classification for 
Multiple, Distributed Textual 
Databases 
 
As the Internet has rapidly proliferated over the past few decades, especially the 
World Wide Web (WWW), Web users have witnessed an explosion in the 
availability of online information from distributed Web databases. Despite the 
usefulness of various search services such as Yahoo and AltaVista, Web users 
still feel frustrated in their attempts to profitably utilise such large amounts of 
information. One particular problem is the database selection problem; that is, 
how, from such a vast information resource, to optimally select a number of 
databases, which are most likely to provide useful information with respect to a 
given user query. We believe that an automatic and robust method called 
database classification, which partitions multiple, distributed Web databases 
based on their subject contents into classification schemes, will be helpful for 
efficient and fruitful database selection. 
      Classification of textual documents as a useful technique for information 
retrieval has long attracted significant attention from information science 
researchers [Milligan and Cooper 1987]. Since Web databases usually consist 
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of hundreds of thousands of textual documents, text classification techniques 
can easily be applied to database classification.  
       There are quite a number of special-purpose databases that focus on 
documents in confined subject domains, such as IEEE and ACM digital 
libraries on the Internet, and there are also some large-scale general-purpose 
databases that cover the Web contents of a wide range of topic categories. The 
above characteristics of Web databases make it feasible to organise and manage 
Web databases in a structured hierarchy of topics. We believe that the use of a 
hierarchy can break down the classification task into a set of smaller tasks, each 
of which corresponds to a small split in the hierarchical tree. Such a 
hierarchical structure makes the accomplishment of the classification work 
more effective and efficient. 
      Several researchers have recently investigated the use of hierarchies for text 
classification and have produced encouraging results [Griffiths 1984, EI-
Hamdwchi and Willett 1989, Meng 2002, Ipeirotis 2001]. Our work differs 
from earlier studies in the following important ways. First, as we know, most of 
the hierarchical classification methods only treat the classes (categories) in the 
hierarchy as simple vertical parent-child relationships between different levels. 
But, in practice, the relationships between classes in the hierarchy are usually 
more complicated, such as some horizontal relationships between classes. 
Hence, to better express the correlation between classes, we consider 
horizontally logical relationships among the classes at the same level during the 
construction of the topic hierarchy. Second, we propose a new database 
classification approach, namely, a probabilistic Bayesian model based on Naive 
Bayes learning techniques [Lewis 1998b] for automatic database classification. 
This model takes the special characteristics of databases into account, thus 
making itself more applicable to database classification than other document 
classification approaches. Third, we present a new category assignment strategy 
called possibility-window, which selects the “best” category or categories with 
the threshold of window size. The experimental results reported in this chapter 
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demonstrate that our hierarchical classification methods can significantly 
improve the performance of database classification.  
      The rest of this chapter is structured as follows. In Section 3.1, we present 
an overview of text classification for information retrieval.  Section 3.2 
describes a hierarchical structure of topics for database classification. In Section 
3.3, we discuss the specific technique we use for database classification. We 
focus on a probabilistic model that provides a framework for the construction of 
a set of classifiers for the category-based search. Section 3.4 introduces 
hierarchical classification strategies for the selection of appropriate categories 
of individual databases. In Section 3.5, we provide our experimental 
methodology and a variety of experimental results to support our approach. 
Conclusion and future work are provided in Section 3.6. 
 
3.1 Related Work in Text Classification 
 
With the exponential growth of digital libraries and online databases on the 
Internet, system–aided classification techniques, which are used to organise and 
manage these emerging large-scale information sources, have recently been 
become more and more promising and appealing to information science 
researchers. While work in text database classification is relatively new, a 
substantial body of research work, which looks at text document classification, 
has been occurring for decades. 
     Although manual classification might produce good quality category 
assignments, it is hampered by the bottlenecks inherent in the manual way, such 
as the high cost (i.e. human participation) and the lack of scalability. Obviously, 
in many ways, machine learning techniques provide suitable solutions in 
solving these problems. In recent studies, a number of machine learning 
techniques have been proposed to address the text classification problem. 
Among them there are mainly two types of learning techniques: supervised 
learning and unsupervised learning. Although they all depend on some labelled 
training data for category models to learn, the main difference between 
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unsupervised learning and supervised learning is that in unsupervised learning, 
once category models are trained, new data instances can be added with little or 
no outside interference (e.g. human effort). 
      A wide range of research has been devoted to text-based classification 
algorithms based on supervised learning techniques, including linear 
classification algorithms [Lewis 1996], decision tree or rule induction [Apte 
1994, Schutze 1995]. In addition, some work has been undertaken on 
unsupervised learning in a textual analysis application [Fisher 1987, Botafogo 
1993]. Moreover, some comparative studies [Burgin 1985, EI-Hamdwchi and 
Willett 1989] discovered that various clustering methods performed differently 
under different sets of conditions. 
      Due to their good performance on clustering and learning abilities [Huang 
and Lippman 1987], neural network techniques have recently been studied by 
researchers for text classification applications.  Some neural network clustering 
algorithms exist for text classification, which are based on either supervised 
learning or unsupervised learning. Schutze et al. [Schutze, Hull and Pedesen 
1995] present a two-layer back-propagation-like neural network for document 
learning. Chen et al. [Chen 1994] adopted a variation of the hopfield network 
for concept classification of electronic brainstorming comments. Later on, they 
developed a multilayered Kohonen self-organising feature map (SOFM) to 
categorise Internet homepages [Chen 1996a].  
      Although text database classification is a relatively new research area, 
several researchers have investigated the use of topic hierarchies for database 
classification and have produced encouraging results. Gauch et al. [Gauch 1996] 
manually construct query probes to facilitate the classification of text databases. 
Ipeirotis, Gravano et al. [Ipeirotis, Gravano and Sahami 2001, Gravano 2003] 
present a method for automating database classification based on the number of 
matches that each query probe generates from the databases. The formation of 
queries comes from document classifiers. More recently, Ipeirotis and Gravano 
[Ipeirotis and Gravano 2004] have introduced the notion of “shrinkage” which 
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exploits database classification information by the use of a topic hierarchy to 
compensate for incomplete content summaries. In [Yu, Meng, Liu, Wu and 
Rishe 1999, Meng, Wang, Sun and Yu 2002], a concept hierarchy is 
constructed for text database categorisation. Each concept description is treated 
as a query that is submitted to the database. The documents retrieved from the 
database are used to calculate the similarity between the concept and the 
database. 
 
3.2 Hierarchical Structure of Topics for Textual 
Databases 
 
The hierarchical structure of topics has long been used in special-purpose 
collection of documents [Hersh 1993]. More recently, several large-scale 
Internet search engines, such as Yahoo and Infoseek have also adopted such 
hierarchies to manage the World Wide Web in order to conveniently guide 
users to the appropriate topic of interest.  It is sensible to utilise existing well-
known category hierarchies, such as Yahoo, to build our own hierarchical 
structure since they are widespread and familiar to Web users. 
       
 
VideoImage … ProgrammingPlatformDatabase
… MultimediaInternet HardwareSoftware
… Sports ScienceComputerEducation
Root
Leaf Level
Level 2 
Level 1 
Root Level 
 
 
 
 
 
 
 
Figure 3.1   A small fraction of the topic hierarchical structure 
 
      First we describe the structured hierarchy of topics shown as Figure 3.1. 
This is a topic directory which is a hierarchical architecture comprising three 
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layers. The tree hierarchy contains nodes at different levels indicating the topics 
of interest to users. It is easy to see that the order of topics in the hierarchical 
structure goes from broad, general topics (top) to more narrow ones (bottom), 
and the leaf nodes point to specific and unambiguous subjects. Topics close to 
each other in the hierarchy typically have a lot more in common with each other 
than topics that are far apart. The nodes “Database” and “Platform” are close in 
their subject content, but they are quite different from the nodes “Video” and 
“Image” which belong to another parent node “Multimedia”. 
     The hierarchical structure treats the topics as a collection of topic sets, each 
of which consists of only a small set of topics. As can be seen from Figure 3.1, 
each node in the hierarchy (except root node and leaf nodes) actually plays two 
roles as a parent node and a child node. On one hand when it is used as a parent 
node, it is a cluster which corresponds to a topic set. On the other hand, when it 
is used as a child node, it is only a single topic (class). For example, the ode 
“computer” is a child node for the root node, it only points to the topic 
“Computer”, whereas when it is a parent node for node “software”, it actually 
corresponds to the topic set {“software”, “hardware”, … , “Internet”, 
“multimedia”}. 
      For all parent nodes, each node has a classifier that distinguishes one class 
from a set of classes. Since the classifier at a node only needs to focus on a 
small set of topics rather than the overall topics, it is possible to make the 
classification more accurate. Therefore, such a hierarchical topic structure 
actually breaks down the classification task into a set of simpler subtasks. This 
makes database classification more efficient and, hopefully, more accurate as 
well. 
 
3.3 Probabilistic Bayesian Classification 
 
For a moderate number of databases (e.g., hundreds of databases), a “flattened” 
class space with each class (topic) as every leaf in the hierarchy is suitable. We 
only need to train a single classifier so that each database can be precisely 
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categorized into one of the possible basic classes. Unfortunately, when the 
number of databases is very large, such as thousands or tens of thousands, this 
simplistic approach is hampered by computational cost. This is because using a 
single flattened classifier, the similarity estimation of the most relevant topic 
for each database can become time-consuming in the case of a large number of 
databases. For this reason, we introduce a hierarchical structure of topics, which 
allows us to focus only on the relevant topic area beginning from the root level. 
As a result, the topic number for probability estimation can be drastically 
reduced. Comparatively speaking, the hierarchical approach obtains significant 
efficiency gains over the standard flat approach.  
      In this chapter, we have chosen to focus on probabilistic methods used for 
hierarchical classification. The probabilistic model provides an efficient means 
to produce a set of classifiers used in the hierarchy of topics. In this section, we 
give a brief overview of the probabilistic model and its application to database 
classification. 
 
3.3.1 Feature Selection 
 
In order to distinguish the appropriate class from a set of classes in a 
hierarchical classification scheme, a set of features that have enough 
discriminating power are needed for the classifier. For example, in text 
classification, features are words that are strongly associated with one specific 
category. Theoretically, the more features that represent a class, the more useful 
the classifier is for distinguishing the classes. Unfortunately, it is impractical to 
simply implement this idea as described above, since the computation cost is 
exponential to the number of the features. There is thus a fundamental trade-off 
between a large feature space and classification accuracy. However, the issue of 
how best to select optimal features for the classes will be studied in the future 
research and will not be reported in this thesis. Here we employ a feature 
selection technique called Latent Semantic Indexing (LSI) reported in [Dumais 
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1993, Deerwester 1990] to produce a smaller subset of the most important 
features for the class with minimal loss in accuracy. 
      LSI serves as a means of data compression that represents features and 
documents by a low-dimensional linear combination of orthogonal indexing 
variables. It can best capture important information contained in a large number 
of terms with a much smaller number of factors. In particular, it is useful for 
eliminating the redundancy in word features that arises from term dependence. 
 
3.3.2 Construction of Naive Bayesian Classification 
 
A training set of labelled feature vectors are used to induce a classification 
model. This model is then used to predict the class label for a set of unseen data 
instances (e.g. Web databases). Optimistically, the feature vectors will fully 
determine the appropriate topic class. As we know, however, the training data, 
which is simply a sample from the underlying population of relevant documents 
about the class, may not adequately characterize its true distribution since the 
training set provides only a rough approximation. Thus we use a probability 
distribution to model the classification function. Formally, for each feature  
in the feature space F, we have a probability 
if
)Pr( ki cf
{ 1c
in the possible cluster C, 
where c , and C is a set of classes denoted as CCk ∈ },,, 2 Mcc L= ; , and F 
is a set of features described as F
Ffi ∈
}, Nf,,{ 21 ff L= ; )Pr( ki cf  is the probabilistic 
distributions for each feature (if Ff i ∈ ) in class c . This ensures that in the 
class network, each feature will be taken into account for classification. A 
learning algorithm utilises feature information that is obtained from the training 
set using the LSI method, to construct a classifier.  
k
      Recent work in supervised learning has shown that a simple Bayesian 
classifier with the assumption of independence among features is competitive in 
textual classification [Lewis, Schapire, Callen and Papka 1996, Yang and 
Zhang 2002]. A Bayesian network [Pearl 1988] provides a compacted 
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representation of probabilistic distributions over the training data.  A Bayesian 
classifier is simply a Bayesian network applied to a classification domain. 
      During the construction of classifiers in a hierarchical scheme, we limit our 
attention to a set of Naive Bayes network structures. Unlike other ordinary 
Naive Bayes structures, we add horizontal lines between some classes in the 
same level to capture logical correlation among the classes shown in Figure 3.2. 
The basic intuition underlying our approach is that it is more common for one 
document to contain the content of multiple topics rather than a single one. 
Thus, the relationships between these topics are closer than those of other 
topics. For example, for the cluster “Computer”, classes “Software” and 
“Hardware” usually have a more cohesive relationship than class “Internet” or 
class “Multimedia” (see Figure 3.1). A line is then drawn between them 
denoting “AND” connection. Note that the process of adding these edges may 
involve a heuristic search on a hierarchical structure. 
 
…
  c1     c2      c3               cm    
C 
 
 
 
 
Figure 3.2   The structure of the Naive Bayes network for a classifier 
 
      Like most agglomerative clustering methods [Griffiths, Robinson and 
Willett 1984, Willette 1988], our hierarchical clustering algorithm constructs a 
cluster hierarchy from the bottom to the top by merging various subject-
relevant classes at a time. At the beginning, just the topics of the leaf level in 
the hierarchy associate with labelled training documents as the classes. For each 
leaf-level topic (class), a separate round of optimal feature selection is 
employed by the LSI method to obtain the most indicative features for this topic. 
Note that this feature selection is undertaken starting from the original feature 
set which has been preprocessed by stop-word removal and stemming. Stop 
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words are first removed because they occur very frequently in documents, such 
as the words: ‘the’, ‘a’, ‘we’, ‘of’, ‘but’. These frequent words are not helpful to 
the search results, and they require a lot of processing power. In addition, many 
words have different variations. These variations have the same or similar 
meaning(s) such as the words “stepped”, “steps” and “stepping”. Due to 
different spellings, they cannot be matched to each other directly. Using 
Porter’s stemming algorithm [Porter 1980], different variations of the same 
word can be converted to the same word stem which is useful during 
classification. 
      With the framework of multinominal Naive Bayes text classification [Lewis 
1998b], the classifier can parameterise each class separately with the prior 
probability for each class c  in the leaf level, Pr(  and the probabilistic 
distributions for each feature f (
k )kc
i Ff i ∈ ) given the class c , . Thus, 
each leaf-level topic, in practice, consists of a set of the most important features 
with the parameters Pr( .  
k )|Pr( ki cf
)| ki cf
      The last second-level topics are then used as class labels. Note that every 
node in the last-second-level has only a subset of the total class labels in the 
leaf level. As we have observed, the most informative features at the lower-
level child class are likely to be particularly useful for its high-level parent class. 
We will only present our method for constructing the classifiers at the last 
second level. The construction of classifiers at other higher levels can be 
implemented in a similar way.  
 
Definition 3.1   Cluster C is a superclass comprising a number of classes 
presented as C , where c  (},,,{ 21 Mccc L= k Mk ≤≤1 ) is a class of cluster C. 
CF  is 
the feature space for the cluster C, which is described as F , 
where 
},,{ 21
C ff L= , Nf
CF  is the feature space set of all the child classes, namely, 
, corresponds to the feature space of class c , and 
(1 ) is a distinct feature vector in this feature space 
MF∪∪L kF
C FF = 21
if i≤
F∪
N≤
k
CF . 
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Definition 3.2   For a given cluster C,  is a logic connection function 
for the classes,  and (1 ).   
),( kj ccR
kj ≠jc kc Mkj ≤≤ ,,
 
      Assume that for a given cluster C, the probabilistic distribution for each 
feature  to each class c , , and the prior probability for each class 
, Pr( , are known. We can easily calculate the probabilistic distribution for 
each feature  to the cluster C, Pr( . For a feature vector , assume that 
 exists in the feature space of a certain class , where c . 
if
)kc
k )|Pr( ki cf
|fi
kF
kc
if
if )C if
Ckc k ∈
(1) If ∀ , ),1( kjMjFF Cj ≠≤≤∈ ji Ff ∉ , then  
)|Pr()|Pr( kii cfCf =                                          (3-1) 
(2) If  ∃ , ),1( kjMjFF Cj ≠≤≤∈ kji FFf ∩∈ , then  


 =
=
otherwisecfcfMax
ANDccRcfcfMin
Cf
kiji
kjkiji
i ))|Pr(),|(Pr(
),())|Pr(),|(Pr(
)|Pr(                             (3-2) 
 
      The prior probability for the cluster C, Pr( will be )C
NM
c
C Cc
k
k
+
+
=
∑
∈
)Pr(1
)Pr(                                                 (3-3) 
where N indicates the number of classes in the level in which the cluster C lies, 
and M is the number of classes in the cluster C. 
      Since the feature space CF  for the cluster C is the combination of all the 
feature space of all the classes, the size of the feature will possibly be very large. 
It means that it may result in the time-consuming problem of classification 
computation for a classifier. To solve this problem, we will eliminate those 
features with too small in that such features are generally not able to 
improve the classification accuracy.  Finally, for each last second-level class, 
we construct a separate classifier with the appropriate reduced feature set. 
)| CiPr( f
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      For example, assume that the cluster C “software” consists of three classes 
(see Figure 3.3), c =“Database”, = “Platform”, and c = “Programming”, 
respectively. Among them, the logical connection between classes, c and c : 
= “AND”. The prior probabilities for individual classes are, Pr( =0.3, 
=0.4, and Pr( =0.3. Thus, according to Eq.3-3, the prior probability for 
the cluster C: 
1
)3c
2c 3
1
c
2
),( 21 ccR
)Pr( 2c
)1
2.0
103
3.04.03.0(Pr( ) =1)
+
+++
=C (assume that the number of the classes 
in the level which the cluster C belongs to is 10). 
      The probabilistic distributions for the feature , “Windows”, to separate 
classes are, Pr( =0.4, =0.5, and Pr( =0.45, respectively. So, 
according to Eq.3-2 and the logic relationship among the classes, the 
probabilistic distribution for the feature  to the cluster C, 
1f
| 3c
1f
)| 11 cf
)5.04.
)|Pr( 21 cf
45.0
)1f
45.00()|Pr( 1 =∪∩
)|Pr( 22
=Cf
1
3.0)|Pr( 2
. Since the feature , “Oracle”, only appears in 
the class c , the probabilistic distribution for the feature  to the cluster C, 
1f
2f
==Cf cf . Finally, we can obtain the feature space CF and the 
probabilistic distributions for separate features in CF  shown as Table 3.1. 
 
 
 
 
 
 
C++ (0.35) 
Delphi (0.3) 
Java (0.35) 
Window (0.45) 
Unix (0.3) 
Window (0.5) 
Unix (0.45) 
Dos (0.15) 
Linux (0.25) 
C++(0.2) 
Oracle (0.3) 
SQL (0.35) 
Delphi (0.15) 
Window (0.4) 
Unix (0.35) 
Programming (c3)Platform (c2) Database (c1) 
Software (C)
                              0.3              0.4                              0.3            
Figure 3.3   The Naive Bayes structure of the classifier for cluster “Software” 
 
The Feature 
Space 
CF  
Oracle SQL Delphi Windows Unix Dos Linux C++ Java 
)|Pr( Cfi  0.3 0.35 0.3 0.45 0.3 0.15 0.25 0.35 0.35
Table 3.1   The feature space CF  and the probability distributions for separate 
features in CF  for the cluster C 
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3.4 Hierarchical Classification Strategies 
 
3.4.1 Hierarchical Classification of Web Databases 
 
First, the definition of a Web database, , is described as follows. 
iS
 
Definition 3.3   A Web database S  is a 3-tuple, i >=< iiii TDC ,,
i
S , where C  is the 
set of subject domain (topic) categories that the documents in database S  belong 
to;  is the set of documents that database S  contains; and  is the set of 
distinct terms that occur in database S . 
i
i
iD iT
i
 
Definition 3.4   Suppose database S  has s distinct terms, namely, 
. Each term in the database can be represented as a 2-
dimension vector {
i
},,,{ 21 si tttT L=
,t j )1(} sjwj ≤≤ , where t  is the term (word) occurring in the 
database , and w  is the weight (importance) of the term t  due to its term 
frequency (i.e., the number of occurrences) in the database. 
j
iS j j
 
Definition 3.5    Consider that there exist a number of topic categories in database 
, which can be described as C
iS },,,{ 21 pi ccc L= .  
 
Definition 3.6    Suppose that database S  consists of a set of documents which 
can be represented as a vector: D
i
2d },,,{ 1 ti dd L= , where t is the number of 
documents in the database S . For each document di )1( tii ≤≤ , can be similarly 
described as d , and each term in document d  is also a 2-
dimension vector {
id
}is
)sj
,,,{ 21 iii ttt=
}, wt
ijij
L
1(
i
≤≤ ,  is the weigh (important) of the term t .  ijw ij
 
      Note that for the sake of expressive convenience, t in Definition 3.4 and t in 
Definition 3.6, in practice, refer to the same term. The only difference between 
them is the weights of the term, and : 
j ij
jw ijw
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jjj icftfw ×=
*                                                        (3-4) 
   jjij idftfw ×=                                                         (3-5) 
 
where tf  is the term frequency of the term occurring in the database S , and 
is the database frequency (the number of databases that have the term) in the 
test database collection. tf  is the term frequency of the term occurring in the 
document , and idf the document frequency (the number of documents that 
have the term) in database S . All the weights are normalised with the cosine 
function [Salton and McGill 1983], which can range from 0 and 1. 
*
j i
jicf
j
id
i
      Note that, in order to reduce the term space in the database and improve 
classification accuracy, these terms have been preprocessed by removing stop 
words, stemming, and eliminating rarely appearing words.  
      Once the classifiers in the hierarchical classification scheme are built, we 
can start work by assigning a Web database S  with the appropriate topics 
(categories) into the hierarchy. In practice, the optimisation process for a 
category search in a topic hierarchy can be implemented using a heuristic 
search technique called best first search to find the “best” candidate (candidates) 
over the category space of each level in this hierarchy. Instead of starting from 
the first node at the first level to classify the database S , the hierarchy 
classification scheme first chooses the best node (topic) with the biggest 
similarity score using the root classifier.  Then the hierarchy scheme sends the 
database further down to the children nodes associated with the chosen first-
level category (topic). The same category search strategy is applied until one or 
more categories at the leaf level are chosen for the database (the details of this 
search will be described in Subsections 3.4.2 and 3.4.3).  
i
i
      At each level, except the root level, after one class is chosen by the 
classifier as the most likely topic for the database S , it will automatically be 
added into the class set C of database  (recall Definition 3.5). It is obvious 
i
i iS
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that a database that belongs to a child class (e.g., a leaf node in the hierarchy 
tree) would also be assumed to belong to its parent and ancestor nodes (classes) 
that lie on the path from the child node to the root node. For example, if class 
“database” is chosen by the classification scheme as an appropriate topic for 
database S , then classes “computer” and “software” must be in the class set C  
of database  (see Figure 3.1). 
i
iS
i
iS
      Note that one of the advantages of our approach is that the classification 
mechanism can be implemented in parallel.  When one or more categories in 
one level are chosen by the classifier, the classification processes at the lower 
level can proceed in parallel on different subsets of classes rooted from the 
chosen parent nodes. Classification efficiency is therefore remarkably improved.  
 
3.4.2 Category Search Strategy 
 
In each level in the hierarchy, the category search strategy will be executed 
using the following steps: 
 
(1) First calculate the posterior probability Pr(  of class  for the 
database S , where c  is the child class in the chosen cluster C in the 
higher level.  
)| ik Sc kc
i k
(2) Then rank all the classes in the chosen cluster C based on the posterior 
probability . )|Pr( ik Sc
(3) Assign the most likely categories to the database S  employing the 
category assignment strategy.  
i
  
      Step 1 searches a set of categories in the chosen cluster C with the classifier 
constructed by the Naive Bayes network.  The measure of likeliness for the 
database  is the posterior probability Pr( . Given the parameters, 
and , the posterior probability Pr( can be determined by 
)| ik Sc
|kc)|Pr( ki cf )Pr( kc )iS
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Bayes’ rule and the occurrence frequency of features of the class c  in the 
database S : 
k
i
j ∈ | ki c
)Pr(
)|Pr()Pr(
)|Pr(
i
kik
ik S
cSc
Sc =  
∑ ∑
∑
∈ ∈
∈






=
Cc Tt
isis
Tt
ikik
s ii
ii
wctc
wctc
)Pr()Pr(
)|Pr()Pr(
                                      (3-6) 
where, if the term t  occurs in the feature space F of class c , that is, 
, in fact equates to Pr( ; otherwise Pr( = 0; 
is the word weight of the term t (recall Definition 3.4). 
i
| kc
k k
t)( kji Ffft =
iw
)Pr( it )| kj cf )
i
 
3.4.3 Category Assignment Strategy 
 
In Steps 2 and 3, it is normal to make the ranking C based on the posterior 
probability . According to the category ranking, one or more 
categories are assigned to the database S  using the category assignment 
strategy. Many category assignment methods have been proposed [Meng, 
Wang, Sun and Yu 2002]. For example, the famous top-K method chooses the 
top K categories as the most likely categories, and the probability-threshold 
method assigns all the categories with the likeliness value over a predefined 
threshold τ. However, one problem that arises from these methods is that due to 
the difference in the number of classes in each level of a hierarchy tree, a 
simple K or τ cannot correctly reflect the proper class number in different levels. 
)|Pr( ik Sc
i
       In this section, we propose a new approach to selecting the “winning” 
classes in the cluster C. Consider a scenario where for some Web databases, 
especially large-scale general-purpose Web databases, the distributions of the 
documents concerning various topics are usually quite different. When one or 
several categories do not fully reflect the factual categories in the database, we 
use a window to capture as many categories as possible. This possibility-
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window method is extended from the possibility-threshold method. The 
window is defined as follows: 
)1(1
)|Pr(
)|(Prmax Mk
Sc
SC
ik
i ≤≤+≤ ε                                    (3-7) 
ε−≥ 1
)|(Pr
)|Pr(
max i
ik
SC
Sc                                              (3-8) 
where is the maximum of the posterior probabilities  of all the 
classes in the cluster C, and ε is the parameter of window size. As long as the 
posterior probability of category c  satisfies all of the above conditions, 
category  will be chosen as the appropriate category for the database .  
)|(Prmax iSC
kc
k
iS
      The size of the window for the selection of categories which are considered 
relevant to the content of the database depends greatly on the window 
parameter ε. Using large windows means expensive computation but small ones 
discard possible valuable categories. Therefore, ε is a sensible parameter for 
classification accuracy. We ran a number of experiments to determine its value 
as outlined in Section 3.6. 
 
3.5 Experiment 
 
3.5.1 Testbed 
 
To evaluate our database classification techniques, we first need to obtain 
hierarchically classified text data. Our testbed was based on an artificial data set, 
the Reuters 21578 Distribution 1.0 (http://www.daviddlewis.com /resources 
/testcollections/~reuters21578.html), which has been used by researchers who 
have undertaken much of the previous work on hierarchy methods for text 
classification [Willette 1988, Koller and Sahami 1997, D'Alession 1998]. 
 
The Reuters 21578 Distribution 1.0 data set.  This data set consists of 21578 
articles, each of which has been manually labelled with one or more categories. 
Although those topic categories have not been organised with a hierarchical 
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structure, we still use the label information to construct a 3-layer hierarchy. In 
the hierarchy, four categories at level-1 roughly correspond to economy, 
currency, commodity, and energy, and there are 5, 5, 6 and 2 topics, 
respectively, as the topics of level-2 (see Table 3.2). Ninety-three topic 
categories are extracted from 135 financial topic categories as the topics of the 
leaf level.  
 
ECONOMY 
Level 2 Nation, Person, Money, Price, Corporate 
 
Leaf Level 
bop, gnp, lei, jobs, income, interest, money-supply,  money-fx, housing, 
install-debt, cpu, earn, reserves, cpi, wpi, retail, ipi, inventories, trade, 
earn, acq  
CURRENCY 
Level 2 Ocean, America, Europe, Asia, Africa  
Leaf Level dir, can, saudriyal, yen, rand, dfl, lit, nkr, stg, dmk 
COMMODITY 
Level 2 Agriculture, Metallurgy, Non-Metal Industry, Food, Farming 
 
Leaf Level 
barley, grain, corn, wheat, cotton, rice, iron-steel, platinum, copper, 
nickel, cold, lead, silver, strategic-metal, tin, zinc, hog, carcass, 
livestock, pork-belly, l-cattle, wool, lumber, ply-wood, alum, rubber, 
palladium, cocoa, coffee, coconut, groundnut, meal-deed, oilseed, 
orange, potato, sugar, tea, veg-oil, copra-cake, oat, palm-oil, palmkernel, 
rape-oil, rapeseed, sorghum, soy-meal, soy-oil, soybean, sun-oil, 
sunseed, tapioca, ship 
ENERGY 
Level 2 Oil, Gas 
 
Leaf Level 
crude, heat, fuel, gas, pet-chem, jet, naphtha, nat-gas, propane, ship 
 
Table 3.2    The 3-level clusters of Reuters categories 
      Except the vertical parent-child connection between different levels, we add 
some horizontally logical “AND” relationships between the classes at the same 
level. In order to obtain the most representative feature space for each topic 
category at the leaf level, for those categories which have a logical relationship 
with other same-level categories, we intentionally select some articles which 
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are labelled with two correlative topic tags as the training data for these two 
topics. Table 3.3, and Table 3.4 show some statistical information concerning 
the Reuters dataset. 
      Database classification consists of two phases: the training phase and the 
test phase. To guarantee enough labelled training documents for Naive Bayes 
learning, a large set of documents with known category labels is used to build 
an initial probabilistic Bayesian model, and another set of data is used to 
identify optimal model parameters. Test data is used to hierarchically classify 
new databases. 
     Reuter Dataset Training 
Number of documents 2850 
Number of classes 90 
Mean relevant documents per class 32 
Mean words per document 176 
 
Tale 3.3     Statistics concerning the training dataset for Reuters databases 
 
 Reuter Dataset Test 
(Small-Scale Databases)
Reuter Dataset Test 
(Large-Scale Databases) 
Number of 
databases 
45 24 
Documents per 
database 
50~150 1000~2500 
Mean classes per 
database 
6.5 38 
Mean words per 
database 
13347 402124 
 
Table 3.4    Statistics concerning the test dataset for Reuters databases 
 
 
3.5.2 Experimental Setup 
 
To evaluate the database-classification performance of our proposed 
classification methods, we considered a number of variations as follows: 
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1) The effect of adding logic correlations among the classes at the same 
level. 
 
2) The comparison of three different category assignment strategies 
(probability-window, probability-threshold, and Top-K). 
 
3) A hierarchy model versus a flat model. 
 
4) The effects of various factors in database structure on classification 
performance such as 
a) Similarity measurement methods  
b) Database size 
c) The distribution of database clusters 
 
     We conducted experiments using the above variations, and evaluated the 
impact that these aspects had on the final classification results.  
 
3.5.3 Evaluation Measurement 
 
The effectiveness of database classification can be measured as recall R and 
precision P, which can be calculated by the following equation 
 
       
database  the toassigned be should that categories ofnumber  The
database  the toassignedcorrectly  are that categories ofnumber  theR =  (3-9) 
        
database  the toassigned be should that categories ofnumber  The
database  the toassignedcorrectly  are that categories ofnumber  theP = (3-10) 
 
      To combine precision and recall into one number, E Measure is commonly 
used: 
RP
E 11
21
+
−=
                                                         (3-11)  
where the value of E varies from 0 to 1, and is inversely related to selection 
performance. When P=R=1, selection performance is “perfect”, and E=0. 
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       For example, assume that database  has the documents of five topic 
categories (see Figure 3-1), D ={computer, software, database, Internet, 
network}. There are six topic categories that are chosen by the database 
classification method. They are “computer”, “software”, “database”, “platform”, 
“programming”, and “science”, respectively. So, only three categories in the 
returned category list are correct. Then the precision will be 0.5 (P=3/6=0.5), and 
the recall will be 0.6 (R=3/5=0.6). Finally, we obtain database classification 
effectiveness with E=0.454.  
iS
i
      It should be noted that an “ideal” selection result is R=P=1. Unfortunately, 
precision and recall sometimes are in antinomy with each other. When recall goes 
up, precision usually (though not always) goes down. Thus there exists a possible 
trade-off between recall and precision. 
      The evaluation methods outlined above will be used to estimate database 
classification effectiveness in our experiments reported in Section 3.6 below.      
 
3.6 Experimental Results and Discussions 
 
3.6.1 Accuracy for Different Category Assignment 
Methods 
 
First, we compare different category assignment methods with probability-
window, probability-threshold, and Top-K in term of selection accuracy. It is 
interesting to see how the variations of window parameter ε, threshold 
parameter τ, and class parameter K affect classification performance. To 
demonstrate this, we have plotted the accuracy curve in Figure 3.4 and Figure 
3.5. 
      In order to allow a fair comparison, we ran experiments over the Reuters 
databases with varying values of   parameters ε and τ ranging from 0.2 to 1, 
with K being 1, 2, 3, respectively. As noted, for window parameter ε with a 
high value, the classification scheme should have assigned the databases to 
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more leaf nodes (topics), which could lead to a high recall. But, as mentioned 
previously, the shortcoming of low precision then arises. These characteristics 
might affect classification performance, and the same would be expected for the 
probability-threshold and the Top-K methods. Therefore, the selection of the 
proper value for these parameters will be focused on the important tradeoff 
between precision and recall, namely, low E-Measure value.  
      As seen in the accuracy results for the Reuters testing dataset using our 
probability-window method, selection of the appropriate window parameter ε 
can have a large impact on classification accuracy. When ε varies in the range 
from 0.5 to 0.8, the results are significantly improved over the accuracy on the 
original testing dataset. It is understandable that the topic distributions in the 
database are uneven.  Some topics have hundreds of documents in the database, 
whilst other topics have only a few or tens of documents. The irregular 
distributions make the size of the probability window broaden in order to cover 
the topics with a few documents within the window.   
      In contrast, the probability-threshold and Top-K seem virtually incapable of 
taking advantage of the hierarchical structure. In very few cases did we observe 
little improvement in accuracy of the Top-K method. We conjectured that the 
possible reason for this drawback is that the Top-K method is too simple to 
completely reflect the complicated relationships between the classes in the 
hierarchy. 
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Figure 3.4   The average E-Measure value of the category assignment methods. 
(a) probability-window (ε ranges from 0.2 to 1); (b) probability-threshold (τ 
ranges from 0.2 to 0.8) 
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Figure 3.5   The average E-Measure value of the Top-K category assignment 
methods 
 
3.6.2 The Effects of Logical Correction between the 
Classes 
 
We were also interested in the impact on classification performance of adding 
logical relationships between the classes in the hierarchy. As would be expected, 
the logical relationships between the classes are useful indicators of class 
relevance, which can help improve selection effectiveness. The classification 
results in Figure 3.6 show that when the right logical relationships are used for 
classification, classification performance increases, by an average of 9.75 
percent. This suggests that it is possible that the common features occurring in 
the related classes affect classification effectiveness to some extent. We note 
that the method of adding a logical relationship between the classes 
significantly outperforms the non-logical method, regardless of the number of 
features used. For the common feature vectors in the logic related classes, we 
used the minimum function (recall Eq.3-2) to decrease their impact on the 
classification.  Experimental results have validated our opinion that these 
features are not the best indicators for distinguishing the classes, since they co-
occur in one or more classes.  
     During the experiments, we employed an aggressive feature selection 
method to reduce the feature space to 50, 100, 150 and 200 features, in order to 
observe the impact of the number of features on classification performance. As 
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noted, when feature selection was aggressively employed versus the case where 
all topic category features were used, the performance gains are particular 
noticeable, with a statistically significant improvement.  The greatest 
improvement is obtained in the range 100~200 features for both logic and non-
logic cases.  In contrast, in both cases, beginning with around 2000 features, or 
80 percent of the feature space, performance starts to deteriorate.  We 
conjecture that the reason for this shortcoming arises from the fact that an ideal 
feature space should cover all the most representative features of the class, but 
the real-world feature space can only approximate it.  This is the so-called bias-
variance of classification. Small number of features helps lessen the error 
associated with the variance, whilst the use of too many features makes the 
classification very inaccurate, sometimes even resulting in poor overall 
performance.  
     The results in Figure 3.6 show that an initial improvement occurs as the 
number of features is increased, then a decrease in the accuracy occurs as the 
number of features continues increasing. It is surprising that the greatest 
improvement can be obtained when 100 features are chosen for classification. 
One possible explanation is that the most distinguished features for the class 
could be contained in the top 100 features. For this reason, selecting a large 
number of features for classification does not provide a great benefit, and may 
even  sometimes degrade performance. 
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Figure 3.6   The average E-Measure value for the effect of adding logic 
correlation between the classes 
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3.6.3 The Comparison of a Hierarchical Model and a Flat 
Model on Classification Performance 
 
To compare the difference between a hierarchy and a flat model, we began with 
an equivalent number of features (e.g., 100 features in each class) for each 
classifier. As can be seen in Figure 3.7, in some cases, the hierarchical model is 
slightly better (window parameter ( )), while in others (window parameter 7.0,5.0∈ε
5.0≤ε  or 7.0≥ε ) the flat approach is better. However, when an appropriate window 
parameter ε is chosen (e.g., ( )7.0,6.0∈ε ), there is no apparent difference in overall 
classification performance. This may be due to the fact that we used the same 
feature spaces for all the classes in both the hierarchical model and the flat 
model.  It suggests that classification performance is not the main reason for us 
to choose a hierarchical structure over a flat one.   
As far as computational expense and running time are concerned, the 
hierarchy approach shows promise for scaling larger topic domains. Since 
classification in the hierarchy scheme is a filter method, the hierarchical 
category search algorithm makes dramatic reductions in the class search space 
and consequently shortens running time as well. In Table 3.5, it can be seen that, 
in a hierarchical structure with 91 topic categories, the searched topics are 
25.375 categories on average using the hierarchical model, which is only 28.2 
percent of the whole search space used by the flat model. In addtion, the 
running time for classification is 12 CPU seconds due to parallel computation, 
34.2 percent of the time used for the flat model. In terms of the training time for 
constructing a hierarchy of Naive Bayes classifiers, the running time with 2, 
850 training documents was 1 hour and 23 minutes, compared with 4 hours and 
56 minutes for the flat approach. The advantages outlined above indicate that 
the hierarchical model is generally more robust in database classification. 
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 Hierarchy Model Flat Model 
Topic Categories Searched 25.375 91 
Running Time in Testing 12 (seconds) 35 (seconds) 
Running Time in Training 1hour and 23 minutes 4 hours and 56 minutes
 
Table 3.5    Classification statistics on the hierarchy and flat models 
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Figure 3.7    The average E-Measure for the hierarchy and flat models 
 
3.6.4 The Effects of Various Factors in Database 
Structure on Classification Performance 
 
In considering the special characteristics of database classification as apposed 
to text document classification, we also investigated various factors (e.g., the 
similarity measurement methods employed, database size and the distribution 
of database clusters) in database structure that affect classification performance. 
 
3.6.4.1 The Effect of Similarity Measurement Methods 
 
Since each database consists of documents with various topic categories, there 
are two similarity measure methods for database classification: the term-based 
method and the document-based method. In the term-based method, the 
measure of similarity for the database  with respect to the class  (recall Eq. 
3-6) is based on the occurrence frequency of features of the class c  in the 
database S , while in the document-based method, the similarity of the database 
iS kc
k
i
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iS
Pr(
 is based on the number of documents belonging to the class c . In practice, 
the document-based method is a variation of text document classification. We 
need to classify each document in the database. The posterior probability 
 can be computed by 
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where, if the term t  occurs in the feature space i
CF of class c , that is, 
, in fact equates to Pr( ; otherwise Pr( = 0; 
is the word weight of the term t in the document d  (recall Definition 3.6). 
Therefore, the number of topic categories in the database S  is equal to the 
number of topic categories of the documents in the database . 
k
it)CF∈ )Pr( kt |i c )| kj cf )| kc
i i
i
iS
      During our experiment we ran each method with various feature sets. The 
performance variations are shown in Figure 3.8. It was noted that the term-
based method performed better than the document-based method, with an 
average of 5.05 percent performance improvement. The best-performance 
feature-number point for both methods was the 100-feature point, with the E-
Measure values 0.497 and 0.527, respectively. This implies that, for very large 
documents (note that in the term-based method, the database S  is in fact 
assumed as a single large document with hundreds of thousands of words), 
Baysian classifiers still have shown similar, or even better, classification 
performance than that of ordinary documents.   
i
     As for time cost and resource consumption, the term-based method is far 
better than the document-based method since the database S  is only regarded 
as a single large document. The rough estimation of running time for the term-
based method is about 15.2 seconds, compared with 315.5 seconds for the 
i
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document-based method. Following these observations, we induce that the 
term-based method provides a more applicable and effective measurement for 
database classification. 
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Figure 3.8    The average E-Measure for the different similarity measurement 
methods employed 
 
3.6.4.2 The Effect of Database Size on Classification 
 
Database size is one of the most important factors in database structure. We ran 
experiments with various-size databases (see Table 3.4 for more information 
about the test databases). 
     The first point we noticed in Figure 3.9 was the difference in the best-
performance feature number for various-size databases. The best-performance 
feature number increases with database size. A possible reason is that large-
scale databases contain a large number of documents with more topic categories 
(recall Table 3.4). This means that the classifiers in the hierarchy need more 
features to better distinguish various classes in the database.  
     The second point we noticed, as described in Section 3.6.2, the increase in 
the feature number tends to improve classification performance, but there are 
limits to that trend. In fact, beyond a certain point, the use of more features will 
lead to a diminished performance. Similar experimental results can be observed 
here. In both small-scale and large-scale database cases, performances seem to 
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follow an arch. For small-scale databases, the best-performance feature number 
point is usually located in the range from 80-150 features, while the best-
performance feature number for large-scale databases is in the range from 
2500-4500 features. Once beyond the optimal point, the performance of 
databases starts to deteriorate. This is because each class has only a limit 
number of important features that have enough discriminating power for 
classification. Other less important features not only cannot improve the 
classification performance, but also impair the classification accuracy.  Since 
small-scale databases contain fewer topics of documents than large-scale 
databases, the optimal point of feature value for small-scale databases is 
accordingly smaller than large-scale ones.    
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Figure 3.9    The average E-Measure for the database size 
 
3.6.4.3 The Effect of the Distribution of Database Clusters 
 
As mentioned previously, in the real world there are two different types of 
databases, special-purpose databases and general-purpose databases. The main 
distinction between them is the distribution of subject domains in the databases. 
To determine the extent to which the distribution of topic categories affects 
classification performance, we conducted a number of experiments on these 
two types of large-scale test databases, shown in Table 3.6.  
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     In Figure 3.10, we noted that Baysian classifiers perform better on general-
purpose databases than on special-purpose databases, in terms of capturing the 
distinctions between relevance and irrelevance of available topics. In the range 
from 3500-4500 features, the performances for both types of databases are very 
close. However, in the other range of features, the classification accuracy of 
general-purpose databases significantly outperformed that of special-purpose 
databases. In some feature ranges (e.g., the range from 1000-2000 features), the 
performance gap reaches to as high as 31.2 percent.  
 
 Reuter Dataset Test 
(Special-Purpose 
databases) 
Reuter Dataset Test 
(General-Purpose 
databases) 
Number of databases 12 12 
The documents per database 1000~2500 1000~2500 
Mean classes per database 7 38 
Mean words per database 201062 201062 
 
Table 3.6   Statistics concerning the test dataset for the Reuters databases 
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Figure 3.10    The average E-Measure for the distribution of database clusters 
      A primary cause of this phenomenon is the problem of classification errors 
in the hierarchy. In Section 3.3.1, we discussed how, due to the trade-off 
between computation cost and classification accuracy, the feature space F of a 
class  only contains those most representative features for class c . The kc k
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information loss in the feature space results in classification errors in the 
classification process. As described in Section 3.3.2, the feature space CF  for 
the cluster C is the combination of the feature spaces of a subset of child classes 
in the lower level (recall Definition 3.1). The classification error for cluster C is 
also the accumulation of all the classification errors of the child classes. When 
the classification error of a class reaches beyond error tolerance, the 
classification performance will rapidly degrade. Since general-purpose 
databases contain the documents with more topic domains than special-purpose 
databases, they provide more category room which helps to some extent 
alleviate the problem of classification errors in the hierarchy.  
 
3.7 Conclusions and Future Work 
 
With the proliferation of online information sources on the Internet, the 
problem of access to and management of databases has become a challenging 
issue in terms of searching multiple, distributed Web databases. Database 
classification is emerging as a promising method for organising a vast number 
of databases. The work described in this chapter has explored the use of a 
hierarchical structure to facilitate database classification. Within a probabilistic 
framework, our hierarchical classification approach takes the logical 
relationships between the classes in the hierarchy and the special characteristics 
of databases into consideration. The experimental results have proved that this 
approach is effective and that it drastically reduces the search space, whilst also 
helping to improve accuracy in many cases. Moreover, we present a new 
category assignment strategy that could assign more “winning” topic categories 
into the database, thus outperforming the other two common assignment 
approaches to classification effectiveness.   
       Our future work on this research topic includes the following tasks. First, 
we wish to construct more accurate models by using an optimal Baysian 
network learning algorithm, which will allow us to obtain further advantages in 
efficiency in the hierarchical approach. Second, we will further investigate the 
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work on feature selection, in particular, how to effectively discriminate the 
features of topic categories at higher levels in the hierarchy. In this chapter, we 
have simply combined the feature spaces of child classes at lower levels. We 
expect to explore a better method for the construction of feature spaces of 
parent classes in future work. More importantly, we intend to apply our 
database classification approach to a wider variety of text datasets. Our present 
work has been conducted only on small hierarchies of topics extracted from the 
Reuters datasets. We hope that these techniques can also effectively tackle 
complex problems in a vast Web environment. 
 71
 
 
 
 
CHAPTER 4. TWO-STAGE STATISTICAL LANGUAGE MODELS 
FOR TEXTUAL DATABASES 
 
 
 
 
Chapter 4 
 
Two-Stage Statistical Language 
Models for Textual Database 
Selection 
 
As the number and diversity of distributed Web databases on the Internet 
exponentially increase, it is difficult for the user to know which databases are 
appropriate to search. Given database language models that describe the content 
of each database, database selection services can provide assistance in locating 
databases relevant to the information needs of users. In general, a database 
language model is constructed based on database statistical information such as 
the subject domains (topics) of database content, a list of index terms that occur 
in the database and their frequency occurrence, and the number of documents 
containing each index term to represent a database. With database language 
models, selection algorithms compute a ranking score for each database which 
characterises its relative usefulness to a query. Thus database language models 
are the most important component of database selection. 
      The use of statistical language models for information retrieval has been 
studied extensively for decades and has produced encouraging results 
[Hiemstra 1998, Song and Croft 1998, David 1999, Lafferty and Zhai 2001]. 
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Most existing language models, however, are only involved in document 
indexing and document retrieval. The work in statistical language models for 
database selection seems relatively new. Nevertheless, there are several works 
that have looked at the development of database language models [Xu and 
Croft 1999, Si, Jin, Callan and Ogilivie 2002, Si and Callan 2003]. Xu and 
Croft [Xu and Croft 1999] proposed a KL-divergence algorithm that used the 
Kullback-Leibler (KL) divergence between the word frequency distribution of 
the query and the database to measure the relevance of the database to the query. 
This algorithm is represented in a language modeling framework consisting of a 
database language model and a query language model, respectively. Si, Callan 
et al. [Si, Jin, Callan and Ogilivie 2002, Si and Callan 2003] proposed a 
language model (LM) algorithm that was an extension of the KL-based 
database selection method. The LM algorithm incorporated the database and 
query language models into an integrated language model for database selection. 
However, the work of these two groups did not take into account the 
relationships between topic classes related to the content of the database during 
database selection. 
      In this chapter, we present a novel way of looking at the problem of 
database selection from the viewpoint of statistical language modelling. The 
statistical language model explored in this chapter is, in practice, a two-stage 
database selection model which is the combination of a class-based language 
model and a term-based language model. For textual databases that have been 
categorised into a hierarchical structure of topics, the task of database selection 
is conceptually divided into two distinct steps: 
 
(1) First, at the category-specific search stage, a class-based language 
model is developed to choose the appropriate topic(s) of interest to 
users. 
 
(2) Second, at the term-specific search stage, a term-based language model 
is used to find those databases that are likely to contain specific query 
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terms, from a set of databases associated with the topic domains 
selected in Step 1.   
 
      The two-stage language modelling approach explicitly captures the different 
influences of the category-specific search stage and the term-specific search 
stage on the optimal settings of selection parameters. The experimental results 
reported in this chapter demonstrate that the exact performance of this two-
stage language model is significantly better than other traditional selection 
methods, such as the state-of-the-art CORI method. It is believed that using 
such simple and effective language models as a solid baseline method opens up 
the door to an improvement in database selection performance. 
      The chapter is organised as follows: in Section 4.1 we discuss the language 
modelling approach to IR, and briefly review previous work in this area; 
Section 4.2 gives some formal definitions for hierarchical structured databases; 
in Section 4.3, we introduce the basic theory of the statistical language 
modelling approach; Section 4.4 lays out a two-stage database language model 
and develops formulas for its simple realization; experimental methodology and 
a series of experiments to evaluate our language model are presented in Section 
4.5 and 4.6; finally, conclusions and the contributions of this work are 
summarised in Section 4.7. 
 
4.1 The Language Models in Information 
Retrieval 
 
An information retrieval (IR) system can be seen as having three basic 
components: the representation of documents, the formulation of a user query 
and the construction of a ranking function which compares the likelihood 
between the document and the user’s information need. Language models 
explicitly define how documents and queries should be analysed, and 
reasonably model the way in which the ranking is produced. Research on 
language models has thus received by far the most attention in the information 
 74
 
 
 
 
4.1 THE LANGUAGE MODELS IN INFORMATION RETRIEVAL 
retrieval community. To date, different categories of language models have 
been developed. Among them, three commonly used traditional retrieval 
models are the Boolean model [Salton and McGill 1983], the vector-space 
model [Salton and McGill 1983] and the classic probabilistic model [Robertson 
and Sparck Jones 1976, Van Rijsbergen 1992].  
      The Boolean model is a simple retrieval model based on set theory and 
Boolean algebra. The relevance of documents is specified as a Boolean 
expression, which has a strict logic implication [Salton and McGill 1983]. Due 
to the exact matching strategy, which is unable to recognise uncertain matches, 
the Boolean model is considered to be the weakest classic method.  
      The vector-space model [Salton and McGill 1983] assumes that a query and 
a document are both represented by term vectors. The similarity between a 
query and a document D},,,{ 21 nqqqQ L= },,,{ 21 nddd L= can be measured by 
, which is the dot product of the two vectors. The similarity values are 
assumed to reflect the degree of relevance of individual documents with respect 
to a user query. Similarity measures and the term-weighting methods used in 
the vector-space model strongly depend on the type of query and the 
characteristics of the document collection. The optimal settings of retrieval 
parameters have proven to be a great challenge. 
∑ ⋅i iq id
      The classic probabilistic modelling approaches [Robertson and Sparck 
Jones 1976, Robertson 1977] can be characterized as methods for estimating 
the conditional probability of the relevance of a document to a user query. In 
essence, the probabilistic model is an adaptive model based on Bayesian 
decision theory. In the probabilistic framework, the term weights on both 
documents and queries are represented as probabilities. The relevance of a 
document to a query is simply the product of the individual term probabilities 
. The most obvious problem with the probabilistic model 
is that it is possible to assign a zero probability to a document that is missing 
one or more of the query terms. In addition, the imprecise definition of the 
∏= i i DqPDQP )|()|(
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concept of relevance, and the lack of a large amount of available relevant 
training data, make reliable estimation of these probabilities a difficult task. 
      In recent years, there have been controversies about which model, the 
vector-space model or the classic probabilistic model, is better. In practice, each 
of the two models has its own advantages and disadvantages in different 
situations. Nevertheless, they both play an important role in the development of 
information retrieval. 
      In order to circumvent the individual problems of the three traditional 
categories of retrieval models mentioned above, several researchers have 
attempted to develop some hybrid models that combine the strengths of these 
three models within a unified framework. For example, Turtle and Croft [Turtle 
and Croft 1990] introduced an inference network model, in which the indexing 
and retrieval models are integrated by making inferences of concepts from 
features by means of a Bayesian network. The inference network can be used to 
simulate the Boolean, vector space, and classic probabilistic models. Other 
studies on mixture retrieval models can be found in [Wong 1987, Van 
Rijsbergen 1989]. 
      Due to the relative simplicity and effectiveness of statistical methods that 
have been applied successfully in a wide variety of speech and language 
recognition areas, statistical language models have recently attracted significant 
attention as a new alternative to traditional retrieval models.  
      The statistical language modelling approach was first proposed in [Ponte 
and Croft 1998]. Ponte et al. presented a simple unigram document language 
model, which estimated the probability of producing a query for each document, 
and then ranked the document according to that probability. In the language 
model by Miller et al [Miller 1999], multiple word generation mechanisms are 
incorporated within the same model using Hidden Markov Models (HMM) 
theory. The retrieval parameters are trained and optimised through a learning 
procedure. In a linguistically motivated model proposed by Hiemstra [Hiemstra 
1998], documents and queries are defined by an ordered sequence of single 
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terms rather than unordered collections of terms or phrases. The probability 
estimation of df × icf term weighting is based on statistical natural language 
processing.  
      A more sophisticated systematic framework for this new family of retrieval 
methods has been developed in a recent study by Lafferty and Zhai [Lafferty 
and Zhai 2001]. A probabilistic retrieval model is motivated to unify document 
models and query models in a framework based on Bayesian decision theory. In 
this model, Kullback-Leibler divergence is introduced as a loss function for risk 
minimisation. Markov chains, which are defined based on the inverted indices 
of a document collection, are used for estimating expanded query models. 
      There are other statistical language modelling approaches to information 
retrieval including title language models [Jin 2002], and statistical translation 
[Berger and Lafferty 1999]. Although the details differ between these 
approaches, the language models are similar in principle. The statistical 
language models are often approximated by a N-gram model [Jelinek 1999] for 
estimating the probability of query terms.  
      The simplicity and robustness of statistical language modelling approaches 
make them a new and important research direction for text retrieval. 
 
4.2 Hierarchical Structure of Topics for Textual 
Databases 
 
As described earlier in Chapter 1, our two-stage database selection approach is 
based on a hierarchy of topics, as shown in Figure 3.1 in Chapter 3. To better 
illustrate topic-based database selection, we first give some formal definitions 
for the hierarchical structure of topics.   
 
Definition 4.1   A structured hierarchy of topics is a rooted directed tree, which 
contains a number of topics (classes), namely, c , organised into 
multiple levels, and where each node corresponds to a topic. 
Kcc ,,, 21 L
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    In general, in such a topic hierarchy, topics are ordered from general topics at 
the higher level to specific topics at the lower level. There are parent-child 
relationships between two adjacent layers. Each parent class has a set of child 
classes and these child classes together cover different aspects of the parent 
class.  
 
Definition 4.2   In each parent-child pair, the weight of the connection between 
parent class c  and child class c  is denoted by w , which represents the 
degree of their association. For a given parent class, c , the 
weight  can be calculated as 
p
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where N indicates the number of classes in the level in which the parent class 
 lies, and T is the number of child classes in the parent class c . The prior 
probability for each child class c , which denotes the occurrence 
frequency of child class c  relative to all other child classes in parent class c , 
is obtained from the training data set used for the construction of the topic 
hierarchy.  
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Definition 4.3   Each topic (class) c  in the topic hierarchy is represented by a 
feature space 
k
kcF , which is denoted as F , where  (1≤ i ≤ M) 
is a distinct feature vector in the feature space 
},,,{ 21 M
c fffk L=
kc
if
F .  
 
     Features are terms that are strongly related to one specific category (class). 
Features have enough discrimination power to distinguish this class from a set 
of classes in the hierarchical classification scheme. Due to the computational 
cost, which is exponential in terms of the number of features, the feature space 
kcF  is usually minimised into a much smaller set of features with minimal loss 
in accuracy (the discussion of feature selection can be found in Subsection 
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3.3.1). For a given class c , the probabilistic distribution P for each 
feature  to the class c  is known during the construction of the topic hierarchy. 
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Definition 4.4   Cluster c  is a parent class that consists of a number of child 
classes, , where T is the number of the child classes. ,,,{ 21 cc L=
pcF  is a 
feature space of the cluster c , which is described as F , where p }{c p =
pcF is the feature space set of all the child classes, denoted as 
pc cFFF ∪∪∪ L2
pc
= ; and  (1≤ i ≤ S) is a distinct feature vector in the 
feature space 
if
F .  
 
Definition 4.5   With a hierarchical classification scheme with categories, 
, a database S can be classified into one or more classes, which is 
denoted by a class set , C . Each class in the class set C  is a 
2-dimension vector {  (
cc ,, 21 L
},,,{ 21
S
K
SS ccc L=
Ki
S
}Si ≤≤1 ), where t  is the degree of relevance of 
the database S to a certain class c . t  can be represented by the posterior 
probability  of class  for the database S (recall Eq. 3-6 in Subsection 
3.4.2), whose value is normalised into the range 0 to 1.  
S
i
i
S
i
i)|( ScP i
 
It is possible for a large-scale general-purpose database to be assigned to 
multiple topics (classes), since it usually contains documents from different 
subject areas. The details of how to categorise databases in a hierarchical 
classification scheme have been discussed in Chapter 3. 
     It is noted that if a database is assigned to a topic (a leaf node or a node of at 
a lower level in the hierarchy tree), it is also assigned to its parent or 
grandparent classes located on the path from this node to the root node. For 
example, if class “database” is chosen by the classification scheme as an 
appropriate topic for database S, then classes “computes” and “software” must 
be in the class set C  of database S (see Figure 3.1). S
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     The topic hierarchy and its associated Web databases could be used in a 
database selection environment in the following way. Once a user submits a 
query, the selection system selects the databases to search in two stages: in the 
first stage, a preliminary selection is performed through the category-specified 
process. More specifically, the system identifies one or more topics that best 
match the user’s information need, and then the databases associated with these 
topics (classes) are chosen first. In the second stage, a term-based database 
selection algorithm is used to further select appropriate databases from those 
databases already selected, based on the degree of relevance to the query. 
 
4.3 The Statistical Language Modelling Approach 
 
We now turn to the central issue of how to automatically select appropriate 
databases that are of interest to the user. First, let us take a brief look at the 
standard statistical language model.  
     In automatic speech recognition, language models are capable of assigning a 
probability  to a word string W (W)(WP nwww L21= ). The probability of the 
word string W occurring in English text can be characterised by a set of 
conditional probabilities , which can be expressed as a product  )|( 11−ii wwP
)|()( 11
1
−
=
∏= i
n
i
i wwPWP                                    (4-2) 
where  is the probability that w  will occur when all of the previous 
words ( w ) occur.  
)|( 11
−i
i wwP
1
1
−iw 11−i
i
121 −= iwww L
     The task of a statistical language model is to make it feasible to estimate the 
probabilities . At present, the dominant technology in language 
modelling used in IR is the unigram model, which makes a strong assumption 
that each word occurs independently. Consequently, the probability of a word 
string becomes the product of the probabilities of the individual words. 
Therefore, Eq.4-2 can be simplified as  
)|( 11
−i
i wwP
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iwPWP                                         (4-3) 
For a vocabulary of size V, the unigram model is a multinomial distribution, 
i.e., multinomial distributions over words in V, which has V-1 independent 
parameters.  
     The basic idea of the statistical language modelling approach for database 
selection is to view each database S as a language sample, and to estimate the 
conditional probability P , i.e., the probability of generating a query 
given an observation of a database S: 
)|( SQ
},,,{ 21 NqqqQ L=
)|()|( SqPSQP
i i∏=                                (4-4) 
The databases are ranked by the probability . )|( SQP
     Applying Bayes’ rule of probability, the posterior probability of the database 
S to the query Q can be written as  
)(
)()|()|(
QP
SPSQPQSP =                                 (4-5) 
      The P(Q) term represents the probability that query Q is generated  from a 
document-independent language model. Since P(Q) is constant for all databases 
given a specific query Q, it does not affect the ranking of the databases and can 
be ignored for the purpose of ranking databases. Therefore, Eq.4-5 can be 
rewritten as  
)()|()|( SPSQPQSP ∝                           (4-6) 
      As for the P(S) term, this is a query-independent term, which measures the 
quality of the databases according to the user’s general preference and 
information needs. In general, P(S)) can be used to capture database 
characteristics, e.g., the length of a database. In this study, since a user query 
probably involves in a variety of topics and we cannot predict its content in 
advance, the prior term P(S) is assumed to be uniform across all databases, and 
so it does not affect database ranking. A similar assumption has been made in 
most existing studies [Ponte and Croft 1998, Song and Croft 1998, Zhai and 
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Lafferty 2001]. Therefore, in practice, only the term has the final word 
on determining the relevance of a database to a query. 
)|( SQP
     Just as in the use of the language model in speech recognition, one of the 
most obvious practical problems in applying statistical language modelling to 
IR is the problem of sparse data. That is, it is possible to assign a probability of 
zero to a database that is missing one or more of the query terms.  
     The sparseness problem can be avoided by using data smoothing methods. 
In most data smoothing methods, two distributions are used for smoothing. One 
is a high probability one for “seen” words that occur in the database, and the 
other is a low probability one, such as zero probability, for “unseen” words. 
Smoothing methods tend to make distributions more uniform by discounting 
high probability and adjusting low probability upward. Not only do smoothing 
methods prevent zero probability, but they also have the potential to improve 
the accuracy and reliability of the models.  
 
4.4 Smoothed Two-stage Language Models for 
Database Selection 
 
The work was originally motivated by the fact that a textual database can be 
regarded as a vast, virtual document and can be represented by a list of index 
terms, since this textual database consists of a collection of text documents. A 
document language model, therefore, can easily be borrowed to model the 
likelihood measure of a database to a user query.  
      One important advantage of two-stage language models over traditional 
database language models is their capability to model both category-specific 
selection and term-specific selection directly through statistical language 
models. That is, a concrete class-based model P  is used to generate the 
specific subject classes that best match the query, and a concrete term-based 
model  is used to generate the most likely similar databases to the query. 
Instead of combining two distinct selection steps together in an ad hoc manner, 
)|( CQ
)|( SQP
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we intentionally keep them separate and consider general ways to represent 
them. 
      In this section, we extend recent advance in the use of statistical language 
models for information retrieval and explore two-stage database language 
models based on statistical language modelling for database selection.  
 
4.4.1 The Smoothed Class-based Language Model 
 
Assume that we have successfully assigned a feature space kcF  to each class c  
in the topic hierarchy. Given a user query Q, it may be possible to make 
reasonable predictions in determining appropriate topic(s) that the user is 
interested in by using the feature vectors in the feature space. Let 
denotes a feature space of class c , Q
k
},,,{ 21 M
c fffF k L= k },, NqL,{ 21 qq= denotes 
a user query and F  denotes the feature vocabulary of all the 
classes in the topic hierarchy. Obviously, the feature space 
},,,{ ||21 v
C fff L=
kcF of class c  only 
contains a subset of features of the feature vocabulary 
k
CF  (1≤ M ≤ |V|). For a 
certain topic class c , the likelihood function of class c  to a query is described 
as follows: 
k k
)|()|()|( kc
i iki ik
FqPcqPcQP ∏∏ ==                  (4-7) 
where is the probability of query term q  in the feature space )|( ki cqP i kcF  of 
class . kc
     As discussed earlier, due to computation cost, the feature space kcF  is 
actually a much smaller feature set of fixed size and content. This makes it 
difficult to distinguish the effects of the missing query terms in the feature 
space kcF . To avoid the sparse data problem, we describe a smoothing 
technique called the Jelinek-Mercer (JM) method (also called linear 
interpolation) [Jelinek and Mercer 1980], which combines the probability 
estimates of several language models within a unified model so that the 
language model will suffer less from the data sparseness problem. The 
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probability estimates of this linearly interpolated language model will be more 
reliable and more accurate.  
     In order to capture the common and non-discriminating words in a query, we 
assume that a query is generated by sampling words from a three-component 
mixture of language models, with one component being P , and the two 
others being the parent-class language model P  and the class-corpus 
language model . That is,   
)|( kcq
)|( pkcq
)|( CqP
))|()|()|(()|( 321 CqPcqPcqPcQP i
p
kikiikJM
λλλ ++= ∏        (4-8) 
where c  is the parent class of the class c , and C is the class corpus of the 
topic hierarchy; 
p
k k
1λ , 2λ and are coefficients, which control the influence of 
each model, 0
3λ
1, 32,1 ≤≤ λλλ  and 1321 =++ λλλ . 
     With reasonably smoothed class models, we can now consider the process of 
query generation. In this formula, the class-based language model is effectively 
smoothed in the following two steps: 
 
(1) First, it is smoothed with correlation information about parent-child pairs. 
Since the feature space of the parent class c  is the feature space set of all child 
classes (recall Definition 4.4), the size of the feature space 
p
k
p
kcF of the parent 
class  is far larger than that of the feature space pkc kcF . Therefore, such a 
parent-class model can help us differentiate the contribution of different 
missing query terms in the feature space 
)|( pkcqP
kcF . In terms of the associative degree 
between a parent class and its child classes, there exists the following 
relationship between 1λ  and 2λ :  
12 λλ
k
p
k cc
w=                                               (4-9) 
where is the weight of the connection between parent class c  and child 
class  (recall Definition 4.2). Combining this equation with the class model, 
we can rewrite Eq.4-8 as follows, 
k
p
k cc
w
k
p
k
c
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kcckkJM
λλλ +−++=     (4-10) 
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(2) Second, in order to avoid the probability that some query terms may still be 
missing in the feature space of the parent class, this class-based language model 
is further interpolated with a class-corpus model. Note that, in the class-corpus 
model, the probability of term q , represented as P , is much smaller 
than the probabilities in the first two feature spaces F  and 
i )|( Cqi
kc
p
kcF ,  
and , since the features in the feature space 
)|( ki cqP
)|( pki cqP
CF are the sum of the 
features of all classes in the topic hierarchy. 
 
     In the use of the linearly interpolated language model, the coefficient 1λ  
plays a crucial role in information loss and performance improvement in terms 
of selection. In our work, an automatic procedure, called EM (Expectation 
Maximization) [Dempser 1977] is executed to learn the optimisation of the 
value of the 1λ  given some training data sets. Given some relevant class feature 
spaces, the probability P  will be maximised with the optimum )|( kJM cQ 1λ  
value. The EM-algorithm can be defined as follows. 
     First, the evaluation of the expectation is called the E-step of the algorithm, 
which is described as  
∑∑
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     Second, the M-step of the EM algorithm is to maximise the expectation that 
we computed in the first step. That is,  
R
mp =+ )1(1λ                                                   (4-13) 
    These two steps are iterated as necessary to maximise the probability of the 
query given R relevant classes, . Before the iteration process starts, 
the coefficient 
Rccc ,,, 21 L
1λ  is initiated with a default value . Each turn is guaranteed 
)0(
1λ
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to increase the probability of the generation of the query. The algorithm finally 
converges to a local maximum of the likelihood function.  
     With the smoothed class-based language model, one or more classes, whose 
likelihood probabilities P  are greater than the threshold )|( kJM cQ eτ , will be 
labelled as appropriate topic areas of interest to the user. Obviously, choosing 
the subject classes that we explore at the category-specific stage depends on the 
threshold eτ  of choice. In this chapter, eτ  is set empirically by a number of 
experiments.  
     Assuming that there are u topics ( ) selected by the class-based 
language model, the likelihood of the database associated with the chosen 
topics to the query Q can be calculated as 
uccc ,,, 21 L
                      (4-14) )|()|()|(
1
ScPcQPSQP
u
k
kkJM∑
=
=
where is the posterior probability of class c  for the database S (recall 
Definition 4.5). The databases will be ordered by the likelihood probabilities, 
and only the top K databases in the ranking list will be chosen as preliminary 
relevant databases to the query. 
)|( ScP k k
 
4.4.2 The Smoothed Term-based Language Model 
 
Once a number of relevant databases have been chosen from the category-
specific search stage, the next step is to further reduce the search range for 
efficiency and effectiveness. As discussed in Subsection 1.3.1.1, there are two 
basic similarity measure techniques in content-based database selection. The 
first technique is a document-based method. The idea is that the degree of 
relevance of a database to a query is related to the relevant documents in the 
database. Two important parameters, document quality and document quantity, 
are considered as selection criteria. Document quality refers to the similarity 
degree of the most likely similar documents in the database, while document 
quantity is the number of relevant documents whose similarity scores are 
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greater than a particular threshold. The second technique is a term-based 
method, namely, to use statistical information on term distributions in the 
database and to provide estimates that attempt to characterise the usefulness of 
a database. The terms associated with the database provide approximately the 
content of the database. The ranking score based on term distributions reflects 
the relative usefulness of the database to a query.  
     In Subsection 3.6.4.1 of the previous chapter, we learned that the term-based 
method shows similar performance in database classification to that of the 
document-based method, but as far as the computation time and resource 
consumption are concerned, the term-based method is far better than the 
document-based method. Hence, the language model that we propose here is 
based on the terms associated with the database. 
 
4.4.2.1 A Maximum Likelihood Estimation (MLE) Language 
Model Smoothed with Dirichlet Prior 
 
Given a database as a language sample, a straightforward method for estimating 
the probabilities of individual query terms is the Maximum Likelihood 
Estimation (MLE) [Mood and Graybill 1963]. The Maximum Likelihood 
Estimation of the probability of term  under the term distribution for database 
S is 
it
∑
=
jt j
i
iMLE StC
StC
StP
)|(
)|(
)|(                              (4-15) 
where is the frequency occurrence of term t  in database S, and 
is the sum of the occurrence times of all terms in database S. The 
MLE assigns the probability of the observed data in the database as high as 
possible and assigns zero probability to the missing data.  
)|( StC i
)|j S
i
(∑
jt
tC
      Our term-based language model is a unigram language model based on the 
MLE. Given a user query Q, the probability P of a database S to the 
query can be expressed as  
)|( SQ
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      For a database with a large number of documents, there is enough data for 
to be robustly estimated. However, the MLE may still assign zero 
probabilities to query terms that do not appear in the database. Since the 
probability of the query is computed by multiplying the probability of 
individual query terms, these zeros are propagated and give a poor estimate for 
the probability of the query. To compensate for this sparse data problem, one of 
the smoothing techniques for language models is the maximum a prior (MAP) 
estimator with Dirichlet Prior (DP) [Zaragoza 2003]. With a Dirichlet Prior 
with parameters αm (m= ), the smoothed can be 
rewritten as 
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},,,{ 21 nmmm L )|( SQPMLE
∏ ∑ +
+
=
i
t j
ii
DP
j
StC
mSqC
SQP
α
α
)|(
)|(
)|(                                  (4-17) 
where α is a positive scalar; and m is the posterior probability of query term q , 
which is denoted as P . The probability  can be estimated based 
on a collection language model P . The collection language model 
is constructed with a large amount of training data C′, which contains 
the average probability of the term through a geometric distribution. The model 
is used as a reference model to smooth the probability distribution of 
query terms. For a term t ,  is normalised, i.e., 
i
)'C
i
)'|( Cqi
i (tP
)'|( CqP i
)'|( Ct
)'|( CtP
)'|( CtP
|i 1)'|( =∑ CtP
it i
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4.4.2.2 Query Expansion with Translation Models 
 
As discussed in Section 1.4, the accuracy of database selection usually suffers 
from the problem of query ambiguity. In this section, we use a query expansion 
method to alleviate this problem. The basic principle of query expansion is to 
discover related terms or concepts, together with their relationships with query 
terms in the user’s query. The terms in the expanded query help disambiguate 
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the meanings of query terms in the original query, which in turn make database 
selection more accurate. 
     In this section, we propose a query expansion method that makes use of the 
relationships between the user query and the topic classes of interests to the 
user. The intuition behind our approach is that once relevant topic classes are 
determined, the query can be mapped to a number of features associated with 
the identified topic classes. Assume that a set of topic classes, c , are 
relevant to the query Q. For each topic class c  (1≤ k≤u), a query translation 
model  is used to map a query Q to a feature set 
( )(note that the feature set F  is only a subset of the 
feature set F of the class c ). These features are more specific (or related) 
terms in the relevant class c  to the query, which provide sufficient content to 
clear up the ambiguity. Thus, an expanded query, in practice, consists of two 
parts: the first is the original query terms, and the second is the expanded query 
terms from the relevant topic classes.  Using translation models, the term-based 
language model for the expanded query can be rewritten  
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where T  is the query translation model which will be discussed in the 
remaining section; and P can be approximately regarded as P , 
namely, the posterior probability of the class c  for the database S (recall 
Definition 4.5). 
)|( Sck
     For computative simplification and analysis convenience, the likelihood 
function can be performed in the form of logarithm, which is described as 
))|()|(log()|(log)|(
1∑ =+∝
u
k
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Q
c
QQE SFPFQTSQPSQP kk           (4-19) 
Note that due to the property of monotonic transformation of a logarithm, the 
log-likelihood ranking remains identical to the original ranking.  
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     As described previously, the key component in the query expansion model is 
the query translation model T . This model is related to the feature set 
 in the topic , which can be denoted as  
)|( kcQFQ
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where T is the degree of relevance of the topic c  to the query, which is 
related to the weight of the expanded terms. To avoid over influence of the 
expanded query terms on the results of the database selection, the weights of 
the expanded terms are usually diminished compared with the original query 
terms. Here, T  is normalised, which is denoted as  
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where  is known at the category-specific stage (recall Subsection 
4.4.1).  
)|( kJM cQP
      We note that the feature spaces, F  and , are both feature distributions 
in class c .  is related to the Kullback-Leibler distance (also known 
as cross entropy) [Kullback and Leibler 1951] which is an information theoretic 
measure of the divergence of two probability distributions F and . Our 
goal is to select a set of features F  from . We want the information loss 
between these two distributions to be minimised, i.e., KL is as small as 
possible. We define that, given a feature vector , 
. We therefore want to find the feature set F  
for which information loss 
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Q
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Q
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)( ifP if∑ ∈=∆  is reasonably small.  
     Intuitively, we use a greedy algorithm to obtain the feature set , which is 
described as follows: 
kc
QF
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1. Initially, we begin with a current feature set = . kcQF kcF
 
2. At each stage, we eliminate a feature  in a way that allows ∆ to 
remain as close as possible to 
if )( ikcQ fF −
kc
QF
∆ . At each turn the elimination of feature  
causes a small increase in 
if
Q∆ . 
 
3. Repeat step 2 until Q∆  is increased to the desired information loss. 
 
      Once the feature set  is selected from the feature space F ,  
can be described as 
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4.5 Experimental Design 
 
4.5.1 The Data Sets 
 
In order to demonstrate the effectiveness of our modelling techniques, we 
conducted a number of experiments to evaluate the selection performance of 
two-stage database language models. For our experiments, we did not use the 
TREC data set which is commonly used in distributed IR. The reason for this is 
that the topics in the TREC data set cannot be constructed in the form of a 
hierarchical structure. Since our database language modelling approach is based 
on the context of a topic hierarchy, we conducted a series of experiments on 
two hierarchically-structured data sets: the Reuters 21578 data set and the 
LookSmart Web data set. 
     Detail of the Reuters 21578 data set can be found in Subsection 3.5.1. 
Similarly, to construct a hierarchy of topics, we manually constructed a three-
layer hierarchy of 4 top-level, 18 second-level, and ninety-six leaf-level 
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categories. Four top-level categories come from meta-category codes 
(economic indicators, currency, commodities and energy). Eighteen second-
level categories are the categories that tend to subsume some labels (e.g., the 
labels ‘barley’ and ‘corn’ are subsumed by the topic ‘Agriculture’; the labels 
‘gold’ and ‘silver’ are subsumed by the topic ‘Metallurgy’). Ninety-six topics 
are extracted from 135 category labels as the leaf-level categories.    
     However, Reuters-21578 is a small and homogeneous collection, which 
makes it difficult to understand how our approach could be applicable to large, 
complex and heterogeneous Web collections. To overcome this problem, we 
investigated the use of hierarchies for searching more heterogeneous Web 
contents. For our experiments, we used a large collection of heterogeneous 
Web pages from LookSmart’s Web directory (www.Looksmart.com). The 
LookSmart Web hierarchy is a 7-level hierarchy. We focused on the top two 
levels of the hierarchy which include all 13 of the top-level and 150 second-
level categories. The classes are general subjects such as Sports & Recreation, 
and Society & Politics. This Web collection consists of 370,597 unique pages 
(from a May 1999 Web snapshot) as reported in [Dumais and Chen 2000], 
which have been hierarchically classified by trained professional Web editors. 
Each Web page has been assigned to zero or more categories. Pre-processing is 
executed to extract plain text from each Web page by removing HTML markup 
tags. In addition, the title description and keyword fields from the META tag 
were also extracted because they provide useful descriptions of the Web page. 
After pre-processing, a pseudo document was generated as a description of the 
original Web page. 
 
4.5.2 Evaluation Metrics 
 
At the category-specific search stage, we draw the 11 point average precision-
recall curve to compare the selection performance between the JM model and 
the non-interpolated model without the interpolation of the parent class and the 
class corpus. The 11 point average precision-recall (P / R) curve plots the 
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average precision values at each of the 11 recall points 0, 0.1, 0.2, …, 1.0, 
where precision  and recall , are expressed by the following 
equations: 
ClassP ClassR
 
       
selectedclassesofnumber totalThe
 classesrelevant  ofnumber  TheP Class =     (4-23) 
 
       
set classin  theclassesrelevant ofnumber totalThe
 classesrelevant  ofnumber  TheR Class =   (4-24) 
 
     At the term-specific search stage, we use the R  metric to compare the 
effectiveness of variations of three types of language models, namely, the MLE 
model, the DP model and the DP+QE model. Note that the names of all the 
models are abbreviated with the two initial letters (e.g., DP for Dirichlet Prior 
smoothing).  
),(ˆ BEk
     To compare the selection performance of our proposed approach, we 
provide a widely-used keyword-based technique – the CORI database selection 
algorithm [Callan 2000] as the experimental baseline. The reason for choosing 
the CORI algorithm is that prior research has shown that the CORI algorithm is 
effective and stable in a wide variety of environments [French, Powell, Callan, 
Viles, Emmitt, Prey and Mou 1999, Callan 2000, Craswell, Baile and Hawking 
2000]. Detail about the CORI algorithm can be found in Subsection 1.3.1.1. 
     As for performance metrics of database selection, we choose the R  
metric for comparison, which has been used by several researchers in database 
selection [French, Powell, Callan, Viles, Emmitt, Prey and Mou 1999, Gravano 
1999, Callan and Connell 2001, Ipeirotis and Gravano 2004]. For each query, 
two database ranks are provided: one is a baseline or desired rank B in which 
databases are ranked by their r value, where is the number of 
documents contained in database S which are relevant to the query Q; the other 
is an estimated rank E, which is ranked by the relevance score calculated by the 
database selection algorithm. The R  metric measures the percentage of 
relevant documents contained in the k top-ranked database, which is defined as 
),(ˆ BEk
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where  is the estimated rank of the k top-ranked database, and B  is the 
baseline rank of all the databases that are useful for the query. The primary 
objective of database selection is to select a small set of databases that cover as 
many relevant documents as possible. This means that the higher the  
value, the better the database selection algorithm. 
kE *k
R̂k ),( BE
 
4.5.3 Experimental Setup 
 
In this chapter, our experiments, in practice, are made up of two phases:  
 
(1) Training phase: tuning parameters in the language models  
 
In this phase, we consider a number of variations on language models and 
evaluate the impact that these variations might have on the database selection 
results.  These variations are: 
 
• The effects of a wide range of parameter values, the JM coefficient 1λ  
and the DP parameter α; 
 
• The effects of query expansion size of the DP+QE model on database 
selection. 
 
(2) Test phase: the comparison of different language models on selection 
performance  
 
In this phase, we conduct a series of experiments to compare the selection 
performance ofdifferent language models. These comparisons are: 
 
• The comparison of the JM model versus the non-interpolated model on 
relevant topic selection at the class-specific search stage; 
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• The comparison of three different language models: the MEL model, 
the DP model, and the DP+QE model on database selection at the term-
specific search stage; 
 
• The comparison of the two-stage selection approach and the general 
one-stage selection approach – the state-of-the-art CORI model - on 
database selection. 
 
      In order to carry out the above experiments, the datasets are divided into 
two parts: the first part is used to build the topic hierarchy used for the class-
specific search stage; the second part breaks down into 130 smaller databases 
for each collection. Among these databases, 30 databases are for the tuning of 
the model parameters in the language models at the training phase, and the 
remaining 100 databases are for performance evaluation at the test phase. 
Tables 4.1 and 4.2 below list separately the detailed statistics of the topic 
hierarchy and the training and test databases for the Reuters-21578 and 
LookSmart datasets, respectively. Note that for the Reuters-21578 dataset, we 
only use 93 leaf-level classes to build the topic hierarchy, rather than 96 topics. 
The reason is that we found there are three topics that have fewer than five 
documents. This number of documents is not enough for the training and test 
phase. So we have to discard these three topics in the construction of the topic 
hierarchy. 
      As we know, the performance of a selection system may vary significantly 
according to the test datasets used. To compare the behaviour of our language 
modelling method with that of other methods fairly, we perform our 
experiments on databases with different database characteristics, such as the 
large-scale databases with a variety of topics consisting of LookSmart 
documents, and small-scale databases with a few topics consisting of Reuters-
21578 documents. Each test dataset is divided into 130 smaller databases, 
which are of varying sizes (between 0.01 ~ 1.2 megabytes per Reuters-21578 
database, and between 7.2 ~ 36.4 megabytes per LookSmart database), and 
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which vary in the number of documents they contain. The documents inside a 
database are from the same source or Web site (for the LookSmart databases) or 
the same time-frame (for the Reuters-21578 databases). Table 4.2 depicts the 
summarised statistics for the test databases in these two datasets. 
 
Collections Reuters - 21578 LookSmart 
Size of documents 2850 18780 
Leaf-level Classes 93 150 
Level of Class Hierarchy 3 3 
Mean relevant documents per class 32 125 
Table 4.1  Statistics concerning the construction of the topic hierarchy in the 
Reuters-21578 and LookSmart datasets 
 
Collections Reuters - 21578 LookSmart 
The number of Databases 30 (training) +100 
(test) 
30 (training) +100 
(test) 
The size per database 0.01~1.2 M 7.2 ~ 36.4 M 
The Number of Documents per 
Databases (x 100) 
0.5 ~ 10.2 30.2 ~ 126.3 
The Classes Per Database 2 ~ 8 12 ~ 30 
 
Table 4.2   Statistics concerning the training and test databases for the Reuters-
21578 and LookSmart datasets 
 
      For each small or medium-scale dataset, we recognise that the construction 
of 130 databases could possibly lead to the problem of document overlap in the 
database collection, especially for the small Reuters-21578 dataset. To lessen 
the problem of document overlap, the number of documents in most of the 
databases in the Reuters-21578 dataset, in practice, is only within the range of 
50~ 200. This is the main reason why the smallest Reuters databases are only 
0.01 M (see Table 4.2). According to statistical information obtained from the 
Reuters-21578 and LookSmart database collections, the percentage of 
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document overlap is only 11.3% and 6.5%, respectively. We think they are 
reasonable figures for database construction. 
      For our experiments, 50 trials (25 for short queries and 25 for long queries) 
were conducted for each group of experiments. All trials were completely 
automatic, starting with a different selected query and generating a ranked list 
of candidate topics or test databases at different search stages. The experimental 
results reported here are averages of the results returned from the 50 trials. 
To avoid the sensitivity of selection performance to query length, in this 
chapter, we experimented with both short and long queries. Unlike the TREC 
data where these two types of queries can be created based on the title, 
description and narrative fields from the TREC-style topics, the Reuters-21578 
and LookSmart dataset only contain the title selection in the documents. In 
order to acquire the proper queries, in this chapter, we used the title as the short 
query, and the title concatenated with a group of frequent terms occurring in the 
dateline section of relevant documents in a particular topic domain as the long 
query. The reason for the use of frequent terms as query terms is that these 
frequent terms would return the most random sample of documents from the 
test datasets. In order to obtain long queries with the frequent terms for a 
specific topic, we use the query selection strategy reported in [Callan and 
Connell 2001]. For each topic, a collection of relevant documents is chosen 
from the dataset (note that these documents are excluded from the training and 
test datasets used for the experiments). The selection of frequent terms is 
measured by average term frequency (avg_tf = ctf /df), where ctf is collection 
term frequency and df is document frequency. Note that all the documents and 
the queries are preprocessed by removing stop words and employing the 
Porter’s stemming algorithm [Porter 1980]. Table 4.3 below lists query set 
statistics for these two datasets. 
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Reuters – 21578 LookSmart Collections 
Min Avg Max Min Avg Max
Short query (Title) (Words) 4 5.7 8 5 8.2 11
Long query (Title+ frequent terms) (Words) 16 20.5 25 14 28.4 36
 
Table 4.3 Average size of query description for the Reuters and the LookSmart 
datasets 
 
      As described earlier in Subsection 4.5.1, the documents in the two datasets 
have been labelled with relevant topics. Thus, the relevant assessment for the 
queries is based on the category label associated with each document in the 
database. The documents with no category label are treated as irrelevant. For 
example, each Reuters-21578 document contains the <topic> field that denotes 
the class label of this document. With the information provided by the <topic> 
field of the document, it is easy to work out the number of relevant documents 
in a database with respect to a given query of a particular topic.  
 
4.6 Experimental Results 
 
In this section, we present experimental results to test the robustness of using 
the smoothed two-stage language model for database selection. 
 
4.6.1 The Effects of Various Values of Smoothing 
Parameters in Individual Language Models 
 
To examine the effect of the smoothing parameter in each specific smoothing 
method on selection effectiveness, we vary the value of the smoothing 
parameters over a wide range in order to observe all the possible differences in 
smoothing. In each run, we set the smoothing parameter the same value across 
different data sets to report the average selection performance at each parameter 
value. Then, we compare selection performance by plotting the average 
precision  or the  metric against the variation in these values.  ClassP ),(ˆ BERk
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     Jelinek-Mercer (JM) Smoothing: We compare the precision of the JM model 
at different settings of the smoothing parameter 1λ  (Recall Eq.4-11). In order to 
carry out an exhaustive search on the parameter space of 1λ , we first tried 10 
values {0.1, 0.2, 0.3, 0.4, 0.5, 0.6, 0.7, 0.8, 0.9, 0.95}. We note that, when 1λ  
varies in the range 0.5~0.8, the results show a statistically significant 
improvement in precision. This means that, if we expect that the JM model 
performs reasonably well, we had better set 1λ  at some desired range with the 
value of 0.5~0.8. However, it is hard to determine the optimal 1λ  value, 
because the set of the optimal 1λ  varies with individual queries and topic 
classes throughout the training process. To further obtain the optimal 1λ  on 
separate datasets, we used the EM algorithm (Recall Subsection 4.4.1) to learn 
the optimal value over the desired parameter space with the value of 0.5~0.8.  
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Figure 4.1 The effect of different values of the JM coefficient 1λ  on selection 
performance 
      The plots in Figure 4.1 show the average precision for different values of 1λ  
over two datasets. It is noted that the choice of the appropriate smoothing 
parameter 1λ  can have a large impact on selection performance. We can see 
that the optimal value of 1λ  is a little high (0.67 for the LookSmart and 0.75 for 
the Reuters), which suggests that although the parent-class model and the class-
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corpus model can help smooth the word sparseness, the basic class model 
, in practice, plays a major role in class selection. )|( kcqP
     Dirichlet Prior (DP) Smoothing: To see the change in detail, we 
experimented with a wide range of values of the DP smoothing parameter α 
(recall Eq.4-17). The plots in Figure 4.2 show the average R  value for 
different settings of the prior sample size α. It is clear, from the results in 
Figure 4.2, that when the database becomes larger, there is a greater chance for 
α to be at a small value. This is probably because α is a document-dependent 
parameter, which is affected by the length of the data collection. When the data 
collection becomes larger, α tends to be smaller in order to emphasise the 
impact of the original occurrence frequency of query term C  on selection 
process. The effect of α is similar to the smoothing parameter 
),(ˆ BEk
)|( Sti
1λ  in the JM 
model. The optimal value of α seems to vary from dataset to dataset. However, 
in most cases, it is “safe” to be set at a relative higher value, about between 
1000~3000.   
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Figure 4.2   The effect of different values of the DP parameter α on selection 
performance 
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4.6.2 The JM Model Versus the Non-interpolated Model 
on Relevant Topic Selection 
 
The class-based language model obtained using the JM smoothing method is 
expected to perform better than the simple non-interpolated model. In order to 
prove this, we compared the precision-recall chart of the JM model with that of 
the non-interpolated model over the two datasets. The 11 point precision-recall 
curves are shown in Figure 4.3 and Figure 4.4. Note that the figure for the JM 
model uses the best choice of smoothing parameter 1λ ( 1λ =0.7).    
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Figure 4.3   Selection performance of the JM model and the non-interpolated 
model on the Reuters dataset 
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Figure 4.4  Selection performance of the JM model and the non-interpolated 
model on the LookSmart dataset 
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     Figure 4.3 and Figure 4.4 clearly show that on the 11 point precision-recall 
chart, the JM language modelling approach achieved better precision at all 
levels of recall, most of them statistically significant, by 7.54% and 9.45% on 
average respectively. This means that the linear interpolated approach is an 
attractive way in which the parent-class model and the class-corpus model can 
help to effectively smooth word sparseness and therefore improve selection 
effectiveness.    
     It is interesting to note that the behaviour of the JM model and the non-
interpolated model varies in different data sets. For small-scale Reuters 
databases, the improvement of the JM model over the non-interpolated model is 
not as significant as that for the LookSmart data set. The performance gain in 
the Reuters data set achieves a 7.54 % improvement, in contrast to 9.45% in the 
LookSmart data set. One possible reason for this difference may be because in 
the small-scale data corpus, there are more chances to assign a default higher 
corpus probability to a non-occurring query term in a specific database. This 
hurts the selection performance. However, this is only a conjecture, the 
verification of which we leave for future work.  
 
4.6.3 The Effects of Different Term-based Language 
Models on Selection Performance 
 
In this subsection, we study the behaviour of the three different term-based 
language models discussed in Subsection 4.4.2. Three language models, the 
MLE model, the DP model, and the DP+QE model are evaluated in our 
experiments. The selection performances when searching a set of databases are 
shown in Figure 4.5 and Figure 4.6.  
     Compared with the behaviour of the MLE model, the DP model and the 
DP+QE model improve selection performance significantly and consistently 
across both datasets. It is understandable that some missing query terms in the 
database lead to a poor probability estimate for the query in the MLE model. 
 102
 
 
 
 
4.6 EXPERIMENTAL RESULTS 
     As would be expected, the DP+QE model (Expansion terms are 50) 
performs the best among all the models. The average R  value (Recall 
Section 4.2) is increased by 42.9% and 41.23% on average against the MLE 
model in Figure 4.5 and Figure 4.6. This suggests that query expansion does 
help to improve selection effectiveness if the number of expansion terms is 
chosen properly. 
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Figure 4.5 The effects of different term-based language models on selection 
performance in the Reuters dataset 
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Figure 4.6 The effects of different term-based language models on selection 
performance in the LookSmart dataset 
 
      Note that the DP model has not performed as well as the DP+QE model in 
all our experiments. However, the results of the DP model are still very 
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competitive when compared with the performances of the MLE model. As we 
see, in all results, the performance of the DP model, smoothed with the optimal 
parameter value α (α=1500), is statistically better than the best performance of 
the MLE model, even though it is sometimes very close to the MLE model in 
specific cases. 
 
 
4.6.4 The Effects of Query Expansion Size on Selection 
Performance 
 
Obviously, the quality of query expansion may well be influenced by the 
quality of the features associated with topic classes. When expansion terms are 
selected, how many of them are actually relevant to the original query? To 
investigate this, we conducted experiments on different query expansion sizes 
over both data sets. It is interesting to see how the number of expansion terms 
used affects selection performance (e.g., QE_10 refers to the query expansion 
with 10 terms). To see this more clearly, we plot the R  value curves in 
Figure 4.7 and Figure 4.8. 
),(ˆ BEk
     There are a number of interesting points to observe in Figure 4.7 and Figure 
4.8. First, the results of the translation model with query expansion are 
comparable to that of the base-query model. This is a clear indication that query 
expansion can be helpful in improving the selection performance using the 
translation modelling approach. Second, the greatest improvement can be seen 
when 50 terms are used for selection in both datasets. When more expansion 
terms take part in selection, performance begins to deteriorate. The possible 
explanation for this phenomenon is that the most distinguished features for the 
class could be contained in the top 50 features. For this reason, selecting a 
larger number of features for query expansion does not bring any greater 
benefit. 
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Figure 4.7 The effect of query expansion size on selection performance in the 
Reuters dataset  
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Figure 4.8 The effect of query expansion size on selection performance in the 
LookSmart dataset 
 
4.6.5 The Comparison of the Two-stage Database 
Selection Approach with the One-stage Approach on 
Selection Performance 
 
The aim of the experiments in this subsection is to check the overall influence 
of our proposed two-stage database selection approach on selection 
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performance. As mentioned earlier, one of the distinguishing characteristics of 
our proposed database selection approach, which different from most current 
one-stage database selection approaches, is that the search focuses on a small 
set of databases from the most related topic classes to the query. In the previous 
Subsection 4.6.2 and Subsection 4.6.3, we have separately evaluated the 
performance of the language models at different search stages, and have 
compared their effectiveness of selection. Here, we deliberately conduct a set of 
experiments to compare the overall selection performance of the estimated two-
stage language models with the best results achievable using the one-stage 
model - the CORI model - in both test datasets.  
     Three types of language models are measured in the experiments: one two-
stage model - the JM+QE+DP model, and two one-stage models - the QE+DP 
model and the baseline CORI model. To compare the selection performance of 
these three models, we select a group of best runs for each model on each 
testing dataset and compare the average R  value of the top 20 databases 
of the selected runs. The plots in Figure 4.9 and Figure 4.10 show the average 
 value for different database selection models.  
),(ˆ BEk
),(ˆ BERk
     In all the results, there seems to be a clear ordering among the three 
selection approaches in terms of the R  metrics. The performance 
difference is clearly significant for the JM+QE+DP model and the QE+DP 
model, compared to the baseline model – the CORI model. Figure 4.9 shows 
that, the overall R values of these two models increase greatly with 
51.67% and 31.54%, respectively, on the Reuters-21578 dataset. The same 
effect is observed for the LookSmart dataset, as illustrated in Figure 4.10. It 
appears that the statistical language model is quite a robust language model for 
database selection. 
),(ˆ BEk
),(ˆ BEk
     We also see that, the performance of the JM+QE+DP approach is 
consistently better than the best performance of the QE+DP approach. Indeed, 
some results in Figure 4.9 and Figure 4.10 suggest that the category-specific 
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search stage is often helpful in improving the selection effectiveness on relevant 
databases. 
 
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
2 4 6 8 10 12 14 16 18 20
The percentage of databases searched (Reuters)
Th
e 
R
 m
et
ric
Two_stage(JM+DP+QE) One_stage (CORI) One_stage(DP+QP)
 
Figure 4.9 The comparison of three different language models on selection 
performance in the Reuters dataset 
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Figure 4.10 The comparison of three different language models on selection 
performance in the LookSmart dataset 
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4.7 Conclusions and Future Works 
 
We have presented a novel way of looking at the problem of database selection 
based on two-stage language models that are rooted on a solid foundation of 
statistical natural language processing. For databases categorized into a topic 
hierarchy, instead of searching them in an ad hoc manner, we have intentionally 
kept the database language models separate, according to the individual natures 
of different search stages.  This makes our models easily be understood and 
extended. We also conducted a number of experiments to prove the 
effectiveness and robustness of our language models. The experimental results 
have demonstrated that this approach holds great promise in terms of  
improving search performance. Due to the simplicity of our models, we believe 
that our model can easily be extended to incorporate with any new language-
based techniques under a general, well-ground framework.  
      We plan to investigate the following matters in future work. First, due to 
time constraint, our current language models do not incorporate many familiar 
ideas into our selection system, such as relevant feedback and semantic-based 
information retrieval. It is possible that additional knowledge added to the 
models will further improve our selection system. For example, using relevant 
feedback techniques, a user could probably provide more meaningful words, 
which would facilitate the formation of better queries. 
      Second, as mentioned previously, we simply take all the words occurring in 
the databases independently. Such unigram models completely ignore word 
phrases that are likely to be beneficial to the probability estimate of a query. To 
compensate for this shortcoming, a possibility might be to combine bigram or 
trigram models into our current language models. However, parameter 
estimation of these complex language models remains a major difficulty. Thus, 
we hope to borrow techniques from other related areas to help solve the word 
phrase problem. For example, the kernel-based SVM proposed by Cancedda et 
al. used a number of word-sequence kernels to compute document similarity 
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based on matching sequences of words [Cancedda 2003]. The idea of using 
sequence kernels to treat document as a sequence of words is interesting, and is 
worth investigating in our future work. We would like to combine this 
technique into our current database selection model.  
      Third, we only employ simple smoothing methods in our current work. We 
are planning to explore other more elaborate smoothing methods to extend our 
models. It is also possible that this will improve selection results.  
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Chapter 5 
 
Searching Distributed Textual 
Databases Using Association Rules 
 
In previous chapters, we have discussed a number of database selection 
approaches, including our proposed two-stage database selection approach, 
which help to select the most relevant information sources from distributed 
textual databases and have made encouraging progress. However, these 
methods always treat each database independently, ignoring implicit, useful 
associations between distributed databases. Yet the discovery and analysis of 
useful information about the relationships between databases will be beneficial 
in terms of performance improvement in database selection. 
      Data mining, an important part of knowledge discovery, is concerned with 
the process of extracting implicit, previously unknown, and potentially useful 
information from given data [Han and Kamber 2001]. Algorithms for data 
mining focus on the discovery of relevant and interesting patterns within large 
amounts of data. To the best of our knowledge, very little work has been done 
on the mining of association rules among distributed databases used for 
database selection in distributed information retrieval (DIR). The work in this 
chapter could be viewed as a step towards combining data mining techniques 
with the problem of database selection.  
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     Given a collection of previous database-selection results, a data-mining 
algorithm is developed to discover knowledge on databases by extracting 
potential relationships between distributed databases through the use of a topic 
hierarchy. The discovered knowledge provides assistance in refining relatively 
rough original results that are obtained from the database selection tools. The 
aim of this chapter is not intended to propose an alternative database selection 
approach, but to provide a subsidiary means to refine the final results on the 
basis of original selection results, using the discovered associations between the 
databases, so as to improve the effectiveness of database selection. This 
association-rule approach can therefore be regarded as a step towards the post-
processing of database selection. The basic principle of this association-rule 
approach is shown in Part Ⅲ of Figure 1.1 (recall Section 1.5 in Chapter 1). 
The remainder of this chapter is organised as follows: in the next section, 
we describe the use of a topic hierarchy for the mining of topic-based 
association rules. In Section 5.2, we introduce background knowledge about 
association rules. Details about discovering association rules between 
distributed databases using hierarchical topics are given in Section 5.3. In the 
same section, we also discuss how association rule technique can be applied to 
the database-selection process. Experimental setup and experimental 
methodologies are given in Section 5.4.  In Section 5.5, a performance study of 
the proposed approach is undertaken on the Reuters-21578 and LookSmart 
datasets, the same datasets as those used in Chapter 4, and the results of the 
experiments are analysed. Section 5.6 discusses related work on the use of data 
mining techniques on Web applications. Finally, Section 5.7 concludes this 
chapter with a brief discussion of future work. 
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5.1 The Use of a Topic Hierarchy for the 
Discovery of Association Rules  
 
Our association-rule mining is based on the proposed topic-based database-
selection approach described in Chapter 4. We consider integrating the topic 
hierarchy with the discovery of associations between distributed databases. The 
two main reasons for using the topic hierarchy are as follows:  
 
(1) The efficiency of data mining 
Since our database-selection results contain information of topics relevant 
to the query, it is advisable to mine potential and useful topic-based 
relations between databases. For a large collection of previous database-
selection results, the use of a topic hierarchy can break down the data 
mining task into a set of smaller subtasks, each of which only corresponds 
to the mining of a focused topic domain in the hierarchical tree, therefore 
making the accomplishment of the data-mining work more effective, and 
hopefully more accurate as well. 
 
(2) The search for relevant association rules 
Given a user query, once the database-selection result is returned, the 
association rules associated with specific topics of interest to the user will 
be directly used for the refinement of the original selection result. As a 
result, the expense and time involved in the search for relevant association 
rules in the association space will be greatly reduced.  
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Figure 5.1    A simple example of the topic hierarchical structure 
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      In our work, we utilise a topic hierarchy to assist in the discovery of 
association rules between databases. Figure 5.1 shows an example of a simple 
topic hierarchy. Let C be a classification hierarchy for topics, which organises 
relationships between the topics in a tree form. Obviously, the relationships 
between different topics appearing in the structured hierarchy can be classified 
into three major types: parent-child, ancestor-descendant, and sibling. For 
example, in Figure 5.1, the topic “software” is the parent of the topic 
“database”, which is semantically more general and broader than the topic 
“database”. Similarly, the topic “computer” is the ancestor of the topic 
“database”. The topic “programming” is one of the children of the topic 
“software”, which is defined as a sibling to the topic “database”. For each topic 
in a hierarchical structure, the system stores the knowledge of relationships 
between this topic and other topics in the hierarchy including parent-child, 
ancestor-descendant, and sibling.  
     The knowledge discovery on distributed databases is viewed as the mining 
over the implicit set of possible topic-based associations supported by a 
collection of databases. Integrating background knowledge about a hierarchy of 
topics with data mining algorithms could help to generate more interesting, 
non-trivial associations by finding the connections between relevant topics (e.g., 
parent-child classes, sibling classes), since such types of associations are not 
apparent when viewing raw data. 
 
5.2 Association Rules 
 
Formally, as defined in [Agrawal 1993], the basic concepts of association rules 
are shown as follows: 
 
[1] Item set I is a set of binary attributes called items, 
},,,{ 21 miiiI L=  
 
[2]  Ω is a collection of transactions,  
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},,,{ 21 nttt L=Ω ( t ) Ii ⊆
where each transaction t  has an associated unique identification TID. i
 
[3] Given an itemset , a transaction t is said to contain X if . IX ⊆ tX ⊆
 
[4]  An association rule is an implication of the form  
YX ⇒  
where and X ∩ Y =∅; and X is called the antecedent of the 
rule and Y is called the consequence of the rule.  
IYX ⊆,
 
Definition 5.1    An association rule X  holds in the transaction set Ω with 
support s if s% of transactions in Ω contain X and Y, and confidence c if c% of 
transactions in Ω that contain X also contain Y. 
Y
cs,
⇒
Ω
∪
=
)()( YnTransactioXnTransactioSupport                (5-1) 
Ω
=
),( YXnTransactioConfidence                              (5-2) 
 
     Given a minimum support threshold called minisup and a minimum 
confidence threshold called miniconf, the problem of discovering association 
rules from the transaction set Ω is to generate all association rules that have 
support and confidence greater than the specified minimum support minisup, 
and minimum confidence miniconf, respectively. These rules are called strong 
rules.  
     In general, the problem of association rule mining can be broken down into 
the following subproblems: 
 
• To find all the large itemsets that have support above the minisup s, in 
the transaction set Ω. 
 
• To generate association rules from the above large itemsets.  
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Given a large k-itemset ζ: kiii L21=ζ , , an association rule A will 
be generated, 
2≥k
XYXwhereYX
cs
−=⊆⇒ ζζ ,
,
                    (5-3) 
A is a valid rule only if 
MiniconfXSupportSuppport ≥)(/)(ζ                      (5-4) 
 
 
5.3 The Discovery of Topic-based Association 
Rules between Distributed Databases 
 
5.3.1 A Formal Model for Database Selection 
Transactions 
 
Here we explore the use of association-rule mining to create a knowledge base 
that stores connections between Web databases with established topic-specific 
background knowledge. In the context of distributed information retrieval 
(DIR), we need to adapt data mining techniques to database selection. The first 
issue to deal with is to develop a formal model for association transactions in 
database selection. 
 
Definition 5.2   A query transaction T in a topic-based DIR system is a 4-tuple 
T=<Q, C, S, D> where 
 
• Q is a user query that can be denoted as Q },,,{ 21 Nqqq L= , where q  
(1≤ i ≤ N) is a query term (word) occurring in the query Q.  
i
 
• C is a set of appropriate topics with respect to the query, which can be 
denoted as C },,,{ 21 Mccc L= , where c  (1≤ i ≤ M) is one topic in the 
topic hierarchy.  
i
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• S is a selected database set in the process of database selection. The 
database set S can be described as S },,,{ 21 Ksss L= , where  (1≤ j ≤ 
K) is a database that is likely to contain information relevant to the user 
query. 
js
 
• D is a set of retrieved documents that come from the selected database 
set S and satisfy the user query. Document set D can be defined as 
, where L is the total number of retrieved 
documents; and K is the number of databases in the database set S; d  
(1≤ i ≤ L, 1≤ j ≤ K) represents the ith document, which comes from 
database  in the database set S.  
},,,,{ 11 LKij dddD LL=
js
ij
 
      With the database set S and the topic categories C in the query transaction, 
we construct a topic-based database-selection transaction that represents a 
database-selection result. Given a collection of database-selection transactions, 
we can extract topic-based association rules from the database-selection 
transactions. Unfortunately, this type of database-selection transactions focuses 
on the binary attribute of the database items, which is only concerned with 
whether a database appears in a transaction or not, but does not take the 
relevance degree of a database to the user query into account.  
      For example, given a user query, the DIR system returns a query result of 
seven relevant Web documents. Among them, five documents come from 
database , and two documents come from database s . The database-
selection transaction can only reflect the fact that the databases s  and  are 
selected as the relevant databases to the query, which leads to the loss of 
important information about different relevance degrees of individual databases 
to the user query.  To enable the database-selection transactions to express such 
information about the relevance degree of databases to the query, with fuzzy set 
theory, we extend the traditional association rule by assigning a weight to each 
1s 2
1 2s
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database item in the transaction, to indicate the relevance (importance) degree 
of such a database. 
       Moreover, as discussed earlier (recall Subsection 4.4.1), the information 
need of a user probably covers more than one topic, and each topic has a 
different likelihood degree to the query. To express the likelihood degree of 
each topic to the query, similar to the database item, a topic likelihood weight is 
also introduced in the database-selection transactions. 
 
Definition 5.3   A topic-based database-selection transaction τ is a 2-tuple 
τ=<C, S>, where 
 
• C is a set of topic categories that a query is assigned to, which can be 
presented as },,,,,,{ 221 ><><><= MMi vcvcvc L
i
i )|( iJM cQ
i
C , where a pair 
 (1≤ i ≤ M) is called a weighted topic item c ; and c is a 
topic item, and v  is a weight associated with topic item c . Note that 
the value of v  is related to the probability P (recall Eq. 4-8 in 
Subsection 4.4.1), and v  is normalized (0< ≤1), i.e.,  
>< ii vc ,
w
i
iv
i
i
∑
=
tc
JM
JM
i
P
Pv
(
(
t
i
cQ
c
2))|
)|Q
(
. 
 
• S is a set of weighted databases searched by the DIR system, which can 
be described as },,,,,,{ 2211 ><><><= KK wswsws L
jw
S , where a 
pair (1≤ j ≤ K) is called a weighted database item s ; and s  
is a database item and  is a weight associated with database item s . 
>< jj ws ,
w
j j
j
 
      Obviously, a topic-based database-selection transaction τ is the 
combination of a weighed topic item set and a weighted database item set. A 
simple example of a database selection transaction is shown as follows:  
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Transaction 1τ : }},,,{},,,,{{ 221122111 ><><><><= wswsvcvcτ  
 
      Fuzzy set concept is well known for modelling imprecision and uncertainty 
[Klir and Yuan 1994]. Since it is unrealistic to obtain complete knowledge 
about the content of a database, it is difficult to determine whether the database 
is completely relevant to the query. We thus here use fuzzy set concept to 
express the relevance (importance) degree of each database in the database set S 
to the user query. A fuzzy set is defined as a collection of elements with an 
associated membership value between 0 (complete exclusion) and 1 (complete 
inclusion). The membership value represents the degree of membership of an 
element in a given set [Kantardzic 2002]. A fuzzy set A in the database set S is 
defined as a set of ordered pairs: 
}|))(,{( SssusA jjAj ∈=                                      (5-5) 
where is called the membership function. The membership function 
maps each database s  in the database set S to a membership grade between 0 
and 1. The membership function can be described as  
)( jA su
j
)( jA su
L
d
suw i ijjAj
∑== )(                                        (5-6) 
where L is the total number of retrieved documents (recall Definition 5.2). 
denotes the number of documents retrieved from database s . , the 
weight associated with database s , is assigned by the membership function 
, and  (1≤ j ≤ K). 
∑i ijd
)( jA su
j jw
j
1=∑ j jw
 
5.3.2 Fuzzy Association Rules  
 
We use the term weighted database itemset to represent a set of weighted 
database items with a set membership value [0,1] in database-selection 
transactions.    
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Definition 5.4   A weighted database k-itemset δ in a transaction is a set of 
weighted database items, , where s (1≤ i ≤ k) is a 
weighted database item (recall Definition 5.3). 
},,,{ 21
w
k
ww sss L=δ wi
 
Definition 5.5   Item() is a database function that extracts the database set from 
a weighted database itemset δ. 
 
      For example, given a weighted database k-itemset δ, 
},,,{)( 21 KsssItem L=δ , where s  (1≤ i ≤ k) is a database item in the itemset 
δ. 
i
 
Definition 5.6   Given a set of transactions T, a fuzzy association rule is 
defined as an implication of the form , where X and Y are two weighted 
database itemsets, and item(X) ∩ item(Y) =∅. We say that the fuzzy association 
rule holds in the transaction set T with support s if s% of transactions in T 
contain item(X) and item(Y), confidence c if c% of transactions in T that contain 
item(X) also contain item(Y), and relevance 
YX
rcs ,,
⇒
]1,0[∈r  if the weight of each item 
in the itemsets, item(X) and item(Y), is greater than the relevance threshold r.  
 
     Here, the relevance concept is introduced to develop effective pruning 
techniques so as to identify potentially important database items for the fuzzy 
association rule mining. To efficiently discover the interesting rules, we push 
relevance constraint in the generation phase of candidate itemsets.  With the 
relevance constraint, suitable candidate itemsets that have the database items 
with higher weight in the transactions are retained, and those trivial ones with 
low weight are discarded. This pruning saves both the memory for storing large 
itemsets and mining efforts. Intuitively, the relevance parameter can be viewed 
as an indicator of the required relevance (importance) degree of each item in the 
large weighted database itemsets of a specific topic.  
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     In sum, given a transaction set Ω, our objective is to discover a set of fuzzy 
association rules that have support, confidence and relevance satisfying the 
specific minimums, minisup, miniconf and minirele. 
 
5.3.3 The Discovery of Intraclass Association Rules 
 
As previously mentioned, the connections between databases in the context of a 
topic hierarchy can be grouped into two major types of association rules: one is 
intraclass association rules within the same topic class, and the other is 
interclass association rules between relevant topic classes. Next we will 
discuss how to mine intraclass association rules between the databases on a 
specific topic. Here, we are only interested in a subset of transactions that are 
labelled with the specific topic considered. 
 
Definition 5.7   An interesting intraclass association rule is described as 
, where c  is the specific topic considered; and the parameters X, 
Y, s, c, r are the same as Definition 5.6.  
i
rcs
cCYX =⇒ |
,,
i
 
     We present an Aprior-like algorithm to perform the generation of an 
intraclass association rule. The three major mining steps are described as 
follows: 
 
(1) Generate all large database itemsets that have support greater than the 
specific minimum support minisup. For a database itemset ζ, if in the 
transaction set, the fraction of transactions containing the itemset ζ is 
greater than minisup s, we call ζ a large database itemset. 
 
(2) For each of the above large database itemsets, the weight w  of each 
database item s  in a large database itemset ζ is calculated by first 
summing the weights of item s  in all the transactions containing the 
i
i
i
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itemset δ, and then dividing it by the total number of transactions 
containing the itemset ζ, which is defined as 
 
δ
δ
itemset   thecontaining ions  transact theall ofnumber   totalthe
 itemset   thecontaining ons transacti theallin  s item of  weights theof Sum i=iw  (5-7)        
       
If the weights of all the database items in the itemset ζ are all greater 
than the specified minimum relevance minirele r, the itemset ζ is called 
a large weighted database itemset. 
 
(3) Once all the large weight database itemsets are found, the potentially 
interesting association rules can be derived from large itemsets in a 
straightforward manner. For each large weight database itemset, all 
association rules that have confidence greater than the specified 
minimum confidence miniconf will be derived. For example, for a large 
weighted database itemset ζ, and any X (X ⊂ ζ), if support (item(ζ) ) / 
support (item (ζ) –item (X)) > miniconf, the rule X ⇒ (ζ - X) will be 
derived. 
      
      In order to illustrate the process of the discovery of potential relevant 
databases using the intraclass association rules, we give a simple example 
below.  
 
Rule A: {< , 0.4>, < , 0.2>}⇒{< , 0.1>}|C=“software” 1s 2s 3s
 
      Rule A is an intraclass association rule. We can see that, Rule A contains 
two types of useful information:   
 
• Information on the co-occurrence between the databases. 
 
If databases s ,  are chosen by a database-selection tool, then it is 
likely that database  will also be selected. 
1 2s
3s
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• Information on different relevance degree of individual databases to the 
specific topic is considered. 
 
The content of database s  is more relevant to the topic “software” 
than that of databases s and , since the potential relevance weight 
of database is 0.4, the largest of the three databases. 
1
2 3s
1s
 
      Intraclass association rules can be used to improve the performance of 
database selection. Consider a scenario where a user is searching for 
information on the topic “software” on the Internet. The original database-
selection result returned by a database-selection tool is databases s  and , 
which are considered to contain documents of interest. With Rule A, we can 
1 2s
 
a) Find  potentially useful databases 
Database  is added into the extended search space. This is because 
when databases  and  have been chosen, database s  will probably 
be selected as a potentially useful database with respect to the topic 
“software”, according to information on database co-occurrence. 
3s
1s 2s 3
 
b) Generate the refined database ranking 
Among these three databases, we will rank database s  ahead of 
databases  and  in the final selection result, since database s  is 
more important than the other two databases, according to information 
on databases relevance. 
1
2s 3s 1
 
5.3.4 The Discovery of Interclass Association Rules 
 
As described earlier, a database-selection transaction is probably labelled with 
multiple topics. It is necessary to identify correlations between databases in the 
context of closely-related topics. In order to simplify the explanation, our work 
will be based on the assumption that there is a pair of related topics in the topic 
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hierarchy, which will be easily extended to any number of related topics in the 
hierarchy. 
      To ensure that there are enough transactions containing both topics c ,  
used to mine association rules, we introduce the notion of the overlap factor. 
The overlap factor is the ratio of transactions containing both topics c , c  to 
transactions in which topic  or topic c  appear, which can be presented as  
i jc
i j
ic j
)()(
)()(
ji
ji
cc cntransactiocntransactio
cntransactiocntransactio
o
ji ∪
∩
=                         (5-8) 
      The interclass transactions with topic pair c  and c  will be chosen from the 
transaction set Ω when o is greater than the specified overlap threshold 
miniover, namely, o . 
i j
jicc
Miniover
jicc
>
      Moreover, as described in Definition 5.3, in a topic-based database-
selection transaction with a few relevant topics, different topics, in practice, 
have different likelihood degrees to the query. To determine the “strong” 
correlated topic pair, we now introduce two correlation thresholds, 1α  and 2α . 
For each transaction containing the topics c  and , topics c  and  are 
treated as a “strong” correlated topic pair only when their likelihood weights 
satisfy the following two conditions. 
i jc i jc
1α≥+ ji vv                                                      (5-9) 
),max(),,min(1 maxmin
max
min
2 jiji vvvvvvwherev
v
==≤≤α         (5-10) 
where parameter 1α  is used to ensure that the topics c  and are closely 
related to the selected databases in selection transactions, because the selection 
of relevant databases is based on the probability P (recall Definition 5.3 
and Eq. 4-14 in Subsection 4.4.1); and parameter 
i
)
jc
|( iJM cQ
2α  indicates the closeness 
degree of the topics c  and c  to each other. i j
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      When a set of transactions with the “strong” correlated topic pair c  and  
are picked from the transaction set Ω, the next step is to discover some 
potentially interesting interclass association rules concerning this topic pair. 
i jc
 
Definition 5.8   An interclass association rule is described as 
>=<⇒ ji
rcs
ccCYX ,|
,,
  
where the relationship of the topic pair < ,  > is either parent-child or 
siblings, and topic c  and topic  are “strong” correlated. The parameters X, Y, 
s, c, r are the same as the ones in Definition 5.6.   
ic jc
i jc
 
     It is important to note that the candidate transaction set used for the 
generation of interclass association rules is only a subset of the transactions in 
which both topics c and  occur. Therefore, there is a trade-off between a 
small overlap threshold value and a moderately large one. A small threshold 
means that more topic pairs will be involved in the discovery of interclass 
association rules. However, an insufficiency in the total number of candidate 
transactions used for the mining may lead to discovered associations to be less 
convinced. On the other hand, a relatively large threshold may preserve some 
useful information, but it may also lead to relatively complex rules with too 
many database items and semi-generalized results. In this chapter, therefore, the 
optimal value of the overlap threshold is empirically tuned by a number of 
experiments.  
i jc
      Once the “strong” correlated topic pairs are determined, the algorithm of 
mining association rules in each “strong” correlated topic pair will be the same 
as the one for the mining of intraclass association rules (recall Subsection 5.3.3). 
      Similar to intraclass association rules, interclass association rules can also 
be used to improve the performance of database selection. For example, in 
some cases, the user may be interested in the information on one or more topics 
such as two specific siblings with “strong” correlation. In this case, the 
interclass association rules on these two siblings can be used either to expand 
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the database search space or to help to determine the final database ranking 
order of the selection result.  
      Finally, it must be mentioned that since query transactions are 
hierarchically classified into a hierarchy of topics in a top-down way, it is 
obvious that more information is likely to exist in topics at the higher level than 
ones at the lower level. This leads us to apply different minimums (thresholds) 
at multiple topic levels for mining interesting association rules. The flexible 
definition of the specified minimums (e.g., minisup, miniconf, minirele) at 
different levels can not only discover association rules at different levels but 
also has a high potential for finding non-trivial, interesting association rules. In 
this chapter, we tuned the minimums at different topic levels in the experiments 
in order to maximise the number of interesting associations and decrease the 
number of undesired ones at each topic level. 
 
5.4 Experimental Setup 
 
As described previously, the goal of this study is considered as a step of the 
post-processing of database selection, which perfects the relatively rough 
original database-selection results from the database selection tool by using the 
potentially useful associations between databases. The objective of our 
experiments, therefore, is to compare the selection performance of refined 
results obtained by the association-rule approach with that of the original 
results. The experiments that we conducted, in practice, can be divided into two 
stages:   
 
• At the stage of the association-rule mining 
We first mine intraclass and interclass association rules between databases 
through our proposed data-mining approach. The training data for mining 
association rules come from the previous database-selection results by our 
proposed topic-based database selection approach described in Chapter 4. 
For the Reuters-21578 and LookSmart data sets, we used 456 and 780 
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previous selection results, respectively, as the transaction collections to 
mine association rules between databases. 
 
• At the stage of refining results 
Given a user query, once the database-selection tool produces a new 
database-selection result with related topic categories of interest to the 
query, we further refine the original result by using the association rules 
discovered in the mining stage. We evaluate the usefulness of association 
rules in database selection by comparing the performance of the refined 
results with that of the original results.  
 
      We conduct a series of experiments and evaluate the impact of the variation 
of support threshold on the running time, on the number of association rules 
generated, and on the performance of database selection. Details of the 
experiments is described as follows: 
 
• The effects of a wide range of support thresholds on the running time 
and the number of association rules  
 
•  The effects of the variation in support thresholds at different topic 
levels 
 
• The effects of the variation in support threshold on the performance of 
database selection 
 
• The comparison of the selection performance of the refined results 
using the association-rule approach with that of the original results 
 
      It is noted that the experimental environment used in this chapter is the 
same as the one in Chapter 4 (recall Subsection 4.5), which includes 
experimental datasets, the construction of test databases, the formation of 
queries, relevance judgment, and evaluation metrics.     
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5.5 Experimental Results 
 
5.5.1 Analysis of Execution Time and Number of 
Association Rules 
 
This subsection discusses the effects of a variety of minimum supports 
threshold on the execution time and number of association rules generated at 
different topic levels in the hierarchy. As reported in [Agrawal, Imielinski and 
Swami 1993], the discovery of large itemsets plays a key role in effectively and 
efficiently mining association rules. For the experiments in this chapter, we 
focus on the effect of varying the support parameter. Other parameters, such as 
confidence and relevance parameters, were chosen empirically after running a 
number of experiments. We vary the values of the minimum support threshold 
in a wide range in order to observe all possible differences in the mining. In this 
manner, we can more clearly determine the effect of the support parameter on 
the execution time and the size of association rules. Two sets of experiments 
were therefore conducted to study the basic behaviour of our proposed Aprior-
like algorithm when the minimum support changes.  
 
5.5.1.1 The Effects of the Minimum Support Value on the 
Number of Association Rules 
 
The first set of experiments studies the effects of the support value on the 
number of association rules. As shown in Figures 5.2-5.5, for both datasets, 
when the minimum support increases, the number of discovered associated 
rules decreases because of the reduction in the total number of candidate and 
large itemsets. Throughout the experiments, number of association rules 
reduces sharply when the minimum support is set in the range 5%-15%. After 
that, the reduction slopes gently when the minimum support is between 15% 
and 30%. It means that potentially useful association rules would probably be 
found in that range.  
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Figure 5.2   The effect of different support thresholds on the number of 
intraclass association rules on the LookSmart dataset 
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Figure 5.3   The effect of different support thresholds on the number of 
interclass association rules in the LookSmart dataset 
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Figure 5.4   The effect of different support thresholds on the number of 
intraclass association rules in the Reuters dataset 
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Figure 5.5   The effect of different support thresholds on the number of 
interclass association rules in the Reuters dataset 
 
     Furthermore, it is observed that the effects of various minimum support 
thresholds on the number of association rules vary at different topic levels in 
the hierarchy. The number of association rules generated at the leaf level is the 
highest, and the number of association rules at Level_1 is the least. This is not 
surprising, since there are many more topics at the leaf level than ones at the 
other two levels. Hence, as described previously, we need to flexibly tune the 
support thresholds at different topic levels in order to capture the interesting as 
many associations as possible. 
  
5.5.1.2 The Effects of the Minimum Support Value on Execution 
Time for Generating Association Rules 
 
The second set of experiments is designed to study the effects of the minimum 
support value on the execution time for generating association rules. The results 
are shown in Figures 5.6-5.7. As expected, the execution time increases 
significantly when minimum support is small. This is understandable that when 
the candidate itemsets are large for only small minimum support, most of the 
computer memory is taken up with the candidate itemsets.  Correspondingly, 
less memory will be available to generate association rules. In such a case, the 
execution time for generating association rules will greatly increase.     
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Figure 5.6 The effect of different support thresholds on execution time in the 
LookSmart dataset 
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Figure 5.7 The effect of different support thresholds on execution time in the 
Reuters dataset 
 
5.5.2 Comparison of Selection Performance 
 
To evaluate the effectiveness of the association-rule approach, we used the 
 metric as the evaluation metrics for selection performance (recall 
Subsection 4.5.2 of Chapter 4 for more detail). In this subsection, two groups of 
experiments are conducted to investigate selection performance of our proposed 
approach. One group examines how the minimum support value affects 
selection performance, and the other group studies the performance of the final 
results refined by the discovered association rules, compared with the original 
ones. Note that here we mainly examine the effect of associations between 
),(ˆ BERk
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topics at the leaf level on database-selection performance, since topics at the 
leaf level include the majority of topics in the hierarchy. In the following 
section, we summarise the results of these two groups of experiments. 
 
5.5.2.1 The Effects of the Minimum Support Value on Selection 
Performance 
 
As discussed in Subsection 5.5.1.1, various minimum support values lead to 
differences in the number of association rules generated. To study the 
usefulness of association rules discovered with different minimum support 
values, we conducted experiments to compare the selection performances when 
the corresponding minimum support value was set as sup_0.1, sup_0.15, 
sup_0.2, and sup_0.3, respectively. 
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Figure 5.8   The effects of the minimum support value on selection 
performance on the Reuters dataset 
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Figure 5.9   The effects of the minimum support value on selection 
performance on the LookSmart dataset 
 
      It is interesting to note that the selection performances vary with different 
minimum support values. As shown in Figure 5.8 and Figure 5.9, in general, the 
selection accuracy increased as the minimum support threshold decreased. This 
means that the more association rules that were used, the greater the chance 
became to discover useful correlations between databases. However, we can 
also notice that the association rule (AR) approach with sup_0.15 slightly 
outperforms the AR approach with sup_0.1. For example, in the Reuters 
database, the average R value with sup_0.15 is increased by 12.6%, 
compared to one with sup_0.1. Nevertheless, the AR approach with sup_0.1 
produces a total of about 470 association rules while the AR approach with 
sup_0.15 produces much fewer association rules - only about 316 rules. A 
possible explanation for this phenomenon is that, when the minimum support 
value is set as 0.15, some itemsets that are irrelevant for association rules are 
pruned. As a result, more potentially useful association rules are 
correspondingly created from fewer itemsets. This implies that when the 
collection of query transactions is very huge, it is possible to choose a greater 
),(ˆ BEk
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minimum support threshold with a reasonable selection performance, in order 
to save storage space of association rules and shorten the execution time for 
generating association rules. 
 
5.5.2.2 The Comparison of Selection Performance between the 
Refined Results and the Original Results 
 
Comparing the original selection results by the database selection tool, we 
examine the selection performance of the refined results obtained by the AR 
approach with different minimum support thresholds. The experimental results 
reported here are the average of results returned from 100 queries of different 
topics for individual data sets. In Figure 5.10 and Figure 5.11, we find that the 
selection performance of the refined results outperforms that of the original 
ones in both the LookSmart dataset and the Reuters dataset. This should not be 
surprising, because the AR approach provides a better opportunity to 
distinguish relevant databases using the discovered associations between the 
databases. From Figure 5.10 and Figure 5.11, it can be clearly seen that with the 
AR approach, the R value of the refined results is increased by 12.1% and 
15.7% on average, against that of the original results in the Reuters dataset and 
the LookSmart dataset, respectively. This suggests that potentially interesting 
association rules between the databases should be considered as a factor in 
improving selection accuracy. 
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 133
 
 
 
 
5.5 EXPERIMENTAL RESULTS 
0.4
0.5
0.6
0.7
0.8
0.9
1
2 4 6 8 10 12 14 16 18 20
The percentage of databases searched (Reuters)
Th
e 
R
 m
et
ric
Original Results Refined Results
 
Figure 5.10   The comparison of the refined selection results using the 
association-rule approach (minsup=0.15) with the original selection results in 
the Reuters dataset 
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Figure 5.11 The comparison of the refined selection results using the 
association-rule approach (minsup=0.15) with the original selection results in 
the LookSmart dataset 
 
5.6 Related Work on Data Mining 
 
An important topic in data mining research is concerned with the discovery of 
interesting association rules within a large amount of data. An interesting 
association rule generally represents a relationship between data items where 
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the presence of some items in a transaction implies the presence of other items. 
Since the problem of generating association rules was first introduced in 
[Agrawal, Imielinski and Swami 1993], an extensive work has been undertaken 
in various areas, such as marketing, decision making, and business management 
[Berry and Berry 1997, Groth and Robert 1997, Kovalerchuk 2000]. 
      Recently, several researchers have applied data mining techniques to the 
discovery and analysis of useful information on the Web. Most of this work is 
concerned with Web-content mining, which emphasises the analysis and the 
mining of association rules within Web documents. For instance, some 
researchers are dedicated to developing intelligent agents that retrieve, filter, or 
categorize Web pages, by analysing the hypertext content of Web documents 
using various information retrieval techniques [Marrek and Shaul 1996, Broder 
1997, Chang and Hsu 1997]. In addition, there are several projects that aim to 
discover user access patterns of Web pages from Web log records. The 
information about user access patterns is used to help organizations to identify 
potential customer behaviour, to create marketing strategies for promoting their 
products, or to improve the quality of Internet information services. A few 
recent examples of such mining include the WEBMINER [Cooley 1997] for 
Web log records and the work of [Chen 1996b] for user traversal path analysis.  
      Our work differs from other work in that we focus on the discovery of 
associations between Web databases to assist in the selection of appropriate 
information sources in s distributed environments. 
 
5.7 Conclusions and Future Work 
 
Information retrieval researchers have developed some sophisticated database-
selection tools to locate the most relevant databases on the Web for users’ 
information needs. However, they often overlook potentially useful correlations 
between databases in the process of database selection. This chapter introduces 
the use of association rules to help solve the problem of database selection. 
With the assistance of data mining tools, we extract patterns or associations 
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between distributed databases from a collection of previous selection results, 
and the discovered knowledge on the databases is in turn used to refine the 
results from the database selection tools so as to further improve the accuracy 
of database selection. An association-rule mining approach is proposed to 
generate intraclass and interclass associations between databases with the use of 
a topic hierarchy. We tested the effectiveness of our algorithm on two different 
text datasets. The experimental results are promising and have shown some 
potential for future study of database selection.  
      However, we view this work as a first step, with a number of interesting 
problems remaining open, which should be subject to further research. First, we 
are investigating ways to develop more effective discovery algorithms. It 
appears that it might be possible to find other mining algorithms that could 
perform faster or better in the discovery of association rules. Second, the 
interclass associations described in this chapter only involve adjacent topics, 
such as parent-child classes and sibling classes in the hierarchy. Therefore, to 
discover associations between child classes over different parent classes is 
another issue that is worth exploring. Finding such rules needs future work. 
Moreover, it might also be interesting to study hierarchy-based association rule 
mining in a distributed and parallel environment for improving mining 
efficiency. Finally, our topic-based association rules approach is at present only 
used at the stage of resource selection. It seems that this approach might also be 
useful at the stage of resource merging. This issue would be left for the future 
research. 
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Chapter 6 
 
Searching Distributed Web 
Databases Using Domain-specific 
Ontologies 
 
As mentioned in Chapter 1, the current information source selection research 
area is facing a number of challenges. One of the challenges is finding a 
suitable mechanism for resource descriptions that describe and represent the 
contents of information sources within the Web’s architecture. As we know, the 
vast majority of Web pages are only in machine-readable format (e.g., HTML), 
not in machine-understandable format. This characteristic makes it difficult to 
analyse the content of Web pages, and to capture an accurate, reliable, and 
meaningful resource description. Recently, in spite of the introduction of 
machine-understandable description standards like Resource Description 
Framework (RDF) [Brickley and Guha 2003] which is intended to support 
resource descriptions for the purpose of resource discovery, the acquisition of 
appropriate resource descriptions still remains a problem [Jenkins 1999]. To 
address this problem, in this chapter, we have developed an ontology-based 
model that uses domain-specific ontologies to extract concept-related 
information from information sources, and to generate resource descriptions in 
 138
 
 
 
 
CHAPATER 6. SEARCH DISTRIBUTED WEB DATABASES USING 
DOMAIN-SPECIFIC ONTOLOGIES 
the format of RDF schema. Moreover, due to the sheer scale of resources on the 
Web and their dynamic nature, the manual generation of resource descriptions 
tends to be tedious and error-prone. Hence, we also propose a mechanism to 
automatically generate resource descriptions. This mechanism automatically 
produces resource descriptions by identifying appropriate and relevant concepts 
that represent documents in the information source with knowledge encoded in 
the ontology form. 
      Another challenge in database selection is related to the imprecision and 
ambiguity of user queries. Web users often show a lack of ability to fully 
articulate their information need. A recent survey on Web search engines 
[Baeza and Neto 1999] suggests that on the Web, short queries are a well-
known phenomenon, with only 2.2 words on average. With such short queries, 
certainly IR systems find it hard to predict the relevance of information sources 
to the queries. Furthermore, in general, most of the words have one or more 
meanings (senses), but short queries cannot provide sufficient information for 
the disambiguation of word senses [Ide and Véronis 1998]. In this chapter, a 
context-based query model is proposed. This model provides a means for a 
semantic-based query that deals with the user’s information need. With 
semantic relationships in domain-specific ontologies, the query model helps 
users to refine their query by suggesting more specific terms or related terms. 
      In this chapter, a concept-based search mechanism is proposed, which aims 
to select relevant as many information sources as possible, whilst discarding 
irrelevant ones. Current information retrieval systems mostly employ the 
keyword-based approaches, which perform a full-text analysis based on word 
occurrence in information sources. Only the information sources where the 
user-specified words frequently occur in documents will be chosen. 
Unfortunately, due to semantic heterogeneity in information sources, such as 
the variations of terminology used by different information sources (i.e., the use 
of different terms to refer to the same concept), it is possible that some 
information sources that convey semantically related information will be not 
 139
 
 
 
 
CHAPATER 6. SEARCH DISTRIBUTED WEB DATABASES USING 
DOMAIN-SPECIFIC ONTOLOGIES 
chosen just because they do not contain the keywords specified by the user. To 
overcome this problem, in this chapter, we propose a concept-based search 
approach for the match between the query and information sources. Semantic 
interoperability is achieved by using semantic relationships between terms in 
the ontology. Thus, the concept-based approach based on domain-specific 
ontologies allows access to information implicit in information sources, which 
is definitely beyond the capacity of the keyword-based approach.   
      In the following sections, we will present our ideas for an ontology-based 
resource discovery approach and focus on the role that domain-specific 
ontologies play in resource discovery and how these ideas are implemented. 
The rest of the chapter is organized as follows: in Section 6.1, we provide an 
overview of related work. In Section 6.2, the definition of an ontology is given, 
and the construction of multiple, distributed domain-specific ontologies for 
resource discovery is discussed in detail. In Sections 6.3, 6.4, and 6.5, we 
separately illustrate how domain-specific ontologies are used to solve three 
important challenges in resource discovery, namely, the generation of resource 
descriptions of information sources, query formulation, and the selection of 
relevant information sources. Experimental setup and experimental 
methodologies are given in Section 6.6. In Section 6.7, a number of 
experiments are conducted to demonstrate the effectiveness of our proposed 
ontology-based approach. Finally, we present the conclusion and future work in 
Section 6.8. 
 
6.1 Related Work  
 
In this section, we first describe ontology-related work that has been conducted 
in the area of distributed information systems from several perspectives, and 
then discuss current retrieval mechanisms and analyse their characteristics and 
existing drawbacks in resource discovery.   
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6.1.1 The Use of Ontology Techniques in Distributed 
Information Sources 
 
Semantic heterogeneity is a key problem in accessing and searching 
heterogeneous and distributed information systems [Kashyap and Sheth 1998]. 
It occurs when the contexts of information sources do not use the same 
interpretation of the information. An ontology is a shared understanding within 
a domain that could be communicated across people and systems [Gruber 1993]. 
Therefore, ontologies can be used as a language for communication between 
different systems in a distributed, heterogeneous environment. It provides a 
solution to the problem of semantic heterogeneity.  
      The usage of ontologies to support semantic interoperability in distributed 
information systems has been widely accepted. Recently, different research 
groups have applied ontology techniques to application areas, such as 
intelligent information integration [Mena 1996, Preece 2001], knowledge 
management [Benjamins 1998, Bonifacio 2000], and problem solving [Studer 
1996].  
      There are also several projects that use ontologies to describe or query Web 
sources, so as to improve the performance of information retrieval. Most of 
these projects are in some way related to our approach. Ruckhaus and Vidal 
[Ruckhaus and Vidal 2003] developed a RDF-based ontology language, 
XWebSOGO, which allowed users to describe Web resources in terms of 
domain ontologies, and to specify the query based on XWebSOGO’s basic 
concepts. 
      Hwang et al. [Hwang 1999] proposed an approach to automatically learn 
concepts from documents, and use them to construct a hierarchically-structured 
ontology. Information contained in the documents is retrieved based on 
concepts in the ontology. 
      In the SIMI information system developed by Aren et al [Arens 1997], a 
query is expressed with concepts in a domain model, which is reformulated into 
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a set of subqueries in terms of concepts.  Each subquery corresponds to a group 
of information sources. 
      The work of Stuckenschmidt et al [Stuckenschmidt and Harmelen 2001] is 
closely related to our approach to the automatic classification of Web resources. 
What is different is that, they proposed a semi-automatic classification 
approach, which defines syntactic criteria as classification rules for each 
concept in the ontology, and uses these syntactic rules to classify Web pages 
into the concept hierarchy in the ontology. Instead, we use Naive Bayes 
learning method to identify concepts relevant to the content of an information 
source. 
 
6.1.2 Information Retrieval Mechanisms 
 
Current information retrieval mechanisms provided by the prevailing Web-
based tools or services are based on either the keyword-based search (e.g., Alta 
Vista and Lycos) or the directory-based search (e.g., Yahoo! and LookSmart).  
      In the keyword-based search, documents are selected if they contain 
keywords of high frequency specified by the user, while many documents that 
contain desirable semantic information without the occurrence of these 
keywords, unfortunately, will be ignored. Although this limitation is addressed 
through query expansion mechanisms which add some new related terms to the 
original query based on the statistical co-occurrence of terms, the work of 
Ogilivie et al [Ogilvie and Callan 2001] suggests that query expansion does not 
seem to work as well as expected in database selection, since it only pays 
attention to the statistics of term co-occurrence, while ignoring the potentially 
rich semantic relationships between terms. 
      In recent decades, some large Web directories such as Yahoo! and 
LookSmart have become very popular with many Web users. Hierarchically 
structured directories allow users to browse categories and narrow the 
information space into a subset of information sources covering a certain topic 
domain that they are interested in. However, this directory-based search 
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approach through hyperlink browsing potentially confuses and disorients users, 
because it only displays the information that what information sources are 
possibly relevant to, but cannot provide the clue on their relevance degree to 
users’ information needs. Consequently, it is possible for users to spend a great 
deal of time, whilst searching for nothing specific. 
      Similar to our work, some researchers [Alsaffar 1999, Kim and Raghavan 
2000] recently have been dedicated to studying concept-based approaches 
which explore semantic relations between terms, and index documents 
according to context and meaning rather than keywords. Concept-based 
approaches seem a possible solution for overcoming the drawback of the 
keyword-based approach. How our approach differs from their work is that 
instead of using a rule base [Alsaffar, Deogun, Raghavan and Sever 1999] or a 
neural network [Kim and Raghavan 2000], we rely on domain-specific 
ontologies to discover semantic relationships between terms. 
 
6.2 Domain-specific Ontologies 
 
In this chapter, our work focuses on the use of domain-specific ontologies for 
resource discovery. The basic idea behind this method is that ontologies serve 
as a means for establishing a conceptually concise basis for communicating 
knowledge. A domain-specific ontology is a shared and common understanding 
of a particular domain. It includes a representational vocabulary of terms that 
are precisely defined, and specified with relationships between terms. These 
terms may be considered as semantically rich metadata to capture the 
information contents of the underlying information sources. The use of 
ontologies with these semantically rich descriptions offer a promising way to 
deal with the challenges in resource discovery mentioned in Chapter 1 
(Introduction). 
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6.2.1 The Definition of a Domain-specific Ontology 
 
For the purpose of this chapter, we will first introduce the most important 
components in a domain-specific ontology. Figure 6.1 shows a simple example 
of a ‘University Department’ ontology. Concepts are linked by lines with 
different shapes that denote various kinds of relationships. 
     A domain-specific ontology specifies a conceptualisation of a domain in 
terms of concepts. Each concept represents a class for a specific set of entities. 
It is characterised by a unique label name in the ontology, and is usually 
expressed as a combination of synonymous words. For example, the concept 
‘Research Centre’ has a synonymous list which consists of ‘Research Group’, 
‘Research Unit’, and ‘Research Project’.  
 
Join 
instance relationship
context relationshippart-of relationship
Artificial  Intelligence
Involve in
Research Group 
Research Unit 
Research Project
Machine LearningResearch
Area 
Research
Centre
Network Security
Artificial Intelligence 
Course Staff Student
People
Study
Publication ResearchAcademic
Staff 
Other 
Staff 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 6.1    A simple part of the ‘University Department’ ontology 
 
     The concepts are typically organised into a taxonomy tree, where each node 
represents a concept. Concepts are linked together by means of their semantic 
relationships. The set of concepts together with their links form a semantic 
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network. Various kinds of semantic relationships are maintained between the 
concepts. Among these, the most relevant for our purposes is the Part-Of 
(Subsumption) relationship, which allows a set of concepts to be organised 
according to a generalization hierarchy. For instance, the concept ‘People’ is 
more general than its subclass concept ‘Staff’. In addition, in the hierarchical 
mechanism, there is the context-related relationship which links a set of non-
hierarchical concepts together. These concepts are semantically related in a 
certain context. For example, the concepts ‘Research Centre’, and ‘Academic 
Staff’ are semantically related in the research activities of the school.  
     Another important relationship associated with concepts is the Instance-Of 
relationship, which denotes the concrete occurrence of abstract concepts. For 
example, the concept ‘Research Area’ is associated with a set of concept 
instances such as ‘Network Security’ and ‘Machine Learning’. 
 
6.2.2 The Construction of Domain-specific Ontologies for 
Resource Description 
 
Clearly, it is unrealistic to expect a single global ontology to be sufficient for a 
variety of topics on the Web. In this chapter, we decide to use multiple, 
distributed domain-specific ontologies for resource discovery. The reason for 
this is that, first, a domain-specific ontology only defines the basic concepts in 
a particular domain. Thus, the relationships between concepts in a domain-
specific ontology are more specific than those in a global ontology. Semantic 
richness provided by a domain-specific ontology is beneficent to the discovery 
of information that has been implicitly specified. Second, domain-specific 
ontologies widen the accessibility of information by allowing multiple 
ontologies to belong to different groups of interests. Furthermore, in a dynamic 
Web environment, it may not be desirable to build and maintain a 
comprehensive, stable global ontology to adapt to the changes and new 
developments in topic domains.   
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      To specify the concept terminology used to describe and represent domains 
of knowledge, there are three major factors that need to be considered in the 
construction of domain-specific ontologies: 
 
• To identify the key concepts in a domain. These concepts are reflected 
in the representational vocabulary of domain background knowledge, 
which preserve coverage of the domain while constructing an ontology 
that is as compact as possible. 
 
• To clearly and accurately arrange the concepts in terms of semantic 
relationships. Relationships at the concept level reflect various 
strengths of correlations between concepts. 
 
• To assign proper names to the concepts in a domain. Consensus on the 
concept names is important for the use of the ontology, when the users 
or the information sources adopt a set of previously defined concept 
names to formulate the user request or represent the Web content. 
 
     In the context of multiple, distributed domain-specific ontologies, it is 
impractical to create these ontologies from scratch due to the complexity of the 
structure of domain-specific ontologies.  The reuse of existing ontologies seems 
an attractive alternative. Hence, we choose to examine existing resources to 
construct our domain-specific ontologies. WordNet [Miller 1995] is a large 
linguistic resource that covers most ordinary English words. Although it defines 
very few relationships between concepts, it is a useful source for the 
classification of general English terms. In addition, a part of the Yahoo 
hierarchy has been used for the construction of class hierarchies in our domain-
specific ontologies. At first, we let domain experts provide a small number of 
terms that represent high-level concepts, and then some lower-level concepts 
are taken from the Yahoo hierarchy, since the concepts in the Yahoo hierarchy 
are widespread and familiar to Web users. A text processing technique [Velardi 
2001] is used to extract prominent terms from the labelled training data, and to 
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detect semantic relationships between terms during the process of ontology 
construction. Domain experts will finally rationalise the ontology structure, and 
check whether the concepts and their semantic relationships learned by the 
system are reasonable and logical. 
      At present, several formal languages to specify ontologies have been 
proposed such as the Frame-based knowledge modelling language [Kifer 1995], 
an ontology language for semantic Web-SHOE [Heflin and Hendler 2000], and 
the logic-based modelling language - description logic [Calvanese 2001]. These 
languages allow the specification of concept taxonomies and semantic 
relationships between concepts. 
      In this chapter, we choose the OIL ontology language [Fensel 2000] to 
model our domain-specific ontologies. The main advantage of this language is 
that the OIL ontology language provides a core set of features that are useful 
for the description of vocabularies and terminologies. In addition, it extends 
RDF schema with a much richer set of modelling primitives. OIL is firmly 
grounded on F-logic [Kifer, Lausen and Wu 1995], which is a deductive, 
object-oriented modelling language. F-logic combines declarative semantics 
and deductive database techniques for achieving inference capabilities.  
 
6.3 Concept-based Resource Descriptions for 
Information Sources 
 
Our approach to generating resource descriptions that capture meaningful 
information in information sources is to use concepts from domain-specific 
ontologies as the vocabulary for characterising the information. According to 
the concepts in the ontologies, the meta-information extracted from Web 
documents in an information source is used to classify the information source 
into one or more topic domains. In each topic domain, relevant concepts,  as 
well as their semantic relationships, are identified and stored in the resource 
description. This section looks in more detail at how domain-specific 
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ontologies facilitate the generation of resource descriptions in which 
information about the content of information sources is represented as machine-
processable metadata in the format of RDF schema. 
 
6.3.1 Content-based Metadata Extraction from Web 
Resources 
 
Content-related metadata plays an important role in information retrieval 
systems. Meaningful metadata describing the contents of Web resources is the 
key to the effective search and retrieval of information.  Our metadata 
extraction method is text-based, which focuses mainly on content-related 
information found in HTML tags, such as the title or a heading element, and 
metatags for keywords and descriptions. They are always the primary source of 
text features. Sometimes, when information in the above HTML tags is 
insufficient, the body text of the Web page will be considered for analysis. In 
addition, the hyperlink structure of the Web can also be exploited by using the 
anchor text and the metatag contents from linking documents as another source 
of text features [Attardi 1999]. However, the importance degrees of these text 
features are different in the resource description. In principle, the terms in 
metatags are assigned with greater weights than the ones in the document 
bodies. All the extracted text features together with the different weights of 
importance degrees are concatenated into a single representative document as 
the meta-information of the information source. Note that all the text features 
here have been preprocessed by stopword removal and stemming. 
 
6.3.2 The Generation of Concept-based Resource 
Descriptions 
 
In our approach, the meta-information of each information source is structured, 
and domain-specific ontologies are used to describe the semantics of the meta-
information of the information source. In fact, the generation of resource 
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descriptions can be divided into two stages: first, at the domain-level stage, the 
system identifies suitable topic domains which might cover the subject content 
of the information source; second, at the concept-level stage, for each topic 
domain, the system maps the meta-information to the concepts and semantic 
relationships in the corresponding domain ontologies. 
 
6.3.2.1 The Selection of Suitable Topic Domains 
 
At the domain-level stage, the first issue that we address is to classify an 
information source into one or more related topic domains. However, manual 
classification of Web resource can be involve a tremendous effort in terms of 
the viewpoints of number and the scale of information sources on the Web. 
There is a need for automatic or semi-automatic support for the classification of 
Web resources. There has been substantial work undertaken that addresses the 
automatic classification of Web documents. A wide range of statistical and 
machine learning techniques have been applied to the automatic classification 
of Web contents including Dewey Decimal Classification [Jenkins, Jackson, 
Burden and Wallis 1999], Latent Semantic Index (LSI) [Pierre 2001], Support 
Vector Machine (SVM) [Dumais 1993], and Neural Networks [Chen, Schuffels 
and Orwig 1996a]. Most of these approaches depend on having some initial 
labelled training data to train category models. 
     The classification method we use in this chapter is based on the Naive Bayes 
leaning technique [Lewis 1998b], one of the most popular and effective text 
classification methods. In order to distinguish the appropriate topic domain 
from a set of domains in the classification schema, a set of features that have 
enough distinguishing power (i.e., in text classification, features are the words 
that are strongly associated with one specific category) are needed for the 
classifier. In this chapter, the acquisition of these features related to a specific 
domain is accomplished through the textual content of the corresponding 
domain ontology since an ontology represents a collection of common terms 
that are particularly useful in conceptualising a knowledge domain. As 
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explained previously, a concept typically has a label name, a list of synonymies, 
and a possible set of associated concept instances. We treat the label name, the 
synonymous list, and the concept instance set as the textual content of this 
concept. Consequently, the textual content of an ontology, in practice, is a 
combination of the textual contents of all the concepts contained in this 
ontology.  
     In the classification schema, each topic domain is associated with a feature 
space F, , which is used to construct the Naive Bayes 
classifier. The probability P  of a feature  (word) in a topic domain T is 
estimated by exploiting the frequency of the feature that occurs in the textual 
content of the domain ontology (note that for more detail on the construction of 
the Naive Bayes classifier, refer to [Lewis 1998a]). 
},,,{ 21 mfffF L=
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     Given a set of topic domains with the Naive Bayes classifier, the similarity 
of a topic domain T  to an information source S is the posterior probability 
. Using Bayes’s theorem, the posterior probability P  can be 
denoted as 
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where P(S) can be ignored because it is just a normalising constant. is the 
prior probability that the topic is relevant. Here, we make the simplifying 
assumption that the prior probability of relevance P  is a constant for all 
topic domains. As a consequence, we focus our attention on the remaining term 
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     Let be the text features extracted from the information 
source S (recall Subsection 6.3.1), where each textual feature d
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associated with a weight of importance degree w . So, using Naive Bayes’ 
assumption that the probability of each word in a domain is independent of the 
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word’s context and position in the domain, the posterior probability P  
can be described as 
)|( STi
)()|()|( jij ji dwTdPSTP ∏=                                      (6-2) 
where  can be obtained from the feature space F associated with the 
domain. 
)|( ij TdP
     Once the similarities of topic domains to the information source are acquired, 
a k-nearest neighbour window method is used to assign relevant topic domains 
to the information source. Consider a scenario where some large-scale 
information sources contain the documents of one or more topic domains. We 
use a window to capture as many topic domains as possible. The window is 
defined as follows: 
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where is the maximum of the posterior probabilities  of all the topic 
domains, and 
)|(max STP
ε  is the parameter of window size. As long as the posterior 
probability of topic domain T  satisfies all of the above conditions, topic 
domain T  will be chosen as an appropriate topic domain for the database S. 
i
i
 
6.3.2.2 The Generation of a Concept-based Resource Description 
 
Once suitable topic domains are chosen, the next step is to map the meta-
information of the information source to the relevant concepts and semantic 
relationships in the corresponding domain ontologies. In this chapter, our 
approach to the creation of an ontology-based resource description can be 
divided  into the following three steps: 
 
• STEP 1: to classify Web pages into ontology concepts based on the 
contents of Web pages. 
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• STEP 2: to determine semantic relationships between the discovered 
concepts by using the hyperlink structure between the relevant Web 
pages.  
 
• STEP 3: to add concept instances to the corresponding concepts that 
have been detected in Step 1 by performing a full-text search in the text 
body of the Web pages. 
 
      The mapping of concepts: in order to map Web pages to the appropriate 
concept nodes in the ontology taxonomy, we use metadata (e.g., title and 
keywords) of Web pages to match textual contents of concepts in the ontology 
(recall Subsection 6.3.2.1). Similarity measure between the metadata of a Web 
page X and the textual content of a concept Y is calculated using the Dice 
Coefficient [Rijsbergen 1991]: 
YX
YXYXSimi
∪
∩
= 2),(                                             (6-5) 
      The more words in the metadata of Web pages that occur in the textual 
content of the concept, the greater the similarity score will become. We assign 
the concept with the highest similarity score to Web pages. 
 
      The mapping of semantic relationships:  once suitable concepts that the 
Web pages are related to are detected, next step is to find the actual 
relationships between these concepts in that it is likely that only some of the 
concepts in the ontology are reflected in the documents of the information 
source.  As we know, in the ontology, concepts are linked together by means of 
their semantic relationships. Therefore, one efficient way to locate relationships 
between concepts detected in the resource description is to take advantage of 
the semantic relationships between linked Web pages in the information source. 
We exploit the information source’s implicit semantic structure by following a 
set of hyperlinks. The hyperlink structure and the anchor texts contained in the 
hyperlinks are useful for analysing the semantic relationships between the 
concepts that the linked Web pages belong to. 
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      To identify proper relationships between concepts in the resource 
description, we make some assumptions on the basis of the semantic 
relationships in the ontology taxonomy. These assumptions are expressed with 
sufficient information to make it possible to make an inference on the 
relationships between concepts. 
 
Example 1: Assume that document A matches concept X and document B 
matches concept Y. If document A is linked with document B by a hyperlink, 
and there is a relationship (e.g., Part-of or Context-related relationship) 
between concept X and concept Y in the ontology taxonomy, then there is also 
the same semantic relationship between concept X and concept Y in the 
resource description.  
 
Example 2: Assume that document A matches concept X and document B 
matches concept Y. If document A is linked with document B by a hyperlink, 
and concept X is the ancestor of concept Y in the ontology taxonomy, then the 
relationship between concept X and Y will retain a Part-Of relationship in the 
resource description.  
 
     The mapping of concept instances: there are special cases in information 
source where some Web pages contain the information about data instances 
associated with the concepts that we are matching. We note that many real-
world ontologies have been built with associated concept instances. The reason 
for this is that some well-known instances constitute an important part of a 
common vocabulary in a specific domain. For example, in Figure 6.1, the 
instances ‘Network Security’ and ‘Intelligent Systems’ enrich the content of the 
abstract concept ‘Research Area’. A moderate number of concept instances in 
the conceptual model of the resource description is necessary to obtain good 
matching accuracy to the query. Therefore, we create some concept instances 
by analysing the body content of the Web pages, and assign them to the 
corresponding concepts. As a result, the conceptual model in the resource 
description, in fact, comprises concepts and their semantic relationships as well 
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as the associated concept instances. For instance, Figure 6.3 is a conceptual 
model that represents the resource description of Web pages A and B in Figure 
6.2. 
 
 
 
 
 
 
 
 
 
 
    
      (a)                                                                                         (b)                                                                   
Figure 6.2 (a) Web page A concerning ‘Research’ (b) Web page B concerning 
‘Research_Unit’, which is linked with Web page A by the hyperlink ‘Research 
Units’ 
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Figure 6.3     A conceptual model of the resource description concerning Web 
pages A and B 
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6.3.2.3 The RDFS-based Specification of Resource Description 
 
As well as two stages outlined above, the domain-level stage and the concept-
level stage, we have domain-related concept hierarchies in the resource 
description, which are populated with the subject content of a given information 
source. Such populated concept hierarchies and the associated concept 
instances can be stored in the format of RDF schema. RDF schema is a format 
for defining the terminology that can be used to describe RDF data. It allows 
the definition of ontologies for RDF specifications in a way that has some 
similiarities to the F-Logic-based ontology. The following statements in Figure 
6.4 are a part of the RDF schema encoding of the resource description shown in 
Figure 6.3, which shows how the concepts ‘Research’, ‘Research Area’, and 
‘Research Unit’, and the semantic relationships between them, such as Part-Of 
and content-related relationships, are encoded in the RDF schema. In addition, 
a RDF encoding of an instance association with the concept ‘research unit’ is 
also given in the statements. 
      The combination of the ontological annotations for the contents of information 
sources and RDF standardised resource representation language provides a powerful 
and flexible means to maintain and update content-related resource descriptions since 
resource descriptions can easily be generated (e.g., in RDF) when changes in 
information sources occur. Moreover, this representation style makes it easy to extract 
the content-related metadata of information sources from Web documents in RDF 
format. 
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/Specify a topic domain. 
rdfs:Domain rdf:ID=”CS_Department”> 
  <rdfs:refOntology rdf:resource=”#Department”/>  
/rdfs:Domain> 
 
/Specify a class concept. 
rdfs:Class rdf:ID=”Research”/> 
 <rdfs:Classof rdf:resource=”#CS_Department”/> 
/rdfs:Class> 
/Specify a subclass concept. 
rdfs:Class rdf:ID=”Research_Area”> 
 <rdfs:subClassof rdf:resource=”#Research”/>  
/rdfs:Class> 
//Specify a content-related relationship 
rdfs:Class rdf:ID=”Research_Unit”> 
  <rdfs:subClassof rdf:resource=”#Research”/>  
 <rdfs:Relationship rdf:ID=”Involve_In”> 
    <rdfs:role rdf:resource=”#Research_Area”/>  
 </rdfs:Relationship> 
/rdfs:Class> 
/Specify an instance. 
rdfs:Instance rdf:ID=”Security_Institute”> 
 <rdfs:instClass rdf:resource=”#Research_Unit”/>  
/rdfs:Instance> 
 
 
Figure 6.4    The specification of a topic domain in the resource description 
 
6.4 Query Disambiguation in the Process of 
Query Formulation 
 
In query formulation, query ambiguity is a generally acknowledged issue in 
information retrieval, especially in Web environments where Web users usually 
present their queries with one or two words. Such short queries are unclear in 
term of clarifying the users’ underlying intention. It is therefore imperative that 
a query model designed for Web users to request information on the Web 
should be functionally powerful enough to assist users, so as to avoid 
ambiguous queries. 
     In this study, we explore an ontology-based query model that resolves 
ambiguity in the process of query formulation. After a user poses a short query 
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which is ambiguous, the query is reformulated in terms of domain-specific 
ontologies. The model first extracts a list of terms that will be semantically 
related to the query terms from the ontologies, and then presents this list of 
terms to the users as options to consider. These additional terms should provide 
sufficient context to clear up any ambiguity. 
     According to our observations, there are two important factors that affect the 
precision of a formulated query: one is the terms (words) that describe what the 
user is interested in. A term-level ambiguity arises from multiple different 
meanings (word senses) that query terms might have; the other is the semantic 
relationship implied by the query terms. A relation-level ambiguity occurs 
when a semantic gap exists between the formulated query and the intention of 
the user. The clarity of a query can be affected by either of these two factors. In 
order to achieve the disambiguation of queries, we investigate a disambiguation 
approach that consists of two aspects: query modification and query refinement. 
Query modification is motivated by term-level ambiguity. In this case, a set of 
terms that occur together with the ambiguous query term within a particular 
context are provided to aid the user to determine the appropriate sense of this 
query term. At the relation-level ambiguity, query refinement is concerned with 
adding semantic relationships through which the ambiguous term is related to 
other concepts in the ontology, so as to remedy the semantic gap. In the 
remainder of this section, we show some examples to illustrate how our 
proposed disambiguation approach can reduce ambiguity.   
     As an example of term-level ambiguity, let us consider that a query is 
specified by  ‘custom’. This short query is obviously ambiguous since the word 
‘custom’ has several quite different meanings such as a specific practice of long 
standing, money collected under a tariff, or habitual patronage. Yet each word 
sense is associated with a particular context. In this circumstance, an efficient 
method of disambiguation is to provide the user with a set of terms that either 
occur together with the query term, or are semantically related to the query term 
in the corresponding ontology referring to each specific context. For instance, if 
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a user selects the words ‘Tariff’, ‘Clearance’, and ‘Duty’ from a list of terms 
extracted from relevant-context ontologies as the supplement to the original 
query, it means that what the user wants to retrieve is information about 
government tax on import and export. Clearly, query modification is taken up at 
the term-level ambiguity where the user is changing one simple query to 
another correct query with clear word senses.  
     At the relation-level ambiguity, it is possible that a particular keyword is 
associated with one or more concepts in the ontology. For example, the term 
‘Artificial Intelligence’ might be an instance of both the concept ‘Course’ and 
the concept ‘Research Area’ in the ontology shown in Figure 6.1. Although a 
user probably requests course information on this subject, the query ‘Artificial 
Intelligence’ will result in the retrieval of irrelevant information, such as 
documents in the ‘Artificial Intelligence’ research area. As a result, retrieval 
precision will be hurt. In order to refine the query, we need to specify some 
semantic relationships (so-called semantic constraints) between the query term 
and other concepts in the ontology in order to improve the semantic gap. In this 
example, if we add an ‘Instance-Of’ relationship associated with the concept 
‘Course’ to the query, the ambiguity will be greatly reduced.  
     In sum, using domain-specific ontologies, ambiguous queries can be 
clarified either through the process of resolving different word meanings with 
query terms or through the process of refinement. The choice of disambiguation 
method depends on the nature of the ambiguity. 
 
6.5 The Selection of Relevant Information 
Sources 
 
We now focus specifically on our content-based search approach for 
information source selection. As illustrated in Section 6.3, information about 
the subject content of an information source has been classified according to 
domain-specific ontologies, and has been represented as a conceptual model in 
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the resource description. The structure of the conceptual model facilitates a 
query match. In other words, the conceptual model in the resource description 
provides terms/concepts that can be used to match user queries. Details of the 
ontology-based search mechanism will be discussed in Subsection 6.5.1. 
Furthermore, implicit concepts related to the query will be discovered by the 
use of axioms - inference rules in the ontologies. The discovered concepts will 
participate in query matching, which will be discussed in Subsection 6.5.2.  
 
6.5.1 The Concept-based Search Mechanism 
 
In order to select appropriate information sources, it is necessary to find 
relevant concepts in the resource description that match the query terms in the 
query. Assume that a user query Q consists of a set of query terms, 
},,,{ 21 tqqqQ L= . Note that, here, the query Q has been preprocessed by 
stemming and removing stopwords. To overcome semantic heterogeneity (e.g., 
using different names to express the same intended meaning), the text content 
of a concept in the resource description includes a label name and a 
complemental synonymous list. In addition, a set of possible concept instances 
associated with this concept will provide additional information for 
consideration. Since a concept instance is only an example of concept 
specialisation, the terms in the instance set are far less important than the ones 
in the label name or the synonymous list during query matching. Therefore, we 
assign lower weights to the terms in the instance set. Then, the text content of a 
concept c can be described as  
},,,{ 2211 uu wtwtwtc L=                                         (6-6) 
where term t )1( ujj ≤≤
j j
w
 is a word that occurs in the text content of the concept c, 
and is the relevant weight associated with the term t . Note that w is 
normalised and ∑  
jw j j
= 1
       So the relevance score of a concept c to a query Q can be calculated as  
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 relevance                                       (6-7) ∑
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where w is the weight associated with the query term q which occurs in the text 
content of the concept c. If the relevance score is greater than a relevance 
threshold τ, this concept c will be selected as a query concept with respect to 
the query Q. 
i i
      Once the relevant query concepts in the resource description corresponding 
to each information source have been identified, the selection of appropriate 
information sources will be based on the number of query concepts in the 
resource description that are matched with the query. Each information source S 
contains a concept-match score which can be estimated by using the following 
formula 
 
ndescriptio resource in the concepts ofnumber   totalthe
matched conceptsquery   ofnumber   the)|(_ =SCMatchConcept Q  ( 6-8) 
where C  be a set of matched query concepts in the resource description. The 
denominator is used to nullify the effect of the broadness of subject content of 
the information source. In terms of search efficiency, this formula ensures that a 
specific-purpose information source, which focuses on documents in confined 
subject domains, is assigned with a higher concept-match score than a large-
scale general-purpose information source, when these two information sources 
have the same number of matched query concepts in their resource descriptions. 
Q
      Finally, information sources are ranked by their concept-match score, and 
the top-ranking ones will be chosen as relevant to the query. 
 
6.5.2 The Discovery of Implicit Concepts During Query 
Matching 
 
One of the advantages of using ontologies in resource discovery is the 
discovery of implicit information in information sources through the use of the 
semantic relationships between concepts in the ontology. As introduced in 
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Subsection 6.2.2, we use the OIL ontology language to model our domain 
ontologies. One of the important characteristics of the OIL language is that it 
can add simple description logic to the RDF schema. It allows us to define 
axioms that logically describe concepts and their relationships. Axioms are 
inference rules that are defined with sufficient expressive power, and thus offer 
the possibility to derive hidden concept memberships. This characteristic is 
important because the OIL ontology language can make certain assumptions 
about implicit knowledge. These assumptions help us to discover implicit 
semantic relationships between terms that current keyword-based search 
approaches are unaware of. We now use the following axiom, which is written 
in the F-Logic syntax [Klir and Yuan 1994], as an example.  
 
Axiom_1: 
 
FORALL Academic_Staff1,Research_Centre1,Research_Area1 
(Academic_Staff1[#Has_ResearchInterest->>Research_Area1]) 
<-((Academic_Staff1:#Academic_Staff[#Join->>Research_Centre1]  
and (Research_Centre1:#Research_Center[#Involve_In->>Research_Area1] 
and Research_Area1:#Research_Area))). 
 
     This inference rule means that if an academic staff member joins a research 
centre, and this research centre is involved in researching a special research 
area, then this academic staff member has a research interest in this research 
area. With this axiom, the correlation between the concepts ‘Academic Staff’’ 
and Research Area’ in the University Department ontology (see Figure 6.1) can 
easily be inferred, which is described as follows 
 
 R (‘Research_Centre’,  ‘Academic_Staff’’) + R (‘Research_Centre’,  ‘Research_Area’) 
→ R (‘Research_Area’,  ‘Academic_Staff’’) 
 
This implicit correlation discovered by the axiom can be used to extend the 
matched query concepts in the resource description.  
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     For example, if a query is specified by “the research areas of academic staff 
in the computer science department”, the query concepts ‘Research Area’ and 
‘Academic Staff’’ will be distinguished separately from the resource description 
since there is no direct connection between these two concepts in the ontology. 
What the user needs, however, is information involving both the concept 
‘Research Area’ and the concept  ‘Academic Staff’. In the ontology, the concept 
‘Research Centre’ is connected with these two selected concepts via the 
context-related relationships. According to the logical relations between the 
concepts ‘Research Area’, ‘Research Centre’, and ‘Academic Staff’ in 
Axiom_1, the concept ‘Research_Centre’ might be regarded as a potentially 
useful concept to the query even if this concept is not directly related to the 
query. Hence, an information source that has concept ‘Research Centre’ as well 
as the concepts ‘Research Area’ and ‘Academic Staff’ in the resource 
description will naturally have a higher concept_match score than an 
information source that only contains ‘Research_Area’ and ‘Academic_Staff’ in 
the resource description according to Equation 8. 
     As a result, the axioms in ontologies make it possible to discover the 
implicit and useful concepts with respect to the query contained in the resource 
description. 
 
6.6 Experimental Setup 
 
In this section, we present our experimental setup, which includes the 
construction of test data, experimental baseline and evaluation metrics. 
      We have evaluated our ontology-based search approach against three real-
world domains – University Department, Travel Agent and Hotel. To collect 
experimental data, we used the spider that we developed to crawl relevant Web 
sites and fetch Web pages on these three topic domains. In each domain, we 
downloaded 40 Web databases from real Web sites. For each Web database, we 
downloaded a snapshot of the entire set of Web pages. The number of 
documents in these databases varies from 50 to 500. Among them, 15 databases 
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out of the 40 are treated as training data to construct the domain-specific 
ontology using the method outlined in Subsection 6.2.2. The rest of the 
databases are used as testing data to verify the effectiveness of our proposed 
approach. The following table shows the characteristics of ontology taxonomies 
in these three domains. 
 
Taxonomies Concepts Non-leaf 
concepts 
Depth Instances 
in taxonomy 
Axiom 
in taxonomy 
Department 258 35 4 712 26 
Travel Agent 327 42 4 876 38 
Hotel 176 23 3 475 20 
 
Table 6.1     Domains and taxonomies for our experiments 
 
      To compare the selection performance of our proposed concept-based 
search approach, we provide a widely used keyword-based technique – the 
CORI database selection algorithm as the experimental baseline (recall 
Subsection 1.3.1.1 for more detail). As for the evaluation metrics of database 
selection, we choose the R  metric, the same as those used in the previous 
chapters (recall Subsection 4.5.2 for more detail). 
),(ˆ BEk
 
6.7 Experimental Results 
 
In this section, we will report our preliminary experimental results to 
demonstrate the effectiveness of our ontology-based approach in information 
source selection. 
 
6.7.1 Query Disambiguation 
 
We have constructed an experimental prototype system that provides a user 
interface to users for posing their queries. This user interface also helps users to 
disambiguate any ambiguous queries by suggesting more specific or related 
terms, as discussed in Section 6.4. The selection results that are presented to 
users are a URL list of Web databases.  
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      In Figure 6.5, three differently coloured lines represent three categories of 
queries. The first line represents the original queries (OQ). The second line is 
related to the term-level disambiguated queries (DQ_T), in which a set of 
context-related terms are added in order to make the word sense of query terms 
unambiguous. The third line is related to the relation-level disambiguated 
queries (DQ_R), which specify semantic relationships associated with the 
original queries for resolving the semantic gap between the meaning of the 
queries and the potential intention of the users. 
      Observing from Figure 6.5, it can be clearly seen that a significant 
improvement in selection accuracy is achieved by the disambiguated queries 
compared to the original queries. The improvement in performance gains for 
the DQ_T and DQ_R queries is pronounced, 12.3% and 8.9% on average, 
respectively. For example, at the top-6 database point, 0.804 on the R  
metric value is obtained by the DQ_T queries as opposed to 0.605 by the OQ 
queries, and the R  metric value is noticeably increased by up to 29.2%. 
The reason for this is that the disambiguated queries provide more opportunities 
to match the terms in information sources, since more relevant terms are added 
to the original queries during query disambiguation. The experimental results 
suggest that query ambiguity is one of the key problems in information source 
selection. Query disambiguation can greatly improve the performance of 
information source selection. 
),(ˆ BEk
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     It is also observed that the selection accuracy obtained by the DQ_R queries 
is much less impressive than that obtained by the DQ_T queries. The 
improvement in selection accuracy for the DQ_R is 8.9% on average, a drop of 
about 27.6% in comparison with the DQ_T. A possible explanation is that in 
cases of term-level query disambiguation, misunderstandings in word senses of 
the query term usually leads to serious damage in selection accuracy. Therefore, 
it is evident that queries with a high clarity improvement in the meaning of 
query terms achieve much greater accuracy compared to the original queries. 
However, during relation-level query disambiguation, some semantic 
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relationships (or semantic constraints) assigned to the query are used only to 
further narrow the search space. Hence, the improvement for the DQ_R queries 
is less apparent than that for the DQ_T queries.      
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Figure 6.5   The effect of query disambiguation on selection performance on 
Web databases 
 
6.7.2 The Selection Effectiveness of the Concept-based 
Approach 
 
We carried out evaluations on 75 test Web databases in three topic domains in 
order to undertake statistically comparative studies. Here, we provide an 
analysis with respect to the performance of our concept-based approach 
compared with that of the keyword-based approach. 
     Next we report the results of the experimental comparison of three database 
selection approaches, namely, CORI, the ontology-based approach without 
axiom inference (ONTO_NA) and the ontology-based approach with axiom 
inference (ONTO_A) in the Web database set. Figure 6.6 shows the statistical 
 metric value for answering 80 queries. Focusing on the accuracy lines 
in Figure 6.6, we can draw the following preliminary conclusions. 
),(ˆ BERk
     First, compared with the keyword-based selection approach – CORI, the 
concept-based approach achieves high selection accuracy with the percentage 
 165
 
 
 
 
6.7 EXPERIMENTAL RESULTS 
of a performance improvement that ranges from 38.4% to 27.8%. In contrast, 
the biggest improvement with the  metric value being 0.873 is achieved 
by the ONTO_A at the point of top 10 databases as opposite to 0.601 by the 
CORI. There are several possible reasons to explain why the ontology-based 
approach works well in database selection: a main reason is that domain-
specific ontologies with a vocabulary of concepts and associated relationships 
provide an effective tool to describe and represent the subject contents of Web 
databases; another reason is query disambiguation. In our experiments, the 
ambiguous queries have been reformulated by adding context-related terms or 
semantic-related terms through the use of semantic relationships between 
concepts in ontologies. As a result, the ontology-based approach selects 
databases based on the context or meaning instead of keywords. 
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Figure 6.6   The comparison of different search mechanisms in selection 
performance on Web databases 
 
6.8 Conclusions and Future Work 
 
In this chapter, we have proposed a potentially powerful and novel approach for 
the intelligent selection of Web-based information sources. The focus of our 
work has been on the development of an ontology-based model for the 
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generation of resource descriptions and query disambiguation in the process of 
query formulation. We have also shown how ontology-based conceptual 
models in resource descriptions are used for the concept-based search, which 
computes the relevance of information sources to the query through the use of 
concepts and their semantic relationships in ontologies. In addition, to further 
improve selection accuracy, we have exploited the discovery of implicit 
concepts, which take advantage of the logical foundation provided by the 
ontologies in terms of axioms. We have conducted a set of experiments on 
several real-world domains and have shown the power of our proposed 
ontology-based approach over the keyword-based approach. 
      However, our current work is just at the preliminary implementation stage. 
A number of interesting problems remain to be resolved in future research work. 
First, in this chapter, the conceptual model for the subject content of an 
information source is automatically populated with individual Web pages 
contained in the information source. However, the generation of a full 
conceptual model is still a difficult and time-consuming task, which requires a 
complete collection of information. As we know, in some distributed 
environments, the acquisition of complete information from information 
sources is unrealistic. In order to avoid the effort of analysing the whole 
information source, we intend to introducing query-based sampling [Callan and 
Connell 2001] into our current work. Query-based sampling is the process of 
querying an information source using typically topic-related queries. All the 
documents retrieved from an information source are used to approximate the 
subject content of the information source. Second, an important issue that we 
have not yet addressed in this chapter is consistency check of the mapping 
results during the generation of conceptual models in resource descriptions. 
Consistency checking is necessary since the mappings of Web pages are 
automatic, and based on their textual content. Such a mapping method makes it 
impossible to check whether the results of the mapping make sense from a 
logical point of view. As a result, inconsistency is inevitable. For example, 
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terminological inconsistencies are common when document sources are diverse 
and heterogeneous. We are planning to address this problem by exploiting 
sophisticated logical models that will help us to detect different levels of 
inconsistencies, such as concept, relationship and concept instance 
inconsistencies. Third, since domain-specific ontologies play a key role in 
resource discovery, ontology evolution is a very important task in the 
construction of domain-specific ontologies. We would like to build ontologies 
that are easy to update and modify, and must be robust in terms of changes in 
topic domains in dynamic Web environments. For this, we are planning to 
combine useful techniques from other research areas, such as knowledge 
representation and machine learning, into the construction of ontologies. 
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Chapter 7 
 
Conclusions 
 
Due to the remarkable growth of the Internet in terms of the resources it 
contains and the number of users accessing these resources, it has become 
increasingly critical to improve the effectiveness and efficiency of distributed 
information retrieval (DIR) techniques (i.e., techniques to manage this excess 
of resources and retrieve pertinent documents when needed).  One of the key 
steps towards achieving search optimisation is to exploit information source 
selection tools to reduce the space used when searching resources without 
sacrificing search accuracy.   
      Information source selection plays a fundamental role in distributed 
information retrieval. It can help search services to interact with only a small 
set of potentially useful information sources, since exhaustively searching all 
available information sources to answer each user query is impractical (or even 
impossible) in huge, distributed information environments such as the Internet. 
      In this thesis, we have studied the problems of information source selection 
in distributed information retrieval, and investigated the methodologies on how 
to improve search accuracy in information source selection. In the following 
sections, our work is summarised and research directions for future work are 
discussed. 
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7.1 Summaries of the Thesis  
 
In this thesis, we have discussed the challenges of current information source 
selection in distributed information environments such as the Web. We have 
identified selection cases in distributed textual databases, and given necessary 
constraints for each selection case. These constraints provide basic guidance for 
developing database selection algorithms. 
      Moreover, we have provided a practical framework for a topic-based 
database selection system. We have concentrated on three key issues 
fundamental to such a database selection system: the hierarchical classification 
of textual databases, topic-based database selection, and the discovery of topic-
based association rules between databases. 
      In addition, we have illustrated in this thesis how domain-specific 
ontologies can be exploited for the generation of concept-based resource 
description and query disambiguation, and have shown how to carry out 
concept-based query matching in database selection. 
      The major contributions of this thesis are summarised as follows: 
 
1. One of the challenges in information source selection is the 
heterogeneity among information sources in terms of topic contents of 
information sources and search mechanisms. Understanding various 
aspects of the heterogeneity among information sources is beneficial in 
terms of exploring appropriate database selection algorithms. In 
Chapter 2, potential selection cases in distributed textual databases 
(DTDs) have first been identified, based on the relationships of topic 
categories between databases, and then the relationships between 
database selection cases and the heterogeneity of resource descriptions 
have been investigated. Moreover, the necessary constraints are 
discussed with respect to different selection cases. This work has been 
published in [Yang and Zhang 2003c, 2004d]. 
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2. To facilitate the selection tool to select relevant databases from a huge 
information space such as the Web, it is important to organise 
databases into navigable structures. Searches within a category 
typically produce higher relevance results than unscoped searches. In 
Chapter 3, a multiple-layered database classification approach is 
introduced for building the mapping between textual databases and the 
topic hierarchy. A probabilistic model consisting of Naive Bayes 
classifiers is constructed to populate textual databases in a hierarchical 
categorization scheme. In addition, a new category assignment strategy 
called possibility-window is proposed to improve classification 
accuracy. The results of this research ware published in [Yang and 
Zhang 2004b] 
 
3. In Chapter 4, a topic-based database selection system prototype has 
been developed based on the hierarchy of topics that was used to 
categorise databases in Chapter 3. Two-stage statistical language 
models are proposed, based on the selection contexts at different search 
stages. First, a smoothed class-based language model is developed to 
determine the topics relevant to the user query. Second, a smoothed 
term-based language model is used to further reduce the search space 
by selecting a subset of appropriate databases containing the query 
terms. Furthermore, a query expansion method is presented to discover 
more relevant terms related to the original query using a query 
translation model. The database selection models and the results of the 
comparative experiments conducted were published in [Yang and 
Zhang 2003a, 2005]. 
 
4. In Chapter 5, a database mining approach for mining the topic-based 
association rules between textual databases has been proposed. We 
have studied and introduced database selection transactions that are 
obtained from the topic-based database selection in Chapter 4. An 
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Aprior-like algorithm is presented to help discover intraclass and 
interclass association rules between databases. The discovered 
association rules are used to refine the relatively rough original results. 
Our preliminary experiments have demonstrated that topic-based 
association rules may lead to the discovery of interesting and implicit 
relationships between databases. The discovered relationships can help 
to find potentially useful databases. The results of this research were 
published in [Yang and Zhang 2004a]. 
 
5. A concept-based approach for searching distributed Web databases has 
been presented in Chapter 6. Unlike most of the current information 
retrieval systems, which employ the keyword-based search for database 
selection, our database selection tool uses the concept-based search 
mechanism for query matching in database selection. First, concept-
based resource descriptions of Web databases are created, based on the 
semantic relationships between ontology concepts within the domain-
specific ontology. Second, an ontology-based query model is proposed 
to alleviate the query ambiguity problem. Finally, concept-based query 
matching is performed to select suitable databases. We have conducted 
preliminary experiments to compare the selection performance of our 
concept-based approach with that of the keyword-based approach (e.g., 
the CORI algorithm). Experimental results have demonstrated that the 
concept-based approach showed some promising results, which 
improve selection accuracy to some extent. This work has been 
published in [Yang and Zhang 2004c]. 
 
7.2 Discussions and Research Directions for 
Future Work 
 
• Our studies in Chapter 3 present a database classification approach for 
the access and management of distributed textual databases in a global 
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information system. More studies are needed in the construction and 
utilisation of global multiple layered databases. More specifically, our 
current work is based on a small topic hierarchy constructed from the 
Reuters-21578 data collection. A larger-scale implementation, and 
experiments for the automatic construction and maintenance of a global 
multiple layered database system is needed to study the efficiency of 
the initial design, and probably to refine and improve the selection 
results. 
 
• As discussed in Part Ⅱ  of this thesis, our proposed topic-based 
database selection framework is based on a hierarchy of topics. The 
construction of effective classifiers in the topic hierarchy relies on the 
proper selection of feature spaces for topic categories. As we know, 
each topic category is associated with a large number of features (i.e., 
topic terms), and most of these features are usually necessary. This 
makes the classifier highly dimensional. However, dealing with a 
classifier with a large number of dimensions during the classification 
process is problematic. Moreover, constructing a classifier with high 
dimensions is expensive in terms of time. Hence, it is noted that to 
build effective and efficient classifiers for the topic hierarchy, there has 
to be trade-off between classification efficiency and classification 
accuracy.  Choosing which features to drop and which to keep, in order 
to reduce the size of the feature space, remains a problem in itself. In 
Chapter 3, we briefly choose the LSI method for feature selection. It 
would be interesting to investigate other methods for better feature 
selection. 
 
• Although the Resource Description Framework (RDF) currently being 
introduced by the World Wide Web Consortium (WWWC), provides a 
description standard for resource descriptions of information sources, 
interoperability between information sources is still hindered due to the 
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semantic heterogeneity of terms used in resource descriptions. 
Interoperability between information sources is an interesting research 
field, which has recently attracted the attention of researchers. They are 
working on new studies in an attempt to put forward a means to provide 
interoperability between information sources that exchange information 
on the Internet. Therefore, future studies could also include 
investigations in this research direction. 
 
• As discussed in the previous chapters, our work on information source 
selection is based on the assumption that complete content summaries 
of information sources are known. In practice, however, this 
assumption is unrealistic in the real world, where Web databases on the 
Internet tend to be “uncooperative”, and they do not always export 
content summaries. In such scenarios, content summaries need to be 
derived from a relatively small document sample downloaded from the 
information sources. The extraction of incomplete content summaries 
from the document sample results in the problem of accuracy of 
resource descriptions. Hence, investigating methods for generating 
accurate resource descriptions from “uncooperative” information 
sources is another aspect of future work. 
 
 
• Another concern is the analysis of user query access log. User query 
access log contains user personalisation information such as a user’s 
specific needs, choice or history of access. The analysis of this 
information would be beneficial to query processing. By understanding 
user query patterns and user browsing habits, IR systems can provide 
better search services and even personalised services. Therefore, an 
effective query processing strategy, which can better adapt to user 
query access patterns and improve the performance of database 
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selection is needed. However, research work on the study of user query 
patterns is largely unexplored as yet. 
 
• We have presented a concept-based approach for database selection 
using domain-specific ontologies in Chapter 6. It is observed that 
information needs to be exchanged through domain-specific ontologies 
during the generation of concept-based resource descriptions. A global 
or common ontology may thus be needed for translating exchanged 
data from ontologies to others. Currently, many researchers and 
industries are working on standard vocabulary and semantic 
requirements to ease interoperability among domain-specific ontologies. 
There is nevertheless a need to develop efficient algorithms for intra-
domain and inter-domain ontology translations, in order to achieve 
better query matching in database selection. Moreover, the content 
information of an information source changes over time. How to update 
concept-based resource descriptions over time, in a timely manner, is 
also a research issue that is worth exploring. 
 
•  We have discussed the discovery of topic-based association rules 
between databases in Chapter 5. Interclass association rule mining 
focuses mainly on the topic pairs of adjacent topics, such as the parent 
and child pair, and the sibling pair. Nevertheless, there are other types 
of topic pairs in the hierarchy that demand further research. Further 
investigation on association rules for these topic pairs is necessary. 
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