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This paper is a sequel to [4]. In that paper we calculated the asymptotic behavior of the
colength sequence for k × k matrices, and in this paper we will calculate the asymptotic
behavior of the colength sequence for the algebras Mk,.
Given a p.i. algebra A, the cocharacter sequence {χn(A)}∞n=0 is a sequence of Sn-
characters. If we decompose each character into a sum of irreducible Sn-characters, we
would get something of the form χn(A) =∑λ mλ(A)χλ. Let ln(A) be the length of χn(A),
so ln(A) =∑λ∈Par(n) mλ(A). The sequence of numbers {ln(A)} is the colength sequence
of A. Similar constructions can also be made for other cocharacter sequences, such as the
trace cocharacter if A is an algebra with trace.
Kemer classified verbally prime p.i. algebras into three families, see [8]. One is k × k
matrices whose colength sequence we investigated in [4]. One is k × k matrices over an
infinite dimensional Grassmann algebra. We do not know yet how to deal with this case.
And the third is the algebras Mk,. Let E be an infinite dimensional Grassmann algebra and
let k +  = n. Then Mk, is a subalgebra of the matrix algebra Mn(E). In order to define
it, note that the Grassmann algebra has a natural Z/2Z grading, E = E0 +E1 with respect
to which it is anticommutative. I.e., degree 0 elements are central and degree 1 elements
anticommute with each other. Let i and j be between 1 and n. We define the ordered pair
(i, j) to be of degree 0 if either 1 i, j  k or k + 1 i, j  n, and of degree 1 otherwise.
Then Mk, will be the set of all matrices (aij ) ∈ Mn(E) in which the degree of each aij
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function in which
tr(aij ) =
k∑
i=1
aii −
n∑
i=k+1
aii .
We propose naming the algebras Mk, Kemer algebras.
Our main theorem is the colength sequence for Mk, satisfies αnK  ln(Mk,) βnK ,
where K = (k2+22 )+ (2k+12 ) and 0 < α  β . Moreover, the same bound holds if instead of
the ordinary cocharacter sequence we use the pure trace cocharacter sequence, the mixed
trace cocharacter sequence or the cocharacter sequence for the central polynomials. Opti-
mism demands that we conjecture that a stronger bound more in keeping with [4] should
also hold:
Conjecture 1. Each of the colength sequences for Mk, is of the form αnK + O(nK−1),
where K = (k2+22 )+ (2k+12 ).
1. Magnums
Unlike the algebra of k × k matrices, the Kemer algebras do not satisfy any Capelli
identities. This implies that we cannot get complete information about the cocharacter
sequence {χn(Mk,)} using any finitely generated generic p.i. algebra. Instead, we need to
use the more general machinery of magnums. These algebras were first defined by Kemer
in [8]. See also [1]. We recall the basic properties.
Definition 1. Given an (ungraded) algebra A, endow A ⊗ E with the Z/2Z-grading got-
ten from E. For positive integers a and b, the magnum Ua,b(A) will be the generic
graded algebra for A ⊗E in a degree 0 generators and b degree 1 generators. Ex-
plicitly, let F 〈x1, . . . , xa, y1, . . . , yb〉 be a free algebra. Then Ua,b(A) will be the quo-
tient of this algebra by the ideal of polynomials which vanish under all substitutions
f (r1, . . . , ra, s1, . . . , sb) in which r1, . . . , ra ∈ A ⊗ E0 and s1, . . . , sb ∈ A ⊗ E1. Note that
Ua,b(A) has an (a + b)-fold grading with respect to multidegree.
In order to state the main theorem concerning magnums, we need another definition.
Definition 2. Let λ = (λ1, λ2, . . .) be a partition of some integer n. We use the standard
convention that the λi are non-increasing. Then λ is said to be in the (a, b) hook, denoted
H(a,b;n) if it has at most a parts greater than or equal to b, i.e., if λa+1  b. We denote
the union
⋃
n H(a, b;n) as H(a,b).
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{χn(A)} and let each χn(A) decompose as ∑λ∈Par(n) mλ(A)χλ. Then the Poincaré series
of the magnum Ua,b has a decomposition
P
(
Ua,b
)
(t1, . . . , ta, u1, . . . , ub) =
∞∑
n=0
∑
λ∈H(a,b;n)
mλ(A)HSλ(t1, . . . , ta;u1, . . . , ub),
where HSλ is the hook Schur function (see [5]).
This theory has two generalizations, one to central polynomials and one to algebras with
traces.
Definition 4. Let A = A0 +A1 be a Z/2Z-graded algebra. Then the supercenter of A is the
graded subspace Z = Z0 + Z1, such that za = (−1)ij az for all z ∈ Zi , a ∈ Aj , i, j ∈ Z2.
Theorem 5. Let A be a p.i. algebra and let χZ(A) be the Sn-character of the degree n
multilinear, central polynomials in {x1, . . . , xn}, modulo the identities. Let each χZ(A) de-
compose as
∑
mZλ (A)χ
λ
. Then the supercenter of the magnum Ua,b has a decomposition
P
(
Ua,b
)
(t1, . . . , ta, u1, . . . , ub) =
∞∑
n=0
∑
λ∈H(a,b;n)
mZλ (A)HSλ(t1, . . . , ta;u1, . . . , ub).
Definition 6. Let A be an algebra with trace tr :A → F . Then A ⊗F E has a supertrace
str :A ⊗ E → E given by str(a ⊗ e) = tr(a)e. This map is a supertrace in the sense that
str(xy) = (−1)deg(x)deg(y)yx for all homogeneous x, y.
The trace magnum U¯a,b(A) will be the generic algebra, with Z/2Z-grading and su-
pertrace for A ⊗E in a degree 0 generators and b degree 1 generators. The subalgebra
of U¯ a,b(A) generated by supertraces will be denoted STRa,b(A). Note that each of these
algebras has an (a + b)-fold grading and so a Poincaré series in a + b variables.
Just as in the case of algebras without trace, these algebras encode the multiplicities in
the cocharacter sequences, see [2].
Theorem 7. Let A be a p.i. algebra with trace. Let the mixed trace cocharacter sequence
be {χmtrn (A)} and let the pure trace cocharacter sequence be {χptrn (A)}. Let each χ−n (A)
decompose as
∑
λ∈Par(n) m
−
λ (A)χ
λ
. Then the Poincaré series of the trace magnum U¯ a,b
has a decomposition
P
(
U¯ a,b
)
(t1, . . . , ta, u1, . . . , ub) =
∞∑
n=0
∑
λ∈H(a,b;n)
mmtrλ (A)HSλ(t1, . . . , ta, u1, . . . , ub)
and the Poincaré series of the supertrace ring of the trace magnum has decomposition
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(
STRa,b
)
(t1, . . . , ta, u1, . . . , ub) =
∞∑
n=0
∑
λ∈H(a,b;n)
m
ptr
λ (A)HSλ(t1, . . . , ta, u1, . . . , ub).
Hence, in each of the cases, if mλ = 0 for λ outside of some hook H(a,b), then the
corresponding magnums would give complete information about the cocharacter.
2. Application to Mk,
In order to apply the theory of magnums to study Mk, we first need to find a hook
supporting the cocharacter. This is already known for ordinary cocharacters and implicitly
known for trace ones.
Theorem 8 (See [2]). If χn(Mk,) = ∑mλχλ then mλ = 0 unless λ is in the hook
H(k2 + 2,2kl;n).
Theorem 9 (See [6]). For all n,
χ
ptr
n =
∑
λ∈H(k,l;n)
χλ ⊗ χλ and χmtrn =
∑
λ∈H(k,l;n+1)
(
χλ ⊗ χλ)↓,
where the tensor product is the inner tensor product on characters and the arrow means
inducing down from an Sn+1 character to an Sn character.
Corollary 10. If χptrn (Mk,) =∑mptrλ χλ and χmtrn (Mk,) =∑mmtrλ χλ then each of mptrλ
and mmtrλ is zero unless λ ∈ H(k2 + 2,2kl;n).
Proof. Follows from [5]. 
In order to study the various cocharacter sequences of Mk, we need to study each of
the universal algebras Uk2+2,2kl(Mk,), U¯ k
2+2,2kl(Mk,) and STRk
2+2,2kl(Mk,). This is
done in [3]. Here is how the construction works.
Definition 11. Let k +  = n so that Mk, is a subalgebra of Mn(E). We give Mn(E)
a Z/2Z-grading in such a way that the degree 0 part will be Mk,. Namely, if e ∈ E
is homogeneous, then eeij will be degree 0 if e and (i, j) have the same degree and it
will be of degree 1 if they have opposite degrees. Denote Mn(E) with this grading by
M(k, ). Note that M(k, ) has a supertrace defined via str(A) =∑ki=1 aii −∑ni=k+1 aii ,
where A = (aij ).
Let
K = F [xα , yα | i, j = 1, . . . , n, α = 1,2, . . .]ij ij
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generators yαij are degree 1. We define matrices Xα and Yα in Mn(E) via: for each even
(i, j), Xα has (i, j) entry equal to xαij and Yα has (i, j) entry equal to y
α
ij ; and for each odd
(i, j), the opposite. Let F [X1, . . . ,Xa,Y1, . . . , Yb] be the subalgebra of Mn(K) generated
by X1, . . . , Yb; let F¯ [X1, . . . ,Xa,Y1, . . . , Yb] be the subalgebra with trace generated by
X1, . . . , Yb; and let STR(F¯ [X1, . . . ,Xa,Y1, . . . , Yb] be the algebra generated by the super-
traces. It is easy to see that these algebras are generic for M(k, ) with grading or grading
and trace. It turns out that they are also magnums for Mk,.
Theorem 12 (Corollary 2.3 [3]). The magnum Ua,b(Mk,) is graded isomorphic to
F [X1, . . . ,Xa,Y1, . . . , Yb]. The trace magnum U¯ a,b(Mk,) is graded, trace isomorphic to
F¯ [X1, . . . ,Xa,Y1, . . . , Yb]. And the supertrace ring STR(U¯a,b(Mk,)) is graded isomor-
phic to STR(F [X1, . . . ,Xa,Y1, . . . , Yb]).
3. Lower bound on the colength sequences
There are three colength sequences we wish to study: That of the ordinary cocharacter
and of the pure and mixed cocharacters.
Definition 13. Let ln(Mk,) be the length of the ordinary cocharacter χn(Mk,); let l¯n(Mk,)
be the length of the mixed trace cocharacter χmtrn ; and let Λn(Mk,) be the length of the
pure trace cocharacter χptrn .
In each case, we will show that the nth colength satisfies
αn(
k2+2
2 )+(2k+12 )  nth colength βn(
k2+2
2 )+(2k+12 ) (1)
for some α > 0. Our next lemma shows that once we prove (1) for l¯n(Mk,) the other two
cases will follow.
Lemma 14. If l¯n(Mk,) is bounded above or below by some αn(k
2+2
2 )+(2k+12 ) then so is
ln(Mk,) and Λn(Mk,).
Proof. It follows from Theorem 9 that χptrn+1↓ = χmtrn . (In fact, this relation is true for
any algebra with a non-degenerate trace.) For any partition λ ∈ H(k2 + 2,2kl;n+ 1) the
irreducible character χλ induced down to Sn has length at most k + . Hence, the length
of χmtrn is less than or equal to (k + ) times the length of χptrn+1, so
Λn(Mk,) l¯n(Mk,) (k + )Λn+1(Mk,).
This shows that a polynomial upper or lower bound on l¯n implies a corresponding bound
on Λn.
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Theorem 9 states that if k =  then χn(Mk,)  χmtrn (Mk,), which is obvious, and
χmtrn (Mk,) χn+r (Mk,)↓Sn , where the arrow denotes inducing down r times to get from
an Sn+r -character to an Sn-character, and where r is a certain integer. Since the cocharacter
is supported in the k ×  hook, the length of χn+r (Mk,) induced down r times is at most
(k + )r times the length of χn+r (Mk,). Hence
(k + )−r l¯n(Mk,) ln+r (Mk,) l¯n+r (Mk,).
In the case of k = , Theorem 10 from [6] states that χmtrn  2χn+r (Mk,)↓Sn , and the
proof of our lemma in this case is the same as the k =  case. 
Henceforth, we will let C¯ denote STRk2+2,2kl(Mk,), R denote Uk
2+2,2kl(Mk,) and
let R¯ denote U¯ k2+2,2kl(Mk,). We consider these rings to be graded by total degree, C¯ =⊕
n C¯n, R =
⊕
n Rn and R¯ =
⊕
n R¯n. It follows from the previous two sections that
dim R¯n =
∑
λ∈H(k2+2,2kl;n)
mmtrλ HSλ(1, . . . ,1︸ ︷︷ ︸
k2+2
;1, . . . ,1︸ ︷︷ ︸
2k
). (2)
In order to use this equation to estimate the multiplicities, we need to do two things. We
need to calculate the GK dimension of R and we need to bound the HSλ(1, . . . ,1).
Lemma 15. If λ ∈ H(a,b;n) then
HSλ(1, . . . ,1︸ ︷︷ ︸
a
;1, . . . ,1︸ ︷︷ ︸
b
) (n+ 1)(a2)+(b2).
Proof. It follows from Theorem 6.24 of [5] that
HSλ(1, . . . ,1;1, . . . ,1) 2abSµ(1, . . . ,1)Sν(1, . . . ,1),
where µ ∈ H(a,0) and ν ∈ H(b,0) are partitions constructed from λ, and Sµ and Sν are
the ordinary Schur functions. Lemma 5 from [4] implies that Sµ(1, . . . ,1) (n+1)(a2) and
Sν(1, . . . ,1) (n + 1)(b2). 
Lemma 16. Let f (n) be the dimension of Rn, the subspace of R¯ consisting of elements of
total degree n. Then f (n) is bounded below by αn(k2+2)(k2+2−1)+(2k)2 for some α.
Proof. For each α, let X′α (respectively Y ′α) be the matrix gotten from Xα (respectively Yα)
by setting all of the degree 1 entries yαij equal to zero. We define R′ to be the algebra
generated by X′1, . . . ,X′k2+2 and by Y
′
1, . . . , Y
′
2k. Note that R
′ is a graded homomorphic
image of R. It follows from a slight modification of Procesi’s computation of the Gelfand–
Kirillov dimension of the ring of generic matrices (see [9] or [10]) that the center of R′
contains (k2 + 2)(k2 + 2 − 1) + (2k)2 + 1 algebraically independent elements. 
A. Berele / Journal of Algebra 293 (2005) 155–166 161Theorem 17. Each of ln(Mk,), l¯n(Mk,) and Λn(Mk,) is bounded below by some
αn(
k2+2
2 )+(2k+12 )
.
Proof. By Lemma 14, it suffices to prove the bound for l¯n(Mk,). Using Eq. (2) and
Lemma 15, we have
dim R¯n =
∑
λ∈H(k2+2,2kl;n)
mmtrλ HSλ(1, . . . ,1︸ ︷︷ ︸
k2+2
;1, . . . , l︸ ︷︷ ︸
2k
) (n + 1)(k
2+2
2 )+(2k2 )
∑
mmtrλ .
Now, applying Lemma 16
αn(k
2+2)(k2+2−1)+(2k)2  (n + 1)(k
2+2
2 )+(2k2 )l¯n(Mk,)
and the theorem follows. 
If we work with Ua,b(Mk,), then the methods of this section give a lower bound on the
sums la,b(n) =∑mλ, in which the λ are restricted to the hook H(a,b;n). However, we
do not know how to generalize the methods of the next section to this case, so we leave it
as a conjecture.
Conjecture 2. Let a  k2 + 2, b  2k and let la,b(n) = ∑λ∈H(a,b;n) mλ(Mk,). Then
la,b(n) is approximately αnK , where
K = (a − 1)(k2 + 2)+ b(2k) −
(
a
2
)
−
(
b
2
)
.
Likewise for the other cocharacters.
4. Upper bound for colength sequences
Our computation of the upper bound will require two identities involving hook Schur
functions we now record. The first generalizes an identity of Cauchy for Schur functions
and it was proven by Berele and Remmel in [7]:
∑
λ
HSλ(x;y)HSλ(t;u)
=
∏
i,j
(1 + xiuj )
∏
ij
(1 + yitj )
∏
ij
(1 − xitj )−1
∏
ij
(1 − yiuj )−1. (3)
The second equation is implicit in the work of Remmel in [11] and Remmel and Yang
in [13]. The form of the identity that we need was supplied to us by Remmel [12]. We
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∑
λ HSλ(x1, . . . , xa;y1, . . . , yb). This can be gotten by multiplying the
equation
∑
λ′even
HS(x;y) =
∏
i<j
(1 − xixj )−1
∏
ij
(1 − yiyj )−1
∏
i,j
(1 + xiyj )
times the equation
∑
n
HS(n)(x;y) =
∏
i
(1 − xi)−1
∏
j
(1 + yj ).
The result is
∑
λ
HSλ(x;y)
=
∏
i
(1 − xi)−1
∏
j
(1 − yj )−1
∏
i<j
(1 − xixj )−1
∏
i<j
(1 − yiyj )−1
∏
i,j
(1 + xiyj ). (4)
We now record some facts about the invariant theory of the general linear Lie supergroup
from [3].
Definition 18. The general linear Lie supergroup PL(k, ) consists of the invertible el-
ements in Mk,. Let L be the subalgebra of K generated by the entries of the generic
matrices X1, . . . ,Xk2+2 and Y1, . . . , Y2k. There is an action of PL(k, ) on L defined by:
If tij is the (i, j) entry of T ∈ Uk2+2,2kl(Mk,), and A ∈ PL(k, ), then A(tij ) = the (i, j)
entry of ATA−1. We write this action as φ(A)(tij ). This action can be used to define an
action of PL(k, ) on all of Mk+(L) via ψ(A)(T ) = A−1(φ(A)tij )A.
Theorem 19 (= Theorem 5.4 of [3]). The fixed rings of PL(k, ) on L and Mk+(L) are
STR(Mk,) and U¯ (Mk,), respectively.
It is natural to consider U¯ (Mk,) as a module for GL(k + ). The character will be
the Poincaré series. Moreover, the action can be extended to an action of GL(k + ) on
the larger ring Mk+(L). So, combining this with Definition 18, Mk+(L) is a module for
PL(k, ) × GL(k + ). We consider the trace of a generic pair of diagonal matrices,
D = (diag(z1, . . . , zk+),diag(t1, . . . , tk, u1, . . . , u)) ∈ PL(k, )× GL(k + ).
Lemma 20. The trace of D acting on Mk+(L) is
k+∑
i,j=1
ziz
−1
j
∑
λ
HSλ
(
za
zb
; zc
zd
)
HSλ(t;u),
where the (a, b) run over the degree 0 indices and the (c, d) run over the degree 1 indices.
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the trace of D on it is
∑
ziz
−1
j . In L each x
α
ij and y
α
ij is an eigenvector with eigenvalue
either zi
zj
tα or
zi
zj
uα , depending on whether the variable occurs in Xα or Yα , respectively.
Hence, each Xα contributes a factor of
∏
(1− za
zb
tα)
−1∏(1+ zc
zd
tα) and each Yα contributes∏
(1 + za
zb
uα)
∏
(1 − zc
zd
uα)
−1
. Hence, the trace of D on Mk+(L) is
k+∑
i,j=1
ziz
−1
j
k2+2∏
α=1
(∏(
1 − za
zb
tα
)−1∏(
1 + zc
zd
tα
))
×
2k∏
α=1
(∏(
1 + za
zb
uα
)∏(
1 − zc
zd
uα
)−1)
.
The lemma now follows from Eq. (3). 
Comparing these results with Theorem 7, we see that the multiplicities mmtrλ are
equal to the dimension of the PL(k, ) invariants in a module with PL(k, )-character∑
ziz
−1
j HSλ(
za
zb
; zc
zd
). At this point we run into the problem that PL(k, ) is not semisimple
and so the character of a module does not necessarily determine the decomposition of that
module into irreducibles. On the other hand, since all we need in this section is an upper
bound we can use G = GL(k) × GL(). Note that GL(k) × GL() ⊂ PL(k, ) and so the
PL(k, ) invariants are contained in the G invariants. Moreover, not only is G semisimple,
but there is a technique, Weyl’s integration formula, which lets us compute the dimension
of the space of G invariants from the character.
Weyl’s Integration Formula. Let M be a GL(k) × GL()-module with character
f (z1, . . . , zk+). Then the dimension of the space of invariants is given by
1
k!!(2πi)k+
∮
T
f (z1, . . . , zk+l )
∏
1i =jk
(
1 − ziz−1j
) ∏
k+1i =jl+
(
1 − ziz−1j
)
× dz1
z1
∧ · · · ∧ dzk+
zk+
where the domain of integration T is the torus |z1| = 1, . . . , |zk+| = 1.
As a corollary we get:
Corollary 21. The multiplicities mmtr are bounded above by
1
k!!(2πi)k+
∮
T
∑
ziz
−1
j HSλ
(
za
zb
; zc
zd
) ∏
1i =jk
(
1 − ziz−1j
) ∏
k+1i =jk+
(
1 − ziz−1j
)
× dz1 · · · dzk+ .
z1 zk+
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ing. The only change in Corollary 21 is that in this case there will be no factor of
∑
ziz
−1
j .
Definition 23. Let A be the ring of invariants of G acting on Mk+(L). The multiplicity
of the Schur function Sλ in the Poincaré series for A will be denoted mλ(A). So, mλ(A)
is given by the integral in Corollary 21. Moreover, for each λ, mλ(A)  mλ(U¯)  0. In
order to study the colength sequence l¯n(A), we will use the generating function L(t) =∑
n l¯n(A)tn.
We will show below that the colength sequence of A is of the same polynomial order
as that of U¯ . This suggests that the multiplicities mλ(A) might give good estimates for the
multiplicities mλ(U¯).
Conjecture 3. There is a constant  > 0, depending on k and  such that mλ(A) 
mλ(U¯)mλ(A), for all λ.
Lemma 24. The function L(t) is equal to (k!)−1(!)−1(2πi)−k− times the integral∮
T
dz1
z1
· · · dzk+
zk+ of the function
∑
ziz
−1
j
∏
(a,b)
even
(
1 − za
zb
t
)−1 ∏
(c,d)
odd
(
1 − zc
zd
t
)−1
×
∏
(a,b)<(a′,b′)
even
(
1 − za
zb
za′
zb′
t2
)−1 ∏
(c,d)<(c′,d ′)
odd
(
1 − zc
zd
zc′
zd ′
t2
)−1
×
∏
(a,b) even
(c,d) odd
(
1 + za
zb
zc
zd
t2
) ∏
1i =jk
(
1 − ziz−1j
) ∏
k+1i =jk+
(
1 − ziz−1j
)
.
Proof. First, L(t) can be written as
∑
λ m
A
λ t
|λ|
. By the corollary L(t) equals
1
k!!(2πi)k+
∮
T
∑
λ
∑
ziz
−1
j HSλ
(
za
zb
t; zc
zd
t
)
×
∏
1i =jk
(
1 − ziz−1j
) ∏
k+1i =jk+
(
1 − ziz−1j
)dz1
z1
· · · dzk+
zk+
.
Now apply (4). 
We will show below that the Poincaré series of A is a rational function with all poles on
the circle in the complex plane |t | = 1. We now record a lemma about such functions.
A. Berele / Journal of Algebra 293 (2005) 155–166 165Lemma 25. Let P(x)/Q(x) be a rational function in which P(x) and Q(x) have coef-
ficients in Z. Assume that the P(x)/Q(x) has Taylor series ∑anxn in which all the an
are non-negative, and that all of the poles are at roots of 1. Let d be the order of the pole
at x = 1. Then every pole has order  d , and the sequence an is bounded by αnd−1 for
some α.
Proof. Let ω1, . . . ,ωm be the poles of highest possible order, say of order D. Then
P(x)
Q(x)
= c1
(ω1 − x)D + · · · +
cm
(ωm − x)D + lower terms.
Now, (1 − x)−D =∑( n
D−1
)
xn and (ω − x)−D = (ω)−D∑( n
D−1
)
(x/ω)n. Hence, in case
(ωi − x)−D =∑a(i)n xn,
a(i)n = c′iω−ni nD−1 + O
(
nD−2
)
.
Let γn = c′1ω−n1 + · · · + c′mω−nm , so an ≈ γnnD−1. Since the an are non-negative, γn  0
for all large enough n. Let N be such that each ωi is an N th root of 1. For each ωi = 1 and
for any j , the sum
ω
−j
i + ω−j−1i + · · · +ω−j−N+1i = 0.
So, if 1 is not one of the poles, γj + γj+1 + · · · + γj+N−1 = 0 for all large enough j . This
contradicts the assertion that the γi are all non-negative. 
The next lemma is the last ingredient in the proof.
Lemma 26. The order of the pole at t = 1 in the generating function L(t) is of order at
most
(
k2+2
2
)+ (2k+12 )+ 1.
Proof. Consider the integral from Lemma 24. We expand
∑
i,j
ziz
−1
j
∏(
1 + za
zb
zc
zd
t2
)
to get a sum of integrals, each of the form
f (t)
I∏
i=1
(
1 − ui
1 − uit
) J∏
j=1
(1 − vj )−1
(
z
α1
1 · · · zαkk
)
.
Namely, the first product is gotten from combining the terms in
∏
(a,b)(1 − zazb t)−1 for
a = b with the two last products in the integrand; and the second product is gotten from the
terms with a = b, as well as the next three products in the integrand. Just as in the proof of
Lemma 10 in [4], each ui and vj is a Laurent monomial of total degree 0 in the z and the
166 A. Berele / Journal of Algebra 293 (2005) 155–166sum of the α is −k. To compute |J |, the number of (1−vj )−1, note that the number of even
(a, b) with a = b is k + , the number of odd (c, d) is 2k, the number of (a, b) < (a′, b′)
is
(
k2+2
2
)
and the number of (c, d) < (c′, d ′) is
(2k
2
)
. Hence,
|J | = (k + ) + 2k+
(
k2 + 2
2
)
+
(
2k
2
)
.
The proof of Lemma 10 in [4] shows that the integral will be a rational function, and that
the pole at t = 1 will be the size of J minus the number of integrations plus 1. The lemma
follows. 
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