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Abstract
In this paper we consider the Koopman operator associated with the discrete and
the continuous time random dynamical system (RDS). We provide results that char-
acterize the spectrum and the eigenfunctions of the stochastic Koopman operator
associated with different types of linear RDS. Then we consider the RDS for which
the associated Koopman operator family is a semigroup, especially those for which
the generator can be determined. We define a stochastic Hankel DMD (sHankel-
DMD) algorithm for numerical approximations of the spectral objects (eigenvalues,
eigenfunctions) of the stochastic Koopman operator and prove its convergence. We
apply the methodology to a variety of examples, revealing objects in spectral ex-
pansions of the stochastic Koopman operator and enabling model reduction.
Keywords: stochastic Koopman operator, random dynamical systems, stochastic
differential equations, dynamic mode decomposition
Mathematics Subject Classification: 37H10, 47B33, 37M99, 65P99
1 Introduction
Prediction and control of the evolution of large complex dynamical systems is a modern-
day science and engineering challenge. Some dynamical systems can be modeled well
enough by using the standard mathematical tools, such as differential or integral calculus.
In these cases the simplifications of the system are typically introduced by neglecting some
of the phenomena with a small impact on the behavior of the system. However, there are
many dynamical systems for which the mathematical model is too complex or even does
not exist, but data can be obtained by monitoring some observables of the system. In
this context, data-driven analysis methods need to be developed, including techniques to
extract simpler, representative components of the process that can be used for modeling
and prediction.
One approach for decomposing the complex systems into simpler structures is via
the spectral decomposition of the associated Koopman operator. Koopman operator was
∗Faculty of Engineering, University of Rijeka, Croatia, nelida@riteh.hr
†Faculty of Engineering, University of Rijeka, Croatia, senka.macesic@riteh.hr
‡Faculty of Mechanical Engineering and Mathematics, University of California, Santa Barbara, CA,
93106, USA mezic@engr.ucsb.edu
1
ar
X
iv
:1
71
1.
03
14
6v
2 
 [m
ath
.D
S]
  1
6 J
an
 20
19
introduced in [24] in the measure-preserving setting, as a composition operator acting on
the Hilbert space of square-integrable functions. The increased interest in the spectral
operator-theoretic approach to dynamical systems in last decade starts with the works
[34] and [31] (see also the earlier [35]), where the problem of decomposing the evolution
of an ergodic dissipative dynamical system from the perspective of operator theory was
studied, and data-driven methods for computation of eigenvalues and eigenfunctions were
provided based on rigorous harmonic analysis methods. The application of the theory
to complex systems are numerous, for example in fluid flows [6, 48], infectious disease
dynamics [42], power systems [52, 54] etc. The advantage of using the Koopman operator
framework lies in the fact that it can be applied within the data-driven environment,
even if the underlying mathematical model is not known. In addition to the analysis
of the system properties the Koopman decomposition of complex dynamical structures
can provide approximations to the evolution of a possibly high dimensional system in
lower dimensions, enabling model reduction. An overview of the spectral properties of
the Koopman operator and its applications prior to 2012 is given in [32, 7].
Of particular importance in Koopman operator theory in the deterministic case is
the interplay between the geometry of the geometry of the underlying dynamics and the
level sets of the eigenfunctions of the Koopman operator. Namely, invariant sets can be
determined as level sets of Koopman eigenfunctions at eigenvalue 0 (continuous time) or 1
(discrete time), [37, 40], periodic sets can be determined as level sets of Koopman operator
eigenfunctions at the imaginary axis (continuous time) or the unit circle (discrete time),
the concept of isostables - level sets of eigenfunctions associated with eigenvalues with
negative real part (continuous time) or inside the unit circle (discrete time) generalize
the geometric concept of Fenichel fibers [30]. Also, zero level sets of certain families
of eigenfunctions determine stable, unstable, and center manifolds to invariant sets [38,
39]. In this paper we enable generalization of such concepts by developing the theory of
stochastic Koopman operators associated with RDS.
A variety of methods for determining the numerical approximation of the Koopman
spectral decomposition, known under the name Koopman mode decomposition (KMD)
have been developed. KMD consists of the triple of Koopman eigenvalues, eigenfunctions
and modes, which are the building blocks for the evolution of observables under the dy-
namics of a dynamical system. A general method for computing the Koopman modes,
based on the rigorous theoretical results for the generalized Laplace transform, is known
under the name Generalized Laplace Analysis (GLA) [32, 7], whose first version was ad-
vanced in [35]. Another method is the Dynamic Mode Decomposition (DMD) method.
DMD was firstly introduced in [45] for the study of the fluid flows, without any reference
to the Koopman operator. The connection between the KMD and DMD was first pointed
out in [44]. Like GLA, DMD is a data-driven technique. Due to the fact it could be nu-
merically implemented relatively easily, since it relies on standard linear algebra concepts,
this method become extremely popular in the data-driven systems research community.
Starting with [46] many versions of the DMD algorithm have been introduced to efficiently
compute the spectral objects of the Koopman operator under various assumptions on the
data. In [57] the exact DMD algorithm was introduced, while in [58] the extension of
the DMD algorithm, under the name Extended Dynamic Mode Decomposition (EDMD)
was proposed. These two methods rely on the more standard approaches to representing
a linear operator with respect to a specific basis (finite section method), rather than a
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sampling method - as in the companion-matrix based DMD (see [11], section 2.1). Susuki
and Mezic´ introduced in [53] a further extension of the DMD algorithm, which combines
the Prony method with the DMD algorithm, so that the Hankel matrix is used instead
of the companion matrix to compute the Koopman spectrum on the single observable as
well as on the vector of observable functions. In [2], Arbabi and Mezic´ referred to this
algorithm as to the Hankel DMD and proved that under certain assumptions the obtained
eigenvalues and eigenfunctions converge to the exact eigenvalues and eigenfunctions of the
Koopman operator. The assumptions were removed, and further connections between the
spectra of EDMD matrices and eigenvalues of the Koopman operator were proven in [25].
The majority of works analyzing or practically using the spectral properties of the
Koopman operator assume that the dynamical system under consideration is autonomous.
Similarly, the proposed numerical algorithms for evaluating KMD were almost exclusively
applied to autonomous dynamical systems. The generalization of the Koopman operator
framework to nonautonomous system was introduced in [36], where the definitions of the
nonautonomous Koopman eigenvalues, eigenfunction and modes, as building blocks of the
dynamical system, are given. KMD for nonautonomous systems was studied in [29], where
the possibility of using the Arnoldi-like DMD algorithms for evaluating the Koopman
eigenvalues and eigenfunctions in the nonautonomous case was carefully explored and the
appropriate extensions of the algorithm were proposed.
Another possible generalization of the Koopman operator framework is its extension to
random dynamical systems (RDS) and stochastic systems. There is a long history of ana-
lyzing the dynamics of the stochastic Markov processes through the study of the spectral
properties of the associated transfer operators [12, 59, 27, 3]. In [58], it was realized that if
the data provided to the EDMD algorithm are generated by a Markov stochastic process
instead of a deterministic dynamical system, the algorithm approximates the eigenfunc-
tions of the Kolmogorov backward equation. Klus and coworkers used the Ulam’s method
and EDMD algorithm in the series of papers [21, 23] to approximate the spectral objects
of the Koopman operator and its adjoint Perron-Frobenius operator. There is a variety
of numerical techniques used to approximate different transfer operators associated with
the stochastic systems, as well as their spectral objects. A review can be found in [22].
In this paper we consider the stochastic Koopman operator associated with the discrete
and continuous-time RDS, using the definition and classification of RDS from [4]. The
Koopman operator for discrete RDS was first introduced in [35], where the action of the
stochastic Koopman operator on an observable was defined by taking an expectation of
values of the observable at the next time step. The eigenspace at 1 was shown to relate
to invariant sets of stochastic dynamics, followed by [34, 31] in which analysis of the
geometry of eigenspaces associated with any additional eigenvalues on the unit circle was
pursued and shown to relate to periodic sets of the underlying RDS. Here we extend the
definition of the stochastic Koopman operator to the continuous-time RDS and explore
some properties of the associated stochastic Koopman operator family, its generators,
eigenvalues and eigenfunctions.
The characterization of the dynamics of such systems by using the eigenvalues and
the eigenfunctions of the related generators was studied in recent papers [49], [56] and
[16]. Giannakis in [16] develops a framework for the KMD based on the representation of
the Koopman operator in a smooth orthonormal bases determined from the time-ordered
noisy data through the diffusion map algorithm. Using this representation, the Koopman
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eigenfunctions are approximated as the eigenfunctions of the related advection-diffusion
operator. A similar approach by using the manifold learning technique via diffusion maps
was used in [49] to capture the inherent coordinates for building an intrinsic representation
of the dynamics generated by the Langevin stochastic differential equation. The linear
operator is then used to describe the evolution of the constructed coordinates on the
state space of the dynamical system. The obtained coordinates are approximations of the
eigenfunctions of the stochastic Koopman generator, so that the described approach is
closely connected with the Koopman operator techniques for building the representation
of the system dynamics.
In order to numerically approximate the spectral objects of the stochastic Koopman
operator, we explore the possibility of application of DMD algorithms that were originally
developed for evaluating KMD in deterministic systems. As already mentioned, algo-
rithms that are typically used to extract relevant spectral information are, for example,
the Schmid DMD algorithm [46, 47], the exact DMD algorithm [57], and the Arnoldi-like
algorithm [44]. The application of DMD algorithm to noisy data is studied in [17] and
[55]. In order to remove the bias errors produced by using the standard DMD algorithms
on data with the observation noise that can arise, for example, as a consequence of impre-
cise measurements, Hemati et al. developed in [17] the total least squares DMD. Takeishi
et al. [55] considered the numerical approximations of spectral objects of the stochastic
Koopman operator for the RDS with observation noise by using the DMD algorithm, and
proved its convergence to the stochastic Koopman operator under certain assumptions,
following the work on deterministic systems in [2]. Due to the systematic error produced
by the standard DMD algorithm they developed the version of the algorithm that also
takes into account the observation noise and refer to it as the subspace DMD algorithm.
Here we provide the convergence proof for the sHankel-DMD algorithm, an extension of
the Hankel DMD algorithm.
There exist some numerical issues that can arise in DMD algorithms applied to de-
terministic systems, leading to poor approximations of eigenvalues and eigenvectors. In
order to overcome these difficulties, Drmacˇ et al. proposed in [11] a data-driven algorithm
for computing DMD, called DMD refined Rayleigh Ritz (DMD RRR) algorithm, which
enables selection of Ritz pairs based on the data-driven computation of the residual, and
substantially improves the quality of the retained spectral objects. We use it in the cur-
rent context of RDS. In most considered RDS examples, we determine first the Koopman
eigenvalues and eigenfunctions of the related deterministic dynamical system and then
explore the algorithm behavior on the considered RDS. Despite the fact that in some
cases we noticed high sensitivity of the numerical algorithm to the noise introduced into
the system, in most cases very satisfactory approximations are obtained.
The paper is organized as follows. In Section 2, the definition of the stochastic Koop-
man operator family for the discrete and the continuous-time RDS is given. The classes
of RDS that we consider are: the discrete time RDS, the continuous time RDS generated
by the random differential equations (RDE) and the continuous time RDS generated by
the stochastic differential equations (SDE). In accordance with this classification of RDS,
we provide some results that characterize the spectral objects of the Koopman operator
associated with the linear RDS. In Section 3 we limit our considerations to the RDS for
which the associated stochastic Koopman operator family is a semigroup. These are the
RDS which can be identified with the time homogeneous Markov stochastic processes.
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We also provide a characterization of the generators of the Koopman operator family.
In Section 4, a brief description of the DMD RRR algorithm is provided and different
approaches for its application to the RDS are described. We define the stochastic Hankel
DMD (sHankel-DMD) algorithm for approximating the eigenvalues and eigenfunctions
of the stochastic Koopman operator and prove, under the assumption of ergodicity, its
convergence to the true eigenvalues and eigenfunctions of the stochastic Koopman oper-
ator. Finally, the computations of Koopman eigenvalues and eigenfunctions by using the
described DMD algorithms are illustrated on variety of numerical examples in Section 5.
2 Stochastic Koopman operator and Linear RDS
First, we give the definition and a brief description of RDS, which follows terminology
and results in [4, 5].
Let (Ω,F , P ) be a probability space and T a semigroup (we can think of it as time).
Suppose that θ := (θ(t))t∈T is a group or semigroup of measurable transformations of
(Ω,F , P ) preserving a measure P (i.e. θ(t)P = P ), such that a map (t, ω) → θ(t)ω is
measurable. The quadruple (Ω,F , P, (θ(t))t∈T) is a metric dynamical system.
A random dynamical system (RDS) on the measurable space (M,B) over a dynamical
system (Ω,F , P, (θ(t))t∈T) is a measurable map ϕ : T× Ω×M →M satisfying a cocycle
property with respect to θ(·), which means that the mappings ϕ(t, ω) := ϕ(t, ω, ·) : M →
M form the cocycle over θ(·), i.e.:
ϕ(0, ω) = idM , ϕ(t+ s, ω) = ϕ(t, θ(s)ω) ◦ ϕ(s, ω), for all s, t ∈ T, ω ∈ Ω. (1)
We call θ a driving flow and (Ω,F , P, (θ(t))t∈T) a driving dynamical system.
If T is discrete (for example, T = Z or T = Z+), we speak about the discrete-time
RDS, if T is continuous (for example, T = R or T = R+), we have the continous-time
RDS.
In the next definition we introduce the Koopman operator family associated with the
RDS.
Definition 1. The stochastic Koopman operator Kt associated with the RDS ϕ is defined
on a space of functions (observables) f : M → C for which the functional
Ktf(x) = E[f(ϕ(t, ω)x)], x ∈M (2)
exists. We refer to the family of operators (Kt)t∈T as to the stochastic Koopman operator
family.
For example, if we work with continuous functions on a compact metric space, the
functional above will exist. In the case when spectral expansions of the Koopman operator
are required, the specification of the space might become more detailed (e.g. some Hilbert
space will suffice in many examples, see Example 2). However, in order to keep the
exposition simple here we mostly (except in some examples) do not specify the domain
of the operator as our analysis largely does not depend on it.
Definition 2. The observables φt : M → C that satisfy equation
Ktφt(x) = λS(t)φt(x) (3)
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we call the eigenfunctions of the stochastic Koopman operator, while the associated values
λS(t) we call the stochastic Koopman eigenvalues.
The above definition can be viewed geometrically: the level sets of a stochastic Koop-
man operator eigenfunction are unique in the sense that the expectation of the value of
the level set at time t is precisely λS(t)φt(x) i.e. they depend only on the level set that the
dynamics started from at t = 0. An even stronger statement is available for eigenvalues on
the unit circle: in that case, the precise location of the state of the system after time t is
within a level set of the associated eigenfunction. For example, if φ(x) is an eigenfunction
associated with eigenvalue 0, then its level sets are invariant sets for the underlying RDS
(see the proof in [34] for the discrete-time RDS).
There are three main types of RDS [4] that are particularly important from the point
of view of practical applications. These are: the discrete time RDS, the continuous
time RDS generated by RDE and the continuous time RDS generated by SDE. In what
follows we describe the general settings for each of these types and provide the results
that characterize the eigenvalues and eigenfunctions of the stochastic Koopman operators
associated with the linear RDS.
2.1 Stochastic Koopman operator for discrete time RDS
For a discrete time RDS we have T = Z+ ∪ {0}. Let (Ω,F , P, (θ(t))t∈T) be a given metric
dynamical system and let denote ψ = θ(1). The discrete RDS ϕ(n, ω) over θ can be
defined by the one step maps T (ω, ·) : M →M
T (ω, ·) := ϕ(1, ω),
since by applying the cocycle property one gets
ϕ(n, ω) = T (ψn−1(ω), ·) ◦ · · · ◦ T (ψ(ω), ·) ◦ T (ω, ·), n ≥ 1. (4)
From the fact that maps ψi = θ(i) preserve the measure P , it follows that the maps
T (ψi(ω), ·) are identically distributed, thus (T (ψi(ω), ·))i∈T is a stationary sequence of
random maps on M [4, Section 2.1]. According to (1), ϕ(0, ω) = idM . The action of the
discrete RDS ϕ(n, ω) on x ∈M gives its value at n-th step and we denote it as
T n(ω,x) = ϕ(n, ω)x. (5)
In the proposition that follows we consider the eigenvalues and the eigenfunctions of
the stochastic Koopman operator related to the discrete RDS induced by a linear map T .
Proposition 1. Suppose that A : Ω → Rd×d is measurable and that the one step map
T : Ω× Rd → Rd of a discrete RDS is defined by
T (ω,x) = A(ω)x. (6)
Denote by Φ(n, ω) the linear RDS satisfying T n(ω,x) = Φ(n, ω)x, i.e.,
Φ(n, ω) = A(ψn−1(ω)) · · ·A(ψ(ω))A(ω).
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Assume that Φˆ(n) = E[Φ(n, ω)] are diagonalizable, with simple eigenvalues λˆj(n) and left
and right eigenvectors wˆnj , vˆ
n
j , j = 1, . . . , d. Then the eigenfunctions of the stochastic
Koopman operator Kn are
φnj (x) = 〈x, wˆnj 〉, j = 1, . . . , d, (7)
with the corresponding eigenvalues λSj (n) = λˆj(n).
Moreover, if matrices A(ω), ω ∈ Ω commute and are diagonalizable with the simple
eigenvalues λj(ω) and corresponding left eigenvectors wj, j = 1, . . . , d, then
wˆnj = wj and λ
S
j (n) = E
[
n∏
i=1
λj(ψ
i−1(ω))
]
.
Furthermore, vˆnj , j = 1, . . . , d are the Koopman modes of the full-state observable and
the following expansion is valid
Knx =
d∑
j=1
λSj (n)〈x, wˆnj 〉vˆnj . (8)
Proof. The action of the stochastic Koopman operator on functions defined by (7) is equal
to
Knφnj (x) = E[〈Φ(n, ω)x, wˆnj 〉] = E[〈x,Φ(n, ω)∗wˆnj 〉] = 〈x,E[Φ(n, ω)∗]wˆnj 〉
= 〈x, Φˆ(n)∗wˆnj 〉 = λˆj(n)〈x, wˆj(n)〉 = λˆj(n)φnj (x), (9)
where we have used that
E[Φ(n, ω)∗] = (E[Φ(n, ω)])∗ = Φˆ(n)∗.
In the case when matrices A(ω), ω ∈ Ω commute and are diagonalizable, they are
simultaneously diagonalizable (see [18, Theorem 1.3.12]), i.e., there exists a single invert-
ible matrix V, so that A(ω) = VΛ(ω)V−1, where Λ(ω) = diag(λ1(ω), . . . , λd(ω)). It is
clear that the columns of the matrix V are the common right eigenvectors of the matrices
A(ω), ω ∈ Ω, and that W∗ = V−1, where W is the matrix of the left eigenvectors. It is
straightforward that
Φ(n, ω) = V
n∏
i=1
Λ(ψi−1(ω))W∗.
Therefore
Φˆ(n) = VE
[
n∏
i=1
Λ(ψi−1(ω))
]
W∗,
and we easily conclude that wˆj = wj and λ
S
j (n) = E [
∏n
i=1 λj(ψ
i−1(ω))].
Equation (8) can be easily proved by using the decomposition of the state x in the
base wˆnj , vˆ
n
j , j = 1, . . . , d, the linearity of the Koopman operator, and its action on the
eigenfunctions given with (7), i.e.,
Knx = Kn
d∑
j=1
〈x, wˆnj 〉vˆnj =
d∑
j=1
Kn〈x, wˆnj 〉vˆnj =
d∑
j=1
λSj (n)〈x, wˆnj 〉vˆnj . (10)
7
Remark 1. We will use the term principal eigenfunctions for the eigenfunctions of the
form φj(x) = 〈x,wj〉, j = 1, . . . , d that appear in Proposition 1 and in some other propo-
sitions in the rest of the paper. Also, the eigenvalues corresponding to them we call the
principal eigenvalues. It follows from (8) that in the linear case, the action of the
Koopman operators on the full state observable can be derived by using just the principal
eigenfunctions, eigenvalues and modes.
2.2 Stochastic Koopman operator for RDS generated by the
random differential equations
Suppose that T = R or T = R+∪{0}. Let (Ω,F , P, (θ(t))t∈T) be a metric dynamical system.
We consider a continuous-time RDS generated by the random differential equation (RDE)
of the following form
x˙ = F (θ(t)ω,x), (11)
defined on the manifold M , where θ(t)ω is associated with the random dynamics. In this
type of equations the randomness refers just to the random parameters, which do not
depend on the state of the system. RDE (11) generates an RDS ϕ over θ, whose action
is defined by
ϕ(t, ω)x = x +
∫ t
0
F (θ(s)ω, ϕ(s, ω)x)ds. (12)
The properties of this RDS under different regularity properties of the function F can be
found in [4, Section 2.2]. A set of trajectories starting at x that are generated by (11)
is given by ϕ(t, ω)x and it defines the family of random variables. We say that this is a
solution of the RDE with the initial condition ϕ(0, ω)x = x. Since the solutions of the
RDE are defined pathwise, for each fixed ω the trajectory can be determined as a solution
of deterministic ordinary differential equation, so that the RDE (11) can be seen as a
family of ordinary differential equations.
In the next proposition we derive the eigenvalues and the eigenfunctions of the stochas-
tic Koopman operators associated to the linear RDS.
Proposition 2. If A : Ω→ Rd×d and A ∈ L1(Ω,F , P ), then RDE
x˙ = A(θ(t)ω)x, (13)
generates a linear RDS Φ satisfying
Φ(t, ω) = I +
∫ t
0
A(θ(s)ω)Φ(s, ω)ds. (14)
Assume that Φˆ(t) = E[Φ(t, ω)] is diagonalizable, with simple eigenvalues µˆtj and left eigen-
vectors wˆtj, j = 1, . . . , d. Then
φtj(x) = 〈x, wˆtj〉, j = 1, . . . , d, (15)
are the principal eigenfunctions of the stochastic Koopman operator Kt with corresponding
principal eigenvalues λSj (t) = µˆj(t), j = 1, . . . , d.
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Moreover, if matrices A(ω) commute and are diagonalizable with the simple eigenvalues
λj(ω) and corresponding left eigenvectors wj, j = 1, . . . , d, then
wˆtj = wj and λ
S
j (t) = E
[
e
∫ t
0 λj(θ(s)ω)ds
]
.
Furthermore, vˆtj, j = 1, . . . , d are the Koopman modes of the full-state observable and
the following expansion is valid
Ktx =
d∑
j=1
λSj (t)〈x, wˆtj〉vˆtj. (16)
Proof. The first part of the proposition follows from [4, Example 2.2.8],
Furthermore, the action of the stochastic Koopman operator on functions defined by
(15) is equal to
Ktφtj(x) = E[〈Φ(t, ω)x, wˆtj〉] = E[〈x,Φ∗(t, ω)wˆtj〉] = 〈x,E[Φ∗(t, ω)]wˆtj〉
= 〈x, Φˆ∗(t)wˆtj〉 = µˆtj〈x, wˆtj〉 = µˆtjφtj(x) (17)
With the same argument as in the proof of Proposition 1, we have A(ω) = VΛ(ω)W∗,
where W and V are matrices of common left and right eigenvectors, and Λ(ω) =
diag(λ1(ω), . . . , λd(ω)). It is straightforward that
Φ(t, ω) = e
∫ t
0 A(θ(s)ω)ds = Ve
∫ t
0 Λ(θ(s)ω)dsW∗,
and
Φˆ(t) = VE
[
e
∫ t
0 Λ(θ(s)ω)ds
]
W∗.
We easily conclude that wˆj = wj and λ
S
j (t) = E
[
e
∫ t
0 λj(θ(s)ω)ds
]
. The proof of (16) is
same as the proof of (8) in Proposition 2.
Example 1 (Linear scalar RDS). Suppose that linear scalar RDE is given by
x˙ = a(ω)x, (18)
where a : Ω → R is random variable with finite moments. Observe that θ(t) = id, which
means that the probability space does not change with time. If the moment generating
function defined by Ma(t) = E[eta(ω)] is analytic for |t| < R, then for the initial condition
ϕ(0, ω)x = x and t < R there exists a unique solution of (18), which can be expressed as
[50]
ϕ(t, ω)x = xe
∫ t
0 a(ω)ds. (19)
The action of the stochastic Koopman operator on the full state observable function
φ(x) = x is then
Ktx = E [ϕ(t, ω)x] = E
[
xe
∫ t
0 a(ω))ds
]
= E
[
ea(ω)t
]
x. (20)
Thus, φ(x) = x is the eigenfunction of the stochastic Koopman operator and the corre-
sponding eigenvalue satisfies
λS(t) = E
[
ea(ω)t
]
=Ma(t).
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2.3 Stochastic Koopman operator for RDS generated by the
stochastic differential equations
Let T = R+, M = Rd and T ∈ T. Suppose that the stochastic process Xt(ω), t ∈ [0, T ],
ω ∈ Ω is obtained as a solution of the nonautonomous stochastic differential equation
(SDE)
dXt = G(t,Xt)dt+ σ(t,Xt)dWt, (21)
where G : [0, T ] × Rd → Rd and σ : [0, T ] × Rd → Rd×r are L2 measurable. Here Wt =
(W 1t , . . . ,W
r
t ) denotes the r-dimensional Wiener process with independent components
and standard properties, i.e., E(W it ) = 0, i = 1, . . . , r, E(W
i
tW
j
s ) = min{t, s}δij, i, j =
1, . . . , r (δij is the Kronecker delta symbol). The solution Xt(ω) of (61) with the initial
condition Xt0(ω) is formally defined in terms of Itoˆ integral as (see [3, Chapter 6])
Xt(ω) = Xt0(ω) +
∫ t
t0
G(s,Xs(ω))ds+
∫ t
t0
σ(s,Xs(ω))dWs. (22)
The probability space on which the process is considered can be identified with Ω =
C0(R+,Rr) (space of continuous functions satisfying ω(t0) = 0). Then, ω ∈ Ω is identified
with the canonical realization of the Wiener process such that ω(t) = Wt(ω). If F is the
Borel σ-algebra, P the measure generated by the Wienner process, and θ(t) defined by
the ”Wiener shifts”
θ(t)ω(·) = ω(t+ ·)− ω(t), (23)
(Ω,F , P, (θ(t))t∈T) becomes a metric dynamical system (see [4, Appendix A]). It is a
driving dynamical system for the two parameter family of RDS ϕ(t, t0, ω) that is given by
ϕ(t, t0, ω)x = Xt(ω),
where Xt(ω) is given with (22) for the initial condition Xt0(ω) = x. Under certain
regularity and boundedness properties of the functions G and σ. The basic existence and
uniqueness results for the SDE of the form (21) can also be found in [3, Section 6.3], [41,
Section 3.3].
The Koopman operator family Kt,t0 related to this RDS is defined by
Kt,t0f(x) = E[f(ϕ(t, t0, ω)x)]. (24)
In this more general setting with the two-parameter family of Koopman operators (24),
the eigenfunctions φt,t0 : M → C and eigenvalues λS(t, t0) of the Koopman operator Kt,t0
defined on a finite-time interval satisfy
Kt,t0φt,t0(x) = λS(t, t0)φt,t0(x). (25)
The following two propositions treat two classes of linear SDE. In the first one the ran-
dom part of equations models the additive noise and in the second one it models the
multiplicative noise.
Proposition 3. Let the linear SDE with additive noise be defined by
dXt = A(t)Xtdt+
r∑
i=1
bi(t)dW it , (26)
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where A(t) is d × d matrix of functions and bi(t), i = 1, . . . ,m are d-dimensional vector
functions. Assume that the fundamental matrix Φ(t, t0) satisfying the matrix differential
equation
Φ˙ = A(t)Φ, Φ(t0) = I (27)
is diagonalizable, with simple eigenvalues µˆt,t0j and left eigenvectors wˆ
t,t0
j , j = 1, . . . , d.
Then
φt,t0j (x) = 〈x, wˆt,t0j 〉, j = 1, . . . , d, (28)
are the eigenfunctions of the stochastic Koopman operator Kt,t0, with corresponding eigen-
values
λSj (t, t0) = µˆj(t, t0).
If matrices A(t) commute and are diagonalizable with the simple eigenvalues λj(t) and
corresponding left eigenvectors wj, j = 1, . . . , d, then
wˆt,t0j = wj and λ
S
j (t, t0) = e
∫ t
t0
λj(s)ds. (29)
Proof. Since the solution of (26) with the initial condition Xt0(ω) = x is given by, (see [3,
Section 8.2])
Xt(ω) = Φ(t, t0)
(
x +
r∑
i=1
∫ t
t0
Φ−1(s, t0)bi(s)dW is
)
, (30)
we have
Kt,t0φt,t0j (x) = E
[
φt,t0j (Xt(ω))
]
= E
[〈
Φ(t, t0)x, wˆ
t,t0
j
〉
+
〈 r∑
i=1
∫ t
t0
Φ(t, t0)Φ
−1(s, t0)bi(s)dW is , wˆ
t,t0
j
〉]
=
〈
Φ(t, t0)x, wˆ
t,t0
j
〉
+
r∑
i=1
〈
E
[∫ t
t0
Φ(t, t0)Φ
−1(s, t0)bi(s)dW is
]
, wˆt,t0j
〉
= µˆt,t0j 〈x, wˆt,t0j 〉 = µˆt,t0j φS,t,t0j (x), (31)
where we used that E
[∫ t
t0
F(s)dWs
]
= 0 (see [3, Theorem 4.4.14]) applied to F(s) =
Φ(t, t0)Φ
−1(s, t0)bi(s). With this we proved the first statement.
Since in the commutative case the fundamental matrix can be expressed in the form
Φ(t, t0) = e
∫ t
t0
A(s)ds
, its eigenvectors coincide with the eigenvectors of the matrix A(t)
and eigenvalues are given by (29).
Proposition 4. Let the linear SDE with multiplicative noise be defined by
dXt = A(t)Xtdt+
r∑
i=1
Bi(t)Xt dW
i
t , (32)
where A(t), Bi(t), i = 1, . . . , r are d × d matrices of functions. Denote with Φ(t, t0) the
fundamental matrix satisfying the matrix SDE
dΦ = AΦ dt+
r∑
i=1
Bi(t)Φ dW it , Φ(t0) = I (33)
11
and assume that Φˆ(t, t0) = E [Φ(t, t0)] is diagonalizable, with simple eigenvalues µˆ
t,t0
j and
left eigenvectors wˆt,t0j , j = 1, . . . , d. Then
φt,t0j (x) = 〈x, wˆt,t0j 〉, j = 1, . . . , d, (34)
are the eigenfunctions of the stochastic Koopman operator Kt,t0, with corresponding eigen-
values
λSj (t, t0) = µˆj(t, t0).
If the matrices A(t),Bi(t), i = 1, . . . , r commute, i.e. if A(t)A(s) = A(s)A(t), A(t)Bi(s) =
Bi(s)A(t),Bi(t)Bj(s) = Bj(s)Bi(t) for i, j = 1, . . . , r and all s, t, and if the matrices A(t)
are diagonalizable with the simple eigenvalues λj(t) and corresponding left eigenvectors
wj, j = 1, . . . , d, then
wˆt,t0j = wj and λ
S
j (t, t0) = e
∫ t
t0
λj(s)ds. (35)
Proof. For the fundamental matrix Φ(t, t0) and the initial condition Xt0(ω) = x, the
solution of (32) is equal to, (see [3, Section 8.5])
Xt(ω) = Φ(t, t0)x, (36)
thus
Kt,t0φt,t0j (x) = E
[
φt,t0j (Xt(ω))
]
= E
[〈
Φ(t, t0)x, wˆ
t,t0
j
〉]
=
〈
Φˆ(t, t0)x, wˆ
t,t0
j
〉
= µt,t0j 〈x, wˆt,t0j 〉 = eλˆj(t,t0)φt,t0j (x), (37)
For the case with commutative matrices A(t) and Bi(t), i = 1, . . . , r, the fundamental
matrix Φ(t, t0) can be expressed in an explicit form as, (see [3, Sections 8.4, 8.5])
Φ(t, t0) = e
∫ t
t0
(
A(s)− 1
2
∑r
i=1 B
i(s)Bi(s)T
)
ds+
∫ t
t0
∑r
i=1 B
i(s)dW is . (38)
Since
Φˆ(t, t0) = E [Φ(t, t0)] = e
∫ t
t0
(
A(s)− 1
2
∑r
i=1 B
i(s)Bi(s)T
)
ds E
[
e
∫ t
t0
∑r
i=1 B
i(s)dW is
]
= e
∫ t
t0
(
A(s)− 1
2
∑r
i=1 B
i(s)Bi(s)T
)
ds
e
∫ t
t0
1
2
∑r
i=1 B
i(s)Bi(s)T ds
= e
∫ t
t0
A(s)ds
, (39)
the eigenvectors of Φˆ(t, t0) coincide with the eigenvectors of the matrix A(t) and eigen-
values are given by (35), which proves the statement. Here we used the fact that
E
[
e
∫ t
t0
B(s)dWs
]
= e
1
2
∫ t
t0
B(s)B(s)T ds
(see [3, Theorem 8.4.5]).
3 Semigroups of Koopman operators and their gen-
erators
In this section we are interested in RDS for which the associated stochastic Koopman
operator family satisfy the semigroup property. In what follows, we limit our consid-
erations to the situation where M ⊆ Rd (or more generally M could be a Polish space)
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and B is the Borel σ-algebra of Borel sets in M , so that (M ;B) is a standard space.
For a fixed x ∈ M , (ϕ(t, ω)x)t∈T,ω∈Ω is the M -valued stochastic process, which implies
that an RDS defines a family of random processes with values in M . For each x ∈ M ,
the corresponding probability measure Px on the canonical space Ω¯ ⊆ MT is induced by
the probability measure P associated with the driving dynamical system and a process
(ϕ(t, ω)x)t∈T,ω∈Ω (see [12], [4, Appendix A.2]).
Strong results for the properties of the stochastic Koopman operator family can be
obtained in more specific settings such as linear setting we analyzed before and Markov
setting. Therefore, we limit here to the particular types of RDS and consider only those
that are Markovian [9], or even more precisely, to those RDS for which the family of
processes {(ϕ(t, ω)x),x ∈ M} is a time-homogeneous Markov family. Denote by F~xt the
σ-algebra generated by the ”past” of the stochastic process, i.e., F~xt = σ{ϕ(s, ω)x, s ≤ t}.
The Markov property implies that for s ≤ t and every random variable Y , measurable
with respect to F~xt , the following relation holds
E[Y |F~xs ] = E[Y |ϕ(s, ω)~x]. (40)
Moreover, for such Y the following equality, known as the Chapman-Kolmogorov equation,
is valid
E [Y |ϕ(s, ω)~x] = E [E[Y |ϕ(t, ω)~x]∣∣ϕ(s, ω)~x] . (41)
The Chapman-Kolmogorov equation implies the semigroup property of the stochastic
Koopman operators, i.e.,
Kt+s = Ks ◦ Kt. (42)
For the settings of Markov process, the Koopman operator is known under the name
Markov propagator or transition operator and its properties have been studied for a long
time [12, 59].
There are two important and well known classes of RDS, which can be identified
with the Markov family. These are the discrete-time RDS generated by an independent
identically distributed process and the continuous-time RDS generated by the stochastic
differential equations where the noise is modeled using Wiener process. In each of these
cases the probability space associated with the stochastic process modeling the noise
can be identified with the canonical measure-preserving dynamical system ([4, Appendix
A.2]).
In what follows we describe briefly the canonical dynamical system (θ(t))t∈T that is
induced by some given stochastic process ξ˜. We will use this concept in the next
subsection. Let suppose that ξ˜ = (ξ˜t)t∈T, ξ˜t : Ω˜→ B is a B valued stochastic process on a
probability space Ω˜, where (B,B) is a measurable state space. The given process and the
probability measure on Ω˜ induce a probability measure P on BT, so that one can define
a new probability space (Ω,F , P ) = (BT,BT, P ) where BT is the σ-algebra generated by
the collection of the cylinder sets. The canonical realization ξ of the stochastic process
ξ˜ is defined on (Ω,F , P ) by the coordinate functions ξt(ω) = ω(t), ω ∈ Ω. The shift
transformations θ(t) : BT → BT given by
θ(t)ω(·) := ω(t+ ·), t ∈ T, (43)
constitute the semigroup or group of measurable transformations. Notice that the canon-
ical realization ξt(ω) can be viewed as the composition of the shift transformation (43)
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and of the canonical projection pi : BT → B defined by
pi(ω(·)) = ω(0), (44)
i.e., ξt(ω) = ω(t) = pi(θ(t)ω).
If time T is discrete (T = Z or T = Z+) a map (t, ω)→ θ(t)ω is measurable and (θ(t))t∈T
is a measurable dynamical system. In the continuous time case (T = R or T = R+), when
B = Rm or when B is a Polish space, (θ(t))t∈T could become a measurable dynamical
system after some redefinition of the probability measure P and of the σ-algebra set (see
[4], Appendix A.2).
3.1 Discrete-time RDS
Let now assume that for T = Z+ ∪ {0}, ω = (ωi)i∈T is a canonical realization of the
stochastic process with the associated driving system composed by the shift transforma-
tion maps (43) as described in the previous paragraph. If we assume that the discrete
RDS ϕ(n, ω) is defined by the one step map T (ω, ·) : M →M of the form
T (ω, ·) = T0(pi(ω), ·), (45)
where pi denotes the canonical projection (44), by taking into account (45) in (4), we get
ϕ(n, ω) = T0(pi(ψ
n−1(ω)), ·) ◦ · · · ◦ T0(pi(ψ(ω)), ·) ◦ T0(pi(ω), ·), n ≥ 1. (46)
If ω is an i.i.d. stochastic process, the sequence {T (ψi(ω), ·) = T0(pi(ψi−1(ω)), ·),
i ≥ 1} is an i.i.d. sequence of random maps, so that RDS (46) generates the time-
homogeneous Markov family {ϕ(n, ω)x,x ∈M} [4, Chapter 2.1]. In this case the stochas-
tic Koopman operator family is a semigroup, so that Kn = K1 ◦ · · · ◦ K1 = (K1)n, n > 0.
Therefore one can think about K1 as the generator of the stochastic Koopman semigroup,
and we denote it by KS. According to (2), K1 is determined by using the one step map
T (ω, ·) as
KSf(x) = K1f(x) = E [f(T (ω,x))] . (47)
It follows from the semigroup property that if λS is the eigenvalue of the stochastic
Koopman generator with the associated eigenfunction φ(x), then (λS)n and φ(x) are the
eigenvalue and the eigenfunction of the operator Kn.
Remark 2. Note that in the more general case presented in subsection 2.1, the random
maps were identically distributed but not necessarily independent, so that the future state
of the process obtained by the action of their composition (4) could depend on the past
behavior of the system and not only on the present state.
Example 2 (Noisy rotation on the circle). We describe here the example considered in
[20]. A deterministic dynamical system representing the rotation on the unit circle S1 is
defined by
T (x) = x+ ϑ, (48)
where ϑ ∈ S1 is constant number. We consider here its stochastic perturbation, i.e., a
discrete RDS over the dynamical system θ = (θ(t))t∈T, where θ(t) are shift transformations
(43), defined by the one step map T : Ω× S1 → S1 of the form (45):
T (ω, x) = x+ ϑ+ pi(ω). (49)
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Here ω ∈ [−δ/2, δ/2]Z is a canonical realization of a stochastic process and pi(·) is the
canonical projection defined by (44). We suppose that the coordinates ωi are i.i.d. with
uniform distribution on the interval [−δ/2, δ/2] for some δ > 0. According to (47), the
action of the associated stochastic Koopman generator on an observable function f : S1 →
C is given by
KSf(x) = E[f(T (ω, x))] = 1
δ
∫ δ/2
−δ/2
f(x+ ϑ+ ω0)dω0. (50)
For the functions
φj(x) = exp (i2pijx), j ∈ Z, (51)
the following equality holds
KSφj(x) = 1
δ
∫ δ/2
−δ/2
exp(i2pij(x+ ϑ+ ω0))dω0
=
sin (jpiδ)
jpiδ
exp(i2pijϑ) exp(i2pijx)
=
sin (jpiδ)
jpiδ
exp(i2pijϑ)φj(x). (52)
We easily conclude that (51) are the eigenfunctions of the stochastic Koopman generator
with corresponding eigenvalues
λSj =
sin (jpiδ)
jpiδ
exp(i2pijϑ), j ∈ Z (53)
For any function f : L2(S1)→ C we have the spectral expansion
Knf(x) =
∑
j∈Z
cj
(
sin (jpiδ)
jpiδ
)n
exp(i2pijnϑ) exp(i2pijx). (54)
where cj are the Fourier coefficients of f . Clearly, Knf(x)→ c0 as t→∞. It is known
that the eigenvalues of the Koopman generator related to the deterministic dynamical sys-
tem (48) lie on the unit circle and are equal to λj = exp(i2pijϑ), while the eigenfunctions
are the same as in the random case. Moreover, it is interesting to observe that for ratio-
nal ϑ the eigenspaces in deterministic case, i.e., for δ = 0, are infinite dimensional, while
they are finite dimensional in the stochastic case (δ > 0) due to the compactness of the
operator. To be more precise, in this example, the eigenspaces become one dimensional.
Remark 3. Consider the case when randomness is additive, i.e., when the one-step map
T : Ω× Rd → Rd is given by
T (ω,x) = Ax + pi(θ(t)ω),
where θ(t) is shift transformation and ω : Ω→ Rd is the canonical realization of a process
with i.i.d. components. Suppose that E[ω] = 0 and that the matrix A is diagonalizable with
simple eigenvalues λj, j = 1, . . . , d. Then the eigenfunctions of the stochastic Koopman
generator KS are principal eigenfunctions of the form φj(x) = 〈x,wj〉, j = 1, . . . , d,
where wj, j = 1, . . . , d are left eigenvectors of A, while its eigenvalues coincide with the
eigenvalues of the matrix A.
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3.1.1 Continuous-time RDS
Let suppose that the stochastic Koopman operators family satisfies semigroup property.
Define the generator of the stochastic Koopman family (Kt)t∈T acting on the observable
functions f ∈ C1b (Rd) (C1b (Rd) is the space of continuously differentiable functions on Rd
with bounded and continuous first derivative) by the limit
KSf(x) = lim
t→0+
Ktf(x)− f(x)
t
, (55)
if it exists. For the Koopman operators associated to the RDS generated by RDE we have
the following proposition.
Proposition 5. If the solution of RDE (11) is differentiable with respect to t and the
stochastic Koopman family (Kt)t∈T is a semigroup, then the action of the generator KS
on f ∈ C1b (Rd) is equal to
KSf(x) = E [F (ω,x)] · ∇f(x). (56)
Proof.
KSf(x) = lim
t→0+
Ktf(x)− f(x)
t
= lim
t→0+
E [f(X(t, ω,x))]− f(x)
t
= lim
t→0+
E [f(X(t, ω,x))− f(x)]
t
= E
[
lim
t→0+
f(X(t, ω,x))− f(X(0, ω,x))
t
]
= E
[
d
dt
f(X(t, ω,x))
∣∣∣∣
t=0
]
= E
[
∇f(x) · d
dt
X(t, ω,x)
∣∣∣∣
t=0
]
= E [F (ω,x)] · ∇f(x). (57)
The swapping of the order of limit and expectation in the second line is justified by the
dominated convergence theorem and the fact that the convergence
f(X(t, ω,x))− f(x)
t
is uniform for all ω and x, since the derivative of f is bounded and the solution is differ-
entiable (see [27, Section 7.6] for the proof in the deterministic case).
Corollary 1. Suppose that a stochastic Koopman generator KS associated to RDE (11)
exists. If φ1 and φ2 are the eigenfunctions of KS with the associated eigenvalues λ1 and
λ2, then φ1φ2 is also an eigenfunction with the associated eigenvalue λ1 + λ2.
Proof. Since KSφi(x) = λiφi(x) = E [F (ω,x)] · ∇φi(x), for i = 1, 2, we have
KS(φ1φ2)(x) = E [F (ω,x)] · ∇(φ1φ2)(x)
= E [F (ω,x)] · ∇φ1(x) · φ2(x) + E [F (ω,x)] · ∇φ2(x) · φ1(x)
= λ1φ1(x)φ2(x) + λ2φ2(x)φ1(x) = (λ1 + λ2)(φ1φ2)(x)
Corollary 2. Let φ ∈ C1b (Rd) be an eigenfunction associated with eigenvalue λ of the
stochastic Koopman generator KS associated with an RDE (11). Then
d
dt
φ(ϕ(t, ω)x) = λφ(ϕ(t, ω)x) + F˜ (ω,x) · ∇φ(ϕ(t, ω)x), (58)
where
F˜ (ω,x) = F (ω,x)− E [F (ω,x)] .
16
Corollary 3. Suppose that a stochastic Koopman generator KS associated with linear
RDE (13) exists. Also, assume that Aˆ = E[A(ω)] is diagonalizable, with simple eigenval-
ues λˆj and left eigenvectors wˆj, j = 1, . . . , d. Then
φj(x) = 〈x, wˆj〉, j = 1, . . . , d, (59)
are the principal eigenfunctions of the generator KS, while λSj = λˆj are the associated
principal eigenvalues.
Proof. According to (57), the action of the generator KS of the Koopman operator family
associated with the linear RDS generated by (13) on f ∈ C1b (Rd) is equal to
KSf(x) = E[A(ω)x] · ∇f(x) = Aˆx · ∇f(x). (60)
Thus
KSφj(x) = 〈Aˆx,wj〉 = 〈x, Aˆ∗wj〉 = λˆj φj(x),
which proves the statement.
Remark 4. Provided that the assumptions of Corollary 3 are valid, the principal eigen-
functions φj(x) given by (59) are the eigenfunctions of each Koopman operator Kt also,
with the corresponding principal eigenvalues λSj (t) = e
λˆjt. The set of principal eigenfunc-
tions does not cover all the eigenfunctions of the Koopman operator as we discuss next.
According to Corollary 1, over the space of real analytic functions,
φ(x) = φn11 (x) · · ·φndd (x), λ =
d∑
j=1
njλˆj,
with nj ∈ N+ ∪ {0}, j = 1, . . . , d, are the eigenvalues and eigenfunctions of the Koopman
generator. Thus, like in deterministic case, any analytic observable function f can be
represented as linear combination of powers of the principal eigenfunctions [33] and its
evolution under the RDS can be obtained using spectral expansion formula.
Another type of RDS which could be identified with the time-homogeneous Markov
family are the RDS generated by the SDE of the form (21) with autonomous functions G
and σ, i.e.,
dXt = G(Xt)dt+ σ(Xt)dWt. (61)
In this case the stochastic differential equation generates the one-parameter family of
RDS ϕ(t, ω) := ϕ(t, 0, ω) = ϕ(t+ t0, t0, ω), so that the corresponding stochastic Koopman
operator family and the associated stochastic eigenvalues and eigenfunctions depend on
parameter t, only. In this autonomous setting, we denote by Xt(x) the solution of equation
(61) for the initial condition X0(ω) = x. In accordance with (22) it is equal to
Xt(x) = x +
∫ t
0
G(Xs)ds+
∫ t
0
σ(Xs)dWs. (62)
There are numerous books dealing with the properties of the solutions of such SDE,
for example [8, Chapter 16], [10],[41]. Here we reference some of the books containing
proofs that the generated solutions form Markov family and moreover, that the associated
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transfer operators form semigroup: [3], [4, Section 2.3], [27, Chapter 11], [8, Chapter 17],
[10, Section 9].
In most of the stated references the generator of the stochastic solutions Xt is studied.
This generator is in the stochastic literature known under the name backward Kolmogorov
operator and is a second-order elliptic type differential operator. It appears as the right-
hand side of the backward Kolmogorov equation, whose solution, with the initial condition
prescribed as the value of the observable function f(x), gives the time evolution of the
average value of the observable function, i.e., the value Ktf(x) ([41, Sections 2.5, 3] [8,
Section 17.4], [10, Section 9.3]). Thus, the Kolmogorov operator is also the generator
of the stochastic Koopman semigroup, and its action over the space of real bounded,
continuous, and twice differentiable functions on Rd with bounded and continuous first
and second derivatives, which we denote by C2b (R
d), is given in the following proposition.
Proposition 6. The action of the generator of the stochastic Koopman family KS on
f ∈ C2b (Rd) is given by
KSf(x) = G(x)∇f(x) + 1
2
Tr
(
σ(x)(∇2f(x))σ(x)T ) , (63)
where Tr denotes the trace of the matrix.
The following proposition follows from the proof of the Feynman-Kac formula [41,
Section 3.4], [8, Section 17.4].
Proposition 7. Let φ ∈ C2b (Rd) be an eigenfunction of the stochastic Koopman generator
KS associated with RDS generated by SDE (61) with the corresponding eigenvalue λ. Then
dφ(Xt) = λφ(Xt)dt+∇φ(Xt)σ(Xt)dWt. (64)
φ is the eigenfunction of the stochastic Koopman operator Kt also, i.e.
Ktφ(x) = eλtφ(x). (65)
Proof. Suppose d = 1. It follows from Itoˆ’s formula
dYt = f
′(Xt)dXt +
1
2
f ′′(Xt)σ(Xt)2dt (66)
that the eigenfunction φ(Xt) evolves according to
dφ(Xt) = φ
′(Xt)G(Xt)dt+
1
2
φ′′(Xt)σ(Xt)2dt+ φ′(Xt)σ(Xt)dWt
= KSφ(Xt)dt+ φ′(Xt)σ(Xt)dWt
= λφ(Xt)dt+ φ
′(Xt)σ(Xt)dWt, (67)
where in the last equality we used that KSφ(x) = λφ(x). By using the similar procedure,
the equations (64) valid in multidimensional case can be easily derived.
The fact that φ is an eigenfunction of each Koopman semigroup member Kt follows
from the spectral mapping theorem [13, Chapter IV.3].
18
The fact that the eigenfunctions related to the generator of the dynamical system
evolve according to (67), is used in [49]. In that paper the approximations of eigenfunctions
computed via diffusion maps are used to parametrize the state of the RDS using the linear
operator similarly as in Koopman framework.
Remark 5. Unlike in the case of RDS generated by the RDE, the product of eigenfunc-
tions of the stochastic Koopman generator associated to RDS generated by SDE is not
necessarily an eigenfunction. This easily follows from Proposition 6. However, the eigen-
functions in many cases satisfy a recurrence relationship (e.g. Hermite polynomials, which
are Koopman eigenfunctions of Ornstein-Uhlenbeck processes obtained as a solution of
the Ornstein-Uhlenbeck SDE [41, Section 4.4]) and thus can be deduced from the princi-
pal eigenfunctions. This reduces the problem to analysis of principal eigenfunctions, and
thus d objects in an d dimensional space, remarkable for a nominally infinite-dimensional
representation.
4 Numerical approximations of the stochastic Koop-
man operator
One of the goals of this work is to compute the numerical approximations of the spectral
objects of the stochastic Koopman operators, i.e., their eigenvalues and eigenfunctions.
This is performed by extending the DMD algorithms, that are originally developed for
approximating the spectral object of the Koopman operators in deterministic settings, to
the stochastic framework. DMD algorithms and the spectral analysis of the Koopman
operator are connected in the following way. Suppose that the restriction of the infinite
dimensional stochastic Koopman operator Kt to an appropriate n dimensional subspace
of functions is closed under the action of the Koopman operator (see [11]). Let K ∈
Cn×n denote its representation by an n × n dimensional matrix. The goal of the DMD
numerical algorithms is to determine the spectrum and associated eigenvectors of the finite
dimensional linear operator K, and those are in turn the eigenvalues and coordinates of
eigenfunctions of the associated Koopman operator in the chosen finite-dimensional basis.
If the considered subspace is not closed under the action of the Koopman operator, one
can expect that under certain assumptions, the operator K at least approximates the
underlying dynamics [2, 25].
The DMD algorithm provide us with a decomposition of the pair (Xm,Ym) given by
the eigenvalues and the eigenvectors of the operator K, which is in the data-driven settings
not known explicitly, while it is known that its action on the range Xm should be equal
to Ym [57]. For n m and full column range of Xm there exists an exact solution of the
equation Ym = KXm, while for m  n the equation is satisfied in a least squares sense
[57].
Here we use the enhanced DMD algorithm, proposed in [11], which we denote hereafter
by DMD RRR. We briefly describe the algorithm and propose two approaches for applying
it to RDS: the standard DMD approach using snapshot pairs, and the DMD applied to
the stochastic Hankel matrix (sHankel-DMD), where time-delayed snapshots are used.
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4.1 The DMD algorithms for RDS
Let f = (f1, . . . , fn)
T : M → Cn be a vector valued observable on the state space.
For an x ∈ M , let fk(ω,x) = f(T k(ω,x)), k = 0, 1, . . . be a vector-valued observable
series on the trajectory of the considered discrete-time RDS. Denote its expectation by
fk(x) = E[fk(ω,x)] = Kkf(x). For the continuous-time RDS ϕ, we choose the time step
∆t and define the values of the observables in the same way as in the discrete-time case by
taking T k(ω,x) = ϕ(k∆t, ω)x. The value of the observable at the time moment tk = k∆t
is evaluated as fk(x) = Kk∆tf(x) = E[f(ϕ(k∆t, ω)x).
In this stochastic framework, the DMD algorithm is applied to the matrices Xm,Ym ∈
Cn×m, which are for the chosen initial states x1, . . . ,xm ∈M defined by
Xm =
(
f0(x1) f
0(x2) . . . f
0(xm)
)
and Ym =
(
fk(x1) f
k(x2) . . . f
k(xm)
)
. (68)
In this case we expect that the DMD algorithm provides us with the eigenvalues and eigen-
functions of the finite dimensional approximation operator associated with the Koopman
operator Ktk . In the case when the Koopman operator family is a semigroup, we have
Kk∆t = (K1∆t)k, thus it makes sense to apply the DMD algorithm to the time-delayed
snapshots, which means that for the chosen initial condition x0, we define the matrices
Xm and Ym as
Xm =
(
f0(x0) f
1(x0) . . . f
m−1(x0)
)
and Ym =
(
f1(x0) f
2(x0) . . . f
m(x0)
)
.
(69)
In this case, we expect that the algorithm provide us with the eigenvalues and eigenfunc-
tions of the approximation operator associated with K1∆t. The proof of the convergence
of the DMD type algorithm with input matrices (69) where f1, . . . , fn span the finite di-
mensional invariant subspace of the stochastic Koopman operator, to its eigenvalues and
eigenfunctions is given in [55] for the RDS in which the noise is modeled by i.i.d. random
variables and under the assumption of ergodicity.
We describe now the crucial steps of the DMD RRR algorithm. The DMD RRR
algorithm starts in the same way as other SVD-based DMD algorithms, i.e., with the SVD
decomposition for low dimensional approximation of data: Xm = UΣV
∗ ≈ UrΣrV∗r ,
where Σ = diag((σi)
min(m,n)
i=1 , σi are singular values arranged in the descending order, i.e.
σ1 ≥ · · · ≥ σmin(m,n) ≥ 0, and r is the dimension of the approximation space. Then
Ym = KXm can be approximated as
Ym ≈ KUrΣrV∗r . (70)
Since KUr = YmVrΣ−1r , the Rayleigh quotient matrix Sr = U
∗
rKUr with respect to the
range Ur can be computed in this data-driven setting as
Sr = U
∗
rYmVrΣ
−1
r . (71)
Each eigenpair (λ,w) of Sr generates the corresponding Ritz pair (λ,Urw), that is a can-
didate for the approximation of the eigenvalue and eigenvector of the Koopman operator.
Here we emphasize few crucial points at which the DMD RRR algorithm is improved
in comparison with the standard DMD algorithms [46, 57]. The first point of difference
refers to the dimension r of the reduction space. Instead of defining the dimension of the
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space a priori or to take into account the spectral gap in singular values, it is proposed in
[11] to take into account user supplied tolerance ε, which is then used for defining r as the
largest index satisfying σr ≥ σ1ε. The algorithm is, according to [11], further enhanced
with the residual computation for each Ritz vector pair (λ,Urw)
η = ‖K(Urw)− λ(Urw)‖2 = ‖(YmVrΣ−1r )w − λ(Urw)‖2, (72)
where ‖ · ‖2 stands for L2 norm. Then the vectors at which the required accuracy is not
attained are not taken into account. The final improvement compared to the standard
algorithms refers to scaling of the initial data, i.e., if the matrix Dx is defined with
Dx = diag(‖Xm(:, i)‖2)m−1i=0 , we set Xm = X(1)m Dx and Ym = Y(1)m Dx and proceed with
X
(1)
m and Y
(1)
m as data matrices.
4.2 Stochastic Hankel DMD (sHankel-DMD) algorithm
Here we define the stochastic Hankel matrix and describe the application of the DMD
type algorithm on it. We use the Hankel DMD method described in [2] for deterministic
dynamical system and expand the ideas to the stochastic settings. We first limit to the
discrete time RDS and assume that the associated stochastic Koopman operator family
satisfies the semigroup property, since only in such case the results of the DMD algorithm
applied to the Hankel matrix are meaningful. Otherwise, the situation similar to the
nonautonomous deterministic case arise and the application of the DMD algorithm to the
time-delayed snapshots becomes an attempt to approximate different operators, which
results with significant errors [29].
The Hankel matrix in the stochastic framework is defined as follows. For a scalar
observable f : M → C, we define the vector of n observations along the trajectory that
starts at x ∈M and is generated by the one step discrete random map T :
fn(ω,x) =
(
f(x), f(T (ω,x)), . . . , f(T n−1(ω,x))
)T
. (73)
Let fkn(x), k = 0, 1, . . . denote the expectation of fn(θ(k)ω, T
k(ω,x)) over the trajectories
of length k, i.e.,
fkn(x) = E
[
fn(θ(k)ω, T
k(ω,x))
]
=
(Kkf(x),Kkf(T (ω,x)), . . . ,Kkf(T n−1(ω,x)))T . (74)
Observe that the components of fkn(x) are the values of the function Kkf along the tra-
jectory of length n starting at x ∈M .
The stochastic Hankel matrix of dimension n × m, associated with the trajectories
starting at x ∈M and generated by the map T is defined by
Hn×m(ω,x) =
(
f0n(x) f
1
n(x) . . . f
m−1
n (x)
)
=

f(x) K1f(x) . . . Km−1f(x)
f(T (ω,x)) K1f(T (ω,x)) . . . Km−1f(T (ω,x))
...
...
. . .
...
f(T n−1(ω,x)) K1f(T n−1(ω,x)) . . . Km−1f(T n−1(ω,x))
 . (75)
21
The columns of Hn×m are approximations of functions in the Krylov subspace
Km(K, f) = span
(
f, K1f, . . . , Km−1f) , (76)
obtained by sampling the values of functions Kkf , k = 0, . . . ,m− 1 along the trajectory
of length n starting at x ∈M .
When the DMD algorithm is applied to the stochastic Hankel matrix, the input data
matrix Xm is defined by taking the first m columns of the Hankel matrix Hn×(m+1)(ω,x),
while the data matrix Ym is formed from the last m columns of the same matrix. We
refer to this methodology as to the stochastic Hankel DMD (sHankel-DMD) algorithm.
As already mentioned, when we consider the continous-time RDS, we could for the
chosen ∆t associate to it a discrete RDS by defining the one-step map as T (ω,x) =
ϕ(∆t, ω)x. Then the Koopman operator Kk should be replaced with the operator Kk∆t.
4.3 Convergence of the sHankel-DMD algorithm
It was proved in [2] that for ergodic systems, under the assumption that observables are
in an invariant subspace of the Koopman operator, the eigenvalues and eigenfunctions
obtained by the extended DMD algorithm applied to Hankel matrix, converge to the true
Koopman eigenvalues and eigenfunctions of the considered system. The convergence of
the DMD algorithm with input matrices Xm and Ym defined by (69) to the eigenvalues
and the eigenfunctions of the Koopman operator is proved in [55] for the class of RDS in
which the noise is modeled by i.i.d. random variables, under the assumption of ergodicity,
and of the existence of the finite dimensional invariant subspace. Here we prove that under
the same assumptions, the convergence is accomplished for the sHankel-DMD algorithm.
Our proof is based on the fact that the eigenvalues and the eigenfunctions obtained
by DMD algorithm correspond to the matrix that is similar to the companion matrix,
which represents the finite dimensional approximation of the Koopman operator in the
Krylov basis. We limit the considerations to the discrete-time RDS. Suppose that the
dynamics on the compact invariant set A ⊆ M is generated by the measure preserving
map T (ω, ·) : A → A for each ω ∈ Ω. We recall from [4, Section 1.4] that a probability
measure ν is invariant for RDS ϕ(n, ω) = T n(ω, ·) if it is invariant for the skew product
flow Θ(n)(ω, x) = (θ(n)ω, T n(ω, x)) generated by T and θ(t), i.e., if Θ(n)ν = ν and if
piΩν = P where piΩ denotes the canonical projection Ω × A → Ω. Invariant measures
always exist for a continuous RDS on compact space A (see [4, Theorem 1.5.10]. If A is
a Polish space, the measure ν on Ω × A could be written as product of measures, i.e.,
dν(ω, x) = dµω(x)dP(ω), i.e., for f ∈ L1(ν)∫
Ω×A
fdν =
∫
Ω
∫
A
f(ω, x)dµω(x)dP(ω).
If the skew product dynamical system Θ is ergodic on Ω×A with respect to some invariant
measure ν and if θ(n) is ergodic with respect to P, we say that ϕ is ergodic with respect
to the invariant measure ν. Under the assumption of ergodicity of Θ with respect to
the measure ν, the Birkhoff’s ergodic theorem states that the time average of observable
f ∈ L2(Ω× A; ν) under Θ is given by
lim
n→∞
1
n
n−1∑
k=0
f(θ(k)ω, T k(ω,x)) =
∫
Ω×A
f(ω, x)dν, a. e. on Ω× A. (77)
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The following proposition shows that under the assumption of ergodicity and Marko-
vian property of RDS, the sHankel-DMD algorithm provide us with approximations of
eigenvalues and eigenfunctions that converge to the true Koopman eigenvalues and eigen-
functions.
Proposition 8. Suppose that the dynamics on the compact invariant set A ⊆M is given
by the one step map T (ω, ·) : A→ A for each ω ∈ Ω and that the associated discrete time
RDS ϕ is ergodic with respect to some invariant measure ν. Assume additionally that the
processes {ϕ(n, ω)x,x ∈ A} form a Markov family. Denote by µ the marginal measure
µ = EP(ν) on A.
Let the Krylov subspace Km(K, f) span an r-dimensional subspace of the Hilbert space
H = L2(A, µ), with r < m, invariant under the action of the stochastic Koopman op-
erator. Then for almost every x ∈ A, as n → ∞, the eigenvalues and eigenfunctions
obtained by applying DMD algorithm to the first r+ 1 columns of the n× (m+ 1) dimen-
sional stochastic Hankel matrix, converge to the true eigenvalues and eigenfunctions of
the stochastic Koopman operator.
Proof. Consider the observables f : A→ R belonging to the Hilbert space H = L2(A, µ).
Due to the ergodicity of Θ, in accordance to the Birkhoff’s ergodic theorem, (77) is valid,
thus we get
lim
n→∞
1
n
n−1∑
k=0
f(T k(ω,x)) =
∫
Ω×A
f(x)dν =
∫
Ω
∫
A
f(x)dµω(x)dP(ω) =
∫
A
fdµ, (78)
where the last equality follows from the fact that µ = EP(ν) = EP(µω). For observables
f, g ∈ H let the vectors of n observations along the trajectory starting at x ∈ A of the
RDS generated by the map T be denoted by fn(ω,x) and gn(ω,x) and defined by (73).
If we denote the data-driven inner product by < fn(ω,x), gn(ω,x) >, we have
lim
n→∞
1
n
[< fn(ω,x), gn(ω,x) >] = lim
n→∞
1
n
n−1∑
k=0
f(T k(ω,x))g∗(T k(ω,x))
= lim
n→∞
1
n
n−1∑
k=0
fg∗
(
T k(ω,x)
)
=
∫
A
fg∗dµ =< f, g >H for a.e. x (79)
with respect to the measure µ. Using the assumption that Km(K, f) spans r-dimensional
subspace of H, which is invariant for the stochastic Koopman operator, the restriction
of the Koopman operator to this subspace is finite dimensional and can be realized by
an r × r matrix. The representation of this matrix in the basis formed by the functions(
f, Kf, . . . , Km−1f) is given with the companion matrix
C =

0 0 . . . 0 c0
1 0 . . . 0 c1
0 1 . . . 0 c2
...
...
. . .
...
...
0 0 . . . 1 cr−1
 , (80)
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where the vector c =
(
c0, c1, . . . , cr−1
)T
, obtained by using least squares approxima-
tion is equal to
c = G−1
(
< f,Krf >H, < K1,Krf >H, . . . , < Kr−1,Krf >H
)T
. (81)
Here G denotes the Gramian matrix with elements Gij =< Ki−1,Kj−1f >H, i, j = 1, . . . , r
(see [2, 11]).
Consider now the stochastic Hankel matrix Hn×(r+1)(ω,x) of dimension n × (r + 1)
along a trajectory starting at x and the companion matrix algorithm [2, 11] applied to the
matrices Xr = (f
0
n(x) f
1
n(x) . . . f
r−1
n (x)) and Yr = (f
1
n(x) f
2
n(x) . . . f
r
n(x)). We denote
by C˜ the numerical companion matrix computed as a best approximation of the least
squares problem C˜ = arg minB∈Cr×r‖Yr − XrB‖ [11]. Using the assumption that the
matrix Xr has a full column rank, the pseudoinverse is of the form X
†
r = (X
∗
rXr)
−1X∗r
and the matrix C˜ is
C˜ = X†rYr = (X
∗
rXr)
−1X∗rYr
=
(
1
n
X∗rXr
)−1(
1
n
X∗rYr
)
= G˜−1
(
1
n
YrX
∗
r
)
. (82)
Here G˜ denotes the numerical Grammian matrix whose elements are equal to
G˜ij(ω,x) =
1
n
< f i−1n (x), f
j−1
n (x) >
=
1
n
n−1∑
k=0
Ki−1f(T k(ω,x))Kj−1f ∗(T k(ω,x))
=
1
n
n−1∑
k=0
(Ki−1f)(Kj−1f ∗)(T k(ω,x)), i, j = 1, . . . , r. (83)
Now, by using (79), we conclude that
lim
n→∞
G˜ij(ω,x) =< Ki−1f,Kj−1f >H, i, j = 1, . . . , r for a.e. x (84)
with respect to the measure µ. From (82) we get that the last column c˜ = (c˜0(ω,x), c˜1(ω,x), . . . , c˜r−1(ω,x))
T
of C˜ is equal to
c˜ = G˜−1 1
n
(
< f0n(x), f
r
n(x) >, < f
1
n(x), f
r
n(x) >, . . . , < f
r−1
n (x), f
r
n(x) >
)T
. (85)
Since
lim
n→∞
< f j−1n (x), f
r
n(x) >=< Kj−1f,Krf >H j = 1, . . . , r, for a.e. x (86)
with respect to the measure µ and the matrix G˜−1 converges to the inverse of the true
Grammian matrix G−1, it follows that the components of c˜ converge to the components
of c (81). As in [2, Proposition 3.1], we use now the fact that the eigenvalues of the
matrix C˜ are the roots of a polynomial having coefficient c˜i. Therefore the eigenvalues
of C˜ are continuously dependent on these coefficients, which implies that the eigenvalues
of the companion matrix C˜ converge to the eigenvalues of the exact companion matrix,
i.e., to the exact eigenvalues of the stochastic Koopman operator. The eigenvalues
and eigenvectors provided by DMD algorithm are computed from the eigenvalues and
eigenvectors of the matrix Sr (71), which is similar to the companion matrix C˜ (see [11,
Proposition 3.1]), thus the conclusion follows.
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5 Numerical examples
In this section we illustrate the computation of the approximations of spectral objects of
the stochastic Koopman operator on a variety of numerical examples. In all the examples
we use the proposed methodologies in combination with the DMD RRR algorithm. First,
we consider two discrete RDS examples: the Example 2 and the linear RDS. Due to the
fact that in the first case the semigroup property for the Koopman operators family is
valid, the input matrices of DMD algorithm are defined by (69). We show that good
approximations of the eigenvalues and eigenfunctions are obtained. In the second linear
case, the DMD algorithm is applied on input matrices (68) and the differences between
the exact and computed eigenvalues are determined. In Subsection 5.2 the approximation
of time dependent principal eigenvalues for the continuous-time RDS generated by the
linear RDE are determined by applying DMD RRR algorithm on data matrices defined by
(68) where Ym changes in time. In these two linear test examples, discrete and continuous
one, the solutions do not form Markov family, so that the associated stochastic Koopman
operator family is not a semigroup. In Subsection 5.3 we apply DMD RRR algorithm on
input matrices defined by (68) and (69) to the RDS generated by scalar linear and scalar
nonlinear SDE and approximate its eigenvalues and eigenfunctions. Finally, we apply
the s-Hankel DMD algorithm to two RDS generated by SDE systems (stochastic Stuart-
Landau and noisy Van der Pol system) whose solutions converge to the asymptotic limit
cycles and to the RDS generated by noisy Lotka-Volterra system with an asymptotically
stable equilibrium point. In most considered examples we first apply the DMD RRR
algorithm to the related deterministic dynamical system (without noise) and then explore
its behavior on the RDS.
5.1 Discrete RDS examples
5.1.1 Noisy rotation on the circle
Consider the dynamical system defined in Example 2. We use the following set of observ-
ables:
fj(x) = cos(j2pix), gj(x) = sin(j2pix), j = 1, . . . , n1,
arranged in the vector valued observable as
f = (f1, . . . , fn1 , g1, . . . , gn1)
T .
The input matrices Xm and Ym of the DMD RRR algorithm are defined by (69). We
consider both cases: deterministic and stochastic. In deterministic case, it follows from
[57], that for m n, the matrix obtained by DMD algorithm is the approximation of the
associated Koopman operator in a least square sense. Therefore, in this example, due to
the ergodicity and as a consequence of the law of large numbers, as m→∞, the obtained
values provided by DMD algorithm converge to the eigenvalues and eigenvectors of the
finite dimensional approximating matrix of the Koopman operator. According to [55],
the algorithm converge in the stochastic case also to the eigenvalues and eigenfunctions
of the stochastic Koopman operator. It is interesting to mention that to recover the
spectrum of the stochastic Koopman operator in the considered ergodic system, it was
enough to take in the matrices Xm and Ym only the values of the observable vector
25
on one long enough trajectory, i.e., to take Xm = (f(x0) f(T (ω,x0)) . . . f(T
m−1(ω,x0)))
and Ym = (f(T (ω,x0)) f(T
2(ω,x0)) . . . f(T
m(ω,x0))), where x0 denotes the chosen initial
state.
We take n1 = 150, which gives n = 300 observable functions, and use m = 5000
sequential snapshots to determine the matrices Xm and Ym. The numerical results for
the flow with the parameters ϑ = pi/320 and δ = 0.01 obtained by using the DMD
RRR algorithm are presented in Figure 1. We note that the eigenvalues obtained in
the deterministic case lie, as expected, on unit circle. The real parts of eigenfunctions
φi(x), i = 1, 2, 3, which we recover numerically, are presented in subfigure (c) of Figure 1.
They closely coincide with the theoretically established eigenfunctions given by (51). The
results presented in subfigure (e) of Figure 1 show that numerically captured eigenvalues
of the stochastic Koopman operator coincide very well with theoretical eigenvalues (53).
In the stochastic case, the real parts of the eigenfunctions belonging to the first three
eigenvalues λSi , i = 1, 2, 3 are presented in subfigure (f) of Figure 1. As shown in Example
1, the eigenfunctions are given by (51). Two remarks are in order: 1) The deterministic
and stochastic Koopman operators commute in this case, and thus the eigenfunctions are
the same and the addition of noise does not perturb them (cf. [16] where the numerically
computed eigenfunctions in a similar commuting situation were not sensitive to the noise
introduced in the system). 2) The computed eigenvalues are the approximation of the
eigenvalues associated with the restriction of the stochastic Koopman to the subspace
spanned by the components of the vector observable. Since that subspace is invariant
under the action of the Koopman operator, the eigenvalues are, as expected, computed
with high accuracy.
Results very similar to the presented ones were obtained when the observable vector
is constructed with the observable functions: fj(x) = e
j2piix and gj(x) = e
−j2piix, j =
1, . . . , n1.
5.1.2 Discrete linear RDS
Here we consider the discrete linear RDS generated by a map (6) with
A(ω) =
(
0 pi(ω)
−pi(ω) 0
)
, (87)
where pi is given by (44). We suppose that the dynamical system θ = (θ(t))t∈Z+ is defined
by the shift transformations (43). The coordinates ωi, i ∈ Z+ of ω ∈ Ω are induced by
i.i.d. random variables with the following distribution
P (ωi = 1) = p1, P (ωi = 2) = 1− p1, 0 < p1 < 1.
As proved in Proposition 1, the principal eigenvalues of the stochastic Koopman operator
are equal to the eigenvalues of the matrix Aˆ = E[A(ω)], while the associated eigenfunc-
tions are given by (7). We take p1 = 0.75 and select N = 10
4 initial points uniformly
distributed over [0, 1]×[0, 1]. For every chosen initial point xj,0, j = 1, . . . , N , we determine
the random trajectory xj,k, k = 1, 2, . . ., where xj,k denotes state value at k-th step. The
DMD RRR algorithm is applied to the full-state observables by taking states on each of the
trajectory separately, i.e., we take as the algorithm input the matrices Xm,j,Ym,j ∈ R2,m
defined by Xm,j = (xj,0,xj,1, . . . ,xj,m−1) and Ym,j = (xj,1,xj,2, . . . ,xj,m), j = 1, . . . , N .
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Figure 1: Rotation on circle defined by (48) and (49). Deterministic case θ = pi/320:
(a) solution; (b) Koopman eigenvalues; (c) real part of eigenfunctions. Stochastic case
θ = pi/320, δ = 0.01: (d) solution; (e) stochastic Koopman eigenvalues; (f) real part of
eigenfunctions.
In each computation associated with initial value xj,0, we obtain the eigenvalue pair
λ
(j)
1,2, which should approximate the principal Koopman eigenvalues λˆ1,2. For fixed m
and for the chosen set of initial conditions, we get samples of approximating eigenvalues
λ
(j)
1,2, j = 1, . . . , N . To estimate the error, for the obtained sets of approximating eigenval-
ues, we evaluate the L1, L2 and L∞ norms of the difference between the exact eigenvalues
and the computed eigenvalues. The norms determined for different values of parameter m
are presented in Figure 2. One could notice that the accuracy of the obtained eigenvalues
increases monotonically with the number of snapshots m used in the computations, and
that the error is O( 1√
m
), as would be expected for a random process of this type. It is
worth noticing that the norm of the state values ‖xj,m‖ increases with m and could be-
come quite large for large values of m. Thus, the condition number of the input matrices
of the DMD RRR algorithm could be very large. However, the scaling that is applied
in this enhanced DMD RRR algorithm prevent the instabilities that otherwise could be
introduced if the standard DMD algorithm without scaling is applied.
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Figure 2: Discrete linear RDS defined by (87). L1, L2, and L∞ errors of approximated
Koopman eigenvalues.
5.2 Continuous-time linear RDS
We consider now the continuous-time linear RDS that evolves according to (13) where
A(ω) =
(
pi(ω) 1
−b2 pi(ω)
)
, (88)
θ(t) are shift transformations given by (43), and pi is like in the previous test example
given by (44). It is supposed that the coordinates ω(t), t ∈ R+ of ω ∈ Ω are piecewise
constant of the form ω(t) =
∑∞
i=1 ωi1((i−1)∆ts,i∆ts](t), where ∆t
s is the chosen fixed time
interval between switches and ωi, i ∈ Z+ are i.i.d. random variables with the following
distribution
P (ωi = a1) = p1, P (ωi = a2) = 1− p1, 0 < p1 < 1. (89)
In the considered case, the obtained RDS is not Markovian and the stochastic Koopman
operators (Kt)t∈T do not satisfy semigroup property.
We are interested in the numerical approximations of the eigenvalues of the associ-
ated stochastic Koopman operators. Therefore we apply the DMD RRR algorithm to
the matrices Xm and Ym defined using (68) and the full state observables. Using such
approach, we expect to obtain the numerical approximations of the principal eigenvalues
of the Koopman operators Ktk = Kk∆t, k = 0, 1, 2, . . .. Due to the switches of the matrices
at time moments i∆ts, we choose the time step ∆t so that K∆t = ∆ts for some K ∈ N.
Since the matrices A(ω) commute and have simple eigenvalues, they are simultaneously
diagonalizable, so that according to Proposition 2, the stochastic Koopman eigenvalues of
the operator Kt are equal λSj (t) = E
(
e
∫ t
0 λj(θ(s)ω)ds
)
, j = 1, 2. For large enough values of t,
for example t = N∆ts, after applying central limit theorem we get that the distribution
of
∫ t
0
λj(θ(s)ω)ds =
∑N
i=1 λj(ωi)∆t
s is approximately normal with mean value λˆj(t) =
E(λj(ωi))t and the variance σˆ2j (t) = V (λj(ωi))∆t
s t, where V denotes variance. Here
λj(ωi), j = 1, 2 are the eigenvalues of the matrix A(ωi), thus we get
λˆ1,2(t) = (aˆ± bi)t, where aˆ = p1 a1 + (1− p1)a2,
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and
σˆ21,2(t) = p1(1− p1)(a1 − a2)2∆tst.
It follows that e
∫ t
0 λj(θ(s)ω)ds is approximately log-normally distributed with the mean value
λSj (t) = E
(
e
∫ t
0 λj(θ(s)ω)ds
)
= eλˆj(t)+
1
2
σˆ2j (t). (90)
In the numerical computations, we take a1 = −0.1, a2 = 0.1, b = 2, and ∆ts = pi30 .
The numerical approximations of the expected values of the solution based on N = 100
sampled trajectories and for the values of p1 = 0.75, p1 = 0.5, and p1 = 0.25 are presented
in Figure 3. By taking into account m = 100 initial points, we approximate the eigenvalues
of the Koopman operators Ktk , tk = k∆t, where ∆t = pi60 . The relative error between the
eigenvalues (90) and the eigenvalues computed using DMD RRR algorithm is presented
in Figure 4. One can conclude that the computations are stable since the relative errors
in all three considered cases have similar magnitudes despite the fact that for p1 = 0.25
the norm of the solution significantly increases. As in the previous example, this is a
consequence of the scaling of data used in the DMD RRR algorithm. As expected, the
variance of errors increase with time.
Figure 3: Numerical solutions xS1 (t), x
S
2 (t) of linear RDS defined by (88) for different
values of parameter p1: (a) p1 = 0.75 ; (b) p1 = 0.5; (c) p1 = 0.25. The color coding
refers to time t.
5.3 Stochastic differential equations examples
In this section we consider the flow induced by the autonomous SDE of the form (61) with
random force accounting for the effect of the noise and disturbances of the system. In the
considered examples the numerical solutions are determined by using the Euler-Mayurama
method and the Runge-Kutta method for SDE developed in [43]. We use the fact that
the convergence of Euler-Maruyama method is, for the examples we consider here, proved
in [19], so that with very small time step we obtain the reference solutions and then check
the numerical solutions obtained with Runge-Kutta method. Nevertheless, the Runge–
Kutta method performs significantly better and needs less computational effort to attain
the same accuracy since much larger time step can be used.
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Figure 4: Linear RDS defined by (88). The relative error between the eigenvalues λˆSj (t)
and the computed eigenvalues λcj(t) using DMD RRR algorithm for different values of
parameter p1: (a) p1 = 0.75 ; (b) p1 = 0.5; (c) p1 = 0.25.
5.3.1 Linear scalar SDE
We consider the SDE
dX = µXdt+ σdWt, (91)
with µ < 0 and σ > 0, that generates the one-dimensional Ornstein-Uhlenbeck process
[41]. It is known that in the deterministic case, i.e., for σ = 0, the Koopman eigenvalues
are equal to
λn = nµ, n = 0, 1, 2, . . .
and the related Koopman eigenfunctions are
φn(x) = x
n.
In the stochastic case, the spectral properties of the stochastic Koopman generator as-
sociated with the given equation were studied, for example in [15, 41] (under the name
backward Kolmogorov equation or Fokker-Planck equation). Its eigenvalues are the same
as in deterministic case, while the eigenfunctions are (see [15, 41])
φn(x) = anHn(αx), α =
√
|µ|
σ
, n = 0, 1, 2, . . . .
Here Hn denotes Hermite polynomials and an are normalizing parameters.
It is known that the accuracy of the eigenvalues and eigenfunctions obtained by DMD
algorithms is closely related to the choice of observable functions. In the deterministic
case, when we take monomials fj(x) = x
j, j = 1, . . . , n as observable functions, satisfac-
tory results for the first n eigenvalues were obtained for moderate values of n, for example
n = 10, while for larger values of n significant numerical errors arise and only few eigen-
values were captured correctly. That is a consequence of highly ill-conditioned system
when monomials of higher order xn are used, since their evolution, given by enµtxn, tends
quickly to zero. Therefore the columns of the matrix Xm become highly linearly depen-
dent. In the case with n = 10 and m = 2000 snapshots, the ten leading eigenvalues are
determined with the accuracy greater than 0.01 (see Figure 5(b)). It is worth mentioning
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that the standard DMD algorithm, which does not include scaling of data, was more sen-
sitive and when it was applied on the same series of snapshots, at most three eigenvalues
with the accuracy greater than 0.01 were computed.
In the stochastic case, the DMD RRR algorithm was applied on the same set of
observable functions as in the deterministic case. We use both approaches described
in the Subsection 4.1 for defining input matrices Xm and Ym. In the first approach,
for chosen m = 100 initial points from the interval [−1, 1] and n dimensional observable
vector, we define Xm, Ym ∈ Rn×m by (68), where Ym is determined for k = 100 and by
using N = 1000 trajectories for each initial condition. In the second approach, for one
chosen initial point, we generate N = 1000 trajectories to determine the approximations
of the expected values of the observable functions, which are then used in (69) to form
input matrices Xm and Ym for m = 2000. The eigenvalues computed by using the first
approach lead to very accurately computed eigenvalues of the Koopman operator (see
Figure 5(d)) with the accuracy similar as in deterministic case. The accuracy depends
on the number of computations N , as well as on the number and on the distribution
of the initial points. In the second approach, the number of eigenvalues captured with
satisfactory accuracy decreases and in the presented case only four of them are captured
with the accuracy greater than 10−2 (see Figure 5(e)). The eigenfunctions associated
with this four eigenvalues are captured with satisfactory accuracy (Figure 5(f)). The
reason for the lower accuracy could be a consequence of the errors that are introduced
into the matrices Xm and Ym when the expected values of the observable functions
are approximated by averaging its values along the trajectories. When multiple initial
conditions are used such type of error is introduced only in the matrix Ym and not in the
matrix Xm. The accuracy of the algorithm could be increased by increasing the number
of computed trajectories since then, due to the law of large numbers, the more accurate
approximations of expected values of the observables should be obtained.
5.3.2 Nonlinear scalar SDE
One of the simplest nonlinear stochastic dynamical systems is the SDE of the form
dX = (µX −X3)dt+ σdWt. (92)
Its solutions are of different nature for µ > 0, µ = 0 and µ < 0 [15] and therefore
the related deterministic equation (for σ = 0) usually appears in the literature when
studying the bifurcation phenomena. We consider here the equation for fixed parameter
µ < 0. The eigenvalues and the eigenfunctions of the Liouville operator associated
with this equation and its adjoint were derived in [15]. Since (for σ = 0) the adjoint of
the Liouville operator is actually the Koopman operator of the deterministic equation, we
have from [15] that the eigenvalues are equal to
λn = nµ, n = 0, 1, 2, . . . ,
while the associated eigenfunctions are
φn(x) =
(
x√
x2 + |µ|
)n
.
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Figure 5: Linear scalar equation (91). Deterministic case µ = −0.5: (a) solution; (b)
Koopman eigenvalues; (c) Koopman eigenfunctions; Stochastic case µ = −0.5 σ = 0.001:
(d) stochastic Koopman eigenvalues - 1st approach: DMD RRR with (68); (e) stochastic
Koopman eigenvalues - 2nd approach: DMD RRR with (69); (f) stochastic Koopman
eigenfunctions.
In the stochastic case, when σ > 0, the eigenvalues and the eigenfunctions of the gener-
ator of the stochastic Koopman operator family can be evaluated by solving the associ-
ated backward Kolmogorov equation, which can be transformed to the Schro¨dinger equa-
tion (see [15]). We determine the approximations of eigenvalues numerically by solving
Schro¨dinger equation using finite difference method. For small values of σ the eigenvalues
are very similar to the deterministic case.
As in the linear scalar case, we first apply the DMD RRR algorithm to compute
the eigenvalues and the eigenfunctions of the Koopman operator in the deterministic
case. The specific set of observables used in the computation is of importance for the
accuracy of the results. When we use the analytically known eigenfunctions or their
linear combinations as the observable functions, the subspace spanned by these functions
is closed under the action of the Koopman operator, so that its restriction on that subspace
can be exactly described by a finite dimensional matrix, which is the key matrix used for
obtaining outputs of DMD RRR algorithm. As a consequence, the eigenvalues and the
eigenfunctions are computed with high accuracy. (see Figure 6). On the other hand, when
the set of observables was composed of monomials, the results were less accurate and only
a few leading eigenvalues and eigenfunctions were computed with satisfactory accuracy.
In the stochastic case, similarly as in the previous linear example, we use both DMD
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RRR approaches and the same set of observable functions as in deterministic case. The
results obtained by using m = 100 initial conditions, and the expected value of the
observable functions determined over N = 1000 trajectories and after k = 100 time steps
give the same number of accurately computed eigenvalues as in deterministic case (see
Figure 6(d)). On the other hand, when the second approach associated with one initial
point is used, only first three eigenvalues are computed with satisfactory accuracy despite
the fact that the same number of computed trajectories N = 1000 and a large number
of m = 2000 snapshots was used. The reason for lower accuracy could be in the error
introduced into the matrices Xm and Ym as was described in the linear scalar case.
Figure 6: Nonlinear scalar equation (92). Deterministic case µ = −0.5: (a) solution; (b)
Koopman eigenvalues; (c) Koopman eigenfunctions. Stochastic case µ = −0.5 σ = 0.001:
(d) stochastic Koopman eigenvalues - 1st approach: DMD RRR with (68); (e) stochastic
Koopman eigenvalues - 2nd approach: DMD RRR with (69) ; (f) stochastic Koopman
eigenfunctions.
5.3.3 Stuart-Landau equations
The StuartLandau equations describe the behavior of a nonlinear oscillating system near
the Hopf bifurcation. In polar coordinates (r, θ), the system reads
dr = (δr − r3)dt
dθ = (γ − βr2)dt, (93)
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where β, γ, and δ are parameters of the system. The behavior of the system depends
on these parameters. The parameter δ associated with the Hopf bifurcation controls the
stability of the fixed point x∗ (δ < 0) and of the limit cycle Γ (δ > 0). We consider here
the system with the limit cycle, i.e., for δ > 0. According to [56], the base frequency of
the limit cycle Γ : r =
√
δ is equal to ω0 = γ − βδ and the eigenvalues of the system are
λln = −2lδ + inω0, l ∈ N, n ∈ Z. The stochastic Stuart-Landau equations are defined by
dr = (δr − r3 + 
2
r
)dt+  dWr
dθ = (γ − βr2)dt+ 
r
dWθ, (94)
where Wr and Wθ satisfy SDE system
dWr = cos θdWx + sin θdWy
dWθ = − sin θdWx + cos θdWy,
and dWx and dWy are independent Wiener processes. A detailed analysis of that system
is provided in [56]. For small noise, controlled by the parameter , the approximation of
Koopman eigenvalues are derived in [56], so that for the system with a stable limit cycle
Γ (δ > 0), the eigenvalues are given by
λln =
{
−n22(1+β2)
2δ
+ inω0 +O(4), l = 0
−2lδ + inω0 +O(2), l > 0
. (95)
In order to determine the Koopman eigenvalues, we apply the sHankel-DMD RRR
algorithm to the scalar observable function of the form f(r, θ) =
∑K
k=1 e
±ikθ, k = 1, . . . , K
in the deterministic case, and to the function
f(r, θ) =
K∑
k=1
e±ik(θ−β log(r/δ)), k = 1, . . . , K
in the stochastic case to calculate the eigenvalues λ0,n, n = 1, . . . , K. The results for both
cases, deterministic and stochastic, are presented in Figure 7. For moderate values of n,
quite good approximations of eigenvalues λ0,n are obtained. We mention that to obtain
the base rotating frequency and corresponding multiples, the time span of snapshots used
in the DMD RRR algorithm must include the basic period.
5.3.4 Noisy van der Pol oscillator
We analyze the two-dimensional test example in which the deterministic part is the system
of two equations modeling standard Van der Pol oscillator. The stochastic part is modeled
by the one-dimensional Wiener process so that the following system is considered
dX1 = X2dt
dX2 =
(
µ(1−X21 )X2 −X1
)
dt+
√
2dWt. (96)
It was proved in [4] that the solution of the considered SDE system exists. Furthermore,
it was proved in [19] that the numerical solutions computed with the Euler-Maruyama
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Figure 7: Stuart-Landau system with parameters δ = 0.5, β = 1, γ = 1. Deterministic
case - equation (93): (a) solution; (b) Koopman eigenvalues. Stochastic case - equation
(94): (c) solution; (d) stochastic Koopman eigenvalues. The threshold for the residuals is
set to 0.001.
method converge to the exact solution of the considered SDE, which is also true for the
Runge-Kutta method for SDE [43] used here.
As in the previous examples, we consider first the deterministic system. It is well
known that the dynamics converge to an asymptotic limit cycle whose basin of attraction
is the whole R2. According to [51], for the base frequency of the limit cycle the expression
ω0 = 1− 116µ2 +O(µ3) is valid, thus for the parameter value µ = 0.3 the basic frequency
of the limit cycle is ω0 ≈ 0.995. For the chosen initial state, the base frequency com-
puted by applying the Hankel DMD RRR algorithm using the scalar observable function
f(X1, X2) = X1 + X2 +
√
X21 +X
2
2 , is equal to 0.9944151. In Figure 8 we present the
eigenvalues computed with the standard DMD algorithm and the eigenvalues obtained
by using DMD RRR algorithm for which the residuals of eigenvectors determined using
(72) are smaller than the chosen threshold η0 = 10
−3. The number of eigenvalues and
eigenvectors obtained by using both DMD algorithms is 250 for the chosen Hankel matrix
with n = 250 columns and a larger number of rows, but for only few of them the resid-
uals of the eigenvectors do not exceed the chosen threshold. The eigenvalues obtained
using DMD RRR algorithm form a lattice structure containing the eigenvalues of the form
{kω0,−µ+ kω0 : k ∈ Z}, which is consistent with the theoretical results given in [33]. As
evident from Figure 8, the standard DMD algorithm without residue evaluation computes
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many spurious eigenvalues. In Figure 9 we present the solution and the eigenvalues for
which the residuals of eigenvectors do not exceed the chosen threshold in DMD RRR. The
time evolution of the real part of the first three eigenfunctions of the Van der Pol system
presented in the same figure coincide with the results presented in [2].
The same approach as in the deterministic case is applied on the solution obtained from
the stochastic system (96). From Figure 9 we can conclude that some sort of stochastic
asymptotic limit cycle appears, i.e., for large t the solution is ”smeared out” around the
deterministic limit cycle. Such statistical equilibrium can be determined by solving the
associated Fokker-Planck equation. In [14] the energy bounds of the noisy van der Pol
oscillator were determined. For small and moderate noise, the base frequency of the
averaged limit cycle remains similar to the deterministic case [28]. Here we take the noise
parameter  = 0.005. The sHankel-DMD algorithm is applied to the same observable
function as in the deterministic case and by using the same matrix dimension. The
eigenvalues and eigenfunctions of the related stochastic Koopman operator are not known
analytically. They can be approximated by the numerical discretization of the associated
generator, however their evaluation is out of the scope of this paper. Under the assumption
that the eigenvalues provided by the DMD RRR algorithm are good approximations
for the exact eigenvalues, their negative real part suggests that the RDS in question is
stable. Again, as in the deterministic case, only the eigenvalues for which the residuals
of the corresponding eigenvectors do not exceed the threshold η0 = 10
−3 are selected and
presented in Figure 9. By comparing the results shown in Figure 9, we conclude that
the numerically determined time evolution of eigenfunctions in the stochastic case is very
similar to the evolution of eigenfunctions in the deterministic case.
Figure 8: Van der Pol oscillator (96). Deterministic case: (a) eigenvalues obtained by
using standard DMD algorithm; (b) eigenvalues obtained by using DMD RRR algorithm
with the threshold for the residuals equal to 0.001.
5.3.5 Noisy Lotka-Volterra (predator-prey) system
Here we consider the Lotka-Volterra system with competition, describing the predator
prey system with two species. Such type of a model is typically used by biologists and
ecologists for modeling the population dynamics. The corresponding noisy system is given
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Figure 9: Van der Pol oscillator (96). Deterministic case: (a) solution; (b) Koopman
eigenvalues; (c) the time evolution of real part of Koopman eigenfunctions along trajec-
tories. Stochastic case  = 0.005: (d) solution; (e) stochastic Koopman eigenvalues; (f)
the time evolution of real part of stochastic Koopman eigenfunctions along trajectories.
The threshold for the residuals is set to 0.001.
by:
dX1 = (a1 − b1X2 − c1X1)X1dt+ σ1X1dW 1t
dX2 = (−a2 + b2X1 − c2X2)X2dt+ σ2X2dW 2t . (97)
The model parameters a1, b1, c1, a2, b2, c2 > 0 depend on the particular species under
consideration. The intensity of the noise is modeled by nonnegative parameters σ1 and
σ2.
We first consider the properties of the deterministic system. The first quadrant R2+ =
{(X1, X2)| X1 ≥ 0, X2 ≥ 0} is the domain of evolution of the system. There is an
equilibrium point on the x1-axis (
a1
c1
, 0). If the nullclines a1 − b1X2 − c1X1 = 0 and
−a2 + b2X1 + c2X2 = 0 do not intersect, the equilibrium point on the positive x1 axis
is unique. On the other hand, if these lines do intersect at the point (x∗1, x
∗
2), it can be
shown that this is an asymptotically stable equilibrium point whose basin of attraction is
R2+ with the exception of the axes. The considered system can be linearized around the
equilibrium point. As known from the Hartman-Grobman theorem, if all the eigenvalues
of the Jacobian matrix at the fixed point have negative (or positive) real part, then there
exist a C1-diffeomorphism h defining the conjugacy map that locally transform the system
to the linear one. Even more, as proved in [26], if all the eigenvalues have negative real
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part (i.e., if the fixed point is exponentially stable), the C1-diffeomorphism h is defined
on the whole basin of attraction and the system is conjugate to the linear one globally on
the basin of attraction. This implies that the eigenvalues of the Koopman operator are
the same as the eigenvalues of the Koopman operator associated with the linear system.
We select a1 = 1.0, b1 = 0.5, c1 = 0.01, a2 = 0.75, b2 = 0.25, c2 = 0.01. The off-axes
equilibrium point is equal to (x∗1, x
∗
2) = (3.07754, 1.93845). Since the eigenvalues of the
Jacobian matrix at this point are equal to λ1,2 = −0.02500799± 0.863524 i, we conclude
that this is an exponentially stable fixed point and that the system is conjugate to the
linear one on its basin of attraction.
To numerically evaluate the eigenvalues and eigenfunctions of the Koopman operator
we use, as in the Van der Pol oscillator example, the Hankel DMD RRR algorithm, where
the Hankel matrix is defined for the scalar observable function f(X1, X2) = X1 +X2. We
use the matrix with n = 250 rows and m = 100 columns. By taking into account only the
eigenvalues related to the eigenvectors with the residuals smaller than η0 = 10
−3, several
leading eigenvalues of the Koopman operator are captured with high accuracy (see Figure
10). The principal eigenvalues λ1,2 are calculated with the accuracy greater than 10
−6.
The solution and the asymptotic properties of noisy Lotka Volterra equation (97) are
considered in [1]. In the stochastic case, for small enough parameters σ1 and σ2, one
can determine the coordinates of the fixed point (x¯∗1, x¯
∗
2) as the solution of equations:
a1 − σ
2
1
2
− b1X2 − c1X1 = 0 and a2 − σ
2
2
2
− b1X2 − c1X1 = 0. According to [1], one can
expect heuristically that ξ1 = X1 − x¯∗1 and ξ2 = X2 − x¯∗2 are components of the Ornstein-
Uhlenbeck process in two dimensions, which is a solution of the corresponding linear SDE
obtained by the linearization around the point (x¯∗1, x¯
∗
2). For small enough σ1 and σ2, the
fixed point (x¯∗1, x¯
∗
2) remains asymptotically stable.
In the stochastic example that we consider here with the same parameters as in the
deterministic case and for the variance parameters σ1 = σ2 = 0.05, the fixed point is equal
to (x¯∗1, x¯
∗
2) = (3.08243, 1.93585). After linearizing (97) around this point, we get that the
eigenvalues of the corresponding Jacobian matrix are equal to λS1,2 = −0.02509±0.86363i.
These eigenvalues coincide with the principal eigenvalues of the stochastic Koopman gen-
erator associated with the linear system.
Like in the deterministic case, we use the sHankel-DMD RRR algorithm, applied to
the same observable function as before. The expectations are determined as the average
values over N = 1000 trajectories (see Figure 10). The principal eigenvalues of the
Koopman operator in the considered stochastic case are evaluated by using the larger
Hankel matrix than in deterministic case, with n = 750 and m = 250. Using the residual
threshold η0 = 10
−3, we chose only the eigenvalues related to the eigenvectors having
small enough residual. The remaining set of eigenvalues is presented in Figure 10(d).
One can see that the principal eigenvalues are determined quite accurately, however, the
higher order ones are missing.
6 Conclusions
In this work we consider the generators and spectral objects of stochastic Koopman op-
erators associated with random dynamical systems. We explore linear RDS, without
invoking Markovian property, and (generally nonlinear) RDS with the Markov property
that implies the associated stochastic Koopman family is a semigroup.
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Figure 10: Lotka-Volterra system (97). Deterministic case: (a) solution; (b) Koopman
eigenvalues. Stochastic case: (a) solution; (b) stochastic Koopman eigenvalues - the exact
eigenvalues refer to the determined eigenvalues λS1,2 that we heuristically expect to be
valid in the stochastic case. The threshold for the residuals is set to 0.001.
To numerically compute the eigenvalues and the eigenfunctions of the stochastic Koop-
man operators family, we propose approaches that enable use of DMD algorithms in
the stochastic framework for both Markovian and non-Markovian cases. We define the
stochastic Hankel DMD algorithm and prove that under the assumption of ergodicity of
RDS and the existence of finite dimensional invariant Krylov subspace, it converges to
the true eigenvalues and eigenfunctions of the stochastic Koopman operator.
The results presented for a variety of numerical examples show stability of the proposed
numerical algorithms that reveal the spectral objects of the stochastic Koopman operators.
Specifically, we use the DMD RRR algorithm [11] that enables precise determination of
spectral objects via control of the residuals.
There are many interesting questions remaining in the study of stochastic Koopman
operators. Some of the most intriguing ones relate to relationship of the geometry of the
level sets of stochastic Koopman operator eigenfunctions to the dynamics of the underlying
RDS, initiated in [34] for the case of asymptotic dynamics, and eigenvalues on the unit
circle. We are currently pursuing such work for the more general class of eigenvalues off
the unit circle and their associated eigenfunctions.
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