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ABSTRACT 
Within the continuous evolution of wireless communications, new and ambitious 
requirements are planned to be met by next generation of mobile communications. In 
order to achieve those requirements, new technologies and mechanisms that work 
well over broadband frequency, like OFDM and OFDMA, need to be investigated, 
developed and tested in simulators. 
New cellular systems designs are based on exploiting instantaneous channel 
conditions, improving the system performance. Due to this, system level simulations 
must support a Physical Layer (PHY) abstraction which accurately predicts the 
instantaneous performance of the link layer.  
In order to accomplish this, a new link-to-system (L2S) interface has been developed 
and implemented in OpenWNS, a system level simulator for evaluation of OFDM 
systems developed at RWTH, Aachen. This interface is mainly realized through a set 
of mapping mechanisms, used to provide a BLER given a received coded block SINR. 
Together with the theoretical study and evaluation of these mappings mechanisms, 
this thesis will analyze and evaluate Hybrid Automatic Repeat Request mechanisms 
(H-ARQ), and how these protocols can be implemented in system level simulators 
working together with the L2S interface.  
This thesis shows how the new L2S interface is more accurate than past approaches, 
providing a gain of around 3 dB. Concerning H-ARQ protocols, the results show how 
the use of these new techniques provides a considerable gain with respect to normal 
ARQ or not using any such technique. 
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CHAPTER 1 
Introduction 
Cellular communications are continuously evolving. Even though the current 
generation of mobile communications is supposed to remain being the technology 
used for some more years, new technologies, like Long Term Evolution (LTE) or 
Worldwide Interoperability for Microwave Access (WiMAX), are currently being 
studied and tested.  
Goals of these new technologies include improving spectral efficiency, lowering costs, 
improving services, making use of new spectrum and better integration with other 
open standards.  
Some of those goals are in part achieved by exploiting the channel instantaneous 
conditions. In order to be able to evaluate this new scenario, current system level 
simulations must support a Physical Layer (PHY) abstraction which accurately 
predicts the instantaneous performance of the PHY link layer. To deal with this new 
PHY abstraction within system level simulations, a new Link-to-System (L2S) 
interface has been developed. This interface is mainly realized through a set of 
mapping mechanisms. 
Another technique that will help new systems to achieve the goals mentioned above is 
Hybrid ARQ protocols (H-ARQ), already implemented for High Speed Packet Access 
(HSPA). 
This thesis provides a theoretical study regarding these two fields, the new L2S 
interface, focusing on its mapping mechanisms, and H-ARQ protocols. After that, a 
performance evaluation in both fields is given. Simulations are run using OpenWNS, 
an open source simulation platform for wireless and multi-cellular mobile 
communications develop at RWTH, Aachen.  
Further descriptions of the concepts introduced so far can be found along the thesis, 
but it seems interesting to introduce some general ideas.  
A link level simulator implements the main blocks of the communication chain, and 
models the wireless channel. Due to the computational cost of running those 
simulations when higher layers performance wants to be evaluated, link level 
simulations are typically performed in advance, and the results obtained are stored. 
Those results are used then to easily model the PHY layer behaviour in system level 
simulations, which deal with higher layer events.  
The L2S interface is considered the set of functions used by system level simulators to 
introduce and use results from link level simulations within their implementation.  
Within the L2S interface, some mapping mechanisms are used in order to provide a 
Block Error Rate (BLER) given a received coded block Signal to Interference plus 
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Noise Ratio (SINR). This thesis analyzes among other concepts why these 
mechanisms are needed, how they work, how they have been implemented in system 
levels simulators like OpenWNS and which results they provide.   
The second field of study within this thesis is H-ARQ protocols, a new generation of 
ARQ protocols. H-ARQ improves the system throughput and provides robustness 
against occasional transmission errors by combining, rather than discarding, failed 
transmission attempts with the current attempt, effectively creating a more powerful 
code. 
This thesis will present a study on the history of those H-ARQ protocols, the different 
existing approaches, how they work, and finally and very important, how they can be 
implemented in OpenWNS working together with the L2S mapping mechanisms and 
which results they would provide. 
The thesis is organized as follows.  
CHAPTER 2 provides a theoretical view of system level and link level simulations 
and the L2S interface, with special attention to the mapping mechanisms used to 
provide a coded BLER from a received coded SINR.  
The second field of study within this thesis, H-ARQ protocols, is analyzed in 
CHAPTER 13. The study includes some background, an analysis of the different 
existing types of H-ARQ and a future overview. 
CHAPTER 14  presents a performance evaluation of the L2S mapping mechanisms 
implemented in OpenWNS. Some more information about the simulator can be found 
in Appendix C. 
CHAPTER 5 includes a more practical study of H-ARQ protocols. A series of tests 
have been implemented in order to predict the performance obtained by the use of 
such techniques. A comparison between different schemes is given, as well as some 
advices to take into account when implementing H-ARQ in system level simulators in 
general and OpenWNS in particular.  
Finally, the conclusions of this thesis are included in CHAPTER 6.  
 
CHAPTER 2 
The Link-to-System Interface 
2.1. Introduction 
As it was briefly presented in the introduction, system level simulations use results 
from link level simulations. The mechanisms used for system level simulators to 
introduce those results within their implementation compose what it is called the L2S 
interface. This interface is mainly realized through a set of mapping mechanisms. 
Those mapping mechanisms constitute one of the fields of study within this thesis, 
and they will be further analyzed along the text. But before a more detailed 
description about them, it seems important to clarify their existence’s motivation.  
In order to do that, it would be interesting to go a little bit backwards and first explain 
why general link level and system level simulations are performed. 
2.1.1 Link Level Simulations 
Link layer simulators model the PHY and the channel behaviour. Starting from the 
transmitter components and ending with the receiver components, everything must be 
modelled in the more accurate but still computationally admissible possible way.  
Figure 1 shows an example of a digital communication chain, including the main 
steps that take place during the process. 
 
Figure 1 Example of a digital communication chain [1] 
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Everything starts with a bit source. Those bits are the payload, the information that 
wants to be transmitted. They can be just randomly created if only the communication 
chain want to be modelled or they can come from higher levels simulations, if a more 
general overview of the system wants to be performed.  
The bits to be transmitted are coded in order to protect the information. That means 
some redundant bits are added to the original ones. The coding process has been 
widely studied during the last decades, and there are a lot of schemes available in the 
literature.  
Lately, turbo coding is being used, due to its ability to approach the Shannon limit [2], 
the theoretical limit of maximum information transfer rate over a noisy channel. 
Turbo codes make it possible to increase data rate without increasing the power of a 
transmission, or they can be used to decrease the amount of power used to transmit at 
a certain data rate. 
After the coding, actions directed to protect the information and improve the packet 
chances of good reception can be performed, such as the random interleaving. The 
random interleaving consist of modifying the position of the bits belonging to a set of 
packets following a concrete pattern, avoiding the concentration of errors in bits of the 
same original block.  
When working with Multiple Inputs Multiple Outputs systems, MIMO, techniques 
like space or frequency mapping can be used to increase the SINR at the receiver, to 
combat the received signal's fading and to reduce the interferences or to increase the 
system capacity. Further details can be seen at [3]. 
Then, the information is modulated and sent through the channel. During its travel, 
information can be partially corrupted due to channel conditions, like shadowing or 
fast fading, dispersive aspects like multi path propagation and inter symbol 
interference, and due to physical propagation laws, like the path loss. 
Finally, the data arrives at the receiver, which can measure the received coded bits 
SINR. The receiver performs the reverse actions done at the transmitter, and tries to 
recover the original packet. A BLER can be then obtained, and it acts sometimes as a 
performance indicator of how good the transmission was and how good is the receiver. 
That would be a simple and non detailed explanation about what happens in a real 
transmission. Link level simulators try to model this behaviour in a computationally 
efficient way.  
As it was outlined in the introduction, performing link level simulations has a high 
computational cost. Due to this, these simulations are normally performed in advance, 
and the results obtained are stored. Then, those results can be easily used to model the 
PHY behaviour when other higher level issues want to be evaluated, avoiding lots of 
calculations. 
2.1.2 System Level Simulations 
System level simulations deal with higher level events or issues, like interference 
management, resource allocation management, power allocation, etc. When those 
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issues want to be evaluated, the PHY behaviour is modelled by using the stored 
results from link level simulations performed in advance.  
2.1.3 Link to System Interface 
Once link level and system level simulations have been briefly presented, it is time to 
detail the L2S interface. 
Figure 2 exemplifies the link performance model, which would represent the process 
that a L2S level simulator follows in order to provide the desired BLER, commonly 
used to finally decide whether the transmission has been successful or not, taking the 
suitable decisions in each case after that.  
The locations of link level and system level simulations, as well as the L2S interface 
are depicted in the figure.   
 
Figure 2 Link performance model [4] 
It can be seen that a lot of parameters feed the model. Some of them are set by the 
researcher depending on his needs, and some others depend on the simulator 
implementation itself. Some of them represent channel conditions, some power and 
resource allocation, and some modulation coding scheme and block length 
characteristics.  
The number of parameters is typically too large to be directly used to obtain a BLER. 
Moreover, each one of them comes or represents a completely different physic 
behaviour or configuration parameter. Therefore, those parameters on the left side of 
the figure are map into a set of quality measures, which somehow gather all the 
information provided by the parameters. These quality measures are normally SINRs, 
due to it has been proved that SINRs accurately describe all the information provided 
by the parameters.  However, a new compression is normally desired and performed, 
to facilitate the last mappings and finally provide a BLER. Due to this compression, 
just one SINR is finally used to obtain the BLER of a specific channel or user’s state.  
There it is located one of the mapping mechanisms that this thesis will further analyze. 
It maps a set of quality measures, SINRs, into a single scalar value, SINR.  
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Once this single scalar value is obtained, a final mapping is performed, and a BLER 
value is achieved. Some parameters determine the result of this mapping. They can be 
seen at the bottom right side of Figure 2 . This is the second mapping mechanisms that 
will be further studied within this thesis. It takes a single scalar parameter which 
represents the channel state, SINR, and it provides a BLER value. Further details can 
be seen in the next sections. 
It is interesting to see, as it is explained in the figure itself and it was already 
mentioned, that this last map uses values derived from link level simulations 
performed in advance, and whose results were stored.  
Summarizing, two mapping mechanisms located into the L2S interface have been 
presented.  
2.2. Link-to-System Mapping Mechanisms 
Up to now, link level and system level simulations have been briefly presented. In the 
middle of these two, acting as a kind of a linker, the L2S interface. It has been 
mentioned that the L2S interface is mainly realized through a set of mapping 
mechanisms, specifically two, used to obtain the BLER of a coded block. 
The first map goes from a set of instantaneous channel state measures, SINRs, and 
provides a single scalar value, SINR. The second one, maps from this SINR into a 
BLER value. Figure 2 can be seen now as Figure 3 , where the quality measures are 
now SINRs. 
 
Figure 3 Link Layer abstraction procedure [5] 
A vector of SINR comes out from the first computation, and it is compressed into a 
single value, normally called effective SINR, effSINR in the figure. This first mapping 
is then well known as Effective SINR Mapping.  
The effective SINR value is then directly mapped into a BLER or PER value. This 
mapping does not have a well known name. In that thesis, even though up to now it 
does not make sense, it will be called Mutual Information to BLER mapping. Both 
mapping will be further studied from now on.  
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2.2.1 Effective SINR mapping 
2.2.1.1 Introduction 
As it was explained, this mapping compresses a vector of SINRs into a single SINR 
value, called effective SINR.  
 
Figure 4 Effective SINR Mapping 
Let’s analyze in detail this mapping. 
The meaning of the vector of SINRs, and the desire of compress this values into a 
single effective SINR, come from the future use of OFDM and OFDMA within LTE 
and WiMAX. Within OFDM, a large number of closely-spaced orthogonal sub-
carriers are used to carry data. The user data are divided into several parallel data 
streams or channels, one for each sub-carrier. 
OFDM systems might experience selective fading, and each one of the sub-carriers 
may be received with a different channel gain. Therefore, the result of a transmissions 
of a large encoded packet is encoded symbols with unequal SINRs. Thus, in order to 
evaluate the user’s general performance or the general channel state it becomes 
necessary to deal with a vector of SINRs, like the one shown in Figure 4 . The 
effective SINR value is desired then because the link level curves which will facilitate 
the mapping into a BLER are generated assuming frequency flat channel response at 
given SINR, thus they need one single SINR value.  
The first idea then would be to directly average those SINRs values and obtain the 
effective SINR value.  
                                               
1
0
1 N
eff n
n
SINR SINR
N
−
=
= ∑      (2.1) 
This formula represents the simple direct average of a set of SINR values, giving the 
same importance to each of them. It does not present any mathematically problem. 
However, it should not be used to calculate the effective SINR. There are some 
reasons that explain this, and they will be analyzed from now on. 
First, because the information sent through each one of the different OFDM sub-
carriers might have been modulated differently from the rest. The modulation scheme 
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determines the symbol constellation, thus the distance between consecutive symbols. 
Therefore, the difficulty to distinguish between symbols within a constellation at a 
given SINR is not the same, and it is easier to distinguish symbols in a BPSK 
modulation than in a 64QAM. Consequently, the modulation scheme used for each 
one of the sub-carriers must be taking into account within the averaging, in order not 
to lose this important information.  
Second, due to the possible existence of aberrant values. For example, if a user data 
has been distributed along 8 sub-carriers, and 7 of them have been received with poor 
SINR, and just one with a great SINR, it would be possible that a direct average 
determines that the whole transmission has been successful, when in fact, most of the 
information could not be decoded.  
Summarizing, some techniques that somehow fairly average the vector of SINRs, 
reducing the impact of aberrant values and taking into account the modulation scheme 
used, were required. Those techniques are actually called Effective SINR Mappings. 
2.2.1.2 Types 
Once it was clear the need of developing some techniques to fairly average the 
different SINR resultant of an ODFM transmission, taking into account the 
modulation scheme, different proposals were presented.  
Those proposals which remained can be found in the literature. In general, they all can 
de described as follows [6]: 
                                         
( )11
0
1 N
eff n
n
SINR SINR
N
φ φ
−
−
=
 
=  
 
∑      (2.2) 
Where nSINR  is the SINR in the 
th
n sub-carrier, N is the number SINRs to average, 
and φ  is an invertible function which depends on the modulation coding scheme, as it 
will be further analyzed in CHAPTER 1. 
Function  φ  determines the difference between the diverse approaches. It changes the 
SINR domain into another in order to work with values that can be fairly averaged. 
The most well known approaches are: 
i) Exponential Effective SINR Mapping, EESM, where φ  is derived 
from the Chernoff bound on the probability of error [7]. 
ii) Mutual Information Effective SINR Mapping, MIESM, where φ  is 
derived from the constrained capacity. Modulation constrained capacity 
is the mutual information of a symbol channel [6]. 
The problem presented then is solved with the use of these techniques, and now the 
effective SINR obtained represents in a more accurately way the information provided 
by the vector of SINRs.  
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2.2.1.3 Mutual Information Effective SINR Mapping 
Mutual information effective SINR mapping uses nonlinear mapping relationships to 
calculate a mutual information value given a SINR. 
Before further considerations about MIESM, it would be interesting to remind what 
mutual information is.  
In probability theory and information theory, the mutual information of two random 
variables is a quantity that measures the mutual dependence of the two variables [8]. 
Formally, the mutual information of two discrete random variables X and Y can be 
defined as:    
                               ( ) ( ) ( )( ) ( )1 1 2
,
; , log
n
i
y Y x X i
p x y
I X Y p X x y
p x p y∈ ∈ =
 
=   
 
∑∑ ∑   (2.3) 
Where ( ),p x y  is the joint probability distribution function of X and Y, ( )1p x  and 
( )2p y are the marginal probability distribution functions of X and Y respectively. 
The marginal distribution of a set like X provides the probabilities of each one of the 
possible values within this set, ix . I  is the mutual information.  
The MI concept used in OpenWNS differs a bit from the theoretical one presented 
above. It will be explained in 4.1.1.1. 
Taken up again MIESM concept, there are two methods to obtain the MI per coded bit 
(MIB). 
The key formula used [6] in both cases is: 
                                  
1
1
1 2
1
.
N
n
eff
n
SINRSINR M M
N
α
α
−
=
  
=    
  
∑    (2.4) 
Where N is the number of SINRs to average, M is an invertible function that 
determines the MI and 1 2,α α  adjusts the method for a specific modulation scheme.  
2.2.1.3.1 Received Bit Mutual Information Rate, RRBIR 
This method derives the MI per coded bit from the received symbol MI that comes 
from the system level. 
Depending on the receviers used, Linear or Maximum-Likelihood, and the scheme of 
antennas, SISO or MIMO, there are different  approaches to calculate the desired MI 
per coded bit [6]. Further details about how to calculate the MI can be found in 
Appendix A. 
This method is the one that is used within OpenWNS to calculate the MI. 
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2.2.1.3.2 Mean Mutual Information per Bit, MMIB  
This alternative method derives the MI per coded bit directly from the bit channel 
itself that comes from the system level. Further details can be seen in [6]. 
As it happened for the RRBIR approach, different formulas are used depending on the 
receivers and the scheme of antennas used. 
2.2.1.4 Exponential Effective SINR Mapping  
The key formula used in EESM is [6]: 
                                    
1
1ln exp
N
n
eff
n
SINRSINR
N
β β
=
  
= − −  
  
∑                        (2.5) 
Where N is the number of sub-carriers, thus SINRs, used in an OFDM system, and β  
is adjusted to match the effective SINRs to a specific modulation scheme.  A suitable 
β  value for each modulation of interest can be found through adequate link-level 
simulations. Some interesting results are shown in Table 1, from [7]. 
Table 1 β  values obtained after simulation assuming channel model ITU 
pedestrian 1, and channel model ITU pedestrian 2.  
MCS ITU pedestrian 1 β  ITU pedestrian 2 β  
4QAM CR 1/2 1.59 1.67 
4QAM CR 3/4 1.7 1.75 
16QAM CR 1/2 5.33 5.41 
16QAM CR 3/4 8.45 7.94 
64QAM CR 1/2 16.10 17.27 
64QAM CR 3/4  27.21 32.33 
 
EESM has been shown to provide accurate results for calculating BLER [7]. 
Therefore, it can be used to predict BLER, both for simulation and as a tool for the 
link adaptation (L2S mapping techniques).  
Additional characteristic of EESM would be the following. From (2.5), and 
remembering the xe−  shape, it can be appreciated that EESM puts higher weight on 
lower SINR samples than in higher SINR samples. Thus, the critical lower SINR 
samples dominate the effective SINR average. That makes this effective mapping 
approach to be considered as a conservative one. 
 11 
2.2.2 BLER Mapping 
The BLER mapping goes from an effective SINR to a BLER. Again, the MCS 
influences the result, as well as the coded Block Length (BL). 
It will be further explained later, but is now important to remark that OpenWNS does 
not calculate the effective SINR value. Instead, it remains in the mutual information 
domain, keeping the MI values in order to finally provide a BLER value. Due to this, 
this last mapping will be called MI to BLER mapping from now on. 
Figure 5 represents the abstraction proceeding of the BLER mapping, assuming an 
effective SINR is calculated (left side of the figure), and the proceeding assuming the 
mapping goes directly from a MI value into a BLER value (right side), like in 
OpenWNS. 
 
Figure 5 BLER mapping, assuming it provides a BLER from a SINR 
value or MI value [5] 
Normally, this mapping is performed by using look-up tables, where results from 
sophisticated link level simulations are stored, relating SINR/MI and BLER values. 
Those tables will be further studied within the practical part of this thesis. 
2.2.2.1 Mathematical Alternative 
There is a mathematical alternative to perform the SINR to BLER mapping, presented 
in [6]. The study proposes a parametric function to approximate the curve obtained 
with the link-level simulations, considering a Gaussian cumulative model. 
After some parameterization, the BLER for each MCS depends on two parameters, 
related with the Gaussian distribution model used. 
                                         
1 1 , 0
2 2
MCS
MCS
MCS
x bBLER erf c
c
  
−
= − ≠   
   
          (2.6) 
Where x  is the SINR value. The actual dependency is further analyzed in [6]. 
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It has been shown that the mapping from MIB to BLER can be assumed independent 
from the modulation alphabet. Thus, the formula above can be seen from now on as 
                                        
,
,
,
1 1 , 0
2 2
CS BL
CS BL
CS BL
x b
BLER erf c
c
  
−
= − ≠  
    
          (2.7) 
Where b and c depend on the coding scheme and the block length used, but not on the 
modulation used anymore. 
This model is proposed due to the particular physical interpretation of b and c . b is 
closely related to the code rate, while c is also related to the block size. Some values 
for b and c for different CS and BL can be seen at [6]. 
By using this parametric function, everyone can obtain the SINR to BLER tables for 
different CS just knowing the suitable values for b and c. 
CHAPTER 3 
Hybrid ARQ 
3.1. Introduction 
Hybrid ARQ (H-ARQ) is essentially a combination of Forward Error Correction (FEC) 
and ARQ in an optimal manner. H-ARQ improves the system throughput and 
provides robustness against occasional transmission errors by combining, rather than 
discarding, failed transmission attempts with the current attempt, effectively creating 
a more powerful code. 
Before focusing on H-ARQ, a brief introduction of FEC and simple ARQ is included. 
Both techniques are used due to the characteristics of wireless channels, where a 
series of obstacles and physics characteristics can damage the information transmitted.  
3.1.1 Forward Error Correction 
FEC is an error control system for data transmission. The system adds redundant bits 
to the original message, fortifying the data and allowing the receiver to detect and 
correct errors without requiring new retransmissions. 
The main advantage of using FEC is that no reverse channel is needed. Contrary, the 
code rate decreases. Therefore, FEC by itself is normally used when the cost of 
having a back channel or losing throughput because of retransmissions is higher than 
using a lower code rate. 
3.1.2 Automatic Repeat Request 
ARQ is an error control method for data transmission too. It uses acknowledgments 
(ACK) and timeouts to achieve reliable data transmission.  
An ACK is a message that the receiver sends to the transmitter when the packet has 
been successfully received. The timeout is the maximum time that the transmitter 
waits for an ACK after having sent the packet before consider it lost.  
There are different well known ARQ techniques. The use of one or another is defined 
depending on the kind of data transmitted, the maximum delay supported or the 
possibility to have buffers in both the transmitter and the receiver. 
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A brief description of these methods: 
i)  Stop and Wait: 
Only one packet can be on the channel at the same time. The transmitter has a one 
packet size buffer. There is no buffer in the receiver. The ACKs and NACKs are not 
numbered. 
Note that the non reception of ACK in a time interval predefined is considered like a 
NACK. 
ii) Go Back N: 
Up to N packets can be travelling though the channel simultaneously. The transmitter 
has an N packet buffer. There is no buffer in the receiver, so all the packets previously 
sent and not ACKed must be retransmitted after a NACKed packet with higher 
sequence number. ACKs and NACKs are numbered, meaning that they refer to a 
specific packet. 
iii) Selective repeat: 
There are buffers in both transmitter and receiver, so only the erroneous packets are 
transmitted again. 
ACKs and NACKs are numbered. 
There must be a window defined, allowing the transmission of a maximum number of 
packets not ACKed. 
iv) N channel Stop and Wait: 
Each channel works like a simple Stop and Wait channel. 
 
 
Figure 6 Example of ARQ protocols. From left to righ: Stop and Wait, 
Go Back N, Selective Repeat 
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3.2. Hybrid ARQ 
3.2.1 Introduction 
The goal of H-ARQ is to improve the performance of the system, by providing 
robustness against occasional transmission errors, handling variations in the 
instantaneous radio link and increasing the system capacity. H-ARQ protocols achieve 
these goals by combining the information provided by both previous erroneous 
transmissions and last attempt.  
The concept is simple. Even though a packet has been damaged by the channel, it 
does not mean it can not still provide useful information. Up to the use of H-ARQ, 
this information was dropped. From now on, with the use of H-ARQ protocols, the 
damaged packet is stored in a buffer, at the same time a retransmission is required. 
Once the retransmission arrives to the receiver, both packets are combined, obtaining 
a single combined packet which is more reliable than its constituents. Details about 
how the bits from different transmissions are combined can be found in Appendix B. 
Figure 7 depicts the process.  
 
Figure 7 H-ARQ scheme protocol [10] 
Once a packet is received, the protocol finds out whether the packet has been sent for 
the first time or not. In case there are stored previous transmissions of the same 
packets, they are combined. The resultant packet is sent to the decoder, which tries to 
recover the information. In case the packet arrives for the first time, it is directly sent 
to the decoder. Parallel, a copy of the packets is stored in the buffer. That copy will be 
erased once the decoding process of the packet results successfully. 
The receiver will decide whether the transmissions has been successful or not, and it 
will inform the transmitter by sending an ACK or a NACK.  If the information coded 
into the packet can not be recovered, the protocol will ask for a retransmission. A 
more detailed description of the protocol can be found in 3.4 and 5.3. 
An H-ARQ retransmission has to represent the same set of information bits as the 
original transmission, but the bits chosen to represent this information in each 
retransmission may not be the same. Depending on whether the retransmission is 
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required to be identical to the original or not, H-ARQ protocols can be divided into 
different types [11].  
There are three well known H-ARQ types.   
i) Type I, called Chase Combining (CC) 
ii) Type II, Incremental Redundancy (IR) 
iii) Type III. 
3.2.2 Chase Combining 
The retransmissions consist of the same set of coded bits as the original transmission.  
After each retransmission, the receiver combines each received bit with any previous 
transmissions of the same bit, and the combined signal is sent to the decoder.  
Since each retransmission is an identical copy of the original transmission, Chase 
Combining does not give any additional coding gain but only increases the 
accumulated received Eb/No after each retransmission. The code rate remains always 
the same. 
Figure 8 exemplifies the process, starting from the original data. Redundant bits are 
added to fortify the code. The same packet is sent every time a retransmission is 
required. It can be seen how the Eb/No and the CR evolves after each combination. 
 
Figure 8 Example Chase Combining H-ARQ [12] 
Advantages of Chase Combining compared to other H-ARQ methods (which will be 
studied after CC) include smaller decoder complexity, smaller memory requirements 
and the ability to self-decode every block before joint decoding. 
Info 
Coded bits 
   
  
 
 
 
 
Transmitted 
bits 
Bits input to 
decoder 
Initial     transmission First    retransmission Second    retransmission 
      Accumulated energy        Eb   2Eb   3Eb 
 
      Resulting code rate       R=3/4   R=3/4    R=3/4 
 17 
3.2.3 Incremental Redundancy 
Differently from Chase Combining, in an Incremental Redundancy scheme each 
retransmission does not have to be identical to the original transmission. Instead, 
multiple sets of coded bits are generated from the codeword. As it was commented, 
those bits must represent the same set of information bits.    
 
Figure 9 Example of redundancy versions created from mother code 
Figure 9 exemplifies the process, where three redundancy versions, normally different, 
are created by puncturing the codeword.  
Like it was done in CC, the receiver combines the retransmission with previous 
transmission attempts of the same packet.  
Since new redundant bits not included in previous transmissions can be included into 
the last attempt, the resulting code rate is generally lowered by a retransmission. The 
energy per bit only increases in case some bits are transmitted more than once.  
There are various techniques to decide which and how many bits will be included in 
each retransmission [12]. A first division between those techniques would be the 
following. 
On one hand, those H-ARQ IR schemes which do not care about link adaptation. 
These H-ARQ protocols rely on the scheduler to correctly decide the code rate that 
should be used for every transmission depending on the channel prediction. Therefore, 
the H-ARQ process just has to worry about which bits send to the scheduler for the 
next attempt in case a retransmission is required. 
On the other hand, those which introduces a channel sensing functionality, and adapt 
the code rate of the next retransmission based on the predicted SINR for the next 
attempt or the difficulty found to decode the previous packet. 
Independently of which of the methods explained above is used, the combination of 
bits that will compose the new set of bits to be transmitted depends on the algorithm 
chosen too. 
Typically, Incremental Redundancy is based on a low-rate code and the different 
redundancy versions are generated by puncturing the output of the encoder. The 
puncturing process consists of choosing a series of bits from the original packet 
following a concrete pattern. It is used to try to send the same information but using a 
higher code rate. Of course, the risk of not being able to finally decode the 
information increases. 
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In the first transmission only a limited number of the coded bits are transmitted, 
effectively leading to a high code rate. In the retransmissions, additional coded bits 
are transmitted, thus the resultant code rate decreases, as it was already mentioned, 
providing a coding gain. Figure 10 exemplifies the whole Incremental Redundancy 
scheme process.  
 
Figure 10 Example Incremental Redundancy H-ARQ process [12] 
Where Eb’ represents the energy per bit accumulated in case repeated bits are sent 
within the retransmissions. 
3.2.3.1 Puncturing and Signaling 
It has been commented that, typically, the different redundancy versions are generated 
by puncturing the output of the encoder. The puncturing generation process, however, 
is not random, and needs to satisfy a series of premises [12]. 
First, the set of bits included in the first transmission should provide good 
performance not only when used alone, but when used in combination with the code 
for the second transmission too. Same requirement apply for subsequent transmissions.  
That means that the puncturing pattern must provide sets of bits that, given a code rate 
achieved after combining, provide similar performance than if these sets of bits would 
have been directly created thinking in use this code rate for the first time.  
The second premise concerns the coding scheme used. As it was explained, the 
different set of bits must represent the same set of information bits. Therefore, it 
seems that each transmission/retransmission is equally important. However, this is not 
always true, and it depends on the coding scheme used. For example, with Turbo 
Codes, the systematic bits are more important than redundant bits. Consequently, it is 
important to assure that systematic bits are received correctly as soon as possible.  
Info 
Coded bits 
   
  
 
 
 
 
Transmitted bits 
Bits input to decoder 
Initial     transmission First    retransmission Second    retransmission 
Puncturing to generate different 
redundancy versions 
Redundancy   version 1 Redundancy   version 2 Redundancy   version 3 
Accumulated energy  Eb  Eb + Eb’   Eb + Eb’’ 
  
Resulting code rate  R=3/4   R=3/8    R=1/4 
Code Rate = 1/4 
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In order to satisfy that, systematic bits will be normally included into the initial 
transmission. However, this is not enough. If the first transmission was received 
strongly damaged, it would not matter how many more redundant bits were sent in 
consequent retransmissions, the information could not be recovered. To solve this, 
some sort of signalling is required. The receiver will specify if he needs new 
redundant bits or systematic bits into the next transmission.  
3.2.3.2 Different Proposals  
Even though the IR scheme explained up to now is the most typical algorithm, there 
are other IR techniques presented by important research projects that can be 
interesting to introduce. 
The WINNER project proposes an algorithm called cyclic shift incremental code. It 
works as follows [13]:  
The method starts from a mother code, the combination of systematic bits (original 
information) and parity bits (added to protect the information bits). Figure 11  
represents a code word for a 1/3 code rate that will be used as an example. 
 
Figure 11 Example Codeword with CR=1/3 [13] 
Before each retransmission, the codeword is stored in a buffer. Then, a number of 
coded bits will be selected depending on the modulation and coding scheme used. The 
first N1 bits are transmitted. If an error occurs and the receiver asks for a 
retransmission, the mechanism will select the next bits in a sequential order.  
The size of the retransmission packet can changed following the desires of the 
receiver. Thanks to some signalling, the receiver can decide whether he prefers the 
same or less redundant bits as in the initial transmissions, with the aim of achieving 
throughput maximization.   
If a new retransmission is required and there are no enough parity bits to full the data 
packet, some bits already transmitted will be part of the new transmission, again 
following a sequential order, and so forth. 
Figure 12 exemplifies this process. Note that for the figure, the packet size is fixed for 
every transmission. 
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Figure 12 Example of IR scheme proposed in WINNER Project [13] 
3.2.4 Type 3 H-ARQ 
This scheme is similar to IR, and uses puncturing techniques to create the set of bits. 
However, each packet is selfdecodable. This characteristic is achieved by sending the 
systematic bits (info initial bits) in every retransmission required. 
This solves the following scenario, already presented in above sections. If systematic 
bits are only included into the initial attempt, and this packet finds very bad channel 
conditions and it is received so damaged, there will not be a chance to correctly 
decode the information even though a lot of new redundant bits are sent. 
As it was explained, this problem can be solved by adding some signalling, allowing 
the receiver to decide either to ask for a retransmission including new redundant bits 
or to ask for a retransmission where systematic bits are included again. However, the 
type 3 H-ARQ protocol explained here is considered without feedback, and just 
sending ACKs or NACKs is allowed, so the set of bits to be sent are decided 
independently from the receiver, and the systematic bits are included every time. 
Figure 13 exemplifies this process. 
 
Figure 13 Example of a type 3 H-ARQ process 
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The importance of sending the systematic bits every time is clear. However, the 
system throughput decreases by doing it. Therefore, it becomes a trade off between 
the safety measure of sending systematic bits every time and the throughput achieved. 
3.3. Different H-ARQ Schemes Comparison 
Comparisons between the different H-ARQ schemes performance can be found in the 
5.2.3. Results from simulations using OpenWNS will be compared with the results 
presented in the literature. 
3.4. History 
H-ARQ protocols started being used in the HSPA release, and they will be used into 
next generation of mobile communications.  
The H-ARQ concepts and types presented up to now reflected the main ideas and 
characteristics, and they are completely valid to analyze the present and the future of 
H-ARQ protocols. Therefore, in order not to repeat concepts already presented, only 
the details belonging to the implementation in each technology, past and future, will 
be present from now on. 
3.4.1 HSPA 
H-ARQ is used in HSPA to provide robustness against occasional transmission errors 
and improve the link efficiency to increase the capacity.  
3.4.1.1 HSDPA 
The following lines will present some interesting details about the H-ARQ 
implementation in the HSPA downlink [12]. 
The H-ARQ functionality covers both the Media Access Control (MAC) and the PHY. 
Since the MAC is located in the Node B (base station), erroneous transport blocks can 
be rapidly retransmitted, representing a gain in terms of delay due to retransmissions 
compared with Radio Link Control (RLC) retransmissions.   
The node B decides whether to use Incremental Redundancy or Chase Combining 
scheme by choosing the puncturing pattern to be used for the retransmission (the 
exactly same set of bits as the initial transmission for CC or a different set of bits for 
IR).  
It is been proved that the IR scheme provides significant gains when the initial code 
rate is high [14]. More details can be found in 5.2.3. Thus, node B usually decides to 
use IR rather than CC when the User Equipment (UE) is close to it, and the 
transmission power does not limit the achievable data rate. 
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In HSDPA the UE is the one asking for retransmissions. Once a packet has been 
received, the UE tries to decode it. Depending on the success or not of the decoding, 
he confirms the Base Station (BS) a good reception or asks for a retransmission (both 
actions by sending a bit). 
In HSDPA retransmissions are scheduled as any other data and the Node B is free to 
schedule the retransmission to the UE at any time instant and using a redundancy 
version of its choice. This type of operation is often referred to as adaptive 
asynchronous hybrid ARQ. Adaptive since the Node B may change the transmission 
format and asynchronous since retransmissions may occur at any time after receiving 
the ACK/NAK. Figure 14 exemplifies the process. 
 
Figure 14 Asynchronous H-ARQ [12] 
In order for the UE to be able to decode the information correctly, he needs to know 
whether the packet received is a retransmission of previous data transmitted or a 
transmission of new data. To solve this challenge, some signalling is included into the 
downlink transmissions. As it can be read in the figure above, the downlink packet 
must specify the H-ARQ process number, allowing the UE to decide whether this data 
must be combined with previous data or it has to be decoded on its own. 
The H-ARQ structure implemented in HSDPA is a stop and wait scheme. In order to 
support continuous transmission to a single UE, multiple stop and wait structures are 
used in parallel. Each of these H-ARQ processes has its own buffer, identified by a 
number, where erroneous transmissions are stored while the new retransmission 
arrives. The data is deleted from the concrete buffer once the decoding of this block 
has been successfully performed. 
One result of having multiple independent H-ARQ processes operated in parallel is 
that decoded transport blocks may appear out-of-sequence. As the RLC protocol 
assumes data to appear in the correct order, a reordering mechanism is used between 
the outputs from the multiple H-ARQ processes and the RLC. 
3.4.1.2 HSUPA 
The implementation of H-ARQ in the uplink is similar to the one presented in the 
downlink. 
Now, the Node B is the one informing the UE about the successfully reception or not, 
asking for a retransmission if necessary. 
One of the main differences between the uplink and the downlink H-ARQ 
implementation concerns the use of soft handover in the uplink. When a UE is in soft 
handover, the H-ARQ protocol needs to be performed by various BS. The data 
transmitted by the UE can be received in one BS but not in another one. Regarding the 
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UE, it is sufficient if at least one BS successfully receives the information and sends 
an ACK. Therefore, a retransmission is only sent when no ACK is received from at 
least one of the BS.  
For the uplink, differently from the downlink, retransmission follows a non-adaptative 
synchronous pattern, where retransmissions take place at a predefined time after the 
initial transmission, and the different possible puncturing sets of bits are predefined 
from the moment of the initial transmission. That leads to an afford of control 
signalling overhead, since there is no need to specify the H-ARQ process number. The 
next figure exemplifies this. 
 
Figure 15 Synchronous H-ARQ [12] 
The reordering process can not be located in the node B due to the soft handover. 
Several node B can be involved in an H-ARQ process. Therefore, the reordering must 
be performed in the RNC (radio network controller).  
3.4.2  LTE 
H-ARQ to be present on LTE technology has been already designed. It is similar to 
the H-ARQ mechanism for HSPA. The purpose continues being to provide robustness 
against transmission errors, at the same time it is a tool for increase capacity. 
Like it was explained in HSPA, H-ARQ spans both MAC and physical layer. The 
combining bits process is performed by the physical layer.  
The structure designed for LTE is similar to the one for HSPA, consistent in a 
multiple parallel stop and wait processes.  
Again, the receiver must be aware of whether the block received is a retransmission or 
a new transmission. Moreover, it must know to which H-ARQ process the block 
belongs. This is solved with the use of signalling.  
Similarly to HSPA, an asynchronous protocol is used for the downlink H-ARQ 
operations, while a synchronous protocol is used for the uplink. Hence, downlink 
retransmissions occur at any time after the initial transmission, and a number is used 
to indicate to which H-ARQ process is addressed. Uplink transmissions, differently, 
occur a predefined time after the initial transmission, and the process number can be 
implicitly derived.  
Due to the characteristics explained, H-ARQ is not applicable for all types of traffic. 
Broadcast transmissions, where the information is addressed to multiple users, do not 
use H-ARQ.  This last statement is valid for all kinds of H-ARQ studied up to know. 
CHAPTER 4 
Link-to-System Interface in 
OpenWNS 
After the theoretical study of the L2S interface and its mapping mechanisms, it is time 
to see how these techniques have been implemented in OpenWNS and which 
performance they provide.  
4.1. Introduction 
4.1.1 Effective SINR mapping 
MIESM was the L2S ESM technique chosen to be implemented in OpenWNS. More 
specifically, RBIR approach. The reason: all the literature dedicated to compare the 
different approaches concluded that MIESM provides the most accuracy results in 
almost every possible scenario. 
In order to support this state, the following tables show the results obtained with the 
simulations run in [1], comparing the performance of EESM and MIESM using 
diverse MCS. The parameter used to evaluate the comparison is σ , the root-mean-
square of the difference between the PER measured and the PER obtained with the 
simulation.  
                                 
2
mod , ,
1
1 ( )
N
el n measured n
n
PER PER
N
σ
=
= −∑      (4.1) 
N is the number of values taking into account. 
Table 2 Different MCS used within the simulation in order to compare the 
performance of diverse ESM. 
 
 
 
  
  
   
MCS Coding Scheme Modulation Code Word Length 
1 Convolutional Code 1/2 QPSK 408 
2 Convolutional Code 1/2 16QAM 824 
3 Convolutional Code 3/4 16QAM 1240 
4 Turbo Code 1/3 16QAM 544 
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Table 3 σ  values obtained using different ESM approaches and MCS 
          
 
 
 
 
 
 
 
 
It can be seen MIESM outperforms EESM in the first three scenarios, whereas EESM 
works better in the last one, where the code rate is lower than in the first three 
scenarios. It is been shown that EESM works better with lower code rates, whereas 
MIESM obtains the better results the higher the code rate used [1], [4]. Even though 
the values achieved with the last MCS, the difference between approaches is so small 
that it can be concluded that MIESM offers better performance in general. 
4.1.1.1 MIESM theoretical computation 
When the MIESM was theoretically presented in 2.2.1.3, the mathematical concept of 
MI was introduced. The MI value calculated in MIESM, however, does not exactly fit 
the idea of how dependent two variables are, but how similar they are. For example, it 
somehow compares the packet transmitted and the packet received, and provides a 
value that represents how similar both packets are.  
Another way to understand the same concept would be the following. The MI values 
represent how much information arrives to the receiver. 
In order to clarify those ideas, formula (4.2) represents how the symbol information, 
SI, is calculated. This is actually not the formula used to calculate the MIB, but  it 
helps to understand the concept, and the relation between MIB and SINR. Further 
details about how MIB is really calculated, as well as numerical examples, can be 
found in Appendix A. 
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Where U  is a zero mean complex Gaussian with variance 1/(2 nSINR ) per component, 
nSINR is the post-equalizer SINR at the thn symbol or sub-carrier, M is the order of 
MCS ESM Approach σ
 
1 EESM 
MIESM 
0.020 
0.016 
2 EESM 
MIESM 
0.040 
0.013 
3 EESM 
MIESM 
0.027 
0.013 
4 EESM 
MIESM 
0.009 
0.010 
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the modulation, ( )m n is the number of bits at the thn symbol ( or sub-carrier) and iX  is 
the i bit into the symbol. 
The main idea is the following. The maximum information that a symbol can provide 
once it has been received is the number of bits it has. However, and due to channel 
conditions, the information could have been damaged. The value used to represent 
those channel conditions and the damage caused is the received coded block SINR, as 
it was discussed in 2.1.3. Bad channel conditions are represent by low SINR values. 
As it can be seen from (4.2), the lower the SINR, the higher the value subtracting the 
initial 2log M , thus lower SI. Contrary, the higher the received SINR value, 
representing good channel conditions, the lower the value subtracting 2log M , thus 
higher SI.  
Assuming now N sub-carriers are used to transmit the coded block, the mutual 
information per received bit (MIB) is given by: 
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Further details of the mathematical derivations can be found in [6] and Appendix A. 
4.2. Link-to-System Mappings Implementation 
Let’s summarize for the last time the objective of the L2S mapping mechanisms 
before presenting how OpenWNS performs it. As it was said, Mutual Information 
Effective SINR Mapping is used for the Effective SINR Mapping.   
The final goal of the OpenWNS implementation regarding the L2S interface is to 
provide a BLER given a set of configuration parameters and instantaneous predicted 
random conditions, like traffic, interference, fading, scheduling, etc. Those parameters 
are used to predict the received coded block SINR. This SINR value is used then to 
calculate a MI value.  
The theory says [6] that once these MI values are obtained, an effective SINR can be 
calculated, coming back to the SINR domain. However, as it was mentioned, 
OpenWNS does not calculate this effective SINR value, and it just keeps the MI 
values in order to realize the MI to BLER mapping and provide the desired BLER 
value. 
Figure 16 represents the computational procedure of MIESM and MI to BLER 
mappings, and it will help to understand how both mappings have been implemented 
in OpenWNS.  
The ESM is located on the left part of the picture. It goes from SINR values to MI 
values, which can be easily and fairly averaged in order to obtain an effective MI 
value. It can be seen that the result depends on the modulation scheme used. The 
actual dependence is explained later.  
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Figure 16 Computational procedure for MIESM method [6] 
The MI to BLER mapping, located on the right side of the picture, goes from the MI 
values to a BLER value. Again, the modulation coding scheme influences the result, 
as well as the block length. 
The computation of MI values from SINR values is not trivial, and in the hypothetical 
case it wanted to be calculated mathematically every time, it would represent a 
computationally cost too high. The same would happen to calculate the BLER given a 
MI value.  
The solution to these problems is solved with the use of stored look-up tables. Those 
tables relate SINR to MI values and MI to BLER values depending on the parameters 
that have influence in each mapping. Therefore, both ESM and the MI to BLER 
mapping are finally performed in OpenWNS as a simple searching process into a table. 
Further explanations about the tables can be found in the following sections. 
4.2.1 Tables Available 
The origin of the tables and how they were calculated can be found in 4.3.1.1 and 
4.3.2.1. 
OpenWNS wants to provide the researcher the possibility to adapt the simulations 
according to his needs. Regarding MIESM and MI to BLER mapping, that means 
being able to used different modulations coding schemes and block lengths, which 
means being able to use stored tables with those parameters. However, not every 
possible combination can be chosen yet. The tables already filled and available in 
OpenWNS are: 
i) For the first map, tables using BPSK, QPSK, 8QAM, 16QAM, 32QAM 
and 64 QAM. 
ii) For the second map, the coding available is Turbo Code UMTS, using 
1/3, 1/2, 2/3 and 5/6 code rates. Different BL are available for each CR. 
If a different BL from one of the stored tables is used within a 
simulation, OpenWNS finds the suitable one. 
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4.3. Link-to-System Mappings Evaluation 
The L2S interface was already implemented in OpenWNS before this thesis started. 
Then, this thesis will just evaluate the code implemented, validating its performance. 
The evaluation is organized as follows: both mappings, from SINR to MI and from 
MI to BLER, will be further studied from now on, focusing on specifying how the 
mapping tables were calculated and understanding how the inputs of the mappings 
determine the outputs. 
4.3.1 Effective SINR Mapping 
The Effective SINR Mapping chosen to be implemented in OpenWNS is Mutual 
Information ESM. 
As it was explained, MI values are not calculated mathematically every time, due to 
the cost that this calculation would take. Instead, stored tables relating SINR and MIB 
values are used.  
As it has been reference along the thesis, the mathematical procedure to calculate the 
MI given the SINR and the modulation scheme is shown in Appendix A. 
4.3.1.1 Origin of the Tables 
[6] encloses some tables relating SINR and MIB values depending on the modulation 
used, calculated using RBIR method, studied in Appendix A. Table 4 presents some 
of the results published in [6] (left table), and the corresponding values obtained by 
looking at OpenWNS tables (right table). 
Table 4 SINR to MIB values for different modulations included in [6] (left). 
Same values from OpenWNS tables (right) 
 
OpenWNS tables provide MI values as a function of SINR and the modulation 
scheme used. Therefore, the value has been divided by the order of the modulation in 
each case to obtain a MIB value. 
[6] QPSK 16QAM 64QAM 
SINR (dB) MIB MIB MIB 
    
-20 0.0072 0.0036 0.0024 
-10 0.0688 0.0344 0.229 
0 0.4859 0.2474 0.1653 
10 0.9968 0.7910 0.5448 
20 1 1 0.9668 
OpenWNS QPSK 16QAM 64QAM 
SINR (dB) MIB MIB MIB 
    
-20 0.00717 0.00358 0.00239 
-10 0.06874 0.03437 0.22916 
0 0.48594 0.24743 0.16529 
10 0.99675 0.79097 0.54476 
20 1 0.99997 0.96691 
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As it can be seen, values in both tables are the same. Hence, it can be assure 
OpenWNS tables for ESM have been calculated following the RBIR method in [6], 
and analyzed in Appendix A.  
The next figure depicts the SINR to MI. Values from OpenWNS have been used, but 
as it has been explained, the same graphic would have been obtained in case values 
from [6] had been depicted. 
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Figure 17 SINR to MIB relation for different modulation using tables 
in OpenWNS 
Once the precedence of the tables used by OpenWNS regarding the ESM is clear, it is 
time to study how the inputs determine the output of the MIESM.  
4.3.1.2 Influence of the Parameters in MIESM 
The MIB value resulting from the MIESM depends on the SINR and the modulation 
scheme used. 
                                                  ( ),MI f SINR Modulation=              (4.4) 
4.3.1.2.1 SINR 
System level simulations provide a predicted SINR. This value represents the link 
layer behaviour, and consequently, it will determine how good the information has 
been received. 
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Remembering now the MI concept given in 4.1.1.1, a MI value represents the 
similarity between the data sent and the data received. Therefore, high MI values will 
be obtained when the blocks are received with high SINR, since the link layer had not 
corrupted so many bits, and the data received will be similar to the data sent. Contrary, 
a low received SINR means the channel might have hardly damaged the data, and the 
received block will be more distant to the block sent. 
The relationship between SINR and MIB explained above has been already depicted 
in Figure 17 , and it can be understood too by looking at (4.2). 
4.3.1.2.2 Modulation 
The reason why the modulation scheme determines the MI value was already 
presented in 2.2.1.1. Basically, the modulation scheme determines the distance 
between symbols within a constellation. The higher the order of a modulation, the 
closer the symbols are within the constellation. Due to this, it is more difficult to 
distinguish between symbols, and less Information can be recovered from each 
symbol. 
Next figure illustrates the relation between the received SINR and the MIB, 
comparing different modulations. 
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Figure 18 SINR to MIB relation for different modulation schemes 
It can be observed that the higher the order of the modulation (more bits per symbol), 
the higher the SINR to achieve a specific MIB value, as it was predicted. As an 
example, given a SINR of 5dB, a MIB close to 1 is obtained if the modulation used is 
BPSK, meaning the block received is almost equal to the block sent. Instead, less than 
0.4 information per bit is obtained if a 64QAM is used. That would mean that almost 
two thirds of the block has been damaged and corrupted. 
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4.3.2 Mutual Information to BLER Mapping 
This mapping goes from a MIB value into a BLER value. The modulation coding 
scheme and the block length influence the result. 
However, 2.2.2.1 further analyzed this mapping, and it was said that the influence of 
the modulation alphabet is almost irrelevant. Thus, the afford in terms of complexity 
and computationally cost gained by discarding the modulation scheme as a parameter 
into the second mapping is preferable. Therefore, only the MIB value, the CR and the 
BL used influence the MIB to BLER mapping.  
4.3.2.1 Origin of the Tables 
As it has been mentioned along the thesis, the results relating MIB values and BLER 
values are normally obtained by running sophisticated link level simulations. 
However, in 2.2.2.1 a mathematical approach was presented.  
Figure 19 depicts the MIB to BLER relation for different MCS and BL. It also shows 
the difference between the results obtained by using OpenWNS tables, and the results 
obtained by using the parametric function that fits the AWGN BLER curves, 
presented in 2.2.2.1, and proposed in [6]. 
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Figure 19 MIB to BLER for different MCS and BL, comparing 
OpenWNS and parametric function performance 
As it can be seen, the results differ in 0.05 bits MI approximately. The reason seems 
to be the coding scheme used within the different approaches. All the simulations run 
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in [6] and the results obtained are determined by the coding scheme assumed along 
this text, Convolutional Turbo Coding (CTC). Differently, OpenWNS uses Block 
Turbo Codes (BTC).  
It has been proved that CTC outperforms BTC for BLER lower than 510−  [15], 
presenting a gain of around 0.5 to 0.7 dB. This is more or less the SINR difference 
that corresponds to a 0.05 MIB difference, as it can be seen by looking at OpenWNS 
tables. Further details about CTC, BTC are given in Appendix D. 
4.3.2.2 Influence of the parameters in MI to BLER mapping 
Like it has been presented for ESM, the study of how the inputs affect the output 
value can be found from now on regarding the MI to BLER mapping. 
                                                 ( ), ,BLER f MIB BL MCS=     (4.5) 
4.3.2.2.1 Mutual Information per Bit 
MIB values come from the first mapping, where it is been presented that the higher 
the SINR, the higher the MIB. Therefore, the MIB value, as SINR does, gives us an 
idea of how good the transmission has been, how many information can be recovered, 
and thus it will determine the received BLER.  
A high MIB means higher similarity between the data transmitted and the received.  
In other words, there are no so many errors, and the chances to successfully decoding 
the data are good. That scenario is represented by a low BLER value.  Contrary, a low 
MIB value means there are more corrupted bits within the received block with resptec 
of the block sent. Consequently, it might happen that even with the use of FEC, the 
data can not be successfully recovered. This scenario is represented by a high BLER 
value.  
Figure 20 depicts this relation, where the CR and the BL used for each modulation is 
the same, and thus irrelevant to understand the relation between MIB and BLER. 
Three modulations are compared. 
It can be appreciated that the behaviour is the same for each modulation. This is 
coherent with the assumption taken in OpenWNS implementation, which says that the 
modulation scheme is not an input into the MI to BLER mapping, and consequently 
there should not make any difference. As it was said in 2.2.2.1, that assumption is 
taken after studying that the differences that the modulation scheme causes is enough 
small to be discarded. 
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Figure 20 MIB to BLER relation for different modulation. CR=1/2, 
BL=256 bits.  
However, it is still interesting to study how the CR and the BL affect the MI to BLER 
mapping depending on the modulation used. Therefore, from now on graphics 
regarding MIB to BLER mapping will be expressed as a function of SINR, and not 
MIB.  By doing this, differences between modulations alphabets when the CR and the 
BL change will be appreciated.  
Moreover, it seems easier to understand an increment or a decrease in terms of a 
SINR required to achieve a BLER than using a MIB difference.  
4.3.2.2.2 Coding Scheme 
i) Code Rate 
The CR states what portion of the total amount of information represents the payload 
and which represents the redundant bits added to fortify the code. Lower code rates 
mean more protection, more redundant bits added for each payload bit. Consequently, 
the chances of successfully decoding the information increases, and the received 
BLER decreases.  
The next figures depict the SINR to BLER obtained using different code rates. Three 
different modulations schemes are depicted, in order to evaluate how the increasing or 
decreasing the code rate affects each one. The block length used is the same for the 
three figures, and thus irrelevant to the interesting comparison in here.   
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Figure 21 SINR to BLER relation for QPSK, 16QAM and 64QAM 
using different CR. BL=1024 bits. 
It can be seen that the lower the code rate (more redundant bits for each payload bit) 
used, the lower the SINR required to achieve a target BLER. Contrary, higher SINRs 
are required to achieve the target BLER when higher code rates are used.  
By looking at these results, it seems that using lower code rates provides a better 
performance. This is true in terms of BLER, but it is completely the contrary when 
improving the throughput is the goal to achieve. When using a lower code rate, more 
redundant bits are sent instead of payload bits. Consequently, the effective throughput 
decreases. In conclusion, choosing one code rate or another is a trade off between the 
security of the transmission, represented by the BLER, and the final effective 
throughput.   
The SINR offset comparing the three modulations comes from the first mapping, due 
to the relation between MI and SINR. Higher order modulations needed higher SINR 
to achieve the same performance, in that case the same BLER. Thus, it is not related 
with the code rate used.  
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The behaviour depicted in Figure 21 seems to be, in general, the same for the three 
modulations. However, it can be interesting to see whether the differences in terms of 
SINR remain constant or not when changing the modulation alphabet. The next table 
studies this behaviour.  
Table 5 SINR values to achieve a BLER = 0.1 for different modulations and 
different CR. BL=1024 bits. Inc  denotes the increment in terms of SINR when using 
different CR.  
Desired 
BLER ≈ 0.1 
SINR 
CR=1/3 
(dB) 
Inc  
 
SINR 
CR=1/2 
(dB) 
Inc  SINR 
CR=2/3 
(dB) 
Inc  SINR 
CR=5/6 
(dB) 
QPSK -0.75 2.25 1.5 2 3.5 2.3 5.8 
16QAM 3.8 3 6.8 2.6 9.4 2.8 12.2 
64QAM 7.5 3.75 11.25 3.25 14.5 3.4 17.9 
 
It can be appreciated that increasing the CR by 1/6 causes an increment between 2 and 
3.5 dB in terms of SINR required to achieve a BLER about 10%.  
It can be seen too that for higher modulations, the increment in terms of SINR 
required when the CR increases is bigger than for lower modulations.  
ii) Coding 
OpenWNS uses turbo UMTS coding. Not comparison can be done up to know, since 
no more coding schemes are available. Some information about Turbo Codes is given 
in Appendix D. 
iii) Block Length 
The first idea would be that the longer the BL, the more bits can suffer damage, thus 
bigger chances to fail in general.  
However, turbo codes, like the used in UMTS, works better the longer block length 
used [2]. Therefore, the relation between BL and BLER has to be considered together 
with the coding used. Since OpenWNS uses turbo UMTS code, the longer the BL, the 
lower the BLER achieved given the same SINR. 
Figure 22 depicts this fact, comparing the BLER as a function of SINR given different 
modulation schemes and using different BL. Note that the CR used for the three 
graphics is the same, so it does not have influence on the comparison results.  
As it happened when studying how the CR influences the result into the MI to BLER 
mapping, the offset in terms of SINR when comparing different modulations comes 
from the first mapping and it must not be taken into account right now. 
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Figure 22 SINR to BLER relation for QPSK, 16QAM and 64QAM 
using different BL(bits), CR=1/2. 
The behaviour is the same for the three modulations. The higher the BL, the lower the 
SINR required to achieve the desired BLER, as it was expected. As it was done when 
studying the influence of the CR, it is interesting to see how the differences in terms 
of SINR are depending on the modulation used. Next table shows that difference.  
Table 6 SINR values to achieve a BLER = 0.1 for different modulations and 
different BL. CR=1/2. Inc  denotes the absolute value of the increment in terms of 
SINR when using different BL. 
Desired 
BLER ≈ 0.1 
SINR 
BL=256 
(dB) 
Inc  
 
SINR 
BL=512 
(dB) 
Inc  SINR 
BL=1024 
(dB) 
Inc  SINR 
BL=2048 
(dB) 
QPSK 2.15 0.39 1.76 0.24 1.52 0.18 1.34 
16QAM 7.7 0.5 7.2 0.3 6.9 0.25 6.65 
64QAM 12.35 0.45 11.7 0.65 11.25 0.25 11 
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It can be seen that the higher the modulation used, the bigger the SINR differences 
when the BL changes its value. Again, like it happened with CR, higher modulations 
are more sensitive to changes. 
4.3.3 ESM and MI to BLER mapping together 
Once both mappings have been studied and tested it is possible to evaluate the 
performance of both mappings working together one after the other.  
Figure 23 shows the expected throughput achieved depending on the modulation 
coding scheme used. The BLER value required to perform the calculation has been 
obtained by using the L2S mapping mechanism implemented in OpenWNS and tested 
up to now. The same code rate and block length have been used for each modulation 
to run this test, affecting the final throughput value, but not affecting the modulation 
comparison.  
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Figure 23 SINR to Throughput relation for different modulations. 
CR=1/2 and BL= 1024.  
It is interesting to see how these curves will show up when H-ARQ protocols are 
introduced in OpenWNS. Predicted results can be seen in 5.2.1.3.2 and 5.2.2.3.2. 
 
 
 38 
4.4. OpenWNS versus WiMAC L2S Interface 
The reasons why the L2S interface and its mapping mechanisms studied along this 
thesis were needed were presented back in 2.2. It is been further analyzed too how 
these mapping functions allows the simulator to obtain a BLER value from a set of 
channel quality measures. However, the SINR to BLER mapping has not always been 
calculated like it has been shown along this thesis. Back in the past, where no 
instantaneous channel conditions were used to predict the link layer performance, a 
direct map from a SINR to a BLER was used. 
In order to compare the performance provided by the L2S interface implemented in 
OpenWNS and the performance obtained with the techniques used before, it is time to 
present WiMAC.  
WiMAC, like OpenWNS, is a software-based simulator with a prototype 
implementation of the IEEE 802.16 protocol developed at ComNets institute, RWTH 
Aachen University.  
The differences between both simulators are significant. However, this thesis will just 
evaluate the accuracy provided by the new L2S interface implemented in OpenWNS. 
First of all, let’s study how WiMAC calculated a BLER value.  
Similarly to OpenWNS simulator, a channel model provided a received SINR value 
for a particular packet. The SINR value was directly mapped into a BLER value, 
using a look-up tables like the ones used in OpenWNS, but without the intermediate 
MI step. Those tables were generated by a sophisticated link layer simulation chain 
develop during the IST-STRIKE project [17].  
Since the packet length simulated in WiMAC was not fixed, the resulting BLER was 
calculated based on smaller units like bits, bytes or OFDM symbols. Simulations 
showed that errors of OFDM symbols were not correlated [17], thanks to the 
interleaving performed. Thus the OFDM symbol error ratio was used as the interface 
to the protocol simulator.  
In the protocol simulation, the resulting packet error ratio of a PDU (BLER in the 
formula) was calculated as follows. The calculation was based on the PDU size 
NOFDM measured in OFDM symbols and the OFDM symbol error ratio (pOFDM). 
                                          1 (1 )NOFDMBLER pOFDM= − −    (4.6) 
Figure 24 shows the BLER achieved as a function of the SINR for different MCS, 
using the values of the stored tables used in WiMAC. Note that in those tables the 
value available was pOFDM . Therefore, (4.6) has been used in order to achieve a 
BLER to be compared with the one obtained with OpenWNS.  
The BL used for the first simulations is 256 bits. Therefore, NOFDM is 256/2 for 
QPSK case, 256/4 for 16QAM and 256/6 for 64QAM. 
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Figure 24 SINR to BLER relation for different MCS. BL=256 bits. 
Values from WiMAC tables 
Next figure shows the same relation depicted above, but using the L2S interface 
implemented in OpenWNS. Again, the BL used is 256 bits. 
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Figure 25 SINR to BLER relation for different MCS. BL=256 bits. 
Values from OpenWNS tables. 
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Next table shows some of the values used to run the graphics, and it will help to 
understand the differences between the two implementations. 
Table 7 SINR values when BLER=0.1 for different MCS and BL=256, using 
values from WiMAC and OpenWNS. Comparative.  
 
SINR WiMAC SINR OpenWNS Increment/Decrement 
QPSK CR 1/2  5.2 dB 2 dB 3.2 dB 
16QAM CR 1/2 10.2 dB 7.6 dB 2.6 dB 
64QAM CR 2/3 18.5 dB 16.5 dB 2 dB 
 
It can be seen then that OpenWNS presents an estimation of around 3 dB better on 
average respects from WiMAC, and the way the BLER was predicted or calculated 
before the new mechanisms were designed. It should say then that the performance in 
WiMAC was underestimated. 
It can be interesting to study the evolution of this difference when using another BL.  
Figure 26 shows the BLER value as a function of SINR and MCS achieved using 
WiMAC tables. The BL used this time is 1024. Again, the NOFDM used to calculate 
the values depends on the modulation. 
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Figure 26 SINR to BLER relation for different MCS. BL=1024 bits. 
Values from WiMAC tables 
Next figure shows the BLER value as a function of SINR and MCS achieved using 
OpenWNS tables. The BL used is 1024. 
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Figure 27 SINR to BLER relation for different MCS. BL=1024 bits. 
Values from OpenWNS tables. 
Next table shows some of the values used to print the graphics above. Note that the 
SINR point taken as a reference is again when the BLER is approximately 0.1.  
Table 8 SINR values when BLER=0.4 for different MCS and BL=1024 bits , 
using values from WiMAC and OpenWNS. Comparative 
 
SINR WiMAC SINR OpenWNS Increment/Decrement 
QPSK CR 1/2  5.6 dB 1.5 dB 4.1 dB 
16QAM CR 1/2 10.4 dB 7 dB 3.4 dB 
64QAM CR 2/3 19 dB 14.5 dB 4.5 dB 
 
By comparing Table 7 and Table 8, it can be seen that the difference has increased 
from 2.6 dB to 4 dB on average when the BL simulated goes from 256 bits to 1024 
bits. The reason for this is double.  
First, WiMAC approach to calculate the BLER gets worse when using longer BL, due 
to the use of(4.6). Consequently, a higher SINR is required to achieve the same BLER.  
Second, due to the coding scheme used in each simulator. WiMAC used a 
combination of Reed-Solomon and Convolutional Codes [17]. OpenWNS, instead, 
includes the use of Turbo Coding technique, presented in 1993 [2], which outperform 
Reed Solomon and Convolutional Codes. It has been already said in 4.3.2.2.2 that 
Turbo Codes provide a better performance the longer block length used. Therefore, 
OpenWNS L2S interface improves its performance with the BL, finally providing a 
higher gain with respect of WiMAC approach. 
CHAPTER 5 
Evaluation of Hybrid ARQ schemes 
This chapter analyzes the expected performance provided by the H-ARQ schemes, 
among other interesting concepts related.  
5.1. LTE Physical Layer 
Section 3.4.2 briefly described the H-ARQ protocol designed to be present on LTE 
technology. As it was mentioned, H-ARQ spans both MAC and PHY, being the last 
one the layer which will perform the combining process.  
Figure 28 depicts a simplified PHY and MAC processing for the Downlink Shared 
Channel, DL-SCH. 
 
Figure 28 PHY processing for DL-SCH [12] 
As it can be seen, the PHY controls the coding, the PHY H-ARQ processing, the 
modulation, the antenna mapping in case MIMO systems are used, and allocates the 
data to the suitable frequency-time resource. The decisions regarding H-ARQ 
protocols are taken into the MAC layer. 
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Most of those tasks are already covered by OpenWNS functionalities, and the rest are 
being studied, like the use of MIMO schemes. However, the important issue 
concerning this thesis is the fact that H-ARQ protocols directly or indirectly affect 
most of those functionalities. Within those, the scheduler would present the bigger 
complications if modifications to include H-ARQ mechanisms want to be done.  
5.3 includes some protocol advices to be follow in order to include H-ARQ protocols 
within system level simulators, like OpenWNS. However, up to know, the whole 
implementation is considered out of this thesis scope. 
Focusing again in Figure 28 , it can be seen that 1 or 2 transport blocks, depending on 
whether spatial multiplexing is used, are received by the PHY in a Transmission Time 
Interval (TTI). Some Cyclic Redundancy Check (CRC) bits are attached to the blocks. 
Those blocks are then coded. The downlink scheduler selects the CR and modulation 
scheme to be used in each block, depending on the block length and the amount of 
resources allocated for each transmission. Within this process, the H-ARQ protocols 
informs about the redundancy version to be used, affecting the coding process just 
explained. There it is one of the implications mentioned above that would complicate 
a lot the implementation of H-ARQ protocols at a different time when the scheduler is 
revised. Continuing with the downlink processing, the scheduler controls the antenna 
mapping in case spatial multiplexing had been used. 
On the other side of the transmission, the scheduled mobile receives the signal and 
performs the reverse processing actions taken at the Base Station. The PHY informs 
the H-ARQ protocol whether the decoding has been successful or not. The MAC part 
of the H-ARQ decides then whether a retransmission is required.  
The PHY processing for the Uplink SCH is similar to the DL explained above. 
Further details can be seen in [12]. 
5.2. Evaluation of H-ARQ Protocols 
As it was mentioned, H-ARQ protocols are still not present in OpenWNS. In order to 
avoid a lot of restrictions and reach a good an accurate performance, it is important 
than the whole protocol stack, with special attention to the scheduler, is implemented 
or revised at the same time H-ARQ is included.  
Despite of this, the expected performance that OpenWNS would provide when using 
H-ARQ together with the L2S interface analyzed along this thesis can be evaluated. In 
order to do this, a series of tests have been implemented, providing a comparison 
performance between CC and IR schemes. That comparison will be presented in terms 
of predicted BLER and Throughput achieved.  
Note that it is interesting to see how the H-ARQ protocols are going to use the L2S 
interface analyzed along this thesis. 
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5.2.1 Chase Combining 
A theoretical study of CC scheme can be found in 3.2.2. This section describes the 
PHY abstraction necessary to model the Chase Combining protocols, working 
together with the L2S interface and its mapping mechanisms. After that, a 
performance evaluation is given. 
5.2.1.1 PHY Abstraction for Chase Combining 
The SINR values for the different transmissions of the same block are summed. The 
resulting SINR must be treated according to the mappings implemented in each case. 
If MIESM is the mapping implemented, the resulting SINR is used to calculate a MI 
value following the next formula [6]: 
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Where q is the number of transmissions, mI  is the MI function for the modulation 
order m  and 
njSINR  is the n-th symbol SINR during j-th retransmission. In the 
special case of OpenWNS, one block has one SINR, and not one SINR per symbol. 
Therefore, formula above can be reduced and seen as: 
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In case EESM had been implemented, the effective SINR would have been given by: 
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Where effSINR  is the effective SINR after q  transmissions. 
5.2.1.2 Simulation Scenario for Chase Combining 
Different assumptions were taken in order to facilitate the performance evaluation of 
CC schemes.  
First, it is assumed that the MCS used for the retransmissions is the same as the one 
used for the initial transmission. According to this, (5.2) can be seen now as: 
                                                             
1
q
j
j
MI I SINR
=
 
=  
 
∑     (5.4) 
Where I  represents now the SINR to MI mapping for a specific modulation scheme, 
which will remain the same along the retransmissions. Note that the SINR is added in 
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linear units, and then the SINR in dB is calculated before convert it into a MI by using 
the MIESM. 
Finally, it is assumed that the retransmissions are received with the same energy as the 
initial transmission. Consequently, (5.4) can be seen now as: 
                            ( )
1 1
1
q q
j
j j
MI I SINR I SINR I q SINR
= =
   
= = ⋅ = ⋅   
   
∑ ∑                       (5.5)                       
The initial transmission is received then with SINR dB. After one retransmission, the 
effective SINR is double the initial SINR in linear units or the initial SINR + 3dB. 
After two retransmissions, initial power multiply per three or SINR + 4.7 dB and so 
on. 
Once the MI value is calculated using the MIESM, studied in 2.2.1.3 and 4.3.1, a 
BLER can be obtained using the MI to BLER mapping analyzed in 2.2.2 and 4.3.2. 
The modulation, acting as a parameter for the first mapping, does not change after the 
retransmissions. The code rate and the block length, used within the second mapping, 
do not change either, as it was presented in 3.2.2. 
The BLER obtained is used to decide whether to ask for a retransmission. In order to 
do that, the BLER achieved after the initial transmission or consequent 
retransmissions is compared with a random value with a uniform distribution between 
0 and 1.  
A maximum number of retransmissions allowed is set within the tests. 
5.2.1.3 Performance Evaluation 
As it was mentioned, the performance evaluation will be given in terms of BLER and 
Throughput achieved for different SINR. 
5.2.1.3.1 BLER 
Since retransmissions are now allowed, and even more, they are being combined to 
create a more reliable codeword, the expected BLER compared with the BLER 
achieved when not H-ARQ were used is lower given the same SINR.  
Moreover, the BLER decreases when the allowed number of retransmissions increases. 
Figure 29 depicts the SINR to BLER relation for two MCS, comparing the 
performance achieved when no H-ARQ is used with the performance achieved when 
CC scheme is used. The lines for different number of retransmissions are depicted. 
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Figure 29 SINR to BLER relation for QPSK and 64QAM, allowing up 
to 3 CC retranmissions. CR 1/2, BL 512 bits 
It can be seen how the BLER curve resulting after each retransmission is the same as 
the original one moved to the left a certain dB value, following the results provided by  
(5.5). The same behaviour applies for each MCS possible. 
5.2.1.3.2 Throughput 
When it comes to throughput, it is important to clarify one aspect. The use of ARQ 
protocols or H-ARQ protocols causes a decrease in terms of total throughput, since 
retransmissions are being transmitted instead of new information. Despite of this, the 
use of these protocols is completely necessary in order to provide reliable 
communications, where lost packets must be able to be retransmitted again. Moreover, 
what ARQ and now H-ARQ allows is the possibility of sending information at lower 
SINR than when no retransmissions were allowed.  
Figure 30 depicts the Throughput achieve for a 64QAM with code rate 5/6 and block 
length of 512 bits. Results when using CC with up to 5 retransmissions allowed are 
compared with the results when not using H-ARQ. As it can be seen, the use of CC 
provides a throughput closer to Shannon, the limit of maximum transfer of 
information through a noisy channel.  
The difference steps that can be appreciated represent the SINR for which values the 
transmissions will need one less retransmission on average (going from the left side to 
the right side). Consequently, the throughput increases. The values for the different 
steps that can be seen represent the maximum possible transfer for that MCS divided 
per the number of transmissions required. The next formula is applied: 
                                         
#
bits CodeRate
symbolThroughput
transmissions
⋅
=              (5.6) 
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Figure 30 Througput for 64QAM CR 5/6 , BL 512, using or not CC, 
allowing up to 5 transmissions  
Please note how it is now possible to send information at lower SINR. The different 
steps dB differences correspond to the difference in terms of BLER seen at Figure 29 . 
5.2.1.3.3 Modified Scenario 
A little modification has been made for this second scenario, trying to evaluate how 
accurate is one of the assumptions taken up to now. Specifically, the received SINR 
for the retransmissions considered within this second scenario might not be the same 
as the initial transmission. However, it is assumed that the new value will be around 
the initial one. In order to simulate that, the predicted SINR for a retransmissions is 
calculated by multiplying the initial transmission SINR power per a random value 
with uniform distribution. Different limits are considered. From 0.8 to 1.2, so 
considering the retransmissions will be received with 20%±  of the initial transmission 
energy. From 0.7 to 1.3, so 30%± , and finally from 0.6 to 1.4, so 40%±  of the initial 
energy.  
Next formula is used then in order to calculate the effective MI. 
             
1 1
(1 )
r r
m m j
j j
MI I initialSINR initialSINR I initialSINRα α
= =
   
= + ⋅ = ⋅ +   
   
∑ ∑   (5.7) 
Where initialSINR is expressed in linear values, r is the number of retransmissions, 
and jα is the random value for each one of the retransmissions.  
 48 
The results obtained by modelling this second scenario must be really close to the 
ones achieved for the first scenario. The reason is that a random value with uniform 
distribution between 0.7 and 1.3, 0.8 and 1.2 or 0.6 and 1.4 has an average value of 1, 
which means that, looking at (5.7), the received SINR for the retransmissions is 
finally the same as the initial transmission, as it happened in the first scenario. 
Figure 31 depicts the differences in terms of throughput for a specific MCS when 
assuming retransmissions are received with same energy as initial transmission or 
received with a %±  of the initial transmission energy.  
 
 
 
 
 
 
 
 
Figure 31 Comparison between throughput achieved by using first or 
second scenario. 64QAM CR 1/2 BL 1024 bits. Zoom in right figure 
As it was predicted, differences are minimal. The interesting thing here is then to 
study the standard deviation for each one of the percentages used. The formula used is: 
                                                 
2
%
1
1 ( )
n
i
i
Thro Thro
N
σ
=
= −∑     (5.8) 
Where %σ  is the standard deviation for each one of the %± considered, N is the 
number of values taken into account, iThro  is the throughput achieved when using the 
second scenario, and Thro is the average throughput, obtained by using the first 
scenario scheme. 
Throughput values obtained for SINR from 4 to 12 dB are taken into account, 
obtaining the following results. 
Table 9 Standard deviation in terms of throughput for different percentages 
assuming second scenario.  
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As it was expected, the standard deviation increases with the % considered. However, 
differences for any of the % considered are small enough to conclude that the first 
scenario, assuming same received SINR for initial transmissions and retransmission is 
accurate enough.  
This thesis will not consider any other scenario, like accepting any possible SINR 
value for a retransmission not related with the initial received SINR. 
5.2.2 Incremental Redundancy 
The theoretical study, interesting concepts and different proposals for IR H-ARQ 
schemes can be found in 3.2.3. This section, as the section above, will analyze the 
PHY abstraction needed to evaluate the performance of the IR protocol. After that, a 
performance evaluation is given. 
5.2.2.1 PHY Abstraction 
The PHY abstraction when using Incremental Redundancy schemes depends on 
whether retransmissions with repeated coded bits are allowed or not.  
5.2.2.1.1 No Repeated Coded Bits Allowed Scenario 
If no repeated coded bits are allowed, new redundant bits will be sent in each 
retransmission, and no repeated coded bits will be included. That leads us to a code 
word that looks like this: 
 
Figure 32 Example of a codeword where no bits will be sent more than 
once 
Where X is the set of information bits, q  the number of transmissions, and iC  the 
number of coded bits sent into the i th−  transmission.  
As it was mentioned in 3.2.3, the code rate and the block length after each IR 
retransmission change, differently from CC schemes. 
Therefore, the inputs for the L2S interface mappings regarding this particular scenario 
follow next formulas, from [6]: 
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         (5.11) 
Where effectiveCR , effectiveBL  and effectiveMI are the effective CR, BL and MI 
after q  transmissions, and they are the values that will act as an inputs of the L2S 
mappings. 
5.2.2.1.2 Repeated Coded Bits Allowed Scenario 
The first case studied above represents a single and restricted scenario. Normally, 
partial repetition of coded bits is possible, and that need to be taking into account for 
the PHY abstraction.  
The formulas used then to compute the MI, the BL and the CR after a retransmission 
are: 
             
( ) ( )( )1 11 1 1pre old NR b R old b
pre NR R
N MI N I N f f MI f I
effectiveMI
N N N
− −
⋅ + ⋅ + ⋅ +
=
+ +
      (5.12) 
                                            
pre NR R
X
effectiveCR
N N N
=
+ +
           (5.13) 
                                            pre NR ReffectiveBL N N N= + +           (5.14) 
Where NRN  is the set of bits not repeated, new, RN  represents the set of bits repeated 
from previous transmissions, preN  represents the set of bits not retransmitted in the 
last attempt, but retransmitted before, bI  is the averaged mutual information per bit 
for the last transmission, and ( )1f  is the mapping from SINR to MI. In case the 
modulation used is the same for every transmission, the ( )1f  must be the mapping 
corresponding to this modulation. In case the modulation scheme can change along 
the retransmissions, it should be use the ( )1f  corresponding to QPSK [6]. 
If repeated coded bits are allowed, the IR retransmissions not only would provide a 
coding gain, since new bits are transmitted, but an accumulated energy gain too, 
because some bits will be transmitted more than once. 
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5.2.2.1.3 Intermediate Scenario 
An intermediate scenario, not so reduced as the one presented in 5.2.2.1.1, but not so 
complicated as the one presented above, would be to allow repeated coded bits into 
the retransmissions, but not before all the redundant bits from the initial codeword are 
exhausted. This is the scheme that will be modelled and evaluated from now on, and it 
is similar to the one presented in 3.2.3.2. 
5.2.2.2 Simulation Scenario 
The simulation scenario corresponds to the scenario presented in 5.2.2.1.3. However, 
it has been modified due to a peculiar characteristic of the Turbo Codes, used within 
OpenWNS. Further details about Turbo Codes can be seen in Appendix D, but the 
main point is the following. If the coding gain (e.g. in Eb/No) achieved by using 
Turbo Codes for different code rates is plot, it can be seen that a big gain is achieved 
when the code rate starts to decrease from CR=1. However, this additional coding 
gain becomes smaller the lower the CR gets. It has been studied that a CR=1/3 marks 
somehow the limit where the coding gain achieved starts to remain almost constant 
even thought the CR decreases even more. Moreover, it has been demonstrated that 
the performance provided by higher code rates than 1/3 (e.g. 1/2) created from 
puncturing an initial codeword with CR=1/3, is almost the same as the performance 
provided by codeword directly coded with the higher CR. 
Due to this,  no lower CR that 1/3 are used within Turbo Codes, and higher CR are 
created by puncturing an initial codeword with CR=1/3. 
Let’s see how come this characteristic will determine the model implemented to test 
the IR scheme. 
As it has been explained in section above, the effective CR and the BL that will feed 
the L2S mappings change after each IR retransmission. The received energy per bit 
must be actualized too in case repeated bits are transmitted.  
Some assumptions are taken in order to facilitate the evaluation.  First, it is assumed 
that the modulation coding scheme does not change along the retransmissions. Every 
transmission of the same block will be coded and modulated equally. 
Second. Even though it was said that the BL must be actualized following formula 
(5.10) or (5.14), at the end this block will arrive to a Turbo decoder (at least in 
OpenWNS case), that will have a fixed number of inputs. If fewer bits arrived, some 
of the entries will be set to zero, and thus the resulting bits currently used will be 
always the same. 
Finally, it is important to remember one more time that no CR lower than 1/3 will be 
considered. Moreover, no repeated bits are allowed until all the bits from the initial 
codeword have been sent. With these, the effective CR and SINR which will feed the 
mappings follow next formulas: 
                                       
1
max ,
3
payload
CodedBitsTransmitted
X
effectiveCR
N
 
=  
 
             (5.15)
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effectiveSINR initialSINR
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 
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 
                      (5.16) 
Where RN  is the set of total bits repeated, independently of in which transmission, 
NRN is the set of bits sent just once, and totalC is the total number of coded bits, which 
in Turbo Coding is always 3total payloadC X= ⋅ , due to the turbo decoder characteristic 
explained above. 
Let’s exemplify this for a specific CR in order to clarify the ideas. Figure 33 depicts 
the process and how the variables are refreshed. Note that the puncturing is used in 
order to achieve a CR=1/2 for each one of the redundancy versions generated from the 
initial codeword with CR=1/3. Note that no repeated coded bits are retransmitted 
before all the bits from the initial codeword have been sent. 
 
Figure 33 Model of the scenario implemented 
Regarding the code rate, it can be seen that the code rate for the initial transmission, 
higher than 1/3, will feed the mappings, following (5.15). However, the effective code 
rate after the first retransmission would be CR=1/4, but the model, following the 
characteristics of Turbo Codes explained above, will take CR=1/3 (without losing a 
considerable coding gain due to the assumption). Same thing happens after the second 
transmission. Regarding the effective SINR, it follows (5.16).  
A similar scenario to the one in CC has been implemented to test the IR scheme. The 
different BLER obtained after each retransmission are compared to a random uniform 
value between 0 and 1, deciding after that whether to retransmit or not. In case a 
retransmission is required, the effective SINR and CR are refreshed following (5.15) 
and (5.16), and feed again the L2S mappings. 
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5.2.2.3 Performance Evaluation 
Again, the performance evaluation is given in terms of BLER and Throughput.  
5.2.2.3.1 BLER 
As it happened with CC, a gain in terms of BLER is expected when using IR with 
respect of not using any H-ARQ scheme. 
Next figures depict the SINR to BLER relation for three different MCS, showing the 
difference performance obtained when using IR with respect of not using any H-ARQ 
technique. 
0 2 4 6 8 10 12 14 16 18 20 22 24
0.01
0.1
1
11.5dB
9dB
 
 
BL
ER
SINR(dB)
 64QAM CR 5/6 initial transmission
 IR 1 ret
 IR 2 ret
 
Figure 34 SINR to BLER relation for 64QAM, allowing up to 2 IR 
retranmissions. CR 5/6, BL 512 bits 
Let’s explain the meaning of the lines that can be seen in figure above. Even though 
the example was given for CR 1/2, it can be helpful to look again at Figure 33 to 
clarify the ideas that will be given in here. 
There is no secret for the initial transmission. Tables from OpenWNS have been used 
to depict the SINR to BLER relation for this MCS. The initial transmission sends 
6 / 5 payloadX⋅  bits. The interesting points start with the retransmissions. After a first IR 
retransmission, the decoder has the 6 / 5 payloadX⋅  bits from the initial transmission plus 
6 / 5 payloadX⋅  bits from the retransmission. That gives a total of 
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12 / 5 2,4payload payloadX X⋅ = ⋅  from the initial 3 payloadX⋅  generated by the Turbo 
Encoder 1/3. Therefore, there are no repeated coded bits up to now, so there is no 
energy accumulated. The effective CR is 5/12, higher than 1/3, so it feeds the 
mappings (5.15). The gain of 9dB that can be seen is therefore due to a coding gain. 
After the second retransmission, a total of 3,6 payloadX⋅ bits have been sent from the 
initial3 payloadX⋅ . Therefore, 0,6 payloadX⋅  bits have been repeated, and the accumulated 
energy must be actualized following (5.16). The effective CR would be 5/18, but the 
model will take CR 1/3, following (5.15). In that case, the gain is not only provided 
by the coding gain, but by the accumulated energy too. 
Let’s see now the performance for an initial CR 1/2.  
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Figure 35 SINR to BLER relation for 64QAM, allowing up to 2 IR 
retranmissions. CR 1/2, BL 512 bits 
The same study is shown in here. After the first retransmission, the decoder has 
4 payloadX⋅  bits from the initial3 payloadX⋅ . Therefore, payloadX  bits have been sent twice. 
The energy accumulated then must be taken into account. Regarding the CR, the 
effective one would be 1/4, but the model will use 1/3. After the second 
retransmission, a total of 6 payloadX⋅  bits have been sent, so 3 payloadX⋅  are repeated, the 
total codeword. The energy would be now double, and the effective CR 1/3, even 
though it would be really 1/6.  
The last example, quite interesting, is given for CR 1/3. Note that in that case, there is 
no coding gain for any of the possible IR retransmission, since the whole codeword is 
sent every time.  
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Figure 36 Example of redundancy version sent for IR retransmission 
with CR 1/3 
Due to this, the expected performance is the same as in the Chase Combining scheme. 
The gain is only provided by the fact that the energy accumulated increases after each 
retransmission.  
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Figure 37 SINR to BLER relation for 64QAM, allowing up to 2 IR 
retranmissions. CR 1/3, BL 512 bits 
Summing up, it has been seen than the gain provided by IR retransmission strongly 
depends on the coding scheme used, differently from CC, when the behaviour was the 
same independently of the MCS.  
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5.2.2.3.2 Throughput 
Same considerations given in 5.2.1.3.2 about the throughput apply for the IR scheme 
case. 
The throughput achieved when using IR retransmissions compared to the one 
achieved when no H-ARQ is used can be seen in Figure 38 . 
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Figure 38 Througput for 64QAM CR 5/6 , BL 512, using or not IR, 
allowing up to 5 transmissions  
As it can be appreciated, the throughput achieved when using IR is closer to the 
Shannon limit. Note how the width of the step in dB corresponds to the gain seen in 
Figure 34 for the first retransmission.    
5.2.3 H-ARQ Schemes Comparison 
Once both H-ARQ schemes performance have been presented, it is time to compare 
them. Before that, thought, it can be interesting to remember again why CC and IR 
provide a gain in terms of BLER or throughput, and which aspects differentiate each 
other. 
CC provides a gain due to the accumulated received energy per bit. Every time a 
retransmission is required and received, the accumulated energy increases, thus the 
chances of successfully decoding the block.  
Contrary, IR scheme provides a gain based on coding gain, since new bits might be 
transmitted in each retransmission, and based on an accumulated received energy per 
bit too, in the case of repeated bits are allowed. 
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Due to these characteristics, the differences between CC and IR do not remain the 
same, but depend on the coding scheme used. CC performance does not care about the 
MCS. The gain is always 10.log (#transmissions) dB if it assumed that the SINR for 
the retransmissions is the same as the SINR for the initial transmission. However, the 
gain provided by IR does depend on the coding scheme, and it is bigger the higher the 
initial CR used, as it has been shown in 5.2.2.3. Let’s explain this. 
As it was said in 3.2.3.1, the different redundant versions are created by puncturing 
the initial mother code. If the initial CR is high, the difference between this CR and 
the effective CR after a retransmission is received is bigger than if the initial mother 
code would have been coded with a low CR. It is important to remark again that no 
CR lower than 1/3 are used within Turbo Codes. 
Figure 39 exemplifies where the gain comes from in IR retransmissions depending on 
the initial CR sent. 
 
Figure 39 Example of IR effectiveCR after retransmissions starting 
from CR 1/2 or 5/6 
When a puncturing to achieve a CR 5/6 is performed, and effective CR 5/12 is 
achieved after the first retransmission. That provides a big gain. If a second 
retransmission is required, the effective CR used within the model is 1/3, since not 
lower CRs are allowed. Anyways, there is an important coding gain too. Moreover, 
since there are repeated bits, as it was explained in 5.2.2.3, there is an accumulated 
energy per bit gain. 
The gain provided when a puncturing to achieve a CR 1/2 is performed is lower. The 
reason is that CR 1/4 and 1/6 are not used within Turbo Codes, and even though they 
will, the gain would be almost the same as the one provided by CR 1/3. Therefore, it 
can be seen that the difference between 5/6 and 5/12 is bigger than the difference 
between 1/2 and 1/3. This is reflected in the SINR to BLER curves as it was studied in 
4.3.2.2.2. 
Next figures exemplify the SINR to BLER relation for a 64QAM modulation and 
different starting CR, as well as the performance achieved when using CC or IR, with 
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a maximum of 2 retransmissions allowed. The comparison study starts with the higher 
code rate available in OpenWNS, 5/6, to decrease then to a CR 1/2 and finally to 1/3. 
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Figure 40 SINR to BLER for 64QAM. Initial CR 5/6, BL 512 bits 
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Figure 41 SINR to BLER for 64QAM. Initial CR 1/2, BL 512 bits 
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By looking at both figures it can be see how, as it was advanced, the gain using CC 
remain the same independently from the coding scheme used. However, the IR 
scheme reduces its gain around 4dB when starting from a CR 1/2 instead of CR 5/6. 
Therefore, the distances between both schemes have been reduced. 
The last figure of this series shows the same curves, but when starting with a CR 1/3. 
As it was predicted in 5.2.2.3, the behaviour of both schemes is the same for this 
initial CR, since it is not possible to obtain any coding gain. All the gains provides 
then of the energy per bit accumulated along the retransmissions 
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Figure 42 SINR to BLER for 64QAM. Initial CR 1/3, BL 512 
There is a direct relation between the BLER and the expected throughput achieved. 
Therefore, it is not a surprise that the same behaviour seen for the BLER applies for 
the throughput. Next figure depicts this relation for 64QAM, starting with three 
different CR. This time up to 4 retransmissions are allowed.  
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Figure 43 Throughput achieved for 64QAM and 3 different initial CR. 
BL 512. Up to 4 tranmissions allowed 
As it was expected, the differences between CC and IR schemes decrease with the 
initial CR. The differences for the first step, corresponding to the first retransmission, 
are equal than the differences shown in Figure 40 , Figure 41 and Figure 42 for the 
BLER. 
As a final state, it can be said that an intelligent decision would be to use Chase 
Combining scheme when the initial CR is low, close to 1/3, since the performance 
compared to IR is almost the same, as CC is easier to implement. IR should be used 
when the initial CR is high, since the coding gain that will be achieved with the 
retransmissions overcomes the energy per bit accumulated gain provided by CC. 
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5.3. Advices to Implement H-ARQ in OpenWNS 
This section just expects to provide some simple advices in case H-ARQ protocols 
want to be introduced into system level simulator. Along the theoretical study of H-
ARQ given in CHAPTER 3, and the performance evaluation given in CHAPTER 5, 
some details have been presented. Some of the ones missing, important to model the 
protocol, can be found in here. 
Each user has a H-ARQ entity. Each one of these entities, thus each user, can have 
multiple H-ARQ processes at the same time. 
Normally, the number of processes is chosen to match the round trip between the UE 
and the Station, including the processing time, to allow for continuous transmissions.  
Typically, six processes are assigned to each user, even though it is possible up to 8. 
In case more processes were allowed, it would cause that the ACK/NACK response 
arrives with a delay not recommended.  
Each user has assigned a fixed amount of memory. This memory must be distributed 
between the different processes. Therefore, the more processes the less memory 
available for each one.  
Each H-ARQ transmission results in one of the following scenarios. Either it is 
successful decoded, or unsuccessful decoded requiring a new transmission, or 
unsuccessful decoded after a maximum number of retransmissions, resulting in packet 
error.  
The H-ARQ entity should decide whether to use Chase Combining or Incremental 
Redundancy. An intelligent decision would be to use CC when the initial CR is low, 
and IR when the initial CR is high.  
As it has been introduced along the thesis, H-ARQ can be configured as synchronous 
or asynchronous. Depending on the implementation chosen, H-ARQ retransmissions 
will be numbered or not, there will be a delay expected time or not, and the 
modulation will be able to be different from one transmission to another. All those 
possibilities must be covered. Details are given in CHAPTER 3. 
It is important to take into account the possible errors that could happen. Here there 
are some basic rules. Within the downlink, an UE might be waiting for a 
retransmission in a concrete process. Due to a misunderstood of its last NACK sent to 
the BS, the BS can send a new packet, instead of the retransmission. The UE, even 
though it realizes there has been an error, must clear to soft buffer, and treat the new 
transmission as a, effectively, new transmission. However, it must inform too the 
higher levels, which will deal with the retransmission missed. 
Another case would be when the BS misunderstands an ACK, and it sends a 
retransmission of the block. In that case, the UE must drop this packet, and send an 
ACK again, hoping this time there will be no error. 
 
 
CHAPTER 6  
Conclusions 
This thesis evaluates the performance of a new link-to-system (L2S) interface, mainly 
realized through a series of mappings, which had been implemented in OpenWNS. 
The main function of these mappings is to provide a block error rate (BLER) given a 
received coded SINR.  
Before channel instantaneous conditions were taken into account in order to improve 
the system performance, and not OFDM/OFDMA technologies were used, a BLER 
was obtained directly mapping from the predicted SINR, looking at AWGN pre-
stored tables.  
However, due to new systems are based on exploiting channel conditions, and OFDM 
is used, a new physical layer abstraction is required. This new PHY abstraction must 
be able to model the instantaneous link layer. Moreover, a user data might be 
transmitted through a set of subcarriers, which might be received with different SINR. 
Therefore, a previous treatment of this information was needed before to be mapped 
into a BLER.  
The new L2S interface first map the SINR value into a mutual information (MI) value. 
This mapping is called Mutual Information effective SINR Mapping. Once this MI 
value is obtained, it can be map into the final desired BLER. This map is named MI to 
BLER mapping along this thesis. 
An evaluation of the two mappings is included in CHAPTER 1. It has been shown 
how the modulation coding scheme affects both mappings. A comparison against 
another L2S interface, used within another simulator, WiMAC, shows a considerable 
improvement. However, as it is explained in the précis section, the improvement is 
not only achieved by the use of the new mappings, but because a new coding scheme 
is used within OpenWNS. 
After that, this thesis analyzes H-ARQ protocols. A description of these new ARQ 
protocols is given, as well as a few details about their implementation within different 
technologies. 
A predicted performance evaluation has been included, regarding the two possible 
schemes, Chase Combining and Incremental Redundancy. It can be seen how the 
performance of these two schemes depends on the code rate used for the initial 
transmission. For higher code rates, Incremental Redundancy schemes outperform 
Chase Combining. However, this gain disappears progressively when the initial code 
rate decreases, leading to an equal performance for both schemes when the initial 
code rate is 1/3, due to a Turbo Codes characteristic analyzed along the thesis. 
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Anyways, it has been proved how the use of these new protocols improves the system 
performance. They do not only deal with retransmissions, but improves the 
throughput and might help within the link adaptation issue. 
This thesis concludes that the Link-to-System interface and its mapping mechanisms 
implemented in OpenWNS provide the expected performance. The parameters affect 
the mapping as expected and shown in the literature, the general overview is positive.  
A missing point that would be nice to introduce in the future is the possibility of use 
more than the four code rates available up to now, as well as a new coding scheme, 
even though Turbo Codes seems to outperform the rest. 
Regarding H-ARQ, it needs to be introduced within the simulator. Some theoretical 
concepts and protocols characteristics given along this thesis might be helpful.  
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Appendix A 
RBIR Calculation 
This section analyzes with more detail how the mutual information value is calculated.  
In 2.2.1.3, it was said two approaches are considered. However, OpenWNS, thus all 
the simulations run along this thesis, assumes Received Bit Mutual Information Ratio. 
Therefore, this section will be focus on describing this approach. 
 
A.1 Mutual Information Calculation for a SISO/MIMO System 
The continuous definition of MI is: 
                               ( ) ( ) ( ) ( )( )2
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According to this, mutual information per symbol can be written as: 
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A.2 RBIR Calculation for a SISO/MIMO System and ML receivers 
The symbol-level Log Likelihood Ratio (LLR) given ix  is transmitted for Maximum 
Likelihood (ML) receiver can be calculated as: 
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Where iM  indicates the 
thi  distances for the current received symbol, which is output 
from the Maximum Likelihood Decoding (MLD) detector. 
Therefore, ( )( )| | Hk k k kM y Hx y Hx y Hx= − = − − , where kx  represents the 
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th
k symbol, y the output of the receiver and H is the channel matrix , 
[ ] 11 121 2
21 22
,
h h
H H H
h h
 
= =  
 
. 
The RBIR over one constellation can be represented as: 
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Where ( )( )( ),i iI x LLR x  is the RBIR metric of the transmitted symbol ix  over the 
whole constellation, and m is the number of symbols within the constellation. 
Within an OFDM transmission, the MI-RBIR metric will be considered at all N sub-
carriers as 
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Let’s see now how RBIR is calculated. 
 
A.2.1 RBIR Computation-MQAM 
Departing from(6.2), MI is calculated as follows: 
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Using the expected value formula, the MI can be finally calculated as: 
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In QPSK, iLLR and kLLR  have the same pdf, due to all the symbols are equidistant 
between them. However, it does not happen the same for QAM in general.  
It has been said that the LLR depends on the distances between symbols. Therefore, in 
QAM, the pdf can be approximated by calculating the LLR for the neighbouring 
constellation points around the one which is considered in that case. The formula 
applied would be: 
 66 
                                              
2
2
2
2
tan
ln
i
k
M
i M
k i
prevalent
k Euclidean
dis ce
eLLR
e
σ
σ
−
−
≠
  
∈ 
  
 
 
 
 
 
 
 
 
 
 
 
∑
≃              (6.8) 
Define now the RBIR as: 
                                                  2/ logRBIR MI N=               (6.9) 
Assuming now that the symbol level LLR satisfies the Gaussian distribution, above 
formula can then continuously be derived as: 
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It has been proved that LLR for QPSK, as well as for QAM modulation satisfies the 
Gaussian distribution. Therefore, the symbol LLR can be described as:  
                                                ( ) ( ),i i ip LLR N AVE VAR=              (6.12) 
 
A.3 Theory derivation for Symbol LLR (LLR for QPSK symbol in a SISO 
scenario) 
It is interesting for this thesis to look into the theory derivation of the symbol LLR, 
and realize how the distance between symbols determines the result. 
Skipping some steps within the derivation, it is finally proved that symbol LLR can be 
written as: 
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Where “d” indicates the minimum inter-symbol distance in QAM constellation, h  is 
the column vector of matrix H  and k is:  
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Where 
r
n  and in  are Gaussian, and , ( , )r i i in n N AVE VAR∼  
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As it was mentioned above, it has been proved that LLR satisfies the Gaussian 
distribution.  
iLLR mean is named iAVE  and its variance iVAR  ,and they can be calculated with: 
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From (6.14) it can be seen than k  decreases when d increases, thus LLR increases 
with d (6.13). If LLR increases, RBIR increases. 
In conclusion, the more distance between symbols within a constellation, the higher 
mutual information per bit. 
Details for the LLR calculation for MIMO schemes can be found in [18]. 
 
A.4 Procedure for RBIR PHY Mapping for SISO System under ML Receiver 
1. Given the channel matrix H and the SINR for each sub-carrier, the fixed LLR 
distribution parameter ( ),AVE VAR can be computed, using (6.15) and (6.16). 
2. Calculate the RBIR metric based on RBIR definition, using the LLR 
distribution calculated above.  
3. Average the RBIR values over the multiple subcarriers for an OFDM system. 
4. Convert the average RBIR for one resource block to one single effective SINR 
from the SINR to MI table.  
5. Lookup the AWGN table to get the predicted BLER. 
Again, details about the procedure for MIMO schemes can be found in [18]. 
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A.5 Numerical example of RBIR computation 
Let’s calculate some MIB (RBIR) values for QPSK, given a SINR value, following 
the procedure presented in the section above. Note that for QPSK, 4N = and 2d = . 
In order to facilitate the calculation, it will be assumed that
1 0
0 1
H
 
=  
 
. 
Given and SINR=-3dB, we have 2 0.3
1 1 1
2 2 10SINR
σ
−
= = =
⋅
. We use then formulas 
(6.17) and (6.18), obtaining the following results: { } 0.8321E k = and 
{ }2 3.19454E k = .  
Then (6.15) and (6.16) are used, obtaining the following results: 1.1679AVE =  and 
2.5021VAR = . 
Before finally calculate the RBIR, we use (6.8) to calculate the LLR for QPSK. Note 
that it is the same for the 4 symbols within the constellation. 
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Finally, formula (6.11) is used and RBIR is calculated, obtaining 0.317RBIR = . 
Same procedure has been used given a SINR=0dB, obtaining a 0.516RBIR = . 
Next figure shows how these points fit the SINR to MIB curve presented along the 
thesis. 
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Figure 44 SINR to MIB curve for QPSK 
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Appendix B 
Soft Combining 
Within H-ARQ schemes that incorporate soft combining, information from failed 
attempts is stored and included in an iterative manner when decoding retransmissions. 
There are different techniques to combine the bits, but all of them follow a similar 
structure. In here, one of the approaches, presented in [19], and which seems to 
overcome most of the rest, will be presented as an example to understand how the 
combination is performed. 
The following notation is adopted. First, ( ) ( ) ( ) ( )1 ,.., ,..,
d d d d
i nu u u u =   denotes the 
thd  
transmitted copy of the codeword u  in an ( ),n k  linear block code C  over a Galois 
Field GF(2). 
After m copies have been transmitted, including the initial one, the entire transmitted 
sequence can be written as ( ) ( ) ( )1 ,.., ,..,d mU u u u =   . U  can be considered as a 
codeword in an ( ),N k  linear block code ( )mC  over GF(2), where N mn= . 
Additionally, ( ) ( ) ( ) ( )1 ,.., ,..,
d d d d
i nv v v v =   denotes the noisy observation of 
( )d
u  at the 
receiver. Therefore, the entire noisy version of the transmitted sequence U  can be 
written as ( ) ( ) ( )1 ,.., ,..,d mV v v v =   . It is assumed that the transmissions are performed 
over a memoryless channel, and the information bits are statistically independent. 
The proposed soft combining method is obtained by considering the decoding of 
V using the symbol maximum a priori probability (MAP) decoder for ( )mC . 
The Log Likelihood Ratio (LLR) at the decoder output can be written as 
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i
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= =
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Where 1 i n≤ ≤ , 1 d m≤ ≤ , and ( )|P U V  denotes the probability that U  was 
transmitted given that V was received. ( )( )ˆ diLLR u  provides an estimation of the thi  
bit in the thd transmitted copy of u . If ( )( )ˆ 0diLLR u ≥  then the estimation 
assumes ( ) 0d iu = . Otherwise, 
( ) 1d iu = . 
With the assumptions mentioned above, the LLR can be written in a suitable form for 
performing soft combining in an H-ARQ scheme as follows. First, the LLR for the 
thi bit of u  on the thm  decoding attempt is defined as: 
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( )( ) ( ) ( ) ( ) ( )( ) ( ) ( )ˆ ˆ|m m m m mi i i i e iLLR u LLR u LLR v u LLR u+ +≜    (7.2) 
Where ( ) ( )m iLLR u  is the a priori value, ( ) ( )( )|m mi iLLR v u  represents the soft output of 
the channel, and ( ) ( )ˆme iLLR u is the extrinsic value, which represents extra knowledge 
gleaned from the decoding process, and depends on the particular structure of the 
code C . ( ) ( )m iLLR u and ( ) ( )ˆme iLLR u  can be determined as follows. For 1m = , the a 
priori values ( ) ( )1 iLLR u  are given by: 
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Where ( )( )1iL u denotes the a priori value of the information bit ( )1iu . For consequents 
decoding attempts, i.e. for 2m ≤ : 
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The extrinsic values ( ) ( )ˆme iLLR u are obtained for 1m ≥  as: 
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Where the joint LLR ( ) ( ),m j jLLR u v is given by: 
                              
( ) ( ) ( ) ( ) ( ) ( )( ), |m m m mj j j j jLLR u v LLR u LLR v u= +            (7.6) 
If a retransmission is required, the receiver only needs to store the a priori values, in 
order to use them on the subsequent decoding attempt. That can be seen in (7.2). All 
the previous soft outputs of the channel are accumulated within these a priori values.  
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Appendix C 
OpenWNS 
OpenWNS is an open source highly modular simulator for performance evaluation of 
mobile radio networks [20]. It is written in C++, with Python support for 
configuration. It is being mainly developed at ComNets Institute, RWTH Aachen 
University. 
The goal of OpenWNS is to provide a simulator which is suitable for various kinds of 
performance evaluation of wireless networks. OpenWNS a flexible framework which 
allows the researcher to adapt the grade of complexity/accuracy of the simulation 
model to his needs.  
OpenWNS is made up by different parts. The main ones are:  
- Main simulator executable (WNS-core) 
- DLL-base: basic functionalities common to all Data Link Layers 
- Radio Interference Simulation Engine (RISE), including current PHY Abstraction 
- Library called libWNS, including among other generic ARQ protocols. 
Some modules have been already implemented, and can be easily used in order to 
build the protocol stack of a station.  
 
Figure 45 Example of modules available in OpenWNS 
The configuration code in Python will allow the researcher to give the modules the 
exact characteristics he is looking for. 
Load Generator 
Networ Layer 
DLL 
Physical 
 Constant Bitrate (Constanze) 
 IP 
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WiFiMAC 
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LTE (to be included by 
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 OFDMA Physical Layer 
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FunctionalUnits can be found, added or modified inside DLL module. 
FunctionalUnits are implemented functionalities that can be considered as a black box 
with inputs and outputs. The advantage is that they can be copied and used in several 
modules due to their independence of the rest of the code where they are finally 
located. Therefore, the DLL modules shown in Figure 45 can present the aspect 
exhibit in Figure 46 . 
 
Figure 46 Example of FU included within a DLL module 
 
Packet Scheduler 
Upper Convergence 
ARQ 
Functional 
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Appendix D 
Turbo Codes 
This section wants to provide information about Turbo Codes and their characteristics 
in order to support some statements used along the thesis to explain the performance 
of some implementations. This section, therefore, does not want to be a guide of 
Turbo Codes, but a source of some details that determine the Turbo Codes 
performance. The section is organized as follows. First, a brief description of the two 
main types of Turbo Codes is given, remarking the differences between them. Finally, 
a peculiar characteristic of the Turbo Codes that will be used within LTE technology 
is explained.  
 
D.1 Turbo Codes 
D.1.1 Convolutional Turbo Codes (CTC) 
The Convolutional turbo coder consists of a parallel concatenation of recursive 
systematic Convolutional encoders separated by a pseudo-random interleaver [2]. The 
stream of input bits is fed to the first encoder without any modifications and is 
randomly interleaved for the second encoder. 
D.1.2 Block Turbo Codes (BTC) 
Block Turbo code is a serial concatenation of linear codes such as Hamming, and it is 
decoded iteratively by simple component decoders.  
D.1.3 Performance evaluation of Convolutional and Turbo Codes 
The bit error rate (BER) curve of a turbo code is divided into two regions. The first 
region, called waterfall region, in which the BER decreases rapidly at low SINR, and 
a second region, called error-floor region, where the BER decreases at low rate at high 
SINR [15].  
The waterfall region compresses BER from 1 to 510− , so it is the one interesting for 
this thesis, since mobile communication allow BER so much high.  
The performance comparison of CTC and BTC within this region shows that CTC 
outperforms BTC, providing a gain of around 0.5-0.7dB, depending on the block 
length used [15]. This is one of the results used within this thesis, specifically in 
4.3.2.1. 
Further information, advantages of CTC and BTC among other concepts, are 
discussed in [15]. 
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D.2 Turbo Codes in LTE 
All along 5.2.2, where Incremental Redundancy scheme performance was studied, a 
peculiar characteristic of Turbo Codes was used. Some details have been already 
given, but this section will try to explain it better. 
The turbo coder/encoder to be used within LTE technology is a 1/3. That means that 
given the payload bits that want to be sent, they first will be always coded with the 
Turbo coder, and a codeword with 3 ⋅ payload will be obtained. If a higher code rate 
wants to be finally used to send the information, a puncturing of the codeword 1/3 
will be performed, achieving the desired code rate. No lower code rates than 1/3 are 
considered in LTE. The reason is that the coding gain curve, expressed in Eb/N0, 
shows that the coding gain provided by lower code rates than 1/3 is almost the same 
as the one provided by the compulsory 1/3 code rate. That would be the first reason 
why the coder/decoder developed for LTE is a 1/3. 
Moreover, it has been shown that the performance achieved by those higher code rates 
generated from puncturing the codeword 1/3 is almost the same as the performance 
that would be achieved in case a special coder would have been built to create a 
codeword with this particular code rate.  
As it has been said, this characteristic of Turbo Codes has determined the evaluation 
scenario designed in 5.2.2.2 to test Incremental Redundancy H-ARQ schemes. 
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ACK  Acknowledge 
ARQ  Automatic Repeat Request 
BL  Block Length 
BLER  Block Error Rate 
BPSK  Binary Phase-Shift Keying 
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CR  Code Rate 
Eb  Energy per Bit 
ESM  Effective SINR Mapping 
EESM  Exponential Effective SINR Mapping 
FEC  Forward Error Correction 
H-ARQ  Hybrid Automatic Repeat Request 
HSPA  High Speed Packet Access 
HSDPA Downlink HSPA 
HSUPA Uplink HSPA 
IR  Incremental Redundancy 
LLR  Log Likelihood Ratio 
LTE  Long Term Evolution 
L2S  Link-To-System 
MAC  Media Access Control 
MCS  Modulation Coding Scheme 
MIB  Mutual Information per Bit 
MIESM Mutual Information Effective SINR Mapping 
MIMO  Multiple Inputs Multiple Outputs 
MMIB  Mean Mutual Information per Bit 
NACK  Negative Acknowledge 
OFDM  Orthogonal Frequency Division Multiplexing 
OpenWNS Open Wireless Network Simulator 
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RLC  Radio Link Controller 
RNC  Radio Network Controller 
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UE  User Equipment 
UMTS  Universal Mobile Telecommunication System 
WiMAX Worldwide Interoperability for Microwave Access 
WLAN  Wireless Local Area Network 
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