ABSTRACT
Introduction.
People consider many factors when deciding where to live. Obviously their potential income and expenditures in an area are two such factors. The subjective quality of life, which derives from local characteristics, is a third, all-encompassing factor. These local characteristics, or amenities, affect the quality of life because people have preferences for certain types of areas; people may be willing to pay more to live in temperate climates than in severe ones, for instance. The quality of life (QOL) literature has used the marginal migrant's willingness to pay to compute quality of life indices for various areas.
This paper models the valuation of such amenities as depending upon investments people make in their appreciation. Because people are exogenously stuck in the same location as their parents for their first 18 years, they have added incentive to invest in the appreciation of the amenities present in their origin residence. These investments are location-specific in that they are not useful in very dissimilar areas. Once these locationspecific investments are made, the opportunity costs of moving to dissimilar locations are increased, and we should thus observe migrants preferring areas that are more similar to their childhood residences. These results emphasize that population distributions are the results of people sorting into their most preferred locations, a point not stressed by the QOL literature. The paper uses geocode data from the National Longitudinal Survey or Youth, 1979 cohort, to test the prediction that exposure to certain types of areas during youth increases the likelihood of finally settling in such areas, even for long-distance migrants.
The rest of the paper is organized as follows. Section one briefly surveys the relevant literatures. Section two draws out a simple model of human capital investment and location-choice with exogenous assignment of original location, but with investment decisions and subsequent location determined endogenously. Section three describes the data and empirical strategy, while section four presents the results. A fifth section discusses the relevance of these results and concludes.
I. Literature.
People choose amenities by migrating. Sjaasted [1962] was the first to bring migration into the framework of investments in human capital, but it has always been clear that migration is driven by economic forces. Tolley [1974] and Rosen [1974] offer models which include economic forces, but allow amenities to play a part in reaching a regional equilibrium in which the "hedonic" values of amenities are "capitalized" into metropolitan wages and real estate prices. Roback [1982] and many later authors use hedonic analysis to compute all-inclusive quality-of-life (QOL) indices for metropolitan areas.
1 A characteristic of these models is that in equilibrium migration is driven only by idiosyncratic factors. Wages and rents adjust to make the representative migrant indifferent between all locations.
Another branch of the amenity literature concerns the effect of amenities on migration per se. Graves [1979] and Graves et al. [1979 Graves et al. [ , 1982 show evidence that amenities affect people's migration decisions. Some authors [Florida 2000 , Clark 2002 have focused on urban and cultural amenities as driving regional growth through inmigration. If amenities affect migration, it suggests that amenities have not yet been fully capitalized into wages or rents so that utility gains to migration persist. If this were the case, the equilibrium assumptions underlying the QOL literature would be inappropriate. Greenwood et al. [1991] allow for such disequilibrium forces in computing state-level compensating differentials, but find that disequilibrium forces do not have large effects.
This result is not surprising in light of the results in Greenwood et al. [1989] , which show that amenities perform relatively poorly compared to more standard labor-market variables in predicting migration flows.
The compensating differentials which make marginal migrants indifferent between locations could come through differing wage levels or through varying returns to human capital investments. Cragg and Kahn [1997] exploit this possibility by allowing returns to human capital to vary across states. But a complete understanding of interregional wage differentials must also be based on an understanding of inter-regional differences in the distribution and type of human capital. The point of departure in this paper is to acknowledge the existence of types of human capital whose returns are location-specific. The idea of location-specificity in human capital is not new. Sjaasted [1962] , Becker [1964, p. 50] , and Davanzo [1982] all use or acknowledge its existence.
Many other types of specificity have been proposed. propose spouse-specific human capital as a tempering factor in divorce. Neal [1995 Neal [ , 1999 uses industry-specificity to understand job search strategies. All of these types of capital, however, can have significant spatial implications. Industry-specific human capital, for example, will be location-specific if industries are non-uniformly distributed.
Spouse-specific knowledge is location-specific as well, if the spouse does not wish to move. 2 Large amounts of firm-specific human capital would likely have a similar effect, as shown by Bartel [1979] . Most of the concept of social capital (at least as described in Putnam [2000] and Glaeser et al. [2002] ) also manifests itself as location-specific human capital.
In the model to follow, amenities do not affect the returns to human capital uniformly. The presence of amenities or disamenities puts a premium on certain kinds of human capital by making these types of human capital more productive. Because amenities vary over space, these types of human capital will have location-specific returns. The model to follow shows how this location-specificity, along with a period of forced residence (representing childhood) causes people to be more attracted to areas in which they have made significant location-specific investments. Because of the link between amenities and location-specific human capital, the theoretical result means that amenity valuation will be higher for those who have made investments in the amenity's appreciation. This goes to the heart of a second assumption of the quality of life literature: the use of a representative consumer. If people vary (as we know they do), the hedonic values computed in the QOL literature are set only by the marginal migrants and represent only their preferences. The meaning of such an index for inframarginal residents of a given area is not clear, even when the regional system is in equilibrium.
II. Model.
The following model includes three essential elements: exogenous original residence, the opportunity to migrate after a period of exogenous residence, and the opportunity to invest in human capital that is location specific. We assume two periods and two locations [A,B] . We assume the following conditional wage functions for each location, which are deterministic functions of two types of human capital and local population: 
We define the conditional wage in B in terms of the conditional wage in A, so that
Among other things, this means that neither type of human capital is "better" than the other and defines a distribution of labor supply (π = ½) that will make the wage functions in each location essentially identical.
Specificity implies that the two types of capital do not perform equally well in each location.
.
Note that equation 3 makes one of these definitions of specificity imply the other.
Finally, we assume for simplicity that all forms of human capital are equally costly to obtain, 4 and that p is the shadow price of these investments.
Given these assumptions, the first order conditions for someone starting at location A implicitly define optimum investment levels for both types of human capital Because the individuals know whether they will move or not when they make their investment decisions, movers will already have the optimal amount of human capital if they move. They will not want to invest more upon arrival in the new area.
5
We can focus our analysis at the symmetric equilibrium, where 6 Knowing the relative size of the investments will be of use later.
The move/stay decision (for someone starting at A) depends upon whether an individual's net income of staying at location A ( ) given optimal levels of investment is greater than or less than zero. In symbols, a person stays at location A whenever: 
where the first line represents the wage or income associated with staying in location A both periods, the second line represents the wage or income associated with moving to location B (having invested optimally for such a move), and the final line represents the difference in idiosyncratic match and capital expenses associated with the two choices. If this quantity is negative, people will move.
Omitting the prime marks (because
terms and using equation 3 to put the entire equation in terms of the wage in region A yields:
However, with π = π΄ = ½ and with perfectly general human capital 
With no specificity, this inequality is . Finally, plugging F.O.C. 6c in for p, using equation 3 to switch the subscripts on the second partial in the bracketed term and some simple algebraic manipulations yield:
which is always true, by definition of location-specificity. This means that, when human capital investments are location-specific, "average" individuals (those with no idiosyncratic preference for either area) will find it optimal to stay in the familiar area.
Of course, a similar result is available by assuming a non-zero cost to migration. The qualitative result persists in the presence of such moving costs. The costs will cause people to be less likely to move, but location-specificity will strengthen this tendency.
In general, we are not able to measure the location-specific investments described in the model. Because the empirical section to follow does not rely on the direct measurement of location-specific human capital, some discussion on how to interpret this result seems appropriate. The basic dynamic at work is that the necessity of living in the exogenously determined location in the first period makes some investment in that area's type of human capital optimal. This additional investment in local knowledge increases the opportunity cost of migrating to the other area, and thus decreases migration to areas in which local knowledge is not useful. The model shows that the derived preference for "home-like" areas is not a result of sentimentality or insensitivity to "real" economic forces. Rather, this attachment is a direct result of the incentives individuals face as children and adolescents.
Specificity could arise in the labor market because of geographical factors (location near a coast or raw material deposits), political factors (the location offering a more favorable regulatory atmosphere) or historical factors (the location historically being a center of some industry). While such factors may be endogenous in a model of regional development, to the individual they are exogenous. If these factors influence human capital investment in the real-life equivalent of the first period with exogenous location, these geographic differences will have the effect described in the model. However, since young people can migrate before they begin working, such marketoriented factors should be minor. Market-oriented human capital only affects wage in the second period, so investment in such human capital can essentially be postponed until after migration. The effect through opportunity costs will not exist.
On the other hand, specificity in the household production sector would have the effects described in the model. Exogenously-located youth use time, energy, knowledge and their environment to produce leisure activities, such as surfing or downhill skiing.
Obviously, the knowledge that makes surfing enjoyable is different than the knowledge that makes down-hill skiing enjoyable. The environmental input into these activities varies with location: waves in southern California, slopes in Colorado. Such amenities will affect the returns to certain kinds of human capital. Thus, someone randomly assigned a childhood in Los Angeles will find it optimal to learn to surf, while one randomly assigned a childhood in Denver will find it optimal to learn to ski. Having learned to enjoy the local environment more fully, these youth will be giving up more in leaving it; the opportunity cost of migration will have increased.
These location-specific investments are not specific to the home location alone, but to other locations with similar qualities. One can ski all across the Mountain Time Zone, and in the Appalachian Mountains as far south as the Carolinas. Skiing ability will also increase the attractiveness of those areas for those who have invested heavily in it.
Surfing skills are perhaps more geographically limited in their usefulness.
While waves and slopes are two obvious examples of amenities that enhance the productivity of certain kinds of knowledge more than others, similar arguments hold for a number of other area characteristics. A fine symphony orchestra only increases an area's attractiveness for those with a cultivated taste in classical music. Warm winters will be less attractive to those who have learned well how to enjoy themselves in the cold.
Forests are more attractive to those who have learned to enjoy hiking, camping or hunting. Knowledge like this might be observable in terms of certain expenses (classical CDs, winter coats, camping gear), 8 but we should not expect it. One who grows up knowing that Lake Michigan is nearby in Chicago or Milwaukee may have a cultivated taste for shoreline access that one raised in Minneapolis will not. Such cultivation would include the kind modeled by Becker and Stigler [1977] , but would also include a kind of creeping, almost costless kind of cultivation more aptly described as "familiarity."
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Because locations vary in their characteristics, and because area characteristics affect the returns to certain kinds of human capital, people who have become more comfortable with living in certain types of locations will be more attracted to similar places, relative to others who started in different kinds of areas. This effect will manifest itself in two ways. First, since the home location will always be more familiar than other areas, these opportunity costs will decrease migration flows generally. Straight-forward monetary moving costs would have the same effect. Second, even those moving from their origin should find similar areas more attractive, and thus be more likely to finally choose such areas than observationally similar migrants who grew up elsewhere. The empirical section that follows tests this second prediction, which is made by neither the moving cost model nor the standard model of amenities.
III. Empirical Strategy and Data.
In order to empirically support the model, I observe individuals' residence histories over a substantial span of their lives. The model predicts that the area type of residence as a youth will be correlated positively with final area type. On the other hand, a more standard amenities model with amenity valuation deriving directly from a utility function and income constraint would predict an income effect (positive for normal amenities).
Life cycle theories would also posit marital status and family size as other predictors of amenity valuation. We also might predict education to have an effect on amenity demand, since it has strong effects on most other goods and services. Thus, I run several regressions of the form:
Here, A T represents the amenities in the "terminal" location, where observations finally decide to settle down. This is the measure of amenity demand. A 0 is the same amenity measured in the origin location, which we will call amenity exposure. 10 Income is the household income and X is a vector of three demographic controls: education, marital status and number of children.
Because amenities are capitalized into wages and rents, it is likely that the error term will be correlated with income, biasing γ 1 toward zero. Therefore, I instrument for income using a battery of information including race, education, age-adjusted AFQT score, sex, marital status, occupational categories for the individual, childhood family structure variables, parental education, labor market variables for parents and spouse, childhood household reading habits, and whether individuals' parents were foreign born.
Geographical variables were not included in the instrument.
Another explanation for the predicted positive sign of γ 2 is that straight-forward moving costs prevent many individuals from moving. While some people who stay in their origin location are doing so for the very reasons described in the model, some are responding to financial costs alone. Because for such individuals A T = A 0 by definition, part of the estimated effect of γ 2 is due only to moving costs. To rule out moving costs as an explanation, I use sample restrictions to limit our focus to movers. I present results for several different sample restrictions.
There are three dimensions on which I restrict the sample. First, there is the "time away" dimension. People who leave their home county for only one or two years may not have truly undertaken a costly move. For instance, people who leave their home county for college likely leave most of their belongings in their parents' house. Moving back to the origin is still the least financially costly location decision. To rule out this possibility, we mostly restrict our sample to those movers who stayed away from their origin location at least five years.
We can also restrict our sample based on how far an individual moves from their original location. Short distance movers are behaving according to the model, but possibly for other reasons. For instance, if people prefer to stay in the nearby area because of social connections or because job and housing search costs are lower within a metropolitan area, then these movers will have similar amenity levels in the origin and terminal location due to social connections and search costs, not the dynamics highlighted by the model. To rule out this explanation, we condition on the maximum distance the individual ever moved away from the origin. A distance of over 300-400 km would seem to be enough to get most people out of the local labor market and make social connections in the origin relatively costly to maintain.
Finally, we can condition on the distance from "home" at which the individual settles down. This most severe restriction does not allow return migration of any sort.
Migrants who move away from home to explore the world, but who return later are acting according to the model, but the return might be because of old familial and social ties rather than familiarity with the area. Even when we restrict our sample to people who spent several years away, and thus have had ample opportunity to make new friends and family, we cannot rule out this explanation. Because we cannot observe where an individual's family and friends live, we take the origin as the probable location of most of these ties. 11 Looking only at migrants who leave home and never return should rule out social ties as an explanation for any positive partial correlation between amenity exposure and demand.
To estimate equation 12, we use geocode data from the National Longitudinal 11 Some readers have suggested using migrant stock in the terminal location as a proxy for possible social ties or information flows between destination and origin counties. Kau and Sirmans [1977] and Carrington et al. [1996] suggest that such considerations are important in understanding migration flows. Assuming that the migrant stock is a strong enough proxy to pick up such flows, the use of such a term in the present context -where we seek to understand amenity demand -is somewhat problematic. First, the sample of non-return migrants already concentrates on a relatively unrepresentative population. If (to rule out social ties as an explanation) we further exclude all those movers making common moves, the value of the remaining observations would be questionable. It is not clear what a sample of individuals making highly abnormal moves can tell us about the migration patterns or amenity demand of the population at large. Furthermore, while a large migrant stock in the destination location may decrease migration costs as in Carrington et al. [1996] , such concentrations of immigrants could appear anywhere. The prediction of the model, at the population level, is that such concentrations should arise in areas similar to the area of origin. One interpretation of the results below is that they reveal such a pattern in this smaller sample of randomly selected individuals.
The county information collected covers a very broad range of 67 county characteristics. Climate, topography, land-use/land-cover, area demographics and religious characteristics, and a set of area retail and cultural opportunities are all included. 12 In the interest of space, we do not dwell on any specific amenity in particular, but instead discuss the broad patterns of the results as we estimate equation 12 for all 67 area characteristics. second quantity will be referred to as the average effect ratio.
13 Tables I and II show how the times significant and average effect ratios change as time away varies. The results are not terribly sensitive to changes in this condition. The average effect ratio is always at least five and the significance does not suffer as shortterm movers are purged from the sample. Tables III and IV show that the results are also fairly robust to how far a migrant must move to be considered a mover. For migrants who stayed away at least five years, increasing the distance they must move to be counted as a migrant does lower both the significance and the strength of exposure's effect, but in all cases it is the most often significant variable, and has the strongest standardized effect. Even for moves as distant as 1000km (roughly from Chicago to Atlanta), exposure is significant 60% more often than education (the next most important variable), with standardized effects on average four times those of education.
Tables V and VI show how these results hold up when making restrictions on final distance. They show that return migration is indeed an important factor. Each table contains two panels: the top for migrants who moved at least 300km away from home, the lower for migrants moving at least 500km away. The tables show that throwing return migrants from the data (the first row of each panel) reduces significance and the average effect ratio significantly. Restricting the sample to those who never move back within 100km eliminates exposure's edge in significance completely, although the average effect ratios are still comfortably grater than one. Exposure's larger effects persist even for the most severe sample restriction for 300km movers. For 500km movers, exposure has slightly larger effects for restrictions up to the 300km final distance restriction, but not generally thereafter.
The results presented in Table V and VI are extremely conservative because they do not account for the spatial structure of the underlying distribution of county characteristics. Because counties that are close together tend to be relatively similar (compared to the population of counties), looking only at non-return migrants is forcing migrants into dissimilar counties, biasing these estimates downward. In essence, the null hypothesis that the effect of prior exposure is zero is not appropriate. To explore this possibility, I ran a series of Monte Carlo simulations in which individuals were randomly assigned migration histories and the models with sample restrictions were run with the new randomized data. 14 In every case, the Monte Carlo sample distribution on the coefficient for exposure is centered about a negative number when the sample is restricted as in Tables V and VI . In most cases, the coefficient estimated with the real data falls outside the range of the generated sample distribution (implying a p-value below .001). For every county characteristic tested in this way, the range of sample restrictions in which exposure was significant increased. Thus, the significance of prior exposure is underestimated in Table V as is the size of the standardized effect of exposure (measured as the difference between the estimated coefficient and the coefficient under the true null hypothesis) in Table VI .
Given all these different sample restrictions, which are the most appropriate? To think about this question, it is useful to think of respondents as falling into one of two types. There are those individuals ("Responders") who behave according to the model by gaining familiarity through exposure to certain kinds of areas, and who become more attracted to such areas. On the other hand, some individuals ("Non-responders") simply do not become more attracted to areas in which they have grown up. Perhaps they had unhappy childhoods, or our data are not picking up multiple moves. For whatever reason, they feel no special attraction, or even a revulsion for areas like the ones in which they are observed at age 14. The problem is that, even for Non-responders, there are many reasons why they might stay in areas similar to the ones in which they lived at 14.
Moving costs and job and housing search costs all increase as one moves further from home. Social networks will be concentrated around old residences. The presence of these Non-responders thus biases our estimates of the effect of exposure upward.
As the sample is restricted, we throw out some Responders and some Nonresponders. At first, this helps our estimates. But as the sample restrictions become more severe, Non-responders become over-represented. A sample of only Non-responders is no more desirable than the full sample, the bias is just in the opposite direction.
Somewhere between the full sample estimates and the most restricted sample estimates lie the most appropriate estimates of the relative strength of the exposure effects.
Economists can obviously disagree about which restriction is most appropriate. Here, we simply observe the broad pattern of results. Prior exposure seems to have a significant
and relatively large effect on amenity demand, even for fairly severe sample restrictions, although the explanatory power of the models is small. I consider this evidence to be supportive of the contention that childhood exposure leads to increased demand for amenities.
Results reported in Krupka [2004a] lend additional support to the model. First, these results show that additional experience of an area's characteristics significantly increases the strength of exposure's effect, as expected, for two-thirds of the variables examined. 15 Furthermore, the significance of exposure to many of the urban amenities and socioeconomic variables is not merely an artifact of an omitted urban status variable.
Inclusion of controls for the urban status of childhood residence does not undermine the strength or significance of the urban exposure variables. Similarly, for the religion and race variables, results show that controlling for respondents' own religion or race does not drive the exposure variable into insignificance. Finally, it shows that the significant exposure effects are not an artifact of low-education workers having a smaller labor market from which to choose. When the respondent's education is interacted with the exposure variable, the interaction is significant less than 20% of the time, and is more often positive (suggesting more educated workers value familiarity more) than negative.
All in all, these further results add additional support to the model's validity.
V. Conclusion.
This paper has presented a model in which people are able to invest in an appreciation of their home area's attributes. The availability of such investment opportunities increases the attractiveness of similar areas in subsequent periods. The qualitative result, that amenity exposure increases the demand for such amenities, is novel in that it is not part of the standard model of amenity valuation or inter-area migration and location choice.
Empirically, the results are broadly supportive of the model's hypothesis. In a random sample of 1970s youth, it is found that individuals tended to settle in areas similar to those in which they grew up, even when the sample is restricted to longdistance migrants. Some of this pattern is attributable to return migration, but the pattern persists in a weakened form when return migrants are excluded from the sample.
These results are important for several reasons. First, they offer a better understanding of the origins of amenity valuation. In the canonical model of amenities, differences in demand only arise due to unexplained taste differences. Here, amenity valuations differ in a predictable manner, based on observable circumstances. The assumption that people do not vary in their tastes for amenities is an assumption of convenience underlying the quality of life literature, either explicitly or through the use of a representative consumer framework. While this assumption is obviously not descriptively true, the results depend importantly on the existence of "enough" marginal migrants to fill up any city and keep the real-wage demand to live in an area perfectly elastic. While this paper cannot speak to the accuracy of this less heroic assumption, it suggests that it is an assumption worth examining further.
The interpretation of the hedonic model implicit in the quality of life literature is contrasted starkly with the interpretation given in the labor economics literature. In labor economics, the hedonic model presented by Rosen [1974] The results also have implications outside the narrow field of amenity valuation.
Knowing that a person is more, or less, likely to appreciate a certain area's charms is of use to job search committees, for instance, as they strategize over job offers every spring.
Avowed ice-fishers from Wisconsin will probably not be as serious about a job in Miami, whatever their protestations at the interview.
The model also has implications for metropolitan growth. Cheshire and Magrini [2006] find evidence that climate was an important determinant of local population growth in Europe between 1980 and 2000, but only within national boundaries. Such a pattern could be explained by people's unwillingness to migrate across old national boundaries because of an acquired adaptation to local languages, cultures and institutions.
Furthermore, Klepper [2003] has shown that an important determinant of geographic concentrations of some industries is the tendency of firm spin-offs to stay in the same area as the parent firm. Moving costs and social ties are part of this tendency for new spin-offs not to fall far from the tree, but an acquired taste for the area would reinforce this effect. Berry and Glaeser [2005] offer a model of agglomeration based on this dynamic. New firms form near parent firms, and hire similar mixes of workers. This leads areas with high proportions of educated workers to become even more educated, and causes income divergence. Thus, the added cost of moving to an unfamiliar area may be an important factor in regional as well as metropolitan agglomeration.
From a broader perspective, Glaeser and Gyourko [2005] advance a model where the slow depreciation of housing keeps populations in declining cities from plummeting, while depressing real estate values. Similarly, Glaeser and Kohlhase [2003] , describe the world as a place where agglomeration forces freed from high transport costs throw up larger and more sprawling cities. Only durable infrastructure and people's idiosyncratic tastes for certain areas prevent the long run equilibrium of a few mega-cities from being attained. This paper reframes those idiosyncratic tastes as depreciable forms of capital similar to built infrastructure or the pre-existing housing stock. These tastes could be thought of as inertia preventing the achievement of the static equilibrium. From the perspective of tied residents and governments of the declining areas, however, these tastes (along with the infrastructure and housing stock) would be seen as offering the area a chance to regroup or reinvent itself before utter collapse occurs.
In conclusion, the model predicts an attraction to certain area types over and above an attraction to a specific area. This new perspective on amenity valuation offers some important insights into how amenities affect location decisions. It also has implications for several related streams of research.
