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Abstract 
This paper presents a gluing method for composite meshes. Different meshes are generated independently and are glued together using 
some extension elements to connect them. The resulting global mesh is non-conforming and consists of connected overlapping meshes. 
The method is inherently implicit, parallel and versatile, in the sense that it is PDE independent. The most cited gluing method is probably 
the Chimera method, used for overset grids, where patch meshes are superimposed onto a background mesh. The method employed here 
was originally devised for such situations and is now applied to disjoint or overlapping meshes. One of the advantages of the method is 
that the meshes do not have to coincide and can present a gap between them. The method is illustrated through some simple examples to 
demonstrate the mesh convergence and finally applied to the solution of the airflow in the complete respiratory system, by joining 
independent meshes for the large and small airways. 
© 2013 The Authors. Published by Elsevier Ltd. Selection and/or peer-review under responsibility of the Hunan University 
and National Supercomputing Center in Changsha (NSCC). 
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1. Introduction 
Nowadays, many CFD codes are well enabled to massively parallel supercomputers. Some are purely MPI, some hybrid 
(MPI/OpenMP), and some using accelerators like GPGPU's. The range of number of cores in which these codes are efficient 
is still increasing, not only due to better performance of the connection network but also to the treatment of the bottlenecks 
in the CFD codes (e.g. parallel I/O). Within this context of constant increase in performance, applied scientists are more and 
more greedy in terms of mesh size, multi-physics coupling, computational domain, putting some pressure on external 
components like pre and post-process. The present work treats the aspect concerning the simplification of the mesh 
generation process, by gluing independent meshes obtained independently. This technique is useful when different 
components are obtained from different sources; this is the typical case of many industries where components are designed 
in different departments of the company. 
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The Chimera method was invented at a time where mesh generators were not able to treat complex geometries [1]. The 
method generated a great interest in the 1990's, enabling the used of block structured meshes, well adapted to boundary 
layers, and to treat moving components. The Chimera method consists of two steps. The first step is the hole cutting. In the 
finite element context, the hole cutting removes some elements of the background mesh in order to create an interface with 
the patch meshes. The second step consists in connecting the solution obtained on this background to the ones of the 
neighboring meshes. In the literature, this coupling is usually achieved using domain decomposition methods through 
transmission conditions, to enforce the continuity of the variables and their fluxes across these interfaces. These methods are 
usually explicit in the sense that the different subdomains (background and patches) are solved iteratively, using as 
transmission conditions the previous solutions of the adjacent subdomains. Some of the authors of the present paper 
developed a new technique to connect these meshes [2], by constructing extension elements to connect the meshes together. 
The resulting method is purely geometrical and leads to an implicit algorithm, naturally parallel, and PDE independent. In 
the present work, the method to connect the subdomains is applied to disjoint or overlapping subdomains, in order to create 
a lego of independent meshes. The difference with the Chimera method is that no hole cutting is necessary as the interfaces 
are clearly identified from the beginning.  
2. The extension elements 
The process of creation of the extension elements is illustrated in Error! Reference source not found.. The first step 
consists in bringing together two independent meshes at the desired locations. Then, extension elements are created to 
connect the nodes from one mesh interface (interface nodes) to the nodes of the adjacent mesh (extension nodes). By doing 
this, we explicitly extend one subdomain onto the other and then impose implicitly a Dirichlet boundary condition on the 
extension nodes. 
 
 
Figure 1 Principles of the gluing method 
In [2], we proved the mesh convergence of the method for an advection-diffusion-reaction equation, in the context of the 
Chimera method. The convergence is reproduced in Figure 2. This characteristic is inherited by the Navier-Stokes 
equations. 
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Figure 2 Mesh convergence 
 
3. Parallelization 
The proposed gluing method is implemented as a pre-process in Alya system, a high performance multi-physics code 
developed at BSC-CNS. Full details about the code parallelization can be found in [6]. Briefly speaking, the parallelization 
is based on a master-slave strategy for distributed memory supercomputers, using MPI as the message-passing library. The 
master reads the mesh and performs the partition of the mesh into submeshes, or subdomains, using METIS (an automatic 
graph partitioner). Each process will then be in charge of one subdomain. These subdomains are the slaves. The slaves build 
the local element matrices and the local right-hand sides, and are in charge of solving the resulting system solution in 
parallel. In the assembling tasks, no communication is needed between the slaves, and the scalability depends only on the 
load balancing. In the iterative solvers, the scalability depends on the size of the interfaces and on the communication 
scheduling. During the executions of the iterative solvers, basically two main types of communications are required: 
• global communications via MPI_AllReduce, which are used to compute residual norms and scalar products, and 
• point-to-point communications via MPI_SendRecv, which are used when sparse matrix-vector products are 
calculated. 
The parallel flowchart is illustrated in Figure 3. 
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Figure 3 Flowchart of the parallel strategy in Alya 
 
In the finite element context of Alya, the proposed gluing method consists in adding new elements, referred to as extension 
elements. These elements are assembled almost like normal finite elements (during the Assembly task) and do not require 
any particular treatment. Therefore the gluing method inherits the parallel performance in Alya. Figure 4 shows the speedup 
obtained on a Blue-Gene Q. 
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Figure 4 Alya speedup 
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4. An application: joining large and small airways 
This application comes from a joint research between Barcelona Supercomputing Center (BSC), Imperial College (IC) and 
Jackson State University (JSU). From tomography images, IC obtains a mesh for the large airways down to the trachea [4]; 
permission to use the patient image data was obtained via the responsible physician with patient consent. 
On the other hand, JSU generates, in automatic way, an arbitrary number of generations of the idealized broncho-pulmonary 
tree [5]. The task of BSC during the preprocess phase is to joint the two meshes using the method presented in the previous 
section, as illustrated in Figure 5. Then, the global mesh is ready to be treated to solve the transient flow. 
 
Figure 5 Proposed method applied to respiratory system 
The joining procedure of the preprocess step is not straightforward, as one great issue must be overcome before carrying out 
the simulation: the broncho-pulmonary tree starts as a perfect cylinder, which is not the case of the large airways mesh. This 
mesh comes in fact from tomography and is patient dependent. Therefore, a correction procedure is necessary to adapt the 
crown of the inlet of the small airways to the outlet crown of the large airways. We project the nodes of the first crown onto 
the geometry of the second crown by prescribing their displacements, and then to carry out a volume mesh motion to adapt 
the geometry smoothly downwards. This is carried out solving a weighted Laplacian, to conserve the boundary layer mesh, 
using as Dirichlet boundary condition the aforementioned displacement. The complete procedure is illustrated in Figure 6. 
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Figure 6 Flowchart of the complete process 
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