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CONVERGENCE OF AN ADAPTIVE FINITE ELEMENT DTN METHOD FOR
THE ELASTIC WAVE SCATTERING BY PERIODIC STRUCTURES
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Abstract. Consider the scattering of a time-harmonic elastic plane wave by a periodic rigid surface.
The elastic wave propagation is governed by the two-dimensional Navier equation. Based on a
Dirichlet-to-Neumann (DtN) map, a transparent boundary condition (TBC) is introduced to reduce
the scattering problem into a boundary value problem in a bounded domain. By using the finite
element method, the discrete problem is considered, where the TBC is replaced by the truncated DtN
map. A new duality argument is developed to derive the a posteriori error estimate, which contains
both the finite element approximation error and the DtN truncation error. An a posteriori error
estimate based adaptive finite element algorithm is developed to solve the elastic surface scattering
problem. Numerical experiments are presented to demonstrate the effectiveness of the proposed
method.
1. Introduction
The scattering theory in periodic structures, which are known as gratings in optics, has many
significant applications in micro-optics including the design and fabrication of optical elements such
as corrective lenses, anti-reflective interfaces, beam splitters, and sensors [7, 44]. Driven by the
optical industry applications, the time-harmonic scattering problems have been extensively studied
for acoustic and electromagnetic waves in periodic structures. We refer to [8, 18] and the references
cited therein for the mathematical results on well-posedness of the solutions for the diffraction grating
problems. Computationally, various numerical methods have been developed, such as boundary
integral equation method [41, 49], finite element method [5, 6], boundary perturbation method [15].
Recently, the scattering problems for elastic waves have received much attention due to the important
applications in seismology and geophysics [1, 2, 42]. This paper concerns the scattering of a time-
harmonic elastic plane wave by a periodic surface. Compared with acoustic and electromagnetic
wave equations, the elastic wave equation is less studied due to the complexity of the coexistence
of compressional and shear waves with different wavenumbers. In addition, there are two challenges
for the scattering problem: the solution may have singularity due to a possible nonsmooth surface;
the problem is imposed in an open domain. In this paper, we intend to address both issues.
The first issue can be overcome by using the a posteriori error estimate based adaptive finite
element method. A posteriori error estimates are computable quantities from numerical solutions
and measure the solution errors of discrete problems without requiring any a priori information of
real solutions [4,39]. They are crucial in designing numerical algorithms for mesh modification such
as refinement and coarsening [25, 47]. The aim is to equidistribute the computational effort and
optimize the computation. The a posteriori error estimate based adaptive finite element method
has the ability of error control and asymptotically optimal approximation property [16, 40]. It has
become an important numerical tool for solving differential equations, especially for those where the
solutions have singularity or multiscale phenomena.
The second issue concerns the domain truncation. The surface scattering problem is imposed in an
open domain, which needs to be truncated into a bounded computational domain. An appropriate
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boundary condition is required on the boundary of the truncated domain so that no artificial wave
reflection occurs. Such a boundary condition is called a non-reflecting boundary condition or a
transparent boundary condition (TBC) [11, 27–30]. Despite a huge amount of work done so far in
this aspect, it still remains to be one of the important and active research topics in the computational
wave propagation. Since Be´renger proposed a perfectly matched layer (PML) technique to solve
Maxwell’s equations [12], the research on PML has undergone a tremendous development due to
its effectiveness and simplicity [10, 13, 14, 22–24, 31, 33, 34, 46]. Various constructions of PML have
been proposed for solving a wide range of wave propagation problems. The idea of PML technique
is to surround the domain of interest by a layer of finite thickness of fictitious medium that may
attenuate the waves coming from inside of the computational domain. When the waves reach the
outer boundary of the PML region, their amplitudes are so small that the homogeneous Dirichlet
boundary condition can be imposed.
Combined with the PML technique, an adaptive finite element method was proposed in [20] to
solve the two-dimensional diffraction grating problem. It was shown that the a posteriori error esti-
mate consists of the finite element discretization error and the PML truncation error which decays
exponentially with respect to the PML parameters. Due to the competitive numerical performance,
the methods was quickly extended to solve the two- and three-dimensional obstacle scattering prob-
lems [17, 19] and the three-dimensional diffraction grating problem [9]. Based on the a posteriori
error analysis, the adaptive finite element PML method provides an effective numerical strategy
to solve a variety of acoustic, electromagnetic, and elastic wave propagation problems which are
imposed in unbounded domains [21,36].
The Dirichlet-to-Neumann (DtN) method is another approach to handle the domain truncation.
The idea is to construct an explicit solution, which is usually given as an infinite Fourier series, in
the exterior of the domain of interest. By taking the normal derivative of the solution, the Neumann
data can be expressed in terms of the Dirichlet data. This relationship gives the DtN map and can
be used as a boundary condition, which is known as the TBC. Since the TBC is exact, the artificial
boundary can be put as close as possible to the scattering structures, which can reduce the size of
the computational domain.
Recently, as a viable alternative to the PML, the adaptive finite element DtN method has been
proposed to solve the scattering problems imposed in open domains, such as the obstacle scattering
problems [37, 38], the diffraction grating problems [48]. In this approach, the TBC is applied on
the artificial boundary which is chosen to enclose the domain of interest. These TBCs are based on
nonlocal DtN maps and are given as infinite Fourier series. Practically, the infinite series needs to be
truncated into the sum of finite number of terms by choosing an appropriate truncation parameter
N . It is known that the convergence of the truncated DtN map could be arbitrarily slow to the
original DtN map in the operator norm [35]. To overcome this issue, the duality argument has to be
developed to obtain the a posteriori error estimate between the solution of the scattering problem
and the finite element solution. Comparably, the a posteriori error estimates consists of the finite
element discretization error and the DtN truncation error, which decays exponentially with respect
to the truncation parameter N .
In this paper, we present an adaptive finite element DtN method for the elastic wave scattering
problem in periodic structures. The goal is threefold: (1) prove the exponential convergence of
the truncated DtN operator; (2) give a complete a posteriori error estimate; (3) develop an effec-
tive adaptive finite element algorithm. This paper significantly extends the work on the acoustic
scattering problem [48], where the Helmholtz equation was considered. Apparently, the techniques
differ greatly from the existing work because of the complicated transparent boundary condition
associated with the elastic wave equation. A related work can be found in [43] for an adaptive finite
element DtN method for solving the obstacle scattering problem of elastic waves.
Specifically, we consider the scattering of an elastic plane wave by a one-dimensional rigid periodic
surface, where the wave motion is governed by the two-dimensional Navier equation. The open space
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Figure 1. Schematic of the elastic wave scattering by a periodic structure.
above the surface is assumed to be filled with a homogeneous and isotropic elastic medium. The
Helmholtz decomposition is utilized to reduce the elastic wave equation equivalently into a coupled
boundary value problem of the Helmholtz equation. By combining the quasi-periodic boundary
condition and a DtN operator, an exact TBC is introduced to reduce the original scattering problem
into a boundary value problem of the elastic wave equation in a bounded domain. The discrete
problem is studied by using the finite element method with the truncated DtN operator. Based on
the Helmholtz decomposition, a new duality argument is developed to obtain an a posteriori error
estimate between the solution of the original scattering problem and the discrete problem. The a
posteriori error estimate contains the finite element approximation error and the DtN operator trun-
cation error, which is shown to decay exponentially with respect to the truncation parameter. The
estimate is used to design the adaptive finite element algorithm to choose elements for refinements
and to determine the truncation parameter N . Due to the exponential convergence of the truncated
DtN operator, the choice of the truncation parameter N is not sensitive to the given tolerance.
Numerical experiments are presented to demonstrate the effectiveness of the proposed method.
The outline of the paper is as follows. In Section 2, the model equation is introduced for the
scattering problem. In Section 3, the boundary value problem is formulated by using the TBC and
the corresponding weak formulation is studied. In Section 4, the discrete problem is considered by
using the finite element method with the truncated DtN operator. Section 5 is devoted to the a
posterior error estimate. In Section 6, we discuss the numerical implementation of the adaptive
algorithm and present two examples to illustrate the performance of the proposed method. The
paper is concluded with some general remarks and directions for future work in Section 7.
2. Problem formulation
Consider the scattering of a time-harmonic plane wave by an elastically rigid surface, which
is assumed to be invariant in the z-axis and periodic in the x-axis with period Λ. Due to the
periodic structure, the problem can be restricted into a single periodic cell where x P p0,Λq. Let
x “ px, yq P R2. Denote the surface by S “ tx P R2 : y “ fpxq, x P p0,Λqu, where f is a Lipschitz
continuous function. Let ν and τ be the unit normal and tangent vectors on S, respectively. Above
S, the open space is assumed to be filled with a homogeneous and isotropic elastic medium with unit
mass density. Denote Ω`f “ tx P R2 : y ą fpxq, x P p0,Λqu. Let Γ “ tx P R2 : y “ b, x P p0,Λqu and
Γ1 “ tx P R2 : y “ b1, x P p0,Λqu, where b and b1 are constants satisfying b ą b1 ą maxxPp0,Λq fpxq.
Denote Ω “ tx P R2 : fpxq ă y ă b, x P p0,Λqu. The problem geometry is shown in Figure 1.
The incident wave uinc satisfies the two-dimensional elastic wave equation
µ∆uinc ` pλ` µq∇∇ ¨ uinc ` ω2uinc “ 0 in Ω`f ,
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where ω ą 0 is the angular frequency and µ, λ are the Lame´ parameters satisfying µ ą 0, λ` µ ą 0.
Specifically, the incident wave can be the compressional plane wave uincpxq “ deiκ1x¨d or the shear
plane wave uincpxq “ dKeiκ2x¨d, where d “ psin θ,´ cos θqJ,dK “ pcos θ, sin θqJ, θ “ p´pi{2, pi{2q is
the incident angle, κ1 “ ω{pλ ` 2µq1{2 and κ2 “ ω{µ1{2 are known as the compressional and shear
wavenumbers, respectively. For clarity, we shall take the compressional plane wave as the incident
field. The results will be similar if the incident field is the shear plane wave.
Due to the interaction between the incident wave and the surface, the scattered wave is generated
and satisfies
µ∆u` pλ` µq∇∇ ¨ u` ω2u “ 0 in Ω`f . (2.1)
Since the surface S is elastically rigid, the displacement of the total field vanishes and the scattered
field satisfies
u “ ´uinc on S. (2.2)
For any solution u of (2.1), it has the Helmholtz decomposition
u “ ∇φ1 ` curlφ2, (2.3)
where φj , j “ 1, 2 are scalar potential functions and curlφ2 “ pByφ2,´Bxφ2qJ. Substituting (2.3)
into (2.1), we may verify that φj satisfies the Helmholtz equation
∆φj ` κ2jφj “ 0 in Ω`f . (2.4)
Taking the dot product of (2.2) with ν and τ , respectively, yields that
Bνφ1 ´ Bτφ2 “ uinc ¨ ν, Bνφ2 ` Bτφ1 “ ´uinc ¨ τ on S.
Let α “ κp sin θ. It is clear to note that uinc is a quasi-periodic function with respect to x, i.e.,
uincpx, yqe´iαx is a periodic function with respect to x. Motivated by uniqueness of the solution, we
require that the solution u of (2.1)–(2.2) is also a quasi-periodic function of x with period Λ.
We introduce some notations and functional spaces. Let H1pΩq be the standard Sobolev space.
Denote a quasi-periodic functional space
H1qppΩq “ tu P H1pΩq : upΛ, yq “ up0, yqeiαΛu.
Let H1S,qppΩq “ tu P H1qppΩq : u “ 0 on Su. Clearly, H1qppΩq and H1S,qppΩq are subspaces of H1pΩq
with the standard H1-norm. For any function u P H1qppΩq, it admits the Fourier expansion on Γ:
upx, bq “
ÿ
nPZ
upnqpbqeiαnx, upnqpbq “ 1
Λ
ż Λ
0
upx, bqe´iαnxdx, αn “ α` n
ˆ
2pi
Λ
˙
.
The trace functional space HspΓq, s P R is defined by
HspΓq “  u P L2pΓq : }u}HspΓq ă 8( ,
where the norm is given by
}u}HspΓq “
˜
Λ
ÿ
nPZ
`
1` α2n
˘s |upnqpbq|2¸1{2 .
Let H1qppΩq,H1S,qppΩq,HspΓq be the Cartesian product spaces equipped with the corresponding
2-norms of H1qppΩq, H1S,qppΩq, HspΓq, respectively. Throughout the paper, the notation a À b stands
for a ď Cb, where C is a positive constant whose value is not required but should be clear from the
context.
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3. The boundary value problem
The scattering problem (2.1)–(2.2) is formulated in the open domain Ω`f , which needs to be
truncated into the bounded domain Ω. An appropriate boundary condition is required on Γ to avoid
artificial wave reflection.
Let φj be the solution of the Helmholtz equation (2.4) along with the bounded outgoing wave
condition. It is shown in [42] that φj is a quasi-periodic function and admits the Fourier series
expansion
φjpx, yq “
ÿ
nPZ
φ
pnq
j pbqei
´
αnx`βpnqj py´bq
¯
, y ą b, (3.1)
where
β
pnq
j “
$’&’%
´
κ2j ´ α2n
¯1{2
, |αn| ă κj ,
i
´
α2n ´ κ2j
¯1{2
, |αn| ą κj .
(3.2)
We assume that κj ‰ |αn| for n P Z to exclude possible resonance. Taking the normal derivative of
(3.1) on Γ yields
Byφjpx, bq “
ÿ
nPZ
iβ
pnq
j φ
pnq
j pbqeiαnx.
As a quasi-periodic function, the solution upx, yq “ pu1px, yq, u2px, yqqJ admits the Fourier ex-
pansion
upx, yq “
ÿ
nPZ
pupnq1 pyq, upnq2 pyqqJeiαnx, y ą b,
where u
pnq
j is the Fourier coefficient of uj . Define a boundary operator
Bu “ µByu` pλ` µqp0, 1qJ∇ ¨ u on Γ.
It is shown in [36] that the solution of (2.1) satisfies the transparent boundary condition
Bu “ T u :“
ÿ
nPZ
M pnqpupnq1 pbq, upnq2 pbqqJeiαnx on Γ, (3.3)
where T is called the Dirichlet-to-Neumann (DtN) operator and M pnq is a 2ˆ 2 matrix given by
M pnq “ i
χn
«
ω2β
pnq
1 µαnχn ´ ω2αn
ω2αn ´ µαnχn ω2βpnq2
ff
. (3.4)
Here χn “ α2n ` βpnq1 βpnq2 .
By the transparent boundary condition (3.3), the variational problem of (2.1)–(2.2) is to find
u PH1qppΩq with u “ ´uinc on S such that
apu,vq “ 0, @v PH1S,qppΩq, (3.5)
where the sesquilinear form a : H1qppΩq ˆH1qppΩq Ñ C is defined as
apu,vq “ µ
ż
Ω
∇u : ∇vdx` pλ` µq
ż
Ω
p∇ ¨ uq p∇ ¨ vqdx
´ω2
ż
Ω
u ¨ vdx´
ż
Γ
T u ¨ vds.
Here A : B “ trpABJq is the Frobenius inner product of two square matrices A and B.
The well-posedness of the variational problem (3.5) was discussed in [26]. It was shown that
the variational problem (3.5) has a unique solution for all frequencies if the surface S is Lipschitz
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continuous. Hence we may assume that the variational problem (3.5) admits a unique solution and
the solution satisfies the estimate
}u}H1pΩq À }uinc}H1{2pSq À }uinc}H1pΩq. (3.6)
By the general theory of Babuska and Aziz [3], there exists γ ą 0 such that the following inf-sup
condition holds
sup
0‰vPH1qppΩq
|apu,vq|
}v}H1pΩq
ě γ}u}H1pΩq, @u PH1qppΩq.
4. The discrete problem
We consider the discrete problem of (3.5) by using the finite element approximation. Let Mh be
a regular triangulation of Ω, where h denotes the maximum diameter of all the elements in Mh.
Since our focus is on the a posteriori error estimate, for simplicity, we assume that S is polygonal
and ignore the approximation error of the boundary S. Thus any edge e PMh is a subset of BΩ if it
has two boundary vertices. Moreover, we require that if p0, yq is a node on the left boundary, then
pΛ, yq is also a node on the right boundary and vice versa, which allows to define a finite element
space whose functions are quasi-periodic respect to x.
Let V h ĂH1qppΩq be a conforming finite element space, i.e.,
V h :“
 
v P CpΩq2 : v|K P PmpKq2 for any K PMh, vp0, yq “ e´iαΛvpΛ, yq
(
,
where m is a positive integer and PmpKq denotes the set of all polynomials of degree no more than
m. The finite element approximation to the variational problem (3.5) is to find uh P V h with
uh “ ´uinc on S such that
apuh,vhq “ 0, @vh P V h,S , (4.1)
where V h,S “ tv P V h : v “ 0 on Su.
In the variational problem (4.1), the boundary operator T is defined as an infinite series, in
practice, it must be truncated to a sum of finitely many terms as follows
TNu “
ÿ
|n|ďN
M pnqpupnq1 pbq, upnq2 pbqqJeiαnx, (4.2)
where N ą 0 is a sufficiently large constant. Using the truncated boundary operator, we arrive at
the truncated finite element approximation: Find uhN P V h such that it satisfies uhN “ ´uinc on S
and the variational problem
aN puhN ,vhq “ 0, @vh P V h,S , (4.3)
where the sesquilinear form aN : V h ˆ V h Ñ C is defined as
aN pu,vq “ µ
ż
Ω
∇u : ∇vdx` pλ` µq
ż
Ω
p∇ ¨ uqp∇ ¨ vqdx
´ω2
ż
Ω
u ¨ vdx´
ż
Γ
TNu ¨ vds.
It follows from [45] that the discrete inf-sup condition of the sesquilinear form aN can be established
for sufficient large N and small enough h. Based on the general theory in [3], it can be shown that
the discrete variational problem (4.3) has a unique solution uhN P V h. The details are omitted for
brevity.
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5. The a posteriori error analysis
For any triangular element K PMh, denoted by hK its diameter. Let Bh denote the set of all the
edges of K. For any e P Bh, denoted by he its length. For any interior edge e which is the common
side of K1 and K2 PMh, we define the jump residual across e as
Je “ µ∇uhN |K1 ¨ ν1 ` pλ` µqp∇ ¨ uhN |K1qν1 ` µ∇uhN |K2 ¨ ν2 ` pλ` µqp∇ ¨ uhN |K2qν2,
where νj is the unit outward normal vector on the boundary of Kj , j “ 1, 2. For any boundary edge
e Ă Γ, we define the jump residual
Je “ 2pTNuhN ´BuhN q.
For any boundary edge on the left line segment of BΩ, i.e., e P tx “ 0uXBK1 for some K1 PMh, and
its corresponding edge on the right line segment of BΩ, i.e., e1 P tx “ Λu X BK2 for some K2 PMh,
the jump residual is
Je “
”
µBxuhN |K1 ` pλ` µqp1, 0qJ∇ ¨ uhN |K1
ı
´ e´iαΛ
”
µBxuhN |K2 ` pλ` µqp1, 0qJ∇ ¨ uhN |K2
ı
,
Je1 “ eiαΛ
”
µBxuhN |K1 ` pλ` µqp1, 0qJ∇ ¨ uhN |K1
ı
´
”
µBxuhN |K2 ` pλ` µqp1, 0qJ∇ ¨ uhN |K2
ı
.
For any triangular element K PMh, denote by ηK the local error estimator which is given by
ηK “ hK}RuhN}L2pKq `
˜
1
2
ÿ
ePBK
he}Je}2L2peq
¸1{2
,
where R is the residual operator defined by
Ru “ µ∆u` pλ` µq∇ p∇ ¨ uq ` ω2u.
For convenience, we introduce a weighted norm of H1pΩq as
~u~2
H1pΩq “ µ
ż
Ω
|∇u|2dx` pλ` µq
ż
Ω
|∇ ¨ u|2dx` ω2
ż
Ω
|u|2dx.
It is easy to check that
min
`
µ, ω2
˘ }u}2
H1pΩq ď ~u~2H1pΩq ď max
`
2λ` 3µ, ω2˘ }u}2
H1pΩq, @u PH1pΩq. (5.1)
which implies that the weighted norm is equivalent to standard H1pΩq norm.
Now we state the main result of this paper.
Theorem 5.1. Let u and uhN be the solutions of the variational problem (3.5) and (4.3), respectively.
Then for sufficient large N , the following a posteriori error estimate holds
}u´ uhN}H1pΩq À
˜ ÿ
KPMh
η2K
¸1{2
` max
|n|ąN
´
|n|e´|βpnq2 |pb´b1q
¯
}uinc}H1pΩq.
It is easy to note that the a posteriori error consists of two parts: the finite element discretization
error and the truncation error of the DtN operator. We point out that the latter is almost exponen-
tially decaying since b ą b1 and |βpnq2 | ą 0. In practice, the DtN truncated error can be controlled to
be small enough such that it does not contaminate the finite element discretization error.
In the rest of the paper, we shall prove the a posteriori error estimate in Theorem 5.1. First, let’s
state the trace regularity for functions in H1qppΩq. The proof can be found in [20].
Lemma 5.2. For any u P H1qppΩq, the following estimates hold
}u}H1{2pΓbq À }u}H1pΩq, }u}H1{2pΓb1 q À }u}H1pΩq.
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Denote by ξ “ u´ uhN the error between the solutions of (3.5) and (4.3). It can be verified that
~ξ~2
H1pΩq “ µ
ż
Ω
∇ξ : ∇ξdx` pλ` µq
ż
Ω
p∇ ¨ ξq `∇ ¨ ξ˘ dx` ω2 ż
Ω
ξ ¨ ξdx
“ <apξ, ξq ` 2ω2
ż
Ω
ξ ¨ ξdx` <
ż
Γ
T ξ ¨ ξds
“ <apξ, ξq ` <
ż
Γ
pT ´TN q ξ ¨ ξds` 2ω2
ż
Ω
ξ ¨ ξdx` <
ż
Γ
TNξ ¨ ξds. (5.2)
In the following, we shall discuss the four terms in the right hand side of (5.2). Lemma 5.3 gives
the error estimate of the truncated DtN operator. Lemma 5.4 presents the a posteriori error estimate
for the finite element approximation and the truncated DtN operator.
Lemma 5.3. Let u PH1qppΩq be the solution of the variational problem (3.5). For any v PH1qppΩq,
the following estimate holds:ˇˇˇˇż
Γ
pT ´TN qu ¨ v ds
ˇˇˇˇ
ď C max
|n|ąN
´
|n|eiβn2 pb´b1q
¯
}uinc}H1pΩq}v}H1pΩq,
where C ą 0 is a constant independent of N .
Proof. Using (2.3) and (3.1) yields
φ
pnq
j pbq “ φpnqj pb1qeiβ
pnq
j pb´b1q.
It follows from the straightforward calculations that we obtain«
u
pnq
1 pbq
u
pnq
2 pbq
ff
“ 1
χn
«
iαn iβ
pnq
2
iβ
pnq
1 ´iαn
ff»–eiβpnq1 pb´b1q 0
0 eiβ
pnq
2 pb´b1q
fifl« ´iαn ´iβpnq2
´iβpnq1 iαn
ff«
u
pnq
1 pb1q
u
pnq
2 pb1q
ff
:“ P pnq
«
u
pnq
1 pb1q
u
pnq
2 pb1q
ff
, (5.3)
where
P
pnq
11 “
1
χn
´
α2ne
iβ
pnq
1 pb´b1q ` βpnq1 βpnq2 eiβ
pnq
2 pb´b1q
¯
,
P
pnq
12 “
αnβ
pnq
2
χn
´
eiβ
pnq
1 pb´b1q ´ eiβpnq2 pb´b1q
¯
,
P
pnq
21 “
αnβ
pnq
1
χn
´
eiβ
pnq
1 pb´b1q ´ eiβpnq2 pb´b1q
¯
,
P
pnq
22 “
1
χn
´
α2ne
iβ
pnq
2 pb´b1q ` βpnq1 βpnq2 eiβ
pnq
1 pb´b1q
¯
.
It is clear to note from (3.2) that β
pnq
j is purely imaginary for sufficiently large |n|. By the mean
value theorem, for sufficiently large |n|, there exists τ P piβpnq1 , iβpnq2 q such that
χnP
pnq
11 “
´
α2n ` βpnq1 βpnq2
¯
eiβ
pnq
1 pb´b1q ` βpnq1 βpnq2
´
eiβ
pnq
2 pb´b1q ´ eiβpnq1 pb´b1q
¯
,
“
´
α2n ` βpnq1 βpnq2
¯
eiβ
pnq
1 pb´b1q ` βpnq1 βpnq2 pb´ b1qipβpnq2 ´ βpnq1 qeτpb´b
1q.
A simple calculation yields
α2n ` βpnq1 βpnq2 “ α2n ´ pα2n ´ κ21q1{2pα2n ´ κ22q1{2
“ α
2
n
`
κ21 ` κ22
˘´ κ21κ22
α2n ` pα2n ´ κ21q1{2pα2n ´ κ22q1{2
ă κ21 ` κ22
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and
iβ
pnq
2 ´ iβpnq1 “ pα2n ´ κ21q1{2 ´ pα2n ´ κ22q1{2
“ κ
2
2 ´ κ21
pα2n ´ κ21q1{2 ` pα2n ´ κ22q1{2
ă κ
2
2 ´ κ21
2pα2n ´ κ22q1{2
.
which give
|P pnq11 | À eiβ
pnq
1 pb´b1q ` |n|eτpb´b1q À |n|eiβpnq2 pb´b1q. (5.4)
Similarly, we may show that
|P pnqij | À |n|eiβ
pnq
2 pb´b1q, i, j “ 1, 2.
Combining the above estimates lead to
|upnq1 pbq|2 ` |upnq2 pbq|2 À n2e2iβ
pnq
2 pb´b1q
´
|upnq1 pb1q|2 ` |upnq2 pb1q|2
¯
.
By (3.3) and (4.2), we have from Lemma 5.2 thatˇˇˇˇż
Γ
pT ´TN qu ¨ vds
ˇˇˇˇ
“
ˇˇˇˇ
ˇˇΛ ÿ
|n|ąN
pM pnqupnqpbqq ¨ vpnqpbq
ˇˇˇˇ
ˇˇ
À
ÿ
|n|ąN
ˇˇˇ´
|n| 12upnqpbq
¯
¨
´
|n| 12vpnqpbq
¯ˇˇˇ
À
¨˝ ÿ
|n|ąN
|n|
´
|upnq1 pbq|2 ` |upnq2 pbq|2
¯‚˛1{2 ¨˝ ÿ
|n|ąN
|n|
´
|vpnq1 pbq|2 ` |vpnq2 pbq|2
¯‚˛1{2
À
¨˝ ÿ
|n|ąN
|n|3e2iβpnq2 pb´b1q
´
|upnq1 pb1q|2 ` |upnq2 pb1q|2
¯‚˛1{2 }v}H1{2pΓq
À max
|n|ąN
´
|n|eiβpnq2 pb´b1q
¯
}u}H1{2pΓb1 q}v}H1{2pΓq
À max
|n|ąN
´
|n|eiβpnq2 pb´b1q
¯
}u}H1pΩq}v}H1pΩq.
Using (3.6), we getˇˇˇˇż
Γ
pT ´TN qu ¨ vds
ˇˇˇˇ
À max
|n|ąN
´
|n|eiβpnq2 pb´b1q
¯
}uinc}H1pΩq}v}H1pΩq,
which completes the proof. 
In the following lemmas, the first two terms in (5.2) are estimated.
Lemma 5.4. Let v be any function in H1S,qppΩq, the following estimate holdsˇˇˇˇ
apξ,vq `
ż
Γ
pT ´TN q ξ ¨ vds
ˇˇˇˇ
À
¨˝˜ ÿ
KPMn
η2K
¸1{2
` max
|n|ąN
´
|n|eiβpnq2 pb´b1q
¯
}uinc}H1pΩq‚˛}v}H1pΩq.
10 PEIJUN LI AND XIAOKAI YUAN
Proof. For any function v P H1S,qppΩq, we have
apξ,vq `
ż
Γ
pT ´TN q ξ ¨ vds “ apu,vq ´ apuhN ,vq `
ż
Γ
pT ´TN q ξ ¨ vds
“ apu,vq ´ ahN puhN ,vq ` ahN puhN ,vq ´ apuhN ,vq `
ż
Γ
pT ´TN q ξ ¨ vds
“ apu,vq ´ ahN puhN ,vhq ´ ahN puhN ,v ´ vhq `
ż
Γ
pT ´TN quhN ¨ vds
`
ż
Γ
pT ´TN q ξ ¨ vds
“ ´ahN puhN ,v ´ vhq `
ż
Γ
pT ´TN qu ¨ vds.
For any function v PH1S,qppΩq and vh P V h,S , it follows from the integration by parts that
´ahN puhN ,v ´ vhq
“ ´
ÿ
KPMh
"
µ
ż
K
∇uhN : ∇
`
v ´ vh˘dx` pλ` µq ż
K
p∇ ¨ uhN q∇ ¨
`
v ´ vh˘dx*
´
ÿ
KPMh
"
´ω2
ż
K
uhN ¨
`
v ´ vh˘dx´ ż
ΓXBK
T uhN ¨
`
v ´ vh˘ds*
“
ÿ
KPMh
"
´
ż
BK
”
µ∇uhN ¨ ν ` pλ` µqp∇ ¨ uhN qν
ı
¨ `v ´ vh˘dx` ż
ΓXBK
T uhN ¨
`
v ´ vh˘ds*
`
ÿ
KPMh
ż
K
”
µ∆uhN ` pλ` µq∇∇ ¨ uhN ` ω2uhN
ı
¨ `v ´ vh˘dx
“
ÿ
KPMh
«ż
K
RuhN ¨
`
v ´ vh˘dx` ÿ
ePBK
1
2
ż
e
Je ¨
`
v ´ vh˘dsff . (5.5)
We take vh “ Πhv P V h,S , where Πh is the Scott–Zhang interpolation operator and has the following
interpolation estimates
}v ´Πhv}L2pKq À hK}∇v}L2pK˜q, }v ´Πhv}L2peq À h1{2e }v}H1pK˜eq.
Here K˜ and K˜e are the unions of all the triangular elements in Mh, which have nonempty intersection
with the element K and the side e, respectively. By the Ho¨lder equality, we get from (5.5) that
|ahN puhN ,v ´ vhq| À
˜ ÿ
KPMh
η2K
¸1{2
}v}H1pΩq,
which completes the proof. 
Lemma 5.5. Let Mˆ pnq “ ´12pM pnq ` pM pnqq˚q, where M pnq is defined in (3.4). Then Mˆ pnq is
positive definite for sufficiently large |n|.
Proof. It follows from (3.2) that β
pnq
j is purely imaginary for sufficiently large |n|. By (3.4), we have
Mˆ pnq “ ´ 1
χn
«
iω2β
pnq
1 i
`
µαnχn ´ ω2αn
˘
i
`
ω2αn ´ µαnχn
˘
iω2β
pnq
2
ff
.
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Since χn “ α2n ´ pα2n ´ κ21q1{2pα2n ´ κ22q1{2 ą 0, we get
Mˆ
pnq
11 “ ´
i
χn
ω2β
pnq
1 “
ω2
χn
pα2n ´ κ21q1{2 ą 0.
A simple calculation yields that
χ2n det Mˆ
pnq “ ´ω4βpnq1 βpnq2 ´
`
µαnχn ´ ω2αn
˘2
“ ´µ2κ42
`
χn ´ α2n
˘´ µ2α2n `χn ´ κ22˘2
“ µ2χn
`´κ42 ´ α2nχn ` 2α2nκ22˘ .
Since κ2 ą κ1 and α2n has an order of n2 for sufficiently large |n|, we obtain
2κ22 ´ χn “ 2κ22 ´ α2n ` pα2n ´ κ22q1{2pα2n ´ κ21q1{2
“ κ22 ` pα2n ´ κ22q1{2
`pα2n ´ κ21q1{2 ´ pα2n ´ κ22q1{2˘ ą 0,
which gives that det Mˆ pnq ą 0 and completes the proof. 
Lemma 5.6. Let Ω1 “ tx P R2 : b1 ă y ă b, 0 ă x ă Λu. Then for any δ ą 0, there exists a positive
constant Cpδq independent of N such that
<
ż
Γ
TNξ ¨ ξds ď Cpδq}ξ}2L2pΩ1q ` δ}ξ}2H1pΩ1q.
Proof. Using (4.2), we get from a simple calculation that
<
ż
Γ
TNξ ¨ ξds “ Λ
ÿ
|n|ďN
<
´
M pnqξpnq
¯
¨ ξpnq “ ´Λ
ÿ
|n|ďN
´
Mˆ pnqξpnq
¯
¨ ξpnq.
By Lemma 5.5, Mˆ pnq is positive definite for sufficiently large |n|. Hence, for fixed ω, λ, µ, there exists
N˚ such that ´
´
Mˆ pnqξpnq
¯
¨ ξpnq ď 0 for n ą N˚. Correspondingly, we split < şΓTNξ ¨ ξds into two
parts:
<
ż
Γ
TNξ ¨ ξds “ ´Λ
ÿ
|n|ďminpN˚,Nq
´
Mˆ pnqξn
¯
¨ ξn ´ Λ
ÿ
Ną|n|ąminpN˚,Nq
´
Mˆ pnqξn
¯
¨ ξn, (5.6)
where
ř
Ną|n|ąminpN˚,Nq
´
Mˆ pnqξn
¯
¨ ξn “ 0 if N ą N˚. Since the second part in the right hand
side of (5.6) is non-positive, we only need to estimate the first part in the right hand side of (5.6),
which has finitely many terms. Hence there exists a constant C depending only on ω, µ, λ such that
|
´
Mˆ pnqξpnq
¯
¨ ξpnq| ď C|ξpnq|2 for all |n| ď minpN˚, Nq.
For any δ ą 0, it follows from Yong’s inequality that`
b´ b1˘ |φpbq|2 “ ż b
b1
|φpyq|2dy `
ż b
b1
ż b
y
`|φpsq|2˘1 dsdy
ď
ż b
b1
|φpyq|2dy ` pb´ b1q
ż b
b1
2|φpyq||φ1pyq|dy
“
ż b
b1
|φpyq|2dy ` pb´ b1q
ż b
b1
2
|φpyq|?
δ
?
δ|φ1pyq|dy
ď
ż b
b1
|φpyq|2dy ` b´ b
1
δ
ż b
b1
|φpyq|2dy ` δpb´ b1q
ż b
b1
|φ1pyq|2dy,
which gives
|φpbq|2 ď
„
1
δ
` pb´ b1q´1
 ż b
b1
|φpyq|2dy ` δ
ż b
b1
|φ1pyq|2dy.
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Let φpx, yq “ ř
nPZ
φnpyqeiαnx. A simple calculation yields that
}∇φ}2
L2pΩ1q “ Λ
ÿ
nPZ
ż b
b1
`|φ1npyq|2 ` α2n|φnpyq|2˘ dy,
}φ}2L2pΩ1q “ Λ
ÿ
nPZ
ż b
b1
|φnpyq|2dy.
Using the above estimates, we have for any φ P H1pΩ1q that
}φ}2L2pΓq “ Λ
ÿ
nPZ
|φnpbq|2
ď Λ
„
1
δ
` pb´ b1q´1
 ÿ
nPZ
ż b
b1
|φnpyq|2dy ` Λδ
ÿ
nPZ
ż b
b1
|φ1pyq|2dy
ď Λ
„
1
δ
` pb´ b1q´1
 ÿ
nPZ
ż b
b1
|φnpyq|2dy ` Λδ
ÿ
nPZ
ż b
b1
`|φ1npyq|2 ` α2n|φnpyq|2˘ dy
ď
„
1
δ
` pb´ b1q´1

}φ}2L2pΩ1q ` δ}∇φ}2L2pΩq
ď Cpδq}φ}2L2pΩ1q ` δ}∇φ}2L2pΩ1q.
Combining the above estimates, we obtain
Re
ż
Γ
TNξ ¨ ξds ď C}ξ}2L2pΓq ď Cpδq}ξ}2L2pΩ1q ` δ
ż
Ω1
|∇ξ|2dx
ď Cpδq}ξ}2
L2pΩ1q ` δ}ξ}2H1pΩ1q,
which completes the proof. 
To estimate
ş
Ω |ξ|2dx in (5.2) , we introduce the dual problem
apv,pq “
ż
Ω
v ¨ ξdx, @v PH1S,qppΩq. (5.7)
It can be verified that p is the weak solution of the boundary value problem$’&’%
µ∆p` pλ` µq∇∇ ¨ p` ω2p “ ´ξ in Ω,
p “ 0 onS,
Bp “ T ˚p on Γ,
(5.8)
where T ˚ is the adjoint operator to the DtN operator T .
It requires to explicitly solve the boundary value problem (5.8). We consider the Helmholtz
decomposition and let
ξ “ ∇ζ1 ` curlζ2, (5.9)
where ζj , j “ 1, 2 has the Fourier series expansion
ζjpx, yq “
ÿ
nPZ
ζ
pnq
j pyqeiαnx, b1 ă y ă b.
Consider the following coupled first order ordinary different equations$’’&’’%
ξ
pnq
1 pyq “ iαnζpnq1 pyq ` ζpnq2 1pyq,
ξ
pnq
2 pyq “ ζpnq1 1pyq ´ iαnζpnq2 pyq,
ζ
pnq
1 pbq “ 0, ζpnq2 pbq “ 0.
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It follows from straightforward calculations that the solution is
ζ
pnq
1 pyq “ ´
i
2
eαnpy´bq
ż b
y
e´αnpt´bqξp1qn ptqdt` i2e
´αnpy´bq
ż b
y
eαnpt´bqξp1qn ptqdt
´1
2
eαnpy´bq
ż b
y
e´αnpt´bqξp2qn ptqdt´ 12e
´αnpy´bq
ż b
y
eαnpt´bqξp2qn ptqdt,
ζ
pnq
2 pyq “ ´
1
2
eαnpy´bq
ż b
y
e´αnpt´bqξp1qn ptqdt´ 12e
´αnpy´bq
ż b
y
eαnpt´bqξp1qn ptqdt
` i
2
eαnpy´bq
ż b
y
e´αnpt´bqξp2qn ptqdt´ i2e
´αnpy´bq
ż b
y
eαnpt´bqξp2qn ptqdt.
It is easy to verify the following estimateˇˇˇ
ζ
pnq
j pyq
ˇˇˇ
À
´
}ξpnq1 }L8pb1,bq ` }ξpnq2 }L8pb1,bq
¯ 1
|αn|e
|αn|pb´yq, j “ 1, 2.
Let p be the solution of the dual problem (5.8). Then it satisfies the following boundary value
problem $’&’%
µ∆p` pλ` µq∇∇ ¨ p` ω2p “ ´ξ in Ω1,
ppx, b1q “ ppx, b1q on Γ1
Bp “ T ˚p on Γ.
(5.10)
Let function qj , j “ 1, 2 have the Fourier expansion in Ω1:
qjpx, yq “
ÿ
nPZ
q
pnq
j pyqeiαnx.
The Fourier coefficients q
pnq
j are required to satisfy the two point boundary value problem$’’&’’%
q
pnq2
j pyq ` pκ2j ´ α2nqqpnqj pyq “ ´cjζpnqj pyq,
q
pnq
j pb1q “ qpnqj pb1q,
q
pnq1
j pbq “ ´iβpnqj qpnqj pbq,
(5.11)
where c1 “ pλ ` 2µq´1 and c2 “ µ´1, ζpnqj are the Fourier coefficients of the potential functions ζj
for the Helmholtz decomposition of ξ in (5.9).
Lemma 5.7. Let p “ ∇q1 ` curlq2. Then p satisfies (5.10).
Proof. If (5.11) holds, then it is easy to check that
pλ` 2µq `∆q1 ` κ21q1˘ “ ´ζ1, µ `∆q2 ` κ22q2˘ “ ´ζ2.
Noting p “ ∇q1 ` curlq2, we obtain
µ∆p` pλ` µq∇∇ ¨ p` ω2p
“ µ∇ p∆q1q ` µcurl∆q2 ` pλ` µq∇∆q1 ` ω2∇q1 ` ω2curlq2
“ pλ` 2µq∇ `∆q1 ` κ21q1˘` µcurl `∆q2 ` κ22q2˘
“ ´∇ζ1 ´ curlζ2 “ ´ξ.
Next is to verify that the boundary condition on y “ b. Assume that p admits the Fourier
expansion p “ ř
nPZ
pppnq1 pyq, ppnq2 pyqqJeiαnx. It follows from the Helmholtz decomposition that«
p
pnq
1 pyq
p
pnq
2 pyq
ff
“
»–iαnqpnq1 pyq ` qpnq12 pyq
q
pnq1
1 pyq ´ iαnqpnq2 pyq
fifl ,
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which gives »–ppnq11 pyq
p
pnq1
2 pyq
fifl “
»–iαnqpnq11 pyq ` qpnq22 pyq
q
pnq2
1 pyq ´ iαnqpnq
1
2 pyq
fifl .
A straightforward calculation yields that
Bp “ µByp` pλ` µqp0, 1qJ∇ ¨ p
“
ÿ
nPZ
»– µ´iαnqpnq11 pyq ` qpnq22 pyq¯
pλ` µqiαn
´
iαnq
pnq
1 pyq ` qpnq
1
2 pyq
¯
` pλ` 2µq
´
q
pnq2
1 pyq ´ iαnqpnq
1
2 pyq
¯fifl eiαnx
“
ÿ
nPZ
«
µ
´
iαnq
pnq1
1 pyq ` qpnq
2
2 pyq
¯
pλ` 2µqqpnq21 pyq ´ pλ` µqα2nqpnq1 pyq ´ iµαnqpnq
1
2 pyq
ff
eiαnx.
Evaluating the above equations at y “ b, we get
Bp|y“b “
ÿ
nPZ
»– iµαnqpnq11 pbq ` µqpnq22 pbq
pλ` 2µqqpnq21 pbq ´ pλ` µqα2nqpnq1 pbq ´ iµαnqpnq
1
2 pbq
fifl eiαnx.
Noting ζ
pnq
j pbq “ 0, we have from (5.11) that qpnq
2
j pbq “ ´pκ2j ´ α2nqqpnqj pbq. Hence
Bp|y“b “
ÿ
nPZ
»– µαnβpnq1 ´ω2 ` µα2n
µα2n ´ ω2 ´µαnβpnq2
fifl«qpnq1 pbq
q
pnq
2 pbq
ff
eiαnx.
On the other hand, we have
T ˚p “
ÿ
nPZ
pM pnqq˚ppnqpbqeiαnx
“
ÿ
nPZ
´ i
χn
»– ω2βpnq1 ω2αn ´ µαnχn
µαnχn ´ ω2αn ω2βpnq2
fiflppnqpbqeiαnx
“
ÿ
nPZ
´ i
χn
»– ω2βpnq1 ω2αn ´ µαnχn
µαnχn ´ ω2αn ω2βpnq2
fifl»– iαn ´iβpnq2
´iβpnq1 ´iαn
fifl«qpnq1 pbq
q
pnq
2 pbq
ff
eiαnx
“
ÿ
nPZ
»– µαnβpnq1 ´ω2 ` µα2n
µα2n ´ ω2 ´µαnβpnq2
fifl«qpnq1 pbq
q
pnq
2 pbq
ff
eiαnx,
which shows Bp “ T ˚p and completes the proof. 
It follows from the classic theory of second order differential equations that the solution of the
system $’&’%
q
pnq2
j pyq ´ |βpnqj |2qpnqj pyq “ ´cjζpnqj pyq,
q
pnq
j pb1q “ qpnqj pb1q,
q
pnq1
j pbq “ ´|βpnqj |qpnqj pbq
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is
q
pnq
j pyq “
1
2|βpnqj |
#
´ cj
ż y
b
e|β
pnq
j |py´sqζpnqj psqds` cj
ż y
b1
e|β
pnq
j |ps´yqζpnqj psqds
´cj
ż b
b1
e|β
pnq
j |p2b1´y´sqζpnqj psqds` 2|βpnqj |e|β
pnq
j |pb1´yqqpnqj pb1q
+
. (5.12)
Lemma 5.8. Let p “ pp1, p2qJ be the solution of the dual problem problem (5.7). For sufficiently
large |n|, the following estimate holdˇˇˇ
p
pnq
j pbq
ˇˇˇ
À |n|e|βpnq2 |pb1´bq
´
|ppnq1 pb1q| ` |ppnq2 pb1q|
¯
` 1|n|
´
}ξpnq1 }L8pb1,bq ` }ξpnq2 }L8pb1,bq
¯
,
where p
pnq
j is the Fourier coefficient of pj , j “ 1, 2.
Proof. Evaluating (5.12) at y “ b yields
q
pnq
j pbq “
1
2|βpnqj |
#
cj
ż b
b1
e|β
pnq
j |ps´bqζpnqj psqds´ cj
ż b
b1
e|β
pnq
j |p2b1´b´sqζpnqj psqds
`2|βpnqj |e|β
pnq
j |pb1´bqqpnqj pb1q
+
. (5.13)
Taking the derivative of q
pnq
j with respect to y in (5.12) and then evaluating at y “ b1, we have
q
pnq1
j pb1q “ cj
ż b
b1
e|β
pnq
j |pb1´sqζpnqj psqds´ |βpnqj |qpnq1 pb1q, j “ 1, 2,
which is equivalent to »–qpnq11 pb1q
q
pnq1
2 pb1q
fifl “ «´|βpnq1 | 0
0 ´|βpnq2 |
ff«
q
pnq
1 pb1q
q
pnq
2 pb1q
ff
`
«
ζˆ
pnq
1
ζˆ
pnq
2
ff
,
where
ζˆ
pnq
j “ cj
ż b
b1
e|β
pnq
j |pb1´sqζpnqj psqds.
It follows from Lemma 5.7 and the Helmholtz decomposition p “ ∇q1 ` curlq2 that«
p
pnq
1 pb1q
p
pnq
2 pb1q
ff
“
»–iαnqpnq1 pb1q ` qpnq12 pb1q
q
pnq1
1 pb1q ´ iαnqpnq2 pb1q
fifl “ « iαn ´|βpnq2 |
´|βpnq1 | ´iαn
ff«
q
pnq
1 pb1q
q
pnq
2 pb1q
ff
`
«
ζˆ
pnq
2
ζˆ
pnq
1
ff
,
which gives «
q
pnq
1 pb1q
q
pnq
2 pb1q
ff
“ 1
χn
«´iαn |βpnq2 |
|βpnq1 | iαn
ff«
p
pnq
1 pb1q
p
pnq
2 pb1q
ff
´ 1
χn
«
´iαn |βpnq2 |
|βpnq1 | iαn
ff«
ζˆ
pnq
2
ζˆ
pnq
1
ff
.
Substituting the boundary condition»–qpnq11 pbq
q
pnq1
2 pbq
fifl “ «´|βpnq1 | 0
0 ´|βpnq2 |
ff«
q
pnq
1 pbq
q
pnq
2 pbq
ff
into the Helmholtz decomposition p “ ∇q1 ` curlq2, i.e.,«
p
pnq
1 pbq
p
pnq
2 pbq
ff
“
»–iαnqpnq1 pbq ` qpnq12 pbq
q
pnq1
1 pbq ´ iαnqpnq2 pbq
fifl ,
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we obtain «
p
pnq
1 pbq
p
pnq
2 pbq
ff
“
«
iαn ´|βpnq2 |
´|βpnq1 | ´iαn
ff«
q
pnq
1 pbq
q
pnq
2 pbq
ff
.
By (5.13), «
q
pnq
1 pbq
q
pnq
2 pbq
ff
“
»–e|βpnq1 |pb1´bq 0
0 e|β
pnq
2 |pb1´bq
fifl«qpnq1 pb1q
q
pnq
2 pb1q
ff
`
«
η
pnq
1
η
pnq
2
ff
,
where
η
pnq
j “
cj
2|βpnqj |
ż b
b1
´
e|β
pnq
j |ps´bq ´ e|βpnqj |p2b1´b´sq
¯
ζ
pnq
j psqds.
Combining the above equations leads to«
p
pnq
1 pbq
p
pnq
2 pbq
ff
“
«
iαn ´|βpnq2 |
´|βpnq1 | ´iαn
ff»–e|βpnq1 |pb1´bq 0
0 e|β
pnq
2 |pb1´bq
fifl«qpnq1 pb1q
q
pnq
2 pb1q
ff
`
«
iαn ´|βpnq2 |
´|βpnq1 | ´iαn
ff«
η
pnq
1
η
pnq
2
ff
“ P pnq
«
p
pnq
1 pb1q
p
pnq
2 pb1q
ff
´ P pnq
«
ζˆ
pnq
2
ζˆ
pnq
1
ff
`
«
iαn ´|βpnq2 |
´|βpnq1 | ´iαn
ff«
η
pnq
1
η
pnq
2
ff
,
where P pnq is defined in (5.3).
Recall that
|ζpnqj psq| À
1
|αn|
´
}ξpnq1 }L8pb1,bq ` }ξpnq2 }L8pb1,bq
¯
e|αn|pb´sq.
Since s´ b ě 2b1 ´ b´ s and |αn| „ |n|, |βpnqj | „ |n| for sufficiently large |n|, we have from (5.4) and
the mean-value theorem that
|ηpnqj | À
´
}ξpnq1 }L8pb1,bq ` }ξpnq2 }L8pb1,bq
¯ 1
|βpnqj |
ˇˇˇˇż b
b1
e|β
pnq
j |ps´bq 1|αn|e
|αn|pb´sqds
ˇˇˇˇ
“
´
}ξpnq1 }L8pb1,bq ` }ξpnq2 }L8pb1,bq
¯ 1
|αn||βpnqj |
´1
|αn| ´ |βpnqj |
ˆ
1´ e
´
|αn|´|βpnqj |
¯
pb´b1q
˙
À 1
n2
´
}ξpnq1 }L8pb1,bq ` }ξpnq2 }L8pb1,bq
¯
.
Combining the above estimates yieldsˇˇˇ
iαnη
pnq
1 ´ |βpnq2 |ηpnq2
ˇˇˇ
,
ˇˇˇ
´|βpnq1 |ηpnq1 ´ iαnηpnq2
ˇˇˇ
À 1|n|
´
}ξpnq1 }L8pb1,bq ` }ξpnq2 }L8pb1,bq
¯
.
Following the similar steps of the estimate for η
pnq
j , we can show that
|ζˆpnqj | À
´
}ξpnq1 }L8pb1,bq ` }ξpnq2 }L8pb1,bq
¯ ż b
b1
e|β
pnq
j |pb1´sqe|αn|pb´sq 1|αn|ds
À 1
|αn|p|αn| ` |βpnqj |q
´
}ξpnq1 }L8pb1,bq ` }ξpnq2 }L8pb1,bq
¯ ˇˇˇ
e|β
pnq
j |pb1´bq ´ e|αn|pb´b1q
ˇˇˇ
À 1
n2
´
}ξpnq1 }L8pb1,bq ` }ξpnq2 }L8pb1,bq
¯
e|αn|pb´b1q,
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which gives ˇˇˇˇ
ˇP pnq
«
ζˆ
pnq
1
ζˆ
pnq
2
ffˇˇˇˇ
ˇ À |n|e´|βpnq2 |pb´b1q 1n2 ´}ξpnq1 }L8pb1,bq ` }ξpnq2 }L8pb1,bq¯ e|αn|pb´b1q
À 1|n|e
´
|αn|´|βpnq2 |
¯
pb´b1q ´}ξpnq1 }L8pb1,bq ` }ξpnq2 }L8pb1,bq¯ .
Since for sufficiently large |n|, we have
|αn| ´ |βpnq2 | “ |αn| ´
`
α2n ´ κ22
˘1{2 “ κ22
|αn| `
`
α2n ´ κ22
˘1{2 „ 1|n| .
Hence ˇˇˇˇ
ˇP pnq
«
ζˆ
pnq
1
ζˆ
pnq
2
ffˇˇˇˇ
ˇ À 1|n| ´}ξpnq1 }L8pb1,bq ` }ξpnq2 }L8pb1,bq¯ ,
which provesˇˇˇ
p
pnq
j pbq
ˇˇˇ
À |n|e|βpnq2 |pb1´bq
´
|ppnq1 pb1q| ` |ppnq2 pb1q|
¯
` 1|n|
´
}ξpnq1 }L8pb1,bq ` }ξpnq2 }L8pb1,bq
¯
.
The proof is completed. 
Taking v “ ξ in (5.7), we have
}ξ}2
L2pΩq “ apξ,pq ´
ż
Γ
pT ´TN q ξ ¨ p ds`
ż
Γ
pT ´TN q ξ ¨ pds. (5.14)
By Lemma 5.8, we obtainˇˇˇˇż
Γ
pT ´TN q ξ ¨ p ds
ˇˇˇˇ
ď Λ
ÿ
|n|ąN
ˇˇˇ´
M pnqξnpbq
¯
¨ pnpbq
ˇˇˇ
À Λ
ÿ
|n|ąN
|n|
´
|ξpnq1 pbq| ` |ξpnq2 pbq|
¯´
|ppnq1 pbq| ` |ppnq2 pbq|
¯
À N´1
»– ÿ
|n|ąN
p1` n2q1{2
´
|ξpnq1 pbq| ` |ξpnq2 pbq|
¯2fifl1{2 »– ÿ
|n|ąN
|n|3
´
|ppnq1 pbq| ` |ppnq2 pbq|
¯2fifl1{2
À N´1}ξ}H1{2pΓq
»– ÿ
|n|ąN
|n|3
´
|ppnq1 pbq|2 ` |ppnq2 pbq|2
¯fifl1{2
À N´1}ξ}H1pΩq
»– ÿ
|n|ąN
|n|3
´
|ppnq1 pbq|2 ` |ppnq2 pbq|2
¯fifl1{2 . (5.15)
Following the similar proof in [37, eq. (30)], we may show that
}ξpnqj }2L8pb1,bq ď
ˆ
2
δ
` |n|
˙
}ξpnqj ptq}2L2pb1,bq ` |n|´1}ξpnqj 1ptq}2L2pb1,bq. (5.16)
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It follows from the Cauchy–Schwarz inequality thatÿ
|n|ąN
|n|3
´
|ppnq1 pbq|2 ` |ppnq2 pbq|2
¯
À
ÿ
|n|ąN
|n|3
"
n2e2|β
pnq
2 |pb1´bq
´
|ppnq1 pb1q|2 ` |ppnq2 pb1q|2
¯
` 1|n|2
´
}ξpnq1 }2L8pb1,bq ` }ξpnq2 }2L8pb1,bq
¯*
À
ÿ
|n|ąN
|n|5e2|βpnq2 |pb1´bq
´
|ppnq1 pb1q|2 ` |ppnq2 pb1q|2
¯
`
ÿ
|n|ąN
|n|
´
}ξpnq1 }2L8pb1,bq ` }ξpnq2 }2L8pb1,bq
¯
:“ I1 ` I2.
Noting that the function t4e´2t is bounded on p0,`8q, we have
I1 À max|n|ąN
´
n4e2|β
pnq
2 |pb1´bq
¯ ÿ
|n|ąN
|n|
´
|ppnq1 pb1q|2 ` |ppnq2 pb1q|2
¯
À }p}2
H1{2pΓ1q À }ξ}2H1pΩq.
Substituting (5.16) into I2, we get
I2 À
ÿ
|n|ąN
„
|n|
ˆ
2
δ
` |n|
˙´
}ξpnq1 }2L2pb1,bq ` }ξpnq2 }2L2pb1,bq
¯
`
´
}ξpnq11 }2L2pb1,bq ` }ξpnq
1
2 }2L2pb1,bq
¯
ď
ÿ
|n|ąN
„ˆ
2
δ
|n| ` n2
˙
}ξn}2L2pb1,bq ` }ξ1n}2L2pb1,bq

.
A simple calculation yields
}ξpnqj }2H1pΩ1q “ Λ
ÿ
nPZ
ż b
b1
”`
1` α2n
˘ |ξpnqj pyq|2 ` |ξpnq1j pyq|2ıdy.
It is easy to note that
2
δ
|n| ` n2 À 1` α2n.
Then
I2 À }ξ}2H1pΩ1q ď }ξ}2H1pΩq.
Therefore, ÿ
|n|ąN
|n|3
´
|ppnq1 pbq| ` |ppnq2 pbq|
¯2 À }ξ}2
H1pΩq. (5.17)
Plugging (5.17) to (5.15), we obtain
|
ż
Γ
pT ´TN q ξ ¨ p ds| À 1
N
}ξ}2
H1pΩq. (5.18)
Now, we prove Theorem 5.1.
Proof. By Lemma 5.3, Lemma 5.4, and Lemma 5.6, we have
~ξ~2
H1pΩq “ <apξ, ξq ` <
ż
Γ
pT ´TN q ξ ¨ ξds` 2ω2
ż
Ω
ξ ¨ ξdx` <
ż
Γ
TNξ ¨ ξds
ď C1
»–˜ ÿ
TPMh
η2T
¸1{2
` max
|n|ąN
´
|n|e|βpnq2 |pb1´bq
¯
}uinc}H1pΩq
fifl }ξ}H1pΩq
`pC2 ` Cpδqq }ξ}2L2pΩq ` δ}ξ}2H1pΩq,
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where C1, C2, Cpδq are positive constants. From (5.1), by choosing δ such that δminpµ,ω2q ă 12 , we get
~ξ~2
H1pΩq ď 2C1
»–˜ ÿ
TPMh
η2T
¸1{2
` max
|n|ąN
´
|n|e|βpnq2 |pb1´bq
¯
}uinc}H1pΩq
fifl }ξ}H1pΩq
`2 pC2 ` Cpδqq }ξ}2L2pΩq. (5.19)
It follows from (5.14) and (5.18) that
}ξ}2
L2pΩq “ bpξ,pq `
ż
Γ
pT ´TN q ξ ¨ p ds´
ż
Γ
pT ´TN q ξ ¨ p ds
À
»–˜ ÿ
TPMh
η2T
¸1{2
` max
|n|ąN
´
|n|e|βpnq2 |pb1´bq
¯
}uinc}H1pΩq
fifl }ξ}H1pΩq `N´1}ξ}2H1pΩq. (5.20)
Taking sufficiently large N such that 2pC2`CpδqqN
1
minpµ,ω2q ă 1 and substituting (5.20) into (5.19), we
obtain
~u´ uhN~H1pΩq À
˜ ÿ
TPMh
η2T
¸1{2
` max
|n|ąN
´
|n|e|βpnq2 |pb1´bq
¯
}uinc}H1pΩq.
The proof is completed by noting the equivalence of the norms ~ ¨ ~H1pΩq and } ¨ }H1pΩq. 
6. Numerical experiments
In this section, we introduce the algorithmic implementation of the adaptive finite element DtN
method and present two numerical examples to demonstrate the effectiveness of the proposed
method.
6.1. Adaptive algorithm. Our implementation is based on the FreeFem [32]. The first-order linear
element is used to solve the problem. It is shown in Theorem 5.1 that the a posteriori error consists
of two parts: the finite element discretization error h and the DtN operator truncation error N ,
where
h “
˜ ÿ
KPMh
η2K
¸1{2
, N “ max|n|ąN
´
|n|e´|βpnq2 |pb´b1q
¯
}uinc}H1pΩq. (6.1)
In the implementation, we choose the parameters b, b1 and N based on (6.1) to make sure that the
DtN operator truncation error is smaller than the finite element discretization error. In the following
numerical experiments, b1 is chosen such that b1 “ maxxPp0,Λq fpxq and N is the smallest positive
integer that makes N ď 10´8. The adaptive finite element algorithm is shown in Table 1.
6.2. Numerical experiments. We report two examples to illustrate the numerical performance of
the proposed method. The first example concerns the scattering by a flat surface and has an exact
solution; the second example is constructed such that the solution has corner singularity.
Example 1. We consider the simplest periodic structure, a straight line, where the exact solution
is available. Let S “ ty “ 0u and take the artificial boundary Γ “ ty “ 0.25u. The space above the
flat surface is filled with a homogenenous and isotropic elastic medium, which is characterized by
the Lame´ constants λ “ 2, µ “ 1. The rigid surface is impinged by the compressional plane wave
uinc “ deiκ1x¨d, where the incident angle is θ “ pi{3. The compressional and shear wavenumbers are
κ1 “ ω{2 and κ2 “ ω, respectively, where ω is the angular frequency. It can be verified that the
exact solution is
upxq “ 1
κ1
„
α
´β

eipαx´βyq ´ 1
κ1
ˆ
α2 ´ βγ
α2 ` βγ
˙„
α
β

eipαx`βyq ´ 1
κ1
ˆ
2αβ
α2 ` βγ
˙„
γ
´α

eipαx`γyq,
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Table 1. The adaptive finite element DtN method.
(1) Given the tolerance  ą 0 and the parameter τ P p0, 1q.
(2) Fix the computational domain Ω by choosing b.
(3) Choose b1 and N such that N ď 10´8.
(4) Construct an initial triangulation Mh over Ω and compute error estimators.
(5) While h ą  do
(6) refine mesh Mh according to the strategy that
if ηKˆ ą τ maxKPMh ηK , refine the element Kˆ PMh,
(7) denote refined mesh still by Mh, solve the discrete problem (4.3) on the new mesh Mh,
(8) compute the corresponding error estimators.
(9) End while.
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Figure 2. Quasi-optimality of the a priori error estimates for Example 1.
where α “ κ1 sin θ, β “ κ1 cos θ, γ “ pκ22 ´ α2q1{2. The period Λ “ 0.5. Figure 2 shows the curves of
log eh versus log DoFh with different angular frequencies, where eh “ }u´ uhN}H1pΩq is the a priori
error and DoFh stands for the degree of freedom or the number of nodal points. It indicates that
the meshes and the associated numerical complexity are quasi-optimal, i.e., eh “ OpDoF´1{2h q holds
asymptotically.
Example 2. This example concerns the scattering of the compressional plane wave by a piecewise
linear surface, which has multiple sharp angles. The incident wave uinc and the parameters are
chosen the same as Example 1, i.e., b “ 0.25,Λ “ 0.5, θ “ pi{3, λ “ 1, µ “ 2. Clearly, the solution
has singularity around the corners of the surface. Since there is no exact solution for this example, we
plot in Figure 3 the curves of log h versus log DoFh at different angular frequencies, where h is the
a posteriori error. Again, it indicates that the meshes and the associated numerical complexity are
quasi-optimal, i.e., h “ OpDoF´1{2h q. Figure 4 plots the contour of the magnitude of the numerical
solution and its corresponding mesh at the angular frequency ω “ 2. It is clear to note that the
algorithm does capture the solution feature and adaptively refines the mesh around the corners
where solution displays singularity.
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Figure 3. Quasi-optimality of the a posteriori error estimates for Example 2.
Figure 4. The numerical solution of Example 2. (left) The contour plot of the
magnitude of the solution; (right) The corresponding adaptively refined mesh.
7. Conclusion
In this paper, we have presented an adaptive finite element DtN method for the elastic scattering
problem in periodic structures. Based on the Helmholtz decomposition, a new duality argument is
developed to obtain the a posteriori error estimate. It contains both the finite element discretization
error and the DtN operator truncation error, which is shown to decay exponentially with respect
to the truncation parameter. Numerical results show that the proposed method is effective and
accurate. This work provides a viable alternative to the adaptive finite element PML method for
solving the elastic surface scattering problem. It also enriches the range of choices available for
solving wave propagation problems imposed in unbounded domains. One possible future work is
to extend our analysis to the adaptive finite element DtN method for solving the three-dimensional
elastic surface scattering problem, where a more complicated TBC needs to be considered.
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