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INTRODUÇAO 
Keste trabalho, pretendE'mos a.nalisar e testar compa.ra.tivamente um tipo na.o 
conforme de Elemento Finito de Segunda Ordem. Est.e objetivo veio inicialmente da 
necessidade de trabalhar com Elementos Finitos Retangulares de ordem superior com-
pleta., por a.ssim dizer. Este esforço irá. exigir seis graus de liberdo.de, do tipo La.grange, 
e seis pontos deveram ser escolhidos num retângulo. 
Isto tem duas conseqüências: a primeira é que, tendo escolhido os quatro vértices 
do retângulo, restam apenas duas escolhas, impondo que a continuidade em todos os 
lados não pode ser ga.rantida .. Em segundo lugar, ao optar por dois pontos internos. 
um possível caminho seria o de se escolher dois pontos localizados simetricamente. Isto 
se revelou infrutífero, obviamente. nào permitindo a definição das funções de base: é 
necessário que os pontos internos sejam escolhidos de modo nào simétrico (seção 2.5) 
- e nenhuma continuidade das funções, do espaço gerado com este elemento, pode ser 
garantida. sobre os quatro lados de cada elemento retangular. 
T\ossa expectativa foi a de que este noYo Elemento Finito não sena competitivo 
nos casos padrão, mas que poderia se revelar útil em situações heterodoxas. :\"as ex-
periências computacionais efetuadas, isto ocorreu parcialmente. Embora a equaçao 
escolhida pa.ra os testes seja. a mais clássica possível (a Equaçào Estacionaria da Di-
fusão), ensaios numéricos mostraram que, em comparação com os Elementos Finitos 
usua1s. este Elemento não conforme apresentou relativo sucesso na aproxima.ção de 
soluções com comportamento particula-r. Porém seu desempenho foi menos eficiente 
naquf'les exemplos de soluções 'boas'. Sabe-se ainda que este tipo de Elemento é apli-
cado com êxito pa.ra resolver equações de ordem igua.l ou superior a quatro onde o uso 
de Elenwntos conformes é bem mais complexo. Como mencionado em [9]: Este tipo 
de elemento permite obt.er uma boa representação de todos os gradientes de restrições 
simples ... , e a. seguir, ... ele é usado por Engenheiros na prática. pa.ra resolver problf'mas 
de elasticidade bi e tridimensionais formulados sobre domfnios reta.ngula.res. 
Estes ensaJOs mencionados estão no último ca.pítulo. junto com estudos compa-
rativos com outros Elementos Finitos (Elementos Triangulares de Primeira e Segunda 
Ordens. e Elementos Retangulares). A análisf' destes Elemf'ntos Finitos, as definições 
deste novo Elemento e o estudo dos erros estã.o nos rapítulos seguintes. 
Observemos porém que este trabalho tem sido desE'nvolvido visando passar ao 
leitor da forma mais clara possíveL através do tratamento particularizado da equação 
em estudo~ as noções gerais da met.olodologia de Elementos Finitos e temas afins, re-
snlt.a.dos ü•óricos e práticos aplicáveis em toda a sua extensão de modo geral. Também, 
uma quantidade razoável de referências bibliográficas é mencionada no transcurso da 
h=·it.ura em conexão com os conceitos~ resultados e ternas. para quP o leitor possa melhor 
esclarecer as provaveis dúvidas e se aprofundar se for do inreresse. A intençào do autor 
em quanto ao desem·olvimento deste trabalho é a mais fiel e espera que este esforço 
sirva de ajuda. a quem se interessar pelo tema .. 
CAPÍTULO 1 
O PROBLEMA CONTÍNUO 
1.0. Introdução 
Neste capítulo começamos apresentando o problema misto de Dirichlet-Neumann, 
aqui chama.do de PMDK, na sua formulaçã.o clássica, e a seguir definimos os espaços de 
Sobolev H 1 , H 2 1 HJ onde procuraremos a soluçã.o do PMDN na sua formulação fraca 
ou varia.cional que daremos posteriormente. Em seguida provamos algumas proprie-
dades das funções que entram na formulação variacional e com a ajuda do lema de 
Lax-Milgra.m garantimos a existência e unicidade da solução do PMDI\ na sua for-
mulaçã-o fraca no típo de espaço mencionado acima. Concluímos o capítulo colocando 
o problema mediante o mé-todo de Galerkin num espaço de dimensão finita onde irf'mos 
à procura da solução aproximada. ou numérica pelo iviétodo dos Elementos Finitos. 
Isto é, neste capítulo descrevemos o caminho percorrido do PMDI\ em sua for-
mulaçã.o clássica para a. obt.enç.ã.o de Soluções Aproximadas da versão fraca do Problema 
Discreto. 
1.1. Problema misto de Dirichlet-Neumann ~ Formulação 
clássica ou forte 
Seja fl um conjunto aberto, conexo e limitado de IR2 de fronteira. r = àO "sufici-
entemente sua.ve'' (por exemplo, de classe C 2 ,[15]) composta de duas partes comple-
mentares f o e r}, i.e.: 
A est.es dados associamos o seguinte problema: 
Da.dos n, um parâmetro escalar positivo e uma função f convenientemente definida 
sobre n. achar uma. função li definida sobre n tal que 
(LU) ~a(::~+:~~) = f para (x.y) em í! 
I 
(1.!.2) 
(]. J.:l) 
u Yo para. (x,y) em fo 
àv 
a- = 91 para (.r,,1J) em r]. (fq 
Esta é urna equação diferencial pêtrcia.l elít.ica linear de segunda ordem com va.lores 
na fronteira conhecida como Problema de Contorno. 
àu 
Aqui, àr; denota a deriva.da normal na direção 71 exterior (nnitário) à fronteira r 
de n, isto é. 
àv Ou àu 
àry ~ ry, àx + ry, ây , 'I~ (1/1, 11,) , llryll ~I • 
8 fFu à2u 
c-.- é a deriYação no sentido usual on clássico; .6.11 rE'J)resenta o operador --+-ÔJ' _ d.r2 dy2 · 
âu 
As restrições ujr0 = go (Dirú:hld), o-;-) lrl = 91 {../\.tunwnn), no sentido pon-
G 'I 
t11al. const.ituf'm uma condiçào suplenwntar necessária para a unicidade da solução e 
são ditas condições de contorno. l"ma solução do problema clássico é, por exemplo, 
uma funçào u E C'(!1) satisfazendo(!.l.l)-(1.1.3). 
Para usar o Método dos Elementos Finitos (ou algum deles d. [2]). na procura 
dP uma solução aproximada ou numérica de-vemos rPformular este problema. Tal for-
mulação é dita fraca on va.riarional, que como veremos depois, ela permite acomodar 
dados irregulares e soluções irregulares. alem de é claro dados mui suaves (veja exE'm-
plos do capÍtulo .5), de tal forma que quando uma solução suave clássica existe ela 
também é solução do problema fraco. Assim nada se perde reformulando o problema 
de uma maneira variacional, ganhando a significativa vantagem de considerar proble-
mas rom da dos e soluçõe.s irregulares. 
Por outra parte sâ.o muitos os problemas a valores fronteiras em dois ou tres 
dimensões para os quais a solução exata nã.o se consegue achar explicitamente, embora 
se saiba (proYa-se) que ela existe. 
É na solução destes problemas onde se revela o verdadeiro potencial do Método 
dos Elementos Finitos (1v1EF). 
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O tratamento de problemas clássicos de Dirichlet e de Neumann e do problema 
clássico misto e suas soluções assim como dos operadores de Laplace no qual este 
trabalho se apóia é, de modo geral, o de [2], [5], [9], [13], [1,5], [17], Teoremas de 
existência sã.o citados em [32]. 
No que se segue escrev("mos a.s notações usua.is 
( a' a' ) ~11= --,+-,-,v {);ri {),y2 
1.2. Espaços de Solução 
I'\ a procura de uma solução numérica via elementos finitos, transformamos um 
problema original em outro em algum sentido ("quiva.lente chama.do de uma formulação 
va.ria.cional do problema clássico. lima tal formulação é do tipo: 
Achar u E l/~ tal que: 
(12,1) fo(oVu·Vv+auv)d.r= fnJvdx, 'VvEV 
onde V é um espaço de funções que será ca.ra.cterizado de acordo com o problema. Se 
uma solução u E V existe, fazendo v= v em (1.2.1) teremos: 
ou 
O r(av)'d,T+o r(8") 2dx+a r v 2Jx~ r fvdx; lo. fJx lo ây lo lo 
podemos então impor às funções de V assim como às suas primeua.s derivadas que 
sejam de quadrados integráveis sobre n. 
Ainda mais, é possível generalizar o conceito clássico de derivada por um de 
derivada fraca e obter uma teoria apta para resolver tanto teórica como numericamente 
este tipo de problema varia.cional. Motivados por estas considerações introduzimos a 
seguir est.es e outros conceitos e result.ados. 
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Começamos definindo o espaço das funçõPs (na verdadE', classes dP funções) de 
quadrado intR-gráveis sobre f1 C JR2 aberto, conexo e limitado. Resultados relevantes 
para o presente t.ema. se apoiam nest.e tipo de conjunto, w·r por exemplo, [2]. [9], [13], 
etc. SPja então: 
(1.2.2) L'(!l) ~ {1•: !l ~IR/ h [1•[ 2d.r < :xo) 
onde a int.egraç.ã.o se entende no sentido de Lebesguelu)(,·er obras citadas no final do 
parágrafo anterior assim como [14], [3;3]). Observemos que uma função de l 2(D) pode 
pPrfeit.a.ment.e não estar definida num subconjunto C Ç n de medida nula [1.3]. já qne 
De fato, não distinguimos dua.s funções t',H' em L 2 (!1) se~ que v(.r) f:. 11'(.r) so 
para .r E C E\ na linguagem usual. t' = u· em quase toda parte (q.t.p.), isto f.. 1' e w 
Jwrt.encem à mesma classe. 
Com o produto interno 
I 1.2.:3) (v, w)u{OJ = k v· u· d:r 
e a norma associadil 
(1.2.4) llviiL'I"I ~ [1 1', v)L'(fl) l '/2 
L'(!l) é um espaço Hilbert (cf.[2]). 
Definiremos adia.nt.e os espaços de Sobolev de ordem 1 e 2 sobre O denotados por 
H 1(f1). H 2(f1) respe-ctivamente. mas. para isso. precisamo.'- definir a noçào de dPri,·ada 
fraca para funções de V'( O). 
Seja, para o domínio n. y: n c IR'' ......-t IR com .ç E C.,_ (n). 
Definimos o suporte d(' '-P como sendo o conjunto fechado 
supl' ~{"E ílfcp(.r) of 0) e 
(o) EstE' tipo dE' int.E>graçào abrange nm tOllJlliiiO amplo de funçôe5 P propriedade,: quE' ronYém aos 
nossos propósitos (cf. [24], capítulo;) obsnvação *'"). 
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C;;'(fl) ={I': fl ~ IR/<P E C"(fl) \;/n e sup'P Cj, fl} 
Se 'P E Cô'(fl) decorre, é claro que <Pir"' O, e também que O>f E C;;'(fl), 
B:r; 
Dizemos que 1' E l 2 (D) tem derivada. fra.ca com respeito a :r; se existir uma função 
01' 
denotada por a.r, tal quf' 
(L2,5) 1 81, 1 O>f -'Ph = (-!) v-d" 11 a.r, f! 8:r, 'l>fEC;'(I1) e i=l,2, 
Observações 
(Iº) Se~· for derivável no sentido clássico ent.ã.o usando integraçã.o por parl.es e o fato 
o v 
de y ter suporte contido em ft temos que a derivada fril.Cil --:::;--- de 1· definida 
u:~.·, 
Mima coincide com a derivacb. parcial de l' no .seu tido clássico. 
(2Q) I\ em toda função de L2(0) é deridvel no sent.irlo fracoPl. 
(3º) Exemplos de derivaçiio fraca silo dados no ca.pÍtulo .S. 
(4º) Sempre que aqui falarmos em derivada., de uma funçào v. estaremos implirit.a-
ment.e fazf'ndo mensão a ( 1.2.-S). 
Definimos agora H 1 ( !1) como s<:"ndo o espa.ço da.s função ~~ E L 2 (O) tais quf' suas 
a,, 
deriva.da.s fracas-.- i= 1,2 (1.2 .. 5) existemet.amhémpertencem a 1 2 (0) i.e. 
ÔI, 
(L2.6) H 1 (11) = {t' E l 2 (11)/ ,?", ~v E l 2 (11)} 
ux1 u:r 2 
O fato que ~).; E L2(f1), quer dizer que a integração em (1.2.5) existe (F fi11ita) 
8J, 
ja que pela desigualdade de Cauchy-Schwarz 
ov 1 01' (f i)c )1/2(1 )1/2 ov II~'P<IIV(O) = ~"' :S 1-d .. l'b I>PI'b = II~IIL'(O} 
uJ, !l u:r. 1 . 11 .I, 11 u.t, 
(1) Para este fim. wr [13] Confira também o E'Xemp]o 6 do çapítulo 5. 
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Definem-se, em H 1 (O) o produto interno 
(1.2.7) (u,v)H'(O} ~ (u,v)L'(n} + t(~", ~'') 
,=1 u:r, u:r; U(O) 
1( '(ouo")) ut•+I:-- dT o i=t Ô.r; fJ:r, 
e a norma correspondente 
( 1.2.8) [ ll/2 [ 2 ov ]'i' llviiH•(n} ~ (v,v)H'IO} ~ llviiL•rn} + f11ax, llhn1 ' 
veja (1.2.4). 
Com este produto interno e esta norma, H 1 (0) é um espa.ço de Hilbert [9L [13]. 
1\o estudo dos problemas que abordamos neste trabalho, tratamos muitas vezes 
de funções u E H 1 (0.) tais que vir= O onde f=: 8D. Para este caso, definimos: 
HJ(ll) ~{v E H'(ll) I vir~ O q.t.p.}. 
:\este espaço, a semi-norma em H 1(D) definida por 
(1.2.9) [ 2 Ôv 2 ]'i' lviH'I"I ~ f llax, llurnl 
é uma norma equivalente à. norma dada em (1.2.8), ver [5]. 
HóU:!) também pode ser definida como a aderência ou fecho de Cgo(O) em H 1(D), 
onde a restrição vir deve ser entendida no sentido da aplicação traço discutida no 
próximo item, c!. [5], [15]. 
Por extensão da definição acima., definimos de modo análogo a derivada fraca. de 
ordem 2 de 'I' E L 2 (0) como a função (se existir) a 8~ tal que 
.T; X 1 
(1.2.10) j a',. 1 a'"' 8 8 cpb = v a 8 dx ; Vcp E c~ ( n l . O X; Xj 11 X; X 1 
H 2(fl) é, então, o conjunto da.s funções de L 2 (r!) pa.ra as quais existem as derivadas 
fracas de ordem 1 e 2 e também pertencem a L2 (fl). Introduzindo uma notação mais 
compacta: 
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(12.11) , teremos 
(1.2.12) H2(íl) {v E L2(íl)/lia,joj:; 2, 3iJ",, E l 2(íl), 
Neste caso para (1.2.13), a; E {0, 1, 2}, !oi= o 1 + 02 :<:;: 2. 
Podemos definir um produto interno em H 2(0) como se segue: 
(1.2.13) (<L l')H'(O) ~ 
2 (âu iJ") (u, <')L'(O) +L i)c-, 8-i=I :r; :r, U(O) 
e em consequenCia, a norma 
(1.2.14) li<'liiP)O) ~(v, v)H'(O) ~ L ]jiJ"vjjf,(O) · 
lo I ;52 
Verifica-se que H 2(0) é um espaço de Hilbert. Finalmente. 
(1.2.1.5) 
define uma seminorma em H 2(D). 
De forma análoga. obtemos os mesmos resultados para Hm(O) , m 2: 2, a.ss1m 
como para n Ç IR", n 2: 2. Para uma generalização destes e outros resultados rero-
mendamos ao leitor [2], [.5], [9], [15]. 
I\ o que se segue, tentaremos dar sentido ao conceito de traço de uma funçào. 
Teorema do Traço 
O problema clássico exige que ~~lro = go isto é, v(:r) = go(.r) 1 V:r E f. Para 
O= (a.b) prova-se que uma função v de H 1(0.) é igual, q.t.p. a uma (única) função 
í 
contínua definida sobre [o, b] e, portanto, nào há dificuldade em definirmos t'lr como 
sendo v( a) e v( b ). No entanto, para f! ç: JR2 nem toda funçii.o (ou classe de funções) de 
H 1(f!) tem um representante cont.ínuo{2l, isto é, dado v E H 1(f!) nem sempre podemos 
falar de v(x) para qualquer :r E fl, e neste caso o sentido que daremos à restrição rir, 
valor no bordo r de n, é dado pelo seguinte resultado (d. 1.3-1 de [17]). 
!.Teorema. Seja n aberto e limitado em JR2 com fronteira r suficientemente regular 
(por exemplo, C 1 por partes(3l). 
Então CQ(D) é denso em H 1 (D) e a. aplicação linear e contínua 
l : C0'(f!) ~ C'(f) l<l 
v ----+ rv =vir 
se prolonga em uma aplica.ção linear e contínua 
A funçào 1 assim definida é chamada de aplicaçã-o traço e o seu valor lt· para 
v E H 1 (D) chamado de tra.ço de v sobre f. 
Notação: vir = 1v. 
Assim, o sentido que daremos à rest.riç.âo v/r = g é dado pelo operador t.raço i.e. 
i v= g q.t..p. sobre L onde ,::Yv é uma função L 2(f) (ô) Podemos verificar (cf. [.S]) 
que Hci(O) é o núkeo da a.plica.çào traço 1, i.e. 
Hci(f!) = ker') ={v E H'(f!) I v !c= O} 
Fórmulas de Green 
Seja n aberto e limitado em IR" de fronteira r C 1 por partes e TJ = ( TJ1> TJz .•• • , TJn) 
o wtor normal unitário exterior à fronteira r de O. Então 
(Z) Veja contra exemplo em [13]. [17]. 
(J) Uma definição deste tipo de fronteira aparece em [17]. 
(4 ) C0 (r) ::::: {v . r ~ IR I v é contínua sobre f}. 
(5 ) U(r) :::: { 1' : r----> IR I Ir ltfdu < 00}, du denota a medida superficial, sobre o bordo r.[9] 
(O) Para uma revisão mais ampla do traço de uma função, ver [9). [17]. 
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r aau vdx =- r "aav dx +f uvry;d<7 k X; k X; f 
ii) Vu E H'( O), v E H'(f!) 
-f f:lm,dx = t r av a,, d.r- r au vd<7 
n i=l lo axl 8:r; lr 811 
Na. integra.çâ.o sobre o bordo f de n, deve--se entender u, v, 
~( l ~( l ~(a") . (7) I u. , 1 v , 1 Bry respectJvamente . 
au 
a~ como sendo 
1.3. Formulação fraca ou variacional do problema misto 
Suponhamos a solução u do Problema Clássico de Contorno (1.1.1)-(1.1.:3) sufi-
cientemente "regula.r'' como por exemplo, u. E H 2(0) e definamos o seguinte espaço de 
funções: 
(13.1) V= {r E H'(f!) lv/r"= O} 
f 0 nf,=0. 
Multiplicando a igualdade -o !lu =f por uma. função teste t' E F. e integrando 
sobre n: teremos 
-o k t:.uvd:r.: = k fvd:r. 
Usando a fórmula de Green (ii) obtemos 
a 
a in Vu .. \lvdx- a Ir a~ vda =in jvdx, 
ou 
Q' r \lu. V'vdx = r fvdx +a f ~u vda +O' f aau vda. 
lo lo lro ury Jr1 f} 
, 8u 
Fazendo tambem uso de viro= O e o Bry = g1 sobre f 1 (q.t.p.), vem: 
(1.3.2) Q r \'v. 'Vrdx = r fvdx + r g,vd<7 ln ln lr1 
Definamos o.( •1 ·) : V X V ---+ IR 
(1.3.3) 1 ' 1 a, a,, a.(u 1 v)= a ~u · 'Vvdx =a L -a -8 dx n i=l n x, x; 
(i) Estas e outras fórmulas de GreE'n são revistas em [5], [8], [15] 
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e f:V-dR 
(1.3.4) 
Então a formulação Yariacional (1.3.2) c.orresponde a: 
Achar u E V t.q. 
(1.3.5) 
a(u,v) = f(v), Vv E V. 
i.e. Achar u E V t.q. 
( 1.3.6) i ( iJu iJv ou ot• ) i j o -0 -0 + -0 -0 d.r = fvdr + g1vda 0 X 1 Tt X2 I2 !i1 r1 \/v E V. 
Observação. Esta é uma formulação va.riacional do problema (1.1.1)-(1.1.3). Cm 
dado problema clássico pode ter associado mais de uma formulação \'a.ria.cional. r ma 
ta.! formulação depende basicamente de como as condições de fronteira sáo comidPradas. 
veja [2]. 
A importância de (1.:3.-S) é colocar o PMD::\' clássico em uma formulação variaci-
onal apropria.da para o uso de resulta-dos dil teoria de aplicações lineares e bilineares 
sobre espaços de Hilbert como aqueles em que aqui devemos trabalhar. Na sequência., 
é apresentado um resultado que garante a existência e ã unicidade da soluç.ão para o 
nosso problema Yariacional. 
1.4. Lema de Lax-Milgram 
2.lema. Seja V um espaço Hilbert e seJa a aplicação, bilinear a.(·,·) V x V---+ IR 
contínua i.e. satisfazendo 
(1.4.1 I 3M: la(u.v)l S:: Mllulh· ·llvllv. Vu,v E F· 
Seja ainda a(•, ·)coerciva ou \/~elítica no seguinte sentido 
(1.4.2) 
e ainda 
(1.4.3) f: V ---+ IR linear e contínua. 
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Então o problema variacional 
(1.4.4) Achar u E F t.q. a(u.v) =f( v). Vv E F 
t.em uma única solução. 
Este resultado aparecE\ por exemplo. em [5], [13], [l7J e uma genera.liz(lçào pode 
ser vista em [15]. 
A seguir mostraremos que a formulaçà.o varia.cional (1.3.5) satisfaz as condições 
do lema. Sem perda de generalidade para os nossos propósitos finais consideraremos 
go =O, o= 1. 
(1) \" é Hilbert. 
ObYiament.e V= {P E H 1(0.) / dro =O} é subespaço de H 1(0) com a norma de 
F sendo a induzida de H 1(íl) i.e. [[v[h· = [[r•[[H'(O) Vr• E F. 
Consideremos as aplicações lineares f:' contínuas 
L'(r) r= an ( 1. _ J ap 1caçao t.raço ~·r= r/r e 
Po: L'(f) ~ L 2(fo) , ([[pow- pov[[L'(ro) S [[w- v[[L'(r)) 
u· ---+ pow = wfro 
Po·1: H 1(0)---+ L2(f0 ) é contínua e 
V= (pa·'lt'( {O}). por definição de F, 
sendo fechada a imagem im•ersa do fechado {O} por uma função contínua .. 
SPja (vn) uma sequência de Cauchy em V. Sendo H 1 (0.) Hilbert, (vn) é conver-
gente em H 1(0) e, como V é fechado~ o limite da sequência está em V. 
(2) o(·.·): F x F~ IR é bilinear. 
Primeiramente mostramos que a(-.·) é simétrica. Pela definiçã.o do operador a, 
temos 
'JOu&v 2 J8v8u a(u,r)=I: --dx=L --dx=a(v,u). 
•=1 [] 8:r; 8:ri •=l [] a.r; ax, 
Quanto à linearidade, provamos em seguida., dado u E V, a( v,•) é linear 
a(u,av + w) = t r ôu ô(av + w) d.r = t r iJu (a Ôv + ôw)dJ = 
i=l Jo 8:r; ();r i i==l Jn 8.T; Ôx, 8r i 
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t r (a ou av + ou ou·)d.r = 0 t r ou ov dx + t r au ow d.r = 
1= 1 Jn Ô:r; Ôx; iJ.r; ô.r, i=l lo Ô:r, ô.r; i=l lo 8:r, Ôx; 
o a(u,v) + a(u.w). 
Da. simetria segue a bilinCC"aridade i.e. o( av + w, u) = o a( t', u) +a( u·, u) para ça.da 
u E ·v, Vv, w E V. 
(3) a(·,·) é contínua. 
Consideremos o espaço [L2(!1)] x [L2(!1)] = [L2(!1)] 2 , é um espaço de Hilbert com 
o produto interno, 
Então, 
2 J Ôll {h· la(u,v)l =li: -8 .. -8 . d.11 = I(Vu,Vr)[U(OJFI t=l o J.l .ll 
usando a desigualdade de Cauchy-Schwarz em [L2 (!1)]2, tem-se; 
Ora., 
e, portanto, 
la(u,v)l :S lluiiH'(O) ·llviiH'(O) , M = !. 
Assim a(·,·) é contínua. em H 1(0) x H 1(0) como também é contínua em\/ X V. 
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(4) a(·, ·I é coerciva. 
Para provar isto usaremos o fato de que a seminorma 
é-uma norma sobre V equivalente à norma II·IIHI(n} desde que f o tenha medida super-
ficial positiYa (s), por exemplo f o não vazia e contínua. 
Com isto 
sendo a última. desigualdade resultante da equi\·alência entre as normas. 
{ 5) f : F ----> IR é linear e contínua, para 
(1.4 .. \) 
a linearidade de f é imediata. 
Provemos então a continuidade. 
llsando a desigualdade de HO!der [13], temos de (1.4.5) 
como r 1 c L então 
sendo que existe uma consta.nt.e c que depende de n t..q., (cf. 1.2.3 de [5]), 
(b) Com efeito. ver teorema 1.2 1 dt> [5] 
Em consequência1 
IIJIIPiOJIIvllv(nJ + IIYdlv(r.JIIrllv(r) <: llfllv(nJIIvllvln1 + CIIYdiL'(r.JII<·IIv[nJ = 
111/IIL'IOJ + CIIYdlv[r,JI·IIviiL'IOJ <: M · !,<·!IH'[OJ · 
Concluindo que lf(v)l :S MlkiiHl(fl)· A continuidade de j(Y) sendo decorrente da 
linearidade de f. 
Com f E L'(íl) e g1 E L2(fJ), teremos que f é contínua em H 1 (íl) e, portanto, 
também em V. 
1.5. Formulação final apropriada para elementos finitos 
Estamos agora. em condições de formula.r de maneira mais precisa um problema 
variaciona.l associado ao PMDK de 1.1 levando em consideração condições suficientes 
que garantem a existência e a unicidade da solução mediante o lema de Lax-}..filgram. 
Seja fl ç II{2 um aberto, conexo e limitado de fronteira r C'1 por part.es, com 
tendo ainda que r o é de medida da positiva, e que 
f E L 2 (íl) e g1 E L 2 (fJ). 
O problema formulado anteriormente se torna, então: 
(1.5.1) Achar u. E I'= {v E H 1(íl)/vlr, =0} t.q. 
a(a.l')=.f(v). VvEV 
Em (L5.1), conforme anteriormente mencionado. temos 
(1..5.2) V c· E I'. 
Fazendo uso da fórmula de Green (ii) 
(1.5.3) 1 '8a8v j'82u jau n L--d:r=-o L:-2 vd:r+o -vda n io:ol àx; àxi n i=l à:ri r 8'1] 
Yálidas para a.s funções 11 E H 2 (f!) e v E H 1 (f!). 
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Então de (1.5.2) e (1.5.3) lemos 
i 2 a2u 1 au i 1 -o La 2vdx+o -a 1·da= fvd.r+ g1vda ni=I .r; r 17 n r 1 
ou ainda, da.do que 1' E V, e, portanto 
v/ro =O e que 
av 
o- =g1 a~ 
{( 
2 a' } fn -o~a.r?-.r)r d.T=O 
em rl 
'ir E 1'. 
, 'iv E V 
Da.do que existe uma única função 11 E V verificando (1.5.2), concluímos que 
ternos resolvido formalmente o problema a \'alores de contorno: 
2 iPu oL.:a,~.l 
>=1 .r,. 
u=O 
ou 
o- =gt 
0'1 
q.t.p. em n. com 
em ro e 
Este é chamado de problema misto não homogêneo (seria homogêneo se g1 = O) 
para o operador 
cf. 1.2.28 de [5]. 
1.6. A procura de urna solução numérica 
~o intento de procurar uma solução u(.r) pa.ra o tipo de problema chbsico. o 
ideal seria achar uma expressã.o analítica para u. Um método clássico nessa direção, 
por exemplo, é o método de sepa.ra.ção de Yariáveis que funciona em várias situações 
(Aná.lise de Fourier). Nem sempre\ porém~ existem técnicas de int.egraçã.o que pt?rmit.am 
exibir uma soluç-ão de forma analítica. ::\este último caso uma alternativa é recorrer a 
métodos numéricos para obter uma aproximaçã.o da solução. 
Um dos caminhos para que, a partir de um problema clássic-o, cheguemos a um 
problema semelhante (em alguns sentidos) de aproximação numérica, se inicia com a 
expressão do problema original em sua formula.çâo fraca, ou va.ria.cional. 
Em geral isto consiste em definir um espaço \/ de funções e formas line.ar f(·) 
e bilinear a(·,·) convenientes definidas sobre V e V x V respectiYamente obtendo o 
seguinte problema dito variacional: 
(16.1) Achar uEV Lq. a(u,v)~f(v), VvEV, 
onde as condições de contorno do problema original ou clássico estão agora implícitas 
na formulação Yariacional ou no espaço V, tornando o problema nesta formulação 
equiYalent.e ao problema original em sua forma clássica. 
Ilustremos mais uma vez estas idéias c-om um exemplo simples de Equaçâ.o de 
Dirichlet Homogênea. 
Achar u E V tal que: 
(16 2) 
(16.3) 
-.6..u =f em n, com 
vir~ O 
Seja V um apropria.do espaço de funç.ões, como. por exemplo, 
(16.4) V~ {v,,. E H 1 (fl) I vir~ O}~ Hi(fl) 
Multiplicando -llu =f por uma funçâ.o teste i' E V e integrando (no sentido de 
Lebesgue) sobre O, obtemos 
-k .6..uvd:r = k fvdx . Vv E V. 
l~saudo agora uma conveniente fórmula de Green, temos 
( 1.6.5) -f lluvdx= fvu-Vvd::r- f 88uvda= f.fvd::r. ln ln lr I] lo 
Como v j r = O. isto se torna. 
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de onde segue a formulaçã-o variacional: 
Achar u E V 1al qui:' 
(1.6.6) a(u,v) = r 'Vu · 'Vvdx = r fvdx = f(v). '11• E V lo ln 
Aqui f e as funções de V devem ser ta.is que a integração na formulação variacional 
faç.am sent.ido e o espaço V e as formas linea.r f ( ·) e bilinear a(·!·) com propriedades que 
garantam a existência e unicidade da soluçã.o do problema. como por exemplo aquelas 
impostas pelo lema da seção 1.4. Neste últ-imo caso bastaria definir V= Hci(O), para 
garantir uma solução de (1.6.6) associado ao Problema de Dirichlet (1.6.2)·-(1.6.3). 
Se u é solução do problema original é cla.ro que u é soluçào do PV associado. A 
recíproca .. porém, nem sempre é verda.deira. As vezes a solução do PV é solução do 
problema associado sob certas condições impostas a mais. Por exemplo, se a solução 
do PV for de classe C 2 então ela f: a solução do problema originaL 
De posse da existência e unicidade da solução do problema variacionaL prova-se 
ainda que o problema (1.6.1) é bem posto no sentido que a solução depende continu-
amente dos dados (obsevaçâo 4 seção 1, [4]), isto quer dizer que pequenas variações 
nos dados acarretam pequenas variações na. soluçã.o o que nos permite ir a procura de 
uma solução numérica ou aproximada denotada vh onde vh E lí,. com Ví, um espaço 
de dimensão finita l'/n que pode ou não ser subespaço de l'. O Método dos Elementos 
Finitos permite construir l·í-. pela monta.gem sistemá.tica (ca.p{tulo 3) das funções da 
base que o geram. Assim sendo se tem: 
(16. 7) 
Em seguida colocamos. de alguma forma., sobre Vh o PV definido sobre V. Agora 
v h devera ser a solução do seguinte problema variacional aproximado {PVA) 
(16.8) 
onde f h ( •) E' a h ( ·, •) definidas sobre Vh e V11 X Vh são representaçÕes das respectivas 
formas f(·) e a(·,·) definidas sobre V e V X V. Por exemplo, quando Vh é subespaço 
de V podemos definir 
(16.9) ah(·.·) = a(·,·)/F,,,h e .fo(·) = .f(·)/t-,, 
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A prova da existência e da unicidade da solução tth de (1.6.8), considerando (1.6.9) 
no caso do Vh ser subespaço de V, é imediata, usando nü\·amente o lema da seçào 1.4. 
Ca.so \'í, nào for subespaço de V a prm·a da existência e unicidade do PA não é 
t.ào imediata. As forma.s O.J. e .h devem ser convenientemente definida.s, assim como 
uma tJOnna a.propiada debe ser consideroda sobre 1;,,. rm tal mÉ-1-odo de aproximação 
é dito nâ.o conforme. Outro tipo de nâ.o conformidade esta relacionada com o uso de 
integraçáo numérica para aproximar as formas ah e !J,, [.1], [18]. Para a.lguns destes 
e outros mét.odos nã.o conformes é possível mostrar que existe a soluçâ.o v;, do PA ou 
discreto e é única, e ainda que é convergente para a soluçã.o 11 do PV, com a nova 
norma definida sobre l·í,. llm<~ forma de se conseguir isto é definir estes problemas, 
(1.6.~). com propriedades que permitam aplicar novamente o lema em 1.4. (d. [4]. [.J], 
[9]) .. \qui usaremos um mét.odo não conforme utilizando o elem!"'HÍ.O finito desenwh·ido 
neste" trabalho (cf. seções 2.5. 3.-5.) . 
. \gora como dimensão d<:> 1-í; é finita. o problema se torna discreto, isto e. as 
funções ~'h de \·í, podf'm ser expressas em termos das funçôes cf;,. 
s/, 
(1.6.10) r, = L ni</>i 
•=l 
para a ba.se { q;1, <jJ2, ... , c/J!"-h} de \1Í,. 
\"a solução de Problemas Variacionais Aproximados. recorre-se muit.a.s n•zes a 
métodos como o de Galerkin (19L5) (dado em (1.6.12) cf. [1]. [10]. [15], [17]). 
Dado que l/í, é gerado pelas r:b1 's, substituindo (1.6.10) em (1.6.8), concluímos que 
o problema (1.6.8) equivale a 
(1.6.1!) 
Entiio, construir u1, E 1~, é procurar (o 1 .o 2 •••• ,o_y~.) E IR·\"h com 
X r. 
"'=L n,q>, 
t=l 
para o qual valha ( 1.6.11) i.e .. dada. a bilinearida.de de a: 
N/, 
(1.6.12) L"'a,(,P,,,P,) = .{,(9,), Vj, I S; S N,. 
i= I 
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:r\ a verdade\ o que se resolve então é o sistema linear 
(1.6.13) Aa =f 
onde a matriz A é dada por 
( .) .. 1, /\' 1 .. a,j =o~. o,q;j , 1,J = ,:.., ... , ·h. a so uçao e 
o:= (o1 ,o2, ... 10Nh) e o termo f é dado por 
fj =fh(</j)· 
1\To último exemplo mencionado acima., tPremos 
f(ó,) = r .fd>,d.r 
.lo 
Dada a unicidade deu,, a matriz A resulta ser não singular. 
Se oi.(·,·) for simétrica entào A também é, o que é uma \'inltagem para a solução 
numérica do sistema. I\a Pscolha di! hase de V/, é interessa.n1e, do ponto de vista 
numérico, que a matriz A seja. esparsa, o que se consegue com o uso de Elementos 
Finitos. Outras ca.ract.eríst.icas matriciais de A podem e.<;t ar relacionadas com a.s dos 
operadores o ou ar.. também. 
Agora bem, ficam muitas perguntas: o que tem a wr a solução un de (1.6.11) 
com a soluçã.o u do PV? SPrá. que u1, converge a u quando l\rr. cresce? De que forma 
pode ser provada es1a convergéucia'? Com que tipos de normas? Qua.l é a ordem dessa 
convergência? 
Aqui entra a t.eoria de elementos finitos para dar respostas a estas questões e 
df've ser entendida como umil metodologia para a geração das funções ó, da base dos 
espaços ~·h de aproxima.çâ.o que não dependa do método Yaria.cional empregado para 
construir uma solução aproximada uh de t1. e que convirja de certo modo para v quando 
as dimensões espaciais da discretizaçâo (d.e momento identificadas simplesmente por 
h, veja observaçâ.o 3 em 4.3) se aproximam de zero ou. equiYalentemente, quando Nn 
cresce. 
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CAPÍTULO 2 
FERRAMENTAS DISCRETAS 
2.0. Introdução 
O objetivo dest.e capítulo é dar a definiçã.o de elemento finito em JR 2 e a.presentar 
\'ários exemplos de elementos finitos provando, nos vários casos, que satisfazem as 
propriedades enunciadas em sua definição. No final apresentamos um novo el~:"rnento 
de tipo náo-conforme. 
A idéia a explorar é a de construir um espaço V11 de dimensão finita, de funções 
definidas sobre !1, onde- procuramos montar uma a.proxima.çâo u 11 da soluçào 11 do PV 
Cüll\'E'rgente a 11, quando a dimensão.'\"~-, de vh cresce (e h ---7 O). 
l'r. é ronstmído particionando o domínio O por elementos finitos (discretizaçào de 
!l) e definindo sobre eles funções de base com pequenos suportes que geram V/,. Se 
V,, assim construído por subespaço de l' o elemento escolhido na construção de Fn é 
dito de tipo conforme; caso contrário. i.e .. se l·h não for subespaço de F, o elemento 
referido e dito não-conforme. Elementos do tipo não-conforme podem ser usados com 
vantagens para problemas de quarta ordem ou mais, onde o uso de elementos conformes 
se torna mais complexo. O novo elemento aqui apresentado, de tipo nâ.o-confonne, foi 
usado com êxito no PMDN propost.o no capítulo anterior. 
r ma vez construído Vh, resol\'emos o PVA: 
Achar un E V, tal que 
(2.1.1) 
Onde h é um parâmetro rela.cionado com a. dimensão l'h de Vn (com h- O-{:::::::::? 
N, ~ oo). 
Em seguida devemos provar que uh converge para u. em V, isto é 
(2.1.2) h - O ou Nn - oo . 
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Esta convergência é- forte, isto é, na própria norma de V (na terminologia usual 
chamada norma da energia). Isto nem sPmpre Sf' consegue para qualquer tipo de 
elemPIII.os ou para problema.<; de ordem superior a dois. Às vezes apenas conseguimos 
na literatura estimativas de erro da aproximação do tipo I lu- u,,llu(n)• ou em alguma 
seminormil que envolva deri-•;odas. l.lm exemplo é il convergência usando a semi-norma 
lu- uh IH'' que pode ser de utilidade de acordo com o tipo de informaçã.o que se quer, 
ou que se consegue obter sobre a solução. 
2.1. Elementos Finitos 
Definição: l1m elemento finito em JR2 é uma terna (1\, I:, F) onde, 
' (i) ]{ Ç JR2 é compacto, conexo. H#- ó, de fronteira 81\" Lipsrhit.z contínua; 
(ii) L: é um conjunto finito de.;\ formas lineares (~P;);::: 1 , linearmente independentes, 
definidas sobre ('ex'( H) chamadas de gmu.s dr libfrdarlt do tlfmfufo; e 
(iii) F é um espaço de funções p: f{-----+ IR tal que I: é P-unisolvente, i.e. 
dados X escalares o 1 , o 2 ..... o.l\· existe um úuico p E P que satisfaç.a 
(2.1.3) l'i(P) =o, 
Observações: 
1. A P-unisolvência. de I: é equivalente à existência de ~\· funções p1 E P tais que 
para cada i : 1 ::; i ::; .'\-: 
(2.1.4) 
que constituem uma base de P. 
Isto se demonstra como se segue; 
Em primeiro lugar: o conjunto {p; , 1. = 1, ... , .1Y} é linearmente indepen-
dente (a P~unisolvência de ~ garante a existência das funções p; definidas por 
(2.1.4)). de fato, 
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N 
se La;p; =O, aplicando uma função '.f'1 , obtemos 
i= I 
!\' N N N 
'P;(Lo;p,)= Ll')o;p;)= LD;\',(P;)= L:o;Ó;j=o, =,;;(O)= O, 1 <: j <:A. 
"'' "'' 
~] 
"'' 
N 
então se, Lo 1p, =0, O:j = o 1 1 "SjSN. 
i= I 
.11.' 
Por outro lado. dado p E P, seja o;= l.f';(p), 1 'S 1::::; }V, a função Lo1 p1 é 
;=l 
a única em P (I: é P-unisolvente) que satisfaz 
(2.15) 
S N 
l'i(Loip,) = L:n;l';(p,) =o;= <p,(p). 1 <:i<: N 
;=1 .J=l 
,. 
logo p = Lo1 p1 . 
j=I 
Reciprocamente dados 0'1 ,o 2 , ••• ,o.l\', tomando p 
,. 
temos l';(p) = LllJI';(pj) = ct,. 
y=l 
,,. 
L,oiPi (existência), 
j=l 
,. 
Seja q E P ta] que <.p, ( q) = o, (unicidade), então q = L,BjPJ e 
j=l 
N N 
o,= \';(q) = \'i(L:ti,P;) = L:tJ,<p,(p,) = j3,. para I<: i<: IV. 
;=I ;=1 
logo, q = p. 
2. As funções Pr 1::; j::::; ,N que satisfazem l.f',(pj) = b,1 • 1::;: i::; N sã.o chamadas 
de funções de basf do elemento. 
3. Da observação 1 se segue que uma condição necessária para a P-unisolvéncia de 
E é que a dimensão de P seja a cardinalidade do conjunto E, em símbolos: 
DimP =#E 
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4. Falaremos do elemento finito K para nos referirmos à terna (K, ~' P). 
5. No escopo deste trabalho, P será um espaço de polinômios e entenderemos ele 
associado ao elemento como P(J{) 
(2.16) P(J\) = {p(!\ : p E P}. 
O fato de P ser um espaço de polinômios é essencial, tanto para cálculos 
computacionais como para provar questões relativas à convergência das soluções 
aproximadas. 
6. Mostrando a existência da base {P;}f:1 do elemento, verifica-se facilmente que o 
conjunto~ é f.i. 
Com efeito, se 
,. 
La,,-o,(f) =O 
>=1 
entã.o fazendo f = P; 
N N 
LGil'i(P,) =L"'""= Gj =o ,1 :S j :S N. 
i==l i= I 
7. Para mostrar a P-unisolvência de~ é suficiente mostrar a existência de /v' funções 
de base p, 1 :::; i :::; .!\,·' de F tais que 
Assim. dados n 1 ,n2 •.•. • OJil. a função p = :Lojp1 f. a umca em P que 
satisfaz 
de onde a aplicação 
L. : p _____. ][(" 
) N p ~ C(p) = {I',(P) '=' 
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é linear e cont.ínua entre espaços da. mesma dimensã.o N, é uma bijeção, logo, 
dado 
3'p E P tal que 
l',(p) =a,. 
lJma outra forma empregada pa.ra provar a P~unisolvência de L: é mostrar 
que Ker [. = {0}, i.e. 
se l'i(p)=O, Vi:l:Si:SN então p=O. 
Exemplos de Elementos Finitos 
Construiremos aqui, de acordo com o parágrafo anterior, alguns exemplos de ele-
mentos finitos. 
2.2 Triângulo do tipo 1 
X 
Figura 1 
Seja f{ um triângulo em !R2 com vértices a 1 , a 2 , a3, e definamos 
"'':c= (I,·) ~ IR 
f ~ <p;(f) = f(a;) 
K é compacto, conexo e de interior nâ.o vazio. Como a fronteira 81\ de K e 
poligonal, ela. é Lipschitz-contínua.. 
Sejam l:={l'i; l:Si:S3} e 
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P, = {a + br + cy / a, h, c E IR} 
P1 é o espaço dos polinômios de primeiro grau em :r e y. Podemos identificar 
P 1 com o conjunto de planos em JR3 . PrimPiro devemos verificar que: 
Dim P1 = # L: = 3, cf. observação 3 acima. 
y, é linear 
,:;;(of + g) (a f+ g)(a;) = of(a,) + g(a,) 
o;p;(f) + ;p,(g) : 1 Si S 3, V o E IR. 
Verificamos que 
(i) L é f.i. mostraremos que se 
Dado que três pontos não colineare-s determinam um único plano definamos 
p, E P. para cada i : 1 ~ 1 ::; 3, por 
(2.Lí) 
(2.1.8) 
p, : IR2 --t IR 
1S jS3. 
Sejam f,= p,/f,: E c~ (I\), 1 Si S 3. Então 
COJllO teremos 
3 3 3 
O= I:ajl',(f;) = .Loi>p,(p,/J;) = I:ajp;/J;(aj) =a,, 1 Si S 3. 
i=l 
(ii) L é Prunisoh•ente. 
Devemos mostrar que dados O't, a 2 , a 3 , 3! p E P1 tal que y,(p) =ai, 1 ::::; i::; 3. 
3 
Seja p = L:o1pJ E P1 , 
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E, finalmente, p é único dado que é um plano definido em três pontos, 
a 1 , a2 , a3 , nã.o colineares, com 
(2.1.9) p(a.) =o, 
Observações 
1. Os pontos a 1, o2, a3 são chama.dos os nós do elemento K e ;\"J\ denota o conjunt.o 
de nós do elemento/{, i.e. Nn· = {a 1,a2,a3} 
2. Por simplicirla.de, denot.a.remos L por 
2: ={f( a,) I 1 si s 3} 
3. As funções p)h- formam uma base dE' FI(/\) e, então, do elemento acima. 
4. Os elementos nos quais os graus de liberda.de em ~ sã.o dados pelos Yalows da 
função nos nós são ditos do tipo de Lagmngc enquanto aqueles elementos onde 
alguns dos graus em~ são definidos por derivadas são ditos do tipo Humitc 
Iremos aqui explicitar alguns dos itens mencionados no início desta parte. 
(2.l.l0) 
]A]= (c,- a2 )(b,- a,)- (a 2 - b,)(a,- c,). 
l À,(.,.y) = l + jAj[(b,- c2)(2·- a,)+ (c,- b,)(y- a2)] 
l Àb(x,y) = jAj[(c,- a,)(.x- a,)+ (a,- c,)(y- a,)] 
l 
.\(x,y) = jAj[(a2 - b2)(x- a,)+ (b1 - a1)(y- a2 )] 
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Como podemos verificar, 
(2.1.11) -X.(w)={ I w=u 
o w =I u para u..u·ESr;={a.,b,c} 
Uma típica função testE' do elemento ma.is simples em JR2 está esboçilda na 
figura 2 . 
a· J 
Figura 2 
Ela é nula no segment.o akaj. 
Veremos no próximo capÍtulo que o espaço gerado Vh, com triângulos do 
tipo L é constituído de funções contínuas, i.e., Vn Ç C 0 (i1). 
Por outro la.do, as funções de l'}, que serão montadas como sendo planas 
sobre cada 1\ ç n, nã.o estão em Gn(n), i.e .. V, <;j_ C 1 (ft). 
Estas propriedades das funções de V,. como veremos depois. estão estreita-
mente relacionadas com os nós comuns á.s interseções das fronteiras dos elementos. 
2.3. Retângulo do tipo 1 
Para definir um elemento K qualquer deste tipo, começamos com o quadrado 
unitário K de vértices ât(O, 0), â 2(1, 0), â3(1, 1 ), â4(0, 1 ). A' é obviamente compacto, 
conexo, de interior não Yazio e de fronteira Lipschitz-contínua. 
O elemento (R, Ej;, P) é então definido por 
(2.1.12) 
·r _, 
(2.1.13) ER ~ {f(â,) I I ::; i::; 4} ' fEC=(R). 
~ ~ a~·.--------, U3 
X 
a2 
a., 
Figura 3 Figura 4 
Tomamos F = {JJ = {a + b.r + cy + d.ry j a. b. c, d E IR} . 
Q1 é o espaço de polinômios de primeiro grau em cada Yariável; Q1 é um conjunto 
de polinômios inc:omplet.os de segundo grilu.(por causa do termo :ry). 
Dim Q1 ~ #ER ~4. 
As funções de base de A' são (figura 5) 
(2.L14) 
~1 ~(x-l)(y-1) 
.\, ~ x·(J- y) 
),3 = :ry 
~4 ~(1-x)y 
Elas são nulas nos segmentos [âk, âr) : [âb â1]. Por construção os lados deste 
elemento ]{ sã.o paralelos a.os eixos :r. y. 
Ca.da lado é descrito da forma. :r=constante, y=const.ante, logo XJ/ado(R) é uma 
reta. a reta que une X1(â) e X,(b). com â e b vértices contíguos. veja figura 5. 
Como é facilmente verificado. estas funç.ões X; satisfazem 
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Couferimo~ a seguir: 
(.I " ' I . 1....,f::.e.1.: 
I! f E c=(J{), L o;p,(f) ~O 
4 4 
L;n;y,().1 ) = L;o;Àj(a1 ) = o 1 =O. 1 -:S_j::; 4. 
•==I 
Que Li; 6 Q 1 -unisolvente segue da existência das funções de base do elemento. 
(Com e-feito. observaçào 1, página 21 ).· 
pm 
Para um elemento retangular genérico A. (fig. 4), seja, agora, (A', 2:h·, F h·) definido 
L!i ~{/(a,) I I :S, :S 4} e 
Q1 ~ {a+ bx + cy + dxy}. 
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A definição das funções base para um retângulo genérico/{ de vértices a 1, a2 ,a3 
e a.4 pode ser simplificada se for feito uso de uma transformação linear F : A' -----> A' 
definida de modo que F(âi) =a;, isto por si só garante que F(R)=K, como é mostrado 
no exemplo 2 da seção 4.2. O mesmo acontece se]{ e]{ fossem triângulos, cf. exemplo 
1 da mesma seção. As funções À, sobre K seriam construidas (ver figura. 6 a seguir) 
usando p-l e as funções base de ]{ : À;(Ç.ry) = X; o F- 1(Ç,ry) = À;(:r,y) onde 
Lh· é então Q1 (J\)~unisolvente e as funções de base do elemento]<.' dados acima 
verificam À;(aj) = Óij· 
O espaço Vh gerado com retângulos de tipo 1 é constituído de funções contínuas 
(i.e. vh ç C0 (0)), embora suas funções nã.o sejam de classe C1 (0). 
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Observação: 
1. llma condição necessana e t'uficiente para. que um quadrilátero I\ de vért.ices 
a1 , a2 , a.1 , a4 seja a imagem de A" por uma. transformação linear inversível F tal 
que F(ô;) =a, I :::; i:::; 4, é que A" sejn um paralelogramo nilo df'gf'rlf'rildo de 
IR2 (Com efeito ver [18]). 
2.4. Triângulo do tipo 2 
Neste prÓA-imo exemplo. os nós dos elementos finitos não serão apenas os vértices~ 
mas incluirâ.o também os pontos médios dos lados. 
O conjunto ;v1\· dos nós será: 
onde cada a; + a j 
2 
X 
figura í 
é o ponto médio do lado 
Lh = {f(a,), 1 :Si :S3; f(a;2 ), 1 :Si <j :S 3} e 
também 
Pg = P2 ={a+ b.T + cy + diy + <.T2 + .fy' / a.b.c,d, <,f E IR}. 
P2 é o espaço dos polinômios de segundo grau em .r. y. 
A dimensão dos espa.ç.os P2 é a cardinalidade de L.n : Dim P2 = # Lh- = 6. 
:li 
Sejam À; , 1 S i S 3, as funções de base do triângulo do tipo 1, exemplo 2.2, 
definidas sobre este triângulo /\'. 
1:Sj:S3. 
Elas satisfazem 
logo. 
1 {Okojiejoji 
.\,(a,,)= -[D;c + .5,,] = , , . . . 
2 zrt=10U]=1 
As funções 
p, = .\;(2.\,- 1) 1 :"i:" 3 
p;y=4À;Ày 1S1.<j:S3 
constituem uma base de P2 (J\). Elas verificam 
p, = { ~ 
PiJ = { ~ 
en1 a, 
nos out.ros nós 
em a,J 
nos outros nós 
Verificamos que as p, e p,J são [.i.: 
Aplicando 
em cada nó do elemento, obtemos 
O;= O'ij = Ü 
3 
L o,p; + L o,yPi; 
i=l i<j:5_3 
1:SiS3, 
l:S1<J:S3. 
Dado p E P1 podemos escn•ver p como 
3 
p = L.\;(2.\; -1)p(a;) + L 4.\,.\;p(a,,) 
i=1 i<j:5_3 
de fato, ambas as funções estão em P2 e coincidem nos 6 nós do elemento. Ainda. 
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Visualização das funções de base (locais) para o triângulo do tipo 2 
(i) A figura 8 id~ntifica uma função p;::::: À;{2À; -1) que é localmente um polinómio 
de 2º gra.u e que vale 1 num dos vértices a.; do triângulo e ainda que é nula nos 
demais vértices aJ e pontos médios de cada lado, aij· 
Observação. Cada lado [a,. ai] de 1\ é descrito da forma : y=AI+B , (.1', y) E [a,. a,]. 
substituindo y (;::;:A:r+B) na função de base p; de P2 (figura 8). que tem a forma 
p;::::: a+ b:r + cy + d:ry + E.r 2 + jy 2 , 
se tem que p;fta,.a)] corresponde na sua forma mais geral a um polinômio de 2o grau 
em x. sendo que ele é unican1E'nte determinado por três graus de liberdade • como por 
exemplo o valor que assume nos três nós a,. a ,1 • o 1 no lado [a;. a 1 ]. Assim sendo como 
p,· é nula em a.J, Ojk· ak, p,- é nula no segmento o1 a.k, sendo que sobre o, aJ elô é uma 
porção de paráhola (figura 8). 
Esta noçào de PK•-uniso}YÊ'ncia de I:n·. onde 1\'=[a;,ai] é um lado qualquer de 
I\., 
p,. = P,(K· e 
cp, E Lh' y;: Cf:'(l\') ___,. IR 
'' ~ 'Pi(1•) =v( a,) 
é de interesse quando a.lgnma suaYicla.cle é requerida das funções de l·í, como continui-
dade delas ou de algumas das suas deriva.das (cf. cap;tulo 3). 
(ii) A figura 9 mostra uma função p;1 = 4À,Àj que é um polinômio de grau 2 Joça]-
mente que vale 1 no ponto médio a.;1 de um dos lados e que se anula nos demais 
nós: ela é nula nos segmentos a~.. o; e a~..a 1 . sendo sobre o lado a;aJ. parabólica 
(próxima página.). 
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Figura 9 
2.5. Um novo Elemento Finito 
No elemento finito denominado retángulo do tipo 11 descrit.o no parágrafo 2.3. 
temos as funções aí definidas como polinómios ditos degenerados, devido aos 4 graus 
de liberdade. llm modo de melhorar o tipo de aproximação seria considerar os pontos 
médios de cada la.do (8 graus de liberdode, figura 10) ou também o pont.o centro do 
rt:>tângulo (9 graus de liberda.de, figura 11). 
• 
Figura 10 Figura 11 
Vma tentativa de introd11Zir um elemento menos sofisticado esbarra na impossi-
bilidade de localizar mais dois nós internos simétricamente dispostos (nào existem as 
funções de base relativas a est.es pontos). A soluçã.o é, e"nt.ão, a seguinte: usar um 
elemento retangular com 6 graus de liberda.de (figura. 12). Os nós escolhidos são os 
4 vértices n1 . a2 , a.1 e a.4 e também os pontos internos a5 e a.6 assimétricamente 
localizados. com respeito ao centro de massa. 
(2.11.)) 
(2.1.16) 
(2.117) 
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(2.1.18} I:,·= {f(a,) ; I <:;i<:; 6} 
(2.L19) h = p, 
• 
• 
Figura 12 
Para o caso de a 1 = (J·,y). a2 = (.T + ~.r.y), a3 =(.r+ :::..T,y + ;').y) e a4 = 
(.r,y+:3.y), temos as= (.T+ ~;. y+ ~11 ) e oti= (.r+ 2;". y+ 2;Y). 
As funções de base locais deste elemento são, no caso particular de :r= y =O e 
i.l.r = !:!:.y = 1 (previamPnte verificado que Dim P 2 =#~f-: = 6): 
(2.1.20) 
(2.1.21) 
(2.1.22) 
(2.1.23) 
(2.1.24) 
~ 13 152,~2 
Pt = 1 + 2 .r - 9y + .ry - 2 .r -r by 
2 2 íiz=-2.1'+2y-xy+3.r -2y 
fj3 = -1:2-r + lOy + :ry + 12.r2 -lOl 
p, = -:J6(r- y- .r 2 + y2 ) 
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(2.l.25) - 81 81 2 2 P' = -x- 36y - -x + 36y 2 2 
Para est.a família, podemos verificar que. de fato (fig. 13.a) 
Pa.ra obter as 6 funções de ba.se sobre um elemento finito genérico H desta família, 
podemos usar- como já foi feito antes. página 30- uma transformação line-<~r inn·-rsível 
F. sendo 
tal que F(âi) = a1 
• • 
• 
a. 
• 
X 
Figura 13a Figura 13b 
Por exemplo. se 1\. é dado pelos vértices a 1 = (x 0 .y0 ), a2 = (.r 0 + ~:r.y0 ). 
as= (xo+.6..:r,yo+.:.\y) e 04= (:z·o,y 0 +.6..y) cornos nós 
2b.x 2b.y 
a,= (.r+ -3-, y + -3-) 
as funções de ba.se locais serâ.o: 
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13 9 I 
PI(x,y)=I+ 0 A (x-xo)--;,(Y-Yo)+ L\ L\ (x-xo)(y-yo) ~u.r uy .r y 
}.) 2 8 2 
- 2.:;.,.2 (x-To) + L\y' (y- Yo) 
2 2 I 
p,(x,y) =-A (r- To)+ -;,(Y- Yo)- L\ L\ (r- xo)(y- Yo) 
u.T wy · I y 
3 )' 2 ( 2 +-(.r-xo --y-yo) Ll:r2 ~y2 
12 I O I 
p,(2·, y) =- A (r- .1o) + A (y- Yo) + L\ L\ (.T- Jo)(y- Yo) 
"-.li Ll.!J :r . y 
12 )' 10 2 +-(x-x0 --(y-y0 ) ~;r2 D_y2 
3 3 I 
p,(2·,y) = +, (r- ro)- -(y- Yo)- (x- J·o)(y- Yo) 
L..l.T f}.y Ll:r !:!..y 
:3 ( 2 4 )2 
-- r-r0 ) +-(y-yo 
.:\.r2 Lly2 
36 36 36 236 2 
pó{x,y) =--(r- ro) + -(y- yo) +-(r- ro) - -(y- Yo) 
Ll.r [}.y ~Iz Llyz 
81 36 81 2 36 2 
po(x,y)=+ 2L\x(x-ro)- L\y(y-yo)- 2L\x 2 (x-xo) + L\y2 (y-yo) 
Tal como neste exemplo, teremos as funções de base local satisfazendo 
(2.1.26) 
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e L.K é P 2 (A')-unisolvente. 
Esboçamos a seguir dois exemplos de funções de ba."e do novo p]emf'nfo 
Figura 14 
Figur<~ 15 
O espaço h gE-rado, como \'eremo!-; depois é- formado somente com funções qua-
drado integráveis ma.s não contínua.s i.e. % Ç L2{D) embora Vh * C 0 (D). O presente 
elemento é então de tipo não conforme. já que 1'í, não é subespaço do espaço V onde está 
colocado o nosso PMDK, pois, como veremos no CapÍtulo :3. \/i, Ç F{::::::::::} 1~í, Ç C 0 (!1). 
O espaço l}1 gerado com diso-etizaçôes feitas com est.e novo eleme-nto não f. em 
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geral, formado por funções contínuas do ponto de vista globa.l, muito embora sejam 
polinômios de grau 2 em cada elemento. 
DP fato, consideremos dois elementos adjacentes ]'J.'1 e J\'2 , com vértices comuns 
a, e ar os quais pertencPm a uma discretizaçâo genérica Th de n (seção 3.1), como 
mostra a figura: 
• • 
• • 
Yo 
Figura Hi 
As funções vh E Yh estão formadas por combinações das funções de base 1.-'\ glo-
bnlmente definidas. i.e. 
1rn 
l'h =L V;'~'; 
1=1 
onde P; = vn(a,) e as 1/';'s são dt>finidas (próximo capítulo) como para elementos por 
(2.1.27) e (2.1.28). fixado i definamos : 
(2.1.27) ,/,.(a ) - ' - { 1 • "'1 ) - <',j - o - se ]=1 e se J f. i : 
com j tal quf' a_~ percorre os nós de todos os elementos da discretizaçào, e ainda com 
(2.1.28) 
Como (•h/n, )(a<)= b,1 , a1 E Nr;,, cf. (2.1.27), 
entã.o, '1;\/ K, é a funçáo de base local do elemento Á.j associada ao nó a,·. Portanto, 
no presente caso, as restrições r 1 = rn/h·1 e 1'2 = vh/n2 são polinômios de 2º grau em 
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duas variávE'is 
que coincidem em a, e o1 mas em geral nào coincidem no segmento [a, a j]. Obsern·mos 
que vtf[a,aJ] e v2 /[a,aJ] podem ser vistas como polinômios quadráticos em uma variável 
que a. priori só coincidem em 2 pontos, a sabE'r a, e a1 (cf. observaçã.o, página 33), 
e assim Vh é um espaço de funções descontínuas e nào deriváwis embora estejam em 
l 2 (rl). 
Por exemplo, considere uma discret.izaçào (capítulo 3), de n = [0, 2] X [0.1] de 
dois destE's E'lement.os, /{1 = [0, 1P\ ]\2 = [1,2] x [0, 1] (como na figura 16 com x0 =y0=0 
e D..r=.6..y=l ), a funçào df' base '1./•11 df> '0, associada ao nó (1.1 ). usando as relações da 
página 38. é definida por 
V'u/Jc, = .J(J·- I)- 3y- (.r -l)y- 3(,- -1)2 + 4y 2 
onde. 
e ~~"'u vale 1 em (1)) e zero nos outros nós. 
Para verificar que esta "função'" de L 2 (0) é descontÍnua, avaliamos estas restrições 
no ponto (1J/2) em A.'l n h'2, 
ao passo que <i-u/n:,(l.l/2) = -1/2 
:\o próximo capítulo iremos esboçar o uso desta met.odologia ua conceituação 
prática- iremos, então definir a discretizaç.ào do domíuio f2 e as famílias de Elementos 
Finitos aí definidas. 
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' CAPITULO 3 
O PROBLEMA DISCRETO 
3.0. Introdução 
Do ponto de vista da utilizaçâ.o do .\1ét.odo dos Elementos Finitos na resoluçã.o de 
Problemas Aproximados - no sentido descrito no primeiro capítulo, faz-se necessário 
escolher os triângulos ou retângulos (no caso de JR2 ) ou os tetraedros ou paralelepípedos 
(no caso do /R3 ) que irão se constituir nos elementos com que se discretiza o domínio 
n c IR" no qual St:' procura aproximar uma dada solução v E l'. 
Iremos. neste capítulo. iniciar a descriçào do prOC1':'~5o de discretizar O. discre--
tização essa que nos permitirá construir o espaço ~~ onde será obtida a soluçào apro-
ximnda Vr, E v~-.. solução discreta do P~1D.:-\. A partir das funções de base (local) de 
cnda elemento, montaremos a.s funções de base (global) que geram o espaço \'f,. Iremos 
fazer isto com cada um dos elementos apresentados como exemplos no capítulo 2 e 
mostraremos que com elementos conhecidos obtemos inclusões VI, Ç C'0 (!1). mas com 
o OOYO elemento (não conforme) só podf'mos obter Ví, ç u~n). 
l1m outro exemplo de elemento não conforme é o quadrado e o cubo de \Vilson 
[4].[.::>],[9]. Outros tipos de não conformidade sâ.o apresentados em [8]. 
3.1. Discretização do polígono rl 
Definição: Seja O um polígono em JR2 , uma discretização (ou triangulação) Th de 
M 
n · t' - {f' )M d n · n H e urna pa.r .Jça.o \., i=t e H 1 J.e. H - UH;, com as seguintes cara.cteríst.ica.s: 
i o:: 1 
th,y: 1 s; l,j s; 1'.1. 
(3.Ll) (i) 
(3.1.2) 
(3.1.3) 
(i i) 
( iii) 
1{; é um triângulo ou um quadrilátero; 
. -~. . ;"- n ~- " i' I para l r J, \., .n 1 = '+'• ; e 
para i =I j, ]{, n H. 1 ou é va.zio, ou é um Yértice comum ou um lado 
• (l) /\.;denota o interior de E; no sentido topológico dassíco. 
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comum. 
A figura 1 mostra uma partição de O= [0, a] x [O. b] com a.s características próprias 
de uma discretizaçã.o enqua.nto a figura 2 mostra uma situação imprópria. 
Na figura L a interseção de dois elementos ou é vazia ou é um vértice comum 
ou é um lado comum. lst.o permite. como veremos logo. montar as funções de ba.se 
de Vh a partir das funções de base de cada elemento e com boas propriedades, como 
por exemplo continuida.de que corresponde a.o caso de elementos confornws do tipo 
Lagrange. Para elementos finitos do tipo Hermit.e consegue-se ainda continuidade de 
algumas derivadas das funç.õPs do ~·í. correspondente. 
r\ a figura 2, um dos lados de alguns dos elementos não coincid<:> exatamente com 
o lado de algum outro contíguo. 
b 6 
Figura 1 - Tri<mgula.çã.o Th de O. Figura 2- Kão triangulação de O. 
Com uma dada discret.ização de n. dizemos que dois ou mais elementos da partição 
sâ.o adjacentes se têm um lado ou \·értice comum. 
Definimos o parâmetro h como sendo 
(3.14) onde h, = Diam( I\) 
isto é, hn é o maior dos lados no caso de triângulos. ou a maior das diagonais no caso 
de qua.drilá.t.eros. 
A cada e]pment.o f{, da discretizaçâo (e alguns nós neles) podemos associar um 
elf'mf'IÜo finito (1\;,EJ<.:,,Pl\-,). e com ele, uma família de elementos Fn: 
I :n.s J 
Com umo dada tria.nguloção Th de 0 e uma fatm1ia de elf'nwntos F;, associadn 
construímos o seguinte Espaço df' Elen1Pntos Finitos 
(3.1.6) F,= {v: r!~ IRjv,fn E PK, para cada f{ E Th}. 
ObserYatnos de imediato que% Ç L 2(0). pois 
onde t> 11 / h é univocament.e definida dada a Pn--uuisolYência de ~A--
A priori. na Yf'rdadP. com Umél dada rliscretiznçào T~ de n. o espa<~O \ ;, ddinido 
acima é subespéiÇO do espa.ço produto TI Pn- ., dado que as rest riçôes 1.'JJH-:l. 1'1,/c-11,·2 . 
KEh 
onde ]\"1 . ]\"2 são adjacentes. podem não coincidir no larl.o comum a J\"1 f' ]\' 2 • Í.P.: 
v,, c; II h. 
J\:ETJ, 
onde as "funções" v h = (v h· )r.: E h E Vh em geral podem não ser funções no serttido usual 
do Análise clássico. ema situação onde isto ocorre é com o elemento finito trabalhado 
no item :L'} mais adiante. lí, é então definida como um espéiÇO de funções polinomiais 
por partes (ri. (3.1.6)). 
Se quisermos obter inclusões tais como 
deYemos observar algumas condições de compatibilidade nas f,·onteiras entre os ele--
mentos. Por exemplo, se dado dois elementos adjacentes quaisquer A";, A"j· de uma 
triangulação T11 de O (com um lado comum) 
v; = t·1./ ;.:, 
onde I( = 1\, n J\j 
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v l1h E Fn, então as Vn sã.o contínuas, Vn ç C0 (0). 
Dado que V11 consiste de funções polinomiais por partes podemos provar que 
(3.1.7) 
O seguinte resultado pode ser encontrado em [4],[5],[6].[11]. 
1. Teorema. Suponhamos que PJ..· Ç H 1(1{), V I\ E Tr, e que V;, Ç C'0 (D). então 
Vh Ç H 1 (D). Se além do mais, a.s funções de V;, sã.o nulas na fronteira 8D, então 
h Ç Hl(O). 
Se Z'J, for contínua na fronteira dos elementos, então a derivada Dl';, no sentido 
de distribuições existe e é contínua por partes (sobre cada elemento). é uma função 
polinomial. e, portanto, de quadrado integrável i.e. 
(3.1.8) D''" E 1 2 (0) h Ç H 1(0). 
se t·n (.r) = O, V :r E 8f1, então 
traço(<'!.)= v1./en =O e h Ç HJ(O) o 
Reciprocamente, se vh não for contínua na fronteira dos elementos, a derivada DPh 
pode não existir como função de l 2 (fl.) (2 ) e v;,(/. H 1 (fl.). Assim (3.1.7) é verdadeira. 
3.2. A construção de um espaço 1';, C C 0(0) com triângulos do 
tipo 1 
\'os ensaios numéricos deste trabalho. o domínio f! sempre será um retângulo 
[0. a] X [0, b], veja figura 3a. 
Seja Tn uma triangulação de n formada de triângulos do tipo l. 
Para cada ]{ E Tn . Ph· = P1 (1\), onde 
(3.2.1) P1(K)={v/Jc•v=a+bx+cy, com a,b,c,ElR) 
(:1.2.2) N1. = U NA·· 
h'ETh 
)Yr. denota o conjunto de nós da triangulação T;, de f!. 
(2 ! \'eja, por exemplo [13]. 
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Definamos 
(3.2.3) {v ; fl ~ IR I v h E P1 , para cada K E T,) . 
b 
" 
Q 
Figura 3a Figura 3b- Di,cretizaçâ.o de !1 com 
tri~::.Jgulos do tipo 1 
Dado que em cada elemento 1\ E T;,, uma funçã.o p E P 1 fica completamente 
definido especificando os valores de p nos nós de A', ou seja nos vértices de cada 
triângulo A", tem-se que uma função v;, E h ficará univocamente definida especificando 
todos os valores que assumE:" v;, nos vértices de todos os triângulos de Tn, i.e. em f•h. 
Isto. por si só, garante que V;, E C 0 (,0). 
De fato, dados dois elementos adjacentes H, e 1\J (co31 um lado comum) de T;,. 
Sf'Ja ]{ 1 = 1\; n ]\"J = [a.r,as] a porção de reta que une ar com as. entào denotando por 
v, = 1';,/ 1\, e Vj = v,,/ ;.,-1 . verifica-se que t.ant.o v, quanto v1 são pedaços de retas definidas 
sobre o lado comum J\: 1, e, pela construção de v~;, como v,.(ak ·~ = Vj(a.k) Vk =r,~~. temos 
por tanto 1•;/ ;...·' :::;: ~')};',mostrando a continuidade de t'/; sobre]{, n 1\J. 
Pa.ra especificar uma única. função v;, E Vr, contínua, temos usado o que chamamos, 
por extensão ''os graus de liberdade E;," do espaço V;,: 
(3.2.4) 
U En, pois os graus de liberdade de elementos adjacentes 
J..'ET~. 
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• 
associados a um no comum. no piesent.e caso, coincidem. e de fato esta ext.ençâo e 
possível. 
as 
l';(a,) = t•,(a,) 
Figura 4 
Podemos. entào. definir 
Toda função r~, que seja contínua e plana sobre cada triângulo A" E T1, f'st.á em 
1·í,. ba.st.ando- para verificar esta afirmação- definir h por 
( 3.2.<i) lí, ={r E C0 (!1) I r//{ E P,(J{)' \f/{ E Th). D 
Observações. 
1 Se y,h E~" é o grau de liberdade associado ao nó a, de uma discretinção T~.. e se 
y,1, : CC( (O) ____, IR é t ai que: r..p;E = ..p11t j h para cada A. que tenha a, por nó, e onde 
..p;1,. : CO(,( K) -----t IR é o grau de liberdade de ~J .. : associado ao nó a,· então faz sentido a 
extensão 
('30") '-~· j 2:.h = U 'En 
];"ETh 
isto é, a extensão (:3.2. 7) é dlida desde que os graus de liberdade para cada A." sejam 
escolhidos de t.ill forma que eles nào mudem de um elemento para out.ro. Ist.o é óbYio 
para graus de liberdade do tipo Lagrange mas não para graus de liberdade do t.ipo 
Hermit.e. rma situação onde t:"sta extt:'nsiío não é possh·el é dado no triâng11lo de 
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Hermite do tipo 3 em [4]. Neste caso a derivada (dada pelo grau de liberdade) muda 
de direçào de um triSngulo para o imedi<üo adjacente. 
2 Em se tratando de Elementos Finitos do tipo Lagrange podemos falar, sem ambi-
gueda.de, da função de base relati\·a a um determina.do nó. o que nã.o é o caso para 
Elementos Finitos do tipo Hermit.e, onde freqüentemente a cada nó é associado mais 
de um grau de liberdade, como valor da função e algumas deriva.das dela, avaliadas no 
' mesmo no. 
Construção das funções Geradoras (Base) de Vh 
Tendo caracterizado o espaço Vh, iremos agora exibir uma ba.se para l'r,. 
Para definir uma ba.se de \~, ba.st a definir. como para elementos. funções 1,·', de 
\!},. 1 < 1 < 1\". com 
~·.(a,)= b,, 
Dado, então, V}, E V, podemos escrever 
,. 
vh(.T) = L v•;(a, !v)x). 
y=l 
Ambas as expressões coincidem no conjunto Sh de nós da triangulação T,. 
As 1;"; ·s sào linearmente independentes: 
De fato, se 
,. 
I;n<V•,(x) =O 'h E!!. então, 
•=1 
N 
escolhendo :r= a1 , temos Lo,1f'i(a1) = a-1 =O. 1:::; j:::; }\·,concluindo: 
i=l 
(3.2.8) 
Este tipo de ba.se tem a vantagem de ter pequenos suportes, se { K; }f=t é o conjunto 
de triângulos que tem ai por nó comum. então o suporte de 1/'i é dado por 
s 
Supp(~·;) = U Jl., 
i=l 
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Se aj nao é nó do triângulo]{, então V a; E Nh-. t.·;(a.,) 
P 1 ::::} '1/'J/h" =O , o polinômio zero ou polinômio nulo. 
Se a; E /{, então, por definiçào 
O, e, como 1/'j/ h" E 
As figuras 5 e 6 ilustram funções de base (base global) de V" pa.ra uma discret.iza.çâ.o 
T" de f1 feita. com triângulos do tipo 1. 
Figura 5 - Função base para um nó vértice interior a n. 
O fato das funções da base df' Ví1 terem pequf'nos suportes acarreta que a matriz 
resultante no problema discreto seja esparsa. e com uma adequada numeraçào dos nós 
a matriz resulta ser banda. 
Para cla.rear estas idéias analisemos o seguinte exemplo, decorrente da equaçào de 
Dirichlet homogê-nea. 
Da formulaçâ.o clássica, 
-Ll.u f em O com 
ulr O. 
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Figura 6- Fuuções basf' para nós da fronteir<~. o;. ak. 
obtem-se a. formulação Yariaciona] 
(:l2.9) f i V v· Vvdyd.r ~f i fvdyd.r. lfr· E H,i((l). 
Fazendo. com uso do !>.1étodo de Galerkin, uma aproximação deste problema, isto 
é substituindo em (3.2.9) 
l' =?.f\ 
y 
U = 2: XJ'I./'J 
J=l 
para cada i: 1 ::::; i ::::; 1\' 
obtem-se a. i-esima equa.ç.ão do Nx::\ sistema linear Ax =f, (1.6.11) a (1.6.13), 
.)0 
onde 
temos 
f = (!,);';,, com 
onde t ·,f l\-, = y, . 1.!.··1 /A-, = r.p r sào as funções de base de l\'t associadas as nós u, e o.~ 
em A'~. re~pectiYamente. e. sempre que .sup t ·, n .sup ·~'·J = o. tr:>m-.se o,_,. = O. 
Uz 
a_, 
Figura I 
Os Yalort:>s não nulos da. matriz (de rigidez) A só a.contecem quando os suportes 
de 'l\ e t•1 fem elementos em comum, no caso da discretização esboçada na figura 7, 
com 12 elementos e 12 nós (a.pena.s 2 nós interiores a !1), fixando k, 1 ::; k::; 12 
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1. e. sempre que k- 52: i 2: k + 5, vist.o que sup 1/;k n sup t·1 = cP Vi: lk- Jl 2: 5. 
Qua.ndo j: lk- Jl < 5, e sup 'tt\ n sup 1/Jj :f r:p, akj pode ser não nulo, obtendo-se 
uma mat.riz A 12 X 12 de banda 5. Neste caso, a dimensão de vh é 12. 
As ca.ract.eríst icas do sistema linear dependem não só da discret.iza.ç.ão, mas 
também da escolha da numeraçã.o dos nós. !\o mesmo ca_c;o acima, ma.s com a nova 
enumeração, a estrutura da matriz piora., pois valores da.s entra.da.s a 1,10: a 1,12 ; a2 ,12 etc., 
não são necessariamente nulos (figura. 9). 
Figura 8- Matriz A de banda 5. 
Fig;ura 9 
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O sist.f.>ma linear terá uma matriz de banda 12. pois como suptl'1 n sup1/,12 
K 1 U K 2 , então 
GJ,l2 = f { '>J<h '\!~'12dydx f' 0. fK1uK~ 
A matriz A, muito embora tenha tantos elementos nulos neste caso quanto a 
matriz do caso anterior, nào t.erá o aspecto indicado na figura 8, mais o da figura 
abaixo 
xxxoxxooooxx 
xxoooxxxoxxo 
xoxxxoooocox 
ooxxxooooooo 
XOXXXXOOO:JOO 
xxooxxxooooo 
oxooo.xxXo:Joo 
oxooooxxxxoo 
oooooooxx><oo 
oxoooooxxxxo 
1 xxoooooooxxx 
\XOXOOOOOOQXX 
X: possíwis valores não nulos 
0: valores nulos. Interseção vazia dos suportes das bases. 
Figura 10 
No Problema Misto de Dirichlet-Neumann P1-ID:\ precisamos que a solução seja 
nula na parte f 0 da fronteira 80. Exigimos então que as funções do espaço V/, satisfi-
zessem 
(3.2.10) V, Ç {v E H 1 (!1)jv/fo =O} 
ora, como qualquer vn E Vn é contínua, entào vnlfo =O vale pontualmente, i.e. 
(3.2.11) v,(x) =O 'h E f 0 
Para construir uma base de Vn. basta excluir as funções de base associadas a.os 
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nós da fronteira pert.encent.es a f 0 • pois desta forma tem-se: 
(3.2.12) 
N 
(3.2.J:l) 'llf,(.r) = Luh(a;)~·,(.r) satisfaz 
i=l 
(:3.2.14) u;(x)=O '<hEfo. 
3.3 Construção de Vh c C 0(0) com retângulos do tipo 1. 
Funções de Base 
Seja Tn uma discretizaçâo de n formélda com ret~ngulos do tipo 1 (fig llb). para 
os casos em que n = [a., b] X [c. d] c IR~ 
a;.--________ _,Q3 
X 
Figura. I la - Retângulo do tipo 1 
I\ a notaçào adotada neste trabalho, tf'remos 
(3.3.1) 
(3.3.2) 
P,· =Q1 = {a+b.r+cy+d.Ty,(.T.y) E!\}; 
Eh = {c(a,)jai E X,,j = 1.2 ... .,~"). 
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onde Nn é o conjunto de nós da discretização Tn e ]\'" o número desses nós: 
y 
(:l.3.:3) 
(3.3.4) 
o.z 
X; xi 
O..j 
Figura llb 
S1, = U NJ\·; e 
F.: ET~o 
1 Í. = { "" : f! ~ IRI1'}, h E Q, ,1{ E Th} 
X 
Para verificar que espaços de elementos finitos assim construídos estào em C0 (fl), 
seJ·am ]{,-.f{J dois elementos adjacentes (que tem lado comum) e vn E Vh t.q l::t é 
especificado, i.e. sào dados os Oj E IR, 1:::; j:::; .1.\': l' 11 (a.j) = Oj entã.o: 
v,= t•r./A", =a,+ b,:r + c,y + d,.:ry ,"/ = 1.). 
Como os retângulos tem lados paralelos aos eixos coordenados, nesses lados ou 
.T =constante ou y = conBiante. Para v,/A.; n /{j, 1 = i,j, ent.ão, tanto V1 quanto Vj 
são porções de retas definidas sobre ]{1 n A"1 e coincidem nos 2 nós do lado comum a 
K; e 1\1 •. e logo 
(3.3 .. 5) 
e Vh é contínua na intersecção dos elementos. Podemos concluir que: 
Se t'hfl\ E Q1 'V/{ E T1, entà.o vh E~~. é contínua{:::} Eh for especificado. 
Observação: 
Notemos que esta última situação não seria verdadeira sem contar com a Q1(K)-
unisolvência de "E.n para cada 1\ E Tn e sem ser possível a ext.ençâo dos graus locais 
de liherdad.P "E1\· aos globais ~h-
Podemos, finalmente, definir: 
(:3.3.6) 
ou, ainda.: 
(:.U.7) VI\ E T,j. 
As funções da base de 1 í, 
Como em parágrafos anteriores uma função de base L·, de V, é definida por 
(:3.3.8) 
com ~\/A' E Q, ';/]{E T,. 
Onde, para v, E Vh, 
N 
(:33.9) vh(x) = I:;vh(a,)\\(x). 
;=1 
As figuras a seguir ca.ra.ct.erizam visualmente estas '1.\ de Ví,. 
As ftmções de base global (i.e. do espaço V,) podem ser obtidas das funções de 
hase local, ou seja. das funções de base de ca.da elemento. Tomando como exemplo o 
presente caso. 
Sejam: {A';}f=1 o conjunto de elementos em T, que contem o nó a1·; tp;:.;, a função 
de base do elemento I\'; associada ao nó Oj i.e-.: 
'PK,(a,) =I e 'PK,(a,) =O para a, f a, 'ia, E NK,e 'Ph·, E Q,(I{,). 
Defina-se 
em f{ E Tn \ { J\i}:=l ~ (3) 
1 < ·i .:S S. 
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Figura 12- Função base para o nó interior a.,. 
Figura 13 Figura 14 
Funções ba.se para nós na fronteira a_~, aj 
(3 lo sinal"\'" aqui utilizado indica- como é usual- o "complementar relativo a'·. 
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Entã.o '1;.'!1 E V, e 
i.e. ·1/Jj é a função de base de V, a.socia.da ao nó a;: 
,P,(a,) = 1 >bi(a;) =O i fc j, 1 <:i<: N, e ,.,/J,: E Q 1(h') VI\ E T,, 
3.4 Construção de Vh c C 0(0) com triângulos de tipo 2. 
Funções da Base geradora de V,,. 
Seja T~; uma triangulação de D feita com triângulos de tipo 2. isto é: 
Figura 1.5- Triângulo de La.gra.nge do tipo 2. 
Teremos: 
(3.4.1) l:, = {v(a,)/aj E Nh} = U E,·; 
h-ETh 
(3.4.2) 
(3.4 .. 3) 
Ainda 
(3.4.4) h = P2(Jí) = {a+ bx + cy + dxy + ex'+ fy 2• (x, y) E K}, 
com DimP2 = 6 = #l:K. 
(3.4.5) 
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Figura lG- Disrretiza.ç~o T1. de D com triângulos do tipo 2. 
Como ant.es, para construir uma função cont{nua 1';, E ~·h dt'finida sobre 0:. basta 
atribuir valores aos graus de liberdade ~~~ Je \ í, i.e. 
e definir vn/H pela P2(H)-unisolvéncia de ~r;. 
Sejam A'; e /{1 dois elementos com um lado comum 1\, n J\j = ]\'' = [a,.. a8 ], r f s, 
na figura 17 por exemplo, poderia ser [a:j. o;;] ou o segmento que liga aí e a3. 
Seja v;, E V;, entào 
(3.4.6) I 2 2 v-:= v h p: =a-+ lrx + eoy + (Lry + e-;r + f:-y 
' t 1 ' 1 ' 1 ' 
!\a intersecção dos elementos. tem-se: .r =constante ou y = constante ou y = a+ 
b1:; logo as 17, v; variam quadrat.icamente nas intersecções dos elementos, coincidindo 
em três pontos, a. saber. os nós de cada. elemento a.dja.cente ao longo da intersecção; 
assnn. por exemplo, em A."; n J\J. 
(:3.4.7) <;(a,)= v;( a,) para k = Í, 3, §. 
(41 Está st>ndo aqui utilizada a notação "A'' para indicar uma numeração local dos nós. 
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Qli 
x' 
)(. 
I 
Figura 17 
Portanto, como ambas funções v;, 1-:;- são quadráticas em apenas uma variável (so-
bre [a}, a3]) e coincidem em 3 pontos (uma quadrática em uma variábel é univocamente 
definida por três graus de liberdade), 'Vh é contínua em [aí, a3] e deste modo em todas 
a.s intersecções dos elementos de Th sendo: 
Por outro lado seja v E C 0 (0) t.q. v/ f{ E P2 VI\ E Th, definamos v11 E Vh por 
e 1'h/l\' E P2(1\) sendo determinada pela P 2 (]{)-unisolvência de l:,n-. Se H 1 ,/{2 tem 
um lado comum ]{' = J\1 n ]{2 e a1 , a2 , a3 são os nós em K', então por definição, 
v,(a,) = v(a;) ; = 1,2,3. 
Portanto vh/IC = vjl{' e vr./1\ = vjK; concluÍndo, 
l'h =v sobre O. 
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Assim podemos definir, 
(3.4.8) 
Funções base de vh 
Para aj E Nh e 1 :::;_i::; N 1h(aj) = Ô;j define uma base de Vh: 
N 
(3.4.9) v,(x) = L:v,(ai),P1(x), 
j=l 
onde 1/•j/ K, com Uj E NK, é a função de base de P2 (K) associada ao nó ai E NK , VK E 
Th ou 
As figuras abaixo caracterizam visualmente as funções de base de V, para discre-
tizaçôes feitas com este elemento. 
Figura 18 - Função base correspondendo ao nó ponto médio do lado de um elemento. 
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Figura 19- Função base global correspondente a um nó vértice interior a f!. 
Figura 20 Figura 21 
As figura!'> 20 e 21 são funções base associadas a nós ponto médio do lado e vértice 
do triângulo respectivamente na fronteira r :::: ao. 
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3.5. Construção de um Espaço Vh com um Elemento Alterna-
tivo 
!1 continua. sendo um retângulo com um dos vértices (sem nsco de perda de 
generalidade) na origem, !1 =[O. a] x [O,b]. 
AYr-------------4 
• 
• 
o AY-
Figura 22 
Geométricamente- veja figura 22 - os nós relativos a este novo elemento se loca-
lizam nos quatro vértices: (0, 0). (llx,O). (.6.:r, .ó.y), (O,.ó.y). e também no interior, em 
disposição assimétrica 
( L'.x. L'.y) e 3 . 2 ( 2L'.x 2L'.y). 3 ' 3 
com 6 graus de liberdade, o espaço a ser construído terá funções que. no interior de 
cada elemento, serão da forma.: 
(3.5.1) a+ b:r + cy + d:ry + ex 2 + fl . 
isto é, PI\. = P2• 
Na nomenclatura usual, para completar a definição para a construção de um 
espaço '\!í, com este elemento, será necessário caracterizar ainda Nh e Eh, como antes 
(3.5.2) 
(3.5.3) Lh ={v( a,) I Oj E N,). 
Os nós da malha, indicados localmente acima, compõem o conjunto Nh 1 conforme 
indicado na. figura 2:3. 
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O espaço V, para este elemento é dado por 
(3.5.4) 
Já foi visto que Vh c L2(fl), mas no presente caso, ltí. Ç; C0(fl), como ver-
emos mais adiante. Esta última. restriçã.o faz com que lí. não seja. subespaço de V, 
(1.5.1 ), (3.1. 7). Para definir funções base de ca.da elemento, iremos proceder da seguinte 
maneua: 
Sejam K1 e K 2 elementos genéricos conforme indicado na figura 24, e seja K um 
I d f •. d I d . . . . . (I I) (2 2) e emento e re erenCJa e a os umta.nos e nos mternos em 3' '2 e 3, 3 , com 
funções de base local identificadas por l/Ji , i = 1, 2. 3, 4, 5. 6. 
b 
• • • 
• • • 
• • • 
• • • 
• • • 
• • • 
o a. 
Figura 23- Discretização n de fl composta por retângulos do tipo alternativo 
Definindo-se a. tra.nsforma.çâ.o linear ar;1 : K 1 -----+ h" de modo que 
(3.55) 
onde os ar e os âr são, respectivamente os 6 nós de J\1 e de ff, i.e.: 
(3.5.6) (
x ~a y ~ b) <'K,(x,y)~ c~a 'd~b · 
Pode-se definir as funções f/J~ da base local de K 1 pela composição 
(3.5.7) I ~ </Ji = c/J; O G)-.:1 , i = 1. 2, .... 6. 
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Aná.logamente 1 considerando o elemento identificado como K 2 na figura 24 1 as 
funções da base local para este elemento serào: 
Da.da uma função Vh E vh teremos VJ = vhlr.:l e v2 = vhlr.:2 dadas (localmente) 
por: 
(3.5.8) L vh(a,)(J, o "K,) 
a,ENr.:1 
e 
(3.5.9) Vz= L vh(ai)(~~:oaK2 ) 
a(El'lJ\2 
resped.ivamente. 
~ 
~ a 'f â3 • • x~ 
• 
d ~ aq "-3 • 
a., 
K, ~ 
• 
(}._ <Ls ~ ~ • ap X O. .f 
b o a, ~ 
at ·a.,-
a~ 
a c 
Figura 24 
Um fator que irá. diferenciar este novo tipo de Elemento Finito dos anteriormente 
mencionados é que não temos a inclusão do Vh em C'0 (0). Como ja vimos no final do 
capitulo 2 com um exemplo que, vd h·1 nh·2 =f:. v2 / h-1nr;2. Isto vem do fato de que: 
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Embora cada vh E Vh seja geralmente determinada de modo global especificando 
os valores que assume nos graus de liberda.de global- e, sendo, sobre ca.da retângulo, um 
polinômio do segundo grau, será. de se esperar a descontinuidade, ainda mais porque, 
considerando como {H r} o conjunto de elementos que tem certo nó genérico ak como 
nó comum, e sendo VKr o grau de liberdade (v.Kr E Lr.J do elemento Kr associado a. 
esse nó, temos - ver figura 25: 
(3.5.10) 
onde vhiK, é univocamente definida. pela P2(Kr)-unisolvência de l:Kr' isto é, por con-
strução vh é contínua. nos nós de todos os elementos da. discretização n. 
Como v h é um polinômio de 2º grau em 1{1 e (em geral) outro polinômio de 2º 
grau em ]{2 , por exemplo, coincidindo apenas em a;' e ak. não há porque coincidirem 
ao longo do segmento [a}lak] = /{1 n H 2 (observe que uma funç.ã.o do espaço restrição 
Pz/[aj,ad depende de três graus de liberdade, e a.s funções vh/h·1 e vn/h·2 não são coin-
cidentemente definidas a priori num terceiro ponto entre aj e ak) -há descontinuidade 
de Vh, descontinuidade que poderá. se repetir sobre todos segmentos que compõem as 
fronteiras entre elementos adja.centes . 
• • 
• XI • )<.3 
Oi- a.. 
• • 
• )(l. . X l' 
Figura 25 
De fato, a.s próprias funções de base de Vh são descontínuas, ver figuras adiante: 
(3.5.11) 
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Mas especificamente, como já foi mencionado no capítulo 1, 
(3 .. 5.12) 
sendo as "funções" de Vh a priori, por definiçã.o, contínuas nos nós comuns à.s fronteiras 
dos elementos. 
Funções Base do Elmento não Conforme 
Como antes, construímos o espaço Vh a pa.rtir das funções de ba.se global 1/Jk 
associada a cada nó a.k E Nn , 1 S k S .l'l/, e definidas por: 
€' para V}, E vh, como é usual, 
!\' 
(3 . .5.13) v,,= Lvh(a,.)lj .. ,. 
io::ol 
I\ este caso como já foi mencionado no final do análise do item anterior.. se ]{' é 
um lado qualquer de K (por exemplo paralelo ao eixo X. y =fi é constante), EK' não 
é Pn-·-unisolvente pois 
(3.5.14) PK· ~{a+ bx+cx 2,(x,y) E K') onde 
(3.5.15) 'En-• = {v( a;) : a, E I( n NK} ai E /\t é Yértice em K. 
Com Dim PK· = 3 cf # (l.:K') = 2 = #K' n NK. 
Neste ca.so infinitas funções em Pn· podem assumir prefixados valores nos dois 
nós a,· E K! n I'~h· 
As figuras que encerram este capítulo exibem alguns casos das funções de base 
rr; de V\- além de ilustrar (:!.5.11) e (3 .. 5.12). 
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Figura 26- Função de base global t/!i associada. a.o nó ai interior a .h". 1/Jd L =:O, VL E Th \K. 
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Figura 27 - Função 1/'; de base de vh associada ao nó vértice O-;, 1/Jj I r; = o, v K E n \ {.h",- H:ol" 
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' CAPITULO 4 
DA CONVERGÊNCIA DE SOLUÇÕES 
APROXIMADAS 
4.0. Introdução 
No presente capítulo serão introduzidos alguns conceitos sobre elementos finitos 
e suas famílias, conceitos que nos permitirã.o aplicar resultados que garantam a con-
vergência da solução aproximada uh à. solução exata. u do PV, com uh sendo solução 
do problema discreto no espaço li,, associado ao PMD:\' sobre o espaço V, onde l-í1 , 
subespaço de V, é por exemplo um daqueles apresentados no capítulo anterior. 
Posteriormente iremos definir o interpolante IIhu E Vh deu E V que, junto com 
as outras noções apresentadas, nos permitirão fazer uso da teoria de interpolação sobre 
espaços de Sobolev para obter estimativas a priori de I lu- u.hllv sobre cada um dos 
tipos de elementos conforme já estudados. 
4.1. Elementos e famílias de elementos afim-equivalentes 
!.Definição. Dois elementos ( K, I:, P), (H, I:, P) são ditos afim-equivalentes se existe 
uma transformação linear inversível F: 
(4.1.1) F : JJ{l -+ JF{l 
x ~ F(x) = Bx + b 
tal que valham 
{ 
J:> = F(K), 
(4.1.2) a;= F(a;) 
€;k = BE;k, e 
(4.1.3) P={p:K~JRfp=por',pEP), 
TO 
(4.1.4) 
a;. 
{;k, zik entram na definição dos graus de liberdade 
Dp(ai) · ~ik, Dp(ã;) · ~ik de E e E respectivamente. 
Veja na figura 1 uma descrição visual. 
Jipliii).?. 
'JLk F 
Figura 1 
Verifica-se o seguinte resultado: 
X 
Se (/(,'E, P) é um elemento finito e (K, 'E, P) é definido pelas relações a.nteriores 
( 4.1.1 )-( 4.1.4 ), sendo F uma transformação linear inversível, entâ.o (i(, E, P) é também 
um elemento finito afim-equivalente, com (lí, :E, P). 
Uma farru1ia de elementos finitos é chamada famllia afim-equivalente ou simples-
mente família afim, se cada um dos seus elementos é afim-equivalente a um mesmo 
elemento o qual é chamado elemento de referência da família. Cabe citar que nem toda 
familia de elementos é uma farrúlia afim. 
4.2. Exemplo de famílias afins: triângulos do tipo 1 e 2, qua-
driláteros de tipo 1 
Exemplo !.Considere, na figura 2 uma triangulação Th de f! = [0, a] x [O, b] composta 
por triângulos de tipo 1. 
Então a famt1ia 
F, = {(li, '[;K, P1 ) /f{ E Th) é uma farru1ia afim. 
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Seja K, um elemento da família Fh, e K elemento de referência com 
a 1(0, O), a 2(1, 0), a3(0, 1 ), figura 3. 
a. 
Figura 2 
Define-se uma transformação linear F; : 1\ ~ H;, F;(X, Y) = (AX + B. Cfj + D). 
onde A\B,C,D são constantes a determinar com ajuda do sistema (4.2.1): 
X. J. 
Figura 3- Elementos afim-equivalentes: K, Ki 
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(Á) d(il 
a3 
(4.2.1) 
(4.2.2) F,(x, y) 
( 4.2.3) 
F;(ai) = F,(O, O) = a\') 
F;(a,) = F;(L O)= al'i 
F;(a3 ) = F;(O, I) = al'i então 
( ali) ~ bl'i al'l ~ cl•l ) ( ; ) + ( !::: ) = ( : ) 
B{i)x+ b(i) ou 
onde E( i) é não-singular, logo F; é inversÍ\'el com 
( 4.2.4) -1 ( X- b(i) ) -1 ( X- b(•J :=B; y-c(i) =F; (x,y)= aUl-b!i)' y-clil) d(•)- c( i) 
Jº) K, =F,( I{) 
K = {(x,y) I o<: x <: 1, o<: '!i<: -x+ I} 
. - (i) < (i) (i) . . (d(i)_ clil) (bl'lclil_ 0 (i)d(i)) 1\,- {(x, y) I a <: x- b ' c <: y <: blil- ali) x + bli)- ali) } 
(a última expressão sendo a. porção de reta a~i)a~i)L quando aUl :S x :S b1, figura 3.) 
No que segue iremos, por simplicidade omitir o índice (i). 
Se O S X :S 1 então 
a <: x = (a - b )x + b <: b (ver figura 3) e (4.2.3). 
Se, ainda., O~ fj $-I+ 1, então usando (4.2.3) tem-se 
c<: y =c+ (d-c)Y<: c+ (d-c)(-x+ I) 
que é o mesmo que escrever 
( d-e) (bc-ad) c<;y'S b-a ((a-b)x+b)+ b-a , 
í3 
ou 
c:; y:; (: = ;)x + c~= :d) ' 
esta última expressão é a reta que contém a 2a31 fig. 3. 
2º) Por construçáo, a,= F;(a,) I S k S 3. 
3°} Prova-se que: P1 = {p: K; ---t IR I p = p o F;-1 , p E P1 }. Visualmente: 
Dado p E P1 , existe p E P 1 ta.l que p = p o F;-1 - De fato, basta escolher 
p = p o F; E P1 , ou. usando uma descrição esquemática: 
-1. F, ]' p IR \ -------)- \j ---t 
~p=poF; 
Assim, p = p o F o p-l = p o p-l. De outra forma sejam: 
p =A+ Bx + Cy E P1 e usando (4.2.3) 
p=poF =(A+ Bb+ C c)+ B(a- b)x+C(d- c)yE P 1 
então usando ( 4.2.4) 
y- c)= 
d-e 
(,.- b) (y- c) (A+ Bb +C c)+ B(a- b) 0 _ b + C(d- c) d _c =A+ Bx + Cy = p. 
Reciprocamente Vp E P 1 , p = p o F;-1 E P 1 . 
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Esta fa.ml1ia, é, em suma, afim-equivalente. 
Exemplo 2. 
Sejam !1 = [0, a] x [0, b], Th formada de quadrilá.teros do tipo I. 
Figura 4 
Consideremos Fh = {(1\,LK,Qt) f f{ E Th}· Iremos também aqui verifica.r que 
Fh é família afim. 
d 
b 
Q; 
+-------<t-
){ 
a. c 
Elenwnto genérico da família (A,2:;n·,QI) 
Figura 5 
X 
o t 
Elemento df> rE'ferência (A .. ~-Q1 ) 
Definamos, de forma análoga ao exemplo anterior, uma transformação linear 
F: I\ -; 1\, F(x, y) = (Ax + B, Cy + D) pelo sistema F(a,) = a,. Então, 
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[ c-a O](") (") F(x,Y)= 0 d-b fi + b =((c-a)x+a,(d-b)fi+b)=(x,y) 
De fato é simples verificar que a.; = F(ti;). Também 
(4.2.5) _ 1 (x-a y-b) __ F (x,y)= c-a' d-b =(x,y). 
I\ = { (x, Y) I O <:: x, fi <:: I} e 
I\ = { ( x. y) I a <:: .r <:: c , b <:: y <:: d) . 
Iº) 1\ =F( I\) Se O 'S x 'SI, então a 'S x =(c- a)x +a<:: c. 
Se O'Sfi'SI,então b'Sy=(d-b)fi+b<::d 
2º) Por definição. vale a,= F(a;), i= 1,2,3,4. 
39) Iremos prova.r que: 
Q, = { q: /{ ~ IR I q = ij o F- 1 , ij E Q,} . 
Seja q = Axy + Bx· + Cy + D E Q, , 
como antes, escolhemos 7j = q o F. Entào q = q o F o p-l = 7j o p-I, ou ainda 
ij=qoF=q(F(x,fi)) = ij=A(c-a)(d-b)Xfi+(B-Ab)(c-a)x 
+(Aa + C)(d- b)fi + (D + (B- Ab)a + Cb) E Q1 
e _ F_ 1 • t • _(F-'( )) -(x-a y- b) q = q o , 1s o e q :r. y = q c_ a : d _ b = 
A(x- a)(y- b) + (B- Ab)(x- a)+ (Aa + C)(y- b) + (D + (B- Ab)a + Cb) = 
A1•y + Bx + Cy + D = q E Q1 , 
reciprocamente, dado 7j E Q1 , q = 7j o p-t _E Q1 . 
76 
Pois sendo as componentes de p-l, a primeira de grau um em x e a segunda 
de grau um em y o grau de q não é alterado, sendo o grau de q igual ao grau de q. 
Esquematicamente 
K ~ I< ----L IR 
q o p-1 
q = q o p-l = Axy + Bx + Cy + D E Q1 . 
Observações. 
1. Uma transformação linear F : K ---+ K onde I< e ]{ são triângulos, preserva os 
pontos médios dos lados, logo, usando a mesma. transformação do exemplo 1, podemos 
mostrar de maneira similar que uma família de triângulos de tipo 2 é uma família afim. 
Também de maneira análoga ao exemplo 2 prova-se que uma família de elementos do 
tipo alternativo é uma família afim. 
2. Para cômputos envolvendo elementos finitos, ao invés de calcular as funções base 
de cada elemento de uma discret.ização, são usa.das as funções de base do elemento de 
referfncia e as respectivas transformações lineares aqui explicitadas, relativas a esses 
elementos, sendo que só é requerido guardar as coordenadas cartesianas dos nós dessa 
discretizaçã.o. Por exemplo, para calcular as entradas do sistema linear associado ao 
PVA usando integração exata ou utilizando uma quadratura numérica, etc. 
4.3. Família Regular de Discretizações e Elementos Finitos 
de Classe C 0• Teorema de Convergência. 
!.Definição. um elemento finito é dito de classe C0 , (respectivamente de classe C 1 ) 
quando é o elemento de referência. de uma. discretização e o respectivo espaço gerado 
Vh, associado a essa discretização, satisfaz a inclusão Yí. Ç C0 (rl), (respectiYamente 1 
vh ~C'( f!)). 
!.Observação. Anteriormente, viu-se que o espaço Vh gerado com discret.izações feitas 
com triângulos do tipo 11 ou triângulos do tipo 2 ou ainda quadriláteros do tipo 1 
satisfaz vh ç C0 (rl) e como as farm1ias associadas a cada uma dessas discretizações 
são faml1ias afins, segue-se que os respectivos elementos de referência são de classe 
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co. Observemos, porém, que eles não são de classe C1 ' pois para V h E vh l Ô'l.-'h' 
Ô.T 
é, em cada um dos casos de quadrado int.egrável mas não necessariamente contínu~, 
nas interseções dos elementos. Da mesma forma o elemento de refer~ncia dado em 
2 .. 5, (2.1.20) a (2.1.25), não é de dii.Sse C0 pois não fazemos com ele um espaço Vh de 
funções conttnuas, porém só de quadrado integráveis. 
Família regular de discretizações 
Considere-se uma família de discretizações (ThhEn onde h~ O, h E T Ç (0,1), 
e com cada discretiza.ção Th , h E r, uma família associada Fh de elementos finitos. 
Definamos: 
(4.3.!) hK 
(4.3.2) PK 
diâmetro de ]{:::: Sup{d(x,y), para quatsquer r,y E/\} e 
Sup{diam(S), sendo Suma bola contida em /\}, 
Yeja as figuras 6 e 7. 
X 
){ 
Figura 6 Figura 7 
2.Definic;ão. Uma farm1ia de discretiza.ções (T,)hE,. é dita regular se: 
i) para cada h E r, Fh é afim-equivalente a um único elemento finito de referência 
(K,J.J,P), i.e. 
(4.3.3) U Fh é afim-equivalente a (/\, ~. P) 
hE' 
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ii) existe uma constante a tal que para cada h E T: 
(4.3.4) V 11 E Th ; e 
jjj) T é t.q. h--+ Ü. 
Onde, como em (3.1.4) definimos o parâmetro h como sendo 
(4.3.5) h= sup hK. 
KETh 
Exemplo I. Seja. n = [01 1] X [0, 1]. Com triângulos do tipo 1 construamos discre-
tizaç.ões Th de S1 dividindo o intervalo [0, 1] em n partes iguais tanto no eixo X como 
no eixo Y, como mostra o desenho da figura 8. 
Figura 8 Figura 9 
Assim em cada triâ.ngulo obtido temos a seguinte situação: 
(4.3.6) 
( 4.3. 7) 
Veja a figura 9. Então 
( 4.3.8) 
V/{ E Th e, logo. v'2 h=-.conl n . 
v'2 
r={- /n? 2} C::(O.l). 
" 
2 
PK = n(2 + J2) 
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(4.3.9) h" = " = 1 + .,fi , 'I K E T, e além do mais, 'I h E T. 
PK 
Já. foi visto no parágrafo 4.2 que uma tal família F h, para h E r, e afim-equívalente 
a um elemento de refer~ncia de vértices (0, O); (1, O); (0, 1 ). A constante a é dada em 
(4.3.9) e podemos fazer h-+ O, com h E T (n-+ oo). 
Assim, (Th )he., é urna /anu1ia regular de discretizações. 
Uma condição equivalente ao requerimento (ii) acima, a saber, que 
3a talque V K E Th , h E T , é a seguinte 
Se OK é o menor ângulo do triângulo K, então 
( 4.:3.10) 3 &0 tal que para cada h E T 
::\o exemplo a.nterior, tínhamos ()K = 80 = ~ , V/\." E Th e V h E T. 
Qua.ndo H é um retângulo ae altura aK e largura fn (ah· 2: fn·), a condição (ii) 
é equivalente á existência de uma constante Co tal que 
(4.3.11) 'Ih E T 'IK E T, 
Um exemplo onde estas situações não ocorrem é quando se fixa. o número de 
divisões como m no eixo Y, e fazendo o número de divisões n no eixo X crescer 
indefinidamente, isto é, fazer n -----+ x. Então 
'IBo>O(ou 'ICo>O) 
tais que OK < 00 (respectivamente aK > C0 ). Veja. o esquema da figura 10. f r; 
De se manter esta situação a condição (iii) acima não se cumprira pois, não teremos 
hl\------+ O, ao invés disso hK---+ _!_,portanto, o erro que é limitado por hK (veja Teorema 
m 
7 a seguir e subseqüentes aplicações) não podera ser feito menor que uma determinada 
tolerância. (precisão requerida do erro). 
Como na prática só computamos um número finito de vezes, O r; não pode ser feito 
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arbitrariament.e pequeno1 nem an/PK ilirrlltado. 
< 
> 
3.0bservação 
&' )( 
Figura 10 
< 
> e" K 
Neste trabalho é usa.da a h-versão do MEF, onde procuramos a.proxunarmos a 
u pelo incremento do refinamento da malha ou discret.izaç.ão, cf. 2.0 e iii) acima. A 
p-versão do MEF consiste em fixar uma malha grosseira e achar soluções aproxima-
das U.h pelo aumento do grau dos polinômios de elementos. Indicadores de erro são 
usados sobre cada elemento para. verifica.r se uma. dada tolerância tem sido atingida. 
e assim determinar quais deles serã.o p-incrementados. Uma terceira versã.o combina 
as duas anteriores. Nesta hp-versã.o do MEF os indicadores ajudaram a determinar 
quais elementos serão subdivididos e quais p-increment.a.dos. Em todos estes métodos 
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convergência é conseguida pelo aumento dos graus de liberdade Eh do espaço Vh. 
A seguir é enunciado sem demonstração um teorema que garante a convergência 
"forte" da solução aproximada uh para a soluçã.o fraca u do PMDN, sendo uh apro-
xima.da com o uso de certos elementos finitos, i.e. 1 usando a. "convergência na norma 
li · IIHl do espaço H 1(f!) ao qual u pertence". 
!.Teorema (de acordo com [5]). Seja (ThhEr uma famnia regular de discretizações de 
classe C0 com elemento de referência (K, E, P), onde a ordem máxima das derivadas 
parciais ocorrendo na definição de E é s, com s = O ou s = 1. 
Então 
(4.3.12) 
Seu E V= H 1(í!) ou u E V= HÕ(í!) 
e se P1 Ç P Ç H 1(K) 
Vale lembrar que h= max{diam(K).K E T,) 
Logo, a. convergência 'llh --t u em norma li IIHI está garantida para famllias 
regulares (Th)hEr de discretizações feitas com triângulos de tipo 1, ou com triângulos 
de tipo 2 ou ainda com retângulos de tipo 1. Como o novo elemento não é de classe C 0 , 
i.e., vh ~ C0 (fl), não podemos usar o presente teorema para. garantir a convergência 
de uh para u. 
Ver em [5] um exemplo da convergência de uh para u usando elementos finitos 
não conformes, feito para o caso do cubo de \Nilson. De momento, posso dizer que 
provei, usando uma a.da.pt.aç.ão simplificada para IR? e considerando graus de liberdade 
somente do tipo Lagrange na dernonstraçã.o, em [5L da convergência para o cubo de 
\Vilson, convergência de ordem h2 , em norma jj.[Jn para o nosso elemento alternativo 
usado na formulação fra.ca do PMDI\. 
4.4. Estimativa de Erro a Priori 
Uma vez garantida a. convergência da. soluçâ.o aproximada uh para a solução exata 
u, seria desejável poder medir a qualidade de tal aproximação bem como a ordem dessa 
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convergência, isto é, medir as estimativas de u- uh, em alguma norma ou seminorma 
apropriada. O seguinte resultado é de muita utilidade para tal objetivo. 
l.Lema de Céa. Existe uma constante C independente dos subespaços Vh de apro-
ximação, tal que: 
(4.4.1) 
onde u e uh são as soluções de 
( 4.4.2) 
( 4.4.3) 
a(u,v)=f(v) 'lvEV 
a(u,, v,)= f(v,) 'lv, E V, 
Onde a 1 f, V satisfazem as hipóteses do Lema de Lax-Milgran, (veja o capÍtulo 1). 
Fazendo v= vh em (4.4.2) e combina.ndo com (4.4.3) obtemos 
(4.4.4) 
Usando a coercivida.de e a continuidade de a e (4.4.4), temos: 
de onde 
Então 
Vt·r. E Ví,. 
M 
com C=;:-· 
Do lema anterior segue que uma condiçã.o suficiente para a convergência de uh 
para ué que exista uma família (Vh) de subespaços de\· tal que: 
(4.4.5) hm In f I lu- v,llv =O. 
h-0 V/,EVh 
8:3 
Usando o lema, a melhor estimativa. de erro resulta de usar a projeção Pu da 
solução u sobre cada vh, isto é, de acordo com a figura 11. 
pu. 
--
Figura 11 
(4.4.6) llv ~ Pullv = Inf I lu~ v,llv. 
vhE\'h 
O problema, entã.o de estimar o erro I lu- uh ih' é reduzido a um problema em 
teoria de aproximação: avaliar a distância entre a solução u e o subespaço Vh: 
(4.4.7) 
Corno nã.o é fácil de trabalhar com essa projeção é frequentemente usado o llr.u-
interpolante em V'j, deu em V para limit.ar_o erro. Dado t' E V define-se este interpo-
lante TI;,t' E Vh de v E V como sendo: 
( 4.4.8) Il;,r = L Ój(r)'li·J . 
t;!>JEEh 
onde '1/J, é a função de base global associada ao grau ~j e v sendo suficientemente sua\·e 
de modo que ~1 (v) esteja definido. llhv é o único elemento de Vi, que toma os mesmos 
valores que v e algumas de suas derivadas nos nós da triangulação, i.e., 
~;(lhv) =~;(v), 
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Como 
( 4.4.9) I lu- u,ll S C In f i lu- v, II S C I lu- TI,ull v,. e v,. 
podemos estimar o erro, estimando li v- Ihull na formal lu- llhull :S Chf3 onde C é uma 
constante por determinar, h é o parâmetro associado à discretização, Th, h= qtax h~\·, 
1\ eT,. 
e j3 >O é uma constante chamada de ordem de convergênda (estimada) de uh a u. 
Dizemos então que a convergência de uh a ué da ordem (3 o qual abreviamos por: 
(4.4.10) I lu- u,ll = 0(!3). 
Dado que En = U E .r; temos que 
h"eT,. 
(4.4.11) TI,ufK = TIKu, para cada K E T, (ver Teorema 2.3.2 de [5]). 
Aqui, ITKu é o interpolado em PK de u / ]{ definido por 
(4.4.12) nKu = L Ç;(u)p; ( Pr;- int.erpolante), 
~,E!:.h" 
com p, E P.r: sendo a função de base do elemento]{, associada ao grau(,. 
Hn·u t a.mbém é caracterizado por 
(4.4.13) 
Em consequência. fazendo v = u- Ihu e usando a. linearidade da integral, temos 
( 4.4.14) ( ' a.· )'i' I lu- n,uiiH'(ü) = in lvl'dx +[;in I ax, l'dx = 
( L [ llvl'dx + t llai:lvl'dx])'1' = 
KeT,. }h i=1 Ih x, 
( L I lu- nKuii~'(K))'i' 
KET~o 
Desta igualdade tiramos que o problema de estimar o erro llu-uh!IH'(O) é reduzido 
ao problema de avaliar os erros locais 
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Com relação aos operadores de projeção Ih·, ternos: 
{ 
C0 (K) 
Dom Ih:= C'(K) 
em se tratando de elementos e Lagrange. e 
pa.ra elementos de Hermit.e sendo s a ordem da 
deriYada maior ocorrendo em En· 
Passaremos a segmr e em ordem a esclarecer e int.erpret.ar) teoremas que nos 
garantam convergência e ordem dessa convergência para o caso de vários elementos 
finitos (em particular, para aqueles analisados no capÍtulo 2). 
Enunda.remos a seguir. então. sem demonstração alguns teoremas e resultados 
gerais ( cf. [5]), e iremos particularizando pa.ra cada caso específico relacionado com o 
PMDN. 
Começamos com as definições relativas aos espaços de Sobolev dE' ordem (m,p) 
sobre n ç lR 11 : 
Sejam: 
Define-se a derivada de ordem a de v: 
pa.ra anv satisfazendo: 
lo à"vcpdx = (-IJiolk và"cpdx 'lcp E C;,"'(íl), 
derivação no sentido de distribuições (capÍtulo 1). O espaço de Sobolev, denotado por 
ll"m,p(D) é, então, dado por: 
( 4.4.15) wm·'(íl) ={v; íl ~IR I à" v E L'(íl),Vo, o::; ial::; m}. 
Onde w E LP(D) quer dizE'r que: 
(4.4.16) llwiiL'(OJ = (j lwl'dx) I/,< ao 
o 
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wm,P(fl:) é geralmente equipado COm a norma 
Com esta norma, e a topologia induzida, l,Vm,P(fl) é um espaço de Banach. Em 
particular temos - ou denotamos: para 1 :::=; p ::; oo 
(4.4.18) 
W 0·'(il) = L'( f!) 
W0•2(fl) = L '(O) 
W 1•2(fl) = H 1 (f!) 
IV'·'( f!) = H'(O) 
wm·'(fl) = Hm(n). 
Hm(O.) é um espaço de Hilbert com a norma (4.4.17), p = 2. Frequentemente se 
faz uso também da semi-norma 
( 4.4.19) 
Para. p = 2, 
Um estudo mais detalhado destes espaços e suas propriedades pode ser encontrado, 
por exemplo em [2]. [15]. 
Frequentemente faz-se necessário medir, para 1-Vm,P(O.), o grau de suavidade de 
suas funções isto é, verificar se 111m,p(O) Ç C 3 (0) para algum s ~ O. A resposta a esta 
questã.o está incorporada á.s imersões de Sobolev. 
Diz-se que um espaço normado U está inurso em um espaço normado V .. de 
normas [l·llu e li· llv se' 
(i) V é um subespaço linear de V, 
(ii) A injeção. a saber, o operador identidade i: F---+ V, é contínua. 
Esta última condição é equivalente a: 
3C E IR, C> O tal que llvllv <: Cllvllr, Vu EU. 
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Para denotar tal imersão, escreve-se 
( 4.4.20) U<-->V. 
2.Teorema de Imersão de Sobolev (cf. 1.3.2. de [15]). Seja il <:: IR", il de 
Lipschitz, e seja fk um domínio k-dimensíona.l obtido da intersecção de n com um 
hiperplano de dimensão k de IRn, 1 :S k :S n e sejam j e m inteiros nã.o negativos. 
Então existem as imersões seguintes: 
(i)se mp<n e n-mp<k:Sn 
(ii) se mp = n \ifk, 1 ::; k ::; n 
(iii) se mp > r1 
kp desde que p ::; q ::; --"--~ 
n -mp 
1\To caso de interesse local, temos n = p = q = 2 e, então param= 1, (ii) se torna, 
para k = n, r' = n <:: IR' com 
WI+'·'(il) = Hl+'(il) '--' H'(il) = W'·'(il), para j 2 O 
1.e. H1 (il) <--> H0 (il) = L 2 (il) 
H'(il) <--> H1(il) 
H 3 (il) <--> H'(il) 
e assim por diante, 
de onde: 
em particular, 
(4.4.21) 
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Além disso, de (iii) com mp > n param> 1, sendo j 2: O e p = 2 tem-se 
-J - -J -Como C (!1) C C1 (0), (ver definições em [15]), temos C (!1) '--> C'(!1) e 
ou entã.o 
ou ainda 
... '--' H 3(!1) '--' H 2(0) '--' C(O) 
... '--' H 4(!1) '--' H 3(0) '--' C1(!1) 
... '--'H'( O)'--' H 4(0) '--' C2(!1), etc 
m 2: 2 
Para enunciar os próximos teoremas pr€'cisamos ext€'nder a definição de elenwntos 
afim equivalentes ]{ e ]{ para dois conjuntos quaisquer n e fi. 
Dizemos que dois conjuntos abertos fl e fi de IR2 são ofim-equ.ivalentes se existir 
uma função linear inversível F tal que: 
(4.4.22) F: i E IR2 ~ F(.'i) =Ex+ b E IR' 
satisfazendo !1 =F( O). 
No que segue usaremos as correspondências 
(4.4.23) 'iEií=>T=F(i)E!1 e 
I 4.4.24) (v: ií ~IR)=> (t· =v o F- 1 : !1 ~IR), 
entre pontos i E fl e :r E D e entre funções definidas sobre fl e fl. Assim sendo 
(4.4.25) ii(x) = v(x), 'lx,i e v, v 
que satisfaçam (4.4.22) a (4.4.24) acima. 
No caso das funções v e V serem definidas q.t.p., c-omo no próximo teorema, é 
entendida que as relaç-Ões acima serã.o verdadeiras q.t.p. em fi e O. 
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3.Teorema (cf. [5]). Sejam n e fi dois conjuntos abertos afim-equivalentes de JRn. Se 
a função v E Mfm,p(O), param 2:: O e p E [1, oo], então a função V= v o F E Wm·P(ÔL 
e existe uma constante C= C(m, n) tal que 'Vv E wm,r(O), 
( 4.4.26) 
onde B é a matriz da transformação F dada em ( 4.4.22). 
Analogamente tem-se 
(4.4.27) 
Sabendo-se que I det(B)I =medida(~), seria desejável avaliar as normas IIBII e 
medJda(í!) 
IIB-1 11 em termos de simples quantidades geométricas. Esse é o objetivo do próximo 
teorema onde usaremos as seguintes notações; 
( 4.4.28) 
(4.4.29) 
(4.4.30) 
h= diam(í!) , h= diam(Ô) 
p = sup{diam(S): para. qualquer bolaS contida em O} 
p = sup{diam(.~): para qualquer bolaS contida em Ô}. 
Figura 12 
4.Teorerna(d. [5]). Sejam Ô e O= F(Ô) dois subconjuntos abertos afim-equivalentes 
de JR2 , onde F: X E JR2 1---t (Bi + b) E /R2 é uma funçã.o afim (linear) inversível. 
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Então são verdadeiras as cotas superiores: 
(4.4.31) I lEI I :s ~ p 
Para uma família Tn de elementos afim-equivalentes para a qual Ô = H ç IR.2 é o 
elemento de referência, os teoremas 3 e 4 com 
(i)p=q=n=2, 
(ii) onde FK: x E IR'~ FK(i) = Bó3 + b E IR2 é tal que K = Fh·(K), 
para I< E T,., 
dos: 
( 4.4.32) 
( 4.4.33) 
(iii) com ldet(Bn)l = C1 medida(!') e IIBh·ll :S C2h, leYam aos resulta-
lviHm(K) :S C,hm (medida(J\Jr112 1<•1Hm(K) e 
I<'IHm(K) :S C,p-m (medida(J{)r1/ 2 li'IHm(Í;'J. 
O seguinte teorema prova uma estimativa releva.nte para operadort>s preservando 
polinômios, quer dizer satisfazendo uma. relação da forma (4.4.35) a seguir para k 2:: O, 
como é o caso do operador de projeç.ào nh" definido por (4.4.12). (4.4.13). 
5. Teorema Para alguns inteiros k ?: O e m ?: O e números reais p, q E [L oo ), sejam 
nrk+l,P(Ô) e n..rm,q(O) espaços de Sobolev satisfazendo as inclusões 
(4.4.34) 
e seja fi: VJt'k+l.p(fi)----+ nrm,q(Ô) um operador linear tal que: 
(4.4.3.)) VpE h(fi), 
Para qualquer conjunto aberto n afim-equivalente a fi, df'finamos a funç.ào ll 0 
por 
( 4.4.36) 
para as funções V E Wk+l,p(fi) e v E tl'k+t,p(D) na correspondência. definida por 
( 4.4.22) a. ( 4.4.25). Então existe uma constante que depende de fi e fi. C(fi, fi) tal que 
para todos os conjuntos afim-equivalentes f!, Vv E J.Fk+t,p(O), 
~ ~ hk+1 
(4.4.37) lv-!Invlm.qll :S C(I1,!1)(medida(!1))11/q-lfp) -m lvlk+I.p,Il 
p' 
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onde h, p são os parâmetros definidos para o Teorema 4. 
Para esclarecer a definição de lln observemos o seguinte diagrama: 
v (llnt' = w = W o F- 1 ) 
w = Wo p-t 
v 
Dado ·u E Hrk+l,P(fl), sejam V= v o F E Jl!k+1·P(Ô), Teorema 3 e Il V= W E 
1.1-'m,q(Ô), Teorema 5. 
Então Iln é definida como 
Ilo(t•) = wo r 1 = (ÍÍ v) o F-1 t.e. 
(!In v) o F= ÍÍ v ou 
(IT;v) = ÍÍv. 
O próximo resultado particulariza o Teorema 5 para operadores PK~interpolantes 
rr.h definidos para elementos finitos, (4.4.12). (4.4.13). 
Para o caso p = q = n = 2 e O = K , Ô = K, sendo elementos afim-equiva.!entes 
podemos tomar Iln = IIK (4.4.12) e fi= TIK e ainda 
( 4.4.38) 
inclusão esta que é válida para k ?: m ?: O segundo concluímos do Teorema de imersão 
de Sobolev e vale (cf. próximo Teorema) 
(4.4.39) Vv E H'+1(I<), 
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Esta expressão se revela de grande importância para obter ordens de convergência 
em normas e seminormas para espaços construídos com familias regulares de elementos 
finitos como mostrarão os dois próximos teoremas. 
Particularizando o teorema anterior para elementos finitos obtemos estimativas 
do erro de interpolação I v- I}n·t•lm,q,K· 
6.Teorema. Seja (K,P,Í:) um elemento finito, com s denot.a.ndo a maior ordem da 
·derivada parcial ocorrendo na definição de :t. Se as seguintes inclusões são verdadeiras 
para inteiros m .2: O, k .2: O e números p, q E [0, oo], 
( 4.4.40) 
(4.4.41) 
( 4.4.42) 
W'+l·'(I\) '--' Wm·'(K), 
P,(K) c p c wm·'(K) 
Então existe uma constante C (I\, P, t) t.q. para todos os elementos afim-
equivalentes (K, E,P) e todas as funç.ões v E 1.-t'k+l,P(J{) 
( 4.4.43) h
k+l 
- ~ ~ (1/ 1/ ) K lv- ITKvlm.q,K :5 C(!\, P, E) (medida(!\)) q- P ---;;;-lvlk+l,p,h", 
PK 
onde IJn·v denota o PK-interpolante de v, medida de K é a dx-medida de f{ 
hK diam(J\) 
PK sup{ diam(S): S bola contida em!\). 
Finalmente para famílias regulares de discretizações (T,., )hE,., o erro de interpolação 
(4.4.43) pode imediatamente ser convertido em estimativas da forma li v- IIr.:vllm,q,K, 
lembrando que para tais famílias tem-se a propriedade: 
de onde 
VK, VT,, h E T onde a é constante, 
I - I 
-<C- e (4.4.43) se torna, fazendo P'K- hK 
C= C(J\,P,Ê) (medida(J\))(1/q-l/PIC 
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(4.4.44) 
No caso p = q = n = 2, e s = O, corno já vimos, 
(4.4.45) 
(4.4.46) H'+ 1(K) '--' Hm(K) 
(4.4.47) 
para k + I 2: 2, Le., Vk 2: I , 
para k + 1 2m, i.e., O :S m :S k + 1, e 
Para triângulos de tipo 1 P = P1 (Í::),k = li quadriláteros de tipo 1 P 
Q1(1\),P1 (K) C Q1(K), k =I; e, para triângulos de tipo 2 P = P2(1{), k = 2. 
Agora bem, usando (4.4.17), (4.4.19) e (4.4.44): 
sendo hn· um parâmetro tendendo a zero (hA: :S 1) então, 
h2(k+I-i) < h'(.k+I-m) · · < d d K Pois z _ m e on e 
- K ' 
ou seja, concluímos que para k 2 1 e O :S m :S k +I, 
( 4.4.48) 
Um resultado mais geral é dado pelo seguinte teorema: 
7. Teorema. Seja dada uma família afim-regular de elemPntos finitos (J\, ~K, PK) cujo 
elemento finito de referência ( K, P, f.) satisfaz: 
(4.4.49) 
(4.4.50) 
(4.4.51) 
w'+'-'(K) '--' C'(K), 
W'+I·'(K) '--' wm•'(I{), e 
P,(K) I; p I; wm'(K). 
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Então existe uma constante c(K, P, É) tal que para todos os elementos finitos h" 
na família., e todas as funções v E nrk+l,P(J\) 
( 4.4.52) 
No caso de ma.ior interesse aqui, para p = q = n = 2~ a estimativa acima se torna: 
(4.4.53) 
k>l e O<;m<;k+l. 
como concluímos anteriormente, (4.4.44). 
Observação: Notemos que nos teoremas 6 e 7 a partir de certas hipóteses sobre os 
espaços de Sobolev montados em cima do elemen1o de referência K podemos concluir 
estimativas do erro de int-erpolação para funções de espaços definidos sobre elementos 
de uma fami1ia Fh afim associada. 
Levando em considera.çâo que 
(4.4.54) 
llviiH~(o) ~ (L llvlli,~(hl)"' ' 
h"ETh 
( 4.4.55) 
obtemos de (4.4..52) a ordem global de convergência (sobre D) a partir da. convergência 
loca.l (sobre 1\, o elemento em questâ.o), da soluçâ.o aproximada Uh para a solução exata 
u, tendo suposto, de saída, que a família de espaços de aproximação é construída com 
elementos finitos do tipo J{. 
Tomando h = maxh;.: tem-se: 
KETh 
"" 11 [] 11 2 < "" Ch'(k+l-m)l 12 Ch'(k+l-m)l 12 ~ V- ;.:v Hm(K) _ ~ ' V H~+l(K) = · V Hk+l(fl)> 
A"ETh KET~-o 
de onde conluímos, usando (4.4.9), (4.4.11) e (4.4.55) para 
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Vejamos mais alguns casos relativos a elementos finitos apresentados neste traba-
lho: 
(1) Ordem estimada de convergência para o triângulo do tipo 1. 
(K, F, Ê) 
Figura 13 
Para discretizaçôes feitas com triángulos ]{do tipo 1: 
hipótese (4.4.49) H 2(h') ~ C 0 (h') k = 1. conseqn~ncia. do Teorema 2 
hipótese (4.4.50) H'(K) '-' H'"(K) O :S m :S 2, d (4.4.21) 
hipótese (4.4 .. 51) Pk(K) = P1(J') = P <;; H"'(K) k =I m 2: O, üivial. 
li v- Tint·IIHm(n) :S C hJ:m lviH'(h')· O :S m :S 2 
cf. (4.4 .. 53) com k = 1, onde pelo menos devemos ter t~ E H 2(11) como mostra a última 
expressao. 
Onde a última estimativa. (m=2) significa. que o erro em norma. I lu- uhJIH2(0) é 
limitada por uma constante. 
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(2) Ordem estimada de convergência para o quadrilátero do tipo 1. 
O.q a3 
(I\, t, P) 
X 
? = Q,(K) 
a1 O.z 
Figura 14 
Para discretizações feitas com quadriláteros do tipo 1: 
H 2(K) '--> C0(I\) (! = 1) 
e entào1 pa.ra v E H 2 (H), 
param= O, I Ir- lln:vllu(K) :S Chj,I"IH'(h.), 
param= 2, llv- IIKviiH'(K) ~ ClviH'(K) · 
Para obter a ordem global de convergência devemos ter na verdade u E H 2 (0) 
desta forma. u/r.- E H 2(K) e vale (4.4.55) 1 confira observação na. pá.gina 95. 
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(3} Ordem estimada de convergência para o triângulo de tipo 2. 
a.,, 
Ê' = P,(I<) X 
a2,;----------oa~,.;---------~~Q2 
Figura 15 
H'(K) '--' C0 (K) 
H'(K) '--' Hm(K) os; m s; 3 
onde necessitamos ter v E H 3 (/{). 
param= 2, li v- IIKviiH'{K) S: Ch,lviH'IK), e 
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Considerando k = I 
onde só necessitamos v E H 2(K), ainda. que a ordem de convergência é inferior ao ca.so 
de v E H 3(K), com k = 2. 
m =O, jjv- IlKv]]L'(K) <: Ch}jv]H'(K), 
m = 2, jjv- Ilxv]]H'(h') <: Cjv]H'(K)· 
Estimativas a priori para estes e outros tipos de elementos de Lagrange e de 
Hermite podem ser encontradas em [4], [5], [18]. 
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' CAPITULO 5 
ENSAIOS NUMÉRICOS 
5.0. Introdução 
Neste capítulo são apresentados alguns testes comparativos efetuados pela im-
plementação (em Fortran) dos elementos finitos expostos no texto precedente para a 
resolução do PVA da formulaçào fraca do PMDN dada em 1.5. Comparam-se os erros 
relativos cometidos. A aproxima.ç.ào será via. Método de Galerkin, com cada um dos 
elementos e espaços de elementos finitos trabalhados nos capítulos anteriores. Com-
paramos e verificamos a ordem de convergência O(hP) a posteriori (estimada) com a. 
ordem a priori provada no capitulo anterior para cada um destes elementos. Em todas 
os ensaios foi usado o seguinte PMDX: 
(.5.0.1) -o!lu =f (.r,y) E !1, com 
(.5.0.2) ulro =O e 
(.5.0.3) àul - -g aTJ rl-
O PVA que aqui foi implementado usando o método de Galerkin é o de (1.6.11), 
(1.6.12) e (1.6.13) onde (com !1 dado na figura 1): 
G;j = ah{ó,.<jJ,) =h \'q,;·\14>jdX : 
J,=J,(4>j)=f(4>j)= r Njdx+ r (g/r,l(4>j/r,)d, lo lr1 
em 
também 
em 
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onde as ~i são as funções da base global de elementos finitos em correspondência com 
os nós em Nh-(/'h n f o}. 
As entra.da.s aii da matriz do sistema foram calculadas exatamente (precisão dupla 
de máquina, 10-16 ), as componentes fi usando integração Gaussiana, em geral com dois 
ou três pontos por eixo na maioria dos exemplos (com exceções) o que é suficiente para 
obter uma boa aproximação. Com n=3 pontos é calculado em forma exata a. integração 
de polinômios de grau 2n+1=7. O sistema Ax =f é resolvido usando a decomposiçã.o 
de Cholesky, onde a matriz é guardada como um vetor no qual só tem sido armazenada 
a banda dela. Os tempos de CPV correspondem á soma dos tempos da montagem de 
A, do cálculo de f e da resolução do sistema Ax =f. 
A nâ.o ser que esteja indicado diferentemente, teremos: 
(.).0.4) n = [0,1J x [0,1], 
(5o 5) 
e (ver figura a continuação): 
r(1) u r(2) onde { r6l) {O}x[0.1]e (5.0.6) r, o o , r~2} [0, 1] X {0} ; 
rl11 u rl'l, onde { 
rill {1}x[0,1]e 
(5 OI) r, 
-
r~'l [0,1] X {1}. 1 
Obviamente a fronteira r de O é C 1 por partes (cf. 1.5) e f o tem medida 'super-
ficial' d(J' ( =df) positiva.. 
5.L Estimativa a posteriori 
Cada tabela aqui apresentada exibe os resultados numéricos obtidos que corres-
pondem a uma dada solução conhecida.. Como pelo nosso estudo já. sabemos que 
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os elementos convergem em ll.llu, II·IIH', ll·llw e ll·llh e conhecemos a ordem dessa 
convergência é que temos usado uma estirnath-a do erro diferente para indagar o seu 
comport.amento. 
r;; ( Z) 
Figura 1 
Usamos. nas estimativas a post.eriori, o erro relatiYo em norma Euclideana cor-
respondente a uma convergência pontual em Jft. k sendo o número de nós da malha 
nos quais a soluç.ã.o aproximadil é conhecida. A nossa expectativa é que conhecendo a 
priori a convergência em média. quadrática (p=q=2 em (-1-.4.53)) do erro ou das suas 
derivadas de ordem um ou dois , obtenhamos uma convergência pontual de alguma 
determinada ordem. A fórmula usada da o erro relati\'O ou percentual e é da forma. 
por exemplo para. triângulos ou retângulos do tipo 1: 
(.5.1.1) I lu- UI. I I~<• 
11 " 1111• 
( 
N ) !/o L (u(x,.y,)- u,(x,,y,))' 
t,;=I 
onde o vetor U é a. solução exata. conhecida e calculada nos k nós da malha, iii, i> a 
.solução aproximada calculada nos nós da malha. l\r identifica a ordem da malha Yisto 
que usamos N subdivisões no eixo x e ]\l subdi\·isões no eixo y; (x;,yj) sâ.o os nós da 
malha sobre o domínio O de 11, com 1 :s; i,j :s; N, e k é o número total de nós da 
pa.rtiçâ.o em O(k ~ N x N, no caso atual (5.1.1)). 
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Cada uma das tabelas apresenta 5 colunas. A primeira da esquerda dá a ordem 
N da malha assim como o h correpondente (veja o exemplo 1 do capítulo anterior), 
identificando o refinamento relativo da malha. 
As quatro colunas restantes dão o erro relativo mencionado acima e o tempo de 
CPU, soma dos tempos da monta.gem da. matriz A, do wtor independente f e da 
resolução .r do sistema Az = /,para os respectivos elementos, a saber triângulos do 
tipo 1, retângulos do tipo 1, triângulos do tipo 2 e o elemento aqui desenvolvido. 
No extremo inferior de cada coluna figura a ordem do erro estimado a posteriori. 
N(h) TI Rl T2 KE 
K(h-) ERRO ERRO ERRO 
CPU CPU CPU 
I 
i 
ordem h" hm h' h' 
A notação para cada tipo de Elemento Finito será a seguinte: 
Triá.ngulos de tipo L "Tl'. 
Retângulos de tipo 1: '-Rl" 
Triângulos de tipo 2: '-T2" 
1\ovo Elemento: "'"2\'E" 
Os tempos de CPC, em geral nos exemplos são obtidos tomando 3 pontos no eixo 
x e 3 pontos no eixo y para a Quadratura Numérica. por Gauss, na montagem do lado 
f do sistema Az = f o que retornou nos exemplos práticos uma boa. estimativa do 
erro em relação a out.ro número de pontos qualquer. 
A ordem de convergência a posteriori, dada na última linha de cada tabela a 
continuação, corresponde a melhor ordem inteira verificada para os erros apresentados. 
Lembramos que para a ordem k de convergência do erro existe uma constante C 
que pode depender de u mas que nã.o dependen de h (ou lf) tal que: 
(5.1.2) 
103 
ou equivalentemente, 
(5.1.3) erro C -<. hk - para. h E r, h ---+ O . 
ConseqÜentemente para cada T existem seqüências CA, e G'Jv: 
( 5 1.4) 1 erro 2 erro CN =V, C,.,.,= hk+J' onde 
CA, é limitada. ( decrescente ou nâo crescente): CA, ::; C VN; CJv nao é limitada 
(crescente ou divergente): VC, 3N : CÃ· 2_ C. Sendo baseado nisso o nosso critério 
para obter (até onde for possível) estimativas a posteriori. 
Exemplos. Análise e comentarios. 
A ordem de convergência verificada nos da.dos da ta.bela do exemplo 1, para cada 
elemento, última linha, concorda com o melhor erro a. priori estimado para cada um 
deles. Podemos verificar nesta tabela, por exemplo para T2. 
C 2: C~ 2: Cio 2: Cis 2: Cio 2: Cio 2: ... ao passo que 
com efeito (5.1.4) com k = 3. Os erros lançados por Rl são menores que os obti-
dos por Tl sendo h2 a ordem de convegência de ambos. Também nos tempos, Rl se 
apresenta melhor do que Tll o que é de se esperar já. que os polinômios de elementos 
Rl contem o termo xy a mais de aproxima.çâo que os correspondentes de Tl, mesmo 
assim não é suficiente para aumentar em um o grau de convergência do Rl sobre o 
grau de convergência do Tll so melhora a constante limitante do erro. 1\E se mostra., 
neste exemplo, inferior tanto no erro como na. ordem de convergência e no tempo de 
CPO. Mesmo sendo h a ordem de convergê-ncia do NE os erros, para malha idênticas, 
são praticamente da mesma ordem que os de Tl que é de convergência h2• i.sto talwz 
Pvidencia a característica. quadrática. do J\'E contra a característica linear do Tl. Por 
Último na consta.t.a.çâo dos erros por KE não devemos esquecer que ele é um elemento 
não conforme (VhCC0 (!1)), na aproximação das funções contínuas (q.t..p.) deste exem-
# 
plo e dos subseqüentes. Também a ordem h2 prova.da a priori para. NE é baseada na 
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norma li. I Ih que não usa. a funçâ.o e sem a sua derivada. 
Exemplo 1: Consideramos '11 = sin X sin y ; '11 E c=(O) 
N(h) TI RI T2 NE 
5(0.2828) 1.21 X 10 2 3.23 X 10 3 1.43 X IÜ 4 2.13xl0 2 
12 13 30 22 
10(0.1414) 3.02 X 10 3 8.33 X I o 4 1.3 X IÜ 5 6.4 X 10 3 
62 38 191 126 
15(0.0943) 1.34 X 10 3 3.7xl0 4 3.1:) X JQ 6 3.19xl0 3 
161 103 683 423 
20(0.0707) 7..54 X 10 4 2.08 X IÜ 4 . Li6 X 10 6 1.96 X 10 3 
284 194 1931 1024 
30(0.0471) :3..15 X 1[) 4 9.26 X 10 5 2.81x10 7 9.99 X 10 4 
724 504 8421 42:32 
ordem h' h' h' h 
Trivialmente: 
f=~.6.u=2sinxsiny E l 2 (0) e 
(5.1.5) g = { 
51.11 X COS y em 
C08 X S7.n y em 
é tal que g E L2(f1 ). 
Com o qual a soh1çào do PVA esta ga.rantida assim com a convergência de un a u 
(1.5 e 4.4) 
Comentários: 1\este Iº exemplo a solução ué muito bem comportada como St"' pode 
apreciar pelos erros. O valor de h= v;- (confira exemplo 1 do capÍtulo 4) é arredondado 
nas tabelas para quatro dígitos decima.is. 
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Pode-se apreciar claramente o melhor desempenho dos T2 tanto nos tempos de 
CPU como nos erros de aproximações. Por exemplo para T2 com ~=10 e tempo de 
CPlJ 191, o erro corre....:;;pondente 1.3 X 10-5 e inferior que (melhor): 
7.54 x 10-4 , erro dado por TI para N=20 e tempo de CPU 284; 
2.08 X w-4, erro dado por Rl para N=20 e tempo de CPU 194; 
3.19 x 10-3 , erro dado por KE para N=l5 e tempo de CPU 42:3. 
Exemplo 2o Para u(x,y) =-x3y3 1n(xy) ,u E H 3 (0). u f. H 4 (0), (cf. exemplo 7). 
N(h) Tl R! T2 !\E 
5(0 2828) 0.20 7.28 X 10 ' 1.42 X 10 - 7.81 X 10 -
9 8 30 24 
10(0.1414) 5.03 X 10 - 1.47 X 10 1.36 X 10 2.41 X 10 -
57 38 180 122 
15(0.094.1) 2.07 X 10 ' ?;_98 X 10 3.36 X 10 4 1.28 X 10 -
136 90 665 378 
20(0.0707) 1.09 X 10 ' :3.2 X 10 3 1.24xl0 4 8.26x 10 3 
25:1' 175 1824 1010 
30(0.0471) 4.41 X IO-" '1.35 X 10 3 :l X 10 
" 
4.46x10-..:> 
7141 441 8199 4151 
ordem h" I h- h h 
Comentários: Os erros obtidos por NE são menores em cada partição do que os erros 
dados por Tl, para valores de N menores que 30 e mesmo assim a convergência a 
posteriori do NE é h e a de Tl é h 2, o que é verificado quando, para 1\' =30 , o erro 
dado por NE ultrapassa ao erro dado por Tl. Comparando erros e tempos de CPU o 
desempenho do NE, para malhas menores do que 15 x 15, e similar ao de Tl. Estas 
comparações ficaram mais evidentes nos exemplos 4.1 e 4.2. A ordem de convergência 
dos 4 elementos e preserva.da tanto na teoria como na prática.. Como antes T2 tem um 
comportamento superior que o de Rl que por sua vez mostra um desempenho melhor 
do que Tl. 
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N(h) Tl Rl T2 NE 
5(0.2828) 5.86 X lQ~' L29 x I o-~ 1.02 x w-~ 4.01 x w-~ 
4 3 12 12 
10(0.1414) 148 X lQ~' 3.35 X JO-o l.Ü X 10 1.66 x w~' 
25 17 116 75 
15(0.0943) 6.37 x w~' 1.51 x w-J 2.52 X }Ü 5 9.44 X }Ü 3 
58 38 534 300 
20(0.0707) 3.49 X lO-' 8.52 x 1o-• 9.37 X 10 6.26 X 10 
110 77 1597 855 
30(0.0471) 1.5 X 10 3.81 X 10 4 2.31 X lQ :3.48 X JQ 
307 153 7605 3888 
ordem h- h' h h 
Comentários: Neste exemplo usamos 2 pontos em cada eixo para a quadratura 
numérica por Gauss, o que é suficiente para integrar exatamente (10- 16• precissão de 
máquina) polinômios de grau 2n+l (=5 para n=2). Os tempos de CPV, assim como 
os erros respectivos sã.o menores para Rl do que para TL sendo a convergência de h2 
para ambos. O comportamento de T2 é claramente superior, sendo que o desempenho 
de 1\E é inferior ao dos outros elementos. 
Exemplo 4: u(x, y) = x 6y6 , u E c~(!!) 
Iqh) T1 RI T2 KE 
5(0.2828) 0.29 0.103 3.43 X 10 2 0.105 
12 8 24 18 
10(0.1414) 0.104 2.96 X 10 2 4.47 X 10 3 4.83 X 10 2 
46 35 146 111 
15(0.0943) 5 X 10 -:.! 1.36 X 10 2 1.22 X 10 3 3.22 X 10 2 
111 74 642 316 
20(0.0707) 2.85 X 10 2 7.78 X 10 3 4.69 X 10 4 2.33 X 10 2 
2.55 176 1824 1019 
30(0.04 71) 1.24 X 10 2 3.5 X 10 3 1.19 X 10 4 1.42 X 10 2 
616 446 8426 4266 
ordem h' ~ h2 h' h 
lOí 
Comentários: Podemos ver neste exemplo que para malhas de ordem menores ou 
iguais do que 15, o desempenho de NE e próximo ou até melhor que o de T1, isto 
também e observado para potências maiores de xy como mostram os exemplos 4.1 e 
4.2 a seguir, em eles a comparação é feita pelo tempo de CPU. As colunas indicam 
o tempo de CPU dos respectivos elementos assim como a ordem da malha e o erro 
cometido na aproximação de u por uh. 
Exemplo 4.1 u(x,y) = (x · y) 6 
Exemplo 4.2 
N CPU TI 
8 34 0.15 
9 46 0.!2 
10 61 0.!0 
12 8! 7.55 X 10-2 
14 117 5.69 X 10-2 
16 ).52 4.41 X 10-2 
u(x,y) = (x · y) 9 
N CPU TI 
9 65 0.22 
!O 85 0.19 
13 143 0.13 
15 190 0.10 
17 247 8.!6 X 10-2 
19 323 6.68 X 10-2 
22 441 5.os x Jo- 2 
23 479 4.67 X J0- 2 
24 549 4.30 X J0- 2 
N CPU 1\E 
6 33 8.!9 X !0 2 
7 46 6.86 X 10-2 
8 6:l 5.98 x Jo- 2 
9 86 5.34 x Jo- 2 
10 115 4.83 x Jo- 2 
11 !53 4.41 X 10-2 
N CPU 1\E 
7 61 0.11 
8 77 9.34 x 10-2 
lO 145 7.03 x 10-2 
11 188 6.33 X 10-2 
12 239 5. 79 X 10-2 
13 305 5.3.5 x w-2 
14 372 4.98 X 10-Z 
15 474 4.67 X 10-2 
16 566 4.39 x Jo- 2 
Comentários: Para malhas de ordem maior, o erro dado por Tl decresce mais rapida-
mente que o erro obtido com NE. Estas características também podem ser obser\"adas 
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em outros exemplos. lst.o é1 claro, devido a ordem de com·ergênda, h.2 para Tl e h. a 
post.eriori para NE. 
Exemplo 5: u(x, y) = (x, y) 175 , u E H 2(íl) , u </ H 3(ll) 
N(h) Tl RI T2 NE 
5(02828) 4,73 X 10 2 9A X 10 3 5.45 X 10 4 3,65 X 10 2 
49 34 103 65 
10(0.1414) 1.17x10 2 2.42 X 10 3 6.0 X !0 5 1.44 X 10 2 
214 147 507 278 
15(0.0943) .\.06 X !O 3 1.09 X 10 3 1.93 X 10 5 s.o9 x w-3 
498 334 1453 764 
20(0.0707) 2.78x 10 3 6.15 X 10 4 9.32 X 10 " 5.32 X 10 3 
939 627 3282 1666 
30( 0.0471) 1.2 X 10 3 2.75x10 4 3.56 X 10 6 2.93 X 10 3 
2182 146.) 11459 5684 
ordem h' :::::: h2 h2 h 
Comentários: Lembremos que para erros a priori nos obtivemos no capítulo anterior: 
Para triângulos do tipo 1, llv- IIKvllv(rt) :::; ch 2 lviH•(OJ· pa.ra v E H 2 (0) 
Pa.ra quii.drilá.teros do tipo 1, li v- IIn·vllv(rt) :S ch 2 lv1H2(0J· para v E H 2(0) 
E, para triângulos do tipo 2, li'' -IIKviiL'IO) :S ch 3 lv1H'!Oi· para v E H 3 (íl). 
li v -IIKviiL'(O) :S ch'lviH'(O)· para v E H 2(íl). 
O comportamento da convergência pontual por nos adotada, claramente1 como 
mostram os exemplos, obedece as estimativas a priori obtidas em norma L 2, ll·llu(O), 
83 u 
que é a melhor. No presente exemplo u ~ H 3(D), de fato sobre n EJ:r3 não é de 
quadrado integrável, cf. 
f r (83 U) 2 (21)' {1 - { 1 lo 8x3 d.rdy = 64 lo y'f2 lo X-5/Zdidy:::: +oo, 
e portanto a priori não é de se esperar uma convergência cúbica para T2 como mostra. a 
última. estimativa acima, o que viria. a explicar o fato de so obtermos uma convergência 
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quadrática a posteriori com T2, para este exemplo. Com tudo o desempenho do T2 é 
em termos de CPU superior a.o dos outros elementos. No próximo exemplo também a 
solução u não esta em H 3 (f!), porém a convergência a posteriori atinge a ordem h3• 
E I 6. _ { O (x,y) tfc [1,2] X [1,2], xempo · u- (x-1)2 (y-1)2 1Sx,y<:;2 ver figura 2. 
Então u E H'( O) eu t/ H 3(0) ; fl = [0, 2] x [0, 2]. 
!l'(h) TI RI T2 NE 
6(0.4714) .14 3.8 X 10 2 .5.4 X 10 3 7.1 X 10 2 
8 4 21 18 
10(0.2828) 5.8 X 10 2 1.5 X 10 2 1.!0 X 10 3 4.1x10 2 
22 16 114 94 
16(0.1768) 2.3 X lO 2 .5.9x10 3 2.2 X 10 4 2.3 X 10 2 
62 4.5 674 416 
22(0.1286) 1.2 X 10 2 3.2 X 10 3 7.3x 10 5 1.5 X 10 2 
134 103 2311 1284 
30(0.0943) 6.3 X 10 3 !.7x w-' 2.5 X 10 5 9.5 X 10 3 
331 252 7764 4084 
40(0.0707) 3.4 x w-3 9.8 X 10 4 
841 696 
ordem h' ::::::: h2 h' h 
Comentários: Aqui só foram usados 2 pontos de Gauss por cada eixo o que é suficiente 
para obter uma boa aproxima.çã.o na quadrá.t.ura usada para. o lado f do sistema. já que 
ué, por partes, no máximo um polinômio de grau 2 em cada variáveL u. f/_ H 3(0), de 
f à'u · f · d · b fl ato ax 2 e uma unça.o escontmua so re , 
à2u _ {O (x,y) tfc [1,2] X [1,2] 
àx2 - 2(y-1)2 1<:;x,y<:;2 
{1} X (1, 2] é o conjunto de pontos em n onde esta "função" é descontínua. Assim não 
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. if'u r· 
existe Bx3 , com e e1to 
r' r' a'u 
Jo lo Ô:r 2 a, ],' (a'u /x=2 J,'ê:)" -a d.xdy= a,'P - a,opdxdy= X 1 X x=l 1 T 
=0 
f'(2(y -1)2.p;x=
2
)dy = -2 f\y -1)2cp(1,y)dy 1t x=I }I 
este último termo não sendo necessariamente nulo para qualquer t.p E CQ(f!), ao passo 
que 
f' f' ffa'u cpdxdy = f' f' if'u
3
cpdxdy = O, V.p. 
lo lo x3 lt lt ax 
Logo âa
211 
não é derivável segundo distribuições pois (1.2.5) não é satisfeita . 
.r' 
J\este exemplo o La.placiano de u. 
C; _ { 0 (x, y) E !1-([1, 2] X [1. 2]) 
U- 2((x-1) 2 +(y-1) 2 ) l<;x,y<;2 
é uma função descontinua no conjunto ({1} x (1,2]) U ((1,2] x {1}), e assim a malha 
deve ser escolhida de tal forma que esses pontos de descontinuidade estejam contidos 
na fronteira dos elementos da discretiza.ção para que a quadratura 
f= -~u sobre O , K; Ç O 
pre-programada decorrente do problema discreto não envie um dado errado para a 
resolução do sistema. De momento basta escolher N par. 
Corno já foi mencionado, a priori nã.o era de se esperar uma convergência cúbica 
com T2, ma.s foi atingida, como podemos verificar nos dados da tabela. 
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Figura 2 
Exemplo 7: u(x,y) ~ -.ry!n.ry , u E H 1 (fl), v rf_ H 2(fl) 
A'(h) TI RI T2 KE 
5(0 2828) 4.77 X }Q - 1.77 X lQ ' 8.85 X }Q 3 0.12 
6 4 13 15 
!O( O 1414) 1 22 X }Q - 3.95 X lQ 284x!O 4.12 X 10 
23 18 113 80 
15(0.0943) 5.82 X 10 3 1.69 X 10 3 1.43 X 10 2.23 X 10 2 
56 43 529 310 
20(0.0707) 3.49 X lQ 9.28 X 10 4 8.82 X lQ 4 1.45 X 10 -
105 79 1!)81 873 
30(0 0471) 1.7lxl0 3 4.04 X 10 4 4.49 X lQ ~ 7.88 X 10=3 
305 247 7641 3858 
ordem h h1 h h 
Comentários: Neste exemplo só temos v E H 1 (0), como wremos a seguir. Felizmente 
nos temo~ o sf'guinte resultado (Teorema 1. capÍtulo 4). d. teorPma .5.1-4 em [1 i]. sob 
as mÍnimas hipóteses do que a solução 11 E H 1(f!) e que PJ(K)Ç Ph- para K E Th, 
então 
Isto é claro, caso a solução do problema esteja garantida. A ordem de con-
vergência., em norma 11· IIHl(fl)l dada pelo teorema é h. se u E H 2(0). mais para 
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o presente caso nada é garantido com respeito a. ordem dessa convergência pois u só 
pertence a H1 (0). Com tudo podemos verificar na tabela do exemplo 7, convergências 
a posteriori da ordem h para TI, h2 para RI, h para T2 e h para NE. Lembremos que 
usamos, nas estimativas a. posteriori, um erro relativo em norma Euclideana e que ele se 
comporta como nas estimatiYas a priori em norma llllu(O)• como podt" ser constatado 
nos exemplos aqui analisados. Verificamos agora que este exemplo faz sentido e que 
somente temos u E H 1(0). 
A solução ué duas vezes difert"ncíável (segundo distribuições) com respeito a cada 
variáveL seja i.p E Cg:"(O), 
(.5.1.6) f r u â.p dxdy = t (<"P/'~'- t ââu 'f'd.r )dy = - f r ââu 'f'dxdy ln O.r lo :r:=o lo :r Jn :r 
basta mostrar que 
(5.1.7) u.p ;::: = u(l. y )'!'(1, y) - u(O, y)'f'(O, y) = O q.t.p. 
com efeito 
u(1,Y)'P(l.y) = -ylny.O =O 'ly E (0, 1], (i.e. q.t.p sobre[ O, 1]), e 
u(O,y)'f'(O,y) = lim u(r,y) · 'P(O,y) =O 
e~o+ ...._____, 
~o 
pois usando a regra de L 'hôpital) 
!ney ! 
lim u(E,y)= lim ....::::.!_=y lim f-=y lim E=Ü 
e-o+ " ..... o+ Ey ~-o+ o:Z o~o+ 
âu o 
Analogamente mostramos a existência de Oy. E sobre O 
(5.1.8) âu âx = -y(lnxy + 1) 
âu 
; ây = -x(lnxy + 1) 
âu 
Agora testamos a deri\'abilida.de de iJ;r. 
(.5.1.9) fi âu Ô'f' i'(âu ~T~') fi â'u -. -dxdy = - 'P dy - - 2 'f'd.xdy = n Ox 0.-r: o Ox .r""o o iJ:r 
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já que podemos mostrar que 
(5.110) au 1
7
=
1 au au 
-à 'P =-a (!,y)'f'(l,y)- -iJ. (O,y)'f'(O,y) =O 
Tr:::O :r I 
q.Lp. 
com efeito 
au 
iJx(l,y)'f'(l,y) = -y(lny+ l)·'f'(l,y) =0 q.t.p. e 
ou . ou . 
-
0 
(O,y)'f'(O,y)= hm -0 (õ,y)'P(c,y)= hm -y'f'(ê,y) (lne+lny+l)= .t e-o+ x ~~o+ 
-y lim 'f'(ê,y)lnê-y'f'(Ü,y) (lny+l) =0 
~-+o+ 
=0 q.t.p. 
com efeito 
I. 'P(c,y) I. 'P'(E.y) I. I ' '( ) 1m 1 = un 1 = - 1m f n f · t.p E:, y = O ~-o+ - €-o+ -,-ln~ dn ~ 
já que 
lim t.p1(E,y) = t.p1(0,y) =O por definição, e 
e-o+ 
ln2 E 2ln~ 
limEln2 E= lim-1-= lirn e1 =-2limEinE=Ü ~-o+ ~-o+ - ~-o+ - 2 "-o+ 
' ' 
como já. vimos ao testar a derivabilida.de de u. 
Analogamente mostramos a deriva.bilida.de de v e ~~ com respeito a y. Assim o 
Llu está definido q.t..p. sobre O . 
De (5.1.8) nos temos q.t.p sobre O 
(5.111) 
(5.112) 
iJ'u = -y(_l_y+O) = _1!. a .•. 2 :ry :r 
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u '/ H 2(fl), com efeito 
u E H 1(D), primeiro mostremos que u E L 2(0) 
j fou 2d.rdy= j fo(:rylnx+xylnny) 2d:rdy= 
fo 1 y2 (fot :r 2 ln 2 :1:dx) dy + 211 lln y (foi x2 ln xdx) dy 
+ fot y21nzv(fot :r2d:r )av 
ba.st.cmdo Yerificar que a.s seguintes integrai:; existem 
conside-rando que 
la1 ( 3 ? ., ) 11 ? 2 2 :r 2 - 3 - 3 -:r ln :ul:r = -In I- -:r In :r+ -:r = -o 3 9 2i o 27 
(1 (? ?)11 1 lo :r21IJ.rd:r = ~In :r- 9 o= -g 
lirn :r3 ln 2 x = O 
T--+0+ 
e lim :r3 ln :r = O 
x-o+ 
e ainda. ~~ E L 2 (íl) 
f k (~~)' dxdy =f k y2(ln x +In y + i)'dxdy 
= foi y2 (li ln2 xd:r) dy + 211 y2 ln v(fo1 ln :rdx) dy 
+2 fot Y?. (fotln xd:r )av + fot fot i lnz ydyd:r + fot fot yzln ydyd:r + fot fot yzdydr 
onde é suficiente que existam as integrais 
L1 ln2 :rdx = (xln2 x- 2:rln.r + 2:r)l6 = 2 
11 In xdx = (:r ln :r - :r) 16 = -1 
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onde 
lim :rln2 x =O e lim :r In :r = O o 
x--+0+ 
Até aqui temos provado que, u E H 1(fl), u ~ H 2(fl) e .ó.u está definido q.t.p. so-
bre f! (de uma generaliza.ç.ão deste exemplo por indução, seguindo o mesmo tra1 amento 
dado aqui, prova-se que 
u = (xy)" Inxy E H"(fl) e 
Para que ao menos o problema fraco faça sentido as integrais envolvidas na 
formula.ç.ão devem existir. Não devemos esquecer aqui que para usar o Teorema de 
existência, de v., requisitamos f E L2(fl) que nào é o presente caso, com tudo, este 
exemplo mostra uma clara convergência do método, através da convergência dos erros. 
iJ'u 
Vale também dizer que se 
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_2 f/_ l
2(f!) entâ.o também f r/- L 2(fl). como em 
' (5.1.11), (5.1.12). 
Assim na formulação aproximada .. 
f '\llj>;. 'V'I./•Jd:r = f f'l/>Jã:f + f ')'o aàu lo1f';da la lo lr1 17 
podemos observar que as integrais existem. Na parte [ 1 da fronteira não encontramos 
dificuldade para integrar o 1.Prmo ')'o~~ )'ot''r 
Para elementos K com um dos seus lados na parte f 0 da fronteira, a integral 
r fà:r = j r (:I:+ 11)dxdy }h- lr: y 3' 
e indeterminada, mas a integração 
existe, com efeito, 'PJ é um polinômio tal que 
onde p e q são polinómios, e para o caso do f{ ser um quadrilátero com um vértice na 
ongem :p1 [h· = 'J.'YP onde pé um polinómio. 
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Por último, é interessante comparar este exemplo com a solução de H 1(f!) a se-
gun, 
Exemplo 8: 
2 
v= -(x- x 2 ) 312y 
3 , v <t H
2(fl) 
cuja ordem a posteriori de convergência é menor do que h pa.ra os quatro elementos. 
àu àv 
Com efeito, u E H 1(D). Como podemos trivialmente verificar u, ::.1' ::.1 pertencem a 
ux uy 
l'(fl). Agora bem, usando (5.1.9) e (.).1.10) conduimos que::~ existe e (veja 1.1-8 e 
subseqüente análise em [17]) 
à2v (I- Sx + S.x 2 ) • à2u 2 . 
" 2 = ( _ 2)I/ 2 y, ma.rs 0 2 </c L (fl). com efe>to u.T- 2 :r :r u.T-
11 (à'u)'d ·d - ~ 1' (I- Sx + B:r') (1' 'd )d d .1 y- 1J 1J :r. on e n 8:r2 4 o (:r-:r 2 ) o· ' · 
1'(1-8x+8x2 ) 2 64 x I' ~--;----'-c2;-;-~d:r = -16- 16::r + 32:r2 - -r3 + ln --o (:r-:r) 3 1-.ro 
a integra.bilidade dependendo do último termo, 
X I''' X I' lim In-- + lim In-- = +oo --~o+ 1- :r E õ-+t- 1- .r 112 
logo u <1 H'(fl). 
(I- S.x + Sx 2 ) 6.u = y 2(x- x 2 )'12 q.t.p. sobre n . 
m 
As espressões :r 1 , m :2: O sã.o integráveis sobre qualquer compacto contido (x-x2)12 
em n (ver fórmulas integrais números 86,89,90,91 ), logo o lado f do sistema est.á 
gara.nt.ido, já que 
(5.1.13) 
onde f= -6.u e 'P; E Ph·, lí Ç !1 e 
8u 8u au. 
-,-=ry, -,--+~," 
u1} u.T uy 
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onde TJ é normal e exterior a fronteira. âf!. Com 3 coordenadas por eixo na quadratura 
Gaussia.na. obteve-se os seguintes resultados 
N(h) Tl Rl T2 NE 
5(0.2828) .12 .12 .1 .13 
59 38 119 80 
10(0.1414) 7.4 X 10 - 7.4 X 10 - 1 x w-- 7.5x10 2 
263 192 608 383 
15(0 0943) 5.8 x w-~ 5.9 X 10 - 5.7 x w-"' 5.8 x w-"' 
628 431 1522 963 
20(0.0707) 5 x w-~ s x w-~ 4.9 x w-~ 4.9 x w-~ 
1127 787 3410 2059 
30(00471) 4 x w- 2 4 X lQ- 2 4 X 10 ' 4 x w-~ 
2620 1962 11704 6493 
ordem <h <h <h <h 
Usando uma quadratura Ga.ussiana ma.is refinada: 9 pontos por eixo. o erro di-
minui consideravelmente como mostra a próxima tabela .. 
N(h) T1 R! T2 NE 
5(0.2828) L1 X lO-' 9.2 X 10 8.4 X 10 1 X 10 2 
10(0.1414) 6.7 x w-" 6.4 X lQ 6.3 x w- 6.4 X 10 
15(0 0943) 5.4 X }Q 5.3 X lQ 53 X 10 3 5.3xl0 
20(0.0707) 4.6 x w-" 4.6 X lQ 3 4.6x10 4.6 x 10 
30(0.0471) 3.38 X 10 3.8 X 10 3.8 X 10 3.8 X lO 
ordem <h <h <h <h 
Kestes últimos dados a. ordem h de convergência não é atingida para nenhum dos 
quatro elementos. Nas últimas duas tabelas os erros lançados pelos testes são idênticos 
para os quatro elementos (???) saindo com vantagem Rl que usa menor tempo de 
CPU, em seguida Tl, NE e T2 respectivamente. Provavelmente a baixa convergência 
dos resulta.dos, neste exemplo, é devido aos dados aproximados pela quadratura nas 
entradas JJ em (5.1.13) causadas pelo termo assintótico 
p 
f<p, = (x- x')'i' P polinômio em x e y. 
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Por último, a. ordem de convergência para est.e exemplo é superior a h112, para os 
quatro elementos. 
ExPmplo 9: 
u(x,y) = x'''y', u E L2(fl), u f/ H 1(fl) 
u é dPrivável no sentido dt> desitribuições e 
au 1 ~1/2 7 . 
-=-:r y ma1s 
i) •) ' ' 
iJu 
iJx '/ L2 (fl), com efeito 
X -
f fo(:~)'dxdy =~lo' Hfo' yl4dy)d, = 
- ~d.r =-In :r = -- lim lnc = +oo I 1' I I I' I 
60 o x 60 0 60 ~--o+ 
logo u rJ H' (fl). 
O laplaciano b.u esta definido q.t .p sobre !1 e 
'i' I 3/2 -
.6.u = 42.r y - -:r~ y' 
4 
Além do ma.is é possÍYel efetuar a integração das entradas do lado f do sistema 
decorrente da discretiza.çã.o (como no exemplo 7). Portanto o problema discrE'to está 
definido. 
N(h) TI RI T2 NE 
5(0.2828) 9.8 x w~~ 4.3 X 10 ' 1.1 x w~~ 8.9 x w-~ 
22 17 54 36 
10(0 1414) 3 X 10 2 l.i X 10 ' 8.1 X lQ-<1 5.5 X 1Q ' 
99 66 272 1i3 
15(0.0943) 1.6xl0 2 1.1 X 10 - , x w-"' 3.8 X 10 2 
2:14 169 930 522 
20(0.0707) LI X 10 ' 8.5 X 10 6.3 X 10 3 2.8x10 2 
443 302 2211 1195 
30(00471) 6.8 x w-"' 6.2 X 10 5.3 x w-"' 1.8 X 10 -
10i9 778 9293 4518 
ordem h h <h h 
Enquanto Tl, Rl e NE atingem a ordem h de convergência T2 não chega a uma 
ordem de convergência de h112. 
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Observação: Verifica-se que as componentes (a maioria) do vetor 1l - ü;., isto é, 
lu(x;)- u.~,(x;)l, tem uma. convergência da mesma ordem do que o erro percentual. 
Exemplo 10: 
u = (xy)'i', u E H'(fl), u f/ H'(fl) 
N(h) TI R1 T2 NE 
5(0.2828) 1.2 X 10 2 6.4 x w-"' 1.2 X 10 - 7.5 x w-' 
48 34 109 63 
10(0.1414) 7.2 x w-"' 6.8x10-"' 7.1 x w-:~ 3.5x10-:.: 
220 143 S49 315 
15(0.0943) 5.2 X 10-o 5.9 X 10-' 5.5 x w-<~ 2.3 X 10 -
508 328 1520 838 
20{0.0707) 4.3 X 10 5.2 X 10 3 47x1o-<~ 1.7 X 10 
889 630 3237 1683 
30(0.0471) 3.3 X 10 4 3 X 10 3. 7 X 10 l.lxlO -
2186 1512 11529 56/9 
ordem <h <h <h h 
Sobre o interior de !1 u é indefinidamente diferenciável, isto é 
o 
onde fH1 = 8!1 é um conjunto de medida nula .. Assim 
- d:rdy = --::- .r-41" y61"dy dx = Jl( i)u)' 9 i' -(i' - ) 081· 2:)o o 
45~ {1 x-4fsd.r = 4_.5~ . 5xl/51I < oo. 
27;:,lo 2r;:, 0 
Analogamente com respeito a. y, logo u. E H 1 (fl). 
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f r (ô'u)'dxdy = _3()_ r! x-14/5( e y•i'dy)dx = Jn âx2 625 lo lo 
36 . ~ {I x-14/Sdx = 36 . ~. (-~):r-9/511 = oo. 
62.5 11 lo 625 11 9 o 
Observações e conduções finais 
Pelos exemplos analisados aqui pode ser observado que em geral os erros dados 
a priori (no ca.so atual para valores da função) coincidem com a melhor ordem inteira 
estimada a posteriori com exceção do exemplo 6 onde para uma função de H 2 , T2 
obteve 'uma' ordem de convergência a mais da esperada a priori. 
Também obteve-se convergência para exemplos não previstos em teoria, como nos 
últimos. 
Levando em consideração estes últimos exemplos. é desejável achar condições ge-
rais que permitam garantir soluções e até ordens de convergência para funções u exclu-
sivamente de H 1(fl) ou L 2 (0) 1 como as dos exemplos 7,8,9 e 10 onde as propriedades 
que garantem uma solução e uma aproximação a ela foram enfraquecidas e ainda assim 
foi obtida uma clara convergência do método. 
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