Mechanistic dynamic cell population models for the tumour control probability (TCP) to date have used a simplistic representation of the cell cycle: either an exponential cell-cycle time distribution (Zaider & Minerbo, 2000 Gong & Yurtseven, 2009, From cell population models to tumour control probability: including cell cycle effects. Acta Oncol. (submitted)). Neither of these simplifications captures realistic cell-cycle time distributions, which are rather narrowly peaked around the mean. We investigate how including such distributions affects predictions of the TCP. At first, we revisit the so-called 'active-quiescent' model that splits the cell cycle into two compartments and explore how an assumption of compartmental independence influences the predicted TCP. Then, we formulate a deterministic age-structured model and a corresponding branching process. We find that under realistic cell-cycle time distributions, lower treatment intensities are sufficient to obtain the same TCP as in the aforementioned models with simplified cell cycles, as long as the treatment is constant in time. For fractionated treatment, the situation reverses such that under realistic cell-cycle time distributions, the model requires more intense treatment to obtain the same TCP.
Introduction
During each cell cycle, a large number of highly complex and finely tuned processes occur; these are commonly divided into the five stages G 0 (quiescence), G 1 (gap 1), S (synthesis), G 2 (gap 2) and M (mitosis) (Heath, 2001) . The total time between two successive divisions varies between cells and cycles. Laboratory experiments reveal a distribution that is narrowly peaked around its mean value and can be well described by a gamma distribution with a shape parameter α ≈ 20; see Fig. 1 and (3.10) (Hoel & Crump, 1974; Kendall, 1948b; Powell, 1955) . Mathematical models for the cell cycle using the theory of branching processes were developed in the 1950s (Harris, 1963) ; for summaries and reviews, see , Jagers (1975) and Kimmel & Axelrod (2002) . They have since been used to describe experimental data such as the stathmokinetic experiment (Darzynkiewicz et al., 1986) and the mitotic index, i.e. the fraction of cells in the M phase (Harris, 1963) .
Huge efforts are being undertaken worldwide to control or eradicate cancerous cells by chemotherapy or radiation therapy. One indicator for the effectiveness of a given treatment is the so-called 'tumour control probability' (TCP): the probability that a tumour is eradicated after a given time under a certain 2 of 30 A. MALER AND F. LUTSCHER treatment schedule, given its initial size (Munro & Gilbert, 1961) . Another measure of theoretical and practical importance is the probability distribution of the number of cells surviving treatment (Tucker et al., 1990) . Both these questions have been addressed using mathematical and statistical modelling to guide experiments and suggest optimized treatment schedules (Usher, 1980, e.g.) . Given that cells in different phases of the cell cycle exhibit different susceptibility to treatment (Bloomer & Adelstein, 1982) , it is likely that the TCP and the probability distribution of surviving cells depend on an accurate representation of the cell cycle in these models. Zaider & Minerbo (2000) developed the first TCP model that was able to accommodate any treatment schedule and take into account cell proliferation between treatments. Their model is based on a birth-death process (Kendall, 1948a ) with a constant birth rate b describing cell proliferation and a time-dependent death rate λ(t) describing the combined effect of (constant) background cell mortality and time-dependent death due to treatment. The corresponding differential equation for the expected number of clonogens N (t) is 1) which for N (0) = 1 has the solution
( 1.2)
The TCP formula derived by Zaider and Minerbo contains this solution: 3) where N 0 is the initial number of clonogens. One assumption underlying the deterministic model (1.1) as well as the birth-death process is that the time between cell divisions is distributed exponentially, i.e. according to a gamma distribution with shape parameter α = 1 (Fig. 1 ). Another assumption is that cells in all phases of the cell cycle are affected equally by therapy. Since experimental evidence suggests a gamma distribution with α ≈ 20 and since cells in different phases exhibit varying sensitivity to treatment, the question is how the results and predictions change if a more accurate cell-cycle distribution is modelled. Dawson & Hillen (2006) proposed an extension of the model by Zaider and Minerbo, in which they represent the five phases of the cell cycle as two compartments: the active compartment (comprising the phases G 1 , S, G 2 and M) and the quiescent compartment (the G 0 phase) (see also Hillen et al., 2009) . The separation into two compartments was chosen to represent differential susceptibility to treatment: active cells are much more susceptible to radiation damage than quiescent cells. Of course, this model can be easily adapted to cell lines without a significant G 0 phase, simply by interpreting as 'quiescent' all cells in an early, less susceptible portion of the cell cycle (e.g. the G 1 phase), as long as the 'activation' process can be described by a Poisson process (i.e. activation times are exponentially distributed).
The expected numbers of cells in the active and quiescent compartments, N A and N Q , respectively, satisfy a system of differential equations: extending (1.1),
where µ is the rate of active cell division (which results in two new quiescent cells) and ν is the rate of quiescent cell activation. The death rates λ A (t) and λ Q (t) depend on time and cell type. The formula for CELL-CYCLE TIMES AND THE TCP 3 of 30 FIG. 1. The probability density function f (a) of the gamma distribution (3.11) for shape α = 1, 2, 20 (dotted, dashed and solid lines, respectively) and identical mean α/β = 1.
the TCP derived by Dawson and Hillen contains the solution of this deterministic system, similar to the case of Zaider and Minerbo above. The assumption of two compartments and constant division and activation rates implies that the cell-cycle time is distributed according to the convolution of two exponential distributions,
(1.5)
This distribution captures the one essential feature that no cell can reproduce an arbitrarily short time after being born, but it still differs significantly from experimental evidence. In the case of identical rates µ = ν, we obtain a gamma distribution with shape parameter α = 2 (Fig. 1) . In their paper, Dawson & Hillen (2006) state that their method can be 'extended to describe a system with more compartments, however, the computations would become very tedious'. While adding more compartments would certainly lead to a cell-cycle distribution that is close to experimental results, we agree that such an extension would be tedious. We also point out that in the approach of Dawson and Hillen, there is an implicit assumption that the number of cells in the active compartment is statistically independent of the number of cells in the quiescent compartment, which actually only holds if both µ and ν are 0. In Section 2, we revisit the active-quiescent (AQ) model by Dawson and Hillen but do not assume that the compartments are statistically independent. In the case of constant death rates, our approach leads to a pair of coupled differential equations for the TCP and a simple formula for the asymptotic TCP. We show how the solution of this model may differ from the solution found by Dawson and Hillen. We then formulate a deterministic model incorporating a realistic distribution of cell-cycle time in Section 3 and the corresponding stochastic model in Section 4. In these two models, we also allow for the distinction of cancer stem cells (Michor, 2008) . Also, in both models, we assume that the death rate is constant in time. Although this assumption does not capture time-dependent treatment schedules, any realistic treatment schedule can be approximated reasonably well by a piecewise-constant death-rate 4 of 30 A. MALER AND F. LUTSCHER function. We analyse the two models with an emphasis on the differences from the models of Zaider & Minerbo (2000) and Dawson & Hillen (2006) mentioned above.
In Section 5, we use our models to study more realistic treatment schedules numerically.
The AQ model revisited

The AQ ordinary differential equation model
Since cells in different phases of the cell cycle exhibit different susceptibility to treatment, we follow Dawson & Hillen (2006) and consider two compartments of cells: active cells, which are able to divide, and quiescent cells, which must activate before dividing (and may actually represent the G 1 phase if G 0 is absent). As in Section 1, we denote by µ and ν the division and activation rates, respectively. The death rates λ A and λ Q in the active and quiescent compartments are assumed to be constants. The resulting ordinary differential equation (ODE) model (1.4) is linear and homogeneous:
The origin is the only steady state and the trace of the coefficient matrix C is negative. Hence, the model predicts either extinction (if the origin is a sink) or unbounded growth (if the origin is a saddle). The determinant of the system is
The origin is stable if det C > 0, i.e. if 2) and unstable if det C < 0. Hence, the deterministic model predicts a change between tumour growth and tumour extinction at the critical death rates λ A = µ (for λ Q < λ * Q ) and λ Q = λ * Q (for λ A < µ). We now consider stochastic models to determine the probability of extinction.
The AQ branching process
We start by developing a continuous-time two-type Markov branching process model. For an introduction to the theory of branching processes, see , Harris (1963) , Jagers (1975) or Kimmel & Axelrod (2002) .
Throughout this paper, we assume that coexisting cells develop independently, i.e. the probability that a given cell divides, activates or dies does not depend on the number of other cells. This means that tumour growth is density independent. This assumption is valid for low-density tumours and tumours close to extinction. Note that this does not mean that the number of active cells is (statistically) independent of the number of quiescent cells.
We denote by the random variables (r.v.s) X (t) and Y (t) the numbers of active and quiescent cells, respectively, and consider the process starting from X 0 active and Y 0 quiescent cells. The joint probability of there being n active and m quiescent cells at time t (conditional on the initial conditions) is P n,m (t) = Prob {X (t) = n and Y (t) = m} . The probability generating function (p.g.f.) of this process is
Given density independence, we only need to consider two cases:
1. There is initially only one active cell: (X 0 , Y 0 ) = (1, 0). We denote the corresponding p.g.f. by Φ A (z, t). 2. There is initially only one quiescent cell: (X 0 , Y 0 ) = (0, 1). We denote the corresponding p.g.f. by Φ Q (z, t).
Let the r.v.s τ A and τ Q represent the lifetimes of an active cell and a quiescent cell, respectively. These are exponentially distributed and their cumulative distribution functions (c.d.f.s) are given by
The life of an active cell ends in division or death-a 'division-or-death' event-which can produce either two quiescent cells or zero offspring. Analogously, the life of a quiescent cell ends in activation or death-an 'activation-or-death' event-producing either one active cell or zero offspring. Therefore, the p.g.f.s for the number of progeny or survivors of these events are, respectively,
Given these p.g.f.s for the event outcomes, we obtain differential equations for Φ A and Φ Q by the usual methods of branching processes (see Appendix):
subject to the boundary conditions
The extinction probability and TCP
Recall that TCP(t) is the probability that no cells are alive at time t given an initial population of X 0 active cells and Y 0 quiescent cells. The extinction probability for the AQ process starting from a single active cell is given by Φ A (0, t) = P 0,0 (t), conditional on (X 0 , Y 0 ) = (1, 0). Similarly, the extinction probability is Φ Q (0, t) for the process starting from a single quiescent cell. By density independence, the extinction probability for a process starting from
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A. MALER AND F. LUTSCHER Using the shorthand notation ϕ A (t) = Φ A (0, t) and ϕ Q (t) = Φ Q (0, t), we are led to study the planar ODE system (based on (2.7))
with initial conditions (ϕ A (0), ϕ Q (0)) = (0, 0) on the positively invariant square [0, 1] 2 . The nullclines of the system are
Clearly, (1, 1) is an equilibrium point. The second equilibrium is given by
Note that ϕ * Q 1 if and only if ϕ * A 1 (either algebraically or by considering the underlying stochastic processes). By definition, the solution (ϕ A (t), ϕ Q (t)) is non-decreasing in each coordinate. Since the solution is also bounded, it will converge to the smaller of the two equilibria. If (1, 1) is the smaller equilibrium, then the TCP approaches 1 as t → ∞ for any initial population of cells. Hence, the tumour will always go extinct and the process is subcritical. If (1, 1) is the larger equilibrium, then the process is supercritical and extinction may not occur even in the limit t → ∞. The two cases are illustrated in Fig. 2 . We obtain the asymptotic TCP (Zaider & Hanin, 2007) , i.e. the probability that the tumour will eventually disappear:
The 'critical treatment curve' is the set of parameters (λ A , λ Q ) on the boundary between supercriticality and subcriticality. This set can be obtained from the second equation in (2.12): solve ϕ * Q 1 to obtain all parameters corresponding to subcritical processes. This subcritical region is 14) which agrees with the conditions (2.2) for extinction in the deterministic model, except that only the stochastic model predicts certain extinction at the critical death rates λ A = µ (for λ Q λ * Q ) and λ Q = λ * Q (for λ A µ). The critical treatment curve (Fig. 3) gives the minimum rate at which active and quiescent cells need to die in order for the tumour to eventually become extinct with probability 1. The critical rate λ * Q is a monotone decreasing function of λ A . If active cells are being killed at a rate exceeding the division rate µ, then the process goes extinct even if no quiescent cells are being killed; similarly, if quiescent cells die faster than they activate, no active cells need to be killed.
The AQ birth-death process
Suppose that instead of using the two-type branching process above, we model the active and quiescent compartments with a continuous-time two-type birth-death process. Again, let X (t) and Y (t) be the numbers of active and quiescent cells, respectively, at time t. As above, we consider the associated joint p.g.f. 
FIG. 3. The critical treatment curve which gives the minimal quiescent cell death rate λ Q for which treatment is eventually successful (with probability 1) as a function of the active cell death rate λ A for fixed µ and ν.
where all probabilities are conditional on (X (0),
. By the usual methods of birth-death processes, we derive a partial differential equation (PDE) for Ψ (see Appendix):
subject to the boundary condition Ψ (x, y, 0) = x X 0 y Y 0 ; compare with (34) and (35) in Dawson & Hillen (2006) . The solution Ψ is constant along the characteristic curves given by t (s) = s and 
. Their boundary conditions are
Given initial conditions (X 0 , Y 0 ), the p.g.f.s Φ and Ψ uniquely determine all probabilities P n,m (t) for their respective stochastic processes; hence, if Φ = Ψ , then the branching process and birth-death process are equivalent. Since coexisting cells are independent by assumption, it suffices to show that Φ A = Ψ A and Φ Q = Ψ Q , and these equations are an immediate consequence of the observation that system (2.17) is the same as (2.7) with time running backwards.
To be precise, let z ∈ [0, 1] 2 and let t 0. Then, (Φ A (z, 0), Φ Q (z, 0)) = z by the boundary conditions (2.8) of the branching process. The differential equations (2.7) for the branching process mean that the solution (Φ A (z, t), Φ Q (z, t)) is the end point w = (w 1 , w 2 ) of a smooth curve Γ in the phase plane of Fig. 2 , parametrized by s ∈ [0, t] with initial point z.
Since the right-hand side of system (2.17) is simply the right-hand side of (2.7) multiplied by negative one, it follows that the same curve with the opposite orientation (i.e. a time reversal s → t − s) and coupled to a time variable t (s) = s constitutes a characteristic curve for Ψ A (x, y, t). This curve Γ has initial point (w, 0) and end point (z, t). Since Ψ A is constant along Γ ,
by the boundary conditions (2.18) for the birth-death process. But
for all z and t. Similarly, Ψ Q = Φ Q . Hence, the branching process and birth-death process are equivalent; in particular, they must give the same TCP.
Effects of the compartmental independence assumption.
The difference between this birthdeath process and the one given by Dawson & Hillen (2006) is that they implicitly assumed that the number of cells in the active compartment is statistically independent of the number of cells in the quiescent compartment, i.e. that
in their notation; see (30) and (31) in that paper. Instead of the joint p.g.f. (2.15), they obtained a product of two p.g.f.s, one for active cells and one for quiescent cells. Numerical simulations reveal that this assumption does make a difference. In all our simulations, the TCP without the assumption of compartmental independence was higher at all times. The magnitude of this difference depends on parameter values, of course, and it is small for at least one set of reasonable values and a large initial cell count.
With the parameters from Dawson & Hillen (2006) , the extinction probability of our AQ branching process starting from a single active cell is higher at all times than when the process starts from a single quiescent cell, i.e. ϕ A ϕ Q (left panel of Fig. 4) . Hence, the TCP (though not, in fact, the asymptotic TCP ∞ ) depends on what proportion of cells are in the active compartment at time t = 0. When the initial number of cells is on the order of 10 8 and 50% are active, as in Dawson & Hillen (2006) , then the difference between our TCP(t) curves and those given by Dawson and Hillen is negligible (graphs not shown). With only 1000 initial cells, 50% active, there is a small difference in the two TCP curves; when the initial population consists almost entirely of active cells (90%), then the TCP is much higher in our model than under the compartment independence assumption (right panel of Given that the difference between the TCP curves depends on the initial proportion of active cells, it seems prudent to develop a way to estimate this proportion. When treatment begins at t = 0, the tumour has already been growing for a long time, subject to constant death rates λ A and λ Q representing natural cell death. Therefore, the 'asymptotic' (t = ∞) proportion of active cells in the 'untreated' AQ model is a suitable estimate for the 'initial' (t = 0) proportion of active cells in the 'treated' model.
We obtain this asymptotic proportion from the linear ODE model (2.1). The proportion of active cells, r = N A /(N A + N Q ), satisfies a quadratic ODE:
Since r (0) = ν > 0 and r (1) = −2µ < 0, r must have a fixed point r * ∈ (0, 1), and this fixed point is unique in [0, 1] because r is quadratic in r . Hence, r * = lim t→∞ r (t) is the asymptotic proportion of active cells in a growing untreated tumour and serves as an approximation to the proportion of active cells at the time treatment starts. Calculating r * requires the natural (background) cell death rate for cancer cells, which varies greatly between cancers. Dawson & Hillen (2006) assume that natural death is negligible on the timescale of treatment; Zaider & Hanin (2007) claim that it is given by a cell loss factor of about 90% of the birth rate. In the AQ model, the average time to division (the doubling time) is t d = µ −1 + ν −1 . The birth rate b is related to the doubling time via exp(bt d ) = 2. Assuming a cell loss rate of 90%, this gives a death rate of λ = 0.9 ln(2)/t d , which we set to be equal for the active and quiescent compartment. Setting all other parameters to their values in Dawson & Hillen (2006) and solving for r (t) = 0 in (2.20), we obtain r * ≈ 0.27, corresponding to 27% of initial cells in the treated model being active. With this initial proportion of active cells, the difference between the models with and without the compartmental independence assumption is negligible.
The age-structured deterministic model
The McKendrick PDE and Lotka integral equation
We now formulate a deterministic model that allows us to incorporate experimentally obtained distributions for the cell-cycle time. This model takes the form of the classical Lotka or McKendrick model for age-structured populations (see Cushing, 1998 , or Kot, 2001 . The biological assumptions are as follows:
1. We divide (cancer) cells into stem cells (with unlimited potential for subsequent division) and normal (differentiated) cells (with limited future offspring) (Michor, 2008 ). We only model stem cells since cell lines arising from normal cells will eventually go extinct even without treatment (see Assumption 6). 2. As usual, coexisting cells develop independently (i.e. density independence). 3. Cells of age a divide at a rate µ(a), where the division rate function µ will be determined later. 4. Division is symmetric with probability p, producing two new stem cells, and differential with probability 1 − p, producing one new stem cell and one normal cell. 5. Cells of age a die from treatment or natural death at a rate λ(a), where the death-rate function λ will be determined later. 6. Treatment is considered successful if the number of cancer stem cells goes to 0 as t → ∞. In practice, of course, there is no guarantee that the patient will survive the disease and the treatment long enough to attain this limiting value.
We denote the density of (stem) cells of age a at time t by n(t, a). This density satisfies the McKendrick PDE ∂n ∂t
with the initial condition n(0, a) = n 0 (a). We need to specify the boundary condition at a = 0, i.e. we need to describe the birth of new cells. Since divisions occur at a rate µ(a) and produce on average 1 + p new (stem) cells, we obtain that
We introduce the survivorship function
which gives the proportion of cells that survive from age 0 to age a without dividing or dying. The solution of (3.1) is then given by
where the birth function B(t) solves the Lotka integral equation
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We denote by G(t) the second term on the right-hand side of (3.5), which represents the contribution of the initial population to the births at time t. It is reasonable to assume that G(t) → 0 as t → ∞, leading to the renewal equation for B(t) in the limit of large t:
Assuming an exponential solution to this equation, we define the Malthusian parameter m implicitly by
Then, as t → ∞, the density n(t, a) converges to a scalar multiple of
We introduce the total number of cells, N (t) = ∞ 0 n(t, a)da, and the age distribution, ρ(t, a) = n(t, a)/N (t), which converges to
There is no closed-form equation for N (t). For certain choices of birth-and death-rate functions, the Lotka integral equation can be solved explicitly by Laplace transforms. We present such a choice and the explicit solution in Sections 3.2 and 3.3.
A realistic cell-cycle time distribution
We denote by the r.v. GT the generation time (or cell-cycle time) of a cell, which has been observed in the laboratory as the time between successive divisions in a cell line. These measurements are consistent with a gamma distribution for GT (Kendall, 1948b; Powell, 1955) . Therefore, we assume in the following that the generation time has a gamma distribution (Fig. 1): GT ∼ Γ (α, β) (3.10) with shape parameter α > 0, rate parameter β > 0 and expected value E(GT) = α/β. The probability density function (p.d.f.) and c.d.f. for GT are, respectively,
The c.d.f. can also be expressed in terms of the survivorship function (3.3) with λ(x) ≡ 0:
Rearranging the above equation yields a realistic division rate:
This rate approaches β as a → ∞ (Fig. 5) . 
Constant cell death rate
The cell death-rate function λ(a) combines natural death and death due to treatment. It is reasonable to assume that natural death occurs at a constant background rate (Zaider & Minerbo, 2000) . Treatmentinduced death depends on treatment schedule, of course. In this section, we make the somewhat unrealistic assumption of constant treatment, which allows us (i) to obtain explicit solutions, (ii) to compare with some results of Dawson & Hillen (2006) and (iii) to model treatment by slowly decaying implants over a time period that is short compared to the implant's half-life. For the purpose of this section, we set λ(a) ≡ λ 0, so that cell death is exponentially distributed with mean 1/λ. In Section 4.4, we consider age-dependent death-rate functions, and in Section 5, we consider time-dependent treatment where the treatment duration is short compared to the cell cycle. If we scale the density function n(t, a) by e λt , we obtain the same equations (3.1-3.5) but with death rate 0. Therefore, it suffices to consider the case λ = 0 and then multiply the resulting density (or birth or mass) function by e −λt to obtain the correct density (or birth or mass) function for a death rate λ > 0. Incidentally, this proves that the age distribution is independent of the death rate. For the remainder of this section, we set λ = 0. Now, under the assumption of gamma-distributed cell-cycle times and a constant cell death rate of 0, we can explicitly solve the Lotka integral equation by Laplace transforms. We introduce the net maternity function φ(a) = (1 + p)µ(a)l(a) and rewrite (3.5) as
(3.14)
Taking Laplace transforms on both sides and rearranging, we obtain that
In the Appendix, we give an explicit solution of B(t) via the inverse Laplace transform. Each root of 1 −φ(r ) contributes one term to B(t); see (A.18) and (A.23). The traditional treatment of the Lotka integral equation makes additional assumptions which exclude our choice (3.13) of µ and guarantee that 1 −φ(r ) has exactly one real root (Cushing, 1998 ). This does not hold for µ when α is even. Given B(t) (see (A.18)), we calculate the density function n(t, a) by substituting B(t) into (3.4). We obtain the dominating term: as t → ∞, n(t, a) converges to a scalar multiple of
Therefore, the critical value of the death rate (the death rate which matches the exponent of asymptotic growth in time) is
17) GT) . The population goes extinct if λ > λ * and (eventually) grows exponentially if λ < λ * . Furthermore, in the limit as α → ∞ (as the generation time distribution approaches a Dirac delta distribution at the mean value), we get the asymptotic critical death rate
In Fig. 6 , we examine how the critical death rate depends on the shape parameter of the gamma distribution. In particular, we see how the predictions of our model with a realistic cell-cycle time distribution differ from those of a model assuming an exponential distribution. Tumour stem cells with shape parameter α + 1 for GT can be successfully treated with a lower cell death rate (and correspondingly lower treatment intensity) than stem cells with shape parameter α. A model with agedependent division rate (α > 1) is always significantly more optimistic than one with constant division rate (α = 1), and its level of optimism increases with α. The constant division rate model (where generation time is exponentially distributed), though popular for its solvability, may not be an accurate approximation to real cell population dynamics where α has been observed to be close to 20 (Kendall, 1948b) .
The stationary age distribution ρ ∞ (a) (recall (3.9)) for the PDE model (3.1) (and for the corresponding branching process to follow) is given by
(3.19) (Fig. 7) . We observe that for realistic cell-cycle distributions (α ≈ 20), the stationary distribution has fewer cells in tail and near zero than under the exponential assumption (α = 1) or the two compartments of Dawson & Hillen (2006) with µ = ν (α = 2).
The age-structured stochastic model
The Bellman-Harris process
In this section, we develop a stochastic model for the process described by the assumptions in Section 3. Unlike our approach in Section 2, we do not split the population into distinct compartments. Instead, we allow the division and death rates to depend on cell age, resulting in non-exponentially distributed lifetimes. Thus, the process is a continuous-time age-structured branching process, i.e. a Bellman-Harris process (Harris, 1963) . See , Harris (1963) , Jagers (1975) or Kimmel & Axelrod (2002) for introductory and general reference. We denote by the r.v. X (t) the number of (stem) cells of all ages at time t. Let
Since coexisting cells develop independently (density independence), it suffices to consider an initial population of one cell: P 1 (0) = 1. The p.g.f. for X (t) (conditional on the initial condition) is
with the boundary condition Φ(z, 0) = z. Let the r.v. τ be the lifetime of an individual cell. According to Assumptions 3 and 5 in Section 3, τ has the c.d.f.
and the p.d.f.
When a cell's life ends at age τ (in a division-or-death event), it produces a random number of daughter cells: none if the cell dies, two if it divides symmetrically and one if it differentiates. Since µ and λ are different in general, the progeny p.g.f. has age-dependent coefficients. It is given by
We assume that the initial cell has age 0. Then, the p.g.f. for X (t) satisfies
Therefore, Φ(z, t) obeys the integral equation
where z acts as a constant. Equations (4.6) and (4.7) follow from (4.5) by standard arguments for branching processes and can be interpreted in biological terms. For example, the first term on the right-hand side of (4.7) denotes the probability that the initial cell is still alive at time t, whereas the integral term counts all cells that were born at time t − u, multiplied by the probability that they are still alive at time t. This non-linear inhomogeneous integral equation cannot be solved explicitly. However, certain aspects of the process satisfy linear equations that can be solved. One of these is the mean number of cells.
The expected number of cells and asymptotic distribution
The expected number of cells at time t, M(t), is given by As such, it obeys the much simpler linear integral equation
The term l(t) on the right-hand side denotes the probability that the initial cell is still alive. Since this probability approaches 0 as t → ∞, we obtain the asymptotic equation 10) which is the same as (3.6). Therefore, the Malthusian parameters for the deterministic and stochastic processes are the same. If the Malthusian parameter is positive so that the process is supercritical, then the probability density function σ (t, a) of cell age converges to Harris, 1963) . Hence, the asymptotic age distribution σ ∞ in the branching process model is the same as in in the deterministic model (ρ ∞ in (3.9)).
In the deterministic model, the total number of cells N (t) did not satisfy a closed-form equation, while the expectation M(t) in the branching process does. In fact, (4.9) can be solved explicitly. Define the transform F * n (t) of the c.d.f. by (Yakovlev et al., 1998) . Then, the solution of (4.9) is
(4.13)
The extinction probability and TCP
The probability P 0 (t) that the process is extinct at time t is also the TCP for a tumour that started with a single (age 0) cell. In terms of the generating function, the extinction probability is
(4.14)
By density independence, the TCP for a tumour with X 0 initial cells of age 0 is TCP 1 (t) X 0 . From (4.7), we derive an equation for the extinction probability:
Like the integral equation for Φ, this non-linear homogeneous integral equation cannot be solved explicitly. Instead, we derive the asymptotic TCP for the single cell process: the limit TCP ∞ = lim t→∞ TCP 1 (t). Substitute expression (4.5) for h into (4.15) and take the limit as t → ∞ to obtain that Assume that the probability for a cell to survive forever (without dividing or dying) is 0, i.e. that
We interpret q as the probability that a cell ends its life by reproduction, whereas 1 − q is the probability that the cell's life ends by death. With this notation, TCP ∞ satisfies the quadratic equation
The solutions to this equation are
If the latter is less than 1, the process is supercritical. The condition for TCP ∞ < 1 is given by
where p * is the critical symmetric division probability. The first of these inequalities has a simple interpretation: if the probability that the cell divides before it dies multiplied by the probability that division is symmetric (i.e. increases the stem cell count) exceeds the probability that the cell dies before division, then the tumour may survive the treatment. Note that TCP ∞ = min{p * / p, 1} for any p and q.
Non-constant death rates and numerical simulations
Cells at different stages in their life cycle exhibit different susceptibility to treatment by radiation (Bloomer & Adelstein, 1982) . Dawson & Hillen (2006) showed that taking into account different mortality rates for active and quiescent cells increases the predicted dosage required to eliminate tumours. As a first step towards exploring the effects of realistic age-dependent susceptibility of cancer cells to treatment, we assume that the time until a cell dies from treatment (KT, for 'kill time') is independent of time and has a gamma distribution with respect to cell age: KT ∼ Γ (γ , δ) with shape parameter γ and mean E(KT) = γ /δ. If E(KT) < E(GT), then, on average, cells are killed before they can reproduce and eventual extinction is certain; see the top curve in Fig. 9 , where E(KT) < E(GT) = In the top panel, we fix the shape parameter for the division rate, α = 20, and compare the TCP curves for three different death rates: γ = 1, 2, 20. The TCP is highest when the death rate comes from an exponential distribution (γ = 1) and decreases in γ . When KT is exponentially distributed, many cells will die at an early age, but as the shape parameter of KT increases, cells have a higher probability of dividing before dying.
In the middle panel, we fix γ = 20 and compare the TCP curves for α = 1, 2, 20. The TCP is lowest when the division rate comes from an exponential distribution and increases as the shape parameter increases, i.e. as the distribution becomes more realistic. This finding matches the result on the critical death rate from the deterministic process in the Section 3.3.
In the bottom panel, we assume that the treatment-induced death rate is proportional to the cell division rate (α = γ ). Note that in all panels the solid line corresponds to α = γ = 20.
Particularly salient in all three plots is the fact that the TCP has initial 'waves' for large values of the shape parameters. These waves arise because cells are assumed to have age 0 at the beginning of 19 of 30 FIG. 9 . Critical probability of symmetric division p * as a function of kill time shape parameter γ for α = 20, E(GT) = 1 and various mean kill times E(KT) ∈ [0.1, 2]. For a fixed mean kill time, the asymptotic TCP is equal to 1 for values of p below the curve p * (γ ). E(KT) varies between 0.1 and 2 in steps of 0.1 as indicated by the labels on the curves. the simulation-they are highly synchronized. Over time, this synchronicity is destroyed and the waves smooth out.
Finally, we consider the relationship between p, γ and E(KT) with respect to the asymptotic TCP. Recall that p is the probability of symmetric division (division that produces two stem cells rather than one). When p is close to 1, nearly all cancer stem cell divisions produce two new cancer stem cells-the worst-case scenario. The critical symmetric division probability p * in (4.22) is the maximum value of p leading to extinction with probability 1 as t → ∞ (i.e. successful treatment). Ideally, p * is as close to 1 possible. γ is the shape parameter of kill time; the higher it is, the more narrowly distributed is KT around its mean (i.e. cells are only susceptible to treatment in a narrow age range). The mean kill time is E(KT) = γ /δ. Figure 9 plots the critical p * = min{(1−q)/q, 1} as a function of γ for various mean kill times, both higher and lower than the mean generation time. On each curve (representing fixed E(KT)), treatment is successful when p lies below p * (γ ). Note that p * is particularly sensitive to changes in γ when the mean kill time exceeds the mean generation time and γ is close to 1, and tumour eradication is difficult (if not impossible) when the mean kill time significantly exceeds the mean generation time and γ is large (i.e. the kill time distribution is narrowly peaked around its mean).
Incidentally, since TCP ∞ = min{p * / p, 1}, Fig. 9 also plots the asymptotic TCP when p = 1, as a function of γ , for various E(KT).
Fractionated treatment
In this section, we give an outlook on applying the ideas from Sections 3 and 4 to fractionated treatment schedules. As indicated before, we consider piecewise-constant treatment schedules rather than continuously variable ones. In addition, we assume that the duration of each treatment is short compared to the time between treatments and the mean cell cycle time. This assumption is well justified since the duration of a treatment is on the order of 10 min, whereas treatments are 24 h apart (Carlson et al., 2004 ) and the shortest cell-cycle times for human cancers are on the order of 24-48 h (Atkins, personal communication) with others on the order of weeks and even months (Hillen et al., 2009) .
For the deterministic model, we assume that cells proliferate according to the rate function µ and die from natural causes at a constant background mortality rate λ b between treatments. This leads to the McKendrick PDE
for 0 t T , where T is the time interval between treatments. We denote by L T the solution operator to this equation:
, where n 0 : R + → R + is the initial cell density. Since the duration of treatment is so short compared to the cell cycle, we neglect cell aging during treatment. Let S(a) be the treatment survivorship: the probability that an age a cell survives one treatment. Then, we obtain a discrete-time equation for the density of cells immediately before the kth treatment, u k : Rourke, 2007; Usher, 1980) . This formulation assumes for simplicity that treatment occurs every T time units, including weekends. The stochastic process corresponding to the fractionated treatment schedule described above is not a Bellman-Harris process because the lifetime distribution of an individual cell depends on its time of birth relative to the treatment schedule. In particular, it is not enough to keep track of the number of cells: one has to keep track of the ages of cells too. A thorough analysis of the deterministic and corresponding stochastic model for fractionated treatment is beyond the scope of this paper. Based on the preceding, we expect the following for a reasonably smooth, positive treatment survivorship S(a). Conjecture: The dominant eigenvalue of the operator u → L T [S · u] is real and non-negative with a non-negative eigenfunction. If this eigenvalue is greater than 1, then the iterated process (5.2) grows without bound and the corresponding stochastic process is supercritical, with the asymptotic cell-age distributions being identical between the two. The asymptotic TCP is less than 1. If the leading eigenvalue is less than 1, then the iterated process tends towards 0, the corresponding stochastic process is subcritical and the asymptotic TCP is 1.
It remains to determine the probability that a cell of a given age survives one treatment. If data are available, the function S(a) can be obtained by fitting or interpolation. For example, Bloomer & Adelstein (1982) found that radiation treatment survivorship in certain cells was lowest in the G 2 and M phases and highest in the late S phase. In order to derive an appropriate age-dependent treatment survivorship function, one then needs to know how fast the cell moves through the cell cycle (i.e. the precise relationship between age and cell-cycle phase). In addition, the data by Sinclair (1968) found that survivorship varies considerably between different cell types. We list three theoretical possibilities for the function S(a) and explore the effects of one of them numerically:
The asymptotic TCP is 1 if and only if
CELL-CYCLE TIMES AND THE TCP 21 of 30 2. If sensitivity to treatment is proportional to the probability of cell division, then S(a) = exp(−ωµ(a)T ) ≈ 1 − ωµ(a)T , where ω is a constant of proportionality. 3. Similar to the previous possibility, with a linear relationship between division rate and survivorship, we get We analysed fractionated treatment schedules by numerically approximating the exact solution to the iterated process (5.2) and by simulating the corresponding stochastic process with an individual-based Monte Carlo method. We let the cell-cycle time be gamma distributed with a mean of 48 h and tested various shape parameters: α = 1, 2, 20, as before. Natural death λ b was set to 0 and the probability of symmetric division was p = 1 (the worst possible case). Treatment was instantaneous and occurred every 24 h. We considered two sets of parameters for age-dependent survival, which was implemented according to the linear relationship (5.5): s M = 0.01 and either s Q = 0.5 or s Q = 0.9. For the parameter values chosen, the difference between the linear and the exponential survivorship is negligible. A total of 10 4 Monte Carlo simulations were performed for each set of parameters, each time starting from a single age-0 cell.
For the deterministic iterated process, we observed that the dominant eigenvalue is an increasing function of the shape parameter α (Table 1) . This means that for more realistic cell-cycle time distributions, the tumour is more difficult to eradicate. In fact, a realistic shape parameter α = 20 can give a supercritical process (tumour growth) even when the model predicts tumour extinction for smaller values of α (last row of Table 1 ). The total cell mass grows or declines by a factor close to the dominant eigenvalue in each iteration. Figure 11 gives the asymptotic distribution ρ ∞ (a) of cell ages in the case s Q = 0.5; the case s Q = 0.9 is almost identical. We clearly observe the sharp peaks at multiples of the inter-treatment time T for α > 1. This means that under our assumptions on treatment survivorship, with a realistic cell-cycle time distribution, the age of a surviving cell is very likely to be equal to or slightly greater than a multiple of the inter-treatment time (in the limit t → ∞).
We also observe that the mean of the stochastic model (Fig. 12) converges to 0 at the same rate as the mass of its deterministic counterpart and, as expected, the TCP is a decreasing function of the shape α (Fig. 13) . The one parameter combination that yields a dominant eigenvalue greater than 1 in the deterministic model is the only case in which the asymptotic TCP is less than 1. 
Discussion
What is the effect of cell-cycle time distributions on the TCP? The answer to that question depends to some extent on how the cell cycle is represented in the model but more importantly depends on how a cell is affected by treatment in the various phases of the cycle. Zaider & Minerbo (2000) assumed cell growth and death to be independent of cell age or cell-cycle phase. Their model serves as a reference point. Dawson & Hillen (2006) represented the cell cycle as two stages: active and quiescent. Quiescent cells are less susceptible to treatment, and therefore, one could expect that treatment intensity has to be higher in order to obtain the same TCP as in the reference model. However, quiescent cells also do not divide and therefore do not directly contribute to tumour growth. This fact should decrease the required treatment intensity for a given TCP. The actual outcome depends on the relative magnitude of these two effects. Dawson & Hillen (2006) give a detailed sensitivity analysis for their AQ model.
In Section 2, we revisited the AQ model and dropped the assumption that the numbers of cells in the active and quiescent compartment are independent (statistical independence). When treatment is constant in time, we showed that the TCP for the resulting branching process can be obtained from a simple 2D ODE system and we obtained explicit expressions for the asymptotic TCP. Numerically, we found that dropping the assumption of independence generally increases the TCP-i.e. the predictions by Dawson & Hillen (2006) are conservative-and that for reasonable choices of parameters and large enough initial cell populations, the difference between the TCPs is small. Without the assumption of statistical independence, an explicit expression for the TCP with time-dependent treatment cannot be obtained.
In Sections 3 and 4, we used the theory of age-structured integral equations and branching processes to construct a model for the TCP into which realistic distributions of cell-cycle times can be incorporated. We used a gamma distribution with shape parameter α = 20 to simulate experimental data and compared with α = 1, corresponding to the reference model where all processes are age independent, as well as with α = 2, corresponding to an AQ model in which the activation and division rates are identical. When treatment is constant in time, we obtained several analytical results, whereas in the case of fractionated treatment (Section 5) we relied exclusively on numerical methods and simulations. Varying different aspects of our model independently, we were able to study the relative effects of the aforementioned reduced treatment sensitivity and reduced division rate early in the cell cycle.
We found an explicit solution for the (deterministic) McKendrick equation as well as formulas for the asymptotic TCP in the corresponding branching process. When the treatment-induced death rate is constant in time and independent of cell age, the critical death rate decreases with α. In other words, the intensity of treatment can be reduced without diminishing long-term treatment success. The biological explanation for this is that for realistic cell-cycle time distributions, cells do not reproduce immediately after being born, but they can still be killed immediately. Even if the kill time is gamma-distributed with the same mean as the generation time, the TCP still increases with α (Fig. 8, bottom panel) . Similarly, for a given shape parameter α for generation time, the TCP decreases as the shape parameter γ for kill time increases (Fig. 8, top panel) as cells are increasingly like to reproduce before being killed by treatment. Real treatment schedules are never constant in time, of course (except, potentially, experimental situations), but some slowly decaying radioactive implants could be considered constant over short periods of time.
Fractionated treatments are the more realistic situation, which we present in Section 5. Here, we find that realistic shape parameters lead to an increased growth rate of the deterministic model and a correspondingly lower TCP for the stochastic model. We assumed that survivorship during treatment is a linear function of the division rate. The resulting survivorship function is plotted in Fig. 10 for the three shape parameters α = 1, 2, 20. Survivorship at early ages is much higher for realistic shape parameters, but on the other hand those cells are also unlikely to divide (Fig. 5) . In all the cases we explored, the TCP for realistic values of α was lower. A more thorough investigation is needed to fully explore the sensitivity of the TCP with respect to each of the parameters. Particularly interesting seems to be the aspect of resonance between treatment intervals and the cell cycle. Fractionated treatment can lead to a synchronized population of cells simply because sensitivity to treatment and cell-cycle phase are correlated. The time between treatments should be chosen so that the maximum possible number of cells surviving the previous treatment is in susceptible stage for the next treatment. However, waiting too long will allow all those cells to divide and their offspring to 'hide' from treatment in a less susceptible early stage of the cell cycle.
We end this discussion by mentioning three future research projects that emerge from our work. Susceptibility of cells to treatment has been measured as a function of cell-cycle phase, but these measurements need to be translated into a survivorship function of cell 'age' to incorporate them into an age-structured model. The dynamics of mixed continuous-discrete models such as (5.2) need to be explored in detail. And last but not least, stochastic models corresponding to (5.2) require in-depth attention. 
A.2 Derivation of the PDE for the AQ birth-death process
We present a brief derivation of (2.16) for the joint p.g.f. (2.15) in the AQ birth-death process. Recall that P n,m (t) is the joint probability of there being n active and m quiescent cells at time t. We express P n,m (t + ∆t) in terms of probabilities at time t in order to calculate the derivative P n,m (t). There are exactly six ways by which there can be n active and m quiescent cells at time t + ∆t:
1. There were n + 1 active and m quiescent cells at time t and one active cell died. The probability of this occurring is P n+1,m (t) · (n + 1)λ A ∆t + o(∆t). 2. There were n active and m + 1 quiescent cells at time t and one quiescent cell died: probability P n,m+1 (t) · (m + 1)λ Q ∆t + o(∆t). 3. There were n +1 active and m −2 quiescent cells at time t and one active cell divided: probability P n+1,m−2 (t) · (n + 1)µ∆t + o(∆t).
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A. MALER AND F. LUTSCHER 4. There were n − 1 active and m + 1 quiescent cells at time t and one quiescent cell activated: probability P n−1,m+1 (t) · (m + 1)ν∆t + o(∆t). 5. There were n active and m quiescent cells at time t and no cell events occurred: probability P n,m (t) · (1 − (n + 1)(λ A + µ)∆t − (m + 1)(λ Q + ν)∆t) + o(∆t). 6. There were some number of cells at time t and more than one cell event occurred: probability o(∆t).
Therefore, P n,m (t + ∆t) is equal to the sum of the six probabilities given above. Subtract P n,m (t) from this expression, divide by ∆t and let ∆t → 0 to get the derivative P n,m (t) = P n,m+1 (t) · (m + 1)λ Q + P n,m+1 (t) · (m + 1)λ Q +P n+1,m−2 (t) · (n + 1)µ + P n−1,m+1 (t) · (m + 1)ν −P n,m (t) · ((n + 1)(λ A + µ) + (m + 1)(λ Q + ν)).
Multiplying both sides by x n y m and summing over all n and m yields the PDE (2.16).
A.3 Solution of the Lotka integral equation
In this appendix, we present the solution of the Lotka integral equation by Laplace transform in the case of gamma-distributed generation time and constant death rate scaled to 0. We start with some notation. The survivorship function under the above assumptions becomes The net maternity function becomes φ(a) = β α (1 + p)a α−1 (α − 1)! e −βa . (A.8)
