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Abstract
We compute the simplest non-trivial Operator Product Expansion of Wilson-’t Hooft loop
operators in N = 4 and N = 2 Super-Yang-Mills theory with gauge group G = PSU(3). This
amounts to finding the Euler characters of certain vector bundles, describing electric degrees of
freedom of loop operators entering the OPE, over moduli spaces of BPS states in the presence
of loop operators.
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1 Introduction
Wilson loop operators [1] and ’t Hooft loop operators [2], [3] are famous examples of non-
local observables in gauge theory. The Operator Product Expansion (OPE) of these operators
contains important information about the theory. The product of parallel Wilson loops is
determined by the representation ring of the gauge group G, while S-duality conjecture [4]
predicts that product of parallel ’t Hooft loops is controlled by the representation ring of
the Langlands dual group LG. This prediction has been verified in [5] based on the earlier
mathematical result [6].
Yang-Mills theory also admits mixed Wilson-’t Hooft (WH) loop operators. As explained
in [3], at zero θ−angle they are labeled by elements of the set
Λ̂(G)/W =
(
Λw(G)⊕ Λw(LG)
)
/W,
where Λw(G) is the weight lattice of G and W is the Weyl group (which is the same for G and
LG). In N = 4 or N = 2 Super-Yang-Mills (SYM) theory these mixed operators can be made
supersymmetric preserving one quarter of the original supersymmetry.
In [7] an approach how to compute the product of WH loop operators in N = 2 gauge
theory was outlined and the OPEs were actually computed in N = 4 SYM with gauge group
G = SU(2) and G = PSU(2). More recently we determined the basic geometric ingredients
[8] required for the computation of the OPE of Wilson-t Hooft loop operators in N = 4 SYM
and N = 2 SYM with gauge group G = PSU(3). In this paper we use these ingredients to
obtain the simplest non-trivial OPE of WH operators in N = 4 and N = 2 SYM theory for
G = PSU(3):
WTw1, ν ×WTw1, 0 =WT2w1, ν +
∑
j
(−)sj WTw2, νj (1)
where magnetic charge w1(w2) is the highest weight of a fundamental (anti-fundamental) rep-
resentation of LG = SU(3) and electric charge ν = aw1 + bw2 is the highest weight of G, i.e.
a+ 2b = 0 mod 3. The electric weights νj and signs (−)sj on the right side of (1) are explicitly
determined in Section 3 for some values of a, b and the prescription how to compute them for
general a, b is provided.
Our approach uses the holomorphic-topological twist [9] of the N = 2 gauge theory and the
connection between BPS configurations in the presence of ’t Hooft operators and solutions of
3d Bogomolny equations with magnetic sources [5],[10]. To determine the right side of (1) in
N = 4 SYM, we have to compute the Euler characters IN=4
(
M,Va,b
)
and IN=4
(
X,Vbulka,b
)
of
certain vector bundles Va,b and Vbulka,b on moduli spaces M and X whose geometry was found
in [8] and is reviewed in Section 2. Similarly, to compute (1) in N = 2 SYM we compute
the holomorphic Euler characters IN=2
(
M,Va,b
)
and IN=2
(
X,Vbulka,b
)
. The (holomorphic) Eu-
ler characters compute with sign the ground states of appropriate supersymmetric quantum
mechanics (SQM) with the BRST operator acting as the covariant Dolbeault operator. This
SQM arises as the result of quantizing the gauge theory on R×I×C in the presence of Wilson-
t’ Hooft operators along R. Here I is an interval and C is a Riemann surface, and boundary
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conditions1 at the two ends of I are such that without any magnetic sources there is unique
vacuum. The WH operators WTw1, ν and WTw1, 0 are taken to sit at the same point at C and
at different2 points along I.
The compact moduli space M is obtained by blowing-up certain singular complex 4-fold
which is the compactification of the moduli space of solutions of 3d Bogomolny equations in I×C
with a single source characterized by magnetic charge 2w1. The blow-up procedure produces
exceptional divisor D in M. The non-compact moduli space X - referred to as the ‘bulk part’
of M - is obtained by removing from M the vicinity of D, i.e. the total space of the normal
bundle of D in M. As we review in Section 2, M is a P2 fibration over P2 and X = TP2. In
computing the Euler characters of bundles over M (in Appendix A) we use the Leray spectral
sequence. Meanwhile, to compute these characters for bundles over X we use L2 Dolbeault
cohomology for the metric written down in [8] and reviewed in equation (4) below.
The unknown electric weights νi and signs si in the right side of (1) can be read off from
the so called bubbled contribution:
IbubbleN=2
(
Va,b
)
= IN=2
(
M,Va,b
)
− IN=2
(
X,Vbulka,b
)
and
IbubbleN=4
(
Va,b
)
= IN=4
(
M,Va,b
)
− IN=4
(
X,Vbulka,b
)
decomposed into representations of the SU(2)α1×U(1) which is a subgroup of the gauge group
unbroken in the presence of ’t Hooft operator with magnetic charge w2. The existence of bubbled
contribution is due to monopole bubbling [5] which occurs when the magnetic charge of the ’t
Hooft operator decreases by absorbing a BPS monopole. This process is possible because the
moduli space of solutions of 3d Bogomolny equations in the presence of magnetic source with
charge 2w1 is non-compact.
Note that the computations in this paper can be viewed as a UV method. There are alter-
native IR methods of studying loop operators [11],[12],[13],[14]. Furthermore, loop operators in
a certain class [15] of N = 2 SYM theories were studied [16],[17],[18],[19],[20] using connection
with 2d Conformal Field Theory [21]. In the future we hope to compare our answers for the
OPE of Wilson-’t Hooft operators in N = 2 and N = 4 SYM with gauge group G = PSU(3)
with the OPE which can be obtained from these alternative methods.
This note is organized as follows. In Section 2 we review the geometry of moduli spaces M
and X together with vector bundles over them. In Section 3 we explain how to compute the
OPE (1) and provide explicit examples. We compute the Euler characters for vector bundles
on M in Appendix A and, under certain vanishing assumption, for vector bundles on X in
Appendix B. We provide evidence supporting the vanishing assumption in Appendix C and
collect useful formulae for computing the L2 norms of differential forms taking values in line
bundles on X in Appendix D.
1For an explicit choice of boundary conditions see [7].
2The twist [9] ensures that there is no dependence on the distance between points along I
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2 Review of moduli spaces M and X
Here we review basic geometric ingredients [8] required for the computation of the OPE of
Wilson-t Hooft loop operators in N = 4 SYM and N = 2 SYM with gauge group G = PSU(3).
These include the geometry of M - the moduli space of BPS configurations in the presence
of two ’t Hooft operators each with fundamental magnetic weight, as well as the geometry of
its ’bulk part’ - open subspace X obtained by excision of the vicinity of the certain blown-up
region in M. We also present vector bundles over M and X which encode electric degrees of
freedom of the loop operators in the OPE.
It was shown in [8] that M is defined by a hypersurface yaUa = 0 in a toric 5-fold Y5. The
weights under the two C∗ actions are
U1 U2 U3 Λ y1 y2 y3
first 1 1 1 −2 0 0 0
second 0 0 0 1 1 1 1
(2)
The 5-fold Y5 is a P
3 fibration over P2. Here U1, U2, U3 are homogenous coordinates on the
base P2~U and Λ, y1, y2, y3 are homogenous coordinates on the fiber P
3. Meanwhile, the 4-foldM
is P2 fibration over P2~U . General PSU(3) invariant metric onM was written out and confirmed
in [8] by reproducing correctly the OPE of ’t Hooft operators.
Let π :M 7→ P2~U . The vector bundle Va,b onM, which arises in computingWTw1, aw1+bw2WTw1,0,
is a pull-back from the base:
Va,b = π∗Va,b
where Va,b was determined in [8] to be
Va,b = OP2
(
−(2a + b)
)
⊗ S |b|V˜1
with V˜1 a vector bundle on satisfying the properties
r(V˜1) = 2, c1(V˜1) = 0, c2(V˜1) = 1, H
0(P2, V˜1) = 1, H
p(P2, V˜1) = 0 p = 1, 2. (3)
These properties are a consequence of the fact that V˜1 admits the following explicit connection
in the patch U1 6= 0 (see [8], section 6):
A(1,0) =
(
A(0,1)
)†
, A(0,1) = i
(
∂G)G−1 G = ( α α
α−1β α−1(1 + β)
)
with3
α =
y1/4
(y − 1)1/2 , β = −
z¯1
(y − 1)z2 or β =
z¯2
(y − 1)z1 ,
where
y = 1 + |z1|2 + |z2|2, z1 = U
2
U1
, z2 =
U3
U1
.
3Both choices of β give the same connection.
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Note that the bulk part X ofM is TP2~U . Indeed, X was defined in [8], section 4, by tiU i = 0
in the region Λ 6= 0 of Y5, where ti = yiΛ is a (global) coordinate on the fibre of OP2(2) for each
i = 1, 2, 3.
A general PSU(3) invariant Ka¨hler form on X was obtained in [8], section 4:
(−iJ) =
4∑
J=1
f˜J(s˜)eJ ∧ e¯J (4)
where in a patch U1 6= 0
s˜ =
x˜
y2
, x˜ = t2α
2 + t3α
3, y = 1 + |z1|2 + |z2|2, z1 = U
2
U1
, z2 =
U3
U1
with
α2 = t¯2 + z1(t¯2z¯1 + t¯
3z¯2), α
3 = t¯3 + z2(t¯2z¯1 + t¯
3z¯2).
Explicitly, we may take4
f˜1(s˜) =
1
2
1
s˜(1 + s˜)3/2
, f˜2(s˜) =
1
s˜
√
1 + s˜
+
1
s˜
, f˜3(s˜) =
1
s˜2
(1− 1√
1 + s˜
), f˜4(s˜) =
2
s˜
√
1 + s˜
.
This metric is used in Appendix C for explicit computation of L2 Dolbeault cohomology of
vector bundles over X.
Note that the bundle Vbulka,b which describes electric degrees of freedom in Wilson-’t Hooft
operator WT2w1, aw1+bw2 is again a pull back from the base P
2
~U
. We use the following connection
on Vbulk−a,−b:
A(1,0) =
(
A(0,1)
)†
, A(0,1) = i
(
∂GX
)G−1X GX = h(n)(s˜)y n2 G n = 2a+ b (5)
where the factor h(n)(s˜) in GX describes the lift of the connection on OP2(n) to X :
h(n)(s˜) ∼ s˜−n/4 s˜ 7→ ∞, h(n)(s˜) ∼ 1 s˜ 7→ 0.
The asymptotic at s˜ → ∞ is chosen in such a way that the norm (evaluated at the point
z1 = z2 = 0 on the base P
2
~U
) of the holomorphic section shol = ti of OX(2) approaches a
constant, i.e. we go to the unitary trivialization
sunit = GXshol (6)
and require the pointwise norm |sunit|2 at z1 = z2 = 0 to approach a constant. The reason is
that s˜ 7→ ∞ limit corresponds to approaching5 the blown-up region inM and, as shown in [8],
X behaves as C2/Z2 singularity fibered over P
2
~y, i.e. P
2
~U
effectively collapses to a point in this
limit and, therefore, ti should become a section of a trivial bundle.
The postulated behavior at s˜ → 0 (i.e. away from the blown-up region) ensures that the
connection on X is the same as the connection on the total space M - a pull-back connection
from P2~U .
4We use e1 = −s˜2E1, e2,4 =
√
s˜E2,4, e3 = s˜E3 to relate f˜K(s˜) for s˜ = s−1 with gK(s) given in equation
(27) in [8].
5s˜ 7→ ∞ near Λ = 0 region in M
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3 Computing OPE WTw1,aw1+bw2WTw1,0
In the approach [7, 8], to find the OPE WTw1, aw1+bw2WTw1,0 in N = 4 SYM we first have to
compute the Euler characters of vector bundles on M and X
IN=4(M,Va,b) =
4∑
α=0
(−)αI(α)
(
M,V(a,b)
)
, IN=4(X,Vbulka,b ) =
4∑
α=0
(−)αI(α)
(
X,Vbulk(a,b)
)
where for a vector bundle V on a complex 4-fold Y we denote
I(α)(Y, V ) =
4∑
p=0
(−)pHp
D,L2
(
Y,ΩαY ⊗ V
)
.
Note that Kodaira-Serre duality implies
IN=4(M,V−a,−b) = IN=4(M,Va,b), IN=4(X,Vbulk−a,−b) = IN=4(X,Vbulka,b ).
To determine the same OPE in N = 2 SYM, we have to compute the holomorphic Euler
characters of vector bundles on M and X
IN=2(M,Va,b) = I(0)
(
M,Va,b
)
, IN=2(X,Vbulka,b ) = I(0)
(
X,Vbulka,b
)
.
The characters for vector bundles on M and X are computed in Section 3.1 and Section 3.2.
We use these characters in Section 3.3 to obtain the bubbled contribution and read off the
unknown electric weights νj and signs sj in (1).
3.1 IN=2
(M,Va,b) and IN=4(M,Va,b)
In Appendix A we applied the Leray spectral sequence to compute, for any pull-back bundle
V = π∗V on M,
IN=4
(M,V) =∑
p,q
(−)p+qHp
(
M,ΩqM ⊗ V
)
= 3
2∑
q=0
(−)qχˆ
(
Ωq
P2
⊗V
)
(7)
IN=2
(M,V) =∑
p
(−)pHp
(
M,V
)
= χˆ
(
V
)
,
where χˆ denotes the weighted sum
χˆ(V ) :=
∑
p
(−)pHp(P2, V )
of bundle cohomologies on P2.
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Let us first compute IN=4
(M,V−1,−1) = IN=4(M,V1,1) and IN=2(M,V−1,−1) for
V−1,−1 = π∗V−1,−1, V−1,−1 = OP2(3)⊗ V˜1.
The properties (3) allow us to identify V˜1 with the vector bundle that fits into the following
exact sequence
0 7→ OP2 7→ V˜1 7→ Ip 7→ 0, (8)
where Ip is the ideal sheaf of a point on P
2. It is useful to recall that Ip fits into another exact
sequence
0 7→ Ip 7→ OP2 7→ Op 7→ 0, (9)
where Op is the skyscraper sheaf supported on p. We further tensor (8) and (9) by OP2(3)⊗ΩjP2
and use the corresponding long exact sequences for cohomology groups together with Kodaira-
Serre duality to find:
H0(P2,V−1,−1) = 2V(3,0) − V(0,0), H0(P2,Ω1P2 ⊗V−1,−1) = 2V(1,1) − 2V(0,0) (10)
H0(P2,Ω2
P2
⊗V−1,−1) = V(0,0), Hp(P2,ΩqP2 ⊗V−1,−1) = 0 p = 1, 2 ∀q. (11)
Here V(m,n) is an irreducible representation of PSU(3) with the highest weight (m,n). In total
IN=2
(
M,V−1,−1
)
= χˆ
(
V−1,−1
)
= 2V(3,0) − V(0,0) (12)
IN=4
(
M,V1,1
)
= IN=4
(M,V−1,−1) = 3 2∑
q=0
(−1)qχˆ
(
Ωq
P2
⊗V1,1
)
= 6
(
V(3,0) − V(1,1) + V(0,0)
)
.
(13)
Similarly, for V−2,−2 = OP2(6)⊗ S2V˜1 we use
χˆ
(
Ωp
P2
⊗V−2,−2
)
= χˆ
(
Ωp
P2
⊗V−1,−1 ⊗V−1,−1
)
− χˆ
(
Ωp
P2
⊗OP2(6)
)
p = 0, 1, 2
to compute
χˆ
(
P
2,V−2,−2
)
= 3V(6,0) − 4V(0,0), χˆ
(
P
2,Ω1
P2
⊗V−2,−2
)
= 3V(4,1) − 8V(0,0),
χˆ
(
P
2,Ω2
P2
⊗V−2,−2
)
= 3V(3,0) − 4V(0,0)
so that
IN=2
(M,V−2,−2) = 3V(6,0) − 4V(0,0) (14)
IN=4
(M,V2,2) = IN=4(M,V−2,−2) = 9(V(6,0) − V(4,1) + V(3,0)). (15)
Analogously, both the Euler and the holomorphic Euler characters can be computed straight-
forwardly for any V−a,−b = π∗V−a,−b with a > 0, b > 0, a + 2b = 0 mod 3 by using that
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cohomology of the vector bundle V−a,−b = OP2
(
2a + b
) ⊗ SbV˜1 are determined by an iterative
procedure
χˆ
(
Ωp
P2
⊗V−a,−b
)
= χˆ
(
Ωp
P2
⊗V−(a−1),−(b−1)⊗V−1,−1
)
− χˆ
(
Ωp
P2
⊗V−(a−2),−(b−2)⊗OP2(6)
)
. (16)
For example, in this way one finds
IN=4
(
M,Va,b
)
= IN=4
(
M,V−a,−b
)
= 3(b+1)
(
V(n,0)−V(n−2,1)+V(n−3,0)
)
n = 2a+ b. (17)
3.2 IN=2
(
X,Vbulka,b
)
and IN=4
(
X,Vbulka,b
)
Let us denote πbulk : X 7→ P2. In this section we first compute IN=4
(
X,Vbulk−1,−1
)
with Vbulk−1,−1 =(
πbulk
)∗
V−1,−1.
Using GX defined in (5), we find the norm of a section ψunit = GX
(
ψ1
ψ2
)
of the vector bundle
Vbulk−1,−1:
||ψunit||2 =
∫ (
h(3)(s˜)
)2
y3
volX
(
α2|ψ1 + ψ2|2 + α−2|β(ψ1 + ψ2) + ψ2|2
)
(18)
with volume form on X given by
volX = f˜1(s˜)f˜2(s˜)f˜3(s˜)f˜4(s˜)e1 ∧ e2 ∧ e3 ∧ e4 ∧ e1 ∧ e2 ∧ e3 ∧ e4.
This allows to think about Vbulk−1,−1 as follows
0 7→ OX(3) 7→ Vbulk−1,−1 7→ IZ(3) 7→ 0 (19)
0 7→ IZ(3) 7→ OX(3) 7→ OZ(3) 7→ 0, (20)
where OZ is the structure sheaf of the fiber Z of X at the point p.
Now we note
IN=4
(
X,Vbulk−1,−1
)
= 2IN=4
(
X,OX(3)
)
− IN=4
(
X,OZ(3)
)
(21)
IN=2
(
X,Vbulk−1,−1
)
= 2IN=2
(
X,OX(3)
)
− IN=2
(
X,OZ(3)
)
(22)
To evaluate IN=4
(
X,OZ(3)
)
and IN=2
(
X,OZ(3)
)
, we use the fact that the only6 non-zero
cohomology groups involving OZ(3), are
H0(X,OZ(3)) = 3V(0,0), H0(X,Ω1X ⊗OZ(3)) = 8V(0,0), H0(X,Ω2X ⊗OZ(3)) = V(0,0) (23)
Indeed, we found the following non-zero cohomology groups:
6Higher cohomology groups vanish since Z is topologically C2
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• H0
(
X,OX(3)
)
= V(3,0) + V(1,1)
• H0
(
X,Ω1X(3)
)
= 2V(1,1) + V(0,0)
• H0
(
X,Ω2X(3)
)
= V(0,0)
Explicitly, sections in H0
(
X,OX(3)
)
(in the holomorphic gauge) are
1. M ijtiU
j
(
1
−1
)
i, j = 1, . . . 3 with M ii = 0 transform in V(1,1)
2. CijkU
iU jUk transform in V(3,0)
Meanwhile, sections in H0
(
X,Ω1X(3)
)
are (in the holomorphic gauge)
1. hik(U
kdtj − 2tjdUk) transform in V(1,1) + V(0,0).
2. Ci[jk]U
iU jdUk transform in V(1,1).
Finally, H0
(
X,Ω2X(3)
)
is one-dimensional and generated by (in the holomorphic gauge)
ǫijkU
idU j ∧ dUk.
In (23) we simply count cohomology elements which are non-vanishing at z1 = z2 = 0. So we
compute
IN=4
(
X,OZ(3)
)
= −4V(0,0), IN=2
(
X,OZ(3)
)
= 3V(0,0).
Meanwhile, the characters for OX(3) are computed in Appendix B:
IN=2
(
X,OX(3)
)
= V(3,0) + V(1,1) IN=4
(
X,OX(3)
)
= V(3,0) − V(1,1) + V(0,0)
Hence, we find the Euler and the holomorphic Euler characters of Vbulk−1,−1
IN=4
(
X,Vbulk1,1
)
= IN=4
(
X,Vbulk−1,−1
)
= 2
(
V(3,0) − V(1,1) + V(0,0)
)
+ 4V(0,0)
IN=2
(
X,Vbulk−1,−1
)
= 2
(
V(3,0) + V(1,1)
)
− 3V(0,0) .
Let us consider Vbulk−2,−2 as another example. We compute
Iα
(
X,Vbulk−2,−2
)
= Iα
(
X,Vbulk⊗2−1,−1
)
− Iα
(
X,OX(6)
)
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Next we use, in addition to (19) and (20), the following short exact sequence
0 7→ OX(3)⊗ Vbulk−1,−1 7→ Vbulk⊗2−1,−1 7→ IZ(3)⊗ Vbulk−1,−1 7→ 0 (24)
So that
Iα
(
X,Vbulk−2,−2
)
= 3Iα
(
X,OX(6)
)
− 3Iα
(
X,OZ(6)
)
(25)
where we used
Iα
(
X,Vbulk−1,−1(3)⊗OZ
)
= Iα
(
X,OZ(6)
)
. (26)
We compute Iα
(
X,OZ(6)
)
by first listing all generators of H0
D,L2
(
X,ΩαX(6)
)
and then picking
up those which do not vanish at z1 = z2 = 0. Only 23 of these are non-vanishing at Z so that
I(1)
(
X,OZ(6)
)
= 23V(0,0).
Similarly we computed
I(0)
(
X,OZ(6)
)
= 10V(0,0), I
(2)
(
X,OZ(6)
)
= 14V(0,0), I
(3)
(
X,OZ(6)
)
= 11V(0,0), I
(4)
(
X,OZ(6)
)
= 0
so that
IN=4
(
X,OZ(6)
)
= −10V(0,0), IN=2
(
X,OZ(6)
)
= 10V(0,0)
Using IN=4
(
X,OX(6)
)
computed in Appendix B, we finally get
IN=4
(
X,Vbulk2,2
)
= IN=4
(
X,Vbulk−2,−2
)
= 3
(
V(6,0) − V(4,1) + V(0,3) + V(3,0) − V(1,1)
)
+ 30V(0,0)
(27)
IN=2
(
X,Vbulk−2,−2
)
= 3
(
V(6,0) + V(4,1) + V(2,2) + V(0,3)
)
− 30V(0,0) (28)
One may use an iterative procedure to write down the characters for general Vbulk−a,−b:
Iα
(
X,Vbulk−a,−b
)
= 2Iα
(
X,Vbulk−(a−1),−(b−1) ⊗OX(3)
)
− Iα
(
X,Vbulk−(a−1),−(b−1) ⊗OZ(3)
)
(29)
−Iα
(
X,Vbulk−(a−2),−(b−2) ⊗OX(6)
)
α = 0, . . . , 4.
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3.3 Finding the OPE
To determine the unknown electric weights νj and signs sj on the right side of the OPE (1),
we need to decompose the bubbled contributions
IbubbleN=2
(
Va,b
)
= IN=2
(
M,Va,b
)
− IN=2
(
X,Vbulka,b
)
and
IbubbleN=4
(
Va,b
)
= IN=4
(
M,Va,b
)
− IN=4
(
X,Vbulka,b
)
into representations of the SU(2)α1×U(1) which is unbroken in the presence of ’t Hooft operator
with magnetic charge w2. For example, for
IbubbleN=2
(
V−1,−1
)
= 2
(
V(0,0)−V(1,1)
)
IbubbleN=4
(
V−1,−1
)
= IbubbleN=4
(
V1,1
)
= 4
(
V(3,0)−V(1,1)+V(0,0)
)
+2V(0,0)
(30)
we use
V(3,0) 7→ R(d=4)(3,0) +R(d=2)(1,−2) +R(d=3)(2,−1) +R(d=1)(0,−3)
V(1,1) 7→ R(d=2)(1,1) +R(d=2)(1,−2) +R(d=3)(2,−1) +R(d=1)(0,0)
where R
(d)
(m,n) stands for d-dimensional representation with the highest weight (m,n) and all
other vectors in this representations are obtained by acting with the lowering operator −α1. So
that we can bring (30) into the form suitable for reading off the answer for the OPE:
IbubbleN=2
(
V−1,−1
)
= −2
(
R
(d=2)
(1,1) +R
(d=2)
(1,−2) +R
(d=3)
(2,−1)
)
(31)
IbubbleN=4
(
V−1,−1
)
= IbubbleN=4
(
V1,1
)
= 4
(
R
(d=4)
(3,0) −R(d=2)(1,1) +R(d=1)(0,−3)
)
+ 2R
(d=1)
(0,0) . (32)
From (31) we obtain the following OPE in N = 2 SYM with gauge group G = PSU(3):
WTw1;−w1−w2 ×WTw1;0 = WT2w1;−w1−w2 − 2
(
WTw2;w1+w2 +WTw2;w1−2w2 +WTw2;2w1−w2
)
(33)
Meanwhile, in N = 4 SYM with gauge group G = PSU(3) we find from (32):
WTw1;−w1−w2 ×WTw1;0 = WT2w1;−w1−w2 + 4
(
WTw2;3w1 −WTw2;w1+w2 +WTw2;−3w2)
)
+ 2WTw2;0
(34)
WTw1;w1+w2 ×WTw1;0 = WT2w1;w1+w2 + 4
(
WTw2;3w1 −WTw2;w1+w2 +WTw2;−3w2)
)
+ 2WTw2;0
(35)
Similarly, for
IbubbleN=2
(
V−2,−2
)
= 26V(0,0) − 3
(
V(4,1) + V(2,2) + V(0,3)
)
(36)
12
IbubbleN=4
(
V−2,−2
)
= IbubbleN=4
(
V2,2
)
= 6
(
V(6,0) −V(4,1) +V(3,0)
)
− 30V(0,0) − 3
(
V(0,3) −V(1,1)
)
(37)
we use
V(2,2) 7→ R(d=5)(4,−2) +R(d=4)(3,−3) +R(d=4)(3,0) +R(d=3)(2,2) +R(d=3)(2,−4) +R(d=3)(2,−1) +R(d=2)(1,−2) +R(d=2)(1,1) +R(d=1)(0,0)
V(0,3) 7→ R(d=4)(3,−3) +R(d=3)(2,−1) +R(d=2)(1,1) +R(d=1)(0,3)
V(4,1) 7→ R(d=6)(5,−1)+R(d=5)(4,1) +R(d=5)(4,−2)+R(d=4)(3,−3)+R(d=4)(3,0) +R(d=3)(2,−1)+R(d=3)(2,−4)+R(d=2)(1,−2)+R(d=2)(1,−5)+R(d=1)(0,−3)
V(6,0) 7→ R(d=7)(6,0) +R(d=6)(5,−1) +R(d=5)(4,−2) +R(d=4)(3,−3) +R(d=3)(2,−4) +R(d=2)(1,−5) +R(d=1)(0,−6)
to get the following OPE in N = 2 SYM with gauge group G = PSU(3):
WTw1;−2w1−2w2 ×WTw1;0 =WT2w1;−2w1−2w2 − 3WTw2;5w1−w2 − 3WTw2;4w1+w2 − 6WTw2;4w1−2w2
(38)
−6WTw2;3w1−3w2 − 6WTw2;3w1 − 3WTw2;2w1+2w2 − 6WTw2;2w1−4w2 − 9WTw2;2w1−w2
−6WTw2;w1−2w2 − 6WTw2;w1+w2 − 3WTw2;w1−5w2 − 3WTw2;3w2 − 3WTw2;−3w2 + 23WTw2;0
Meanwhile, for N = 4 SYM with gauge group G = PSU(3) we obtain:
WTw1;−2w1−2w2 ×WTw1;0 = WT2w1;−2w1−2w2 + 6WTw2;6w1 − 6WTw2;4w1+w2 +6WTw2;−6w2 (39)
−3WT2w1;3w1−3w2 + 3WT2w1;w1−2w2 − 3WT2w1;3w2 − 27WT2w1;0
WTw1;2w1+2w2 ×WTw1;0 = WT2w1;2w1+2w2 + 6WTw2;6w1 − 6WTw2;4w1+w2 + 6WTw2;−6w2 (40)
−3WT2w1;3w1−3w2 + 3WT2w1;w1−2w2 − 3WT2w1;3w2 − 27WT2w1;0
4 Conclusion
In this paper we computed the OPE (1) of Wilson-’t Hooft loop operators in N = 4 and N = 2
SYM theory with gauge group G = PSU(3). This work is an extension of our approach [7],[8]
which uses the holomorphic-topological twist [9] of the N = 2 gauge theory and the connection
between BPS configurations in the presence of ’t Hooft operators and solutions of 3d Bogomolny
equations with magnetic sources [5],[10].
The crucial ingredients in our computation of the OPE in N = 4 SYM are Euler characters
IN=4
(
M,Va,b
)
and IN=4
(
X,Vbulka,b
)
of vector bundles Va,b and Vbulka,b on moduli spaces M and
X = TP2. These Euler characters compute (with sign) the ground states of the supersymmetric
quantum mechanics which arises as the result of quantizing N = 4 SYM on R× I × C in the
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presence of Wilson-t’ Hooft operators along R. To find the OPE in N = 2 SYM, we compute
the holomorphic Euler characters instead of Euler characters relevant for N = 4 SYM.
In Section 3, we explained how to compute the right side of (1) for any ν = aw1 + bw2.
Namely, we used that M is P2 fibration over P2 and applied the Leray spectral sequence in
Appendix A. Together with the iterative procedure (16) for vector bundles on P2, this allows
to reduce the problem of finding IN=4
(
M,Va,b
)
to computing the Euler characters of line
bundles on P2. Further, due to the iterative procedure (29) for vector bundles on X = TP2, the
problem of finding IN=4
(
X,Vbulka,b
)
is reduced to computing the Euler character of L2 Dolbeault
cohomology of line bundles on X. This step is done in Appendix B by using the exact sequences
for ΩαX for α = 1, . . . , 4. Finally, to get the explicit answers for the OPE, given in equations
(33-35) and (38-40), we used vanishing assumption (55). We provided evidence in support of
this assumption in Appendix C.
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A Computing IN=4
(
M,V
)
Here we determine
IN=4
(M,V) =∑
p,q
(−)p+qHp
(
M,ΩqM ⊗ V
)
.
Let π : M 7→ P2 and V = π∗V where V is a vector bundle on P2. To compute cohomology
Hj(M,ΩnM⊗V) we use the Leray spectral sequence. This is easy enough since we are interested
in pull-back bundles. The necessary ingredients are the right direct images of ΩM and Ω2M which
we compute in sections A.1 and A.2 respectively.
A.1 Rpπ∗ΩM
The 4-fold M is defined by yaUa = 0 in the toric 5-fold Y5. The weights under the two C∗
actions are
U1 U2 U3 Λ y1 y2 y3
new 1 1 1 −2 0 0 0
old 0 0 0 1 1 1 1
(41)
Here U1, U2, U3 are homogenous coordinates on the base P2~U and Λ, y1, y2, y3 are homogenous
coordinates on the fiber P3.
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Let us use that Y5 is the projectivisation of the vector bundle
Y5 = P(E), E = OP2(−2)⊕O⊕3P2
to write the following two exact sequences:
0 7→ πˆ∗Ω1
P2
7→ Ω1Y5 7→ Ω1vert 7→ 0 (42)
0 7→ Ω1vert 7→ πˆ∗E∗ ⊗OY5(0,−1) 7→ OY5 7→ 0. (43)
Here and below OY5(b, f) stands for a line bundle on Y5 with degree b on the base P2 and degree
f on the fiber P3. More explicitly, the exact sequence (43) is
0 7→ Ω1vert 7→ OY5(2,−1)⊕OY5(0,−1)⊕3 7→ OY5 7→ 0. (44)
Let us denote
π :M 7→ P2, πˆ : Y5 7→ P2.
We apply push-forward map to (44) and use
H i
(
P
3,OP3(−1)
)
= 0 for i = 0, . . . , 3, H0
(
P
3,OP3
)
= C, H i
(
P
3,OP3
)
= 0 for i > 0
to compute the direct images of Ω1vert:
R1πˆ∗
(
Ω1vert
)
= OP2 , Rkπˆ∗
(
Ω1vert
)
= 0 for k 6= 1. (45)
Now we apply the push-forward map to (42) to find
πˆ∗
(
Ω1Y5
)
= Ω1
P2
, R1πˆ∗
(
Ω1Y5
)
= OP2 , Rkπˆ∗
(
Ω1Y5
)
= 0 for k > 1. (46)
Next we use the adjunction formula
0 7→ N∗M|Y5 7→ Ω1Y5 |M 7→ Ω1M 7→ 0
where N∗M|Y5 = OM(−1,−1) is the co-normal bundle of M in Y5.
Now we use Riπ∗i∗ = Riπˆ∗ and Hp
(
P2,OP2(−1)
)
= 0 for all p to find
Riπ∗Ω1M = R
iπˆ∗Ω1Y5 .
Therefore, we conclude
π∗Ω1M = Ω
1
P2
, R1π∗Ω1M = OP2, Rpπ∗Ω1M = 0 p > 1. (47)
We use these push-forwards to compute Epq2 = E
pq
∞ with p + q = n giving
H1(M,Ω1M) = V1 + V1, Hp(M,Ω1M) = 0 p 6= 1.
This agrees with the cohomology of M computed before in a different way.
15
A.2 Rpπ∗Ω2M
We first use three short exact sequences:
1. 0 7→ N ∗M|Y5 ⊗ Ω1M 7→ Ω2Y5 |M 7→ Ω2M 7→ 0
2. 0 7→ Ω1
P2
7→ O(−1)⊕3 7→ O 7→ 0
3. 0 7→ O⊕2 7→ Ω1M|
P
2
f
7→ Ω1
P2
f
7→ 0
to compute
Rpπ∗
(N ∗M|Y5 ⊗ Ω1M) = 0 p = 0, 1, 2
and
Rpπˆ
(
Ω2Y5
)
= Rpπ∗
(
Ω2M
)
p = 0, 1, 2. (48)
Now we use the following filtration on Y5:
0 ⊂ F1 ⊂ F2 ⊂ F3 = Ω2Y5
Here
F1 = Λ
2
(
πˆ∗Ω1
P2
)
, F2/F1 =
(
πˆ∗Ω1
P2
)
⊗ Ω1vert, F3/F2 = Λ2Ω1vert.
From the push-forward of the following exact sequence
0 7→ F1 7→ F2 7→ F2/F1 7→ 0
we find
πˆ∗
(
F2
)
= Ω2
P2
, R1πˆ∗
(
F2
)
= Ω1
P2
, Rjπˆ∗
(
F2
)
= 0 j > 1. (49)
Then, from the push-forward of the other exact sequence
0 7→ F2 7→ F3 7→ F3/F2 7→ 0
we compute
πˆ∗
(
F3
)
= Ω2
P2
, R1πˆ∗
(
F3
)
= Ω1
P2
, R2πˆ∗
(
F3
)
= OP2, Rjπˆ∗
(
F3
)
= 0 j > 2. (50)
We conclude using (48) and (50)
π∗
(
Ω2M
)
= Ω2
P2
, R1π∗
(
Ω2M
)
= Ω1
P2
, R2π∗
(
Ω2M
)
= OP2, Rjπ∗
(
Ω2M
)
= 0 j > 2.
As a check, we find
E022 = H
0(P2, R2π∗
(
Ω2M
))
= H0(P2,O) = V1
E202 = H
2(P2, π∗
(
Ω2M
))
= H0(P2,O) = V1
E112 = H
1(P2, R1π∗
(
Ω2M
))
= H0(P2,O) = V1
giving
H2
(M,Ω2M) = V1 ⊕ V1 ⊕ V1
in complete agreement with the analysis in [8].
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A.3 Hj
(
M,ΩpM ⊗ V
)
Now we use V = π∗(V) and the right direct images computed in A.1 and A.2
π∗Ω1M = Ω
1
P2
, R1π∗
(
Ω1M
)
= OP2, Rjπ∗
(
Ω1M
)
= 0 j ≥ 2
π∗
(
Ω2M
)
= Ω2
P2
, R1π∗
(
Ω2M
)
= Ω1
P2
, R2π∗
(
Ω2M
)
= OP2, Rjπ∗
(
Ω2M
)
= 0 j ≥ 3
to compute bundle cohomology:
H0
(
M,Ω1M ⊗ V
)
= H0
(
P
2,Ω1
P2
⊗V
)
, H1
(
M,Ω1M ⊗ V
)
= H1
(
P
2,Ω1
P2
⊗V
)
+H0
(
P
2,V
)
H2
(
M,Ω1M ⊗ V
)
= H2
(
P
2,Ω1
P2
⊗V
)
+H1
(
P
2,V
)
(51)
H3
(
M,Ω1M ⊗ V
)
= H2
(
P
2,V
)
, H4
(
M,Ω1M ⊗ V
)
= 0,
and
H0
(
M,Ω2M⊗V
)
= H0
(
P
2,Ω2
P2
⊗V
)
, H1
(
M,Ω2M⊗V
)
= H1
(
P
2,Ω2
P2
⊗V
)
+H0
(
P
2,Ω1
P2
⊗V
)
H2
(
M,Ω2M ⊗ V
)
= H2
(
P
2,Ω2
P2
⊗V
)
+H1
(
P
2,Ω1
P2
⊗V
)
+H0
(
P
2,V
)
(52)
H3
(
M,Ω2M ⊗ V
)
= H1
(
P
2,V
)
+H2
(
P
2,Ω1
P2
⊗V
)
, H4
(
M,Ω2M ⊗ V
)
= H2
(
P
2,V
)
.
Now we use Kodaira-Serre duality
Hn(M,Ω3M ⊗ V) = H4−n(M,Ω1M ⊗ V∗), Hn(M,Ω4M ⊗ V) = H4−n(M,V∗)
For any vector bundle V on P2 let us denote the weighted sum of cohomologies as
χˆ(V ) :=
∑
p
(−)pHp(P2, V ).
We now compute the desired expression
IN=4
(M,V) =∑
p,q
(−)p+qHp
(
M,ΩqM ⊗ V
)
= 3
2∑
q=0
(−)qχˆ
(
Ωq
P2
⊗V
)
(53)
Note that
IN=4
(M,V) = IN=4(M,V∗).
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B IN=4
(
TP2,OTP2(3m)
)
for m ≥ 1
B.1 L2 Dolbeault cohomology of OX(m) with m ≥ 1
Recall that X = TP2 is defined by a hypersurface tiU
i = 0 in Y := WP111222/{U i = 0}. By
explicit counting of global holomorphic sections, we find
H0
D,L2
(
X,OX(1)
)
= V(1,0), H
0
D,L2
(
X,OX(2)
)
= V(2,0)+V(0,1), H
0
D,L2
(
X,OX(3)
)
= V(3,0)+V(1,1)
H0
D,L2
(
X,OX(4)
)
= V(4,0) + V(2,1) + V(0,2)
More generally,
H0
D,L2
(
X,OX(n)
)
=
[n
2
]∑
j=0
V(n−2j,j) n ≥ 1 (54)
We checked that these sections have finite norm by using the Ka¨hler form on X (4) and
connection (73-74) on line bundle OX(n).
In this paper we assume the following vanishing of L2 Dolbeault cohomology:
Hj
D,L2
(X,OX(n)) = 0 n ≥ −3 j > 0 (55)
For n = 0 this was proved in [8], we checked this statement for several values of n ≥ −3 and
j > 0 and sample computations are presented in Appendix C.
B.2 L2 Dolbeault cohomology of Ω1X(3m) with m ≥ 1
Here we express I(1)
(
X,OX(3m)
)
for m ≥ 1 in terms of holomorphic Euler characters of line
bundles I(0)
(
X,OX(3m−n)
)
for n = 0, . . . , 3. Further, using the assumption (55), we compute
some explicit answers.
Let us use the adjunction formula
0 7→ OX(−3) 7→ Ω1Y |X 7→ Ω1X 7→ 0 (56)
as well as the short exact sequence which defines restriction of Ω1Y to X
0 7→ Ω1Y |X 7→ V(1,0) ⊗OX(−1)⊕ V(0,1) ⊗OX(−2) 7→ OX 7→ 0 (57)
Note that (57) simply states
ω ∈ Ω1Y |X iff ω = aidti + bjdU j s. t. 2aiti + bjU j = 0
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From long exact sequences for cohomologies following from (56,57) we find
I(1)
(
X,OX(3m)
)
= V(1,0) ⊗ I(0)
(
X,OX(3m− 1)
)
+ V(0,1) ⊗ I(0)
(
X,OX(3m− 2)
)
(58)
−I(0)(X,OX(3m))− I(0)(X,OX(3m− 3))
For example, we find using the assumption (55)
I(1)
(
X,OX(3)
)
= 2× V(1,1) + V(0,0)
I(1)
(
X,OX(6)
)
= 2×
(
V(4,1) + V(2,2) + V(3,0) + V(1,1)
)
+ V(0,3)
I(1)
(
X,OX(12)
)
= 2×
(
V(10,1)+V(9,0)+V(8,2)+V(7,1)+V(6,3)+V(5,2)+V(4,4)+V(3,3)+V(2,5)+V(1,4)
)
+V(0,6)
Independently of (58), we computed (by listing all the sections and checking the finiteness of
their norm) the following cohomology groups
H0
D,L2
(
X,Ω1X(3)
)
= 2× V(1,1) + V(0,0) (59)
H0
D,L2
(
X,Ω1(6)
)
= 2×
(
V(4,1) + V(2,2) + V(3,0) + V(1,1)
)
+ V(0,3) (60)
H0
D,L2
(
X,Ω1X(12)
)
= 2×
(
V(10,1)+V(9,0)+V(8,2)+V(7,1)+V(6,3)+V(5,2)+V(4,4)+V(3,3)+V(2,5)+V(1,4)
)
(61)
+V(0,6).
The equations (59-61) can be put into the form
H0
D,L2
(
X,Ω1X ⊗OX(3m)
)
= V(1,0) ⊗H0D,L2
(
X,OX(3m− 1)
)
+V(0,1) ⊗H0D,L2
(
X,OX(3m− 2)
)
(62)
−H0
D,L2
(
X,OX(3m)
)−H0
D,L2
(
X,OX(3m− 3)
)
Explicitly, the basis of sections in H0
(
X,Ω1X(3)
)
is given by (in the holomorphic gauge)
1. hik(U
kdtj − 2tjdUk) transform in V(1,1) + V(0,0).
2. Ci[jk]U
iU jdUk transform in V(1,1).
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Meanwhile, general ω ∈ H0
D,L2
(
X,Ω1X(6)
)
is
ω = ai(j1j2j3j4)
(
dtiU
j1−2tidU j1
)
U j2U j3U j4+b
(ik)
(j1j2)
tk
(
dtiU
j1−2tidU j1
)
U j2+C(knm)dtitjǫ
ijkUnUm
+fi1i2i3i4[i5l6]U
i1U i2U i3U i4U i5dU i6 + C˜pknǫijptktnU
idU j + b˜jkmnU
mUntkǫjipU
idUp + dijk tit[jdtk]
where the following identification is due to U iti = 0:
ai(j1j2j3j4) ∼ ai(j1j2j3j4) + δi(j1βj2j3j4), b(ik)(j1j2) ∼ b
(ik)
(j1j2)
+ γ
(i
(j1
δ
k)
j2)
b˜jkmn ∼ b˜jkmn + δj(mαkn), b˜jkmn ∼ b˜jkmn + δk(mαjn).
Similarly, sections in H0
D,L2
(X,Ω1X(12) are given (in the holomorphic gauge) by
ω = ǫijptidtj U
n1 . . . Un8 C(pn1...n8)+ǫ
ijptidtj tk U
n1 . . . Un6 Ck(pn1...n6)+ǫ
ijptidtj tk1tk2 U
n1 . . . Un4 Ck1k2(pn1...n4)
+ǫijptidtj tk1tk2tk3 U
n1Un2 Ck1k2k3(pn1n2) + ǫ
ijptidtj tk1tk2tk3tk4 C
k1k2k3k4
p +
ai(j1...j10)
(
dtiU
j1 − 2tidU j1
)
U j2 . . . U j10 + a
(ik)
(j1...j8)
(
dtiU
j1 − 2tidU j1
)
tk U
j2 . . . U j8
+a
(k1k2k3)
(j1...j6)
(
dtk1U
j1 − 2tk1dU j1
)
tk2 tk3 U
j2 . . . U j6
+a
(k1k2k3k4)
(j1...j4)
(
dtk1U
j1 − 2tk1dU j1
)
tk2 . . . tk4 U
j2 . . . U j4 + a
(k1...k5)
(j1j2)
(
dtk1U
j1 − 2tk1dU j1
)
tk2 . . . tk5 U
j2
where coefficients are subject to identifications due to tiU
i = 0 constraint.
For example:
Ck1k2k3k4p ∼ Ck1k2k3k4p + δ(k1p Bk2k3k4), Ck1k2k3(pn1n2) ∼ Ck1k2k3(pn1n2) + δ
(k1
(p B
k2k3)
n1n2)
Ck1k2(pn1n2n3n4) ∼ Ck1k2(pn1n2n3n4) + δ
(k1
(p B
k2)
n1n2n3n4)
, Ck(pn1...n6) ∼ Ck(pn1...n6) + δk(pBn1...n6).
B.3 L2 Dolbeault cohomology of Ω2X(3m) with m ≥ 1
Here we compute I(2)
(
X,OX(3m)
)
for m ≥ 1. We use the adjunction formula
0 7→ OX(−3)⊗ Ω1X 7→ Ω2Y |X 7→ Ω2X 7→ 0 (63)
as well as the short exact sequence for the restriction of Ω2Y to X :
0 7→ Ω2Y |X 7→ V(0,1)⊗OX(−2)⊕V(1,0)⊗OX(−4)⊕
(
V(1,1)+V(0,0)
)
⊗OX(−3) 7→ Ω1Y |X 7→ 0 (64)
We find
I(2)
(
X,OX(3m)
)
= V(1,0) ⊗ I(0)
(
X,OX(3m− 4)
)
+
(
V(1,1) + V(0,0)
)
⊗I(0)
(
X,OX(3m− 3)
)
(65)
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−V(1,0) ⊗ I(0)
(
X,OX(3m− 1)
)
+ I(0)
(
X,OX(3m)
)
− I(1)
(
X,OX(3m− 3)
)
.
For special cases m = 1, 2 we find, using the vanishing assumption (55):
I(2)
(
X,OX(3)
)
= V(0,0), I
(2)
(
X,OX(6)
)
= 3V(3,0) + V(2,2) + V(0,3) + 3V(1,1) + V(0,0).
Independently of (65), we compute
H0
D,L2
(
X,Ω2(3)
)
= V(0,0) (66)
H0
D,L2
(
X,Ω2(6)
)
= 3V(3,0) + V(2,2) + V(0,3) + 3V(1,1) + V(0,0). (67)
Explicitly, H0
D,L2
(
X,Ω2X(3)
)
is one-dimensional and generated by
ǫijkU
idU j ∧ dUk.
Meanwhile, sections in H0
D,L2
(
X,Ω2X(6)
)
are
ω = ρji ∧ρnkǫikqCqjn+ρji ∧µkC˜kijnUn+ ζk∧µnB˜nk +αζk∧dtk+µk∧dUk
(
β˜mnpU
mUnUp+βknU
ntk
)
where we use holomorphic 1-forms well-defined on X = TP2
ρij = U
jdti − 2tidU j , ζk = ǫkijtidtj, µk = ǫkijU idU j
and coefficients are subject to constraints due to tiU
i = 0.
B.4 L2 Dolbeault cohomology of Ω3X(3m) and Ω
4
X(3m) with m ≥ 1
We use the adjunction formula
0 7→ OX(−3)⊗ Ω2X 7→ Ω3Y |X 7→ Ω3X 7→ 0 (68)
as well as the short exact sequence for the restriction of Ω3Y to X :
0 7→ Ω3Y |X 7→ OX(−3)⊕OX(−6)+
(
V(0,2)+V(1,0)
)
⊗OX(−4)⊕
(
V(2,0)+V(0,1)
)
⊗OX(−5) 7→ Ω2Y |X 7→ 0
(69)
Now using (68) and (69) we find
I(3)
(
OX(3m+3)
)
= −I(2)
(
OX(3m)
)
+I(0)
(
OX(3m)
)
+I(0)
(
OX(3m−3)
)
−I(2)
(
OX(3m+3)
)
+
(
V(0,2)+V(1,0)
)
⊗I(0)
(
OX(3m−1)
)
+
(
V(2,0)+V(0,1)
)
⊗I(0)
(
OX(3m−2)
)
−I(1)
(
OX(3m)
)
.
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For example, using the vanishing assumption (55), we find:
I(3)
(
OX(3)
)
= −V(0,0) I(3)
(
OX(6)
)
= 2V(1,1) + V(0,0).
Independently of (68) and (69), we compute
H0
D,L2
(
X,Ω3X(6)
)
= 2V(1,1) + V(0,0)
where general section of H0
D,L2
(
X,Ω3X(6)
)
is given by
ω =
(
µk ∧ dζp + 2d(µk) ∧ ζp
)
Ckp +B
k
i ρ
i
k ∧ d(µm)Um
with Bik ∼ Bik + δikγ.
Similarly, for Ω4X we use the adjunction formula
0 7→ OX(−3)⊗ Ω3X 7→ Ω4Y |X 7→ Ω4X 7→ 0 (70)
as well as the short exact sequence for the restriction of Ω4Y to X :
0 7→ Ω4Y |X 7→ V(0,1)⊗OX(−5)⊕
(
V(0,0)+V(1,1)
)
⊗OX(−6)⊕V(1,0)⊗OX(−7) 7→ Ω3Y |X 7→ 0 (71)
This allows to identify
Ω4X = OX(−9) (72)
and compute
I(4)
(
OX(3m)
)
= I(0)
(
X,OX(3m− 9)
)
.
The vanishing assumption (55) implies 7
I(4)
(
X,OX(3)
)
= I(0)
(
X,OX(−3)
)
= 0 , I(4)
(
X,OX(6)
)
= I(0)
(
X,OX(−3)
)
= 0
Collecting the pieces together we find the Euler characters of OX(3) and OX(6) bundles
IN=4
(
X,OX(3)
)
= V(3,0) − V(1,1) + V(0,0)
IN=4
(
X,OX(6)
)
= V(6,0) − V(4,1) + V(0,3) + V(3,0) − V(1,1).
7In the first equation we used Kodaira-Serre duality for L2 Dobeault cohomology.
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C Some evidence in support of the ‘vanishing assump-
tion’
Here we explain how to compute H i
D,L2
(
X,OX(n)
)
for i > 0 and give some explicit examples
in support of the vanishing assumption (55).
C.1 H1
D,L2
(
X,OX(n)
)
Let us define
s˜ =
x˜
Y 2
, x˜ = tat¯
a, Y = UaU
a
so that in U1 6= 0 patch with inhomogenous coordinates z1 = U2
U1
and z2 = U
3
U1
on P2 we solve
t1 = −(t2z1 + t3z2) and write
s˜ =
x˜
y2
, x˜ = t2α
2 + t3α
3, y = 1 + |z1|2 + |z2|2
with
α2 = t¯2 + z1(t¯2z¯1 + t¯
3z¯2)
α3 = t¯3 + z2(t¯2z¯1 + t¯
3z¯2).
Let us write general ω ∈ Ω(0,1)X ⊗OX(n) as
ω =
4∑
I=1
αI e¯I
where
e1 = ∂s˜, e2 =
tadU
a
Y 3/2
e3 =
ǫacdUatcdtd
Y 5/2
, e4 =
ǫabc t¯
aU bdU c
y2
In U1 6= 0 patch we find
e1 =
∂x˜
y2
− 2∂y
y
s˜, e2 =
t2dz
1 + t3dz
2
y3/2
e3 =
t2dt3 − t3dt2
y3/2
+
t2z¯2 − t3z¯1
y
e2, e4 =
α¯3dz1 − α¯2dz2
y2
.
Note that U
a√
y
and ta
y
are multiplied by phase under the C∗ action on P2~U , so
e1 ∈ Γ
(
Ω1,0X
)
, e2 ∈ Γ
(
Ω1,0X (3)
)
, e3 ∈ Γ
(
Ω1,0X (3)
)
, e4 ∈ Γ
(
Ω1,0X
)
.
23
For this reason
α1,4 ∈ Γ
(
OX(n)
)
, α2,3 ∈ Γ
(
OX(n+ 3)
)
.
Let us consider differential equations
D
(n)
ω = 0, D(n)(∗ω) = 0
with
D(n) = ∇+ h
′(n)
h(n)
e1, D
(n)
= ∇− h
′(n)
h(n)
e¯1 (73)
Here
∇ = ∂ − n
2
∂y
y
, ∇ = ∂ + n
2
∂y
y
and
h(n)(s˜) ∼ s˜−n4 s˜ 7→ ∞, h(n) ∼ 1 s˜ 7→ 0 (74)
We define βI;K and γI;K as
∇αI =
∑
K
βI;KeK
∇αI =
∑
K
γI;KeK
and use
∇e1 = 0, ∇e2 = 0, ∇e1 = 1
s˜
e1 ∧ e1 − e2 ∧ e2 + 1
s˜
e3 ∧ e3 − 2e4 ∧ e4
∇e4 = 0, ∇e4 = 1
s˜
e1 ∧ e4 + 1
s˜
e3 ∧ e2, ∇e2 = 1
s˜
e1 ∧ e2 − 1
s˜
e3 ∧ e4
∇e3 = 2
s˜
e1 ∧ e3, ∇e3 = −e4 ∧ e2
to show that D
(n)
ω = 0 is equivalent to
β1;4 = β4;1 − h
′(n)
h(n)
α4, β2;3 = β3;2, β2;4 = β4;2 (75)
α2 = s˜
(
β1;2 − β2;1 + h
′(n)
h(n)
α2
)
, 2α3 = s˜
(
β1;3 − β3;1 + h
′(n)
h(n)
α3
)
, α2 = s˜
(
β4;3 − β3;4
)
while D(n)(∗ω) = 0 is equivalent to
α1
((5
s˜
+
h
′(n)
h(n)
)
f˜2f˜3f˜4 +
(
f˜2f˜3f˜4
)′)
+
4∑
K=1
γK;K
∏
J 6=K
f˜J = 0 (76)
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Here functions f˜i(s˜) are coefficients of expanding Ka¨hler form (4) on X. Finally, we have to
compute the norm squared
||ω||2 =
∫
X
ω ∧ ∗ω =
4∑
K=1
∫
X
|αK |2 volX
f˜K
(77)
where the volume form can be written as8
volX = s˜
5
4∏
j=1
f˜j(s˜) ds˜ ∧ dϕ ∧ dv ∧ dv¯(
1 + |v|2 + |z1v + z2|2)2 ∧ dz
1 ∧ dz¯1 ∧ dz2 ∧ dz¯2
y2
Note that αK can be written as polynomials in
νi1 =
U i
y1/2
, νi2 =
t¯i
y
, νi3 =
ǫijkU jtk
y3/2
(78)
and their conjugates. In computing βI:K and γI;K we use
s˜∇
(
νi1
)
= νi2e2 − νi3e4, ∇
(
νi1
)
= 0, ∇
(
νi2
)
= 0, s˜∇
(
νi2
)
= νi2e¯1 − νi1 s˜ e¯2 + νi3e¯3 (79)
s˜∇
(
νi3
)
= νi3e1 − νi2e3, s˜∇
(
νi3
)
= νi1e¯4 (80)
C.2 H1
D,L2
(
X,OX(1)
)
Let us first look for ω ∈ H1
D,L2
(
X,OX(1)
)
that transforms in irreducible representation V(1,0).
This implies αi2 = α
i
3 = 0 and
αi1 = c1(s˜)ν
i
1 + b1(s˜)ν
i
3, α
i
4 = c4(s˜)ν
i
1 + b4(s˜)ν
i
3
Now we use (79) and (80) to compute βi1;2 = β
i
1;3 = β
i
4;2 = β
i
4;3 = 0 and
βi1;4 = b1(s˜)ν
i
1, β
i
4;1 = c
′
4 ν
i
1 + b
′
4 ν
i
3
as well as
γi1;1 = c
′
1 ν
i
1 + b
′
1 ν
i
3, γ
i
4;4 = −
c4
s˜
νi3
Now from (75) and (76) we obtain
b1 = c
′
4 −
h(1)
′
h(1)
c4, b
′
4 −
h(1)
′
h(1)
b4 = 0
8t2 = t3v, t3 = r3e
iϕ, x˜ = r2
3
(
1 + |v|2 + |z1v + z2|2)
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c1
(
5f˜2f˜3f˜4
s˜
+
(
f˜2f˜3f˜4
)′)
+
(
c′1 +
h(1)
′
h(1)
c1
)
f˜2f˜3f˜4 = 0
b1
(
5f˜2f˜3f˜4
s˜
+
(
f˜2f˜3f˜4
)′)
+
(
b′1 +
h(1)
′
h(1)
b1
)
f˜2f˜3f˜4 − c4f˜1f˜2f˜3
s˜
= 0
In the limit s˜ 7→ ∞ (i.e. s 7→ 0) both b4 and c1 behave as s˜−1/4 while the two solutions for
c4 behave as s˜
−1/4 and s˜3/4 in this limit. We checked using the norm (77) that all of these
solutions have divergent contribution to their norm squared from the region s˜ 7→ ∞. Hence, we
conclude that there is no representation V(1,0) in H
1
D,L2
(
X,OX(1)
)
.
Now let us look for ω ∈ H1
D,L2
(
X,OX(1)
)
that transforms in irreducible representation
V(0,2):
αJ = aJ (s˜)ν¯1 (j ν¯2 k) + bJ(s˜)ν¯2 (j ν¯3 k) J = 1, 4; αJ = aJ (s˜)ν¯2 j ν¯2 k J = 2, 3.
Then, we compute βI:K and γK;K(we only write non-zero components)
βJ ;1 = a
′
J ν¯1 (j ν¯2 k) +
(
b′J +
bJ
s˜
)
ν¯2 (j ν¯3 k) J = 1, 4; βJ ;1 = a
′
J ν¯2 j ν¯2 k J = 2, 3;
βJ ;2 =
aJ
s˜
ν¯2 j ν¯2 k, βJ ;3 = −bJ
s˜
ν¯2 j ν¯2 k, βJ ;4 = −aJ
s˜
ν¯2 (j ν¯3 k) J = 1, 4;
γ1;1 =
(
a′1+
a1
s˜
)
ν¯1 (j ν¯2 k)+
(
b′1+
b1
s˜
)
ν¯2 (j ν¯3 k), γ2;2 = −2a2ν¯1 (j ν¯2 k), γ3;3 = 2a3
s˜
ν¯2 (j ν¯3 k), γ4;4 =
b4
s˜
ν¯1 (j ν¯2 k)
Now from (75) and (76) we obtain
a4 = 0, a2 = −b4, a1 = a2 + s˜
(
a′2 −
h(1)
′
h(1)
a2
)
, b1 = −2a3 − s˜
(
a′3 −
h(1)
′
h(1)
a3
)
b1
((6
s˜
+
h(1)
′
h(1)
)
f˜2f˜3f˜4 +
(
f˜2f˜3f˜4
)′)
+ b′1f˜2f˜3f˜4 +
2a3
s˜
f˜1f˜2f˜4 = 0
a1
((6
s˜
+
h(1)
′
h(1)
)
f˜2f˜3f˜4 +
(
f˜2f˜3f˜4
)′)
+ a′1f˜2f˜3f˜4 − 2a2f˜1f˜3f˜4 +
b4
s˜
f˜1f˜2f˜3 = 0.
We checked that there are no well-behaved solutions with finite norm.
C.3 H1
D,L2
(
X,OX(−1)
)
Let us look for ω ∈ H1
D,L2
(
X,OX(−1)
)
that transforms in irreducible representation V(2,0):
ω =
(
K(s˜)ν1ν2+L(s˜)ν2ν3
)
e¯1+
(
A(s˜)ν1ν3+B(s˜)ν
2
1+E(s˜)ν
2
3
)
e¯2+
(
A˜(s˜)ν1ν3+B˜(s˜)ν
2
1+E˜(s˜)ν
2
3
)
e¯3
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+
(
K˜(s˜)ν1ν2 + L˜(s˜)ν2ν3
)
e¯4
where ν1, ν2, ν3 are defined in (78) and indices are suppressed. For example,
K(s˜)ν1ν2 = Kijν
i
1ν
j
2 Kij = Kji.
We compute
β2;1 = A
′ν1ν3 +B′ν21 + E
′ν23 , β3;1 = A˜
′ν1ν3 + B˜′ν21 + E˜
′ν23
β4:1 = (K˜
′ + s˜−1K˜)ν1ν2 + (L˜′ + s˜−1L˜)ν2ν3
β1;2 = −(Kν21 + Lν1ν3), β1;3 = s˜−1 ∗ (Kν1ν3 + Lν23), β1;4 = s˜−1Lν1ν2
β4;2 = −(K˜ν21 + L˜ν1ν3), β2,4 = s˜−1 ∗ (Aν21 + 2Eν1ν3)
β4;3 = s˜
−1 ∗ (K˜ν1ν3 + L˜ν23), β3,4 = s˜−1 ∗ (A˜ν21 + 2E˜ν1ν3).
Plugging this into (75) gives rise to
A = E = L = L˜ = K˜ = E˜ = 0, B = −A˜
K = −s˜∇−s˜ A˜+ 2A˜, K = −∇−s˜ A˜+
A˜
s˜
2B˜ + s˜∇−s˜ B˜ = 0.
Note that the two different expression for K imply the first order differential equation for A˜.
Further, we checked that the solution for B˜ has divergent norm. Meanwhile,
γ1;1 = K
′ν1ν2, γ2;2 = −2A˜
s˜
ν1ν2, γ3;3 = −A˜
s˜
ν1ν2
and (76) gives a second order equation for A˜. The only solution of the two differential equations
is A˜ = 0. We conclude that there is no (2, 0) in H1
D,L2
(
X,OX(−1)
)
.
C.4 H2
D,L2
(
X,OX(−1)
)
Let us look for representation V(0,1) in H
2
D,L2
(
X,OX(−1)
)
:
ω =
(
K(s˜)ν¯1+L(s˜)ν¯3
)
e¯1 ∧ e¯4+N(s˜)ν¯2 e¯1 ∧ e¯2+P (s˜)ν¯2 e¯1 ∧ e¯3+G(s˜)ν¯2 e¯2 ∧ e¯4+M(s˜)ν¯2 e¯3 ∧ e¯4
So that
∗ω =
(
Kˆ(s˜)ν¯1 + Lˆ(s˜)ν¯3
)
e¯1 ∧ e¯4 ∧ e2 ∧ e¯2 ∧ e3 ∧ e¯3 + Nˆ(s˜)ν¯2 e¯1 ∧ e¯2 ∧ e3 ∧ e¯3 ∧ e4 ∧ e¯4
+Pˆ (s˜)ν¯2 e¯1 ∧ e¯3 ∧ e2 ∧ e¯2 ∧ e4 ∧ e¯4
+Gˆ(s˜)ν¯2 e¯2 ∧ e¯4 ∧ e1 ∧ e¯1 ∧ e3 ∧ e¯3 + Mˆ(s˜)ν¯2 e¯3 ∧ e¯4 ∧ e1 ∧ e¯1 ∧ e2 ∧ e¯2
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where
Kˆ = Kf˜2f˜3, Nˆ = Nf˜3f˜4, Lˆ = Lf˜2f˜3, Pˆ = P f˜2f˜4, Gˆ = Gf˜1f˜3, Mˆ = Mf˜1f˜2.
Imposing D
(−1)
ω = 0, D(−1)
(∗ω) = 0 gives
s˜∇−s˜ G +G = K, s˜Gˆ = s˜∇+s˜ Kˆ + 5Kˆ, L = N = M = P = 0 (81)
We checked that there no solutions for G,K with finite norm. We conclude that there is no
V(0,1) in H
2
D,L2
(
X,OX(−1)
)
.
C.5 H2
D,L2
(
X,OX(−2)
)
Let us look for representation V(1,0) in H
2
D,L2
(
X,OX(−2)
)
:
ω = A(s˜)ν2e¯1 ∧ e¯4 + (B(s˜)ν1 + C(s˜)ν3)e¯1 ∧ e¯2 + (D(s˜)ν1 + E(s˜)ν3)e¯1 ∧ e¯3+
(K(s˜)ν1 + L(s˜)ν3)e¯2 ∧ e¯4 + (M(s˜)ν1 +N(s˜)ν3)e¯3 ∧ e¯4
So that
∗ω = Aˆ(s˜)ν2e¯1 ∧ e¯4 ∧ e2 ∧ e¯2 ∧ e3 ∧ e¯3 ++(Bˆ(s˜)ν1 + Cˆ(s˜)ν3)e¯1 ∧ e¯2 ∧ e3 ∧ e¯3 ∧ e4 ∧ e¯4
+(Dˆ(s˜)ν1 + Eˆ(s˜)ν3)e¯1 ∧ e¯3 ∧ e2 ∧ e¯2 ∧ e4 ∧ e¯4+
(Kˆ(s˜)ν1 + Lˆ(s˜)ν3)e¯2 ∧ e¯4 ∧ e1 ∧ e¯1 ∧ e3 ∧ e¯3 + (Mˆ(s˜)ν1 + Nˆ(s˜)ν3)e¯3 ∧ e¯4 ∧ e1 ∧ e¯1 ∧ e2 ∧ e¯2
where
Aˆ = Af˜2f˜3, Bˆ = Bf˜3f˜4, Cˆ = Cf˜3f˜4, Dˆ = Df˜2f˜4, Eˆ = Ef˜2f˜4,
Kˆ = Kf˜1f˜3, Lˆ = Lf˜1f˜3, Mˆ = Mf˜1f˜2, Nˆ = Nf˜1f˜2.
Imposing D
(−2)
ω = 0, D(−2) ∗ ω = 0 gives
B =M = E = 0
s˜∇−s˜ L+ L = 0, s˜∇+s˜ Dˆ + 3Dˆ = 0 (82)
s˜∇+s˜ Aˆ+ 5Aˆ = Nˆ − Kˆ, s˜∇+s˜ Cˆ + 5Cˆ = −Nˆ − Kˆ (83)
(1 + s˜)A = s˜∇−s˜ (N −K) + 2N −K, (1 + s˜)C = −s˜∇−s˜ K −K − s˜
(
s˜∇−s˜ N + 2N
)
We checked that solutions for L and D have divergent norm. Moreover, the system of equations
(83) has only one dimensional family of solutions9 with good properties at s˜ 7→ 0:
N = A =
C0
s˜
, K = −4C0
s˜
, C = −C0
However, we checked using Mathematica, that this solution interpolates into a solution with
C ∼ s˜−5/4 at s˜ 7→ ∞ which has divergent norm. We conclude that there is no V(1,0) in
H2
D,L2
(
X,OX(−2)
)
.
9The other solutions at s˜ 7→ 0 are either too divergent K ∼ s˜−4 or non-analytic in s˜.
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C.6 Hj
D,L2
(
X,OX(3)
)
for j = 2, 3, 4
Let us first look for ω ∈ H2
D,L2
(
X,OX(3)
)
that transforms in representation V(3,0). General
ansatz is given by
ω =
(
C(s˜)ν31 +B(s˜)ν
2
1ν3 + E(s˜)ν1ν
2
3 + ν
3
3F (s˜)
)
e¯1 ∧ e¯4
D
(3)
ω = 0 is satisfied automatically, but D(3)(∗ω) = 0 gives
C = B = E = 0, s˜∇+s˜ Fˆ + 8Fˆ = 0
where Fˆ = F f˜2f˜3. We checked that the solution for F has divergent norm.
Now we look for V(1,1) in H
2
D,L2
(
X,OX(3)
)
. General ansatz is given by
ω = a(s˜)ν1ν¯2e¯1e¯4
D
(3)
ω = 0 is satisfied automatically, but D(3)(∗ω) = 0 gives
s˜∇+s˜ aˆ + 6aˆ = 0 aˆ = af˜2f˜3
We checked that the solution for a has divergent norm. We conclude that there is neither V(3,0)
nor V(1,1) in H
2
D,L2
(
X,OX(3)
)
. Similarly, there is no V(0,0) in H
2
D,L2
(
X,OX(3)
)
.
Moreover, there are no V(3,0),V(1,1),V(0,0) in H
j
D,L2
(
X,OX(3)
)
for j = 3, 4 since one cannot
even write down an ansatz for ω in these cases.
C.7 H2
D,L2
(
X,OX(−3)
)
Let us look for ω ∈ H2
D,L2
(
X,OX(−3)
)
that transforms in irreducible representation V(0,0):
ω = a(s˜)e¯1 ∧ e¯2 + b(s˜)e¯1 ∧ e¯3 + c(s˜)e¯2 ∧ e¯4 + d(s˜)e¯3 ∧ e¯4
Then, Dω = 0 gives
s˜
(
c′ − h
(−3)′
h(−3)
c
)
+ c = 0, s˜
(
d′ − h
(−3)′
h(−3)
d
)
+ 2d+ a = 0
We further use
∗
(
e¯I ∧ e¯J
)
= e¯I ∧ e¯J ∧
∏
K 6=I,K 6=J
f˜K(s˜)eK ∧ e¯K
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to show that D(∗ω) = 0 is equivalent to
(
af˜3f˜4
)′
+
(
4
s˜
+
h(−3)
′
h(−3)
)
af˜3f˜4 +
d
s˜
f˜1f˜2 = 0
(
bf˜2f˜4
)′
+
(
3
s˜
+
h(−3)
′
h(−3)
)
bf˜2f˜4 = 0.
In the limit s˜ 7→ ∞ (i.e. s 7→ 0)
c ∼ s˜−1/4, b ∼ s˜−5/4 s˜ 7→ ∞
We checked using the norm (77) that both b and c solutions have divergent contribution to
their norm squared from the region s˜ 7→ ∞. The two solutions for a behave as
a ∼ C1s˜−7/4 + C2s˜−3/4
The solution with C2 6= 0 has divergent contribution to the norm squared from s˜ 7→ ∞. While
in the other limit
a ∼ C3s˜−3 + C4s˜−1 s˜ 7→ 0
and solution with C3 6= 0 has divergent contribution to the norm squared from s˜ 7→ 0. We
further checked, using Mathematica, that a good solution at s˜ 7→ 0 behaves badly at s˜ 7→ ∞.
Hence, we conclude that there is no representation V(0,0) in H
2
D,L2
(
X,OX(−3)
)
.
D Useful formulae for computing the norm
We work in a patch U1 6= 0 and introduce ’polar coordinates’:
t2 = vt3, t3 = |t3|eiϕ, z1 = r1eiφ1 , z2 = r2eiφ2, v = rveiφv
and denote
a = 1 + T2 + Tv(1 + T1), b = 2r1r2rv, Φ = φ2 − φ1 − φv, y = 1 + T1 + T2
where
Tv = r
2
v, T1 = r
2
1, T2 = r
2
2.
To evaluate the integrals arising in the computation of the norm we use∫ 2π
0
dΦ
a + bcosΦ
=
2π
(a2 − b2)1/2 ,
∫ 2π
0
dΦ(
a+ bcosΦ
)2 = 2πa(a2 − b2)3/2 , a > b∫ 2π
0
dΦ(
a + bcosΦ
)3 = π(b2 + 2a2)(a2 − b2)5/2 ,
∫ 2π
0
dΦ(
a + bcosΦ
)4 = π(2a3 + 3ab)(a2 − b2)7/2 , a > b
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∫ ∞
0
TvdTv(
βT 2v + 2γTv + δ
)3/2 = 12 1y(1 + T1) ,
∫ ∞
0
dTv(
βT 2v + 2γTv + δ
)3/2 = 12 1y(1 + T2)∫ ∞
0
T 2v dTv(
βT 2v + 2γTv + δ
)5/2 = 112y2(1 + T1) ,
∫ ∞
0
TvdTv(
βT 2v + 2γTv + δ
)5/2 = 112y2(1 + T2)
where
β = (1 + T1)
2, γ = 1 + T1 + T2 − T1T2, δ = (1 + T2)2.
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