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Abstract
A function E(b, s) is deﬁned on the set {s in N, b inZ, (b, s)=1} implicitly, by a functional
equation. Various conjectures arise from tables and some of these are proved. This function
is then related to a partial sum of Farey indices weighted according to the parity of the
Farey denominators. An explicit formula for E(b, s) is given, together with sharp bounds, and
these show that the weighted partial sums of Farey indices are much smaller than expected. The
explicit formula was determined from numerical trials: the question arises whether a constructive
derivation from the functional equation should be possible in these and similar circumstances.
© 2005 Published by Elsevier Inc.
MSC: 11B57; 11F20
1. Introduction
Suppose that x ∈ [0, 1] is a rational number and that x = b/s with 1bs, (b, s) =
1, that is b/s represents x in its lowest terms. We begin by considering a highly irregular
function E(x) deﬁned by the somewhat minimalist functional equation
E(c/t) = E(b/s)+ (s) t
s
+ (t) s
t
whenever cs − bt = 1, (1)
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in which :N → R is an arithmetical function whose choice is actually forced upon
us by the requirement that E is well-deﬁned and, since (1) permits linear translations,
is ﬁxed at two points. It will emerge that E has an application in the theory of Farey
sequences, in particular in the sub-sequences comprising those fractions with odd or
even denominators, which have been studied recently in [1,5]. However, it seems more
interesting and transparent to begin by considering this function in the abstract. When
we come to extend its range onto R we shall ﬁnd that a slight modiﬁcation is necessary,
which will involve adding an extra term in Eq. (1). We put this off for the moment.
We may approach E via continued fractions but as we shall be involved with Farey
sequences later these may be the more appropriate route. Suppose then that we have
successfully deﬁned E for all x with denominator < s, that is on the Farey sequence
Fs−1: we wish to extend the deﬁnition to Fs . Let x = b/s be a new fraction and
its neighbors in Fs be a/r and c/t , so that these fractions are adjacent in Fs−1 and
r + t = s, (r, t) = 1. We have br − as = cs − bt = cr − at = 1 and so for (1) to be
satisﬁed we require that
E(b/s) = E(a/r)+ (s) r
s
+ (r) s
r
,
E(c/t) = E(b/s)+ (s) t
s
+ (t) s
t
,
E(c/t) = E(a/r)+ (r) t
r
+ (t) r
t
(2)
whence it follows that we must have, in these circumstances
(r)+ (s)+ (t) = 0. (3)
Since s = r + t this determines  if we ﬁx (1): we put (1) = −1 and so (2) = 2,
(3) = −1, indeed (n) = −1 or 2, for odd or even n, respectively. (The conditions
force exactly one of r, s, t to be even). We deduce that E(1) = E(0) − 2 and so we
ﬁx E by setting E(0) = 1, E(1) = −1. It is now deﬁned on Fs as desired and so
for all rational x ∈ [0, 1]: it is easy to see that it is an odd function in the sense that
E(1− x) = −E(x) always. To illustrate our progress so far we give a table for s13;
to save space we have only listed b6 (Table 1).
An interesting property of E(b/s) is that the denominator (we deﬁne the denominator
of the rational number y as inf{n: n ∈ N, ny ∈ Z}) is very simple: it is s when s is
odd, otherwise it is s/2. Unfortunately, we lose this property when we modify E to
extend the range of deﬁnition. We want a periodic function on R and to achieve this
we clearly need the same value at 0 and 1: we simply add 2x−1 to E(x). For reasons
that will become apparent we also make b and s two integer variables, with ranges
s ∈ N, b ∈ Z, (b, s) = 1. We put
E(b, s) := E({b/s})+ 2{b/s} − 1, (4)
where as usual {x} denotes the fractional part of x. The functional equation becomes
E(c, t) = E(b, s)+ (s) t
s
+ (t) s
t
+ 2
st
(when cs − bt = 1). (5)
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Table 1
Values of E(b/s) for s13
s b = 1 2 3 4 5 6
2 0
3 −7/3 7/3
4 −5/2 5/2
5 −21/5 −23/5 23/5 21/5
6 −14/3 14/3
7 −43/7 3/7 −47/7 47/7 −3/7 43/7
8 −31/4 −17/4 17/4
9 −73/9 −59/9 −79/9 79/9
10 −44/5 2/5
11 −111/11 −17/11 29/11 −69/11 −119/11 119/11
12 −65/6 −37/6
13 −157/13 −111/13 −113/13 29/13 −21/13 −167/13
Let D(b, s) denote Dedekind’s sum multiplied by 12. This satisﬁes a similar functional
equation viz.
D(c, t) = D(b, s)+ t
s
+ s
t
+ 1
st
− 3 (when cs − bt = 1), (6)
but the circumstances are different because (6) is not the deﬁnition of Dedekind’s sum
for which we have a straightforward explicit formula
D(b, s) := 12
∑
h (mod s)
B1
(
h
s
)
B1
(
hb
s
)
, (7)
where B1(x) := 0 if x ∈ Z,= {x} − 1/2 else. This does not require b to be prime to
s but when it is so, (7) implies immediately that D(b, s) = D(b, s) where b is what
I shall refer to as the Kloosterman inverse of b, that is bb ≡ 1 (mod s). This property
is essential. We note that in (5) and (6), c ≡ s (mod t) and b ≡ −t (mod s) so that
(5) and (6) are formulae for E(s, t) + E(t, s) and D(s, t) + D(t, s). In the case of
Dedekind’s sum, this makes (6) equivalent to the reciprocity formula. We proceed to
examine some values of E(b, s).
We note as an example that 3 and 5 are Kloosterman inverses (mod 7) but E(3, 7) =
±E(5, 7). It would appear from the numerical evidence in Table 2 that when s is odd,
the condition 2bf ≡ 1 (mod s) implies E(b, s) = −E(f, s) and so 2b2 ≡ 1(mod s)
implies E(b, s) = 0. We conﬁrm this in Theorem 5 below.
2. The Farey index
This was deﬁned in [2]. We denote the Farey sequence of order N by FN =
{xi : 1 iR} where R = R(N) = (1) + (2) + · · · + (N) ∼ 3N2/2 and x1 =
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Table 2
Values of E(b, s) for s16
s b = 1 2 3 4 5 6 7
2 0
3 −8/3 8/3
4 −3 3
5 −24/5 −24/5 24/5 24/5
6 −16/3 16/3
7 −48/7 0 −48/7 48/7 0 48/7
8 −15/2 −9/2 9/2 15/2
9 −80/9 −64/9 −80/9 80/9 64/9
10 −48/5 0 0
11 −120/11 −24/11 24/11 −72/11 −120/11 120/11 72/11
12 −35/3 −19/3 19/3
13 −168/13 −120/13 −120/13 24/13 −24/13 −168/13 168/13
14 −96/7 −48/7 −48/7
15 −224/15 −64/15 64/15 −224/15
16 −63/4 −9/4 39/4 −33/4
1/N, xR = 1. We extend FN onto Z by deﬁning xi+R = xi + 1 for every i, in
particular x0 = 0. We suppose that xi−1 = a/r, xi = b/s, xi+1 = c/t and deﬁne
r(xi) = r, s(xi) = s, t (xi) = t , and put
(xi) = r + t
s
= a + c
b
. (8)
It was observed in [3] that
t = s
[
N + r
s
]
− r. (9)
This easy formula provides probably the quickest way to compute FN since the se-
quence of denominators may be constructed recursively from (9) and the numerators
may be ﬁlled in by an exhaustion principle; in practical cases they are obvious. Notice
that there are no computations of Kloosterman inverses. From (8) and (9) clearly
(xi) =
[
N + r
s
]
. (10)
In [2] we proved that
R∑
i=1
(xi) = 3R − 1, (11)
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and it emerges that this 3 is the same one as in (6); this may be seen from the formula
([2, Theorem 5] due to Zagier):
Dj(N) :=
j∑
i=0
((xi)− 3)+ 12 = D(b, s)+
t − r
2s
+ 1
2
− b
s
. (12)
The 1/2 appears in the deﬁnition of the discrepancy adopted by Hall and Shiu [2] in
order that Dj(N) should be an odd function of j, that is DR−j (N) = −Dj(N). The
star in (12) denotes that the end terms in the sum are halved. We now probe (11) a
bit more closely, and notice the following result. This is very simple, but it seems that
it does not generalize to any further arithmetic progressions in an obvious fashion.
Theorem 1. In every case N2 we have
R∑
i=1
{(xi): s(xi) even} = R − 1,
R∑
i=1
{(xi): s(xi) odd} = 2R. (13)
The reader might care to try a few cases (mod 3). Let us denote the number of
fractions with even/odd denominators by Reven/Rodd. It is not difﬁcult to show that
Reven = R
(
N
2
)
+ R
(
N
4
)
+ R
(
N
8
)
+ · · · ∼ 1
2
N2 ∼ 1
3
R (14)
and so we have Rodd ∼ 2Reven, however there is no simple relation between these
numbers. Hence it is not appropriate to try to formulate discrepancies like (12) by
subtracting 3’s in (13) if we are interested in exact formulae, albeit there may well
be interesting asymptotic formulae of this shape. This consideration suggests that we
write down the sum
Ej(N) :=
j∑
i=1
(s(xi))(xi)+ 1 (15)
which tries to cancel the indices against each other with a weight 2 in favour of those
arising from even denominators. The 1 on the right-hand side of (15) is introduced just
to make Ej(N) odd like Dj(N). We look for an analogue of Zagier’s formula (12).
Theorem 2. We have
Ej(N) = E(b/s)+ (s) t − r2s = E(b, s)+ (s)
t − r
2s
+ 1− 2b
s
(1j < R). (16)
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This result includes Theorem 1, providing a third proof of it (as there are two below).
The proof of Theorem 2 is merely a veriﬁcation, by induction, of the formula (16) and
is not particularly instructive. We can employ Theorem 2 to evaluate the fractional part
of E(b/s), as noted in the introduction.
Corollary. We have
E(b/s) ≡ (s)b
s
(mod 1), E(b, s) ≡ (s)b
s
+ 2b
s
(mod 1). (17)
Therefore the denominator of E(b/s) is s if s is odd, and is s/2 if s is even. In
particular, E(x) = 0 if and only if x = 12 . If s is odd, E(b, s) is an integer if and only
if 2b2 ≡ 1 (mod s); if s is even the corresponding condition is b2 ≡ −1 (mod s/2).
A similar formula to (17), again demanding that (b, s) = 1, is
D(b, s) ≡ b + b
s
(mod 1). (18)
We shall prove (17) after Theorem 2. The proof readily adapts to (18), in case this
formula should be unfamiliar.
Theorem 3. For every s and b prime to s we have
|E(b, s)| s
2 − (s)2
s
, (19)
with equality when b ≡ ±1 (mod s) and, if s is odd, when b ≡ (s ± 1)/2 (mod s). In
every other case we have
|E(b, s)| 4
5
s. (20)
We employ (20) to obtain
Theorem 4. We have
|Ej(N)|N − 1− 12 (−1)
N (21)
with equality if and only if j = 12R ± 1 or, when N is odd, j = 1, R − 1.
Theorem 5. When s is even we have E(b, s) = E(b, s), whence b2 ≡ −1 (mod s)
implies E(b, s) = 0. When s is odd and 2bf ≡ 1 (mod s) we have E(f, s) = −E(b, s),
whence 2b2 ≡ 1 (mod s) implies E(b, s) = 0.
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Together with the corollary to Theorem 2 this result almost gives us a description
of the circumstances in which E(b, s) ∈ Z. We consider four cases, s = 2k + 1, 4k +
2, 8k + 4, 8k. In the ﬁrst case, s is odd, and E(b, s) ∈ Z implies 2b2 ≡ 1 (mod s) (by
Theorem 2), which implies E(b, s) = 0 by Theorem 5. In the second case E(b, s) ∈ Z
implies b2 ≡ −1 (mod s/2) and this implies b2 ≡ −1 (mod s) because b is prime to s
and therefore odd, and 2|(b2 + 1) anyway. In the fourth case it is impossible to have
b2 ≡ −1 (mod s/2) and so E(b, s) is not an integer. We may conclude that in these
three cases, we have E(b, s) ∈ Z if and only if E(b, s) = 0, moreover we know when
this happens. The third case s = 8k + 4 is more puzzling. We know that E(b, s) ∈ Z
if and only if b2 ≡ −1 (mod s/2), also that b2 ≡ −1 (mod s) is impossible. Some
examples are:
E(3, 20) = −9, E(5, 52) = −15, E(13, 68) = −3, E(47, 260) = 3. (22)
Maybe E(b, s) = 0 for these s.
Theorem 6. We have
∑
b:(b,s)=1
|E(b, s)| 24
2
s log2 s (23)
for all s, and consequentially
1
R
∑
j
|Ej(N)|4 log2 N +O
(
log N
N
)
. (24)
Thus, the discrepancy Ej(N) is normally much smaller than would be predicted by
a random walk model.
In [2, Theorem 3], we gave the asymptotic formula
R∑
i=1
(xi)
2 = 24
2
N2
(
log 2N − 
′(2)
(2)
− 17
8
+ 2
)
+O(N log2 N) (25)
and we remark that it may be shown that
R∑
i=1
(s(xi))(xi)
2 = −32
2
N2 +O(N log2 N) (26)
by a similar method, (noticing a typo in Eq. (2.14): on its second appearance, in the
right-hand of the two sums, (s) should be (s)/s). Squaring the index therefore
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upsets the balance in the sum (26) in quite a marked fashion: without the square it is
exactly −2.
3. Proof of Theorem 1
We give two quite distinct proofs of which the ﬁrst is easier and shorter: it is based
on the proof of Hall and Shiu [2, Theorem 1] which was provided by the referee of
that paper. It is interesting to compare how each proof breaks down if we try to extend
it to any modulus higher than 2. Initially, I did not think the second proof was going
to work even in this case. (It will of course yield an asymptotic formula for any a.p.,
unlike the other two proofs which appear to be inapplicable in general).
The ﬁrst proof is by induction on N. We assume N3 and establish that in passing
from FN−1 to FN we add (N), 2(N) to the total of the indices associated with
even, odd denominators. Suppose that xi−1, xi are adjacent fractions in FN−1 which
become separated in FN by a new fraction with denominator N. This happens when
s(xi−1) + s(xi) = N : these three numbers are, necessarily, pairwise coprime and so
exactly one of them is even. The existing indices
(xi−1) = s(xi−2)+ s(xi)
s(xi−1)
, (xi) = s(xi−1)+ s(xi+1)
s(xi)
(27)
are replaced by three new ones:
s(xi−2)+N
s(xi−1)
= (xi−1)+ 1, s(xi−1)+ s(xi)
N
= 1, N + s(xi+1)
s(xi)
= (xi)+ 1 (28)
and we see that we have added 3 in all, with just 1 added to the even denominator
indices; this is the new middle index if N itself is even, otherwise 1 is added to just
one of the outside pair. Since there are (N) new fractions this completes the induction
and the ﬁrst proof.
For the second proof we recall from [2] the formula
T (s) :=
R∑
i=1
{(xi): s(xi) = s} = 2
∑
d|s
(d)
[
N
d
]
− (s)+ s1 (29)
in which st is Dirac’s function. Then we wish to evaluate the sum
T2 :=
∑
sN
{T (s): s even} = 2
∑
dN
(d)
[
N
d
]
card{s: sN : d|s, 2|s} − Reven. (30)
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If d is odd then s ≡ 0 (mod 2d) and the cardinality in (30) is [ N2d ], but if d is even
the condition 2|s is nugatory and the cardinality is [N
d
]. Therefore
T2 + Reven = 2
∑
even dN
(d)
[
N
d
]2
+ 2
∑
odd dN
(d)
[
N
d
] [
N
2d
]
= 2
∑
odd dN
(d)
([
N
d
] [
N
2d
]
−
[
N
2d
]2)
, (31)
where we have put d = 2e when d is even and noted that (d) = −(e) or 0 according
as e is odd or even, then replaced e by d. To cope with the awkward looking cross
term on the right of (31) we introduce the sum
W :=
∑
odd dN
(d)
([
N
d
]
− 2
[
N
2d
])2
=
∑
odd dN
(d)
([
N
d
]
− 2
[
N
2d
])
; (32)
since the squared quantity is 0 or 1 it does not need squaring. Now
∑
odd dN
(d)
[
N
d
]
=
∑
nN
∑
odd d|N
(d) = card{nN : n = 2k}
=
[
log N
log 2
]
+ 1 (33)
whence
W = 1−
[
log N
log 2
]
. (34)
We double (31) and add W to both sides, employing (34) on the left-hand side. This
gives
2T2 + 2Reven + 1−
[
log N
log 2
]
=
∑
odd dN
(d)
[
N
d
]2
=
∑
odd dN
(d)
[
N
d
]([
N
d
]
+ 1
)
−
[
log N
log 2
]
− 1, (35)
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using (34) again, so that we have
2T2 + 2Reven + 2 = 2
∑
odd dN
(d)
∑
mN/d
m = 2
∑
nN
∑
odd d|n
(d)
n
d
. (36)
We leave it as an exercise for the reader to prove that the inner sum on the right of
(36) is (n) + (n/2) + (n/4) + · · ·, (the series terminates at the last integer entry)
and so the whole sum is 2{R(N) + R(N/2) + R(N/4) + · · ·} = 2R + 2Reven. This
yields T2 = R − 1 as required. 
4. Proof of Theorem 2
This is modelled on the induction proof of Zagier’s theorem provided in [2]. We
begin with the case j = 1 and we have, by the deﬁnition (15),
E1(N) = 12 {(s(x0))(x0)+ (s(x1))(x1)} + 1 = −N + 12 (N)+ 1 (37)
because x0 = 0/1, x1 = 1/N and the indices are 2N, 1, respectively. Since x1 = 1/N
and its neighbors are 0/1 and 1/(N − 1) we have r = 1, t = N − 1 in this case and
so employing (4) we ﬁnd that
E(1/s)+ (s) t − r
2s
= 1−N + (N)
N
+ (N) N − 2
2N
= 1−N + 1
2
(N) (38)
which agrees with (37). The formula is true when j = 1 and we may start the induction.
We have to consider
Ej+1(N) = Ej(N)+ 12 {(s(xj ))(xj )+ (s(xj+1))(xj+1)} (39)
and we suppose that s(xi) = r, s, t, u in the cases i = j − 1, . . . , j + 2, the numerators
being a, b, c, d. The induction hypothesis is that
Ej(N) = E(b/s)+ (s) t − r2s (40)
and the right-hand side of (39) is therefore
E(b/s)+ (s) t − r
2s
+ 1
2
{
(s)
r + t
s
+ (t) s + u
t
}
= E(b/s)+ (s) t
s
+ (t) s + u
2t
= E(c/t)+ (t)u− s
2t
, (41)
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so that the formula holds at j + 1 thereby completing the induction. This is all we
need. 
Proof of the Corollary. We may write Ej(N) in the form
Ej(N) = 1−N +
∑
i<j
(s(xi))(xi)+ (s) r + t2s (42)
so that by the theorem,
E(b/s) = 1−N +
∑
i<j
(s(xi))(xi)+ (s) r
s
, (43)
and the result follows, since every term on the right except the last is an integer and
r ≡ b (mod s). 
5. The explicit formula
We consider a hypothetical explicit formula for E(b, s). We know that the denomi-
nator of this function divides s, that E(b, s) is odd, and that its behaviour varies with
the parity of s. After some playing about and numerical trials we are led to conjecture
that
E(b, s) = 24
∑
h (mod s)
B1
(
h
s
)
B1
(
hb
s
+ 1
2
)
. (44)
An equivalent formula is
E(b, s) = 6
s
s−1∑
h=1
(−1)h cot h
s
cot
hb
s
if s is even,
E(b, s) = 6
s
s−1∑
h=1
(−1)hcosec h
s
cot
hb
s
if s is odd. (45)
Notice that the factor (−1)h has period s if s is even; when s is odd (−1)hcosec h
s
has
period s. In the odd case, we may if we wish replace h by 2h in the summand. It is
easy to see from (45) that when s is even (only), this would imply E(b, s) = E(b, s).
Let us denote the function on the right-hand side by F(b, s). Then the substitution
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h ≡ kb (mod s) gives, for all s and coprime b,
F(b, s) = 24
∑
k (mod s)
B1
(
kb
s
)
B1
(
k
s
+ 1
2
)
= 48
∑
1k s/2
k
s
B1
(
kb
s
)
(46)
noticing that if s is even the right-hand end term is zero, so that it is immaterial that
we have counted it twice. Also
D(b, s) = 12
s−1∑
k=1
k
s
B1
(
kb
s
)
= 12
∑
1k s/2
k
s
B1
(
kb
s
)
+ 12
∑
1 l s/2
(
1− l
s
)
B1
(
− lb
s
)
= 24
∑
1k s/2
k
s
B1
(
kb
s
)
− 12
∑
1 l s/2
B1
(
lb
s
)
, (47)
whence
F(b, s) = 2D(b, s)+ 24
∑
1 l s/2
B1
(
lb
s
)
. (48)
It follows from the reciprocity formula for Dedekind’s sum and (48) that
F(b, s)+ F(s, b) = 2b
2 + s2 + 1
bs
− 6+ 24
∑
1 l s/2
B1
(
kb
s
)
+24
∑
1mb/2
B1
(ms
b
)
. (49)
Let us denote by V the sum of those terms in (49) following the −6. Then
V = 12b
s
[ s
2
] ([ s
2
]
+ 1
)
+ 12 s
b
[
b
2
]([
b
2
]
+ 1
)
− 12
([ s
2
]
+
[
b
2
])
−24
∑
1 l s/2
[
lb
s
]
− 24
∑
1mb/2
[ms
b
]
. (50)
By a familiar lattice point argument (see for example [4, Theorem 100]) the last two
terms add up to −24 [ b2 ] [ s2 ]. If b and s are both odd, then
V = −3b
s
− 3 s
b
+ 6, F (b, s)+ F(s, b) = −b
s
− s
b
+ 2
bs
, (51)
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while if one of b and s, say s, is even, then
V = −3 s
b
+ 6, F (b, s)+ F(s, b) = 2b
s
− s
b
+ 2
bs
, (52)
whence for every coprime pair b and s,
F(b, s)+ F(s, b) = (s)b
s
+ (b) s
b
+ 2
bs
. (53)
The required result that E = F follows from (5) and (53). Notice that (53) is not a
reciprocity formula for the sum E(b, s).
6. Proof of Theorem 3
We have
E(1, s) = −s + (s)
s
+ 2
s
= (s)
2 − s2
s
(54)
and if s is odd, (s + 1)/2 ≡ 2 (mod s), whence (53) gives (because E(1, 2) = 0)
E
(
s + 1
2
, s
)
= −2
s
+ s + 1
s
= s
2 − 1
s
(55)
and these are the extreme cases. We have to establish (20) in the remaining cases.
We begin by inspecting Table 2 to see that (20) holds when s16; (notice that
|E(2, 9)|/9 = 64/81). We now proceed by induction, and we may assume that s17,
b = ±1, (s ± 1)/2. Thus b ≡ ±a (mod s) where 3a < s/2, and (53) yields
E(b, s) = −E(s, a)+ (s)a
s
+ (a) s
a
+ 2
as
, (56)
|E(b, s)| |E(1, a)| + s − 1
s
+ |(a)| s
a
+ 1
s
 max
{
5+ s
2
, 7+ s
3
}
<
4
5
s (57)
provided s17. The ﬁrst bound applies if a = 3, 4. For 5as/2 we apply the bound
a + 1 + 2s/a which takes its maximum value either at a = 6, (the second bound) or
at s/2, already covered by the ﬁrst bound. This completes the proof. 
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7. Proof of Theorem 4
We assume that N18, checking the previous cases numerically. We suppose that
xj = b/s < 1/2 and we notice that in (16), we have |t − r| < s, (because N − s <
r, tN ), so that
|Ej(N)| < |E(b, s)| + 2 (if s is even),< |E(b, s)| + 32 (if s is odd). (58)
By Theorem 3, |E(b, s)| < s and all the cases sN − 3, (N even) and sN − 2 (N
odd) may be dismissed straightaway. For N18, we have 45 N +2 < N − 32 : hence we
may restrict our attention to the few cases in Theorem 3 in which |E(b, s)| 45 s. We
enumerate the possibilities which are (b, s) = (1, N − 2), (1, N − 1), ((N − 2)/2, N −
1), (1, N) if N is even and (b, s) = (1, N − 1), (1, N), ((N − 1)/2, N) if N is odd. As
an example, let us work out the third case, in which N is even and by (55) and (16),
E
(
N − 2
2
, N − 1
)
= −N(N − 2)
N − 1 ,
Ej (N) = − (N − 1)
2 − 1
N − 1 −
t − r
2(N − 1) + 1−
N − 2
N − 1 . (59)
The right-hand neighbour is 12 , that is t = 2, and r = N − 3, whence
Ej(N) = −(N − 1)+ N − 52(N − 1) +
2
N − 1 = −N +
3
2
.  (60)
The other cases check out in a similar fashion.
8. Proof of Theorem 5
When s is even our assertion follows readily from the cotangent formula (45): b
must be odd and so (−1)hb = (−1)h always. Now let s be odd. Then
E(f, s) = 24
∑
h (mod s)
B1
(
h
s
)
B1
(
hf
s
+ 1
2
)
= 24
∑
k (mod s)
B1
(
kb
s
)
B1
(
2k
s
+ 1
2
)
. (61)
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Next we employ the relation B1(x) + B1
(
x + 12
)
= B1(2x), an example of Raabe’s
formula, to write
E(b, s) = 24
∑
h (mod s)
B1
(
h
s
){
B1
(
2hb
s
)
− B1
(
hb
s
)}
= 24
∑
k (mod s)
B1
(
kb
s
){
B1
(
2k
s
)
− B1
(
k
s
)}
, (62)
and we add (61) and (62): the factor multiplying B1(kb/s) on the right is zero, applying
Raabe’s formula again. Thus E(f, s)+ E(b, s) = 0 as required. 
9. Proof of Theorem 6
We deﬁne the sums
Kt(s) =
∑
h<s/2
cot
h
s
, Kc(s) =
∑
h<s/2
cosec
h
s
(63)
and we observe that
Kt(s)+Kc(s) =
∑
h<s/2
cot
h
2s
<
∑
h<s/2
2s
h
<
2s

log s (64)
whence
Kt(s)Kc(s) <
s2
2
log2 s. (65)
We further notice that when m divides s we have s−1Kt(s)m−1Kt(m): (if s = dm
put h = gd − c, 1g < m/2, 0c < d in the sum deﬁning Kt(s)). We apply the
explicit formula in the form (45) to obtain
∑
b:(b,s)=1
|E(b, s)| 12
s
∑
h<s/2
cosec
h
s
∑
b:(b,s)=1
∣∣∣∣cot hbs
∣∣∣∣ (66)
(for all s: if s is even observe that |cotangent| |cosecant| moreover cot h
s
vanishes at
h = s/2). We suppose that h/s = e/m, (e,m) = 1 in the inner sum, which does not
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exceed
s
m
∑
b:(b,m)=1
∣∣∣∣cot ebm
∣∣∣∣  sm
m−1∑
b=1
∣∣∣∣cot bm
∣∣∣∣ = 2sm Kt(m)2Kt(s), (67)
so that by (65),
∑
b:(b,s)=1
|E(b, s)| 24
s
Kt(s)Kc(s) <
24
2
s log2 s (68)
as required. The corollary follows from the relation R = 32 N2 +O(N log N). 
10. Conjectures
It seems likely that there exist constants A,B such that
R∑
j=1
Ej(N)
2 ∼ AN3,
R∑
j=1
|Ej(N)| ∼ BR log2 N. (69)
The left-hand formula would be analogous to [2, Theorem 8] and it would be nice if
it could somehow be derived from that result. Clearly B4 in the right-hand formula:
I do not know the correct constant.
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