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Abstract
The morphology of fibers (e.g., spatial uniformity, orientation, and length) plays a decisive
role in determining the material properties or fabrication quality of fiber-reinforced
nanocomposites. Hence, determining the morphology becomes a very critical issue in the field of
nanocomposite quality control. The conventional way of quality inspection is to take the scanning
electron microscopic (SEM) images of the cross-section of composite material and do the visual
checking of these SEM images to evaluate the nanofiber alignment and length distribution. But
this type of inspection is often subjective, inaccurate and time consuming. Moreover, the extremely
small size of nanofibers makes the quality control evaluation process very tedious. These
challenges are not well addressed in the existing literature. This dissertation responds to this gap
in knowledge and develops several elaborate methodologies to automate the tasks of quality
assessment of short fibers reinforced composite manufacturing. This research consists of two broad
steps: fiber segmentation and quantitative analysis of segmented fibers. In the first step, we
develop five different methods, namely, the opening method, simple Hough Transform (HT),
partitioning HT, gradient-based HT, and break-merge method to automatically extract the short
straight fibers from SEM images. Later, in the second step, the extracted fibers are quantitatively
analyzed to facilitate the morphological analysis.
Extraction of filler-morphology greatly depends on accurate segmentation of fillers (fibers
and particles). Convolution Neural Networks (CNNs) have been shown to be very effective at
object recognition in digital images. Realizing the potentials of CNNs, in this dissertation, we also
propose an automatic filler detection system in SEM images, utilizing a Mask Region-based CNN
architecture. The proposed system can simultaneously classify, detect, and segment fillers in SEM
images, making it suitable for morphology analysis of fillers and automatic quality inspection. We
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also propose a novel SEM image simulation procedure to overcome the data scarcity for training
a deep CNN architecture. The proposed filler detection system is trained on the simulated images.
It is shown that the trained network can detect and segment fillers with higher accuracy even in
the overlapping and obscure situations. The performance and robustness of the proposed system
are evaluated using both simulated and real microscopic images.
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Chapter 1: Introduction
BACKGROUND
Nanomaterials are increasingly becoming part of our daily lives. Their attractive properties,
that are not apparent in larger forms of the same material, have led to their desirability and
exploration in a wide range of applications. Nanomaterials can be defined as substances that are
intentionally produced, manufactured or engineered to have specific properties and one or more
dimensions typically ranging between 1 and 100 nanometers. Scientists found that when the
diameters of polymer fibers materials are shrunk from micrometers to submicron or nanometers,
some excellent characteristics would appear. These characteristics include high strength, high
stiffness and light weight, and many other functional properties, such as high energy density in
capacitors [1]. Because of these unique properties resulting in improved performance of final
products, nanomaterials are widely used in numerous end-user industries. As a result, the
nanomaterial market is increasing rapidly over the year [2]. Figure 1.1 shows the growth of nanomaterial market in terms of revenue (USD Billion).

Figure 1.1: Global nano-material market
1

Nanomaterials are widely used in several markets including healthcare, sporting goods,
personal care, food and beverages, home and garden, automotive, aerospace, consumer electronics
and computing, etc. The key vendors of nanomaterials market are focusing aggressively on
innovation, as well as on including advanced technologies in their existing products. Recently,
nanocomposites with high energy densities have received a great interest for use in advanced
electronic devices and electric power systems since they can be designed to offer a combination
of both high dielectric permittivity and dielectric strength [3]. With the help of nanotechnology,
new nanofiber material piezoelectric materials provide the ability to bend and stretch. Also they
are attractive for pressure sensors and mechanical energy harvesting [4].
Micro/nanofibers can act as reinforcement to increase the mechanical properties of
composite materials. Fiber-reinforced composites exhibit promising advantages, such as high
strength, high stiffness, and light weight in comparison with conventional materials. These
outstanding properties have led to their desirability and exploration in a wide range of applications.
The spatial homogeneity, length, and alignment orientation of fibers in the base material play a
decisive role in determining the final properties of composites [5-7]. For instance, with the increase
of mean fiber length, the tensile strength increases significantly [8]. Besides, the composites have
stronger mechanical properties in the direction of fiber alignment than other directions [9]. The
desired orientation and length distribution largely depend on the application of composites. In
structural applications, uniform distribution of fibers in terms of both spatial location and
orientation is desirable to achieve the best isotropic mechanical properties. However, in other
applications, the alignment of fibers in one direction may be preferable. Literature reports that the
2

alignment of dielectric fillers in the direction of the applied electric field can significantly enhance
the dielectric properties of the base material, especially the dielectric permittivity and breakdown
strength [10, 11]. Besides the alignment, the spatial distribution is also crucial for material
properties. Almost in all applications, the homogeneous spatial distribution of fibers in the
specimen is required to achieve optimal performance. Nevertheless, similar to particle-reinforced
nanocomposites [12-14], the clustering or aggregation of fibers often exists due to imperfectly
controlled processing, which may adversely affect the material properties [15]. Therefore, it is
highly desirable to extract the fiber morphology for quality evaluation and process control.
RESEARCH MOTIVATION AND CHALLENGES
Product quality inspection is one of the most important steps in the manufacturing process
[16]. The tasks of inspection involve detection, measurements or diagnosis and require a
substantial amount of reasoning capability to make the final decision on product quality.
Traditionally, inspection tasks are assigned to human experts for manual inspection. Today’s
competitive market and modern manufacturing system need to shift the manual inspection to
automated level to speed up the production rate while maintaining rigorous production quality. In
fact, many industries are embracing the automated inspection systems to improve their overall
production performance. A breakdown of industries using automated visual inspection is depicted
in Figure 1.2. However, the attempts to automate the inspection tasks is progressing in slow pace
compare to other fields such medical inspection and diagnosis. Considering this fact, recently
many researchers have focused in this area to facilitate an automated inspection procedure by
integrating cutting-edge technologies and computation methods [17]. Hence, it is necessary to
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introduce effective and efficient methodologies into manufacturing systems to take advantage of
the automation in order to meet the demand of the 21st century.

Figure 1.2: A breakdown of the industries that use automated visual inspection1
The Scanning Electron Microscopic (SEM) images are commonly used to perform the
morphology analysis of product quality [18, 19]. However, manual inspection of SEM images is
often subjective and time-consuming. It is prone to missing relevant pattern/distribution and
incorrectly identifying the fibers and particles in SEM images. Besides, it is not able to extract
quantitative information of the filler alignment and spatial distribution for quality characterization.
Automated visual inspection can overcome these shortcomings by making the procedure free of
human involvement and can be utilized to facilitate consistent and cost-effective quality
inspection. However, the tasks of automatic identification and segmentation of fibers and particles
in SEM images still remain challenging in the automated inspection and computer vision domains.
These challenges are due to overlapping or cross-linking effects among fibers and particles, and
1

https://nanonets.com/blog/ai-visual-inspection/
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contrast problems in SEM images, as shown in Figure 1.3. Moreover, the task of identifying fibers
and particles becomes more difficult when a large number of fibers and particles are embedded
into the base material.

Figure 1.3: Illustration of the challenges in fiber and particle identification and segmentation (a)
and (b) fibers and particles are overlapped with each other; (c) the presence of
fibers and particles in the SEM images is vague due to poor contrast.
LITERATURE REVIEW
Nowadays, the standard quality inspection technique is morphology analysis of fibers
imbedded in the base material based on SEM images. This analysis is often based on visual
inspection of microscopic images, which is often time consuming and subjective. Besides, to get
a reliable quantitative quality evaluation, knowledge about fiber location, size, and orientation is
often needed. However, it is unrealistic to collect all these information manually. Therefore,
automatic fiber extraction from SEM images is highly desirable for quality assessment.
Image processing approaches have been successfully used for the morphology analysis of
nanoparticles (circular or elliptical shape) [20-23]. However, there are very limited automated fiber
(axial particulates) segmentation and analysis methodologies in the existing literature. Kimura et
al. [24] proposed an algorithm to measure the root length through image processing. Kawabata et
al. [25] developed an image processing technique to detect and count asbestos fibers. Peng et al.
[26] developed algorithms to estimate the length, position and orientation of nanowires in the
5

fluidic workspace from optical section microscopy images. However, all of the three methods are
not applicable to fiber extraction from SEM of composite materials, where fibers are often
overlapped or connected with each other. Jeon et al. [27] developed a method for characterizing
the nanowire alignment in microchannel using ridge detection, texton analysis and autocorrelation
function (ACF) calculation. The texton of different orientation angle is convoluted with the
autocorrelation field to detect the distribution of wire alignment. This method can approximately
estimate the orientation distribution. However, it is not capable of identifying fiber locations,
which are essential for spatial homogeneity assessment.
The detection and segmentation of rounded and circular particles using traditional image
processing and computer vision techniques has been intensely studied, especially in the field of
biomedical and material science [20, 28-30]. One of the popular methods is edge-based image
segmentation, where the boundary of the object is detected using some algorithms, e.g., Moore
neighborhood [31], ellipse fitting technique [32] or watershed techniques [33]. Edge-based
segmentation has been applied to segment uniformly distributed particles from the background
with reasonable accuracy [34, 35]. However, the edge-based approach fails to segment individual
objects or cells when they overlap with each other. These methods are only able to segment or
detect boundary of disjoint objects. A number of researchers have proposed background
subtraction method. This method extracts the background of a processed image and leaves the
foreground containing the objects and random noise [36, 37]. However, the background
subtraction method is very sensitive to noise and overlapping issues. Graph-cut method has also
been applied in particle segmentation. The method constructs a graph by treating each image pixel
as a node. Each pair of nodes is connected by an edge with similarity between pixel intensities. A
normalized minimum cut of the graph, which naturally segments an image [38], if determined.
This approach does not separate overlapping objects well, especially when the overlapping objects
have similar intensity levels.
6

Filler detection and segmentation is similar to the problem of defect detection in X-ray or
SEM imaging for industrial applications. In [39], Li et al. integrated some traditional image
processing methods and wavelet techniques to facilitate automatic detection of air holes and
foreign objects in X-ray images. A range of feature extraction-based methods have also been
proposed in the literature. In [40, 41], each image pixel is classified as defect or not depending on
features that are usually computed from a pixels neighborhood.. A number of features are manually
identified to classify individual pixels. Common features include statistical descriptors such as
mean, standard deviation, skewness, kurtosis and localized wavelet decomposition. Several
Bayesian networks and multivariate image analysis approaches have also been proposed [42, 43],
but these techniques have largely been superseded by modern deep learning based computer vision
techniques. Object detection is a very popular approach in modern computer vision domain, which
deals with fitting a bounding box around a certain class of objects in digital images or videos [44].
Similarly, semantic segmentation refers to the process of linking each pixel in images to a class
label. The process of semantic segmentation can be considered as image classification at the pixel
level. This kind of detection and segmentation can be very useful in applications that are used to
count the number of objects and their shapes. The literature is well documented with many stateof-the-art object detection systems based on regional-based convolution neural networks (RCNN)
[45]. The RCNN algorithm places a number of boxes in the image and checks if any of these boxes
contain any of the objects of interests. RCNN uses selective search to extract these boxes from an
image, which are referred as potential regions. Selective search identifies the basic features (e.g.,
scales, colors, textures, intensity or enclosure) from the images. Based on that, various regions are
proposed. After that, RCNN reshapes all the regions to a uniform square size and passes it through
a feature extractor. A support vector machine (SVM) classifier is trained to classify the objects
against the background. One binary SVM is trained for each class. Later, a linear regression model
is used to fit the bounding boxes for each identified object in the image. In most of recent object
7

detection architectures, for example the region-based fully convolution networks (R-FCN), each
component of the object detection network is replaced by a deep neural network [46].
RESEARCH CONTRIBUTION
To overcome the above-mentioned challenges and fill the research gap in the literature,
this dissertation develops a series of elaborate methodologies. In particular, we develop and
compare five different methods to automatically identify the fibers from SEM images. Of the five
methods, one is based on the morphological opening operation, three are based on the Hough
transform (HT) algorithm, namely, the simple Hough Transform approach, partitioning Hough
transform and gradient-based Hough transform, and the last one is based on the identification of
cross points. Hough transform (HT) algorithm is a very efficient tool to identify a certain class of
shapes, such as lines, circles, and ellipses, by a voting procedure [47]. The classic HT was used to
detect straight lines in the image. Intuitively, the straight fibers can be identified by detecting the
long boundaries or by detecting the skeleton after thinning process through the simple HT method.
However, various issues make the simple HT not effective, especially when the fiber density is
high. To address these issues, this paper proposes two improved approaches, the partitioning
Hough transform and gradient-based Hough transform. Besides, another innovative approach,
referred as named break-merge (BM) method, has also been proposed. In this method, the
partitioning and morphological thinning operations are performed first, and then the DBSCAN
clustering algorithm [48] is used to classify the skeleton into cross points and straight line points.
After that, the cross points are removed to break connected fibers into shorter segments, and then
the DBSCAN is used again to identify these segments as clusters. Finally, these short segments
are matched or merged based on their distance and orientation to form complete fibers for
morphological information extraction. The contribution of this work is twofold. First, it develops
four tailored techniques by nontrivially customizing the natural morphological operations, and also
8

develops a brand-new technique (BM) to fill the research gap of fiber extraction. Second, the
shortcomings in these methods are discussed, the performance is evaluated and compared to
provide insight and guidance for practitioners.
Recently, deep learning-based approaches, especially the CNNs become very promising in
detection and segmentation tasks. Understanding these potentials, we also propose a deep learning
based filler detection system to extract the filler-morphology (size distribution, orientation
distribution and spatial homogeneity) from SEM images. The filler detection system is developed
based on Mask Region-based CNN (Mask R-CNN) architecture [49] which is one of the state-ofthe-art architectures in computer vision. It can simultaneously solve object detection and
segmentation problems which facilitates the filler-morphology analysis. Major applications of
Mask-RCNN include identifying common objects in natural images with big sizes and elongated
shapes. It is now making its way with various applications in nearly every domain with different
modified architectures [50-53]. The automated visual inspection in composite manufacturing
involves objects that are relatively small and morpha. To fit our specific problem, the structure of
Mask-RCNN is modified and customized to perform the simultaneous classification, detection and
segmentation of fillers. To train and evaluate the CNN model, significant amount of data are often
needed. However, it is not realistic or easy to collect a large number of SEM images. To this end,
this paper also proposes an artificial SEM image simulation procedure. The procedure is publicly
available on GitHub page for open access [54]. This procedure can generate SEM images to meet
the demand for training data, which is of separate interest to the research community. The proposed
deep learning method is trained using the simulated images. The performance and robustness of
the trained model are thoroughly investigated using three different simulated test datasets.
OUTLINE OF THE DISSERTATION
The remainder of the dissertation is organized as follows.
9

In Chapter 2, we developed four methods based on opening operation and Hough
Transform to segment the nano-fibers. The methodologies and algorithms are introduced in this
chapter. The four methods are thoroughly investigated with artificially generated SEM images and
two real images. A comparison of fiber segmentation result among the four methods is also shown.
Chapter 3 presents another fiber segmentation techniques referred to as Break-Merge
method, which is developed based on density-based clustering algorithm to expedite the
morphology analysis (orientation and length distribution) of fibers. Six different set orientations
are used to simulate images, for which the estimated distribution is compared with the true
distribution. The presented method is compared with the other four methods demonstrated in
Chapter 2. The results are thoroughly analyzed and justified using both artificial and real images.
This chapter also includes the Kolmogorov-Smirnov (K-S) test to verify the hypothesis for the
estimated and true distributions.
In Chapter 4, we propose another innovative and efficient filler (fibers and fillers) detection
system using deep learning architecture. This chapter describes in detail the methodologies for
detection and segmentation of embedded fillers in SEM images, including various components of
the proposed deep neural network architecture. We also demonstrate an advanced SEM image
simulation procedure to overcome the data scarcity for training a deep CNN architecture. The
performance and robustness of the proposed system are evaluated using both simulated and real
microscopic images.
Chapter 5 summarizes the work to date and proposed some the future work.
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Chapter 2: Fiber Extraction from SEM Images
Extraction subdivides an image into its constituent regions or objects. The success of
subdivision depends on correctly mining the details information of segmented part of the image.
This means segmentation should be stopped once we get the desired output. In this chapter, we
only focus on short fibers or fillers that could keep straight within the base materials. Therefore,
these fibers could be approximately treated as line segments with width. Due to their “line” shape,
the morphological operations for line detection could be intuitively employed, such as
morphological opening operation and Hough transform. However, since the fibers have width and
are not simple lines, directly employing these methods may not work. In this chapter, a customized
opening method and improved Hough transform approaches will be introduced to extract the
nanofibers (lines) from the SEM image.
OPENING BASED FIBER EXTRACTION
This method is based on the morphological “opening” [23] operation, an important operator
derived from the fundamental operations of erosion and dilation. It is a basic operation to remove
small objects compared with the structuring element from the foreground and can be used to find
specific shapes, such as edges, corners, and lines in an image. Mathematically, the opening of
image A by a structuring element (SE) B (denoted by A∘B) can be expressed as
𝐴 ∘ 𝐵 = (𝐴 ⊖ 𝐵) ⊕ 𝐵,

(2.1)

where ⊖ and ⊕ denote the “erosion” and “dilation” operation, respectively. Dilation is a
morphological transformation that combines two sets using vector addition of set elements. If A is
a binary image in a Euclidian space (E) and B is a structuring element, the dilation of A by B, i.e.,
A⊕B, is defined as
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𝐴 ⊕ 𝐵 = ⋃𝑏∈𝐵 𝐴𝑏 ,

(2.2)

where 𝐴𝑏 is the translation of 𝐴 by 𝑏, i.e., 𝐴𝑏 = {𝑎 + 𝑏|𝑎 ∈ 𝐴}, ∀𝑏 ∈ 𝐸. Conversely, erosion is the
morphological transformation that combines two sets using the vector subtraction of set elements.
The erosion of A by B is defined as
𝐴 ⊖ 𝐵 = ⋂𝑏∈𝐵 𝐴−𝑏 ,

(2.3)

where 𝐴−𝑏 is the translation of 𝐴 by −𝑏.
The structuring element 𝐵 can be considered as a shape detector. The opening based
method is illustrated in Figure 2.1. The structuring element B sweeps over the image 𝐴 and
eliminates the objects that are smaller than SE using erosion operation. Later, the shape of the
resulting objects is restored by deploying the dilation operation. However, restoring accuracy
highly depends on the type of structuring element and the shape of restoring objects. In the
proposed method, we employ line structuring elements of various orientation angles with certain
lengths to extract fibers with the same orientation angles. The orientation of SE varies between
𝜋

𝜋

− 2 and 2 with the angle difference of ∆𝜃.

Figure 2.1: The procedure for opening based method
The fibers which are shorter than the SE in the orientation of 𝜃 are removed. Since the
length and width of fibers are often larger than those of SE, a single fiber may be detected multiple
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times by different SE’s of close orientations. As illustrated in Figure 2.2(a), each fiber has been
detected multiple times (marked by boundaries of different colors). Hence, we need to merge these
fibers or remove duplicate segmentation. It is obvious that, if a fiber is opened multiple times, their
centroids and the orientations will be very close. Based on this fact, we can check the closeness of
the opened fibers and keep the desired one. The procedure is illustrated in Figure 2.2 and the
algorithm is provided in Table 2.1.

Figure 2.2: Illustration of extraction duplication and fiber merging: (a) duplicated extraction
using the opening method; (b) zoomed area showing duplicated extraction; (c)
merging fibers with close centroid and orientation.
Table 2.1: Opening based fiber extraction
1. Convert the SEM image into a binary image
𝜋
𝜋
2. For a grid of orientation angles 𝜃 ranging from − 2 to 2
a. Perform opening operation with line structuring element of angle 𝜃 to extract
fibers with orientation angles around 𝜃
b. Extract the boundary of each fiber within the opened image
c. Calculate the centroid and orientation of each extracted boundary
End
3. For all the orientation angle 𝜃
a. Check the pairwise distance of detected fibers based on their centroid and
orientations
b. If the distance of the fibers is below a certain threshold
i. Treat them as a single fiber
End
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SIMPLE HOUGH TRANSFORM BASED FIBER EXTRACTION
Hough transform is a mapping of a line from the spatial domain to another parameter space.
It was first introduced by Paul Hough in 1962 [55]. Later it was extended to identify the arbitrary
shapes, e.g., circles and ellipse, and it was named “generalized Hough transform” [56]. In Hough
transform, a straight line is represented by
𝜌 = 𝑥cos𝜃 + 𝑦sin𝜃

(2.4)

where 𝜌 is the length of the normal vector from the origin to the straight line, and θ is the
orientation angle of the normal vector with respect to the x-axis. Based on this parameterization,
each image point (𝑥, 𝑦) generates sinusoidal curves in (𝜃, 𝜌) space. The points on a particular line
are mapped to the (𝜃, 𝜌) space to form many sinusoidal curves and these curves intersect at a
common point (𝜃, 𝜌) that represents the line in (𝜃, 𝜌) space. The ρ-θ parameter space is subdivided
into small accumulator cells to form a two-dimensional matrix, which is known as the Hough
Transform bin. The parameter 𝜃 and 𝜌 are usually limited to ±𝜋 ⁄ 2 and √𝑀2 + 𝑁 2 respectively,
where (𝑀, 𝑁) is the image size. This accumulator cell counts the number of sinusoidal curves that
cross the corresponding point (𝜃, 𝜌). Thus, the resulting peaks in the accumulator array represent
strong evidence that a corresponding straight line exists in the image. As illustrated in Figure 2.3,
three points {(19,1), (15,25), and (1,29)} generate three sinusoidal curves. Since these three points
belong to the same line, they intersect at a common point d, which gives the parameter of 𝜌 = 20.5
and 𝜃 = 45° for the corresponding line.
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Figure 2.3: Illustration of Hough transform: (a) three points on the same line; (b) three sinusoidal
curves in the (𝜃, 𝜌) space mapped from the three points.
To extract the fibers, we could use Hough transform to detect straight lines in SEM images.
However, there are two major issues with the direct use of Hough transform. The first issue is that
the fibers are not simply lines, but have width or thickness. Multiple lines with different
orientations and locations may be detected on the same fiber. Secondly, the accumulator cell can
gather points that are on the same line but are actually from different fibers. To address the first
issue, the “skeleton” operation [57] could be used to get the skeletonized image. The original
structure is skeletonized by the use of a structuring element convoluted over the image. This
method can successively erode pixels from the boundary until no more thinning (pixels removal)
is possible. The orientation and location of the fibers are well preserved after the skeleton
operation. Given a point set A, the skeleton operation 𝑆(𝐴) is defined as
𝑀

𝑆(𝐴) = ⋃ 𝑆𝑘 (𝐴)

(2.5)

𝑘=0

𝑆𝑘 (𝐴) = (𝐴 ⊖ 𝑘𝐵) − [(𝐴 ⊖ 𝑘𝐵) ∘ 𝐵]
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(2.6)

where M is the maximum iterative steps before A erodes to an empty set, which is mathematically
defined by Equation (7), k indicates how many times A is eroded (⊖) with the structuring element
B, and (∘) represents the opening operation.
𝑀 = max {𝑘|(𝐴 ⊖ 𝑘𝐵) ≠ ∅}

(2.7)

To overcome the second issue, the continuity of the points on the same line is evaluated by
computing the distance between two line segments. Distances between two line segments
associated with the same Hough transform bin are specified as a positive number. When the
distance between the line segments is less than the value specified, the line segments are merged
into one; otherwise, they are considered to be separate lines. In our case, we set this threshold as
30𝑝𝑥 through a trial-and-error process. This parameter needs to be adjusted while applying the
HT algorithm depending on the images/applications.
PARTITIONING HOUGH TRANSFORM
In the simple Hough transform approach, the “skeleton” operation is employed to alleviate
the detection of multiple lines on a single fiber. However, there is still an issue that needs to be
considered. The skeleton of other fibers still could contribute to the accumulator cell values and
may significantly influence the detection accuracy, especially when the density of fiber is very
large. To overcome this problem, we propose to add a partitioning step before applying the Hough
transform algorithm.
The fibers are partitioned using the connected component labeling algorithm [58]. In this
algorithm, the subsets of connected components (cross-linked fibers) are uniquely labeled based
on the graph traversal method. Once the first pixel of a connected component is found, all the
connected components are labeled before going onto the next pixel in the image. This results in
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linked lists of the indices of the pixels that are connected to each other. Based on these lists of
pixel indices, multiple images can be created, where each image contains a connected component.
After that, the partitioned fibers are skeletonized by the morphological skeleton operation and then
the simple Hough transform approach is applied to extract the fibers. The partitioning Hough
transform approach is illustrated in Ta.
Table 2.2: Partitioning Hough transform for fiber extraction
1. Convert the SEM image into a binary image
2. Partition the binary image into 𝑛 SEM images with each having one connected
component.
3. For 𝑖 = 1: 𝑛
a) Extract the morphological skeleton of image 𝑖
b) Perform Hough transform on image 𝑖 to get the Hough matrix
c) Identify the peaks of the Hough matrix
d) Detect Hough lines based on peaks and Hough matrix
End

GRADIENT-BASED HOUGH TRANSFORM
As the density of fibers increases, there tend to be more fibers cross-linked with each other.
The fiber crossing will significantly influence the shape of the skeleton, e.g., changing straight
lines to curved lines, as shown in Figure 2.4. Therefore, it would reduce the detection accuracy of
the Hough transform method.
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Figure 2.4: The skeleton of multiple cross-linked fibers
To resolve this issue, another effective method, the gradient-based Hough transform [59]
is employed. This method is an extension of the standard Hough transform. Instead of mapping
each pixel of the fiber skeleton to a sinusoidal curve in the (𝜃, 𝜌) space, this approach maps each
pixel of the fiber boundaries to a single cell based on its gradient. The rationale is that the gradient
direction of the fiber boundary is approximately equal to the line parameter 𝜃 in Equation (4). We
only increase the corresponding accumulator cell with 𝜃 derived from the gradient, which can
reduce the number of uninformative votes.
In this method, there are three steps. The first step is to extract the boundaries of all fibers
or connected components with cross-linking. The second step is to calculate the gradient at each
pixel of the boundaries. The third step is to map the boundary pixels based on the calculated
gradient to the (𝜃, 𝜌) space. Boundaries can be easily extracted through various existing methods,
such as “Freeman Chain Code” [60], “Minimum-Perimeter Polygon (MPP)” [61], and “Moore
Boundary Tracing Algorithm” [62]. Let 𝑔𝑥𝑖 and 𝑔𝑦𝑖 be the components of the gradient at (𝑥𝑖 , 𝑦𝑖 ).
As the boundary data set 𝐵 = {(𝑥𝑖 , 𝑦𝑖 )} is a collection of sequential pairs of 𝑥 and 𝑦 coordinates
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along the boundary, we can easily measure the 𝑔𝑥𝑖 and 𝑔𝑦𝑖 by taking the difference between two
points:
(𝑔𝑥𝑖 , 𝑔𝑦𝑖 ) = (𝑥𝑖+𝑙 − 𝑥𝑖 , 𝑦𝑖+𝑙 − 𝑦𝑖 )

(2.8)

where 𝑙 is the step size. Then the gradient direction 𝜃 for pixel (𝑥𝑖 , 𝑦𝑖 ) can be approximately
calculated by
𝜃𝑖 = tan−1

𝑔𝑦 𝑖
𝑔𝑥𝑖

(2.9)

After the gradient is obtained, the gradient-based Hough transform is applied to the
boundaries to obtain the Hough matrix. On the boundary of each fiber, there are two long straight
segments, which will result in two peaks with almost identical 𝜃 and slightly different 𝜌 in the
accumulator matrix. We match these two peaks to identify the corresponding fiber. The detailed
algorithm is protocoled in Table 2.3.
Table 2.3: Gradient-based Hough transform algorithm for fiber extraction
1. Convert the SEM image into a binary image
2. Extract the fiber boundaries
3. For each of the boundary pixel (𝑥𝑖 , 𝑦𝑖 )
a. Calculate the gradient 𝜃𝑖
b. Calculate the parameter 𝜌𝑖 = 𝑥𝑖 cos𝜃𝑖 + 𝑦𝑖 sin𝜃𝑖
c. Increase the accumulator 𝐴(𝜃𝑖 , 𝜌𝑖 ) = 𝐴(𝜃𝑖 , 𝜌𝑖 ) + 1
End
4. Detect the fibers based on the Hough matrix 𝐴

SIMULATION STUDY FOR PERFORMANCE EVALUATION AND COMPARISON
This section is to evaluate and compare the five proposed methods through simulation
studies. In these studies, artificial SEM images with different fiber densities are randomly
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generated. The image resolution is set to 2400 × 1800 pixels. The fiber orientations are uniformly
distributed between − 𝜋⁄2 and 𝜋⁄2. The length of fibers follows a normal distribution with a
mean of 100 pixels and a standard deviation of 20 pixels. The fiber width remains fixed at 4 pixels.
The centers of these fibers are uniformly distributed in the sample, which follows the complete
spatial randomness (CSR) assumption widely used in spatial point analysis [63] The intensity of
the gray level image at each pixel follows a truncated normal distribution within the range of 0 to
255 with 192±32 (mean ± deviation). After the raw SEM image is generated, a 2-D Gaussian
filter with a standard deviation of 2 is applied to smooth the fibers. Figure 2.5 depicts four
artificially generated SEM images with 50, 100, 200, and 400 fibers respectively. Note that in
Figure 2.5, the brightness of each pixel is reversed for illustration purposes.

Figure 2.5: Artificially generated images: (a) 50 fibers; (b) 100 fibers; (c) 200 fibers; (d) 400
fibers
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The simple HT method, opening method, partitioning HT method and the gradient-based
HT method are applied to the simulated image. Figure 2.6 shows the fiber extraction results by the
simple HT method. The result for the opening method, partitioning HT and gradient based HT
methods are shown in Figure 2.7, 2.8 and 2.9, respectively. Here, the green line indicates the
detected fiber while the yellow and red cross specifies the starting and the ending point of the line,
respectively.
a

b

c

d

Figure 2.6: Fiber extraction using HT method (a) 50 fibers (b) 100 fibers (c) 200 fibers (d) 400
fibers
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Figure: 2.7: Fiber extraction using Opening method-based HT (a) 50 fibers (b) 100 fibers (c) 200
fibers (d) 400 fibers
a

b

c

d

Figure 2.8: Fiber extraction using partitioning HT (a) 50 fibers (b) 100 fibers (c) 200 fibers (d)
400 fibers
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Figure 2.9: Fiber extraction using gradient based HT (a) 50 fibers (b) 100 fibers (c) 200 fibers (d)
400 fibers
For the opening method, we explored different ∆θ’s to see how this parameter influences
the accuracy and execution time. Through our experiment, it is observed that the ∆θ of 2 opens the
fiber with reasonable accuracy and reduced execution time, as demonstrated in Figure 2.10. With
smaller ∆θ, though there is a slight possibility to miss-detect the fibers, the accuracy drops due to
the increasing error of merging fibers with close centroid and orientation. On the other hand, the
larger ∆θ fails to open some fibers, resulting in higher miss-detection rate. The execution time goes
down linearly with the increase of ∆θ, which is expected since larger ∆θ will result in less opened
images. Therefore, in the study, we choose ∆θ=2.
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Figure 2.10: The performance of the opening method at different ∆θ: (a) accuracy vs ∆θ; (b)
execution time vs ∆θ.
The simulation was replicated 30 times for each of the four methods with different fiber
density and count the number of fibers (lines) at each run. Then by averaging the total number of
fibers, we get a comparative result among the methods. The result is shown in Table 2.4. After
analysis the result we plot an accuracy analysis result as depicted in Figure 2.11.
Table 2.4: Simulation study result
Method
No. of Fibers Detected Fibers
50
46
100
88
Simple Hough Transform
200
164
400
302
50
46
Opening Method Based Hough 100
90
200
180
Transform
400
353
50
49
100
97
Partitioned Hough Transform
200
188
400
324
50
50
100
100
Gradient Based HT
200
194
400
382
24

Accuracy
0.92
0.88
0.82
0.76
0.92
0.90
0.90
0.88
0.98
0.97
0.94
0.81
1
1
0.97
0.96

Maximum
8error
16
45
112
8
15
28
61
3
5
19
88
0
1
4
24

Simple HT
Partitioning HT
1

Accuracy

1

Opening method
Gradient based HT

1
0.97

0.98

0.95

0.92

0.9

0.92

0.97
0.9
0.88

0.85
0.8

0.955

0.94
0.9
0.82

0.75

0.88
0.81
0.76

0.7
50

100
200
Number of Nanofibers

400

Figure 2.11: Accuracy analysis of simulation case study
Clearly, the simple HT method has the lowest extraction accuracy. It is not surprising since
some pixels of other fibers on the extension of a fiber will also contribute to the cell of the
accumulator that represents this fiber, which will influence the voting accuracy. In contrast, adding
the partitioning step before the application of the simple HT could significantly improve the
extraction accuracy. However, as the fiber density increases, the extraction accuracy for both
methods decreases rapidly. The reason is that, as the fiber density increases, the uninformative
voting by pixels of other fibers increases, which reduces the HT based methods. If the density is
too high, most of the fibers may be connected and the partitioning step is no longer working. The
extreme case is that all fibers are connected. In such case the partitioning based HT would
degenerate to the simple HT method. As expected, the gradient based HT method has the highest
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accuracy for all the four scenarios, since it could effectively eliminate the uninformative voting of
other fibers when detecting a certain fiber. The opening method is much more stable than the other
three methods in terms of the extraction accuracy. When the fiber density is lower, the accuracy
of the opening method is not high. However, its advantage becomes obvious as the fiber density
goes higher. Therefore, when the fiber density is extreme high, the opening method would be more
preferable to all other HT based methods.
APPLICATION TO REAL IMAGES
In this section we apply the proposed methods to extract fibers from two real images, as
shown in Figure 2.12. Here the left image contains 64 fibers and the right image contains 89 fibers.
(a)

(b)

Figure 2.12: Two real images (a) 64 fibers (b) 89 fibers
Figure 2.13 shows the extraction results. The first, second, third and fourth row represent
the simple HT, opening method, partitioning HT and gradient based HT, respectively. Figure 2.14
shows the number of detected fibers in two images for each of the methods.
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(a)

(b)

(c)

(d)

Figure 2.13: Fiber extraction from real images (a) Simple HT (b) Opening Method (c)
Partitioning HT (d) Gradient HT
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56

54
49

40
30

20
10
0
Simple HT

Opening based HT
Image 1 (64)

Partition based HT

Gradient based HT

Image 2 (89)

Figure 2.14: Number of detected fibers (out of 64 and 89 fibers in image 1 and image 2
respectively)
From Figure 2.14, we can see that simple Hough Transform and opening method based
Hough Transform performs almost with the same accuracy whereas partition based Hough
Transform outperforms than the previous two method. But it is quite obvious that gradient based
Hough Transform has the highest accuracy level and this method can detect almost all the fibers
in an image. If we look at Figure 2.13, the first three methods fail to detect all the corner fibers.
The result is zoomed and specified in Figure 2.15 (a). But the gradient-based Hough Transfer can
detect all those fibers (Figure 2.15-b). Again, we can see some overlapping fibers remain
undetected in the first three methods (Figure 2.15-c).
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a

b

c

d

Figure 2.15: Demonstration of some undetected fibers
The reason is that, in simple Hough Transfer and partitioning Hough Transform, we use
the skeleton operation before applying Hough Transfer. And as stated earlier, when there are more
overlapping fibers, skeleton operation creates a very complex pattern to project a line in Hough
Transform. On the other hand, in opening based method, some fibers remain undetected as we
compare all the opened fibers according to the closeness of center distance and orientation, hence
some fibers may be suppressed if they are close enough. This situation becomes very common
when there are more overlapping fibers. The gradient-based Hough Transfer method can
successfully handle all the situations mentioned above. The reason is obvious that as long as we
can extract some gradient information form a fiber, it possible to detect that fiber by feeding that
information in the Hough Transform algorithm as shown in Figure 2.15 (b) and (d).
If we look at the top left and lower middle area of image 1 in Figure 15, we can notice that
some small fibers remain undetected. This may happen due to the very short length of those fibers.
The Hough Transform function contains a parameter called “MinLength” to give a lower limit of
the length, being a trade-off parameter. Here, we set a large value for this parameter which
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produces some miss-detection of relatively small fibers. A small value of this parameter causes a
lot of undesired lines. The result is zoomed in and depicted in Figure 2.16.
(a)

(b)

Figure 2.16: Undetected small fiber
In general, we have to make a trade-off among different parameters of Hough Transform
namely “Threshold”, “NHoodSize”, “MinLength”, “FillGap”. Which also sometimes becomes the
reason for some miss-detections. It is also noticeable that all the methods are not identical at
nanofiber detection. Each of them has different miss detected nanofibers. This can happen
happened due to the implementation of different methods before the Hough Transform.
From the above discussion, we can conclude that the developed algorithms can segment
the nanofibers effectively and efficiently. With the segmented fibers, the morphology analysis can
be automatically extracted. But we should stress, there are still some problems and issues that need
to be tackled in the fiture.
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Chapter 3: Extraction of Fiber Morphology Using Break-Merge Method
In Chapter 2, we described four methods to extract the fibers from SEM images, among
which the first method is based on opening method and the rest of the three methods are based on
Hough Transform algorithm. In this chapter, we introduce another innovative method, named as
Break-Merge method, to extract the fibers. This method is developed based on a popular data
mining approach namely the density-based clustering (DBSCAN) algorithm. The basic strategy is
to cluster line pixels and crossing pixels. Later we remove crossing pixels and merge line pixels
based on their “continuity” and orientations.
BREAK-MERGE METHOD FOR FIBER EXTRACTION
The key idea of the break-merge method is to first identify the crossing points, then break
the cross-linked fibers at the crossing points into multiple shorter segments, and eventually match
the segments that are from the same fiber to obtain the orientation and location information. The
main challenge lies in the identification of the cross points. To overcome this challenge, we
propose to perform the partitioning and morphological thinning operation first to obtain the
skeleton of each connected component, and then apply the DBSCAN clustering algorithm to
classify the skeleton pixels into cross points and straight line points. DBSCAN was first introduced
in 1996 by Ester et al. [48]. It requires two parameters, namely the radius of neighborhoods around
a data point 𝑝, denoted by 𝑒𝑝𝑠, and the minimum number of data points in a neighborhood to
define a cluster, denoted by 𝑚𝑖𝑛𝑃𝑡𝑠. Using these two parameters, this algorithm categorizes the
data points into three classes, i.e., core points (the 𝜀-neighborhood contains at least 𝑚𝑖𝑛𝑃𝑡𝑠
points), border points (has fewer than 𝑚𝑖𝑛𝑃𝑡𝑠 points within its 𝜀-neighborhood, but is in the
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neighborhood of a core point) and outliers (neither a core nor a border point), as demonstrated in
Figure 3.1.

Figure 3.1: Demonstration of core point, border point and outlier with 𝜀 = 1 unit and 𝑚𝑖𝑛𝑃𝑡𝑠 = 5
We set different values of the parameters based on the break and merge step of this
proposed method. Setting up the value of DBSCAN parameters is very critical, they need to be
selected through proper justification. In our case, the thinning operation makes this task very
straightforward. Notice that, after thinning operation, the fibers become a single-pixel line except
in the crossing and ending points. In the first step, we break the fibers at the crossing point by
identifying crossing point clusters using the DBSCAN algorithm. From Figure 3.2(a), it is obvious
that any line point must have two neighbors, as fibers are nothing but a single-pixel line at this
stage. However, the crossing point must have at least 3 neighbors. Therefore, for any point, if there
are at least 4 points within its neighborhood of diameter 3 pixels (including itself), then it belongs
to a crossing-point cluster. Thus, we set the value of eps=1.5 (radius of a neighborhood) and
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minPts=4 (number of minimum points in the neighborhood) at the first step. Based on these
parameters, the detected clusters (core and border points) are classified as cross points while the
rest points (noise points) are labeled as the straight line points, as shown in Figure 3.2. Note that
in some rare cases, the endpoints may be classified as cross points. The reason is that the
morphological skeleton around the endpoints may have two very short branches. However, treating
the endpoints as cross points does not affect the fiber extraction much. The only influence is that
the length of the extracted fiber may be slightly shorter than the original one.

Figure 3.2: Identifying the crossing points: (a) original skeleton and (b) crossing points identified
as clusters
At the next step, the crossing pixels are removed to break the connected components into
multiple separated segments. Again, the DBSCAN algorithm is employed to label the segments as
clusters, as shown in Figure 3.3. Note that the clusters have been separated at the cross points
region. Similar to the first step, for any point, if there are exactly three (3) points within its
neighborhood of diameter 3 pixels (including itself), then it belongs to a line-points cluster as
shown in Figure(a) with different colors. For this reason, the DBSCAN parameters are set to
𝑒𝑝𝑠 = 1.5 and 𝑚𝑖𝑛𝑃𝑡𝑠 = 3 at this step. Since a single fiber may be separated into two or even
more clusters, we need to merge those clusters to accurately extract the fiber attributes. In this
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method, we test the difference among the segment orientations and center-to-center orientation
(orientation of line segment formed by connecting the two centroids) of any two segments. If the
differences between the orientation 𝜃𝑖 for segment 𝑖, 𝜃𝑗 for segment 𝑗 and center-to-center
orientation 𝜃𝑖𝑗 are below a certain threshold, segment 𝑖 and segment 𝑗 are treated to be from the
same fiber. Note that it is possible that two segments from two different fibers may have exactly
the same orientation and are also on the same line. In that case, these two segments may be
mistakenly merged to form one fiber. However, due to the usage of the partitioning step, this case
is very unlikely to happen in practice. The detailed algorithm is documented in Table 3.1.

Figure 3.3: Merging the line segments: (a) line points are clustered into different segments; (b)
extracted fibers by merging the clusters

1.
2.
3.
4.

Table 3.1: Break-merge algorithm for fiber extraction
Convert the SEM image into a binary image
Perform skeletonization by morphological thinning
Partition the skeletonized image into multiple images with each having one connected
component
For each of separated images
a) Apply DBSCAN to identify the crossing points
b) Remove the crossing points
c) Apply DBSCAN again to get separate clusters
d) Test the difference of segment orientations and center-to-center orientation of any
two segments
▪ If the orientation is below a choose threshold, merge them to form a single
fiber
End
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EVALUATION OF THE BREAK-MERGE METHOD
This proposed method is evaluated with the artificially generated SEM images. We use the
same four image sets as shown in Figure 2.7 in Chapter 2. The four images differ in fiber density,
for example, Figure 2.7 (a), (b), (c) and (d) contains 50, 100, 200 and 400 fibers, respectively. We
deploy this method to all of these images and the extraction results are showed in Figure 3.4. Here,
the green line indicates the segmented fiber while the yellow and red cross specify the starting and
ending point, respectively

Figure 3.4: DBSCAN based fiber segmentation (a) 50 fibers (b) 100 fibers (c) 200 fibers (d) 400
fibers
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The simulation was replicated 50 times. The total number of detected fibers were average
across the 50 replications. Table 3.2 shows the number of detected fibers and their accuracy. It
also entails the maximum number of undetected fibers (maximum error) among the 50 replications.
Table 3.2: Fiber segmentation result
Number of fibers

50

100

200

400

Detected fibers

50

100

196

389

Accuracy

1

1

0.98

0.97

Maximum error

0

0

3
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EXTRACTION OF FIBER MORPHOLOGY
After segmenting the fibers, we have the spatial locations, which consist of the start
coordinate 𝑠𝑖 (𝑥𝑠𝑖 , 𝑦𝑠𝑖 ) and the end coordinate 𝑒𝑖 (𝑥𝑒𝑖 , 𝑦𝑒𝑖 ), of each fiber. These coordinates are
used to find the orientation (𝜃𝑖 ) and length (𝑙𝑖 ) for the 𝑖 𝑡ℎ fiber using Equation 3.1 and 3.2.
∆𝑦

𝜃𝑖 = tan−1 (∆𝑥𝑖 ), where 𝑖 = {1, 2, 3, … … … … … 𝑛},
𝑖

𝐿𝑖 = √(𝑥𝑒𝑖 − 𝑥𝑠𝑖 )2 + (𝑦𝑒𝑖 − 𝑦𝑠𝑖 )2

(3.1)
(3.2)

We iterate the entire procedure 𝑚 times using the Monte Carlo simulation [32] to get the
orientation 𝜃𝑗𝑖 and length 𝑙𝑗𝑖 for each iteration 𝑗, where 𝑗 ∈ {1,2,3 … … 𝑚}. Later we find 𝜃̂𝑖 and
𝑙̂𝑖 using Equation 3.3 and 3.4, and finally estimate the parameters of the orientation and length
distribution.
𝜃𝑖 =
𝐿𝑖 =

∑𝑚
𝑗=1 𝜃𝑖
𝑚
∑𝑚
𝑗=1 𝑙𝑖
𝑚
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(3.3)
(3.4)

To test the flexibility of the proposed method, six different set of orientations were used.
The distribution function of the orientation is given in Table 3.3.
Table 3.3: Distribution function of the simulated images
Cases
Distribution function
(a) Random

angle (Uniform

density)

1

𝑃1 (𝜃) = 180

(b) Single Normal density with 𝜇 = 50,
𝜎 = 15

1

𝑃2 (𝜃) = √2𝜋∗152 exp [−

(c) Single Normal density with 𝜇 = −30,
𝜎=5
(d) Mixture of two Normal densities
with 𝜇1 = 30, 𝜎1 = 10 & 𝜇2 = −60,

1

𝑃3 (𝜃) = √2𝜋∗52 exp [−

1

𝑃4 (𝜃) = √2𝜋∗102 exp [−
1

𝜎2 = 10

√2𝜋∗102

exp [−
1

(e) 3 Peaks

3
1

𝑃1 (𝜃) =

3

(f) Single peak at 𝜃 = 45

2∗152

(𝜃−(−30))2
2∗52

(𝜃−30)2
2∗102

(𝜃−(−60))2
2∗102

]

]

]+

]

, 𝜃 = −70
, 𝜃 = −30

1

{

(𝜃−50)2

3

, 𝜃 = 30

𝑃1 (𝜃) = 1

Six different sets of artificial SEM images were generated with all the density functions
from the above table. The simulated images are shown in Figure 3.5.
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Figure 3.5: Artificial SEM images with different orientations
We apply the Monte Carlo method to obtain the empirical distribution. 30 images were
generated for each of the cases as part of the Monte Carlo simulation. Then the empirical
distribution is compared with the true distribution. Figure 3.6 shows the empirical and true
orientation probability densities.
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Figure 3.6: Orientation distribution of simulated images (a) uniform distribution (~𝑈(−90,90));
(b) single normal distribution (~𝑁(50,15)); (c) single normal distribution
(~𝑁(−30,5)); (d) mixture of two distribution (~𝑁(30,10) 𝑎𝑛𝑑 ~𝑁(−60,10)); (e) 3
peaks at 70, −30 and 30 degrees; and (f) single peak at 45 degree
To evaluate and compare these methods, three performance metrics are proposed: the missdetection rate (𝑀𝐷𝑅), i.e., the percentage of fibers missed, the mean-squared-error of the extracted
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positions (𝑀𝑆𝐸𝑙 ), and the mean-squared-error of the extracted orientations (𝑀𝑆𝐸𝑜 ). 𝑀𝑆𝐸𝑙 is
defined as
𝑀𝑆𝐸𝑙 =

𝑁
1
∑ [(𝑥̂𝑖 − 𝑥𝑖 )2 + (𝑦̂𝑖 − 𝑦𝑖 )2 ],
𝑁
𝑖=1

(3.5)

where 𝑁 is the number of detected fibers, (𝑥̂𝑖 , 𝑦̂𝑖 ) and (𝑥𝑖 , 𝑦𝑖 ) are the centroids of the i-th extracted
and the original fiber, respectively. 𝑀𝑆𝐸𝑜 is calculated as
𝑀𝑆𝐸𝑜 =

𝑁
1
2
∑ (𝜃̂𝑖 − 𝜃𝑖 ) ,
𝑁
𝑖=1

(3.6)

where 𝜃̂𝑖 and 𝜃𝑖 are the orientations of the 𝑖-th extracted and original fiber, respectively.
The simulation is replicated 50 times for each of the four fiber densities (50, 100, 200, and
400 fibers). Figure 3.7 shows the comparison of the five proposed methods in terms of the three
evaluation metrics: 𝑀𝐷𝑅, 𝑀𝑆𝐸𝑙 and 𝑀𝑆𝐸𝑜 . The detailed results are provided in Tables 3.4, 3.5
and 3.6, respectively.

Figure 3.7: Comparison of the five proposed methods in terms of 𝑀𝐷𝑅, 𝑀𝑆𝐸𝑙 and 𝑀𝑆𝐸𝑜
Clearly, the performance of all four methods deteriorates as the number of fibers increases.
This is expected since increasing the number of fibers will cause more over-lapping or crossing,
and thus makes the fibers more difficult to segment. Of the five methods, the break-merge method
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outperforms all the other methods, while the simple HT method has the lowest extraction accuracy
in almost all the cases. When the fiber density is low, the performance of the simple HT method
is comparable to the opening method. However, as the fiber number density increases, the accuracy
of the simple HT method decreases significantly. The reason is that increasing the fiber density
will increase the number of uninformative votes in the accumulator cells, i.e., pixels on the line
but from fibers of different orientations contributing to the corresponding accumulator cell as well,
which will reduce the visibility of the peaks corresponding to real fibers in the image. In
comparison, a significant improvement is observed in partitioning-based HT. Obviously, the
partitioning step has effectively reduced the uninformative votes for the selected density levels. It
is worth noting that if the degree of overlapping is extremely high, the partitioning step may not
be helpful, as most of the fibers may be connected to each other to form a large component. The
gradient-based HT method performs much better than the simple and partitioning based HT. The
reason is that incorporating the gradient information in the mapping process can more effectively
eliminate the useless votes of other fibers of different orientations. The break-merge method has
the highest fiber segmentation accuracy. It can effectively handle the overlapping or cross-linking
issue by removing the crossing pixels and later merging the broken segments. The opening method
outperforms the simple HT method at high fiber density levels, while it has lower extraction
accuracy than all the other three methods. It is relatively more stable than the other methods. It is
due to the probing nature of the structuring element in the opening operation.
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Table 3.4: The MDR of the four proposed methods
𝑀𝐷𝑅

No. of
Fibers

Opening

Simple HT

Partitioning HT

Gradient-based HT

Break-Merge

50
100
200
400

0.08
0.10
0.10
0.12

0.08
0.12
0.18
0.24

0.02
0.03
0.06
0.19

0
0
0.03
0.05

0
0
0.02
0.03

Table 3.5: The MSE of extracted positions of the five proposed methods
𝑀𝑆𝐸𝑙

No. of
Fibers

Opening

Simple HT

Partitioning HT

Gradient-based HT

Break-Merge

50
100
200
400

35.16
38.34
36.83
39.97

29.58
32.20
54.91
111.79

20.24
21.79
24.28
30.89

16.42
18.53
22.21
27.76

12.19
12.92
15.28
24.11

Table 3.6: The MSE of extracted orientations of the five proposed methods.
𝑀𝑆𝐸𝑜

No. of
Fibers

Opening

Simple HT

Partitioning HT

Gradient-based HT

Break-Merge

50
100
200
400

0.61
0.67
0.79
1.15

0.21
0.41
1.61
5.07

0.16
0.25
0.45
0.70

0.16
0.22
0.39
0.62

0.16
0.19
0.33
0.49

The average computational cost of the extraction of fiber morphology is shown in Table
3.7. The execution time includes simulating the image and fiber morphology extraction. The above
algorithms were implemented using MATLAB on a regular desktop computer with an Intel Core
(TM) i5-6500 CPU @ 3.20 GHz and 8 GB RAM. It is observed that the simple HT method is less
computationally expensive. As expected, the partitioning step over the HT method increases the
computation time which is observed both for partitioning HT and gradient-based HT. Remember
that in gradient-based HT we calculate the gradient following the fiber partitioning step. The break42

Merge method has a moderate computation efficiency with respect to opening, partitioning HT,
and Gradient-based HT.
Table 3.7: comparison of the execution time of the five proposed methods
Execution time (Sec)

No. of
Fibers

Opening

Simple HT

Partitioning HT

Gradient-based HT

Break-Merge

50
100
200
400

5.42
9.84
12.74
18.78

2.60
4.36
7.93
14.58

8.95
16.76
30.61
53.67

10.32
18.56
33.98
59.62

3.82
7.14
14.09
26.72

APPLICATION TO REAL SEM IMAGES
In this section, the proposed break-merge method is applied to extract fibers from two real
SEM images for morphological analysis. These two images are shown in Figure 3.8(a) and (b),
which are from [64] and [65], respectively. In [64], discontinuous pitch-based carbon fiber
reinforced aluminum matrix (Al-CF) composites with aluminum-silicon alloy (Al-Si) were
fabricated through hot processing. The short carbon fiber and matrix powder were mixed for 5 min
in air. Later, the mixed composite powder was hot-processed for 30 min at 600℃ under uniaxial
compressive stress of 60 MPa. After the processing of the Al-CF composites, the microstructure
is observed through scanning electron microscopy (SEM, Tescan, VEGA ©). In [65], short carbon
fibers were used as the reinforcement to fabricate 𝐶𝑓 /𝑆𝑖𝐶 composites by spark plasma sintering
(SPS). The carbon fibers were firstly ultrasonically dispersed into the slurry to any possible fiber
damage during the sintering process. After drying, the SPS samples were cut into
4𝑚𝑚 × 1.8𝑚𝑚 × 20𝑚𝑚 and polished to observe the surface by SEM. As the true locations and
orientations are not available, we do not compare the five proposed methods here. We only use the
break-merge method, whose superiority has been demonstrated in simulation study, to extract
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morphological attributes for subsequent analysis, e.g., testing the spatial and orientation
uniformity.

Figure 3.8: Two real SEM images (a) 𝐴𝐿 − 𝐶𝐹 composite (b) 𝐶𝑓 /𝑆𝑖𝐶 composite
The extracted fibers are shown in Figure 3.9. There are 70 fibers detected on the first image
(𝑀𝐷𝑅 ≈ 0) and 91 fibers detected on the second image (𝑀𝐷𝑅 ≈ 2%), which are very accurate

Figure 3.9: Fiber extraction result for (a) 𝐴𝐿 − 𝐶𝐹 composite (b) 𝐶𝑓 /𝑆𝑖𝐶 composite
Based on detected fibers, we extract the centroids and orientation distribution for both
images. Figures 3.10(a) and 3.11(a) display the orientation distribution for AL-CF and 𝐶𝑓 /𝑆𝑖𝐶
composite respectively. We use the Kolmogorov-Smirnov (KS) test [66] to test whether the
orientation follows a uniform or normal distribution. In the KS test, the alternative hypothesis
indicates that 𝐹𝑛 (𝑥) and 𝐹(𝑥) follow a different continuous distribution. The KS statistic for a
given cumulative distribution function 𝐹(𝑥) is defined as
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𝐷𝑛 = sup𝑥 |𝐹𝑛 (𝑥) − 𝐹(𝑥)|,

(3.7)

where sup𝑥 is the supremum of the set of absolute distance and 𝐹𝑛 (𝑥) is the empirical distribution
function. Clearly, 𝐷𝑛 is the maximum absolute vertical difference between these two distributions
function. If 𝐷𝑛 is above a certain threshold, the null hypothesis will be rejected. Here, we use the
uniform and normal distributions as the null models to determine the extracted orientation
distribution. To test the normal distribution, the observations are standardized first and then the
empirical CDF is compared with that of the standard normal distribution. For the uniform
distribution, the null distribution is set to be 𝑈[−𝜋/2, 𝜋/2].

Figure 3.10. (a) Histogram of the extracted orientations for the AL-CF composite; (b) empirical
CDF and CDF of the standard normal distribution; and (c) empirical CDF and CDF
of uniform distribution

Figure 3.11. (a) Histogram of the extracted orientations for the 𝐶𝑓 /𝑆𝑖𝐶 composite; (b) empirical
CDF and CDF of the standard normal distribution; and (c) empirical CDF and CDF
of uniform distribution
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Figure 3.10 (b), (c), and Figure 3.11 (b), (c) show the KS test results for the two SEM
images, respectively. The p-values of the test in Figure 3.10(b) and (c) are 0.69 and 0.23,
respectively. If we specify a 5% significance level, then both null hypotheses cannot be rejected.
However, compared with uniform distribution, the normal distribution has a much larger p-value,
indicating that the normal distribution is more appropriate to model the orientation distribution.
For the second image, the p-values are 0.112 and 2.8 × 10−4 , respectively, indicating that the
orientation distribution is not uniform if a 5% significance level is chosen. However, we cannot
reject the assumption of fiber orientation being normally distributed.

Figure 3.12. Extracted fiber centroids for (a) AL-CF composite and (b) 𝐶𝑓 /𝑆𝑖𝐶 composite

The extracted locations of centroids are shown in Figure 3.12. The spatial homogeneity of
the centroids is examined as it plays a decisive role in determining the fabrication quality in many
applications. To justify whether the fibers follow complete spatial randomness (CSR), Ripley’s 𝐾
function [67] is used, which is defined as
𝐾(𝑡) = λ−1 𝐸(number of centroids within distance 𝑡 of a randomly chosen centroid)
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Under CSR, it can be theoretically shown that 𝐾(𝑡) = 𝜋𝑡 2 . Therefore, the difference
̂ based on the observations can be used to test
between the theoretical 𝐾(𝑡) and the estimated 𝐾
whether the fibers follow a homogeneous Poisson process. Alternatively, the variant 𝐿(𝑡) =
[𝐾(𝑡)/𝜋]1/2 is often used as var[𝐿̂(𝑡)] is approximately constant [68]. Under CSR, 𝐿(𝑡) = 𝑡. To
test whether 𝐿(𝑡) = 𝑡, the test statistics 𝐿̂𝑠 = ∑𝑡|𝐿̂(𝑡) − 𝑡| is used. The distribution of 𝐿𝑠 under
CSR is obtained through Monte Carlo simulations. Figure 3.13 shows the theoretical K function
̂ , the histogram of the simulated 𝐿̂𝑠 , and the observed test statistics for
under CSR, the estimated 𝐾
the extracted centroid location from the two images.

Figure 3.13. CSR test using Ripley’s 𝐾 function. (a)-(b): the estimated and theoretical 𝐾
functions for low and high number density image respectively; (c)-(d): the
histograms of the simulated 𝐿𝑠 and observed 𝐿̂𝑠 statistics denoted by vertical dashed
lines for low and high number density images, respectively
47

DISCUSSION AND CONCLUSIONS
In Chapter 1 and Chapter 2, we developed several automatic morphological extraction
procedures to extract fibers from SEM images for quality assessment of fiber-reinforced
composites manufacturing. Among them, one is based on the morphological opening operation,
three are based on Hough transform, and the last one is the break-merge method, which first breaks
the crossing fibers into segments from the crossing points, and then matches these short segments
to form complete fibers. The performance of these methods was evaluated and compared by using
artificially generated SEM images of different fiber number densities in the simulation study. The
results show that the simple Hough transform method has the lowest segmentation accuracy. The
extraction accuracy increases after adding the partitioning step in the partitioning-based HT
method. However, its miss-detection rate continues to increase significantly as the fiber density
increases. This problem is well tackled by gradient-based HT method, which shows the best
performance among the HT based methods. The break-merge method outperforms all the other
methods in terms of all the three evaluation metrics, i.e., 𝑀𝐷𝑅, 𝑀𝑆𝐸𝑙 and 𝑀𝑆𝐸𝑜 . The opening
method is better than the simple HT method, while worse than all other methods. However, its
performance is relatively stable with respect to the increase of fiber densities. In the real dataset,
the break-merge method is applied to two real SEM images. The extracted morphological
information is further utilized for spatial and orientation uniformity test.
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Chapter 4: A Deep Learning-based Approach to Extraction of Filler Morphology
In this chapter, we propose a deep learning-based Filler Detection System (FDS) to extract
the filler-morphology (size distribution, orientation distribution and spatial homogeneity) from
SEM images. The filler detection system is developed based on Mask Region-based CNN (Mask
R-CNN) architecture [49] which is one of the state-of-the-art architectures in computer vision. It
can simultaneously solve the object detection and segmentation problems which facilitates the
filler-morphology analysis. Major applications of Mask-RCNN include identifying common
objects in natural images with big sizes and elongated shapes. It is now making its way with various
applications in nearly every domain with different modified architectures [50-53]. The automated
visual inspection in composite manufacturing involves objects that are relatively small and
morpha. To fit our specific problem, the structure of Mask-RCNN is modified and customized to
perform the simultaneous classification, detection and segmentation of fillers. To train and
evaluate the CNN model, significant amounts of data are often needed. However, it is not realistic
or easy to collect a large number of SEM images. To this end, this paper also proposes an artificial
SEM image simulation procedure. The procedure is publicly available on GitHub page for open
access [54]. This procedure can generate SEM images to meet the demand for training data, which
is of separate interest to the research community. The proposed deep learning method is trained
using simulated images. The performance and robustness of the trained model are thoroughly
investigated using three different simulated test datasets.
FRAMEWORK OF FILLER DETECTION SYSTEM (FDS)
The proposed system simultaneously performs fillers detection, classification and
segmentation, making it useful in automated visual inspection. We designed the filler detection
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system motivated by the novel architecture Mask R-CNN [49]. The proposed detection system can
be subdivided into four major modules, namely, feature extraction, RPN, RBD, and segmentation
network, as shown in Figure 4.1.

Figure 4.1: The deep learning-based architecture for detection, classification, and segmentation
of fibers and particles
Module 1: Feature extraction
This module works as the backbone of the other three modules. It is a feature pyramid
network (FPN) [69] based neural network that generates a superficial featured representation of an
input image. Many CNN-based object detection systems use the VGG-16 and ResNet-101
architecture to extract features from the raw images [70, 71]. The ResNet-101 feature extractor is
a very deep convolutional neural network with 101 trainable layers, whereas the VGG-16
architecture only contains 16 trainable layers. Considering the computational complexity, we
choose the VGG-16 architecture as the backbone for the feature extraction. Some feature maps
from different layers of the feature extraction module are shown in Figure 4.2. The advantage of
this feature extraction module is that it can correlate the most important features with the fibers
and particles and discards the redundant features.
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Figure 4.2: Feature extraction from the different layers of VGG-16 network
Module 2: Region proposal network (RPN)
In this module, a small neural network called region proposal network (RPN) is employed
to scan all feature maps obtained from the previous module. This proposes potential regions which
may contain fibers and particles. The output of the RPN is a vector containing the bounding box
coordinates and likeliness of objects at the current sliding position, commonly known as RPN
regression (𝑟𝑝𝑛𝑟𝑒𝑔 ) and RPN class (𝑟𝑝𝑛𝑐𝑙𝑠 ), respectively. While scanning the feature map, it is
necessary to bind features to their raw image location. This is done by using the concept of anchor
boxes. Anchors are a set of boxes with predefined locations and scales related to the original image.
Depending on object size and shape, the anchor boxes vary in aspect-ratio and scale, so that they
can cover all potential objects in the image. In our situation, the size of the fibers and particles
varies from small to medium with circular and rectangular shape, respectively. In this chapter,
anchor boxes with 4 different scale factors (4, 8, 16, 32) and 3 aspect-ratios (1: 1, 1: 2, 2: 1) are
used, i.e., 12 (4 × 3) anchors for each sliding position of the feature map, as shown in Figure 4.3.
Note that, as the fillers are relatively small, a larger scale factor such 64 or aspect-ratios like 3:1
would be redundant in our case and increase the computational cost. The total number of anchors
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for each image is 12𝑊𝐻, where 𝑊 and 𝐻 are the width and height of the feature map, respectively.
These anchors are assigned to different labels based on the best match with the ground truth box.
The best match is determined using the intersection-over-union (IoU) metric, which is defined as
IoU =

area(bboxi ∩ bboxgt )
area(bboxi ∪ bboxgt )

(4.1)

where bboxi ∩ bboxgt denotes the intersection of any specific anchor 𝑖 and ground truth bounding
boxes and bboxi ∪ bboxgt denotes their union. Here, the anchors with IoU value higher than 0.7
are considered as the best match bounding box with respect to the ground truth.

Figure 4.3: Illustration of anchor boxes used for any specific position in the feature map
For RPN, we utilize a small network by sliding a 3 × 3 window over the feature map to
convert the features to a 512-dimensional feature vector followed by a ReLU layer. This feature
vector is fed into two siblings 1 × 1 convolution layers, namely, the box-regression (𝑏𝑜𝑥𝑟𝑒𝑔 ) layer
and box-classification (𝑏𝑜𝑥𝑐𝑙𝑠 ) layer. The box-classification layer estimates the probability of
fillers and non-fillers for each anchor box, whereas the box-regression layer predicts the bounding
box coordinate for each proposal. The RPN network is trained to minimize the two types of loss,
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i.e., the location-based loss and the classification loss. For each anchor, 𝑖, the best matching filler
bounding box 𝑏 is selected using the IoU metric. If such a match is found, anchor 𝑖 is assumed to
have an object (fibers or particles) and is assigned a ground truth class label 𝑐 ∗ = 1 or 2 (1 for
fiber and 2 for particle). Besides, a vector encoding bounding box 𝑏 is created with respect to
anchor 𝑖. This vector encoding is denoted as 𝜑(𝑏𝑖 ; 𝑖). If no match is found, it is assumed that
anchor 𝑖 does not contain any fibers or particles and the class label is set to as 𝑐 ∗ = 0. During the
training process of RPN, if the predicted bounding box encoding for anchor 𝑖 is 𝑃𝑏𝑜𝑥 (𝐼; 𝑖, 𝜃) and
the corresponding ground truth is 𝜑(𝑏𝑖 ; 𝑖), the location-based loss is defined as
𝐿𝑏𝑏𝑜𝑥 (𝑖, 𝐼; 𝜃) = 𝑐 ∗ ∙ 𝜏(𝜑(𝑏𝑖 ; 𝑖) − 𝑃𝑏𝑜𝑥 (𝐼; 𝑖, 𝜃)),

(4.2)

where 𝜏(∙) is the 𝑙1 smooth loss as defined in [72], 𝐼 is the image, and 𝜃 is the model parameter.
The vector encoding of box 𝑏 with respect to anchor 𝑖 is defined as
𝜑(𝑏; 𝑖) = [

𝑇
𝑥𝑐 𝑦𝑐
, , 𝑙𝑜𝑔 𝑤, log ℎ]
𝑤𝑖 ℎ𝑖

(4.3)

where 𝑥𝑐 and 𝑦𝑐 are the center coordinates of the box, 𝑤 and ℎ are the width and height of the box,
respectively. Continuing, 𝑤𝑖 and ℎ𝑖 are the width and height of the anchor 𝑖. Again, if the predicted
class is 𝑃𝑐𝑙𝑠 (𝐼; 𝑖, 𝜃), then the classification loss is defined as
𝐿𝑐𝑙𝑠 (𝑖, 𝐼; 𝜃) = 𝜌(𝑐 ∗ , 𝑃𝑐𝑙𝑠 (𝐼; 𝑖, 𝜃)),

(4.4)

where 𝜌 is the cross-entropy loss function, 𝑐 ∗ is the ground truth class label. The total loss for
anchor 𝑖 is expressed as the weighted sum of the location-based loss and the classification loss
𝐿(𝐼; 𝜃) = 𝛼 ∙ 𝐿𝑏𝑏𝑜𝑥 (𝑖, 𝐼; 𝜃) + 𝛽 ∙ 𝐿𝑐𝑙𝑠 (𝑖, 𝐼; 𝜃)
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(4.5)

where 𝛼 and 𝛽 are weights chosen to balance localization and classification losses [73]. To train
the fillers detection model, Equation (4.5) is then averaged over the set of anchors and minimized
with respect to the parameter 𝜃.
Module 3: Region-based detector (RBD)
This module selects the top 𝑛 anchor boxes (regions) based on the probability of the boxclassification (𝑏𝑜𝑥𝑐𝑙𝑠 ) obtained from module 2. In this module, the region-based detector (RBD)
is used to classify the fillers in each region and fine-tune the bounding box coordinates. The reader
is referred to [72] for more detailed description on RBD. According to the regressed bounding box
(𝑏𝑜𝑥𝑟𝑒𝑔 ), the output of the VGG-16 feature extractor is cropped and fed into the RBD as its input.
Note that the size of the input depends on the size of the bounding box. However, the architecture
of RBD requires that all are of a fixed size. This issue has been addressed using the concept of
ROIAlign layer [49]. ROIAlign works by making every target cell have the same size. It applies
interpolation to calculate the feature map values precisely within the cell, which produces a
significant improvement in the accuracy. The resulting feature vectors are fed into the RBD
network. Here, the RBD network contains two convolutional and fully connected (FC1 and FC2)
layers as shown in Figure 4.4. This small network produces two outputs vectors, where the first
vector (𝑏𝑜𝑥𝑐𝑙𝑠 ) contains the probability estimation for each 𝐾 object classes and the second vector
(𝑏𝑜𝑥𝑟𝑒𝑔 ) refines the position of the bounding-box of the 𝐾 classes. The RBD is trained by
minimizing the joint regression and classification loss function, similar to the one used for the
RPN.
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Figure 4.4: Region-based detector and segmentation network
Module 4: Segmentation network
This module deals with pixel-wise segmentation of fibers and particles. Fillers are
segmented by deploying a CNN network alongside the RBD, as shown in Figure 4.4. This CNN
network is referred to as the instance segmentation network which predict a segmentation mask
for each RoI (region of interest). The segmentation network uses a block of features cropped from
the output of the feature extractor as its input and generates 𝑘 binary masks of 𝑚 × 𝑚 pixels, one
for each of the 𝑘 classes. Here, a per-pixel sigmoid function is used to train the segmentation
network. The loss function 𝐿𝑚𝑎𝑠𝑘 is defined as the average of the binary cross-entropy loss. Note
that only the binary mask corresponding to the ground-truth class 𝐾 contribute to the 𝐿𝑚𝑎𝑠𝑘 , while
the other output masks do not contribute to the loss function. Thus, 𝐿𝑚𝑎𝑠𝑘 allows the segmentation
network to generate masks for every class without competition among the classes. This module is
trained by minimizing the joint RBD and mask loss. During testing, a total of 𝑘 masks are
predicted, one for each class. However, the mask corresponding to the predicted class from the
RBD branch is used. The 𝑚 × 𝑚 floating-number mask output is then resized to the RoI size,
which is later binarized using a threshold value of 0.5.
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SEM IMAGE SIMULATION PROCEDURE
The deep learning method requires voluminous data to train the network. Collecting a large
amount of data is very time-consuming and difficult, especially in industrial applications.
Considering this fact, we propose a simulation approach to generate artificial SEM images for
training of the filler detection system. The SEM images used in this paper contain two types of
fillers, i.e., fibers and particles. The fibers are rectangular-shaped, whereas the particles are mostly
circular and amorphous in shape.
The fibers are artificially generated by specifying their corresponding centroid, width,
length and orientation. Given the image resolution, the centroids are randomly selected within the
image. The length (𝑙) of the fibers follows a normal distribution with mean of 40 pixels and
standard deviation of 5 pixels. The fiber width remains fixed at 4 pixels. The fiber orientation
angles (𝛼) are uniformly distributed between −𝜋⁄2 to 𝜋⁄2. The intensity of the gray level image
at each pixel follows a truncated normal distribution 𝑁(𝜇 = 192, 𝜎 = 32) within the range of 0
to 255. Following the fiber generation, a 2-D Gaussian filter with standard deviation 2 is applied
to smooth the fibers. A schematic diagram of fiber generation is shown in Figure 4.5(a). The
particles are generated according to the principle of Bezier curve formation. A Bezier curve is a
parametric curve used in computer graphics and related fields [74]. It is used to smooth any curves
while scaling indefinitely. The underline principle of Bezier curve formation utilizes Bernstein
polynomials which are defined by a set of control points 𝑝0 through 𝑝𝑛 where 𝑛 is called the order
of Bezier curve.
In this paper, we used cubic Bezier curves to generate the particles, which implies that we
need four control points 𝑝0 , 𝑝1, 𝑝2 and 𝑝3 . Here 𝑝0 and 𝑝3 represent the start and end points,
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respectively. As the particles are in circular shape, we specify the start point (𝑝0 ) and end point
(𝑝3 ) at the same coordinate to create the closed form. The other two control points 𝑝1 and 𝑝2
control the shape of the particle, as shown in Figure 4.5(b). Each particle is generated by randomly
picking the four points under the constraint of a maximum distance among the points. The upper
bound of this distance is a parameter to control the size of particles, which is set as 30 in our case.

Figure 4.5: (a) Fiber generation (b) Particle generation
Artificial SEM images are generated using different combination of fibers and particles.
Each simulated image can contain any number of fillers with different mixing ratio. Here, we
generate images with 50 fillers with 50%-50% (fibers-particles) mixing ratio. In other words, each
simulated image contains 25 fibers and 25particles. The image resolution is set to 256 × 256
pixels. Apart from these fibers and particles, the rest of the image is considered as background
which has the pixel value of 0 (black). But in real SEM images the background does not appear as
black, rather it remains very obscure. To make the simulated image more realistic, a uniform
random noise (𝑈[0, 0.4]) is added to the image background. In each image, the positions of fibers
and particles are randomly chosen. This makes every image different and more natural.
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GROUND TRUTH AND ANNOTATION FILE GENERATION
To train a deep learning network, each training dataset should have respective ground truth.
Besides the training, ground truth is also used to quantify how good an automated segmentation is
with respect to the true segmentation. Ground truths are the true or accurate segmentations that are
typically made by one or more human experts from the corresponding field. In this paper, as we
are using simulated images, the ground truth can be generated without expert’s help. While
simulating the images, we generate the ground truth for each image; here we call it as mask. This
mask is a binary image with the pixels value of 1 for fillers and 0 otherwise, i.e., for the
backgrounds. To generate the ground truth, we take a 256 × 256 image and initially set the value
of zero (0) to all of pixels. Later, we change the pixel value to 1 if it belongs to fibers or particles,
as shown in Figure 4.6(b). Note that we have two categories of fillers – fibers and particles. The
pixel value of 1 along cannot tell us whether it is from a fiber or particle. Moreover, the overlapping
phenomenon of fibers and particles may add the complexity in the filler differentiation. So, we
need to keep track of pixels for accurate filler distinction. This is done by creating an annotation
file. The annotation file is a list of dictionaries which contains the keys: segmentation, image_id,
category_id, id, bbox and area. The segmentation key has two attributes: fibers and particles.
These two attributes are two separate lists to keep record of pixel coordinate. Once we detect the
pixels inside the fibers or particles boundary, we append them to the annotation file under
segmentation key and respective category. The other keys in the annotation file help track some
additional information related to the image and ground truth. For example, image_id indicates the
identification number of the image; category_id is used to track the category of the pixels (1 for
fibers and 2 for particles); bbox refers to the bounding box coordinate of the respective category
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and the area keeps record of the total area of the bounding box. The ground truth and annotation
file for each image are generated simultaneously. The procedure is shown in Table 4.1.

Figure 4.6: (a) Artificial SEM image (b) Mask (ground truth) of the image
Table 4.1: Ground truth and annotation file generation procedure.
1. Create a 256 × 256 array (image) and all of the pixel values to zero
2. Create an annotation file with list of dictionaries and set the keys to segmentation,
image_id, category_id, id, bbox, and area.
3. Keep track and record the pixels for each fiber and particle under the segmentation
key according to step 4 and 5.
4. For each fiber:
a. Identify the pixels coordinates (𝑥, 𝑦) inside of the fiber boundary
b. Set 1 to all the pixels coordinates (𝑥, 𝑦)
c. Append all the (𝑥, 𝑦) coordinates to annotation file under segmentation key
d. Append 1 to category_id
e. Calculate the top-left coordinate, width and height of each boundary and
append to the bbox keys
f. Calculate the area of the bbox and append to the area keys
5. For each particle:
a. Identify the pixels coordinates (𝑥, 𝑦) inside the particle boundary
b. Set 1 to all the pixels coordinates (𝑥, 𝑦)
c. Append all the (𝑥, 𝑦) coordinates to annotation file for segmentation key
d. Append 2 to category_id
e. Calculate the top-left coordinate, width and height of the boundary and
append to the bbox keys
f. Calculate the area of the bbox and append to the area keys
6. Append the image identification number to the image_id key
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EXPERIMENTAL DESIGN AND TRAINING
This section describes the experimental design and implementation of the fillers detection
system demonstrated in the previous section. The SEM images are simulated based on the
procedure described in Section 2.2. While generating the images, we also generate the
corresponding ground truth and annotation file for each image, as described in Section 2.3. These
ground truth and annotation files are used to train the model. A total of 4000 images are generated
with size of 256 × 256 pixels. Among them, 3200 (80%) images are used for training, 800 (20%)
images are used for validation purpose. For testing, we generate three different test datasets,
namely, testset-I, testset-II, and testset-III. Each test dataset has 100 images with different number
of fillers. Each image of testset-I, testset-II and testset-III has 20, 50 and 100 fillers, respectively,
among which 50% are fibers and 50% are particles. The primary motivation behind generating
three different test datasets is to show the robustness of the proposed methodology to detect,
classify and segment fillers from SEM images with different filler densities.
The training phase of a deep learning network requires a large number of images for
reliable detection and segmentation results, whereas we only have 4000 images for training the
model. Although we can generate any number of images using our proposed image simulation
procedure, it is not feasible to get enormous amount of SEM images in practical applications.
Considering this fact, we intentionally generate a limited number of images to train our model.
However, we integrate image augmentation technique and transfer leaning to overcome the
limitations and improve the accuracy. In image augmentation procedure, each image is rotated
90° , 180° , and 2700 during the training process. This strategy eventually increases the training
datasets by a factor of three. Besides, Transfer Learning helps improve the generalization of a
60

setting by utilizing the learned features from another setting. The model is trained by loading the
pre-trained weights from the Microsoft COCO dataset [75]. Nonetheless, our model still needs to
be fine-tuned according to our own purpose as the COCO dataset is trained to predict other 80
object classes. Here, our dataset contains only three classes, i.e., fibers, particles and background.
So, the region-based detector and the segmentation network are fine-tuned accordingly. Due to the
use of integration of transfer learning, we use a two-step training procedure. In the first step, we
train only the head layers of the model and keep all parameters fixed for other layers. The model
is trained for 30 epochs with the learning rate of 0.001 in this setting. In the second step, we train
the end-to-end network for another 30 epochs with the learning rate of 0.0001. The model is trained
on a 3.6 GHz Intel(R) Core (TM) i7-7700 CPU, 16GB RAM and a single NVIDIA GTX 1080 Ti
Graphics Processing Unit (GPU). We use the mini-batch of 2 images per GPU and each image has
100 sampled RoIs. It took 6 hours and 40 minutes to finish the entire training for the simulated
SEM images dataset. The model is trained to jointly minimize the regression and classification
loss function for both in RPN and RBD network. For segmentation network, a per-pixel sigmoid
function is used to define the mask loss based on the average of the binary cross-entropy. The
results of the loss functions are shown in Figure 4.7. At the end of the 60-epoch long training, we
achieve 0.0133 and 0.1114 for class loss and boundary box regression loss, respectively, for RPN.
For the region-based detector, the class loss and boundary box regression loss are 0.0589 and
0.0663, respectively. A segmentation loss of 0.1445 is achieved for filler segmentation.
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(a)

(b)

Figure 4.7: Result of the loss function (a) classification and box regression loss for RPN (b)
classification and box regression loss for region-based detector and mask loss for
segmentation network
RESULT AND DISCUSSION
The performance of the proposed method is evaluated based on three quantitative
evaluation criteria: (1) segmentation analysis, (2) morphology analysis of segmented fillers and
(3) application to real SEM images. The segmentation performance is discussed in the following
subsections.
Segmentation analysis
The trained model is tested with the three different sets of SEM dataset as mentioned in
Section 3. The model is trained using the dataset where each image contains 50 fillers (fibers and
particles). One should remember that a good trained model should be capable of detecting fillers
from a wide range of variation. Real SEM images of composite product may vary significantly in
terms of filler-matrix mixing ratio, overlapping, low contrast imaging, obscure fillers with respect
to the background etc. Considering this fact, we infuse these variations into the test dataset for
robustness testing. Some representative detection results are shown in Figure 4.8.
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Figure 4.8: Detection and segmentation of fibers and particles; column (a) simulated SEM
images; column (b) detection, classification and segmentation results; column (c)
ground truth of corresponding SEM images in column (a)
The first row shows the result for a 20-fillers case. The second and third row demonstrate
the result for the 50 and 100-filler cases, respectively. Clearly, the filler detection system can
accurately detect and segment the fillers from the images, especially for the 20 and 50-filler cases.
Notice that, in Figure 4.9, the fibers and particles are well segmented even though they are
overlapped with each other. However, some misdetection and segmentation errors are observed
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for the 100-filler case, as displayed in Figure 4.10. This type of error is not unusual when the
number of filler-matrix mixing ratio is high and they severely overlap with each other. Although
some misdetection and segmentation error are observed, the filler detection system can still
classify most fibers and particles with a very high accuracy. From Figures 4.8, 4.9, and 4.10, we
can see that the detection system can place tight bounding box around the each of the fillers along
with its classification probability. Obviously, each of the bounding boxes achieves a very high
accuracy (approximately 99% in most cases) in classifying the fillers.

Figure 4.9: Example of filler detection and segmentation for overlapped particles and fibers

Figure 4.10: Example of some misdetection and segmentation error

To evaluate and benchmark the method, two performance metrics were used: mean
average precision (mAP) and the miss detection rate (MDR). The mAP is calculated using the
intersection over union (IoU) ranges from 0.5 to 0.95 with the step size of 0.05. The IoU metric is
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used to determine whether a bounding box prediction is to be considered correct. To be consider a
correct detection, the area of overlap 𝑎𝑜 between the predicted bounding box 𝐵𝑝 and ground truth
bounding box 𝐵𝑔𝑡 must exceed 0.5 according to the formula:

𝑎𝑜 =

𝑎𝑟𝑒𝑎(𝐵𝑝 ∩ 𝐵𝑔𝑡 )
𝑎𝑟𝑒𝑎(𝐵𝑝 ∪ 𝐵𝑔𝑡 )

(4.6)

where 𝐵𝑝 ∩ 𝐵𝑔𝑡 denotes the intersection of the predicted and ground truth bounding boxes and
𝐵𝑝 ∪ 𝐵𝑔𝑡 denotes their union. The average precision is reported both for the bounding box
prediction (𝑚𝐴𝑃𝑏𝑏𝑜𝑥 ) and segmentation mask prediction (𝑚𝐴𝑃𝑚𝑎𝑠𝑘 ) for all of the three test cases
(testset-I, testset-II and testset-II).
MDR is the percentage of fillers that were missed to identify and segment in SEM images.
We compute the number of miss-detected fillers for each of the images from three test cases and
averaged to calculate the MDR. The MDR is determined based on the miss-detection rate over 50
images. The performance metrics are reported in Table 4.2.
Table 4.2: Performance metrics of filler detection system.
Degree of
overlap

Total
number of
fillers

Number of
Detected
Fillers

MDR

𝑚𝐴𝑃𝑏𝑏𝑜𝑥

𝑚𝐴𝑃𝑚𝑎𝑠𝑘

Testset-I
(Figure 9, row 1)

Low

20

20

0

0.947

0.932

Testset-II
(Figure 9, row 2)

Medium

50

49

0.02

0.932

0.918

Testset-III
(Figure 9, row 3)

High

100

96

0.04

0.915

0.903

Cases

The performance of the filler detection system is quantitatively compared with other
methods based on the segmentation and MDR metrics. One particular issue is that the available
65

literature provides a thorough investigation of segmentation result for medical images. Recently,
deep learning has gained popularity for investigating images form industrial applications.
However, most of the available literature used the NDT images, especially X-Ray images of
casting product. In literature, there is a very limited use of composite manufacturing SEM images
in the research domain mentioned in this paper. To make the comparison consistent, we only
compare our result with other researchers who used SEM and X-Ray images as shown in Table
4.3.
Table 4.3: Comparison of performance of fillers detection and segmentation.
Method
Dataset
MDR2
𝑚𝐴𝑃𝑏𝑏𝑜𝑥 3
𝑚𝐴𝑃𝑚𝑎𝑠𝑘 4
Normalized-Cut [76]

SEM
(particles only)

0.04/0.52

-

-

Particle separation and
contour inference [20]

SEM
(particles only)

0/0.21

-

-

Multistage Cluster
approach [21]

SEM
(Particles only)

0.04/0.15

-

-

Gradient Based HT [77]

Artificial SEM
(fibers only)

0/0.04

-

-

Faster R-CNN VGG-16
[78]

GDXRay
(Casting defect)

-

0.865

-

Faster R-CNN ResNet101 [78]

GDXRay
(Casting defect)

-

0.921

-

Faster RCNN + Mask
RCNN [71]

GDXRay
(Casting defect)

-

0.957

0.930

Artificial SEM
(fibers and fillers)

0/0.06

0.947/0.915

0.932/0.903

Ours

2

The MDR is averaged for the low and high degree of overlapped (separated by /) cases from the references

3

The highest 𝑚𝐴𝑃𝑏𝑏𝑜𝑥 reported from the references

4

The highest 𝑚𝐴𝑃𝑚𝑎𝑠𝑘 reported from the references
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From the comparison table it is clear that the proposed filler detection system shows a
promising performance with respect to the three metrices mentioned above. While the gradient
based HT method has the highest performance for MDR, this method was only designed for fibers,
whereas in this paper we used both for fibers and fillers with intensive overlapping phenomena. In
terms of average precision, our method performs better than Faster R-CNN, but slightly inferior
to that of Ferguson et. al. [71]. It is worth mentioning that the application domain of Ferguson et
al. is different from ours. In this paper, we mainly deal with the overlapping phenomena, while
GDXray dataset is related to the casting defects with very limited overlapping issues. The filler
detection system proposed in this paper shows almost the same performance when the degree of
overlapping is low.
The average computational cost of the detection system is shown in Table 4.4 for each of
the three datasets. The execution time includes detection, classification and segmentation of fibers
and particles using GPU. It is observed that the execution time increases with the increase of filler
number. For example, the test image with 20 fillers takes 0.127 seconds, whereas the image with
100 fillers takes 0.172 seconds on an average.
Table 4.4: The averaged execution time per image
Execution time (detection + segmentation)
SEM image cases
per image using GPU (Sec)
Testset-I

0.127

Testset-II

0.154

Testset-III

0.172
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Morphology Analysis
Extraction of filler morphology refers to the accurate determination of filler size,
orientation and spatial distribution. Once the fillers are classified and segmented, we can easily
extract the filler-morphology for the test cases. The test images consist of two types of fillers –
fibers and particles. Therefore, we extract the morphology for both of the fillers separately based
on the detected bounding box. Notice that, while segmenting the fillers, the algorithm also
generates a tight bounding box around each of the fillers as shown in Figure 4.11.
(a)

(b)

Figure 4.11: Filler segmentation with bounding box (a) fiber and (b) particle
For composite manufacturing, the size and orientation distribution are two importation
determinants for quality control [5, 6, 79]. According to Figure 4.11(a), we can determine the fiber
length (𝐿) and orientation (𝜃) using Equation 4.7 and Equation 4.8, respectively.
𝐿𝑖𝑗 = √𝑊𝑗2 + 𝐻𝑗2 , 𝑖 = 1, 2, … … 𝑛 and 𝑗 = 1, 2, … … 𝑚

(4.7)

𝐻
𝜃𝑖𝑗 = tan−1 ( 𝑗⁄𝑊𝑗), 𝑖 = 1, 2, … … 𝑛 and 𝑗 = 1, 2, … … 𝑚

(4.8)

where 𝑛 is the number of SEM images and 𝑚 is the number of fibers in any particular image. To
determine the length and orientation distribution, we used 50 (𝑛) images for each of the test cases
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(𝑚 = 20, 70 and 100 fillers). We determined the length and orientation for each of the segmented
fibers in each of the 50 images. Later, their distribution is observed in comparison to the actual
distribution. The distribution is shown in Figure 4.12.
(a)

(b)

Figure 4.12: Fiber morphology (a) length distribution (b) orientation distribution
Though length and orientation distribution are the two critical factors for fibers, but for
particles it is different. For amorphous or circular particles, the concept of orientation is
meaningless. Hence, we only determined the length and width distribution for fibers. The length
and width are derived directly from the length and width of the bounding box around the particles
(Figure 4.11-b). The actual and observed size distribution is shown in Figure 4.13.
(a)

(b)

Figure 4.13: Particle morphology (a) height distribution (b) width distribution
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Spatial homogeneity is another quality determinant for composite manufacturing. Ideally,
the fillers should be distributed uniformly in the base materials. Intensive agglomeration of fillers
deteriorates the characteristics of composites [80]. The spatial homogeneity can be qualitatively
analyzed by plotting and observing the position of fillers from a selected reference point. Here, we
used the top left corner of SEM image as the reference. We characterize the agglomeration by
determining the barycenter of the fillers 𝑐 = {𝑥𝑐 , 𝑦𝑐 }, where
𝑁

1
𝑥𝑐 = ∑ 𝑥𝑖 ,
𝑁
𝑖=1

𝑁

1
𝑦𝑐 = ∑ 𝑦𝑖
𝑁

(4.9)

𝑖=1

where 𝑥𝑖 , 𝑦𝑖 are the coordinates of N pixels making up the fibers or particles. Figure 4.14
shows the spatial distribution of centroids alongside corresponding image. Looking into this
distribution provides the qualitative evaluation on the agglomeration. A large number of centroids
positioned in the close proximity refers to the agglomeration of fillers.

Figure 4.14: Demonstration of spatial homogeneity
Application to real SEM images
The proposed filler detection system is also applied to real SEM images. Here, we use two
real SEM images: one includes examples of short fibers and another one shows particle instances.
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The images are shown in Figure 4.15 (first row) and the corresponding detection results are shown
in Figure 4.15 (second row). As the ground truth of the real SEM images are not available, we did
not evaluate the detection result quantitatively. However, from the detection result it is obvious
that, the proposed method can classify, detect and segment the fibers and fillers in real SEM images
with superior accuracy. Note that the system can perform its intended tasks for fibers and particles
separately, even though we trained the network for both fibers and particles combined. The
detection results clearly demonstrate the applicability of the proposed filler detection system for
the real-world examples.

Figure 4.15: Detection and segmentation of fibers and particles. The first row: real SEM images;
the second row: detection, classification and segmentation results of corresponding
image in the 1st row
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CONCLUSIONS AND DISCUSSION
In this chapter, we proposed a filler detection system to simultaneously detect, classify and
segment the fibers and particles from SEM images. The Mask R-CNN is used as the backbone of
this filler detection architecture. To serve our purpose, the architecture is modified or customized.
Through training, we were able to minimize the classification, detection and segmentation loss
down to 0.0589, 0.0663, and 0.1445, respectively. It is also observed that, the model can predict
the fillers’ class with approximately 99% accuracy in most of cases. The potential of this model is
very promising in the field of automated visual inspection applications. This promising result has
been obtained by leveraging a number of powerful techniques in machine learning, including
transfer learning, dataset augmentation, and multi-task learning.
The outcome of this research has three-fold benefits. Firstly, it shows a procedure to
generate artificial SEM images. This provides a way of generating sufficient SEM images for deep
learning model training. Secondly, the output of this model provides good visualization of fiber
and particles detection and segmentation results. The outcome of this research provides a way to
better understand filler-morphology in the base material during the post-manufacturing analysis to
characterize the composite quality. Finally, this method can be used in many other application
domains like defect detection from nondestructive testing, surface defect detection or fault
detection in additive manufacturing applications. The proposed detection system is accurate and
fast enough to be applied in real time manufacturing settings.
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Chapter 5: Conclusion and Future Work
RESEARCH WORK TO DATE
In this dissertation, we propose some innovative methods to extract information such as
the size, orientation, and spatial distribution of short fibers and particles using SEM images with
the purpose of quality assessment of composite manufacturing. The accomplished work in this
research topic can be summarized as follows:
In Chapter 2, we considered with the problem of extracting fibers from the SEM images of
fiber reinforced composites. We proposed four different methods based on various image
processing techniques, the opening method, the simple HT method, the partitioning-based HT
method, and the gradient-based HT method. To demonstrate and compare the effectiveness of
these methods, a simulation-based case study was performed using simulated SEM images varying
the number of fibers in images. We intentionally varied the numbers of fibers in images to check
the performance of our proposed in different scenario such low, medium, and high degree of
overlap. The results showed that the simple HT method has the worst performance. The
partitioning step can improve the detection accuracy. However, its effectiveness is monotonically
decreasing as the fiber density increases. The gradient-based HT method had the highest detection
accuracy in all senarios. The opening method was very stale and will not be affected much by fiber
density. A real case study was also conducted to illustrate the applicability of these methods.
In Chapter 3, we introduce another innovative fiber segmentation method, referred to as
break-merge method which was developed based on Density Based clustering (DBSCAN)
algorithm. We also demonstrated the fiber morphology analysis in this chapter. We first segmented
the fibers and extracted their locations by integrating some image processing operations with the
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DBSCAN algorithm. To demonstrate the effectiveness of this method, a Monte Carlo simulation
was used with artificially generated SEM images with varying the number of fibers. The results
showed that our proposed method can extract all fibers from the low degree of overlap cases. While
its performance slightly decreased with the increase of overlap phenomena. Nevertheless, we
achieved a 97% performance for the high-density images which outperforms the accuracy of the
Hough Transform based methods demonstrated in Chapter 2. Following fiber segmentation, we
extracted the fiber orientation and length distribution. For the simulation purpose, six different
orientations and their corresponding image sets were used to justify the diversity and robustness
of the extracted result. The observed distribution was compared with the real the distribution and
the K-S test was used for hypotheses testing for empirical and hypothesized distribution. A real
case study was also conducted to illustrate the applicability of this methods.
Chapter 4 presents deep-leaning based filler detection system (FDS) which is developed
based on the state-of-the-art machine learning architectures of Faster-RCNN and Mask-RCNN.
This proposed filler detection system can simultaneously perform the task of filler detection,
classification and segmentation. In comparison to the work in Chapters 2 and 3, one particular
advantage is that we considered both short fibers and particles in this experiment. Moreover, the
FDS can extract the both fibers and fillers without having any human involvement or adjustable
parameters as required in the previous method. This indicates the applicability of our proposed
method in fully automated manner. However, this method requires a voluminous amount of data
for training the model. To overcome this limitation, we demonstrate a powerful image simulation
procedure which is able to mimic the nature of real SEM images. This image simulation procedure
can simulate images and create the corresponding label (ground truth) simultaneously. It is
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observed that the trained network can detect and segment fillers with higher accuracy even in
overlapping and obscure situations. The performance and robustness of the proposed system are
evaluated using both simulated and real microscopic images.
FUTURE WORK
Though the proposed methodologies demonstrate very promising performance, there
remains some open issues for future research in the fiber extraction from SEM images. First, in
the current work, we only deal with short and straight fibers. However, in many fiber-reinforced
composites, long and curved fibers of different widths and lengths may be cross-linked with each
other. Secondly, when the fiber density is very high, two fibers may be aligned perfectly on a line,
and be mistakenly merged into one fiber by the break-merge method. Finally, the resolution and
contrast issue may pose an additional challenge to extract fibers from the background of SEM
images. How to accurately segment fibers and extract morphological information in such settings
needs to be investigated. In addition, future investigations should include testing the model in
industrial scenarios and applications in other domains with more advanced CNN architectures to
further boost the performance. Secondly, this dissertation only focuses on size, orientation, and
spatial distribution for morphology analysis using 2D SEM images. In future, this work can be
extended for 3D morphology analysis by incorporating ‘depth’ using 3D imaging techniques. This
research framework can be extended to a wide range of applications in casting or surface defect
detection through training the corresponding dataset. Therefore, in the future, the focus will be on
utilizing more innovative machine learning models for automated visual inspection and quality
assessment to facilitate Industry 4.0 in correspondence to the need of the 21st century’s
manufacturing environment.
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