The size of Ordered Binary Decision Diagrams (OBDDs) is determined by the chosen variable ordering. A poor choice may cause an OBDD to be too large to fit into the available memory.
Introduction
Ordered Binary Decision Diagrams (OBDDs) are the state-of-the-art data structure for Boolean functions in programs for problems like logic synthesis, model checking or circuit verification. The reason is that many functions occurring in such applications can be represented by OBDDs of reasonable size and that for operations on Boolean functions like equivalence test or synthesis with binary operators efficient algorithms on OBDDs are known. Already in the seminal paper of Bryant (1986) asymptotic optimal algorithms for many operations are presented. The most important exception is the variable ordering problem for OBDDs, i.e. the task to compute for a given function a variable ordering minimizing the size of the OBDD for this function. The lack of an efficient algorithm for the variable ordering problem affects the applicability of OBDDs because there are important functions for which OBDDs are of reasonable size only for few variable orderings.
We distinguish two different versions of the variable ordering problem. For the first one the function to represented is given by a circuit. In this case it is NP-hard to compute the size of an OBDD for an optimal variable ordering since the satisfiability problem for OBDDs can be solved in polynomial time while the satisfiability problem for circuits is NP-hard. Heuristics for this version of the variable ordering problem extract information on the connections between the variables from the circuit description. Such heuristics are given, e.g., in the papers of Fujita, Fujisawa and Kawato (1988) , Malik, Wang, Brayton and Sangiovanni-Vincentelli (1988) and Butler, Ross, Kapur and Mercer (1991) .
In this paper we focus on the second variant of the variable ordering problem, which is defined in the following way:
An extended abstract of some results of this paper has been accepted for STACS'98 (Sieling (1998) ). The author was supported in part by DFG grant We 1066/8.
In common OBDD packages (see e.g. Brace, Rudell and Bryant (1990) ) OBDDs with output inverters are used in order to obtain a smaller representation. It is an easy corollary from Theorem 1 that also for the variable ordering problem for OBDDs with output inverters there is no polynomial time approximation algorithm with a constant performance ratio unless P = NP. This follows easily together with the fact that the size of OBDDs may be only halved by introducing output inverters. Since SBDDs are a generalization of OBDDs these results hold for SBDDs as well. We conclude that it does not make sense to search for approximation algorithms with a constant performance ratio for MinOBDD. Our results justify to apply heuristic algorithms for the variable ordering problem.
The paper is organized as follows. In Section 2 we repeat some definitions ands facts concerning OBDDs and approximation algorithms. In Sections 3-5 we prove that the existence of a polynomial time approximation scheme for MinOBDD (and also for a restricted version of MinOBDD which we call MinOBDD ) implies P = NP. An overview over this proof is given in Section 3. Finally, we show how to construct a polynomial time approximation scheme for MinOBDD from a polynomial time approximation algorithm for MinOBDD.
Lemma 2 A minimum size SBDD for the functions f 1 ; : : : ; f l and the variable ordering x 1 ; : : : ; x n contains exactly jS i j interior nodes labeled by x i , where S i = ff jjx 1 =c 1 ;:::;x i?1 =c i?1 j j 2 f1; : : : ; lg; c 1 ; : : :; c i?1 2 f0; 1g; f jjx 1 =c 1 ;:::;x i?1 =c i?1 essentially depends on x i g:
Furthermore, exactly the functions in S i are the functions associated with the nodes labeled by x i . It is well-known that the minimum size SBDD for functions f 1 ; : : :; f l and some fixed variable ordering can be obtained from each SBDD for these functions and this variable ordering by applying two reduction rules bottom-up. By the deletion rule each node whose successors are equal can be eliminated. By the merging rule nodes v and w with the same label, the same 0-successor and the same 1-successor can be merged. Altogether, the effect of the reduction rules is that nodes associated with the same function are replaced by a single node. Hence, nodes cannot be merged if they are associated with different functions. The SBDD resulting from the application of the reduction rules is called the reduced SBDD for f 1 ; : : :; f l and . It is well-known that the reduced SBDD for f 1 ; : : :; f l and is unique up to isomorphism (Bryant (1986) ). Throughout this paper we always assume that OBDDs and SBDDs are reduced.
It is easy to obtain an OBDD for some subfunction f jx i =c from an OBDD for f. It suffices for each node labeled by x i to redirect all incoming edges to the c-successor of this node. If the source is labeled by x i , then the c-successor of the source is defined as the new source. Afterwards the OBDD is reduced. In particular, the OBDD for each subfunction of f and a fixed variable ordering is not larger than the OBDD for f and the same variable ordering.
The OBDD Size for Partially Symmetric Functions
Lemma 2 only shows how to compute the OBDD size for a fixed variable ordering. Also techniques for proving exponential lower bounds on the OBDD size (for all variable orderings) are well-known (see, e.g., Bryant (1991) or Krause (1991) ). In our proof we have a different problem. We determine for a given function the minimum OBDD size for this function and variable orderings leading to this minimum size. Only few such results are known. In order to prove such results we consider properties of a special class of functions, namely partially symmetric functions.
A function f over some set X of variables is called partially symmetric with respect to the partition X 1 ; : : : ; X l of X if the variables in each set X i can be permuted arbitrarily without changing the function. Then also the OBDD size does not change when permuting the variables in each set X i . The sets X 1 ; : : : ; X l are called symmetry sets. (Totally) symmetric functions are the special case of functions with only one symmetry set. Sieling (1996) describes a method for the exact computation of the OBDD size for partially symmetric functions.
We shortly repeat this method only for the case of partially symmetric functions with two symmetry sets X 1 and X 2 . Such a function f can be represented by its value matrix W f . This is an (jX 1 j + 1) (jX 2 j + 1)-matrix where the rows and columns are numbered beginning with 0. The entry (i; j) is equal to the value that f takes on all inputs with i variables of X 1 equal to one and j variables of X 2 equal to one.
Subfunctions of f correspond to submatrices of W f , which consist of contiguous entries of W f . Such submatrices are called blocks. If we obtain a subfunction g of f by replacing k variables of X 1 and l variables of X 2 by constants, then the value matrix W g of g is a block of W f of size (jX 1 j + 1 ? k) (jX 2 j + 1 ? l). Each block of this size corresponds to such a subfunction and vice versa. It is easy to see whether a subfunction described by a block essentially depends on some variable x i . If x i 2 X 1 , then the subfunction essentially depends on x i iff the block contains at least two different rows. If x i 2 X 2 , then the subfunction essentially depends on x i iff the block contains at least two different columns.
We apply these facts in order to determine the number of x i -nodes in a reduced OBDD for some partially symmetric function f with symmetry sets X 1 and X 2 . Let the variable ordering be x 1 ; : : :; x n . Let the value matrix W f of f be given. Let T 1 (i; j) denote the number of different blocks of size i j with at least two different rows and let T 2 (i; j) denote the number of different blocks of size i j with at least two different columns. Let k = jX 1 \ fx 1 ; : : :; x i?1 gj be the number of X 1 -variables arranged before x i and l = jX 2 \ fx 1 ; : : :; x i?1 gj be the number of X 2 -variables arranged before x i . Let x i 2 X j , j 2 f1; 2g. By Lemma 2 the number of x i -nodes of a reduced OBDD for f is T j (jX 1 j + 1 ? k; jX 2 j + 1 ? l).
In order to obtain the total size of a reduced OBDD for f we have to sum up certain values T j ( ; ).
We determine these values by means of a grid graph. The node set of the grid graph is V = f(i; j) j 1 i jX 1 j + 1; 1 j jX 2 j + 1g. The edge set is the union of E 1 = f((i; j); (i? 1; j)) j 2 i jX 1 j + 1; 1 j jX 2 j + 1g and E 2 = f((i; j); (i; j ? 1)) j 1 i jX 1 j + 1; 2 j jX 2 j + 1g. Each edge ((i; j); (i ? 1; j)) 2 E 1 is labeled by T 1 (i; j) and each edge ((i; j); (i; j ? 1)) 2 E 2 is labeled by T 2 (i; j). Now let some variable ordering for f be given. We start the computation of the OBDD size for f and at the source v = (jX 1 j + 1; jX 2 j + 1) of the grid graph. If the first variable x i of the variable ordering is contained in X 1 , we follow the E 1 -edge leaving v, otherwise we follow the E 2 -edge leaving v, and we reach some node v 0 . The label of the edge (v; v 0 ) is equal to the number x i -nodes. This process is iterated for the second variable of the variable ordering starting at v 0 and so on. After processing all variables we reach the sink (1; 1) of the grid graph. We obtain a path from the source to the sink of the grid graph. The length of this path (with respect to the edge labels) is equal to the OBDD size for f and . For each variable ordering there is such a path and vice versa.
We may obtain an optimal variable ordering by computing a shortest path in the grid graph. We can prove for a given variable ordering that it is optimal by proving that it corresponds to some shortest path from the source to the sink of the grid graph.
The Nonapproximability of MaxCut and L-Reductions
For the definitions of notions concerning approximation algorithms we follow Garey and Johnson (1979) . Let be some optimization problem, let D be the set of instances of and let A be some algorithm computing legal solutions of . For I 2 D let A(I) be the value of the output of A on instance I and let OPT(I) be the value of an optimal solution for I. The performance ratio of A is defined as sup I2D fA(I)=OPT(I)g if is a minimization problem, or sup I2D fOPT(I)=A(I)g
if is a maximization problem. Hence, the performance ratio is always at least 1. A polynomial time approximation algorithm is a polynomial time algorithm whose performance ratio is bounded by some constant. A polynomial time approximation scheme is a polynomial time algorithm that gets an extra input ". For each " > 0 a polynomial time approximation scheme achieves a performance ratio of at most 1 + ".
We prove the nonexistence of polynomial time approximation schemes for MinOBDD under the assumption P 6 = NP by an approximation preserving reduction from MaxCut.
MaxCut
Instance: An undirected graph G = (V; E). Problem: Compute a partition (V 1 ; V 2 ) of V maximizing the number of edges in E with one endpoint in V 1 and the other one in V 2 . (The number of such edges is called the size of the cut.)
The following nonapproximability result for MaxCut is due to Håstad (1997) .
Theorem 3 For each > 0 the existence of a polynomial time approximation algorithm for MaxCut with a performance ratio of at most 1 + 1 = 16 ? implies P = NP.
In Sections 3-5 we present an L-reduction from MaxCut to MinOBDD. L-reductions were introduced by Papadimitriou and Yannakakis (1991) . Let A and B be optimization problems. Then A reduces to B (A L B) if there are functions ' and that are computable in polynomial time and constants and so that for each instance I of A the following holds:
1. I 0 = '(I) is an instance for B and OPT(I) OPT(I 0 ). 2. If s is a solution of I 0 with cost c 0 , then (I; s) is a solution of I with cost c such that jc ? OPT(I)j jc 0 ? OPT(I 0 )j.
Let a polynomial time approximation scheme P for some problem B be given and let A L B. It is well-known that a polynomial time approximation scheme for A can be constructed in the following way. For an instance I of the problem A we compute '(I), apply P on '(I) in order to obtain a solution s for the problem B, and compute the solution (I; s) for the problem A. It is easy to compute the performance ratio of the resulting algorithm and to verify that we obtain a polynomial time approximation scheme for A in this way.
The Nonexistence of Polynomial Time Approximation Schemes for MinOBDD -An Overview over the Proof
The main result of Sections 3-5 is given by the following theorem.
Theorem 4 The existence of a polynomial time approximation scheme for MinOBDD implies P = NP.
We prove Theorem 4 by giving an L-reduction MaxCut L MinOBDD. From the lower bound on the performance ratio of polynomial time approximation algorithms for MaxCut due to Håstad (1997) stated in Theorem 3 and the parameters of the L-reduction we can compute the lower bound 1 + 1 = 14943 ? (for each > 0) on the performance ratio of polynomial time approximation algorithms for MinOBDD (under the assumption P 6 = NP). We omit this calculation because we prove a much stronger result in Section 6. For the proof in Section 6 we apply that Theorem 4 also holds for a restricted version of MinOBDD, which we call MinOBDD . The problem MinOBDD is a promise problem. The definition of such a problem contains an extra condition on the input which is called the promise. A polynomial time approximation algorithm for MinOBDD has to achieve its performance ratio only for instances fulfilling the promise. The algorithm does not have to check whether an instance fulfills the promise. For instances not fulfilling the promise the algorithm may behave arbitrarily. MinOBDD is defined in the following way.
MinOBDD
Instance: An OBDD H with N nodes for some function f. Promise: The minimum OBDD size for f is at least N=2. Problem: Compute a variable ordering minimizing the OBDD size for f and .
Theorem 5 The existence of a polynomial time approximation scheme for MinOBDD implies P = NP.
In order to prove Theorem 5 we may use the same proof as for Theorem 4 since for all instances G for MaxCut the OBDD '(G) fulfills the promise. Hence, in the same way as outlined at the end of Section 2 a polynomial time approximation scheme for MaxCut can be constructed from a polynomial time approximation scheme for MinOBDD .
Let G = (V; E) be an instance for MaxCut. W.l.o.g. we assume that all nodes in G have a degree of at least two, that jEj 250 and that G is not bipartite. (For bipartite graphs MaxCut is trivial.) Let n = jV j and let m = jEj. Sometimes we identify V with the set f1; : : : ; ng and E with the set f1; : : : ; mg. Let E(v) be the set of edges incident to v and let d(v) = jE(v)j be the degree of v.
By the mapping ' we obtain from G an OBDD H = '(G), which computes some function F. We divide the description of H into two steps. In the first step (given in Section 4) we only consider some subfunctions of F and represent these subfunctions by an SBDD. The variable ordering of this SBDD encodes a cut of G in such a way that the SBDD size corresponds to the size of the cut. In other words, there is a mapping that describes how to obtain a cut from the variable ordering. However, there are some variable orderings not encoding any cut of G. By enforcing components we will make sure that in such cases the SBDD size is so large that the second condition of the definition of L-reductions is fulfilled by a cut of size 0.
We shall introduce the following functions in the first step:
Functions f 1 ; : : : ; f m . These functions connect the given graph G and the OBDD H in the following way: If the i-th edge of G is contained in the cut corresponding to the variable ordering of H, then the function f i has the OBDD size 6. If the i-th edge is not contained in the cut, then the OBDD size is 7. The functions f 1 ; : : : ; f m are combined into a single function f. Functions g; h 1 ; : : : ; h 5 . The functions f 1 ; : : : ; f m have the desired property only under further assumptions on the variable ordering. These assumptions include that the variable ordering encodes a cut of G. The functions g; h 1 ; : : : ; h 5 enforce properties of the variable ordering. This means that the size of an SBDD for f 1 ; : : :; f m ; g; h 1 ; : : :; h 5 for variable orderings that do not encode any cut for G is so large that the second condition of the definition of the Lreductions is fulfilled for a cut of size 0. Finally, the functions h 1 ; : : :; h 5 are combined and we obtain only two functions h and h . Functions h 0 ; h 00 . These functions enforce certain properties of the variable ordering that are helpful when combining all these functions into a single function that is represented by an OBDD.
In the second step, which we describe in Section 5, we combine f, g, h , h , h 0 and h 00 into a single function F so that it can be represented by an OBDD. Again there is a correspondence between the variable ordering of the OBDD and the cut as well as a correspondence between the OBDD size and the cut size. Note that the functions f e and f e 0 for e 6 = e 0 are defined on disjoint sets of variables. Hence, there are no mergings between OBDDs for f e and f e 0 . The function f e is partially symmetric with respect to the sets fx e ; z u e ; z v e g and fy e g. Hence, the OBDD size for f e is determined only by the position of y e among fx e ; z u e ; z v e ; y e g, but not by the relative ordering of x e , z u e and z v e . It is easy to check that the OBDD size is 8, if y e is the first variable among fx e ; z u e ; z v e ; y e g, that the OBDD size is 7, if y e is the second or fourth variable, and that the OBDD size is 6, if y e is the third variable. Now we explain the relationship between a cut (V 1 ; V 2 ) of G and the ordering of the variables. If the variable z u e is arranged before y e in the variable ordering, then the node u is contained in V 1 . If z u e is arranged after y e , then the node u is contained in V 2 . By introducing the functions h 1 , h 2 and h 3 we shall make sure that x e is always arranged before y e . Then y e cannot be the first variable among fx e ; z u e ; z v e ; y e g and, hence, it does not occur that the OBDD for f e has size 8. Now consider the case that e = fu; vg is contained in the cut. This means that u 2 V 1 and v 2 V 2 or vice versa. In both cases y e is at the third position among fx e ; z u e ; z v e ; y e g and, hence, the OBDD size is 6. If e = fu; vg is not contained in the cut, then either u 2 V 1 and v 2 V 1 or u 2 V 2 and v 2 V 2 . In the former case y e is at the fourth position among fx e ; z u e ; z v e ; y e g, in the latter case y e is at the second position. Hence, the OBDD size for f e is 7. This construction only works if the classification of u belonging to V 1 or V 2 is consistent for all variables z u e , e 2 E(u). If there are edges e = fu; vg and e 0 = fu; wg, it must not happen that z u e is arranged before y e in the variable ordering and z u e 0 after y e 0. Altogether, we shall represent functions in the SBDD enforcing the following two properties of the variable ordering.
(P1) All x-variables are arranged before all y-variables.
(P2) For each node u 2 V the following holds. Either for all e 2 E(u) the variable z u e is arranged before y e or for all e 2 E(u) the variable z u e is arranged after y e . These properties are enforced by the functions g and h 1 ; : : :; h 5 , which we introduce in the following sections.
Finally, we combine all the functions f 1 ; : : :; f m into a single function f. For that purpose we introduce m ? 1 new variables 1 ; : : :; m?1 and define f = 1 f 1 _ ( 1 2 )f 2 _ ( 1 2 3 )f 3 _ : : : _ ( 1 : : : m?2 m?1 )f m?1 _ ( 1 : : : m?1 )f m :
This construction was already used by . We prove that it is optimal to arrange the -variables before the x-, yand z-variables. Then the top of an OBDD for f consists of a switch of m ? 1 nodes labeled by -variables. Below this switch we have m disjoint OBDDs for the functions f 1 ; : : :; f m . Lemma 6 Let A be an OBDD for f and some variable ordering . Let 0 be the variable ordering that we obtain from by moving the variables 1 ; : : :; m?1 in this order to the beginning without changing the relative ordering of the other variables. Let A 0 be the OBDD for f and 0 . Then the size of A 0 is not larger than the size of A.
Proof We start with the variable ordering and show that the OBDD size does not increase when moving the variable 1 to the beginning of the variable ordering. Afterwards, it can be shown in the same way that the OBDD size does not increase when moving the variable 2 to the second position and so on. The OBDD A and the OBDD A 00 that we obtain by moving 1 to the first position are shown in Fig. 1 . For the sake of simplicity let w 1 ; : : :; w l denote all variables except 1 and let w 1 ; : : :; w l be the ordering of those variables in A and A 00 . We observe that the functions f i essentially depend on disjoint sets of variables. This implies that the parts of the OBDD A 00 that are reached for 1 = 0 and 1 = 1 do not share interior nodes.
(Insert Figure 1 here) By Lemma 2 the parts of A and A 00 below the 1 -layer of A are isomorphic and, therefore, of the same size. Now consider some variable w i that is arranged before 1 in A. Let p be the number of w i -nodes of A 00 . Either all these nodes are reached for 1 = 0 or all these nodes are reached for 1 = 1. W.l.o.g. assume that all these nodes are reached if 1 = 0. We obtain the subfunctions of f computed at these nodes if we replace 1 by 0 and w 1 ; : : : ; w i?1 by constants in all possible ways. We obtain at least the same number of subfunctions essentially depending on w i if we drop the replacement of 1 by 0. Hence, by Lemma 2 the number of w i -nodes in A is not smaller than the number of w i -nodes in A 00 . 2
Now we can describe the relation between the OBDD size for f and the size of the cut in G corresponding to the variable ordering of the OBDD. Here we still need the assumption that (P1) and (P2) hold. Later on we shall make sure by enforcing components that (P1) and (P2) hold.
Lemma 7
The graph G has a cut of size at least c iff f has an OBDD of size 8m ? 1 ? c with a variable ordering fulfilling (P1) and (P2).
The Function g
The function g will make sure that (P2) is fulfilled. For the definition of g we introduce new variables a 1 ; : : : ; a 2m , d 1 ; : : :; d 2m and 1 ; : : :; 17m?2 . First we define some components from which g is built
a 1 : : : a i?1 a i y i d i : : :d 2m :
Then the function g is defined by g = g ^p ^?:
First, we informally describe how g enforces property (P2). In optimal variable orderings for p the z-variables are arranged blockwise, i.e. for each v 2 V the variables z v e for all e 2 E(v) are arranged in adjacent levels. Then an OBDD for p = V p v is a concatenation of OBDDs for the functions p v . Now consider an OBDD for g ^p . First note that g and p are defined on disjoint sets of variables. In order to obtain an OBDD for g ^p we may concatenate OBDDs for g and p or we may insert an OBDD for g in the concatenation of OBDDs for p . If we insert the OBDD for g between two blocks of z-variables, then we obtain an OBDD for g ^p whose size is the sum of the sizes of the OBDDs for g and p . But if we arrange the OBDD for g in such a way that some variable z v e is tested before the variables that g depends on and some other variable z v e 0 after the variables that g depends on, then we need two copies of the OBDD for g . In Lemma 11 we show that we obtain a similar increase of the OBDD size of g also for other variable orderings violating (P2). Here it is important that the OBDD for g is of large width. In order to make sure that an OBDD for g is of large width we require the following properties of the variable ordering.
(P3) All a-variables are arranged before all y-variables. (P4) All y-variables are arranged before all d-variables.
If these properties are fulfilled, then an OBDD for g has width 2m (see Fig. 2 ). This OBDD has size 6m which is optimal since g essentially depends on 6m variables.
(Insert Figure 2 here) The function ? makes it possible to count the number of mergings between the nodes in the OBDD for g and the SBDD for the functions h 0 and h 00 , which we introduce later on. These mergings will effect the -variables to be arranged after the x-, y-, z-, aand d-variables in optimal variable orderings. At the moment one may imagine the function ? as a function p v for a pseudo-node v with degree 17m ? 2.
In the following lemmas we give estimates on the size of the OBDDs for g and different variable orderings. Already here we take into account that the functions f and g are represented in the same SBDD so that we have to consider mergings between the representations of f and g.
Lemma 8 Consider a variable ordering where the z v e -variables are arranged blockwise, where the a-, yand d-variables are arranged in the order a 1 ; : : :; a 2m ; y 1 ; : : : ; y 2m ; d 1 ; : : :; d 2m between two blocks of the z v e -variables and where the -variables are the last variables. Then the OBDD size for g is 44m ? n ? 5. No interior node of this OBDD can be merged with a node of an OBDD for f.
Proof It is easy to see that we need 6m nodes for the representation of g , that we need P v2V (2d(v)? 1) = 4m?n nodes for p and 34m?5 nodes for ?. All functions computed at these nodes essentially depend on at least one -variable. Hence, there are no mergings with nodes of any representation of f. 2 Lemma 9 Each OBDD for p ^? has at least 38m ? n ? 9 interior nodes that cannot be merged with nodes from an OBDD for f. If the last variable in the variable ordering is a -variable, then each OBDD for p ^? has at least 38m ? n ? 5 interior nodes that cannot be merged with nodes from an OBDD for f.
Proof Obviously, each OBDD for p ^? contains at least 34m ? 5 nodes labeled by -variables.
Since f does not essentially depend on any -variable, no mergings are possible between those nodes and nodes in the representation of f. Now we count the nodes labeled by the variables z v e . First we note that p has the following property: there is an input q for p with p (q) = 1 and p (q 0 ) = 0 for all inputs q 0 that we obtain from q by negating one z v e -variable. (In other words, the critical complexity of p is maximal. For more details on the critical complexity see Bublitz, Schürfeld, Voigt and Wegener (1986) .) We call the computation paths for such inputs q critical paths. In each OBDD for p on each critical path all variables z v e are tested. In particular, all nodes on a critical path are associated with functions essentially depending on all remaining variables in the variable ordering.
Let v 2 V be fixed. Let z v e be the first variable among the variables z v e in the variable ordering.
Then in each OBDD for p ^? there is at least one node labeled by z v e lying on some critical path.
If z v e is not the first variable among z v e in the variable ordering, then in each OBDD for p ^?
there are at least two nodes labeled by z v e lying on critical paths. Altogether, there are at least P v2V (2d(v) ? 1) = 4m ? n nodes labeled by z v e -variables and lying on critical paths. If a -variable is the last variable in the variable ordering, the functions associated with the nodes that we counted essentially depend on this -variable and, hence, no mergings with nodes in the representation of f are possible. This implies the second claim of the lemma. In order to prove the first claim we consider all levels of z v e -nodes except the last two levels. Then the number of nodes on critical paths is at least 4m ? n ? 4. The functions associated with those nodes essentially depend on all remaining z v e -variables, i.e. on at least three z v e -variables. Since p ^?
does not essentially depend on any -variable, also the functions associated with those nodes do not essentially depend on any -variable. The claim that no mergings between those nodes and nodes of each OBDD for f are possible follows from the observation that f does not have any subfunction essentially depending on at least three z v e -variables but not essentially depending on any -variable.
2
Lemma 10 Each SBDD for f and g has at least 49m ? n ? 10 interior nodes.
Proof By Lemma 9 there are at least 38m ? n ? 9 nodes in each OBDD for p ^? that cannot be merged with nodes from an OBDD for f. Each OBDD for g contains at least 2m nodes labeled by a-variables and 2m-nodes labeled by d-variables since g essentially depends on all aand dvariables. For the representation of f we need at least 7m ? 1 nodes. The sum of these lower bounds is 49m ? n ? 10, which implies the lemma.
2 Lemma 11 Each SBDD for f and g with a variable ordering fulfilling (P3) and (P4) but not fulfilling (P2) has at least 53m ? n ? 14 nodes. Proof Since (P2) is not fulfilled, for some v 2 V and some p; q 2 E(v) it holds that z v p is arranged before y p and z v q is arranged after y q . We already know the following lower bounds: There are at least 7m?1 nodes in the OBDD for f. In the OBDD for g there are at least 2m nodes labeled by a-variables and 2m nodes labeled by d-variables. By the proof of Lemma 9 there are at least (38m ? n ? 9) ? 4 nodes labeled by -variables or z v e -variables except z v p and z v q . In the following we prove new lower bounds on the number of z v p -, z v q -and y-nodes under the assumption that (P3) and (P4) hold but not (P2). We prove the lower bound on the number of such nodes for the subfunction g 0 of g that we obtain in the following way. For all w 2 V , w 6 = v, we replace the variables z w e by constants in such a way that p w = 1. We replace the variables z v e except z v p and z v q by 0. Then g 0 only depends on the a-, yand d-variables and on z v p and z v q .
Furthermore, we assume that z v p is arranged before z v q . For the other case the same proof works after exchanging p and q.
Because of (P3) and (P4) the a-variables are arranged before the y-variables and the y-variables are arranged before the d-variables. Furthermore, we know that z v p is arranged before all d-variables. Otherwise, z v p and z v q are arranged after all y-variables and, hence, they do not lead to a violation of (P2). Similarly it follows that z v q is arranged after all a-variables.
Let k 2 f1; : : :; 2mg. Let g 00 k be the subfunction of g 0 that we obtain by replacing a k by 0 and all other a-variables by 1. Then g 00 k = y k d k : : :d 2m (z v p z v q ):
We distinguish the following three cases.
Case 1 y k is arranged before z v p .
We know that z v q is arranged after z v p and that z v p is arranged before all d-variables. Hence, in each OBDD for g 00 k there is a y k -node associated with g 00 k and a z v p -node associated with g 00 kjy k =1 . Since g 00 k is a subfunction of g, also in each OBDD for g there is at least one node labeled by y k and one node labeled by z v p .
Case 2 y k is arranged after z v p and before z v q .
We count the number of y k -nodes associated with g 00 kjz v p =0 and g 00 kjz v p =1 . Obviously, there are two nodes.
Case 3 y k is arranged after z v q .
We know that z v p is arranged before z v q and z v q is arranged after all a-variables. We count the number of z v q -nodes. With these nodes the functions g 00 kjz v p =0 and g 00 kjz v p =1 are associated. Hence, there are two
For different k all such subfunctions are different because they contain the conjunction d k : : :d 2m .
For each k 2 f1; : : :; 2mg there are at least two nodes labeled by z v p , z v q or y k . Altogether, there are 4m such nodes.
There are no mergings between these nodes and nodes in the OBDD for f since the functions associated with these nodes essentially depend on d 2m which does not hold for f nor any subfunction of f. The derived lower bound 4m together with the lower bounds given at the beginning of the proof implies the lemma. Our aim is to include functions in the OBDD that ensure (P1), (P3) and (P4). Let us consider e.g.
(P3). A function enforcing (P3) has its optimal variable ordering if all a-variables are arranged before all y-variables. The problem is that an OBDD for this function and the variable ordering a 1 ; : : : ; a 2m?1 ; y 1 ; a 2m ; y 2 ; : : : ; y 2m is not substantially larger. (Here we have the problem that we only meet the first condition of the definition of the L-reductions if the size of the constructed OBDD is linear in m. Hence, also the function enforcing (P3) must have an OBDD of linear size.) This is the reason why we introduce new variables b 1 ; : : :; b 2m in order to increase the distance between the a-variables and the y-variables. Similarly we introduce variables c 1 ; : : :; c 2m in order to increase the distance between the y-variables and the d-variables. The function h : f0; 1g 4m ! f0; 1g is defined Note that h(p 1 ; : : : ; p 2m ; q 1 ; : : : ; q 2m ) is partially symmetric with respect to fp 1 ; : : :; p 2m g and fq 1 ; : : : ; q 2m g. This implies that the functions h 1 ; : : :; h 5 do not influence the relative ordering of the x-variables (or a-, b-, y-, cand d-variables, resp.). The value matrix of h is periodic with the periods 5 in the rows and 2 in the columns. Its upper left part is 1 1 0 1 0 0 1 0 0 0
In the following lemmas we state the properties that we use to prove that the h-functions enforce (P1), (P3) and (P4).
Lemma 12
The OBDD size for h(p 1 ; : : :; p 2m ; q 1 ; : : :; q 2m ) and the variable orderings where all p-variables are arranged before all q-variables is 14m ? 10. Only such variable orderings are optimal.
Lemma 13 The OBDD size for h(p 1 ; : : :; p 2m ; q 1 ; : : :; q 2m ) and each variable ordering where after the first q-variable at least m of the p-variables are arranged is at least 19m ? 10.
Lemma 14
The OBDD size for h(p 1 ; : : :; p 2m ; q 1 ; : : : ; q 2m ) and each variable ordering where before the last p-variable at least m of the q-variables are arranged is at least 18m ? 10.
If, e.g., (P3) is not fulfilled, then there is some a-variable that is tested after at least m of the bvariables or there is some y-variable that is tested before at least m of the b-variables. In the former case the OBDD size for h 2 is at least 18m?10 rather than 14m?10, in the latter case the OBDD size for h 3 is at least 19m ? 10 rather than 14m ? 10. In this way it is made sure that (P1), (P3) and (P4) are fulfilled. Here we can see why we introduced 2m rather than only m of the xand y-variables.
The aim is to make the difference between the OBDD size for h and the variable orderings described in Lemma 13 and Lemma 14 and the OBDD size for h and an optimal variable ordering larger. Before we prove the lemmas we describe how to replace the five functions h 1 ; : : :; h 5 by only two functions h and h . We note that h 1 , h 3 and h 5 are defined on disjoint sets of variables. Hence, we may introduce two new variables m and m+1 and define h = m h 1 _ m m+1 h 3 _ m m+1 h 5 . Similarly we can combine h 2 and h 4 by introducing a new variable m+2 and defining h = m+2 h 2 _ m+2 h 4 . In the same way as in Lemma 6 it can be proved that for each variable ordering the OBDD size does not increase when moving the -variables before the other variables.
Proof of Lemma 12, Lemma 13 and Lemma 14
We apply the technique of Sieling (1996) described in Section 2.2 for the computation of the OBDD size of h. First we compute the grid graph for h. Let k = 2m. Then the grid graph has the node set f(i; j)j1 i; j k + 1g. The labels T l (i; j) of the edges of the grid graph can be obtained by counting the number of different i j-blocks of W h with at least two different rows, if l = 1, or with at least two different columns, if l = 2. The result of this tedious but nevertheless simple task is shown in Fig. 3 .
(Insert Figure 3 here) The next step is to compute for each node (i; j) the length L(i; j) of a shortest path from (i; j) to the sink (1; 1) of the grid graph. This can be done by running through the grid graph in some reversed topological order. For the sink we have L(1; 1) = 0. Now let (i; j) be some non-sink node. Then (i; j) may have one or two successors. If (i; j) has one successor, then L(i; j) is the sum of the label of the edge from (i; j) to its successor and the value L( ; ) of the successor. In this case we color the edge from (i; j) to its successor green. If (i; j) has two successors (i ? 1; j) and (i; j ? 1), we set L(i; j) = minfL(i ? 1; j) + T 1 (i; j); L(i; j ? 1) + T 2 (i; j)g. If L(i; j) = L(i ? 1; j) + T 1 (i; j), we color the edge from (i; j) to (i ? 1; j) green and otherwise red. The color of the other edge leaving (i; j) is determined similarly. The result is that for each node (i; j) we know the length of a shortest path to the sink. We may obtain this path by starting at (i; j) and by running always through green edges.
We do not give the intermediate results of this tedious computation. The results that we need are listed in the tables below. Furthermore, L(k + 1; k + 1) = 7k ? 10 = 14m ? 10 and the only path from the source to the sink only consisting of green edges is the path (k + 1; k + 1); (k; k + 1); (k ? 1; k + 1); : : : ; (1; k + 1); (1; k); : : : ; (1; 1), i.e. the path corresponding to all variable orderings where all p-variables are arranged before all q-variables. This implies Lemma 12. Similar to the computation of L(i; j) we may compute for each node (i; j) the length M(i; j) of a shortest path from the source (k + 1; k + 1) to (i; j). Now we start at the source and run through the graph in some topological order. Unfortunately, this approach leads to a more complicated case distinction, which we can avoid because we do not need M(i; j) for all nodes (i; j). We simplify the computation of M(i; j) in the following way (see also Fig. 4 ). First we compute M(i; j) only for those nodes (i; j) where i k ? 3 (upper part of the grid graph) or j k (left part of the grid graph). For the nodes (2; j), where j k ? 1 we compute the length M (2; j) of a shortest path from the source through (2; k) to (2; j). Then we prove that this is the length of a shortest path from the source, i.e. that M(2; j) = M (2; j).
(Insert Figure 4 here)
It is easy to check in Fig. 3 that for nodes (i 0 ; j 0 ), where i 0 k ? 3, it holds that the length of the path from (i 0 ; j 0 ) to (i 0 ?1; j 0 ?1) via (i 0 ?1; j 0 ) is not larger than the length of the path from (i 0 ; j 0 ) to (i 0 ? 1; j 0 ?1) via (i 0 ; j 0 ?1). This implies the following. If a shortest path from the source to (2; j) does not go through (2; k), then there is no shortest path going through any of the nodes (k ? 3; k); : : :; (3; k).
Then the shortest path goes through at least one of the nodes (k ? 3; k ? 1); : : : ; (k ? 3; j). The path leaves one these nodes through the edge ((k ?3; j ); (k ?4; j )), where j j k ?1. By the same argument as above the cost does not increase if we instead run from (k ? 3; j ) through the edges directed downwards to the node (2; j ). The cost of this path from the source to (2; j) is sum of the path length from the source to (k ? 3; j ), which is M(k ? 3; j ) = 2k ? 2j + 21, the path length from (k ? 3; j ) to (2; j ), which is 10(k ? 5), and the cost from (2; j ) to (2; j), which is 6(j ? j). This sum is 12k + 4j ? 6j ? 29. This is minimal for j = j. Hence, the cost is 12k ? 2j ? 29. Since M (2; j) = 11k ? 6j ? 11, it follows (together with k 500 because of m 250) that the path through (2; k) is cheaper. In this way we obtain M(2; j) = M (2; j). If we know the values L(i; j) and M(i; j), we can compute the length of a shortest path from the source (k + 1; k + 1) to the sink (1; 1) through the node (i; j) as L(i; j) + M(i; j). Now consider the variable orderings described in Lemma 13. The paths corresponding to such variable orderings run through at least one of the nodes (k + 1; k); (k; k); : : :; ( k = 2 + 1; k). In the following The term 7k + 5i ? 15 takes its minimum value for i = k = 2 + 1. The minimum value is 19 = 2 k ? 10.
This implies Lemma 13. Now consider the variable orderings described in Lemma 14. The paths corresponding to such variable orderings run through at least one of the nodes (2; 1); (2; 2); : : : ; (2; k = 2 + 1). Up to now we have the following 32m variables: x i , y i , a i , b i , c i and d i for i 2 f1; : : : ; 2mg, the variables 1 ; : : : ; m+2 ; 1 ; : : :; 17m?2 and 2m variables z v e . In order to simplify the presentation in Section 5 we rename all these variables to s 1 ; : : : ; s 32m . The exact correspondence between the old names and the new names is not important. We define h 0 = s 1 : : : s 32m and h 00 = h 0 :
Since h 0 and h 00 are parity functions, the following lemma holds. Lemma 15 For all variable orderings a minimum size SBDD for h 0 and h 00 consists of exactly 64m
interior nodes.
If 1 ; : : :; 17m?2 are the last variables in the variable ordering, exactly 34m ? 5 nodes of the SBDD for h 0 and h 00 can be merged with nodes of the OBDD for g.
The Relationship
Between the SBDD Size for f, g, h , h , h 0 and h 00 and the Cut Size for G First we show how to obtain a variable ordering for an SBDD if a cut is given. In Lemma 17 we show that it is possible in polynomial time to construct a cut from an SBDD. This is used later on when computing the function . For both constructions the relationship between the SBDD size and the cut size is the same.
Lemma 16 If G = (V; E) has a cut of size c, then there is an SBDD for the functions f, g, h , h , h 0 and h 00 with at most 152m ? n ? 54 ? c nodes.
Proof Let (V 1 ; V 2 ) be the partition corresponding to the cut of size c. Since G is not bipartite, there is an edge e not contained in the cut. W.l.o.g. we may assume that both endpoints of e are contained in V 1 . (Otherwise we exchange V 1 and V 2 .) We choose the following variable ordering for the SBDD H. This variable ordering has the properties (P1)-(P4). Then 8m ? 1 ? c nodes suffice to represent the function f and 44m?n?5 nodes suffice for g. By Lemma 12 there is an SBDD with 5(14m?10)+3 nodes for h and h . Here the term 3 is added for the nodes labeled by m , m+1 and m+2 . Finally, an SBDD for h 0 and h 00 contains 64m nodes. The sum of these upper bounds is 186m ? n ? 53 ? c.
In the following we show that we save 34m + 1 nodes by mergings. This implies the lemma.
Since the -variables are the last variables in the variable ordering, there are 34m ? 5 nodes in the OBDD for g and the SBDD for h 0 and h 00 that can be merged. Now we consider the OBDDs for h 1 and h 2 . The only variables that both functions depend on are the a-variables. Hence, only a-nodes can be merged. Let us consider the a 2m -nodes. In the OBDD for h 1 the subfunctions computed at a 2m -nodes can be obtained by replacing all x-variables and all a-variables except a 2m by constants. Hence, we have to consider 1 2-blocks of W h 1 . There are only two such blocks computing a function that essentially depends on a 2m , namely 0 1] and 1 0], which correspond to the subfunctions a 2m and a 2m . On the a 2m -level of h 2 those subfunctions are computed that can be obtained from h 2 by replacing a 1 ; : : : ; a 2m?1 by constants. Hence, we have to look for 2 (2m + 1)-blocks of W h 2 . There are five such blocks, namely " 1 1 1 1 : : : 0 1 0 1 : : : The last one represents the function a 2m . Hence, there is a merging of one node labeled by a 2m . In the same way it can be shown that there are no mergings between a 2m?1 -nodes of h 1 and h 2 . By the same arguments there is one pair of b 2m -nodes of h 2 and h 3 , one pair of y e -nodes of h 3 and h 4 and one pair of c 2m -nodes of h 4 and h 5 that may be merged.
The x e -variables are the only variables on which both f and h 1 essentially depend. The last x evariable in the variable ordering is the variable x e . By the choice of e it follows that both endpoints v and w of e are contained in V 1 . Hence, z v e and z w e are arranged before x e . This implies that on the third level of the OBDD for f e there are three nodes labeled by x e , which are associated with the functions x e , x e and x e ^y e . For the first of these subfunctions there is also a node in the OBDD for h 1 . Hence, there is one merging. Similarly it can be shown that the OBDDs for f e and h 3 contain nodes computing the function y e . Hence, these nodes can be merged. We do not obtain another merging between the nodes computing y e in the OBDDs for f e and h 4 because we already merged those nodes for h 3 and h 4 . Altogether, 6m + 5 nodes can be saved by mergings. We remark that there are no more mergings for the given variable ordering.
2
Now we show how to construct a cut from an SBDD.
Lemma 17
If there is an SBDD H for the functions f, g, h , h , h 0 and h 00 of size s = 152m ? n ? 54 ? c, then there is a cut of G of size at least c. This cut can be computed in polynomial time.
Proof Let an SBDD H for f, g, h , h , h 0 and h 00 with s = 152m ? n ? 54 ? c nodes be given.
First we prove that this OBDD has the properties (P1)-(P4).
Lemma 18
Each SBDD for the functions f, g, h , h , h 0 and h 00 whose variable ordering does not fulfill at least one of the properties (P1)-(P4) has at least 153m ? n ? 88 nodes.
Proof of Lemma 18
Let us assume that (P3) is not fulfilled. Then there is some variable a j that is tested after some variable y i . Thus at least one of the following statements is true:
1. Before a j at least half of the b-variables are tested. 2. After y i at least half of the b-variables are tested.
If the first statement is true, by Lemma 14 the OBDD for h 2 has at least 18m?10 nodes. If the second statement is true, by Lemma 13 the OBDD for h 3 has at least 19m ? 10 nodes. For the representation of the other four h-functions we need 4(14m ? 10) nodes and, hence, for the functions h and h at least 74m ? 47 nodes. By Lemma 10 an SBDD for f and g has at least 49m ? n ? 10 nodes. For h 0 and h 00 at least 64m nodes are necessary. From the sum of all these lower bounds we have to subtract the number of mergings. In Lemma 19 we show that there are at most 34m + 27 mergings. Hence, the SBDD for f, g, h , h , h 0 and h 00 has at least 153m ? n ? 84 nodes. Similarly we can prove the same lower bound if (P1) or (P4) are not fulfilled. Now we assume that (P2) does not hold. Furthermore, we assume that (P3) and (P4) hold because we already proved the lower bound if this is not true. By Lemma 11 we need for the representation of f and g at least 53m ? n ? 14 nodes. By Lemma 12 we need for h and h at least 5(14m ? 10) + 3 nodes. For h 0 and h 00 we need 64m nodes. From the sum 187m ? n ? 61 of these lower bounds we again subtract the upper bound 34m + 27 on the number of mergings and obtain the lower bound 153m?n?88 on the SBDD size for f, g, h , h , h 0 and h 00 . This completes the proof of Lemma 18. 2
Hence, if at least one of the properties (P1)-(P4) is not fulfilled, we get a contradiction because then the SBDD is larger than presumed. If we assume that the last variable in the variable ordering is not a -variable, then 34m ? 5 mergings are no longer possible and again we obtain a contradiction to the SBDD size given in the lemma. By Lemma 6 we may move the -variables to the beginning of the variable ordering without increasing the size of the OBDDs for f, h and h . Also the SBDD size for f, g, h , h , h 0 and h 00 does not become larger since the number of possible mergings does not become smaller when moving the -variables to the beginning. The reason is that the functions associated with nodes, from which some i -node is reachable, essentially depend on i and, hence, cannot be merged with nodes of any other OBDD/SBDD. Now we define the partition (V 1 ; V 2 ) that describes the cut. Let V 1 be the set of nodes v of G for which there is some e 2 E(v) so that z v e is tested before y e . Let V 2 be the set of nodes v of G for which there is some e 2 E(v) so that z v e is tested after y e . From (P2) it follows that (V 1 ; V 2 ) is a partition of V . Similar to the proof of Lemma 16 there are at most 34m + 1 nodes that can be saved by mergings. By Lemma 9 we need for the representation of p ^? at least 38m ? n ? 5 nodes. For the representation of g at least 6m nodes are necessary. For h and h at least 70m ? 47 nodes are needed and for h 0 and h 00 at least 64m nodes. Hence, there are at most (152m ? n ? 54 ? c) ? (38m ? n ? 5 + 6m + 70m ? 47 + 64m) + 34m + 1 = 8m ? 1 ? c nodes for the representation of f. By Lemma 7 the cut has a size of at least c. 2
Lemma 19
Let an SBDD for f and g, an SBDD for h 0 and h 00 and OBDDs for h and h with the same variable ordering be given. If we combine these SBDDs/OBDDs into a single SBDD for f, g, h , h , h 0 and h 00 , at most 34m + 27 nodes may be saved by mergings.
Proof Obviously, there are no mergings of nodes labeled by any -variable. Hence, we obtain an upper bound on the number of mergings by considering all pairs of OBDDs for h 1 ; : : :; h 5 , the SBDD for f and g and the SBDD for h 0 and h 00 separately. We do not consider the pair of f and g or the pair of h 0 and h 00 because we assume that SBDDs for these pairs are given and all possible mergings were taken into account when computing the SBDD size. This was really done in Lemma 8, Lemma 9, Lemma 10, Lemma 11 and Lemma 15.
We start with the pair of h 1 and h 2 . Since h 1 only depends on xand a-variables and h 2 only depends on aand b-variables, there may be only mergings of nodes labeled by a-variables and associated with functions that do not essentially depend on any other variable. From the value matrix for h 1 we can see that each block consisting of at least two rows and two columns contains at least two different rows.
This means that the subfunction of h 1 corresponding to such a block essentially depends on some x-variable. Hence, we have to consider only those subfunctions of h 1 that correspond to 1 (l + 1)blocks with at least two different columns and where l 2 f1; : : :; 2mg. It is easy to see that such blocks describe parity functions of l of the a-variables. Hence, mergings with a-nodes of the OBDD for h 2 are only possible if these nodes are associated with parity functions of a-variables.
In the same way it follows that the subfunctions of h 2 essentially depending only on a-variables correspond to (l + 1) 1-blocks of the value matrix of h 2 . Hence, it suffices to count the number of parity functions corresponding to such blocks. For l = 1 we have the 2 1-blocks h 0 1 i and h 1 0 i of the value matrix of h 2 . Both blocks describe projections on a single a-variable, which are also parity functions. Hence, at most two mergings are possible for nodes labeled by the last a-variable in the variable ordering. For l = 2 we have the following 3 1-blocks. The third and the fourth block describe parity functions. Hence, at most two mergings of nodes labeled by the second last a-variable are possible. In the same way it can be shown that at most two mergings are possible for l = 3, one merging for l = 4 and no merging for l 5. Altogether, there are at most 7 mergings between the OBDDs for h 1 and h 2 . The same upper bound holds for the number of mergings between the OBDDs for h 2 and h 3 , h 3 and h 4 , and h 4 and h 5 , resp. There are no mergings between other pairs of OBDDs for h i -functions because for all other pairs the functions essentially depend on disjoint sets of variables. Hence, we have the upper bound 28 for the number of mergings between the OBDDs for the h i -functions. Now consider the pair of f and h 1 . There may be mergings only of nodes labeled by x-variables. Let x e be the last x-variable in the variable ordering. The OBDD for f e and, hence, the OBDD for f contains at most two x e -variables for which both successors are sinks. Therefore, there are at most two mergings of x e -nodes. If x e is not the last x-variable, then there are no mergings of x e -nodes because in the OBDD for h 1 there are only x e -nodes associated with functions that essentially depend on at least two x-variables and on no of the variables 1 ; : : :; m?1 . On the other hand, there is no such subfunction of f. For the pairs of OBDDs for f and h 3 there may be at most one merging, namely a merging of a y-node. By the same arguments as in the last paragraph only mergings of nodes labeled by the last yvariable y e in the variable ordering are possible. Furthermore, in each OBDD for f e there is at most one y e -node for which both successors are sinks. Similarly there is at most one merging between the OBDD for f and h 4 . There are no mergings between the OBDD for f and an OBDD for h 2 or h 5 because these functions essentially depend on disjoint sets of variables.
Now we count the number of mergings between the SBDD for h 0 and h 00 , the OBDD for g and any other OBDD/SBDD. If the -variables are the last variables in the variable ordering, then there may be up to 34m ? 5 mergings between -nodes of the SBDD for h 0 and h 00 and the OBDD for g. In this case all functions associated with the nodes of the SBDD for h 0 and h 00 and the OBDD for g essentially depend on some -variable. Since this does not hold for the other functions, there are no mergings between the SBDD for h 0 and h 00 or the OBDD for g and any other OBDD/SBDD. Altogether, if a -variable is the last variable in the variable ordering, then there are not more than 34m + 27 nodes that can be saved by mergings.
It remains the case that the last variable in the variable ordering in not a -variable. Then the merging of -nodes of the SBDD for h 0 and h 00 and the OBDD for g is no longer possible. There are at most n variables that are not -variables and whose parity is a subfunction of g. Hence, at most 2n 2m mergings between the OBDD for g and the SBDD for h 0 and h 00 are possible. In the same way it follows that there are at most 4m mergings between the OBDD for any of the functions h 1 ; : : :; h 5 and the SBDD for h 0 and h 00 . Then the statement of the lemma follows from the upper bound 10 on the number of mergings between the OBDD for g and all the OBDDs for h 1 ; : : :; h 5 . We start with g and h 1 . Mergings are only possible for nodes labeled by a-variables. We already mentioned that the subfunctions of h 1 that do not essentially depend on any x-variable are parity functions of a-variables. Let a i be the last a-variable in the variable ordering. There may be at most two such subfunctions of h 1 , namely a i and a i . Hence, there are at most two mergings. If a i and a j are the last two variables in the variable ordering, the subfunctions of h 1 that do not essentially depend on any x-variable are a i a j and a i a j 1. By the definition of g all subfunctions of g that essentially depend only on a-variables are disjunctions of monomials of the form a 1 : : : a k?1 a k . In particular, the negated literal has the largest index. Parity functions like a i a j cannot be represented as disjunctions of such monomials. Hence, such functions are not subfunctions of g and there are no mergings of a j -nodes. A bound on the number of mergings between OBDDs for g and h 2 is obtained in a similar way. Again mergings are only possible for nodes labeled by a-variables and associated with functions that do not essentially depend on any b-variable. As mentioned above such subfunctions of h 2 are described by (l + 1) 1-blocks of W h 2 . For l = 1 there are two such blocks and, hence, at most two mergings. For l = 2, i.e. the second last a-variable, the 3 1-blocks are listed above. Let a i and a j be the last two a-variables, where i < j. The function corresponding to the first of the blocks listed above is a i a j , which is a subfunction of g. The second of the blocks listed above corresponds to a i _ a j . We prove that this function is not a subfunction of g. The implicants of this function are a i , a j , a i a j , a i a j and a i a j . The implicant a j is a subfunction of g only after replacing a i by 1. But after this replacement we cannot obtain the subfunction a i _ a j . Also a i a j is not of the form of the monomials of g. Hence,
only the monomials a i , a i a j and a i a j are subfunctions of g. The disjunction of these monomials is a i .
Hence, a i _ a j is not a subfunction of g and, hence, there are no mergings for the node of the OBDD for h 2 associated with this function and any node of the OBDD of g. By these arguments it can be shown that there are at most two mergings for l = 2, one merging for l = 3 and no merging for l 4. Between the OBDDs for g and h 3 there is at most one merging. It suffices to consider nodes labeled by y-variables. There are no subfunctions of g that essentially depend on more than one y-variable and do not essentially depend on any aor d-variable. Hence, mergings are only possible for nodes associated with subfunctions of g that essentially depend only on one y-variable. Since y i is not a subfunction of g, there is at most one merging. By similar arguments we obtain that there is at most one merging between the OBDDs for g and h 4 and at most one merging between the OBDDs for g and h 5 . 2
Construction of an OBDD
The function F that is represented in the OBDD is defined on the variables s 1 ; : : : ; s 32m , which we already introduced as renamings of the variables on which f, g, h , h , h 0 and h 00 depend, and on 32m + 1 new variables t, r 1 ; : : :; r 32m . The function is defined by In order to illustrate this definition Fig. 5 shows an OBDD for F and the (nonoptimal) variable ordering t, r-variables, s-variables. For t = 0 the r-variables determine which of the functions f, g, h and h is computed. For t = 1 the function F jt=1 = h(r 1 ; : : :; r 32m ; s 1 ; : : :; s 32m ) is computed.
By Lemma 12 an OBDD for this function has its minimum size if the r-variables are arranged before the s-variables. We are going to prove that also the OBDD for F takes its minimum size for such variable orderings. We also see that the OBDD contains an SBDD for f, g, h , h , h 0 and h 00 . The connection between the OBDD size for F and the SBDD size for f, g, h , h , h 0 and h 00 is given in Lemma 20.
(Insert Figure 5 here)
Let be a variable ordering of the s-variables and be a variable ordering of t, the r-variables and the s-variables. We call consistent with if the relative ordering of the s-variables is the same for and . The variable ordering is called -optimal if is consistent with and leads to minimum OBDD size for F among all variables orderings that are consistent with .
Lemma 20 Let be some ordering of the s-variables and let S be the size of an SBDD for f, g, h , h , h 0 and h 00 and the variable ordering . Let be the following -consistent variable ordering: seven r-variables, t, the remaining r-variables, the s-variables according to .
1. If S < 153m, then is -optimal and the OBDD size for F and is 288m ? 27 + S . 2. If S 153m, then the OBDD size for F and each -consistent variable ordering is at least 441m ? 27.
The lemma is proved in the following subsections. Here we give an outline of the proof. First the OBDD size for F and the variable ordering is computed. Then we consider those variable orderings in which less than 14m of the r-variables are arranged before the first s-variable. Such variable orderings lead to an OBDD size for F of at least 441m ? 27. In particular, such variable orderings are not -optimal. In the next step we search for an optimal position of t. If t is arranged after the 14m of the r-variables in the top, then again the OBDD size for F is larger than 441m ? 27.
By applying the techniques for calculating the OBDD size for partially symmetric functions (Sieling (1996) ) outlined in Section 2.2 we can show that the optimal position of t is after seven (or eight) of the r-variables. Finally, we show that it is optimal to arrange all s-variables after all r-variables.
Hence, we constructed a -optimal variable ordering. The OBDD for this variable ordering consists of an SBDD for f, g, h , h , h 0 and h 00 and of 288m ? 27 nodes labeled by t and by r-variables. This implies the bounds of both claims of the lemma.
We conclude this section by showing how the results of the last section and Lemma 20 imply Theorem 4 and Theorem 5.
The OBDD Size of F and
We assume that some variable ordering on the s-variables is fixed and the is defined as in Lemma 20. Since the s-variables are the last variables in , the nodes labeled by s-variables form an SBDD for f, g, h , h , h 0 and h 00 . Hence, there are S such nodes. Now we consider the part of the OBDD for F and consisting of nodes labeled by t or by r-variables as an OBDD with eight sinks, which are labeled by f, g, h , h , h 0 , h 00 , 0 and 1. This OBDD computes a function that depends on t; r 1 ; : : :; r 32m and takes those eight values. This function is partially symmetric with respect to the symmetry sets ftg and fr 1 ; : : : ; r 32m g. The value matrix is a 2 (32m + 1)-matrix with eight different entries instead of two different entries as in the case of a Boolean function. The value matrix and the corresponding grid graph are shown in Fig. 6 . The value matrix is periodic with a period of 4 in the first row and a period of 5 in the second row. It is easy to verify that there are two shortest paths from the source of the grid graph to its sink. These paths are indicated in Fig. 6 by solid edges and one of them is the path corresponding to the variable ordering described in Lemma 20. The length of both paths is 288m ? 27. Hence, for the variable ordering the OBDD size for F is exactly 288m ? 27 + S . If S 153m, then the OBDD size for F and is at least 441m ? 27.
(Insert Figure 6 here)
The Relative Position of the rand s-Variables
We are going to prove that in -optimal variable orderings at least 14m of the r-variables are arranged before the first s-variable. We remark that we do not assume anything about the position of t. Let some variable ordering be given in which less than 14m of the r-variables are arranged before the first s-variable s . W.l.o.g. let r 1 ; : : :; r 32m be the relative ordering of the r-variables. We estimate the number of r i -nodes only for i 21 and i 32m ? 4. We distinguish two cases.
Case 1
The variable r i is arranged after s . Then there are at least 14 nodes labeled by r i . Case 2 The variable r i is arranged before s . Then there are at least 9 nodes labeled by r i .
Before we prove these claims, we compute the lower bound on the OBDD size for F and the given variable ordering using these claims. Let l be the number of r-variables arranged before s . Then l < 14m. The number of nodes labeled by r-variables is at least maxfl ? 20; 0g 9 + (32m ? 4 ? maxfl; 20g) 14 378m ? 236:
The terms maxf g are used because l may be smaller than 20. Furthermore, we know that there are at least 64m nodes labeled by s-variables because h 0 and h 00 are subfunctions of F. The sum of the lower bounds is 442m ?236. Hence, all variable orderings where less than 14m of the r-variables are arranged before the first s-variable are not -optimal since we assumed m 250. For such variable orderings also the lower bound of the second claim of Lemma 20 holds. Now we prove the lower bounds claimed in Case 1 and Case 2. We distinguish the following subcases.
Case 1a
The variables s and t are arranged before r i . Let R 1 and S 1 be the sets of r-variables and s-variables, resp., that are arranged before r i . Then jR 1 j 20, and jS 1 j 1 because of s 2 S 1 . By Lemma 2 the lower bound can be proved by giving 14 assignments to the variables in R 1 and S 1 and to t leading to 14 different subfunctions of F that essentially depend on r i . Let the set R 2 consist of r i and all variables arranged after r i in the variable ordering. We prove that the subfunctions obtained by the 14 assignments are different by replacing the variables from R 2 except five r-variables by constants. There are at least five r-variables in R 2 because i 32m ? 4.
The subfunctions that we obtain are symmetric with respect to those five r-variables and, hence, they can be represented by a value vector of length six. (The i-th entry of the value vector, where i 2 f0; : : :; 5g, gives the value that the function takes if exactly i variables of the input take the value 1.) The functions are different because the value vectors are different. The functions essentially depend on the r-variables because the value vectors are not constant.
In order to simplify the proof we do no longer distinguish between the variables arranged before and after r i . Instead of this we give assignments to all variables except five r-variables. Since the obtained subfunctions are symmetric, it is not important which r-variables are replaced by constants. The given assignments only differ in the assignments to t, to s and to five r-variables. It is clear that these five r-variables can be chosen in such a way that they are arranged before r i . For s and t it is presumed that they are arranged before r i . Hence, all assignments to variables arranged after r i are equal and we estimate the number of subfunctions correctly.
First we construct two assignments A 1 and A 2 of the s-variables that only differ in s , but not in any other s-variable. It is not difficult to choose these assignments so that f(A 1 ) = 1; g(A 1 ) = 0; h (A 1 ) = 0; h (A 1 ) = 0; h 0 (A 1 ) = 1; h 00 (A 1 ) = 0; f(A 2 ) = 1; g(A 2 ) = 0; h (A 2 ) = 0; h (A 2 ) = 0; h 0 (A 2 ) = 0; h 00 (A 2 ) = 1:
In the following table we list the 14 assignments and the corresponding value vectors. In the table krk k mod 4 means that we choose an assignment to all but five of the r-variables so that the sum of these 32m ? 5 variables is congruent k mod 4.
Assignment
Value vector in Fig. 7 . The number of r i -nodes is equal to T 2 (2; 32m+2?i), i.e. the number of 2 (32m+2?i)blocks with at least two different columns. Because of i 21 and i 32m ? 4 there are 20 such blocks.
(Insert Figure 7 here)
Case 2a
The variable r i is arranged before s and after t.
Again we choose the assignment A 1 as described above and prove that the OBDD for F jA 1 contains 9 nodes labeled by r i . From the value matrix in Fig. 7 we see that there are 9 different 1 (32m+2?i)blocks that are not constant. Here we use again i 21 and i 32m ? 4.
Case 2b
The variable r i is arranged before s and before t. By the same arguments as in Case 1b even the lower bound 20 on the number of r i -nodes follows.
The Position of t
Now we assume that before the first s-variable at least 14m of the r-variables are arranged. Otherwise this variable ordering leads to an OBDD size for F of at least 441m ?27 and it is not -optimal. First we show the following: If t is arranged after the 14m r-variables at the beginning of the variable ordering, then the OBDD size is at least 442m ? 226 which is larger than 441m ? 27 because of m 250. Hence, for this case the second claim is proved and we know that such variable orderings are not -optimal.
Let such a variable ordering be given. We estimate the number of r i -nodes with i 14m and i > 14m
separately. Again we consider the subfunction F jA 1 with the assignment A 1 of the last subsection.
The value matrix and the grid graph of this subfunction are shown in Fig. 7 . For i 14m the number of r i -nodes is equal to T 2 (2; 32m + 2 ? i) because t is arranged after r i . The number of all such r i -nodes is 14m X i=1 T 2 (2; 32m + 2 ? i) = 280m ? 190:
A lower bound on the number of r i -nodes with 14m + 1 i 32m ? 4 is minfT 2 (1; 32m + 2 ? i); T 2 (2; 32m + 2 ? i)g = 9. This means that for each r i we take the possibilities that t is arranged before and after r i into account and choose that possibility leading to a smaller number of r i -nodes.
The total number of r i -nodes with 14m + 1 i 32m ? 4 at least (18m ? 4) 9 = 162m ? 36. The sum of both lower bounds is 442m ? 226 which is larger than 441m ? 27 because of m 250.
If we search for an optimal position for t it suffices to consider the first 14m + 1 levels of the OBDD. In particular, the position of t does not affect the number of s-nodes nor the number of r i -nodes with i > 14m. Hence, it suffices to search in the grid graph of F in Fig. 6 for a shortest path from the source (32m + 1; 2) to the node (18m + 2; 1) instead of a path to the sink. It is easy to see that we obtain such a shortest path iff t is arranged after seven or eight of the r-variables. Hence, only those variable orderings may be -optimal where t is at one of these positions. Also for the proof of the second claim of Lemma 20 it suffices to consider variable orderings where t is at one of these positions.
The Position of the Remaining r-Variables
In the following we only consider variable orderings that start with seven r-variables, t and then 14m ? 7 of the r-variables. After that the remaining r-variables and the s-variables may be mixed arbitrarily. We prove that the OBDD size for F does not increase if we move all r-variables before all s-variables. This implies that the variable ordering described in Lemma 20 is -optimal. If S 153m, then either the OBDD size for F an is at least 441m ? 27 or all previous steps do not increase the OBDD size for F. But then by the calculation in Section 5.1 the number of nodes labeled by an r-variable or t is at least 288m ? 27 which implies the second claim of Lemma 20. In order to
show that we may move all r-variables before all s-variables we proceed in the following steps.
1. We show that for all variable orderings that are still possible that the number of nodes labeled by s-variables is at least S . Hence, the number of such nodes does not increase when moving the r-variables before the s-variables. 2. We move all r-variables except the last four r-variables in the variable ordering before all svariables and prove that the number of nodes labeled by r-variables does not increase. 3. The number of nodes labeled by the last four r-variables is at least 22. If all r-variables are arranged before all s-variables, then there are exactly 36 nodes labeled by the last four r-variables, namely 9 nodes for each variable. 4. If before the last r-variable at least four s-variables are arranged, then the number of nodes labeled by s-variables is at least S + 14. Hence, in this case we may move all r-variables before all s-variables without increasing the OBDD size. 5. Let r i be one of the last four r-variables. If before r i one, two or three s-variables are arranged, then there are at least 9 nodes labeled by r i . Hence, the OBDD size does not increase when moving r i before all s-variables.
By the proof of these claims Lemma 20 follows.
Proof of Claim 1 Let r 1 ; : : : ; r 32m be the relative ordering of the r-variables. We replace r 4 ; : : :; r 32m by the constant 0. Now the remaining r-variables r 1 , r 2 and r 3 , and t are arranged before the svariables. It is easy to see from the definition of F that by choosing appropriate assignments to r 1 , r 2 , r 3 and t we may obtain the subfunctions f, g, h , h , h 0 and h 00 . Hence, the OBDD contains an SBDD for f, g, h , h , h 0 and h 00 . Since the replacement of r-variables and t does not increase the number of nodes labeled by s-variables, the OBDD contains at least S nodes labeled by s-variables. Proof of Claim 2 We consider again the assignment A 1 to the s-variables. The value matrix and the grid graph for the subfunction F jA 1 are shown in Fig. 7 . The numbers T 2 (2; 32m + 2 ? i) for i 2 f1; : : :; 7g and T 2 (1; 32m + 2 ? i) for i 8 are exactly the numbers of r i -nodes in an OBDD for F jA 1 and, therefore, lower bounds on the numbers of r i -nodes in the OBDD for F. The number of r i -nodes in an OBDD for F and the variable ordering can be seen in Fig. 6 . A comparison shows that these numbers are equal for i 32m ? 4. Hence, the number of r i -nodes for i 32m ? 4 does not increase when moving r i before all s-variables.
Proof of Claim 3 Also the lower bound for the number of r i -nodes for i 32m ? 3 follows by considering the subfunction F jA 1 . The lower bound is T 2 (1; 5) + : : : + T 2 (1; 2) = 22. The exact number of r i -nodes in an OBDD for F and can be seen from the value matrix in Fig. 6 . Since there are nine different and nonconstant 1 (32m + 2 ? i)-blocks, there are exactly nine nodes labeled by r i . Hence, at most 14 nodes labeled by r-variables may be saved if the last four r-variables are not arranged before all s-variables.
Proof of Claim 4
We consider the case that before the last r i -variable there are at least four svariables. We show that there are S + 14 nodes labeled by s-variables. We consider the OBDD for F jt=1 and prove that it contains at least four nodes labeled by the first s-variable and six nodes for each of the second, third and fourth s-variable. At all these nodes subfunctions are computed that are not subfunctions of F jt=0 . Hence, none of these nodes can be saved by mergings. On the other hand, the OBDD for F jt=1 and contains exactly two nodes for each s-variable. Hence, the number of nodes labeled by s-variables in the OBDD exceeds the number of such nodes in the OBDD for the variable ordering by at least 14.
Since F jt=1 = h(r 1 ; : : :; r 32m ; s 1 ; : : :; s 32m ) is partially symmetric with respect the rand s-variables,
we may describe the subfunctions explicitly by giving the corresponding blocks. Let R be the number of r-variables that are arranged after the first s-variable. Since we moved all but the last four rvariables before all s-variables, we have R 4. The subfunctions associated with the nodes labeled by the first s-variable correspond to (R + 1) (32m + 1)-blocks of W h with at least two different columns. For R = 1 these are the blocks listed in the following. For R > 1 we may apply the same arguments. The subfunctions of F jt=1 associated with the nodes labeled by this s-variable can be described by (R + 1) 32m-blocks with at least two different columns. For R = 1 these blocks are the following ones. The lower bound for the number of nodes labeled by the third and fourth s-variable is proved in the same way.
Proof of Claim 5 Let r i be one of the last four r-variables. Let j be the number of r-variables arranged after r i . Then j 2 f0; 1; 2; 3g. Let S be the number of s-variables arranged before r i . Then S 2 f1; 2; 3g. The subfunctions of F jt=1 that are computed at r i -nodes can be described by (j + 2) (32m + 1 ? S)-blocks of the value matrix of h with at least two different rows. There are seven such blocks. For j = 0 these blocks are listed in the following. For j > 0 the same arguments can be applied. In order to show that there are at least nine nodes labeled by r i we present two subfunctions of F jt=0 .
Let s 1 , s 2 and s 3 (or a subset of them if S < 3) be the s-variables arranged before r i . If we replace all r-variables except r i by 0 and s 1 , s 2 and s 3 by 1, we obtain r i f js 1 =1;s 2 =1;s 3 =1 _ r i g js 1 =1;s 2 =1;s 3 =1 :
Similarly we may obtain r i h js 1 =1;s 2 =1;s 3 =1 _ r i h js 1 =1;s 2 =1;s 3 =1 :
Both functions essentially depend on r i and are different from the functions described by the blocks given above. The reason is that all except the last one of the blocks listed above describe functions which have as subfunctions the parity of at least 32m ? 3 of the s-variables. The last block describes the functions r i . Altogether, there are at least nine nodes labeled by r i . This completes the proof of Lemma 20.
The Nonexistence of Polynomial Time Approximation Schemes for MinOBDD and MinOBDD
We describe how to compute the functions ' and of the L-reduction. For the computation of '(G)
we choose the trivial cut (V; ;) of size 0 and the variable ordering of the s-variables for this cut as described in the proof of Lemma 16. The SBDD size for f, g, h , h , h 0 and h 00 and this variable ordering is 152m ? n ? 54. Hence, by the first claim of Lemma 20 the OBDD size for F and the -consistent variable ordering described in this lemma is N = 440m ? n ? 81. It is easy to see that the OBDD for F and this variable ordering can be computed in polynomial time. Thus, also ' can be computed in polynomial time.
If c max is the size of a maximum cut of G, by Lemma 16 and Lemma 17 the minimum size of an SBDD for f, g, h , h , h 0 and h 00 is 152m ? n ? 54 ? c max . By the first claim of Lemma 20 the minimum size of an OBDD for F is s min = 440m ? n ? 81 ? c max . In particular, s min N=2 and the promise for MinOBDD is fulfilled. Now we consider how to compute . If the input for is a variable ordering with an OBDD size s for F that is at least 440m ? n ? 81, the output is a cut of size c = 0. Then the second condition of the definition of the L-reductions is fulfilled because c max ?c = c max = (440m ?n?81)?(440m? n ? 81 ? c max ) s ? s min . Let an OBDD for F with a variable ordering and size s = 440m ? n ? 81 ? c 0 with c 0 > 0 be given. Let be the relative ordering of the s-variables in and let S be the SBDD size for f, g, h , h , h 0 and h 00 and the variable ordering . By the second claim of Lemma 20 it cannot happen that S 153m. We consider the following -consistent variable ordering : seven r-variables, t, the remaining r-variables, the s-variables in the ordering . By the first claim of Lemma 20 the variable ordering is -optimal. This implies that the OBDD size for F and is not larger than the OBDD size for F and , i.e. it is at most 440m ? n ? 81 ? c 0 . Then, by the first claim of Lemma 20 we have S 152m ? n ? 54 ? c 0 . Hence, by Lemma 17 there is a cut of G of size c, where c c 0 . This cut can be computed in polynomial time from . In particular, can be computed in polynomial time.
Because of c c 0 = 440m ? n ? 81 ? s and c max = 440m ? n ? 81 ? s min it follows that c max ? c s ? s min , i.e. the second property of the definition of the L-reductions is fulfilled for = 1.
In order to prove the first property of the definition of the L-reductions we exploit the well-known fact that for each graph G = (V; E) the size c max of a maximum cut is at least jEj=2 (see, e.g., Motwani and Raghavan (1995) ). Hence, m 2c max . Combining this inequality with s min = 440m ? n ? 81 ? c max we obtain c max s min =879. Hence, the first property is fulfilled for = 1 = 879 . Altogether, we proved MaxCut L MinOBDD and MaxCut L MinOBDD .
The Nonapproximability of MinOBDD
For the proof of Theorem 1 we adopt a technique due to Garey and Johnson (1979) for improving the performance ratio of approximation algorithms. They show for the problem Independent Set that a polynomial time approximation scheme can be constructed from each polynomial time approximation algorithm with a constant performance ratio. The proof is based on multiplying graphs. In the following subsection we define a similar multiplication of Boolean functions. This multiplication can be used to improve approximation algorithms for MinOBDD only for instances with some special properties. We show how to modify an OBDD to match these properties. Afterwards we show how to construct a polynomial time approximation scheme for MinOBDD from a polynomial time approximation algorithm with a constant performance ratio for MinOBDD. Together with Theorem 5 we obtain Theorem 1.
Multiplication of Boolean Functions
Let f be a Boolean function on n variables x 1 ; : : :; x n and let g be a Boolean function on l variables.
We define g f] : f0; 1g nl ! f0; 1g by g f] = g(f(x 1 1 ; : : : ; x 1 n ); : : :; f(x l 1 ; : : :; x l n )):
We call the set B j = fx j 1 ; : : : ; x j n g the j-th block of the set of variables. A blockwise variable ordering of the variables that g f] depends on is an ordering in which the variables of each block B j are arranged adjacently. Furthermore, we define f 1 = f. For i 2 we define f i = f i?1 f]. It is easy to compute an OBDD for g f] from OBDDs for f and g. In the OBDD for g we replace each node v labeled by x j by an OBDD G v for f on the variables B j . Replacing means that each edge leading to v is redirected to the source of G v , that the edges of G v leading to the 0-sink are redirected to the 0-successor of v and that the edges of G v leading to the 1-sink are redirected to the 1-successor of v. Now the conjecture is obvious that for each OBDD G for g f] there is an OBDD G 0 for g f] with a blockwise ordering and jG 0 j jGj. For the special case that g is a function depending on two variables this conjecture was proved by Sauerhoff, Wegener and Werchner (1996) . In Lemma 25 we prove this conjecture only for the special case that f has additional properties. (We remark that by slight modifications of that proof we obtain for arbitrary f the weaker statement that there is an OBDD G 0 for g f] with a blockwise ordering and jG 0 j 2jGj.) First we define the functions for which we are going to prove that conjecture. Let h : f0; 1g n ! f0; 1g be a function, which is defined on the variables x 1 ; : : :; x n . Throughout this section we assume that h essentially depends on all variables. Let a reduced OBDD G h for h with N interior nodes be given.
We define the function f h : f0; 1g n+2N ! f0; 1g by f h (x 1 ; : : :; x n ; y 1 ; : : :; y N ; z 1 ; : : :; z N ) = y 1 : : :y N h(x 1 ; : : :; x n ) _ z 1 : : :z N h(x 1 ; : : :; x n ):
In Lemma 25 we prove the above conjecture only for functions g f], where f = f h for some function h. Before that proof we prove several technical lemmas. It is easy to obtain an OBDD G f for f h from G h . In G h we replace the 0-sink by an OBDD computing y 1 : : :y N and the 1-sink by an OBDD computing z 1 : : :z N . The size of G f is bounded by jG h j + 2N.
We prove that this is optimal. In the following let OPT(G) be the minimum OBDD size for the function computed by G and let OPT(f) be the minimum OBDD size for f. Lemma 21 Let be an ordering of the variables x 1 ; : : :; x n ; y 1 ; : : :; y N ; z 1 ; : : :; z N and let G be the OBDD for f h and . Let be an ordering that we obtain from by moving y 1 ; : : : ; y N ; z 1 ; : : :; z N to the end of the variable ordering. Let G be the OBDD for f h and . Then jG j jG j. Furthermore,
Proof Let be the relative ordering of the x-variables in and let G h be the OBDD for h and . It is easy to verify that G consists of G h where the sinks are replaced by OBDDs for the conjunction of the yand z-variables, resp. On the other hand, we obtain G h from G if we replace all y-variables by 0 and all z-variables by 1. Hence, the number of x-nodes in G cannot be smaller than the number of x-nodes in G . Since the number of yand z-nodes cannot be smaller than 2N, it holds that G cannot be smaller than G . This also implies that we obtain a minimum size OBDD for f h , if we choose the variable ordering of a minimum size OBDD for h and append y 1 ; : : :; y N ; z 1 ; : : :; z N to this variable ordering.
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Hence, it is good to arrange the x-variables at the beginning of the variable ordering. By the following lemma we show that it is really bad to arrange some x-variable at the end of the variable ordering. Lemma 22 Let G be an OBDD for f h where the last variable in the variable ordering is an xvariable x . Then there are at least 3N nodes labeled by yand z-variables. Proof Since h essentially depends on all x-variables, there is an assignment c to all x-variables except x so that the resulting subfunction h jc is equal to x or to x . W.l.o.g. let h jc = x . By the same assignment we obtain from f h the subfunction f hjc = y 1 : : :y N x _ z 1 : : :z N x . W.l.o.g. let the first variable in the variable ordering be a y-variable. Since f hjc essentially depends on all y-variables, there are at least N nodes labeled by y-variables. There are at least two nodes labeled by each zvariable z i since the OBDD has to distinguish the cases that the conjunction of the y-variables tested before is 0 and 1. Hence, there are at least 2N nodes labeled by z-variables. 2
In Lemma 24 we show that an OBDD for g f h ] and a blockwise ordering, where the yand z-variables are tested at the end of each block, consists of disjoint OBDDs for f h . The proof of the disjointness is based on the fact that an SBDD for f h and f h and such a variable ordering consists of OBDDs for f h and f h that do not share interior nodes.
Lemma 23 Let OBDDs G and G for the functions f h and f h with the same variable ordering be given. We assume that in the variable ordering all y-variables are arranged adjacently and that the same holds for the z-variables. We combine G and G to an SBDD and apply the reductions rules. There are no mergings between y-nodes or z-nodes of G and G. Furthermore, let x be an x-variable, which is arranged before the block of y-variables or before the block of z-variables. Then there are no mergings between x -nodes of the OBDDs for G and G. Proof Let y be some y-variable. Let v be a y -node of G and let v 0 be a y -node of G. The function associated with v is a subfunction of f h , which essentially depends on y . Similarly, the function associated with v 0 is a subfunction of f h , which essentially depends on y . By the definition of f h it holds that the subfunctions of f h that essentially depend on y are monotone increasing in y . On the other hand the subfunctions of f h that essentially depend on y are monotone decreasing in y . Hence, the functions associated with v and v 0 are different and v and v 0 cannot be merged. The same arguments hold for the nodes labeled by z-variables. Now assume that after x there are all y-variables in the variable ordering. Let v be a node in G labeled by x . Since the function associated with v essentially depends on x , we can find an assignment c to the x-variables and the z-variables so that in G the computation path for c leads through v and that h takes the value 0 for this assignment of the x-variables. By this assignment we obtain from f h the subfunction y 1 : : : y m . Hence, the function associated with v essentially depends on all y-variables and is monotone increasing in all y-variables. By the same arguments the function associated with each x -node v 0 of G is monotone decreasing in all y-variables. Again there are no mergings. 2
Lemma 24 Let an OBDD G for g f h ] be given. Let the variable ordering be a blockwise variable ordering where in each block the x-variables are arranged before all y-variables and all z-variables. Let the relative ordering of the blocks be B 1 ; : : :; B l . Let j be the relative ordering of the variables in B j and let H be an OBDD for f h and j . Then the following holds. The layer of nodes of G labeled by variables from B j consists of disjoint copies of H. Each edge leading from some B i -node, where i < j, to some B j -node leads to the source of such an OBDD. The 0-sink and the 1-sink of each copy are interior nodes of the blocks B j+1 ; : : :; B l or sinks of G.
Proof Let v be some node of the B j -layer with an incoming edge from some previous layer. (If j = 1 let v be the source of G.) We prove that v is the source of an OBDD for f h defined on the B jvariables. This implies that v is labeled by the first of the variables in j . We choose an assignment c to the variables in B 1 ; : : :; B j?1 for which v is reached from the source of G. Then g f h ] jc = g(p 1 ; : : : ; p j?1 ; f h (x j 1 ; : : :; z j N ); : : : ; f h (x l 1 ; : : :; z l N )); where p 1 ; : : : ; p j?1 are constants depending on c. Since v is reached, the value of g f h ] jc essentially depends on the result of f h (x j 1 ; : : :; z j N ). Hence, there is an assignment d for the variables in B j+1 ; : : :; B l so that g f h ] jc;d is equal to f h (x j 1 ; : : :; z j N ) or equal to f h (x j 1 ; : : :; z j N ). Since the variables in B j are arranged adjacently, v is the source of an OBDD for f h (x j 1 ; : : :; z j N ), where each sink may be an interior node of the blocks B j+1 ; : : : ; B l or a sink of G. It remains to show that for nodes v and v 0 of the B j -layer with incoming edges from previous layers the OBDDs G v and G v 0 starting at v and v 0 and consisting of B j -nodes are disjoint. We show that the functions associated with the nodes of these OBDDs are different. Let the 0-sink and the 1-sink of G v be the nodes a 0 and a 1 , resp., and let the 0-sink and the 1-sink of G v 0 be b 0 and b 1 , resp. (see also Fig. 8) . These nodes may be sinks of G or may be interior nodes labeled by variables of B j+1 ; : : :; B l .
(Insert Figure 8 here) Case 1 a 0 = b 0 and a 1 = b 1 . Then the functions associated with v and v 0 are equal. Since G is reduced, we have v = v 0 .
Case 2 a 0 6 = b 0 and a 0 6 = b 1 . For each node w in G v there is a path to the node a 0 . Hence, from the function associated with w we may obtain the function associated with a 0 by replacing the B j -variables that are tested at w or after w by appropriate constants. Since this does not hold for any node w 0 in G v 0 , there are no mergings of nodes of G v and G v 0 . Case 3 a 0 = b 1 and a 1 = b 0 . Now we have the same situation as in Lemma 23. By this lemma there are no mergings between nodes of G v and G v 0 .
For all other cases the same arguments can be applied.
In the following lemma we prove the above conjecture that OBDDs for g f] can be reordered to a blockwise ordering without increasing the size for the special case that f = f h for some h.
Lemma 25 Let the functions g : f0; 1g l ! f0; 1g and h : f0; 1g n ! f0; 1g be given. Let an OBDD G h consisting of N nodes for h be given and let G be an OBDD for g f h ]. Then an OBDD G for g f h ] with a blockwise variable ordering and jG j jGj can be constructed in polynomial time.
Furthermore, for the variable ordering of G it holds that in each block the x-variables are arranged before all yand z-variables of this block. Proof First we reorder G in such a way that the y j -variables are arranged adjacently. By the procedure that we present in the following the y j -variables are moved to a position where some of the y j -variables was arranged before. Hence, if the y j 0 -variables are arranged adjacently, the same holds after reordering the y j -variables. For this reason, we may successively apply the same procedure for all j in order to rearrange the y j -variables and afterwards in order to rearrange the z j -variables. Now let j be fixed. Let a(i; j) be the number of y j i -nodes in G. We choose k in such a way that a(i; k) is equal to the minimum of all a(i; j), 1 i N. We replace all variables y j i except y j k by the constant 1. Afterwards, for each node w labeled by y j k we delete w and insert a copy of an OBDD computing the conjunction of the y j -variables. All edges leading to w are redirected to the source of this copy. All edges leading to the c-sink (c 2 f0; 1g) of the copy lead to the c-successor of w.
By the first of these steps we obtain an OBDD for the subfunction of g f h ], where all y j i -variables except y j k are assigned to 1. By the second step we replace y j k by the conjunction of all y j -variables. Therefore, we get an OBDD for g f h ]. Before the reordering the number of y j -nodes is P N i=1 a(i; j). After the reordering the number is N a(k; j) which is not larger by the definition of k. Altogether, we obtain an OBDD for g f h ] which is not larger than G and in which for each j the y j -variables (and z j -variables, resp.) are arranged adjacently. We call the resulting OBDD again G. Let be the variable ordering of G and let j be the relative ordering of B j -variables in . We compute a reduced OBDD H for f h and the variable ordering j . This can be done by choosing a suitable assignment for the variables in B 1 ; : : :; B j?1 ; B j+1 ; : : :; B l and performing this assignment in G. In particular, H is not larger than G and can be computed in polynomial time.
Let v be a node of G, which is labeled by the variable t 2 B j . Let B j (v) denote the set of variables that are contained in B j and arranged before t in . Let A j (v) denote the set of variables that are not contained in B j and arranged before t in .
We define a relation R between the B j -nodes of G and the nodes of H. Let (v; w) 2 R iff 1. v is a node of G labeled by the variable t 2 B j , 2. w is a node of H labeled by the same variable t , 3. there is an assignment a to the variables in A j (v) and there is an assignment b to the variables in B j (v) so that in G the computation path for a and b leads from the source to v and that in H the computation path for b leads from the source to w.
We represent the relation R by edges from nodes of G to nodes of H. In order to avoid ambiguities we call such edges R-edges. We remark that R can be computed in polynomial time. This can be done by running simultaneously through G and H as it is done, e.g., by the algorithm for the operation apply (see Bryant (1986) ). It holds that (v; w) 2 R iff these nodes are labeled by the same variable and reached simultaneously by the apply algorithm.
Lemma 26 Let t be a y j -or z j -variable, or let t be an x j -variable which is arranged before all y j -or before all z j -variables. For all nodes of G that are labeled by t the fan-out with respect to the R-edges is at most 1.
Proof Assume that there is some node v in G, which is labeled by t and for which there are two different nodes w and w 0 in H, where (v; w) 2 R and (v; w 0 ) 2 R. We shall obtain a contradiction by a cut-and-paste argument.
Let a and b be the assignments to the variables in A j (v) and B j (v), resp., which exist by the definition of R because of (v; w) 2 R. Let a 0 and b 0 be defined similarly because of (v; w 0 ) 2 R. Now consider the subfunction g f h ] ja;b . By the definition of a and b this function is equal to the function which is associated with v. We call this function F v . Obviously F v essentially depends on t . Hence, we can construct an assignment c to the variables that do not belong to B j and that are arranged after t in so that F vjc essentially depends on t . Since F vjc = g f h ] ja;b;c , also g f h ] ja;c essentially depends on t . By the assignments a and c all variables not contained in B j are replaced by constants. Hence, g f h ] ja;c is of the form g(p 1 ; : : : ; p j?1 ; f h (x j 1 ; : : : ; z j N ); p j+1 ; : : : ; p l ), where the constants p i depend on a and c. Such a subfunction of g f h ] is equal to some constant function or to f h (x j 1 ; : : : ; z j N ) or f h (x j 1 ; : : :; z j N ). Since the subfunction g f h ] ja;c essentially depends on t , it cannot be a constant function. Hence g f h ] ja;c = f h (x j 1 ; : : :; z j N ) or g f h ] ja;c = f h (x j 1 ; : : :; z j N ). Since F vjc = g f h ] ja 0 ;b 0 ;c , we obtain by the same arguments that g f h ] ja 0 ;c = f h (x j 1 ; : : :; z j N ) or g f h ] ja 0 ;c = f h (x j 1 ; : : :; z j N ). Hence, either g f h ] ja;c = g f h ] ja 0 ;c or g f h ] ja;c = g f h ] ja 0 ;c Case A g f h ] ja;c = g f h ] ja 0 ;c . From G we obtain two OBDDs for g f h ] ja;c by performing the assignments a; c and a 0 ; c, resp. After reduction these OBDDs are isomorphic. Since in the bottom of the OBDDs the same assignment c is performed, the same function is associated with the copies of v in both OBDDs. This means that we reach the same node v for the assignments b and b 0 . On the other hand in the (reduced) OBDD H we reach different nodes for b and b 0 . Since H computes g f h ] ja;c or g f h ] ja;c , this is a contradiction. Case B g f h ] ja;c = g f h ] ja 0 ;c . Again we compute OBDDs for g f h ] ja;c and g f h ] ja 0 ;c by performing the assignments a; c and a 0 ; c, resp. We obtain OBDDs for the functions f h and f h . Since in the bottom the same assignment c was performed, the copies of v are associated with the same function, i.e. they can be merged. Remember that v is labeled by a y j -or z j -variable or by an x j -variable after which all y j -or all z j -variables are arranged. Hence, we obtain a contradiction because by Lemma 23 there are no mergings between such interior nodes of OBDDs for f h and f h . This completes the proof of Lemma 26. 2
Now we describe how to perform the reordering of G so that the variables of B j are arranged adjacently. For all nodes of H we compute the fan-in with respect to the R-edges. Let w be a node of H with the minimum fan-in r. Let w be labeled by t. We choose an assignment b to the variables in B j ? ftg. The assignment for the variables arranged before t is chosen so that in H the node w is reached. Then the resulting subfunction of f h essentially depends on t. The variables arranged after t are assigned in such a way that also the subfunction f hjb essentially depends on t. Then this subfunction is equal to t or to t. Now we perform in G the assignment b of the variables in B j ? ftg and apply the reduction rules.
We obtain an OBDD G 0 , which contains at most r nodes labeled by t, because only those nodes v labeled by t may survive these operations for which (v; w) 2 R. The function represented by G 0 is g f h ] jb = g(: : : ; f h (x j?1 1 ; : : : ; z j?1 N ); f hjb ; f h (x j+1 1 ; : : : ; z j+1 N ); : : :). We distinguish two cases. Case 1 The last N variables in j are y j 1 ; : : : ; y j N or z j 1 ; : : :; z j N .
We reorder H so that all x-variables are arranged before all yand all z-variables. By Lemma 21 the resulting OBDD H 0 is not larger than H. We replace each node v in G 0 that is labeled by t by a copy H 0 v of H 0 . This means that each edge leading to v is redirected to the source of H 0 v . If f hjb = t then each edge leading to the c-sink of H 0 v is redirected to the c-successor of v (c 2 f0; 1g). If f hjb = t then each edge leading to the c-sink of H 0 v is redirected to the c-successor of v. Finally, the resulting OBDD is reduced and we obtain an OBDD G 00 . Obviously, G 00 represents the function g f h ], because in g f h ] jb we replaced f hjb by f h . It remains to show that G 00 is not larger than G. First we note that the number of nodes labeled by variables not contained in B j does not increase by any of the performed operations. Now consider the number of nodes labeled by B j -variables. Since the fan-out (with respect to the R-edges) of each B j -node in G is at most 1, the number of R-edges is a lower bound on the number of B j -nodes in G. Since the fan-in of each node of H with respect to the R-edges is at least r, there are at least rjHj nodes labeled by B j -variables in G. On the other hand, r copies of H 0 are inserted in G. These copies have rjH 0 j rjHj nodes. Also by the reduction the OBDD cannot become larger.
Case 2
The last variable in j is an x j -variable. We choose for H 0 the OBDD for f h that we obtain from the given OBDD G h for h by replacing the sinks by OBDDs for the conjunctions of the y j -and z j -variables, resp., as described after the definition of f h . Remember that jH 0 j = 3N. We perform the same operations as in Case 1 for this choice of H 0 . By the same arguments as in Case 1 we obtain an OBDD G 00 for g f h ]. Again the number of nodes that are not labeled by B j -variables does not become larger. Hence, we only have to show that the number of B j -nodes does not increase. First we prove a lower bound on the number of nodes labeled by y j -and z j -variables in G. Since for such nodes the fan-out is bounded by 1, the number of R-edges leading to y j -and z j -nodes of H is a lower bound for the number of y j -and z j -nodes in G. By Lemma 22 there are at least 3N nodes labeled by y j -and z j -variables in H. Hence, there are at least 3Nr such nodes in G. In G 00 at most r copies of H 0 are inserted. Hence, at most jH 0 jr = 3Nr nodes labeled by B j -variables are inserted and the number of B j -nodes in G 00 is not larger than the number of B j -nodes in G. 2
Construction of an Approximation Scheme for MinOBDD
In this section we prove the following lemma.
Lemma 27 Let c > 1 be some constant. If there is a polynomial time approximation algorithm for MinOBDD with the performance ratio c, then there is a polynomial time approximation scheme for MinOBDD .
Obviously, Theorem 1 follows directly from Lemma 27 and Theorem 5.
Proof of Lemma 27
Let A be a polynomial time approximation algorithm for MinOBDD with the performance ratio c. An instance of the polynomial time approximation scheme for MinOBDD consists of a function h and a parameter " > 0. Hence, the algorithm has to achieve the performance ratio 1 + ". We may assume that h is given by a reduced OBDD G h , which consists of N nodes. Let h be defined on n variables x 1 ; : : :; x n . If h does not essentially depend on all these variables, we consider h to be defined on a smaller set of variables. Since the polynomial time approximation scheme may behave arbitrarily on instances not fulfilling the promise of MinOBDD , we may assume that OPT(h) N=2. The algorithm works in the following way.
1. We choose k = l 5log c log(1+") m .
2. Let y 1 ; : : :; y N ; z 1 ; : : :; z N be new variables. We construct an OBDD H for f h and the variable ordering that we obtain by concatenating the variable ordering of G h and y 1 ; : : :; y N ; z 1 ; : : :; z N . Then H consists of 3N interior nodes. 3. We compute an OBDD H (k) for the function f k h . We start with the OBDD H and replace each node v by a copy H v of H. For nodes v and w labeled by the same variable the copies H v and H w have the same set of variables. On the other hand, if v and w are labeled by different variables, the copies have disjoint sets of variables. This process is iterated for k ? 1 times in order to obtain H (k) . Then jH (k) j = jHj k . 4. We apply A on H (k) and obtain an OBDD H A for f k h .
5. Since f k h = f k?1 h f h ], we may choose g = f k?1 h and apply the polynomial time algorithm from Lemma 25 on H A . We obtain an OBDD H 1 which by Lemma 24 consists of disjoint copies of OBDDs for f h . There are (2N + n) k?1 blocks. In H 1 we search in the variable orderings of all these blocks for the best variable ordering . If we reorder all blocks to this variable ordering, the size of H 1 does not become larger.
In H 1 we replace each of the disjoint copies of the OBDDs for f h by an OBDD-node. In this way we may obtain an OBDD for f k?1
h . Now we can apply the algorithm of Lemma 25 on this OBDD, search for the best variable ordering and so on. This can be iterated until we obtain an OBDD for f 1 h . Let be the best variable ordering found in all these iterations. We obtain from by deleting the yand z-variables in . The output of the algorithm is .
The run time of this algorithm is bounded by some polynomial since k does not depend on the length of the input. It remains to show that the performance ratio is bounded by 1 + ". Let G be the OBDD for h and . Then jG j is the value of the output. Let H be an OBDD for f h and . Then jG j jH j ? 2N. It holds that jH j k jH A j because we get a smaller OBDD for f k h if we replace the variable ordering of some block by a better variable ordering. Hence, jG j jH A j 1=k ? 2N. Since c is the performance ratio of A, we know jH A j c OPT(H (k) ). Hence, jG j c 1=k OPT(H (k) ) 1=k ? 2N.
Now we prove OPT(H (k) ) OPT(H) k . We start with an OBDD G for f h and an optimal variable ordering. This OBDD has size OPT(H). By the procedure outlined in Step 3 we may compute an OBDD for f k h of size OPT(H) k . This implies the claimed inequality. Hence, jG j c 1=k OPT(H) ? 2N. By Lemma 21 we have OPT(H) = OPT(h) + 2N. Hence, jG j (c 1=k ? 1) 2N + c 1=k OPT(h). Since the algorithm has to work correctly only on instances fulfilling the promise, we may assume N 2OPT(h). Hence, jG j (5c 1=k ? 4)OPT(h) c 5=k OPT(h) (1 + ")OPT(h). The last inequality follows from the definition of k. Hence, we have proved that the algorithm achieves a performance ratio of 1 + " on all instances fulfilling the promise, i.e. it is a polynomial time approximation scheme for MinOBDD . (1; 1) (1; k + 1) T 1 (k + 1; k + 1) = Figure 3 : The grid graph for h(p 1 ; : : :; p 2m ; q 1 ; : : :; q 2m ). 
