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In the present paper we consider a dynamic stochastic network
model. The objective is estimation of the tensor of connection proba-
bilities Λ when it is generated by a Dynamic Stochastic Block Model
(DSBM) or a dynamic graphon. In particular, in the context of the
DSBM, we derive a penalized least squares estimator Λ̂ of Λ and
show that Λ̂ satisfies an oracle inequality and also attains minimax
lower bounds for the risk. We extend those results to estimation of
Λ when it is generated by a dynamic graphon function. The estima-
tors constructed in the paper are adaptive to the unknown number
of blocks in the context of the DSBM or to the smoothness of the
graphon function. The technique relies on the vectorization of the
model and leads to much simpler mathematical arguments than the
ones used previously in the stationary set up. In addition, all results
in the paper are non-asymptotic and allow a variety of extensions.
1. Introduction. Networks arise in many areas of research such as so-
ciology, biology, genetics, ecology, information technology to list a few. An
overview of statistical modeling of random graphs can be found in, e.g., Ko-
laczyk (2009) and Goldenberg et al. (2011). While static network models are
relatively well understood, the literature on the dynamic network models is
fairly recent.
In this paper, we consider a dynamic network defined as an undirected
graph with n nodes with connection probabilities changing in time. Assume
that we observe the values of a tensor Bi,j,l ∈ {0, 1} at times tl where
0 < t1 < · · · < tL = T . For simplicity, we assume that time instants are
equispaced and the time interval is scaled to one, i.e. tl = l/L. Here Bi,j,l = 1
if a connection between nodes i and j is observed at time tl and Bi,j,l =
0 otherwise. We set Bi,i,l = 0 and Bi,j,l = Bj,i,l for any i, j = 1, · · · n
and l = 1, · · · , L, and assume that Bi,j,l are independent Bernoulli random
variables with Λi,j,l = P(Bi,j,l = 1) and Λi,i,l = 0. Below, we study two
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types of objects: a Dynamic Stochastic Block Model (DSBM) and a dynamic
graphon.
The DSBM can be viewed as a natural extension of the Stochastic Block
Model (SBM) which, according to Olhede and Wolfe (2014), provides an
universal tool for description of time-independent stochastic network data.
In a DSBM, all n nodes are grouped into m classes Ω1, · · · ,Ωm, and prob-
ability of a connection Λi,j,l is entirely determined by the groups to which
the nodes i and j belong at the moment tl. In particular, if i ∈ Ωk and
j ∈ Ωk′ , then Λi,j,l = Gk,k′,l. Here, G is the connectivity tensor at time tl
with Gk,k′,l = Gk′,k,l. Denote by n
(l)
k the number of nodes in class k at the
moment tl, k = 1, . . . ,m, l = 1, . . . , L.
A dynamic graphon can be defined as follows. Let ζ = (ζ1, · · · , ζn) be a
random vector sampled from a distribution Pζ supported on [0, 1]
n. Although
the most common choice for Pζ is the i.i.d. uniform distribution for each ζi,
we do not make this assumption in the present paper. We further assume
that there exists a function f : [0, 1]3 → [0, 1] such that for any t one has
f(x, y, t) = f(y, x, t) and
(1) Λi,j,l = f(ζi, ζj, tl), i, j = 1, · · · , n, l = 1, · · · , L.
Then, function f summarizes behavior of the network and can be called
dynamic graphon, similarly to the graphon in the situation of a station-
ary network. This formulation allows to study a different set of stochastic
network models than the DSBM.
It is known that graphons play an important role in the theory of graph
limits described in Lova´sz and Szegedy (2006) and Lova´sz (2012). The defi-
nition of the dynamic graphon above fully agrees with their theory. Indeed,
for every l = 1, · · · , L, the limit of Λ∗,∗,l as n → ∞ is f(·, ·, tl). We shall
further elaborate on the notion of the dynamic graphon in Section 7.
In the last few years, dynamic network models attracted a great deal of
attention (see, e.g., Durante et al. (2015), Durante et al. (2016), Han et
al. (2015), Kolar et al. (2010), Leonardi et al. (2016), Matias and Miele
(2015), Minhas et al. (2015), Xing et al. (2010), Xu (2015), Xu and Hero
III (2014) and Yang et al. (2011) among others). Majority of those paper
describe changes in the connection probabilities and group memberships
via various kinds of Bayesian or Markov random field models and carry
out the inference using the EM or iterative optimization algorithms. While
procedures described in those papers show good computational properties,
they come without guarantees for the estimation precision. The only paper
known to us that is concerned with estimation precision in the dynamic
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setting is by Han et al. (2015) where the authors study consistency of their
procedures when n→∞ or L→∞.
On the other hand, recently, several authors carried out minimax studies
in the context of stationary network models. In particular, Gao et al. (2015)
developed upper and minimax lower bounds for the risk of estimation of the
matrix of connection probabilities. In a subsequent paper, Gao et al. (2016)
generalized the results to a somewhat more general problem of estimation
of matrices with bi-clustering structures. In addition, Klopp et al. (2017)
extended these results to the case when the network is sparse in a sense
that probability of connection is uniformly small and tends to zero as n →
∞. Also, Zhang and Zhou (2016) investigated minimax rates of community
detection in the two-class stochastic block model.
The present paper has several objectives. First, we describe the non-
parametric DSBM model that allows for smooth evolution of the tensor
G of connection probabilities as well as changes in group memberships in
time. Second, we introduce vectorization of the model that enables us to take
advantage of well studied methodologies in nonparametric regression esti-
mation. Using these techniques, we derive penalized least squares estimators
Λ̂ of Λ and show that they satisfy oracle inequalities. These inequalities do
not require any assumptions on the mechanism that drives evolution of the
group memberships of the nodes in time and can be applied under very mild
conditions. Furthermore, we consider a particular situation where only at
most n0 nodes can change their memberships between two consecutive time
points. Under the latter assumption, we derive minimax lower bounds for
the risk of an estimator of Λ and confirm that the estimators constructed
in the paper attain those lower bounds. Moreover, we extend those results
to estimation of the tensor Λ when it is generated by a graphon function.
We show that, for the graphon, the estimators are minimax optimal within
a logarithmic factor of L. Estimators, constructed in the paper, do not re-
quire knowledge of the number of classes m in the context of the DSBM,
or a degree of smoothness of the graphon function f if Λ is generated by a
dynamic graphon.
Note that unlike in Klopp et al. (2016) we do not consider a network that
is sparse in a sense that probabilities of connections between classes are
uniformly small. However, since our technique is based on model selection,
it allows to study a network where some groups do not communicate with
each other and obtain more accurate results. Moreover, as we show in Section
6, by adjusting the penalty, one can provide adaptation to uniform sparsity
assumption if the number of nodes in each class is large enough.
The present paper makes several key contributions. First, to the best of
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our knowledge, the time-dependent networks are usually handled via gen-
erative models that assume some probabilistic mechanism which governs
the evolution of the network in time. The present paper offers the first fully
non-parametric model for the time-dependent networks which does not make
any of such assumptions. It treats connection probabilities for each group
as functional data, allows group membership switching and enables one to
exploit stability in the group memberships over time. Second, the paper
provides the first minimax study of estimation of the tensor of connection
probabilities in a dynamic setting. The estimators constructed in the paper
are adaptive to the number of blocks in the context of the DSBM and to
the smoothness of the graphon function in the case of a dynamic graphon.
Moreover, the approach of the paper is non-asymptotic, so it can be used
irrespective of how large the number of nodes n, the number of groups m
and the number of time instants L are and what the relationship between
these parameters is. Third, in order to handle the tensor-variate functional
data, we use vectorization of the model. This technique allows to reduce the
problem of estimation of an unknown tensor of connection probabilities to
a solution of a functional linear regression problem with sub-gaussian er-
rors. The technique is very potent and is used in a novel way. In particular,
it leads to much more simple mathematics than in Gao et al. (2015) and
Klopp et al. (2017). In the case of a time-independent SBM, it immediately
reduces the SBM to a linear regression setting. In addition, by using the
properties of the Kronecker product, we are able to reduce the smoothness
assumption on the connection probabilities to sparsity assumption on their
coefficients in one of the common orthogonal transforms (e.g., Fourier or
wavelet). Fourth, we use the novel structure of the penalty a part of which
is proportional to the logarithm of the cardinality of the set of all possible
clustering matrices over L time instants. The latter allows to accommodate
various group membership switching scenarios and is based on the Packing
lemma (Lemma 4) which can be viewed as a version of the Varshamov-
Gilbert lemma for clustering matrices. In particular, while all papers that
studied the SBM dealt with the situation where no restrictions are placed on
the set of clustering matrices, our approach allows to impose those restric-
tions. Finally, the methodologies of the paper admit various generalizations.
For example, they can be adapted to a situation where the number of nodes
in the network depends on time, or the connection probabilities have jump
discontinuities, or when some of the groups have no connection with each
other. Section 6 shows that the technique can be adapted to an additional
uniform sparsity considered in Klopp et al. (2017) if the number of nodes in
each class is large enough.
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The rest of the paper is organized as follows. In Section 2, we introduce
the notations and describe the vectorization of the model. In Section 3, we
construct the penalized least squares estimators Λ̂ of the tensor Λ. In Sec-
tion 4, we derive the oracle inequalities for their risks. In Section 5, we obtain
the minimax lower bounds for the risk that confirm that the estimators Λ̂
are minimax optimal. Section 6 shows how our technique provides adapta-
tion to uniform sparsity assumption studied in Klopp et al. (2017). Section 7
develops the nearly minimax optimal (within a logarithmic factor of L) esti-
mators of Λ when the network is generated by a graphon. Finally, Section 8,
provides a discussion of various generalizations of the techniques proposed
in the paper. The proofs of all statements are placed into the Supplemental
Material.
2. Notation, discussion of the model and data structures.
2.1. Notation. For any two positive sequences {an} and {bn}, an ≍ bn
means that there exists a constant C > 0 independent of n such that
C−1an ≤ bn ≤ Can for any n. For any set Ω, denote cardinality of Ω by |Ω|.
For any x, [x] is the largest integer no larger than x.
For any vector t ∈ Rp, denote its ℓ2, ℓ1, ℓ0 and ℓ∞ norms by, respectively,
‖t‖, ‖t‖1, ‖t‖0 and ‖t‖∞. Denote by ‖t1 − t2‖H the Hamming distance
between vectors t1 and t2. Denote by 1 and 0 the vectors that have, respec-
tively, only unit or zero elements. Denote by ej the vector with 1 in the j-th
position and all other elements equal to zero.
For a matrix A, its i-th row and j-th columns are denoted, respectively,
by Ai,∗ and A∗,j . Similarly, for a tensor A ∈ Rn1×n2×n3 , we denote its l-
th (n1 × n2)-dimensional sub-matrix by A∗,∗,l. Let vec(A) be the vector
obtained from matrix A by sequentially stacking its columns. Denote by
A⊗B the Kronecker product of matrices A and B. Also, Ik is the identity
matrix of size k. For any subset J of indices, any vector t and any matrix
A, denote the restriction of t to indices in J by tJ and the restriction of A
to columns A∗,j with j ∈ J by AJ . Also, denote by t(J) the modification of
vector t where all elements tj with j /∈ J are set to zero.
For any matrix A, denote its spectral and Frobenius norms by, respec-
tively, ‖A‖op and ‖A‖. Denote ‖A‖H ≡ ‖vec(A)‖H , ‖A‖∞ = ‖vec(A)‖∞
and ‖A‖0 ≡ ‖vec(A)‖0. For any tensor A ∈ Rn1×n2×n3 , denote ‖A‖2 =∑n3
l=1 ‖A∗,∗,l‖2.
Denote by M(m,n) a collection of membership (or clustering) matrices
Z ∈ {0, 1}n×m, i.e. matrices such that Z has exactly one 1 per row and
Zik = 1 iff a node i belongs to the class Ωk and is zero otherwise. Denote by
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C(m,n,L) a set of clustering matrices such that
(2) C(m,n,L) ⊆
L∏
l=1
M(m,n).
2.2. Discussion of the model. Note that the values of Bi,j,l are indepen-
dent given the values of Λi,j,l, that is, Bi,j,l are independent in the sense
that their deviations from Λi,j,l are independent from each other. Therefore,
the values of Bi,j,l are linked to each other in the same way as observations
of a continuous function with independent Gaussian errors are related to
each other. Moreover, in majority of papers treating dynamic block models
(see, e.g., Durante et al. (2015), Han et al. (2015), Matias and Miele (2017),
Yang et al. (2011) among others), similarly to the present paper, the authors
assume that observations Bi,j,l are independent given Λi,j,l. Note that this is
not an artificial construct: Durante et al. (2015), for example, use the model
for studying international relationships between countries over time.
The only difference between the present paper and the papers cited above
is that we assume that the underlying connection probabilities G∗,∗,l are
functionally linked (e.g., smooth) rather than being probabilistically re-
lated. Indeed, many papers that treat dynamic block models assume some
Bayesian generative mechanism on the values of connection probabilities as
well as on evolution of clustering matrices. In particular, they impose some
prior distributions that relate G∗,∗,l+1 to G∗,∗,l and Z˜
(l+1) to Z˜(l), the ma-
trices of underlying probabilities and the clustering matrices for consecutive
time points. Since the proposed generative mechanism may be invalid, we
avoid making assumptions about the probabilistic structures that generate
connection probabilities and group memberships, and treat the network as
a given object. However, our model enforces, in a sense, a more close but
yet flexible relation between the values of Bi,j,l since G∗,∗,l are functionally
(and not stochastically) related. Moreover, our theory allows to place any
restrictions on the set of clustering matrices.
To illustrate this point, consider just one pair of nodes (i, j) and assume
that these nodes do not switch their memberships between times tl and tl+1
and also that Gi,j,l is continuous at tl . It is easy to see that if Gi,j,l is
close to zero (or one), then Gi,j,l+1 is also close to zero (or one) and, hence,
Bi,j,l and Bi,j,l+1 are likely to be equal to zero (or one) simultaneously. This
relationship takes place in general.
To simplify the narrative, just for this paragraph, denote bl = Bi,j,l,
bl+1 = Bi,j,l+1, gl = Gi,j,l and gl+1 = Gi,j,l+1. In order we are able to assert
conditional probabilities P(Bi,j,l+1 = 1|Bi,j,l = 1) ≡ P(bl+1 = 1|bl = 1) and
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P(Bi,j,l+1 = 0|Bi,j,l = 0) ≡ P(bl+1 = 0|bl = 0), consider the situation where
gl and gl+1 are random variables with the joint pdf p(gl, gl+1) such that,
given gl, on the average gl+1 is equal to gl: E(gl+1|gl) = gl. Assume, as it
is done in the present paper, that, given gl, values of bl are independent
Bernoulli variables, so that
p(bl, bl+1|gl, gl+1) = gbll (1− gl)1−bl g
bl+1
l+1 (1− gl+1)1−bl+1 .
It is straightforward to calculate marginal probabilities P(bl = 1) = E(gl),
P(bl+1 = 1) = E(gl+1) = E[E(gl+1|gl)] = E(gl) and the joint probability
P(bl = 1, bl+1 = 1) = E(gl+1gl) = E[E(gl+1gl|gl)] = E(g2l ) which yields
P(bl+1 = 1|bl = 1)− P(bl+1 = 1) =
E(g2l )
E(gl)
− E(gl) = Var(gl)
E(gl)
> 0
unless Var(gl) = 0. The latter means that, even in the presence of the
assumption of the conditional independence, the probability of interaction
at the moment tl+1 is larger if there were an interaction at the moment tl
than it would be in the absence of this assumption. Similarly, repeating the
calculation with gl and gl+1 replaced by 1− gl and 1− gl+1, obtain
P(bl+1 = 0|bl = 0)− P(bl+1 = 0) = Var(gl)
E(1− gl)
> 0.
In the absence of the probabilistic assumptions on gl and gl+1, we cannot
evaluate those conditional probabilities but the relationship persists in this
situation as well.
2.3. Vectorization of the model. Note that tensor Λ of connection prob-
abilities has a lot of structure. On one hand, it is easy to check that
(3) Λ∗,∗,l = Z˜
(l)G∗,∗,l(Z˜
(l))T , Bi,j,l ∼ Bernoulli(Λi,j,l),
where Z˜(l) ∈ M(m,n) is the clustering matrix at the moment tl. On the
other hand, for every k1 and k2, vectors Gk1,k2,∗ ∈ RL are comprised of
values of some smooth functions and, therefore, have low complexity. Usu-
ally, efficient representations of such vectors are achieved by applying some
orthogonal transform H (e.g., Fourier or wavelet transform), however, we
cannot apply this transform to the original data tensor for two reasons.
First, the errors in the model are not Gaussian, so application of H will
convert the data tensor with independent Bernoulli components into a data
tensor with dependent entries that are not Bernoulli variables any more. In
addition, application of this transform to the original data will not achieve
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our goals since, although vectors Gk1,k2,∗ represent smooth functions, vec-
tors Λi,j,∗ do not, due to possible switches in the group memberships. In
addition, for every l, matrix Λ∗,∗,l in (3) forms the so called bi-clustering
structure (see, e.g., Gao et al. (2016)) which makes recovery of G∗,∗,l much
harder than in the case of a usual regression model.
In order to handle all these intrinsic difficulties, we apply operation of
vectorization to Λ∗,∗,l. Denote
(4) λ(l) = vec(Λ∗,∗,l), b
(l) = vec(B∗,∗,l), g
(l) = vec(G∗,∗,l).
Then, Theorem 1.2.22(i) of Gupta and Nagar (2000) yields
(5) λ(l) = (Z˜(l) ⊗ Z˜(l))g(l), b(l)i ∼ Bernoulli(λ(l)i ), i = 1, · · · , n2, l = 1, · · · , L.
Note that b
(l)
i in (5) are independent for different values of l but not i due
to the symmetry. In addition, the values of b
(l)
i and λ
(l)
i that are correspond-
ing to diagonal elements of matrices B∗,∗,l and Λ∗,∗,l, are equal to zero by
construction. Since all those values are not useful for estimation, we remove
redundant entries from vectors λ(l) and b(l) for every l = 1, · · · , L. Specif-
ically, in (5), we remove the elements in λ(l) and the rows in (Z˜(l) ⊗ Z˜(l))
corresponding, respectively, to Λi1,i2,l and (Z˜
(l)
i1,∗
⊗ Z˜(l)i2,∗) with i1 ≥ i2. We
denote the reductions of vectors λ(l), b(l) and matrices (Z˜(l) ⊗ Z˜(l)) by, re-
spectively, θ(l), a(l) and C˜(l) obtaining
(6) θ(l) = C˜(l)g(l), a
(l)
i ∼ Bernoulli(θ(l)i ), i = 1, · · · , n(n− 1)/2, l = 1, · · · , L.
Note that unlike in the case of b(l), elements a
(l)
i and a
(l′)
i′ are independent
whenever i 6= i′ or l 6= l′. The interesting thing here is that matrices C˜(l)
are still clustering matrices, i.e., C˜(l) ∈M(n(n− 1)/2,m2). Indeed, C˜(l) are
binary matrices such that, for i corresponding to (i1, i2) with i1 < i2 and k
corresponding to (k1, k2) in (Z˜
(l)
i1,k1
⊗ Z˜(l)i2,k2) one has C˜
(l)
i,k = 1 if and only if
the nodes i1 ∈ Ωk1 and i2 ∈ Ωk2 .
Observe that although we removed the redundant elements from vectors
λ(l) and b(l), we have not done so for the vectors g(l). Indeed, since matrices
G∗,∗,l are symmetric, the elements of vectors g
(l) corresponding to Gk1,k2,l
andGk2,k1,l with k1 6= k2 are equal to each other. For the sake of eliminating
such redundancy (and, hence, the need of tracing the equal elements in
the process of estimation), for indices k corresponding to pairs of classes
(k1, k2) with k1 > k2, we remove entries g
(l)
k from vectors g
(l) and denote
the resulting vectors by q(l). In order an equivalent of the relation (6) still
holds with vectors q(l) instead of g(l), we add together columns of matrices
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Fig 1. Vectorization of the probability tensor Λ with n = 4,m = 2, N = n(n−1)/2 =
6, M = m(m + 1)/2 = 3 and L = 3. Left panel, top: transforming Λ∗,∗,l into
θ(l), l = 1, 2, 3. Left panel, middle: Λ∗,∗,1 = Z˜
(1)G∗,∗,1(Z˜
(1))T . Left panel, bottom:
θ(1) = C˜(1)g(1) = C(1)q(1). In the left panel, redundant elements of Λ are white,
redundant elements of G are yellow. Right panel: θ = Cq.
C˜(l) corresponding to (k1, k2) and (k2, k1) with k1 < k2, obtaining new
matrices C(l). It is easy to see that, for every l, since C(l) is obtained from
C˜(l) by adding columns together and since each row of C˜(l) has exactly one
unit element with the rest of them being zeros, C(l) is again a clustering
matrix of size [n(n − 1)/2] × [m(m + 1)/2]. In particular, for indices i and
k corresponding to nodes (i1, i2) and classes (Ωk1 ,Ωk2) with i1 < i2 and
k1 ≤ k2, one has C(l)i,k = 1 if i1 ∈ Ωk1 and i2 ∈ Ωk2 or i1 ∈ Ωk2 and i2 ∈ Ωk1 ;
C
(l)
i,k = 0 otherwise. The process of vectorization of the model and removing
redundancy is presented in Figure 1.
Using C(l) and q(l), one can rewrite equations (6) as
a(l) = θ(l) + ξ(l) with θ(l) = C(l)q(l), l = 1, · · · , L,(7)
where C(l) ∈ M(M,N), θ(l) ∈ RN , q(l) ∈ RM , N = n(n − 1)/2 and M =
m(m + 1)/2. Here, for every i and l, components a
(l)
i of vector a
(l) are
independent Bernoulli variables with P(a
(l)
i = 1) = θ
(l)
i , so that components
of vectors ξ(l) are also independent for different values of i or l.
If we had the time-independent SBM (L = 1) and the clustering matrix
were known, equation (7) would reduce estimation of q(1) to the linear re-
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gression problem with independent sub-gaussian (Bernoulli) errors. Since in
the case of the DSBM, for each i, the elements g
(l)
i , l = 1, · · · , L, of vector gi
represent the values of a smooth function, we combine vectors in (7) into ma-
trices. Specifically, we consider matrices A,Θ,Ξ ∈ RN×L and Q ∈ RM×L
with columns a(l), θ(l), ξ(l) and q(l), respectively. Note that if the group
memberships of the nodes were constant in time, so that C(l) ∈ {0, 1}N×M
were independent of l, formula (7) would imply
(8) A = Θ+Ξ, Θ = ZQ if C(l) = Z, l = 1, · · · , L.
However, we consider the situations where nodes can switch group member-
ships in time and (8) is not true.
For this reason, we proceed with further vectorization. We denote a =
vec(A), θ = vec(Θ) and q = vec(Q) and observe that vectors a,θ ∈ RNL
and q ∈ RML are obtained by stacking vectors a(l), θ(l) and q(l) in (7)
vertically for l = 1, · · · , L. Define a block diagonal matrix C ∈ {0, 1}NL×ML
with blocks C(l), l = 1, · · · , L, on the diagonal. Then, (7) implies that
(9) a = θ + ξ with θ = Cq = C vec(Q),
where ai are independent Bernoulli(θi) variables, i = 1, · · · , NL.
Observe that if the matrix C were known, then equations in (9) would
represent a regression model with independent Bernoulli errors. Moreover,
matrix CTC is diagonal since matrices (C(l))TC(l) = (S(l))2, l = 1, · · · , L,
are diagonal with S
(l)
k1,k2
=
√
N
(l)
k1,k2
, where N
(l)
k1,k2
is the number of pairs
(i1, i2) of nodes such that i1 < i2 and one node is in class Ωk1 while another
is in class Ωk2 at time instant tl:
(10) N
(l)
k1,k2
=

n
(l)
k1
n
(l)
k2
, if k1 6= k2;
n
(l)
k1
(n
(l)
k1
− 1), if k1 = k2.
Remark 1. (Directed graph). Similar vectorization algorithm can
be used when the dynamic network is constructed from directed graphs or
graphs with self loops. In the former case, the only redundant entries of
matrices Λ∗,∗,l would be the diagonal ones while, in the latter case, Λ has
no redundant elements and no row removal is necessary.
Remark 2. (Biclustering structures). Vectorization presented above
can significantly simplify the inference in the so called biclustering models
considered, for example, by Lee et al. (2010) and Gao et al. (2016). In those
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models, one needs to recover matrix X from observations of matrix Y given
byY = U1XU2+Ξ where matrices U1 andU2 are known and matrix Ξ has
independent zero-mean Gaussian or sub-gaussian entries. As long as there
are no structural assumptions on matrix X (such as, e.g., low rank), one can
apply vectorization and reduce the problem to the familiar non-parametric
regression problem of the form y = Ux + ξ where matrix U = U1 ⊗ U2
is known, ξ = vec(Ξ) is the vector with independent components and one
needs to recover x = vec(X) from observations y = vec(Y).
3. Assumptions and estimation for the DSBM. It is reasonable to
assume that the values of the probabilities q(l) of connections do not change
dramatically from one time instant to another. Specifically, we assume that
for various k = 1, · · · ,M , vectors qk = (q(1)k , · · · ,q(L)k ) represent values of
some smooth functions, so that q
(l)
k = fk(tl), l = 1, · · · , L. In order to quan-
tify this phenomenon, we assume that vectors qk have sparse representation
in some orthogonal basis H ∈ RL×L withHTH = HHT = IL, so that vector
HqTk is sparse: it has only few large coefficients, the rest of the coefficients
are small or equal to zero. This is a very common assumption in functional
data analysis. For example, if H is the matrix of the Fourier transform and
fk belongs to a Sobolev space or H is a matrix of a wavelet transform and fk
belongs to a Besov space, the coefficients HqTk of q
T
k decrease rapidly and,
hence, vector HqTk is sparse. In particular, one needs only few elements in
vector HqTk to represent qk with high degree of accuracy. The extreme case
occurs when the connection probabilities do not change in time, so that vec-
tor qk has constant components: then, for the Fourier or a periodic wavelet
transform, the vector HqTk has only one non-zero element.
Denote D = QHT where matrix Q is defined in the previous section and
d = vec(D). Observe that vector d is obtained by stacking together the
columns of matrix D = QHT while its transpose DT = HQT has vectors
HqTk as its columns. Then, sparsity of the matrix D can be controlled by
imposing a complexity penalty on ‖d‖0 = ‖D‖0 = ‖DT ‖0 on matrix D.
Note that complexity penalty does not require the actual matrix D to have
only few non-zero elements, it merely forces the procedure to keep only few
large elements in D while setting the rest of the elements to zero and, hence,
acts as a kind of hard thresholding. Note that by Theorem 1.2.22 of Gupta
and Nagar (2000), one has
(11) d = vec(QHT ) = (H⊗ IM )vec(Q) = (H⊗ IM )q =Wq,
whereW = (H⊗ IM) is an orthogonal matrix such thatWTW =WWT =
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IML. Denote
(12) J ≡ JM = {j : dj 6= 0} , dJC = 0,
so that J is the set of indices corresponding to nonzero elements of the vector
d.
Consider a set of clustering matrices C(m,n,L) satisfying (2). At this
point we impose very mild assumption on C(m,n,L):
(13) log(|C(m,n,L)|) ≥ 2 logm.
Assumption (13) is used just for simplifying expression for the penalty. In-
deed, until now, we allowed any collection of clustering matrices, so poten-
tially, we can work with the case where all cluster memberships are fixed
in advance (although this would be a totally trivial case). Condition (13)
merely means that at least two nodes at some point in time can be assigned
arbitrarily to any of m classes. Later, we shall consider some special cases
such as fixed membership (no membership switches over time) or limited
change (only at most n0 nodes can change their memberships between two
consecutive time points).
We find m,J,d and C as one of the solutions of the following penalized
least squares optimization problem
(14) (m̂, Ĵ , d̂, Ĉ) = argmin
m,J,d,C
[‖a−CWTd‖2 + Pen(|J |,m)] s.t. dJc = 0
where C ∈ C(m,n,L), a is defined in (9), d ∈ RML, W ∈ RML×ML, M =
m(m+ 1)/2 and
(15) Pen(|J |,m) = 11 log(|C(m,n,L)|) + 11
2
|J | log
(
25m2L
|J |
)
.
Observe that the penalty in (15) consists of two parts. The first part ac-
counts for the complexity of clustering and, therefore, allows one to obtain
an estimator adaptive to the number of unknown groups m as long as the
we can express the complexity of clustering in terms of m,n and L. The
second term represents the price of estimating |J | elements of vector d and
finding those |J | elements in this vector of length m(m+ 1)L/2.
Note that since minimization is carried out also with respect to m, opti-
mization problem (14) should be solved separately for every m = 1, · · · , n,
yielding d̂M , ĈM and ĴM . After that, one needs to select the value M̂ =
m̂(m̂+ 1)/2 that delivers the minimum in (14), so that
(16) d̂ = d̂
M̂
, Ĉ = Ĉ
M̂
, Ĵ = Ĵ
M̂
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Finally, due to (12), we set Ŵ = (H⊗ I
M̂
) and calculate
(17) q̂ = ŴT d̂, θ̂ = Ĉq̂.
We obtain Λ̂ by packing vector θ̂ into the tensor and taking the symmetries
into account.
4. Oracle inequalities for the DSBM. Denote the true value of ten-
sor Λ by Λ∗. Also, denote by m∗ the true number of groups, by q∗ and θ∗
the true values of q and θ in (9) and by C∗ the true value of C. Denote
by D∗ and d∗ the true values of matrix D and vector d, respectively. Let
M∗ = m∗(m∗ + 1)/2 and W∗ = (H ⊗ IM∗) be true values of M and W.
Note that vector θ∗ is obtained by vectorizing Λ∗ and then removing the
redundant entries. Then, it follows from (9) that
(18) a = θ∗ + ξ with θ∗ = C∗q∗ = C∗(W∗)Td∗.
Due to the relation between the ℓ2 and the Frobenius norms, one has
(19) ‖θ − θ∗‖2 ≤ ‖Λ−Λ∗‖2 ≤ 2‖θ − θ∗‖2,
and the following statement holds.
Theorem 1. Consider a DSBM with a true matrix of probabilities Λ∗
and the estimator Λ̂ obtained according to (14)–(17). Let C(m,n,L) be a
set of clustering matrices satisfying conditions (2) and (13). Then, for any
t > 0, with probability at least 1− 9e−t, one has
(20)
‖Λ̂−Λ∗‖2
n2 L
≤ min
m,J,d
C∈C(m,n,L)
[
6 ‖CWTd(J) − θ∗‖2
n2L
+
4Pen(|J |,m)
n2 L
]
+
38 t
n2 L
and
(21)
E
(
‖Λ̂−Λ∗‖2
n2 L
)
≤ min
m,J,d
C∈C(m,n,L)
[
6 ‖CWTd(J) − θ∗‖2
n2 L
+
4Pen(|J |,m)
n2 L
+
342
n2 L
]
,
where d(J) is the modification of vector d where all elements dj with j /∈ J
are set to zero.
The proof of Theorem 1 is given in the Supplementary Material. Here,
we just explain its idea. Note that if the values of m and C are fixed, the
problem (14) reduces to a regression problem with a complexity penalty
Pen(|J |,m). Moreover, if J is known, the optimal estimator d̂ of d∗ is just a
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projection estimator. Indeed, denote ΥC = CW
T and let ΥC,J = (CW
T )J
be the reduction of matrix CWT to columns j ∈ J . Given m̂, Ĵ and Ĉ,
one obtains M̂ = m̂(m̂ + 1)/2, Ŵ = (H ⊗ I
M̂
), ΥC,J = (CW
T )J and
Υ̂
Ĉ,Ĵ
= (ĈŴT )
Ĵ
. Let
(22) ΠC,J = ΥC,J(Υ
T
C,JΥC,J)
−1ΥTC,J , Π̂Ĉ,Ĵ = Υ̂Ĉ,Ĵ(Υ̂
T
Ĉ,ĴΥ̂Ĉ,Ĵ)
−1Υ̂
T
Ĉ,Ĵ
be the projection matrices on the column spaces of ΥC,J and Υ̂Ĉ,Ĵ , respec-
tively. Then, it is easy to see that Υ̂
Ĉ,Ĵ
d̂ = Π̂
Ĉ,Ĵ
a and vector d̂ is of the
form
(23) d̂ = (Υ̂
T
Ĉ,ĴΥ̂Ĉ,Ĵ)
−1 Υ̂
T
Ĉ,Ĵ a.
Hence, the values of m̂, Ĵ and Ĉ can be obtained as a solution of the following
optimization problem
(Ĉ, m̂, Ĵ) = argmin
m,J,C
[‖a−ΠC,Ja‖2 + Pen(|J |,m)] s.t. C ∈ C(m,n,L),
where ΠC,J and Pen(|J |,m) are defined in (22) and (15), respectively. After
that, we use the arguments that are relatively standard in the proofs of
oracle inequalities for the penalized least squares estimators.
Note that ‖CWTd(J) − θ∗‖2 in the right-hand sides of expressions (20)
and (21), is the bias term that quantifies how well one can estimate the
true values of probabilities θ∗ by blocking them together, averaging the
values in each block and simultaneously setting all but |J | elements of vector
d to zero. If |J | is too small, then d will not be well represented by its
truncated version d(J) and the bias will be large. The penalty represents the
stochastic error and constitutes the ”price” for choosing too many blocks
and coefficients. In particular, the second term (11/2) |J | log (25m2L/|J |)
in (15) is due to the need of finding and estimating |J | elements of the
Lm(m+1)/2-dimensional vector. The first term, log(|C(m,n,L)|), accounts
for the difficulty of clustering and is due to application of the union bound
in probability.
Theorem 1 holds for any collection C(m,n,L) of clustering matrices sat-
isfying assumption (13). In order to obtain some specific results, denote by
Z(m,n, n0, L) the collection of clustering matrices corresponding to the sit-
uation where at most n0 nodes can change their memberships between any
two consecutive time points, so that
(24) |Z(m,n, n0, L)| = mn
[(
n
n0
)
mn0
]L−1
,
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yielding |Z(m,n, 0, L)| = mn and |Z(m,n, n, L)| = mnL. Note that the case
of n0 = 0 corresponds to the scenario where the group memberships of the
nodes are constant and do not depend on time while the case of n0 = n
means that memberships of all nodes can change arbitrarily from one time
instant to another. Since
log
[(
n
n0
)
mn0
]
≤ n0 log
(
mne
n0
)
,
formulae (15) and (24) immediately yield the following corollary.
Corollary 1. Consider a DSBM with a true matrix of probabilities
Λ∗ and estimator Λ̂ obtained according to (14)–(17) where C(m,n,L) =
Z(m,n, n0, L). Then, inequalities (20) and (21) hold with
(25) Pen(|J |,m) = 11
[
n logm+ n0(L− 1) log
(
mne
n0
)
+
|J |
2
log
(
25m2L
|J |
)]
It is easy to see that the first term in (25) accounts for the uncertainty
of the initial clustering, the second term is due to the changes in the group
memberships of the nodes over time (indeed, if n0 = 0, this term just van-
ishes) while the last term is identical to the second term in the expression
for the generic penalty (15). While we elaborate only on the special case
where the collection of clustering matrices is given by (24), one can easily
produce results similar to Corollary 1 for virtually any nodes’ memberships
scenario.
Remark 3. (The SBM). Theorem 1 provides an oracle inequality in
the case of a time-independent SBM (L = 1). Indeed, in this case, by taking
H = 1 and W = IM , obtain for any t > 0
E‖Λ̂−Λ∗‖2
n2
≤ min
m,J,q
C∈M(m,n)
[
6‖Cq(J) − θ∗‖2
n2
+
44 logm
n
(26)
+
22|J |
n2
log
(
25m2
|J |
)]
+
342
n2
and a similar result holds for the probability. Note that if |J | = m(m+1)/2,
our result coincides with the one of Gao et al. (2015). However, if many
groups have zero probability of connection, then |J | is small and the right-
hand of (26) can be asymptotically smaller than n−1 logm+n−2m2 obtained
in Gao et al. (2015). In addition, our oracle inequality is non-asymptotic and
the estimator is naturally adaptive to the unknown number of classes. (Gao
et al. (2016) obtained adaptive estimators but not via an oracle inequality).
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Corollary 1 quantifies the stochastic error term in Theorem 1. The size of
the bias depends on the level of sparsity of coefficients of functions qk in the
basis H and on the constitution of classes. While one can study a variety of
scenarios, in order to be specific, we consider the case of a balanced network
model where the sizes of all the classes are proportional to each other, in
particular, for some absolute constants 0 < ℵ1 ≤ 1 ≤ ℵ2 <∞, one has
(27) ℵ1 n
m
≤ n(l)k ≤ ℵ2
n
m
, k = 1, . . . ,m, l = 1, . . . , L,
where n
(l)
k the number of nodes in class k at the moment tl.
Note that the condition (27) is very common in studying random network
models (see, e.g., Gao et al. (2017) or Amini and Levina (2018) among
others). In addition, if class memberships are generated from the multinomial
distribution with the vector of probabilities (π1, · · · , πm), and C1/m ≤ πi ≤
C2/m for some constants 0 < C1 < C2 < ∞, as it is done in, e.g., Bickel
and Chen (2009), condition (27) holds with high probability.
In particular, we consider networks that satisfy condition (27) but yet al-
low only n0 nodes switch their memberships between time instances. We de-
note the corresponding set of clustering matrices by Zbal(m,n, n0, L,ℵ1,ℵ2).
It would seem that condition (27) should make clustering much simpler.
However, as Lemma 1 below shows, this reduction does not makes estima-
tion significantly easier since the complexity of the set of balanced clustering
matrices log |Zbal(m,n, n0, L,ℵ1,ℵ2)| is smaller than the complexity of the
set of unrestricted clustering matrices log |Z(m,n, n0, L)| only by, at most,
a constant factor.
Lemma 1. (Balanced network model complexity) If n ≥
√
e n30,
then
(28) log |Zbal(m,n, n0, L,ℵ1,ℵ2)| ≥
1
4
[
n logm+ (L− 1)n0 log
(
mne
n0
)]
.
Then, one can use the same penalty that was considered in Corollary 1,
so that Theorem 1 yields the following result.
Theorem 2. Consider a balanced DSBM satisfying condition (27). Let
Λ∗ be the true matrix of probabilities, m∗ be the true number of classes,
M∗ = m∗(m∗ + 1)/2, Q∗ be the true matrix of probabilities of connections
for pairs of classes and D∗ = Q∗H. If n ≥
√
e n30 and the estimator Λ̂ is
obtained as a solution of optimization problem (14) with the penalty (25)
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where
(29) J =
M⋃
k=1
Jk,
then, for any t > 0, with probability at least 1− 9e−t, one has
(30)
‖Λ̂− Λ∗‖2
n2L
≤ min
J
 6ℵ22(m∗)2L
M∗∑
k=1
∑
l/∈Jk
(D∗k,l)
2 +
4Pen(|J |,m∗)
n2L
+ 38tn2L
and a similar result holds for the expectation.
In order to obtain specific upper bounds in (30), we need to impose some
assumptions on the smoothness of functions Q∗k,∗, k = 1, · · · ,M∗. For the
sake of brevity, we assume that all vectors D∗k,∗, k = 1, · · · ,M∗, behave
similarly with respect to the basis H (generalization to the case where this
is not true is rather pedestrian but very cumbersome as we point out in
Section 8, Discussion).
(A0). There exist absolute constants ν0 and K0 such that
(31)
L∑
l=1
(l − 1)2ν0 (D∗k,l)2 ≤ K0, k = 1, · · · ,M∗.
Corollary 2. Let conditions of Theorem 2 hold and D∗k,∗ satisfy as-
sumption (31). If the estimator Λ̂ is obtained as a solution of optimization
problem (14), then for any t > 0, with probability at least 1− 9e−t, one has
‖Λ̂−Λ∗‖2
n2 L
≤ K˜0
min
 1L
[(
m∗
n
)2
log
( n
m∗
)] 2ν02ν0+1
,
(
m∗
n
)2
+
logm∗
nL
+
n0
n2
log
(
m∗ ne
n0
)
+
t
n2L
)
(32)
and a similar result holds for the expectation. Here, K˜0 is an absolute con-
stant that depends on K0, ν0, ℵ1 and ℵ2 only.
5. The lower bounds for the risk for the DSBM. In order to prove
that the estimator obtained as a solution of optimization problem (14) is
minimax optimal, we need to show that the upper bounds in Corollaries 1
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and 2 coincide with the minimax lower bounds obtained under similar con-
straints. For the sake of derivation of lower bounds for the error, we impose
mild conditions on the orthogonal matrix H as follows: for any binary vector
ω ∈ {0, 1}L one has
(33) ‖HTω‖∞ ≤ ‖ω‖1/
√
L and H1 =
√
Le1,
where 1 = (1, 1, · · · , 1)T and e1 = (1, 0, · · · , 0)T . Assumptions (33) are not
restrictive. In fact, they are satisfied for a variety of common orthogonal
transforms such as the Fourier transform or a periodic wavelet transforms.
First, we derive the lower bounds for the risk under the assumption that
vector d is l0-sparse and has only s nonzero components. Let Gm,L,s be a
collection of tensors such thatG ∈ Gm,L,s implies that the vectorized versions
q of G can be written as q = WTd with ‖d‖0 ≤ s. In order to be more
specific, we consider the collection of clustering matrices Z(m,n, n0, L) with
cardinality given by (24) that corresponds to the situation where at most
n0 nodes can change their memberships between consecutive time instants.
In this case, Pen(|J |,m) is defined in (25).
Theorem 3. Let orthogonal matrix H satisfy condition (33). Consider
the DSBM where G ∈ Gm,L,s with s ≥ κm2 where κ > 0 is independent
of m, n and L. Denote γ = min(κ, 1/2) and assume that L ≥ 2, n ≥ 2m,
n0 ≤ min(γn, 4/3 γnm−1/9) and s is such that
(34) s2 log(2LM/s) ≤ 68LMn2.
Then
inf
̂Λ
sup
G∈Gm,L,s
C∈Z(m,n,n0,L)
PΛ
{
‖Λ̂−Λ‖2
n2 L
≥ C(γ)
(
logm
nL
+
n0
n2
log
(
mne
n0
)
(35)
+
s log(Lm2/s)
n2L
)}
≥ 1
4
,
where Λ̂ is any estimator of Λ, PΛ is the probability under the true value
of the tensor Λ and C(γ) is an absolute constant that depends on γ only.
Theorem 3 ensures that if vector d has only s nonzero components, then
the upper bounds in Corollary 1 are optimal up to a constant. In order to
provide a similar assertion in the case of Corollary 2, we assume that rows of
matrix D are l2-sparse. For this purpose, we consider a collection of tensors
Gm,L,ν0 such thatG ∈ Gm,L,ν0 implies that Q = DH and rowsDk,∗ of matrix
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D satisfy condition (31). Let as before Zbal(m,n, n0, L,ℵ1,ℵ2) be a collec-
tion of clustering matrices satisfying condition (27) and such that at most
n0 nodes change their memberships between two consecutive time instances.
The following statement ensures that the upper bounds in Corollary 2 are
minimax optimal up to a constant factor.
Theorem 4. Let orthogonal matrix H satisfy condition (33). Consider
the DSBM where G ∈ Gm,L,ν0 with ν0 > 1/2, L ≥ 2 and n ≥ 2m. Then, for
any absolute constants 0 < ℵ1 ≤ 1 ≤ ℵ2 <∞, one has
inf
̂Λ
sup
G∈Gm,L,s
C∈Zbal
PΛ
{
‖Λ̂−Λ‖2
n2 L
≥ C
[
min
{
1
L
[(m
n
)2] 2ν02ν0+1
;
(m
n
)2}
(36)
+
logm
nL
+
n0
n2
log
(
mne
n0
)]}
≥ 1
4
,
where Zbal stands for Zbal(m,n, n0, L,ℵ1,ℵ2), Λ̂ is any estimator of Λ, PΛ
is the probability under the true value of the tensor Λ and C is an absolute
constant independent of n, m and L.
Theorems 3 and 4 confirm that the estimator constructed above is mini-
max optimal up to a constant if G ∈ Gm,L,s and C ∈ Z(m,n, n0, L), or
G ∈ Gm,L,ν0 and C ∈ Zbal(m,n, n0, L,ℵ1,ℵ2).
Note that the terms logm/(nL) and n0n
−2 log(mne/n0) in (35) and (36)
correspond to, respectively, the error of initial clustering and the clustering
error due to membership changes. The remaining terms are due to nonpara-
metric estimation and model selection. Assumptions (33) and (34) are purely
technical and are necessary to ensure that the “worst case scenario” tensorG
of connection probabilities has nonnegative components. As we mentioned
earlier, conditions (33) are totally non-restrictive. Condition (34) in The-
orem 3 holds whenever representation of the tensor of probabilities in the
basisH is at least somewhat sparse. Indeed, if there is absolutely no sparsity
(which is a very implausible scenario when smooth functions are represented
in a basis) and s ≈ ML, then condition (34) reduces to m(m + 1)L ≤ Cn2
and will still be true if L is relatively small. If L is large, the situation where
s ≈ML is very unlikely. Assumption that s ≥ κm2 for some κ > 0 indepen-
dent of m, n and L, restricts the sparsity level and ensures that one does
not have too many classes where nodes have no interactions with each other
or members of other classes.
Finally, it is also worth keeping in mind that all assumptions in Theo-
rems 3 and 4 are used for the derivation of the minimax lower bounds for
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the risk and are not necessary for either the construction of the estimator
Λ̂ of Λ in (14) or for the assessment of its precision in Theorems 1 and 2.
6. The uniformly sparse DSBM. In the current literature, the no-
tion of the sparse SBM refers to the case where the entries of the ma-
trix of the connection probabilities are uniformly small: Λ = ρnΛ
(0) with
‖Λ(0)‖∞ = 1 and ρn → 0 as n → ∞. The concept is based on the idea
that when the number of nodes in a network grow, the probabilities of con-
nections between them decline. The minimax study of the sparse SBM has
been carried out by Klopp et al. (2017). The logical generalization of the
sparse SBM of this type would be the sparse DSBM where the elements of
the tensor Λ are bounded above by ρn where ρn → 0 as n grows. We refer
to this kind of network as uniformly sparse.
On the other hand, not all networks become uniformly sparse as n→∞.
Indeed, in the real world, when a network grows, the number of communities
increase and, while the probabilities of connections for majority of pairs of
groups become very small, some of the of pairs groups will still maintain high
connection probabilities. We refer to this type of network as non-uniformly
sparse. The idea of such a network has been elaborated in the recent paper of
Borgs et al. (2016). The authors considered heavy-tailed sparse graphs such
that, in the context of the SBM, one still has Λ = ρnΛ
(0) but the elements
of Λ(0) are no longer bounded by one but by a quantity that grows with n.
While distinguishing between very small probabilities might be essential
in a clustering problem, it is not so necessary in the problem of estimation
of the tensor of the connection probabilities studied in the present paper.
Indeed, it is a common knowledge that, in the nonparametric regression
model, in order to obtain the best error rates, one needs to replace small
elements of the vector of interest by zeros rather than estimating them.
Similarly, if the network is non-uniformly sparse, i.e., some pairs of groups
have probabilities of connections equal or very close to zero, one would
obtain an estimator with better overall precision by setting those very small
connection probabilities to zeros. Although nowhere in the present paper we
make an assumption that a network is sparse and, moreover, consideration
of the non-uniformly sparse SBM or DSBM is not one of its objectives, the
paper naturally provides the tools for minimax optimal statistical estimation
in such models that deliver results with very little additional work.
In addition, the techniques developed in this paper allow, with some ad-
ditional work, to extend results obtained in Klopp et al. (2017) to the dy-
namic setting. However, majority of their results depend upon solution of
optimization problem (14) under the restriction that ‖WTd‖∞ ≤ ρn which
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requires representation of the estimator via a different projection operator
and will result in more cumbersome calculations. Therefore, we avoid study-
ing this new optimization problem and only extend Corollary 2.2 of Klopp
et al. (2017) that handles the case of the balanced model without placing
the above-mentioned restriction. For this purpose, consider a small ρn and
denote
(37) rn(m) = max(ρn,m
2/n2).
Similarly to (14), we find m,J,d and C as one of the solutions of the fol-
lowing penalized least squares optimization problem
(38) (m̂, Ĵ , d̂, Ĉ) = argmin
m,J,d,C
[‖a−CWTd‖2 + λ0rn(m)Pen(|J |,m)] s.t. dJc = 0
where C ∈ Zbal(m,n, n0, L,ℵ1,ℵ2), a is defined in (9), d ∈ RML, W ∈
R
ML×ML, M = m(m+ 1)/2, Pen(|J |,m) is defined in (25) and λ0 is a tun-
ing parameter that is bounded above and below by a constant.
In order the estimator has the uniform sparsity property, we need to make
sure that transformation H is such that, whenever it is used for sparse repre-
sentation of smooth functions, the maximum absolute value of the estimator
obtained by truncation of the vector of coefficients is bounded above by a
constant factor of the maximum absolute value of the original function. In
particular, we denote the projection matrix on the column space of matrix
(CWT )J byΠC,J and impose the following condition on the transformation
matrix H:
(A1). There exists an absolute constant B0 such that for any C ∈
Zbal(m,n, n0, L,ℵ1,ℵ2) and any vector θ
(39) ‖Π⊥C,Jθ‖∞ = ‖θ −ΠC,Jθ‖∞ ≤ B0‖θ‖∞.
Let, as before, Λ∗ be the true matrix of probabilities, m∗ be the true
number of classes, M∗ = m∗(m∗ + 1)/2, C∗ be the true clustering matrix,
Q∗ be the true matrix of probabilities of connections for pairs of classes,
D∗ = Q∗H, d∗ = vec(D∗), θ∗ = C∗(W∗)Td∗ and W∗ = H⊗ IM∗ .
Theorem 5. Consider a balanced DSBM satisfying condition (27). Let
matrix H be such that condition (39) is satisfied and ‖Λ∗‖∞ ≤ ρ∗n. If
ρn ≥ ρ∗n, n ≥
√
e n30 and the estimator Λ̂ is obtained as a solution of op-
timization problem (38), then, for an absolute constant C˜0 and any t > 0,
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with probability at least 1− 9e−t, one has
(40)
‖Λ̂−Λ∗‖2
n2 L
≤ C˜0 min
J
{
‖Π⊥
C∗,Jθ
∗‖2
n2 L
+
rn(m
∗) [Pen(|J |,m∗) + t]
n2 L
}
where ΠC∗,J is the projection matrix on the column space of (C
∗W∗T )J and
C˜0 is an absolute constant that depends on B0, ℵ1 and ℵ2 only.
In particular, if condition (31) holds with K0 replaced with ρ
∗
nK0, then
‖Λ̂−Λ∗‖2
n2 L
≤ K˜0rn(m∗)
min
 1L
[(
m∗
n
)2
log
( n
m∗
)] 2ν02ν0+1
,
(
m∗
n
)2
+
logm∗
nL
+
n0
n2
log
(
m∗ ne
n0
)
+
t
n2L
)
(41)
Here, K˜0 is an absolute constant that depends on B0, K0, ν0, ℵ1 and ℵ2
only. Results similar to (40) and (41) hold for the expectations.
7. Dynamic graphon estimation. Consider the situation where ten-
sor Λ is generated by a dynamic graphon f , so that Λ is given by expression
(1) where function f : [0, 1]3 → [0, 1] is such that f(x, y, t) = f(y, x, t) for
any t and ζ = (ζ1, · · · , ζn) is a random vector sampled from a distribution
Pζ supported on [0, 1]
n.
Given an observed adjacency tensor B sampled according to model (1),
the graphon function f is not identifiable since the topology of a network is
invariant with respect to any change of labeling of its nodes. Therefore, for
any f and any measure-preserving bijection µ : [0, 1] → [0, 1] (with respect
to Lebesgue measure), the functions f(x, y, t) and f(µ(x), µ(y), t) define the
same probability distribution on random graphs. For this reason, we are
considering equivalence classes of graphons. Note that in order for it to be
possible to compare clustering of nodes across time instants, we introduce
an assumption that there are no label switching in time, that is, every node
carries the same label at any time tl, so that function µ is independent of t.
Under this condition, we further assume that probabilities Λi,j,l do not
change drastically from one time point to another, i.e. that, for every x and
y, functions f(x, y, t) are smooth in t. We shall also assume that f is piece-
wise smooth in x and y. In order to quantify those assumptions, for each
x, y ∈ [0, 1]2, we consider a vector f(x, y) = (f(x, y, t1), · · · , f(x, y, tL))T and
an orthogonal transform H used in the previous sections. We assume that
elements vl(x, y) of vector v(x, y) = Hf(x, y) satisfy the following assump-
tion:
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(A2). There exist constants 0 = β0 < β1 < · · · < βr = 1 and ν1, ν2,K1,K2 >
0 such that for any x, x′ ∈ (βi−1, βi] and y, y′ ∈ (βj−1, βj ], 1 ≤ i, j ≤ r, one
has
[vl(x, y) − vl(x′, y′)]2 ≤ K1[|x− x′|+ |y − y′|]2ν1 ,(42)
L∑
l=1
(l − 1)2ν2 v2l (x, y) ≤ K2.(43)
Note that, for a graphon corresponding to the DSBM model, on each of
the rectangles (βi−1, βi]× (βj−1, βj ], functions vl(x, y) are constant, so that
vl(x, y) = 0 for l = 2, · · · , L, and ν1 =∞.
We denote the class of graphons satisfying assumptions (1), (42) and
(43) by Σ(ν1, ν2,K1,K2). In order to estimate the dynamic graphon, we
approximate it by an appropriate DSBM and then estimate the probability
tensor of the DSBM. Note that, since ν1, ν2,K1 and K2 in Assumption A
are independent of x and y, one can simplify the optimization procedure in
(14).
Let Q be the matrix defined in (8) and (9). Note that since random
variables ζ1, . . . , ζn are time-independent, we can approximate the graphon
by a DSBM where group memberships of the nodes do not change in time.
Hence, , matrices C(l) are independent of l, so that C(l) = Z, (8) holds
and Θ = ZQ. Denote X = AHT . Denote by V and Φ the matrices of
the coefficients of Q and Θ in the transform H: V = QHT and Φ = ΘHT .
Then, by (8),Θ = ZVH andΦ = ZV. Note that each row of the matrices V
and Φ corresponds to one spatial location. Since, due to (43), the coefficients
in the transform H decrease uniformly irrespective of the location, one can
employ L1 < L columns instead of L columns in the final representations of
Q and Θ. In order to simplify our presentation, we denote L1 = L
ρ where
0 < ρ ≤ 1 and use the optimization procedure (14) to find m,ρ,V(ρ) and Z
where V(ρ) is the submatrix of V with columns V∗,j, 1 ≤ j ≤ Lρ. Due to
|J | = MLρ and 0.5m2Lρ ≤ |J | ≤ m2Lρ, in this case optimization problem
(14) can be reformulated as
(m̂, ρ̂, V̂(ρ̂), Ẑ) = argmin
m,ρ,V(ρ)
Z∈Z(m,n,0,L)
[
‖X(ρ) − ZV(ρ)‖2(44)
+11n logm+
11
2
m2Lρ log(25L1−ρ)
]
whereZ(m,n, 0, L) is defined in (24). Then the estimation algorithm appears
as follows:
24 M. PENSKY
1. Apply transformH to the data matrix A obtaining matrix X = AHT .
2. Consider a set ℜ = {ρ ∈ (0, 1] : Lρ is an integer}. For every ρ ∈ ℜ,
remove all columns X∗,l with l ≥ Lρ + 1 obtaining matrix X(ρ) with
EX(ρ) = ZV(ρ) ≡ Φ(ρ) where matrix V(ρ) has Lρ columns.
3. Find (m̂, ρ̂, V̂(ρ̂), Ẑ) as a solution of the optimization problem (44).
4. Choose Θ̂ = ẐV̂(ρ̂)H and obtain Λ̂ by packing Θ̂ into a tensor.
Note that construction of the estimator Λ̂ does not require knowledge of
ν1, ν2,K1 andK2, so the estimator is fully adaptive. The following statement
provides a minimax upper bound for the risk of Λ̂.
Theorem 6. Let Σ ≡ Σ(ν1, ν2,K1,K2) be the class of graphons sat-
isfying Assumptions (1), (42) and (43). If Λ̂ is obtained as a solution of
optimization problem (44) as described above, then
sup
f∈Σ
E‖Λ̂−Λ∗‖2
n2 L
≤ C min
1≤h≤n−r
0≤ρ≤1
{
Lρ−1
h2ν1
+
I(ρ < 1)
L2ρν2+1
(45)
+
(h+ r)2(1 + (1− ρ) logL)
n2L1−ρ
+
log(h+ r)
nL
}
,
where the constant C in (45) depends on ν1, ν2,K1 and K2 only.
Note that h in (45) stands for h = m − r where m is the number of
blocks in the DSBM which approximates the graphon, hence, h ≤ n − r.
On the other hand, h ≥ 0 since one needs at least r blocks to approximate
the graphon that satisfies condition (42). Since the expression in the right
hand side of (45) is rather complex and is hard to analyze, we shall consider
only two regimes: a) r = rn,L ≥ 2 may depend on n and L and ν1 =∞; or
b) r = r0 ≥ 1 is a fixed quantity independent of n and L. The first regime
corresponds to a piecewise constant (in x and y) graphon that generates
the DSBM while the second regime deals with the situation where f is a
piecewise smooth function of all three arguments with a finite number of
jumps. In the first case, we set h = 2, in the second case, we choose h to be
a function of n and L. By minimizing the right-hand side of (45), we obtain
the following statement.
Corollary 3. Let Λ̂ be obtained as a solution of optimization problem
(44) as described above. Then, for Σ ≡ Σ(ν1, ν2,K1,K2) and C independent
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of n and L, one has
(46)
sup
f∈Σ
E‖Λ̂−Λ∗‖2
n2 L
≤

Cmin
{
1
L
[(
r
n
)2
log
(
n
r
)] 2ν22ν2+1
;
(
r
n
)2}
+ C log rnL , r = rn,L;
Cmin
{
1
L
(
logL
n2
) 2ν1ν2
(ν1+1)(2ν2+1)
;
(
logL
n2
) ν1
ν1+1
}
+ C lognnL , r = r0.
In order to assess optimality of the penalized least squares estimator ob-
tained above, we derive lower bounds for the minimax risk over the set
Σ(ν1, ν2,K1,K2). These lower bounds are constructed separately for each of
the two regimes.
Theorem 7. Let matrix H satisfy assumptions (33) and ν2 ≥ 1/2 in
(43). Then, for C independent of n and L, one has
(47) inf
̂Λ
sup
f∈Σ(ν1,ν2,K1,K2)
PΛ
{
‖Λ̂−Λ‖2
n2 L
≥ ∆(n,L)
}
≥ 1
4
,
where
(48)
∆(n,L) =

C min
{
1
L
[(
r
n
)2] 2ν22ν2+1 ; ( rn)2
}
+ C log rnL , r = rn,L;
C min
{
1
L
(
1
n2
) 2ν1ν2
(ν1+1)(2ν2+1) ;
(
1
n2
) ν1
ν1+1
}
+ C lognnL , r = r0.
It is easy to see that the value of ∆(n,L) coincides with the upper bound in
(46) up to a at most a logarithmic factor of n/r or L. In both cases, the first
quantities in the minimums correspond to the situation where f is smooth
enough as a function of time, so that application of transform H improves
estimation precision by reducing the number of parameters that needs to
be estimated. The second quantities represent the case where one needs to
keep all elements of vector d and hence application of the transform yields
no benefits. The latter can be due to the fact that ν2 is too small or L is too
low.
The upper and the lower bounds in Theorems 6 and 7 look somewhat
similar to the ones appearing in anisotropic functions estimation (see, e.g.,
Lepski (2015)). Note also that although in the case of a time-independent
graphon (L = 1), the estimation precision does not improve if ν1 > 1, this is
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not true any more in the case of a dynamic graphon. Indeed, the right-hand
sides in (48) become significantly smaller when ν1, ν2 or L grow.
Remark 4. (The DSBM and the dynamic graphon). Observe that
the definition (1) of the dynamic graphon assumes that vector ζ is indepen-
dent of t. This is due to the fact that, to the best of our knowledge, the
notion of the dynamic graphon with ζ being a function of time has not yet
been developed by the probability community. For this reason, we restrict
our attention to the case where we are certain that, at any time point, the
graphon describes the limiting behavior of the network as n→∞. Neverthe-
less, we believe that when the concept of the dynamic graphon is established,
our techniques will be useful for its estimation.
In the case of a piecewise constant graphon, our setting corresponds to
the situation where the nodes of the network do not switch their group
memberships in time, so that n0 = 0 in (24). Therefore, a piecewise con-
stant graphon (r = rn,L, ν1 = ∞) is just a particular case of the general
DSBM since the latter allows any temporal changes of nodes’ memberships.
However, the dynamic piecewise constant graphon formulation enables us to
derive specific minimax convergence rates for estimators of Λ in terms of n,
L and r. On the other hand, the piecewise smooth graphon (r = r0, ν1 <∞)
is an entirely different object that is not represented by the DSBM.
8. Discussion. In the present paper we considered estimation of con-
nection probabilities in the context of dynamic network models. To the best
of our knowledge, this is the first paper to propose a fully non-parametric
model for the time-dependent networks which treats connection probabilities
for each group as the functional data and allows to exploit the consistency
in the group memberships over time. The paper derives adaptive penalized
least squares estimators of the tensor of the connection probabilities in a
non-asymptotic setting and shows that the estimators are indeed minimax
optimal by constructing the lower bounds for the risk. This is done via vec-
torization technique which is very useful for the task in the paper and can
be very beneficial for solution of other problems such as, e.g., inference in
bi-clustering models mentioned in Remark 2. In addition, we show that the
correct penalty consists of two parts: the portion which accounts for the
complexity of estimation and the portion which accounts for the complexity
of clustering and is proportional to the logarithm of the cardinality of the
set of clustering matrices. The latter is a novel result and it is obtained by
using the innovative Packing lemma (Lemma 4) which can be viewed as a
version of the Varshamov-Gilbert lemma for clustering matrices. Finally, the
methodologies of the paper allow a variety of extensions.
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1. (Inhomogeneous or non-smooth connection probabilities). As-
sumption (43) essentially implies that probabilities of connections are
spatially homogeneous and are represented by smooth functions of
time that belong to the same Sobolev class. The model, however, can
be easily generalized. First, by letting H be a wavelet transform and
assuming that for any fixed x and y, function f(x, y, ·) belongs to a
Besov ball, one can accommodate the case where f(x, y, ·) has jump
discontinuities. Furthermore, by using a weaker version of condition
(43), similarly to how this was done in Klopp and Pensky (2015), we
can treat the case where functions f(x, y, t) are spatially inhomoge-
neous.
2. (Time-dependent number of nodes). One can apply the theory
above even when the number of nodes in the network changes from
one time instant to another. Indeed, in this case we can form a set
that includes all nodes that have ever been in the network and denote
their number by n. Consider a class Ω0 such that all nodes in this class
have zero probability of interaction with each other or any other node
in the network. At each time instant, place all nodes that are not in
the network into the class Ω0. After that, one just needs to modify
the optimization procedures by placing additional restriction that the
out-of-the-network nodes indeed belong to class Ω0 and thatG0,k,l = 0
for any k = 0, 1, 2, · · · ,m and l = 1, · · · , L.
3. (Adaptivity to clustering complexity). Although, in the case
of the DSBM, our estimator is adaptive to the unknown number of
classes, it requires knowledge about the complexity of the set of clus-
tering matrices. For example, if at most n0 nodes can change their
memberships between two consecutive time points and n0 is a fixed
quantity independent of n and m, we can replace n0 by log n that
dominates n0 if n is large enough. However, if n0 depends on n and
m, development of an adaptive estimator would require an additional
investigation.
SUPPLEMENTARY MATERIAL. Supplement contains proofs of all
statements in the paper
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9. Supplemental Material: Proofs.
9.1. Proof of Theorem 1. Since (d̂, Ĉ, m̂, Ĵ) are solutions of optimization
problem (14), for any m, J , C and d one has
(S.1) ‖a− ĈŴT d̂(Ĵ)‖2 + Pen(|Ĵ |, m̂) ≤ ‖a−CWTd(J)‖2 + Pen(|J |,m),
For any m, J , C and d, it follows from (18) that
‖a−CWTd(J)‖2 = ‖(a−C∗W∗Td∗) + (C∗W∗Td∗ −CWTd(J))‖2
= ‖ξ‖2 + ‖CWTd(J) −C∗W∗Td∗‖2 + 2ξT (C∗W∗Td∗ −CWTd(J)).
Hence, plugging the last identity into the inequality (S.1), derive that for
any m, J , C and d
‖ĈŴT d̂(Ĵ) −C∗W∗Td∗‖2 ≤ ‖CWTd(J) −C∗W∗Td∗‖2(S.2)
+ ∆+ Pen(|J |,m) − Pen(|Ĵ |, m̂).
Here ∆ = 2|ξT (ĈŴT d̂(Ĵ) −CWTd(J))| ≤ ∆1 +∆2 +∆3 with
∆1 = 2|ξT (C∗W∗Td∗ −CWTd(J))|,
∆2 = 2|ξT (INL − Π̂Ĉ,Ĵ)C∗W∗Td∗|, ∆3 = 2ξT Π̂Ĉ,Ĵ ξ,(S.3)
since, due to (22) and (23), one has ĈŴT d̂(Ĵ) = Π̂Ĉ,Ĵ a where a is given
by (18). Now, we need to find upper bounds for each of the terms in (S.3).
By Lemma 2 with α = 1/2 and any t > 0, one has
(S.4) P
{
∆1 − 0.5 ‖C∗W∗Td∗ −CWTd(J)‖2 ≤ 4t
}
≥ 1− 2e−t.
Note that
‖ĈŴT d̂(Ĵ) −C∗W∗Td∗‖2 = ‖Π̂Ĉ,Ĵ ξ‖2 + ‖(INL − Π̂Ĉ,Ĵ)C∗W∗Td∗‖2
≥ ‖(INL − Π̂Ĉ,Ĵ)C∗W∗Td∗‖2.
Therefore, applying an union bound over m = 1, · · · , n, C ∈ C(m,n,L) and
J with |J | = 1, · · · ,ML, we derive that for any x > 0
P
{
∆2 − 0.5 ‖ĈŴT d̂(Ĵ) −C∗W∗Td∗‖2 < 4x
}
≥P
{
∆2 − 0.5 ‖(INL − Π̂Ĉ,Ĵ)C∗W∗Td∗‖2 < 4x
}
≥1−
n∑
m=1
∑
C∈C(m,n,L)
ML∑
j=1
∑
|J |=j
P
{
2|ξT (INL − Π̂Ĉ,Ĵ)CWTd∗|
− 0.5 ‖(INL − Π̂Ĉ,Ĵ)CWTd∗‖2 < 4x
}
.
1
Denote
(S.5) R(m,J,L) = log(|C(m,n,L)|) + |J | log (m2Le |J |−1)+ 2 log(m|J |).
Then, taking into account that the number of sets J with |J | = j is(
ML
j
)
≤
(
MLe
j
)j
≤
(
m2Le
j
)j
and applying Lemma 2 with α = 1/2 and x = t+R(m,J,L), derive
P
{
∆2 − 0.5 ‖ĈŴT d̂(Ĵ) −C∗W∗Td∗‖2 − 4R(m̂, Ĵ , L) ≤ 4t
}
≥ 1−2e−t
n∑
m=1
ML∑
j=1
m−2j−2.
Since
∑∞
j=1 j
−2 = π2/6 <
√
3, the last inequality yields
(S.6)
P
{
∆2 − 0.5 ‖ĈŴT d̂(Ĵ) −C∗W∗Td∗‖2 − 4R(m̂, Ĵ , L) ≤ 4t
}
≥ 1− 6e−t.
Finally, in order to obtain an upper bound for ∆3, apply Lemma 4 with
A = Π̂
Ĉ,Ĵ
and again use the union upper bound over m = 1, · · · , n, C ∈
C(m,n,L) and J with |J | = 1, · · · ,ML similarly to the way it was done
for ∆2. Since for any projection matrix ΠC,J , one has ‖ΠC,J‖op = 1 and
‖ΠC,J‖2 = |J |, obtain that for any t > 0
(S.7) P
{
∆3 − |Ĵ | − 3
2
R(m̂, Ĵ , L) ≤ 3t
2
}
≥ 1− e−t,
where R(m,J,L) is defined in (S.5). Combining (S.2)–(S.7) and recalling
that θ̂ = ĈŴT d̂(Ĵ) and θ
∗ = C∗W∗Td∗, obtain that, with probability at
least 1− 9e−t, one has
(S.8)
‖θ̂ − θ∗‖2 ≤ min
m,J,q
C∈C(m,n,L)
{
3‖CWTd(J) − θ∗‖2 + 11R(m,J,L) + 2|J |
}
+ 19t.
In order to complete the proof of (20), observe that 2 log(|J |) ≤ 2|J | and
log(|C(m,n,L)| ≥ 2 logm by (13). Therefore, one has
(S.9) 11R(m,J,L) + 2|J | ≤ 2Pen(|J |,m),
and (20) follows from (S.8), (S.9) and the second inequality in (19).
Finally, inequality (21) can be proved by noting that for any random
variable ζ one has Eζ ≤ ∫∞0 P(ζ > z)dz and using it with ζ = ‖Λ̂−Λ∗‖2.
2
9.2. Proofs of Lemma 1, Theorem 2 and Corollary 2. This section con-
tains proofs of Lemma 1, Theorem 2 and Corollary 2.
Proof of Lemma 1. Since |Zbal(m,n, n0, L, 1, 1)| ≤ |Zbal(m,n, n0, L,ℵ1,ℵ2)|,
it is sufficient to prove (28) for ℵ1 = ℵ2 = 1. Note that
log |Zbal(m,n, n0, L, 1, 1)| ≥ log(n!)−m log[(n/m)!] + (L− 1) log
(
n
n0
)
since there are
( n
n0
)
ways to select n0 nodes out of n but there are more
than one way to put them back. Applying Lemma 5 with γ = 1 obtain that
log(n!)−m log[(n/m)!] ≥ n log(m)/4. In addition,
log
(
n
n0
)
> n0 log
(
n
n0
)
=
n0
4
log
(
n4
n40
)
≥ n0
4
log
(
mne
n0
)
provided n4/n40 ≥ (mne)/n0 which holds under conditions of the lemma due
to m ≤ n.
Proof of Theorem 2. Let m∗ be the true number of classes, M∗ =
m∗(m∗ + 1)/2. Let C = C∗ be the true clustering matrix and (C∗)TC∗ =
(S∗)2 where (S∗)2 is the diagonal matrix with the number of nodes in re-
spective pairs of classes on the diagonal. Let Q∗ be the true matrix of prob-
abilities of connections for pairs of classes, D∗ = Q∗H, d∗ = vec(D∗),
θ∗ = C∗(W∗)Td∗ and W∗ = H⊗ IM∗ . We need to find an upper bound for
‖C∗(W∗)Td∗(J) − θ∗‖2 in (20). Let Q∗(J) be such that
vec(Q∗(J)) = q
∗
(J) = (W
∗)Td∗(J) = (W
∗)T (W∗q∗)(J).
Then, by direct calculations, one obtains
‖C∗(W∗)Td∗(J) − θ∗‖2 =
[
q∗(J) − (S∗)−2C∗θ∗
]T
(S∗)2
[
q∗(J) − (S∗)−2C∗θ∗
]
+ ‖θ∗‖2 − ‖(S∗)−1(C∗)Tθ∗‖2.
Since ‖(S∗)−1(C∗)Tθ∗‖ = ‖θ∗‖ and (S∗)−2C∗θ∗ = q∗ = vec(Q∗) = vec(D∗H),
obtain
‖C∗(W∗)Td∗(J) − θ∗‖2 = ‖S∗(Q∗(J) −Q∗)‖2
≤
M∗∑
k=1
max
l
N
(l)
k
L∑
l=1
[
(Q∗(J))k,l −Q∗k,l
]2
≤ ℵ22
( n
m∗
)2 M∗∑
k=1
‖Q∗(J))k,∗ −Q∗k,∗‖2
3
Here, k is the index corresponding to a pair of classes (k1, k2), N
(l)
k1,k2
is
defined in formula (10) and the second inequality follows from assumption
(27). In order to complete the proof, note that
M∗∑
k=1
‖Q∗(J))k,∗ −Q∗k,∗‖2 =
M∗∑
k=1
‖D∗(Jk))k,∗ −D∗k,∗‖2 =
M∗∑
k=1
∑
l /∈Jk
(D∗k,l)
2.
Therefore, (20) implies (30).
Proof of Corollary 2.Observe that it follows from (31) that one can choose
Jk = {l : 1 ≤ l ≤ L0} where L0 ≤ L. Then, (29) yields that |J | = L0M∗.
Moreover, due to assumption (31), obtain
M∗∑
k=1
∑
l /∈Jk
(D∗k,l)
2 ≤ K0M∗L−2ν00 .
Note also that if L0 = L, then there is no bias and the sum in (30) is identical
zero. Then, (30) becomes
‖Λ̂−Λ∗‖2 ≤ min {∆(n,L,m∗), 22M∗L}
+ 44
[
n log(m∗) + n0L log
(
m∗ne
n0
)]
+ 38 t,
where
∆(n,L,m∗) = min
0≤L0<L
{
6K0ℵ22n2 L−2ν00 + 22(m∗)2L0 log
(
25L
L0
)}
In order to obtain (32), minimize the right-hand side of the last expression
with respect to L0 < L and note that, if L0 < L, then log(L0) ≍ log(L) ≍
log(n/m∗).
9.3. Proofs of Theorems 3 and 4. This section contains the proofs of
the lower bounds for the error. The lower bounds in both, Theorem 3 and
Theorem 4, consist of two parts, the clustering error and the nonparametric
estimation error. We shall consider those terms separately.
Proof of Theorem 3. Although the upper bounds for the risk in Corol-
lary 1 are derived for the case of general clustering matrices, due to the fact
that the balanced model clustering complexity is the same as complexity
of general clustering, we derive the lower bounds for the clustering error
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for the case when C ∈ Zbal(m,n, n0, L,ℵ1,ℵ2). Moreover, since the case of
ℵ1 = ℵ2 = 1 is the most restrictive, we prove the clustering error for this case.
The clustering error. Without loss of generality, assume that γm and
γn are integers. Assume that connectivity tensor G does not change with l,
so G∗,∗,l = V is an m×m symmetric matrix. Let V be block diagonal and
such that the diagonal blocks are equal to zero and the non-diagonal blocks
are equal to F and FT , respectively, so that Vk1,k2 = 0 if 1 ≤ k1, k2 ≤
(1 − γ)m or (1 − γ)m + 1 ≤ k1, k2 ≤ m and Vk1,(1−γ)m+k2 = Fk1,k2 if
k1 = 1, · · · (1− γ)m, k2 = (1− γ)m+1, · · · ,m. Since components of vectors
Gk1,k2,∗ are constant for any k1, k2, then, due to condition (33), each of the
vectors HFk1,k2 has only one non-zero component, so that the set J has at
most γ(1− γ)m2 < s nonzero elements.
Consider a collection of binary vectors ω ∈ {0, 1}(1−γ)m . By Varshamov-
Gilbert Lemma (see Tsybakov (2009)), there exists a subset Ξ of those
vectors such that for any ω,ω′ ∈ Ξ one has ‖ω − ω′‖H = ‖ω − ω′‖2 ≥
(1 − γ)m/8 ≥ m/16 and |Ξ| ≥ exp((1 − γ)m/8). Assume, without loss of
generality, thatm is large enough, so that exp((1−γ)m/8) ≥ γm, otherwise,
choose a smaller value of γ (inequality exp((1−γ)m/8) ≥ γm is always valid
for γ ≤ 1/9). Choose γm vectors ω in Ξ, enumerate them as ω(1), · · · ,ω(γm)
and use them to form columns of matrix F as follows:
(S.10) F∗,j = 0.51 + αω
(j), j = 1, · · · , γm.
Then, for any j, j′ = 1, · · · , γm, obtain
(S.11) ‖F∗,j − F∗,j′‖2 ≥ α2m/16,
where α is a positive constant that will be defined later. Note that for every
l and k one has
(S.12)
l log
(
k
l
)
≤ log
(
k
l
)
≤ l log
(
ke
l
)
, log(k!) = k log k−k+1
2
log(2πk)+o(1),
where the o(1) term is smaller than 1. Therefore, it follows from the first
formula in (24) that
(S.13)
n logm+n0(L−1) log
(
mn
n0
)
≤ log |Z(m,n, n0, L)| ≤ n logm+n0(L−1) log
(
mne
n0
)
The term n logm in (S.13) is due to the initial clustering while the term
n0(L− 1) log (mn/n0) is due to temporal changes in the clusters’ member-
ships.
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In what follows, we shall utilize clustering functions z(l) : [n]→ [m] corre-
sponding to clustering matrices C(l) such that z(l)(j) = k iff at the moment
tl node j belongs to class Ωk, k = 1, · · · ,m.
Clustering error due to initial clustering. First consider the case
when initial clustering error dominates. If m = 2 or m takes a small value,
the proof is almost identical to the proof in Section 3.3 of Gao et al. (2015).
Hence, we shall skip this part and consider the case when m is large enough,
so that γm ≥ 2.
Following Gao et al. (2015), we consider clustering matrices and clustering
functions independent of l, so that z(l) ≡ z. Consider a sub-collection of
clustering matrices F(m,n, γ) ⊂ M(m,n) such that they cluster the first
n(1 − γ) nodes into the first m(1 − γ) classes uniformly and sequentially,
n/m nodes in each class, i.e., the first n/m nodes are placed into class Ω1,
the second n/m nodes into class Ω2, and so on. The remaining γn nodes are
clustered into the remaining γm classes, n/m nodes into each class. Then,
by Lemma 5,
log |F(m,n, γ)| = log
(
(γn)!
/
[(n/m)!]γm
)
≥ γn log(γm)/4.
Now, apply Lemma 4 with γn and γm, respectively, instead of n and m and
r = γn/32. Derive that there exists a subset S(m,n, γ) of the set F(m,n, γ)
such that, for any C,C′ ∈ S(m,n, γ), one has 2 {#j : z(j) 6= z′(j)} = ‖C−
C′‖H ≥ γn/32. Also, by (S.66),
(S.14) log |S(m,n, γ)| ≥ γn
4
log(γm)− γn log(32mγe)
32
≥ γn
16
log(γm).
Let Λ and Λ′ be the tensors of probabilities corresponding to, respectively,
clustering matrices C,C′ ∈ S(m,n, γ) with related clustering functions z
and z′. Then, by (S.11), due to the fact that the first n(1 − γ) nodes are
clustered uniformly and sequentially, obtain
‖Λ−Λ′‖2 = 2L
n(1−γ)∑
i=1
n∑
j=n(1−γ)+1
(Fz(i),z(j) − Fz′(i),z′(j))2
=
2Ln
m
m(1−γ)∑
k=1
n∑
j=n(1−γ)+1
(Fk,z(j) − Fk,z′(j))2
=
2Ln
m
n∑
j=n(1−γ)+1
‖F∗,z(j) − F∗,z′(j)‖2 ≥
2Ln
m
α2m
16
{
#j : z(j) 6= z′(j)} ,
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so that
(S.15) ‖Λ−Λ′‖2 ≥ 2−9 Ln2α2γ.
On the other hand, if α ≤ 1/4, then, by Lemma 7, obtain that the Kullback
divergence is bounded above
(S.16) K(PΛ,PΛ′) ≤ 8 ‖Λ −Λ′‖2 ≤ 16α2n2Lγ.
Set α2 = Cα log(γm)/nL and apply Theorem 2.5 of Tsybakov (2009). Due
to (S.14) and (S.16), if Cα is a small enough absolute constant,
16α2n2Lγ = 16Cα log(γm)n < (1/8) (γn/16) log(γm) ≤ (1/8) log |S(m,n, γ)|
and conditions of Theorem 2.5 are satisfied. Since Ln2α2γ = Cαn γ log(γm)
and log(γm) ≥ C(γ) logm for some constant C(γ) dependent on γ only,
derive
(S.17) inf
̂Λ
sup
G∈Gm,L,s
C∈S(m,n,γ)
PΛ
{
‖Λ̂−Λ∗‖2
n2 L
≥ C(γ) logm
nL
}
≥ 1/4.
Clustering error due to changes in the memberships. Now, we
consider the case when the clustering error which is due to the temporal
changes in memberships dominates the error of initial clustering. Use the
same construction for G and F as before. Consider the following collec-
tion of clustering matrices F = ∏Ll=1 Fl where Fl is defined as follows.
When l is odd, Fl contains only one matrix that clusters nodes uniformly
and sequentially, i.e., the first n/m nodes go to class Ω1, the second n/m
nodes go to class Ω2 and the last n/m nodes go to class Ωm. If l is even,
Fl = P(m,n, n0, γ) where P(m,n, n0, γ) is the set of clustering matrices
that corresponds to a perturbation of the uniform sequential clustering with
at most n0 nodes moved to different classes in the manner described below.
Let k0 be an integer such that
(S.18) k0 ≤ n0/(γm) < k0 + 1.
If k0 = 0, then n0 < γm and we choose n0 clusters out of the last γm
clusters, remove one element from each of those clusters and then put those
n0 elements back in such a manner that every element goes to a different
cluster and no elements goes back to its own cluster. If k0 ≥ 1, we remove
k0 elements from each of the last γm clusters and then put each of those
k0-tuples back, one tuple per cluster, so that none of the tuple goes back
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to its own cluster. Then, log |F| = [L/2] log |P(m,n, n0, γ)| where [L/2] ≥
(L− 1)/2 is the largest integer not exceeding L/2 and
log |P(m,n, n0, γ)| =
{
log
(γm
n0
)
+ n0 log(n/m) + log[(n0 − 1)!], if k0 = 0;
γm log
(n/m
k0
)
+ log[(γm− 1)!], if k0 ≥ 1.
If n0 < γm, so that k0 = 0, then, by (S.12), obtain that log |P(m,n, n0, γ)| ≥
n0 log(γm/n0)+n0 log(n/m) = n0 log(γn/n0). If n0 ≥ γm and k0 ≥ 1, then,
by (S.12), obtain log |P(m,n, n0, γ)| ≥ γmk0 log(n/(mk0)). Since k0 + 1 ≤
2k0, obtain that k0 ≥ n0/(2mγ). Hence, for any k0 ≥ 0
(S.19) log |P(m,n, n0, γ)| ≥ n0
2
log (γn/n0) .
For every even value of l, apply Lemma 4 with γn and γm, respectively,
instead of n and m and r = n0/40 obtaining that there exists a sub-
set Sl(m,n, n0, γ) of the set P(m,n, n0, γ) such that, for any C(l),C′(l) ∈
Sl(m,n, n0, γ), one has
(S.20) ‖C(l) −C′(l)‖H ≥ n0/40, l = 2k, k = 1, · · · , [L/2].
By (S.19) and Lemma 4, for every even l, one has
log |Sl(m,n, n0, γ)| ≥ n0
2
log
(
γn
n0
)
− n0
40
log
(
80nemγ2
n0
)
≥ n0
40
log
(
nem
n0
)
since, due to n0 ≤ 4/3 γnm−1/9 and (80e2)1/18 ≤ 0.75, one has (γn/n0)20 ≥
(80e2) [m (γn/n0)]
2, so that
20 log(γn/n0) ≥ log(80n2m2e2γ2/n20) = log(nem/n0) + log(80nemγ2/n0).
For odd values of l, let Sl(m,n, n0, γ) contain just one clustering matrix
corresponding to the uniform sequential clustering. Now, consider the set
S(m,n, n0, γ, L) =
∏L
l=1 Sl(m,n, n0, γ) with
(S.21) log |S(m,n, n0, γ, L)| ≥ (L− 1)n0
80
log
(
nem
n0
)
.
Let C = (C(1),C(2), · · · ,C(L)) and C′ = (C′(1),C′(2), · · · ,C′(L)) be two
sets of clustering matrices with C(l),C′(l) ∈ Sl(m,n, n0, γ) and let z =
(z1, · · · , zL) and z′ = (z′1, · · · , z′L) be the corresponding clustering functions.
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Let Λ and Λ′ be the tensors of probabilities corresponding to sets of cluster-
ing matrices C,C′ ∈ S(m,n, n0, γ, L). Then, similarly to the previous case,
using (S.11), derive
‖Λ−Λ′‖2 = 2
[L/2]∑
l=1
n(1−γ)∑
i=1
n∑
j=n(1−γ)+1
(Fz2l(i),z2l(j) − Fz′2l(i),z′2l(j))
2
=
2n
m
[L/2]∑
l=1
m(1−γ)∑
k=1
n∑
j=n(1−γ)+1
(Fk,z2l(j) − Fk,z′2l(j))
2
=
2n
m
[L/2]∑
l=1
n∑
j=n(1−γ)+1
‖F∗,z2l(j) − F∗,z′2l(j)‖
2 ≥ nα
2
8
[L/2]∑
l=1
‖C(2l) −C′(2l)‖H ,
so that by (S.20),
(S.22) ‖Λ−Λ′‖2 ≥ (L− 1)nn0α2/1280.
Again, similarly to the previous case, if α ≤ 1/4, then by Lemma 7, obtain
that the Kullback divergence is bounded above
(S.23) K(PΛ,PΛ′) ≤ 8 ‖Λ−Λ′‖2 ≤ 8Lnn0α2.
Set α2 = Cαn
−1 log(nem/n0) where Cα is an absolute constant and apply
Theorem 2.5 of Tsybakov (2009). Observe that if Cα is small enough, then,
due to (S.21) and (S.23), conditions of this theorem are satisfied, hence,
(S.24)
inf
̂Λ
sup
G∈Gm,L,s
C∈S(m,n,n0,γ,L)
PΛ
{
‖Λ̂−Λ∗‖2
n2 L
≥ C(γ) n0
n2
log
(
nem
n0
)}
≥ 1/4.
The nonparametric estimation error. Consider uniform sequential
clustering with n/m nodes in each group and group memberships remaining
the same for all l = 1, · · · , L. Let Q ∈ RM×L be the matrix with columns
q(l), l = 1, · · · , L, defined in Section 2.3. Denote V = QHT ∈ RM×L and
recall that for G ∈ Gm,L,s, by (11) and (12), matrix V should have at most
s nonzero entries.
Let k0 = min(s/2,M). Choose k0 rows among M rows of matrix V and
denote this set by X . If k0 = M , set X = {1, · · · ,M}. For k ∈ X , set
Vk,1 6= 0. We have already distributed k0 non-zero entries and have s − k0
entries left. We distribute those entries into the k0 rows Vk,∗ where k ∈ X .
Let
(S.25) s0 = [(s− k0)/k0] = [s/k0]− 1 with s/2 ≤ k0s0 < s,
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where [s/k0] is the largest integer no larger than s/k0. Consider a set of
binary vectors ω ∈ {0, 1}L with exactly s0 ones in each vector. By Lemma
4.10 of Massart (2007), there exists a subset T of those vectors such that
for any ω,ω′ ∈ T , one has
‖ω − ω′‖H ≥ s0/2 and log |T | ≥ 0.233 s0 log(L/s0).
Denote T˜ =⊗k∈X Tk, where Tk is a copy of the set T corresponding to row
k of matrix V. For ω(k) ∈ Tk, set
(S.26) Vk,∗ = (
√
L/2, · · · , 0) + αm/nω(k), if k ∈ X , Vk,∗ = 0 if k /∈ X .
It is easy to see that matrix V has at most s nonzero entries as required.
Let V and V′ be matrices corresponding to sequences ω(k) and ω′(k) in
Tk, k ∈ X . Let Λ and Λ′ be the tensors corresponding to V and V′. Then,
due to (S.25) and the uniform sequential clustering, (S.26) implies that
‖Λ−Λ′‖2 ≥
( n
m
)2
‖V −V′‖2 ≥
( n
m
)2 ∑
k∈X
‖Vk,∗ −V′k,∗‖2 ≥
α2k0s0
2
≥ α
2s
4
;
‖Λ−Λ′‖2 ≤ 4
(m
n
)2
α2
( n
m
)2
k0s0 ≤ 4α2s.
Set α2 = Cα log(L/s0). It is easy to check that, due to assumptions (33)
and (34), one has Qij ∈ [1/4, 3/4] for any i and j. Hence, by Lemma 7,
obtain K(PΛ,PΛ′) ≤ 8 ‖Λ − Λ′‖2 ≤ 32α2s. If Cα ≤ 2−8 · 0.233, then
32α2s < (1/8) log(T˜ ) and conditions of Theorem 2.5 of Tsybakov (2009)
hold.
Finally, in order to obtain the last term in (35), examine L/s0. If s < 2M ,
then k0 = s/2, s0 = 1 and L/s0 = L = Lm
2/m2 ≥ γLm2/s. If s ≥ 2M , then
k0 = M , s0 ≤ s/M and L/s0 ≥ LM/s ≥ Lm2/(2s) ≥ γLm2/s. Since for
some constant C(γ) > 0 independent of L and m, one has log(γLm2/s) ≥
C(γ) log(Lm2/s), obtain
(S.27) inf
̂Λ
sup
G∈Gm,L,s
C∈S(m,n,n0,γ,L)
PΛ
{
‖Λ̂−Λ∗‖2
n2 L
≥ Cγ s
n2L
log
(
Lm2
s
)}
≥ 1/4.
Finally, in order to obtain the lower bound in (35) observe that, for any
a, b, c ≥ 0, one has max(a, b, c) ≤ a+ b+ c ≤ 3max(a, b, c) and then combine
(S.17), (S.24) and (S.27).
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Proof of Theorem 4. Note that for Theorem 3 we proved the lower
bounds for the clustering error in the most restrictive case when C ∈
Zbal(m,n, n0, L, 1, 1). Moreover, in this proof, the connection probabilities
are set to be constant over time, hence due to condition (33), D∗k,l = 0 for
l ≥ 2 in assumption (31), so (31) holds for any K0 and ν0. Therefore, the
lower bounds for the risk due to clustering errors hold in this case and coin-
cide with the lower bounds in Theorem 3. For this reason, we only need to
prove the lower bounds that are due to the nonparametric estimation error.
The nonparametric estimation error. Consider a set up where the
nodes are grouped into m classes, n/m nodes in each class, so the model is
fully balanced. Let Gk,k,l = 0 for any k = 1, · · · ,m and l = 1, · · · , L.
Consider an even number L0 such that 1 ≤ L0 ≤ L/2 and a set of vectors
ω ∈ {0, 1}L0 with exactly L1 = L0/2 nonzero entries. By Lemma 4.10 of
Massart (2007), there exists a subset T of those vectors such that for any
ω,ω′ ∈ T one has
(S.28) ‖ω − ω′‖H ≥ L0/4, log |T | ≥ 0.233(L0/2) log 2 ≥ 0.08L0.
Denote K = {(k1, k2) : 1 ≤ k1 < k2 ≤ m} and let Tk1,k2 be the copies of T
for (k1, k2) ∈ K. Denote T˜ =
⊗
(k1,k2)∈K
Tk1,k2 and observe that
log |T˜ | = 0.5m(m − 1) log |T | ≥ 0.02m2 L0.
Then, ω˜ ∈ T˜ are binary tensors with elements ω(k1,k2)l , l = 1, · · · , L0, and
(k1, k2) ∈ K. Consider a set of matrices D(ω˜) indexed by ω˜ such that for
the index k = 1, · · · ,M, corresponding to (k1, k2) ∈ K, one has
D
(ω˜)
k,1 =
√
L/2; D
(ω˜)
k,l = αω
(k1,k2)
l−L0
, l = L0 + 1, · · · , 2L0, k = (k1, k2) ∈ K.
In order condition (31) is satisfied, we set
(S.29) α2 ≤ C1L−(2ν0+1)0 with C1 ≤ min(K221−2ν0 , 1/8).
Denote by Λ and Λ′ the probability tensors corresponding, respectively, to
ω˜ and ω˜′ in T˜ . Then, due to (S.28) and the symmetry,
‖Λ−Λ′‖2 ≥ α2
m∑
k1=1
m∑
k2=k1+1
‖ω(k1,k2) − ω′(k1,k2)‖H
( n
m
)2
≥ α
2n2L0
8
;
‖Λ−Λ′‖2 ≤ α2m(m− 1)(n/m)2L0 ≤ α2n2L0.
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Note that one has 1/4 ≤ Qk,l ≤ 3/4 provided ‖HTω(k1,k2)‖∞ ≤ 1/4 for
(k1, k2) ∈ K. By Assumption (33), the latter is guaranteed by α2L20/L ≤ 1/4,
so that, due to L ≥ 2L0 and ν0 ≥ 1/2, it is ensured by (S.29). Then, by
Lemma 7, one has
K(PΛ,PΛ′) ≤ 8 ‖Λ −Λ′‖2 ≤ 8α2n2L0 ≤ log |T˜ |/8
provided
α2 ≤ C2(m/n)2,
where C2 is an absolute constant. Therefore, application of Theorem 2.5 of
Tsybakov (2009) yields that
inf
̂Λ
sup
G∈Gm,L,s
C∈Zbal
PΛ
{
‖Λ̂−Λ‖2
n2 L
≥ ∆(n,L)
}
≥ 1
4
with ∆(n,m,L) = C α2L0/L where C is an absolute constant.
Now, we denote C23 = (C2/C1)2
−(2ν0+1) and consider two cases. If n ≤
C3mL
ν0+1/2, choose L0 = [(C1/C2)(n/m)
2]1/(2ν0+1) which leads to α2 =
C1L
−(2ν0+1)
0 = C2(m/n)
2. It is easy to check that L0 ≥ 2 and that L0 ≤ L/2,
so that
∆(n,m,L) =
C
L
[(m
n
)2] 2ν02ν0+1
.
If n > C3mL
ν0+1/2, choose α2 = C2(m/n)
2 and set L0 = L/2. Then, (S.29)
holds and ∆(n,m,L) = C(m/n)2 which completes the proof of the lower
bound in this case.
9.4. Proof of Theorem 5 . Denote WT = V and recall that S2 = CTC
where S2 is the diagonal matrix with entries N
(l)
k , the number of nodes in
the pair of classes k = (k1, k2) at time tl. Note that (CW
T )J = CVJ , so
that ΠC,J = CVJ [V
T
JC
TCVj]
−1VTJC
T can be written as
ΠC,J = CS
−1ΠS,J(CS
−1)T with ΠS,J = SVJ(V
T
J S
2VJ)
−1VTJ S.
Here, ΠS,J is the projection matrix on the column space of matrix SVJ .
Since (d̂, Ĉ, m̂, Ĵ) are solutions of optimization problem (38), for any J
and d∗ = vec(D∗), one has
‖a− ĈŴT d̂(Ĵ)‖2 + 2ρn Pen(|Ĵ |, m̂)(S.30)
≤ ‖a−C∗W∗Td∗(J)‖2 + 2ρn Pen(|J |,m∗),
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It follows from (18) that for any m,J,d and C
‖a−CWTd(J)‖2 = ‖(a−C∗W∗Td∗) + (C∗W∗Td∗ −CWTd(J))‖2
= ‖ξ‖2 + ‖CWTd(J) −C∗W∗Td∗‖2 + 2ξT (C∗W∗Td∗ −CWTd(J)).
Hence, plugging the last identity into the inequality (S.30), derive that
‖ĈŴT d̂(Ĵ) −C∗W∗Td∗‖2 ≤ ‖C∗W∗Td∗(J) −C∗W∗Td∗‖2(S.31)
+ ∆+ ρn Pen(|J |,m∗)− ρn Pen(|Ĵ |, m̂),
where, ∆ = 2|ξT (ĈŴT d̂
(Ĵ)
− C∗W∗Td∗(J))|. Note that, due to (22) and
(23), one has ĈŴT d̂
(Ĵ)
= Π̂
Ĉ,Ĵ
a with a is given by (18), C∗W∗Td∗(J) =
ΠC∗,Jθ
∗ and C∗W∗Td∗ = θ∗. Therefore,
∆ ≤ ∆1 +∆2 +∆3,(S.32)
∆1 = 2|ξTΠ⊥C∗,Jθ∗|, ∆2 = 2|ξT Π̂
⊥
Ĉ,Ĵθ
∗|, ∆3 = 2ξT Π̂Ĉ,Ĵ ξ.
In order to obtain an upper bound for ∆1 and ∆2, note that by Bernstein
inequality, for any C, m, θ, J and for any x > 0 with probability at least
1− 2e−x, one has
2|ξTΠ⊥C,Jθ| ≤ 2
√
2xρn ‖Π⊥C,Jθ‖2 + 4/3 ‖Π⊥C,Jθ‖∞ x.
Due to 2ab ≤ a2 + b2, obtain that with probability at least 1− 2e−x
(S.33) 2|ξTΠ⊥C,Jθ| ≤ 0.5 ‖Π⊥C,Jθ‖2 + 4
(
ρn + ‖Π⊥C,Jθ‖∞/3
)
x
Applying (S.33) to ∆1 with θ = θ
∗ and x = t > 0, using (39) and keeping
in mind that ‖Λ∗‖∞ = ‖θ∗‖∞ ≤ ρ∗n ≤ ρn, obtain
(S.34)
P
{
∆1 − 0.5 ‖C∗W∗Td∗ −C∗W∗Td∗(J)‖2 − 4 ρn(1 +B0/3)t ≤ 0
}
≥ 1−2e−t.
In order to obtain an upper bound for ∆2, note that, similarly to the proof
of Theorem 1, one has
‖ĈŴT d̂(Ĵ)−C∗W∗Td∗‖2 ≥ ‖(INL−Π̂Ĉ,Ĵ)C∗W∗Td∗‖2 = ‖Π̂
⊥
Ĉ,ĴC
∗W∗Td∗‖2.
Hence, due to condition (39), since ‖θ∗‖∞ ≤ ρ∗n ≤ ρn, obtain
P
{
∆2 − 0.5 ‖ĈŴT d̂(Ĵ) −C∗W∗Td∗‖2 ≤ 4
(
ρn + 1/3 ‖Π̂⊥Ĉ,Ĵθ∗‖∞
)
x
}
≥
P
{
∆2 − 0.5 ‖Π̂⊥Ĉ,ĴC∗W∗Td∗‖2 − 4 ρn(1 +B0/3)x ≤ 0
}
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Set x = t+R(m̂, Ĵ , L) whereR(m,J,L) is defined in (S.5). Applying inequal-
ity (S.33) with θ = θ∗ together with the union bound over m = 1, · · · , n,
C ∈ Zbal(m,n, n0, L,ℵ1,ℵ2) and J with |J | = 1, · · · ,ML, we derive
P {∆2 − 0.5 ‖ĈŴT d̂(Ĵ) −C∗W∗Td∗‖2(S.35)
−4 ρn(1 +B0/3)(t+R(m̂, Ĵ , L)) ≤ 0
}
≥ 1− 6e−t.
For an upper bound for ∆3, write
∆3 = 2ξ
T ĈŜ−1Π̂
Ŝ,Ĵ
(ĈŜ−1)T ξ = 2ηT Π̂
Ŝ,Ĵ
η.
Here, for any fixed Ĉ = C, due to Corollary 5, vector η = (CS−1)T ξ
has independent sub-Gaussian components such that, for any index i corre-
sponding to a pair of nodes k = (k1, k2) at time tl, one has
‖ηi‖2ψ2 ≤ 1.5 e2 max(‖θ∗‖∞, [N
(l)
k ]
−1).
Observe that, due to (10) and (27),
N
(l)
k1,k2
≥ 0.5n(l)k1n
(l)
k2
≥ 0.5ℵ21(n/m)2.
Therefore,
‖ηi‖2ψ2 ≤ ρm,n where ρm,n =
3e2
2
max
(
ρ∗n,
2
ℵ21
m2
n2
)
.
Therefore, by Lemma 5.5 of Vershynin (2012), obtain that there exists an
absolute constant C0 such that for any vector t one has
E[exp(ηT t)] ≤ exp(C0ρm,n‖t‖2).
Applying Lemma 3 with σ2 = 2C0ρm,n, derive that for any fixed C and J ,
one has
P {2ηΠS,Jη − 4C0ρm,n (2|J |+ 3t) ≤ 0} ≥ 1− e−t.
Again, taking a union bound overm = 1, · · · , n,C ∈ Zbal(m,n, n0, L,ℵ1,ℵ2)
and J with |J | = 1, · · · ,ML, we derive that, due to ρ∗n ≤ ρn, for some ab-
solute constant C˜0 one has
P
{
∆3 − C˜0max
(
ρn,
m̂2
n2
)
[R(m̂, Ĵ , L) + t] ≤ 0
}
≥ 1− e−t.(S.36)
where R(m,J,L) is defined in (S.5). The rest of the proof of (40) is very
similar to the proof of Theorem 1. In order to establish (41), follow the
arguments of the proof of Corollary 2.
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9.5. Proof of Theorem 6, Corollary 3 and Theorem 7 . This section con-
tains proofs for the upper and the lower bounds for the risks in the case of
graphon estimation.
Proof of Theorem 6. To prove (45), we approximate the graphon by the
DSBM and use inequality (21) in Theorem 1. In order to find an upper bound
for the bias term, we need to cluster the nodes and create an approximate
connectivity tensor Q. For this purpose, let h ≥ 1 be a positive integer and
denote κj = 1+ [(βj −βj−1)h] where [x] is the largest integer no larger than
x. For k = 1, · · · , κj and j = 1, · · · , r, consider a set of intervals
Uj,k = (U
(1)
j,k , U
(2)
j,k ] with U
(1)
j,k = βj−1+(k−1)/h, U (2)j,k = min{βj−1+k/h, βj}.
Intervals Uj,k subdivide every interval (βj−1, βj ] into κj sub-intervals of
length at most 1/h and the total number of intervals is equal to
m =
r∑
j=1
κj .
Re-number the intervals consecutively as U1, · · · , Um and observe that since
(βj − βj−1)h ≤ κj ≤ 1 + (βj − βj−1)h, one has
(S.37) h ≤ m ≤ h+ r.
The value m in (S.37) acts as a number of classes. Indeed, if ζi ∈ Uk, we
place node i into class Ωk and set Zi,j = I(j = k).
Let Θ∗ be the true tensor of connection probabilities. Set Φ∗ = Θ∗HT ,
Q = (ZTZ)−1ZTΘ∗ and V = QHT . Since H is an orthogonal matrix, the
bias term ‖CWTd(J) − θ∗‖2 in the oracle inequality (21) is equal to
‖CWTd(J) − θ∗‖2 = ‖ZV(ρ)H−Θ∗‖2 = ‖ZV(ρ) −ΘHT ‖2
= ‖ZV(ρ) −Φ∗‖2 = ‖ZV(ρ) −Φ∗(ρ)‖2 + ‖Φ∗ − (Φ∗)(ρ)‖2.(S.38)
The first term in the right-hand side of (S.38) describes how well the first
Lρ columns of matrix V(ρ) represent the first Lρ columns (Φ∗)(ρ) of matrix
Φ∗. The second term ‖Φ∗ − (Φ∗)(ρ)‖2 = ‖Θ∗ − (Φ∗)(ρ)H‖2 evaluates how
well Θ∗ is represented by Lρ columns of its coefficients in the transform H.
The upper bound for ‖ZV(ρ) − Φ∗(ρ)‖2 can be found by repeating the
calculations in Lemma 2.1 of Gao et al. (2015) with the only difference that
f is replaced by vl and there is an additional sum over l = 1, · · ·Lρ. Then,
we obtain
(S.39) ‖ZV(ρ) −Φ∗(ρ)‖2 ≤ K122ν1n2Lρ h−2ν1 .
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On the other hand, if ρ < 1, then by Assumption A,
(S.40) ‖Φ∗ − (Φ∗)(ρ)‖2 ≤
n∑
i1=1
n∑
i2=1
L∑
l=Lρ+1
v2l (ζi1 , ζi2) ≤ K2n2L−2ν2ρ
and ‖Φ∗ − (Φ∗)(ρ)‖2 = 0 if ρ = 1. Now, note that for given m and ρ, one
has |J | ≤ m2Lρ, so that
(S.41) Pen(|J |,m) ≤ C [n logm+m2Lρ log(25L1−ρ)] .
Therefore, (S.37)–(S.41) yield (45).
Proof of Corollary 3. Note that if ν1 = ∞, one can set h = 2, so that
the first term in (45) is equal to zero, h+ r ≤ 3r and
E‖Λ̂−Λ∗‖2
n2 L
≤ C
{
I(ρ < 1)
L2ρν2+1
+
( r
n
)2 1 + (1− ρ) logL
L1−ρ
+
log r
nL
}
.
Minimizing this expression with respect to ρ ∈ [0, 1] obtain the result in (46)
for r = rn,L. If r = r0, then
(S.42)
E‖Λ̂−Λ∗‖2
n2 L
≤ C
{
Lρ−1
h2ν1
+
I(ρ < 1)
L2ρν2+1
+
h2 logL
n2L1−ρ
+
log h
nL
}
.
Minimizing (S.42) with respect to h and ρ, obtain that the values h∗ and
L∗ = Lρ
∗
delivering the minimum in (S.42) are such that h∗ ≍ (n2/ logL)1/(2(ν1+1).
Hence, for some absolute constants C, one has log(h∗) ≤ C log n and
L∗ = Lρ
∗
= min
{
L,C
(
n2/ log L
) ν1
(ν1+1)(2ν2+1)
}
.
Therefore, (46) holds for r = r0.
Proof of Theorem 7. We consider the cases when r = rn,L and r = r0,
corresponding to piecewise constant and piecewise smooth graphon, sepa-
rately.
Piecewise constant graphon. Assume, without loss of generality, that
j = n/r is an integer. Consider a set up where the nodes are grouped into r
classes and values of ζj’s are fixed:
ζkj+i = βk + (i− 1/2)(βk+1 − βk)/j, k = 0, · · · , r − 1, i = 1, · · · , j.
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Then, there are j nodes in each class. Let Gk,k,l = 0 for any k = 1, · · · , r
and l = 1, · · · , L.
Consider an even number L0 such that 1 ≤ L0 ≤ L/2 and a set of vectors
ω ∈ {0, 1}L0 with exactly L1 = L0/2 nonzero entries. By Lemma 4.10 of
Massart (2007), there exists a subset T of those vectors such that for any
ω,ω′ ∈ T one has
(S.43) ‖ω − ω′‖H ≥ L0/4, log |T | ≥ 0.233(L0/2) log 2 ≥ 0.08L0.
Denote K = {(k1, k2) : 1 ≤ k1 < k2 ≤ r} and let Tk1,k2 be the copies of T
for (k1, k2) ∈ K. Denote T˜ =
⊗
(k1,k2)∈K
Tk1,k2 and observe that
log |T˜ | = r(r − 1)/2 log |T | ≥ 0.02r2 L0.
Then, ω˜ ∈ T˜ are binary tensors with elements ω(k1,k2)l ,l = 1, · · · , L0 and
(k1, k2) ∈ K. Consider a set of functions f (ω˜) indexed by ω˜ such that, for
βk1−1 < x ≤ βk1 and βk2−1 < y ≤ βk2 , their coefficients in the transform H
are given by
v
(ω˜)
1 (x, y) =
√
L/2; v
(ω˜)
l (x, y) = αω
(k1,k2)
l−L0
, l = L0+1, · · · , 2L0, (k1, k2) ∈ K.
Then, Assumption (42) holds. In order condition (43) is satisfied, we set
(S.44) α2 ≤ C1L−(2ν2+1)0 with C1 ≤ min(K221−2ν2 , 1/8).
Denote by Λ and Λ′ the probability tensors corresponding, respectively, to
ω˜ and ω˜′ in T˜ . Then, due to (S.43) and the symmetry,
‖Λ−Λ′‖2 ≥ 2α2
r∑
k1=1
r∑
k2=k1+1
‖ω(k1,k2) − ω′(k1,k2)‖H
(n
r
)2
≥ α
2n2L0
8
;
‖Λ−Λ′‖2 ≤ α2r(r − 1)(n/r)2L0 ≤ α2n2L0.
Note that one has 1/4 ≤ f(x, y, t) ≤ 3/4 provided ‖HTω(k1,k2)‖∞ ≤ 1/4 for
for (k1, k2) ∈ K. By Assumption (33), the latter is guaranteed by α2L20/L ≤
1/4, so that, due to L ≥ 2L0 and ν2 ≥ 1/2, it is ensured by (S.44). Then,
by Lemma 7, one has
K(PΛ,PΛ′) ≤ 8 ‖Λ −Λ′‖2 ≤ 8α2n2L0 ≤ log |T˜ |/8
provided
(S.45) α2 ≤ C2(r/n)2
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where C2 is an absolute constant. Therefore, application of Theorem 2.5
of Tsybakov (2009) yields (47) with ∆(n,L) = C α2L0/L where C is an
absolute constant.
Now, we denote C23 = (C2/C1)2
−(2ν2+1) and consider two cases. If n ≤
C3rL
ν2+1/2, choose L0 = [(C1/C2)(n/r)
2]1/(2ν2+1) which leads to α2 =
C1L
−(2ν2+1)
0 = C2(r/n)
2. It is easy to check that L0 ≥ 2 and that L0 ≤ L/2,
so that
∆(n,L) =
C
L
[( r
n
)2] 2ν22ν2+1
.
If n > C3rL
ν2+1/2, choose α2 = C2(r/n)
2 and set L0 = L/2. Then, (S.44)
holds and ∆(n,L) = C(r/n)2 which completes the proof of the lower bound
when r = rn,L.
Piecewise smooth graphon. Since r = r0 is a fixed quantity, without
loss of generality, we set r = 1. Let ζj = j/n, j = 1, · · · , n, be fixed. Let h
be a positive integer, 1 ≤ h ≤ n, and denote δ = 1/h. Consider a kernel
function F (x) such that F (x) is n1 > ν1 times continuously differentiable
and for any x, x′ ∈ R and some CF > 0
(S.46) supp(F ) = (−1/2; 1/2), |F (x)− F (x′)| ≤ CF |x− x′|ν1 .
It follows from (S.46) that |F (x)| ≤ CF for any x. Denote
(S.47) Ψk1,k2(x, y) = h
−ν1F (h(x − uk1))F (h(y − uk2))
where uk = (k − 1/2)δ, k = 1, · · · , h. It is easy to see that Ψk1,k2(x, y) =
Ψk2,k1(y, x) and, for different pairs (k1, k2), functions Ψk1,k2(x, y) have dis-
joint supports. Similar to the case of the piecewise constant graphon, con-
sider an even L0 ≤ L/2 and a set of vectors ω ∈ {0, 1}L0 with exactly L0/2
nonzero entries. By Lemma 4.10 of Massart (2007), there exists a subset T
of those vectors such that (S.43) holds for any ω,ω′ ∈ T . Let again Tk1,k2
be the copies of T for (k1, k2) ∈ K and denote T˜ =
∏
(k1,k2)∈K
Tk1,k2 where
K = {(k1, k2) : 1 ≤ k1 < k2 ≤ h}. Then,
(S.48) log |T˜ | = h(h+ 1)/2 log |T | ≥ 0.04L0h2.
For any ω˜ ∈ T˜ and l = L0 + 1, · · · , 2L0, define
v
(ω˜)
1 (x, y) =
√
L/2;(S.49)
v
(ω˜)
l (x, y) = α
h∑
k1=1
h∑
k2=k1+1
ω
(k1,k2)
l−L0
[Ψk1,k2(x, y) + Ψk2,k1(x, y)].
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It is easy to see that v(ω˜)(x, y) = v(ω˜)(y, x) for any x, y ∈ [0, 1]. Now we
need to check that conditions (42) and (43) hold.
Note that for any x, y, x′, y′, due to (S.46), obtain
|Ψk1,k2(x, y)−Ψk1,k2(x′, y′)| ≤ h−ν1
[|F (h(x− uk1)− F (h(x′ − uk1)||F (h(y − uk2)|
+|F (h(y − uk2)− F (h(y′ − uk2)||F (h(x′ − uk1)|
] ≤ Cψ [|x− x′|+ |y − y′|]ν1 ,(S.50)
where constant Cψ depends only on CF and ν1. Since functions Ψk1,k2(x, y)
have disjoint supports for different pairs of indices (k1, k2), the sums below
have at most four nonzero terms. Then, (S.50) implies that
∣∣∣v(ω˜)l (x, y)− v(ω˜)l (x′, y′)∣∣∣ ≤ α h∑
k1,k2=1
|Ψk1,k2(x, y)−Ψk1,k2(x′, y′)|
≤ 4αCψ
[|x− x′|+ |y − y′|]ν1 ,
so that (42) holds if α ≤ K1/(4Cψ). Also, it is easy to check that, by (S.46),
one has [v
(ω˜)
l (x, y)]
2 ≤ C2vα2h−2ν1 where Cv depends only on CF and ν1.
Therefore,
2L0∑
l=L0+1
(l − 1)2ν2 [v(ω˜)l (x, y)]2 ≤ C2vα2h−2ν1L2ν2+10 .
Hence, both assumptions, (42) and (43) are valid provided
(S.51) α ≤ min
(
K1/(4Cψ),
√
K2/Cv h
ν1L
−(ν2+1/2)
0
)
.
Denote by Λ and Λ′ the probability tensors corresponding to ω˜ and ω˜′ in T˜ ,
respectively. Let v˜(x, y) be a vector with v˜1(x, y) = 0 and v˜l(x, y) = vl(x, y)
for l ≥ 2. By (33) and (S.49), since Ψk1,k2(x, y) have disjoint supports, we
derive that for any ω˜ ∈ T˜ one has
|Λi,j,l − 1/2| ≤ ‖Hv˜(x, y)‖∞ ≤ ‖v˜(x, y)‖1/
√
L ≤ CvαL0h−ν1/
√
L.
Hence, Λi,j,l,Λ
′
i,j,l ∈ [1/4; 3/4] provided
(S.52) α ≤
√
Lhν1/(4CvL0).
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Then, by Lemma 7, since each ω ∈ T has exactly L0/2 nonzero entries
K(PΛ,PΛ′) ≤ 8‖Λ −Λ′‖2 ≤ 8α2L0/2
n∑
i,j
h∑
k1,k2
4
[
Ψk1,k2
(
i
n
,
j
n
)]2
= 16α2h−2ν1L0
n∑
i,j
h∑
k1,k2
F 2(h(i/n − uk1))F 2(h(j/n − uk2))
= 16α2h−2ν1L0
[
n∑
i=1
h∑
k=1
F 2(h(i/n − uk))
]2
.
Here,
n∑
i=1
h∑
k=1
F 2(h(i/n − uk)) =
h∑
k=1
∑
uk−δ/2<i/n≤uk+δ/2
F 2(h(i/n − uk))(S.53)
≈ n
h∑
k=1
∫ uk+δ/2
uk−δ/2
F 2(h(i/n − uk))dx = n
∫ 1/2
−1/2
F 2(z)dz,
so that
(S.54) K(PΛ,PΛ′) ≤ 16 ‖F‖42 α2h−2ν1n2L0
where ‖F‖2 is the L2-norm of F . On the other hand, due to the first in-
equality in (S.43) and (S.53), obtain
‖Λ−Λ′‖2
n2 L
≥ 2α
2
n2 L
2L0∑
l=L0+1
r∑
k1=1
r∑
k2=k1+1
n∑
i=1
n∑
j=1
[ω
(k1,k2)
l − ω′l(k1,k2)]2[Ψk1,k2(i/n, j/n)]2
≥ α
2h−2ν1L0
4n2 L
[
n∑
i=1
h∑
k=1
F 2(h(i/n − uk))
]2
≥ α
2h−2ν1L0
8L
‖F‖42.
Application of Theorem 2.5 of Tsybakov (2009) yields that (47) holds with
∆(n,L) = C α2h−2ν1L0/L provided K(PΛ,PΛ′) ≤ 1/8 log |T˜ |, which, due
to (S.48) and (S.54), is guaranteed by
4‖F‖42α2h−2ν1n2L0 ≤ (1/8) (0.04L0h2)/2
and leads to the following restriction on α:
(S.55) α ≤ hν1+1n−1/(40
√
2‖F‖22).
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Set
(S.56) h = n
1
ν1+1 , L0 = min
(
n
2ν1
(ν1+1)(2ν2+1) ,
L
2
)
, nL =
(
L
2
) (ν1+1)(2ν2+1)
2ν1
and consider two cases.
If n ≤ nL, then L0 is given by the first expression in (S.56) and in-
equalities (S.51), (S.52) and (S.55) hold if α2 is a small enough absolute
constant that depends on ν1, ν2,K1 and K2 only. In this case, ∆(n,L) =
C L−1n
−
4ν1ν2
(ν1+1)(2ν2+1) and (48) is valid.
If n > nL, then L0 = L/2 and again all inequalities (S.51), (S.52) and
(S.55) hold if α2 is a small enough absolute constant that depends on
ν1, ν2,K1 and K2 only. In this case, ∆(n,L) = C n
−
2ν1
ν1+1 which completes
the proof.
9.6. Proofs of supplementary statements. In this section, we formulate
and prove supplementary lemmas used in the proofs of other statements.
Lemma 2. Let ai be independent Bernoulli(θi) variables and consider
vectors a and θ with components ai and θi, respectively. Then, for any vector
z and any positive t and α one has
(S.57)
P
(
2|zT (a− θ)| > α‖z‖2 + 2t/α) ≤ 2e−t, E [exp(zT (a− θ)] ≤ exp(‖z‖2/8).
Proof. Validity of the Lemma follows from Hoeffding inequality (see, e.g.,
Massart (2007)).
Lemma 3. Let ξ be a vector with independent components, Eξ = 0 and
such that for any vector z and some σ > 0 one has
(S.58) E
[
exp(zT ξ)
] ≤ exp(‖z‖2σ2/2).
Then, for any matrix A and any positive t one has
(S.59) P
{‖Aξ‖2 > σ2 (2‖A‖2 + 3 ‖A‖2op t)} ≤ e−t.
Proof. Denote Σ = ATA and use Theorem 2.1 of Hsu et al. (2012). Obtain,
for any t > 0,
P
[
‖Aξ‖2 > σ2
(
Tr(Σ) + 2
√
tTr(Σ2) + 2t ‖Σ‖op
)]
≤ e−t.
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Note that Tr(Σ2) ≤ ‖Σ‖opTr(Σ) and 2√xy ≤ x + y for any positive x
and y. In order to complete the proof, recall that ‖Σ‖op = ‖A‖2op and
Tr(Σ) = ‖A‖2.
Corollary 4. Let ai be independent Bernoulli(θi) variables and con-
sider vectors a and θ with components ai and θi, respectively. Then, for any
matrix A and any positive t one has
(S.60) P
(
‖A(a− θ)‖2 > ‖A‖
2
2
+
3t ‖A‖2op
4
)
≤ e−t.
Proof. Denote ξ = a − θ and note that, due to (S.57), condition (S.58)
holds with σ = 1/2.
Lemma 4. (The packing lemma). Let Z(m,n) ⊆M(m,n) be a col-
lection of clustering matrices. Then, there exists a subset Sn,m(r) ⊂ Z(m,n)
such that for C1,C2 ∈ Z(m,n) one has ‖C1−C2‖H = ‖C1−C2‖2 ≥ r and
log |Sn,m(r)| ≥ log |Z(m,n)| − r log(nem/r).
Proof. For any clustering matrix C define the r-neighborhood of C as
B(C, r) =
{
C˜ ∈ Z(m,n) : ‖C˜−C‖H ≤ r
}
.
Let S˜n,m(r) be the covering set of Z(m,n) and |S˜n,m(r)| be the covering
number, the smallest number of closed balls of radius r whose union covers
Z(m,n). Let |Sn,m(r)| be the packing number of Z(m,n), the largest number
of points with the distance at least r between them. It is known (see Pollard
(1990), page 10) that
(S.61) |S˜n,m(r)| ≤ |Sn,m(r)| ≤ |S˜n,m(r/2)|
Note that |Z(m,n)| ≤∑
C∈S˜n,m(r)
|B(C, r)| ≤ |S˜n,m(r)|maxC∈S˜n,m(r) |B(C, r)|,
so that
(S.62) |S˜n,m(r)| ≥ |Z(m,n)|
/
max
C∈S˜n,m(r)
|B(C, r)|
and, also,
(S.63) |B(C, r)| ≤
(
n
r
)
mr ≤
(ne
r
)r
mr =
(nem
r
)r
.
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Now, combining (S.61) – (S.63), obtain log |Sn,m(r)| ≥ log |S˜n,m(r)| ≥ log |Z(m,n)|−
r log(nem/r) which completes the proof.
Lemma 5. Let γm and n/m be positive integers. Then, for n0 ≥ 1 and
γm ≥ 2, one has
log {(γn)!} − γm log {(n/m)!} ≥ γn
4
log(γm);(S.64)
log
{(
mγ
n0
)( n
m
)n0
(n0 − 1)!
}
≥ n0 log
(
γn
n0
)
+
n0
2
log
(n0
2
)
;(S.65)
6γn log(γm)− γn log(32mγ e) ≥ 0.(S.66)
Proof. Note that due to (S.12), one has
A1 = log {(γn)!}−γm log {(n/m)!} ≈ γn log(γm)−γm
2
log
(
2πn
m
)
+
1
2
log(2πγn).
Consider a function
F (x) =
3γn
4
log x− x
2
log
(
2πγn
x
)
+
1
2
log(2πγn).
It is easy to check that F (1) = 0 and that F ′(x) = 0.75 γn/x−0.5 log(2πγn/(xe)).
Replacing 2πγn/(xe) in F ′(x) by z and noting that the inequality 3e/(4π)z >
log z is true for any z > 0, we confirm that F ′(x) > 0. so that F (x) > 0 for
any x ≥ 1. Finally, in order to prove (S.64), observe that A1 = F (γm) +
γn log(γm)/4.
For the sake of proving (S.65), note that for every n0 ≥ 1 one has log[(n0−
1)!] ≥ 0.5n0 log(n0/2) and apply the first inequality in (S.12).
The validity of inequality (S.66) follows from γm ≥ 2 and the fact that
log(64e) < 6.
Lemma 6. Let ai be independent Bernoulli(θi) variables with 0 ≤ θi ≤
ρ < 1/2, i = 1, · · · , n. Denote ξi = ai − θi and
(S.67) ζ =
1√
n
n∑
i=1
ξi.
Then, ζ is a sub-Gaussian random variable with sub-Gaussian norm
(S.68) ‖ζ‖ψ2 = sup
p≥1
(
p−1/2 E|ζ|p
)1/p
≤ 3e
2
2
max
(
ρ,
1
n
)
.
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Proof. First, observe that we need to check inequality of the type (S.68)
only for an even integer p = 2m. Recall that ‖ζ‖ψ2 ≤ K0 provided E|ζ|p ≤
(K0
√
p)p = (K20p)
p/2 for every p ≥ 1. Suppose that E|ζ|2m ≤ (K1
√
2m)2m =
(2K21m)
m for every integer m ≥ 1 and some some K1 > 0. For any p ≥ 1
choose m such that 2m− 2 < p ≤ 2m which implies 2m < p+ 2. Then,
E|ζ|p ≤ (Eζ2m) p2m ≤ ((2K21m)m) p2m ≤ (K21 (p+ 2)) p2
Observing that p + 2 ≤ 3p for p ≥ 1, obtain that E|ζ|p ≤ [(√3K1)2p]p/2.
Hence, (S.68) is valid provided that for any m ≥ 1
(S.69) E(ζ)2m = E
(
1√
n
n∑
i=1
ξi
)2m
≤ (e2mρn)m, ρn = max(ρ, 1/n).
Note that
E(ζ)2m =
∑ E(ξm1i1 . . . ξmlil )
nm
where the sum is taken over all positive integers l,m1, . . . ,ml, i1, . . . , il such
that 2m = m1 + m2 + ml and i1, . . . , il are distinct. Note that Eξi = 0
for every i, hence, in the sum the terms with ml = 1 are equal to zero.
Therefore,
(S.70) E(ζ)2m ≤
∑
l
S(m, l)P (n, l)
E(ξm1i1 . . . ξ
ml
il
)
nm
where S(m, l) is the number of partitions of 2m unlabeled objects into l
distinct subparts of size at least two, and P (m, l) is the number of ways of
choosing l variables out of n (order matters since powers can be different):
S(m, l) =
(
2m− l − 1
l − 1
)
, P (n, l) =
n!
(n− l)! ≤ n
l.
Here, 2m− l − 1 ≥ l − 1, so that l ≤ m. Observe that due to
Eξki = θi(1− θi)[(−θi)k−1 + (1− θi)k−1] ≤ ρ,
(S.70) yields
E(ζ)2m ≤
min(m,n)∑
l=1
(
2m− l − 1
l − 1
)
ρl
nm−l
.
By considering the cases ρ ≥ 1/n and ρ < 1/n separately, it is easy to show
that
ρl
nm−l
≤ [max(ρ, n−1)]m = ρmn ,
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so that
E(ζ)2m ≤ ρmn
min(m,n)∑
l=0
(
2m− l
l
)
≤ ρmn
∞∑
l=0
(2m)l
l!
≤ ρmn e2m = (e2ρn)m
which implies (S.69) and, hence, (S.68).
Corollary 5. Let a ∈ [0, 1]n be a random vector with independent
Bernoulli(θi) components. Let ξ = a− θ and Z ∈ M(M,N) be a clustering
matrix with S2 = ZTZ = diag(N1, · · · , NM ). Define η = S−1ZT ξ. Then,
vector η has independent sub-Gaussian components with
‖ηk‖2ψ2 ≤
3e2
2
max(‖θ‖∞, N−1k ).
Proof. Validity of the Lemma follows from the fact that each ηk is of the
form (S.67) and is evaluated using a distinct set of components of vector ξ.
Lemma 7. (Proposition 4.2 of Gao, Lu and Zhou (2015)) Let
θ = {θi,j} ∈ [0, 1]n×n. Let Pθi,j denote the probability of Bernoulli (θi,j) and
the probability Pθ stands for the product measure Pθ = ⊗i,jPθi,j . Then, for
any θ,θ′ ∈ [1/4, 3/4]n×n one has
K(Pθ,Pθ′) ≤ 8
∑
i,j
(θi,j − θ′i,j)2.
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