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1. Introduction
There have already been a number of recent papers concerning the phenomena in coupled chaotic oscillators [1,3,4,10,11].
The systems of coupled chaotic oscillators provide an interesting class of nonlinear systems of differential equations that are
worthy of study for their mathematical properties. The purpose of this paper is to study the global behavior of solutions in
an ecosystem where two subecosystems (x1, y1, z1) and (x2, y2, z2) are coupled. Thus, the resulting coupled system to be
considered is⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
dx1
dt
= γ x1
(
1− x1
K
)
− m1x1
a1 + x1 y1 + c1(x2 − x1),
dy1
dt
=
(
m1x1
a1 + x1 − d1
)
y1 − m2 y1
a2 + y1 z1 + c2(y2 − y1),
dz1
dt
=
(
m2 y1
a2 + y1 − d2
)
z1 + c3(z2 − z1),
dx2
dt
= γ x2
(
1− x2
K
)
− m1x2
a1 + x2 y2 + c1(x1 − x2),
dy2
dt
=
(
m1x2
a1 + x2 − d1
)
y2 − m2 y2
a2 + y2 z2 + c2(y1 − y2),
dz2
dt
=
(
m2 y2
a2 + y2 − d2
)
z2 + c3(z1 − z2),
x1(0) > 0, y1(0) > 0, z1(0) > 0, x2(0) > 0, y2(0) > 0, z2(0) > 0,
(1.1)
where γ , K ,ai,mi,di > 0, i = 1,2. In the coupled system (1.1), xi(t), yi(t) and zi(t) represent the population densities of
prey, predator and top predator in subecosystem (xi, yi, zi) at time t , respectively. The growth of prey xi is logistic in the
absence of predation. The parameters γ and K are the intrinsic growth rate and the carrying capacity for the prey xi ,
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m1xi
a1+xi (
m2 yi
a2+yi ). d1,d2 are the death rates for predator yi and top predator zi , respectively. The positive numbers c1, c2
and c3 are the coupling strength which measures the effect of population density between subecosystems (x1, y1, z1) and
(x2, y2, z2). The coupling rule in the coupled system (1.1) is discretized Laplacian diffusive type balancing the same level
population density on subecosystems.
If c1 = c2 = c3 = 0, then the coupled system (1.1) represents an uncoupled three-level food chain. The individual dynam-
ics is governed by the following differential equations [2,6,8,9]⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎩
dxi
dt
= γ xi
(
1− xi
K
)
− m1xi
a1 + xi yi,
dyi
dt
=
(
m1xi
a1 + xi − d1
)
yi − m2 yi
a2 + yi zi,
dzi
dt
=
(
m2 yi
a2 + yi − d2
)
zi,
(1.2)
for i = 1,2. Many numerical experimental studies have shown that system (1.2) can have chaotic dynamics. Klebanoff
and Hastings [6] studied the dynamics of the system (1.2) using co-dimension two bifurcation theory to demonstrate the
existence of chaotic dynamics [5]. McCann and Yodzis [9] performed numerical simulation for the system (1.2). They showed
that chaos occurred in some region of the parameter space. Kuznetsov and Rinaldi [8] carried out bifurcation analysis,
alternating between a normal form approach and numerical continuation method [7], and then chaos was obtained via
a cascade of limit cycle bifurcation in a region of parameter space. Moreover, they showed that chaos in the system (1.2)
was a complex and global dynamical phenomenon. These results justify the interest in deeper understanding of complexity
of the coupled chaotic system (1.1). This paper is devoted to determining the limiting behavior of solutions of the coupled
system (1.1). We will show that the differences |x1 − x2|, |y1 − y2| and |z1 − z2| of any solution (x1, y1, z1, x2, y2, z2)
approach zero as t → ∞, provided that the coupling strength (c1, c2, c3) is in certain unbounded region of R3.
The rest of this paper is organized as follows. In the next section, we will present results on the positiveness and
boundedness of solutions of the coupled system (1.1). Section 3 contains the main theorem. Finally, we will present a brief
conclusion of our results in Section 4.
2. Preliminaries
In this section, we deal with some elementary properties of the coupled system (1.1). Biological systems require that
solutions remain nonnegative and that solutions do not tend to inﬁnity with increasing time.
Theorem2.1. Let (x1(t), y1(t), z1(t), x2(t), y2(t), z2(t)) be a solution of the coupled system (1.1), then x1(t) 0, y1(t) 0, z1(t) 0,
x2(t) 0, y2(t) 0, z2(t) 0 for all t  0.
Proof. We claim that
x1(t) 0, for all t  0, (2.1)
a corresponding proof holds for y1(t), z1(t), x2(t), y2(t) and z2(t).
Since x1(0) > 0. If (2.1) does not hold, then there exists the ﬁrst time t1 > 0 such that
x1(t1) = 0, dx1
dt
(t1) < 0 and x1(t) 0, for t ∈ [0, t1). (2.2)
From (2.2) and the ﬁrst equation of the coupled system (1.1), we have
dx1
dt
(t1) = c1x2(t1) < 0.
Since x2(0) > 0, this implies that there exists a time t2 < t1 such that
x2(t2) = 0 and dx2
dt
(t2) < 0. (2.3)
From (2.3) and the forth equation of the coupled system (1.1), we have
dx2
dt
(t2) = c1x1(t2) < 0,
which implies that there exists a time t2 ∈ [0, t1) such that x1(t2) < 0. This is obviously a contradiction to (2.2). Hence (2.1)
holds. This completes the proof of Theorem 2.1. 
Theorem 2.2. Solutions of the coupled system (1.1) are bounded.
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From the coupled system (1.1) and Theorem 2.1, we have
dx1
dt
+ dx2
dt
 γ x1
(
1− x1
K
)
+ γ x2
(
1− x2
K
)
 γ (x1 + x2) − γ
2K
(x1 + x2)2.
Let ξ = x1 + x2, then we have
dξ
dt
 γ ξ − γ
2K
ξ2.
A standard comparison argument shows that ξ is bounded, and this implies that x1 and x2 are bounded.
From the coupled system (1.1) again, we have
dx1
dt
+ dx2
dt
+ dy1
dt
+ dy2
dt
+ dz1
dt
+ dz2
dt
= γ x1
(
1− x1
K
)
+ γ x2
(
1− x2
K
)
− d1(y1 + y2) − d2(z1 + z2).
Let d =min{d1,d2}. Since x1 and x2 are bounded, there exists M > 0 such that
M  γ x1
(
1− x1
K
)
+ γ x2
(
1− x2
K
)
+ d(x1 + x2).
By Theorem 2.1, we obtain
dx1
dt
+ dx2
dt
+ dy1
dt
+ dy2
dt
+ dz1
dt
+ dz2
dt
 M − d(x1 + x2 + y1 + y2 + z1 + z2).
Let η = x1 + x2 + y1 + y2 + z1 + z2, it follows that
dη
dt
 M − dη.
By the comparison theorem, it follows that η is bounded, and this implies that y1, y2, z1 and z2 are bounded. This completes
the proof of Theorem 2.2. 
3. The main result
For convenience, we let
X =
[
x1
x2
]
, Y =
[
y1
y2
]
, Z =
[
z1
z2
]
,
f (x, y) = −γ
K
x2 − m1x
a1 + x y,
g(x, y, z) = m1x
a1 + x y −
m2 y
a2 + y z,
h(y, z) = m2 y
a2 + y z,
F (X, Y ) =
[
f (x1, y1)
f (x2, y2)
]
, G(X, Y , Z) =
[
g(x1, y1, z1)
g(x2, y2, z2)
]
,
H(Y , Z) =
[
h(y1, z1)
h(y2, z2)
]
, D =
[−1 1
1 −1
]
.
Then the coupled system (1.1) can be rewritten as vector form
⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩
dX
dt
= γ X + F (X, Y ) + c1DX,
dY
dt
= −d1Y + G(X, Y , Z) + c2DY ,
dZ
dt
= −d2 Z + H(Y , Z) + c3DZ .
(3.1)
Consider the following transformations
X = B
[
u
u¯
]
, Y = B
[
v
]
, Z = B
[
w
w¯
]
, where B =
[−1 1
1 1
]
. (3.2)v¯
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⎪⎪⎪⎪⎪⎩
du
dt
= γ u + Λ1u + Λ2v − 2c1u,
dv
dt
= −d1v + Λ3u + Λ4v + Λ5w − 2c2v,
dw
dt
= −d2w + Λ6v + Λ7w − 2c3w,
(3.3)
where
Λ1 = −γ
K
(x1 + x2) − m1a1 y1
(a1 + x1)(a1 + x2) ,
Λ2 = − m1x2
a1 + x2 ,
Λ3 = m1a1 y1
(a1 + x1)(a1 + x2) ,
Λ4 = m1x2
a1 + x2 −
m2a2z1
(a2 + y1)(a2 + y2) ,
Λ5 = − m2 y2
a2 + y2 ,
Λ6 = m2a2z1
(a2 + y1)(a2 + y2) ,
Λ7 = m2 y2
a2 + y2 .
By Theorems 2.1 and 2.2, it follows that there exists β > 0 such that |Λ j | β , for j = 1,2,3,4,5,6,7.
Perform a transformation by introducing new variables η and ζ :
v = η + P (t)u, w = ζ + Q (t)u, (3.4)
where P (t) and Q (t) are continuous functions. After some straightforward computation, the system (3.3) can be rewritten
as ⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩
du
dt
= γ u + Λ1u + Λ2η + Λ2Pu − 2c1u,
dη
dt
= −d1η + Λ4η − Λ2Pη + Λ5ζ − 2c2η,
dζ
dt
= −d2ζ + Λ6η − Λ2Q η + Λ7ζ − 2c3ζ,
(3.5)
provided that P and Q are the solutions of the following equations⎧⎪⎪⎨
⎪⎪⎩
dP
dt
= L1(P ) + (Λ4 − Λ1)P + Λ5Q − Λ2P2 + Λ3,
dQ
dt
= L2(Q ) + Λ6P + (Λ7 − Λ1)Q − Λ2P Q ,
(3.6)
where{
L1(P ) = (−d1 − 2c2 − γ + 2c1)P ≡ lP ,
L2(Q ) = (−d2 − 2c3 − γ + 2c1)Q ≡ qQ .
Deﬁne an unbounded region W of the positive coupling strength c1, c2 and c3 by the following
W = W (A, B,C) = {(c1, c2, c3) ∣∣ c1  A, c2  Bc1, c3  Cc2}.
Lemma 3.1. There exist positive constants A0, B1,C1 such that if (c1, c2, c3) ∈ W (A0, B1,C1), then there exists a unique solution of
Eq. (3.6) on the interval [0,∞).
Proof. Given any constant A0 > 0, there exist B0 > 0, C0 > 0 such that if (c1, c2, c3) ∈ W (A0, B0,C0), then we have q < l < 0.
Moreover, there exist positive constants M1,M2 such that
l−M1c2, q−M2c3.
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Hm =
{[
P (t), Q (t)
]T ∣∣ P (t) and Q (t) are continuous functions on [0, t∗] with
∥∥[P (t), Q (t)]T ∥∥≡ max
0tt∗
{∣∣P (t)∣∣2,
∣∣Q (t)∣∣2}m
}
.
Here, the positive number m is to be determined. Clearly, Hm is convex, closed and bounded. For any [P (t), Q (t)]T ∈ Hm ,
we deﬁne a function T by the relation
T
[
P (t)
Q (t)
]
=
[∫ t
0 e
l(t−s)[(Λ4 − Λ1)P + Λ5Q − Λ2P2 + Λ3]ds∫ t
0 e
q(t−s)[Λ6P + (Λ7 − Λ1)Q − Λ2P Q ]ds
]
≡
t∫
0
F¯ (P , Q )ds.
By the fact that |Λ j | β and [P (t), Q (t)]T ∈ Hm , we have that
∣∣∣∣∣
t∫
0
el(t−s)
[
(Λ4 − Λ1)P + Λ5Q − Λ2P2 + Λ3
]
ds
∣∣∣∣∣
(
βm2 + 3βm + β)
t∫
0
el(t−s) ds

(
βm2 + 3βm + β)
(−1
l
)
= (βm2 + 3βm + β) 1|l| ,
and ∣∣∣∣∣
t∫
0
eq(t−s)
[
Λ6P + (Λ7 − Λ1)Q − Λ2P Q
]
ds
∣∣∣∣∣
(
βm2 + 3βm)
t∫
0
eq(t−s) ds

(
βm2 + 3βm) 1|q|

(
βm2 + 3βm + β) 1|l| .
Thus ∥∥∥∥∥
t∫
0
F¯ (P , Q )ds
∥∥∥∥∥
(
βm2 + 3βm + β) 1|l| .
Now choose m such that
m = (βm2 + 3βm + β) 1|l| .
Moreover, let
m = 1
2β
{(|l| − 3β)− [(|l| − 3β)2 − 4β2] 12 }= 2β
(|l| − 3β) + [(|l| − 3β)2 − 4β2] 12
,
then m is bounded as we increase the coupling strength c2. Since l  −M1c2, it follows that |l| > M1c2. Choose B1 > B0,
C1 > C0 such that if (c1, c2, c3) ∈ Λ(A0, B1,C1), then q < l < 0, and
|l| − 3β > 0 and (|l| − 3β)2 − 4β2 > 0.
Then m > 0 for (c1, c2, c3) ∈ Λ(A0, B1,C1), and it is easily shown that T (Hm) ⊆ Hm . Also, there is a N > 0 such that∥∥∥∥T
[
P (t1)
Q (t1)
]
− T
[
P (t2)
Q (t2)
]∥∥∥∥ N|t1 − t2|,
for all t1, t2 ∈ [0, t∗]. This shows that the set T (Hm) is uniformly bounded and equicontinuous on [0, t∗] and therefore the
closure of T (Hm) is compact.
Since F¯ is uniformly continuous on Hm , given ε > 0, for any [P1, Q 1]T , [P2, Q 2]T in Hm , there is a δ > 0 such that
∥∥∥∥T
[
P1(t)
Q 1(t)
]
− T
[
P2(t)
Q 2(t)
]∥∥∥∥
∣∣∣∣∣
t∫
0
∣∣∣∣∣
∣∣ F¯ (P1, Q 1) − F¯ (P2, Q 2)∣∣ |ds| t∗ε,
if ‖[P1, Q 1]T − [P2, Q 2]T ‖ δ. This shows that T is a continuous mapping.
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it is easy to show that the solution is unique over [0, t∗]. Let I = [0, t¯) be the maximal interval for noncontinuable solution.
By the previous argument, for any tˆ > t¯ , we see that there exists the unique solution [P , Q ]T with ‖[P , Q ]T ‖m over [0, tˆ].
This shows that t¯ cannot be ﬁnite. Therefore, there is a unique solution [P , Q ]T of Eq. (3.6) with ‖[P , Q ]T ‖ m on the
interval [0,∞). This completes the proof of Lemma 3.1. 
In order to estimate the upper bound of ζ in the system (3.5), we need to introduce a further transformation to elimi-
nate the variable η in the third equation of the system (3.5). Consider the following transformation by introducing a new
variable θ
ζ = θ + R(t)η, (3.7)
where R(t) is a continuous function. Substitute (3.7) into the system (3.5) and let R(t) be a solution of the following
equation
dR
dt
= L3(R) + (Λ7 − Λ4 + Λ2P )R − Λ2Q − Λ5R2 + Λ6, (3.8)
where
L3(R) = (−d2 − 2c3 + d1 + 2c2)R.
Then the system (3.5) becomes⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩
du
dt
= γ u + Λ1u + Λ2Pu + Λ2η − 2c1u,
dη
dt
= −d1η + (Λ4 + Λ5R − Λ2P )η + Λ5θ − 2c2η,
dθ
dt
= −d2θ + (Λ7 − Λ5R)θ − 2c3θ.
(3.9)
Now, we are in the position to consider the existence and uniqueness of solution of Eq. (3.8). Choose a positive constant
C2  C1 such that if (c1, c2, c3) ∈ W (A0, B1,C2), then
(−d2 − 2c3 + d1 + 2c2) < 0.
Repeating the similar arguments in Lemma 3.1, it follows that there exist positive constants n and C3  C2 such that if
(c1, c2, c3) ∈ W (A0, B1,C3), then there exists a unique solution R(t) of Eq. (3.8) on the interval [0,∞) for which
sup
0t<∞
∣∣R(t)∣∣2  n.
The following result is our main theorem.
Theorem 3.2. Let (x1, y1, z1, x2, y2, z2) be a solution of the coupled system (1.1), then there exist positive constants A1 , B2 and C4
such that for any (c1, c2, c3) ∈ W (A1, B2,C4), we have
limsup
t→∞
∣∣x1(t) − x2(t)∣∣= 0,
limsup
t→∞
∣∣y1(t) − y2(t)∣∣= 0,
limsup
t→∞
∣∣z1(t) − z2(t)∣∣= 0.
Proof. Obviously,
|Λ7 − Λ5R| β + nβ.
Hence, from the third equation of the system (3.9), we have
dθ
dt
 (−d2 − 2c3 + β + nβ)θ.
Choose a positive number C4  C3 such that if (c1, c2, c3) ∈ W (A0, B1,C4), then
−d2 − 2c3 + β + nβ < 0,
a standard comparison argument shows that
limsup
∣∣θ(t)∣∣= 0. (3.10)t→∞
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|Λ4 + Λ5R − Λ2P | β + nβ +mβ.
Hence, from the second equation of the system (3.9), we have
dη
dt
 (−d1 − 2c2 + β + nβ +mβ)η + Λ5θ.
Choose a positive number B2  B1 such that if (c1, c2, c3) ∈ W (A0, B2,C4) then
L = −d1 − 2c2 + β + nβ +mβ < 0.
Consider the following differential equation
dξ
dt
= Lξ + Λ5θ.
Then
ξ = eL(t−τ )ξτ +
t∫
τ
eL(t−s)Λ5θ(s)ds,
where ξτ is the initial value at t = τ . From (3.10), given any ε > 0, there exists t1 > 0 such that for t > t1, it holds∣∣θ(t)∣∣< ε.
Thus, there exists a positive number M4 > 0, for t > t1, we have
∣∣∣∣∣
t∫
τ
eL(t−s)Λ5θ(s)ds
∣∣∣∣∣
∣∣∣∣∣
t1∫
τ
eL(t−s)Λ5θ(s)ds
∣∣∣∣∣+
∣∣∣∣∣
t∫
t1
eL(t−s)Λ5θ(s)ds
∣∣∣∣∣ βM4eLt
t1∫
τ
e−Ls ds + βε|L| .
This implies that
limsup
t→∞
∣∣∣∣∣
t∫
τ
eL(t−s)Λ5θ(s)ds
∣∣∣∣∣
βε
|L| .
Since ε is arbitrary, this clearly shows that
limsup
t→∞
∣∣ξ(t)∣∣= 0.
Therefore, by comparison theorem, we have
limsup
t→∞
∣∣η(t)∣∣= 0. (3.11)
The error bound of u(t) can be derived in the same way. Hence, there exists a positive constant A1 > A0 such that if
(c1, c2, c3) ∈ W (A1, B2,C4), then
limsup
t→∞
∣∣u(t)∣∣= 0. (3.12)
From (3.4), (3.7), (3.10)–(3.12), we have
limsup
t→∞
∣∣v(t)∣∣= 0,
limsup
t→∞
∣∣w(t)∣∣= 0. (3.13)
From (3.2), (3.12) and (3.13), it follows that
limsup
t→∞
∣∣x1(t) − x2(t)∣∣= 0,
limsup
t→∞
∣∣y1(t) − y2(t)∣∣= 0,
limsup
t→∞
∣∣z1(t) − z2(t)∣∣= 0.
This completes the proof of Theorem 3.2. 
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In this paper, we have considered the global asymptotic behavior of solutions of the coupled system (1.1). If the coupling
strength vanishes, then the dynamics of the individual subecosystem (xi, yi, zi) is governed by the three-level food chain
(1.2) which could have chaotic dynamics in certain regions of parameter space. With the help of nontrivial transformations
(3.4) and (3.7), we reduce the original coupled system (1.1) to coupled system (3.7) which is much simpler to analyze.
The main Theorem 3.2 asserts that the differences of the same level population density in subecosystems (x1, y1, z1) and
(x2, y2, z2) approach zero as t → ∞, provided the coupling strength (c1, c2, c3) ∈ W (A1, B2,C4).
Coupled systems have received increasing attention recently in population biology. General approach of coupled systems
appears to be attractive and important from both theoretical and applied point of view. As the ﬁrst investigation, our
analytic method is concerned here with only the biological question to determine the global behavior of the differences of
the same level population of the coupled system (1.1) for coupling strength (c1, c2, c3) ∈ W (A1, B2,C4). There are situations
where special treatment and more sophisticated mathematical approaches are necessary.
If we carry out a bifurcation analysis with respect to the bifurcation values c1, c2 and c3, the nature of these bifurca-
tions can be very complicated and it is diﬃcult to determine the dynamics of the coupled system (1.1) for all bifurcation
values. Our partial results for the bifurcation phenomenon are far from complete, but they suggest a number of interesting
questions for future work. In particular, the classiﬁcation for possible dynamics of each subsystem of the coupled system for
(c1, c2, c3) ∈ W (A1, B2,C4) is a challenging question which needs to be studied for the coupled system (1.1).
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