However, the space can be represented as the union of certain weighted Hardy spaces I? (w) (the closure of the polynomials in L*(w do)), and hence given the inductive limit topology H. We give a new proof of Yanagihara's characterisation of the dual of (N+, p). We prove that (N+, H) is an (incomplete) metrizable topological algebra in which Fourier series converge. We then study the individual spaces H'(w), prove asymptotic versions of SzegG's theorem and the Helson-Szego theorem on these spaces, and characterise the universal multipliers of their duals. 
INTRODUCTION
The Smirnoo class N+ consists of those functions f analytic on the unit disk D for which pmi$j log(l+~f(re")l)de=+-J log(l+If(eie)l)dO<co. B II (The boundedness of the integrals on the left implies that f is in the Nevanlinna class, and so has non-tangential limits almost everywhere on the circle. It is this boundary function that we mean in the second integral.) We shall define llfll by IISII = ,TF 1 &S, log(l + IfW")l) de. This is not a norm, but it does define a metric (p(f, g) := Iif'-gll), that makes N+ into a topological vector space. For basic facts about N+, see, e.g., [4, 71 or [lS] . In [22] N. Yanagihara found asymptotic bounds on the growth of the Taylor coefficients of a function in N+, and in [23] he used these to characterise the multipliers of N+ into H", and hence to find the dual of (N+, p). The first two results have recently been generalised by M. Nawrocki [ 161 to Banach space valued functions. We give simple proofs of Yanagihara's theorems in Section 1.
The Nevanlinna brothers proved that a function is in N+ if and only if it can be expressed as the ratio g/h, where g and h are in H2, the classical Hardy space, and h is outer ([17] , or see [4] There are two topologies associated with this representation of N+ : the usual locally convex inductive limit topology, which we shall call the Helson topology and denote H, in which a neighborhood base for 0 is given by those balanced convex sets whose intersection with each H2( Ihl 2, is a neighborhood of zero in H2( /hi'); and a not locally convex topology, which we shall denote I, in which a neighborhood base for zero is given by all sets whose intersection with each H2( [hi') is a neighborhood of zero. It is not immediately obvious that I is strictly stronger than H; but in [ 151, it was proved that I coincides with the metric topology p, which is not locally convex.
This 
We discuss this in Section 2. Multiplication with respect to this metric is continuous [25] , so it also follows that (N+, H) is a topological algebra. In [9] Helson showed that multiplication is separately continuous, directly from the definition of H, but proving joint continuity seems to require passing to the more tractable metric topology d in (0.1).
In Section 2 we also show that Fourier series converge in H (strictly speaking, we should talk about power series, because the functions are not necessarily summable on the unit circle; but as the series for an Z-P function is always called a Fourier series, we shall use this terminology). Observe that for any weight which is not a Helson-Szego weight, for example leie-112, Fourier series do not always converge in H'(w) [lo] . Indeed the Fourier series of l/( 1 -z) does not converge in any H2(w), nor in (N+, I). That the imposition of local convexity on the inductive limit makes the divergences disappear seems to reflect, in some vague sense, the symmetry of divergent Fourier series.
In Section 3 we consider the individual spaces H*(W), the closure of the (analytic) polynomials in L*( w de), where w is a positive integrable function. Letting w be the set of weights w for which ST log(w(eie)) dtl> -co, it is a famous result of Szego that evaluating a polynomial at zero extends to be a continuous linear functional on H*(W) if and only if w is in w. If this holds, it is easy to show that evaluating the nth Taylor coefficient at zero is also a continuous functional, and that the norms of these functionals grow more slowly than ecn, for any positive c. We prove that the bound can actually be replaced by ec$, and that this cannot be improved for general w (Theorem 3.1). We also prove an asymptotic Helson-SzegS theorem, on the angle between the subspace (in L*(w de)) of analytic polynomials of degree less than n, and the space of all co-analytic polynomials with no constant term-namely that the sine of this angle must decrease more slowly than e-'A for every positive c.
The principal result of Section 3 is the proof that the set of universal multipliers of the duals of all the H*(w)'s, as w ranges over "Iy-, is again the set of holomorphic functions whose Fourier coefficients decay like e PC x". Let us briefly explain its significance.
Let b be a function in the unit ball of H", the space of bounded analytic functions in the ball. The de Branges space X'(h) is defined to be the range of the operator (1 -T,, T,) 'I2 These spaces, originally introduced in [ 11, . have been the objects of much study recently. One question of particular interest is to determine, for fixed b, what functions multiply X(b) into itself-see, e.g., [14, 201 . The question splits into two cases, depending on whether b is an extreme point of the unit ball of H" (and no non-constant polynomial is a multiplier), or it is not (and every polynomial is a multiplier) [20] . In [2] , it is shown that a function m is a multiplier of every X(b), for b not an extreme point of the unit ball of H", if and only if m is a multiplier of H2(w)* for every w in $P"; and hence Theorem 3.2 shows that these hyper-smooth functions surface again in a different context. We thank Mark Davis and Henry Helson for their valuable suggestions.
THE DUAL OF (N+,p)
We shall need three lemmata, the proofs of which are elementary, and can be found in [18, 11.3.1 and 11.11.21. Then f<(n) = ec&(l+o(l)).
We first prove Yanagihara's theorem on the growth of Taylor coefficients IPI. Before giving our proof of Yanagihara's theorem on the dual of (N+, p), we first need one more lemma, about the size of the functions f, from Lemma 1.3. LEMMA 1.5. lim,,, 11 fJ = 0.
Prooj Let E > 0, and let 6 > 0 be such that if 11~1 < 6, then le" -11 < E. Let For any 0 < r < 1, the integral decomposes into the integral over the arc where reie is not in B,, which can contribute at most log( 1 + E), and the complementary arc, Z(c, r). But the integrand is always less than or equal to 2 + %(c/8)( 1 + reis)/( 1 -re"), so the contribution from Z(c, r) is at most (l/n) IZ(c, r)l + (c/S). As c decreases to zero, IZ(c, r)l gets small uniformly in r, so c can be chosen to make all the integrals in (1.6) for 0 < r < 1, arbitrarily small. 1
To characterise the dual of (N+, p), note that, because f (rz) tends to f(z) as r increases to 1, the polynomials are dense in N+, and so any continuous linear functional is uniquely defined by knowing its action on the monomials z". We shall let A denote the disk algebra, those functions analytic on D and continuous on the closure. It is easy to show that (N+, p) is actually complete (see, e.g., [6, p. 1231 or [23] ). This makes the proof of sufficiency above even easier-just apply the uniform boundedness principle [3, p. 521 to the partial sums. The uniform boundedness principle also proves that the bound in Theorem 1.4 cannot be replaced by O(e'"~ ) for any sequence c, decreasing to zero, for otherwise r(zn) = (l/(n + 1)2)eP'n%L would extend to a continuous linear functional that does not satisfy Theorem 1.7. Finally, the same ideas yield that if a sequence {Y,},"_~ multiplies N+ into HP for some p>O (i.e., C,"=, a,z" in N+ implies C,"=, anynzn is in HP), then, because Taylor coefficients of functions in HP can grow only polynomially fast [4, p. 981, {Y,},"_~ actually multiplies N+ into A", and must decay like e-C&. We shall say that a topology on N+ is Szegii if the functionals gH g(k) are continuous (equivalently, the forward and backward shifts are continuous). All natural topologies on N+ are Szego. Neco kc"
CONVERGENCE OF FOURIER SERIES IN
Thus C,"=, @kak converges for all g -x:,"=, akZk in Nf ; so by the BanachSteinhaus theorem [21, 9-3.71, @ is in (N+, H)*. Conversely, another application of the Banach-Steinhaus theorem (using that r is barrelled and Szegii) gives that (Nf, .r)* actually equals (N+, ,Y)*. Since both topologies are barrelled, hence Mackey, they must be the same. 1 We remark that various other conditions can also be proved to be equivalent; for example, requiring that T be metrizable and that the completion of (N+, r) be contained in the space of functions analytic on the open unit disk.
WEIGHTED HARDY SPACES
It is well known that a weight w is in -Iy if and only if there is an outer function h in H2 with IhI ' = w almost everywhere-see, e.g., [4] or [7] . Thus (N+, H)* consists of those functionals in H2(w)* for every w in %'". If w is in "llr, any sequence of polynomials that converges in H'(w) must converge almost uniformly on D, and hence converges to an analytic function on the disk (whose radial limits agree almost everywhere with the limit in H2(w)). Thus evaluating Fourier coefficients extends continuously to H2(w); knowing how rapidly the Fourier coefficients of a function in N+ can grow enables us to put a bound on the norms of these functionals. We believe that this "asymptotic Szegb theorem" is important, but it does not appear to have been noticed previously. Note that the bounds are for general w: for a specific w (e.g., w = l), obviously the bounds can be improved. For any element f in the dual of H*(w) we will write f = ~pz,~(k)zk to mean (zk, f) =m, so for any polynomial p = C,"=, ak.zk, the action off on p is given by <p,f)=jTpfd~= 2 akft(k).
k=O
We say that g is a multiplier of H*(w)* if, for every f in H*(w)*, gf is in H*(W)*. The following theorem says that the universal multipliers are precisely (N+, H)*. 
Proof
Necessity is clear, as 1 is in every H*(w)*, so every multiplier must itself be in H*(w)*.
For sufficiency, fix w in YY, and f in H*(w)*. Let g be given, with l~(k)l< C,eC'fi f or some positive c. We must show fg is in H*(w)*, i.e., there exists a constant K such that, for all polynomials p, But Jr IF+ P\*w dO=ja Iz'(F+ P)12w de, and z'(F+ P) is an analytic polynomial with one of its first 1 coefficients greater than or equal to l/21 ll4l,, so by Theorem 3.1 there is a constant C, such that IT Iz'(F+ P)l*wde> C,e-"a.
This gives the desired conclusion. 1
We remark that in [lo], Helson and Szegii found necessary and sufficient conditions for a weight w in YF to satisfy Sa IFI'w de ","p"ST I F+ Pl*w de< *' where F is an analytic polynomial and P is a co-analytic polynomial with no constant term. The condition is that log (w) be writable as u + 6, where u and u are in L"(U, de), IIu~I, <n/2, and v" is the harmonic conjugate of u. For weights which do not satisfy the Helson-Szego condition, Lemma 3.3 can be thought of as an asymptotic version.
CONCLUSION
Given a uniform algebra, with a distinguished homomorphism with (say) a unique representing measure, one can define a Smirnov class, and most of the classical theorems go through-see [6] , where it is called the Hardy algebra. In particular, the Smirnov class can be represented as a union of Hilbert spaces [6, V.4.41, and one can therefore define an inductive limit topology as above. How far can the results of this paper be extended to the abstract setting? For example, if the kernel of the homomorphism is singly generated by some function F, when can one represent the Smirnov class as convergent power series in F?
What is the Bass stable rank of N+? It is easy to see that the topological stable rank of (N+, H) is 2, but because the invertible elements are not open, there is no a priori reason that this should dominate the Bass stable rank. Determining the Bass stable rank of H" is hard-see [13] , where a lot of progress has been made-but, because all outer functions are invertible in N+, the problem here might be somewhat easier.
A final remark, for topological vector space enthusiasts: (N+, H) is a natural example of an ultrabornological space (i.e., the inductive limit of Banach spaces) that is not quasicomplete (for this, plus the fact that the dual is reflexive, would force (N +, H) itself to be reflexive, [ 11, p. 3031) .
