Abstract. In this chapter we describe a general strategy for the construction of wavelet bases when the loss of invariance under translation prevents the use of Fourier techniques. §1 Introduction
§1 Introduction
The construction of wavelet bases in the usual case of L 2 (1R) is based on the use of Fourier techniques, i.e., on the invariance under translation. However, in many practical cases, this invariance does not hold and one has to look for an other strategy. Such a new approach has been performed and used for the following examples:
•Wavelet basis of L 2 (D), where Dis an arbitrary open set of Rn, with Dirichlet boundary conditions [8] ;
• Wavelet basis of L 2 (I) , where I is an interval of lR, without any boundary condition [5, 10] , or with arbitrary boundary conditions [1, 2] ;
• Wavelets adapted to the differential operator T = D*aD, where a is the operator of pointwise multiplication by the complex-valued function a(x) which is not regular and which satisfies
••
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for L 2 (J), the multiresolution analysis must first be redefined. It is by far not the only example where the usual definition of multiresolution analysis is not suitable. The next section is devoted to the description of three of the above mentioned inhomogeneous cases.
Let us first return to the construction of wavelet bases in the classical case of L2 (JR). As we know, it starts by considering the subspace Wj, orthogonal to Vj in VJ+i· The fundamental theorem proves the existence of a function 'if; E Wo which has the same decay and regularity properties as g and of which all translated copies (translated by integers) form an orthonormal basis of W 0 . By scaling, one derives immediately that the functions 1/J;k(x) = 2~1/J(2ix -k), with k E 'ZZ, form an orthonormal basis of Wj· Further, by construction we have
Since the sum is orthogonal, the family ( 1/Jjk) j,kE'lL is an orthonormal basis of £ 2 (lR) and for any function f E L 2 (JR) we have f = L djk1/J;k , where djk = (!, 'l/Jjk) ,
j,kE7l
In practical situations, one starts at a coarsest level jo and one considers only j 2 jo. Thus, one uses the equality The first sum describes the projection off on Vj0 , i.e., the approximation off on the coarsest level and the decomposition of f on each W;, the missing details between two successive levels of approximation. Here we do not have equality of the norms anymore but only equivalence, i. e., there exists two positive constants A and B, not depending on jo, such that Most important is the unconditional convergence of the series because it means that the associated algorithms for analysis and synthesis are stable (the constants A and B do not depend on j 0 ). Although orthonormal bases may be convenient, they are not necessary for the practical use as long as the stability of the associated algorithms is preserved. This is why one may use unconditional but nonorthogonal bases. This choice means that, instead of each Wj, one will consider a nonorthogonal complementary set of Vj in V3+1, leading to another decomposition of L 2 (JR.):
or (5) where the sums are not orthogonal but only direct. We emphasise that the set of functions that form the bases of the spaces Xj does not directly form a basis of L 2 (1R). This fact must now be proved in order to make (4) or (5) hold. We shall see that these oblique spaces are constructed by hand, and their bases are explicitly given by the construction. Thus, on the one hand we have the standard wavelet bases for the wj spaces which trivially form a basis of L 2 (JR.) but are difficult to compute, and on the other hand we have explicit bases of the oblique Xj spaces, for which the property that they form a basis of L 2 (JR.) requires a specific proof. The second approach is clearly better adapted to numerical purposes and indeed used more and more.
Let us recall that, in order to prove the existence of an orthonormal basis of Wo and to effectively construct it in the translation invariant case, the essential idea is to systematically work on the Fourier side. This is no longer possible in the inhomogeneous cases. However, we may still have access to the oblique complement Xj, of Vj in Vi+1 and this allows us to construct Wi and its basis. More precisely, we can construct multiresolution analyses in such a way that an oblique complement of Vj in VJ+1 is always accessible. Finally, the bases of the Xj spaces are interesting for themselves. We have already mentioned their numerical simplicity. In addition, by a suitable definition of Xj we construct a basis that is adapted to different situations. This procedure gives us some additional freedom.
We now have shown the strategy of the construction: a redefinition of the multiresolution analysis and the construction of oblique complementary sets Xi of Vj in VJ+l· Then we shall need specific mathematical tools to prove that the bases of these Xj spaces form an unconditional basis of U V 1 ·. jE'll.
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The goal of this paper is not to show all the results and the details of the construction which one can find in the above mentioned references. We shall also willingly omit some aspects of motivation when they divert too far from our central point. Neither do we pretend to give an exhaustive overview of the results in this field of research (which is in rapid development) not even, in the above mentioned references. Our aim is to show the common skeleton of the construction of wavelet bases through three different examples which we assume to be representative of our purpose. These examples (1, a special case of 4 and 5 in the list above) are described in the next section. In the third section, we shall show the definition of the multiresolution analyses associated to them. Once the multiresolution analysis is given, the construction of wavelets may start. This is what is done in the section 4, while the section 5 is devoted to the mathematical tools which are needed to prove that the constructed wavelets form a Riesz basis of L,J V; indeed. In these three J sections, the approach is general and followed by the application to the specific examples. §2 Examples of inhomogeneous problems
We denote by A the set of the wavelet labels. A is the set of all the numbers >. = (k+ ~)2-i which have a one-to-one correspondence with the pairs (k2-i,ri), i. e., points in the position-scale plane. In the L 2 (lR) case, both j and k are taken from Ll, or if we choose the decomposition (1.3), k E 7l and j ~ j 0 . This expresses the fact that the union of all dyadic numbers is dense in lR. It can easily be generalised to lR n by considering k E :zzn and j E :ZZ. When one considers an interval or a fortiori an irregular mesh, k and j will be taken only from a part of :ZZ. For these cases, A will be precisely defined later. For the present time, the wavelets are labeled by>. EA which we assume to be adapted to each particular case. In the examples below, we call 2-io the largest scale taken in account. This implies that we shall consider decompositions of type (1.3) and (1.5).
Let us present the three examples.
The first is the construction of an orthonormal wavelet basis of L 2 (0), where n is an arbitrary open set of lR.n, with homogeneous Dirichlet boundary conditions. The wavelets will belong to cgm-2 (0), m ~ 1, i.e., they will be of regularity c 2 m-2 with support included in n (the last property reflects the Dirichlet conditions). In [8] , these wavelets are used to analyze the Holder and Sobolev spaces, CG(O) and Hg(O), 0 < r < 2m -2 and 0 < s < 2m -2. Briefly, this means that the size of the wavelet coefficients, (f, ' 1/J>.), off E L 2 (0) enables us to measure the degree of regularity off (see [11] chapter VI). In what follows, we shall not describe how this is done. However, this motivation is of importance because it sets a condition to how the multiresolution analysis is constructed. Actually, the key of the characterisation of Holder spaces by means of wavelet bases lies in the cancellation properties of the wavelets. It requires that the Vj spaces contain, in a certain sense, all the polynomials of degree less or equal to 2m -1 in each variable. • a is the operator of pointwise multiplication by the complex-valued function a(x) which is bounded and accretive, i.e.,
Notice that no assumption of regularity is made for a(x).
In [4] Let us show how we proceed once these special wavelets are known: 7) , is defined by 
and finally we have
So, when T>. and u;. have similar properties of size, decay and regularity, ( 4) can be seen as a "almost diagonalisation" of T. This is indeed the main motivation of the use of wavelets to characterise the domain of differential operators for which they constitute pseudo eigenfunctions. 
V;o) .
The third and last example concerns the construction of wavelets associated with a particular family of irregular meshes called r. These are defined as follows.
We set jo = 0. Let jr> be a strictly positive integer. Then we haver:= {j r;, where One sees that the meshes ri+1 are constructed from r 3 by addition of some poi_nts of 2-i-1 'll. Thus, r;p contains pieces of 2-ip:ll \ 2-Jp+ 1 'll nested in pieces of 2-3 'll for 0 < j < jp and all of 'll. The cone condition ensures that the transition between a zone where r; is a coarse mesh and one where r; is refined is not too abrupt. Finally, when we represent the sets of points ro and A;, 0 :5 j::::; jp, in the position-scale half plane, we see that they form cones which cluster in the intervals of finest meshsize. To understand the choice of these meshes, we first recall how a wavelet series converges in L.2(1l).
Let us consider f E L 2 (1l) represented by the wavelet series Let us assume that f belongs locally to a Sobolev space H 8 , s > 0, for instance, on an open interval I. Then the wavelet coefficients of f will satisfy:
kEZ/; j';::O,kEZ/; and L:
The expression (6) is the characterisation of L 2 , whereas (7) expresses the fact that f is more regular on the interval I (once more, we refer to chapter VI in [11] for the characterisation of functional spaces by wavelets). More generally, one knows that the more regular the function f is in xo, the quicker the coefficients djk decrease when j-> +oo and k2-j-> xo (see [6] and [7] for complete and precise results). Thus, when f is regular on the larger part of the domain under consideration and singular (or pseudo-singular) on the remaining part, the series (5) will be sparse and, in the scale-position half plane, the nonnegligible coefficients will be localised in cones condensing near the singularities.
Let us consider such kind of functions and assume that f is well described by its sampling points on the above defined mesh r. The wavelets which are constructed in [13] are associated with the points of Aj, i.e., they allow to represent f intrinsically by its wavelet coefficients computed from the sampled values on r.
In the following sections, we shall refer to the above cases as respectively El,E2, and E3. §3 Multiresolution analyses
The definition of the multiresolution analysis associated with any of the three above described problems is divided in two steps: the geometrical and the functional properties. In the first step, we define the sets of dyadic points which will approximate the geometry of the situation, i.e., the sets ri. The definition of the set of wavelet labels, A, will follow. In the second step, we define the functional spaces \,j-associated with these meshes.
Geometrical aspects
We already gave a description of the construction of the meshes r j (and Aj) for E3.
Let us now do it for El and E2. In both these cases it consists of restricting the dyadic grids 2-i'l.l,.
El-ri c ri'll,n is the set of all "I= 2-i k whose distance to 80. is greater or equal to (m + 1)2-1.
E2-For j 2: 0, ri is defined by: ri = {k2-i : 0 :S k :S 2i}.
Thus, in all cases, the so defined meshes satisfy the following properties:
• rj c rj+l for j, io :S j :S Jp, where, for E3: jo = 0 and jp is a strictly positive integer given by the mesh r, Op is r; for E2: jo = 0 and jp = +oo, n" is the interval (0, 1]; for El: nP is the open set n, jp = +oo and jo is an integer when n is bounded.
Functional properties
The main idea is to construct the Vj spaces in such a way that for any function f E Vj, the £2-norm of its values on rj, (/(-y)) 1 er;' is equivalent to the L 2 -norm of f. This means that there should exist two positive constants, A and B, independent of j, such that
where c; (-y) is a normalisation constant equal to: ri for E2, rJ,r for El and the distance to the nearest neighbour of -y in r 1 for E3. In other words, we need to prove: Propostion. On V;, the norm defined by the scalar product
is equivalent to the L 2 norm, uniformly with respect to j.
This result is nothing but a theorem of sampling on rj. It is obtained by the construction of the continuous functions b..j,-y E V;, which have the following property:
Lagrangian property). The fact that the set (b..J,,(x)),er; forms an unconditional basis of Vj is equivalent to the proposition. The motivation of this idea will become clear in the next section. Then, we shall see that it allows us to define the required supplementary set of V; in V;+1 very naturally.
Before we give the description of the multiresolution analysis in each particular case, let us mention which properties of the classical multiresolution analysis of L 2 (1R.) are preserved. Since the functions of V; are completely defined by their values on the meshes rj, the features of the new multiresolution analysis come very naturally from its geometrical properties as described above. We have, with the same notations as before, (1) V; c V;+1, (2) ."b. Vj is dense in L 2 (0p), J=Jo (3) for each Vj, there exists a family of regular and well localised functions, (A;,"Y(x))..,er;• which constitutes a Riesz basis of Vj. Neither the invariance under dyadic translation nor the scaling properties are preserved. Notice that for this reason, the bases of the Vj spaces are no longer deduced by scaling from the basis of Vo. Moreover, the basis of each Vj is not formed by a set of dilated and translated versions of a single function. However, their localisation is ensured by the following estimates, so-called standard estimates: for Ja I~ rand two constants C and ( (depending only on n and r)
(1)
Rem.ark. Point (2) deserves some additional attention for E3. We shall return to this in the remarks at the end of this section. 
where BV denotes the set of boundary points in rj adapted to each different situation. In our example, BV = {O, 1} whereas the example where V = H 1 (0, 1) and V* = HJ(O, 1), BV is the empty set. The latter ensures that the functions of V;
are equal to 0 at the end points of the interval.
Our second remark, still about E2, concerns the choice of the spaces V;. The spaces of piecewise linear splines are the simplest one can imagine. The authors of [4] chose them for this reason. It appears that the piecewise linear splines are sufficient for their purpose, which is not to construct wavelets adapted to the differential operator T for their own sake but to use them to prove Kato's conjecture on open sets of R. As usual, the very low regularity of the multiresolution analysis is the price to pay for the simplicity of the piecewise linear splines. There is however no reason to think that the construction could not hold for more complicated (and more regular) spaces V;.
In contrast to the above, the regularity of the multiresolution analysis constructed for El is essential, because the wavelet basis which is developed from it is used for the characterisation of the Holder spaces. Let us remark that only the splines of odd order are considered. Actually, it is known (see [11] , p.24-25) that the splines of even order cannot lead to cardinal (or Lagrangian) splines.
Finally, we return to point (2) for case E3. The functional space l) V; is not a J classical space. For convenience, we denoted it by L 2 (r) without any ambition of a precise description. For the present time, L 2 (r) has no other definition than this one which is derived from the Lagrangian multiresolution analysis. §4 Construction of the wavelets Now the multiresolution analysis has been defined, the construction of wavelets may start. We have divided it in two parts. The first part is devoted to the construction of the wavelets which are called "classical" because they are obtained by considering the usual orthogonal supplement, Wj, of Vj in Vf+1· This will lead to the desired orthonormal bases of Wj for El and E2 and the not less desired Riesz basis of Wj for E3.
In the second stage, we describe the construction of the "non-classical" wavelets, which are called so because they are obtained by considering oblique supplements of Vj in Vf+ 1. We shall explain how the wavelets 8;>..(x), .A E Aj, which satisfy the special cancellation property (2.1), are constructed and we shall propose an alternative for the Riesz basis defined for E3 earlier.
The "classical" wavelets
Let us consider the space Wi, the orthogonal supplement of Vj in V;+1 with respect to the £ 2 -scalar product, i.e.,
As we have already pointed it out, we do not have direct access to the spaces W 1 . However, we have defined the spaces Vj of the multiresolution analysis in such a way that we perfectly know how to construct an other supplement of Vj in Vf+1, which we call Ui. Let us now give the basic recipe for their construction. Since, from the theorem of sampling on rj+1, the functions of VJ+1 are completely determined by their values on ri+1, and since f;+i is the disjoint union of rj and Aj, we can We see that the space Uj, so-defined for this example, is fundamentally different from the previous one used for El and E2. Here Uj is a "wavelet space" since it is orthogonal to Vj with respect to a scalar product which is equivalent, on Y3+1, to the £ 2 -scalar product. We shall return to this in the next section.
Before this, however, we give few comments about the projection ITJ. This projection is explicitly known but its expression deserves a little attention. E3-For E3, one shows that the biorthogonal family (iS.j,-y) of (Aj,-y )-rEI' forms -yEI'j , also a Riesz basis of Vj. Thus, IIi is written in this case as:
or equivalently by, 
The "non-classical" wavelets
The non-classical wavelets are obtained by considering the proper oblique supplements of Vj in Vi+i· These supplements are not orthogonal to Vj with respect to the £ 2 -scalar product, but they are orthogonal with respect to another suitable scalar product (E3) or even, with respect to a bilinear (E2) or sesquilinear form (see another example of boundary conditions in [4] ). Depending on the choice of scalar product, or bi-(sesqui-) linear form, this specific orthogonality may imply, for the wavelets, specific cancellation properties. It may also allow to construct wavelets suitable for practical use in the sense that the associated analysis and synthesis algorithms are simple and fast. The two families of wavelets that we want to construct illustrate both possibilities.
We have already seen an example of construction of these "non-classical" wavelets for E3. They were obtained by considering the space Uj, supplement of Vj in VJ+i, nonorthogonal with respect with the L 2 -scalar product but orthogonal with respect to the scalar product on Vj+ 1 , (, )J+1 , which is equivalent, on Vj+ 1 to the L 2 -scalar product, i.e.,
The set of functions ( uA) AE/\j defined by (2) forms a Riesz basis of Uj, of which the elements are mutually orthogonal for the scalar product ( , )Hl· The very simple definition of the functions uA(x), >. E Aj, and the simplicity of the associated analysis and synthesis algorithms (see [13] ) make this basis a good candidate for practical applications.
To construct the wavelets (BA(x)hE/\j of the example E2, we define the space 
Thus Xj is defined by
and we have
where EB denotes the direct sum. Following the same approach as before, we define Pj, the projection associated with this direct sum from Vj+1 onto Vj, the null-space of which is Xi. Then I -Pj is the projection from VJ+l onto Xi which is an isomorphism from Wj to Xj, and functions defined by 
Then the functions defined by
>..'EA; form a Riesz basis of X;, orthogonal for B. We shall say that (lh(x)heA; is a B-orthogonal Riesz basis of X;.
Notice that we can describe the projection P; by the same procedure applied to theRiesz basisofVj. Ifwe denote the B-orthogonal Riesz basis of Vj by (v;(x) ) >..er;' we have
It is easy to see that the spaces Vj of the multiresolution analysis of L 2 (0, 1) defined for E2, are generated by the monomials 1 and x. Thus, the B-orthogonality of the spaces X; and Vj implies the desired cancellation property for the wavelets Remark. Notice that E2 combines two distinct goals. The first goal is the construction of a basis of L 2 (0, 1), consisting of wavelets which show precise boundary values. This is achieved by the definition of the multiresolution analysis. More precisely, once the idea of Lagrangian multiresolution analysis is adopted, the problem is reduced to the suitable choice of the geometrical aspects of the multiresolution analysis. The second goal consists of constructing wavelets adapted to a differential operator. It is achieved by the right choice of the supplement of Vj in VJ+i· This part is really separable from the first one. Indeed the construction of such wavelets was performed in (3] , independently of any interest for the interval. In the same way the construction of wavelets on an interval which show conditions at the boundary of the interval can be found in [1] . §5 Thus, the problem addressed in El has been solved, as well as part of the problem described in E3.
In 
for all x EI and>. EA and for all m such that \ml $ r, where r is the regularity of the multiresolution analysis from which the wavelets are derived (C and (are two positive constants). Moreover, the wavelets satisfy one of the following cancellation properties:
dx is small in a sense which will be made precise later.
Thus, we need to prove that two strictly positive constants A and B exist such that for any sequence (a>.) we have (3) and (4) The two inequalities will be treated separately. We start with (4).
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Inequality (4)
The proof of (4) follows from the combination of the properties (1) [12] . For the case when I is a finite interval of lR. it is shown in [4] .
In fact, the condition (5) 
µ.Ell.,lµCl:i.
We now have the result (see [4] (5) is sufficiently small.
Inequality (3)
The inequality (3) is obtained by duality, due to the following well known result. The method treated in this chapter is not the only alternative for the use of Fourier techniques to construct the wavelets. To conclude this chapter, we want to make some remarks about an other approach, that was initiated by Meyer [10] and followed by Auscher, Cohen, Daubechies and Vial [2, 5] . All this work is devoted to the construction of a basis of £ 2 (1) consisting of Daubechies' compactly supported wavelets. Here, the main idea is to complete the set of wavelets with support inside the interval (which do not generate the whole L 2 (I)) with a set of suitable functions. These functions show the advantage of being deduced from each other by dyadic dilation. The wavelets that are constructed in [10] do not satisfy any restrictive condition at the boundary of the interval. The construction is improved for numerical purposes in [5] . Finally, in [2] Auscher shows that one can prescribe boundary values for such wavelets. These wavelets also allow us to characterise the Sobolev spaces related to some homogeneous boundary value problem. One of the most important issues in wavelet theory is to construct wavelet bases on open subsets of R", which can be used for boundary value problems in partial differential equations. As we explained, this is already achieved on the interval (i.e., for n = 1) where the simplicity of the geometry enables us to use a natural and simple construction. However, the extension to higher dimensional cases is much more difficult (the complexity of the geometry is only one of the additional difficulties). We expect that the flexibility of the general construction exposed in this chapter will lead to such desired results.
A last important issue is the development of adaptive wavelet decompositions.
The construction of wavelets associated with a locally refined mesh of points, as is described in E3, was motivated by the development of adaptive schemes for the numerical approximation of the solution of partial differential equations in the presence of local singularities. The starting point of the construction in [13] was the adaptive algorithm for the periodic Burger equation, constructed by Liandrat and Tchamitchian [9] . This, however, is not the only direction to start investigations to apply wavelet research to the construction of adaptive codes for the numerical treatment of partial differential equations. Recently, much work has also been done in the field of adaptive multigrid methods, where the bases used for approximation are very much related to wavelet bases. It seems that a complete new field of research opens itself here at the interface of wavelet research and multigrid methods. We believe that this research area will generate many interesting results in the next few years.
