Thin nanomaterials are key constituents of modern quantum technologies and materials research. Identifying specimens of these materials with properties required for the development of state of the art quantum devices is usually a complex and lengthy human task. In this work we provide a neural-network driven solution that allows for accurate and efficient scanning, data-processing and sample identification of experimentally relevant two-dimensional materials. We show how to approach classification of imperfect imbalanced data sets using an iterative application of multiple noisy neural networks. We embed the trained classifier into a comprehensive solution for end-to-end automatized data processing and sample identification. arXiv:1911.00066v1 [cond-mat.mes-hall] 
I. INTRODUCTION
Since the isolation of graphene [1] , two-dimensional (2D) materials constitute an active area of research with numerous applications in optoelectronics [2] [3] [4] [5] and they serve as basic building blocks for a wide range of quantum devices [6] . This is owed to the van der Waals stacking technique [7] [8] [9] which allows for drastic modifications of the band structure by stacking different materials, varying the number of layers or the twist between the layers [10] [11] [12] .
High-quality Van-der-Waals devices consist of flakes that are typically prepared by mechanical exfoliation [1] . Suitable flakes are identified via visual inspection in an optical microscope [13] . The shape, size and homogeneity determine whether the flake is suitable for further processing. However, the observed difference in contrast and color of a flake with respect to the background does not only depend on its thickness and material, but also on the substrate that is used and on the settings of the microscope. This large parameter space makes the identification of usable flakes tedious and, while there exist proposed algorithmic solutions [14] [15] [16] [17] [18] [19] [20] [21] , a sufficiently general and fast algorithm is difficult to formulate.
In the present work we address the issue of fast and reliable identification of 2D material samples using a supervised machine learning algorithm. Machine learning has proven to be a successful method for addressing the classification of the large noisy data sets in many areas both in science and engineering [22] [23] [24] [25] [26] . In this context, the problem of 2D sample identification is particularly daunting due to the lack of data (suitable flakes are in general rare and hard to find). Moreover, the challenge we are addressing here is not only that of classification alone but a search for an end-to-end algorithm that enables scanning of the samples, pre-processing, fast classification * These two authors contributed equally and identification of the suitable flakes in the frame of reference of the original sample.
Dealing with realistic data sets can overwhelm even established machine learning methods, since the collected data can be insufficient, unbalanced, mislabeled and have high amount of noise. Here, we discuss the particular problem of the efficient collection of suitable hexagonal Boron Nitride (hBN) flakes. This problem is an example of the broader class of noisy classification problems: hBN is a crucial element of quantum devices experiments, but its collection is difficult, as appropriate flakes are exceedingly rare and qualitatively very different from each other. Finding hBN flakes typically requires many hours of expert human labor or advanced image processing software. The ideal flake is uniform, isolated from other flakes and has a certain thickness that is suited for a specific experiment. hBN is typically used as a flat substrate (in this case the thickness is not relevant) or as a gate dielectric (with thickness between 10 and 90 nm). In addition, different users may prefer slightly different flakes. These are issues that make machine learning and particularly neural networks highly apt for this task: the goal of machine learning is to extract general features from a possibly limited set of data. An additional advantage of machine learning methods is that, once trained, the model can be applied to new data in a matter of seconds as opposed to the repeated run of an computationally heavy algorithm.
In this paper we present a fully automated solution for identifying suitable hBN flakes on a wafer. We automatize a setup consisting of a microscope, a camera and a sample stage in a glovebox to scan wafers carrying exfoliated hBN flakes. In a pre-processing step flakes on the wafer are detected and uniformly formatted. A multi-layer convolutional neural-network is employed to identify promising flakes. In a last step the algorithm captures pictures of the promising flakes in a higher resolution. We report a success rate of our algorithm which is comparable to that of a human operator, while being significantly faster. 
II. ALGORITHM
Deep neural networks are the state of art candidates for solving diverse classification problems [27] [28] [29] [30] [31] [32] . Here we want to utilize a neural network to classify data on the fly, while they are being collected by the microscope and return the coordinates on the experimentally relevant parts of the sample as fast as possible. In this section, we show how to automatize this process, such that a human expert does not have to identify the suitable samples manually, but only needs to proceed, when the suitable samples coordinates have been automatically identified for them.
Our approach to collecting and classifying data consists of the following steps: (a) scanning, or automated data collection, (b) manual labeling of the obtained data, 
Scanning.
Step (a) is accomplished by an automated setup consisting of an off-the-shelf microscope, camera and sample stage in a glovebox. This setup scans wafers of exfoliated hBN and captures an image at fixed positions. Prior to the scan, the scanning area and focal plane of the sample are defined through user input. This step takes minutes and, crucially, is independent of wafer size. At each position the camera automatically adjusts the focus according to the user input and captures an image. The machine learning algorithm we explain below processes these images in parallel to the scan, thus avoiding any downtime of the setup. At a microscope magnification of 10× this procedure is capable of scanning 190s/cm 2 , significantly faster than the average human operator. Furthermore, due to the automation, the use of human and machine time can be significantly optimized. An example of a typical image obtained by sample scanning is shown in Fig. 1(a) .
Labeling. For training of the machine learning algorithm, the images obtained in step (a) are then labeled during step (b) by human operators who identify suitable flakes. The fact that different people label the data gives rise to a larger variability in the labeling of the data. The labeling and training step is only performed once. To facilitate the labeling process we developed a graphical interface, where the user simply clicks on the samples they consider suitable for further processing. The coordinates of the flakes within the given picture as well as within the whole wafer is saved for future identification.
Pre-processing. Having collected (and, in the case of the training phase of the algorithm, labeled) data, the preprocessing step (c) is applied. The minimal pre-processing algorithm identifies potential candidates for the usable flakes and formats them uniformly for the classification step. We use the Python Image Library (PIL) to check for large standard deviation in the data. Whenever the standard deviation exceeds a chosen threshold, the algorithm cuts out a fixed-size square around the given point. The square images (80 × 80 pixels) then become elements of the training set for the neural network. Already at this stage, every flake is uniquely identified by its coordinates with respect to the coordinate system spanned by three corners for the wafer. This identifier is kept throughout all further steps. Examples of suitable flakes are shown in the right hand column of Fig. 1(b) , while examples of unsuitable flakes are in the left hand column.
We use the pre-processing part of the algorithm to assign two labels to the training images. When the square image created around an interesting point in the data contains a suitable flake (identified in step (b)), that image is labeled as 'good'. Whenever the given square image does not contain any suitable flakes, it is labeled as 'bad'.
The data set contains a large number of unsuitable flakes that are not labeled as 'bad' by the standard deviation filter. The reason is that the used criterion has to be sufficiently loose and flexible such that no good flake would be missed independent of its size, thickness or the color of the wafer. This requirement is met by choosing an appropriate threshold value the standard deviation filtering.
We artificially increase the number of 'good' flakes in the training set by using image rotations and mirror reflections, such that each 'good' flake enters the training set in 6 different variations. This choice significantly shortens the preparation of the training set that contains a sufficient amount of 'good' flakes for successful training of our model.
As seen in Fig. 1(b) , the examples of both 'good' and 'bad' flakes are very diverse. On one hand, flakes that are too small, broken or simply just dust or pictures taken outside of the wafer all have to be identified as 'bad'. On the other hand the flakes of various thicknesses and shapes have to be recognized as good even against the background whose color can vary depending on the wafer. We are interested in flakes that have a thickness between 10 and 90 nm, resulting in blue, green and yellow flakes. This diversity of the different flakes has immediate consequences for the construction of the classification mechanism.
Training. In step (c), the set of training set images was created. The training step (d) builds a reliable binary classification model able to distinguish two classes of flakes: 'good' or 'bad'. Images with the label 'good' contain a flake that is a potential candidate for further processing steps. The label 'bad' is for all other images of flakes. In the following we provide a coarse description of the algorithm. The architecture of the network in use is shown in Fig.  1(c) . We employ a deep network consisting of 4 convolutional layers and one dense layer. The convolutional layers have 64, 64, 128, 256 filters respectively. The dense layer has 256 neurons (for further details see the Appendix A). The output of the network is the probability distribution between two classes 'good' and 'bad' in the output layer. In order to obtain the weights for the different neurons in the network it was trained using the training set.
After pre-processing step (c), the data set is highly imbalanced, meaning that the number of flakes with the label 'good' is very low compared to the number of flakes with the label 'bad'. Picking such an imbalanced dataset for training would result in a network that labels all the flakes with the label 'bad', not learning any feature of the flakes with the label 'good'. On the other hand, downsampling the number of 'bad' flakes would lead to a loss of the variability of the dataset.
We overcome these issues by forming balanced sets, the so-called batches, out of the labeled data and by creating an iterative protocol consisting of multiple neural networks. In particular, in each training step the network is fed a batch that consists of randomly selected 50% 'good' and 50% 'bad' flakes. Since the number of 'good' flakes is small, one has to be careful not to over-fit the features of the good flakes. We overcome this constraint by stopping the training while the network is still relatively noisy and has an accuracy around 90%. At this point we train further networks separately on the same training data. In our case we find that applying 3 separate models is optimal. When generalizing to other materials this number may differ depending on the particular training set: rarer or denser distribution of the desirable samples or different pre-processing criteria will influence it. If a given flake consecutively passes the 3 separately trained noisy classifiers there is a high probability that it is worth to be inspected by a human expert. The scheme of the iterative model is illustrated in Fig. 2 .
The iterative application of consecutive models proves successful in avoiding misclassified flakes. We show below that while a single neural net would misclassify a relatively large number of 'bad' flakes as 'good' simply because of their statistical significance, it is increasingly unlikely that multiple models will misclassify the same 'bad' flakes as 'good'.
Application of the model. Once the model is trained, we can apply it to any pre-processed data set that was not part of the original training data. The unique coordinates of each flake identified as 'good' by the algorithm allows us to easily navigate to any flake under the microscope and to use it for further processing or device fabrication.
III. RESULTS
Each of the three networks was trained on approximately 10 6 flakes. Of these, about 10 4 are labeled as good. We use, for the training, the batches of 200 flakes at a time. For each of these batches we run a back-propagation algorithm in order to adjust the weights connecting the neurons in the network. We repeat this process 1.2 × 10 5 times. These are the so-called training steps. We evaluate the performance of the model every 1000 training steps on a fixed evaluation batch consisting of 10% of the total number of 'good' flakes and an equal number of 'bad' flakes.
The evaluation loss and accuracy of all models are shown in Fig. 2 (b), (d) , (f). The evaluation loss is a cross-entropy between the label ('good' or 'bad') network determined and the label determined by an expert. The accuracy is the percentage of correctly identified flakes within the chosen evaluation batch (the evaluation batch is different for the different neural networks). The accuracy reached at the end of the training is between 87% − 88% as shown in Fig. 2 (b) , (d), (f). While the loss for the trained models keeps decreasing towards zero, the training is purposefully finished at its nonzero finite value as explained in Sec. II (see also Appendix A).
The performance of the protocol is shown in Fig. 2 . In the panel (a), the first network is applied on preprocessed un-labeled data (944 flakes in our case out of which 108 are 'good'. The network does not have access to this information). After the first application of the network we obtain 224 flakes out of which 98 are 'good' as determined by a human expert. We take these flakes and use them as input for the second network and so on. After the application of the third network we obtain 150 flakes out of which 86 are labeled as 'good' by an expert. The application of the networks takes a few seconds and it puts the human operator into a situation where approximately 55% of the flakes will be suitable for further experimental use (as opposed to less than 1% that would be recoverable from the direct data processing).
To evaluate the success of the protocol on the new unlabeled data we asked 3 human operators to independently evaluate a set of 100 flakes that the network selected as 'good'. The human operators denoted 73, 51, 45 flakes as 'good'. However, only 7 of the flakes have been denoted as 'bad' by all three experts. This is consistent with the benchmarks we obtained from the validation procedure of our protocol that led us to expect about 55% of the flakes would be of further use. The human validation is illustrated in Fig. 3 . One can observe considerable variability in the human assessment of the flakes and very small amount of images that have been considered mislabeled by all three operators.
Neural networks are known for their ability to generalize knowledge. While our algorithm performs well on hBN it was trained on, we can ask whether we can utilize the model we trained also for another material. We applied the model already trained on hBN on graphite. Graphite plays a similarly important role for quantum materials experiments as hBN. In Fig. 4 , we show an example of the typical microscope picture of a graphite sample (panel (a)), examples of 'bad' and 'good' flakes (panel (b)) and performance of the network on test set of approximately 11000 flakes (panel (c)). The network outputs 285 flakes out of which 15 (which corresponds to approximately 6%) were selected as 'good' by two independent human operators. The success here is considerably lower compared to 55% success rate in case of hBN. The reason is that only a specific thickness range of graphite is of experimental interest and the network selects quite broad range of thicknesses. We nevertheless succeeded in reducing significantly the task of the human operator. In addition to that, this results suggest that the network could be straightforwardly partially retrained for another material.
IV. DISCUSSION
We presented a fully automated method to evaluate the quality and suitability of 2D-material specimens for sample fabrication. Including every step from data-collection and pre-processing to the evaluation of suitable flakes, the algorithm removes 99% of redundant data without human assistance. From the remaining 1% of the flakes labeled as 'good' by the algorithm, approximately 55% are actually suitable for further experimental use. The exact percentage of the latter can vary significantly depending on the needs of the respective application. In our case, experiments with twisted bilayer graphene [33] require thick (90 nm) and huge flakes (100 µm), while samples used for nano devices [34] [35] [36] require thin (about 20 nm) and small (20 µm) flakes. Hence, almost all flakes, identified by the network are usable for one of our experiments, as seen in the human validation in Fig. 3 .
We trained and successfully tested our algorithm on the detection of hBN flakes. We applied the model without retraining on graphite samples. While the accuracy is significantly lower than for hBN, the algorithm is still successfully eliminating a high percentage of unsuitable flakes and leaves a human operator with the order of hundred flake candidates, out of which 5% are suitable for further processing. Given different thickness of graphite and therefore requirements on the color of the flakes, it is not surprising that the model does not show as high a success rate as for the material it was trained on. It however provides an indication that our model could be partially retrained on graphene for the required thickness range. Extending algorithmic strategies presented here to other 2D materials promises to facilitate the fabrication of a large variety of different 2D-material based devices [37] [38] [39] [40] . The ready-to-use algorithm is available at http://github.com/cmt-qo/cm-flakes. We provide both API for the automation of the data collection as well as pre-trained models that can be applied on newly collected raw data. Shimazaki. We acknowledge Rebekka Garreis, Chuyao Tong and Yongjin Lee for contributing to the labeled database. We thank Peter Blake for his help with the data acquisition from the microscope.
Appendix A: Neural Net Architecture
Neural networks are nonlinear functions of many parameters (weights and biases of each neuron) mapping input to output such that a certain cost function between input and output is minimized. This minimization is achieved by optimizing the weights and biases of the neuron using the back-propagation method [41] . In this work we use 3 neural networks separately trained on the same highly imbalanced training set consisting of approximately 10 6 samples. Roughly 10% of these samples correspond to flakes of 2D material that is labeled as 'good', or is of further experimental use. Not all these approximately 10 5 flakes are original, most of them have been created by mirroring and rotations of the rare experimentally collected good flakes. We train on batches of 200 flakes (100 of them 'good', 100 of them 'bad'). As discussed in the main text, this balance is crucial for optimizing the network variables correctly. We train the network on the training set consisting of 1.2 × 10 5 samples (flakes). We evaluate the model every 1000 training steps on a fixed evaluation batch consisting on 10% of the total number of 'good' flakes and equal number of 'bad' flakes. The accuracy at the end of the training is between 87% − 88% as shown in Fig. 2 (b) , (d), (f). The cost function we aim to minimize by training is the cross-entropy between the label ('good' or 'bad') determined by the network (y output ) and the true label assigned by an experimentalist (y target ) can be expressed as H(y target , y output ) = − j y target ln y output ,
where y target , y output ∈ {good, bad}. By trying to minimize Eq. (A1) we penalize the misclassification of both 'good' and 'bad' flakes and force the network to find the weights that leads to recovery of the correct classification label. Let us describe in more detail the structure of our models. As mentioned above each of the networks we use consists of 4 convolutional layers and 1 dense layer. The hyperparameters for the layers we use are summarized in Table I . The first convolution layer is defined with a larger kernel and stride and a low amount of filters. The deeper layers contain a larger number of filters and smaller kernels. The dense layer contains 256 neurons. These neurons are then connected to two output neurons that contain a probability that the given flake is good or bad respectively. The activation function for all the layers except the last is a rectified linear unit (ReLU), while the last layer contains a softmax activation function that transforms the values of the neurons into the probablity distribution. For a detailed overview of both the theoretical aspects and the practical implementation of neural networks we refer the reader to [26, 42] .
