Abstract. The overall goal of this work is to improve video delivery in emergency and rescue scenarios using sparse MANETs that might be prone to frequent link breaks and network partitions. The core idea of our approach is to reduce the number of MAC layer retransmissions that are likely to fail. We do not drop packets that could not be sent after the final retransmission. Instead we handle them in an overlay for storecarry-forwarding. The design of the overlay protocol takes the instability of the network into account, in such a way that each overlay entity works autonomously and keeps a minimum amount of state. Our experimental results show that we reduce packet loss seen on broken links, while at the same time significantly reducing overhead in terms of the total amount of packets transmitted at the physical layer.
Introduction
Mobile ad-hoc networks (MANETs) can provide valuable communication services for emergency and rescue (ER) operations in the absence of a working communication infrastructure. One such service is the transfer of video data from rescue workers wearing head-mounted video cameras to a remote command and control center (CCC). The dynamicity of MANETs, the possibility of short and long-term network partitions, and the fact that forwarding nodes might be small hand held devices introduce many hard research challenges [10] . However, this particular video service is in contrast to classical video streaming more tolerant to delay. Video data that is delayed for seconds, minutes or even hours can still be very useful in the CCC to understand what happened. We envisage in the CCC a video client that visualizes the availability of video sequences on a time axis, and allows play-out of live streams and browsing and play-out of locally stored video. The visualization will be immediately updated at the arrival of (delayed) video data. Therefore, video data that passed the play-out time should not be dropped, but instead delivered as fast as possible. Any video sequence might be still of importance.
In order to improve the delivery efficiency, we reduce in this work the number of MAC layer retransmissions that are likely to fail and prevent packet dropping at the MAC layer. Instead of dropping, packets are passed after the maximum number of unsuccessful retransmissions from the MAC layer to an overlay for delay tolerant store-carry-forwarding, called Dts-Overlay. It utilizes information from the routing table and the MAC layer to identify the most promising conditions for forwarding packets.
Packet loss at the MAC layer mainly happens if the link quality, i.e., signal strength, has degraded due to mobility, but the link is still registered in the routing table. In such cases, packets are passed from the transport layer via IP to the MAC layer, which in turn drops the packets after reaching the retransmission limit (typically seven). This problem exists until the routing protocol recognizes that the link is broken, e.g., through a missing hello message in OLSR. The high frequency of link errors between mobile nodes has stimulated cross-layer approaches like CIFLER [1] to use fast link error detection for fast link error recovery. COLLIE [2] is another approach to immediately react to link failures through link layer rate adaptation. Our solution is different; before the overlay sends a packet it checks both the routing table and the queue length at the link layer (Link Adapt ). Only if both indicate a working link to the next hop it passes the packet to the transport layer. Obviously, if a link is broken it does not make sense to try several retransmissions. Reducing the maximum number of retransmissions results in lower system load, but might lead also to higher packet loss rate. Therefore, the MAC layer returns in our solution after maximum retransmission trials the packet to the Dts-Overlay instead of dropping it (MAC Return). This is similar to the approach presented by Voorhaen et al. [3] where the packet is returned to the IP layer, assuming that an alternate route exists through which the packet can be sent instead. However, this assumption is not valid for scenarios with network partitions. In our ER application domain it might be the case that the CCC is only reachable from the location of the accident via message ferries [4] . Another cause of packet loss in MANETs is the separation of neighbourhood discovery in the routing protocol and address resolution in ARP [5] . We study in our system two solutions to avoid this packet loss. First, we avoid the need for ARP by assuming that the devices used during an ER operation are configured and all IP and MAC addresses are exchanged a priori (Static ARP ). Second, when a new link appears in the routing table, the overlay provokes the address resolution of the connected node and sends only video packets to the node after its address is resolved (ARP Adapt ).
All core design decisions are based on measurements performed in real-world experiments. Our ns-3 based evaluation shows that the combination of these mechanisms leads to minimal packet loss, reduced overhead, and neglectable increased delay. The remainder of this paper is structured as follows: Section 2 presents system design and implementation, Section 3 the evaluation, related work is discussed in Section 4, and Section 5 summarizes the main achievements and presents future work.
Design and Implementation
This section explains the design of our solution which is based on UDP, IP, OLSR [6] , and cross-layer enabled IEEE 802.11b (see Figure 1) . First, we analyze MAC layer issues and describe the details of our MAC support. Then, we describe Dts-Overlay, and how we address ARP related packet loss. Finally, we present our implementation. 
MAC Layer Issues
IEEE 802.11 minimizes link layer packet loss through positive acknowledgements (ACK frames) and retransmissions if no ACK is received. In current implementations, the default value for the maximum limit of (re-)transmissions is seven, i.e., after seven unsuccessful transmissions the packet is dropped. There are two reasons for packet loss in IEEE 802.11, collisions and link quality. For the first one, more retransmissions will likely result in successful transmissions, while this is not true for links of inadequate quality. In MANETs, link quality might be degrading quickly due to mobility and links might not exist even if they are listed in the routing table, i.e., the routing table is outdated. Obviously, it does not make sense to initiate packet retransmission over a low quality link and especially not over a non-existing link. Reducing in these situations the maximum retransmission limit saves energy and bandwidth, and reduces the probability of collisions. The latter is especially important in highly loaded networks. Results from our experiments with a Nokia N900 as forwarding node in a small MANET [7] reveal a high amount of MAC layer retransmissions when reaching the saturation point in a real wireless ad hoc network setting. The high amount of retransmissions is not only consuming the senders energy and link bandwidth, but also energy and bandwidth of all nodes that are in communication distance to the sender. To investigate this further and identify a better limit for number of retransmissions, we study the overall effect of different retransmission limits in Section 3. Four cases need to be considered when the MAC layer in the original 802.11 implementation would drop packets: (1) The link towards the destination is down, but there exist another route. (2) The link towards the destination is down, and there exist no alternative route. (3) The receiving node is not able to forward traffic at the rate received from the link [7] . (4) Congestion and collisions lead to taildropping in the MAC retransmission queue at the sender side, or rather unlikely, the packet is lost due to collision in all retransmission trials.
For case (1) , it is sufficient to hand the packet back to the network layer for re-routing, like in [3] . For case (2) , the packet should be handed to the DtsOverlay for being temporarily stored in the store-carry-forward buffer. For case (3), retransmissions only worsen node contention, thus we either re-route, or temporarily store packets in the forward buffer. Case (4) should only happen in overload situations, thus it is necessary to reduce the load, i.e., less retransmissions and temporary storage. To strive for simplicity and to be minimal invasive with the MAC layer we hand in all cases the packet to the Dts-Overlay. The cost of this is limited. We have measured the costs of passing a packet through an overlay instead of passing it directly to the network layer, on a Nokia 810 running in energy saving mode with low CPU and bus frequency. Results from our two-hop test-bed indicate that throughput is not worsened, and the additional delay is approximately 10 %. In higher CPU frequency settings, this share of additional delay is even reduced.
Dts-Overlay
The fundamental task of the Dts-Overlay, is to make forwarding decisions, and store transit packets when it is not meaningful to forward them. The Dts-Overlay is formed by autonomously working instances on each node, and packets are forwarded by Dts-Overlay hop-by-hop. Forwarding decisions are based on link status from the MAC layer, and route status from the routing protocol. It is the goal to transport all packets as close as possible to the destination, i.e., the CCC in ER. Dts-Overlay handles packets as follows: (1) If OLSR reports that no route to the destination exists, we check for recent routes in the network topology history, which is kept by Dts-Overlay. (2) If a recent route suggests a next-hop that is within the range of the current node, packets are sent to this next-hop. This is based on the heuristic that the next hop node on the recent route to the destination is probably closer to the receiver. (3) If there are no recent routes, we temporarily suspend transmission by maintaining the packet in a store-carryforward buffer part of the Dts-Overlay. (4) If the next-hop is identified, we check to see if the MAC layer retransmission queue is filling (representing link status). In that case, we also suspend transmission.
To efficiently leverage message ferries, we currently assume that their IP address is in an a priori defined address range, i.e., message ferries can be identified when their IP address appears in the routing table. Message ferries are used as follows: when no route is found to the destination (CCC), and there exist route(s) to carrier nodes, the packets are forwarded to the closest carrier. To avoid packets looping back, we do not forward packets from carrier to carrier.
In a separate thread of execution, we monitor route updates in the routing table. As route notifications appear, we loop through all suspended packets and see if any of the suspended packets matches the new route(s). If so, they are forwarded to the suggested next-hop. Figure 2 shows the main components of the system, and the main flow of function calls and information exchange between them.
To/from video application The Coordinator component implements the main interface (send / receive primitives) for the video streaming applications, and holds the UDP socket used for all peer communication. It is responsible for forwarding and receiving packets from other Dts-Overlay peers through the network, and packets scheduled for retransmission from the store-carry-forward buffer.
The main function of the Decision Maker is to provide the next-hop IP address for a given packet destination, and control the store-carry-forward buffer. Currently, it implements a simplified and adapted version of the TCP congestion control algorithm to control the send rate in which the feedback is not provided by the receiving node, but instead by the local link status. It is the responsibility of the Resource Manager to collect and monitor network state information. Figure 2 illustrates from where it obtains this information. The resource manager serves as information broker, and provides data to the Decision Maker. It also serves as the entry point for packets that reach the final retransmission limit at the MAC layer.
We have implemented the store-carry-forward packet buffer as a drop tail FIFO queue. The size of this queue represents a tradeoff between memory consumption, and delay tolerant packet forwarding. Currently, we have a relatively large queue size (500 MB) to avoid tail dropping. Recent developments in solidstate drives provide relatively cheap, large and fast storage to the mobile devices.
Thus, we expect that for low bit rate video streams within relative short network scenarios, it is realistic to expect that the buffer sizes do not limit the store-carry-forward capabilities of nodes. Packet exchange between peers is performed through overlay messages. Currently, the header is very simple; it only keeps the IP address of the destination. This information is lost at the IP layer, since overlay messages are only sent hop-by-hop.
Address Resolution
Carter et al. [3] identified ARP as one cause for packet loss in case several packets are sent immediately after an ARP request before the resolution process has finished, because only one packet could be buffered in ARP. Despite substantially increased buffer space in ARP in the recent ns-3 implementation, we identified a severe packet loss between the Dts-Overlay and the MAC layer. Packets are still silently dropped at the IP layer, when a MAC address for a given IP destination (reported by the routing protocol) has not been discovered. Further investigations revealed that this happens in cases the ARP reply is lost. To avoid these packet drops, we have implemented and evaluated two different approaches. First, we avoid the need for ARP by assuming that all devices in an ER operation are configured a priori with fixed IP addresses and all IP and MAC addresses are stored on all devices. In our second solution, we assure that the address resolution process is successfully finished before sending video packets, by sending an empty dummy packet to the IP destination. This leads to some overhead in terms of transmitted bytes, but our results show that the gain in packet reception at the destination is significant.
Implementation
We have adapted an already existing UDP based application for transmitting video traces (UdpTraceClient) which is part of the ns-3 code distribution. It generates UDP packets with packet sizes based on a given video trace, and adds a sequence number and timestamp to each packet. Dts-Overlay is implemented in C++ as an ns-3 application. This should make it easily portable to real devices. We achieve cross-layer parameter exchange through the use of the ns-3 object aggregation system. In essence, ns-3 models network nodes and its protocol instances as objects. The smart pointer system enables access to these objects. This means that our Resource Manager component, realized as an object, can interact with, e.g., the OLSR routing protocol instance through function calls. We have implemented function calls within the ns-3 implementation of the IEEE 802.11 MAC layer, the ARP protocol, and the OLSR routing protocol that enables the Resource Manager to get the necessary state data. 
Evaluation
In this section, we consider three network topologies, (1) ER scenario, (2) Figure 3) . On-location nodes move with a speed of 2 m/s (approximately walking speed) 10 s pause time, according to the Random Walk mobility model, within a 500 m x 500 m area. Carrier nodes pause both at the CCC and on location for 60 seconds, allowing data exchange. During the carrier phase, they move following a straight line at 10 m/s, the distance is 1750 m. The CCC node is not moving at all.
In addition to the ER scenario, we consider (2) Sparse MANET with area size 1250 m x 1250 m, and (3) Dense MANET with area size 250 m x 250 m. Each with 20 nodes, Random Walk mobility, node speed of 2 m/s, and 10 s pause time. In all network scenarios, nodes use IEEE 802.11b in ad-hoc mode. The devices simulate direct-sequence spread spectrum (DSSS) modulation, and a constant data transmission mode of 11 Mbps. For modelling the wireless channel, we utilize the constant speed propagation delay model, and the Friis propagation loss model.
Workload and metrics
The workload consists of a single unicast stream of the video entitled Foreman, obtained from the Video Traces Research Group 2 . The resolution is CIF (352x288) with a 25 fps frame rate, and the video is pre-encoded using H.264 baseline profile with a target bitrate of 256 kb/s. We packetize the H.264 encoded video into a .mp4 container, with MTU size set to 1400 bytes. The 12-second video stream is repeated 300 times, i.e., we obtain a total duration of 1 hour.
For the dense scenario, our purpose is to identify how MAC support handles packet collisions. To achieve this, four UDP streams are sent between randomly selected intermediate nodes. Each UDP stream comprises 7500 packets per second with a uniform packet size of 1024 bytes. The resulting bitrate is higher than the available bandwidth, thus packet collisions are provoked.
We use four metrics to evaluate our solution: the percentage of video packets that are correctly received at the destination, denoted packet reception Rx v ; number of packets that are stored in intermediate nodes, denoted buffered packets B uf ; the percentage of lost packets, denoted packet loss P l ; and the overhead in terms of the total number of bytes of video packets transmitted at the physical layer, denoted T x t . Since we support delay tolerant video transfer it does not make sense to use video quality measures based on signal to noise ratio. All numbers are averages from five experiment runs, unless otherwise stated, and we present the standard deviation (σ).
Results
In the MAC Support evaluation, we compare five configurations (C3 -C7) to evaluate the effect of MAC Return (MR) and Link Adapt (LA). The configuration settings are shown in Table 1 . Effect of ARP: First, we compare the impact of ARP on packet loss in the default setting C1 with our solution based on pre-configured IP and MAC addresses (C2), and our alternative solution to send packets after the resolution process has successfully finished C3. Results are averages from five experiment runs with 30-minute duration, ER scenario. We focus on packet loss P l . Results indicate that packet loss is heavily affected by our second solution. The packet loss with default settings (C1) is 39.3 %, 31.7 % with static ARP (C2), and 19.5 % with ARP Adapt (C3). In C1 and C2, packets are sent immediately also over links with poor quality. In C3 packet forwarding is delayed until ARP has successfully finished, which indicates a useful link quality. As a result, we deploy ARP Adapt in remaining experiments. Retransmission Limit and Link Adapt Limit: To understand and quantify the tradeoffs of reliability and costs related to the maximum number of retransmissions, we measure packet loss and costs for (1) different retransmission limits, and (2) different MAC retransmission queue size limits that prevent the Dts-Overlay to send packets in the LA mechanism. For (1), we show that we reduce overhead by lowering the retransmission limit, at the cost of packet loss.
For (2), we see that we actually reduce both packet loss and cost (see Figure  4) . The experiments are performed with the default Dts-Overlay configuration in the ER scenario with duration of 30 min. We present the average of five experiment runs. The highest packet loss occurs with a retransmission limit of one (56.5 %). With a limit of three, packet loss is lower (31 %). A limit of five results in 22.0 %, a limit of seven in 19.5 %, and a limit of eleven in 15.4 % packet loss. At the same time we see an increase in the cost T x t of 47 %, from retry limit of one up to eleven. Notice that the curve is almost flat after five retries (T x t = 221 MB). In our simulation studies, this behaviour can be attributed to tail dropping in the MAC retransmission queue. The current maximum queue size for this queue in ns-3 is 400 packets, which is very often reached in the experiments.
We have found that MAC retransmission queue size serves as a good indication of the link status. If packets destined on a certain link start piling up, the link is probably down. LA stops all ongoing transfers over the specific link, in case the queue starts filling up. Currently, this adaptation limit is set to 75 for our main experiments. The reason is that the limit is beneficial for MR configurations shown by preliminary experimentation. As a pre-study we investigate its effect on default configurations. Notice that we utilize a fixed retry limit of three.
The figure clearly indicates that we get the lowest packet loss with an adaptation limit set to one. At 25, packet reception is worse. Finally at 200, packet loss has almost doubled from the limit set to one, i.e., 31 % of the packets are lost. The gain in reduced packet loss for low limit settings is even combined with reduced cost T x t . Such a strict limit means we stop using links in which packets are scheduled for retransmission. For denser networks with more frequent random collisions, we expect such a setting to be too strict, i.e., packets will be kept from being sent over working links. ER Scenario: Due to the distance between the ER location and the CCC, all packet receptions come via carrier nodes. The numbers in the table show that our MR configurations (C6 and C7) outperform C3 when it comes to packet reception (16 % improvement), and loss is reduced from 17.4 % to <1 %. Remaining packets are kept in intermediate node buffers. LA (C5 and C7) has little effect in terms of loss and packet reception. By reducing the retransmission limit for default configuration , packet loss is increased to 29.8 % (C4), however, we reduce overhead in terms of meaningless physical layer transmissions. Most notable, the total transmitted bytes for C7 is in average 1 MB lower than in C3. In comparison, C6 achieves in average 21 MB more byte transmission than C7, thus LA improves our results. To summarize, MAC Support (MR plus LA) increases packet reception, reduces packet loss, and reduces cost in ER scenarios. Sparse MANET Scenario: In total, we see that packet reception has decreased for the MR configurations, compared to the ER scenario. We achieve with 91 % the highest packet reception in both cases (C6 and C7). Packet reception is better (≈ 10 %) than for C3, where packet loss is 18.7 %. Remaining packets are kept in the buffers, although we experience 1 % packet loss for C6. The C4 and C5 configuration achieve both 77 % packet reception, thus LA does not improve packet reception. Packet loss is 23.4 % in these two cases. Standard deviation is quite high, also for the total transmission of bytes. The reason for this is that the packet loss is in some runs high and in others rather low, depending on the seed for the generation of random mobility. In the following we only use one seed that creates a scenario with high packet loss. Figure 5 shows Rx v and T x t for one particular experiment run over time. For C3, we receive 52 % of the packets. By reducing the retransmission limit to three (C4), packet reception is lower, e.g., 39.2 %, and 39.3 % with LA enabled. Packet reception is 64.8 % for C6, and 65.0 % for C7. This demonstrates that MR is useful in scenarios with high packet loss.
Turning our focus to overhead, we see that overall packet transmission is reduced quite heavily by lowering the retransmission limit from seven to three. For C3 and C4, a reduction of T x t ≈ 400 MB, i.e., a factor of 0.5. Configuration C7 leads to approximately 63 % more transmitted PHY packets than in C3, and close to 65 % more packet reception. It should be noted that those packet that did not reach the destination are kept in forward buffers of intermediate nodes, i.e., no packet loss occurred in C7.
Dense MANET Scenario: Nodes are randomly distributed in the relatively small area compared to signal propagation length, i.e., node density is high. As a result, packet loss is mostly caused by collisions, rather than insufficient signal strength. Configuration C3 handles collisions well, i.e., no packet loss. For configurations C4 and C5, packet collisions cause ≈ 1 % packet loss resulting in ≈ 99 % packet reception. For the MR configurations (C6 and C7), we encompass close to 100 % packet reception and some amount of duplicates, indicated by a negative packet loss of ≈ −3.5%. The cause of these duplicates is that our MAC support interferes with the MAC layer functionality to handle frame duplicates due to missing MAC acknowledgements.
We see that C7 achieves the lowest overhead, from C3, a 62 % reduction, which is substantial. In general, a severe reduction applies to all LA configurations, proven highly beneficial in congested and dense MANETs.
Related Work
The related work falls into three categories: (1) delay tolerant transport, (2) video delivery over MANETs, and (3) adaptations to MAC or PHY conditions. The typical approach of delay tolerant networking is to provide an alternative to TCP, to achieve some reliability for end-to-end transport. One alternative is to introduce a layer that adds delay tolerance above existing routing protocols, like in SAFT [8] . Reliability is provided through a double control-loop, including end-to-end feedback and TCP hop-by-hop. Applying TCP between each hop substantially increases the number of control packets. Delay-tolerant video transport over IP is achieved in MOMENTUM [9] , like in our approach through an overlay. However, only selected nodes, called session nodes, actively transport the video data and require knowledge about all session nodes. Furthermore, adaptations to lower layers are not considered, e.g., to determine the buffer empty rate. Another alternative is to implement a delay tolerant routing protocol, resulting in what is often referred to as space-time routing. This is explored already in [10] , the authors suggest that algorithms should take congestion into account, and that performance can still be good without global knowledge. Evaluation results from our autonomous solution support this.
In [11] , a detailed survey of research on video streaming over MANETs is given. A popular approach is to combine cross-layered multipath MANET routing with multiple description video coding, often leading to NP-hard optimization problems. It should be noted that all these works assume that one or more routes between source and destination exist.
The effect of MAC layer retransmissions on video quality is studied in [12, 13] . Both efforts aim to adapt the retransmission limit, to better meet user video quality demands. COLLIE [2] and CIFLER [1] enable the routing protocol to better react to link status. The reduction of packet loss, caused by lack of exact link status for the OLSR routing protocol is targeted in [3] . In case a packet could not be transferred over a link, it is returned to the IP layer assuming another route exists. Thus, tolerance to path disruptions is neither considered nor supported. Authors show, as we do with our related technique, improvements in terms of reduced packet loss.
Conclusion
This work reduces packet loss in disruptive MANETs by MAC layer support, and paired with the Dts-Overlay, achieves tolerance to network disruptions. As part of MAC support, our MAC Return algorithm enables us to drastically reduce packet loss, in turn allowing us to reduce overhead by lowering the MAC layer retransmission limit. In addition, our Link Adapt algorithm allows us to reduce overhead in that we do not try to send packets over links that are down. This has been supported by extensive simulation studies. More precisely, we have shown that our approach achieves both a reduction in physical layer packet transmissions, while avoiding packet loss through the use of intermediate node buffering, paired with a higher packet reception rate in both a sparse MANET setting, and in our special purpose ER scenario. In addition, the usability of our approach is strengthened through evaluation results in a dense MANET setting. With high density, we see improvements of packet reception/packet loss, although at the cost of some packet duplicates.
There are still open issues and remaining challenges. Currently, MAC Return does not support packet fragmentation at the MAC or IP layer. As seen in the dense MANET setting, it can obstruct existing MAC functionality for identifying duplicates. When acknowledgements from the receiver node are lost, we encounter a false negative error. This might lead to the sender retransmitting packets that are already received at the receiver. There are yet parameters to fine-tune. For one, we can improve our rate control algorithm for emptying the store-carry-forward buffer by utilizing physical layer parameters, such as signal strength. We should account for video coding parameters and frame priority in our forwarding decisions. At the network and routing layer, improvements can be done to, e.g., OLSR, by removing links from OLSR data structures known to be down. At the MAC layer, we could benefit from deploying one of the existing rate adaptation algorithms, such as CARA [14] . For future work, we plan to incorporate an energy model in the simulated nodes to enable energy aware forwarding strategies. We aim to implement our work on a real mobile device, such as the Nokia N900. This would strengthen the realism of our performance evaluations. As stated in [7] , we are aware that mobile hand helds have lower forwarding capability than what the wireless medium supports. Especially, we hope to investigate how to tackle packet loss due to node contention, as opposed to weak signal strength or packet collisions.
