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Abstract
In this paper we suggest advanced IEEE 802.11ax TCP-aware scheduling strategies
for optimizing the AP operation under transmission of unidirectional TCP traffic. Our
scheduling strategies optimize the performance using the capability for Multi User
transmissions over the Uplink, first introduced in IEEE 802.11ax, together with Multi
User transmissions over the Downlink. They are based on Transmission Opportunities
(TXOP) and we suggest three scheduling strategies determining the TXOP formation
parameters. In one of the strategies one can control the achieved Goodput vs. the delay.
We also assume saturated WiFi transmission queues. We show that with minimal
Goodput degradation one can avoid considerable delays.
Keywords: IEEE 802.11ax; TCP; Aggregation; Transmission Opportunity; Goodput; Multi
User; MIMO; OFDMA;
1 Introduction
1.1 Background
In 2013 the IEEE established a new Task Group (TG), denoted TGax, in order to establish
a new standard for the IEEE 802.11 networks [1]. The functional requirements for IEEE
802.11ax, also denoted High Efficiency WLAN (HEW) [2] are to achieve at least four times
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as much improvement in the average throughput per station compared to former versions of
the IEEE 802.11 standards [3], and to support dense deployment environments [4–8].
In order to achieve these goals, several new features are considered by TGax including
physical layer techniques, medium access control layer strategies, spatial frequency reuse
schemes and power saving mechanisms.
In the physical layer the new techniques are adopting Orthogonal Frequency Division
Multiple Access (OFDMA) and deploying Multi User Multiplex-Input Multiplex-Output
(MU-MIMO) over the DL and UL.
Concerning the MAC layer, in order to improve the Basic Service Set (BSS) throughput,
it is crucial to develop an efficient MAC scheme which can reduce the probability of a
transmission collision among different stations, allow for simultaneous transmissions in the
same BSS and decrease the channel time for transmission of control information. One way to
achieve the above goals is to improve the basic access mechanism in IEEE 802.11 networks,
namely Distributed Coordination Function (DCF) based on Carrier Sense Multiple Access
with Collision Avoidance (CSMA/CA). The second way is to focus on new MAC schemes
for simultaneous multi user transmissions, based on the OFDMA and MIMO technologies.
1.2 Research question
One of the remarkable additions in IEEE 802.11ax is to enable MU-MIMO and/or OFDMA
over the Uplink, with combination of MU-MIMO and/or OFDMA over the Downlink,
where only DL MU-MIMO was possible in the predecessor of IEEE 802.11ax, namely IEEE
802.11ac [3]. MU over the UL enables simultaneous transmissions of several stations to the
AP. In this paper we evaluate several scheduling strategies in order to optimize the perfor-
mance of MU over the Downlink and Uplink in relation to TCP traffic which is composed
of two way traffic; one way for the TCP Data segments and the other way for the TCP Ack
segments.
The current paper is a continuation of papers [9–13]. In papers [9–12] the authors suggest
scheduling strategies for the parallel transmissions of the AP to a given set of stations
using new features of IEEE 802.11ax . The authors assume UDP-like traffic where the AP
transmits data MAC Service Data Units (MSDUs) to the stations, which reply with MAC
acknowledgments. In paper [13] and in this paper we assume a DL unidirectional TCP-like
traffic in which the AP transmits TCP Data MSDUs to a given set of stations, and the
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stations reply with TCP Ack MSDUs. The differences between this paper and paper [13] is
that in paper [13] the assumption is that the channel is reliable, while in this paper we extend
the work to unreliable channels, which opens the door for the use of advanced transmission
strategies and considers the impact of various channels as reflected by the use of different
MCSs over the DL and UL. As far as we know the issue of transmitting TCP traffic over
IEEE 802.11ax has not yet been investigated, except in paper [13]. We suggest several TCP-
aware scheduling strategies for transmission of unidirectional TCP Data segments over the
DL and TCP Ack segments over the UL using Multi User (MU) mode for 4, 8, 16 and 32
stations scenarios over an unreliable channel. This is one of the aspects to compare between
new amendments of the IEEE 802.11 standard [14]. In this paper we are interested in finding
a theoretical upper bound on the maximum DL unidirectional TCP Goodput that can be
achieved by IEEE 802.11ax without any delay restriction and comparing between the various
TCP-aware scheduling strategies. Therefore, due to a very short round trip delay we assume
the traffic saturation model where TCP connections always have data to transmit ( no limit
on the amount of TCP Data segments waiting and on the TCP transmission queue ) and
the TCP Ack is generated immediately by receivers. Second, we neutralize any aspects of
the PHY layer as the number of Spatial Streams (SS) in use and channel correlation when
using MU, the use in the sounding protocol etc. We also use equal Resource Units (RUs)
allocation for all served stations and optimize the MU-MIMO/OFDMA in order to reduce
the overhead and to increase the Goodput.
As mentioned, we assume that every TCP connection has enough TCP Data segments
to fulfill the next PPDU and we assume that transmissions are made using an optimized ( in
terms of overhead reduction and Goodput maximization ) two level aggregation scheme to be
described later. Our goal is to find an upper bound on the maximum possible Goodput that
the wireless channel enables the TCP connections, where the TCP itself does not impose any
limitations on the offered load, i.e. on the rate that MSDUs are given for transmission to
the MAC layer of the IEEE 802.11ax. We then optimize the delay within minimal Goodput
maximization. We also assume that the AP and the stations are the end points of the
TCP connections. Following e.g. [15–18] it is quite common to consider short Round Trip
Times (RTT) in this kind of high speed network such that no retransmission timeouts occur.
Moreover, we assume that every TCP connections’ Transmission Window can always provide
as many MSDUs to transmit as the IEEE 802.11ax protocol limits enable. This assumption
follows the observation that aggregation is useful in a scenario where the offered load on the
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channel is high.
This research is an additional step in investigating TCP traffic in IEEE 802.11ax. In
our further papers we plan to address other TCP traffic scenarios to investigate such as
UL unidirectional TCP traffic and bi-directional TCP traffic and to reflect other protocol
limitations.
1.3 Previous works
Most of the research papers on IEEE 802.11ax thus far examine new mechanisms in the PHY
and MAC layers of the IEEE 802.11ax proposal [19–33]. The issue of TCP traffic over IEEE
802.11ac networks has been investigated, e.g. in [34–36], for uni-directional DL TCP traffic,
uni-directional UL TCP traffic and both bi-directional DL and UL TCP traffic. However, in
all these works there is no possibility of using the MU operation mode over the UL, a feature
that was first introduced in IEEE 802.11ax . To the best of our knowledge, paper [13] is
the first and only paper so far that deals with TCP traffic over IEEE 802.11ax networks.
In this paper the authors assume a reliable channel and saturated TCP traffic and show
two-level aggregation efficient packing policy of TCP Data/Ack segments in MAC Protocol
Data Units (MPDUs). They suggest three scheduling strategies for the transmission of DL
TCP Data segments based on Single User (SU) and OFDMA+MU-MIMO PHY layers, and
consider 4, 8, 16, 32 and 64 stations in the system and measure the TCP Goodput of the
system using TXOPs as will be described later in this paper. The main findings are that for
4 and 8 stations the MU strategies outperform the SU one, for 16 and 32 stations the MU
and SU strategies have about the same performance and in the case of 64 stations the SU
strategy outperforms the MU ones.
In this paper we extend previous works by assuming an unreliable channel and so the
efficient packing used in [13] cannot be used. Therefore, we suggest another TCP-aware
scheduling strategy; consider the use of different Modulation/Coding schemes (MCSs) over
the DL/UL which together with the bandwidth and the Signal-to-Noise Ratio (SNR) influ-
ence the Bit Error Rate (BER).
The remainder of the paper is organized as follows: In Section 2 we describe the new
mechanisms of IEEE 802.11ax relevant to this paper. In Section 3 we describe the operation
mode and the TCP-aware scheduling strategies suggested. We assume the reader is famil-
iar with the basics of PHY and MAC layers of IEEE 802.11 described in previous papers,
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e.g. [37]. In Section 4 we present the simulation results for the Goodput and Delay of the
various proposed TCP-aware scheduling strategies and Section 5 summarizes the paper. In
the Appendix we show an example of the relation between the channel bandwidth, Modu-
lation/Coding schemes in use and the Signal-to-Noise-Ratio to the received Bit Error Rate.
Lastly, moving forward, we denote IEEE 802.11ax by 11ax .
2 New features in IEEE 802.11ax
As mentioned, 11ax focuses on implementing mechanisms to efficiently serve more users,
enabling consistent and reliable streams of data ( average throughput per user ) in the
presence of multiple users. In order to meet these targets we mention a few new 11ax
mechanisms in both the PHY and MAC layers, relevant to this paper. At the PHY layer, 11ax
enables larger OFDM FFT sizes (4X larger) and therefore every OFDM symbol is 12.8µs
compared to 3.2µs in IEEE 802.11ac, the predecessor of 11ax . By narrower sub-carrier
spacing (4X closer) the protocol efficiency is increased because the same Guard Interval (GI)
is used both in 11ax and in previous versions of the standard.
In addition, to increase the average throughput per user in high-density scenarios, 11ax
introduces two new Modulation Coding Schemes (MCSs), MCS10 (1024 QAM ) and MCS
11 (1024 QAM 5/6), applicable for transmission with bandwidth larger than 20 MHz.
In this paper we use the Transmission Opportunity (TXOP) feature first introduced in
IEEE 802.11n [38]. This feature allows a station, after gaining access to the channel, to
transmit several PHY Protocol Data Units (PPDUs) in a row without interruption. For
scenarios with bidirectional traffic such as TCP Data/Ack segments, this approach is very
efficient as it reduces contention in the wireless channel and reduces delay by sending the
TCP Acks in the same TXOP.
We focus on optimizing the TXOP duration and pattern, PPDU duration and the 11ax’s
two-level aggregation scheme working point first introduced in IEEE 802.11n [38], in which
several MPDUs can be aggregated to be transmitted in a single PHY Service Data Unit
(PSDU). Such aggregated PSDU is denoted Aggregate MAC Protocol Data Unit (A-MPDU)
frame. In two-level aggregation every MPDU can contain several MSDUs. MPDUs are
separated by an MPDU Delimiter field of 4 bytes and each MPDU contains MAC Header
and Frame Control Sequence (FCS) fields. MSDUs within an MPDU are separated by a
SubHeader field of 14 bytes. Every MSDU is rounded to an integral multiple of 4 bytes
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Figure 1: The generation of an A-MPDU frame in two-level aggregation.
together with the SubHeader field. Every MPDU is also rounded to an integral multiple of
4 bytes.
In 11ax the size of an MPDU is limited to 11454 bytes and the size of the A-MPDU
frame is limited to 4,194,304 bytes. The transmission time of the PPDU (PSDU and its
preamble) is limited to 5.484ms (5484µs) due to the L-SIG (one of the legacy preamble’s
fields) duration limit [1]. The A-MPDU frame structure in two-level aggregation is shown
in Figure 1.
IEEE 802.11ax also enables extension of the MAC acknowledgment mechanism by using
an acknowledgment window of 256 MPDUs. In this paper we also assume that all MPDUs
transmitted in an A-MPDU frame are from the same Traffic Stream (TS). In this case up to
256 MPDUs are allowed in an A-MPDU frame of 11ax.
Recall that in 11ax it is also possible to use MU-MIMO over the UL. It is possible to
transmit/receive simultaneously to/from up to 74 stations over the DL/UL respectively.
Finally, in this paper we assume an unreliable channel and therefore the use of the IEEE
802.11 Automatic-ReQuest response (ARQ) protocol. We do not specify this protocol here.
The interested reader can find a description of this protocol in e.g. paper [39].
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3 Model
3.1 IEEE 802.11ax (HE) TCP aware scheduling strategies
3.1.1 IEEE 802.11ax (HE) DL unreliable channel, simultaneous Multi User
unidirectional TCP operation mode
In the HE DL unreliable channel, simultaneous MU unidirectional TCP, the AP transmits
TCP Data segments to several stations simultaneously and receives TCP Ack segments
from the stations simultaneously. We assume the following 11ax operation mode where
simultaneous DL TCP Data segments are sent by the AP to multiple stations in the same
PPDU using MU mode, and the TCP Ack segments are sent simultaneously by the stations
in one PPDU by again using MU mode under unreliable channel conditions as is illustrated
in Figure 2.
In the proposed operation mode, after waiting the BackOff and AIFS intervals, the AP
receives an air access and starts a TXOP by transmitting a DL HE MU PPDU frame
containing A-MPDU frames which contain TCP Data segments, to a given set of stations
simultaneously using MU mode. In the DL PPDU the AP transmits one A-MPDU frame to
every station in the MU stations’ set, i.e. group of stations. Every A-MPDU contains several
MPDU frames and each MPDU contains several MSDUs, which are TCP Data segments.
The MPDU frames in an A-MPDU are acknowledged by a BAck frame from their receiver
and all the BAck frames are also transmitted simultaneously by the stations using HE UL
MU mode. After the AP receives the BAck frames the so-called HE DL MU TCP Data cycle
ends and such a Data cycle can now repeat itself several times.
In order to reduce the delay one needs to transmit to or receive from a group of stations
simultaneously, and therefore the AP needs to allocate Resource Units (RU) per served
station. A RU is a subchannel and RU allocation is done for the DL for TCP Data segments
and for the UL for the BAck frames and the TCP Ack segments’ transmissions based on the
traffic profile and channel conditions. According to the 11ax protocol, the AP signals the
stations when and how to transmit, i.e. their UL RU allocation, by a Trigger Frame (TF)
control frame. For the BAck transmissions the AP transmits a unicast Trigger Frame (TF)
to every station that contains the UL RU allocation. This TF MPDU is aggregated with the
DL Data MPDUs that the AP transmits to a station in the DL HE MU A-MPDU frame.
At the end of the last HE DL MU TCP Data cycle the AP initiates a HE UL MU
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TCP Ack cycle by transmitting the broadcast Trigger Frame (TF) to the MU stations’ set,
i.e. group of stations. This TF solicits MU UL Data transmissions that contain TCP Ack
transmissions from the stations to the AP via the same unreliable channel. In this UL
transmission the stations transmit TCP Ack segments using UL HE MU A-MPDU frames
using HE triggered based MU PPDU per station. Every station transmits its TCP Ack
segments in a different UL HE MU A-MPDU frame. The AP acknowledges the stations’
UL HE MU A-MPDU frames by generating and transmitting a single DL Multi Station
BAck (M-BA) frame. The AP selects the UL TCP Ack transmission parameters in order to
increase the transmission efficiency and reliability. The dominant parameters are the MCS,
the number of spatial streams to use and the number of TCP Ack segments to include in
UL triggered based MPDUs. At this stage the HE UL MU TCP Ack cycle ends and a new
series of HE DL MU TCP Data cycle(s) and HE UL MU TCP Ack cycle begin.
Since the AP has full control over the channel access activity we can assume that there
are no collisions by e.g. increasing the size of the congestion interval from which the stations
choose their HE MU Extended Distributed Coordination Function (EDCF) BackOff param-
eter set, and/or the AP can use the new 11ax MU air access restrictions’ timers that can
stop a station from transmitting.
3.1.2 TCP performance optimization
In order to maximize the Goodput while minimizing the round trip TCP delay, we propose
TCP-aware scheduling strategies that optimize the TXOP formation. For this purpose one
needs to analyze the TXOP structure and the format and parameters of the various frames
in the operation mode, i.e. the TXOP formation optimization is done by deciding how
many MPDUs containing TCP Acks are transmitted by a station in its A-MPDU, how
many TCP Acks there are in an MPDU, what is the MCS and Number of Spatial Streams
(NSS) to be used by the stations, how many A-MPDUs that contain TCP Data segments
are transmitted in a TXOP, how many MPDUs there are in such A-MPDUs and how many
TCP Data segments there are in an MPDU. The selection is done based on the traffic profile
and the channels’ conditions.
Based on the current 11ax product practical implementation and in order to protect the
vulnerable portion of the TXOP, i.e. the UL TCP Ack transmission, we first manage that the
transmission error probability of MPDUs containing TCP Acks is negligible compared to that
of MPDUs containing TCP Data segments. The negligible UL TCP Ack transmission error
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probability is achieved by using either a lower MCS and/or by shorter MPDUs (less TCP
Acks). Therefore, in this paper we set the reception error of MPDUs containing UL TCP
Acks as practically ∼ 0, and much smaller than the reception error of MPDUs containing
TCP Data segments, i.e. Perror(TCP Ack) << Perror(TCP Data), by choosing for the UL
the highest indexed MCS in which BER=0.
In order to optimize the Goodput by increasing the transmission efficiency further, there
is a need to minimize overhead as much as possible when transmitting the TCP Acks.
Therefore it is most efficient to transmit a given number of TCP Ack segments in a minimal
number of A-MPDU frames, given the maximum number of such segments that can be sent in
one MPDU by the 11ax frame lengths and PPDU duration, and the 0 (zero) target reception
error probability in this paper. Let an MPDU that contains as many TCP Acks as possible
according to the above criteria be denoted a Full MPDU. A Partial MPDU is one that
contains a smaller number of TCP Acks. The A-MPDU containing TCP Acks shall contain
as many Full MPDUs with possibly one Partial MPDU, given the 11ax protocols’ limits
which are the number of MPDUs that cannot be larger than 256, which is the 11ax Block
Ack (BA) window size and the transmission duration time of the MAC PPDU containing
the A-MPDU that can be at most 5.484ms. This optimization derives the number of TCP
Data segments to be transmitted in a TXOP, as we explain in Section 3.2.2 .
Concerning the number of TCP Data segments to be transmitted in one MPDU, we use
the local throughput optimization strategy in unreliable channels which maximizes the DL
MPDUs throughput in the following way. Say X TCP Data segments are transmitted in an
DL MPDU containing TCP Data segments. Let Bits(X) and T ime(X) be the length in
bits of the DL MPDU containing these X TCP Data segments, and its transmission time
respectively. Let LData be the length in bits of a TCP Data segment and BER be the Bit
Error Rate. Then, X · LData · (1 − BER)
Bits(X) is the average number of TCP Data bits
being transmitted successfully in the MPDU. The local throughput of the MPDU is given
by:
U(X) =
X · LData · (1− BER)
Bits(X)
T ime(X)
(1)
One then finds the optimal integer X that maximizes the local throughput, and say it is
X∗, i.e.:
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X∗ = max
X
U(X) (2)
Then, in every MPDU one transmits X∗ TCP Data segments. If a smaller number than
X∗ TCP Data segments are (left) to be transmitted in an A-MPDU, say Y < X∗ Data
segments, these Y TCP Data segments are transmitted in one DL MPDU.
3.1.3 Proposed TCP-aware scheduling strategies
In relation to every TCP connection the target is to reach an optimized working point where
the number of TCP Data segments transmitted and acknowledged at the MAC layer, but-
not-yet-acknowledged at the TCP layer, to be at least the optimized number of TCP Acks to
be transmitted at the end of the TXOP. Let S be the maximum number of TCP Acks that a
station can transmit in one A-MPDU. Let Base be the serial number of the first TCP Data
segment that was transmitted by the AP but not-yet-acknowledged at the TCP layer. If the
AP was transmitting to one station only, then it was continuing to transmit DL A-MPDUs
until the number of TCP Data segments ’on the fly’, i.e. that were already transmitted and
acknowledged at the MAC layer, but-not-yet-acknowledged at the TCP layer, is at least S
in a row starting from Base. After this number is reached, the AP enables the receiving
station to transmit its UL A-MPDU containing the TCP Acks. Notice that the AP knows
which TCP Data segments arrived successfully or in error at the receiver at the MAC layer
by the BAck frames that it receives from the station after each DL A-MPDU transmission.
However, since the AP transmits to a set of stations simultaneously, it can be the case
that not all the receiving stations reach the point where they have at least S TCP Acks per
station to transmit simultaneously. Therefore, we check three possible scheduling strategies
which differ in their termination criteria:
1. TCP-aware scheduling strategy 1 - minimal response time: The AP transmits until at
least one station has S TCP Acks to transmit.
2. TCP-aware scheduling strategy 2 - target response time: The AP transmits until all
the stations have S TCP Acks per station to transmit.
3. TCP-aware scheduling strategy 3 - max Goodput based response time: Given that the
AP transmits to N stations then it transmits until all the stations together have at
least Load ·N · S TCP Acks to transmit, where 0 < Load ≤ 1.
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Together with the definition of the above scheduling strategies, we also assume that the
AP transmits as much TCP Data segments as it can in an A-MPDU. When the AP transmits
an A-MPDU according to the above strategies, it is sometimes left with the capability to
transmit in the A-MPDU more TCP Data segments than the strategy requires, and the AP
does so.
3.2 Parameters’ values
3.2.1 RU allocation
We assume the 5GHz band and a 160MHz AP operation bandwidth that is divided into
either 2 RUs of 80MHz each, 4 RUs of 40MHz each, or into 8 RUs of 20MHz each. In the
case of a 160MHz RU allocation the AP communicates with 4 stations using one spatial
stream per station. In the case of 2 RUs of 80MHz each, in every 80MHz RU the AP
communicates with 4 stations, using one spatial stream per station. Thus, in the two RUs
the AP communicates with 8 stations. The same holds for the 40MHz and 20MHz RUs
allocations, in which the AP communicates with 16 and 32 stations respectively. When 4
stations are served in the system the 160MHz operation bandwidth is used in MU-MIMO.
For a larger number of served stations MU-MIMO+OFDMA is used. The stations transmit
to the AP over the UL in a symmetrical way to that of the AP over the DL.
The TF and the Multi Station BAck frames are transmitted using the legacy mode and
the PHY rate Rlegacy is set to the largest basic rate that is smaller or equal to the TCP
Data/Ack segments’ transmission rate RTCP .
In Table 1 we show the PHY rates and the preambles used in the various MCSs and in
all cases of the number of stations S, i.e. S = 4, 8, 16 and 32.
In this paper we assume unreliable channels and need to consider the relation between
the Bit Error Rate (BER) to the bandwidth of the channel in use, the MCS in use and the
Signal-to-Noise-Ratio (SNR). Using the IEEE official channel mode description [40] one can
find for every RU’s bandwidth and MCS the relation between the SNR and BER, assuming
that the AP is communicating with every station over one spatial stream. We demonstrate
the above in the Appendix.
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Table 1: The PHY rates and preambles in IEEE 802.11ax . 160, 80, 40 and 20 MHz channels
are assumed, with 4 spatial streams in each for 4, 8, 16 and 32 stations respectively. The
TF and BAck transmissions are conducted at the basic rate set.
1 2 3
MU UL data MU DL data DL TF/Multi Station BAck
transmission rate transmission rate transmission rate
PHY Rate Preamble PHY Rate Preamble PHY Rate (legacy) Preamble
MCS (Mbps per 1 SS) (µs) (Mbps per 1 SS) (µs) (Mbps) (µs)
GI= 1.6µs GI= 0.8µs GI= 0.8µs
4 stations
0 68.1 64.8 72.1 72.8 48.0 20.0
1 136.1 64.8 144.1 72.8 48.0 20.0
2 204.2 64.8 216.2 68.8 48.0 20.0
3 272.2 64.8 288.2 68.8 48.0 20.0
4 408.3 64.8 432.4 68.8 48.0 20.0
5 544.4 64.8 576.5 68.8 48.0 20.0
6 612.5 64.8 648.5 68.8 48.0 20.0
7 680.6 64.8 720.6 68.8 48.0 20.0
8 816.7 64.8 864.7 68.8 48.0 20.0
9 907.4 64.8 960.7 68.8 48.0 20.0
10 1020.8 64.8 1080.4 68.8 48.0 20.0
11 1134.2 64.8 1201.0 68.8 48.0 20.0
8 stations
0 34.0 64.8 36.0 76.8 36.0 20.0
1 68.1 64.8 72.1 76.8 48.0 20.0
2 102.1 64.8 108.1 72.8 48.0 20.0
3 136.1 64.8 144.1 72.8 48.0 20.0
4 204.2 64.8 216.2 68.8 48.0 20.0
5 272.2 64.8 288.2 68.8 48.0 20.0
6 306.3 64.8 324.3 68.8 48.0 20.0
7 340.3 64.8 360.3 68.8 48.0 20.0
8 408.3 64.8 432.4 68.8 48.0 20.0
9 453.7 64.8 480.4 68.8 48.0 20.0
10 510.4 64.8 540.4 68.8 48.0 20.0
11 567.1 64.8 600.4 68.8 48.0 20.0
16 stations
0 16.3 64.8 17.2 84.8 12.0 20.0
1 32.5 64.8 34.4 84.8 12.0 20.0
2 48.8 64.8 51.6 76.8 24.0 20.0
3 65.0 64.8 68.8 76.8 48.0 20.0
4 97.5 64.8 103.2 72.8 48.0 20.0
5 130.0 64.8 137.6 72.8 48.0 20.0
6 146.3 64.8 154.9 72.8 48.0 20.0
7 162.5 64.8 172.1 72.8 48.0 20.0
8 195.0 64.8 206.5 72.8 48.0 20.0
9 216.7 64.8 229.4 72.8 48.0 20.0
10 243.8 64.8 258.1 72.8 48.0 20.0
11 270.8 64.8 286.8 72.8 48.0 20.0
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Table 1: (cont.)
1 2 3
MU UL data MU DL data DL TF/Multi Station BAck
transmission rate transmission rate transmission rate
PHY Rate Preamble PHY Rate Preamble PHY Rate (legacy) Preamble
MCS (Mbps per 1 SS) (µs) (Mbps per 1 SS) (µs) (Mbps) (µs)
GI= 1.6µs GI= 0.8µs GI= 0.8µs
32 stations
0 8.1 64.8 8.6 104.8 6.0 20.0
1 16.3 64.8 17.2 104.8 12.0 20.0
2 24.4 64.8 25.8 84.8 24.0 20.0
3 32.5 64.8 34.4 84.8 24.0 20.0
4 48.8 64.8 51.6 80.8 48.0 20.0
5 65.0 64.8 68.8 80.8 48.0 20.0
6 73.1 64.8 77.4 80.8 48.0 20.0
7 81.3 64.8 86.0 80.8 48.0 20.0
8 97.5 64.8 103.2 80.8 48.0 20.0
9 108.3 64.8 114.7 80.8 48.0 20.0
10 121.9 64.8 129.0 80.8 48.0 20.0
11 135.4 64.8 143.4 80.8 48.0 20.0
3.2.2 Channel Access and frames’ size
We assume the IEEE 802.11 Best Effort Access Category in which AIFS = 43µs for the
AP and 52µs for a station, SIFS = 16µs and CWmin = 16 for the transmissions of the
AP. Recall that we assume there are no collisions between the AP and the stations because
we use the 11ax triggered based AP operation. The BackOff interval is a random number
chosen uniformly from the range [0, ...., CWmin−1]. Since we consider a very ’large’ number
of transmissions from the AP we take the BackOff average value of
⌈
CWmin−1
2
⌉
, and the
average BackOff interval for the AP is
⌈
CWmin−1
2
⌉
· SlotT ime which equals 67.5µs for a
SlotT ime = 9µs.
Concerning the transmission in 11ax mode, an OFDM symbol is 12.8µs. In the DL we
assume a GI of 0.8µs and therefore the symbol in this direction is 13.6µs. In the UL MU
we assume a GI of 1.6µs and therefore the symbol in this direction is 14.4µs. The UL GI is
1.6µs due to UL arrival time variants. When considering transmissions in legacy mode, the
symbol is 4µs containing a GI of 0.8µs.
We assume that the MAC Header field is of 28 bytes and the Frame Control Sequence
(FCS) field is of 4 bytes. Finally, we assume TCP Data segments of LDATA = 1460 and 208
bytes. Therefore, the resulting MSDUs’ lengths are L
′
DATA = 1508 and 256 bytes respectively
( 20 bytes of TCP header plus 20 bytes of IP header plus 8 bytes of LLC SNAP are added
). Together with the SubHeader field and rounding to an integral multiple of 4 bytes, every
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MSDU is now of LenD = 1524 and 272 bytes respectively. Due to the limit of 11454 bytes
on the MPDU size, 7 and 42 such MSDUs are possible respectively in one MPDU.
The TCP receiver transmits TCP Acks. Every MSDU containing a TCP Ack is of
L
′
Ack = 48 bytes ( 20 bytes of TCP Header + 20 bytes of IP header + 8 bytes of LLC SNAP
). Adding 14 bytes of the SubHeader field and rounding to an integral multiple of 4 bytes,
every MSDU is of LenA = 64 bytes, and every single MPDU, again due to the size limit of
11454 bytes, can contain up to 178 MSDUs (TCP Acks). Thus, the receiver can transmit
up to NMAX = 256 · 178 TCP Acks in a single HE UL A-MPDU frame.
4 Performance results
In the following we show simulation performance results for the 11ax TCP scheduling strate-
gies we defined previously. All the simulation results addressed in this paper were obtained
by software that we wrote, and were validated by NS-3 and 11ax products. We checked the
performance as a function of the number of served stations to which the AP transmits si-
multaneously, i.e. 4, 8, 16 and 32 stations. In the following graphs’ titles we use the number
of stations rather than the RU allocation, to show the impact of the number of stations on
the results.
We show TCP Goodput and Delay results. The TCP Goodput results show the long
term average number of TCP Data bits that are successfully transmitted per second. The
related Delay results show the average TXOP length as shown in the bottom diagram of
Figure 2. This Delay definition is a measure of the Round Trip Time (RTT) between the
AP and the stations.
In Figure 3 we show the TCP Goodput and Delay results for 4 stations, i.e. one 160MHz
channel, and for TCP Data segments of 1460 bytes. In Figures 3(A) and 3(B) we show
the maximum TCP Goodput and Delay results respectively as a function of the SNR for
scheduling strategies 1, 2 and 3, where for scheduling strategy 3 we assume loads of 0.03 and
0.95 .
It is clear from the figures that scheduling strategy 3 with load=0.03 is the best to use in
terms of Delay optimization because it achieves about 92% of the maximum TCP Goodput
of the other strategies, but with a delay of 6ms, compared to about 120ms in the other
strategies which all have a similar performance.
Notice that the Delay curves in Figure 3(B) are swinging, except for the case of scheduling
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strategy 3 with load=0.03 . The reasons for this swinging in the curves are subtle. Notice
points A and B in the curves. For point A, which corresponds to SNR=36.6, one uses MCS11
over both the DL and the UL with PHY rates of 1201.0 and 1134.2 Mbps respectively,
and both channels are reliable, i.e. BER=0. On the other hand, point B corresponds to
SNR=36.5 where the BER over the DL is 0.0006 using MCS11. Since we require a reliable
UL channel one needs to use MCS10 over the UL with a PHY rate of 1020.8 Mbps. Thus,
a smaller number of TCP Ack segments can be transmitted in one HE UL MU TCP Ack
cycle, and this results in a smaller number of HE DL MU TCP Data cycles in the TXOP,
and in a smaller Delay.
In point C the Delay increases again. Point C corresponds to SNR=34.7 where MCS10
is used over both the DL and the UL with BER=0. The number of TCP Acks to transmit
in a TXOP remains as in point B but the DL PHY rate is smaller, which causes the TXOP
to be longer compared to point B. Worth mentioning is also point D where the UL PHY
rate becomes very small, 68.1 Mbps when using MCS0. This small PHY rate causes a small
number of TCP Ack segments to be transmitted in a TXOP, and so also to a small number
of TCP Data segments in a TXOP. At this point MCS1 is used over the DL with a PHY rate
of 144.1 Mbps. There is an increase in the Delay in point E because at this point MCS0 is
used over both the DL and the UL with a PHY rate of 68.1 Mbps over both channels. This
results in a longer TXOP that is used to transmit the same number of TCP Data/TCP Ack
segments as in point D.
There are no visible fluctuations in the curve for scheduling strategy 3 with load=0.03
because the number of TCP Data segments to transmit in a TXOP is relatively small, and
the differences in the PHY rates used over the SNR range cause differences only in the order
of a few tenth of µs, which are not visible in the graph.
In Figures 3(C) and 3 (D) we show the sensitivity analysis of the load parameter in
scheduling strategy 3 on the TCP Goodput and Delay results respectively. One can see that
up to load=0.1 the delays remain small while for larger loads the delay increases significantly
without any gain in TCP Goodput, as can be observed from Figure 3(C).
In Figure 4 we show the same results as in Figure 3 but this time for TCP Data segments
of 208 and 1460 bytes together. For large SNR values the TCP Goodput results for TCP Data
segments of 208 bytes are smaller than those for 1460 bytes. In both cases approximately
the same number of TCP Ack segments are transmitted in a TXOP, but in the case of the
short TCP Data segments the overhead (BackOff, AIFS etc.) is amortized over a smaller
16
number of TCP Data bits, resulting in a lower TCP Goodput.
As the SNR decreases the TCP Goodputs in both segments’ sizes converge. As the SNR
decreases so do the DL and UL PHY rates. This results in long transmission times of the
TCP Data segments for both TCP Data segments’ sizes and the difference in length between
208 and 1460 bytes becomes less dominant.
Concerning the Delay metric, in general the TXOPs containing TCP Data segments of
208 bytes are shorter compared to those containing similar numbers of TCP Data segments
of 1460 bytes. Therefore the delays are smaller in the former case. An exception is scheduling
strategy 3 with load=0.03, as we explain in relation to Figure 8 later. Scheduling strategy 3
with load=0.03 is the most efficient in both segments’ sizes.
In Figures 5-7 we show the same results as in Figure 4 for 8, 16 and 32 stations, i.e. 80,
40 and 20MHz RUs respectively. The relative results among the scheduling strategies remain
the same as in Figure 4. Worth mentioning is that the RU allocations of 160 and 80 MHz
have a slightly larger maximum TCP Goodput than in RU allocations of 40 and 20 MHz.
This is explained by the PHY rates shown in Table 1. A RU allocation of 80 MHz has half
the PHY rate of that of a RU of 160 MHz and this is also the case for RUs of 20 and 40
MHz respectively. However, a RU of 40 MHz has less than half the PHY rate than that of
a RU of 80 MHz.
In Figure 8 we show the TCP Goodput and Delay results for scheduling strategy 3 with
load=0.03 only, as a function of the SNR. Results are shown for 4, 8, 16 and 32 stations, and
for both sizes of TCP Data segments, to further check the impact of the number of stations
on the TCP Goodput and Delay. As was observed before in RUs of 40 and 20 MHz there
is a slightly lower TCP Goodput than in RUs of 160 and 80 MHz. Concerning the Delay
metric, the Delays in the case of 208 and 1460 bytes TCP Data segments are the same over
all the channels’ bandwidths.
Notice the Delay metrics in the cases of TCP Data segments of 1460 and 208 bytes in
Figures 8(B) and 8(D) respectively. The delay in the case of TCP Data segments of 1460
bytes is smaller than that of 208 bytes: 6.5ms vs. 7.0ms. One might think that as the TCP
Data segments are longer, so are the TXOPs and the Delay metric. However, in load=0.03
only one PPDU is needed for the transmission of all the TCP Data segments. Since we
assume that the AP transmits the minimum between the load and the number of TCP Data
segments possible in one PPDU, the AP transmits more TCP Data segments of 208 bytes
than TCP Data segments of 1460 bytes. Thus, more TCP Acks are transmitted in one
17
TXOP in the case of TCP Data segments of 208 bytes, and so the TXOPs in this case are
also slightly longer.
In Figures 9 and 10 we show the impact of the Delay, i.e. length of the TXOPs on the
received TCP Goodput in different SNRs or MCSs in use. Figures 9 and 10 correspond to
TCP Data segments of 1460 and 208 bytes respectively. The Delay metric can be a parameter
in scheduling strategy 3 where the load determines the TXOPs length. In Figure 9(A), (B),
(C) and (D) results are shown for RU allocation for 4, 8, 16 and 32 stations respectively. One
can see that the maximum TCP Goodput is already received around Delays of 25ms. Thus,
for overloaded TCP connections and long TCP Data segments RTTs of 25ms are sufficient
to use the 11ax channel efficiently. For TCP Data segments of 208 bytes the sufficient Delay
is about 13ms, Figure 10.
Finally, in Figure 11 we show the TCP Goodput vs. load in scheduling strategy 3 for 4,
8, 16 and 32 stations and for TCP Data segments of 208 and 1460 bytes. For TCP Data
segments of 1460 bytes and when using load=0.03 for all the number of stations, one only
loses about 5.0% of the maximum Goodput . When TCP Data segments are of 208 bytes one
loses about 8.0%. The difference between 5.0% to 8.0% is due to the fact that when short
TCP Data segments are transmitted, more of them are needed to receive a good relation
between the TCP Data bits transmitted and the overhead.
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Figure 3: TCP Goodput and Delay results for 4 stations and TCP Data segments of 1460
bytes, for the three scheduling strategies.
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Figure 4: TCP Goodput and Delay results for 4 stations and TCP Data segments of 208
and 1460 bytes, for the three scheduling strategies.
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Figure 5: TCP Goodput and Delay results for 8 stations and TCP Data segments of 208
and 1460 bytes, for the three scheduling strategies.
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Figure 6: TCP Goodput and Delay results for 16 stations and TCP Data segments of 208
and 1460 bytes, for the three scheduling strategies.
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Figure 7: TCP Goodput and Delay results for 32 stations and TCP Data segments of 208
and 1460 bytes, for the three scheduling strategies.
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Figure 8: TCP Goodput and Delay results for scheduling strategy 3 and load = 0.03, for 4,
8, 16 and 32 stations and TCP Data segments of 208 and 1460 bytes.
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Figure 9: TCP Goodput vs. Delay in scheduling strategy 3 with different loads and in
different SNRs (MCSs). TCP Data segments of 1460 bytes.
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Figure 10: TCP Goodput vs. Delay in scheduling strategy 3 with different loads and in
different SNRs (MCSs). TCP Data segments of 208 bytes.
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Figure 11: Maximum TCP Goodput vs. load in scheduling strategy 3 for 4, 8, 16 and 32
stations and for TCP Data segments of 208 and 1460 bytes.
27
5 Summary
In this paper we suggest TCP-aware scheduling strategies for the transmission of unidirec-
tional TCP traffic between the AP and the stations in an IEEE 802.11ax BSS. The AP is the
source of TCP Data segments and the stations reply with TCP Acks. Our proposed TCP-
aware scheduling strategies take advantage of MU transmission capability over the Uplink,
which is a feature first introduced in IEEE 802.11ax .
Our TCP-aware scheduling strategies are based on TXOP; the selected MCSs used over
the Uplink ensure reliable transmissions while the Downlink is unreliable. We measure the
Goodput and TXOPs’ length in different transmission strategies that determine the TXOP
formation that controls how many TCP Data segments are transmitted in a cycle.
Our main finding is that relatively short TXOPs cycles are sufficient to receive almost
the largest Goodput, and there is a parameter for TXOP formation by which one can control
what Goodput to receive, while paying in the TXOP cycle length. The TXOP cycle length
is important since it is a part of the time-out measured by TCP. For example, we checked
the Goodput and cycles’ length for 1460 and 208 bytes TCP Data segments’ length. In order
to receive the largest Goodput one needs cycles of 25ms and 13ms respectively. If one loses
5− 8% of the maximum Goodput, the cycles’ length can decrease to 3− 5ms.
Further research issues concerning TCP traffic over IEEE 802.11ax can be to explore the
transmission of TCP data traffic from the stations to the AP and transmitting bidirectional
TCP data traffic. Also, a small transmission error probability over the Uplink can be achieved
by using large indexed MCSs which enable large PHY rates, while on the other hand using
shorter MPDUs and so transmitting a smaller number of TCP Acks. It is interesting to
check if such a scheme is more efficient than the one used in this paper where lower indexed
MCSs ensure a reliable Uplink with lower PHY rates.
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6 Appendix
In this appendix we demonstrate the relation between the channel bandwidth, MCS in use
and the SNR to the received BER in various RUs’ bandwidths and MCSs in use. The results
are taken from [40]. We assume that the AP is communicating with every station over one
spatial stream.
In Table 2 we show some examples for this relation, assuming the 160MHz channel RU
allocation. For example, for SNR = 36.6dB the BER equals 0 for all the MCSs and clearly
in this case both the AP and the stations use MCS11 over the DL and the UL respectively,
which enables the largest PHY rate. For SNR = 35.1 one can assume that either the AP uses
MCS11 and the stations use MCS10, or both the AP and the stations use MCS10. Recall
that in this paper we assume that the channel over which the TCP Acks are transmitted,
i.e. the UL, is reliable, and so in SNR=35.1 the stations cannot use MCS11 over the UL.
Notice that the AP can use either MCS11 or MCS10 over the DL, with a trade-off: the first
possibility is a larger PHY rate but BER>0, while the other possibility is the PHY rate is
smaller but BER=0.
In Table 2 we also show the most efficient MCSs to use for every SNR (in terms of the
Goodput) over the DL and UL. These MCSs are shown in Italic. For example, for SNR=36.6
dB MCS11 is used over the DL and the UL. For SNR=35.1 dB MCS11 is used over the DL
and MCS10 is used over the UL. Notice also that when considering a 160MHz channel RU
allocation, such a channel can be used for SNRs larger than 10.2 dB only.
In Figure 12 we show for the four RU allocation channels in use in this paper, namely
160, 80, 40 and 20 MHz, and for scheduling strategy 3 with Load = 0.95, the received TCP
Goodput as a function of the SNR. We assume TCP Data segments of 1460 bytes. The
curves are generated based on raw data from [40] and are ’waterfall’ shaped. One can see
that every MCS has a range of SNR values over which it enables a positive TCP Goodput.
The lower indexed MCSs can be used in lower SNRs, but with a smaller PHY rate and so
with a smaller TCP Goodput.
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Figure 12: The TCP Goodput vs. SNR in various channel bandwidths and MCSs.
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Table 2: The relation between the SNR, MCS and BER in a 160 MHz channel and 1 Spatial
Stream
SNR MCS
0 1 2 3 4 5 6 7 8 9 10 11
36.6 0 0 0 0 0 0 0 0 0 0 0 0
35.1 0 0 0 0 0 0 0 0 0 0 0 0.6595
34.0 0 0 0 0 0 0 0 0 0 0 0.0222 1
33.6 0 0 0 0 0 0 0 0 0 0 0.3696 1
33.5 0 0 0 0 0 0 0 0 0 0.0005 0.4958 1
32.5 0 0 0 0 0 0 0 0 0 0.0987 1 1
31.7 0 0 0 0 0 0 0 0 0 0.9412 1 1
30.2 0 0 0 0 0 0 0 0 0.6457 1 1 1
27.1 0 0 0 0 0 0 0 0.0749 1 1 1 1
25.9 0 0 0 0 0 0 0.0022 1 1 1 1 1
24.7 0 0 0 0 0 0.0010 0.832 1 1 1 1 1
20.1 0 0 0 0 0.1417 1 1 1 1 1 1 1
19.7 0 0 0 0 0.5970 1 1 1 1 1 1 1
17.5 0 0 0 0.0005 1 1 1 1 1 1 1 1
16.4 0 0 0 0.4973 1 1 1 1 1 1 1 1
14.6 0 0 0.0003 1 1 1 1 1 1 1 1 1
13.6 0 0 0.4188 1 1 1 1 1 1 1 1 1
10.2 0 1 1 1 1 1 1 1 1 1 1 1
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