It is a common experience that the perturbation, or even the omission, of some elements of a matrix often has negligible effect on some of the eigenvalues of the whole matrix.
A=F+G, F =(A;1 ;J, G =(A(I, ";")> (1)
i.e.
lAi -piI < E. (3)
Thus if the eigenvalues are wanted to within sr, only the two simpler eigenvalue problems of A r1 and A,, need be solved if E < er. Wilkinson [l, p. 3121 shows that a better result can often be obtained for a tridiagonal Hermitian matrix; and this result will now be extended to any Hermitian matrix.
To do this the scalars yi will be defined yi f min I$ -1~~1, j=k+l,...,n i = 1, 2,. . . ) k.
Now by Schur's theorem there exists a matrix I/, unitary,
(with the same partitioning as A), such that
Then denoting the ith columns, i < k, of V, P, and S by vi, pi, and si respectively, it follows from Eqs. (5) and (6) that
so that (Ass -M)s, = -&Pi> giving Ilsilj2 < sllPil12/riP or lIsi112 G s/V + yiz>ll' < 1,
ignoring the trivial case yi = E = 0.
The bound (8) is important whenever E << yi, as will now be shown.
From Eqs. (7) and (1) Allpi -L,pi = -AgSi,
tion to an eigenvalue of A is bounded by O(S) unless the eigenvalue being approximated is also close to an eigenvalue of A,,, in which case the bound is only E. Moreover it would seem that these are the best bounds obtainable in general, for consider the 2 by 2 matrix A with aI1 = LX, as2 =.c.x + 26, and a12 = a21 = E, then the eigenvalues of A are 1 = tl + 6 f (82 + &2)1'2, = cx f E if 6 = 0, cf. Eq. (3), z c( + (1 f 1/Z) 6 if E = 6, cf. Eq. (10).
To illustrate a possible practical use of Eq. (10) 
so that This isolating effect caused by small off-diagonal submatrices turns out to be cumulative in a sense that can now be described. The analysis is quite simple and need only be given for a 3 by 3 partitioning of A and V, thus, for i < K, let where again A, where it is known that the extreme eigenvalues of T,, the leading k by K portion of the tridiagonal matrix, converge very swiftly with increasing h to the corresponding extreme eigenvalues of A.
However it is not true that if yi and ai are very small in Eq. (19) then an effect of O(e2) can be obtained as might be hoped, for consider the 3 by 3 matrix with diagonal elements tl and next to diagonal elements E; this has eigenvalues CC, dc f. 1/Z E, while each 2 by 2 diagonal submatrix has eigenvalues M + 8. Thus not all eigenvalues need be equally isolated from "distant" effects.
The results given so far can be summarized and extended for the most interesting particular case of block tridiagonal matrices, and this will now be done using the following notation.
Let A be an n x n Hermitian 
while if 
II%1 1~2~). (28)
Proof.
From the leading n -nT elements of Eqs. (20) and (21) (28) give different order bounds on the error in taking the eigenvalue ,uj of B in place of the eigenvalue il of A, while Eq. (27) shows how well [zjT, 0] approximates vT. As is usual the eigenvector bound is not as good as the eigenvalue bound. The practical computational problem of deciding when a symmetric tridiagonal matrix can be considered as two matrices of smaller dimensions for the purpose of computing eigenvalues, but not eigenvectors, has been discussed for example by Kahan [2] .
We now consider the effect of a perturbation in A, on 1. 
THEOREM. Let
and Eq. (33) follows using IV -11 < IV -pi + Ip -II with Eqs. (35) and (36). A weaker bound could also be found for the change in the eigenvector. Once more the bound (22) can be used with (31) and (33) to show how eigenvalues arising in one part of the matrix can be sheltered from perturbations in another part by small off-diagonal blocks. This isolating effect is seen to be strong for some eigenvalues, and this explains why the smaller eigenvalues of some tridiagonal matrices with some very large elements can be found remarkably accurately.
The reader only has to consider the 10 by 10 tridiagonal matrix with diagonal elements (11 -i)lO, i = 1, 2,. . .) 10, and next to diagonal elements of unity, an example suggested by J. H. Wilkinson.
