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Abstract 
We show closed-form analytic functions consisting of a finite number of trigonometric terms 
can simulate Turing machines, with exponential slowdown in one dimension or in real time in 
two or more. @ 1999-Elsevier Science B.V. All rights reserved 
1. Introduction 
Various authors have independently shown [ 10, 12,5, 14, l] that finite-dimensional 
piecewise-linear maps and flows can simulate Turing machines. The construction is 
simple: associate the digits of the x and y coordinates of a point with the left and 
right halves of a Turing machine’s tape. Then we can shift the tape head by halving 
or doubling x and y, and write on the tape by adding constants to them. Thus, two 
dimensions suffice for a map, or three for a continuous-time flow. These systems can 
be thought of as billiards or optical ray tracing in three dimensions, recurrent neural 
networks, or hybrid systems. 
However, piecewise-linear functions are not very realistic from a physical point 
of view, and although these maps can be smoothed into infinitely differentiable ones 
[lo], most physical dynamical systems are analytic, at least in a perfectly classical 
world. Analytic functions in general are trivially computationally universal, since we 
can embed any function from the integers to (0, 1 } (in fact, any function on the integers 
that grows more slowly than some primitive recursive function) in an analytic function 
on the reals. However, it would be more satisfactory to find computationally universal 
analytic functions with elementary closed forms. Specifically, 
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Definition. Let U, be the smallest class of functions f : R” -+ R containing rational 
constants, rc, the n projections x H xi, and satisfying the following closure properties: 
?? if f ,g E U,, then fig E U,, where _L E {+, -, x}, 
?? iff EU,,thensinf EU,,. 
We will say that f : R” -+ R” is elementary if its n components are in U,,. 
In this paper, we construct two elementary functions: one in one dimension based 
on counter machines that simulates Turing machines with an exponential slowdown, 
and another in two dimensions that simulates TMs in real time. 
Preliminary versions of these results appeared in [4, 111. 
2. One dimension: Minsky machines and Collatz functions 
Recall [6] the classic “3x + 1 problem”. If f is the function on the integers 
then, for all X, does there exist a t such that f’(x) = l? In dynamical systems terms, 
is all of N in the basin of attraction of the periodic orbit { 1,4,2}? 
We can generalize this as follows. Let 
f(x) = six + bi where x = i mod p (1) 
for some base p and constants ai, bi for 06 i< p. We will call any such f a Collatz 
function. Conway [3] showed that it is undecidable in general whether f’(x) = 1 
for some t. Based on this fact, Burckel [2] has shown that it is undecidable whether 
certain functional equations have non-trivial solutions; in addition, the record-holding 
small Turing machines in the Busy Beaver competition calculate Collatz functions [8], 
another testament to their complexity. 
Conway does this by simulating Minsky machines, which are finite-state automata 
(FSAs) that can increment, decrement, or branch on zero on a finite number of counters. 
Minsky showed [9] that two counters suffice to simulate an arbitrary Turing machine; 
however, this creates a doubly exponential slowdown, so we use three counters instead. 
Let L and R represent the left and right halves of the tape (with R including the tape 
symbol a0 at the head’s current location) and add a work counter IV. Specifically, if 
our Turing machine has n states and m tape symbols, 
L = f+la_i and R = f?Jtdai. 
i=l i=O 
For each state of the TM, our FSA has a loop of m states that decrement R, the last 
one of which also increments W. Where in this loop we get R = 0 tells us the tape 
symbol a0 = R mod m, and we are left with W = lR/m]. 
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[SHIFT RIGHT] 
o-o-o- 
i dec W, inc R dec L. m inc W dec W, inc L 
[HALT] 
n 
\ / dec L, inc W 
Fig. 1. How to simulate a Turing machine with a finite-state machine that can increment and decrement 
three registers, L, R and W. 
If the TM’s instructions are to shift the head to the right at this point, we read 
W back into R by repeating (decw,incR) until W = 0, multiply L by m by looping 
(dea, m incw) until L = 0 and then (deq, incl) until W = 0 (where “rn incw” means 
“increment W m times”), whereupon we add the new symbol a' to L with a' inq. 
If the TM is to shift left, we first set R = m2 W with the loop (decw,m2 incR) until 
W = 0, and then enter a loop of m states that decrement L. We leave this loop with 
W = lL/mJ and kn owing a_ 1 = L mod m, so we add a_ I+ ma' to R. Finally we loop 
(decw,incL) until W = 0 to read W back into L. 
In either case, we then go to the section of the FSA corresponding to the new 
state s’. 
As shown in Fig. 1, this FSA needs 4 states for each state/symbol pair that shifts 
right, m+3 for each pair that shifts left, and two for a pair that halts. Using Rogozhin’s 
4-&&e, 6-symbol universal Turing machine [13], which has 8 pairs that shift left and 
14 that shift right, we get a total of 130 states. We have no idea if this is minimal; 
it could be reduced either by finding a more compact universal TM (Minsky’s 7-state, 
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4-symbol machine yields 149 states) or by exploiting regularities in the rule table to 
merge multiple states in the FSA. We leave this to the reader. 
Since each Turing machine step takes 0(&R) steps of the FSA to simulate, and 
since L and R are @(ml) where 1 is the length of the tape used by the TM, a Turing 
machine computation that takes time t can be performed by a three-counter Minsky 
machine in time O(tm’). 
We now show how to simulate a three-counter Minsky machine with a Collatz 
function, using a slightly different construction from Conway’s. If the FSA has k states 
and is currently in state s where 0 <s < k, define 
x = 2L3R5Wk + s. 
Clearly, all of our operations can be carried out on x. For instance, to decrement L, 
increment W m times, and update the state from s to s’, we write 
(decL,m incw): f(x) = (5m/2)(x - s) + s’ = (5m/2)x + (s’ - (5m/2)s) 
so a = 5m/2 and b = s’ - (5m/2)s. Moreover, we can distinguish s and test for zero 
on all our registers in terms of x mod 30k: 
I 
S L > 0,R > O,W> 0 
s+ 15k L=O,R > O,W> 0 
s+ 1Ok 
s + 20k 
L > O,R=O,W> 0 
s + 6k 
s+ 12k 
sf 18k 
L > 0,R > O,W=O 
s + 24k I 
s + 2k 
xmod30k = ( s + 4k 
s + 8k 
s+ 16k 1 
L > O,R=O,W=O 
s+3k 
s + 9k 
s + 27k 
I 
L = 0,R > 0, W = 0 
s+21k 
s + 5k 
s + 25k 
L=O,R=O,W> 0 
sfk L=O,R=O,W=O 
Finally, if s = 1 is the halt state, we define ai = 0 and bi = 1 for all i = 1 + ck; then 
a halting computation ends with the fixed point x = 1. 
This base of p = 30k is more compact than Conway’s construction, which gives 
p = 0(2k) [2]. At most 19k terms are actually needed, since the other 11 possibilities 
s + ck for c E {7,11,13,14,17,19,22,23,26,28,29} never happen. Furthermore, not all 
combinations of non-zeroness of L, R and W occur for each state in the FSA. 
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Now we note that Collatz mnctions can be embedded in elementary functions. Let 
This is everywhere analytic, and the fraction can be resolved using multiple-angle 
formulas. Specifically, setting y = xx/p, one can write 
sin py &PY _ e-ipy P-l -zz 
sin y eiy _ e-iy 
= c eikye--i(p--l--k)y 
k=O 
(so division is not necessary in our definition of U,). Then 
P-l 
f(x) = Lgh(x - i) (GX + bi) 
matches Eq. (1) on the integers. Finally, if our initial state is SO and we put the input 
entirely on the left half of the Turing machine, an input w corresponds to an initial 
value x = k2” + SO. So we have shown 
Theorem 1. For any Turing machine M with m states and any input w, there is an 
elementary function f of one variable, and constants k and SO, such that M halts in 
time t ly and only if f”(k2’+’ + SO) = 1 for some t’ = O(m’). 
From this it follows that predicting iterated functions is undecidable, for elementary 
functions in general and for particular functions f” that simulate universal Turing 
machines. 
3. Two dimensions 
With two integer variables we can simulate a Turing machine directly. Let x encode 
the current state s and the right half of the tape, including the symbol a0 at the head’s 
current location, and let y encode the left half of the tape. If the TM has n states and 
m tape symbols, let 
X=S+(Tl+ l)z(m+ I)‘&, 
i=O 
y = E(Wl + l)‘-‘U-i, 
i=l 
where 1 <s 6 n and 1 < ai < m for all i. If we define 
hp(x) = cp ;f::,,)‘> 
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then we have (for integer t and a) 
‘(m+l)(n+i) (x - (t + (n + ‘k)) = 
1 if s = t and a0 = a, 
0 otherwise 
9 
kn,l(Y - a) = 
1 if a-i = a, 
0 otherwise. 
Then let s’ = S,,, be the Turing machine’s new state, a’ = A,,, be the symbol it 
writes on the tape, and ASP0 its movement left or right with the convention that A = 0 
for halt states and fl for all non-halting states. Then if we define 
corresponding to shifting the machine to the right or left, we can simulate the TM with 
the function 
X 
[( ) 
As,,, + 1 
2 
‘(&ight,yright)+ (~)~~~~+l(y-~-l)‘(Xliff,yliff) 1 * 
Then if s = 0 and us = 0 is the halt state, halting is indicated by arriving at (0,O). 
An initial TM state SO with an input w on the right half of the tape corresponds to 
an initial point (SO + (n + l)w, 0). So we have shown 
Theorem 2. For any Turing machine A4 and any input w, there is an elementary 
function f on two variables and constants a and b such that M halts on input w 
after t time-steps if and only if f ‘(a + bw,O) = (0,O). 
Finally, we note that this function has essentially one term for each state-symbol 
pair of the Turing machine. For Rogozhin’s 4-state, 6-symbol machine [13] this is 24. 
4. Conclusion 
We have extended previous results on the computation universality of piecewise- 
linear and Coo functions in one and two dimensions to include analytic functions with 
elementary closed forms. Several open questions suggest themselves: 
(1) Is there an elementary function in one dimension that can simulate Turing ma- 
chines with a less-than-exponential slowdown? Continuous and Lipschitz functions can 
simulate Turing machines in real time, since (for instance) the function 
o(O.UoU_lUlU_~Uz . ..) = O.U~UI-JU~U_~U~ . . . .
that shifts x’s digits as if it were a two-sided sequence folded up, is continuous and can 
be embedded in a Lipshitz map on a Cantor set [l 11, but it is certainly not elementary. 
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Any faster simulation by one-dimensional elementary functions would have to rely on 
a very different construction than the one given here. 
(2) Can Turing machines be simulated by an analytic function on a compact space? 
TMs generally have a countably infinite number of fixed points and periodic points of 
each period, while compact analytic maps can have only a finite or uncountable number. 
In one dimension this creates a contradiction [5], since if f has an infinite number of 
periodic points of period t, then f’ must be the identity; but such a simulation may 
still be possible in more than one dimension. 
(3) What is the minimum number of terms in our two constructions needed to 
simulate a universal Turing machine? The figures given above (24 in two dimensions 
and p < 19 . 130 = 2470 in one) can probably be reduced by noting as in [7] that 
not all combinations of state and symbol actually occur in the course of a properly 
initialized computation. 
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