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SUMMARY
Orbitally shaken bioreactors are an emerging alternative to stirred-tank bioreactors for large-scale mam-
malian cell culture, but their fluid dynamics is still not well defined. Among the theoretical and practical
issues that remain to be resolved, the characterization of the liquid free surface during orbital shaking remains
a major challenge because it is an essential aspect of gas transfer and mixing in these reactors. To simulate
the fluid behavior and the free surface shape, we developed a numerical method based on the finite element
framework. We found that the large density ratio between the liquid and the gas phases induced unphysical
results for the free surface shape. We therefore devised a new pressure correction scheme to deal with large
density ratios.
The simulations operated with this new scheme gave values of wave amplitude similar to the ones mea-
sured experimentally. These simulations were used to calculate the shear stress and to study the mixing
principle in orbitally shaken bioreactors.
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1. INTRODUCTION
Orbitally shaken bioreactors (OSRs) have recently been expanded beyond simple shaken flasks
to include disposable cylindrical bioreactors with nominal volumes of 200 and 2000 L for mam-
malian cell cultivation [1–4]. As a consequence, OSRs are now being considered as an emerging
alternative to stirred-tank bioreactors for large-scale recombinant protein production with cultivated
mammalian cells.
To optimize mammalian cell cultivation in OSRs, gas transfer, mixing rates and hydrodynamic
stress must be understood and controlled because these are considered key to the successful applica-
tion of any type of bioreactor. With mammalian cell cultures in bioreactors, achieving the maximum
gas transfer and mixing is expected to require a high level of power input that would, in turn, increase
hydrodynamic stress that could destroy cells. Thus, whereas efficient mixing minimizes concentra-
tion gradients of oxygen or pH [5], the conditions to assure this result need to be kept at the lowest
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Fédérale de Lausanne, Station 8, CH-1015 Lausanne, Switzerland.
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level possible to limit damage to the cells. Hydrodynamic stress, however, is difficult to measure
directly in bioreactors. Thus, computational fluid dynamic (CFD) simulations offer a way to assess
this parameter and to study the hydrodynamic principles of OSRs.
Mathematically, the OSRs can be considered as a two-phase problem, where the position of
the interface between the gas and the liquid phases is unknown. Nevertheless, the density of the
two phases differs by three orders of magnitude and can profoundly affect the numerical results
[6]. Extended finite element methods (XFEMs) have proved to be useful for dealing with inter-
face problems in such situations [7, 8]. However, their computational cost is higher than standard
finite elements, and they require to modify available finite element codes and to develop novel
preconditioning techniques [9].
In this paper, we studied a finite element method (FEM) to capture the interface discontinuities
in a simple and efficient way. We used this mathematical technique to describe the behavior of the
fluid in OSRs at different agitation rates. In particular, we focused on the shape of the free surface,
the velocity field in the liquid, and the mixing behavior of the bioreactor.
After introducing the mathematical settings in Sections 2 and 3, we discuss the approximation
in time and space in Section 4. In Section 5, we present several numerical results and comparisons
with experimental data.
2. SETTING AND DEFINITION OF THE PROBLEM
Orbitally shaken bioreactors are usually made of two parts: a cylindrical container enclosing the
cell culture and a rotary shaker (Figure 1(left)). The orbital shaking motion of the bioreactor can be
represented as the sum of two rotations with opposite angular velocities !: one around the axis of
the cylindrical vessel and the other one around the center of the shaker (Figure 1(right)).
Mathematically, the fluid problem in an OSR can be considered as a two-phase problem, where
the gas and liquid phases are separated by a free surface whose position is an unknown of the prob-
lem. The computational domain  representing the container depends on time and is composed of
two parts: liquid and air corresponding to the liquid and gas phases, respectively (Figure 2). The
two phases are separated by the free surface  (Figure 2).
We assume that both the liquid and gas phases are incompressible Newtonian fluids. Thus, we
can model them using the Navier–Stokes equations:
a .@tua C .ua  r/ua/r T.ua,paIa/D fa in air (1)
r  ua D 0 in air (2)
l .@tul C .ul  r/ul/r T.ul ,pl Il/D fl in liquid (3)
Figure 1. Side (left) and top (right) views of an orbitally shaken bioreactor (OSR); d represents the inner
diameter, h the liquid height, ! the agitation rate, Rs the shaking radius, and  the angle between the initial
and current positions of the bioreactor.
2
M. DISCACCIATI ET AL.
Figure 2. Schematic representation of the computational domain.
r  ul D 0 in liquid (4)
where ua and ul represent the velocity of the gas and the liquid, pa and pl their pressure, a and l
their density and a and l their viscosity. T.u,pI/D .ruCruT / pI is the Cauchy stress
tensor and fa and fl represent the forces acting on the gas and the liquid. The interface  D .t/
evolves according to the motion of the two phases.
We model our problem by writing the Navier–Stokes equations (1)–(4) in a fixed domain; the
actual (imposed) motion of the shaking bioreactor will be represented by fictitious forces that have
to be applied to the fluid.
We can decompose these fictitious forces into two components: a radial one to account for the
centrifugal effects,
fr D Rs. P/2
0
@ cos./sin./
0
1
A
and a tangential one, describing the possible change in the agitation rate with a Coriolis type force
ft D Rs R
0
@  sin./cos./
0
1
A
.
The total external force acting on the fluid (fictitious forces and gravity) can therefore be
described as
fD  gC fr C ft (5)
where g D .0, 0,g/T is the gravitational acceleration, Rs the shaking radius and  D .t/ the
angle between the position of the bioreactor and the horizontal axis (Figure 1).
In this work, we will assume that surface tension has a negligible effect on the flow. This
assumption can be justified by considering the Eötvös number Eo,
EoD .l  a/gd
2

which is used to describe the relative importance of surface tension with respect to gravity, where 
is the surface tension coefficient. In our case, the Eötvös number is of the order of 1000, indicating
that surface tension can be neglected.
2.1. Fluid flow boundary conditions
Setting suitable boundary conditions is necessary to close the problem. However, the choice is
not straightforward for problems with a free surface. Indeed, with reference to Figure 3 for the
nomenclature, we use no slip conditions uD 0 on down and up but not on wall, otherwise the free
surface would not change on wall, a non-realistic situation.
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Figure 3. Parts of the boundary of the computational domain.
Several approaches have been proposed for this problem, see [10] for a review. We define ei as the
unit vector in the i direction, n as the normal to the boundary wall and  as the tangential direction
 D e´  n, and consider the following two possibilities:
 Vertical slip. It consists of imposing two Dirichlet conditions for the horizontal components
of u:
u  ex D 0 u  ey D 0 on wall (6)
and a Neumann condition along the vertical direction:
.T.u,pI/ n/  e´ D 0 on wall. (7)
 Tangential slip. In that case, only the no-penetration constraint is applied to the fluid:
u  nD 0 on wall (8)
(see [11] for the detail of the procedure to implement this kind of boundary conditions) whereas
two Neumann conditions are applied on the other components of the velocity
.T.u,pI/ n/   D 0 .T.u,pI/ n/  e´ D 0 on wall . (9)
In Section 5.5, we will study an alternative approach based on Robin boundary conditions on the
stress on wall together with the no-penetration constraint u  nD 0.
3. TREATMENT OF THE FREE SURFACE PROBLEM
To represent the free surface .t/ at time t , we use the level set method [12] because it can natu-
rally deal with large changes in the shape of the interface. We will also devise a pressure correction
scheme that is especially adapted to that method.
For every time t > 0, the level set method consists in defining a scalar function 	 W  ! R so
that we can characterize the free surface as
 D ¹x 2 j 	.x/D 0º .
(The dependence of  and 	 on t is understood.) In order to achieve a good numerical accuracy on
the localization of the interface, the gradient of the level set function 	 has to be moderate (neither
too steep nor too flat); this is why 	 is defined as being a signed distance function, that is, jr	j D 1.
The location of the two fluids is then recovered by evaluating the sign of the level set function.
To move the interface  , we have to solve a pure transport equation given by
@t	 C u  r	 D 0 in  (10)
where u is the velocity of the fluid. However, this temporal evolution does not preserve the prop-
erty that 	 is a signed distance. A reinitialization procedure has to be used in order to recover
this property.
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The main concern when one uses only the level set method (instead of coupling it with volume
of fluid [13] or particle methods [14]) is volume conservation. As a matter of fact, because the
advection process does not conserve the volume at the discrete level, and that the reinitialization
moves slightly the interface position, the volume occupied by the two phases might change. This is
a critical issue for long time simulations, as with time, the differences in the volume accumulate,
and therefore, the final volumes might be far from the initial ones.
To alleviate this problem, so as to achieve physically realistic simulations, we used a variant of
the level set correction proposed in [15]. When the exact volumes of the phases are known, this
method consists in updating after each time step the level set function with the correction
	.x/ 	.x/C c 8x 2 (11)
where c is a constant over  given by
c D Vexact  V.	/jj (12)
where Vexact is the exact volume of the fluid represented by positive signs of the level set function,
V.	/ the volume of the fluid represented by positive signs of the level set function using the current
values of the level set function 	, and jj is the measure of the interface.
When applying this correction, we observed oscillations in the volume around the exact value.
Therefore, we chose to use a relaxation parameter ˛ in the correction of the level set function (11):
	.x/ 	.x/C ˛c 8x 2 (13)
where c is defined as mentioned earlier, whereas ˛ is a real parameter that can be set to 1 to retrieve
the original correction. However, numerical experiences showed that using a value of ˛ equal or
close to 1 results in oscillations of the volume around the exact value. Because the value of ˛
must anyway be large enough to compensate for the numerical loss, we found ˛ D 0.5 to be a
good tradeoff.
4. NUMERICAL APPROXIMATION IN TIME AND SPACE
The Navier–Stokes equations and the level set method have been coupled to provide a model for
the fluid flow problem with free surface. More precisely, the coupling occurs by defining a variable
viscosity  and density  for the fluid in the Navier–Stokes equations on the basis of the sign of the
level set function:
.x/D
´
liquid if 	.x/> 0
air if 	.x/ < 0
.x/D
´
liquid if 	.x/> 0
air if 	.x/ < 0
(14)
Conversely, once solved, the Navier–Stokes equations provide the velocity u of the fluid that is
used to advect the level set function.
This problem is non-linear because of the intrinsic non-linearity of the Navier–Stokes equations
and the unknown position of the interface. To compute its solution, we have carried out a
linearization treating some terms semi-implicitly following the scheme proposed in [16]. Precisely,
the convective term of the Navier–Stokes equations is treated explicitly and the level-set function
is taken from the previous time step to compute the density and the viscosity. We introduce a time
discretization 0D t0 < t1 <   < tn < tnC1 with uniform time step
t D tnC1tn, 8n. Supposing
that un, 	n, n and n are known quantities at time tn, we can compute the fluid velocity unC1 and
the pressure pnC1 by solving the following:
n

1

t
unC1C .un  r/unC1

r T unC1,pnC1InD fnC1C n

t
un in  (15)
r  unC1 D 0 in  (16)
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Figure 4. Mesh representing a 14.4-cm diameter cylinder used for all the simulations.
where u represents the global velocity (ujliquid D ul and ujair D ua), p the global pressure, f the
global forcing term,  the global density and  the global viscosity ( and  are therefore piecewise
continuous functions with a discontinuity across ). After solving at each time step the linearized
Navier–Stokes equations (15) and (16), we can compute the new location of the two fluids by solving
the following transport-reaction equation:
unC1  r	nC1C 1

t
	nC1 D 1

t
	n in  (17)
and so, we can also update the density nC1 and the viscosity nC1.
In order to approximate the solutions of both the linearized Navier–Stokes equations (15) and
(16) and the transport reaction equation (17), we introduce a mesh h of the domain  (Figure 4),
composed of tetrahedra K (see [17] for an introduction to finite elements).
The level set function is discretized using P1 finite elements, that is, the discrete space Lh in
which we look for the approximation 	h of 	 is defined as
Lh D
®
 h 2H 1./\C 0. N/ W  hjK 2 P1 8K 2 h
¯
.
However, the PDE governing the evolution of the level set function (17) is a transport-reaction
equation and can therefore lead to numerical instabilities. An interior penalty stabilization [18] is
then added to ensure the good behavior of the interface capturing, leading to the following weak
formulation: find 	nC1
h
2 Lh such thatZ

unC1
h
 r	nC1
h
 hC 1

t
Z

	nC1
h
 h C j

	nC1
h
, h
D 1

t
Z

	nh h 8 h 2 Lh (18)
with
j.	h, h/D
Z
I
h
2
f junC1h  njr	hr h (19)
where I represents the set of interior faces I D SK @K n @,  is a suitable coefficient, n
is the normal to the considered face of I and hf the size of that face (Figure 5). Finally, r	h
represents the jump of r	h across the interface, that is r	hD r	hjK1 r	hjK2 where K1 and
K2 are the two elements adjacent to the considered face. This type of stabilization is particularly
suitable for the level set advection as shown in [19].
Concerning the finite element approximation, for the linearized Navier–Stokes equations (15)
and (16), we have chosen to use finite elements with bubble stabilization for the velocity Pb1 -P1 in
6
M. DISCACCIATI ET AL.
Figure 5. Two-dimensional representation of the geometrical entities involved in the IP stabilization: @ is
represented by the dotted lines, I by the normal lines and hf is indicated for the bold face.
order to fulfill the inf-sup condition [17]. Hence, the finite element space that we consider for the
approximations uh and ph of u and p, respectively, are V 3h and Ph where
Vh D
°
vh 2H 1./\C 0. N/ W vhjK 2 P b1 8K 2 h
±
Ph D
®
ph 2 C 0. N/ W phjK 2 P1 8K 2 h
¯
.
A definition of the space P b1 can be found in [20]. The weak formulation corresponding to the
linearized Navier–Stokes equations (15) and (16) is as follows: find unC1
h
2 V 3
h
and pnC1
h
2 Ph
such thatZ

n

1

t
unC1
h
C unh  r unC1h

 vhC
Z

n
2

runC1
h
C runC1
h
T  W rvhCrvTh 

Z

pnC1
h
r  vh
D
Z

fnC1  vhC
Z

n

t
unh  vh 8vh 2 V 3h
(20)
Z

r  unC1
h
qh D 0 8qh 2 Ph. (21)
There is no boundary term because of the boundary conditions that we described in Section 2.1.
In the weak formulations (20) and (21), we have not added stabilization terms to control the convec-
tion term. The reason is that, we will consider only cases where the viscous effects are dominating
the convective ones. For other cases, for example, for fluids with low viscosity, one has to introduce
numerical stabilization such as interior penalty [21] or SUPG [22].
4.1. A pressure correction method
One of the challenges in simulating the two-phase problems (20) and (21) arises from the large ratio
of the densities across the free surface  . The first consequence is that standard quadrature proce-
dures used in finite elements might lead to large errors in the integration of the terms involving the
discontinuous density in the elements of the grid crossed by  . This problem can be overcome by
resorting to quadrature rules that are adapted to the interface: in each element crossed by the inter-
face, the position of the interface is computed (by finding the intersections of  with the edges of
the tetrahedron) and a quadrature rule is devised on each side by combining a few local quadrature
rules (Figure 6).
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Figure 6. The quadrature rule in a triangle (bold lines) cut by the interface  is built by triangulating
(dotted line) both sides of the triangle, associating a quadrature rule to each of the triangles (arrows) and
putting all the resulting quadrature points (crosses) together.
The second consequence of the large difference in the densities is that the approximation of the
pressure can be very poor near the interface if one only relies on Lagrangian finite element spaces.
Indeed, the pressure gradient is discontinuous across the interface as soon as the normal component
of the force f in Equation (15) is discontinuous across the interface, as pointed out in [23]. In our
case, these forces are discontinuous because of the presence of the density  that is discontinuous
across  . If we consider that the gravity is the dominating external force, we have the following:
@p
@n

D  g  nD  g  n  gn. (22)
This discontinuity has to be captured if one wants to perform accurate simulations of experi-
ments where  is large. Some techniques have already been developed to this purpose. A popular
approach is to use XFEM methods to enrich the pressure space with basis functions that are dis-
continuous across the interface [24]. The main disadvantage is that additional degrees of freedom
(DOFs) are added to the fluid problem. The method proposed in [6] overcomes this drawback by
enriching the pressure space with basis functions that are both discontinuous across the interface
and local to one element. A priori condensation is therefore performed, so that no additional DOFs
appear in the final algebraic system.
In this paper, we will use a method inspired by [25] and [26] for solving elliptic problems with
internal discontinuities. The main idea is to take advantage of the fact that the jump

@p
@n

is known,
or approximately known if we neglect the fictitious forces. Indeed, in this method, an auxiliary
function is built to account for the discontinuity and then used to build a problem for a regu-
larized pressure. More precisely, we first note that the function gn can be extended easily to a
function Ngn D  g  r	 defined on  by remarking that n D r	. We define then the auxiliary
discrete function
Lp.x/D
´ P
i <0
. Ngn.xi /	.xi // 'i .x/ if 	.x/> 0
Pi>0 . Ngn.xi /	.xi // 'i .x/ if 	.x/ < 0 (23)
where xi is the position of the node associated to the basis function 'i of the discrete pressure space
Ph. The idea behind this formula is that the jump of Lp approximates the ones of the pressure p:
LpDX
i
. Ngn.xi /	.xi // 'i .x/Š 0 (24)
as
P
i 	.xi /'i .x/
 j D 	j D 0 and
@Lp
@n

D @
@n
X
i
. Ngn.xi /	.xi // 'i .x/Š gn. (25)
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After being constructed, the lifting is subtracted from the pressure in order to form a regularized
pressure Op D p Lp , which is more regular, as we have
 OpD p LpŠ 0 (26)
and 
@ Op
@n

D

@p
@n



@Lp
@n

Š 0. (27)
We can now rewrite the weak formulation of the linearized Navier–Stokes equations in terms of
the new unknowns

unC1
h
, OpnC1
h

to be solved instead of the Equations (20) and (21):
Z

n

1

t
unC1
h
C unh  r unC1h

 vhC
Z

n
2

runC1
h
C runC1
h
T  W rvhCrvTh 

Z

OpnC1
h
r  vh
D
Z

fnC1  vhC
Z

n

t
unh  vhC
Z

Lp r  vh 8vh 2 V 3h
(28)Z

r  unC1
h
qh D 0 8qh 2 Ph (29)
where Lp is the auxiliary function (23) built using 	 D 	nh . The implementation of our method
does not require heavy changes in the usual structure of a finite element code, as it only introduces a
modification of the right hand side. Remark that no unknowns have been built during the construc-
tion of the additional right hand side, even if the lifting of the pressure Lp actually belongs to an
enriched pressure space.
To sum up, the algorithm was composed of four steps that were performed sequentially, at each
time step:
1. Solve the linearized Navier–Stokes equations (28) and (29), where we used the interface
position at the previous time step and the pressure correction scheme;
2. Update the location of the interface by advecting the level set function using problem (18);
3. Reinitialize the level set function: reconstruct the interface geometrically and redefine the level
set as a distance function to the interface; and
4. Correct the volume of the different phases using (13).
5. NUMERICAL RESULTS AND DISCUSSION
To avoid numerical stabilization for the linearized Navier–Stokes problem and have faster compu-
tations, we restricted our investigation to a liquid having high viscosity. The considered aqueous
solution is made of 98.5% glycerine (viscosity: 1 Pa s).
For the numerical simulations, we used a mesh built out of tetrahedra, structured in the verti-
cal direction. The mesh contained around 50, 000 elements and 10, 000 vertices. With the spatial
discretization that we set, we got a total amount of around 190, 000 DOFs for each linearized
Navier–Stokes problem (180, 000 for the velocity and 10,000 for the pressure) and 10,000 DOFs
for each advection of the level set function.
For each linear system for the fluid problem, an additive Schwarz preconditioner [27] was built
by the library Trilinos [28], using a complete LU factorization for each subdomain. The same kind
of preconditioner was used for the linear system associated with the level set advection problem.
The whole code was based on the library LifeV (www.lifev.org). All the simulations were run on
the Cray XT5 Rosa located at the Swiss National Supercomputing Centre, using 108 CPUs in order
to get a similar final time for all the cases.
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Figure 7. Schematic representation of the initial (left) and final (right) configurations in the tilted
cylinder test.
5.1. Tilted cylinder test
To assess the quality of our method in simulating free surface flows, we devised a simple test con-
sisting in putting the gravity off the vertical axis and in observing the motion of the free surface,
without shaking the container. More precisely, the usual gravity field is replaced by
gD
0
B@
g sin.˛tilt/
0
g cos.˛tilt/
1
CA .
where ˛tilt represents the angle between the gravity g and the ´-axis. We used an angle ˛tilt D 
8
.
The cylinder had a diameter of 28.7 cm, and the initial liquid height was 0.2 m. A representation of
the setting we are considering is shown in Figure 7.
We are interested in the oscillations of the free surface around its equilibrium position. The oscil-
lations of the interface were tracked following the height l.t/ of the free surface above a reference
point P0 close to the wall, P0 D .0.14, 0, 0/ (Figure 7).
We tested several time steps in order to observe the influence of the time discretization. First of all,
we could observe that the time step had to be smaller than 0.1 s for the scheme we used, otherwise,
the free surface was not evolving towards a steady position, as shown in Figure 8.
Three other time steps
t D 0.05, 0.02, 0.01 were tested, and all of them gave satisfactory results
as the surface evolved towards the equilibrium. The differences between the results obtained with the
different time steps were small (Figure 9): with a smaller time step, the wave amplitude decreased
slightly more quickly. A small phase shift could also be observed for large times (Figure 10).
Moreover, we remark that our pressure correction scheme is very effective in reducing the spu-
rious velocities. Indeed, Figure 10 shows that oscillations of the free surface smaller than the cells
size (their height is 0.02 m) can be accurately captured, and that such oscillations remain smooth
over long time intervals. This could not be possible if spurious currents would still be present. The
pressure correction scheme developed in the previous section represents therefore a valuable and
computationally cheap strategy.
5.2. Wave amplitude in orbitally shaken bioreactors
We consider the problem of simulating the flow inside the OSRs. The OSR considered in our simu-
lations was a 14.4-cm diameter cylinder filled to a height of 0.1 m with an aqueous solution of 98.5%
glycerine (viscosity: 1 Pa s). Simulations were run for several agitation rates from 85 to 125 rpm at a
shaking radius of 2.5 cm. On the basis of the tests carried out in the previous Section 5.1, for the time
advancing, we used a uniform time step 
t D 0.05 s for all the simulations, and the calculations
were run until a final time between 8 and 9 s.
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Figure 8. Evolution of l.t/ with a time step of 0.1 s.
Figure 9. Evolution of l.t/ with time steps 0.05 (red), 0.02 (green) and 0.01 (blue).
The amplitude of the wave was the parameter that we used to compare our simulations with the
experimental data. In the simulations, the amplitude of the wave was calculated by taking two ver-
tical lines on the boundary of the cylinder and by tracing the liquid height on these two vertical
11
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Figure 10. Zoom on Figure 9 to observe the evolution after a long period.
Figure 11. Schematic representation of the amplitude of the wave for a numerical simulation. The two
vertical lines for the measure are represented by the blue and red spheres on the surface.
lines according to time. The maximal amplitude of the wave was read directly on the resulting
graph (Figure 11).
All the conditions considered in our simulations were also experimentally tested. The experimen-
tal value of the amplitude of the wave was measured at the wall of the cylinder and was defined as
the difference of liquid height between a crest and a trough.
In Figure 12, the amplitudes obtained by simulation with vertical slip were in good agreement
with the experimental data at agitation rates from 85 to 105 rpm. At these agitation rates, the ampli-
tude of the wave increased from 20 to 40 mm. Between 115 and 125 rpm, the simulations showed
larger amplitudes than the experimental data. With the vertical slip boundary conditions, the sim-
ulated amplitude increased by a factor 3 between 105 and 125 rpm, although experimental data
showed a two-fold increase.
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Figure 12. Maximal amplitude versus the agitation rate. Comparison between the experimental values (red)
and the numerical values obtained with vertical slip boundary conditions (blue).
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Figure 13. Maximal amplitude versus the agitation rate. Comparison between the experimental values (red)
and the numerical values obtained with tangential slip boundary conditions (blue).
At 105 rpm, the slope of both the experimental and numerical curves increased, and a regime
transition was observed (Figure 12). In hydrodynamics, this transition yields to a change of the liquid
behavior, which was also captured during the simulations. At agitation rates lower than 105 rpm,
the motion of the particles in the liquid is mainly local, whereas at higher agitation rates, larger
displacements are observed in the liquid. The boundary conditions at the wall might not be suitable
for the latter regime as all the power of the wave was channeled in the vertical direction pushing it
higher than what it really should be.
The tangential slip boundary conditions allow the energy of the wave to be split in both the
tangential and vertical directions preventing the wave to reach unphysical heights. Indeed, we
observed during the simulations using these boundary conditions that the tangential velocity at
the wall was not negligible in comparison with the vertical velocity when the agitation was
higher than 105 rpm. As a consequence, the simulated amplitude with tangential slip increased
by around two-fold between 105 and 125 rpm, which was in better agreement with the experimental
data (Figure 13).
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The fact that the simulated amplitudes with both vertical and tangential slips gave similar results
at agitation rates lower than 105 rpm suggested that the boundary conditions did not affect the free
surface at these agitation rates. However, as the agitation rate increased beyond 105 rpm, the choice
of the boundary conditions became a critical aspect.
The shape of the interface was also considered as a benchmark for the simulations. Using
the tangential slip boundary conditions, the interface was well captured at low agitation rates
(Figure 14), whereas the computations were less accurate for higher agitation rates (Figure 15).
There may be two causes for the differences between the numerical and experimental interfaces.
First, we did not take into account the friction losses at the wall, although experimentally, the inter-
face was bent near the wall at 125 rpm, reflecting the friction between the wall and the liquid
(Figure 15 (left)). An alternative to the problem would be to implement one of the boundary con-
ditions proposed in [10] (where the same effects on the interface shape have been observed). The
choice of a Robin boundary condition with coefficients adjusted by the level set function could be a
good candidate. We will study this approach in Section 5.5. A second putative cause could be that
at higher agitation rates, the fictitious forces caused by the motion of the bioreactor have a similar
strength as gravity. The jump in the pressure gradient across the interface might therefore come from
the discontinuity of that force across the interface. The pressure correction scheme should then take
into account these effects.
Figure 14. Interfaces of an aqueous solution of 98.5% glycerine at 95 rpm captured during an experiment
(left) and its numerical counterpart (right). The shaking radius was 2.5 cm and the liquid height 10 cm.
Figure 15. Interfaces of an aqueous solution of 98.5% glycerine at 125 rpm captured during an experiment
(left) and its numerical counterpart (right). The shaking radius was 2.5 cm and the liquid height 10 cm.
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Table I. Maximal shear stress computed at the time t D 8 s.
Agitation [rpm] 85 95 105 115 125
Maximal shear stress [Pa] 4000 7400 11900 29100 92500
Figure 16. Shear stress magnitude induced by the shaking motion of 95 rpm at time t D 8 s on a slice
through the OSR. The free surface location is displayed by the white line.
5.3. Shear stress calculations
The evaluation of the shear stress magnitude and its localization in the bioreactor is important
as it affects the viability of the cells in the culture. Indeed, high shear stress can disrupt the cell
membrane, leading to cell death.
The simulations led to an approximation of the whole velocity field. We could deduce from it
an approximated shear stress magnitude, here computed as jjruCruT jj2 where jj  jj2 denotes
the Frobenius norm, that is jjruCruT jj2 D
P
i ,j .@iuj C @jui /2
1=2
(we computed this quan-
tity in the whole bioreactor even if we were only interested in its value in the liquid phase liquid).
The influence of the boundary conditions used for the wall was very high in this case [10]: when
the vertical slip was adopted, there was a high shear stress area near the walls, whereas when the
tangential slip was used, the shear stress was lower. As the most relevant boundary condition for
the liquid is the no-slip boundary condition and as the vertical slip is closer to that condition, we
investigated the shear stress distribution only with the latter condition.
The shear stress increased quickly with the agitation rate (Table I). For agitation rates from 85 to
125 rpm, the shear stress was non-uniformly distributed: the higher shear stress levels were located
near the wavefront (Figures 16 and 17). Because these calculations were performed using glycerol
as the liquid phase, the shear stress level was assumed to be at least three orders of magnitude higher
than in aqueous medium typically used for cell culture. We were then expecting lower shear stress
levels than those reported to be lethal for mammalian cells at around 102 N/m2 [29].
5.4. Mixing performance evaluation
To evaluate the mixing capabilities of the OSRs, we calculated the pathway of particles on the basis
of the computed liquid velocity. A series of 21 particles were introduced at each time step. They
were placed in the vessel at 70, 50 and 30 mm under the free surface and equally distributed in the
radial direction (from the center of the vessel to 2 mm off the wall) and then passively advected by
the fluid (as if they would have the same density as the liquid).
As we focused on the macromixing in OSRs, we neglected the influence of diffusion and consid-
ered that mixing occurred mainly through convection. At agitation rates lower than 105 rpm, and
after 8 s of agitation, the particles underwent only a local motion, drawing spirals on the pictures
(Figures 18 and 19).
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Figure 17. Shear stress magnitude induced by the shaking motion of 105 rpm at time t D 8 s on a slice
through the OSR. The free surface location is displayed by the white line.
Figure 18. Particle distribution viewed from below at t D 8 s for an agitation rate of 85 rpm (particles are
colored with respect to the radial coordinate of the release location).
Figure 19. Particle distribution viewed from below at t D 8 s for an agitation rate of 95 rpm (particles are
colored with respect to the radial coordinate of the release location).
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At agitation rates equal to or greater than 105 rpm, the global displacement of the particles was
larger (Figures 20 and 21). At 115 rpm, the particles were disbursed within the bioreactor.
The transition between the two mixing regimes at 105 rpm correlated to the one observed with
the interface. The second regime was more favorable in terms of mixing of the different layers, and
therefore, to the distribution of the oxygen in the liquid phase. These regime transitions were also
observed in a previous study on the mixing principles in OSRs [30].
5.5. A first attempt to use Robin boundary conditions
The two proposed sets of boundary conditions used so far presented the following drawbacks:
1. Vertical slip could not reproduce the motion of the free surface at high agitation rates.
2. Tangential slip prevents the computation of correct wall shear stress.
Figure 20. Particle distribution viewed from below at t D 8 s for an agitation rate of 105 rpm (particles are
colored with respect to the radial coordinate of the release location).
Figure 21. Particle distribution viewed from below at t D 8 s for an agitation rate of 115 rpm (particles are
colored with respect to the radial coordinate of the release location).
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We present, here, preliminary results using Robin-like boundary conditions as suggested in [10].
Robin boundary conditions consist in imposing, at the wall of the cylinder where the contact line is
moving, the no-penetration condition
u  nD 0 on wall (30)
with two additional Robin conditions
S.	/u   C .T.u,pI/ n/   D 0 on wall
S.	/u  e´C .T.u,pI/ n/  e´ D 0 on wall
where S.	/ is a function of the level set used to weight the different components of the condition.
Indeed, we ideally want that
 near the interface, a slip condition should be recovered, so S.0/ should be small; and
 far from the interface, a no-slip condition is the most suitable choice. For large values of 	,
S.	/ should be large to mimic the no-slip condition.
A simple candidate for S is given by
S.	/D
´
.	/K if j	j> sl
0 if j	j< sl
(31)
where K is a large constant (we used 104) and sl is a parameter to be chosen, called slip length.
Remark the presence of the viscosity  in (31), which was found to better balance the amount of
slip between the two phases.
We used Robin conditions with the tilted cylinder test described in Section 5.1. The slip length
was the most important parameter (Figures 22 and 23): a too small slip length introduces a large
damping of the surface motion and makes it adhere to the walls in an unphysical way. On the oppo-
site, a large slip length would simply reduce the effect of the Robin condition with respect to the
Figure 22. Free surface height for the tilted cylinder test case for different boundary conditions.
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Figure 23. Different shapes of the free surface observed at time 0.2 s for the tilted cylinder test case, using
different boundary conditions.
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Figure 24. Comparison of the amplitude of the wave in the orbitally shaken bioreactors measured and
computed numerically with Robin boundary condition.
tangential slip condition. Minimal slip lengths to avoid unphysical results were found between 0.05
and 0.1. Note that these values might depend strongly on the mesh used.
We conducted the test with the wave amplitude measurements presented in Section 5.2 using
Robin conditions and a slip length of 0.04 (which would correspond to a slip length of 0.08 for the
tilted cylinder test, as there is a factor 2 between the two geometries).
The amplitude of the wave computed using this Robin boundary condition represented an inter-
mediate case between those found with tangential and vertical slip conditions. Indeed, the amplitude
was still overestimated for high agitation rates (above 105 rpm), but much less than with vertical
slip (compare Figure 24 with Figures 12 and 13).
Even if the results could be probably improved by tuning the transition function S.	/more finely,
in particular, the slip length sl , this test shows that Robin boundary conditions can give reasonable
results for the interface motion.
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Figure 25. Shear stress magnitude induced by the shaking motion at 95 rpm at time t D 8 s on a vertical sec-
tion of the orbitally shaken bioreactor when Robin boundary conditions are used. The free surface location
is displayed by the white line. This figure should be compared with Figure 16.
Figure 26. Shear stress magnitude induced by the shaking motion at 105 rpm at time t D 8 s on a verti-
cal section of the orbitally shaken bioreactor when Robin boundary conditions are used. The free surface
location is displayed by the white line. This figure should be compared with Figure 17.
We also performed the same shear stress computations as in Section 5.3. The results are shown in
Figures 25 and 26.
We can observe that Robin boundary conditions yield a lower maximal shear stress. Indeed, the
maximal shear stress is usually located near the interface and Robin boundary conditions allow
the fluids to fully slip in that area, preventing high shear stress. However, outside the slip band-
width, shear stress with or without Robin boundary conditions are comparable in magnitude, Robin
boundary conditions usually giving higher values.
Robin boundary conditions represent a good choice for the simulation of both the interface shape
and the shear stress field, opposite to vertical and tangential slip conditions. The only drawback of
the Robin boundary conditions is the necessity to finely tune the parameters, in particular the slip
length sl , which might be a non-trivial task.
6. CONCLUSION
Orbital shaking for suspension cultures of animal cells is, at least for large-scale applications, an
entirely new approach to achieve efficient mixing and gas transfer without excessive hydrodynamic
stress. Because mixing and gas transfer are increasingly more difficult problems from an engineering
point of view for large-scale bioreactors, a mathematical approach to begin to understand air/liquid
interphase conditions through modeling was considered.
In this paper, we showed a new method to deal with two-phase problems, where the difference
in flow density is large. Spurious velocities did not appear near the interface and therefore did not
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pollute the solution, leading to physically meaningful surface shapes. This method was not compu-
tationally expensive, as it only changed the right hand side of the momentum equation and did not
introduce additional DOFs.
The simulations gave us indications about the hydrodynamics in an OSR, where two mixing
regimes were observed. The first regime, present only at low agitation rates, induced only local
mixing and is expected to lead to poor oxygenation of the liquid phase. At agitation rates higher
than 105 rpm (for the ‘scale of operation’ studied here), improved mixing that correlated with the
observed mixing efficiency of OSRs [30] was observed.
These two regimes should be investigated at water-like viscosities in order to better match the
conditions of OSRs. However, this will require more advanced techniques for simulating the fluid
flow, such as numerical stabilization or turbulence modeling. The boundary conditions should also
be more deeply investigated. Indeed, the tangential slip condition gave relatively good results for the
wave amplitude, but its inability to give correct shear stress values represents a significant problem.
Robin boundary conditions represented a very satisfactory alternative. However, further investiga-
tions will be carried out to exploit them at best choosing in an optimal way the parameters involved
in their definition. These conditions will be considered in further modeling studies of OSRs contain-
ing water, thus providing important insights that are expected to guide the development of efficient
OSRs for large-scale cell culture operations.
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