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FREE EVOLUTION ON ALGEBRAS WITH TWO STATES
MICHAEL ANSHELEVICH
ABSTRACT. The key result in the paper concerns two transformations, Φ : (ρ, ψ) 7→ ϕ and Bt :
ψ 7→ ϕ, where ρ, ψ, ϕ are states on the algebra of non-commutative polynomials, or equivalently
joint distributions of d-tuples of non-commuting operators. These transformations are related to free
probability: if⊞ is the free convolution operation, and {ρt} is a free convolution semigroup, we show
that
Φ [ρ, ψ ⊞ ρt] = Bt[Φ [ρ, ψ]].
The maps {Bt} were introduced by Belinschi and Nica as a semigroup of transformations such that
B1 is the bijection between infinitely divisible distributions in Boolean and free probability theories.
They showed that for γt the free heat semigroup and Φ the Boolean version of the Kolmogorov
representation for infinitely divisible measures,
Φ [ψ ⊞ γt] = Bt[Φ [ψ]].
The more general map Φ [ρ, ψ] comes, not from free probability, but from the theory of two-state
algebras, also called the conditionally free probability theory, introduced by Boz˙ejko, Leinert, and
Speicher. Orthogonality of the c-free versions of the Appell polynomials, investigated in [Ans08b],
is closely related to the map Φ. On the other hand, more general free Meixner families behave well
under all the transformations above, and provide clues to their general behavior. Besides the evolution
equation, other results include the positivity of the map Φ [ρ, ψ] and descriptions of its fixed points
and range.
1. INTRODUCTION
In a series of papers [BN08, BN07a, BN07b], Belinschi and Nica introduced and investigated a
family of transformations Bt. These transformations operate on measures, or more generally on
“non-commutative joint distributions”, i.e. states on non-commutative polynomial algebras. Bt are
defined using a mixture of free and Boolean convolutions (see Section 2.6). They showed that these
transformations form a semigroup, and for t = 1, B1 is exactly the (Bercovici-Pata) bijection B
between the infinitely divisible distributions in the free and Boolean probability theories. These
transformations also have a remarkable relation to the free multiplicative convolution. On the other
hand, Belinschi and Nica also proved that for a general state ψ,
Φ [ψ ⊞ γt] = Bt[Φ [ψ]],
where ⊞ is the free (additive) convolution and γt is the free convolution semigroup of semicircular
distributions, the free version of the heat semigroup. The map Φ, which intertwines the actions
of Bt and the semicircular evolution, can be described in the one-variable case as follows: for a
measure ν, Φ [ν] is the measure whose Boolean cumulant generating function is
ηΦ[ν](z) =
∫
R
(
1
1− xz
− 1− xz
)
1
x2
dν(x).
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The formula above is the Boolean version of the Kolmogorov representation (see Theorem 8.5 in
[Dur91]). Φ is also a shift on the Jacobi parameters of the measure, see [Ans08b].
Free probability [VDN92, NS06] and Boolean probability theories are two of only three natural
non-commutative probability theories (in addition to the usual probability theory; the third theory,
monotone probability, also appears in the paper as an auxiliary device). Both the free and the
Boolean setting are in fact particular cases of a more general construction for a space with two
expectations, or more precisely an algebra with two states (A, ϕ, ψ). This theory is usually called
the conditionally free or c-free theory. The objects in it are best described using their two-state
cumulants Rϕ,ψ, which restrict to Boolean cumulants ηϕ for ψ = δ0 and to free cumulants Rϕ for
ψ = ϕ. It is not true that Rϕ,ψ are always the free cumulants of some state. However, conversely,
if ψ is arbitrary and ρ is a freely infinitely divisible state, then Rρ = Rϕ,ψ for some ϕ. So we can
define the map ϕ = Φ [ρ, ψ]. It is easy to see that Φ [γ, ·] = Φ, where γ is the free product of
standard semicircular distributions. Moreover, we show that, now for general ρt,
Φ [ρ, ψ ⊞ ρt] = Bt[Φ [ρ, ψ]].
This equation remains somewhat mysterious. However, we also exhibit an operator representation
which provides a realization for it. This requires obtaining operator representations for all the
ingredient maps, a result which may be of independent interest.
Our original motivation for the study of the maps Bt and Φ came from their connection to the free
Meixner distributions and states. Free Meixner distributions were originally defined as measures
whose orthogonal polynomials have a special (free Sheffer) form, and in [Ans07b] we showed
that they have exactly the same characterization in terms of Boolean Sheffer families. In fact, as
explained in [Ans08b], the natural home of the free Meixner distributions is in the c-free theory:
they are those distributions ϕ which, for some ψ, have orthogonal c-free Appell (rather than the
more general Sheffer) polynomials.
It was noted by Belinschi and Nica and also in [Ans07b] that the operations Bt take the class of
free Meixner states to itself. We introduce a new two-parameter family {Bα,t}, which also form a
semigroup. For α = 0, these are exactly the Belinschi-Nica maps, while for t = 0 these maps relate
the Boolean convolution with the so-called Fermi convolution. These maps also preserve the free
Meixner class, and moreover, in one variable using them the class can be generated from a single
distribution 1
2
(δ−1 + δ1). In addition,
Φ [ρ, ψ ⊞ ρt ⊞ δα] = Bα,t[Φ [ρ, ψ]],
The actions on the free Meixner distributions of the operations⊞, Bα,t, and Φ [ρ, ·] can be computed
explicitly, and lead to the more general results.
The paper is organized as follows. Section 2 introduces the basic notions, in particular the two-
state cumulants. Section 3 describes the appearance of the free Meixner distributions in the c-free
theory, and defines Φ [ρ, ψ] and Ba,t. Section 4 contains the main results: semigroup property of
Ba,t, positivity, fixed point, and image descriptions for Φ [ρ, ψ], and combinatorial and operator
proofs of the equation which relates them.
Acknowledgements. I would like to thank Andu Nica and Serban Belinschi for a number of dis-
cussions which contributed to the development of this paper, and for explaining their work to me. I
also thank Laura Matusevich for useful comments.
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2. PRELIMINARIES
We will freely use the notions and notation from the Preliminaries section of [Ans07b]; here we list
the highlights.
2.1. Polynomials and power series. Let C〈x〉 = C〈x1, x2, . . . , xd〉 be all the polynomials with
complex coefficients in d non-commuting variables. They form a unital ∗-algebra.
For a non-commutative power series G in
z = (z1, z2, . . . , zd)
define the left non-commutative partial derivative DiG by a linear extension of Di(1) = 0,
Diz~u = δiu(1)zu(2) . . . zu(n).
2.2. Algebras and states. Algebras A in this paper will always be complex ∗-algebras and, unless
stated otherwise, unital. If the algebra is non-unital, one can always form its unitization C1⊕A; if
A was a C∗-algebra, its unitization can be made into one as well.
Functionals A → C will always be linear, unital, and ∗-compatible. A state is a functional which
in addition is positive definite, that is
ϕ [X∗X ] ≥ 0
(zero value for non-zero X is allowed). A functional on C1⊕A is conditionally positive definite if
its restriction to A is positive definite. In particular, a functional on C〈x〉 is conditionally positive
definite if it is positive definite on polynomials without constant term.
Most of the time we will be working with states on C〈x〉 arising as joint distributions. For
X1, X2, . . . , Xd ∈ A
sa,
their joint distribution with respect to ψ is a state on C〈x〉 determined by
ϕ [P (x)] = ψX1,X2,...,Xd [P (x1, x2, . . . , xd)] = ψ [P (X1, X2, . . . , Xd)] .
The numbers ϕ [x~u] are the moments of ϕ. More generally, for d non-commuting indeterminates
z = (z1, . . . , zd), the series
M(z) =
∑
~u
ϕ [x~u] z~u
is the moment generating function of ϕ.
For a probability measure µ on R all of whose moments are finite, its monic orthogonal polynomials
{Pn} satisfy three-term recursion relations
(1) xPn(x) = Pn+1(x) + βnPn(x) + γnPn−1(x),
with initial conditions P−1 = 0, P0 = 1. We will call the parameter sequences
(β0, β1, β2, . . .), (γ1, γ2, γ3, . . .)
the Jacobi parameter sequences for µ. Generalizations of such parameters for states with MOPS
were found in [Ans08a].
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2.3. Partitions. We will denote the lattice of non-crossing partitions of n elements by NC (n), the
corresponding lattice of interval partitions by Int(n). A class B ∈ π of a non-crossing partition is
inner if for j ∈ B,
∃ i
π
∼ k
π
6∼ j : i < j < k,
otherwise B is outer. The collection of all the inner classes of π will be denoted Inner(π), and
similarly for Outer(π).
From [Ans07a], we take the following notation: for a set V ,
NC
′(V ) =
{
π ∈ NC (V ) : min(V )
π
∼ max(V )
}
.
For π ∈ NC ′(V ), we will denote Bo(π) the unique outer class of π.
For comparison, we also recall the notation from [BN08]: for π, σ ∈ NC (n), denote π ≪ σ if
π ≤ σ, i.e. i π∼ j ⇒ i σ∼ j
but
∀B ∈ σ,min(B)
π
∼ max(B).
In particular, NC ′(n) =
{
π ∈ NC (n) : π ≪ 1ˆn
}
.
2.4. Cumulants. For a state ϕ, its Boolean cumulant generating function is defined by
ηϕ(z) = 1− (1 +Mϕ(z))−1,
and its coefficients are the Boolean cumulants of ϕ. They can also be expressed in terms of moments
of ϕ using the lattice of interval partitions. Similarly, the free cumulant generating function of a
state ψ is defined by the implicit equation
(2) Mψ(w) = Rψ ((1 +Mψ(w))w) ,
where
(1 +Mψ(w))w =
(
(1 +Mψ(w))w1, (1 +M
ψ(w))w2, . . . , (1 +M
ψ(w))wd
)
.
We will frequently, sometimes without comment, use the change of variables
(3) zi = (1 +Mψ(w))wi, wi = (1 +Rψ (z))−1zi.
The coefficients of Rψ (z) are the free cumulants of ψ, and can also be expressed in terms of the
moments of ψ using the lattice of non-crossing partitions:
(4) ψ[x1 . . . xn] =
∑
π∈NC(n)
∏
B∈π
Rψ [xi : i ∈ B] .
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2.5. Two-state cumulants. The typical setting in this paper will be a triple (A, ϕ, ψ), where A is
an algebra and ϕ, ψ are functionals on it. By rotation, we can assume without loss of generality
that ϕ is normalized to have zero means and identity covariance. Then no such assumptions can be
made on ψ.
We define the conditionally free cumulants of the pair (ϕ, ψ) via
ϕ [x1 . . . xn] =
∑
π∈NC (n)
∏
B∈Outer(π)
Rϕ,ψ
[∏
i∈B
xi
] ∏
C∈Inner(π)
Rψ
[∏
j∈C
xj
]
.
Their generating function is
Rϕ,ψ (z) =
∑
~u
Rϕ,ψ [x~u] z~u.
Equivalently (up to changes of variables, this is Theorem 5.1 of [BLS96]), we could have defined
the conditionally free cumulant generating function via the condition
(5) ηϕ(w) = (1 +Mψ(w))−1Rϕ,ψ ((1 +Mψ(w))w) .
For elements X1, X2, . . . , Xn ∈ Asa, we will denote their joint cumulants
Rϕ,ψ [X1, X2, . . . , Xn] = R
ϕX1,X2,...,Xn ,ψX1,X2,...,Xn [x1, x2, . . . , xn]
to be the corresponding joint cumulants with respect to their joint distributions.
Definition 1. Let (A, ϕ, ψ) be an algebra with two states.
(a) Subalgebras A1, . . . ,Ad ⊂ A are conditionally free, or c-free, with respect to (ϕ, ψ) if for
any n ≥ 2,
ai ∈ Au(i), i = 1, 2, . . . , n, u(1) 6= u(2) 6= . . . 6= u(n),
the relation
ψ[a1] = ψ[a2] = . . . = ψ[an] = 0
implies
(6) ϕ [a1a2 . . . an] = ϕ [a1]ϕ [a2] . . . ϕ [an] .
(b) The subalgebras are (ϕ|ψ) free if for a1, a2, . . . , an ∈
⋃d
j=1Aj ,
Rϕ,ψ [a1, a2, . . . , an] = 0
unless all ai lie in the same subalgebra.
As pointed out in [BB08], these properties are not equivalent, however they become equivalent
under the extra requirement that the subalgebras are ψ-freely independent. In any case, throughout
the paper we will be working with cumulants and will not actually encounter conditional freeness.
Example 2. If a, c are c-free from b, then (Lemma 2.1 of [BLS96])
ϕ [ab] = ϕ [a]ϕ [b] ,
ϕ [abc] = ϕ [a]ϕ [b]ϕ [c] + (ϕ [ac]− ϕ [a]ϕ [c])ψ[b].
Example 3. The following are important particular cases of conditional freeness.
(a) If ϕ = ψ, so that (A, ϕ) is an algebra with a single state, conditional freeness with respect
to (ϕ, ϕ) is the same as free independence with respect to ϕ. Moreover, Rϕ,ϕ = Rϕ.
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(b) If A is a non-unital algebra, define a state δ0 on its unitization C1 ⊕ A by δ0[1] = 1,
δ0[A] = 0. Then conditional freeness of subalgebras (C1⊕A1), . . . , (C1⊕Ad) with respect
to (ϕ, δ0) is the same as Boolean independence of subalgebras A1, . . . ,Ad with respect to
ϕ. Moreover, Rϕ,δ0 = ηϕ.
(c) Specializing the preceding example, if A = C〈x〉, it is a unitization of the algebra of poly-
nomials without constant term, and δ0[P ] is the constant term of a polynomial, so that we
denote, even for non-commuting polynomials,
δ0[P ] = P (0).
(d) More generally, for any a ∈ Rd, we can define a state on C〈x〉 by
δa[P ] = P (a1, a2, . . . , ad).
These are exactly the multiplicative ∗-linear functionals on C〈x〉. Note that δa is the free
product of δai , so it is indeed a state, and here and in all the preceding examples, the two parts
of Definition 1 coincide. This particular case of the c-free theory is related to the objects in
[KY04], and also to Fermi independence (see Lemma 5).
See the references for other particular cases and generalizations of conditional freeness; the ap-
pearance of the free Meixner laws (Section 2.7) in related contexts has been observed even more
widely. Note also that the only other natural product, the monotone product of Muraki, can also
to some degree be handled in the c-free language [Fra05]: the monotone product of ϕ1 with ϕ2 is
their conditionally free product for the second state δ0 ∗ ϕ2. However, while the monotone product
is associative, the triple product is apparently not a conditionally free product. See also Remark 11
and Lemma 9.
2.6. Convolutions. If ϕ, ψ are two unital linear functionals on C〈x〉, then ϕ ⊞ ψ is their free
convolution, that is a unital linear functional on C〈x〉 determined by
(7) Rϕ (z) +Rψ (z) = Rϕ⊞ψ (z) .
Similarly, ϕ ⊎ ψ, their Boolean convolution, is a unital linear functional on C〈x〉 determined by
ηϕ(z) + ηψ(z) = ηϕ⊎ψ(z).
See Lecture 12 of [NS06] for the relation between free convolution and free independence; the
relation in the Boolean case is similar.
The functionals ρ⊞t form a free convolution semigroup if ρ⊞t ⊞ ρ⊞s = ρ⊞(t+s). If ρ⊞t are states for
all t ≥ 0, we say that ρ is freely infinitely divisible, and will denote the corresponding semigroup
by {ρt}. The functionals ϕ⊎t form a Boolean convolution semigroup if ϕ⊎t ⊎ ϕ⊎s = ϕ⊎(t+s). Any
state is infinitely divisible in the Boolean sense.
2.7. Free Meixner distributions and states. The semicircular distribution with mean α and vari-
ance β is
d SC (α, β)(x) =
1
2πβ
√
(4β − (x− α)21[−2√β,2√β](x) dx
For every α, β, SC (αt, βt) form a free convolution semigroup with respect to t.
For b ∈ R, 1 + c ≥ 0, the free Meixner distributions, normalized to have mean zero and variance
one, are
dµb,c(x) =
1
2π
√
4(1 + c)− (x− b)2
1 + bx+ cx2
dx+ zero, one, or two atoms.
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They are characterized by their Jacobi parameter sequences having the special form
(0, b, b, b, . . .), (1, 1 + c, 1 + c, 1 + c, . . .),
or by the special form of the generating function of their orthogonal polynomials. In particular,
µ0,0 = SC (0, 1) is the standard semicircular distribution, µb,0 are the centered free Poisson distri-
butions, and µb,−1 are the normalized Bernoulli distributions. Moreover,
µb,c = SC (b, 1 + c)
⊎1/(1+c) ⊎ δ−b.
Un-normalized free Meixner distributions, of mean α and variance t, are µ⊞tb,c ⊞ δα or µ⊎tβ,γ ⊎ δα, see
Lemma 3.
More generally, free Meixner states are states on C〈x〉, characterized by a number of equivalent
conditions (see [Ans07a]), among them the equations
(8) DiDjRϕ (z) = δij +
d∑
k=1
BkijDkR
ϕ (z) + CijDiR
ϕ (z)DjR
ϕ (z) .
for certain
{
Bkij , Cij
}
. In [Ans07b], these equations were shown to be equivalent to
(9) DiDjηϕ(z) = δij +
d∑
k=1
BkijDkη
ϕ(z) + (1 + Cij)Diη
ϕ(z)Djη
ϕ(z).
2.8. Orthogonality of the c-free Appell polynomials. The c-free version of the Appell polyno-
mials were investigated in [Ans08b]. A result which motivated the investigation of the free Meixner
distributions below is the following lemma.
Lemma 1 (Lemma 5, Theorem 6 of [Ans08b]). The c-free Appell polynomials in (A, ϕ, ψ) are
orthogonal if and only if ψ is a free product of semicircular distributions SC (bi, 1 + ci), and ϕ =
Φ [ψ]. In this case, Rϕ,ψ (z) =
∑d
i=1 z
2
i , and ϕ is a free Meixner state.
Here Φ is a map defined by Belinschi and Nica in [BN07b] via
ηΦ[ψ](w) =
d∑
i=1
wi(1 +M
ψ(w))wi,
see [Ans08b] for other descriptions of it.
3. FREE MEIXNER DISTRIBUTIONS AND CONDITIONAL FREENESS
Lemma 2. For two functionals ϕ, ψ, Rϕ,ψ (z) =∑di=1 aizi + βRψ (z) if and only if
ϕ = δa ⊎ ψ
⊎β.
Equivalently, if ρ is a (not necessarily positive) functional with Rρ (z) = Rϕ,ψ (z) and Rψ (z) =∑d
i=1 aizi + tR
ρ (z), then
ψ = δa ⊞ ρ
⊞t = δa ⊎ ϕ
⊎t.
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Proof. If Rϕ,ψ (z) =∑di=1 aizi + βRψ (z), then
ηϕ(w) = (1 +Mψ(w))−1Rϕ,ψ
(
(1 +Mψ(w))w
)
=
d∑
i=1
aiwi + β(1 +M
ψ(w))−1Rψ
(
(1 +Mψ(w))w
)
=
d∑
i=1
aiwi + β(1 +M
ψ(w))−1Mψ(w) =
d∑
i=1
aiwi + βη
ψ(w) = ηδa + ηψ
⊎β
,
so
ϕ = δa ⊎ ψ
⊎β.
Reversing the argument gives the reverse implication. The proof of the second statement is similar.

Definition and Remark 4. For ρ, ψ linear functionals, define the map
(ρ, ψ) 7→ Φ [ρ, ψ]
via
ηΦ[ρ,ψ](w) = (1 +Mψ(w))−1Rρ
(
(1 +Mψ(w))w
)
.
In other words, for
ϕ = Φ [ρ, ψ]
we have
Rρ (z) = Rϕ,ψ (z) .
Note that RSC (0,1) (z) =
∑d
i=1 z
2
i , so that
ηΦ[SC (0,1),ψ](w) = (1 +Mψ(w))−1
d∑
i=1
(1 +Mψ(w))wi(1 +M
ψ(w))wi
and
Φ [SC (0, 1), ψ] = Φ [ψ] .
On the other hand, from Rϕ,ϕ = Rϕ and Rϕ,δ0 = ηϕ it follows that for any ρ, Φ [ρ, ρ] = ρ and
B[Φ [ρ, δ0]] = ρ, where the map B is defined in the next remark. See also Remark 10.
We will discuss in the next section under what conditions Φ [ρ, ψ] is a state.
Definition and Remark 5. For a ∈ Rd, define the transformation Ba,t by
Ba,t[ρ] =
(
(ρ⊞(1+t) ⊞ δa) ⊎ δ−a
)⊎1/(1+t)
.
Ba,t maps functionals to functionals; for t ≥ 0, it maps states to states. For t > −1, Ba,t maps freely
infinitely divisible states to states; for smaller t, the domains of Bt as a map from states to states get
progressively smaller. For a = 0,
B0,t[ρ] = Bt[ρ] = (ρ
⊞(1+t))⊎(1/(1+t))
is the Belinschi-Nica transformation [BN07a, BN07b]. In particular, B0,1 = B, the Boolean-to-free
version of the Bercovici-Pata bijection. On the other hand, we will show below that for each ρ,
B(ρ[x1],...,ρ[xd]),0[ρ]
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is the image of ρ under the Boolean-to-Fermi version of the Bercovici-Pata bijection, in the sense
of [Ora02].
The preceding lemma states that if Rρ (z) = Rϕ,ψ (z) and Rψ (z) =
∑d
i=1 aizi+(1+ t)R
ρ (z), then
ϕ = Ba,t[ρ]. In other words,
(10) ϕ = Ba,t[ρ] = Φ
[
ρ, ρ⊞(1+t) ⊞ δa
]
= Φ
[
ρ, ρ⊞ ρ⊞t ⊞ δa
]
.
We will generalize this result in the next section. Note also that in this case, ψ = Ut(ϕ) in the sense
of [KY04].
The following lemma extends Proposition 8 from [Ans07b] and Example 4.5 and Remark 4.6 from
[BN07a].
Lemma 3.
(a) For µb,c a free Meixner distribution,
Bα,t[µb,c] = µb+α,c+t
is also a free Meixner distribution.
(b) More generally, for ϕ{Ti},C a free Meixner state,
Ba,t[ϕ{Ti},C ] = ϕ{aiI+Ti},tI+C
is also a free Meixner state.
(c) Any free Meixner distribution can be obtained from the Bernoulli distribution
µ0,−1 =
1
2
δ−1 +
1
2
δ1
by the application of the appropriate Bα,t.
(d) For ρ = µb,c a free Meixner distribution,
Φ
[
µb,c, µ
⊞(1+t)
b,c ⊞ δα
]
= Bα,t[µb,c] = µb+α,c+t.
A partial converse to this statement is given in Proposition 12.
Proof. For part (a), it suffices to show that
δβ−b ⊞ µ
⊞(1+γ−c)
b,c = δβ−b ⊎ µ
⊎(1+γ−c)
β,γ .
µb,c has Jacobi parameter sequences
{(0, b, b, b, . . . , ), (1, 1 + c, 1 + c, 1 + c, . . .)} ,
As a particular case of the results in Section 3.1 of [Ans07a], it follows that δβ−b ⊞ µ⊞(1+γ−c)b,c has
Jacobi parameter sequences
{(β − b, β, β, β, . . . , ), (1 + γ − c, 1 + γ, 1 + γ, 1 + γ, . . .)} .
On the other hand, as observed in [BW01] or the Appendix of [Ans07b], for any measure µ with
Jacobi parameters
{(β0, β1, β2, . . .), (γ1, γ2, γ3, . . .)} ,
the measure δα ⊎ µ⊎t has Jacobi parameters
{(α + tβ0, β1, β2, . . .), (tγ1, γ2, γ3, . . .)} .
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The result follows. The proof for part (b) is similar. For part (c),
µb,c = Bb,1+c[µ0,−1].
Part (d) follows by combining part (a) with equation (10). 
Example 6. In the c-free central limit theorem (Theorem 4.3 of [BLS96]), for the limiting distribu-
tion Rρ (z) = Rϕ,ψ (z) = z2, so that ρ = µ0,0 is the semicircular distribution and
ϕ = Φ [ψ]
If moreover Rψ (z) = tz2, that is ψ = ρ⊞t, then
ϕ = Φ
[
µ⊞t0,0
]
= µ0,−1+t
so that ϕ can be any symmetric free Meixner distribution.
In the c-free Poisson limit theorem (centered version of Theorem 4.4 of [BLS96]), for the limiting
distribution Rρ (z) = Rϕ,ψ (z) = z2
1−bz , so ρ = µb,0 is the centered free Poisson distribution. Using
Lemma 9, it follows that
ϕ = Φ [µb,0, ψ] = Φ [δb ⊲ ψ] = Φ [δb ⊎ ψ] .
If moreover Rψ (z) = t z2
1−az for a = b, then ψ = ρ
⊞t and
ϕ = Φ [ρ, ψ] = Φ
[
µb,0, µ
⊞t
b,0
]
= µb,−1+t,
so that ϕ can be any free Meixner distribution. If a 6= b, then
ϕ = Φ
[
δb ⊎ µ
⊞t
a,0
]
= Φ
[
δb ⊎ Bt−1[µa,0]⊎t
]
= Φ
[
δb ⊎ µ
⊎t
a,−1+t
]
= Φ [δb−a ⊎ SC (a, t)] ,
which is a distribution whose Jacobi parameter sequences are constant after step three, cf. Theorems
11 and 12 of [KW05].
Similar arguments explain the appearance of the free Meixner distributions in various contexts
which can be derived from the c-free formalism.
Finally, if ϕ = µβ,γ and ρ = µb,c are both free Meixner distributions, as long as
(c ≤ 0, γ ≥ c) or 1 + γ ≥ c > 0,
Rϕ,ψ (z) = Rρ (z) for ψ = µ⊞(1+γ−c)b,c ⊞ δβ−b. Moreover, for arbitrary free Meixner distributions,
µβ,γ = Bβ−b,γ−c[µb,c]. In this case 1+ γ − c may be negative, however µb,c is in the range of Bα,1+c
(its ⊞-divisibility indicator in the sense of equation 1.7 of [BN07a] is 1 + c), and so in the domain
of Bα,t for t ≥ −(1 + c).
Similar results hold in the multivariate case. See also Remark 10.
Proposition 4. If ϕ is a free Meixner state, then
DiDjR
ϕ,ψ (z) = δij +
∑
k
BkijDkR
ϕ,ψ (z) + (1 + Cij)DiR
ϕ,ψ (z)DjR
ϕ,ψ (z)
−DiR
ψ (z)DjR
ϕ,ψ (z) .
Note that this reduces to equation (8) for ψ = ϕ, and to equation (9) for ψ = δ0.
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Proof. From relation (5), it follows that
Djη
ϕ(w) = (DjR
ϕ,ψ)
(
(1 +Mψ(w))w
)
and
(DiDjR
ϕ,ψ)
(
(1 +Mψ(w))w
)
= Di
[
(1 +Mψ(w))−1(DjRϕ,ψ)
(
(1 +Mψ(w))w
)]
= Di
[
(1 +Mψ(w))−1Djηϕ(w)
]
= Di(1 +M
ψ(w))−1Djηϕ(w) +DiDjηϕ(w)
= −Diη
ψ(w)Djη
ϕ(w) +DiDjη
ϕ(w).
From equation (9) for ηϕ we get
DiDjR
ϕ,ψ (z) = δij +
∑
k
BkijDkR
ϕ,ψ (z) + (1 + Cij)DiR
ϕ,ψ (z)DjR
ϕ,ψ (z)
−Diη
ψ(w)DjR
ϕ,ψ (z)
Since
Diη
ψ(w) = Di
[
(1 +Mψ(w))−1Mψ(w)
]
= Di
[
(1 +Mψ(w))−1Rψ
(
(1 +Mψ(w))w
)]
= (DiR
ψ)
(
(1 +Mψ(w))w
)(11)
we finally get
DiDjR
ϕ,ψ (z) = δij +
∑
k
BkijDkR
ϕ,ψ (z) + (1 + Cij)DiR
ϕ,ψ (z)DjR
ϕ,ψ (z)
−DiR
ψ (z)DjR
ϕ,ψ (z) . 
Remark 7 (Laha-Lukacs relations). In [LL60], Laha and Lukacs proved that the Meixner distribu-
tions are characterized by a certain property involving linear conditional expectations and quadratic
conditional variances. In [BB06], Boz˙ejko and Bryc proved that an identical characterization holds,
in the free setting, for the free Meixner distributions. In [BB08], they further characterized all dis-
tributions having the Laha-Lukacs property in the two-state setting. In our notation, and with some
extra assumptions, their result states that in this case,
Rϕ,ψ (z) =
z2
1− bz − cRψ (z)
,
or equivalently
D2Rϕ,ψ (z) = 1 + bDRϕ,ψ (z) + cDRψ (z)DRϕ,ψ (z) .
Thus for b = c = 0, one gets Rϕ,ψ (z) = z2 and ϕ = Φ [ψ], while for c = 0, one gets Rϕ,ψ (z) =
z2
1−bz and the appropriate analog of the Poisson law. On the other hand, for general b, c, R
ϕ,ψ (z)
does not itself satisfy a quadratic equation for general ψ, so the general two-state Laha-Lukacs
distributions are not directly related to the free Meixner states. This was already observed in Section
4.4 of [Ans07b], where the Boolean Laha-Lukacs distributions (a particular case of the result in
[BB08]) were found to be the Bernoulli distributions, which include the Boolean analogs of the
normal and Poisson laws, but do not include all the free Meixner distributions. On the other hand,
if Rϕ,ψ (z) = Rψ (z), in which case also ϕ = ψ, one recovers a quadratic equation, all free Meixner
distributions, and free probability.
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4. THE TRANSFORMATIONS Ba,t AND Φ[ρ, ψ]
4.1. Properties of Ba,t.
Lemma 5. The maps Ba,t form a semigroup:
Ba,t ◦ Bb,s = Ba+b,t+s.
In particular, Bt and Ba,0 commute, and
Ba,t = Bt ◦ Ba,0.
Moreover, for each ρ,
B(ρ[x1],...,ρ[xd]),0[ρ]
is the image of ρ under the Boolean-to-Fermi version of the Bercovici-Pata bijection, in the sense
of [Ora02].
Proof. The representation
ηBa,t[ρ][xi] = η
ρ[xi] = ρ[xi]
and for n > 1, |~u| = n,
ηBa,t[ρ][xu(1), xu(2), . . . , xu(n)] =
∑
π∈NC ′(n)
∑
S⊂Sing(π)
(∏
i∈S
au(i)
)
t|S
c|−1 ∏
B∈Sc
ηρ[xu(i) : i ∈ B]
is obtained by the same methods as in [BN08]. In particular,
ηB0,t[ρ][xu(1), xu(2), . . . , xu(n)] =
∑
π∈NC ′(n)
t|π|−1
∏
B∈π
ηρ[xu(i) : i ∈ B]
and
(12) ηBa,0[ρ][xu(1), xu(2), . . . , xu(n)] =
∑
{1,n}⊂Λ⊂{1,2,...,n}
(∏
i 6∈Λ
au(i)
)
ηρ[xu(i) : i ∈ Λ]
which are easily seen to commute, and which proves the semigroup property.
Moreover, denoting
−−→
ρ[x] = (ρ[x1], ρ[x2], . . . , ρ[xd]),
η
B−−→
ρ[x],0
[ρ]
[xu(1), xu(2), . . . , xu(n)] =
∑
{1,n}⊂Λ⊂{1,2,...,n}
(∏
i 6∈Λ
ρ[xu(i)]
)
ηρ[xu(i) : i ∈ Λ]
=
∑
π∈NC ′(n)
Inner(π)⊂Sing(π)
( ∏
{i}∈Inner(π)
ρ[xu(i)]
)
ηρ[xu(i) : i ∈ B
o(π)].
Using Definition 2.2 from [Ora02], it now easily follows that the Boolean cumulants of ρ are the
Fermi cumulants of B−−→
ρ[x],0
[ρ]. In other words, for each ρ, B−−→
ρ[x],0
[ρ] is the image of ρ under the
Boolean-to-Fermi version of the Bercovici-Pata bijection. 
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4.2. Properties of Φ [·, ·].
Theorem 6. On C〈x1, x2, . . . , xd〉, let ψ be a positive definite functional and µ a conditionally
positive definite functional. Define a functional η via
Mη(w) = (1 +Mψ(w))−1Mµ((1 +Mψ(w))w).
Then η is conditionally positive definite.
The proof is delayed until Section 4.3.
Corollary 7. Let f, g be power series whose coefficient sequences are positive definite. Then the
coefficient sequence of
f(zg(z))g(z)
is also positive definite.
Proof. In a single variable, a sequence {m0, m1, m2, . . .} is conditionally positive definite if and
only if the sequence {m2, m3, m4, . . .} is positive definite. In particular, the coefficient sequence of
z2f(z) is conditionally positive definite. So by Theorem 6, the coefficient sequence of
g(z)−1(zg(z))2f(zg(z)) = z2f(zg(z)g(z)
is conditionally positive definite, and therefore the coefficient sequence of f(zg(z))g(z) is positive
definite. 
The following corollary was proved in Lemma 6.1 of [Kry07], in the one-variable compactly sup-
ported case, by complex-analytic methods.
Corollary 8. Let ψ be a state. For any conditionally positive functional µ, there exists a state ϕ
such that Rϕ,ψ = Mµ. Equivalently, for any freely infinitely divisible state ρ, there exists a state ϕ
such that Rϕ,ψ = Rρ.
Proof. The conditionally positive functional η obtained in Theorem 6 is necessarily a Boolean cu-
mulant functional of a state ϕ. The second statement follows from the fact that the free cumulant
functional of a freely infinitely divisible state is conditionally positive definite. 
Remark 8 (Schoenberg correspondence). Another interpretation of this result is in terms of the
Schoenberg correspondence, see Corollary 3.6 of [Fra03] or [Sch91]. Let ψ be any freely infinitely
divisible state. A functional µ = Rρ is conditionally positive if and only if it a generator of a c-free
convolution semigroup of pairs of states (ϕ(t), ψ(t)), in the sense that
µ =
d
dt
∣∣∣
t=0
ϕ(t),
with ψ(1) = ψ. Indeed, for ψ(t) = ψ⊞t, and ϕ(t) chosen so that
Rϕ(t),ψ
⊞t
= tMµ = tRρ = Rρ
⊞t
,
in other words for ϕ(t) = Φ
[
ρ⊞t, ψ⊞t
]
, the two properties above hold. The converse is standard.
Note that we recover the Boolean version of the correspondence for ψ = δ0, and the free version
for ψ = ρ.
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Definition and Remark 9. For two functionals τ, ψ, the monotone convolution τ ⊲ ψ of Muraki
[FM05] is determined by
(13) (1 +M τ⊲ψ(w)) =
(
1 +M τ
(
(1 +Mψ(w))w
))
(1 +Mψ(w)).
So far, this operation has apparently been considered only in one variable, in which case this equa-
tion is equivalent to the condition
Fτ⊲ψ(w) = Fτ (Fψ(w))
on the reciprocal Cauchy transforms of the corresponding measures. It follows from Remark 11
that the monotone convolution of states is a state.
Lemma 9. Let ψ be a state.
(a) Suppose that Rρ has the special form
(14) Rρ (z) =
d∑
i=1
zi(1 +M
τ (z))zi,
which we will denote by ρ = Φfree[τ ], where τ is a state. Note that Φfree[τ ] = B[Φ [τ ]]. Then
(15) Φ [τ ⊲ ψ] = Φ [Φfree[τ ], ψ] .
(b) δa ⊲ ψ = δa ⊎ ψ.
Proof. Since τ is a state, by Lemmas 12 and 13 of [Ans08a] Rρ is conditionally positive definite
and so ρ is freely infinitely divisible. Then
(1 +Mψ(w))−1Rρ
(
(1 +Mψ(w))w
)
=
d∑
i=1
wi
(
1 +M τ
(
(1 +Mψ(w))w
))
(1 +Mψ(w))wi
so that for ϕ = Φ [ρ, ψ],
ηϕ(w) =
d∑
i=1
wi(1 +M
τ⊲ψ(w))wi.
Equation (15) follows.
For part (b), by definition
(1 +M δa⊲ψ(w)) =
(
1 +M δa
(
(1 +Mψ(w))w
))
(1 +Mψ(w))
=
(
1−
d∑
i=1
ai(1 +M
ψ(w))wi
)−1
(1 +Mψ(w)),
so
ηδa⊲ψ(w) = 1−
(
1 +M δa⊲ψ(w)
)−1
= 1− (1 +Mψ(w))−1
(
1−
d∑
i=1
ai(1 +M
ψ(w))wi
)
= 1− (1 +Mψ(w))−1 +
d∑
i=1
aiwi = η
δa⊎ψ(w). 
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Theorem 10.
(a) For ϕ = Φ [ρ, ψ], any two of the functionals (ϕ, ρ, ψ) uniquely determine the third.
(b) Φ [·, ·] is a well-defined map
(ρ = freely infinitely divisible state, ψ = state) 7→ (ϕ = state).
From now on, unless stated otherwise, we will consider Φ [·, ·] with these domain and range.
Note that ϕ has the same mean and covariance as ρ.
(c) ρ is the unique fixed point of the maps Φ [ρ, ·] and Φ [·, ρ]. In particular, a free product of
standard semicircular distributions is the unique fixed point of Φ.
(d) For fixed ρ with mean zero and identity covariance, the image of the single-variable map
Φ [ρ, ·] consists of all states with the same mean and covariance as ρ if and only if ρ = µ0,0
is semicircular, in which case Φ [µ0,0, ψ] = Φ [ψ], or more generally if ρ = µb,0 is centered
free Poisson, in which case
Φ [µb,0, ψ] = Φ [ψ ⊎ δb] .
In several variables, Φ [ρ, ·] is never onto.
(e) For fixed ψ, the map Φ [·, ψ] is onto if and only if ψ = δ0, in which case Φ [ρ, δ0] = B−1[ρ],
or more generally if ψ = δa, in which case
Φ [ρ, δa] = Ba,−1[ρ] = Ba,0 ◦ B−1[ρ].
Proof. For part (a), we note that Rρ = Rϕ,ψ, ϕ = Φ [ρ, ψ], and ψ is determined by
(16)
(
(1 +Mψ(w))w1, . . . , (1 +M
ψ(w))wd
)
= (DRρ)〈−1〉
(
Dηϕ(w)
)
,
where (DRρ)〈−1〉(z) is the inverse of the d-tuple of power series(
D1R
ρ (z1, . . . , zd) , . . . , DdR
ρ (z1, . . . , zd)
)
with respect to composition.
Part (b) is a re-formulation of Corollary 8.
Since Rψ,ψ (z) = Rψ (z), Φ [ψ, ψ] = ψ. So by part (a), Φ [ρ, ψ] = ψ = Φ [ψ, ψ] if and only if
ψ = ρ. Similarly, Φ [ρ, ψ] = ρ = Φ [ρ, ρ] if and only if ρ = ψ.
If the map Φ [·, ·] is onto, in particular the Bernoulli distribution, with ηϕ(w) =
∑d
i=1w
2
i , is in the
image. In this case, using equation (11),
(DiR
ρ)
(
(1 +Mψ(w))w
)
= Diη
ϕ(w) = wi,
so that
DiR
ρ (z) =
(
1 +Rψ (z)
)−1
zi
and
Rρ (z) =
d∑
i=1
zi
(
1 +Rψ (z)
)−1
zi.
Thus in the notation of the preceding Lemma, ρ = Φfree[τ ], where
(17) 1 +M τ (z) =
(
1 +Rψ (z)
)−1
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Since ρ is freely infinitely divisible, Rρ is conditionally positive definite, and therefore τ is positive
definite. Indeed, for any i
τ [P (x)∗P (x)] = Rρ [xiP (x)∗P (x)xi] = Rρ [(P (x)xi)∗(P (x)xi)] ≥ 0.
On the other hand, from equation (17)
1 +
∑
i
τ [xi]zi +
∑
i,j
τ [xixj ]zizj + . . .
= 1−
∑
i
Rψ [xi] zi −
∑
i,j
Rψ [xixj ] zizj +
(∑
i
Rψ [xi] zi
)(∑
j
Rψ [xj ] zj
)
,
so that τ [xi] = −ψ[xi] and
Rτ [xixj ] = τ [xixj ]− τ [xi]τ [xj ] = −R
ψ [xixj ] .
Thus the covariance matrices of ψ, τ differ by a sign. On the other hand, since τ, ψ are positive
definite, so are their covariance matrices. It follows that these matrices are both zero. Therefore
both τ and ψ are multiplicative linear functionals, and so delta measures.
If τ = δa, then 1 +M τ (z) = (1−
∑d
i=1 aizi)
−1 and Rρ (z) =
∑d
j=1 zj(1−
∑d
i=1 aizi)
−1zj , so that
DiDjR
ρ (z) = δij + aiDjR
ρ (z)
and ρ is the free Meixner state ϕ{aiI},0, the free product of centered free Poisson distributions. ρ has
the special form in the equation (14), so by the preceding Lemma,
Φ [Φfree[δa], ψ] = Φ [δa ⊲ ψ] = Φ [δa ⊎ ψ] .
In several variables, Φ is not onto all the states with mean zero and identity covariance, for example
it follows from the proof of Theorem 6 of [Ans08b] that most of the free Meixner states are not in
its image. Therefore in this case, Φ [ρ, ·] is never onto. In one variable, by the arguments used in
the proof of Corollary 7, Φ is onto. Finally,
Φ [·, δa] = Ba,0[Φ [·, δ0]] = Ba,0 ◦ B
−1
are all bijections from freely infinitely divisible states onto all states. 
Theorem 11. Let ρ be a freely infinitely divisible state with the free convolution semigroup {ρt}.
(a)
Φ
[
ρ⊞t ⊞ δa, ψ
]
= Φ [ρ, ψ]⊎t ⊎ δa.
(b)
Φ [ρ, ψ ⊞ ρt] = Bt[Φ [ρ, ψ]].
Equivalently, if Rϕ,ψ = Rρ, then RBt[ϕ],ψ⊞ρt = Rϕ,ψ = Rρ does not depend on t. More
generally,
Φ
[
ρ, ψ ⊞ ρ⊞t ⊞ δa
]
= Ba,t[Φ [ρ, ψ]] = Bt[Φ [ρ, ψ ⊞ δa]] = Ba,0[Φ [ρ, ψ ⊞ ρt]].
We will present two proofs of this theorem. The combinatorial proof has all the details and works
for general functionals. On the other hand, the operator-representation proof in the next section
may be more illuminating.
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Combinatorial proof. Part (a) follows by exactly the same method as Lemma 2.
For part (b), on one hand, by expanding the defining relation (5),
ηΦ[ρ,ψ⊞ρt][x1, x2, . . . , xn]
=
∑
Λ⊂{1,...,n}
Λ={u(0)=1,u(1),u(2),...,u(k)=n}
Rρ [xi : i ∈ Λ]
k∏
j=1
(ψ ⊞ ρt)[xi : u(j − 1) + 1 ≤ i ≤ u(j)− 1].
Combining this with the definition (7) of free convolution and expansion (4), we get
(18) ηΦ[ρ,ψ⊞ρt][x1, x2, . . . , xn]
=
∑
π∈NC ′(n)
∑
V :Bo(π)∈V⊂π
t|V |−1
∏
B∈V
Rρ [xi : i ∈ B]
∏
C∈π\V
ψ[xi : i ∈ C].
On the other hand,
ηΦ[ρ,ψ][x1, x2, . . . , xn]
=
∑
Λ⊂{1,...,n}
Λ={u(0)=1,u(1),u(2),...,u(k)=n}
Rρ [xi : i ∈ Λ]
k∏
j=1
ψ[xi : u(j − 1) + 1 ≤ i ≤ u(j)− 1]
=
∑
σ∈NC ′(n)
Rρ [xi : i ∈ B
o(σ)]
∏
C∈Inner(π)
Rψ [xi : i ∈ C] .
Also, by Remark 4.4 of [BN07b],
ηBt[ϕ][x1, x2, . . . , xn] =
∑
ω∈NC ′(n)
t|ω|−1
∏
B∈ω
ηϕ[xi : i ∈ B].
Thus
ηBt[Φ[ρ,ψ]][x1, x2, . . . , xn]
=
∑
ω∈NC ′(n)
t|ω|−1
∏
B∈ω
∑
σ∈NC ′(B)
Rρ [xi : i ∈ B
o(σ)]
∏
C∈Inner(π)
Rψ [xi : i ∈ C] .
(19)
Clearly every term of the sum (19) appears in the sum (18) for some pair (π, V ). It remains to show
the converse, namely that each such pair corresponds to the unique collection
{ω = (B1, B2, . . . , Bk) ∈ NC
′(n), {σi ∈ NC ′(Bi)}}
with
(20) i π∼ j ⇔ i σs∼ j for some s
and
(21) V = ∪ki=1Bo(σi).
This correspondence is very closely related to Lemma 3 of [Ans07a] and Remark 6.3 of [BN07b].
Namely, define ω as follows: for any j, let j ω∼ i for i the largest element with the property that
i, i′ ∈ B ∈ V, i ≤ j < i′.
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Note that since Bo(π) ∈ V , such an i always exists. Clearly ω ∈ NC ′(n) and π ≤ ω, so we can
define each σs via equation (20). For each B ∈ ω, min(B) and max(B) lie in the same class of π
which in fact belongs to V . Relation (21) and σi ∈ NC ′(Bi) follow.
For the second equation in part (b), it suffices to show that
Ba,0[Φ [ρ, ψ]] = Φ [ρ, ψ ⊞ δa] ,
which follows by very similar methods using representation (12). 
Proposition 12. Let ρ, ψ be freely infinitely divisible distributions, so that ϕ = Φ [ρ, ψ], by defini-
tion, is a c-freely infinitely divisible distribution. Suppose ϕ is a free Meixner distribution. Then all
the distributions in its semigroup
ϕ(t) = Φ
[
ρ⊞t, ψ⊞t
]
from Remark 8 are (un-normalized) free Meixner if and only if ρ is free Meixner and ψ = ρ⊞(1+s)⊞
δα. Thus, while the Boolean (ψ = δ0) and free (ψ = ρ) evolutions preserve the Meixner class,
general c-free evolution does not.
Proof. If ρ = µb,c is freely infinitely divisible, so that c ≥ 0, then
ϕ(t) = Φ
[
µ⊞tb,c, µ
⊞(1+s)t
b,c ⊞ δαt
]
= Φ
[
µb,c, µ
⊞(1+s)t
b,c ⊞ δαt
]⊎t
= µ⊎tb+αt,−1+c+(1+s)t
is a free Meixner distribution, with −1+ c+(1+ s)t ≥ −1. For the converse, suppose that all ϕ(t)
are free Meixner. Normalize ϕ to have mean zero and variance 1. Then
(22) D2ηϕ(t)(z) = t + b(t)Dηϕ(t)(z) + c(t)
(
Dηϕ(t)(z)
)2
.
To simplify notation, we write xu(1), . . . , xu(n), although in the single-variable context all of these
are equal to x. We know that
ηϕ[xu(1), xu(2), . . . , xu(n)] =
∑
π∈NC ′(n)
Rρ [xi : i ∈ B
o(π)]
∏
C∈Inner(π)
Rψ [xi : i ∈ C]
= Rρ
[
xu(1), xu(2), . . . , xu(n)
]
+ products of lower order terms.
Therefore given ϕ, each Rρ [·] is uniquely determined by the lower order Rψ [·]. Thus
ηϕ(t)[xu(1), xu(2), . . . , xu(n)] =
∑
π∈NC ′(n)
t|π|Rρ [xi : i ∈ Bo(π)]
∏
C∈Inner(π)
Rψ [xi : i ∈ C] .
can be expressed in terms of ηϕ[·] and Rψ [·] of order n and lower. On the other hand, from equa-
tion (22) we get
ηϕ(t)[xj , xi, xu(1), . . . , xu(n)] = b(t)η
ϕ(t)[xk, xu(1), . . . , xu(n)]
+
n∑
s=0
c(t)ηϕ(t)[xi, xu(1), . . . , xu(s)]η
ϕ(t)[xj , xu(s+1), . . . , xu(n)].
These equations for n = 1, 2 determine b(t) and c(t) uniquely in terms of ηϕ[·] and Rψ [·]; in fact,
b(t) = b(1) + (t− 1)Rψ [x] , c(t) =
1
t
(
c(1) + (t− 1)Rψ [x, x]
)
.
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Therefore these equations for larger n determine all the ψ-cumulants in terms of ηϕ[·] and the ψ-
cumulants of order 1 and 2. If the mean of ψ is α and variance 1+ s, then ψ = ρ⊞(1+s)⊞ δα has the
correct first two cumulants, and therefore is the correct state. Finally,
ϕ = Φ
[
ρ, ρ⊞(1+s) ⊞ α
]
= Bα,s[ρ]
and so ρ = B−α,−s[ϕ]; since ρ is a state, this expression is well defined. Since ϕ is free Meixner, it
follows that ρ is a free Meixner distribution. 
Remark 10. In addition to monotone convolution, another operation related to Φ is the orthogonal
convolution ⊢ of Lenczewski. In fact, in the single variable case,
Φ [B[τ ], ψ] = τ ⊢ ψ.
Some results in this paper can be reformulated as multivariate versions of the results in [Len07].
For example, our equation (15) in Lemma 9 can be extended to
Φ [τ ⊲ ψ] = Φ [B[Φ [τ ]], ψ] = Φ [τ ] ⊢ ψ,
closely related to Corollary 6.4 of [Len07]. In Theorem 10, the positivity of Φ in part (b) corre-
sponds to the positivity of the orthogonal convolution; this also explains why the first argument of
Φ is naturally taken to be freely infinitely divisible. Parts (d) and (e) of that theorem imply that
µb,−1 ⊢ ψ = Bb,0[Φ [ψ]]
and
τ ⊢ δa = Ba,0[τ ],
which are Examples 6.2 and 6.1 of [Len07], respectively. Similarly, Theorem 11 can be re-formulated
in terms of the orthogonal convolution. In fact, some results in [Len07] are obtained by complex-
analytic methods which apply to measures with possibly infinite moments, and can be used to obtain
extensions of our results in the single-variable context.
4.3. Operator models.
Lemma 13. For a Hilbert space H, by its Boolean Fock space we mean the Hilbert space CΩ⊕H
and by its full Fock space the Hilbert space F(H) = CΩ ⊕⊕∞n=1H⊗n. For ζ ∈ H, its Boolean
creation and annihilation operators on the Boolean Fock space are
a
b,+
ζ (ε) = 〈Ω, ε〉 ζ,
a
b,−
ζ (ε) = 〈ζ, ε〉Ω,
and its free creation and annihilation operators on the full Fock space are
a
f,+
ζ (ε1 ⊗ . . .⊗ εn) = ζ ⊗ ε1 ⊗ . . .⊗ εn,
a
f,−
ζ (ε1 ⊗ . . .⊗ εn) = 〈ζ, ε1〉 ε2 ⊗ . . .⊗ εn.
For H ∈ L(H), it acts on the Boolean Fock space by HΩ = 0, and its gauge operator on the full
Fock space is
p(H)(ε1 ⊗ . . .⊗ εn) = (Hε1)⊗ ε2 ⊗ . . .⊗ εn.
Finally, denote by PΩ the projection on Ω.
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(a) A state ψ corresponds to a collection of data
(K, ξ ∈ K, Ki ∈ L(K)),
where K is a Hilbert space, ξ ∈ K a unit vector, and {K1, K2, . . . , Kd} ∈ L(K) a d-tuple of
symmetric operators with a common invariant dense domain containing ξ, via
ψ[x~u] = 〈ξ,K~uξ〉 .
Conversely, any such collection always gives a state. (We will omit the last comment and the
conditions on the operators in subsequent constructions.)
(b) A state ϕ also corresponds to a collection of data
(K, εi ∈ K, Si ∈ L(K), αi ∈ R)
as follows: on the Boolean Fock space CΩ⊕K,
ϕ[x~u] =
〈
Ω,
(
ab,+εi + a
b,−
εi
+ Si + αiPΩ
)
~u
Ω
〉
.
Here 〈εi, S~uεj〉 are the Boolean cumulants of ϕ.
(c) A conditionally positive definite functional µ corresponds to a collection of data
(H, ζi ∈ H, Hi ∈ L(H), λi ∈ R)
via
µ [xix~uxj ] = 〈ζi, H~uζj〉 , µ[xi] = λi.
(d) A freely infinitely divisible state ρ corresponds to a collection of data
(H, ζi ∈ H, Hi ∈ L(H), λi ∈ R)
as follows: on the full Fock space F(H),
ρ[x~u] =
〈
Ω,
(
a
f,+
ζi
+ af,−ζi + p(Hi) + λiI
)
~u
Ω
〉
.
Here 〈ζi, H~uζj〉 are the free cumulants of ρ.
Proof. Part (a) is standard; briefly, take K to be the completion of the quotient of C〈x〉 with respect
to the ψ-norm, ξ to be the vector image of 1, and Ki to be the operator image of xi. Part (b) is
Proposition 15 of [Ans07b]. Part (c) is also standard, see Proposition 3.2 of [Sch91]; briefly, take
H to be the completion of the quotient of
{P ∈ C〈x〉|P (0) = 0}
with respect to the µ-norm, ζi to be the vector image of xi, and Ki to be the operator image of xi.
Finally, since a state ρ is freely infinitely divisible if and only if Rρ is conditionally positive definite,
part (d) follows from part (c). 
Proof of Theorem 6. For ψ, µ represented as in Lemma 13, on the Hilbert space
K ⊗H,
consider the operators
Ki ⊗ I + Pξ ⊗Hi,
where Pξ is the projection onto ξ in K. We will show that
(23) η
[
xi
n∏
s=1
xu(s)xj
]
=
〈
ξ ⊗ ζi,
n∏
s=1
(
Ku(s) ⊗ I + Pξ ⊗Hu(s)
)
(ξ ⊗ ζj)
〉
.
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The operatorsKi⊗I+Pξ⊗Hi are symmetric, therefore it will follow that η is conditionally positive
definite.
To prove (23), we note that〈
ξ ⊗ ζi,
k∏
s=1
(
Ku(s) ⊗ I + Pξ ⊗Hu(s)
)
(ξ ⊗ ζj)
〉
=
∑
Λ⊂{1,2,...,n}
Λ={v(1),v(2),...,v(l)}
〈
ξ,Ku(1) . . .Ku(v(1)−1)PξKu(v(1)+1) . . .Ku(v(2)−1)Pξ . . .Ku(n)ξ
〉
〈
ζi, I . . . IHu(v(1))I . . . IHu(v(2))I . . . IHu(v(l))I . . . Iζj
〉
=
∑
Λ⊂{1,2,...,n}
Λ={v(1),v(2),...,v(l)}
〈
ζi,
l∏
s=1
Hu(v(s))ζj
〉
l∏
r=0
〈
ξ,
v(r+1)−1∏
s=v(r)+1
Ku(s)ξ
〉
=
∑
Λ⊂{1,2,...,n}
Λ={v(1),v(2),...,v(l)}
µ
[
xi
l∏
s=1
xu(v(s))xj
]
l∏
r=0
ψ

v(r+1)−1∏
s=v(r)+1
xu(s)

 .
It remains to note that
1 +
∞∑
n=1
∑
|~u|=n
∑
Λ⊂{1,2,...,n}
Λ={1,v(1),v(2),...,v(l),n}
µ
[
xu(1)
l∏
s=1
xu(v(s))xu(n)
]
l∏
r=0
ψ

v(r+1)−1∏
s=v(r)+1
xu(s)

w~u
= 1 +
∞∑
n=1
∑
|~u|=n
µ
[
xu(1)xu(2) . . . xu(n)
]
wu(1)(1 +M
ψ(w))wu(2)(1 +M
ψ(w))wu(3)
. . . (1 +Mψ(w))wu(n)
= 1 + (1 +Mψ(w))−1Mµ((1 +Mψ(w))w) = 1 +Mη(w). 
Remark 11 (Relation to monotone probability). Lenczewski used a similar construction in Boole-
an probability, and Franz and Muraki [FM05] in monotone probability: if ψ is a joint distribution
of the operators {Ki} with respect to the vector state of ξ, and ϕ is the joint distribution of the
operators {Hi} with respect to the vector state of ζ , then the joint distribution of the operators
{Ki ⊗ I + Pξ ⊗Hi} with respect to the vector state of ξ ⊗ ζ is the monotone convolution ϕ ⊲ ψ.
This provides an operator representation proof of Lemma 9.
Lemma 14. We use the notation of Lemma 13.
(a) For a freely infinitely divisible state ρ and a state ψ, the state Φ [ρ, ψ] is represented on the
Boolean Fock space
CΩ⊕ (K ⊗H)
as
Φ [ρ, ψ] [x~u] =
〈
Ω,
(
a
b,+
ξ⊗ζi + a
b,−
ξ⊗ζi +Ki ⊗ I + Pξ ⊗Hi + λiPΩ
)
~u
Ω
〉
.
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(b) For a state ϕ, the freely infinitely divisible state B[ϕ] is represented on the full Fock space
F(K) as
B[ϕ][x~u] =
〈
Ω,
(
af,+εi + a
f,−
εi
+ p(Si) + αiI
)
~u
Ω
〉
.
(c) For ρ, ψ as above, the state ψ ⊞ ρ is represented on the space
F(K ⊗H)⊗K ≃ K ⊕
( ∞⊕
n=1
(K ⊗H)⊗n ⊗K
)
as
(ψ ⊞ ρ)[x~u] =
〈
ξ,
(
a
f,+
ξ⊗ζi ⊗ I + a
f,−
ξ⊗ζi ⊗ I + p(Ki ⊗ I)⊗ I + p(Pξ ⊗Hi)⊗ I + λiI
)
~u
ξ
〉
.
Proof. Part (a) follows by combining Theorem 6 with part (b) of Lemma 13. Part (b) follows from
the definition that
RB[ϕ] (z) = ηϕ(z)
and parts (b), (d) of Lemma 13. Part (c) follows from the fact that
(ψ ⊞ ρ)[x1, x2, . . . , xn] =
∑
B1,B2,...,Bk⊂{1,...,n}
Bi∩Bj=∅ for i 6=j
k∏
i=1
Rρ [xj : j ∈ Bi]
∏
C∈(B1,B2,...,Bk)c
ψ[xj : j ∈ C],
where
(B1, B2, . . . , Bk)
c = (C1, C2, . . . , Cl)
is the smallest collection of disjoint subsets of {1, . . . , n} such that
(B1, . . . , Bk, C1, . . . , Cl) ∈ NC (n). 
Remark 12 (Operator representation proof of Theorem 11). Combining parts (a), (b) of the pre-
ceding Lemma, the freely infinitely divisible state B[Φ [ρ, ψ]] is represented on the full Fock space
F(K ⊗H) = CΩ⊕
∞⊕
n=1
(K ⊗H)⊗n
as
B[Φ [ρ, ψ]][x~u] =
〈
Ω,
(
a
f,+
ξ⊗ζi + a
f,−
ξ⊗ζi + p(Ki ⊗ I + Pξ ⊗Hi) + λiI
)
~u
Ω
〉
.
On the other hand, combining parts (a), (c), the state Φ [ρ, ψ ⊞ ρ] is represented on the space
CΩ⊕ F(K ⊗H)⊗K ⊗H ≃ F(K ⊗H)
as
Φ [ρ, ψ ⊞ ρ] [x~u] =
〈
Ω,
(
a
b,+
ξ⊗ζi + a
b,−
ξ⊗ζi
+
(
a
f,+
ξ⊗ζi ⊗ I + a
f,−
ξ⊗ζi ⊗ I + p(Ki ⊗ I)⊗ I + p(Pξ ⊗Hi)⊗ I + λiI
)
⊗ I
+ I ⊗ Pξ ⊗Hi + λiPΩ
)
~u
Ω
〉
=
〈
Ω,
(
a
f,+
ξ⊗ζi + a
f,−
ξ⊗ζi + p(Ki ⊗ I) + p(Pξ ⊗Hi) + λiI
)
~u
Ω
〉
.
Thus B[Φ [ρ, ψ]] = Φ [ρ, ψ ⊞ ρ]. The more general equation involving Bt follows from this by using
Bt[ϕ] = B[ϕ
⊎t]⊎(1/t),
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which in turn can be deduced from the semigroup property of {Bt}.
There are proofs by similar methods of other results in the paper, such as the remaining parts of
Theorem 11 and Lemma 5; they are left to an interested reader.
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