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Abstract—Decades of continuous scaling has reduced the en-
ergy of unit computing to virtually zero, while energy-efficient
communication has remained the primary bottleneck in achieving
fully energy-autonomous IoT nodes. This paper presents and
analyzes the trade-offs between the energies required for commu-
nication and computation in a wireless sensor network, deployed
in a mesh architecture over a 2400-acre university campus, and
is targeted towards multi-sensor measurement of temperature,
humidity and water nitrate concentration for smart agriculture.
Several scenarios involving In-Sensor-Analytics (ISA), Collabo-
rative Intelligence (CI) and Context-Aware-Switching (CAS) of
the cluster-head during CI has been considered. A real-time
co-optimization algorithm has been developed for minimizing
the energy consumption in the network, hence maximizing the
overall battery lifetime of individual nodes. Measurement results
show that the proposed ISA consumes ≈467X lower energy as
compared to traditional Bluetooth Low Energy (BLE) commu-
nication, and ≈69,500X lower energy as compared with Long
Range (LoRa) communication. When the ISA is implemented
in conjunction with LoRa, the lifetime of the node increases
from a mere 4.3 hours to 66.6 days with a 230 mAh coin cell
battery, while preserving more than 98% of the total information.
The CI and CAS algorithms help in extending the worst-case
node lifetime by an additional 50%, thereby exhibiting an overall
network lifetime of ≈104 days, which is >90% of the theoretical
limits as posed by the leakage currents present in the system,
while effectively transferring information sampled every second.
A web-based monitoring system was developed to archive the
measured data in a continuous manner, and to report anomalies
in the measured data.
Index Terms—low-power, wireless sensor networks, in-sensor-
analytics, edge-intelligence, data compression, anomaly detection,
collaborative intelligence, context-awareness.
I. INTRODUCTION
INTERNET of Things (IoT) is fast becoming one of theessential components of everyday life, through a plethora
of devices available for smart homes, smart cities, wearable
and implantable systems for healthcare, vehicle to everything
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Fig. 1. Traditional Sensor Node Implementation: Multiple sensors are
integrated using multiple ADCs/multi-channel ADCs with a microcontroller.
A radio module is used to transmit the digital data through standard wireless
techniques. A commercial example from UbiBot is shown as a reference [4].
(V2X) technologies and multiple other forms of wireless
sensor networks (WSN). The use of these devices is expected
to be so pervasive in future that CISCO predicts machine-
to-machine (M2M) communication of 14.2 billion connected
devices, just for IoT by 2022 [1]. Due to limitations in size
and available energy resources, these devices are required to
perform sensing, computation and communication in the most
energy-efficient manner that increases (1) the battery lifetime
of the individual sensor nodes, as well as (2) the overall
lifetime of the wireless network [2]. Furthermore, integration
of multiple sensors on the same node helps in reducing the
overall system-level energy and reduces the number of nodes
to be deployed. However, it adds a significant amount of design
complexity to individual nodes [3].
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2Our Approach: In-Sensor Analytics + Collaborative Communication
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Fig. 2. The six challenges identified in designing ultra-low power IoT sensor node and our proposed solution, addressing all six challenges. The salient
features of the implemented sensor node with In-Sensor Analytics (ISA) and Collaborative Intelligence (CI) are also described in brief: 1. Temporal Anomaly
Detection, 2. Temporal Data Compression, 3. Spatial Data Compression/CI, 4. Context-Aware switching (CAS), 5. Hybrid Radio, 6. Multi-hop LoRa
A. Background and Motivation
A traditional multi-sensor node implementation for appli-
cations such as smart home or smart agriculture is shown
in Fig. 1. A number of sensors (for acquiring temperature,
humidity, light, vibration or bio-signals) are connected to one
node, the output of which is digitized using multiple analog-
to-digital converters (ADCs), or multi-channel ADCs. The
digitized signals are processed by a microcontroller and are
sent out using a radio module to the cloud/remote servers
where further analysis is performed on the data. A commercial
multi-sensor example from UbiBot [4] is also shown in Fig.
1 for Smart Agriculture [5] that involves multiple sensors
(temperature, humidity, water nitrate concentration etc.) and
geo-positioning systems to monitor large farmlands in real-
time and detects anomalous situations. UbiBot also provides
software-based post-processing at the servers that helps the
farmers to come up with optimum strategies as per the envi-
ronmental conditions. In essence, such a system with a large-
area WSN would require (1) integration of multiple sensors on
the same node, (2) ultra-low energy consumption to increase
network lifetime that avoids changing of the batteries through
manual intervention, and (3) large area of coverage (normally
in the range of 100’s of meters to a few kilometers).
Fig. 2 identifies six challenges in designing a large-scale
network of sensor nodes. The fundamental constraints on the
battery lifetime primarily arises from the energy required for
communication, which is usually orders of magnitude higher
than computation energies (challenge 1). Traditionally, sensor
nodes are duty cycled (i.e. they stay on for only a short time
duration, and then put in sleep mode for a longer duration)
to reduce the average power consumption of communication.
However, in absence of a large amount of storage, duty cycling
may also results in significant loss of data as the sensor
node is in sleep mode for most of the time (challenge 2).
Additionally, there could be challenges related to transmission
of redundant/repeated data from multiple sensors due to their
spatial proximity (challenge 3), reduction of overall network
lifetime due to the node with the lowest battery remaining
in a mesh topology (challenge 4), fast draining of batteries
due to all sensor nodes trying to communicate with the hub
in a star topology (challenge 5) and the power-law based
steep rise in energy consumption for single-hop long distance
communication performed by the sensor nodes (challenge 6).
B. Proposed Solution
In this work, we propose optimum strategies to reduce the
energy consumption in a large-area WSN, through (1) in-
sensor analytics (ISA: helps solving challenges 1-2) that en-
ables event-driven communication of temporally compressed
data without losing more than 2% of information, (2) col-
laborative intelligence (CI: helps solving challenge 3) that
helps in spatial data compression to lower the amount of
3redundancy in the transmitted data, and (3) context-aware
switching (CAS: helps solving challenge 4) of the cluster-head
during CI for extended network lifetime. To solve challenges
5-6, our implemented solution also features a hybrid radio
module with a multi-hop LoRa mesh network for long range
communication, and BLE for short range CI that achieves
optimum communication energies. LoRa [6], [7] has been
chosen over Sigfox or NB-IoT for long range communication
because it allows development of private networks away from
the licensed LTE frequency bands (LoRa uses the unlicensed
915 MHz ISM band in North America), has strong interference
immunity along with encryption features and provides suffi-
cient range (2-10 km). On the other hand, BLE was chosen
over ANT or Zigbee for short range communication because
of its simple pairing and link establishment options [8], [9].
Fig. 2 shows the salient features of our implemented multi-
sensor IoT node. Temperature, humidity and water nitrate
concentration can be sensed using the node for demonstration
purpose. The read-out quantities are digitized and compressed
in the temporal domain. Whenever the sensed quantity varies
by an amount that is more than a predefined threshold, it is
detected as an anomaly event. As soon as an anomaly occurs,
the nodes communicate among themselves using BLE within
a limited range (≈10 m) to figure out if nodes within a close
spatial proximity have collected similar data and anomaly
patterns. We are calling this collaborative intelligence (CI)
in context of this paper. The nodes with similar data pattern
would then form clusters, and only one node in that cluster
(that has the highest battery available) would communicate to
a remote station using LoRa. This node would be called the
cluster-head for the rest of the paper. Since LoRa consumes
a high amount of energy, the role of the cluster-head would
dynamically keep on switching to the node with the highest
remaining battery life, through our context-aware switching
(CAS) algorithm. As would be shown in section II-E, a multi-
hop architecture for LoRa proves to be better suited for a lower
ratio of energy consumed/range covered.
C. Related Work
The energy to communicate one bit is usually orders of mag-
nitude higher than the energy to compute on one bit [10], [11].
For example, BLE communication usually requires 1 nJ/bit
[12], LoRa communication requires ≈20 uJ/bit for a range of
> 1 km [6], while computation in a 55 nm technology node
costs < 2 pJ/6-bit multiply and accumulate (MAC) operation
[13]. In [11], it was experimentally shown that the ratio of
energy required to transmit one bit is ≈ 480 − 1270 times
higher than that of a 32-bit addition under varying channel
conditions. This has motivated moving the burden of analysis
from the cloud/servers to the sensor node itself, either partially
or completely, thereby reducing the amount of communication
required from the sensor node to the cloud. This has given rise
to the paradigm of ‘Edge Intelligence’ (EI) [14], [15], which
incorporates processing and/or machine learning capabilities at
the sensor node. Analysis of data at the point of collection is
particularly beneficial in IoT scenarios where energy is scarce
or supply is intermittent. In [16], Intel showed an IoT Device
on a 14-nm node for a vision system used in agricultural
platforms, and implemented multiple energy-scavenging tech-
niques including duty cycling to reduce the overall average
power. The SoC operated at 80 µW power for 0.4 V supply and
200 kHz clock frequency. However, duty cycling reduces the
overall on-time and may result in significant amount of data
loss. [17] optimizes the overall system energy (computation
+ communication) and bit error rate (BER) in a video sensor
node for human detection and surveillance applications, by
employing 4 modes of increasing computational complexity
in the sensor node. These 4 modes involve (1) raw data
transmission (R), (2) background subtraction followed by data
communication (B), (3) feature extraction and communication
(F), and (4) full classification and communication (C), for
different path losses (40 dB-70 dB), classification algorithms
and computation depths. For high path loss conditions (70
dB), the overall system energy is shown to reduce by factor
of 4X with respect to the case with raw data transmission.
Intermittent computing and communication has been explored
in [15] which is necessary for extremely resource-constrained
applications but requires embedded non-volatile memories
(eNVM) and complex algorithms to store data before going
into sleep mode and retrieve them when the device powers on
again. For extremely resource-constrained nodes, simpler com-
putation algorithms (such as data compression and anomaly
detection for event-driven communication) is preferred [2].
Traditional data compression algorithms such as LZO or BWT
requires high amount of memory (≈10-100 kB), which makes
them infeasible for many IoT applications [2]. Lightweight
compression techniques such as miniLZO and S-LZW-MC
[18], Principal Component Analysis for dimensionality re-
duction [19] and frame difference based compression [20],
[21] have shown better applicability for extremely resource-
constrained scenarios (such as large area smart agriculture).
Furthermore, keeping in mind that the distributed IoT nodes
for such applications may sometimes have similar sensor
readouts due to spatial proximity, it might be more energy-
efficient if a single node (out of the n nodes having similar
sensor readouts) communicate with the remote server. This
notion has been exploited by some prior works in wireless
sensor networks such as [22], [23]. However, to the best
of our knowledge, there is no literature available on system
optimization encompassing physical layer to the network layer,
involving event-driven communication, temporal and spatial
data compression and collaboration between multiple nodes
using hybrid modes of communication, all of which are part
of this paper.
D. Our Contribution and Structure of this Paper
In essence, the contributions of this paper are the following:
1) Demonstration of anomaly detection and temporal data
compression as algorithms for In-Sensor Analytics (ISA),
which allows reduction of energy consumption due to com-
munication in the sensor node without losing information.
2) Demonstration of Collaborative Intelligence (CI) for spa-
tial data compression that reduces data redundancy from
multiple nodes which are in close geographical proximity.
43) Demonstration of Context-Aware Switching (CAS) of
cluster-head during CI, based on remaining battery life,
to increase overall network lifetime.
4) Development of a large-area multi-sensor network spanned
over 2400 acres for demonstrating simultaneous physical
layer and network layer energy optimization strategies
including ISA, CI, CAS and multi-hop LoRa.
5) Development of a web-based platform to continuously
monitor > 25 nodes for temperature, humidity, and water
nitrate concentration.
The rest of the paper is organized as follows: We introduce
and motivate the use of ISA, CI and CAS in Section II by
building mathematical formulation for each concept. Section
III describes the hardware platform on which the measure-
ments are performed. Section IV presents the implementation
details for the different strategies presented in this work, while
Section V includes system-level measurement results. Section
VI summarizes our contributions and concludes the paper.
II. ANALYSIS OF THE PROBLEM SPACE
During the last decade, sensor technology and IoT has
witnessed an unprecedented growth, and the number of nodes
connected to back-end cloud servers have increased exponen-
tially. This has resulted in a large amount of communication
payload for the network, while the continuous demand for
more information has increased the communication burden for
individual sensor nodes [24]. Both of these aspects motivate
the need for in-sensor analytics at the location of data col-
lection, which envisions to reduce the overall communication
power by enabling data compression and context-aware event-
driven communication [2].
A. Theoretical Limits: Trading-off Communication Energy
with Computation Energy at the System level
Assuming unit energies (energy per bit) for computation and
communication to be Ecomp,u and Ecomm,u, respectively, the
overall computation and communication energies (Ecomp and
Ecomm, respectively) in a system can be written as
Ecomp = (Ecomp,u)× Number of bits switched
Ecomm = (Ecomm,u)× Number of bits transmitted
(1)
Since the computation energy primarily arises from digital
calculations, (Ecomp,u) can be approximated by (Ecomp,u) =
CV 2, which is the dynamic energy for a frequency of opera-
tion beyond the leakage-dominant region [25]. For constant
electric field scaling, both capacitance and voltage reduces
with technology, and for an ideal technology that allows
zero device capacitances, (Ecomp,u) reduces to the theoretical
limits as posed by the Landauer’s principle [26], and is shown
in Eq. (2)
(Ecomp,u)th min = κT × ln 2 (2)
where κ is Boltzmann constant and T is the absolute temper-
ature. At room temperatures (T=298K), (Ecomp,u)th min can
be calculated to be 2.85× 10−21 J/bit. Fig. 3 shows the trend
~400 bits switched
per cycle for ISA
(HDL Simulation)
800 fJ
100 pJ
1 aJ
Practical Cost, ISA
Theoretical
Min. Cost,
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Fig. 3. Cost of computation for ISA (anomaly detection and data compression)
in different process technologies, along with the theoretical Landauer limit.
Leakage currents are neglected as the frequency of operation (100 MHz) is
more than the frequencies where power is leakage-dominant [25].
in computation energy obtained from HDL simulations for
standard CMOS process technologies (such as 45 nm, 65 nm,
180 nm and 350 nm), with increasing number of bit-switching
at a frequency of 100MHz (close to the frequency of operation
of the nRF52 microcontroller in our implementation). For an
HDL implementation of the proposed ISA (anomaly detection
and data compression), the amount of average energy con-
sumption was found to be ≈800 fJ (80 µW power consumption
at 100 MHz) using Synopsys Power Compiler in a standard 45
nm CMOS technology. Using this number, we can estimate the
average number of bits switching at the clock edge to be about
400 from Fig. 3 (which shows that the computation energy
increases linearly at a rate of ≈2 fJ/bit in 45 nm technology).
On the other hand, if someday we are able to create a
fictitious technology that offers zero capacitances, and allows
us to build a zero-power receiver for communication, along
with 100% efficiency in the transmitter (Tx), Ecomm,u would
eventually be limited by the free-space path loss (FSPL) of
the physical channel, as the Tx still needs to transmit a power
level which needs to be more than the receiver (Rx) sensitivity
after considering the channel loss. FSPL is usually calculated
using Frii’s equation [27] [28], and is shown in Eq. (3).
FSPL = GTx.GRx(
λ
4pid
)n (3)
where GTx and GRx are the transmitting and receiving
antenna gains, respectively; λ is the wavelength, d is the
distance between the Tx and the Rx, and n is an empirical
parameter that represents the fading margin (typically between
2 to 3). For a typical BLE protocol operating at 2.45 GHz
with d = 10m, FSPL can be optimistically estimated as 57
dB (n = 2, GTx = 2 dB, GRx = 2 dB). If a state-of-the-art
Rx with a sensitivity of −100 dBm [29] is used in the system,
then the Tx needs to transmit a minimum of −43 dBm, which
directly translates to a power consumption of 50.119 nW as a
theoretical limit (since we assume zero capacitances and 100%
efficiency at the Tx). With a typical data rate (DR) of 1 Mbps
for BLE, the minimum theoretical energy efficiency for com-
munication would then be (Ecomm,u)th min = 50.119×10−15
J/bit, which is > 107 times higher than (Ecomp,u)th min, as
given by the Landauer principle.
5> 104X
> 107X
Fig. 4. Comparison of Communication and Computation energies [2] (both
theoretical and from standard implementations [31] that show that Commu-
nication energy is > 104 times of Computation energy ( with same number
of bits). Leakage is again ignored in the analysis as in Fig. 3. This motivates
the need for event-driven communication.
The theoretical minimum energy/bit for communication is
thus limited by the physical loss in the channel, and can be
shown as Eq. (4).
(Ecomm,u)th min =
Rxsen
FSPL× η.DR (4)
where Rxsen = κT × NF × SNR × BW is the receiver
sensitivity (assuming conjugate matching [30] with NF=
Noise Figure, SNR = Signal to Noise Ratio required for
a particular modulation, BW = Rx bandwidth), η is Tx’s
efficiency and DR is the communication data rate.
Fig. 4 summarizes the foregoing discussions and compares
Ecomm with Ecomp for the same number of bits transmitted,
or switched [2]. Even with today’s scaled technologies, state-
of-the-art wireless transceivers [31] consume > 104 times
more energy than computational bit-switching in standard 45
nm and 65 nm nodes. This bottleneck-analysis signifies that
there is a possibility of reducing the overall system power
through ISA (selective data transmission with compression)
which reduces Ecomm with additional Ecomp. Please note that
this conclusion will hold true as long as the ratio of number of
bits switched during ISA and the reduction in the number of
bits transmitted because of ISA is less than the practical ratios
of (Ecomm/Ecomp). The anomaly detection algorithm enables
immediate data transmission only when an aberration from the
expected pattern is observed, whereas the data compression
helps is reconstructing valuable information even when data
is sent only sparingly.
B. Communication Energy Bottleneck: Payload and Switching
Assuming that the sensor samples and communicates data
every N seconds, the total on-time for the communication
modules over nsec seconds is Ton = nbits×nsecDR×N , where nbits
is the number of bits transmitted per sample. The total energy
consumed during nsec seconds can then be written as shown
in Eq. (5).
Ecomm = Ton.Ion + Toff .Icomp,lkg + 2.Ttran.Ion.
nsec
N
(5)
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Fig. 5. Communication Energy and Information loss as a function of duty-
cycling the Communication Module, motivating the need for Data Compres-
sion and storage for reducing energy consumption without loss of information.
where Ion is the current consumption when the communi-
cation modules are on (along with computation and leakage),
Toff = (nsec−Ton), Icomp,lkg is the computation and leakage
current consumption when the communication modules are
off, and Ttran is the transient power-on/switching time (or
power-off time, hence the factor 2) added with set-up time
for the communication modules. From Eq. (5), it is evident
that when Ton  2.Ttran.nsecN (i.e. when nbitsDR  2.Ttran),
the communication is limited by the switching energy. On
the other hand, when 2.Ttran  nbitsDR , communication is
limited by the payload (i.e. number of bits). For all practical
purposes, 2.Ttran is usually less than a few ms [32], while
the number of bits per sample is much much smaller than
the data rate, making communication predominantly limited
by the number/energy of switching.
To reduce the amount of switching energy, previous liter-
ature (for example, [16], [33]) preferred a duty cycle based
approach where power consumption is minimized by increas-
ing N . However, increasing N also increases the probability of
useful information being lost. This scenario is portrayed in Fig.
5 where the communication energy per day and information
loss is plotted as a function of N for measured values of Ion,
Icomp,lkg , and Ttran for LoRa communication in a Nordic
nRF52 platform (to be discussed in Section III). Taking N = 1
as a baseline, N = 100 would result in 50X reduction
in energy with 99% loss in information content. To avoid
the information loss, all the data in the previous N second
interval needs to be stored and subsequently transmitted during
communication. However, communication may now become a
strong function of payload if 2.Ttran  nbits×NDR , warranting
the need for a data compression algorithm to reduce the total
number of bits to be stored and transmitted.
C. Collaborative Intelligence: United, we stand?
The concepts of anomaly detection and data compression
discussed thus far helps in “temporal compression” of the
sensor data. When several sensors are deployed in close
geographical proximity, it is possible that multiple sensors
would receive very similar data. In such a scenario, the energy
consumption for iso-information would be sub-optimal if all
the sensors transmit their data to a long-distance hub. Instead,
the sensors can talk among themselves using a short-distance,
62.7X
Energy Consumption
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Fig. 6. CI as a method of reducing the cluster’s energy consumption (during
one communication cycle of 30 minutes) for n ≥ 2. Leakage is ignored in
this analysis.
low-power communication protocol such as BLE, form clus-
ters based on the gathered data, and elect a cluster-head
which will communicate a “spatially compressed” version of
the data (non-redundant data obtained from multiple spatially
separated sensors) to a long-distance receiver using a high-
power protocol such as LoRa. The total energy savings in the
network when n(≥ 2) nodes can be clustered together is given
by Eq. (6).
Esavings,CI = Energy without CI - Energy with CI
= n× Elr − [n× (Esr + Ecomp,CI) + Elr]
= (n− 1)× Elr − n× (Esr + Ecomp,CI)
(6)
where Elr and Esr are the energies for long-range (LoRa)
and short-range (BLE) communication, respectively, while
Ecomp,CI is the energy for CI implemented in each node.
For large n, Esavings,CI → n × (Elr − Esr − Ecomp,CI),
which means that the energy is reduced by a factor of(
Elr
Esr+Ecomp,CI
)
when CI is employed. Fig. 6 shows the re-
duction in power consumption with CI in the nRF52 platform
with measured values of Elr (≈ 50 mJ), Esr (= 359 µJ) and
Ecomp,CI (= 804 nJ), with the assumption that communication
happens once every 30 minutes while computation happens
once every second, making the effective Ecomp,CI = 1.4 mJ
in between two communication cycles.
D. Context-Aware switching: Is change the only constant?
Even though collaborative intelligence reduces the overall
energy consumption in the network, it does not necessarily
increase the network lifetime when all nodes are designed
with similar resources. To understand this, let us consider the
following cases:
1) Case 1: CI with fixed cluster-head
For a stationary environment and immobile nodes, if the
same cluster-head is chosen every time in an ad-hoc
manner, the battery for the cluster-head will drain faster
- indicating that the network lifetime will be limited by
the battery-life of the cluster-head. Since all nodes in the
network start with the same amount of resources (i.e. same
2.7X
Network Lifetime
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Fig. 7. CAS as a method of increasing network lifetime for n ≥ 2. Leakage
is ignored in this analysis.
sized batteries), CI in this scenario is detrimental to the
overall network lifetime, which is given by Eq. (7).
NLCI =
EBATT
energy consumed in bottleneck node (cluster-head)
=
EBATT
Esr + Ecomp,CI + Elr
(7)
where EBATT is the battery capacity of each of the sensor
nodes. Interestingly, network lifetime in this scenario will
be even lower than the case with no CI and CAS
(
EBATT
Elr
)
.
2) Case 2: CI and CAS with variable cluster-head
If the cluster-head is chosen based on the context (for
example, instantaneous battery-life and/or distance from
the receiver hub), network lifetime can be significantly
improved, as the cluster-head will keep on switching till
the point when all the nodes exhaust their batteries. The
overall network lifetime in this scenario is presented in Eq.
(8).
NLCI,CAS =
n× EBATT
n× (Esr + Ecomp,CI,CAS) + Elr (8)
where Ecomp,CI,CAS is the energy for CI and CAS imple-
mented simultaneously in each node (916nJ during each
sensing cycle of 1 second from measured results). Thus,
context aware switching can increase the network lifetime
by
(
Elr
Esr+Ecomp,CI,CAS
)
times when n is large. This is
presented in Fig. 7 which shows the network lifetime as
a function of n in 3 scenarios: (1) without CI and CAS,
(2) with CI only, and (3) with simultaneous CI and CAS.
The y-axis is scaled by the first scenario: network lifetime
without CI and CAS. The lifetime reduces by 4% when
only CI is employed, but increases drastically when both
CI and CAS are implemented for n ≥ 2.
E. Multi-Hop LoRa: Distributing the Load
In the limiting case, the sensitivity of the LoRa Rx should
be equal to the transmitted power multiplied with FSPL
(which is a function of the distance d between the Tx and
Rx, according to eq. (3)). However, it needs to be kept in
mind that LoRa uses Chirp Spread Spectrum (CSS) with a
spreading factor SF (ranging from 7-12, which signifies that
each symbol is spread through a chirp code whose length is
7Example:
Required Range = 2.5km
SF=10 (1 hop);
SF = 7 (2 hops)
Fig. 8. Energy Savings and Improvement in Node Lifetime due to Multi-Hop
LoRa as compared to Single-Hop LoRa. For a range of 2.5km, 2-hop LoRa
requires SF = 7, while 1-hop LoRa requires SF = 10 (PTx = 7dBm). By
adopting the 2-hop architecture, the amount of communication (in Mb) with
a single 230mAh battery can be increased by > 2.5X due to lower SF .
in the range 27-212), that improves the Rx sensitivity by a
factor of 2SF . The Range (dmax) for LoRa communication
was analyzed in [6], and is shown in eq. (9).
dmax =
((
λ
4pi
)n
× PTx × 2
SF
κT ×NF × SNR×BW
)1/n
(9)
where PTx is the transmitted power and SF is the spreading
factor. All other terms are same as that defined in eq. (3 and
4). For PTx = 7 dBm, NF = 3.5 dB, SNR = 15 dB, BW
= 125 kHz (LoRa standards as explained in [6]) and SF =
7, dmax ≈ 1.25 km, while dmax ≈ 4 km for SF = 12. For
multiple hops, the range increases linearly.
The Energy consumption per bit for a packet of LoRa
transmission can be written in the form as shown in eq (10).
Ebit,LoRa =
Pcons,Tx ×BytesPacket × TByte
8×BytesPayload (10)
where Pcons,Tx is the power consumed in the Tx for
a particular PTx (for example, Pcons,Tx = 95.4 mW for
PTx = 7 dBm and Pcons,Tx = 412.5 mW for PTx = 20
dBm [6]), TByte = 2
SF
BW is the total time to send one Byte
through LoRa, BytesPayload is the actual number of Payload
Bytes in the packet and BytesPacket is the total number
of bytes in the packet (which, as shown in [6] is equal to(
8 +max
(
ceil
(
8BytesPayload−4SF+16+28−20H
SF−2DE
)
× 1CR , 0
))
+ BytesPreamble + 4.25, with CR being the code rate,
BytesPreamble is the number of Bytes in the Preamble,
H = 1 in presence of a header and H = 0 in absence of
it, DE = 1 when low data rate optimization is enabled and
DE = 0 otherwise).
For multiple hops (nhops), we would incur the overhead
of (nhops − 1) additional Tx and (nhops − 1) additional Rx
devices, leading to a modified version of eq (10), as presented
in eq (11).
Ebit,LoRa,n hops =
Pcons,TRx,n hops ×BytesPacket × TByte
8×BytesPayload
(11)
where Pcons,TRx,n hops is the total power consumed in the
nhops number of Tx and (nhops−1) number of Rx devices, and
is given by (nhops × Pcons,Tx + (nhops − 1)× Pcons,Rx).
Fig. 8 Shows the range on the left y-axis and the number
of bits that can be communicated with a 230 mAh coin cell
battery ( 230×10
−3×3600
Ebit,LoRa,n hops
) on the right y-axis as a function of
SF , with nhops as a parameter (with PTx = 7 dBm, Pcons,Tx
= 95.4 mW, Pcons,Rx = 15.2 mW, CR = 4/5, BW = 125
kHz, H = 0, DE = 0, BytesPreamble = 8, BytesPayload =
240, NF = 3.5 dB and SNR = 15 dB). As an example,
if the required range for LoRa communication is 2.5 km,
we would require SF = 10 for nhops = 1 and SF = 7 for
nhops = 2. Since Ebit,LoRa,n hops is proportional to 2SF and
BytesPacket (which is a weak function of SF as shown in
[6]), the benefit in Ebit,LoRa,n hops (also the number of bits
that can be communicated with a 230 mAh coin cell battery)
can be represented as shown in eq. (12).
Benefitn hops =
2SFB−SFA ×BytesPacketB × Pcons,Tx
BytesPacketA × Pcons,TRx,n hops
(12)
where SFB is the SF required for a particular range before
opting for multi-hop and SFA is the SF required for the
same range after opting for multi-hop. BytesPacketB is the
number of bytes in the LoRa packet before opting for multi-
hop and BytesPacketA is the number of bytes in the LoRa
packet after opting for multi-hop. For this particular example,
SFB = 10, SFA = 7 and nhops = 2, leading to BytesPacketB
= 249.25, BytesPacketA = 354.25 and Benefitn hops =
23×249.25×95.4
354.25×(2×95.4+15.2) ≈ 2.6X.
III. PLATFORM DESCRIPTION
The prototype sensor (Fig. 9) comprises a temperature and
humidity Sensor (TI HDC2010), a long-range (LoRa) radio
(SX1272), and a BLE-enabled embedded processor (nRF52)
that implements ISA, CI and CAS. Sensor nodes within ≈ 300
m2 area can communicate among themselves using BLE for
short-range communication. Whenever a temperature/humidity
anomaly is detected, the node immediately sends that in-
formation to nearby sensors using BLE (as an input to CI
algorithm). The data compression and CI algorithms compress
(both temporally and spatially) the data while the cluster-head
(elected using CAS) sends the compressed data to a LoRa
receiver at a distance of ≈2 km. Both the BLE and the LoRa
are designed as mesh networks which increases coverage and
redundancies to reduce failure cases.
A thin-film based, flexible, screen printed nitrate sensor is
also developed and is fabricated in-house [34] by printing
silver ink onto a Polyethylene Terephthalate (PET) substrate,
as shown in Fig. 9. The nitrate concentration is represented
by a potential difference between a working electrode and a
reference electrode. The sensing area of the working electrode
is coated with an ion-selective membrane (ISM), targeted
towards nitrate ions, while the rest of the sensor is passivated
with silicone. The reference electrodes are passivated in the
sensing area as well. Further details on the nitrate sensor can
be found in [34].
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Fig. 9. Sensor Platform: nRF52-based sensor Node, 2 clusters as examples,
and the WSN (with BLE for local communication, LoRa for long-range
communication) for implementation of ISA, CI and CAS. The thin-film based
flexible nitrate sensors [34], developed in-house, are also shown along with
their performance characterization curve.
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Fig. 10. Illustration of Anomaly Detection and Data Compression.
IV. IMPLEMENTATION DETAILS
A. ISA: Anomaly Detection and Data compression
Fig. 10 illustrates the basics of the lightweight anomaly
detection and data compression algorithms, implemented in
this work. Two predefined thresholds are utilized for each of
the sensed quantities - one for anomaly detection (x% change
in the data from the last anomaly) and the other for compress-
ing the data (y% change in data from the last recorded data
point). These thresholds, x% and y% are calculated offline by
analyzing the sensed quantities over > 4 weeks by using a
k-means clustering algorithm, and a provision is kept to alter
these thresholds.
An example of the measured temperature profile is shown
in Fig. 11. The threshold for anomaly detection is kept at 10%,
while the threshold for data compression and record is kept
at 2%. Over 100 seconds, we collect 100 samples of the un-
compressed data, while only 12 data points are saved through
the temporal data compression algorithm (compression ratio =
100/12 = 8.33). Out of these 12 data points, 10 are because of
a temperature anomaly created during 24-30 seconds, and due
Data: Continuous data stream-in from sensor/ADC
Result: Anomaly Detection in Data
initialization;
while data is being sensed do
read threshold (x) from k-means clustering algorithm;
if data differs by > x% from last reported anomaly (ISA)
then
activate BLE communication;
broadcast anomaly information to nearby sensors (CI);
deactivate BLE communication;
analyze received BLE data for CAS (form clusters and
perform spatial compression);
if Current Node has the highest battery life in the
cluster then
activate LoRa communication;
send temporally and spatially compressed data
stream to Hub;
deactivate LoRa communication;
else
wait for the next anomaly/passing of an hour;
stay in low-power sense and compute mode;
end
else
wait for the next anomaly/passing of an hour;
stay in low-power sense and compute mode;
end
end
Algorithm 1: Anomaly Detection followed by BLE/LoRa
communication
Data: Continuous data stream-in from sensor/ADC
Result: Data Compression
initialization;
while data is being sensed do
read threshold (y) from k-means clustering algorithm;
if data differs by > y% from last saved data-point then
save current data-point as latest in array;
else
discard data-point;
end
end
Algorithm 2: Temporal Data Compression Algorithm
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Fig. 11. An example of the measured temperature profile, with and without
data compression. The threshold for compression is kept as 2%.
to the gradual change in data while the sensor comes back to
normal temperatures. Without such an anomaly, the degree of
compression would be even higher.
Fig. 12 shows the trade-off between the measured com-
pression ratio and the correlation coefficient between uncom-
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Fig. 12. Measured Correlation coefficient (left y-axis) and Compression ratio
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with the temperature data presented in Fig 11.
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Fig. 13. BLE broadcast packet structure for each slave device at 125 kbps
for short range communication. BLE operation is time-multiplexed for the
each node to avoid conflicts. Every BLE broadcast event cosists 3 packets
with 39 Bytes each. Each packet contains 31 Bytes processed data from
a particular sensor (temperature, humidity and nitrate concentration), which
contains information on the sensor data before the occurrence of anomaly
(8 Bytes), time of anomaly (8 Bytes), sensor data after the occurrence of
anomaly (8 Bytes), and the remaining battery information for the node (6
Bytes). Details on each field within the packet Header and Payload can be
found in [9].
pressed and compressed data, as the threshold for compression
(y%) is varied from 0.5% to 5%. At lower thresholds, a better
correlation is observed between the uncompressed and com-
pressed data (>0.98 for y < 2), while for higher thresholds
(y > 3), better compression ratios (> 12X) are achieved,
still maintaining a correlation coefficient > 0.9. Based on
this analysis, a threshold of 2% was chosen for compression,
resulting in a correlation coefficient of >0.98.
B. Short Range BLE communication for CI and CAS
Fig. 13 shows the BLE communication packet structure for
125 kbps short range data transfer, which is implemented in
broadcast mode. 3 packets of 39 Bytes each are transmitted
from each BLE slave node when an anomaly occurs, with a
12ms connection time. The transmission from different slaves
are time-multiplexed by hard-coding a predefined delay in each
(a) Deployment on a street lamp (b) Deployment near a building 
Single Node
Two Nodes:
Can perform
Collaborative
Intelligence
Fig. 14. Examples of Deployment of the sensor nodes around Purdue campus
(a) On a street lamp, (b) Near a campus building.
node which determines the amount of time after which BLE
communication takes place following an anomaly event (for
that particular node). The master node (cluster-head for CAS
and LoRa transmission) can connect to 7 slave nodes at once
due to BLE pairing limitations [8], and is initially selected
by the network designer during initialization. During normal
operation, the role of the cluster-head is dynamically updated
based on the highest available battery life.
As shown in Fig. 13, each packet contains 31 bytes of data
payload, out of which 8 Bytes are used to represent the sensor
data before the occurrence of an anomaly, 8 Bytes are for time
of anomaly and 8 Bytes are used to represent the sensor data
after the anomaly. 6 Bytes are used to transmit information on
the available battery life. Each device also sends its specific
software defined Device ID. The master maintains arrays
of anomaly information (data before the anomaly, time of
anomaly and data after the anomaly) along with remaining
battery life for each node, and performs long-distance LoRa
operation for a cluster. At the network level, the clusters are
formed based on the algorithm presented in [35]. The master
can also assign the task of LoRa transmission to other nodes,
if more than one cluster of spatially compressed data is found.
Once the battery-level of the master drops below any of the
slave’s battery (due to continuously running CI and CAS
algorithms and performing event-driven LoRa transmissions),
it broadcasts a message with the corresponding device ID that
would become the next master, and switches itself to a slave
device once the new master becomes operational. For long-
range, a multi-hop LoRa mesh network is implemented that
helps sending data to long distances (> 2.5 km) with ≈270
mW power consumption (LoRa Tx+Rx) at 10 dBm power
output. The network-level details of the short-range and long-
rage communication is out of scope of this paper.
V. SYSTEM LEVEL MEASUREMENT RESULTS
A. Deployment of Sensors
More than 25 sensors are deployed at 5 different geograph-
ical locations in and around the 2400-acre Purdue University
campus, West Lafayette, Indiana, USA, with permissions from
the university’s Department of Environmental Health and
Public Safety. Fig. 14 shows two examples of deployed sensors
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Fig. 15. (a) Sensor distribution and live monitoring as performed in http://purduewhin.ecn.purdue.edu/units/sensor list.html. Device 19 (without ISA) and
Device 20 (with ISA) are placed on the same location, < 1 foot away from each other. Both Device 19 and device 20 samples once every 5 seconds. Device
19 transmits the data when it is sampled, while Device 20 compresses the data and sends out when there is an anomaly, which is artificially created every
minute using a heating pad and coolig fan for demonstration purpose. This demonstration achieves energy savings of ≈12X, simply due to the ratios of
transmission time; (b) Setup for in-Lab demonstration of ISA with Device 19 and Device 20; (c) LoRa Rx at a distance of 100 m (in-Lab Setup).
around the Purdue campus. A web-based framework for live
monitoring of the sensors is developed (http://purduewhin.ecn.
purdue.edu/units/sensor list.html) which is shown in Fig. 15.
The web-based platform shows the information about the de-
11
Fig. 16. Measured Current Consumption during one transmission Cycle. The
blue region represents BLE communication window, while the red region
represents LoRa communication window.
vices (battery life, up-time, location etc.) and graphically plots
the read-out data (for example, temperature and humidity) as
time-varying quantities. Fig. 15 also shows data from two
devices (device 19 - without ISA and device 20 - with ISA)
which are placed in the same location, < 1 foot away from
each other. For demonstration purpose, temperature anomalies
are created artificially using a heating pad and a cooling fan
every 60 seconds. Device 20 sends out the compressed data
at the occurrence of an anomaly, while device 19 sends out
uncompressed data once every 5 seconds. This demonstration
achieves an energy saving of about 12X, due to the ratios of
the transmission interval of device 20 and device 19.
B. Analysis of Energy Consumption
The measured current consumption profiles for BLE and
LoRa are shown in Fig. 16. BLE consumes a maximum current
of 8.1 mA at 3.7 V supply for 0 dBm transmission, while the
LoRa Tx consumes 72.5 mA for 10 dBm transmission, also
at 3.7 V supply. The Rx in LoRa also consumes 12.5 mA for
multi-hop communication. The power and energy profiles of
the entire nRF52-based sensor node is presented in Fig. 17
for different communication modalities (LoRa/BLE) and for
different concepts presented in this paper (ISA, ISA+CI and
ISA+CI+CAS). The 8.9X gap between BLE and LoRa currents
and the shorter duration of BLE communication (12ms) as
compared to LoRa (Rx+Tx for a total of 190ms) supports
our approach of using BLE for short-range communication.
For calculation of communication energies, a single event is
considered, which can be either (1) a 12.5 mA LoRa reception
over 60 ms followed by a 72.5 mA LoRa transmission over
130 ms, or (2) a 8.1 mA BLE communication over 12 ms. In a
similar manner, one sense and compute event is considered for
calculating the energies for ISA (3.6 mA for 130 µs), ISA+CI
(3.61mA for 135µs) or ISA+CI+CAS (3.65 mA for 150 µs). In
terms of overall energy consumption, BLE is 149X lower than
LoRa (which motivates the need for hybrid communication
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in the node), while ISA consumes ≈467X lower power than
BLE, which motivates trading-off computation energy to save
more communication energy. ISA+CI+CAS consumes ≈282X
lower power than BLE while helping to improve the network
lifetime, as would be shown in Fig. 18. It is also interesting to
note in Fig. 17 that ISA+CI+CAS consumes lower energy (916
nJ) than the leakage (83.6 µJ) over 1 second, which means that
by proper application of the ISA+CI+CAS algorithms along
with event-driven communication, it is possible to achieve high
network lifetime, primarily limited by the leakage current in
the sensor node. A constant leakage/sleep current of ≈28 µA
was measured in the nRF52-based custom-developed board,
when no communication and/or computation takes place.
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Fig. 18 presents an estimate of the battery-life of the sensor
node, with a 230 mAh coin cell battery, and for the various
cases presented in the paper. If we only transmit using LoRa
once every second, the battery is drained out in a mere 4.3
hours. With duty cycled LoRa (one transmission every 15
minutes), the battery life increases to 67 days. However, this
causes loss of information. The ISA algorithms aim at avoiding
this loss of information (>98% retention of data) with a
similar network lifetime, if we assume that the average rate of
anomaly is still once every 15 minutes. In fact, both ISA and
ISA+CI algorithms would reduce the network lifetime by a
small amount as the fixed master node consumes more energy
(and becomes the bottleneck in calculating network lifetime) if
the rate of LoRa transmission is kept constant. However, when
we enable ISA+CI+CAS, the network lifetime increases to 104
days, as the burden of LoRa transmission is amortized over
dynamic master nodes in the network. This is noticeably close
to the theoretical limit of 115 days as posed by the leakage
currents in the nodes, and is a 580X improvement over the
case with 1 LoRa transmission per second, while maintaining
>98% of information.
VI. CONCLUSION
In conclusion, this paper extensively analyzes the
communication-computation trade-offs in a wireless sensor
network, and proposes a combination of energy-optimization
strategies, both at the sensor and network level, in the form
of (1) In-Sensor Analytics (ISA) that enables event driven
communication (through anomaly detection) and temporal data
compression, (2) Collaborative Intelligence (CI) that makes
use of short-range BLE for spatial data compression, (3)
Context-Aware Switching (CAS) based on available battery-
life for network longevity, by enabling only the master/cluster-
head in CI to perform long-distance LoRa communication, (4)
multi-hop LoRa which allows to have a longer range with
a lower communication energy. The proposed computation
algorithms (ISA+CI+CAS) consume ≈282X lower energies
than BLE and ≈57750X lower energies than LoRa, while
allowing effective transmission information sampled every
second. This helps us to increase the overall network lifetime
to the levels almost limited by the system’s leakage power
(a 580X improvement over LoRa transmissions every second)
with ≈98% correlation with the uncompressed data. A web-
based monitoring framework is also developed to continuously
archive the data and register anomalies, along with a provision
to demonstrate the energy-benefits obtained from the proposed
ISA in an online manner. As a future work, analysis of energy
consumption would be performed throughout the year for
reliability over different weather conditions. Solar/RF energy
harvesting techniques (instead of using coin cell batteries)
would be adopted for continuous operation, and the security
of the sensor devices would be analyzed [36]. Additionally,
since the application involves slowly-varying signals such as
temperature, humidity and water nitrate concentration, ultra-
low power sensor electronics (developed in-house [37]) that
utilizes the slow nature of the signals could be integrated with
the sensor nodes in future.
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