We show analytically that a well-known transfer function previously derived for the scalar acoustic problem that converts measurements from a 3-D (real-world) setting to a 2-D equivalent is directly applicable to the vector electromagnetic borehole ground penetrating radar problem. We also show that the transfer function's precision is improved for the low-loss case through the use of complex velocity. The transfer function has a strong effect on amplitude, and is therefore a critical preprocessing step for 2-D full-wave inversion when finding conductivity is of concern. We demonstrate the effectiveness of the transfer function through various numerical experiments and a synthetic frequency-domain full-wave inversion. We also compare the effectiveness of this curved-ray transfer function to a quasi-straight-ray transfer function. The inversion demonstrates the positive effect the transfer functions have on recovering conductivity and also that they are effective even when there are sharp velocity contrasts.
I N T RO D U C T I O N
Full-wave inversion techniques are becoming increasingly popular for acoustic (Pan et al. 1988; Zhou et al. 1995; Mulder & Plessix 2008) , seismic (Pratt et al. 1998; Pratt 1999; Sirgue & Pratt 2004; Virieux & Operto 2009) and electromagnetic (Ernst et al. 2007a,b; Meles et al. 2010 Meles et al. , 2011 Klotzsche et al. 2013) imaging problems. However, the memory and computational requirements often restrict its use to a 2-D domain. One of two procedures can be used to overcome the fundamental difference between real-world (3-D) data and restriction of the computation to two dimensions. The first is to compute 3-D accurate fields during the inversion. The second is to first modify the real-world data so that it matches what would be produced by a 2-D simulation.
In this work, we investigate the second of the two options and focus our efforts on an acoustic 3-D to 2-D transformation derived by Yedlin et al. (2012) . Bleistein (1986) arrives at the same acoustic transfer function but using standard asymptotic ray theory and source matching techniques rather than directly taking the ratio of 3-D and 2-D asymptotic Green's functions. A thorough discussion on various 3-D to 2-D transformation techniques is presented by Auer et al. (2013) and by Williamson & Pratt (1995) . The utility of the method that we focus on in this work, but for inversion of acoustic and seismic data, is demonstrated for a synthetic case by Auer et al. (2013) . Similar methods have been used success- essentially unaffected (at least if the conductivity is small). This is because there is a strong link between conductivity and amplitude of a received signal and the transfer function addresses the change in amplitude in 3-D versus 2-D worlds.
3-D to 2-D data conversion

B O R E H O L E G P R A S A N A C O U S T I C P RO B L E M
In this section, we show that the 2-D and 3-D vector electromagnetic GPR problems can be approximated as acoustic problems. Once this is accomplished, we show how the acoustic transfer function of Yedlin et al. (2012) can be used for the electromagnetic case.
For both the acoustic and GPR cases it is assumed that
so that the Wentzel-Kramers-Brillouin (WKB) approximation holds (Tolstoy 1972) . In eq.
(1), λ min = 2πv min /ω, and v min is the slowest velocity found in the model. Eq. (1) states that the length scale of the wavelength is much smaller than the length scale of material property variation. When eq. (1) is satisfied the waves behave locally like plane waves and we can use an asymptotic series in powers of ω −n (with n = 0. . . ∞) to describe the solution (Chapman 2004, pp. 135, 278) . The use of such an expansion allows us to simplify the electromagnetic equations (at the expense of precision) and put them into a form compatible with an easily computed transfer function.
The governing equations for the borehole GPR problem are those of Maxwell,
∇ · μ 0 H = 0, and (4)
where J s is a driving current, E is the electric field and H is the magnetic field. The magnetic permeability, μ 0 , is assumed to be constant and equal to the free space value. The electric permittivity, , is allowed to vary with position. The free charge density, ρ, is assumed to be zero everywhere except at the source (in order to support the existence of the source current). It is also assumed that the material is lossless and isotropic. Although this derivation assumes no loss, a numerical experiment shows that the results are also applicable to the low-loss case. A synthetic low-to-moderateloss example is given in Section 3.3, and a synthetic inversion example with low loss is given in Section 4. The borehole GPR experiment consists of a pair of transmit and receive antennas. With the assumption that the current distribution on the receiving antenna in transmit mode is known, reciprocity allows one to easily compute the voltage at the terminals of the antenna when receiving in terms of the incident electric field (Jordan & Balmain 1968, p. 353) . In the case of a short receiving antenna, the output voltage is the vertical component of the electric field incident on the antenna, scaled appropriately. To simplify the work that follows, electrically short dipole antennas are assumed. Here, we assume that the antennas are oriented vertically (in theẑ direction), and the effects of the borehole itself are ignored. Due to the orientation of the antennas relative to the 2-D plane between them, computing E is necessarily a vector problem because it will generally have non-zero E x and E z . So we start our investigation by finding equations for the magnetic field for both the 3-D and the 2-D cases.
If we apply the curl operation to Ampere's law, eq. (3), and expand ∇ × E, we obtain
where eq. (2) has been substituted for ∇ × E. Assuming that eq. (1) holds allows us to use an asymptotic series for the field quantities. Doing so, and remembering that we are working at a high, but finite, frequency allows us to neglect the term involving ∇ to get a zeroth-order approximation. The divergence term vanishes due to eq. (4). The result is three independent scalar equations, one for each component of H,
where k = ω √ μ 0 is the wavenumber. A transmitting antenna in a borehole GPR setup can be roughly approximated as an infinitesimal vertical current element,
where x 0 = (x 0 , 0, z 0 ). Here, we assume that the 2-D plane of interest is where y = 0 and that the transmit antenna is oriented in thê z direction. Note that in 2-D J s is a ribbon of current. The forcing term for eq. (7) is the curl of the source current. In three dimensions this is
The 3-D magnetic field is thus described by
In two dimensions the forcing term is
This source term allows us to find a scalar equation for H y (with H x = H z = 0) from eq. (7):
Above, we have found approximate scalar equations for each component of the magnetic field from a GPR transmitting antenna, but what we are really interested in is how the 3-D electric field relates to the 2-D electric field. The electric field is proportional to the curl of H from eq. (3),
With a little work we can relate these derivatives of H to the acoustic problem discussed in Yedlin et al. (2012) ,
as follows. Eq. (16) differs from eqs (10) and (11) only in the source term. If we differentiate both sides of eq. (16), we obtain
which has a comparable source term to eq. (11) and a similar structure to eq. (6), but here we wish to relate solutions of the electromagnetic problem directly to solutions of the acoustic problem of eq. (16) rather than solve a new differential equation. We can again use the WKB approximation and neglect the derivative of k 2 , allowing us to write
By inspection it is clear that solutions to eq. (11) are derivatives of the solutions to eq. (16), so ∂P/∂x ≈ H y as long as the velocity varies slowly enough in space. Following a similar approach by differentiating with respect to y, we obtain −∂P/∂y ≈ H x . In this case, no approximation needs to be made when differentiating eq. (16) because k does not depend on y, but overall there is an approximation due to eq. (7).
Due to the symmetry of the material and of the doublet source in eq. (10), the x-component of H is zero in the y = 0 plane. Clearly, if it is zero everywhere in the plane then ∂H x /∂z must also be zero within the plane, and from eq. (15) we see that E y = 0. The ∂H x /∂y term is more complicated. It is equivalent to differentiating the solution, P, of eq. (16) twice with respect to y. We can show that this term can be neglected by differentiating the uniform asymptotic ansatz discussed in Yedlin et al. (2012) ,
In eq. (19), the velocity, v(x), and A n (x) are smooth functions independent of ω. The derivative of traveltime, T (x), with respect to y in the plane is zero due to the planar rays and the symmetry of the velocity profile. As a result, the ω 2 term that appears when applying ∂ 2 /∂y 2 to the exponential in eq. (19) disappears because ∂ T (x)/∂ y = 0. Therefore, we can neglect ∂H x /∂y in eq. (15). The ω 2 terms that appear when computing the derivatives of H y in eq. (15) in a similar manner do not disappear because, in general, ∂ T (x)/∂ x = 0 and ∂ T (x)/∂z = 0. What we are left with is,
which only involves derivatives of H y tangent to the plane. Knowledge of the behaviour of H y outside of the plane is, therefore, not required to compute E. Combining eqs (20), (18) and (3), away from the source, we find a differential operator that when applied to solutions of eq. (16) will yield the electric field:
The first-order asymptotic solutions to eq. (16) for the 2-D and 3-D cases derived in Yedlin et al. (2012) are
where the Hankel function has been replaced by its asymptotic form, and
In eqs (22) and (23) the parameter s is the arc length along a given ray. The Jacobians, J 2D and J 3D , are with respect to take-off angles, v(s) is the velocity along the ray, v (0) is the velocity at the source and θ 0 is the take-off inclination. The sin (θ 0 ) term appears because J 3D is defined for the spherical coordinate system azimuth and inclination rather than for a solid angle. When we apply the operator in eq. (21) to eq. (22) or eq. (23), we can again apply eq. (1) to drop all terms except the ones involving
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477 derivatives of the exponentials because of their dependence on ω. The two exponential terms are identical, so when the ratio of the 3-D to the 2-D fields is taken, the derivatives cancel out and we are left with the same transfer function as for the acoustic case:
This is only valid in the far field, and many approximations were made to arrive at it, but it is adequate justification for applying the acoustic transfer function to the electromagnetic case. The ratio of Jacobians in eq. (24) can be computed by integrating velocity along the ray path , resulting in
where s t is the total arc-length of the ray.
N U M E R I C A L E X P E R I M E N T S
In this section, we demonstrate the effectiveness of the transfer function that was arrived at in eq. (25) for the electromagnetic case of cross-borehole GPR by applying it to three synthetic test models. For comparison, we also apply the method of Ernst et al. (2007a) (we use the complex conjugate of their eq. A-1 to match our time convention), repeated here for reference:
where T is the traveltime from source to receiver and mean is the average permittivity in the domain. In the experiments below we refer to this as 'quasi-straight' because some effect of ray curvature is captured through the traveltime, T, even though a constant permittivity is used. Eq. (25) is referred to as 'curved' because of the direct inclusion of ray bending. The fast-sweeping eikonal solver of Zhao (2005) is used to compute traveltimes. The ray paths for eq. (25) are found by following the traveltime gradient from receiver to source.
In the tests, the computed fields from a full-wave 3-D finitedifference time-domain (FDTD) electromagnetic simulation using MEEP (Oskooi et al. 2010 ) are converted to their 2-D equivalent using the transfer functions. In this section, the transfer functions are evaluated on the true test models and not approximate ones arrived at through a ray inversion. The converted fields are compared with 2-D full-wave electromagnetic simulations that are generated using a custom finite-difference frequency-domain (FDFD) code. The computational domain is surrounded by a perfectly matched layer (PML) in both cases.
The 2-D material variation in the xz plane is effectively extruded in the y-direction for the 3-D simulations, resulting in a 2.5-D model. The experiments are performed using a short vertical dipole current element as the source on the left side of the model. The received signal is taken to be the vertical component of the electric field at the right-hand side of the model, as a function of depth. The material in each model is non-magnetic, isotropic and lossless (except for the last case).
The FDFD grid used for the 2-D simulations is set to 60 points per shortest wavelength of the background medium [see eq. (27)]. The grid size for the 3-D simulations is set to 40 points per shortest wavelength of the background medium. The frequency used for all simulations is 94.8 MHz [this was arrived at to match wavelengths with previous acoustic experiments given the chosen electric permittivities]. The 3-D results were verified using the finite-element method software package COMSOL, but at a substantially coarser mesh due to memory constraints and were found to closely match.
Gradient of permittivity
The first model has a relative permittivity that depends on depth as r (z) = 10 − 0.8z.
The 2-D rays and electric field throughout the domain are shown in Fig. 2 . Fig. 3 compares the transformed 3-D data (using the transfer functions) to the 2-D data. The data are collected along the righthand side of the model as if from a borehole antenna moved from top to bottom of the hole. See the illustrations in Figs 1 and 2 for clarification of experimental setup and data representation. It can be seen that excellent agreement is achieved with the curved-ray transfer function of eq. (25), with an overall relative error of 2.0 per cent.
1 The quasi-straight-ray transfer function of eq. (26) also provides good results, but not quite as accurate with a relative error of 14.8 per cent. A small phase error for both transfer functions (both functions have a constant −45
• phase angle) and amplitude discrepancy for the curved-ray transfer function, visible in Fig. 3(c) , is likely due to the relatively strong permittivity gradient that does not well satisfy eq. (1). For the very deepest receivers, around 9 m and below, a greater discrepancy is clear in the magnitude plot of Fig. 3(c) . This is likely due to a combination of increased velocity gradient at depth, the artificial confinement of the rays within the domain that is visible at the bottom of Fig. 2(a) , and possibly interaction with the PML layers where the permittivity gradient stops in the 2-D case (due to implementation) and a non-physical attenuating action exists. The somewhat larger amplitude discrepancy for the quasi-straight-ray transfer function that is visible in Fig. 3(c) likely arises from the large variation of permittivity from the top to the bottom of the domain and the use of the average permittivity instead of a permittivity that is more localized to the rays.
Dielectric lens
The second test is performed using the same background permittivity as the first case, but with an added lens:
Plots of the computed rays, electric field and intensity are shown in Fig. 4 . The plot of intensity, Fig. 4(c) , is included to illustrate the effect of the lens. The focusing action of the lens indicates that a ray caustic is present. with N data points (one for each receiver location). TF is given by eq. (25) and T F true is the ratio between the computed 3-D and 2-D fields. Phase errors increase the rms error and so are included, at least to some degree, in this calculation. good with a relative error of 12.2 per cent for the curved-ray transfer function and 13.1 per cent for the quasi-straight-ray one. There is a discontinuity in the magnitude of the curved-ray transfer function (Fig. 5c ) near a depth of 5 m. This discontinuity is a result of the rays taking a greatly different path around the anomaly, as is clearly visible in Fig. 4(a) . The abrupt change in path results in an abrupt change in the result of the integration in eq. (25). The phase of the transfer functions, on the other hand, is quite accurate except where the signal is very weak. This region is at a depth near 3 m and is marked in Fig. 5 with vertical dotted lines.
Gradient of permittivity with loss
The last simulation is of a permittivity model equal to the first case [see eq. (27)] but with loss from a constant conductivity of σ = 0.005 S m −1 . For this case the real part of the complex permittivity, = r 0 − iσ /ω, is used to compute the traveltime for eq. (26) and the ray paths that are necessary to evaluate the integral in eq. (25). The velocity in the integrand is complex and computed directly from the complex permittivity by v = 1/ √ μ 0 . Similarly, mean in eq. (26) is the mean complex permittivity. The 3-D and 2-D electromagnetic fields that are compared are again computed using FDTD and an FDFD code with the specified constant conductivity.
By doing this we have neglected some of the effect of the loss by keeping the rays completely real. This is partly justifiable because the conductivity is small enough that at the frequency of interest the material behaves as a moderate-to-good dielectric with phase velocity nearly equal to the lossless case. A good dielectric is defined as having (ω /σ ) 2 1 (Balanis 1989, p. 150) , which is satisfied except for where the permittivity is very low in this model. Including the complex velocity in the computation of the transfer function at least partly takes into account the loss, and is further justified through this numerical experiment. The comparison of transformed 3-D data to 2-D data in Fig. 6 shows that there is excellent agreement, but with an increased phase error compared to the lossless case and a relative error of 3.6 per cent for the curved-ray transfer function and 13.4 per cent for the quasi-straight-ray one. Including the complex slowness in the integrand in eq. (25) gives a transfer function phase that is different from the constant −45
• that is seen in the previous test cases. For both transfer functions, the result is a much closer estimate of the true phase difference between 2-D and 3-D for this low-to-moderate-loss case.
A more careful computation to include absorption losses would entail tracing complex rays. Studies involving complex rays have been carried out for both electromagnetic and seismic wave propagation in dissipative media (see, e.g. Zhu & Chun 1994; Amodei et al. 2006 , and the references within them).
However, difficulties in the physical interpretation of complex rays have led to studies involving real rays in absorbing media (see, e.g. Vavryčuk 2008 ). Discussions of ray tracing in absorbing media can also be found in various texts, for example, Carcione (2001 Carcione ( ) andČervený (2001 . These studies show that if the absorption is weak, then real rays combined with complex frequencydependent medium parameters (e.g. wave speeds) generally produce wave amplitudes and phases that are sufficiently accurate for most purposes. 
F U L L -WAV E I N V E R S I O N E X P E R I M E N T
To demonstrate the effectiveness of this technique to the inversion of borehole radar, we provide in this section a synthetic full-wave inversion example. The inversion algorithm uses a 2-D FDFD solver to compute the forward model. The inversion is formulated as a regularized minimization problem using the Gauss-Newton method (see, e.g. Tikhonov 1995; Pratt et al. 1998 ) and simultaneously finds permittivity, conductivity and the source wavelet. The FDFD forward model is solved using an LU factorization, and this factorization is also used for the direct calculation of the Jacobian matrix that relates perturbations in permittivity, conductivity and source wavelet to changes in predicted data (see, e.g. Pratt et al. 1998) . The objective function that is minimized is (29), the forward modelling operator F represents the predicted data found using Maxwell's equations (approximated with FDFD), and the observed data are d obs . The data are weighted by W d , β is the regularization parameter and N reg is the number of regularization matrices (three in this case: two for spacial derivatives and another that weights the difference between m and m ref ). The regularization is weighted such that the conductivity is allowed to vary somewhat more (in a relative sense) than permittivity.
Synthetic test data is generated using the MEEP FDTD solver (Oskooi et al. 2010) in three dimensions on a model that varies only in two dimensions. Gaussian pulse source excitation is used with a centre frequency of 150 MHz and a full-width halfmaximum of 10 ns. A total of 10 infinitesimal dipole transmitter locations are used (5 on each side of the model) with finely spaced receivers on the opposite side of the model from a given transmitter. Gaussian random noise is added to the synthetic data such that the signal-to-noise ratio approximates that of actual radar taken from a karst aquifer with similar borehole spacing (Van Vorst et al. 2011) . The FDTD grid is set to To provide a starting model for the full-wave inversion, a 2-D ray inversion is performed (Van Vorst et al. 2011) . The recovered permittivity from the ray inversion is shown in Fig. 8 . The regularization parameter for the starting model is chosen manually here, but could be automated with generalized cross-validation or a related method. The ray inversion is only able to recover the permittivity on a very coarse scale. It is able to resolve the background permittivity half-spaces and partially resolve the two larger cylindrical anomalies. Most of the anomalies that are visible in the true model are not visible in the ray inversion. The conductivity is assumed to be constant at the start of the full-wave inversion, and is found by fitting received power to a uniform material model (of permittivity equal to the average of the ray inversion results) and a short dipole antenna radiation pattern. This method produces a conductivity of 2.9 mS m −1 for this model. Six frequencies evenly spaced from 75 to 200 MHz are used. The forward modelling operation is performed at 10 points per shortest wavelength assuming a relative permittivity of 20. Three inversions are performed, one for each of the two transfer functions and another without the use of a transfer function. The results of the full-wave inversion are shown in Fig. 9 . The regularization parameter is chosen manually using the l-curve method (Hansen 1992) . Some variation in the results that are obtained with each method is introduced at this step and choosing a value slightly above or below the corner of the l-curve would change the results slightly. In all cases the inversion is able to recover the permittivity very well (all but the smallest anomaly are clearly visible). The relative error on the recovered permittivity with the curvedray transfer function is 2.7 per cent, with the quasi-straight-ray-one it is 2.8 per cent, and with no transfer function at all it is 2.9 per cent. This small variation may be related to the selection of the regularization parameter mentioned above. The structure of the conductivity is recovered moderately well. The numerical value of the conductivity is found accurately (with a relative error of 10.8 per cent for the curved-ray transfer function and 9.3 per cent for the quasi-straight-ray one) when the transfer function is used, but the conductivity is strongly overestimated when the transfer function is not used (with a relative error of 53 per cent).
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It is interesting to note that quasi-straight-ray transfer function produces slightly better results with this example than the curvedray one, even though the opposite is true with the gradient tests in Section 3. The model used for the inversion test has a narrower range of permittivity values, particularly in the background medium, than the gradient tests. This likely increases the accuracy of the quasi-straight-ray transfer function with regard to the use of the mean permittivity, as compared to the gradient cases. The transfer functions are evaluated on the ray-based inversion result, which adds another degree of uncertainty into the mix. The inversion also uses a somewhat coarse grid that likely introduces some error into both the FDFD calculation and the evaluation of the transfer functions. The inclusion of conductivity in the quasi-straight-ray transfer function acts as a constant complex multiplier and would be absorbed in a linear way into the source estimation that is employed here and so has no effect on this inversion (and so was not included in this test). Ignoring conductivity when evaluating the curved-ray transfer function also has negligible effect on the inversion results in this case, but this is likely related to the low conductivity having only a minor effect on phase.
CONCLUSION
We have shown through analytical and numerical means that the acoustic transfer function derived by Yedlin et al. (2012) and Van Vorst et al. (2012) , and also by Bleistein (1986) , based on curved rays, is applicable to the borehole GPR problem and can be extended to include conductivity. We have compared its performance to a similar transfer function by Ernst et al. (2007a) that is based on quasi-straight rays. The analysis assumed lossless slowly varying isotropic material, but numerical experiments show that for low loss (26) in (c) and (d). The recovered permittivity and conductivity when no transfer function is used are shown in (e) and (f). Without the transfer function, the permittivity is still recovered and so is the structure of the conductivity, but the values are over estimated.
and for situations that violate eq. (1) to some degree, the methods are still useful.
The intended application of the transfer functions is for full-wave inversion of GPR data in material that is known to have relatively low loss. Before performing the full-wave inversion it is assumed
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483 that a ray-based inversion was previously performed, which supplies the ray paths necessary for the evaluation of the integral in eq. (25) [or the traveltimes in eq. (26)]. These transfer functions provide the necessary adjustment to 3-D data that is required for recovering conductivity in a 2-D full-wave inversion.
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