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KERNEL ABSOLUTE SUMMABILITY IS
ONLY SUFFICIENT FOR RKHS STABILITY
MAURO BISIACCO∗ AND GIANLUIGI PILLONETTO†
Abstract. Regularized approaches have been successfully applied to linear system identification in recent
years. Many of them model unknown impulse responses exploiting the so called Reproducing Kernel Hilbert spaces
(RKHSs) that enjoy the notable property of being in one-to-one correspondence with the class of positive semidef-
inite kernels. The necessary and sufficient condition for a RKHS to be stable, i.e. to contain only BIBO stable
linear dynamic systems, has been known in the literature at least since 2006. However, an open question still persists
and concerns the equivalence of such condition with the absolute summability of the kernel. This paper provides a
definite answer to this matter by proving that such correspondence does not hold. A counterexample is introduced
that illustrates the existence of stable RKHSs that are induced by non-absolutely summable kernels.
Keywords: BIBO stability; Reproducing Kernel Hilbert spaces; discrete-time impulse responses;
linear and bounded operators; absolute summability
1. Introduction. The classical approach to linear system identification uses paramet-
ric models of different orders. In particular, a set of candidate structures that increase in
complexity are selected. They are then typically fit to data using Prediction Error Methods
[16, 25] and the ‘best’ model is selected using complexity measure such as Akaike informa-
tion criterion or cross validation techniques [1, 24, 14]. In the last years, alternative regular-
ized approaches have attracted much attention within the control community. They search
for the unknown impulse response in flexible spaces that incorporate fundamental dynamic
features, like stability, with complexity regulated by some continuous variables. In particu-
lar, infinite-dimensional spaces known as Reproducing Kernel Hilbert Spaces (RKHSs) are
widely adopted.
RKHSs enjoy many important properties. They are in one to one correspondence with the
class of positive semidefinite kernels K and have also fundamental connections with Gaus-
sian processes when K is seen as a covariance [15, 17, 2]. RKHSs were introduced to the
machine learning community in [13]. They permit to treat in a unified framework many dif-
ferent algorithms: the so called kernel-based methods [11, 23] include smoothing splines
[27], regularization networks [20], Gaussian regression [21] and support vector machines
[10, 26]. But while in machine learning kernels are typically used to encode information on
function smoothness, control community’s interest has been instead recently addressed to the
building of RKHSs that include dynamic systems features. For instance, the so called stable
spline kernel was introduced in [18] to model impulse responses that are smooth and decay
exponentially to zero. It belongs to the much more general class of (BIBO) stable kernels
that induce RKHSs containing only absolutely summable impulse responses. One fundamen-
tal question discussed in [19][Part III] was the necessary and sufficient condition for kernel
stability. Nowadays, it is known that K is stable if and only if it induces an integral opera-
tor that maps the whole space of essentially bounded functions into the space of absolutely
summable functions. In [3, 9], immediately after reporting such result and looking for a (in
some sense) simpler stability test, authors mentioned kernel absolute summability as a suf-
ficient condition. The necessity was however left as an open problem. And ever since then,
many papers have cited and used kernel summability as a stability check, without providing
an answer to this question, e.g. see [7, 5, 12, 4]. This paper will face and solve such open
question by showing that the equivalence does not hold. Indeed, it will be proved that there
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exist stable RKHSs induced by non-absolutely summable kernels. Our result thus provides
a further important step towards a better understanding of RKHSs structures useful e.g. for
system identification.
The paper is organized as follows. In Section 2 the problem statement is reported. Section
3 describes a class of matrices that will be key to solve our problem. In Section 4, they are
used to prove that absolute kernel summability is not necessary for the existence of a linear
integral operator from ℓ∞ into ℓ1 not subject to positive semidefinite constraints. Section 5
then brings such constraints into the picture. Some properties of symmetric positive semidef-
inite matrices are first given. Next, they are used to reduce our central question to a particular
problem in finite-dimensional spaces. Section 6 reports a class of important positive semidef-
inite matrices that build upon the matrices illustrated in Section 3. They are finally exploited
in Section 7 to prove that kernel absolute summability is only sufficient for RKHS stability.
2. Problem statement. A RKHS is a special Hilbert space of functions where all the
pointwise evaluators are continuous (bounded) linear functionals. This property also implies
that an RKHS is in one to one correspondence with a symmetric and positive semidefinite
kernel K, i.e. such that for any finite natural number m, scalars c1, . . . ,cm and elements
x1, . . . ,xm of the function domain, it holds that
m
∑
i=1
m
∑
j=1
cic jK(xi,x j)≥ 0, K(xi,x j) = K(x j,xi). (2.1)
One can prove that any element of an RKHS is the (possibly infinite) sum of kernel sections,
i.e. of functions of the type K(x, ·). This property also suggests that vectors inherit the
properties of K, e.g. continuous kernels define RKHSs of continuous functions.
According to [9], kernels are said to be stable if they induce stable RKHSs, i.e. containing
only absolutely summable (causal) functions. Hence, the elements of such spaces can be
interpreted as impulse responses of BIBO stable linear and time-invariant dynamic systems.
Without loss of generality, the discrete-time case will be considered. The function domain
is equal to the set of natural numbers N and the RKHSs are made up of sequences. So, it is
useful to introduce the spaces ℓ∞ and ℓ1 of bounded and absolutely summable sequences of
real numbers, respectively, i.e.
ℓ∞ =
{
{ui}i∈N s.t. ‖u‖∞ < ∞
}
,
and
ℓ1 =
{
{ui}i∈N s.t. ‖u‖1 < ∞
}
,
where
‖u‖∞ = sup
i∈N
|ui| and ‖u‖1 = ∑
i∈N
|ui|.
Furthermore, it is also useful to see the kernel as an infinite-dimensional matrix with the
(i, j)-entries denoted by Ki j. Then, the following result states the necessary and sufficient
condition for K to be stable.
THEOREM 2.1 (RKHS stability [3]). Let H be the RKHS induced by K : N×N→ R.
One then has
H ⊂ ℓ1 ⇐⇒
∞
∑
i=1
∣∣∣∣∣
∞
∑
j=1
u jKi j
∣∣∣∣∣< ∞ ∀u ∈ ℓ∞. (2.2)
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This theorem, not surprisingly, shows that ℓ∞ contains the key test functions to assess RKHS
stability. But is it possible to find an alternative (and in some sense simpler) equivalent con-
dition on K? Following the discussions in [3, 9] subsequent to Theorem 2.1, kernel absolute
summability, i.e. the property ∑i, j |Ki j| < ∞, is an interesting candidate. In fact, it is im-
mediate to see that such condition is sufficient for stability but it is not yet known if the
equivalence with (2.2) holds. Hence, our problem is to understand if kernel summability is
not only sufficient but also necessary for a RKHS to be stable.
REMARK 2.1. Theorem 2.1 can be also described as follows. The kernel K defines an
acausal linear time-varying system: given an input (sequence) u, the output at instant i is
∑
∞
j=1Ki ju j. Then, the kernel is stable if and only if such system maps every bounded input
into a summable output. RKHS stability thus involves (integral) linear operators from ℓ∞
to ℓ1 and, interestingly, we have not found any result on this kind of maps relevant for our
analysis. The reason is that the (control) literature has studied BIBO stability considering
linear transformations each representing a single dynamic system (and not a class of systems
as done by a kernel). This has then produced conditions for an integral operator to map ℓ∞
into ℓ∞, e.g. see [28, 8]. Our analysis is instead more difficult: to characterize stable RKHSs
it is necessary to consider a subclass of these operators with the range restricted to ℓ1 and
subject to the constraints (2.1).
3. A class of important matrices. In this section we introduce and analyze a class of
special matrices which will play a fundamental role to solve our problem. First, it is useful to
set up some additional notation. All the vectors are column vectors and, given v, vi represents
its i-th entry. We use p to indicate an integer (p ≥ 1) that defines also the odd number
m = 2p+ 1 and the corresponding power of two n = 2m. For any integer r ≥ 1, we also
introduce the following set
Ur := { v ∈ Rr : vi =±1,∀ i= 1, . . . ,r }. (3.1)
Now, consider all the distinct vectors v(i) ∈ Um (i = 1,2, . . . ,n) consisting of exactly m el-
ements ±1 (ordering of the v(i) is irrelevant). Then, for any n = 23,25,27, . . . , the special
matrix V (n) of size n×m is given by
V (n) =
[
v(1) v(2) . . . v(n)
]⊤
. (3.2)
For instance, if p = 1 then m= 3, n= 23 = 8 and
V (8) =


1 1 1
1 1 −1
1 −1 1
1 −1 −1
−1 1 1
−1 1 −1
−1 −1 1
−1 −1 −1


(3.3)
that shows how the rows of such matrices contain all the possible permutations of ±1. We
now introduce two norms for V (n). The first one is
‖V (n)‖1 := ∑
i, j
|V (n)i j | (3.4)
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where V
(n)
i j are the entries (of values ±1) of V (n). So, ‖V (n)‖1 is the ℓ1 norm understood as
sum of the modules of all its entries. One thus has ‖V (n)‖1 = mn. The second alternative
norm is
‖V (n)‖∞,1 := max‖u‖∞=1 ‖V
(n)u‖1. (3.5)
Note that (3.5) is the norm of the linear operatorV (n) :Rm→Rn onceRm andRn are equipped
with the ℓ∞ and the ℓ1 norms, respectively.
LEMMA 3.1. In evaluating ‖V (n)‖∞,1 in (3.5), we can limit ourselves to consider the
only vectors u in Um defined in (3.1), i.e.
max
‖u‖∞=1
‖V (n)u‖1 = max
u∈Um
‖V (n)u‖1.
Proof. The proof exploits convexity and is reported just for sake of completeness. Letting
u=
[
a1 . . . am
]⊤
, one has
‖V (n)u‖1 = Σnk=1
∣∣∣Σmh=1 V (n)kh ah
∣∣∣ := f (a1, . . . ,am).
The function f is convex over Rm (being the composition of convex maps given by absolute
values and linear maps). Fix any vector a whose i-th entry satisfies |ai| < 1. Replace such
entry with 1, obtaining the vector b, or with −1, leading to c. Convexity of f thus ensures
that [22]
f (a)≤ f (b) or f (a)≤ f (c).
So, given any maximizer of the f restricted over the compact ‖u‖∞ = 1, each of its entry (of
modulus less than one) can be replaced with either 1 or −1 maintaining the optimality.
LEMMA 3.2. The value of ‖V (n)u‖1, with u ∈Um, is independent of the chosen u.
Proof. In evaluating V (n)u, one can easily see that replacing the i-th entry of u with its
opposite is equivalent to changing the sign of the i−th column of V (n). However, by the
properties of V (n), changing the sign of a column corresponds to reordering the rows of V (n)
since
[
w⊤1 ±1 w⊤2
]
both belong to the list of V (n)’s rows. In other words, changing the
sign of any entry of u just corresponds to a change of the sign of all the correspondingV (n)’s
columns that is equivalent to a suitable reordering of its rows. It is now clear that any u ∈Um
leads to the same vector V (n)u, apart from an entries reordering, so that ‖V (n)u‖1 does not
depend on u.
LEMMA 3.3. The following relation holds true
‖V (n)‖∞,1 = ‖V (n)u‖1 = 2Σph=0
(
m
h
)
(m− 2h)
where u is any vector in Um.
Proof. By Lemmas 3.1 and 3.2, we easily have
‖V (n)‖∞,1 = ‖V (n)u‖1 ∀u ∈Um.
Thus, we can choose u= v(1) :=
[
1 . . . 1
]⊤
and evaluate ‖V (n)v(1)‖1 = ‖w‖1, where wi =
Σmj=1 V
(n)
i j = Σ
m
j=1 v
(i)
j , i = 1,2, . . . ,n, with V
(n)
i j and v
(i)
j denoting the entries of V
(n) and v(i),
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respectively. The number of vectors v(i) containing h negative signs and m− h positive signs
is
(
m
h
)
. In addition, for such kind of vectors one has Σmj=1 v
(i)
j = |m− 2h|. Then, we easily
obtain
‖V (n)‖∞,1 = ‖V (n)v(1)‖1 = Σmh=0
(
m
h
)
|m− 2h|= 2Σph=0
(
m
h
)
(m− 2h)
where the last equality derives from the symmetry of the two cases h ≤ p and h > p. This
concludes the proof.
4. The first counterexample. In this Section we will obtain a first result about operators
from ℓ∞ into ℓ1 induced by infinite-dimensional matrices that are not subject to the positive
semidefinite constraints (2.1). As it will be clear in the final part of the paper, this intermediate
step will be crucial for solving the question regarding RKHS stability.
Thanks to the results obtained in the previous section, the following equalities regarding two
norms are now available:
‖V (n)‖1 = nm (4.1)
‖V (n)‖∞,1 = 2Σph=0
(
m
h
)
(m− 2h) (4.2)
However, the expression of ‖V (n)‖∞,1 is not so appealing: evaluation is not available in closed
form and appears somewhat complicated. Actually, the important point is the comparison
between (4.1) and (4.2) for large p. For this reason, the next lemma defines the behaviour
of ‖V (n)‖∞,1 as p tends to ∞. It relies on a classical result of Probability Theory, the Central
Limit Theorem.
LEMMA 4.1. One has
Σ
p
h=0
(
m
h
)
(m− 2h)≃ n
√
p
pi
as p→+∞.
Proof. Let x ∼B(m) be a binomial random variable assuming value 0 or 1 with equal
probability, i.e.
P(x= h) =
1
n
(
m
h
)
, h= 0,1,2, . . . ,m.
Its mean and variance are so given by
E(x) =
m
2
, Var(x) =
m
4
.
By defining f (x) = m− 2x for x≤ p and f (x) = 0 elsewhere, one has
E
(
f (x)
)
= Σph=0 P(x= h)(m− 2x) =
1
n
Σ
p
h=0
(
m
h
)
(m− 2h).
For p and, consequently,m= 2p+1 as well as n= 2m large enough, the evaluation ofE
(
f (x)
)
can be obtained through the normal approximation. Letting Φ(a;b,c) be the Gaussian distri-
bution evaluated at a with mean b and variance c, one has
P(x≤ a)≃Φ
(
a;
m
2
,
m
4
)
.
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Hence, we obtain
E
(
f (x)
) ≃
∫ m
2
0
√
2
pim
e
− (x−
m
2 )
2
m
2 (m− 2x)dx
=−2
∫ m
2
0
√
2
pim
e
− (x−
m
2 )
2
m
2
(
x− m
2
)
dx
=−2
∫ 0
−m2
√
2
pim
e
− y2m
2 ydy=
√
m
2pi
∫ 0
−m2
[
−e− 2y
2
m
]
d
(
2y2
m
)
=
√
m
2pi
[
1− e−m2
]
≃
√
p
pi
.
For large p,m,n this indeed implies
Σ
p
h=0
(
m
h
)
(m− 2h)≃ n
√
p
pi
and completes the proof.
Now, recall from the discussion in Section 2 that we are interested in linear operators
from ℓ∞ into ℓ1 defined by means of an infinite matrix, i.e.
V : ℓ∞ → ℓ1, V (u) = y (4.3)
where
yi =
+∞
∑
h=1
Vihuh, i= 1,2, . . .
Defining the ℓ1 norm of V as
‖V ‖1 := Σ+∞i, j=1 |Vi j| (4.4)
we say that V is absolutely summable if and only if ‖V ‖1 <+∞. The ‖V ‖1 is different from
the norm of the operator, defined by
‖V ‖ := max
‖u‖∞=1
‖V u‖1 (4.5)
(sup is usually used instead of max, but as clear in what follows no distinction is needed).
Then, the linear operatorV is bounded (continuous) if and only if ‖V ‖<+∞. While absolute
summability implies boundedness, the converse is false as the next explicit counterexample
(that represents the first main result of this paper) will show.
COUNTEREXAMPLE 4.1. A linear operator V : ℓ∞ → ℓ1 can be bounded even if it is
not absolutely summable.
Proof. Consider the following version of V (n) suitably scaled in such a way that its ℓ1
norm becomes 1
p
:
V
(n)
∗ :=
1
pmn
V (n) =
1
p‖V (n)‖1
V (n).
One thus also has
‖V (n)∗ ‖1 = 1
pmn
‖V (n)‖1 = 1
p
.
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Recalling (4.1), (4.2) and using Lemma 4.1, it follows that
‖V (n)‖∞,1
‖V (n)‖1
≃
2n
√
p
pi
nm
≃ 1√
pi p
(4.6)
for p,m,n large enough. From such equation, one also easily obtains that
‖V (n)∗ ‖∞,1 ≃ 1
p
√
pi p
still for p,m,n large enough. Now, let us define the following infinite matrix
V = diag(V
(n(1))
∗ ,V
(n(2))
∗ , . . . ),
where n(p) := 22p+1. The block diagonal structure allows to partition u ∈ ℓ∞ as
u=
[
u⊤3 u
⊤
5 . . .
]⊤
and similarly y ∈ ℓ1 as
y=
[
y⊤
n(1) y
⊤
n(2) . . .
]⊤
.
Moreover, any finite subvector yn(p) only depends on u2p+1 by means of the matrix V
(n(p))
∗ .
We then obtain that the linear operator V associated with the infinite matrix V satisfies
‖V ‖1 =
+∞
∑
p=1
1
p
=+∞
and
‖V ‖=
+∞
∑
p=1
‖V (n(p))∗ ‖∞,1 <+∞,
as a simple consequence of the convergence of the series ∑
+∞
p=1
1
p
√
p
. Therefore, we have
indeed found an operator V associated with the infinite matrix V that is bounded even if V is
not absolutely summable.
REMARK 4.2. The comment under (4.5) on the use of max in place of sup finds now the
following explanation. For all the inputs u in the setU∞ := { u∈ ℓ∞ : ui=±1, ∀ i= 1,2, . . . },
that corresponds to the infinite-dimensional version of (3.1), it holds that
‖y‖1 = ‖V u‖1 = ‖V ‖= ‖V ‖ · ‖u‖∞.
5. Some properties of symmetric positive semidefinite matrices and problem reduc-
tion to finite-dimensional spaces. In the previous part we have provided some new insights
on the maps from ℓ∞ into ℓ1 without considering the constraints (2.1). Now, we want to ad-
dress the symmetric and positive semidefinite case.
In what follows, M(k) indicates a matrix of size k× k satisfying M(k) =M(k)⊤ ≥ 0. Thus, it
belongs to the set of k× k symmetric and positive semidefinite matrices that we denote by
Ck. As before, we are interested in obtaining relationships between the two norms ‖M(k)‖1
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and ‖M(k)‖∞,1 defined exactly as in (3.4) and (3.5). The sequence of real numbers λ (k) in-
troduced in the next lemma provides a fundamental connection.
LEMMA 5.1. For any k ≥ 1,
λ (k) := min
M(k)∈Ck: ‖M(k)‖1=1
‖M(k)‖∞,1
is well-defined and satisfies the following properties:
• 0≤ λ (k)≤ 1;
• ‖M(k)‖1 ≥ ‖M(k)‖∞,1 ≥ λ (k)‖M(k)‖1, for any M(k) ∈ Ck;
• there exist at least two matrices M(k)1 ,M(k)2 ∈ Ck such that
‖M(k)1 ‖∞,1 = ‖M(k)1 ‖1
and
‖M(k)2 ‖∞,1 = λ (k)‖M(k)2 ‖1
(that is equivalent to saying that better bounds cannot be found);
• the sequence λ (k) is monotone non-increasing.
Proof. Assume u ∈ Rk and ‖u‖∞ = 1. By denoting with M(k)i j and u j the entries of M(k)
and u, respectively, we have
‖M(k)u‖1 = Σki=1
∣∣∣Σkj=1 M(k)i j u j
∣∣∣
≤ Σki=1 Σkj=1
∣∣∣M(k)i j u j
∣∣∣= Σki, j=1
∣∣∣M(k)i j
∣∣∣ ∣∣u j∣∣
≤ Σki, j=1
∣∣∣M(k)i j
∣∣∣= ‖M(k)‖1,
and this shows that
‖M(k)‖1 ≥ ‖M(k)‖∞,1.
Now, if Ik is the identity matrix k×k, by resorting to u=
[
1 . . . 1
]T
one obtains ‖Ik‖∞,1 =
‖Ik‖1 = k thus proving the existence ofM(k)1 = Ik. Now, let’s define
f : Ck/{ 0 } → R, f (M(k)) :=
‖M(k)‖∞,1
‖M(k)‖1
.
Such function is continuous since ‖M(k)‖1 = 0 if and only ifM(k) = 0 and because ‖M(k)‖∞,1
as well as ‖M(k)‖1 are continuous maps of the M(k)’s entries (thanks also to Lemma 3.1
that clearly holds true even for square matrices). Since f (αM(k)) = f (M(k)) for any α >
0, to assess the values that such function can assume it suffices to consider the matrices
satisfying ‖M(k)‖1 = 1. The corresponding subset Sk of Ck is a compact set1, hence f admits
1Denoting by mi j the entries of M
(k) , we have a set of equalities/inequalities which define the structure of Sk:
• mi j = m ji for any i, j (due to the symmetry constraint);
• Σi j |mi j |= 1 (due to the unit ℓ1 norm constraint);
• various polynomial inequalities of the (closed) form ph(mi j) ≥ 0 (due to the set of Sylvester’s inequali-
ties).
These set of conditions makes Sk bounded - because of the second equality - and closed - as a consequence of the
equality/(closed) inequalities. Compactness is therefore guaranteed.
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both a minimum and a maximum. The maximum corresponds to 1 (since, as already seen,
‖M(k)‖∞,1 ≤ ‖M(k)‖1 and thanks to the existence of M(k)1 ), the minimum is non-negative and
not larger than 1. Consequently, at least a matrixM
(k)
2 exists that defines the minimum value,
i.e. λ (k). Finally, since the block diagonal matrix diag(0,M(k)) (with 0 of size 1×1) belongs
to Ck+1 for any M
(k) ∈ Ck, and since the two norms for diag(0,M(k)) coincide with those of
M(k), the last property λ (k+ 1)≤ λ (k) is immediately obtained.
The sequence λ (k) plays a central role for our analysis. In fact, it is now shown that the
asymptotic behavior of λ (k) uniquely determines whether absolute summability is or not a
necessary and sufficient condition for a symmetric positive semidefinite operator to map all
the space ℓ∞ into ℓ1. This fact represents the second main result of this paper and is contained
in the next theorem. When reading it, recall from [6][Lemma 4.1] that if an integral operator
maps the entire ℓ∞ into ℓ1 then it must be bounded (this point is further discussed in Remark
5.1).
THEOREM 5.2. Let λ∞ := limk→+∞ λ (k). Then, λ∞ > 0 implies that absolute summabil-
ity is a necessary and sufficient condition for a symmetric positive semidefinite operator M
from ℓ∞ into ℓ1 to be bounded. Instead, λ∞ = 0 implies that there exist bounded symmetric
positive semidefinite operators M from ℓ∞ into ℓ1 that are not absolutely summable.
Proof. Since λ (k) is monotone non-increasing and lower bounded by 0, λ∞ ≥ 0 exists.
Assume that λ∞ > 0 and ‖M ‖1 = +∞. Let also N > 0 be a fixed real number and denote
with Qk the sequence of finite submatrices Qk, of size k× k, built with the first k rows and
columns of the infinite matrix which defines M . Since ‖M ‖1 = +∞, the ‖Qk‖1 represent a
monotone non-decreasing sequence and one has
lim
k→+∞
‖Qk‖1 =+∞.
So, there exists k(N) > 0 such that ‖Qr‖1 ≥ Nλ∞ for any r ≥ k(N), and this implies
‖Qr‖∞,1 ≥ λ (r)‖Qr‖1 ≥ λ∞‖Qr‖1 ≥ N, ∀ r ≥ k(N).
Since N > 0 was arbitrary, one also has
lim
k→+∞
‖Qk‖∞,1 =+∞
which clearly prevents M to be a bounded operator. On the other hand, the condition
‖M ‖1 < +∞ clearly implies that M is bounded. So, we have proved that absolute summa-
bility is the necessary and sufficient condition for the operator M to be bounded if λ∞ > 0.
Assume now that λ∞ = 0. In this case, there exists a sequence n(k) such that λ (n(k)) ≤ 1k .
According to Lemma 5.1, consider matrices Qn(k) 6= 0 corresponding to n(k) and such that
‖Qn(k)‖∞,1 = λn(k)‖Qn(k)‖1 ≤
1
k
‖Qn(k)‖1.
Similarly to what done in Section 2 let us normalize Qn(k) in such a way that its ℓ1 norm
becomes 1
k
, i.e. we define
Sk :=
Qn(k)
k‖Qn(k)‖1
.
so that
‖Sk‖1 =
1
k
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and
‖Sk‖∞,1 ≤
1
k
‖Sk‖1 ≤
1
k2
.
Now, the desired counterexample is found by choosing the infinite matrix M that defines M
as follows
M = diag(S1,S2, . . . ).
In fact, the equalities
‖M ‖1 = Σ+∞k=1
1
k
=+∞
and
‖M ‖ ≤ Σ+∞k=1
1
k2
<+∞
show that M is a bounded operator which is not absolutely summable.
REMARK 5.1. The previous theorem gives the necessary and sufficient condition for
the (possible) existence of symmetric positive semidefinite bounded operators which are not
absolutely summable. On the other hand, RKHS stability is related to operators which are
well-defined over the whole ℓ∞ (M u has to belong to ℓ1 for any u∈ ℓ∞), a property that would
seem to be different from boundedness. But, as already recalled in introducing Theorem 5.2,
while boundedness obviously implies well-definiteness (so, if λ∞ = 0 there is nothing else to
prove), the converse also holds true as a consequence of [6][Lemma 4.1]. This fact would
be fundamental in the case λ∞ > 0 to show that absolute summability is equivalent to RKHS
stability. However, we will prove in the next section that λ∞ = 0 and this makes the outcomes
in [6] irrelevant for our developments.
6. A class of important positive semidefinite matrices. In this section we analyze
properties of some key symmetric and positive semidefinite matrices that will lead to the
building of the second counterexample (and, hence, to the solution of our main problem).
Remarkably, such matrices are defined in terms of the matrices V (n) already encountered in
the previous sections. They are in fact given by
M(n) =V (n)V (n)⊤.
LEMMA 6.1. The columns of the matrix V (n) are orthogonal each other and one has
V (n)⊤V (n) = nIm,
where Im is the identity matrix of size m.
Proof. Fix two distinct integers i and j less than or equal to m. For k = 1, . . . ,n, the
couples (V
(n)
ki ,V
(n)
k j )may be (1,1),(−1,−1),(−1,1) or (1,−1). The number of couples of the
first type (1,1) are 2m−2 since, by construction, they are complemented with any combination
of m− 2 signs ±1. The same holds exactly for the other three couples, hence
(V (n)⊤V (n))i, j = Σnk=1 V
(n)
ki V
(n)
k j = 2
m−2+ 2m−2− 2m−2− 2m−2 = 0
If i = j, one instead has (V (n)⊤V (n))i,i = ‖ci‖22 = n (with ci a column of V (n)) and this com-
pletes the proof.
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For future developments, it is now important to provide insights regarding
Mn := maxu∈Un ‖M(n)u‖1
and
M
∗
n := n ·maxa∈Rm, ‖a‖2≤1 ‖V (n)a‖1.
LEMMA 6.2. M ∗n ≥Mn holds true.
Proof. We start by decomposing u ∈Un in terms of orthogonal components, i.e.
u= a1c1+ · · ·+ amcm+w=V (n)a+w,
where recall that the ci are the columns of V
(n),
a :=
[
a1 . . . am
]T
and
w⊥ ci, i= 1, . . . ,m, wTV (n) = 0.
Then, it follows that, for any u ∈Un, one has
n= ‖u‖22 = ‖a1c1‖22+ · · ·+ ‖amcm‖22+ ‖w‖22 = n(a21+ · · ·+ a2m)+ ‖w‖22.
Thus, one has ‖a‖2 ≤ 1 and also
M(n)u=M(n)(V (n)a+w) =V (n)(V (n)⊤V (n))a+V (n)V (n)⊤w
=V (n)(nIm)a+V
(n)(wTV (n))T = nV (n)a+V (n) ·0
= nV (n)a.
We obtain
‖M(n)u‖1 = n‖V (n)a‖1
whose maximum value can be found by inspecting either the finite set Un for evaluating
Mn, or the ipersphere defined by ‖a‖2 ≤ 1 (that contains the 2n points corresponding to
the various vectors u) for evaluating M ∗n . The proof is then completed just noticing that
maxx∈A f (x) ≤ maxx∈B f (x) if A⊂ B.
LEMMA 6.3. It holds that
M
∗
n = n ·max‖a‖2=1 Σb∈Um |aTb|
Proof. From
nV (n)a= n(a1c1+ · · ·+ amcm)
and by the properties of V (n)’s rows, the entries of the vector a1c1+ · · ·+ amcm are given by
the coefficients ai, i= 1, . . . ,mmultiplied by±1 in all the possible n= 2m combinations. So,
if b :=
[
b1 . . . bm
]T ∈Um, we easily have
n‖V (n)a‖1 = n‖a1c1+ · · ·+ amcm‖1
= nΣb∈Um |a1b1+ · · ·+ ambm|
= nΣb∈Um |aTb|
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where ‖a‖2 ≤ 1. If ‖a‖2 < 1, there exists some h> 1 such that ‖ha‖2 ≤ 1 and
nΣb∈Um |haTb|= hnΣb∈Um |aTb|> nΣb∈Um |aTb|.
Then, we conclude that the maximum point must belong to the boundary ‖a‖2 = 1.
LEMMA 6.4. It holds that
Σb∈Um (a1b1+ · · ·+ ambm)2 = n‖a‖22
Proof. By developing the squares, also recalling that bi =±1 implies b2i = 1, one has
Σb∈Um (a1b1+ · · ·+ ambm)2 = Σb∈Um [a21+ · · ·+ a2m]+Σb∈Um (2Σi6= j aia jbib j)
= [a21+ · · ·+ a2m]2m+ 2Σi6= jaia j(Σb∈Um bib j)
= n‖a‖22+ 2Σi6= jaia j(Σb∈Um bib j)
The conclusion then follows by noticing that Σb∈Um bib j = 0. In fact, the bi assume the values
±1 in all possible combinations. So, the pairs (bi,b j) = (1,1),(1,−1),(−1,1),(−1,−1)
appear the same number of times implying that the terms bib j = 1 and bib j = −1 appear the
same number of times, too.
THEOREM 6.5. Mn = M
∗
n = n
2 holds true.
Proof. By choosing u equal to any column of V (n), one easily obtains M(n)u = nu and
this implies Mn ≥ n‖u‖1 = n2. From the inequality (ΣC2i )(ΣD2i ) ≥ (ΣCiDi)2, with Ci =
|a1b1+ · · ·+ ambm|, Di = 1 and from Lemma 6.4, we obtain
(
Σb∈Um |aTb|
)2
= [Σb∈Um |a1b1+ · · ·+ ambm| ·1]2
≤ [Σb∈Um (a1b1+ · · ·+ ambm)2] [Σb∈Um 1] = n‖a‖222m = n2‖a‖22
and hence also
Σb∈Um |aTb| ≤ n‖a‖2.
By exploiting Lemmas 6.2 and 6.3, one obtains Mn ≤M ∗n ≤ n2 and, since we proved that
Mn ≥ n2, the conclusion is obtained.
7. Kernel absolute summability is only sufficient for RKHS stability. We can now
prove that λ∞ = 0 by exploiting the properties of the matricesM
(n) and the previously obtained
results. This will allow to build the second counterexample that shows that bounded operators
from ℓ∞ into ℓ1 exist in absence of absolute summability even when the symmetric positive
semidefinite constraints (2.1) are active.
LEMMA 7.1. For large p,m,n, it holds that
‖M(n)‖∞,1
‖M(n)‖1
≃
√
pi
4p
.
Hence, it holds that
λ∞ := lim
k→+∞
λ (k) = 0.
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Proof. Let ei, i= 1,2, . . . ,n be the canonical basis in R
n. Exploiting Lemma 3.2, one has
that the i−th column ofM(n) satisfies
‖M(n)ei‖1 = ‖V (n)V (n)⊤ei‖1 = ‖V (n)v(i)‖1 = ‖V (n)‖∞,1
where the last equality exploits both the fact that v(i) ∈Um for any i and Lemma 3.3. Hence,
‖M(n)‖1 =
n
∑
h=1
‖M(n)ei‖1 =
n
∑
h=1
‖V (n)v(i)‖1
= n‖V (n)v(1)‖1 = n‖V (n)‖∞,1
and from (4.6), for p,m,n large enough it holds that
‖M(n)‖1 ≃ 2n2
√
p
pi
.
In addition, from Theorem 6.5 and Lemma 3.1 (now applied to M(n)) one has
‖M(n)‖∞,1 = n2
so that
‖M(n)‖∞,1
‖M(n)‖1
≃
√
pi
4p
.
In view of the last result, now it is easy to see that λ∞ = 0. In fact, we have just considered
special matricesM(n) ∈ Cn, so that for p large enough
λ (n) = λ (22p+1)≤ ‖M
(22p+1)‖∞,1
‖M(22p+1)‖1
≃
√
pi
4p
=
√
pi√
2log2(n(p))− 2
. (7.1)
The upper bound established by (7.1) holds for the special values n = 22p+1. But, since
λ (k) is a monotone non-increasing sequence, this indeed implies λ∞ = 0 (as also graphycally
depicted in Fig. 7.1).
The result λ∞ = 0 just obtained paves the way for the most important result of the paper.
It is achieved through the following counterexample that shows that kernel absolute summa-
bility is only sufficient for RKHS stability.
COUNTEREXAMPLE 7.1. A linear symmetric positive semidefinite operator S : ℓ∞ →
ℓ1 can be bounded despite the lack of absolute summability.
Proof. We just need to exploit the result λ∞ = 0 obtained above. In particular, let us
normalize the matrices M(n) as follows: we find a sequence p(h), h = 1,2, . . . such that
λ (22p(h)+1)≤ 1
h
2, and then define
Sh :=
1
h
M(2
2p(h)+1)
‖M(22p(h)+1)‖1
, h= 1,2, . . .
that implies both ‖Sh‖1 = 1h and ‖Sh‖∞,1 ≤ 1h2 . The infinite matrix S = diag(S1,S2, . . . ) leads
to an operator S : ℓ∞ → ℓ1, associated with S, which is bounded but it is not absolutely
summable. Moreover, it is easily seen that the equality ‖S u‖1 = ‖S ‖ = ‖S ‖ · ‖u‖∞ holds
for any u ∈U∞.
2A simple choice is p(h) = h2 . Even if it guarantees that the inequality about λ(22p(h)+1) is satisfied only for
large h, this is actually all is needed since the convergence of a series only depends on the asymptotic behavior of its
terms. An even simpler choice could be p(h) = h: recalling the arguments in the proof of Theorem 5.2 this would
imply boundedness of the operator S as a consequence of the convergence of the series ∑
+∞
p=1
1
p
√
p
.
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Fig. 7.1: Let n(p) = 22p+1 with p = 1,2, . . .. The displayed curve is piecewise constant:
over the intervals n(p) ≤ n < n(p+ 1) it is equal to
√
pi√
2 log2(n(p))−2
. Then, Lemma 7.1, as
synthesized also by (7.1), ensures that this curve becomes asymptotically an upper bound for
λ (n). So, λ (n) converges to zero with a rate not slower than the inverse of
√
log2(n).
8. Conclusions. Many authors pointed out that kernel absolute summability is a suffi-
cient condition for RKHSs stability, without elaborating on its possible necessity. None of the
two possibilities was supported as the most reasonable one: no clues were available, and the
secret hope for a (surely desired) equivalence was postponed to further investigations. Now
we can claim (unfortunately, in some sense) that the class of stable RKHSs is wider than that
of absolutely summable kernels. As we have described, the idea behind the counterexam-
ple construction is somewhat involved. This shows that such (no longer) open problem was
an hard task to deal with, requiring understanding of the real nature of two different norms
connected with operators mapping ℓ∞ into ℓ1.
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