1. Introduction. The efficient and accurate approximation of bivariate functions with a certain Sobolev regularity is of central importance in many diverse research areas, which range from functional analysis and machine learning to model reduction. In functional analysis, it is closely related to the so called s-numbers 1 of the kernel operator, especially to its eigenvalues through Weyl's theorem [31] . In machine learning, the decay rate of the eigenvalues or entropy numbers of the covariance integral operator is crucial for estimating the approximation error [14] . Also, for many recent model-order reduction algorithms the eigenvalue decay of an associated compact operator underpins their efficiency in practical applications.
The singular value decomposition (SVD) is a popular tool for high-dimensional problems which aims at obtaining effective low-dimensional approximations. It was developed independently in different disciplines and is known as various names, e.g., as proper orthogonal decomposition (POD), as Karhunen-Loève (KL) expansion, and as principal component analysis (PCA). Its performance relies directly on the decay rate of the singular values of a bivariate kernel function. It is also encountered in multiscale numerical methods for problems in heterogeneous media, e.g., within the partition of unity method [29] or within the generalized multiscale finite element method [9, 19, 27] . The convergence rates of these modern numerical approximation methods again depend on the eigenvalue decay of an associated compact operator. Moreover, in statistical inference, the singular value decay is often used to characterize the smoothing property of the associated integral operator, which directly impacts the optimality of the regularized regression estimator [14, 10] .
In this article, we focus on the singular value SVD of a certain class of Sobolev smooth bivariate functions. We specifically consider functions in L 2 (Ω, H s (D)) with H s (D) := W s,2 (D), and we consider functions in L 2 (Ω,Ḣ s (D)), whereḢ s (D) := {v ∈ L 2 (D) : (−∆) s/2 v ∈ L 2 (D)} with −∆ being the negative Laplacian on D coupled with specific boundary conditions. Here, D ⊂ R d is a bounded domain with a regular boundary and Ω is a bounded (not necessarily finite-dimensional) domain with dimension d . We define d * := min{d, d }. Throughout this paper, we define I := (−1, 1) ⊂ R and I d := (−1, 1) d .
First, let us briefly review related results from functional analysis: For any given bivariate function κ(y, x) ∈ L 2 (Ω, H s (D)), we define the associated covariance function R(x, x ) by
Furthermore, let R denote the integral operator on L 2 (D) with associated kernel R(x, x ). Then, R is compact and self-adjoint with range in H s (D). Obviously, the singular values of κ(y, x) are equivalent to the square root of the eigenvalues of R. It was already pointed out in [2, Theorem 13.6 ] that, for s > d/2, the nth largest eigenvalue of R is at least of the order O(n − s d ). Then, the rate of the M -term truncation error, i.e., the truncation error of the SVD series expansion after the M th term, is at least of the order O(M 1 2 − s 2d ). A related result can be found in, e.g., [35] . From a functional analytic point of view, the approximability and compactness of an operator can be characterized by a certain scalar sequence named the s-scale, which is unique for the class of operators acting on a Hilbert space [31, section 2.11.9] . With nonincreasingly ordered eigenvalues {λ n } ∞ n=1 of R, we have {λ n } ∞ n=1 ∈ 2d 4s+d ,2 [31, section 6.4.19] and [26, section 3.c.5] . This means that the nth largest eigenvalue of R is at least of the order O(n − 2s d − 1 2 ). Thus, the decay rate of the M -term truncation error is at least of the order O(M 1 4 − s d ) if s > d/4. As a matter of fact, this estimate is even optimal for the special class of integral operators with associated kernels in H s (D) × H s (D).
In the last couple of years, the approximation of high-dimensional stochastic processes based on the KL expansion has gained much popularity [3, 22, 35] . For example, for κ(y, x) ∈ H s (Ω × D), a decay rate of the order O(n − 2s d * ) was established in [22] for the nth largest eigenvalue of R using a minmax principle. This results in a rate of the order O(M 1 2 − s d * ) for the M -term truncation error if s > d * /2. Furthermore, in [3] , a direct estimate of the error rate for the M -term truncation of the order O(M − s 1 ) was given in the case of D being a one-dimensional interval. Moreover, as pointed out in that paper, this truncation estimate can be extended to the higher dimension case as well, which would result in the optimal M -term truncation rate of O(M − s d ). There, however, no decay rate of the eigenvalues was given. For ease of comparison, we summarize these existing results on the eigenvalue decay rate and on the M -term approximation error in Table 1 . Moreover, in [36, 37] , the anisotropic Sobolev space SW R q,α and the anisotropic Nikol'skii space N H R q are considered, where R, q, and α are d-dimensional vectors. These spaces consist of periodic functions, which admit an integral representation in the form of a convolution of certain L 2 functions with Downloaded 12/05/19 to 129.125.148.247. Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php Table 1 State of the art of eigenvalue decay results and their corresponding truncation error estimates.
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the Bernoulli kernels in each component. In this periodic setting, which is different from ours, an asymptotic decay rate also of the order O(M −s/d ) was shown for N H R q , where R = [R 1 , R 2 ] and R 1 = (0, . . . , 0), R 2 = (s, . . . , s). Since, in this case, N H (0,...,0;s,...,s) (2,...,2) is larger than SW (0,...,0;s,...,s) (2,...,2),α , the rate O(M −s/d ) also holds for the corresponding anisotropic periodic Sobolev space SW (0,...,0;s,...,s) (2,...,2),α . Consequently, an eigenvalue decay of O(n −2s/d−1 ) can be inferred, which is analogous to our result, though only for the periodic situation and product domains; see [23, 18, 33] for more references on this setting. We now deal with the nonperiodic setting and general nonproduct Lipschitz domains Ω and D.
In this paper, we shall analyze the eigenvalues of the operator R for the cases in which κ(y, x) ∈ L 2 (Ω,Ḣ s (D)) and κ(y, x) ∈ L 2 (Ω, H s (D)). We establish a decay rate of O(n −1− 2s d ) for the nth largest eigenvalue. This decay estimate is consistent with the numerical findings in [22] and, to the best of our knowledge, it is presently the sharpest one. Such a result for the two different considered cases is obtained in two different ways: For κ(y, x) ∈ L 2 (Ω,Ḣ s (D)), our proof is based on an alternative representation of the minmax principle [20] and a careful characterization of the operator R; for κ(y, x) ∈ L 2 (Ω, H s (D)), our proof employs Stein's extension theorem and an argument using the result from the first case in the special situation in which D = (−1, 1) d , (cf. Proposition 3.1). One distinct feature of our approach is that it can directly give a truncation error estimate of order O(M − s d ) for bivariate functions with a rather low degree of Sobolev regularity in y-direction.
To illustrate the use of our new decay result, we shall provide a detailed error analysis of an algorithm for solving elliptic PDEs involving high-dimensional stochastic diffusion coefficients κ(y, x) in a multiquery context. This task arises in, e.g., optimal control, inverse problems, Bayesian inversion, and uncertainty quantification (see the references in the surveys [11, 34] ). In these algorithms, one usually truncates the stochastic diffusion coefficient, i.e., one truncates its KL series expansion after the M th term. This leads to an approximative model with finite-dimensional noise that is amenable to practical computations. Our new truncation estimate in Theorem 3.3 then allows, under mild integrability conditions on the source term, one to derive an improved error estimate of the stochastic solution due to the KL truncation of the coefficient κ(y, x) (cf. Theorem 4.2).
The remainder of this paper is organized as follows. In section 2, we recall preliminaries on the SVD approximation of bivariate functions and basic facts about Sobolev spaces and Lorentz sequence spaces. Then, in section 3, we establish eigenvalue decay rates for bivariate functions κ(y, x) ∈ L 2 (Ω,Ḣ s (D)) and κ(y, x) ∈ L 2 (Ω, H s (D)). In section 4, we discuss an algorithm for elliptic PDEs with random coefficient and give an error analysis of it due to the KL truncation of the stochastic diffusion coefficient. Finally, we give a conclusion in section 5.
2.
Preliminaries. Let us recall some facts on the approximation of bivariate functions. Throughout this paper, we suppose that Ω is a bounded (not necessarily finite-dimensional) domain and D ⊂ R d is equipped with a regular boundary. Now, consider a bivariate function κ(y, x) ∈ L 2 (Ω × D) = L 2 (Ω) × L 2 (D). The associated integral operator S :
Then R is a nonnegative self-adjoint Hilbert-Schmidt operator with its kernel R ∈
Hence, for any v ∈ L 2 (D), we have
According to standard spectral theory for compact operators [42] , the operator R has at most countably many discrete eigenvalues, with zero being the only accumulation point, and each nonzero eigenvalue has only finite multiplicity. Let {λ n } ∞ n=1 be the sequence of eigenvalues (with multiplicity counted) associated to R, which are ordered nonincreasingly, and let {φ n } ∞ n=1 be the 3 corresponding eigenfunctions. The eigenfunctions {φ n } ∞ n=1 can be chosen to be orthonormal in L 2 (D). Furthermore, for any λ n = 0, we define
Then it is easy to verify that the sequence {ψ n } ∞ n=1 is orthonormal in L 2 (Ω). Moreover, the sequence {λ n } ∞ n=1 can be characterized by the so-called approximation numbers (cf. [31, section 2.3.1]). They are defined by λ n = inf{ R − L : L ∈ F(L 2 (D)), rank(L) < n}, (2.4) where F(L 2 (D)) denotes the set of finite-rank operators on L 2 (D). This equivalency is frequently employed to estimate eigenvalues by constructing finite-rank approximation operators to R.
The singular value decomposition of the bivariate function κ(y, x) then refers to the expansion
where the series converges in L 2 (Ω × D). Moreover, for any M ∈ N, the M -term truncated SVD, denoted by κ M (y, x), is defined by
The associated M -term KL truncation error is then
.
It is worth emphasizing the optimality of eigenfunctions {φ n } ∞ n=1 in the sense that the mean-square error resulting from a finite-rank approximation of κ(y, x) is minimized [21] . Thus, the eigenfunctions indeed minimize the truncation error in the
There are various articles on the convergence rate of the M -term approximation κ M (y, x) to κ(y, x) as M → ∞ [3, 22, 35, 39] . It is well known [31] that, the smoother the kernel R(x, x ) is, the faster the decay of the eigenvalues {λ n } ∞ n=1 is, and thus the faster the decay of the KL truncation error is. Recently, for the heat equation, an exponentially fast decay of the truncation error was shown by exploiting the special structure of the Grammian matrix [3] .
In section 3, we will derive a KL truncation error estimate using a new decay rate estimate of the eigenvalues {λ n } ∞ n=1 , which in turn directly implies the decay rate of the SVD approximation. Our result relies essentially on the following regularity condition on the bivariate function κ(y, x).
Under Assumption 2.1, by the definition of the kernel
We conclude this section with some notation. Let two Banach spaces V 1 and V 2 be given. Then, B(V 1 , V 2 ) stands for the Banach space composed of all continuous linear operators from V 1 to V 2 and B(V 1 ) stands for B(V 1 , V 1 ). The set of nonnegative integers is denoted by N. For any index α ∈ N d , |α| is the sum of all components. The letter M is reserved for the truncation number of the SVD modes. We write A B if A ≤ cB for some absolute constant c which depends only on the domain D, and we likewise write A B. Finally, · denotes the Euclidean norm. Moreover, for any m ∈ N, 1 ≤ p ≤ ∞, we follow [1] and define the Sobolev space W m,p (D) by
It is equipped with the norm
is defined by means of interpolation [1] . Furthermore, we will need the space [40, section 4.3.2]
Finally, besides Sobolev spaces, we will resort to Lorentz sequence spaces r,w . They are useful in the study of s-scales [31] , especially for the characterization of the growth of a nonnegative, nonincreasing sequence
] with w being the classical sequence space which consists of the w-power summable sequences. The following embedding properties hold.
1. r0,w0 r1,w1 for 0 < r 0 < r 1 < ∞ and arbitrary w 0 , w 1 > 0.
r,w0
r,w1 for arbitrary r > 0 and 0 < w 0 < w 1 ≤ ∞. 3. Eigenvalue decay and KL truncation error. In this section, we establish a sharp eigenvalue decay rate for the Hilbert-Schmidt operator R and discuss its use in analyzing the KL truncation error. We shall consider the two cases (a) κ(y, x) ∈ L 2 (Ω,Ḣ s (D)) and (b) κ(y, x) ∈ L 2 (Ω, H s (D)) separately. Note that L 2 (Ω,Ḣ s (D)) ⊂ L 2 (Ω, H s (D)). For case (a) we derive {λ n } ∞ n=1 ∈ d/(2s+d),1 , i.e., a decay rate of the order O(n −1− 2s d ), using a rearrangement argument originating from the minmax principle [20] . For case (b) we show the same decay rate by employing Stein's extension theorem and an argument based on the result for the first case in the special situation D = (−1, 1) d ; cf. Proposition 3.1. However, it involves a constant C ext (D, s) arising from the extension operator which is difficult to control. Nevertheless, R belongs to the trace class in either case.
). By definition, the associated operator R is self-adjoint and nonnegative. The classical Hilbert-Schmidt theorem gives then the series expansion [42] R
First, we show a smoothing property of the operator R under Assumption 2. 
With Hölder's inequality, this yields
Summing up all terms for |α| ≤ s leads to
Consequently,
This shows the assertion for s ∈ N. The general case follows from the Riesz-Thorin interpolation theorem.
To study the eigenvalue decay of the operator R, we need a few more auxiliary tools. Recall the floor function · , defined by r = max{k ∈ N : k ≤ r}, and the ceiling function · , defined by r = min{k ∈ N : k ≥ r} for any r ≥ 0. (
Next, we introduce the spaceḢ s (D) and discuss its properties. Let A = −∆ represent the negative Laplacian on a subspace of H 2 (D) that satisfies Definition 3.1 (for s = 2, any bounded convex domain suffices). Then A is nonnegative, invertible and self-adjoint. Furthermore, let {ν j , ξ j } ∞ j=1 be the eigenpairs of A with nondecreasingly ordered eigenvalues. It is well known [13] 
This space is endowed with an inner product (·, ·) s defined by
We denote by | · | s the induced norm. In view of ν j = O(j 2/d ), the norm | · | s is stronger than the norm · L 2 (D) . Assume that D ⊂ R d is a C s ,1 -bounded domain. Then the spaceḢ s (D) can also be characterized by (see [38, This fractional-order spaceḢ s (D) has many applications in the sparse representation of solutions to elliptic operators (see, e.g., [15] ). It also shares a certain similarity with the native space associated with a positive Hilbert-Schmidt kernel on L 2 (D); cf. [32] . In view of (3.2) and [16, Theorem 4] , the orthonormal basis (ONB) {ξ j } is optimal inḢ s (D). This has to be compared to [41, Theorem 4.22] , where a sequence of optimal ONB, i.e., via wavelets, are provided for a smaller space, namely H s 0 (D), with all traces vanishing. For any s > 0, one can now define the fractional power operator T = A s/2 oṅ H s (D) [8, 25] by
Equivalently, it can be written as a Dunford-Schwartz integral in the complex plane C. By construction, T is nonnegative and self-adjoint and gives an isomorphism betweeṅ H s (D) and L 2 (D). It possesses the same eigenfunctions as A = −∆.
Let {µ j } ∞ j=1 be the eigenvalues of T in nondecreasing order. Then the relations
One readily verifies that T ∈ B(Ḣ s (D), L 2 (D)) and that
Now we are ready to state our regularity assumption on κ(y, x).
Assumption 3.1 (regularity of κ(y, x)). Let D ⊂ R d be a C s ,1 -bounded domain for some s ≥ 0 and let κ(y, x) ∈ L 2 (Ω,Ḣ s (D)). Downloaded 12/05/19 to 129.125.148.247. Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php Note here that, by Lemma 3.1, the eigenfunctions φ n satisfy φ n ∈ H s (D), and it holds that φ n H s (D) = O(λ −1 n ). Indeed, by definition, we can obtain φ n = λ −1 n Rφ n . Then after taking the · H s (D) norm on both sides, the desired result follows with Lemma 3.1 and the fact that φ n L 2 (D) = 1. Under Assumption 3.1, φ n (x) satisfies the same trace condition as κ(y, ·). This property is of critical importance in the proof later on.
In view of the characterization (3.3), Assumption 3.1 may seem restrictive. Nevertheless, it is natural when s is small. Moreover, in the context of proper orthogonal decomposition (POD) methods for parameterized elliptic problems, the (bivariate) function κ(y, ·) ∈ H 1 0 (D) represents the solution for each fixed y ∈ Ω, i.e., it is the solution map from the parameter space Ω to the solution space H 1 0 (D). This directly implies Definition 3.1. Coincidentally, such a trace condition is also needed to ensure the fast convergence of the modified Fourier expansion method [24] . Now, let Assumption 3.1 hold. Then T κ(y, x) ∈ L 2 (Ω×D) and the eigenfunctions of the operator R satisfy φ n (x) ∈Ḣ s (D). Moreover,
and denote by R T : L 2 (D) → L 2 (D) the Hilbert-Schmidt operator associated with the kernel function R T (x, x ). Obviously, R T is compact and self-adjoint on L 2 (D). Let
with its domain D (R 1 ) =Ḣ s (D). Then, its adjoint operator R * 1 is given by R * 1 = R T . In fact, for any v ∈Ḣ s (D) and w ∈ L 2 (D), by Fubini's theorem and the symmetry of T , we have
The following result shows the boundedness and the symmetry of the operator R 1 restricted toḢ s (D). holds. Downloaded 12/05/19 to 129.125.148.247. Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php Proof. Since T is self-adjoint, we have for any v ∈Ḣ s (D)
Hence, R 1 ∈ B(Ḣ s (D), L 2 (D)), which shows assertion (i).
To show assertion (ii), we proceed as follows: For any g 1 ∈Ḣ s (D) and g 2 ∈ L 2 (D), by the definition of R 1 , cf. (3.6), and by Fubini's theorem, we have
Thus, it holds that
and that R T = R * T . Hence, R 1 is a symmetric operator with R T as its self-adjoint extension [42, pp. 197 ].
Finally, we show (3.7). By the definition of the trace of an operator and an application of Parseval's identity together with the self-adjointness of R T , we obtain
is an orthonormal basis in L 2 (D) and since the trace is independent of the specific choice of the orthonormal basis [42, pp. 281] and relation (3.8), we deduce that
where we have employed Parseval's identity and relation (3.5) in the last two identities. Then (3.7) follows from (3.9).
Note at this point that R 1 is not defined on the whole space L 2 (D) but only on a dense subspaceḢ s (D). Thus its adjoint with respect to L 2 (D) is bounded on L 2 (D) while R 1 itself is unbounded on L 2 (D). We, however, consider R 1 only on its restriction toḢ s (D), which resolves this issue. Now we are ready to derive the decay estimate of the eigenvalues of the operator R. 
where C em (d, s) denotes the embedding constant for d d+2s ,1 → d d+2s ,∞ . Proof. By Lemma 3.2(iii), it holds that
Next we apply a rearrangement trick which originates from the minmax principle [20, equation (11) ] and obtain
Here, the last inequality is due to (3.4) . Line four follows from the fact that for any Thus, by the definition of the Lorentz sequence space, it follows from (3.10) and (3.11 ) that (I d ) ) via a similar argument. Here, due to the special structure of the domain I d = (−1, 1) d , the boundary regularity is relaxed, and so is the trace condition on the function κ(y, x), cf. Assumption 3.1. This result will later be needed in section 3.2 as a stepping stone to obtain the decay rate for the case of the general domain L 2 (Ω, H s (D)). 
Now Proposition 2.1(ii) implies that
Proof. The proof is analogous to that of Theorem 3.1, which essentially relies on Lemma 3.2. To this end, we define A j := −∂ j ((1 − x 2 j )∂ j ), i.e., the one-dimensional singular Sturm-Liouville operator in the variable x j , 1 ≤ j ≤ d. Its nth smallest nonzero eigenvalue is n(n + 1) for n = 1, 2, . . .. Now, let T be a tensor product of certain fractional powers of A j , i.e., let T = for n = 1, 2, . . .. Now, we can define the operators R T and R 1 as previously (actually, in this case, we now have R T = R 1 ). Then, Lemma 3.2 and the desired assertion follow.
Remark 3.1. A close inspection of the proof indicates that the regularity requirement κ ∈ L 2 (Ω, H s (I d )) in Proposition 3.1 can be relaxed. We now need just the existence of a multiindex α = {α j } d j=1 ⊂ R d + with α j = s 2d for all j = 1, . . . , d such that, with the associated operator T , it holds that T κ ∈ L 2 (Ω, L 2 (I d )).
Case (b)
: L 2 (Ω, H s (D)). Now we provide a singular value decay rate for the general case (b), i.e., κ(y, x) ∈ L 2 (Ω, H s (D)). Our proof employs Stein's extension theorem and Proposition 3.1.
To this end, we will introduce the definition of approximation numbers. Given two Banach spaces E and F , the nth approximation number a n (W ) of an operator W ∈ B(E, F ) is defined by a n (W ) : = inf{ W − L : L ∈ F(E, F ), rank(L) < n}, (3.12) where F(E, F ) denotes the set of the finite-rank operators.
Theorem 3.2 (eigenvalue estimate for the general space L 2 (Ω, H s (D))). Assume that D satisfies the strong local Lipschitz condition. Let κ(y, x) ∈ L 2 (Ω, H s (D)). Then
where C ext (D, s) is a constant depending only on D and s. (3.14)
We will denote R K ∈ B(L 2 (K)) as the corresponding Hilbert-Schmidt operator with the covariance function ofκ as its kernel. Its eigenvalues in a nonincreasing order are {λ n } ∞ n=1 . The scaling argument in the proof of Proposition 3.1 together with (3.14) then leads toλ
Given > 0, the equivalence of approximation numbers and eigenvalues in a Hilbert space [31, section 2.11.15] combined with (3.12) implies the existence of a self-adjoint operator L K ∈ B(L 2 (K)) with rank(L K ) < n satisfying
Note that L K can be regarded as a rank < n operator on L 2 (D). To prove the desired result, we only need to show
Then an application of (3.12) together with (3.16) and (3.15) leads to the assertion after letting → 0.
To derive (3.17), we obtain by definition that
Here, (·, ·) K is the inner product on L 2 (K). This proves (3.17) , and thus completes the proof.
Note that this proof of (3.16) is in spirit similar to the proof of [7, Theorem 3.1]. Furthermore, note that we made the assumption of C s ,1 -boundedness for the domain D ofḢ s (D) in Theorem 3.1 to guarantee the higher regularity of that space. Now, for the more general case of Theorem 3.2 involving H s (D), we do not need such higher regularity on the domain any more but just assume D to satisfy the strong local Lipschitz condition.
The results in Theorems 3.1 and 3.2 essentially improve the known eigenvalue estimates in [35] and [22] . There, decay rates of O(n − s d ) and O(n − 2s d * ) were shown, respectively, but both under somewhat higher regularity conditions on the bivariate function κ(y, x) and using a finite element approximation (and not an orthogonal basis). Formally, our results are in the spirit of the estimate in [ 
we immediately obtain {λ n } ∞ n=1 ∈ 1 , which is the best possible estimate for this type of operator. 
where ν is the smoothing parameter, σ 2 is the variance, ρ is a length scale parameter, Γ is the Gamma function, and K ν denotes the modified Bessel function of the second kind. Consider the one-dimensional case with D = (0, 1), σ = 1, ρ = 1 and take ν = 1/2 and 3/2, i.e.,
and
respectively, where δ ∈ (0, 1/2) is arbitrary. Such kernels are popular in machine learning [14] . The decay rates of their singular values have been numerically computed in [22, section 6.3] . The results therein show that the square of the nth largest singular value of G 1 2 (|x − y|) and G 3 2 (|x − y|) decays like O(n −4 ) and O(n −8 ), respectively, which is in excellent agreement with the theoretical predictions of our Theorem 3.2. In addition, we can infer that G 1 2 ∈ L 2 (D,Ḣ 3 2 −δ (D)). Thus, the same decay rate can also be deduced from our Theorem 3.1 in that case. Now we will consider the convergence rate of the KL truncation error (2.6). The following error estimate is an immediate consequence of Theorems 3.1 and 3.2. In view of the eigenvalue estimate (3.18) , we obtain immediately
which shows the desired assertion after taking the square root on both sides.
Note here that the error estimate of our Theorem 3.3 for the KL truncation of a bivariate function κ(y, x) ∈ L 2 (Ω, H s (D)) for the case in which D = I is identical to that in [3, Proposition 3.1], which was derived for the special situation in which κ(y, x) ∈ L 2 (Ω, H s (I)) with I = (−1, 1) only. The authors of [3] , however, mention that their proof can be generalized to the situation when D = I d := [−1, 1] d , which would result in a rate of O(M −s/d ) for the M -term truncation error.
Last we show the sharpness of Theorem 3.3. u n (x)v n (y)
Proof. The proof follows as in [4] , where g(y, x) ∈Ḣ s (I d ) ×Ḣ s (I d ) was constructed to show the lower bound in the truncation estimate.
Note that Theorem 3.4 implies the sharpness of our eigenvalue decay estimates of Theorems 3.1 and 3.2 by a simple contradiction argument.
4. Application to elliptic PDEs with random coefficient. In this section, we use the results of section 3 to analyze a model order reduction algorithm for a class of elliptic PDEs with random coefficient in the multiquery context. In the algorithm, we apply the Karhunen-Loève approximation to the stochastic diffusion coefficient κ(y, x) to arrive at a truncated model with finite-dimensional noise. We shall provide an error analysis below. Throughout this section, we assume that the conditions of and ∇ denotes taking the derivative with respect to the spatial variable x. We assume the diffusion coefficient κ(y, x) to be κ(y, ·) ∈ L ∞ (D) almost surely and the force term f (x) to be f ∈ H −1 (D). In model (4.1), the dependence of the diffusion coefficient κ(y, x) on a stochastic variable y ∈ Ω reflects imprecise knowledge or lack of information.
The extra coordinate y poses significant computational challenges. One popular approach is the stochastic Galerkin method [5] . There, one often approximates the stochastic diffusion coefficient κ(y, x) by a finite sum of products of deterministic and stochastic orthogonal bases (with respect to a certain probability measure). This gives a computationally more tractable finite-dimensional noise model. Then, the choice of the employed orthogonal basis 6 is crucial for the accurate and efficient approximation to κ(y, x).
In this article, we just consider the KL approximation κ M (y, x) of the random field κ(y, x), cf. (2.5). First, we specify the functional analytic setting. Let V = H 1 0 (D) with the inner product v 1 , v 2 = (∇v 1 , ∇v 2 ) and the induced norm |v| H 1 (D) = v, v 1/2 , and let H −1 (D) be its dual space. Then, for any given y ∈ Ω, the weak formulation of problem (4.1) is to find u(y,
To analyze its well-posedness, we make some conventional assumptions [17] . Thus L : V → H −1 (D) is an invertible linear operator with inverse S = L −1 : H −1 (D) → V and both depend on the stochastic diffusion coefficient κ(y, x). Clearly, S is a self-adjoint operator for all y ∈ Ω.
To analyze the truncated model with the KL truncation κ M (y, x), we further assume the following two conditions on the L 2 (Ω)-orthonormal bases ψ n (y) from (2.3), and on the truncated series κ M (y, x). 6 Note that instead of an expansion in the eigenbasis, there are other choices, like a polynomial chaos expansion [35, 12] . Moreover, there is the expansion with respect to the hierarchical Faber basis or some wavelet-type basis, i.e., to a local basis. In certain situation this allows one to further improve on the approximation rate of u; for details, see [12, 6] . 7 Here, for notational simplicity, we have assumed the same constants as in Assumption 4.1. This estimate will now be used to bound the error of the solution to problem (4.1) due to the KL truncation. After substituting the KL approximation κ M (y, x) of the diffusion coefficient κ(y, x) into problem (4.1), we arrive at a truncated problem with finite-dimensional noise: For a.e. y ∈ Ω, respectively. We demonstrated its usefulness in the analysis of an algorithm for solving stochastic elliptic PDEs, which employs the Karhunen-Loève truncation of the stochastic diffusion coefficient and provided an error estimate for the truncation approximation. Our improved decay rate and the resulting error estimate can be applied to many other problems as well.
Note furthermore that our approach allows one to also deal with negative values s of isotropic smoothness on D. A simple consideration shows the validity of our result also for the case in which s ∈ (−d/2, 0). This may be helpful for integral operators with weakly singular kernels, which have applications in, e.g., image and video processing.
Note finally that we have only analyzed the KL truncation error for approximating Sobolev smooth bivariate functions at the continuous level. This is of course only the first step in the analysis of a numerical method which is, after discretization, based on such a truncated series expansion. Any efficient overall numerical algorithm still needs a proper sampling or discretization method to approximate the integrals on Ω (which is a challenging task when it comes to high-dimensional problems) and a suitable discretization algorithm on D to approximate the continuous eigenfunctions (which we here assumed to have at our disposal). Beyond the KL truncation error, these two additional types of approximation errors surely also need to be taken into account. The further balancing of all these errors and their corresponding numerical costs will be future work.
