The spectra of some families of digraphs  by Fiol, M.A. & Mitjana, M.
Linear Algebra and its Applications 423 (2007) 109–118
www.elsevier.com/locate/laa
The spectra of some families of digraphs 
M.A. Fiol a,∗, M. Mitjana b
a Departament de Matemàtica Aplicada IV, Universitat Politècnica de Catalunya, Barcelona, Spain
b Departament de Matemàtica Aplicada I, Universitat Politècnica de Catalunya, Barcelona, Spain
Received 28 August 2006; accepted 18 November 2006
Available online 16 January 2007
Submitted by W. Haemers
Abstract
Let G be a digraph (or a graph, when seen as a symmetric digraph) with adjacency matrix A, having
the eigenvalue λ with associated eigenvector v. As it is well known, the entries of v can be interpreted as
charges in each vertex. Then, the linear transformation v → Av corresponds to a natural displacement of
charges, where each vertex sends a copy of its charge to its in-neighbors and absorbs a copy of the charges of
its out-neighbors, so the resulting charge distribution is just λv. In this work we use this approach to derive
some old and new results about the spectral characterization of G. More precisely, we show how to obtain
the spectra of some families of (di)graphs, such as the partial line digraphs and the line graphs of regular or
semiregular graphs.
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1. Preliminaries
In this section we recall some basic terminology and simple results concerning digraphs and
their spectra. For the concepts and/or results not presented here, we refer the reader to some of
the basic textbooks and papers on the subject; for instance [2,4,7,12,13,15].
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Throughout the paper, G = (V ,A) denotes a simple strongly connected (di)graph with order
n = |V | and size m = |E|. We label the vertices with the integers 1, 2, . . . , n. If a = (i, j) ∈ A,
then i is adjacent to j (or j is adjacent from i) and we write i → j . In this case, we say that
i and j are, respectively, the initial and terminal vertices of a. As usual, we denote by +(i)
(respectively, −(i)) the set of vertices which are adjacent from i (respectively, the set of vertices
adjacent to i). Analogously, ω+(i) (respectively, ω−(i)) stands for the set of arcs having i as their
initial (respectively, terminal) vertex. Thus, the out-degree and in-degree of i are δ+(i) = |ω+(i)|
and δ−(i) = |ω−(i)|; and the digraph G is (δ-)regular if δ+(i) = δ+(j) = δ for every i ∈ V .
Notice that if G is a symmetric digraph, then ω+(i) = ω−(i) = ω(i), for short. We recall that the
adjacency matrix A = (aij ) of the digraph G is the n × n matrix indexed by the vertices of G, with
entries aij = 1 if i → j , and aij = 0 otherwise. The spectrum of a digraph G, denoted by sp G,
consists of the eigenvalues of its adjacency matrix A together with their algebraic multiplicities,
sp G = {λm00 , λm11 , . . . , λmdd }.
That is, the roots of the characteristic polynomial of A with their multiplicities,
φG(x) = det(xI − A) =
d∏
l=0
(x − λl)ml .
The different eigenvalues of G are represented by ev G = {λ0, λ1, . . . , λd}. As commented in
[6], the knowledge of the spectrum of a digraph is relevant for estimating some of its structural
properties, which provide information on the topological and communication properties of the
corresponding network.
A graph G = (V ,E) will be identified with the symmetric digraph G∗ obtained by replacing
each undirected edge by a pair of opposite arcs, and vice versa. If the vertices i, j ∈ V are adjacent,
{i, j} ∈ E, we sometimes write i ∼ j . The set of vertices adjacent to vertex i is (i), whereas the
set of edges incident to vertex i is ω(i). Thus, the degree of vertex i is just δi = |(i)| = |ω(i)|.
A very simple, yet surprisingly useful, idea is the interpretation of the eigenvectors and eigen-
values of a digraph as a dynamic process of “charge displacement” (see, for instance, Godsil
[12]). To this end, suppose that A is the adjacency matrix of a digraph G = (V ,E) and v is a right
eigenvector of A with eigenvalue λ. If we think v as a function from V to the complex numbers,
we associate vi = v(i) to the “initial charge” (or weight) of vertex i. Since A is a 0–1 matrix, the
equation Av = λv is equivalent to
(Av)i =
n∑
j=1
aij vj =
∑
i→j
vj = λvi for all i ∈ V. (1)
That is, the sum of the charges of the out-neighbors of i is λ times the charge of vertex i. With a
dynamic interpretation, each vertex “absorbs” the charges of its out-neighbors to get a final charge
λ times the one it had originally. In the case when v is a left λ-eigenvalue, we obtain a similar
expression∑
j→i
vj = λvi for all i ∈ V, (2)
where now each vertex “sends” a copy of its charge to its out-neighbors. For the case of graphs,
both equations (1) and (2) read∑
j∼i
vj = λvi (1  i  n). (3)
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In [12] it is shown how this idea can be extended to “vector charges”, so leading to the important
area of research in graph theory known as representation theory.
2. The spectra of partial line digraphs
For its implications in the study and design of interconnection and communication networks,
the family of line digraphs has been extensively studied in the literature. Since such networks
must support communications between any pair of nodes, we always suppose that the digraphs
are strongly connected. Then, there are neither sources nor sinks and the minimum degree of the
corresponding digraphs is always nonzero.
Given a (strongly connected) digraph G = (V ,A) with n vertices and m arcs, its line digraph
LG = (VL,AL) has vertices representing the arcs of G; so that we identify each vertex ij ∈ VL
with the arc (i, j) ∈ A; and its adjacencies are naturally induced by the arc adjacencies in G. More
precisely, vertex ij ∈ VL is adjacent to vertex jk since the arc (i, j) ∈ A has the same terminal
vertex as the initial vertex of (j, k). Some interesting properties of line digraphs can be found in
[5,8,11]. Among them, we are here interested in the peculiarities of their spectrum, characterized
by the presence of the eigenvalue 0, usually with large multiplicity (see [1,14]). In fact, we will
see that this characteristic is shared by a wider family of digraphs, called partial line digraphs,
which were introduced in [10] as a generalization of line digraphs.
Let G = (V ,A) be a digraph as above, and consider an arc subset A′ ⊂ A, m′ = |A′|, such
that for every vertex j ∈ V , there is at least one arc ij ≡ (i, j) ∈ A′. Hence, n  m′  m. Note
that the existence of such a subset is guaranteed, as δ−(i)  1 for every i ∈ V . Moreover, take
an exhaustive mapping φ : A → A′ fixing the elements of A′; that is, φ|A′ = id, and satisfying
φ(ω−(j)) ⊂ ω−(j). Then, the partial line digraph of G, denoted by L(A′,φ)G = (VL, AL)
(or simply LG if the pair (A′, φ) is clear from the context), is the digraph with vertex set VL
representing the arcs in A′ and set of arcs
AL = {(ij, φ(jk)) : k ∈ +(j)}.
In particular, notice that when A′ = A, we have φ = id and the partial line digraphLG coincides
with the line digraph LG.
Fig. 1 shows an example of a digraph G with m = 12 arcs and its partial line digraph with
m′ = 9 vertices. The arcs not in A′ are drawn with dotted lines and have images φ(01) = 51,
φ(23) = 13, and φ(45) = 35.
The following result shows the close relationship between the eigenvalues (with geometric
multiplicities) of a digraph and of its partial line digraph.
Theorem 2.1. Let G = (V ,A) be a digraph as above, with order n, size m, adjacency matrix A,
and eigenvalues
ev G = {0m0 , λm11 , . . . , λmdd },
where the superindices indicate geometric multiplicities: m0  0 and ml  1, 1  l  d. Let
A′ ⊂ A satisfying the above condition, with m′ = |A′|  m. Then, its partial line digraphLG
has eigenvalues
evLG = {0m′0 , λm′11 , . . . , λm′dd }.
with geometric multiplicities m′0  max{m0,m′ − n} and m′l = ml, 1  l  d.
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Fig. 1. A digraph and its partial line digraph.
Proof. Let AL be the adjacency matrix of LG. If the eigenvalue λ ∈ ev G has an associated
eigenvector u, then the vector v, with m′ entries vij = uj , (i, j) ∈ A′, is clearly a non-zero vector
(since so is u and j runs over the whole set V ), which satisfies
(ALv)ij =
∑
ij→φ(jk)
vφ(jk) =
∑
j→k
vj ′k =
∑
j→k
uk = λuj = λvij (4)
(assuming that φ(jk) = j ′k). Thus, v is a λ-eigenvector ofLG. Moreover, it is clear that if u1, u2
are linearly independent, the associated vectors v1, v2 also are for the same reason as before. This
proves that m′l  ml for any 0  l  d . Conversely, for a fixed j ∈ V , every vertex of the form
ij ∈ VL is adjacent to the same out-neighbors set +(ij) = {(ij, φ(jk)) : k ∈ +(j)}. Hence,
if v is a λ-eigenvalue of LG with λ /= 0, all its entries vij must have the same value; namely,
vij = 1λ
∑
ij→φ(jk) vφ(jk). Thus, the vector u ∈ Rn with entries ui = vij is well defined and,
reasoning as above, turns out to be a λ-eigenvector of G. Also, linearly independent vectors v1, v2
of AL lead to linearly independent vectors of u1, u2 of A. As a consequence, with the same
notation as above, ml  m′l when λl /= 0, and in this case both multiplicities must coincide, as
claimed.
With respect to the eigenvalue 0, let j ∈ V with outdegree δ−(j)  2 and assume that A′
contains rj arcs of the form (i1, j), (i2, j), . . . , (irj , j), with 2  rj  δ−(j). Then, all the rj
vertices i1j, i2j, . . . , irj j , of LG are adjacent to vertex φ(jk) for every k ∈ +(j). Then, we
consider rj − 1 row vectors ws , 1  s  rj − 1, with the only non-zero components wi1j = 1,
wis+1j = −1. From (2), it is easily checked that ws is a left eigenvector of AL and, when j runs
over V we get altogether
∑
j∈V (rj − 1) = m′ − n linearly independent vectors of this kind. This
proves that there must be at least the same number of linearly independent right 0-eigenvectors
and, hence, m′0  m′ − n. For example, Fig. 2 shows the charges distribution for the partial line
digraph of Fig. 1, with each color1 corresponding to a different right eigenvector. This completes
the proof of the theorem. 
Let us now consider a matrix approach to our study. Let G = (V ,A) be a digraph with n ver-
tices andm arcs. LetA′ ⊂ A,n  m′ = |A′|  m, as above. The out-incidence matrix B+ = (b+
ie′)
1 For interpretation of color in Fig. 2, the reader is referred to the web version of this article.
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Fig. 2. 0-Eigenvectors of a partial line digraph.
is an n × m′ matrix (rows and columns indexed, respectively, by the elements of V and A′) with
entries
b+
ie′ =
{
1 if ∃e ∈ ω+(i) : φ(e) = e′,
0 otherwise.
Similarly, the in-incidence matrix B− = (b−
e′i ) is an m
′ × n matrix with entries
b−
e′i =
{
1 if e′ ∈ ω−(i),
0 otherwise.
In particular, when A′ = A (and hence LG = LG), the above incidence matrices coincide,
respectively, with the incidence matrix of heads and incidence matrix of tails defined in [1].
In this context, the following result can be seen as a generalization of Lemma 3.1 from the same
paper.
Lemma 2.2. Let B+ and B− be the adjacency matrices of a digraph G = (V ,A), with respect
to the subset A′ ⊂ A and mapping φ. Then, the adjacency matrices A, AL, of G and its corre-
sponding partial line digraphLG, satisfy the equalities:
(a) A = B+B−;
(b) AL = B
−
B
+
.
Proof. We only prove case (a), as the proof of (b) is similar. The entries of the matrix product are
(B
+
B
−
)ij =
∑
e′∈A′
b+
ie′b
−
e′j , (5)
where b+
ie′ = 1 iff there exists an arc e = (i, j ′) ∈ A (for some j ′ ∈ V ) such that φ(e) = e′.
Moreover, b−
e′j = 1 iff e′ = (i′, j) for some i′ ∈ V . Then, if b+ie′ = b−e′j = 1, it must be j = j ′
since φ(ω−(j)) ⊂ ω−(j). Thus, b+
ie′b
−
e′j = 1 iff there exists e = (i, j) ∈ A such that φ(e) = e′. In
this case, as e′ is unique, Eq. (5) gives (B+B−)ij = (A)ij = 1. Otherwise, (B+B−)ij = (A)ij = 0
and the result holds. 
114 M.A. Fiol, M. Mitjana / Linear Algebra and its Applications 423 (2007) 109–118
Notice that, in terms of the above in-incidence matrix, the eigenvector ofLG in the proof of
Theorem 2.1 is just v = B−u, with u being an eigenvector of G. Indeed, using Lemma 2.2, we
have
ALv = B
−
B
+
B
−
u = B−Au = λB−u = λv.
Furthermore, if u1, u2, . . . , ur are linearly independent λl-eigenvectors of G, λl /= 0, so are the
corresponding eigenvectors v1, v2, . . . , vr ofLG. Indeed, multiplying both sides of the equality∑r
s=1 αsvs = 0 by B
+
, we get,
r∑
s=1
αsB
+
vs =
r∑
s=1
αsB
+
B
−
us =
r∑
s=1
αsλlus = 0,
where we have used again Lemma 2.2. Thus, from the hypothesis of independence of the u′ss and
λl /= 0, we conclude that αs = 0 for any 1  s  r . This is an alternative proof of m′l  ml and,
as a similar reasoning proves that ml  m′l (if v is a λl-eigenvalue ofLG, so is B
+
v for G), we
get again the equality among geometric multiplicities of the non-null eigenvalues.
The incidence matrices can also be used to study the relationship between the spectra of G
andLG. Thus, the following theorem generalizes, for partial line digraphs, some similar results
which were given for line digraphs by different authors (see [1,14]).
Theorem 2.3. If G = (V ,A) is a digraph on n vertices, with characteristic polynomial φG(x),
and A′ ⊂ A is a subset as above with m′ arcs, then the corresponding partial line digraphLG
has characteristic polynomial
φLG(x) = xm′−nφG(x). (6)
Proof. Although this can be proved from Lemma 2.2 and Flanders’ Theorem [9], for the sake of
completeness we give here a proof following the same method as in [2]. With this aim, define the
two following partitioned square matrices of dimension n + m′:
U =
(
xIn −B
+
0 Im′
)
, V =
(
In B
+
B
−
xIm′
)
.
Then, using Lemma 2.2, we have
UV =
(
xIn − A 0
B
−
xIm′
)
, VU =
(
xIn 0
xB
−
xIm′ − AL
)
,
and the results follows from det(UV) = det(VU). 
Notice that, according to the above theorem, the partial line digraph provides us with a technique
to construct cospectral digraphs. Just consider the partial line digraphs of a given digraph G,
obtained from different choices of the arc subsets A′ with the same cardinality and the mappings
φ. Then, in general, this technique gives rise to non-isomorphic cospectral digraphs. By way of
example, Fig. 3 shows two different cospectral partial line digraphs on 4 vertices (where a line
stands for two opposite arcs), with eigenvalues {(1 ± √5)/2,−1, 0}, of the complete symmetric
digraph on 3 vertices minus an arc shown on the left.
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Fig. 3. A digraph and its two cospectral partial line digraphs.
3. The spectra of line graphs
The line graph LG of any graph G = (V ,E) is defined as follows. Each vertex in LG rep-
resents an edge of G, VL = {ij : {i, j} ∈ E}, and two vertices of LG are adjacent whenever the
corresponding edges in G have a vertex in common.
3.1. Regular graphs
Although since Sachs’ paper [16] the spectra of line graphs have been extensively studied,
we will provide a proof of the regular case from the dynamical point of view. Our approach
has mainly two advantages. First, the eigenvectors LG are fully characterized in terms of the
eigenvectors of G, which gives an idea of the role of the line graph operation in the transformation
of the spectrum. Second, this process allows us to distinguish between what we call inherited
eigenvalues, whose eigenvectors are obtained from the eigenvectors of the original digraph, from
structural eigenvalues, with eigenvectors derived from the structure of the resulting digraph. For
instance, in the case of line digraphs, these eigenvalues respectively correspond to λl /= 0 and
λl = 0 (although the latter can also appear as an inherited eigenvalue).
Theorem 3.1. Let G be a δ-regular graph, with n vertices, m edges, adjacency matrix A, and
eigenvalues ev G = {λ1, λ2, . . . , λn}. Then, its line graph LG, with adjacency matrix AL, has
eigenvalues
ev LG = {λ1 + δ − 2, λ2 + δ − 2, . . . , λn + δ − 2,−2, (m−n). . . . . .,−2}. (7)
Proof. Assume that u is an eigenvector corresponding to the eigenvalue λ /= −δ, and define a
vector of weights v in VL such that vij = ui + uj for each vertex ij in LG. Notice that, since
λ /= −δ, the vector u has not entries ±1 in the endvertices of every edge of G – the bipartite case –
and hence v /= 0. Let(i) = {j1, . . . , jδ−1, j} and(j) = {i1, . . . , iδ−1, i} be the neighborhoods
of i and j . Then, since
∑δ−1
k=1 ujk = λui − uj and
∑δ−1
l=1 uil = λuj − ui , Eq. (3) yields:
(ALv)ij =
∑
i′j ′∼ij
vi′j ′ =
∑
i′j ′∼ij
(ui′ + uj ′)
=
δ−1∑
k=1
ujk + (δ − 1)ui +
δ−1∑
l=1
uik + (δ − 1)uj
= (λ + δ − 2)(ui + uj ) = (λ + δ − 2)vij .
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Consequently, v is a (λ + δ − 2)-eigenvector of LG. Notice that, using a matrix approach, the
relationship between the above eigenvectors of G and LG is just v = Bu, where B = (bie) is
the incidence n × m matrix of G, with entries bie = 1 if ω(i)  e (i incident with e) and bie = 0
otherwise. This allows to prove that, if u1, u2, . . . , ur , are linearly independent λ-eigenvectors of
G, so are the corresponding eigenvectors v1, v2, . . . , vr of LG. Indeed, multiplying both sides of
the equality
∑r
s=1 αsvs = 0 by B, we get,
r∑
s=1
αsBvs =
r∑
s=1
αsBB

us =
r∑
s=1
αs(λ + δ)us = 0,
where we have used the known fact that BB = A + δI (see [2]). Thus, from the hypothesis of
independence of the us’s and λ + δ /= 0, we conclude that αs = 0 for any 1  s  r . This justifies
why the geometric (and algebraic) multiplicity of every eigenvalue λ /= −δ in G coincides with
the multiplicity of the eigenvalue λ + δ − 2 in LG.
Let us now study the appearance of the eigenvalue −2 in LG. Let T be a spanning tree of
graph G, so that T has n vertices and n − 1 edges. For each edge e not in T , there is a unique
cycle in G, denoted Ce, containing e and edges of the tree T . Moreover, as e runs through the set
E \ T , the m − n + 1 corresponding cycles form a basis for the cycle-subspace of G (for more
details, see [2]).
Let en, . . . , em be the m − n + 1 edges of E \ T , and suppose that Cek is an even cycle for some
n  k  m. Assign +1,−1 alternatively to consecutive edges of Cek , and 0 to edges not in Cek .
Then, from (3) the corresponding assignment for the vertices of the line graph LG gives an eigen-
vector with eigenvalue −2. Notice that there are as many independent eigenvectors as even cycles.
If all the cycles Ce are even, the above implies the existence of the eigenvalue −2 with
multiplicity m − n + 1. This agrees with (7) since, in this case, G is bipartite and hence λn = −δ,
which gives λn + δ − 2 = −2 as an “additional” eigenvalue −2 together the last m − n ones
depicted in (7).
If there is only one (odd) cycle Ce, then G = Ce (since it is assumed to be regular), m = n and
there is no eigenvalue −2.
If there are k + 1, odd cycles, 0 < k  m − n, say Cen, . . . , Cen+k , then, for each 1  h  k,
the edges of Cen
⋃
Cen+h (traversed more than once if necessary) constitute an even circuit that
includes both edges en and en+h. Again, assign +1,−1 alternatively to each edge of the circuit
(0,+2,−2 if one edge is traversed twice with +1 and/or −1 with corresponding signs) and 0
to any other edge in the rest of G. Then we get k independent eigenvectors corresponding to
eigenvalue −2 in the line graph LG. Together with the m − n + 1 − (k + 1) eigenvectors from
the even circuits Cen+k+1 , . . . , Cem , we have the claimed m − n independent eigenvectors for the
eigenvalue −2 in LG. 
By the above proof, note that the eigenvectors with eigenvalue −2 constitute a basis of the
even-cycle-subspace of G. A fact that is not apparent in some other classical proofs of Theorem
3.1. The reader is referred to [3] for an interesting application of the eigenspace of the eigenvalue
−2 in generalized line graphs.
3.2. Semiregular graphs
Here we will see that, using the same approach as in the regular case, the eigenvectors and
eigenvalues of line graphs of semiregular graphs can also be determined. A graph G = (V ,E)
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is called semiregular when, for some integers δ1, δ2, every edge {i, j} ∈ E has its endvertices
with degrees δ(i) = δ1 and δ(j) = δ2. In this case, we speak also of a (δ1, δ2)-semiregular
graph. Of course, the case δ1 = δ2 corresponds to the standard regularity and, otherwise, the
graph G must be bipartite, V = V1 ∪ V2, with vertices in each stable set Vi having the same
degree δi , i = 1, 2. Then, if n1 = |V1| and n2 = |V2|, the number of edges must be m = n1δ1 =
n2δ2.
The next result tell us how the eigenvalues of a (δ1, δ2)-semiregular graph G gives rise to the
inherited eigenvalues of it line graph LG. Recall that, as G is bipartite, its spectrum is symmetric;
that is, λ is an eigenvalue iff −λ is, both with the same multiplicity. In particular, the eigenvalues
of G with maximum absolute value are ±√δ1δ2.
Theorem 3.2. Let G = (V ,E), V = V1 ∪ V2, be a (δ1, δ2)-semiregular graph, δ1, δ2 > 1, with
adjacency matrix A and eigenvalues ±λ. Then, its line graph LG, with adjacency matrix AL,
has the eigenvalues
λ′1,2 =
δ1 + δ2
2
± 1
2
√
(δ1 − δ2)2 + 4λ2 − 2. (8)
Proof. For the cases λ = ±√δ1δ2 the theorem holds since (8) gives the known results: λ′1 =
δ1 + δ2 − 2 (as LG is regular with degree δ1 + δ2 − 2) and λ′2 = −2 (since LG is a line graph
of a graph with even cycles). Thus, from now on we assume λ /= ±√δ1δ2. As in the proof of
Theorem 3.1, let u be an eigenvector corresponding to λ, and define a vector of v indexed by
the vertices in VL as vij = αui + βuj , i ∈ V1, j ∈ V2, (i, j) ∈ E, where α, β are constants to be
determined. Then, with (i) = {i′|i′ = j1, . . . , jδ1−1, j} and (j) = {j ′|j ′ = i1, . . . , iδ2−1, i}
being the neighborhood of i and j , the assumption ALv = λ′v leads to:
(ALv)ij =
∑
i′j ′∼ij
vi′j ′ =
∑
i′j ′∼ij
(αui′ + βuj ′)
=
δ1−1∑
k=1
βujk + α(δ1 − 1)ui +
δ2−1∑
l=1
αuik + β(δ2 − 1)uj
= [βλ + α(δ1 − 2)]ui + [αλ + β(δ2 − 2)]uj
= λ′vij = λ′(αui + βuj ).
Then, λ′ will be an eigenvalue of LG if, for some α, β, we get v /= 0 (see below) and the equation
[βλ + α(δ1 − 2) − λ′α]ui + [αλ + β(δ2 − 2) − λ′β]uj = 0
holds for all pairs (ui, uj ) such that i ∼ j in G. Moreover, if there exists two of such pairs, say
(ui, uj ) and (u′i , u′j ) which are linearly independent, we must have the equalities
α(δ1 − 2) + βλ = λ′α,
αλ + β(δ2 − 2) = λ′β,
or, in matrix form,(
δ1 − 2 λ
λ δ2 − 2
)(
α
β
)
= λ′
(
α
β
)
.
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Hence, λ′ must be an eigenvalue of the above 2 × 2 matrix, which gives (8), with corresponding
eigenvector (α, β). From this, it is now routine to check that αui + βuj /= 0 for some i ∼ j and
that there exists two linearly independent vectors (ui, uj ) and
(
u′i , u′j
)
. This is because we have
excluded the cases λ = ±√δ1δ2, corresponding to the only eigenvectors with constant value on
each partite set V1 and V2. 
In fact, using some appropriate (weighted) incidence matrices, it can be proved that the multi-
plicities of almost all the eigenvalues ofG andLG coincide. More precisely, we have the following
situation:
1. Of course, the maximum eigenvalues in G and LG, λ = √δ1δ2 and λ′ = δ1 + δ2 − 2, are
simple (since we are dealing with connected graphs).
2. If λ /= 0, λ /= ±√δ1δ2, then the multiplicity of the corresponding eigenvalues λ′1,2 in LG
equals the multiplicity of ±λ in G.
3. When λ = 0, the sum of the multiplicities of the associated eigenvalues λ′1,2 in LG equals the
multiplicity of 0 in G.
4. Finally, the multiplicity of the eigenvalue λ′ = −2 in LG is m − n + 1. (A fact that is proved
as in Theorem 3.1.)
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