In this paper, we study the Crank-Nicolson method for temporal dimension and the piecewise quadratic polynomial collocation method for spatial dimensions of time-dependent nonlocal problems. The new theoretical results of such discretization are that the proposed numerical method is unconditionally stable and its global truncation error is of O τ 2 + h 4−γ with 0 < γ < 1, where τ and h are the discretization sizes in the temporal and spatial dimensions respectively. Also we develop the conjugate gradient squared method to solving the resulting discretized nonsymmetric and indefinite systems arising from time-dependent nonlocal problems including two-dimensional cases. By using additive and multiplicative Cauchy kernels in non-local problems, structured coefficient matrix-vector multiplication can be performed efficiently in the conjugate gradient squared iteration. Numerical examples are given to illustrate our theoretical results and demonstrate that the computational cost of the proposed method is of O(M log M ) operations where M is the number of collocation points.
In this paper, we mainly focus on the case s ∈ (−0.5, 0), the other cases can be similarly studied. Then the nonlocal model ( * ) reduces to the following nonlocal diffusion problem (1.1) ∂u(x, t) ∂t + b a u(x) − u(y) |x − y| γ dy = f (x, t), (x, t) ∈ (a, b) × (0, T ], 0 < γ < 1.
To seek the numerical solution of time-dependent nonlocal problems, or specifically (1.1), we employ the piecewise quadratic polynomial collocation method to approximate the following weakly singular integral I(a, b, x) = b a u(y) |x − y| γ dy, x ∈ (a, b), 0 < γ < 1, in the discretization for non-local problems in (1.1) . Note that the local truncation error with O h 3 convergence was established in [2] , where h is the discretization size in the spatial dimension. The quasi-optimal error estimate with O h 4−γ convergence was provided in [16] or [3, p. 125 ]. By using the techniques of hypersingular integral [17, 18, 30] , researchers provided an optimal error O h 4 η −γ i , η i = min {x i − a, b − x i } for the weakly singular integral [11] . Numerical methods for the steady-state version of (1.1) have been proposed and studied in the literature. For example, the secondorder convergence results are provided in [9, 29] by using the finite element method with piecewise linear polynomial basis. Recently, numerical results for the steadystate version of (1.1) with γ = 1 was shown that the convergence rate is close to 1.5 by the PLC method [25] . There is still no theoretical convergence results for the PLC method. In [11] , Chen et al. showed the optimal first order and third-order convergence rates for the PLC and the PQC methods respectively. To the best of our knowledge, there is only a few study for time-dependent nonlocal problems. In [13] , Du et al. studied the two-dimensional nonlocal wave equation on unbounded domains and its numerical solution based on quadrature scheme.
The main aim of this paper is to study the Crank-Nicolson method for temporal dimension and the piecewise quadratic polynomial collocation method for spatial dimensions of time-dependent nonlocal problems in (1.1). The new theoretical results of such discretization are that the proposed numerical method is unconditionally stable and its global truncation error is of O τ 2 + h 4−γ with 0 < γ < 1, where τ and h are the discretization sizes in the temporal and spatial dimensions respectively. Also we employ the conjugate gradient squared method [22, 24] to solving the resulting discretized nonsymmetric and indefinite systems arising from time-dependent nonlocal problems. By using additive and multiplicative Cauchy kernels in non-local problems, structured coefficient matrix-vector multiplication [7, 19, 20, 28, 6, 15] can be performed efficiently in the conjugate gradient squared iteration. Numerical examples are given to illustrate our theoretical results and demonstrate that the computational cost of the proposed method is of O(M log M ) operations where M is the number of collocation points.
The paper is organized as follows. In Section 2, we provide the high-order scheme with the collocation method for solving nonlocal problems. In Section 3, the superconvergence rate with the Crank-Nicolson scheme is studied. In Section 4, we develop conjugate gradient squared method to solving the discretized linear system and discuss the computational cost and the storage requirement. In Section 5, experimental results are given to illustrate the effectiveness of the proposed numerical method. Finally, some concluding remarks are given in Section 6.
, and M = toeplitz (m 0 , m 1 , . . . , m M−2 ), N = toeplitz (n 0 , n 1 , . . . , n M−1 ). The rectangular matrices P, Q are defined by ,
Hence, the full discretization of time-dependent non-local problems in (1.1) with Crank-Nicolson scheme is given by
. Note that the local truncation
2.2. Two-dimensional Nonlocal Problems with Multiplicative Cauchy Kernel. As one of the two-dimensional nonlocal problems, we consider the following nonlocal problem with multiplicative Cauchy kernel: 
. From [3, p. 499], we known that the piecewise quadratic basis function φ l (x) or φ l− 1 2 (x) are defined by
0, otherwise
with l = 1, 2, · · · , M x − 1 and
with l = 1, 2, · · · , M x . The piecewise Lagrange quadratic interpolation of u (x,ȳ) is
in which D x , D y , G x , G y of the same form as the matrix D and G in (2.3). Consider the following two-dimensional time-dependent nonlocal problem
with the nonhomogeneous Dirichlet boundary conditions and the initial condition. Using the grid functions 3 2 , · · · , M x − 1 2 for k = 1, 2, · · · , N . Similarly, we can define the vectors F k and K k . Then the full discretization of time-dependent nonlocal problems (2.12) is
2.3. Numerical scheme for 2D nonlocal problems with additive Cauchy kernels. Consider the following two-dimensional steady-state nonlocal problem
For convenience of implementation, applying the grid functions in (2.10) again, we obtain the algebraic equation of (2.14) with i = 1, 2, · · · , Mx − 1, 1 2 , 3 2 , · · · , Mx − 1 2 , j = 1, 2, · · · , My − 1, 1 2 , 3 2 , · · · , My − 1 2 . It should be noted that the coefficients of the variables in (2.16) can not be computed directly, but it can be verified to have the block-Toeplitz properties by the coefficients expression in (i), (ii), (iii) and (iv) later. And the matrix G consists of four block-structured matrices with Toeplitz-like blocks, and the block-Toeplitz properties of the M (Mx−1)×(Mx−1) can be expressed as follows:
in the same way, Q (Mx−1)×Mx , P Mx×(Mx−1) and NM x×Mx are expressed in Appendix A.
Each block of M numbered with i, l = 1, 2, · · · , Mx − 1 has the following form
and the entries of M M i,l , M P i,l , M Q i,l and M N i,l numbered with j and r can be expressed as • M M i,l (j, r) = C l,r i,j , for j = 1, 2, · · · , My − 1, r = 1, 2, · · · , My − 1;
• M P i,l (j, r) = C l,r i,j , for j = 1 2 , 3 2 , · · · , My − 1 2 , r = 1, 2, · · · , My − 1;
, for j = 1, 2, · · · , My − 1, r = 1, 2, · · · , My;
, for j = 1 2 , 3 2 , · · · , My − 1 2 , r = 1, 2, · · · , My. Here the above coefficients can be computed by the following (i) for l = 1, 2, · · · , Mx − 1, r = 1, 2, · · · , My − 1,
dxdȳ;
(ii) for l = 1, 2, · · · , Mx − 1, r = 1, 2, · · · , My,
(iii) for l = 1, 2, · · · , Mx, r = 1, 2, · · · , My − 1,
(iv) for l = 1, 2, · · · , Mx, r = 1, 2, · · · , My,
Moreover, we have M M i,l (j, r) = M M i,l (j + 1, r + 1), for j = 1, 2, · · · , My − 1, r = 1, 2, · · · , My − 1,
), for j = 1, 2, · · · , My − 1, r = 1, 2, · · · , My,
where M M i,l , M N i,l are symmetric Toeplitz matrices, and M Q i,l , M P i,l are rectangular matrices. Consider the following two-dimensional time-dependent nonlocal problem (2.19) ∂u(x, y, t) ∂t
with the nonhomogeneous Dirichlet boundary conditions and the initial condition.
By the similar discussion in (2.13), we have the following Crank-Nicolson scheme
We can similarly construct the following 4-step backward differentiation formula (BDF4) [8] to confirm the superconvergence results with O(M log M ) operations, i.e.,
3. Stability and convergence analysis. In first subsection, we study the spectral properties for nonsymmetric and indefinite matrix with one-dimensional cases, the unconditionally stability and convergence analysis with Crank-Nicolson scheme are proved in the remainder subsections.
3.1. Spectral analysis for nonsymmetric and indefinite matrix A in 1D. 
The proof is completed. Let the condition number κp (A) = ||A|| p A −1 p with p = 1, 2, . . . ∞. Then we have Lemma 3.5. Let the matrix A be defined by (2.3). Then the condition number
From the above inequality and Lemma 3.2, it yields
Combine with Lemmas 3.3 and 3.4, we obtain
The proof is completed. 
i.e., matrix A is a nonsymmetric and indefinite. 
Stability and convergence analysis for
Crank-Nicolson scheme (2.4) in 1D. For steady-state nonlocal problem of (1.1), an optimal global convergence estimate with O h 3 was established in [11] . However, for the time-dependent problems of (1.1), we next prove the stability and convergence with the superconvergence results.
Theorem 3.6. The numerical schemes (2.4) is unconditionally stable. Proof. Let u k i/2 (i = 1, 2, . . . , 2M − 1; k = 0, 1, . . . , N ) be the approximate solution of u k i/2 , which is the exact solution of the difference scheme (2.4). Putting ǫ k i/2 = u k i/2 − u k i/2 , then using (2.4), we obtain the following perturbation equation
. Upon relabeling and reorienting the vectors ε k as
then the above equation can be recast as
Theorem 3.7. Let u x i/2 , t k be the exact solution of (1.1) with 0 < γ < 1, and u k i/2 the solution of the numerical scheme (2.4). Then
) and CR is a constant. Upon relabeling and reorienting the vectors E k and R k− 1 2 as
Let e k i 0 2
. Using Lemmas 3.3 and 3.4, we get ai,j < 0, i = j,
The proof is completed.
3.3. Stability and convergence analysis for 2D with multiplicative Cauchy kernel. First, we provide a local truncation error analysis, which is still lacking in [11] , for two-dimensional cases with multiplicative Cauchy kernel. Then the stability and convergence analysis are given.
Lemma 3.8. Let A = Dx ⊗Dy −Gx ⊗Gy be given in (2.11) . Then A is strictly diagonally dominant by rows.
Proof. From Lemma 3.3, we known that Dx − Gx and Dy − Gy are strictly diagonally dominant by rows, and Gx, Gy are positive matrices.
Similarly, we can denote Dy = {d y j }, Gy = {g y j,r }, j, r = 1, 2, · · · , 2My − 1. Then
, and the summation by rows in A can be expressed as d
and uQ(x, y) be defined by (2.8).
Then for any
Form Theorem 3.7 of [11] and Lemma 3.4, for any
, which is the exact solution of the difference scheme (2.13).
Putting
, and we denote
, · · · , ǫ k i,My − 1 2 , i = 1, 2, · · · , Mx − 1, 1 2 , 3 2 , · · · , Mx − 1 2 then using (2.13), we obtain the following perturbation equation
where Dx = {d x i } , Gx = g x i,l , i, l = 1, 2, . . . , 2Mx − 1, Dy = d y j , Gy = g y j,r , j, r = 1, 2, . . . , 2My − 1, i.e.,
. From Lemmas 3.3 and 3.4, it yields 0 < d x i d y j <
, using Theorem 3.6 and Lemma 3.8, we have
The proof is completed. Then
, and E k i = e k i,1 , e k i,2 , · · · , e k i,My−1 , e k i, 1 2 , e k i, 3 2 , · · · , e k i,My− 1 2 , i = 1, 2, · · · , Mx −1, 1 2 , 3 2 , · · · , Mx − 1 2 Subtracting (2.13) from (2.12) with E 0 = 0, a zero vector, it yields Upon relabeling and reorienting the vectors E k and R k− 1 2 as E k and R k− 1 2 as in Theorem 3.10 again, then the above equation can be recast as
. Using Lemmas 3.3 and 3.4, we get 0 < didj < C d :=
, combine with Theorem 3.7 and Lemma 3.8, we have
Stability and convergence analysis for 2D with additive Cauchy kernels.
It should be noted that the stiffness matrix (2.11) with multiplicative Cauchy kernels can be computed explicitly, but it is not for additive Cauchy kernels. 
The proof is completed. Putting
, · · · , ǫ k i,My − 1 2 , i = 1, 2, · · · , Mx − 1, 1 2 , 3 2 , · · · , Mx − 1 2 , then using (2.20), we obtain the following perturbation equation
where D = {di,j } , G = g l,r i,j , i, l = 1, 2, . . . , 2Mx − 1; j, r = 1, 2, . . . , 2My − 1, i.e.,
. From (2.6) and (2.7), we have , i = 1, 2, · · · , Mx −1, 1 2 , 3 2 , · · · , Mx − 1 Subtracting (2.20) from (2.19) with E 0 = 0, a zero vector, it yields (2.20) and CR is a constant.
Upon relabeling and reorienting the vectors E k and R k− 1 2 as E k and R k− 1 2 as in Theorem 3.13 again, then the above equation can be recast as
where D = {di,j } , G = g l,r i,j , i, l = 1, 2, . . . , 2Mx − 1; j, r = 1, 2, . . . , 2My − 1, i.e., 4.1. The operation count and storage requirement. To the best of our knowledge, most of the early works on fast Toeplitz solvers were focused on squared matrices by Fast fourier transform (FFT) [5, 6] . Based on the idea of [5, 12, 10, 20, 28] , we develop a fast algorithm for the rectangular matrices P and Q, which realizes the computational count O(M log M ) and the required storage O(M ). Let
Then, for any (M − 1)-by-1 vector x, the multiplication TM−1x can also be computed by FFTs with the computational count O(M log M ) [5, p. 12] . More concretely, we take a 2 (M − 1)-by-2 (M − 1) circulant matrix with TM−1 embedded inside as follows:
Therefore, we can develop this idea to compute the rectangular matrices P M ×(M −1) and Q (M −1)×M . More precisely, we first embed P M ×(M −1) of (2.3) into a M -by-M Toeplitz matrix, i.e,
Then the multiplication P x can also be computed by FFTs with the computational count O(M log M ), i.e., P * * P
On the other hand, we embed Q (M −1)×M of (2.3) into the following M -by-M Toeplitz matrix,
Hence the multiplication Q x can also be computed by FFTs with the computational count
Then, for the matrix A of (2.3), we only need to store 4M parameters, instead of the full matrix A which has 4M 2 parameters, i.e., the required storage O(M ). From fast Conjugate Gradient Squared Algorithm 1 within finite iterations, see [22, 24] , we have the computational count O(M log M ). See Algorithm 1 in Appendix B. Two-dimensional cases can be similarly studied. with i = 1, 2, . . . , Mx − 1, 1 2 , 3 2 , · · · , Mx − 1 2 , then denote the matrix
Fast
Thus we first employ the fast Fourier transform transform Algorithm 3 to compute the AU with A = Dx ⊗Dy −Gx ⊗Gy in (2.11). Based on Algorithm 3, we use Algorithm 4 to solve the steady-state nonlocal problems (2.11) and Algorithm 2 to solve the time-dependent nonlocal problems (2.13 
, see (2.17) and (2.18) . Similarly, we have Q i,l , P i,l and N i,l with different i, l, i.e., Q i,l , for i = 1, 2, · · · , Mx − 1, l = 1 2 , 3 2 , · · · , Mx − 1 2 , P i,l , for i = 1 2 , 3 2 , · · · , Mx − 1 2 , l = 1, 2, · · · , Mx − 1,
Let U in (4.1) denote as U = [UL, UR] T with UL = (U1, U2, · · · , UM x −1) and UR = U 1 2 , U 3 2 , · · · , U Mx− 1
2
.
Then
Based on the block-Toeplitz-Toeplitz-block-like structural properties of M, Q, P and N , we design fast algorithms for computing MU T L as an example. First, to simplify the notation, let
where TM and TN are squared Toeplitz matrix with the size of (My − 1)×(My − 1) and My × My respectively, TQ with the size of (My − 1) × My and TP with the size of My × (My − 1) are rectangular ones. Then embed TM, TQ and TP into My-by-My squared Toeplitz matrices and still denote TM, TQ and TP . Next we embed the above four My-by-My Toeplitz matrices into a big circulant matrix, that is, construct a big circulant matrix R M i,l with TM, TQ, TP and TN as follows: TM S2  TQ  S3  TP  S4  TN  S5   S5  S1 TM S2  TQ  S3  TP  S4  TN   TN  S5  S1 TM S2  TQ  S3  TP  S4   S4  TN  S5  S1 TM S2  TQ  S3  TP   TP  S4  TN  S5  S1 TM S2  TQ  S3   S3  TP  S4  TN  S5  S1 TM S2  TQ   TQ  S3  TP  S4  TN  S5  S1 TM S2   S2  TQ  S3  TP  S4  TN  S5  S1 TM   TM S2  TQ  S3  TP  S4  TN S5 S1
where S1 with the size of My × My is squared Toeplitz matrix, which can be constructed by the partial entries of the first column of TM and 0 denotes the number zero, i.e. TM(My, 1) TM(My − 1, 1) · · · · · · TM(2, 1) 0
and S2 with the size of My × My can be constructed by the partial entries of the last column of TM and the first column of TQ, for S2 is between TM and TQ in R M i,l , and 0 denotes the number zero, i.e.,
TQ(My, 1) · · · · · · TQ(3, 1) TQ(2, 1) TM(My −1, My) TM(My −2, My) · · · · · · TM(1, My) 0
and similarly, we can denote the My-by-My Toeplitz matrices S3, S4 and S5 as S2, for they are between TQ, TP and TN . Since R M i,l is the Toeplitz matrix with the size of 9My × 9My, that means the vector U l (l = 1, 2, · · · , Mx − 1) in UL are also regularly expanded into a vector with the length of 9My.
Then we can construct circulant matrices for each block of M, and denote R M i,l as the resulting circulant matrix of M i,l . Thus, from M in (2.17), by replacing M i,l with R M i,l , we have the following block-Toeplitz-circulant-block (BTCB) matrix [6, 15] 
Similarly, we can obtain the BTCB matrix RQ, RP and RN from Q, P and N in (2.17) . The matrix RM can also be embedded into a BCCB matrix CM with the size of 18My (Mx − 1)× 18My (Mx − 1) as follows:
with 0 denotes the 9My-by-9My zero matrix. Let c be the first column vector of the matrix CM. Let F 2(Mx−1) ⊗ F9M y be the two-dimensional discrete Fourier transform matrix. Then the matrix CM has the following diagonalization
That means we can compute MU T L by two-dimensional FFT, i.e., computing with the order fft2 and ifft2 by MATLAB. The algorithm also can be used to compute QU T R , PU T L and N U T R fast and efficiently. Based on algorithm above, we use Algorithm 4 to solve the steady-state nonlocal problems (2.17) and Algorithm 2 to solve the time-dependent nonlocal problems (2.20) . 
Numerical results.
In this section, we numerically verify the above theoretical results including convergence rates and numerical stability. And the l∞ norm is used to measure the numerical errors. 
Conclusion.
In this work, the nonsymmetric indefinite systems including rectangular matrices are arising from two-dimensional time-dependent nonlocal problems. For one-dimensional steady state nonlocal problems of (1.1), a sharp error estimates has been proved in [11] , but it is not easy to be extended to multidimensional cases. This paper provides rigorous theoretical analysis for two-dimensional steady state nonlocal problems with multiplicative Cauchy kernel and a few technical analysis for additive Cauchy kernel. Moreover, it reveals the supconvergence results for time-dependent nonlocal problems of (1.1) including two-dimensional cases. In further, we develop the FCGS to solve the two different algebraic systems: Kronecker product and block-Toeplitz Toeplitz-block-like algebraic system. We remark that the error estimates in [13] and [25] can be obtained by following the idea given in this paper.
Appendix A. The matrix G in (2.17) consists of four block-structured matrices with Toeplitz-like blocks. Here the block-Toeplitz properties of Q (Mx−1)×Mx , P Mx×(Mx−1) and NM x ×Mx are expressed following: It should be noted that the above matrices Q and P have the similar structure properties with Q and P in (2.3).
Appendix B.
Algorithm 3 Fast Fourier transform algorithm for (G x ⊗ G y ) U 1: For i = 1, 2, · · · , M x − 1 Do:
2:
Compute V i = G y U T i by FFT; 3: EndDo 4: For i = M x , M x + 1, · · · , 2M x − 1 Do:
5:
Compute V i = G y U T i 2 by FFT; 6: EndDo 7: Give the notation with row vectors of V , i.e.,
with V j = (V j,1 , V j,2 , · · · , V j,2Mx−1 ); 8: For j = 1, 2, · · · , 2M y − 1 Do:
9:
Compute W j = G x V T j by FFT; 10: EndDo 11: Give the notation with row vectors of W , i.e.,
, · · · , W i,2My −1 ;
12: Return (G x ⊗ G y ) U = (W 1 , W 2 , · · · , W i , · · · , W 2Mx−1 ) T .
Algorithm 4 Fast Conjugate Gradient Squared for 2D steady equation 
