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Abstract 
 
This Thesis deals with the problem of the quality control and monitoring 
and the related energy consuming aspects in industrial multicomponent 
distillation columns. These have important relevance especially in case of 
units subjected to important changes in operating conditions which 
manifests in fluctuation of the product concentration.  
Due to the low reliability of the seldom available and delayed analytic 
composition measurements, they cannot be employed for an efficient 
online monitoring of the separation. Instead, this Thesis proposes the use 
of composition observers with passive innovation mechanism and driven 
by temperature measurements. The passive structure allows to limit the 
number of ODEs to be online integrated, which is a central issue to obtain 
a product suitable for the industrial implementation. The design of this 
passive structure involves the choice of number and location of the 
temperature sensors, the choice of the innovated component and the set of 
modeled components in the (possibly simplified) estimation model. This 
issue is addressed with a simple and systematic methodology that employs 
steady state information about the per-component temperature gradient of 
the column and detectability measures and conditions. Differently from 
the majority of the works in literature, the proposed methodology allows 
also to assess the feasibility of obtaining good estimation performance 
using the available temperature sensors in real columns. 
Even the analytic composition measurements cannot be employed for 
quality control in feedback control loops mainly due to delay problems. 
Instead, temperature feedback controllers are usually used. But even if the 
temperature sensor is well located (and in this Thesis a criterion for sensor 
location is suggested based on an extension of the slope criterion to the 
multicomponent case), when the operating conditions undergo changes, 
the indirect regulation of the product quality cannot be achieved, with 
alternating periods of under and over-purification that also adversely 
affect the energy requirement for the column functioning. Thus, in this 
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Thesis an application oriented solution is proposed consisting in adding a 
feedforward temperature setpoint compensation that guarantee a close 
quality regulation, including a more efficient management of the energy, 
under the changing operating modes of the column. 
The methodologies and techniques proposed and described in this Thesis 
are tested with an industrial multicomponent IC4-NC4 splitter located at 
the Sarlux Refinery (Sarroch, Italy), which, motivated by the good results, 
has already implemented the composition estimator and is going to 
implement the feedforward setpoint compensator.  
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Chapter 1 
 
Introduction 
 
This introductory Chapter starts with the illustration of the motivations 
which lead to the development of this Thesis. After that, a summary of the 
Thesis is given, showing how it is structured in different Chapters. 
Finally, a list of journal and conference papers and other activities derived 
from the present work is presented. 
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1.1 Motivations 
 
Distillation columns are important industrial units where a mixture is 
separated into two or more key components. Even if criticalities related to 
the high amount of energy consumed to perform the separation task are 
present, distillation processes carry out approximately 95 % of all liquid 
separations (Stichlmair, 2010). Yet, distillation is extensively used in 
pharmaceutical and food industries, and remains the most employed 
separation technique in refineries, and petrochemical plants. In refinery, 
for example, the treatment chain can be outlined as two subsequent and 
connected classes of processes: (i) separation and refining of 
hydrocarbons and fuels, and (ii) conversions, where chemical reactions 
recombine the above-mentioned hydrocarbons to obtain high quality end-
products. Thus, functioning and costs of the entire plant depend to a 
considerable extent by distillation performance. 
When the cost of hydrocarbons fuels began rise sharply in early 1970s, 
distillation becomes the focal point of many studies. From an industrial 
point of view, the objective of these investigations consists in performing 
the separation with existing plant equipment, producing as much of 
product as possible at the specified requirement, in the presence of 
disturbances, while minimizing the consumption of energy. Since now a 
day distillation can be considered a mature technology (in the sense that at 
its present state substantial improvements in tray efficiencies and 
operating range are not expected), and having in mind that a column is 
designed only once whereas it is operated for years with changes in 
operating conditions (e.g., feed composition) and specifications, the 
abovementioned objectives can be dealt by means of control strategies. 
Thus, the related control problem is still considered an open issue.  
As it can be seen from the title, this Thesis deals with the “Quality 
regulation and energy saving through control and monitoring techniques 
for industrial multicomponent distillation columns”. The title reflects the 
issues assessed in the present work as follows: 
Quality regulation. Because of the frequent changes in operating 
conditions, it follows that the column is usually not able to attain the 
required separation task with standard PI controllers. However, there is 
absolutely no relationship between of the quality of a product and its 
selling price as long as that quality meets or exceeds specifications. 
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Indeed, when a better product than necessary is made there are no rewards 
due to the increasing of operating costs with purity. On the other hand, 
when a product fails to meet specification, the usual solution is to 
reprocess it, with costs proportional to the percentage of the re-processed 
materials. However, tight control of product quality is possible through 
adequate control systems. Moreover, as deviations in product quality 
decrease, the product recovery is enhanced and in turn the energy 
consuming is reduced. 
Energy saving. Despite the energy saving in distillation is an essential 
field of the chemical engineering research since the early 1970 it still 
remains an open problem. Considering that as much as the 40 % of energy 
consumed in a refinery is due to distillation (Shinskey, 1977), many 
efforts are done to reduce the energy consumption needed for the 
separation. If on one hand, (i) the problem can be addressed with retrofit 
and thermal coupling techniques, on the other hand (ii) the energy saving 
problem can be (complementary) dealt with advanced control strategies. 
Indeed, despite a product quality could be reached in an average sense 
around a certain time interval through a conventional (temperature) 
controller, the variability is usually high with periods of over-purification 
with excessive heat consumption that is not balanced by the energy saved 
in the under-purification period. Thus, there is much to be gained in 
energy saving by reducing the products variability through advanced 
control strategies. 
Control Techniques. Due to their strong nonlinearity and interaction with 
multivalued relationship between regulated composition and temperature 
measurement, most of the intensive energy consuming columns are 
controlled by manipulating the vapor (or reflux) flow rate on the bases of 
single-point temperature PI control loops with sporadic manual setpoint 
adjustment. However, many times human operators do not find the best 
operating policy for the unit. Substantial economies can be realized 
simply by enforcing closer control through advanced control techniques. 
Despite that, the lack of skilled process engineers who can support and 
maintain these technologies leads to switching off the advanced controller 
and returning to the old control scheme. To avoid that, the control room 
operators should be trained to acquire trust in the automatic operation of 
the plant. Yet, the proposed control schemes must be as simple as 
possible, preferring upgrade of the actual temperature feedback controller 
through conventional elements (such as combination of feedback and 
feedforward blocks). 
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Monitoring Techniques. As previously discuss, a key issue in the 
distillation operation functioning is the quality regulation of the effluent. 
Effluent concentration monitoring is a requirement needed to assess the 
achievement of this goal and immediately act when the behavior is 
different from the expected one. High investment and maintenance costs 
as well as equipment reliability and measurement delays of hardware 
composition analyzers make that the problem of on-line monitoring the 
separation cannot be satisfactory solved. This motivates the development 
of composition estimators driven by the faster and cheaper temperature 
measurements. The number and location of temperature sensors is beyond 
doubt the straightforward problem in the estimator design. Lot of sensor 
location criteria are proposed from 1978 (Joseph and Brosilow (1978)) to 
now, derived by the mathematical estimation theory. However, the 
majority of them are tested for binary systems and the complexity of their 
application dramatically increases when the investigation subject is a real 
column.  
Multicomponent Columns. Composition control and estimation tasks are 
more difficult for multicomponent distillation columns, where the 
concentrations in each tray are not uniquely related to the temperature in 
the same tray, meaning that the use of temperature measurement does not 
always allow adequate composition control and estimation. A crucial 
point is the selection of the number and location of temperature sensors 
along the column in order to obtain good performance. Industrial 
distillation columns mainly separate multicomponent mixtures (especially 
hydrocarbons). Despite this, the majority of control and monitoring 
strategies proposed in literature are still tailored to binary systems. 
Industrial Columns: Distillation columns belonging to industrial plants 
manifest more complex behaviors than pilot or laboratory units. This in 
turn signifies loss of controllability and detectability properties. The main 
reasons of these differences can be summarized as follows: 
(i) the multicomponent and non- ideality features of the mixture feed, that 
cannot be satisfactorily characterized in terms of chemical species and 
their concentration (Porru et al., 2013), with deviations from the binary 
behavior and ideality of the vapor-liquid equilibrium (VLE); 
(ii) the quantity of links between the distillation units and the surrounding 
plants that in other words means operating condition changes that cause 
severe perturbations with respect to the nominal functioning. 
Therefore, the study of real distillations through numerical simulations 
with the aim to effective develop and test control and monitoring 
strategies is hard and not adequately addressed in literature. 
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Moreover, (iii) the industrial column could not have the proper equipment 
in term of sensors and their reliability. Thus, even if the best control and 
monitoring strategy is theoretical obtained, only suboptimal control and 
monitoring schemes will be implemented on the bases of the available 
measurements. 
The abovementioned issues are the points of departure of the present Ph.D 
Thesis, where the global objective is the development of strategies for 
composition control and estimation for industrial multicomponent 
distillation columns. 
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1.2 Summary 
 
This Thesis deals with the design of composition estimators and control 
systems for multicomponent distillation columns. The system studied is an 
industrial multicomponent IC4-NC4 splitter (the butanes splitter) located 
at the Sarlux Refinery (Sarroch, Italy). The column has the aim to separate 
the IC4 to be sent in a subsequent alckylation reactor. The column is 
subjected to frequent changes in operating conditions, with important feed 
composition variations. Under the implemented control scheme (a PI 
temperature controller) these disturbances have important effects to the 
product quality that should be properly monitored. To this end, the 
available analyzers are not enough because of their poor reliability and 
measurement delays (at least 15 minutes). These problems can be 
overcome through composition estimators that infer the product quality 
with more reliable and faster measurements: the temperatures. 
Another issue of interest is the assessment of the appropriateness of the 
implemented control scheme (the PI temperature controller) for the 
indirect regulation of the product quality. In fact, under the changing 
regimes this control system cannot guarantee a close composition 
regulation with periods of over and under-purification and subsequent 
high energy consumption. This fluctuating functioning is handled with 
manual setpoint adjustment by the control-room operators. This suggests 
an upgrade of the PI temperature controller through an automatic 
feedforward setpoint compensation, in the understanding that the best way 
to control a difficult process is the combination of feedback and 
feedforward elements. 
A summary of this Thesis is shown in the following list, where a brief 
description of each Chapter is given. 
Chapter 2. The most relevant literature about the estimation and control 
problem of multicomponent distillation columns is presented. Then, the 
contributions of the present Thesis with respect to the existing state of the 
art are illustrated. 
Chapter 3. The industrial multicomponent butanes splitter subject of this 
Thesis is introduced. The Chapter shows the industrial context where the 
column is located and the main operating modes. Then, a dynamic model 
is presented and employed for the study of the separation. Finally, three 
data sets collected from the plant’s DCS are discussed. 
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Chapter 4. This Chapter deals with the design of a model-based 
composition estimator for multicomponent distillation columns. The 
design of such estimators involves the choice of the structure and the 
algorithm. The structure selection consists in the choice of the number and 
location of the temperature measurements, the choice of the innovated 
states and the set of modeled components in the (possibly simplified) 
estimation model. This Thesis proposes a systematic methodology for the 
structure selection which is based on new detectability measures allowing 
the design of suitable structures both for existing columns (such as the 
butanes splitter) and units under design. The chosen algorithm is the 
Geometric Estimator (GE) with passive innovation. The estimation 
functioning is tested with real plant disturbances. The interesting results 
presented in this Chapter persuade the Sarlux Refinery in the 
implementation the proposed product. To conclude the Chapter, two 
windows of real functioning are shown. 
Chapter 5. This Chapter addresses the design of temperature controllers 
for multicomponent distillation columns. It consists in the choice of the 
temperature sensor location and the algorithm. The nonlinear constructive 
control theory is employed for the structure design. The per-component 
slope criterion (which is an extension to the multicomponent case of the 
well know slope criterion) is proposed for the sensor location. Then, a 
formal connection between this criterion and others extensively used in 
literature is found. The algorithm design is also dealt with the nonlinear 
constructive control theory. Starting from the nonlinear state feedback 
(NLSF) controller, three more algorithms are derived: its output feedback 
realization with model-based observer, an output feedback with reduced 
order observer, the conventional PI controller. This algorithms have 
increasing degree of simplicity but retain the regulation capability of the 
NLSF. 
Chapter 6. This Chapter addresses the application-oriented upgrade of the 
temperature control scheme through the addition of a feedforward setpoint 
compensation for the regulation of the product key-impurity 
concentration. Firstly, the feedforward law is derived through the 
nonlinear constructive control theory, then its behavior is reconstructed 
with simpler and precomputed elements. The proposed control scheme is 
tested under real plant disturbances establishing the feasibility of 
improving the close loop performance of the existing PI temperature 
controller with considerable energy savings. From an industrial 
perspective this is a challenging result involving important profits. 
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Chapter 7. In this Chapter a joint sensor location criteria for temperature 
control and composition estimation is given. 
Chapter 8. Conclusions. 
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1.3 Presentations 
 
Some of the topics in the present Thesis were presented both in national 
and international conferences. 
• Porru M., Alvarez J., Baratti R., 2012, Sviluppo di sensori software per 
colonne di distillazione multicomponente, Convegno Nazionale GRICU, 
Montesilvano 2012. 
• Porru M., Alvarez J., Baratti R., 2013, Composition estimator design for 
industrial multicomponent distillation column, Chemical Engineering 
Transaction, 32, 1975-1980, DOI: 10.3303/CET1332330. ICheaP-11 
International Conference, Milan. 
• Porru M., Alvarez J., Baratti R., 2013, A distillate composition estimator 
for an industrial multicomponent IC4-NC4 splitter with experimental 
temperature measurements, IFAC Proceedings volumes, 10 (part1), 391-
396, DOI: 10.3182/20131218-3-IN-2045.00028. 10th IFAC International 
Symposium on DYCOPS, Mumbai, India. 
• Porru M., Baratti R., Alvarez J., 2014, Feedforward-feedback control of 
an industrial multicomponent distillation column, IFAC Proceedings 
volumes, 19 (part1), 1266-1271, DOI: 10.3182/20140824-6-ZA-
1003.01780. IFAC World Congress, Cape Town, South Africa. 
• Porru M., Baratti R., Alvarez J., 2015, Energy saving through control in 
an industrial multicomponent distillation column, Submitted to IFAC 
International Symposium on ADCHEM, (June 7-10), Whistler, British 
Columbia, Canada. 
Moreover, the contents of this Thesis will be submitted for publications in 
journals. 
Not strictly related to the contents of this Thesis, the author also presented 
the following work in an international conference: 
• Porru M., Saliu A., Baratti R., 2014, On the modeling of C7+ fractions 
with real components in plant simulations, Computer Aided Chemical 
Engineering, 33, 577-582, DOI: 10.1016/B978-0-444-63456-6.50097-1. 
ESCAPE24, Budapest, Hungary. 
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During the Ph.D the author has also participated to the following 
conference paper: 
• Baratti R., Errico M., Pinna D., Deiana P., Porru M., 2014, Modelling of 
an Amine Based CO2 absorption plant: An alternative approach through 
the identification of the number of stages, Computer Aided Chemical 
Engineering, 33, 169-174, DOI: 10.1016/B978-0-444-63456-6.50029-6. 
ESCAPE24, Budapest, Hungary. 
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Chapter 2 
 
State of the art and 
contributions 
 
In this Chapter, the estimation and control states of the art are presented. 
Then, a summary of the main contributions of this Thesis is given. 
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2.1 Composition estimation through temperature 
measurements in multicomponent distillation columns 
 
For monitoring purposes, but also for advisory temperature control and 
inferential control of distillation columns, the knowledge of the product 
quality is required. This need cannot be satisfy by hardware analyzers 
(such as chromatographs) because the related investment and management 
costs, equipment reliability and measurement delay. This motivates the 
development of composition estimators that, driven by secondary 
measurements, the temperatures, can infer the concentration of interest. 
Two main classes of estimators are used in the field of multicomponent 
distillation columns: the input-output data-driven and model-based 
observers. 
The main features of the first class of observers are the model 
independency and the requirement of training data set to calibrate the 
regression law. Consequently, they have limited extrapolation capability. 
The algorithms employed for estimation in distillation columns are 
various. The partial component regression (PCR), is used by Mejdell and 
Skogestad (1993) in output estimation of high purity distillation. Baratti et 
al. (1995) perform the output estimation of a butane splitter and a gasoline 
stabilizer with the neural network (NN) modeling. Kano et al. (2000) 
estimate the ethanol concentration in the bottom of a column fed with an 
equimolar mixture of four alcohols with the partial least square (PLS) 
regression. Recently, (Corona et al., 2012) the estimation of the ethane 
concentration in the bottom of an industrial deethanizer is addressed with 
the multi-layer perceptron (MLP).  
On the other side, there are the first-principle model-based observers. 
Instead of the data collection, the knowledge to drive the estimation is 
provided by the model of the process. Joseph and Brosilow (1978) were 
the pioneers in state estimation of multicomponent distillation columns 
with the linear and steady state model-based Brosilow’s estimator. The 
Extended Kalman Filter (EKF) (Kalman, 1960), which is by far the most 
employed estimation algorithm for dynamic and nonlinear systems in 
process engineering, was employed in the before cited work of Mejdell 
and Skogestad (1993) and compared with the Brosilow’s estimator 
obtaining better performance. The EKF was also the chosen algorithm in 
Baratti et al. (1998) for the outlet composition estimation of a ternary 
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distillation. The estimation problem for nonlinear systems was addressed 
with the differential geometric theory in Alvarez (2000) leading to the 
Geometric Estimator (GE). Then, this algorithm has been employed for 
output estimation in binary (Tronci et al., 2005; Alvarez and Fernandez, 
2009), ternary (Pulis, 2007) and 6-component (Frau et al., 2009 and 2010; 
Frau, 2011) distillation columns. The works of Frau establish that the GE 
performs the estimation task as good as the EFK, but has a systematic and 
simple tuning procedure. 
Compared with the data-driven counterpart, the main advantage of the 
model-based estimation techniques is the robustness in operating 
condition changes, which are frequent in the industrial columns. However, 
no real applications to industrial multicomponent distillation columns are 
known. This is due to the high computational cost caused by the high 
number of ODEs to be online integrated. Recently, this dimensionality 
problem has been successful overcome with robust detectability 
arguments (Alvarez and Fernandez 2009) introducing the passive version 
of the GE and EKF. 
Composition observers for distillation columns are driven by temperature 
measurements, a key issue is their number and location. Only few works 
explicitly focus on this matter: Joseph and Brosilow (1978) proposed a 
methodology based on a tradeoff between measurement errors and 
condition number, and Yu and Luyben (1987) employed the singular 
value decomposition (SVD). From an industrial perspective, the most 
attractive criterion is the one proposed by Fernandez et al. (2012), that 
finds the best sensor location according to the maximum temperature 
gradient in binary distillations, or its counterpart for multicomponent 
systems: the per-component temperature gradient analysis (Frau et al. 
2009, and 2010; Frau, 2011). Recently, the entire structure of model-based 
observers (which, beyond the number of sensors and their location, 
includes the innovated states and the modeled components) has been 
considered as degree of freedom (Alvarez and Fernandez, 2009). 
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2.2 Control of multicomponent distillation columns 
 
The most employed control system for industrial distillation columns is 
the PI feedback control. When this controller is employed for indirectly 
regulating the product quality, a central issue is the sensor location. The 
criterion most employed in industrial practice (Buckley et al., 1985) is the 
slope criterion that identifies the best control tray at the one with larger 
temperature gradient. This criterion has been used for sensor location in 
binary (Tolliver and McCune, 1980; Castellanos-Sahagun et al., 2005) and 
multicomponent distillation columns (Luyben, 2006; Hori and Skogestad, 
2007). Other criteria are based on the analysis of the temperature dynamic 
response to input changes, and the control tray is the one with fastest and 
most linear response (Tolliver and McCune, 1980). The singular value 
decomposition (SVD) has been also used (Luyben, 2006; Hori and 
Skogestad, 2007). 
The control configuration problem (i.e., the coupling between 
manipulated and controlled variables) for distillation columns has been 
extensively studied by Skogestad and Morari, 1987; Skogestad et al., 
1990; Luyben, 2005; Hori and Skogestad, 2007; Skogestad, 2007. 
Even if the temperature controller is well design, it cannot guarantee the 
quality regulation of the effluent composition when the column operating 
mode changes. This is especially true for multicomponent distillations. 
However, the problem of the quality control cannot be solved through 
direct composition feedback controllers, because reliability and delay 
problems in composition measurements. This problem can be overcome 
with inferential control (some examples are given in Brosilow and Tong, 
1978 and Kano et al., 2000)) or temperature PI setpoint compensation 
through a FF compensation scheme (Shinskey, 1977; Skogestad, 1997). 
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2.3 Contributions 
 
This Section is devoted to highlight the main contributions of this Thesis 
with respect to the abovementioned state of the art. 
 
2.3.1 Estimation problem contributions 
- The systematic methodology for the structure design of passive 
observers is based on proposed detectability measures and conditions that, 
employed on the per-component temperature gradient diagram allow the 
systematic selection of the temperature sensor location, the innovated 
component and the set of modeled components, or the selection of the last 
two when the column is operating and is equipped with temperature 
sensors without the possibility of moving them, or add more sensors. 
These cases are the majority in industry. 
- The online implementation at the Sarlux Refinery of the proposed 
estimator. In fact, the passive estimator driven by the temperature 
measurement provided by the sensor located at the control tray of the 
butanes splitter is currently inferring the distillate key-impurity 
composition. 
 
2.3.2 Control problem contributions 
- The per-component slope criterion as extension of the slope criterion to 
the multicomponent case for the selection of temperature measurements in 
feedback temperature controllers. 
- The formal connection between the (per-component) slope criterion, 
which is based on a steady state property of the system (the (per-
component) temperature gradient) and the dynamic sensitivity criterion, 
which consists in the analysis of the characteristic time of the system for 
sensor location purposes. 
- The equivalence of output feedback controllers and conventional PI 
controllers. The one-ODE model-independent integral action of the PI 
controller recovers alone the information that in the output feedback 
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controller is provided by a model-based estimator with a much larger 
number of ODEs. 
- The cascade-like composition-feedforward temperature-feedback control 
scheme with a precomputed polynomial feedforward, model-independent 
element that provides a setpoint compensation for the temperature 
feedback to regulate the key impurity in the effluent of interest based on 
feed flow and distillate disturbances. The proposed control scheme is a 
composition controller without composition measurements. The 
feedforward law is currently under implementation at the Sarlux Refinery, 
in the sense that the algorithm is calculating the temperature setpoint but 
the signal is not automatically feed to the feedback temperature controller. 
However, the control-room operators can use it in advisory control 
fashion to perform manually the setpoint adjustment.  
 
2.3.3 Estimation and control problems contributions 
- The formalization of a joint temperature sensor location criterion (the 
per-component slope criterion) for composition estimation and 
temperature control of distillation columns. 
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Chapter 3 
 
The industrial butanes splitter 
 
Control over any process is most successfully achieved by those who 
understand that process. This axiom is especially true for distillation 
columns. In fact, distillation is not an easy process to understand, or more 
specifically, to present in those rigorous mathematical terms needed for 
design of control and estimation systems, (Shinskey, 1977). 
To this end, this Chapter introduces the industrial case study, which 
consists in a multicomponent distillation column of the class of the 
splitters. In particular, the column is the IC4-NC4 splitter (or butanes 
splitter) located in the alkylation section of the Sarlux Refinery, having 
the aim to prepare the alkylation reactor feed. 
First of all, a short description of the equipment and the industrial setup of 
the column are provided. Then, the column open-loop behavior is 
mathematically described through a dynamic model consisting in the 
dynamic material balances for each component around the column stages, 
nonlinear algebraic equation to compute the stage temperatures, according 
to the ideal vapor-liquid equilibrium. Solving under the typical operating 
conditions, the steady state composition and temperature profiles are 
given. Finally, four data sets provided by the Refinery are presented and 
analyzed, since they are employed for control and estimation 
implementation and assessment.  
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3.1 IC4-NC4 splitter 
 
 
Figure 3.1: The multicomponent IC4-NC4 splitter. 
 
In this Section the butanes splitter is introduced as industrial case study to 
which the control and monitoring strategies will be applied, in the 
understanding that the proposed methodologies can be extended to the 
entire class of multicomponent distillations. 
The column is located in the alkylation section of the Sarlux Refinery 
which provides high-octane gasoline through catalytic reactions between 
iso-paraffines (iso-butane) and olefins (butylenes). Thus, the core of the 
high-value-added operation is the conversion of light hydrocarbons in 
more valuable products (gasoline). 
The alkylation plant is linked with other refinery sections from which the 
alkylation reactor gets the reagents to be converted. In particular, the post-
treatments of the atmospheric distillation (topping) and the reforming 
provide the paraffins, and the fluid catalytic cracking (FCC) provides the 
olefins. The gate, which puts into communication the reaction section with 
the refinery, is the butanes splitter (Fig. 3.1). Indeed, this column receives 
the paraffin and olefin streams preparing the iso-paraffin feed for the 
downstream reactor. 
The column is fed with a mixture of paraffins (i-butane IC4, and n-butane 
NC4 and small amount of propane C3) and butylenes with the aim to 
collect the IC4 in the distillate product to be fed to the subsequent 
alkylation reactor. Thus, the distillate must contain mostly IC4 and 
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butylenes impurities, accompanied by a prescribed small amount of NC4 
(which represents an inert compound for the conversion reactions). The 
column has 55 trays, three kettle reboilers (1st stage), two total condensers 
(57th stage), temperature measurement at tray 48 (stage 49), and feed at 
the tray 32 (stage 33). The tray efficiency is 0.75. The separation occurs 
under the pressure of 9.2 bars gauge. The operating duty estimation is 
about 44.8 (and 35.3) GJ/h in case of maximum (and medium) production. 
The column is equipped with a single-point PI temperature controller that 
adjusts the reboiler heat injection rate based on the temperature sensor at 
the stage 49 of the enrichment section in order to indirectly maintain the 
heavy-key component (NC4) distillate molar fraction below the maximum 
limit allowed in the subsequent process. On the other hand, the bottom 
composition is not under control because of the low quantities of IC4 lost 
due to the distillate purity and the high number of stages. 
The distillate flow rate is from time to time manually adjusted for the 
regulation and optimization of the reactor operation, hence this fluctuation 
represents an exogenous disturbance entering in the system. 
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3.2 The feed 
 
The identification of the feed modes of the butanes splitter represents an 
important step in the process comprehension, as point of departure of the 
unit modeling, in terms of both thermodynamics and number of states. 
The total feed (F) is the sum of  
(i) a mainly paraffin stream (named paraffin feed, FPA), and  
(ii) a stream with a content of ≈ 50% in butanes and ≈ 50% in butylenes 
(named olefin feed FOL). 
 
Hydrocarbons 
Normal 
Boiling 
Point 
K 
Paraffin Feed 
Composition 𝒄𝑷𝑨
𝑵𝑶𝑴 
molfrac 
Olefinic Feed 
Composition 𝒄𝑶𝑳
𝑵𝑶𝑴 
molfrac 
Propane (C3) 231.1 0.0375 ≈ 0.000 
i-butane (IC4) 261.4 0.5117 0.2281 
i-butene (IC4-) 266.2 ≈ 0.000 0.1293 
n-butene (NC4-) 266.9 ≈ 0.000 0.1329 
n-butane (NC4) 272.7 0.4508 0.2369 
2-butene trans (C4-T) 274.0 ≈ 0.000 0.1618 
2-butene cis (C4-C) 276.9 ≈ 0.000 0.1110 
 
Table 3.1: Hydrocarbons and their normal boiling points, and nominal 
compositions and in the paraffin and olefin feeds.  
 
Paraffin and olefin feed nominal compositions (𝒄𝑃𝐴
𝑁𝑂𝑀 and   𝒄𝑂𝐿
𝑁𝑂𝑀) are 
available from discrete-delayed offline chromatographic determination 
and presented in Table 3.1, with their normal boiling points. Pentanes, 
water and other feed contaminants are also detected by the analysis, but in 
negligible concentration. Excluding the low boiling propane, the normal 
boiling range of the hydrocarbons fed to the column is only 15 °C. This 
justifies the necessity of the high number of the column trays (55) to 
perform the separation.  
The concentration (𝒄𝐹) of butanes, butylenes and propane in the total feed 
can be approximately estimated time by time from a mass balance 
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involving the blending of the olefin and paraffin feeds, according to the 
equations:  
𝐹(𝑡) = 𝐹𝑂𝐿(𝑡) + 𝐹𝑃𝐴(𝑡) (3.1) 
𝐹(𝑡) ∙ 𝒄𝐹 = 𝐹𝑂𝐿(𝑡) ∙ 𝒄𝑂𝐿
𝑁𝑂𝑀 + 𝐹𝑃𝐴(𝑡) ∙ 𝒄𝑃𝐴
𝑁𝑂𝑀 (3.2) 
 
Hydrocarbons 
Total feed 
composition 
molfrac 
r = 0 
Total feed 
composition 
molfrac 
r = 0.15 
Total feed 
composition 
molfrac 
r = 0.30 
C3 0.0357 0.0317 0.0256 
IC4 0.5117 0.4675 0.4239 
IC4- ≈ 0.00 0.0202 0.0400 
NC4- ≈ 0.00 0.0207 0.0412 
NC4 0.4508 0.4175 0.3846 
C4-T ≈ 0.00 0.0252 0.0501 
C4-C ≈ 0.00 0.0173 0.0344 
 
Table 3.2: Hydrocarbon compositions in the total feed for different values of the 
feed ratio 𝑟. 
 
Based on the feed ratio (𝑟) between the olefin (𝐹𝑂𝐿) and the total feed 
(𝐹𝑂𝐿 + 𝐹𝑃𝐴) in standard volumetric flow 
𝑟(𝑡) = 𝐹𝑂𝐿(𝑡)/(𝐹𝑂𝐿(𝑡) + 𝐹𝑃𝐴(𝑡)) (3.3) 
 
the operability range of the splitter can be identified. In particular,  
 when 𝑟 ≈ 0 a negligible amount of olefin feed is fed to the column and 
the column setup is denoted as “functioning under saturated feed”.  
 On the other hand, when 0 < 𝑟 ≤ 0.5 olefins and paraffins are fed and 
the operation mode is named “functioning under mixed feed”. 
Usually, no feed ratio 𝑟 higher than 0.5 are observed. Table 3.2 shows the 
high variability of total feed composition, highlighting the growth of the 
butylenes content with the feed ratio 𝑟. Hence, the behavior of the column 
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under mixed feed setup can differs to considerable extent from the one 
observed when the saturated feed is provided. Therefore, from the 
perspective of this Thesis it can be concluded that the control and 
estimation problems are difficult for the butanes splitter, due to the 
important disturbances entering with the feed concentration variation. 
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3.3 The dynamic model  
 
Dynamic distillation models are widely used to satisfactorily predict the 
realistic performance of this essential operation and high-energy 
consumer. They are powerful tools for flexibly handling different 
processes and operations (e.g., close-loop response, start-up and shutdown 
procedures, etc.), since the developing of the computer-aided engineering 
branch (Forbus, 1988).  
The state of the art can be seen elsewhere (Gani et al., (1986), Luyben 
(1989)): here it suffices to mention that the main features and complexity 
of these models are mainly related to: 
(i) High order, which is due to the large set of ODEs that arises from the 
material (composition and holdup) and enthalpy balances on each tray. 
The number of each kind of balance equation increases with the number 
of trays, and with the number of component as well, since one equation 
per tray and component (all but one) is required. 
(ii) Strong nonlinearity, which is present because of the vapor-liquid 
equilibrium (VLE), which is described by a nonlinear function. 
(iii) Ill-conditioning or high directionality, since outputs are much more 
sensitive to certain combinations of inputs than to others (Skogestad and 
Morari, 1988). 
(iv) Stiffness, determined by the separation between large and small time 
constants related to slow and fast column dynamics (Tyreus et al., 1975).  
However, the degree of sophistication of the model depends on the aim 
for which is built: a detail model is required for simulation behavior and 
performance analysis, while a simplified (e.g., low order) one is suitable 
for online control and estimation purposes to avoid large computing time 
and costs. 
Here, the dynamic model for the butanes splitter is developed under the 
following assumption (Baratti et al., 1998): 
(i) To the end of this Thesis, the modeled components are the ones of 
Table 3.1. Pentanes, water and other feed contaminants are not included. 
In fact, they do no appreciable influence the global dynamic behavior of 
the column because of their negligible concentration. 
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(ii) Due to the similar thermodynamics behavior of the hydrocarbons fed 
to the column, energy balances can be neglected on each tray, and 
constant liquid and vapor flow rates for each column section are 
considered, with section changes due to feed and reflux subcooling only.  
(iii) The fast column dynamics are neglected, meaning that the tray 
volume hold ups are assumed to be constant. It is also assumed tight 
control of the hold ups or level measurement availability both for the 
reboiler and the condenser. Molar hold ups are updated on the bases of the 
composition at the tray. 
(iv) Linear pressure drop. 
(v) The reboiler is modeled as an ideal separation stage (partial reboiler), 
while the condenser is total. 
Thus, the detail 𝑁-stages, (𝐶 − 1)-components, open loop column 
dynamics (with 𝑁 = 57, 𝐶 = 7) for simulation purposes amount in the 
following material per-component balances (3.4 a-f):  
 
Concentrations 
 Reboiler (𝑖 = 1, 𝑗 = 𝜌1, … , 𝜌𝐶−1) 
?̇?1
𝑗 = [𝐿𝑆(𝑐2
𝑗 −  𝑐1
𝑗
) − 𝑉𝑠 𝜀1
𝑗(𝒄𝟏 )] 𝐻1⁄ ≔ 𝑓𝑖
𝑗(𝒄1, 𝒄2) (3.4a) 
 
 Generic stage i in the stripping section (𝑖 = 2, … , 𝑁𝐹−1, 𝑗 =
𝜌1, … , 𝜌𝐶−1) 
?̇?𝑖
𝑗 = [𝐿𝑆(𝑐𝑖+1
𝑗 −  𝑐𝑖
𝑗
) − 𝑉𝑠(𝜀(𝑐𝑖
𝑗
) − 𝜀(𝑐𝑖−1
𝑗
))] 𝐻𝑖⁄ ≔  
𝑓𝑖
𝑗(𝒄𝑖−1, 𝒄𝑖 , 𝒄𝑖+1) (3.4b) 
 
 Feed tray (𝑖 = 𝑁𝐹 , 𝑗 = 𝜌1, … , 𝜌𝐶−1) 
?̇?𝑁𝐹
𝑗 = [𝐿𝐸𝑐𝑖+1
𝑗 − 𝐿𝑆 𝑐𝑖
𝑗 − 𝑉𝐸𝜀(𝑐𝑖
𝑗) + 𝑉𝑠𝜀(𝑐𝑖−1
𝑗 ) + 𝐹 𝑐𝐹
𝑗] 𝐻𝑁𝐹⁄ ≔ 
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𝑓𝑁𝐹
𝑗 (𝒄𝑁𝐹−1, 𝒄𝑁𝐹 , 𝒄𝑁𝐹+1, 𝒄𝐹) (3.4c) 
 
 Generic stage i in the enrichment section (𝑖 = 𝑁𝐹 + 1, … , 𝑁 −
2, 𝑗 = 𝜌1, … , 𝜌𝐶−1) 
?̇?𝑖
𝑗 = [𝐿𝐸(𝑐𝑖+1
𝑗 −  𝑐𝑖
𝑗
) − 𝑉𝐸(𝜀(𝑐𝑖
𝑗) − 𝜀(𝑐𝑖−1
𝑗 ) )] 𝐻𝑖⁄ ≔ 
𝑓𝑖
𝑗(𝒄𝑖−1, 𝒄𝑖 , 𝒄𝑖+1) (3.4d) 
 
 Top tray (𝑖 = 𝑁 − 1, 𝑗 = 𝜌1, … , 𝜌𝐶−1) 
?̇?𝑁−1
𝑗 = [𝐿𝑇 𝑐𝑁
𝑗 − 𝐿𝐸  𝑐𝑁−1
𝑗 − 𝑉𝑇𝜀(𝑐𝑁−1
𝑗 ) + 𝑉𝐸𝜀(𝑐𝑁−2
𝑗 )] 𝐻𝑁−1⁄ ≔  
𝑓𝑁−1
𝑗 (𝒄𝑁−2, 𝒄𝑁−1, 𝒄𝑁) (3.4e) 
 
 Condenser (𝑖 = 𝑁, 𝑗 = 𝜌1, … , 𝜌𝐶−1) 
?̇?𝑁
𝑗 = [𝑉𝑇𝜀(𝑐𝑁−1
𝑗
) − (𝐷 + 𝐿𝑇)𝑐𝑁
𝑗 ] 𝐻𝑁⁄ ≔ 𝑓𝑁
𝑗(𝒄𝑁−1, 𝒄𝑁) (3.4f) 
 
Temperatures 
Temperatures are computed according to the implicit algebraic equation 
of bubble point function 𝛽𝑖  (𝑖 = 1, … , 𝑁) 
𝛽𝑖 =  ∑  𝑐𝑖
𝑗𝑃𝑠𝑖
𝑗
𝜌𝐶
𝑗=𝜌1
(𝑇𝑖) − 𝑃𝑖 = 0 (3.5) 
 
The thermodynamics (liquid-vapor equilibrium and bubble point 
functions) are set with the 5-parameter Wagner equation (Reid et al., 
1988). 
In the previous equations (3.4, 3.5) 
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𝑐𝑖
𝑗
 is the liquid mole fraction of the component 𝜌𝑗  at the stage 𝑆𝑖.  
𝜌𝑗   is the tag associated to the component 𝑗,  
𝝆 = [C3, IC4, IC4−, NC4−, C4 − T, C4 − C, NC4]𝑇.  
𝒄𝐹 = [ 𝑐𝐹
𝜌𝑖 , … ,  𝑐𝐹
𝜌𝐶]𝑇 is the composition vector at the feed stage.  
The state of the stage 𝑆𝑖 is described by (𝐶 − 1) concentrations of the 𝐶-
dimensional composition vectors 𝒄𝑖 = [ 𝑐𝑖
𝜌𝑖 , … ,  𝑐𝑖
𝜌𝐶]𝑇. 
The concentration 𝑐𝑖
𝜌𝐶 for 𝑖 = 1, … , 𝑁 of the 𝜌𝐶 component is uniquely 
determined by the mass conservation condition  
∑  𝑐𝑖
𝑗
𝐶
𝑗=1
= 1 (3.6) 
 
The NC4 is chosen as 𝜌𝐶 component because of its significant 
concentration all around the column. 
At the stage 𝑆𝑖: 𝑇𝑖 is the temperature, 𝑃𝑠𝑖
𝑗
 is the vapor pressure due to the 
component j. 𝑃𝑖  is the total pressure. 𝐻𝑖 is the molar holdup.  
Each vapor composition 𝜀(𝑐𝑖
𝑗,∗) in equilibrium with the corresponding 
liquid  𝑐𝑖
𝑗
 is given by the ideal liquid-vapor equilibrium equation: 
𝜀(𝑐𝑖
𝑗,∗) =  𝑐𝑖
𝑗 𝑃𝑠𝑖
𝑗(𝑇𝑖) 𝑃𝑖⁄  (3.7) 
 
The composition of the vapor living the stage 𝑖 for the component j is 
computed from the corresponding equilibrium value 𝜀(𝑐𝑖
𝑗) through the 
Murphree efficiency E as follows: 
𝐸 = (𝜀(𝑐𝑖
𝑗) − 𝜀(𝑐𝑖−1
𝑗 ))/(𝜀(𝑐𝑖
𝑗,∗) − 𝜀(𝑐𝑖−1
𝑗 )) (3.8) 
 
𝐿 and 𝑉 are the liquid and vapor molar flows along the column, and their 
subindices 𝑆, 𝐸, and 𝑇 stand for stripping section, enrichment section, and 
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top tray respectively. They are computed according to the following 
equations: 
𝐿𝑇 = 𝑅 
𝐿𝐸 = 𝐿𝑇 + ∆𝑉𝑅 
𝐿𝑆 = 𝐿𝐸 + 𝐹 + ∆𝑉𝐹 
𝑉𝑆 = 𝑉 
𝑉𝐸 = 𝑉𝑆 − ∆𝑉𝐹 
𝑉𝑇 = 𝑉𝐸 − ∆𝑉𝑅 
(3.9) 
 
𝐹 and 𝑅 are the feed and reflux molar flows. ∆𝑉𝐹 and ∆𝑉𝑅 are the molar 
flow variations due to feed and reflux subcoolings, given by the steady 
state energy balances at the feed and top tray: 
∆𝑉𝐹 = [𝐹𝑐𝑝,𝑁𝐹(𝑇𝑁𝐹 − 𝑇𝐹)]/𝜆𝜐,𝑁𝐹  
∆𝑉𝑅 = [𝑅𝑐𝑝,𝑁(𝑇𝑁 − 𝑇𝑅)]/𝜆𝜐,𝑁 
(3.10) 
 
𝑇𝐹  and 𝑇𝑅 are the feed and the reflux temperatures. The reflux temperature 
𝑇𝑅 is smaller than the equilibrium temperature at the condenser stage 𝑇𝑁 
due to the sub cooling. 𝑇𝑁𝐹 is the temperature of the mixture at the feed 
tray. 𝑐𝑝,𝑁𝐹  (or 𝑐𝑝,𝑁) and 𝜆𝜐,𝑁𝐹  (or 𝜆𝜐,𝑁) are respectively the heat capacity 
and heat of vaporization of the mixture at the feed stage 𝑁𝐹 (or at the 
condenser stage 𝑁). 
Input and disturbance flows entering the model are given in volumetric 
units. The volumetric flows are subsequently converted in mole units on 
the basis of the current composition. 
The physical properties of the multicomponent mixtures (density, specific 
heat, heat of vaporization) are calculated according to the rules in Reid et 
al., (1988). 
 
Compact notation 
In compact notation the model of the column (3.4, 3.5) is denoted by 
?̇?𝒑 = 𝒇𝒑(𝒙𝒑, 𝑢, 𝒅), 𝒙𝒑(0) = 𝒙𝒑𝟎 (3.11a) 
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𝒚 = 𝒉(𝒙𝒑) (3.11b) 
where 
𝒙𝒑 = [𝒄𝟏
𝑻, … , 𝒄𝑵
𝑻 ]𝑻 is the state vector of dimension 𝑑𝑖𝑚(𝒙𝒑) = 𝑛𝑝 =
𝑁(𝐶 − 1) = 342 
𝑢 = 𝑉𝑆, 𝒅 = [𝐹, 𝒄𝐹
𝑇]𝑇, 𝒚 = 𝑻𝒔 are respectively, the input, the exogenous 
disturbance and the output.  
𝑻𝒔 = [𝑇𝑆1, … , 𝑇𝑆𝑚 ]
𝑇
  is the vector of temperature measurements of 
dimension 𝑑𝑖𝑚(𝑻𝒔) = 𝑚. 
𝒉 = [𝛽𝑆1(𝒄1), … , 𝛽𝑆𝑚(𝒄𝑚) ]
𝑇
 is the output map, and 𝛽 is the bubble point 
function. 
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3.4 Model validation 
 
The model validation is done on the bases of flow rate and concentration 
measurements provided by the Sarlux Refinery. Setting according the feed 
(40 m3/h) and reflux (245 m3/h) flows, and the feed ratio 𝑟 = 0.3 as model 
input, the reboiler duty is adjusted (39 GJ/h) to meet the distillate IC4 
(0.818) and NC4 (0.044) molar concentration. Consequently, a distillate 
flow rate of 19.15 m3/h and a control tray temperature (stage 49) of 81.7 
°C are calculated against the 17.5 m3/h and 80.1 °C of the measured one. 
Considering errors: 
(i) affecting flow rate and composition as well as temperature plant 
measurements due to the inherent accuracy, precision and reliability 
of the sensors; 
(ii) introduced by the physical properties evaluation methods in the 
mathematical model; 
(iii) deriving by the simplified thermodynamic model of the VLE 
the expected uncertainty band of the calculated output is bigger than the 
gap between the calculated and measured values. Thus, the model is 
considered appropriate for the ends of this Thesis. 
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3.5 Separation features 
 
3.5.1 Steady state composition and temperature profiles 
The separation is firstly studied through numerical simulation at the 
steady state under different operating modes according to the model (3.4-
3.5).  
 
 
r = 0 r = 0.15 r = 0.30 
D B D B D B 
C3 0.0964 ≈ 0.00 0.0804 ≈ 0.00 0.0661 ≈ 0.00 
IC4 0.8853 0.2665 0.8656 0.209 0.8395 0.1565 
IC4- ≈ 0.00 ≈ 0.00 0.0177 0.0217 0.0388 0.0408 
NC4- ≈ 0.00 ≈ 0.00 0.0147 0.0246 0.0322 0.0469 
NC4 0.02 0.7335 0.02 0.6755 0.02 0.6191 
C4-T ≈ 0.00 ≈ 0.00 0.0014 0.0407 0.003 0.0804 
C4-C ≈ 0.00 ≈ 0.00 0.0002 0.0284 0.0003 0.0563 
Duty 
kJ/h 
2.16 E +07 2.36 E +07 2.56 E +07 
T 49 67.64 68.03 68.43 
 
Table 3.3: Hydrocarbons and their concentrations in the distillate 𝐷 and bottom 
𝐵 flows for different values of the feed ratio 𝑟. 
 
The outlet steady state compositions (Distillate D, and Bottom B) are 
listed in Table 3.3 for different values of the ratio r. Composition results 
were obtained setting the distillate NC4 concentration equal to 0.02 
molfrac, the total feed flow rate equal to 50 std m3/h and the distillate flow 
rate equal to 20 std m3/h. Table 3.3 also shows the duty and the 
temperature of the pilot tray (stage 49), underlining their proportional 
relationship with the feed ratio r. 
The steady state composition and temperature profiles as well as the 
stage-to-stage temperature gradients are presented in the graphs that 
follows, in case of saturated feed setup (r = 0) (Fig. 3.2), and mixed feed 
regime (r = 0.3) (Fig. 3.3). 
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Figure 3.2: Steady state composition (a), temperature profile (b), and stage-to-
stage temperature gradient (c) for the saturated feed setup. 
 
Figures show that:  
(i) the IC4 and NC4 are the components in larger amount and with the 
larger stage-to-stage changes;  
(ii) in both cases (Figs. 3.2.a and 3.3.a) no high purity separation occurs 
between the key components (IC4 and NC4);  
(iii) although for the saturated feed mode the global butylenes 
composition is negligible through the column, in case of mixed feed setup 
the concentration becomes important;  
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Figure 3.3: Steady state composition (a), temperature profile (b), and stage-to-
stage temperature gradient (c) for the mixed feed setup. 
 
 (v) under the mixed feed setup the column has a non-binary behavior. 
Thus, the gap among the column modes makes difficult the control and 
estimation task.  
Moreover, in the light of our control and estimation problem through 
temperature measurements, important information can be derived from 
Figs. 3.2b,c and 3.3b,c:  
(vi) the temperature profile is flat in the rectifying section (Figs. 3.2.b and 
3.3.b);  
(vii) the slope of the temperature profile grows in the enrichment section 
(Figs. 3.2.b and 3.3.b).  
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(vii) the global temperature gradient remains very low (smaller than 0.5 
°C in the internal trays) all around the column (Figs. 3.2.c and 3.3.c).  
This in turn signifies low input-output sensitivity implying high control 
efforts and possible estimation errors.  
 
3.5.2 Characteristic times 
Dynamic simulations are employed to identify the characteristic time 𝜏𝑃 of 
the temperature at the control tray (stage 49). 
Given the total feed flow rate equal to 50 std m3/h and the distillate flow 
rate equal to 21 std m3/h and applying a step change to the reboiler duty, 
the characteristic times 𝜏𝑃 of the temperature at the measurement stage 
computed for the feed ratios 𝑟 =  [0, 0.25, 0.45] are listed in Table 3.4, 
accompanied by the distillate key component concentration. 
 
 
r = 0 r = 0.25 r = 0.45 
𝝉𝑷 [h] 0.501 0.487 0.431 
Distillate 
composition 
[molfrac] 
IC4 
NC4 
0.906 
1.41 E-2 
0.846 
2.10 E-2 
0.755 
3.29E-2 
 
Table 3.4: Characteristic times of the temperature at the measurement stage 
(stage 49) for different values of the feed ratio 𝑟. 
 
Table 3.4 shows that the control tray manifests a weakly increase of the 
speed response with the growth of the feed ratio, due to the under-
purification of the overhead product. 
Being our final goal the development of control and estimation systems 
for the industrial column, the actual time-varying behavior is studied in 
the next Sections trough industrial data provided by the Sarlux Refinery.   
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3.6 Experimental data 
 
In that follows three sets of experimental data collected from the plant’s 
distributed control system (DCS) are discussed, with the aim  
 to evaluate the actual close-loop performance of the butanes splitter; 
 to display the main disturbances entering in the column, which (i) will 
be employed to control design purposes (Chapter 5), and (ii) will drive 
the dynamic (complete or simplify) model of the column for estimation 
and control implementation (Chapter 4 and 5); 
 to display the behavior of the temperature measurement employed for 
estimation implementation. 
Data are referred to the continuous intervals of time 
(i) March, from 22th to 24th, 2012,  
(ii) October, from 22th to 25th, 2012, 
(iii) March, from 22th to 27th, 2012. 
Data include  
 material flows (total and olefin feed, reflux, distillate flow rates, and 
feed ratio); 
 level of the condenser drum; 
 temperature measurement at the pilot tray;  
 NC4 composition in the distillate (15 minutes delayed). 
No feed concentration assays are available. 
Material flows and condenser level measurements will be employed as 
disturbances (i) in the complete dynamic model (3.4 and 3.5) of the 
column for control testing, and (ii) in a simplify dynamic model of the 
column (to be design) for estimation implementation. Temperatures will 
drive the composition observer. Composition data will be used to justify a 
control scheme upgrade, and for estimator functioning assessment but not 
for estimator implementation.  
A summary of the employment of the data sets along the Chapters of the 
Thesis is given in Table 3.5. 
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Data set Chapter Aim 
1 
3 
4 
Close loop performance evaluation 
Estimator testing 
2 
3 
4  
6 
Close loop performance evaluation 
Estimator testing  
Controller derivation and assessment, 
3 
3 
4 
Close loop performance evaluation 
Estimator testing 
 
Table 3.5: Data sets and their employment in the next Chapters of the Thesis. 
 
5.6.1 Data set 1. Saturated feed setup 
The data set 1 includes industrial column data on the saturated feed 
regime (feed ratio 𝑟 = 0, as shown in Fig. 3.4c) for a time interval of 
about 65 hours (March, from 22th to 24th, 2012), and 1 minute as sample 
time. Fig. 3.4 shows: (i) total (3.4a) feed flow rate, olefin (3.4b) feed flow 
rate, (ii) reflux (3.4d), and (iii) distillate (3.4e) flow rates, and the level of 
the condenser drum (3.4f). The temperature measurement at stage 49 is 
shown in Fig. 3.4g. The delayed distillate NC4 experimental concentration 
data are presented in Fig. 3.5. 
It must be pointed out that in the considered time interval the column was 
operating in condition of low feed flow, compared with the design value 
(50 std m3h-1) with consequently very high (i) reflux flow to guarantee the 
hydraulic operation of the tray, and (ii) energy consumption.  
The closed loop performance of the temperature controller that expects to 
indirectly regulate the key impurity (NC4) concentration in the distillate 
can be evaluated considering mean and standard deviation of the 
concentration measurement in the considered time interval. With a mean 
value of 0.041 molfrac and a huge standard deviation of 0.0117 the 
regulation is poor. Moreover, the important fluctuations of the 
temperature at the control tray highlight a poor feedback control action 
that can be due to the controller structure (temperature sensor location) 
and tuning or inefficiency of the control valve operation. 
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Figure 3.4: Data set 1. Saturated feed setup. Input-output industrial data. 
 
Figure 3.5: Data set 1. Saturated feed setup. Chromatographic measurements of 
the NC4 distillate molar fraction. 
 
5.6.2 Data set 2: Mixed feed setup  
The data set 2 includes the industrial column data on the mixed feed 
regime for a time interval of about 100 hours (October, from 22th to 25th, 
2012), and sample time 2 minutes. Fig. 3.6 shows: (i) total (3.6.a) feed 
flow rate, olefin (3.6.b) feed flow rate, (ii) reflux (3.6.d), and (iii) distillate 
(3.6.e) flow rates, and the level of the condenser drum (3.6.f). 
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Figure 3.6: Data set 2. Mixed feed setup. Input-output industrial data. 
 
In the considered interval, the feed ratio r (Fig. 3.6.c) manifests variations 
between ≈ 0.2 and ≈ 0.4. Sporadic fluctuations with the value of 0.5 are 
observed indicating a severe quantity of butylenes fed to the column. The 
temperature measurement at stage 49 is shown in Fig. 3.6g. The distillate 
NC4 experimental concentration data are presented in Fig. 3.7. 
Compared with the previous case, the columns is fed with double of flow 
rate (≈50 std m3h-1 vs ≈25 std m3h-1, which means +100%), but the reflux 
only increases to the ≈25%, meaning a lower energy requirement per unit 
of feed flow processed. 
The performance of the feedback controller acting in the butanes splitter is 
positively influenced by the nominal hydraulic regime under which the 
column is operating. Indeed, at the nominal condition the efficiency of the 
control action increases and the regulation (around the mean value of 
0.027 molfrac of NC4 in the overhead product) manifests less fluctuations 
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(standard deviation equal to 0.0075). Moreover, the alternative over- and 
under-purification periods suggest high energy consuming. 
 
Figure 3.7: Data set 2. Mixed feed setup. Chromatographic measurements of the 
NC4 distillate molar fraction. 
 
5.6.3 Data set 3: Transition between setups 
The data set 3 consists in industrial data related to a transition between the 
saturated to the mixed feed mode in a the time interval of about 140 hours, 
between March the 22th to March the 27th , 2012, and 1 minute as sample 
time. In practice, an extension of the Data set 1 is considered, when in the 
first 75 hours the column was fed with the saturated feed, (feed ratio 𝑟 =
0 in Fig. 3.8.c). After that, a step change in the olefin feed was provided 
(Fig. 3.8b) and the setup was changed in mixed feed mode with feed ratio 
r in the range between 0.2 and 0.4 with sporadic high and low peaks. Fig.. 
3.8 shows: (i) total (3.8a) feed flow rate, olefin (3.8b) feed flow rate, (ii) 
reflux (3.8d), and (iii) distillate (3.8e) flow rates, and the level of the 
condenser drum (3.8f).. 3.8e shows the temperature measurement at stage 
49. The distillate NC4 experimental concentration data are presented in 
Fig. 3.9. 
The transition between the regimes is characterized by poor regulatory 
performance with over-purification of the distillate, and a reduction of the 
mean temperature at the control tray. Meantime, the distillate flow rate 
manifests a high pick, while the reflux flow rate and the drum level have a 
gradually increase. The sensor of the level in the condenser drum reaches 
the saturation value, probably due to sensor failure rather than an effective 
fill up of the vessel. 
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Figure 3.8: Data set 3. Transition between feed setups. Input-output industrial 
data. 
 
Figure 3.9: Data set 3. Transition between feed setups. Industrial data for 
estimator functioning assessment: NC4 distillate molar fraction. 
 
42 Chapter 3. The industrial butanes splitter 
 
3.7 Conclusion of the Chapter 
 
This Chapter has dealt the industrial multicomponent distillation case 
study, in the understanding that the control and estimation techniques will 
be tested on it, but they can be applied to any distillation columns (without 
side streams). 
The column consists in a IC4-NC4 splitter subjected to two operating 
modes on the basis of the butylenes content of the feed. After a brief 
description of the industrial context where the unit is located and its links 
with the rest of the plant, the dynamic rigorous and first-principle model 
for separation simulation is derived under standard assumption. The 
model validation is done on the bases of industrial measurements. With 
emphasis to the final goal of this Thesis, the model is employed for the 
analysis of the column composition and temperature profiles and 
gradients, diagnosing low input-output sensitivity, which means low 
controllability and detectability features. 
Then, three data sets referred to the different modes of the column are 
analyzed for process understanding purposes and off-line closed loop 
performance evaluation. From the analysis of the industrial operating 
conditions emerges that the actual PI temperature controller has poor 
performance, implying over and under-purification periods of the 
distillate, with considerable energy consuming. 
These final considerations lead (in the next Chapters)  
(i) to design a composition observer for online monitoring the separation;  
(ii) to investigate a more appropriate control scheme for composition 
regulation. 
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Chapter 4 
 
Composition estimator design 
 
This Chapter introduces the design and implementation of a model-based 
passive composition estimator driven by temperature measurements for 
multicomponent distillation columns. The final goal is the online 
monitoring of the column products quality. 
The design of a passive estimator consists in the structure and algorithm 
selection. The structure design involves decisions on the temperature 
sensor location–innovated component pair, and the set of modeled 
components in the (possibly simplified) estimation model. The algorithm 
is the dynamic data processor that performs the estimation task. 
In this Chapter, the structure design is based on qualitatively old 
(detectability argument (Tronci et al., 2005), dynamic difference equation 
(Fernandez et al., 2012) and per-component temperature gradient (Frau, 
2011) analysis) and quantitatively new ideas (detectability measures and 
conditions). The algorithm chosen is the Geometric Estimator (GE) 
(Alvarez, 2000), in the understanding that the estimation functioning 
mainly depends on the structure and not on the algorithm. Finally, the 
designed estimator is tested with industrial data leading good estimation 
results, and to windows of the online functioning of the implemented 
estimator at the Sarlux Refinery are presented. 
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4.1 Estimation objective and specifications 
 
Modern industries are evolving toward an efficient economic resources 
management in terms of purity quality, production rate, automation of 
equipment and energy consumption. A prime requirement for achieving 
these objectives relies on efficient monitoring tools for supervising the 
process, as well as assisting the design of advanced control strategies. The 
availability of real-time measurements of important variables 
(composition and other indicators of product quality) is, thus, essential. 
From the perspective of the multicomponent distillation columns, a 
indicator of the goodness of the separation could be the key impurity 
concentration in the effluent of interest. So, the online monitoring of such 
concentration represents a profit. Due to high investment and maintenance 
costs as well as equipment reliability, the monitoring problem cannot be 
solved with hardware composition analyzers. This motivates the 
development of composition estimators that, driven by temperature 
measurements and the model of the process, are able to online infer the 
key impurity composition.  
The specifications for the online estimation problem of industrial 
multicomponent distillation columns are the guarantee of functioning 
under the multi-modes of the units, and the low computational effort that 
signifies a low number of ODEs to be online integrated, in agreement to 
the plant computational power. Due to the low extrapolation capability, 
the first problem cannot be efficiently addressed with data-driven 
observers (Kano et al., 2000; Corona et al., 2012). This motivates the 
choice of model-based estimators that do not need training data sets. 
Unfortunately, the most employed model-based observer for nonlinear 
systems such as distillation columns, the Extended Kalman Filter (EKF) 
(Kalman, 1960), requires full observability of the model of the system and 
a number of ODEs to be online integrated that quadratically growths with 
the number of the states. For this reasons, the estimation problem of 
multicomponent distillation columns has been considered intractable with 
the model-based estimation approach for long time. The proof of this fact 
is the low number of work found in literature about the issue. Only 
recently, the dimensionality problem has been successful overcome by 
Tronci at al. (2005), Fernandez (2007), Pulis (2007) and Alvarez and 
Fernandez (2009) with robust detectability arguments. 
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Among the specifications, the problem of the estimation design for 
existing columns must be mentioned. Indeed, when an observer is built for 
an existing unit, the use of the column temperature sensors (if well 
located) should be preferred because a tradeoff between the cost of adding 
sensors and the benefit related to the performance improvement must be 
reached.  
Specifically, the estimation objective for the butanes splitter is the online 
estimation of the distillate key impurity (NC4) concentration. The 
estimator should be driven by the available temperature measurements at 
the stage 49 (see Chapter 3), and good performance should be guaranteed 
under the operating modes (saturated and mixed feed) of the column. 
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4.2 Adjustable-structure design 
 
In this section the column estimation problem is casted as an estimation 
structure design problem for staged systems (Fernandez et al., 2012), in 
the understanding that the estimation functioning mainly depends on the 
structure and not on the algorithm. 
Differently from the binary case, in multicomponent distillation columns 
the relationship between composition and temperature of a mixture in a 
tray is not biunivocal, meaning that the only knowledge of the temperature 
is not enough to find the corresponding composition. Thus, to obtain the 
best estimation performance a key step is the structure design. 
The structure design involves decisions on the temperature sensor 
location–innovated component pair, and the set of modeled components in 
the (possibly simplified) estimation model. To this end, practical structure 
selection guidelines are drawn from detectability considerations in the 
light of: (i) the per-component temperature gradient (PCTG) diagram 
(Frau, 2011; Frau et al., 2010) and, the (ii) dynamic difference equation 
(DDE) analysis, respectively derived for sensor location in 
multicomponent and binary columns. Moreover, in this Chapter new 
sensitivity-like measurements are introduced allowing the systematic 
reading of PCTG diagram, and formalizing the empirical-like structure 
selection criteria suggested by Frau (2011). 
 
4.2.1 Full order and passive innovation 
As mentioned in the specifications of the estimation problem, the most 
employed observer in process engineering, the EKF, requires a huge 
number of ODEs to be online integrated due to the full order innovation 
mechanism. Thus, in this subsection the dimensionality problem of 
model-based observers for multicomponent distillation column is 
addressed on the bases of detectability arguments (Alvarez, 1996). 
Let us recall the model of the system in compact notation (3.11) derived in 
Chapter 3: 
?̇?𝒑 = 𝒇𝒑(𝒙𝒑, 𝒖, 𝒅),  𝒙𝒑(0) = 𝒙𝒑𝟎 (4.1a) 
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𝒚 = 𝒉(𝒙𝒑) (4.1b) 
𝑑𝑖𝑚(𝒙𝒑) = 𝑛𝑝 = 𝑁(𝐶 − 1), 𝑑𝑖𝑚(𝒚) = 𝑚, 𝑑𝑖𝑚(𝒖) = 𝑝 
 
where 
𝒙𝒑 = [𝒄𝟏
𝑇 , … , 𝒄𝑵
𝑇 ]𝑇 is the state vector. 𝒖, 𝒅, 𝒚 = 𝑻𝒔 are respectively, the 
input, the exogenous disturbance and the output. 𝑻𝒔 = [𝑇𝑆1, … , 𝑇𝑆𝑚 ]
𝑇
  is 
the 𝑚-dimensional vector of temperature measurements. 𝒉 =
[𝛽𝑆1(𝒄1), … , 𝛽𝑆𝑚(𝒄𝑚) ]
𝑇
 is the output map, and 𝛽 is the bubble point 
function. 𝑁 and 𝐶 are respectively the number of stages and components. 
 
Observability 
As introduced in the previous Subsection, the most employed model based 
observer in process engineering is the Extended Kalman Filter (EKF) with 
full order innovation. However, full order observers present the 
disadvantage that the complete observability is required.  
The observability is the property of the model to reconstruct at each time 
the unmeasured state (compositions) vector 𝒙𝒑 through the measured 
signals (temperatures 𝒚 and inputs 𝒖) and their time derivatives: 
𝚼(𝑡) = [𝑦1, … , 𝑦1
𝜅1−1; … ; 𝑦𝑚, … , 𝑦𝑚
𝜅𝑚−1]𝑇, 𝜅 = 𝜅1 + ⋯ + 𝜅𝑚 = 𝑛𝑝 
𝐔(𝑡) = [𝑢1, … , 𝑢1
𝜐1−1; … ; 𝑢𝑝, … , 𝑢𝑝
𝜈𝑝−1]𝑇, 𝜈 = 𝜈1 + ⋯ + 𝜈𝑝 = 𝜈 > 𝑝 
 
The observability of nonlinear systems can be evaluated through the 
nonlinear observability map 𝝓(𝒙𝒑, 𝑼) (Alvarez and Fernandez, 2009), 
based on the notion of instantaneous observability (Hermann and Krener, 
1977) 
𝝓(𝒙𝒑, 𝑼) = [𝝓1
𝑇 , … , 𝝓𝑚
𝑇  ]𝑇 (4.2) 
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𝝓𝑖 = (ℎ𝑖, … , 𝐿𝑓
𝜅𝑖−1ℎ𝑖)
𝑇
  𝐿𝑓
𝑗+1ℎ𝑖 = 𝐿𝑓
𝑗 (𝐿𝑓
𝑗 ℎ𝑖),  
𝐿𝑓
𝑗 = 𝜕𝒙𝒑ℎ𝑖 + 𝜕𝑡ℎ𝑖,  𝐿𝑓
0ℎ𝑖 = ℎ𝑖,  
 
where 𝐿𝑓
𝑗 ℎ𝑖 are the 𝑗th Lie derivatives of ℎ𝑖 along 𝒇𝒑, 𝜅 𝑖 is the 
observability index of the 𝑖th output and 𝜅  is the estimator order. 
According to Alvarez and Fernandez (2009), the motion 𝒙𝒑 is robustly 
exponential observable if there exists 𝑚 observability indexes 𝜅𝑖 such that 
the map 𝝓(𝒙𝒑, 𝑼) is robustly invertible with respect to 𝒙𝒑, or in other 
words, the map 𝝓(𝒙𝒑, 𝑼) is 𝒙𝒑-antitonic, in agreement to the (robust) 
observability condition (4.3). 
𝑎𝑏𝑠(𝑠𝑂
−1) ≤ 𝜀𝑂 (4.3) 
 
where 𝑠𝑂 is the smallest singular value of the matrix 𝑶(𝒙𝒑, 𝑢): 
𝑶(𝒙𝒑, 𝑢) ≈ 𝜴(𝒙𝒑, 𝑼), 𝜴(𝒙𝒑, 𝑼) = 𝜕𝒙𝒑𝝓(𝒙𝒑, 𝑼) 
The nonlinear map 𝜴(𝒙𝒑, 𝑢) is named exponential observability matrix, 
and the nonlinear map 𝑶(𝒙𝒑, 𝑢) is its input derivative-independent 
approximation. 
If the abovementioned condition is met the system (4.4) 
𝚼(𝑡) = 𝝓(𝒙𝒑, 𝑼), (4.4) 
 
consists in 𝜅 = 𝑛𝑝 independent equations and admits the solution (4.5) for 
the observable unmeasured states 𝒙𝒑 according to the robust inverse 𝝓
−𝟏 
of the nonlinear map 𝝓(𝒙𝒑, 𝑼), the output signals (temperatures) and their 
derivatives 𝚼(𝑡): 
𝒙𝒑 =  𝝓
−𝟏(𝚼, 𝑼) (4.5) 
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Detectability 
This high-order (𝜅 = 𝑛𝑝) structure can be detrimental for the robustness 
of the estimator, making the application of full order observer impractical. 
It is especially true for staged systems such as multicomponent distillation 
columns where the number of measurements is usually much smaller than 
the number of states to be estimates. Actually, because the use of time 
derivatives with an order 𝜅𝑖 greater than two should be avoided, the 
development of passive observers with single innovation per sensor (𝜅𝑖 =
1) is a very challenging task. Indeed, passive observers are inherent robust 
and allows dramatically decreasing the number of ODEs to be online 
integrated. 
The idea of a reduced-order (passive) observer based on partial 
observability (detectability) arguments is the estimation of a single state 
(𝑥𝜄𝑖) per output signal (𝑦𝑖), and the calculation of the remaining states 
(𝒙𝝊) in open loop mode, that is, through the dynamic model. Thus, the 
state vector 𝒙𝒑 is partitioned in the innovated 𝒙𝜾 and non-innovated 𝒙𝝊 
states: 
𝒙𝒑 = [𝒙𝜾, 𝒙𝝊] (4.6) 
𝒙𝜾 = [𝑥𝜄1, … , 𝑥𝜄𝑚]
𝑇 
 
The detectability of nonlinear systems is evaluated through the nonlinear 
detectability map 𝝋(𝒙𝒑, 𝑢) (Tronci et al., 2005; Pulis, 2007) 
𝝋(𝒙𝜾, 𝒙𝝊, 𝑢) = [ℎ1, … , ℎ𝑚 ]
𝑇 (4.7) 
𝜅𝑖 = 1, 𝜅 = 𝜅1 + ⋯ + 𝜅𝑚 = 𝑚 
 
Where 𝜅 𝑖 = 1 denotes that a single innovation per sensor is consedered, 
thus the estimator order 𝜅 is equal to the number of the output signals.  
According to Pulis (2007), and Alvarez and Fernandez (2009), the motion 
of the states subset 𝒙𝜾 is robustly exponential detectable if the map 
𝝋(𝒙𝜾, 𝒙𝝊, 𝑢) is robustly invertible with respect to 𝒙𝜾, or in other words, the 
map 𝝋(𝒙𝜾, 𝒙𝝊, 𝑢) is 𝒙𝜾-antitonic, in agreement to the detectability 
condition (4.8) (𝑑: diagonal). 
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𝑎𝑏𝑠(𝜓𝑖) ≥ 𝜀𝜓 (4.8) 
𝜓𝑖 = 𝜕ℎ𝑖(𝒙𝜾, 𝒙𝝊, 𝑢)/𝜕𝑥𝜄𝑖, 𝜳(𝒙𝜾, 𝒙𝝊, 𝑢) = 𝑑(𝜓1, … , 𝜓𝑚) 
 
where the nonlinear map 𝜳(𝒙𝜾, 𝒙𝝊, 𝑢) is named exponential detectability 
matrix. 
If the abovementioned condition is met the system (4.9) 
𝒚 = 𝝋(𝒙𝜾, 𝒙𝝊, 𝑢) (4.9) 
 
consists in 𝜅 = 𝑚 equations and admits the solution (4.10a) for the 
innovated states 𝒙𝜾 according to the robust inverse 𝝋
−𝟏 of the nonlinear 
map 𝝋(𝒙𝜾, 𝒙𝝊, 𝑢) and the output signals (temperatures), while the non-
innovated states 𝒙𝝊 are calculated in open loop mode through (4.10b) 
𝒙𝜾 =  𝝋
−𝟏(𝒚, 𝒙𝝊, 𝑢) (4.10a) 
?̇?𝝊 = 𝒇𝝊(𝝋
−𝟏(𝒚, 𝒙𝝊, 𝑢),  𝒙𝝊, 𝑢, 𝒅), 𝒙𝝊(0) = 𝒙𝝊𝟎 (4.10b) 
 
4.2.2 Structure design for multicomponent distillation columns 
The application of the detectability arguments to the multicomponent 
distillation case leads to the (robust) detectability condition (4.11) 
𝑎𝑏𝑠(𝜓𝑖) ≥ 𝜀𝜓 (4.11) 
𝜓𝑖 = 𝜕𝛽𝑆𝑖(𝑐𝜄, 𝑐𝜐)/𝜕𝑐𝜄𝑖,  
 
where 𝒄𝜾 is the vector of the innovated component concentration with 
dimension 𝑑𝑖𝑚(𝒄𝜾) = 𝑑𝑖𝑚(𝒚) = 𝑚, 𝒄𝝊 is the vector of the non-innovated 
component concentrations with dimension 𝑑𝑖𝑚(𝒄𝝊) = 𝑛𝑝 − 𝑚, and 𝜷𝑆 =
[𝛽𝑆1, … , 𝛽𝑆𝑚 ]
𝑇
 is the bubble point function at the measurement stages.  
Practically speaking the detectability condition (4.11) is verifie when, at 
the measurement stage, changes in the innovated component 
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concentration manifest in appreciable variations of the temperature. 
Consequently, the concentration of the innovated component can be 
calculated by means of the inverse of the output map (4.1b) according to 
(4.12)  
𝒄𝜾 =  𝒉
−𝟏(𝒚, 𝒄𝝊) (4.12) 
 
The choice of the sensors location, the corresponding innovated 
component, and the set of modeled components in the (possibly 
simplified) estimation model is the matter of the estimation structure 
design.  
In the case of the butanes splitter, a single temperature measurement in the 
enrichment section is available. Therefore, the structure research will be 
circumscribed: among all possible estimation structures we will focus the 
attention in the single-sensor estimation problem, in the understanding 
that (i) the addition of well-located measurements allows to improve the 
transient behavior but not the steady state offset (Frau, 2011), and (ii) that 
two sensor in the section of interest are in general sufficient to obtain the 
best performance (Frau, 2011), (iii) in the industrial practice the cost of 
adding sensor must be compared with the performance benefit in order to 
evaluated the best compromise. 
The robust detectability structure σ for the model-based passive observer 
to be design is defined as  
𝜎 = {𝑆𝜄,  𝜌𝑀𝜄, 𝜇} 𝜖 Σ𝑑 ,  𝑆𝜄 𝜖 𝑆 = {𝑆1, … , 𝑆𝑚}, 
(4.13) 
𝜌𝑀𝜄 𝜖 𝜇 = {𝜌𝑀,1, … , 𝜌𝑀,𝑛𝑐𝑚} 
 
The structure 𝜎 identifies, among the m temperature sensor locations, the 
innovated stage 𝑆𝜄 which denotes the single sensor location for our 
estimation purposes. 𝜌𝑀𝜄 is the innovated component, 𝜇 is the set of 
components in the estimation model. Due to the high order of the rigorous 
model (3.4) of the system, the possibility to reduce the number of modeled 
components (𝑛𝑐𝑚) in the estimation model should be considered, in order 
to meet the computational costs specification of the distributed control 
system (DCS). Σ𝑑 is the complete set of possible structures with the 
peculiar property to correct only a subset of the observable states (the 
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innovated component 𝜌𝑀𝜄 at the innovated stage 𝑆𝜄), that is to set an 
estimator degree κ equal to one, since only one temperature measurement 
will be employed, according to the sensors availability of the butanes 
splitter. 
The robust detectability structure 𝜎 must guarantee the robust detectability 
condition (4.14), which is the single-sensor counterpart of (4.11)  
𝑎𝑏𝑠 (𝜕𝑐𝜄  𝛽𝑆𝜄 (𝒄𝑴𝑆𝜄)) ≥ 𝜀𝐷 
(4.14) 
 
where 𝑐𝜄 is the concentration of the innovated component 𝜌𝑀𝜄, and 𝒄𝑴𝑆𝜄 =
[𝑐𝑆𝜄
1 , … , 𝑐𝑆𝜄
𝑛𝑐𝑚]𝑇 is the composition of the modeled mixture at the stage 𝑆𝜄. 
If (4.14) is verified, the bubble point function 𝛽𝑆𝜄 at stage 𝑆𝜄 is robustly 
solvable for 𝑐𝜄. Consequently the concentration of the innovated 
component at the innovated stage can be calculated from the temperature 
measurement in that stage solving the output map 𝑦𝑆𝜄 = ℎ𝑆𝜄(𝒄𝑴𝑆𝜄) for the 
concentration 𝑐𝜄. 
The associated set of detectable estimation models (one per structure σ) is 
given by 
𝑐?̇? = 𝑓𝜄(𝑐𝜄,  𝒄𝝊, 𝑢, 𝑑), 𝑐𝜄(0) = 𝑐𝜄0 (4.15a) 
𝒄?̇? = 𝒇𝝊(𝑐𝜄,  𝒄𝝊, 𝑢, 𝑑), 𝒄𝝊(0) = 𝒄𝝊𝟎 (4.15b) 
𝑦𝑆𝜄 = ℎ𝑆𝜄(𝒄𝑴𝑆𝜄) (4.15c) 
𝒄𝑴𝑆𝜄 = [𝑐𝜄, 𝒄𝝊,𝑆𝜄], 𝑑𝑖𝑚 (𝒄𝑴𝑆𝜄) = 𝑛𝑐𝑚 
𝒄 = [𝑐𝜄, 𝒄𝝊],  𝑑𝑖𝑚(𝒄) = 𝑁 ∙ 𝑛𝑐𝑚 =  𝑛𝑚 ≤ 𝑛𝑝   
𝑑𝑖𝑚(𝑐𝜄) = 𝑑𝑖𝑚(𝑦𝑆𝜄) = 1 
𝑑𝑖𝑚(𝒄𝝊) = 𝑑𝑖𝑚(𝒄) − 1 = 𝑛𝑚 − 1 
𝑑𝑖𝑚(𝒄𝝊,𝑆𝜄) = 𝑑𝑖𝑚 (𝒄𝑴𝑆𝜄) − 1 = 𝑛𝑐𝑚 − 1 
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The corresponding indistinguishable (kind of unobservable) stable 
dynamics are given by  
𝑐𝜄 = ℎ𝑆𝜄
−1(𝒄𝝊, 𝑦𝑆𝜄) (4.15d) 
𝒄?̇? = 𝒇𝝊(ℎ𝑆𝜄
−1(𝒄𝝊, 𝑦𝑆𝜄), 𝒄𝝊, 𝑢, 𝑑) 
 
where ℎ𝑆𝜄
−1
 denotes the robust solution by virtue of the detectability 
condition (4.14) for the innovated state 𝑐𝜄 of the algebraic output equation. 
From the stability of the 𝑛𝑚  –dimensional column model and the robust 
invertibility of the output map, the stability of the indistinguishable 
dynamics follows. 
 
4.2.3 Estimation algorithm 
Remembering that the performance of the passive observer does not 
depend on the algorithm (Frau, 2011), and assuming that the robust 
detectability condition is adequately met with the structure 𝜎 (4.13), the 
corresponding (possibly truncated in terms of modeled components) 
model-based single-sensor robustly convergent Passive Geometric 
Estimator (GE) is given (Tronci et al., 2005; Fernandez, 2007; Pulis, 
2007; Álvarez and Fernandéz, 2009; Frau, 2011): 
𝑐?̂̇? = 𝑓𝜄(?̂?𝜄,  ?̂?𝝊, 𝑢, 𝒅) + 𝑔 (?̂?𝑴𝑆𝜄) [ 2𝜉𝜔 (𝑦𝑆𝜄 − ℎ𝑆𝜄 (?̂?𝑴𝑆𝜄)) + 𝜄 ̂] 
(4.16a) 
𝜄 ̇̂ = 𝜔2[ 𝑦𝑆𝜄 − ℎ𝑆𝜄 (?̂?𝑴𝑆𝜄) ] 
(4.16b) 
?̂̇?𝝊 = ?̂?𝝊(?̂?𝜄,  ?̂?𝝊, 𝑢, 𝒅) (4.16c) 
𝑑𝑖𝑚(?̂?𝜄) = 𝑑𝑖𝑚(𝑦𝑆𝜄) = 1 
𝑑𝑖𝑚(?̂?𝝊) = 𝑛𝑚 − 1 
?̂?𝜄(0) = ?̂?𝜄0;    ?̂?𝝊(0) = ?̂?𝝊𝟎 
𝑔 (?̂?𝑴𝑆𝜄) = [ 𝜕 𝛽𝑆𝜄 (?̂?𝑴𝑆𝜄) 𝜕?̂?𝜄⁄  ]
−1 (4.16d) 
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with simple and systematic tuning guidelines (Alvarez, 2000) 
𝜉 = 1 − 3,  𝜔 = 5 − 10𝜆𝑃, , 𝜆𝑃 ≤ 𝜆𝑦/2 
 
where 𝜔 (or 𝜉) is the characteristic frequency (or damping factor) of the 
associated quasi-linear second-order output estimation error dynamics, 
𝜆𝑃 = 𝜏𝑃
−1 is the dominant frequency of the column system, and 𝜆𝑦 ( 1 
min-1) is the dominant frequency of the parasitic dynamics (due to 
unmodeled fast holdup dynamics together with turbulence-due 
fluctuations). The estimator gain 𝑔 (?̂?𝑴𝑆𝜄) is the inverse of the 
detectability condition (4.14). 
The GE is an extension of the Luenberger Observer for nonlinear systems. 
The algorithm amounts in a single innovation per temperature 
measurement with a proportional–integral innovation mechanism which 
ensures the offset free temperature estimation, while the non-innovated 
states are estimated in open-loop with the simplified model (to be selected 
in the key step of the structure design). The functioning is guaranteed 
when the detectability condition (4.14) is robustly met because the gain 
𝑔(?̂?𝑴𝑆𝜄) of the geometric observer is its inverse. The simple and 
systematic tuning depends on the characteristic time of the system. The 
initial conditions for the system of ODEs are suitable profiles of the 
modeled components in the column.  
The geometric observer with passive innovation integrates 𝑁(𝑛𝑐𝑚 − 1) +
𝑚 ODEs, where 𝑚 is the number of temperature sensors. Thus, on the 
light of the plant constrains, in our single sensor estimation problem the 
number of ODEs are 𝑁(𝑛𝑐𝑚 − 1) + 1. 
In that follows, the choice of the number of modeled component 𝑛𝑐𝑚 
(which is one of the degrees of freedom of the estimation structure 
determination) will fasten the number of ODEs to be on-line integrated. 
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4.3 Structure selection criteria 
 
The employment of the passive GE estimator among all the nonlinear 
algorithms has also the advantage to highlight the strong relation of the 
estimator functioning and the estimator structure. This is due to the 
peculiar expression (4.16d) of the GE gain, which is the inverse of the 
detectability condition. In this way, the crucial point of the estimator 
design is the choice of the detectability structure 𝜎 (4.13) that better 
satisfy the robust detectability condition (4.14). To this end, in this 
Section a set of candidate estimation structures σ of the butanes industrial 
splitter (3.4) depicted in Fig. 3.1 are drown using new detectability 
measures and conditions. Measures and conditions are an extension of the 
sensitivity-like structure selection guidelines employed in previous binary 
column study, and recalls ideas from the sensitivity-based sensor location 
criteria for multicomponent column control schemes (Luyben, 2006).  
These measures and conditions represent a novelty with respect to the 
state of the art, since they allow to build model-based composition 
estimators when the degrees of freedom of the structure are: 
(i) number of modeled components and innovated component as well as 
the number of sensors and their location (Frau, 2011); 
(ii) number of modeled components and innovated component while the 
number of sensors and their location depends on the column 
specifications. 
 
4.3.1 The per component temperature gradient (PCTG) 
diagram 
In order to obtain good composition estimation performance with 
temperature measurements only, the comprehensions of the relationship 
between the temperature and the composition of a certain mixture in a 
column tray is needed. For a binary column, this correspondence is 
uniquely determined at constant pressure. This in turn signifies that in 
case of binary columns the only knowledge of the temperature profile is 
needed to obtain the compositions, and the best sensor location for 
estimation objective is the stage with maximum temperature gradient 
(Fernandez et al., 2012). This is not true in case of multicomponent 
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mixtures, since compositions cannot be determined once temperature and 
pressure in a tray are known. Thus, the temperature profile is not enough 
to infer concentration and the best sensor location is not the stage with 
maximum temperature gradient. 
To best understand the thermodynamics of a multicomponent column and 
design the estimator structure, a new tool has been recently proposed by 
Frau (2011): the per-component temperature gradient (PCTG), which 
merges information on the system detectability and the steady state 
functioning of the column.  
The per-component temperature gradient (PCTG) for a prescribed steady 
state column operation follows from taking the gradient of the 
measurement map (4.1b) along the steady state column composition 
profile. 
𝛥𝑇𝑖 ≈ ∑ (
𝜕𝛽𝑆𝑖(𝒄𝑖)
𝜕𝑐𝑖
𝑗
)
𝐶
𝑗=1
∙ Δ𝑐𝑖
𝑗 = ∑ Δ𝑇𝑖
𝑗
𝐶
𝑗=1
 (4.17) 
 
In (4.17) the stage-to-stage temperature gradient 𝛥𝑇𝑖 at the stage i is split 
into N-stages per C-components contributions Δ𝑇𝑖
𝑗
 depending on (i) the 
composition gradients Δ𝑐𝑖
𝑗
, and (ii) the partial derivative term which 
recalls the detectability condition (4.14). According to (4.17) (i) large-
amount components with large stage-to-stage changes (Δ𝑐𝑖
𝑗
) (IC4 and 
NC4 for both saturated and mixed feed modes, as it can be seen in 
Chapter 3) give the largest contribution (Δ𝑇𝑖
𝑗
) to the temperature gradient 
(𝛥𝑇𝑖), and consequently (ii) spatial and temporal component changes of 
the sensitive (or insensitive) composition (𝑐𝑖
𝑗
) manifest themselves as 
appreciable (or negligible) changes in the temperature measurement (𝑇𝑖) 
and its gradient (𝛥𝑇𝑖). 
Figures 4.1 and 4.2 (named PCTG diagrams) graphically show the typical 
PCTG shapes for the IC4-NC4 splitter in case of saturated (Fig. 4.1) and 
mixed (Fig. 4.2) feed setups, accompanied by the temperature stage-to-
stage global gradient.  
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Figure 4.1: Typical PCTG diagram in case of: saturated feed setup. 
 
From these Figures, it can be notice that: 
(i) the IC4 (red bars) mostly contributes to the overall gradient of the 
column, and its contribution has the same sign of the temperature 
gradient. The NC4 (cyan bars) gives a symmetrical contribution, with 
absolute values slightly lower than the IC4 and opposite sign with respect 
to the global temperature gradient; 
(ii) in both modes, the propane (black bars) (which is the lower-boiling 
component, as it can be seen in Table 3.1) gives appreciable contribution 
around the top tray. For this reason, differently from the binary case, the 
top tray is the stage with maximum global temperature gradient; 
(iii) in case of saturated feed setup the global gradient in the interior 
stages of the column totally depends on the IC4 and NC4;  
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Figure 4.2: Typical PCTG diagram in case of: mixed feed setup. 
 
(iv) in case of mixed feed setup, the contribution of the butylenes (green, 
yellow, blue, pink bars) to the global gradient is not negligible in most of 
the column stages; 
(v) even if the global gradient is quite small (∆𝑇𝑖 ≪ 0.5 °C) all around the 
column suggesting that the problem of composition estimation through 
temperature measurements may be hard, the PCTG of the IC4 is greater 
than 1 °C; 
(vi) in the section of interest, the fulfillment of the detectability condition 
(4.14) is ensured for those stages and components with high PCTG. Thus, 
a physical justification of the passive estimation scheme described in 
Section 4.2 can be given in the light of the PCTG distribution along the 
column. Indeed, the temperature measurement in a certain stage mainly 
injects information about the component with the largest PCTG and 
negligible information about the other concentrations. Recalling the 
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nomenclature employed in previous Subsections, the component with 
largest PCTG at the measurement stage is the innovated component. 
The identification of the pair innovated component – sensor location, and 
the number of components in the estimation model through the PCTG 
diagram is the matter of the next Subsections. 
 
4.3.2 Detectability measures and conditions 
In that follows, three new per-section detectability measures (sensitivity 
𝑆𝐴, information transmission capability 𝐼𝐴, and relative sensitivity 𝑄𝐴) and 
conditions are introduced. These measures and conditions are drown to 
systematize the methodology of the structure research for the 
multicomponent distillation case, allowing the reading of the PCTG in the 
light of the estimation problem. 
The detectability measures and conditions provide to: 
(i) address the problem of the structure selection in terms of choice of 
estimation tray-innovated component pair and modeled components set, 
applicable when the estimator will be implemented in a column under 
design or revamp. 
(ii) address the problem of building a composition estimator for a column 
under functioning with degree of freedoms amounting in the choice of the 
innovated component and set of modeled components, since the 
temperature measurement is provided by the installed instrumentation 
(usually the control tray), and no more sensor can be added. 
The latter step represents a novelty with respect to the state of the art. 
 
Sensitivity 𝑺𝑨 
𝑆𝐴 = |∆𝑇𝑆𝑖
∗,𝐴
𝜌𝑗
∗
| ≥ 𝑠𝑇 ≈ 1𝐾, 𝐴 = 𝑠 or 𝑟 (4.18a) 
(𝑆𝑖
∗,𝐴 , 𝜌𝑗
∗) = arg [𝑚𝑎𝑥
𝑆𝑖,𝜌𝑗
|∆𝑇𝑖
𝑗
|] 
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where 𝑆𝐴 is the maximum of the |∆𝑇𝑖
𝑗| serie, over all the stage-component 
pairs (𝑆𝑖, 𝜌𝑗) in the stripping 𝑠 (or enriching 𝑟) section 𝐴 =  𝑠 or 𝑟, 𝑠𝑇  is 
the lowest bound for 𝑆𝐴. The maximum takes place at the most sensitive 
stage-component pair (𝑆𝑖
∗,𝐴 , 𝜌𝑗
∗). 
The Sensitivity 𝑆𝐴 identifies the pair of the most sensitive component and 
stage according to the highest per-component contribution. One Celsius 
degree is at least required for the highest per-component temperature 
gradient in order to guarantee enough sensitivity. The transient behavior 
of the estimation is faster when the sensor is located at the sensitive stage. 
 
Information transmission capability 𝑰𝑨 
𝐼𝐴 ≤
1
2
, 𝐴 = 𝑠 or 𝑟 (4.18b) 
𝐼𝑠 = 𝑆𝑖
∗,𝑠/𝑛𝑓,    𝐼𝑟 = (𝑁 − 𝑆𝑖
∗,𝑟 )/(𝑁 − 𝑛𝑓) 
 
where 𝐼𝐴 is the fraction of the sensor location-to-effluent stages 𝑆𝑖
∗,𝑠 (or 
𝑁 − 𝑆𝑖
∗,𝑟) in the stripping 𝑠 (or enriching 𝑟) section 𝐴 =  𝑠 or 𝑟 referred 
to the number of stages 𝑛𝑓 (or 𝑁 − 𝑛𝑓) in the same section, being 𝑛𝑓  the 
feed stage. 
The Information injection capability 𝐼𝐴 states that the sensitive stage 𝑆𝑖
∗,𝐴 
must be also located sufficiently near to the effluent which contains the 
component to be estimated. Indeed, as the number of noninnovated stages 
(between the sensor and effluent stages) grows, their capability of quickly 
and accurately transmitting the information decreases because of the 
propagation of the estimation errors, that manifest themselves with 
estimation offsets. These considerations suggest that the sensor should be 
located as close as possible to the effluent stage, in a sufficiently sensitive 
stage. A sufficient low 𝐼𝐴 guarantees low steady state estimation offsets.  
 
Relative sensitivity 𝑸𝑨 
𝑄𝐴 =
𝑎𝑏𝑠(Δ𝑇𝑖,𝜇)
∑ |∆𝑇𝑖
𝑗
|𝐶𝑗=1
⁄ > 𝑞𝑇 ≈ 0.9, 𝐴 = 𝑠 or 𝑟 
(4.18c) 
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where 𝑄𝐴 is the fraction of the gradient Δ𝑇𝑖,𝜇 due to the modeled 
component set 𝜇 relative to the sum of all the per-component 
contributions in section A, and 𝑞𝑇 is the lower bound for 𝑄𝐴. 
The Relative sensitivity 𝑄𝐴 allows in the identification of the components 
to be modeled. The set of modeled components (named sensitive set 𝜇∗) 
must amount in a contribution to the global gradient higher than 
(approximately) the 90% at the stage where the sensor is located. It means 
that components with negligible contribution to the global gradient do not 
inject important information for the estimation task.  
Measures and conditions (4.18) allow in the identification of the 
innovated state, the sensor location and the set of modeled components. 
They are respectively (i) the concentration of the sensitive component 𝜌𝑗
∗, 
(ii) in a stage 𝑆𝑖
∗ (or nearer to the effluent), where 𝑆𝐴 remains greater than 
or equal to 1 °C, and (iii) an adequate combination of species that, at the 
measurement stage, guarantees a 𝑄𝐴 greater than 0.9. 
 
The per-section single-sensor structure which meets the preceding 
conditions is called admissible structure and is denoted by 
𝜎2 = {𝜎𝑠, 𝜎𝑟} ∈ 𝛴2, 𝜎𝐴 = {𝑆𝑖,𝐴, 𝜌𝑗,𝐴, 𝜇}  ∈ 𝛴1,    𝐴 = 𝑠 or 𝑟 (4.19) 
 
If the condition (4.18a) is not met at the column section 𝐴 =  𝑠 or 𝑟, the 
structure of the section 𝐴 is denoted by 
𝜎𝐴 = 𝜎𝐴
𝑉 = {𝑆𝑖,𝐴 = ∅, 𝜌𝑗,𝐴, 𝜇} 
 
meaning that a sensor is not placed in the section A, and the estimation of 
the compositions is performed with the noninnovated dynamics (4.16c) of 
the section 𝐴.  
In the multi-sensor case (typically with at least one sensor in the column, 
and from zero to two sensors per section): (i) each sensor must adequately 
meet the detectability condition (4.14), and (ii) the (𝑛𝑀 −
𝑚) −dimensional indistinguishable dynamics (4.15d) become faster as the 
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number of admissible sensors is increased, and (iii) the estimator (with 
𝑑𝑖𝑚(𝑦) = 𝑚) has m innovations (one per measurement). However, the 
choice of the number of measurements in a section is a compromise 
between costs related to the addition of sensors and benefits generate from 
the improvement of the transient behavior of the estimation. No more than 
two sensors per section are suggested, located (i) at a sufficient sensitive 
stage as close as possible to the effluent (estimation offsets minimization), 
and (ii) at the most sensitive stage (transient behavior improvement).  
 
4.3.3 Structure selection guidelines 
For a given (single or two effluent) estimation objective, the aim of the 
structure selection procedure is to draw an adequate estimator functioning 
in the sense of a suitable compromise between reconstruction speed and 
accuracy, asymptotic offset, robustness with respect to exogenous 
disturbances, modeling errors, as well as estimation algorithm simplicity 
(in terms of number of ODEs and their conditioning). The preceding 
considerations suggest the structure selection guidelines that follows. 
1. On the basis of the complete (C-components) model, plot the 
component and temperature profiles, and the global and per-component 
temperature gradients. Identify the key and non-key components, as it is 
done in column design and control scheme design (Luyben, 2006). 
2. Identify the sensitive stages (𝑆𝑖
∗,𝑠  and 𝑆𝑖
∗,𝑟) and component (𝜌𝑗
∗) in each 
section, and the corresponding modeled component set 𝜇∗. Draw the 
candidate sensitive one or two-sensors structure 
𝜎2
∗ = {𝜎𝑠
∗, 𝜎𝑟
∗} ∈ 𝛴2, 𝜎𝐴
∗ = {𝑆𝑖
∗,𝐴 , 𝜌𝑗
∗, 𝜇∗}  ∈ 𝛴1 (4.20) 
 
which meets the sensitivity, relative sensitivity, and information 
transmission capability conditions (4.18). 
3. If the estimator must be implemented in a unit under design, verify with 
simulations the functioning of the selected structure under the expected 
operating conditions, and perform “structural tuning” by adjusting the 
sensor location, the modeled components set, and adding more 
temperature sensors, in order to predispose the vessel with the needed 
instrumentation. 
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4. If the estimator must be implemented in an existing column, the main 
problem is related to the availability of the temperature measurement in a 
stage between the sensitive stage 𝑆𝑖
∗,𝐴 and the effluent. However, the top 
of the column must be avoided because of (i) the low PCTG of the key 
components and (ii) the large contribution due to light ends. Thus, the 
possibility of obtaining good estimation performance passes through the 
verification of the information injection capability and sensitivity 
conditions at the stage where the sensor is located. The innovated 
component will be the one which manifests the highest PCTG and greater 
than at least 1 °C at the measurement stage. The relative sensitivity 
condition (4.18c) plays a key role in the choice of the modeled 
components set 𝜇. Finally, the simulation of the estimator functioning 
under real operating conditions helps in the adjustment of 𝜇. 
 
4.3.4 Summary of the Section 
In this Section guidelines for the choice of the estimation structure of 
passive model-based observers for multicomponent distillation columns 
are given through a new systematic interpretation and employment of the 
per-component temperature gradient (PCTG) diagram tool (Frau, 2011). 
The new procedure merges detectability arguments and the knowledge of 
the unit steady state functioning in three detectability measures and 
conditions. 
Compared with the previous utilization of the PCTG diagram (which is 
the identification of the temperature sensor location according to the 
maximum PCTG), the proposed procedure allows to address the 
estimation problem when the temperature measurement is not a degree of 
freedom (because the only temperature measurement is available at the 
control tray) by adjusting the set of the modeled components. 
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4.4 Candidate structure 
 
In this Section the estimator structure needed to infer the NC4 
concentration in the distillate of the butanes splitter is identified according 
to the sensitive measures and conditions (4.18), and the guidelines given 
in Subsection 4.4.3 in the light of the operating conditions and the 
corresponding temperature and composition profiles (Fig. 3.2 and 3.3), 
and the PCTG diagrams of Fig. 4.1 and 4.2. 
 
4.4.1 Operating condition: saturated feed 
Under this operating condition, the PCTG of the IC4, which is the 
component with the highest contribution to the global gradient and thus 
the candidate innovated component, is profusely higher than 1 °C (see 
Fig. 4.1) in a wide range of stages [40-49] because the contribution of the 
butylenes is negligible. For the same reason, the IC4 and NC4 describe 
about the 100% of the global gradient in all the range of the stages. The 
stage 44 has the highest sensitivity 𝑆𝑟, but the stage 49, where the sensor 
is located, has lower information injection capability 𝐼𝑟, and there, the IC4 
shows sufficiently large PCTG (> 1 °C). Summarizing: 
 at the stage 44: (𝑆𝑟, 𝐼𝑟) ≈ (1.8, 0.5)  
 at the stage 49: (𝑆𝑟, 𝐼𝑟) ≈ (1.5, 0.3)  
 at the stages 44 and 49: 𝑄𝑟≈ 1 for 𝜇 = [𝐼𝐶4, 𝑁𝐶4]  
 
The rectifying section has poor sensitivity and no sensors should be 
located there: indeed the information injection capability 𝐼𝑠 at the stage 
with maximum PCTG (stage 32) of the rectifying section is out of the 
prescribed range. However, no estimation objectives are defined in this 
section. Summarizing: 
 at stage 32: (𝑆𝑠, 𝐼𝑠) ≈ (1.8, 1). 
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Thus the sensitive structure 𝜎𝑆𝐴𝑇
∗ is made of the stage 44 as sensor 
location, the IC4 as innovated component, and the binary mixture [IC4, 
NC4] as set of modeled components, as summarized in (4.21) 
𝜎𝑆𝐴𝑇
∗ = {𝜎𝑠
∗, 𝜎𝑟
∗}𝑆𝐴𝑇; (4.21a) 
𝜎𝑠
∗
,𝑆𝐴𝑇 = {∅}, (4.21b) 
𝜎𝑟
∗
,𝑆𝐴𝑇 = {𝑆𝑖
∗,𝑟 = 44, 𝜌𝑗
∗ = 𝐼𝐶4, 𝜇∗},  𝜇∗ = [IC4, NC4] (4.21c) 
 
However, the candidate structure for the estimation of the NC4 
composition in the distillate of the butanes splitter is (4.22): 
𝜎𝑆𝐴𝑇 = {𝜎𝑠, 𝜎𝑟}𝑆𝐴𝑇; (4.22a) 
𝜎𝑠,𝑆𝐴𝑇 = {∅}, (4.22b) 
𝜎𝑟,𝑆𝐴𝑇 = {𝑆𝑖,𝑟 = 49, 𝜌𝑗 = IC4, 𝜇
2},  𝜇2 = [IC4, NC4]  (4.22c) 
 
due to the availability of a temperature sensor at the stage 49 and not at 
the stage 44. The passive GE (4.16) with structure (4.22) requires the 
integration of 58 ODEs. 
 
4.4.2 Operating condition: mixed feed 
On the bases of the PCTG diagram of Fig. 4.2, the IC4 is identified as 
innovated component, and the most sensitive stage is the 44 (in the 
rectifying section), where the PCTG series of the IC4 shows the 
maximum. If on one hand the stage 44 has the higher sensitivity 𝑆𝑟, on the 
other hand the value of the information injection capability 𝐼𝑟 is at the 
lower limit (0.5) since it is in the middle of the enrichment section. 
However, the fact that the industrial experimental data are generated with 
a single sensor located at stage 49 leads to consider the pair IC4 and stage 
49. The stage 49 has a lower information injection capability 𝐼𝑟  in 
comparison to the stage 44, and there, the IC4 has sufficiently high PCTG 
gradient (> 1 °C degree), as it can be appreciated from the values below:  
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 at the stage 44: (𝑆𝑟, 𝐼𝑟) ≈ (1.35, 0.5) 
 at the stage 49: (𝑆𝑟, 𝐼𝑟) ≈ (1.21, 0.3)  
 
The rectifying section has poor sensitivity and no sensors should be 
located there: indeed the information injection capability 𝐼𝑠 at the stage 
with maximum PCTG (stage 32) of the rectifying section is out of the 
prescribed range. 
 at stage 32: (𝑆𝑠, 𝐼𝑠) ≈ (1.25, 1). 
 
Under the point of view of the relative sensitive index 𝑄𝑟, the modeling of 
the IC4 and NC4 with measurement at the 44 stage guarantees a 
description of the 94% of the global temperature gradient. However, the 
presence of a larger amount of non-key components at stage 49 suggests 
that the relative sensitivity gain of the binary model-based estimator 
should be lost to some appreciable extent. To compensate this loss, a third 
component (NC4- as lump of NC4- and IC4-) must be added to the set of 
modeled components: 
 at the stage 44: 𝑄𝑟= 0.94 for 𝜇 = [IC4,NC4] 
 at the stage 49: 𝑄𝑟  = 0.90 for 𝜇 = [IC4,NC4] 
 at the stage 49: 𝑄𝑟= 0.97 for 𝜇 = [IC4,NC4,NC4-] 
 
Thus the sensitive structure 𝜎2
∗
,𝑀𝐼𝑋 is made of the stage 44 as sensor 
location, the IC4 as innovated component, and the binary mixture [IC4, 
NC4] as set of modeled components, as summarize in (4.23) 
𝜎𝑀𝐼𝑋
∗ = {𝜎𝑠
∗, 𝜎𝑟
∗}𝑀𝐼𝑋; (4.23a) 
𝜎𝑠
∗
,𝑀𝐼𝑋 = {∅}, (4.23b) 
𝜎𝑟
∗
,𝑀𝐼𝑋 = {𝑆𝑖
∗,𝑟 = 44, 𝜌𝑗
∗ = IC4, 𝜇∗},  𝜇∗ = [IC4, NC4] (4.23c) 
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Note that the sensitive structure for the  saturated (4.21) and mixed (4.23) 
feed modes is the same. However, due to the availability of the 
temperature measurement at the stage 49, the candidate structure in case 
of mixed feed set up is (4.24) 
𝜎𝑀𝐼𝑋 = {𝜎𝑠, 𝜎𝑟}𝑀𝐼𝑋; (4.24a) 
𝜎𝑠,𝑀𝐼𝑋 = {∅}, (4.24b) 
𝜎𝑟,𝑀𝐼𝑋 = {𝑆𝑖,𝑟 = 49, 𝜌𝑗,𝑟 = IC4, 𝜇
3},  𝜇3 = [IC4, NC4, NC4−] (4.24c) 
 
The structure 𝜎𝑀𝐼𝑋 (4.24) obtained in case of mixed feed mode differs 
from its counterpart 𝜎𝑆𝐴𝑇 (4.22) for the number of modeled component. 
Hence, 𝜎𝑀𝐼𝑋 (4.24) requires the integration of 115 ODEs, which is higher 
(but not considerably higher) than the number of ODEs, 58, required by 
𝜎𝑆𝐴𝑇 (4.22). 
 
4.4.3 Transition between setups 
Remembering that the estimator must guarantee satisfactory performance 
under all the windows of possible operating conditions with the available 
plant temperature measurement, the candidate estimation structure is the 
one which assures a good estimation during both the saturated and mixed 
setups, and the transition between them. For this reason the final structure 
is equal to  
𝜎𝑀𝐼𝑋  = {𝜎𝑠, 𝜎𝑟}𝑀𝐼𝑋; (4.25a) 
𝜎𝑠,𝑀𝐼𝑋 = {∅}, (4.25b) 
𝜎𝑟,𝑀𝐼𝑋 = {𝑆𝑖,𝑟 = 49, 𝜌𝑗,𝑟 = IC4, 𝜇
3},  𝜇3 = [IC4, NC4, NC4−] (4.25c) 
 
which integrates more ODEs (115 vs 58), but is more robust than 𝜎𝑆𝐴𝑇 . 
The estimator with structure 𝜎𝑀𝐼𝑋  integrates 115 ODEs which are 
considerably less than the ones (6670) of its conventional EKF 
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counterpart based on the ternary model, and the ones (58995) of the EKF 
with the 7-component model.  
 
4.4.4 Summary of the Section 
In this Section the passive structure for the composition estimation of the 
NC4 distillate impurity of the butanes splitter is identified according to the 
methodology proposed in the previous Section, the column operating 
conditions and the available temperature measurement at the column 
control tray. 
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4.5 Interpretation of the innovation capability through 
the dynamic difference equation (DDE) analysis 
 
Recently, the structure design problem has been dealt by Fernandez at al. 
(2012) for binary columns with a new approach. In that work, the 
composition profiles along the column are modeled through dynamic 
difference equations and the best sensor location for the estimation task is 
found make a parallelism with the sensor location criteria for tubular 
reactors (Alvarez et al., 1981). In that follows, the procedure proposed by 
Fernandez et al. (2012) is extended to the multicomponent case, leading to 
interesting results in terms of interpretation of the innovation mechanisms 
of passive estimators with robust detectable structure 𝜎 (4.13) designed as 
described in Section 4.3. 
With the aim to highlight the continue domain of the separation, the actual 
column dynamics (3.4) are written in the dynamic difference equations 
form as (4.26): 
?̇?𝑖
𝑗 = 𝐷𝑖
𝑗∆2𝑐𝑖
𝑗 − 𝑣𝑖
𝑗∆𝑐𝑖
𝑗 + 𝛿𝑁𝐹𝐿𝑁𝐹 /𝐻𝑁𝐹(𝒄𝐹 − 𝒄𝑁𝐹) (4.26) 
for 𝑖 = 2, … , 𝑁 − 1 
 
where 
∆𝑐𝑖
𝑗 = 𝑐𝑖+1
𝑗 − 𝑐𝑖
𝑗
;  
∆2𝑐𝑖
𝑗 = 𝑐𝑖+1
𝑗 − 2𝑐𝑖
𝑗 + 𝑐𝑖−1
𝑗
 
 
𝐷𝑖
𝑗
, 𝑣𝑖
𝑗
, 𝜎𝑖
𝑗
 are respectively the dispersive coefficient, the convective 
velocity and the secant of the vapor-liquid equilibrium (VLE)  according 
to the expressions 
𝐷𝑖
𝑗 = (𝑉𝑖/𝐻𝑖 ∙ 𝜎𝑖
𝑗) (Dispersive Coefficient) 
𝑣𝑖
𝑗 = (𝑉𝑖/𝐻𝑖 ∙ 𝜎𝑖
𝑗 − 𝐿𝑖/𝐻𝑖) (Convective Velocity) 
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𝜎𝑖
𝑗 = [𝜀(𝑐𝑖
𝑗) − 𝜀(𝑐𝑖−1
𝑗 )] [𝑐𝑖
𝑗 − 𝑐𝑖−1
𝑗
]⁄  (Secant of VLE) 
 
𝛿𝑁𝐹 = 1 for 𝑖 = 𝑁𝐹 , and 𝛿𝑁𝐹 = 0 for 𝑖 ≠ 𝑁𝐹 , being 𝑁𝐹 the feed stage. 𝒄𝐹 
is the vector of the feed composition, and 𝒄𝑁𝐹  is the vector of the 
concentrations of the mixture at the feed stage. At the stage 𝑖: 𝑉𝑖 (or 𝐿𝑖) is 
the molar vapor (or liquid) flow rate, 𝐻𝑖 is the molar holdup of the liquid 
mixture, and 𝑐𝑖
𝑗
 is the concentration of the component 𝑗. 
Note that: 
(i) there exists a 𝐷𝑖
𝑗
, 𝑣𝑖
𝑗
, 𝜎𝑖
𝑗
 for each component and stage; 
(ii) due to the second order difference ∆2𝑐𝑖
𝑗
 which carries information 
about the concentration at the three stages 𝑖, 𝑖 + 1, and 𝑖 − 1, the 
dispersive term 𝐷𝑖
𝑗∆2𝑐𝑖
𝑗
 describes the motion of a bidirectional flow; 
(iii) the term 𝑣𝑖
𝑗∆𝑐𝑖
𝑗
 is the convective flow, that is unidirectional since the 
operator ∆𝑐𝑖
𝑗
 involves concentrations at the two stages 𝑖, and 𝑖 + 1. 
Omitting the feed stage, let rewrite (4.26) in the form (4.27): 
∆2𝑐𝑖
𝑗 −
𝑣𝑖
𝑗
𝐷𝑖
𝑗
∆𝑐𝑖
𝑗 +
1
𝐷𝑖
𝑗
 ?̇?𝑖
𝑗 = 0 (4.27) 
for 𝑖 = 2, … , 𝑁 − 1, and 𝑖 ≠ 𝑁𝐹  
 
From (4.27), similarly to the discrete description of the composition 
profile in binary distillation columns (Fernandez et al., 2012), the Peclet 
Number 𝑃𝑒𝑖
𝑗
 (4.28) is identified comparing the convective and the 
dispersive characteristic times as follows: 
𝑃𝑒𝑖
𝑗 =
𝑁 (𝑉𝑖/𝐻𝑖 ∙ 𝜎𝑖
𝑗 − 𝐿𝑖/𝐻𝑖)
(𝑉𝑖/𝐻𝑖 ∙ 𝜎𝑖
𝑗)
=
𝑁 𝑣𝑖
𝑗
𝐷𝑖
𝑗
 (4.28) 
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Note that there exists a 𝑃𝑒𝑖
𝑗
 for each component and stage.  
Extending the conclusions of Fernandez et al. (2012) to the 
multicomponent systems, the most sensitive component 𝜌𝑗
+ and stage 𝑆𝑖
+,𝐴 
of the section 𝐴 = 𝑠 or 𝑟 (𝑠 =stripping, 𝑟 =rectifing) are identified by the 
minimum value of |𝑃𝑒𝑖
𝑗
| (meaning 𝑃𝑒𝑖
𝑗 = 0), according to the condition: 
(𝑆𝑖
+,𝐴 , 𝜌𝑗
+) = min
𝑆𝑖,𝜌𝑗
 (𝑎𝑏𝑠(𝑣𝑖
𝑗
)) = min
𝑆𝑖,𝜌𝑗
 (𝑎𝑏𝑠(𝑃𝑒𝑖
𝑗
)) (4.29) 
 
Condition (4.29) implies that for the most sensitive component 𝜌𝑗
+ (i) the 
unidirectional information flow due to the convection (𝑣𝑖
𝑗∆𝑐𝑖
𝑗) has its 
minimum absolute value at the sensitive stage 𝑆𝑖
+, or alternative (ii) the 
bidirectional dispersive flow (𝐷𝑖
𝑗∆2𝑐𝑖
𝑗) has its maximum absolute value at 
the stage 𝑆𝑖
+. Consequently, the estimation capability of the temperature 
measurement at the sensitive stage is explained: the bidirectional features 
related to the ∆2 operator allows to capture through the temperature 
measurement at the sensitive stage the disturbance entering in the 
upstream (feed or bottom) stages, and transmit the information through 
the material balances to the downstream top stage, where estimation 
objective is defined. 
The computed values of the 𝑃𝑒𝑖
𝑗
 are shown in Figs. 4.3 and 4.4 in case of 
saturated and mixed feed setups. Not surprising, Figs. 4.3 and 4.4 show 
that the 𝑃𝑒𝑖
𝑗
 of the IC4 (which is the innovated component, as identified in 
Section 4.4) approaches the zero at the stage 44 in case both of saturated 
and mixed feed setups. However, in case of multicomponent distillation 
columns the 𝑃𝑒𝑖
𝑗
 can cross the y-axes for more than one component and 
stage. If on one hand, in the rectifying section, in case of saturated feed 
setup the condition (4.29) is met for three components (IC4, C4-C, C4-T) 
in an interval of 2 stages (43 and 44), on the other hand, when the olefin 
content increases, the components which meet the condition (4.29) are not 
the same (IC4, NC4 and C4-T respectively at the stages 41, 44 and 39) 
and the involved region counts 6 stages (from 39 to 44).  
However, for those components at the stage where the 𝑃𝑒𝑖
𝑗
 is equal to zero 
the most efficient transmission mechanism of the information is the 
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dispersive flow, as previously discuss, and the material balances (4.27) 
reduce to the form: 
 ?̇?𝑖
𝑗 = − (
𝑉𝑖
𝑀𝑖
∙ 𝜎𝑖
𝑗) ∆2𝑐𝑖
𝑗
  
for 𝑆𝑖 = 𝑆𝑖
+,𝐴 and 𝜌𝑗 = 𝜌𝑗
+ 
 
Thus, the maximization of the characteristic frequency of the bidirectional 
dispersive flow (
𝑉𝑖
𝑀𝑖
∙ 𝜎𝑖
𝑗) = 𝐷 𝑖
𝑗   allows to discern, among all the 
possibilities, the best estimation tray 𝑆𝑖
∗, identifying the sensitive pair 
component-stage (𝑆𝑖
∗,𝐴 , 𝜌𝑗
∗), according to the condition (4.30a) 
(𝑆𝑖
∗,𝐴 , 𝜌𝑗
∗) = max
𝑆𝑖,𝜌𝑗
 (𝑎𝑏𝑠(𝐷𝑖
𝑗
)) (4.30a) 
 
Due to that the maximum dispersive coefficient 𝐷𝑖
𝑗
 is found for the pair 
stage-component which has the highest absolute per-component 
temperature gradient |Δ𝑇𝑖
𝑗
| (see mathematical demonstration in Appendix 
1), the condition (4.30a) can be rewritten as follow: 
(𝑆𝑖
∗,𝐴 , 𝜌𝑗
∗) = max
𝑆𝑖,𝜌𝑗
 (𝑎𝑏𝑠( Δ𝑇𝑖
𝑗
)) (4.30b) 
 
Conditions (4.30) state that the pair sensitive stage and component is 
found according to the maximum of the 𝐷𝑖
𝑗
 series which correspond to the 
maximum of the |Δ𝑇𝑖
𝑗
| series. Consequently, the DDE analysis confirms 
the results obtained with the PCTG method driven by detectability and 
thermodynamics arguments. However, the DDE approach cannot identify 
the complete estimation structure. Despite that, the application of the DDE 
analysis for multicomponent distillations provides additional knowledge 
for the interpretation of the effectiveness of locating the temperature 
sensor at the stage where the PCTG is maximum. Indeed, at this stage the 
bidirectional dispersive flow is the dominant transmission mechanism. 
Remembering that this mechanism is driven by the second difference 
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operator applied to the concentrations (∆2𝑐𝑖
𝑗 = 𝑐𝑖+1
𝑗 − 2𝑐𝑖
𝑗 + 𝑐𝑖−1
𝑗
), the 
main implications are that  
(i) the information of the temperature measurement is sensitive to 
composition disturbances (𝑐𝑖−1
𝑗
) that enter in upstream stages (e.g., feed or 
bottom stages); 
(ii) this information is transmitted from the measurement stage 𝑖 through 
the down-stream 𝑐𝑖+1
𝑗
 material balances till the effluent stage, where the 
estimation target is defined.  
In this way the passive estimator is able to robustly perform the estimation 
task over different operating conditions. 
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Figure 4.3: 𝑷𝒆𝒊
𝒋
 series in case of saturated feed setup. 
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Figure 4.4: 𝑷𝒆𝒊
𝒋
 series in case of mixed feed setup.  
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4.6 Estimation functioning 
 
Having as point of departure the suggestive structural results of the 
previous Sections, in this Section conclusive structural results are obtained 
through the estimator implementation with the experimental data 
presented in Chapter 3. 
 
4.6.1 Inputs and tuning of the observer 
The estimation functioning is tested through simulations under 
disturbances involving variations of total and olefin feed flow, distillate 
and reflux flow and condenser level. The disturbances measurements are 
provided by the Sarlux Refinery and depicted in Figs 3.4, 3.6, 3.8. The 
passive GE estimator employs the corresponding temperature 
measurements at the stage 49 presented in Figs 3.4, 3.6, 3.8 g. 
The simplified model of the column must be accompanied by an 
estimation of the feed composition. In case of implementation with the 
structure 𝜎𝑆𝐴𝑇   involving the binary set  𝜇
2 = [IC4, NC4] the feed 
concentration is 𝑐𝐹
𝐼𝐶4 = 0.4 and time invariant. On the other hand, the 
structure 𝜎𝑀𝐼𝑋 with  𝜇
3 = [IC4, NC4, NC4-] is accompanied by a time-by-
time estimation of the feed composition according to the nominal 
concentration of the NC4- and IC4- in the olefin and paraffin feeds of 
Table 3.1: 
𝑐𝑂𝐿
𝑁𝐶4− = 𝑐𝑂𝐿
𝑁𝐶4−,𝑁𝑂𝑀 + 𝑐𝑂𝐿
𝐼𝐶4−,𝑁𝑂𝑀 = 0.25; 
𝑐𝑃𝐴
𝑁𝐶4− = 𝑐𝑃𝐴
𝑁𝐶4−,𝑁𝑂𝑀 + 𝑐𝑃𝐴
𝐼𝐶4−,𝑁𝑂𝑀 = 0.00.  
 
The concentration in the total feed is thus calculated according to Eqs. 
(3.1 and 3.2) as follows: 
𝑐𝐹
𝑁𝐶4−(𝑡) = 0.004 + 𝑟(𝑡) ∙ 𝑐𝑂𝐿
𝑁𝐶4−,  
 
where 𝑟 is the feed ratio between the olefin and the total feed in standard 
volumetric flow (see Eq. 3.3). 
Chapter 4. Composition estimator design 77 
 
The key components concentrations are set as: 
𝑐𝐹
𝐼𝐶4(𝑡) = (1 − 𝑐𝑂𝐿
𝑁𝐶4−(𝑡)) ∙ 0.48 
𝑐𝐹
𝑁𝐶4(𝑡) = 1 − 𝑐𝐹
𝐼𝐶4(𝑡) − 𝑐𝐹
𝑁𝐶4−(𝑡). 
 
Moreover, the model must be initialized with suitable but hypothetic 
binary or ternary state-to-stage composition profiles. So, the initial value 
?̂?𝑁
𝑁𝐶4(0) of the key impurity concentration differs to some extent from the 
real one. It means that the estimation can manifest errors which fall into a 
close offset band after an estimation settling time which depends on the 
characteristic time of the system and the observer tuning. 
In addition, it must be pointed out that material balances are computed for 
all the components but the NC4, which is always calculated with (3.6). 
The application of the tuning guidelines with implementation testing over 
the structures 𝜎𝑆𝐴𝑇 and 𝜎𝑀𝐼𝑋 yielded the estimator damping (𝜉) and 
frequency (𝜔) values  
𝜉 = 1.5, 𝜔 = 15 ℎ−1 ≈ 10 𝜆𝑐 > 𝜆𝑦 = 0.05ℎ
−1. 
 
In the next Subsections the estimator functioning with the selected 
structures and the abovementioned experimental data is presented, 
including comparison with experimental (chromatographic) offline and 
delayed NC4 composition data.  
 
4.6.2 Estimator functioning with structure 𝝈𝑺𝑨𝑻: Saturated feed 
In this Subsection, the estimation functioning is tested with the industrial 
data (Data set 1) of Fig. 3.4. These data describe a period when the 
column was operating under saturated feed regime. Under this mode, the 
hydrocarbons mainly fed are the IC4, NC4 and C3. The temperature 
sensor of the column provides the temperature measurement at the stage 
49. Thus, the estimator has structure 𝜎𝑆𝐴𝑇 (4.22). The estimator 
functioning is presented in Fig. 4.5.  
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Figure 4.5: Estimation functioning with structure 𝝈𝑺𝑨𝑻 in case of saturated feed 
mode: estimated NC4 distillate concentration (continuous line) and 
chromatographic analysis (circle). 
 
The rather good agreement between the estimated distillate NC4 molar 
fraction results (continuous line), and the experimental data (circle), 
demonstrates that, (i) despite the low total temperature gradient, the plant 
temperature measurement carries sufficient information to drive the 
estimation of the heavy key component in the distillate, and (ii) the system 
can be adequately modeled as a pseudo-binary column. 
The fact that the innovated component IC4 has it maximum PCTG at 
stage 44 and not at the 49 (where the sensor is located) suggests the 
possibility of improving the estimation transient behavior adding one 
more sensor. However, a major number of sensors represents a cost and 
will not offer appreciable steady state advantages. 
 
4.6.3 Estimator functioning with structures 𝝈𝑺𝑨𝑻 and 𝝈𝑴𝑰𝑿: 
Mixed feed 
In this Subsection the estimator functioning is tested under the operating 
condition of Fig. 3.6 (Data set 2) which are referred to the mixed feed 
mode. This implies that the column feed contains the two key components 
(IC4 and NC4) and a not negligible amount of butylenes impurities. The 
structure results of Section 4.4 suggest to use the structure 𝜎𝑀𝐼𝑋 (4.24) 
with the peculiarity to have a ternary set of modeled components that 
includes the key components (IC4 and NC4) and the NC4-. In order to 
validate the structural design methodology based on the use of the PCTG 
diagram and the detectability measures (4.18), the performance of the 
estimator with the less sensitive structure 𝜎𝑆𝐴𝑇 (4.22) is also evaluated. 
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This structure has a binary set of modeled components (IC4 and NC4). 
The most important difference between the structure 𝜎𝑀𝐼𝑋 and 𝜎𝑆𝐴𝑇 is the 
relative sensitivity index 𝑄𝑟. Indeed, in case of mixed feed mode, at the 
measurement stage (stage 49) the first structure has 𝑄𝑟 = 0.94 
guaranteeing a reconstruction of the 94 % of the global temperature 
gradient. On the other hand, the latter only describe the 90 % of the total 
temperature gradient having a 𝑄𝑟 = 0.90, as discuss in Section 4.4. 
 
Figure 4.6: Estimation functioning in case of mixed feed mode: estimated NC4 
distillate concentration with structure 𝝈𝑴𝑰𝑿  (continuous line), with structure 𝝈𝑺𝑨𝑻 
(dot line) and chromatographic analysis (circle). 
 
Fig. 4.6 shows the estimator functioning with the structure 𝜎𝑀𝐼𝑋  
(continuous line) and 𝜎𝑆𝐴𝑇 (dot line), including a comparison with 
experimental (chromatographic) offline and delayed NC4 composition 
data (circles). From the analysis of Fig. 4.6 it must conclude that (i) the 
ternary model-based structure 𝜎𝑀𝐼𝑋  outperforms its binary model-based 
counterpart structure 𝜎𝑆𝐴𝑇, and (ii) the proposed methodology (measures 
and conditions on the PCTG diagram) allows to design the proper 
estimation structure taking into account the operating modes of the 
column and the available temperature measurements. 
 
4.6.4 Estimator functioning with structure 𝝈𝑴𝑰𝑿: Transition 
between setups 
In this Subsection the estimation capability of the structure 𝜎𝑀𝐼𝑋 is tested 
under a transition regime between setups. The observer inputs are shown 
in Fig. 3.8 (Data set 3). In practice, this data set includes the Data set 1 
(from 0 to 75 h) with saturated feed fed, and a shift to the mixed feed from 
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75 to 140 h. In Section 4.4 the structure 𝜎𝑀𝐼𝑋 is chosen for the estimation 
of the distillate NC4 concentration in case of transition between setups. 
This is due to the consideration that the estimator must guarantee a 
satisfactory performance under all the windows of possible operating 
conditions.  
Fig. 4.7 presents the estimator functioning with the structure 𝝈𝑴𝑰𝑿 
(continuous line) including a comparison with experimental 
(chromatographic) offline and delayed NC4 composition data (circles). 
The graph shows that good estimation performances are achieved under 
the overall time interval.  
 
Figure 4.7: Estimation functioning with structure 𝝈𝑴𝑰𝑿 in case of transition 
between setups: estimated NC4 distillate concentration (continuous line) and 
chromatographic analysis (circle). 
 
The estimator with structure 𝜎𝑆𝐴𝑇 (binary model) was also tested. Results 
are not explained here, because it was totally unable to infer the NC4 
composition during the severe operating conditions that characterize the 
period following the transition between the saturated and mixed feed setup 
that occurs at time 75 h. The estimator with the binary model behaves as 
follows. In case of saturated feed mode, structure 𝜎𝑆𝐴𝑇 suffices to infer the 
NC4 composition in the distillate (see Fig. 4.5). Then, the drop of the 
temperature from time 85 h and 90 h forces the model to dramatically 
increase the innovated IC4 (that is the low-boiling component in the 
simplified model) concentration at the sensor stage in order to follow the 
temperature measurement according to the proportional-integral 
innovation mechanism (4.16 a,b). Finally, the requirement of IC4 makes 
material balances unverified and the estimator infers negative 
concentration for the NC4 in the distillate. 
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The same transition is handle in a different way by the estimator with 
structure 𝜎𝑀𝐼𝑋 due to the presence of the third component, the NC4-. As 
states in previous sections, the ternary model provides a better description 
of the global temperature gradient (𝑄𝑟 = 0.94) than the binary counterpart 
(𝑄𝑟 = 0.90) in case of mixed feed mode. The NC4- (with lower boiling 
point in comparison to the IC4 but higher with respect to the NC4) acts as 
damper, weaken the IC4 concentration increasing during the temperature 
drop at 85 h. In this way, material balances are verified under the entire 
functioning time. This means that the ternary model is more robust than 
its binary counterpart in operating condition changes. 
Refinery workers confirm that the gap between estimation results and 
analysis, which can be observed from 100 h to the end of the period, 
depends on analyzer reliability problems. 
 
4.6.5 Summary of the Section 
In this Section the composition estimator functioning is presented for the 
structure proposed in the previous Sections. The estimation performance 
confirms the goodness of the proposed structure design methodology 
based on new detectability measures and conditions on the PCTG 
diagram. 
Even if the most sensitive structure is given by (4.21) and (4.23) 
𝜎𝑆𝐴𝑇
∗ ≡ 𝜎𝑀𝐼𝑋
∗ = {44, IC4, 𝜇∗},  𝜇∗ = [IC4, NC4]  
the unavailability of temperature measurements at the stage 44 leads to 
consider the control tray (stage 49) as sensor location.  
If on one hand the binary estimation model  𝜇2 = [IC4, NC4] gives good 
performance in case of saturated feed setup and estimation offset in case 
of mixed operating mode with the minimum number of ODEs (58), on the 
other hand the ternary model  𝜇3 = [IC4, NC4, NC4−] guarantees the best 
estimation functioning in case of mixed feed setup and transition between 
operating conditions with a considerably lower number of ODEs (115) in 
comparison with the one needed by the EKF (58995).  
Thus, the online implemented estimator must amount in the passive 
structure 𝜎𝑀𝐼𝑋 = {𝑆𝑖,𝑟 = 49, 𝜌𝑗,𝑟 = IC4, 𝜇
3} ,  𝜇3 = [IC4, NC4, NC4 −] 
and the passive Geometric Estimator (GE) algorithm.   
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4.7 Industrial implementation of the estimator 
 
The interesting estimation results obtained with simulations driven by the 
real plant data have recently persuaded the Sarlux Refinery in the 
implementation of the proposed estimator. This Section presents in Figs. 
4.8 and 4.9 two windows of online functioning, with results in agreement 
with the offline tests. 
 
Figure 4.8: Online estimation (green line), and chromatographic analysis (blue 
line) of the NC4 in the distillate of the butanes splitter. Time interval from May 
13th to 15th 2014.  
 
Figure 4.9: Online estimation (green line), and chromatographic analysis (blue 
line) of the NC4 in the distillate of the butanes splitter. Time interval from 
November 20th to 21th 2014.   
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4.8 Conclusion of the Chapter 
 
The problem of online estimating the distillate NC4 impurity of an 
industrial multicomponent butanes splitter has been addressed with a 
passive model-based observer driven by temperature measurements. The 
key step in the design of passive observers is the structure selection, 
which involves decisions on the sensor location, the innovated 
component, and the set of modeled components. Thus, the core of the 
Chapter is the description of the methodology employed for the estimator 
structure design.  
The proposed methodology for the structure design is based on old ideas 
about the detectability of dynamic systems, and the thermodynamics of 
multicomponent distillations. These arguments were merged in previous 
studies (Frau, 2011) obtaining a very simple tool: the per-component 
temperature gradient (PCTG) diagram, which is drawn with steady state 
information about the separation. Moreover, this Thesis introduces new 
detectability measures and conditions that systematize the employment of 
the PCTG diagram for the structure selection. The novelty of the approach 
employed in this Thesis is the possibility to identify suitable estimation 
structures even when temperature measurements are suboptimal located, 
as more often than not happens in industrial applications. 
For the industrial butanes splitter, the proposed methodology leads to the 
selection of a structure consisting in (i) the available temperature 
measurement, located at the stage 49 of the column, (ii) the innovation of 
the light key component (IC4) at the measurement stage, and (iii) the 
employment of a ternary estimation model. This structure is tested under 
real operating conditions, obtaining that the estimation task can be 
adequately performed. The ternary model-based estimator, without any 
adjustment of thermodynamic parameters, yields a ≈ 4% average offset 
error, which is acceptable for the present column. Should this error be 
larger or unacceptable, the offset error can be reduced through model 
calibration on the basis of the occasional (typically discrete-delayed) 
distillate composition determination that are commonly performed for 
process monitoring purposes. The implementation of this estimator 
requires the online integration of 115 ODEs, which are considerably less 
than the ones (58995) of its conventional EKF counterpart. 
The good results obtained during the Ph.D. program, and the features of 
the proposed observer (low computational costs, rubustness with respect 
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to operating condition changes) persuaded the Sarlux Refinery to 
implement the proposed composition estimator, which is currently online 
inferring the NC4 composition in the butanes splitter distillate, making it 
one of the first model-based composition observer applications for 
multicomponent distillations in the world. 
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Chapter 5 
 
Temperature controller design 
 
This Chapter has the aim to design temperature controllers to indirectly 
regulate the effluent composition of multicomponent distillation columns. 
The temperature control design problem is divided into structure and 
algorithm selection. The structure design involves decisions on (i) the 
coupling of the manipulated and controlled variables, and (ii) the 
temperature sensor location. The algorithm (i.e., the control law) is the 
dynamic data processor. 
In this Chapter, the nonlinear constructive control theory (Sepulchre et al., 
1997) is employed for structure design purposes but conventional control 
laws (proportional-integral PI elements) are preferred as algorithm. 
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5.1 Temperature control objective and specifications 
 
Although in multicomponent distillation columns the product composition 
should be controlled, the choice of concentrations as controlled variable is 
not preferable, since the difficult and costs related to the measurement 
obtained with hardware sensors such as gas chromatographs. Moreover, 
composition measurements are often delayed, and have low reliability 
(Luyben, 1996). Yet, a feedback composition controller usually has slow 
response because the disturbances have to manifest themselves in product 
composition changes before the feedback acts. Instead, temperature is 
usually selected as controlled variable. The advantages include reliable 
and cheap measurements, and faster disturbance rejection because the 
temperature dynamics are more rapid than the composition ones. 
Thus, because of the strong interaction and nonlinearity, and the 
unavailability of online quality measurements, the most employed control 
scheme in industrial distillation columns is the one-point temperature 
proportional-integral (PI) controller and vapor (or reflux) flow rate as 
manipulated variable (see Fig 3.1). However, the indirect control of the 
composition with a temperature loop generates composition offsets 
especially in multicomponent distillation columns. This is due to the not 
biunivocal thermodynamic relationship between the controlled variable 
(temperature) and the variable for which the control target is established 
(composition). Nevertheless, a well-designed feedback (FB) temperature 
controller guarantees (i) fast disturbance rejection, and (ii) lower 
composition deviations than the ones of a column operating in open-loop 
mode. Moreover, composition offsets can be attenuated with manual or 
automatic temperature setpoint adjustments, making the temperature 
controller an element of more complex control schemes (e.g., 
composition- temperature cascade controllers) (Castellanos-Sahagun et 
al., 2006). 
The design of controllers is usually solved by partitioning it into two 
parts: the structure and the algorithm design. 
Both steady state offset and transient behavior can be improved with an 
accurate structure design which involves decisions on (i) the controlled 
and manipulated variable coupling, and (ii) the selection of the 
temperature sensor location. The variable coupling has been extensively 
studied (see Skogestad, 2007 and references here in). The problem of the 
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sensor location for binary distillation columns (Rademarker et al., 1975; 
Tolliver and Mc Cune, 1980; Castellanos-Sahagun, 2005) is usually 
simpler than the multicomponent case. The latter is dealt in only few 
works (Lyuben, 2006; Hori and Skogestad, 2007) through systematic 
methodologies. Recently, Frau (2011) proposed a sensor location 
methodology for temperature control purposes in multicomponent 
distillations based on the per-component temperature gradient (PCTG) 
diagram. 
The third degree of freedom in the control design is the controller 
algorithm. The majority of the columns are successfully controlled with 
standard feedback PI controllers. PI controllers have the advantage of 
simple implementation and tuning guidelines, and low maintenance costs 
because of their model independency and linearity. Yet, they have a 
satisfactory functioning in case of moderate deviations from the nominal 
steady state condition thanks to the feedback action based on the 
comparison of the actual value of the controlled variable and its setpoint. 
The main disadvantage is the performance decay in case of unit operating 
condition change. On the other side, there are the model-based control 
algorithms, which allows in the identification of the solvability condition 
of the control problem and the setting of tuning guidelines underlain by 
robust closed loop stability conditions. Compared with the PI counterpart, 
they are more robust to operating condition changes and have a more 
efficient control action. However, they are usually too complex for the 
skills of the process engineers who support and maintain the industrial 
controllers, and have too much ODEs to be online integrated exceeding 
the computation power availability. 
Specifically, the objective of a temperature controller for the butanes 
splitter is the indirect regulation of the key impurity (NC4) concentration 
in the distillate. Actually, the column is equipped with a one-point PI 
controller with temperature measurement at the stage 49 and control 
action on the reboiler duty. The control scheme implemented in the 
butanes splitter is the result of a traditional control design, consisting in a 
sequential approach of column and control design. But the design of a 
process determines the inherent controllability, which qualitatively means 
how well the process rejects disturbances and how easily it moves from 
one operating condition to another (Luyben, 1996), regardless the control 
algorithm employed. Thus, this Chapter addresses two problems: 
(i) the structure design (especially the temperature sensor location 
problem), which is closely related to the system controllability condition. 
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The proposed methodology for the sensor location criteria for control of 
multicomponent distillation columns redrawn the ideas of Frau (2011) 
based on the per-component temperature gradient (PCTG) diagram. This 
is done extending some remark in the field of the sensor location choice 
for estimation purposes (the dynamic difference equation (DDE) analysis 
for estimation structure design of binary distillation columns (Fernandez 
et al., 2012)); 
(ii) the control algorithm design, which is independent to the sensor 
location choice. Starting from the nonlinear state feedback (NLSF) 
controller design (Khalil, 2002), it is theoretically demonstrated that its 
behavior can be satisfactorily recovered through conventional PI 
elements. 
  
Chapter 5. Temperature Controller Design 89 
 
5.2 Temperature feedback controllers 
 
The introduction of the feedback (FB) control in process industry has had 
revolutionary consequences with drastic improvements in performance 
(Bennet, 1979; Bennet, 1993). During the last decades, two opposite 
realizations of feedbacks arise: (i) the PI(D) form, and (ii) the rigorous 
model-based control laws. As first methodological step both for structure 
and algorithm design, this Section analyses the single-point temperature 
FB controller obtained with both techniques, highlighting the pro and con 
of their design and implementation. 
 
5.2.1 PI feedback controller 
The control system of the industrial splitter consists in the employment of 
the vapor boil-up (𝑉𝑆) for temperature control at the stage 49 in the 
enrichment section, with a proportional-integral (PI) feedback (FB) 
control law (5.1): 
𝑢𝑃𝐼(𝑡) = 𝑢𝑁 − 𝑘 [𝑒(𝑡) + 1 𝜏𝐼∫ 𝑒(𝜏)𝑑𝜏
𝑡
0
⁄ ] 
(5.1) 
𝑢𝑃𝐼 = 𝑉𝑆, 𝑢𝑁 = 𝑉𝑆
𝑁, , 𝑒(𝑡) = 𝑦(𝑡) − 𝑦𝑆𝑃, 𝑦 = 𝑇𝑆𝑚, 𝑆𝑚 = 49 
 
In practice the vapor flow 𝑉𝑆 in the stripping section is indirectly 
manipulated by the heat input 𝑄. Industrial values of the nominal duty 𝑢𝑁, 
the (time invariant) temperature setpoint 𝑦𝑆𝑃, the proportional 𝑘 and 
integral 𝜏𝐼 gains are not known. 
In the PI temperature control law (5.1), the proportional (P) (𝑘 ∙ 𝑒(𝑡)) and 
integral (I) (𝑘 𝜏𝐼 ∫ 𝑒(𝜏)𝑑𝜏
𝑡
0
⁄ ) actions are based on the present and past 
control error, comparing the actual 𝑦(𝑡) and desired 𝑦𝑆𝑃 values of the 
controlled variable, allowing no temperature offset at the steady state. 
In the context of the butanes splitter, the industrial performance of the 
controller (5.1) for the indirect control of the distillate NC4 composition 
are discussed in Chapter 3, finding that: the temperature feedback 
manages to meet the purity specification value in a mean sense, but with 
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alternative periods of over and under purification. For example, in case of 
the sample at moderated mixed feed setup (Data set 2, Section 3.6) the 
mean value of the NC4 concentration in the distillate is 0.0274 molfrac, 
with 0.0075 of standard deviation from the average. This implies period of 
over energy consumption. Moreover, in all the data sets provided by 
Sarlux Refinery, the temperature at the pilot tray (Figs. 3.4, 3.6, 3.8g) 
does not seem track a temperature setpoint, and the performance of the 
temperature PI controller is poor. This can be due to lot of factors 
(i) low system controllability (low input-output sensitivity diagnosed in 
Chapter 3 due to the small global temperature gradients (< 0.5 °C)). 
(ii) the controller structure (controlled-manipulated variable coupling, 
temperature sensor location), 
(iii) controller tuning, 
(iv) problems in control valves, such as sizing or stiction (Jelali and 
Huang, 2010; Bacci Di Capaci and Scali, 2014). 
While the first point was dealt in Chapter 3, and this Chapter analyzes the 
factors (ii) and (iii), the assessment of the last one falls outside of the 
objective of this Thesis. 
 
5.2.2 Model-based temperature controller 
Since the developing of the computer-aided engineering branch, the 
opposite of the PID realization of FB controllers is the model-based 
design technique, with control law directly derived by the mathematical 
model (rigorous of simplified) of the system. 
For the multicomponent splitter with temperature measurement at the 
stage 49 of the enrichment section and vapor boil-up 𝑉𝑆 as manipulated 
variable the rigorous model based control law (see derivation in Appendix 
2) is given by 
𝑉𝑆 =
−𝐾𝐶  (𝑦 − 𝑦
𝑆𝑃)
𝛾(𝒄𝑚, 𝒄𝑚+1)
−
𝐿𝐸 ∙ 𝛼(𝒄𝑚, 𝒄𝑚+1)
𝛾(𝒄𝑚, 𝒄𝑚+1)
= 𝜇𝑇(𝒄𝑚, 𝒄𝑚+1) = 
= 𝜇𝑇
𝐹𝐵(𝒄𝑚, 𝒄𝑚+1) + 𝜇𝑇
𝐹𝐹(𝒄𝑚, 𝒄𝑚+1) 
(5.2) 
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where 𝑉𝑆 is the vapor flow, 𝑦
𝑆𝑃 is the (time invariant) temperature 
setpoint, 𝐾𝐶 is the controller gain, 𝐿𝐸 is the liquid flowrate in the 
enrichment section, 𝒄𝑚 and 𝒄𝑚+1 is the state vector at the stage 𝑆𝑚 and 
𝑆𝑚+1, with 𝑑𝑖𝑚(𝒄𝒎) = 𝐶 = 7. The functions 𝛼(𝒄𝑚, 𝒄𝑚+1) and 
𝛾(𝒄𝑚, 𝒄𝑚+1) are defined in (5.3), where 𝛽𝑆𝑚 is the bubble point function 
at the stage 𝑆𝑚, and ∆
+(∙) is the difference between the variable in 
brackets at the stages 𝑆𝑚+1 and 𝑆𝑚: 
𝛼(𝒄𝑚, 𝒄𝑚+1) =
1
𝐻𝑚
[∑
𝜕 𝛽𝑆𝑚(𝒄𝑚)
𝜕𝑐𝑚𝑗
∆+𝑐𝑚
𝑗
𝐶
𝑗=1
] (5.3a) 
𝛾(𝒄𝑚, 𝒄𝑚+1) = −
𝑃𝑚
𝐻𝑚
[∑
𝜕 𝛽𝑆𝑚(𝒄𝑚) 
𝜕𝑐𝑚𝑗
∆+𝑐𝑚
𝑗
𝐶
𝑗=1
] (5.3b) 
 
Note that the term into square parenthesis in (5.3) is about equal to the 
global temperature gradient at the stage 𝑆𝑚 as follows: 
∑
𝜕 𝛽𝑆𝑚(𝒄𝑚) 
𝜕𝑐𝑚𝑗
∆+𝑐𝑚
𝑗
𝐶
𝑗=1
=∑ 𝛥𝑇𝑚
𝑗
𝐶
𝑗=1
≈ 𝛥𝑇𝑚 
 
(5.4) 
 
 
where 𝛥𝑇𝑚
𝑗
 is the per-component temperature gradient (PCTG). In each 
stage the PCTG represents the contribution given by each component to 
the global temperature gradient 𝛥𝑇𝑚 (which have also played a key role in 
the estimator design, described Chapter 4). 
This model-based controller (5.2) is known as nonlinear state feedback 
(NLSF) (Khalil, 2002) since it is a nonlinear controller and needs the 
internal states (concentrations at stage 𝑆𝑚 and 𝑆𝑚+1) to compute the 
control action. The NLSF controller is constituted by two terms: 𝜇𝑇
𝐹𝐹 is a 
feedforward element able to rapidly reject the disturbances entering in the 
column. If the model is not perfect, the desired temperature value is 
reached with some offsets. On the other hand, 𝜇𝑇
𝐹𝐵 is a feedback element 
which ensures the stable regulation of the temperature and corrects the 
offset due to modeling errors. 
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5.2.3 Comparison between feedback controllers: PI and NLSF 
PI is by far the most basic and dominating form of FB in use today 
(Astrom and Hagglund, 2001). Surely, this is due to its simplicity in terms 
of model-independency and low computational costs. Indeed, the process 
knowledge required by the design procedures is low (characteristic and 
dead times of the open loop system) in the majority of the cases, that can 
be achieved analyzing the step or frequency response. However, the 
achievement of the performance are typically limited by process 
dynamics, nonlinearities, uncertainties, and disturbances. 
These problems can be overcoming by controllers based on nonlinear state 
feedback (NLSF). The use of this technique, however, is limited in special 
application where the cost of the modeling effort can be justified. Indeed, 
as found in the previous Section, the design of this kind of controllers 
relies on the process knowledge and its (dynamic and rigorous) model 
availability. Moreover, the knowledge of the internal states (stage 
compositions in case of the distillation problem control) is required. 
However, inner composition measurements are not available. Thus, in 
practice the NLSF is replaced by this output feedback (OF) counterpart, 
which employs a state estimator to compute the control law. However, the 
latter realization can requires, especially in case of high dimensional 
systems such as distillations, a computational cost which can exceed the 
problem specifications (see Chapter 4). However, the nonlinear control 
theory employed for the design of NLSF controllers allows in the 
derivation of solvability conditions of the control problem, gives 
guidelines for the control structure design and tuning, that can be applied 
regardless the particular control algorithm employed. 
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5.3 Structure design for the temperature FB controller 
 
In this Section the structure design for control of multicomponent 
distillation columns is addressed. Firstly, some remarks about the 
variables coupling is given. Then, as methodological step, the temperature 
sensor location problem is dealt employing passivity arguments 
(Sepulchre et al., 1997). From the passivity arguments, the solvability 
condition of the temperature control problem is derived and reinterpreted 
on the light of the per-component temperature gradients (PCTG) of the 
column. 
 
5.3.1 Manipulated-controlled variable coupling 
This Subsection briefly discusses the widely studied control configuration 
problem for distillation columns (Skogestad and Morari, 1987; Skogestad 
et al., 1990; Luyben, 2005; Hori and Skogestad, 2007; Skogestad, 2007). 
The term control configuration for two product distillation columns 
usually refers to the two combinations of the four flows, reflux 𝑅, vapor 
boil-up 𝑉𝑆, distillate 𝐷, and bottom 𝐵, that remain (unused) as degree of 
freedom after the pressure loops are closed.  
The 𝐿𝑉 configuration is the most common or conventional choice. It 
consists in using the external flow (𝐷 and 𝐵) for the level control. When 
the indirect regulation of the composition of the overhead flow is desired, 
one of the two flow (𝑅 or 𝑉𝑆) can be chosen for the temperature control. 
The choice leads more or less to the same performance since both the duty 
and the reflux immediately influence the temperatures (thus, the 
composition) of the enrichment section. However, if the interest is in the 
regulation of the bottom composition, the choice of the vapor boil-up is 
the most appropriate. (Skogestad, 2007; Skogestad and Morari, 1987) 
Specifically, the 𝐿𝑉 configuration is the one employed in the butanes 
splitter, whit the temperature at the pilot tray (located at the stage 49 in the 
enrichment section) is controlled manipulating the vapor boil-up 𝑉𝑆, 
acting on the reboiler duty. 
 
94 Chapter 5. Temperature Controller Design 
 
5.3.2 Temperature sensor location 
In this Subsection, the advanced control theory is employed to design the 
temperature controller structure. Passivity concepts (Sepulchre et al., 
1997) are applied to the model-based NLSF controller (5.2) identifying 
the robust solvability condition for the control problem. Then, this 
condition is compared with the most employed sensor location criteria for 
distillation column control, and reinterpreted on the light of the per-
component temperature gradient (PCTG) diagram, and sensitive 
arguments adopted from the state estimation problem. 
The novelty of the proposed approach consists in the derivation of a per-
component slope criterion which is an extension to the multicomponent 
case of the well know slope criterion for sensor location in distillation 
columns. 
 
5.3.2.1 Passivity concepts 
A recent approach in the field of the nonlinear control theory is 
represented by the nonlinear constructive control theory (Sepulchre et al., 
1997). This framework is based on fundamental connections among 
passivity, optimality and robustness, and it is denoted in this way since the 
controller is constructed on the bases of given properties and nonlinear 
tools. This method has recently used in distillation column temperature 
control (Castellanos-Sahagun et al., 2005; Castellanos-Sahagun et al., 
2006). Here, it is employed for structure design purposes. 
According to the nonlinear constructive control theory the temperature 
control problem has solution only if the control model has (i) Relative 
Degree (RD) equal to one, and (ii) the Zero Dynamics (𝑍𝐷) are stable. 
A system has relative degree equal to one (𝑅𝐷 = 1) for the selected input-
output pair if the input (𝑢) explicitly appears in the equation of the output 
derivative (𝑦 ). This means that the input directly affects the output. So, the 
property of relative degree equal to one for the selected input-output pair 
(𝑢 − 𝑦) defines the similarity between the input and output dynamics and 
it guarantees the control robustness in case of modeling errors. 
With the term Zero Dynamics we refer to the system dynamics when the 
output derivative (𝑦 ) is zero. 
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If the conditions 𝑅𝐷 = 1 and stable 𝑍𝐷 are true the system is said to be 
passive. This in turn signify that a passive controller, which is inherent 
robust, can be built solving the control model for the manipulated variable 
𝑢. 
In the next Subsections, the passivity condition is investigated, leading to 
the definition of a sensor location criteria for multicomponent distillation 
columns. 
 
5.3.2.2 y-controllability condition (y-c.i): slope criterion 
For the case of the butanes splitter, the temperature is controlled by 
manipulating the vapor boil-up 𝑉𝑆. Thus, the input-output (𝑦 − 𝑢) pair is 
the temperature at the control tray and the vapor boil-up (𝑇𝑆𝑚 − 𝑉𝑆). 
Consequently, the columns has 𝑅𝐷 = 1 if the input (𝑢 = 𝑉𝑆) explicitly 
appears in the equation of the output derivative (𝑦 = 𝑇 𝑆𝑚) (5.5) 
𝑦 = 𝑇 𝑆𝑚 = 𝐿𝐸  𝛼(𝒄𝑚, 𝒄𝑚+1) + 𝑉𝑆 𝛾(𝒄𝑚, 𝒄𝑚+1) (5.5) 
 
Thus, the condition of 𝑅𝐷 = 1 is satisfied when the term 𝛾(𝒄𝑚, 𝒄𝑚+1) 
differs from zero. However, the robust solution of (5.5) for the 
manipulated variable 𝑉𝑆 is obtained for value of 𝛾(𝒄𝑚, 𝒄𝑚+1) bigger than 
a small quantity 𝜀𝛾: 
𝑅𝐷(𝑢, 𝑦) = 1 → 𝛾(𝒄𝑚, 𝒄𝑚+1) > 𝜀𝛾 (5.6) 
 
where 𝛾(𝒄𝑚, 𝒄𝑚+1) is defined in (5.3) 
𝛾(𝒄𝑚, 𝒄𝑚+1) = −
𝑃𝑚
𝐻𝑚
[∑ 𝛥𝑇𝑚
𝑗
𝐶
𝑗=1
] ≈ −
𝑃𝑚
𝐻𝑚
[∆𝑇𝑚] 
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Figure 5.1: Temperature gradient diagram in case of: saturated feed setup. 
 
Considering that the slope of operating line (𝑃𝑚) and the liquid holdups 
(𝐻𝑚) manifests stage-to-stage negligible variations in the enrichment 
section, and that the term which is varying around the section is the global 
temperature gradient ∆𝑇𝑚, (5.6) suggests that a robust temperature 
controller is designed if the sensor location is chosen on the basis of the 
following criterion: 
(y-c.i) In the section where the control objective is defined, the stage with 
maximum or sufficiently high global gradient 𝛥𝑇𝑚 must be chosen as 
sensor location. It is known from the industrial practice that yhis is a 
necessary but not sufficient condition. 
Note that (y-c.i) (also known whit the name slope criterion) is the 
criterion actually employed for sensor location in binary (Tolliver and 
McCune, 1980; Castellanos-Sahagun et al., 2005) and multicomponent 
distillation columns (Luyben, 2006; Hori and Skogestad, 2007), and most 
employed in the industrial practice (Buckley et al., 1985). 
Specifically the application of the slope criterion to the butanes splitter 
leads to the consideration that follows. The stage-to-stage global 
temperature gradients 𝛥𝑇𝑖 (excluding the condenser drum) are plotted in 
Figs. 5.1 and 5.2 at saturated and moderately mixed feed modes. In the 
light of the control objective (the indirect regulation of the NC4 in the 
distillate), due to the particular shape of the diagrams, the stages that 
better met the (y-c.i) condition (in the enrichment section) seems the top 
trays, followed by the trays in the middle of the enrichment section. 
However, the stage-to-stage temperature gradient are low, because of the 
high number of column trays needed for the separation of the IC4 and 
NC4 which have similar boiling points. 
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Figure 5.2: Temperature gradient diagram in case of: mixed feed setup. 
 
This is especially true for the internal trays (|∆𝑇𝑖| ≪ 0.5 °C), with lower 
values in case of mixed feed mode caused by the increasing difficult of 
the key components separation due to the butylenes impurities. 
Regardless the criterion (y-c.i) found from the application of the relative 
degree (𝑅𝐷(𝑢, 𝑦) = 1) condition, it is well known from the industrial 
practice and experience (Rademaker et al., 1975; Luyben, 2006; 
Skogestad, 2007; Hori and Skogestad, 2007) that the use of feed and top 
stages as control tray must be avoided since it leads to poor control 
performance, and preferring instead the high temperature gradient trays in 
the middle of the column sections.  
Thus, the next questions follows: why does the slope criterion (y-c.i) 
obtained through rigorous passivity arguments fall in the identification of 
the best control tray in multicomponent distillation columns? Can this 
failure be physically explained? In the next Subsections answers are given 
on the bases of the per-component temperature gradient (PCTG) analysis 
of the butanes splitter and sensitivity arguments derived from state 
estimation in distillation columns. 
 
5.3.2.3 Slope criterion and restrictions: physical interpretation with 
the PCTG analysis 
In the previous Subsection, the nonlinear constructive control theory 
(Sepulchre et al., 1997) is employed to obtain a criterion (5.6) to identify 
the best sensor location for the temperature feedback control in 
multicomponent distillation columns.  
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Figure 5.3: PCTG diagram in case of saturated feed setup. 
 
However, the application of the slope criterion to the butanes splitter 
candidates as control trays stages in the top of the column, which is in 
contrast with the control practice (feed and top stages lead to poor closed-
loop performance (Luyben, 2006; Skogestad, 2007; Hori and Skogestad, 
2007)).  
The reason because the feed and top stages behave bad as control trays 
must be given considering that in (5.6) the global temperature gradient 
∆𝑇𝑖 appears as the sum of the per-component temperature gradient 
(PCTG) contributions 𝛥𝑇𝑖
𝑗
 (5.4). 
∑
𝜕 𝛽𝑆𝑖(𝒄𝑖) 
𝜕𝑐𝑖𝑗
∆+𝑐𝑖
𝑗
𝐶
𝑗=1
=∑ 𝛥𝑇𝑖
𝑗
𝐶
𝑗=1
≈ 𝛥𝑇𝑖 
 
Practically speaking, in each stage the PCTG represents the contribution 
given by each component to the global temperature gradient.  
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Figure 5.4: PCTG diagram in case of saturated feed setup. 
 
These contributions can be easily computed with steady state information 
and plotted in a histogram obtaining the PCTG diagram. For the butanes 
splitter, the PCTG diagrams in case of saturated and mixed feed modes 
are shown in Figs 5.3 and 5.4. From the analysis of the per-component 
contribution to the global gradient depicted in Figs. 5.3 and 5.4 the next 
considerations follows: 
(i) in the middle of the enrichment section, where the global temperature 
gradient manifests a local maximum (stage 44 for saturated mixed feed 
setups), the two key species (IC4 in red and NC4 in light blue) give their 
maximum per-component contribution and the contribution of the non-key 
component (2-butene cis and trans: pink and blue bars, i- and n-butene: 
green and yellow bars) is negligible. In this trays, variations of the key 
component composition manifests themselves in temperature changes; 
(ii) in the section boundaries (top, feed and bottom stages) the 
contribution of non-key components (in particular light ends: black bars) 
is not negligible. It means that the large changes in non-key components 
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(and not in key components) cause the variations of the temperature. This 
in turn signifies that the temperature measurement is not injecting 
information about the separation of the key components, and it is unusable 
as control tray. 
This concerns justify the modification of the methodology for the sensor 
location choice in control of multicomponent distillation columns through 
the reformulation of the slop criterion in a per-component bases. 
 
5.3.2.4 Per-component slop criterion (y-c.ii) 
According to the concerns found in the previous Subsection, in this 
Subsection a methodology for the sensor location choice is proposed 
formulating a slop criterion given in a per-component bases: 
(𝑆𝑖
∗, 𝜌𝑗
∗) = max
𝑆𝑖,𝜌𝑗
 (𝑎𝑏𝑠( Δ𝑇𝑖
𝑗
)) (5.7) 
 
(y-c.ii) in the section of interest, choose as sensor location 𝑆𝑖
∗  the 
sensitive stage where the per-component temperature gradient series 
manifests its maximum absolute value. 
 
It must be noted that, the criterion (5.7) simultaneously identify a sensitive 
pair stage (𝑆𝑖
∗)-component (𝜌𝑗
∗), due to that the component with the 
highest per-component contribution around the column is always the 
light-key component. This is because the light-key component (IC4) is the 
largest amount species with the largest vapor pressure (see the PCTG 
definition (5.4)). 
Practically speaking, controlling the temperature at the stage 𝑆𝑖
∗ where the 
component 𝜌𝑗
∗ has the maximum |Δ𝑇𝑖
𝑗
| signifies the indirect control of the 
separation between the key components, since the temperature 
measurement at the stage 𝑆𝑖
∗ is mainly a manifestation of the behavior of 
the component 𝜌𝑗
∗. 
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A time that the concentration of the component 𝜌𝑗
∗ is fixed by the 
temperature controller, the residual compositions are controlled by the 
material balances, limiting their possibility of moving from the desired 
value. Moreover, the previous derivation implies that the stages in the top 
of the column, where the light-end manifests a large contribution, cannot 
be chosen, since the temperature measurement does not provide 
information about the separation of the key components. 
Specifically, according to the criterion (y-c.ii) and the PCTG diagrams in 
Figs. 5.3 and 5.4, the best control tray both for saturated and mixed feed 
setups is the 44. However, the stage 49 where the temperature sensor of 
the butanes splitter is currently located constitutes a sub-optimal (good-
enough) choice because of (i) the still high per-component temperature 
gradient associated to the light key component (IC4) and (ii) the low 
contribution of the non-key components. 
Actually, the PCTG diagram is also employed by Frau (2011) for the 
structure design of temperature controllers. However, differently from the 
derivation of this Thesis, that work lack of a systematic connection 
between the tool and the system controllability condition. 
 
5.3.2.5 Dynamic difference equation (DDE) analysis and zero 
dynamics 
In previous Subsections, the passivity analysis of the system is 
circumscribed to the verification of the Relative Degree condition. In fact, 
it is know that the Zero Dynamics (i.e., the composition dynamics when 
𝑦 = 0) are always stable for distillation columns (Castellanos-Sahagun et 
al., 2005). 
However, for a given control gain 𝐾𝐶 the controller 𝜇𝑇(𝒄𝑚, 𝒄𝑚+1) (5.2) 
forces the time derivative 𝑦 = − 𝐾𝐶(𝑦 − 𝑦
𝑆𝑃) of the temperature 𝑦 at the 
measurement stage to zero with a velocity λ𝑖 (the characteristic frequency 
of the temperature at the stage 𝑖) which depends on the sensor location: 
𝑦
λ𝑖
→ 𝑦𝑆𝑃, 𝑦 
λ𝑖
→ 0 
 
Consequently, the concentrations are forced to their corresponding settling 
value with a velocity Λ𝑖  
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𝑐𝑖
𝑗 Λ𝑖→ 𝑐?̅?
𝑗
, 𝑐 𝑖
𝑗 Λ𝑖→ 0 
 
But the composition settling velocity Λ𝑖 is maximum at the stage 𝑆𝑖
∗  
where the PCTG of the IC4 has its maximum absolute value. This in turn 
signifies that the choice of the sensor location according to the per-
component slope criterion (y-c.ii) (5.7) guarantees the design of a 
temperature controller with the best closed loop performance. 
The demonstration is given in that follows. 
Rewrite the actual column dynamics (3.4) (not including the section 
boundaries) in dynamic difference equations (DDE) form (Fernandez et 
al., 2012) (4.26) for multicomponent distillation column, as done in 
Chapter 4 for estimation design purposes: 
𝑐 𝑖
𝑗 = 𝐷𝑖
𝑗∆2𝑐𝑖
𝑗 − 𝑣𝑖
𝑗∆𝑐𝑖
𝑗
 
 
where  
∆2𝑐𝑖
𝑗 = 𝑐𝑖+1
𝑗 − 2𝑐𝑖
𝑗 + 𝑐𝑖−1
𝑗
;  
∆𝑐𝑖
𝑗 = 𝑐𝑖+1
𝑗 − 𝑐𝑖
𝑗
.  
𝐷𝑖
𝑗
, 𝑣𝑖
𝑗
, 𝜎𝑖
𝑗
 are respectively the dispersive coefficient, the convective 
velocity and the secant of the vapor-liquid equilibrium (VLE) according to 
the expressions 
𝐷𝑖
𝑗 = (𝑉𝑖/𝐻𝑖 ∙ 𝜎𝑖
𝑗) (Dispersive Coefficient) 
𝑣𝑖
𝑗 = (
𝑉𝑖
𝐻𝑖
∙ 𝜎𝑖
𝑗 −
𝐿𝑖
𝐻𝑖
) = (𝜎𝑖
𝑗 −
𝐿𝑖
𝑉𝑖
) (Convective Velocity) 
𝜎𝑖
𝑗 = [𝜀𝑖
𝑗(𝒄𝑖) − 𝜀𝑖−1
𝑗 (𝒄𝑖−1) ] [𝑐𝑖
𝑗 − 𝑐𝑖−1
𝑗
]⁄  (Secant of VLE) 
𝑃𝑒𝑖
𝑗 =
𝑁 (𝑉𝑖/𝐻𝑖 ∙ 𝜎𝑖
𝑗 − 𝐿𝑖/𝐻𝑖)
(𝑉𝑖/𝐻𝑖 ∙ 𝜎𝑖
𝑗)
=
𝑁 𝑣𝑖
𝑗
𝐷𝑖
𝑗
 (Peclet Number) 
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At the stage 𝑖: 𝑉𝑖 (or 𝐿𝑖) is the molar vapor (or liquid) flow rate, 𝐻𝑖 is the 
molar holdup of the liquid mixture, and 𝑐𝑖
𝑗
 is the concentration of the 
component 𝑗. 
As extensively discuss in Section 4.5, for each stage and component the 
separation depends on two transmission mechanisms: 
(i) the dispersive flow 𝐷𝑖
𝑗∆2𝑐𝑖
𝑗
 which is bidirectional due to the second 
order difference ∆2𝑐𝑖
𝑗
 which carries information about the concentration at 
the three stages 𝑖, 𝑖 + 1, and 𝑖 − 1.  
(ii) the convective flow 𝑣𝑖
𝑗∆𝑐𝑖
𝑗
 which is unidirectional since the operator 
∆𝑐𝑖
𝑗
 involves concentrations at the two stages 𝑖, and 𝑖 + 1. 
However, at the sensitive stage 𝑆𝑖
∗ with maximum PCTG the Peclet 
Number 𝑃𝑒𝑖
𝑗
 is equal to zero (Fernandez et al, 2012) because the 
convective velocity is zero. Consequently, the bidirectional dispersive 
flow has its maximum. Thus, at the stage 𝑆𝑖
∗ the material balance of the 
light-key component 𝜌𝐿𝐾 becomes 
 𝑐 𝑖
𝑗 = −𝐷𝑖
𝑗 ∙ ∆2𝑐𝑖
𝑗
     (for 𝑖 = 𝑆𝑖
∗, 𝑗 = 𝜌𝐿𝐾) 
 
From the previous equation emerges that by virtue of a temperature 
controller at the stage 𝑆𝑖
∗, the zero dynamics converge with velocity Λ𝑖 
proportional to the maximum dispersive coefficient 𝐷
𝑆𝑖
∗
𝜌𝐿𝐾, which is the 
characteristic frequency of the dispersive flow. This in turn signifies that 
the temperature controller with temperature measurement at the stage 𝑆𝑖
∗ 
guarantees the best closed loop performance.  
Moreover, the same bidirectional transmission mechanism is responsible 
of the robust control functioning: the measurement stage located at the 
sensitive stage 𝑆𝑖
∗: 
(i) allows to efficiently transfer the control action from the measurement 
stage through the downstream 𝑐𝑖+1
𝑗
 material balances till the effluent 
composition (for which the control target is established) 
(ii) can fast detect and reject disturbances entering in upstream stages (i.e., 
feed stage). 
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5.3.2.6 Connection between steady state and dynamic criteria for the 
choice of the control tray  
The per-component slop criterion y.c-ii (which falls into the slope 
criterion for binary distillation columns) is a steady state method to find 
the best control tray. Other criteria are based on the analysis of the 
temperature dynamic response to input changes, and the control tray is the 
one with fastest and most linear response (Tolliver and McCune, 1980). 
No so obviously, this control tray is also the one that, given the 
abovementioned input step, manifests the largest steady state temperature 
offset. This is another method for the sensor location choice that Luyben 
(2006) named the “sensitive criterion”, and it marge a dynamic and steady 
state analysis. In Luyben (2006) is also found that this stage is the one 
with the biggest temperature gradient (i.e., the slope criterion).  
In this way, an evidence between the connection of static and dynamic 
criteria emerges. But, how are static features, as the temperature gradient, 
connected to the dynamic behavior (e.g., the temperature settling time)?  
The key is in the dispersive coefficient 𝐷
𝑆𝑖
∗
𝜌𝐿𝐾 found in the previous 
section. 
Let recall the output map (3.11b) (the temperature) at the measurement 
stage 
𝑇𝑆𝑖
∗ = 𝛽𝑆𝑖
∗(𝒄𝑆𝑖
∗) 
 
Due to that at the most sensitive stage the main contribution to the 
temperature is given by the light-key component, which is the one with 
the highest  composition, the previous output map can be 
approximated according: 
𝑇𝑆𝑖
∗ ≈ 𝛽𝑆𝑖
∗ (𝑐
𝑆𝑖
∗
𝜌𝐿𝐾) 
 
Then, take its time derivative 
𝑇𝑆𝑖∗
 =
𝜕𝛽𝑆𝑖
∗(𝒄𝑆𝑖
∗)
𝜕𝒄𝑆𝑖
∗
∙ 𝒄 𝑆𝑖
∗ ≈
𝜕𝛽𝑆𝑖
∗ (𝑐
𝑆𝑖
∗
𝜌𝐿𝐾)
𝜕𝑐
𝑆𝑖
∗
𝜌𝐿𝐾
𝑐 
𝑆𝑖
∗
𝜌𝐿𝐾 
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and combine with the material balance in DDE form (see the derivation in 
Subsection 5.3.2.5) to obtain: 
𝑇𝑆𝑖∗
 ≈ −𝐷
𝑆𝑖
∗
𝜌𝐿𝐾
𝜕𝛽𝑆𝑖
∗ (𝑐
𝑆𝑖
∗
𝜌𝐿𝐾)
𝜕𝑐
𝑆𝑖
∗
𝜌𝐿𝐾
∙ ∆2𝑐
𝑆𝑖
∗
𝜌𝐿𝐾 
 
From which emerges a proportionality between the frequency of the 
temperature λ𝑆𝑖
∗  and the dispersive coefficient 𝐷
𝑆𝑖
∗
𝜌𝐿𝐾 at the most sensitive 
stage. 
Since at the stage 𝑆𝑖
∗ 
(i) max |Δ𝑇𝑆𝑖
∗
𝜌𝐿𝐾| = max |𝐷𝑆𝑖
∗
𝜌𝐿𝐾|   (proof in Appendix 1) 
(ii) 𝐷
𝑆𝑖
∗
𝜌𝐿𝐾 ≈ λ𝑆𝑖
∗  
 
Consequently, the stage with the highest per-component temperature 
gradient has the highest settling frequency. 
This theoretical result is in agreement with the characteristic times of the 
temperature at the most sensitive stage (stage 44), which is always smaller 
than the one at the measurement tray located in a suboptimal position 
(stage 49), as shown in Table 5.1: 
 
 
r = 0 r = 0.25 r = 0.45 
𝝉𝑷
𝟒𝟒 [h] 0.452 0.473 0.404 
𝝉𝑷
𝟒𝟗 [h] 0.501 0.487 0.431 
 
Table 5.1: Characteristic times of the temperature at the sensitive (44) and 
measurement (49) stage for different values of the feed ratio 𝑟.  
 
Thus, the most sensitive tray is (i) the fastest one, (ii) has the largest 
temperature gradient, and (iii) has the largest dispersive transport 
contribution.  
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5.3.3 Summary of the Section 
In this Section the structure design problem of temperature FB controllers 
for multicomponent distillation columns is addressed. On the bases of 
passivity concepts, a methodology for the selection of the temperature 
sensor location is proposed. The methodology consists in plotting the per-
component temperature gradient (PCTG) diagram (only steady state 
information are needed). Then, the sensor location is chosen according to 
the highest PCTG. The proposed methodology is an extension of the slope 
criterion, applicable to binary systems, to the multicomponent case.  
Moreover, a connection between the per-component slope criterion, which 
is based on a steady state feature of the system, and dynamic criteria for 
the sensor location choice is established through the DDE analysis. 
Specifically, the application of the per-component slope criterion to the 
butanes splitter leads to the choice of the stage 44 as best sensor location, 
and the consideration that the stage 49 (which is the actual control tray) is 
a suboptimal (but good-enough) choice. 
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5.4 Algorithm design for the temperature FB 
controller 
 
In this Section the algorithm design of FB temperature controllers for 
multicomponent distillation columns is addressed. Four algorithms are 
considered: (i) the non-linear state feedback (NLSF), (ii) the output 
feedback with state estimation (OF-SE), (iii) the output feedback with 
reduced order control model and observer (OF-R), (iv) the PI controller. 
The focus of the discussion is on their solvability conditions, tuning and 
relationships, finding that the behavior of the NLSF can be reconstructed 
by a FB controller with conventional (PI) elements. 
 
5.4.1 Nonlinear state feedback (NLSF) 
Let recall the nonlinear state feedback (NLSF) (Khalil, 2002) (5.2) for 
multicomponent distillation columns (see derivation in Appendix 2), 
accompanied by the solvability conditions (see Subsection 5.3): 
𝜇𝑇(𝒄𝑚, 𝒄𝑚+1) = 𝑉𝑆 =
−𝐾𝐶  (𝑦 − 𝑦
𝑆𝑃)
𝛾(𝒄𝑚, 𝒄𝑚+1)
−
𝐿𝐸 ∙ 𝛼(𝒄𝑚, 𝒄𝑚+1)
𝛾(𝒄𝑚, 𝒄𝑚+1)
 
𝑆𝑚 = 𝑆𝑖
∗ = max
𝑆𝑖,𝜌𝑗
 (𝑎𝑏𝑠( Δ𝑇𝑖
𝑗
)), stable 𝑍𝐷 
 
where 𝑦 = 𝑇𝑆𝑚  is the temperature measurement at the sensitive stage 𝑆𝑚 
(chosen according to the per-component slope criterion (5.7)), 𝑦𝑆𝑃 is the 
(time invariant) temperature setpoint, 𝑉𝑆 is the vapor flow, 𝐾𝐶 is the 
controller gain, 𝐿𝐸 is the liquid flowrate in the enrichment section, 𝒄𝑚 and 
𝒄𝑚+1 are the state vectors at the stages 𝑆𝑚 and 𝑆𝑚+1, with dim(𝒄𝒎) =
𝐶 = 7. The functions 𝛼(𝒄𝑚, 𝒄𝑚+1) and 𝛾(𝒄𝑚, 𝒄𝑚+1) are defined in (5.3). 
This model-based controller is known as nonlinear state feedback since it 
is a nonlinear controller, with feedback action and the control action is 
computed on the bases of the internal (𝐶 ∙ 2 = 14) systems states 
(concentrations at stage 𝑆𝑚 and 𝑆𝑚+1). It means that online composition 
measurements must be provided. 
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The tuning of the controller (5.2) amounts to the tuning of the SISO 
proportional loop. This enables the employment of conventional tuning 
rules for SISO controllers (Luyben, 1996): 
(i) draw estimates of the open loop dominant frequency 𝜆𝑃, either from 
plant tests or from simulations, 
(ii) set the controller gain 𝐾𝐶 equal to the open loop dominant frequency 
𝜆𝑃, 
(iii) make a small setpoint or load change, observe the control and output 
response, 
(iv) gradually increase 𝐾𝐶 until its ultimate control gain 𝐾𝐶
∗, where the 
response becomes oscillatory, and back-off by setting 𝐾𝐶 = 𝐾𝐶
∗/3 or 
slower. 
The NLSF controller needs inner composition measurements which are 
not available. Thus, in practice the NLSF is replaced by this output 
feedback (OF) realization, which employs a state estimator to compute the 
control law. 
 
5.4.2 Output feedback with passive state estimator (OF-SE) 
In order to compute the NLSF control law, the measurements of the 
composition of the mixture at the stages 𝑆𝑚 and 𝑆𝑚+1 must be provided. 
However, these analytical measurements are not available, posing severe 
limitations to any real-time implementation of the abovementioned 
controller. A possible solution is the state estimation through a (passive) 
observer driven by secondary measurements (the temperatures). Thus, the 
temperature controller and related solvability conditions become: 
𝜇𝑇(?̂?𝑚, ?̂?𝑚+1) = 𝑉𝑆 =
−𝐾𝐶  (𝑦 − 𝑦
𝑆𝑃)
𝛾(?̂?𝑚, ?̂?𝑚+1)
−
𝐿𝐸 ∙ 𝛼(?̂?𝑚, ?̂?𝑚+1)
𝛾(?̂?𝑚, ?̂?𝑚+1)
 (5.8a) 
𝑆𝑚 = 𝑆𝑖
∗ = max
𝑆𝑖,𝜌𝑗
 (𝑎𝑏𝑠( Δ𝑇𝑖
𝑗
)), stable 𝑍𝐷 (5.8b) 
 
where the composition at the stages 𝑆𝑚 and 𝑆𝑚+1 are inferred through the 
composition observer design in Chapter 4 (5.8c-e). Note that the 
fulfillment of the detectability condition (4.14) (see Subsection 4.3.2) is 
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guaranteed with the temperature measurement at the same sensitive 
control tray 𝑆𝑚. 
𝑐𝜄 ̂ = 𝑓𝜄(?̂?𝜄,  ?̂?𝝊, 𝑢, 𝒅) + 𝑔(?̂?𝑆𝑚)[ 2𝜉𝜔 (𝑦𝑆𝑚 − ℎ𝑆𝑚(?̂?𝑆𝑚)) + 𝜄 ̂] (5.8c) 
𝜄  ̂ = 𝜔2[ 𝑦𝑆𝑚 − ℎ𝑆𝑚(?̂?𝑆𝑚) ] (5.8d) 
𝒄 ̂𝝊 = 𝒇𝝊(?̂?𝜄,  ?̂?𝝊, 𝑢, 𝒅) (5.8e) 
𝑑𝑖𝑚(?̂?𝜄) = 𝑑𝑖𝑚(𝑦𝑆𝑚) = 1 
𝑑𝑖𝑚(?̂?𝝊) = 𝑁 − 1 = 341 
?̂?𝜄(0) = ?̂?𝜄
0;    ?̂?𝝊(0) = ?̂?𝝊
𝟎
 
𝑔(?̂?𝑆𝑚) = [ 𝜕 𝛽𝑆𝑚(?̂?𝑆𝑚) 𝜕?̂?𝜄⁄  ]
−1 
 
The controller (5.8) is the output feedback (OF) realization of the rigorous 
NLSF controller (5.2). It needs the online integration of 𝑁(𝐶 − 1) + 1 =
343 ODEs. 
Due to the low computational power availability in the DCS systems, a 
key feature for the implementation of the observer (5.9) is the number of 
ODEs online integrated. Chapter 4 shows that a ternary model 
(𝑑𝑖𝑚(𝒄𝑀) = 3) provides a good approximation of the system and good 
estimation performance. In this way the dimensionality of the estimation 
problem is reduced from 342 to (𝑁 ∙ (𝐶𝑀 − 1)) = 115 ODEs. According, 
the OF-SE control law becomes 
𝜇𝑇(𝒄?̂?𝑚, 𝒄?̂?𝑚+1) =
−𝐾𝐶  (𝑦 − 𝑦
𝑆𝑃)
𝛾(𝒄?̂?𝑚, 𝒄?̂?𝑚+1)
−
𝐿𝐸 ∙ 𝛼(𝒄?̂?𝑚, 𝒄?̂?𝑚+1)
𝛾(𝒄?̂?𝑚, 𝒄?̂?𝑚+1)
 (5.9a) 
𝑆𝑚 = 𝑆𝑖
∗ = max
𝑆𝑖,𝜌𝑗
 (𝑎𝑏𝑠( Δ𝑇𝑖
𝑗
)), stable 𝑍𝐷 (5.9b) 
 
where 𝒄?̂?𝑚 is the vector of the concentrations of the modeled components 
at the control tray 𝑆𝑚.  
It must be pointed out that (5.9) is a good approximation of (5.8) if  
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𝛼(𝒄?̂?𝑚, 𝒄?̂?𝑚+1) ≈  𝛼(?̂?𝑚, ?̂?𝑚+1) (5.10a) 
𝛾(𝒄?̂?𝑚, 𝒄?̂?𝑚+1) ≈  𝛾(?̂?𝑚, ?̂?𝑚+1) (5.10b) 
 
Being 𝛼 and 𝛾 proportional to the global temperature gradient according 
to (5.3), condition (5.10) is satisfied if the components in the ternary 
model provide a satisfactory reconstruction of the temperature gradient at 
the measurement stage. Note that the observer structure design made 
according the methodology proposed in Chapter 4 based on detectability 
measures and conditions (4.18) on the PCTG diagram guarantees that 
condition (5.10) is met, stating a formal connection between sensor 
location criteria for control and estimation purposes. 
However, with respect to the control design specification, the dynamic 
controller (5.9) is too complex because it is highly model-dependent, 
nonlinear, interactive and made of too ODEs. 
The controller tuning amount in the tuning of the SISO proportional loop 
(see previous Subsection), and the estimator tuning according to the 
simple and systematic guidelines given in Subsection 4.2.3. 
 
5.4.3 Output feedback temperature controller redesign (OF-R) 
In this Subsection the behavior of the detailed model-based robust OF-SE 
controller (5.8) is recovered by means of a rather simpler one (here named 
OF-R) with anti-windup protection (Gonzalez and Alvarez, 2005; 
Castellanos-Sahagun et al., 2005). 
Let us recall the detailed column model and express its 𝑦-output dynamics 
in the (parametric-like) form  
𝑦 = −𝑎𝑢 + 𝜄,  (5.11a) 
𝑎 ≈ 𝜕𝑢 [
𝜕 𝛽𝑆𝑚(𝒄𝑚) 
𝜕𝒄𝑚
∙ 𝒄 𝑚],  𝜄 = [
𝜕 𝛽𝑆𝑚(𝒄𝑚)
𝜕𝒄𝑚
∙ 𝒄 𝑚] + 𝑎𝑢 (5.11b,c) 
 
where 𝜄 is an observable input (in the sense that it is time-wise uniquely 
determined by the known-measured input-output pair 𝑢-𝑦, according to 
the expression 𝜄 = 𝑦 + 𝑎𝑢 ), 𝑦 = 𝑇𝑆𝑚 is the temperature measurement at 
the sensitive stage, 𝑢 = 𝑉𝑠 − 𝑉?̅?, 𝛽𝑆𝑚 is the bubble point function at the 
control tray. The control model (5.11) has 𝑅𝐷 = 1 since the input 𝑢 
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explicitly appears in the equation of the first time-derivative of the output 
𝑦, and the 𝑍𝐷 are stable (Castellanos-Sahagun et al., 2005). Thus, the 
system (5.11) is passive and the nonlinear constructive method can be 
used to derive the controller. 
The elimination of the unknown nonlinear component (5.11c) of the 
output dynamics yields the simplified model for temperature control 
redesign: 
𝑦 = −𝑎𝑢 + 𝜄 ̂ (5.12) 
 
with unknown time-varying input 𝜄(̂𝑡) that is online estimated arbitrarily 
fast (up to measurement error, with adjustable exponential convergence 
rate 𝜔) with the reduced-order observer  
𝜄 ̂ = 𝜔(𝜄 − 𝜄)̂ = 𝜔(𝑦 + 𝑎𝑢 − 𝜄)̂ 
 
Due to noise sensitivity problems, the time-derivative of the temperature 𝑦  
should be avoided. This can be done rewriting the previous filter as 
follows: 
𝜄 ̂ − 𝜔𝑦 = 𝜔(𝑎𝑢 − 𝜄)̂ (5.13) 
 
Using the coordinate change 𝜒 = 𝜄̂ − 𝜔(𝑦 − 𝑦𝑆𝑃) and substituting into 
(5.13), a new form (5.14) is obtained 
𝜒 = −𝜔𝜒 − 𝜔2(𝑦 − 𝑦𝑆𝑃) + 𝜔𝑎𝑢,  𝜒(0) = 0 (5.14) 
 
The enforcement of the prescribed closed loop dynamics  
𝑦 = − 𝐾𝐶(𝑦 − 𝑦
𝑆𝑃) 
 
upon the simplified model (5.12) yields the temperature tracking 
controller, accompanied by the solvability conditions: 
𝜒 = −𝜔𝜒 − 𝜔2(𝑦 − 𝑦𝑆𝑃) + 𝜔𝑎𝑢,  𝜒(0) = 0 (5.15a) 
𝑢 = [𝜄 ̂ + 𝐾𝐶(𝑦 − 𝑦
𝑆𝑃)]/𝑎 = [(𝐾𝐶 + 𝜔)(𝑦 − 𝑦
𝑆𝑃) + 𝜒]/𝑎 (5.15b) 
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𝑆𝑚 = 𝑆𝑖
∗ = max
𝑆𝑖,𝜌𝑗
 (𝑎𝑏𝑠( Δ𝑇𝑖
𝑗
)), stable 𝑍𝐷 (5.15c) 
 
The controller (5.15) has anti-windup protection feature because the 
integrator (5.15a) runs regardless the control saturation. 
Implementation and tuning: in this work, the value of 𝑎 has been 
approximated at the nominal value ?̅? computed on the bases of the column 
model (3.4) (Frau, 2011). 
?̅? = −
Δ?̅?𝑆𝑚
?̅?𝑚𝜆𝑣̅̅ ̅𝑚
∑
Δ𝜀(𝑐?̅?
𝑗 )
𝑐?̅?
𝑗
𝐶
𝑗=1
 
 
This approximation is suitable if the condition ?̅? = 𝑠𝑖𝑔𝑛(𝑎) holds. The 
tuning of the controller (5.15) amounts to the tuning of the SISO 
proportional loop with a fast independent linear filter. This enables the use 
of conventional tuning guidelines for SISO controllers (Luyben, 2006) 
and filters (D’azzo et al., 1981). According, Frau (2011) found: 
𝐾𝐶 ≈ 1 − 2𝜆𝑃,  𝜔 ≈ 5 − 10𝐾𝐶 
 
The OF-R controller (5.15), with one linear ODE and reduced model 
dependency, recovers the behavior of its detailed model-based counterpart 
(5.8) with 115 ODEs. This fact can be explained analyzing the input 𝜄 
(5.11c). 
𝜄 =
𝜕 𝛽𝑆𝑚(𝒄𝑚) 
𝜕𝒄𝑚
∙ 𝒄 𝑚 + 𝑎𝑢 =
𝜕 𝛽𝑆𝑚(𝒄𝑚)
𝜕𝒄𝑚
∙ 𝒇𝑚(𝒄𝑚, 𝒄𝑚+1, 𝑢) + 𝑎𝑢 (5.16) 
 
From (5.16) one can note that the input 𝜄 retains the information about the 
states (𝒄𝑚, 𝒄𝑚+1) involved in the OF-SE control low calculation (5.18). 
Being the input 𝜄 observable, its estimation through (5.13) completely 
provides the information that in the OF-SF (5.8) are provided by the 342 
ODEs-observer (5.8c-e). Hence, the one ODE integrator (5.13) efficiently 
performs alone the task of the 342 ODEs-observer (5.8c-e) or its 114-
ODEs counterpart (5.9). This theoretically demonstrates the equivalence 
between the functioning of the controllers (5.8) and (5.14). 
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5.4.4 PI temperature controller  
After reorganization (Frau, 2011), the integrator (5.15a) can be rewritten 
as follows 
𝜒 = 𝐾𝐶𝜔(𝑦 − 𝑦
𝑆𝑃), 𝜒(0) = 0 ⟹  𝜒 = 𝐾𝐶𝜔∫ (𝑦 − 𝑦
𝑆𝑃)𝑑𝜏
𝑡
0
 
 
Thus, without anti-windup protection the OF-R controller (5.15) can be 
rearranged in PI form (Frau, 2011). The PI controller follows, with 
solvability conditions: 
𝑢 = −𝑘[(𝑦 − 𝑦𝑆𝑃) + 1 𝜏𝐼⁄ ∫ (𝑦 − 𝑦
𝑆𝑃)𝑑𝜏
𝑡
0
], (5.17a) 
𝑘 = −
𝐾𝐶+𝜔
𝑎
, 𝜏𝐼 =
𝐾𝐶+𝜔
𝐾𝐶∙𝜔
 (5.17b) 
𝑆𝑚 = 𝑆𝑖
∗ = max
𝑆𝑖,𝜌𝑗
 (𝑎𝑏𝑠( Δ𝑇𝑖
𝑗
)), stable 𝑍𝐷 
 
5.4.5 Industrial implementation 
The previous Subsection describes four control algorithms, highlighting 
their features and connections. Considering that for each algorithm the 
robust functioning is guaranteed when the control tray is chosen according 
to the solvability condition 
𝑆𝑚 = 𝑆𝑖
∗ = max
𝑆𝑖,𝜌𝑗
(𝑎𝑏𝑠( Δ𝑇𝑖
𝑗
)) 
 
and that the tuning guidelines are rather simple, this Subsection addresses 
the problem of their industrial implementation. 
The rigorous NLSF cannot be employed because it needs composition 
measurements at inner column trays which are not available. On the other 
hand, its OF-SE counterpart with model-based observer requires too much 
ODEs that exceed the industrial specification. Due to the integrator 
(5.15a), the simplest OF-R with one ODE is able to recover the closed 
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loop behavior of the OF-SE, thus is the candidate algorithm for an 
industrial implementation. However, when the DCS only supports 
conventional PID elements, the PI implementation (without anti-windup 
protection) is mandatory. 
For the sake of completeness, the performance of the PI controller is 
compared with the one of the OF-R counterpart through simulations. The 
temperature sensor is located at the stage 49 and the temperature setpoint 
is set equal to 70 °C. The gains of the OF-R are 𝐾𝐶 = 3.23 = 1.6 ∙ 𝜆𝑃, 
𝜔 = 10 𝐾𝐶.The corresponding PI tuning (5.17b) leads to 𝑘 = 4.5 and 
𝜏𝐼 = 0.34. Here, the values of 𝑘 and 𝜏𝐼 are scaled on the nominal reboiler 
duty and temperature setpoint. For the OF-R (black line) and PI (red line) 
temperature controllers, Figs. 5.5, 5.6, and 5.7 show the temperature 
regulation capability, the control effort and the indirect key impurity 
regulation capability in case of a step test with operating regime changing 
from mixed to quasi-saturated feed mode at time 7 h, at constant feed and 
reflux flow rates (respectively 40 and 244 m3/h). 
 
Figure 5.5: Temperature at the control tray: OF-R (black line) and PI (red line) 
 
Figure 5.6: OF-R (black line) and PI (red line) control effort. 
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Figure 5.7: Indirect key impurity (NC4) regulation capability of the OF-R (black 
line) and PI (red line) temperature controllers. 
 
Figs. 5.5, 5.6, and 5.7 state that, as expected, the transient and steady state 
functioning of the two controllers are comparable. Simulation also reveals 
that a well-structured and tuned temperature controller robustly performs 
the temperature regulation over important disturbances such as changes in 
feed modes, but it is not able to perform a robust indirect regulation of the 
distillate quality in case of operating condition changes.  
 
5.4.6 Summary of the Section 
In this Section, a description of different temperature FB controllers based 
on passivity concepts and nonlinear constructive theory for 
multicomponent distillation columns are given. The best temperature 
controller for industrial implementation is the output feedback with 
reduced order observer (OF-R). The advantages are: (i) unti-windup 
protection, (ii) negligible computational cost (one ODE is needed) and 
(iii) simple and model-independent control law. Moreover, renouncing the 
unti-windup protection, the OF-R can be rewritten in conventional PI 
form. 
Beside the choice of the most appropriate control algorithm for industrial 
implementation, the algorithm analysis accompanied by the corresponding 
solvability condition leads to relevant structure results: the formal 
connection between sensor location criteria for temperature control and 
composition estimation. 
Focusing on the case study addressed in this Thesis, the butanes splitter 
has a PI controller with temperature measurement at the stage 49. As 
discuss in Section 5.3, this is a good control tray because of the high per-
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component temperature gradient associated to the light-key component 
(IC4) and the low contribution to the non-key components. Thus, if 
required, the improvement of the key impurity regulation capability can 
be attained only modifying the control scheme. This is the issue of the 
next Chapter. 
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5.5 Conclusion of the Chapter 
 
Due to strong nonlinearities and interaction most of the industrial 
columns, such as our butanes splitter, are controlled with one-point 
temperature controllers. In the light of the industrial specifications for the 
temperature control problem, this Chapter has addressed the design of FB 
temperature controllers for multicomponent distillation columns. The 
design includes the structure and algorithm design.  
The structure design involves decisions on the control configuration and 
temperature sensor location choice. The first is widely studied, as well as 
the second but for the field of binary distillations. A criterion for 
multicomponent distillation columns is not formalized in literature. In this 
Chapter, a methodology based on passivity concepts and nonlinear 
constructive theory is proposed. The methodology consists in plotting the 
per-component temperature gradient (PCTG) diagram (only steady state 
information are needed). Then, the sensor location is chosen according to 
the highest PCTG. Note that this is the same criterion employed for sensor 
location in the composition estimation problem addressed in Chapter 4. 
The algorithm is the dynamic data processor to carry out the control task. 
Four algorithm are analyzed. Starting from the NLSF, three controllers are 
derived that, retaining the robust performance capability, have decreasing 
degree of complexity and computational cost. 
Specifically, for the industrial butanes splitter equipped with a PI 
temperature controller with measurement at the stage 49, structure and 
algorithm results lead to the next final consideration: with the 
appropriated tuning, the conventional controller actually implemented can 
perform the robust temperature control over severe disturbances (such as 
the important feed composition variations due to operating condition 
changes) but cannot perform a robust key impurity regulation. 
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Chapter 6 
 
Composition controller design 
 
This Chapter has the aim to address the feasibility of improving the purity 
regulation capability and reducing the energy consumption in 
multicomponent distillation columns. 
Most of the industrial columns are equipped with one-point temperature 
controllers and constant temperature setpoint, but especially in case of 
important changes in the operating conditions, this scheme cannot 
guarantee the regulation of the product quality. In industry, the deviations 
of the key impurity from the target value are usually handled with manual 
temperature setpoint adjustment. So, the idea is the upgrade of the 
temperature PI control loop introducing an application-oriented automatic 
setpoint compensator. In this scheme, the feedforward performs the fast 
disturbance rejection and provide a setpoint for the temperature feedback 
based on the measured disturbances, while the feedback tracks the 
setpoint and compensate the modeling errors. 
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6.1 Composition control objective 
 
From an industrial perspective, the butanes splitter column is difficult to 
control because of the large number of stages, the presence of many 
components, the low distillate impurity feature, and the poor sensitivity of 
the temperature measurement with respect to the load disturbance feed 
flow and composition disturbances. In this situation, the existing PI 
temperature controller with fixed setpoint and suitable tuning manages to 
meet the impurity specification in a mean sense, (see Chapter 3) but with a 
considerable variability that signifies periods of costly over-purification 
with high heat consumption that are by no means balanced by the periods 
of under-purification with low heat consumption. Given that as much as 
40 percent of the energy consumed in a refinery is allocated to distillation 
(Shinskey, 1977) there is much to be gained in energy saving by reducing 
the variability of the distillate impurity. 
In principle, the effect of measured disturbances on the distillate impurity 
concentration can be compensated by adjusting the setpoint of the PI 
temperature controller through either primary feedback distillate impurity 
controllers or feedforward controllers. The first possibility, a primary 
composition control loop, is not an option in our case, because the 
excessive measurement delay makes the composition loop ineffective. In 
our distillation column case, operators with significant experience 
occasional perform a manual setpoint compensation on the basis of the 
feed and distillate flow measurements. However, in the butanes splitter the 
manual adjustment of the setpoint is a rather difficult task because (due to 
the poor sensitive which manifests in global temperature gradients lower 
than 0.5 °C) changes between ½ to ¾ of a degree Celsius should be 
performed. This consideration suggests the feasibility of performing, in a 
systematic manner, the setpoint compensation task through a feedforward 
(FF) compensation scheme. (Shinskey, 1977; Fruehauf and Mahoney, 
1994; Skogestad, 1997). We are interested in drawing an application-
oriented reliable control scheme as simple (linear and dynamically 
decoupled) and model independent as possible, and with simple 
(conventional-like) tuning guidelines underlain by robust closed loop 
stability conditions. 
The Chapter is as follows. A nonlinear composition feedforward-feedback 
controller and setpoint compensator is proposed, since it can theoretically 
guarantee the best composition regulation performance possible. 
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Unfortunately, the ill-conditioned composition-controllability condition, 
and the high computational cost of this control law motivate the effort to 
reconstruct its behavior with a simpler feedforward element. The proposed 
approach is illustrated and tested through numerical simulations with a 
feedforward controller calibrated with industrial data (Fig. 3.6), 
establishing the feasibility of improving the existing control scheme with 
a PI temperature control plus an automatic and pre-computed setpoint 
compensation. 
Moreover, the improvement of the composition regulation performance 
leads to important energy consumption reduction due to a better 
management of the controlled reboiler duty. 
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6.2 Composition-feedforward temperature-feedback 
controller 
 
In this Section a new control scheme for the butanes splitter is proposed 
and derived on the bases of the nonlinear constructive control theory and 
passivity arguments (Sepulchre et al., 1997). The aim is the improvement 
of the purity regulation performance of the overhead product with 
minimum energy consuming. The resulting control scheme (Fig. 6.1) is a 
cascade-like composition-temperature controller. The master-like element 
is a composition feedforward (FF) (with control laws pre-computed and 
stored) which provides (on the bases of a composition setpoint and 
measured disturbances) a temperature setpoint for the slave-like element, 
which is the given temperature feedback (FB) controller, in the 
understanding that the best way to control a difficult process is combining 
FF and FB elements (Shinskey, 1988). 
 
 
Figure 6.1: FF-FB control scheme. 
 
6.2.1 Composition control problem 
Our control problem consists in developing a FF-FB control scheme made 
of a PI temperature tracking controller with automatic (possibly dynamic) 
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FF setpoint compensation. Specifically, this Section deals the primary 
composition FF controller derivation, while the temperature FB tracking 
controller design is addressed in Chapter 5.  
The controller task is to regulate the unmeasured output 𝑧 (NC4 distillate 
concentration impurity) about its prescribed value  
𝑧(𝑡) = 𝑐𝑁
𝑁𝐶4 ≈ 𝑧̅ (6.1) 
 
by manipulating the control input 𝑢 (heat injection rate 𝑄 which acts on 
the boil-up vapor 𝑉𝑆) on the basis of the following measurements: (i) 
temperature 𝑦 (at a sufficiently sensitive stage 𝑆𝑚 in a per-component 
sense, as discuss in Chapter 5), and (ii) load disturbances input 𝑑 (total 
feed 𝐹 and distillate 𝐷 flows, and olefin-to-total flow ratio 𝑟 (3.3)). We 
are interested in drawing a control scheme with: (i) a setpoint 
compensation scheme as simple as possible and with systematic 
construction-calibration procedure, (ii) guarantee of closed loop stable 
functioning, and (iii) simple (preferably conventional-like) gain tuning 
guidelines. 
The methodology involves two steps: (i) first, the advanced constructive 
robust nonlinear control theory (Sepulchre et al., 1997) is applied to solve 
the detailed model-based control problem, establishing the solvability 
conditions and the attainable functioning, then (ii) a practical realization 
of the theoretical solution is obtained by recovering the behavior of the 
advanced controller through a PI temperature tracking controller with 
feedforward dynamic pre-computed setpoint compensation law. 
 
6.2.2 Theoretical solution of the FF control problem 
In this Subsection the detailed model-based nonlinear FF control problem 
is addressed through the advanced constructive robust nonlinear control 
theory and passivity concepts, deeply discussed for the FB temperature 
controller derivation in Section 5.3.2.1. The purposes are: (i) the setting of 
the methodological point of departure for the development (in the next 
Section) of the feedforward-feedback control scheme, and (ii) the 
identification of the solvability conditions. 
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6.2.2.1 Dynamic FF composition regulatory controller and setpoint 
compensator 
The aim of the FF composition controller is to keep the distillate NC4 
composition 𝑧 (not measured output) at its prescribed setpoint 𝑧̅ (6.1) by 
adjusting the heat injection rate 𝑢(𝑡) against the value of the load 
disturbances 𝒅(𝑡). According to industrial control practitioners (Shinskey, 
1988) the corresponding FF controller is a the “reversed model” of the 
process which results from solving for the input 𝑢(𝑡) the dynamic model 
written in terms of 𝑧̅ and 𝒅(𝑡).  
To draw the controller, let recall the column model (3.4)  
𝒙?̇? = 𝒇𝒑(𝒙𝒑, 𝑢, 𝒅), 𝒙𝒑(0) = 𝒙𝒑𝟎 (6.2a) 
𝑦 = ℎ𝑝(𝒙𝒑) (6.2b) 
𝑧 = 𝑐𝑁
𝑁𝐶4 (6.2c) 
 
where the definition of the unmeasured output 𝑧 (6.2c) is included. 
From a control practice perspective, the development of such FF 
controller requires a model-based inverse of the plant (Shinskey, 1988), in 
the sense that: for the given value of the distillate impurity and the 
measured value of the flow disturbances, the FF controller must online 
determine the value of the setpoint for the PI temperature controller. In 
control theory, such reversed model is the dynamical inverse of the 
process (Hirschorn, 1979) with respect to the temperature setpoint input-
distillate impurity output pair, or equivalently, the Zero Dynamics (𝑍𝐷) 
(Isidori, 1989) of the column. In industrial practice it is well known that 
the FF-FB combination is the most effective way to control a process 
susceptible to load disturbances (Shinskey, 1988): the FF performs most 
of the disturbance rejection task, and the FB achieves the output 
regulation by compensating the errors of the FF model. 
Let write the column dynamics in the partitioned form 
𝒙𝑷 = [𝑥𝑧, 𝒙𝜁
𝑇]𝑇 (6.3) 
 
And rewrite (6.2) in the state partitioned form 
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?̇?𝑧 = 𝑓𝑧(𝑥𝑧, 𝒙𝜁 , 𝒅, 𝑢),  𝑥𝑧(0) = 𝑥𝑧𝑜,  𝑧 = 𝑥𝑧,   (6.4a) 
?̇?𝜁 = 𝒇𝜁(𝑥𝑧, 𝒙𝜁 , 𝒅, 𝑢),  𝒙𝜁(0) = 𝒙𝜁𝑜 (6.4b) 
𝑦 = ℎ𝑝(𝑥𝑧, 𝒙𝜁) (6.4c) 
 
From the enforcement of the regulation condition (6.1) followed by the 
solution for 𝑢 of (6.4a) and its substitution in (6.4b) the FF composition 
controller (6.5a) follows. The FF temperature setpoint compensation 
(6.5b) for the temperature FB is found according to the corresponding 𝑦-
output map (6.4c): 
𝑢∗ = 𝜇∗(𝑧̅, 𝒙𝜁
∗, ?̇?𝜁
∗, 𝒅) (6.5a) 
𝑦∗ = 𝑇𝑆𝑚
∗ = ℎ𝜁(𝒙𝜁
∗) (6.5b) 
 
The associated 𝑧-solvability conditions are 
𝑅𝐷(𝑢, 𝑧) = 1 ↔ 𝑓𝑧: 𝑢-invertible; (6.6a) 
𝑠𝑡𝑎𝑏𝑙𝑒 𝑍𝐷: 𝒙∗(𝑡)
𝜆𝜁
∗
→ ?̅?∗(𝑡) 
(6.6b) 
 
meaning that: (i) the column (6.4) has Relative Degree (𝑅𝐷) equal to one 
(6.6a) with respect to the input-output pair (𝑢, 𝑧), and the associated Zero-
Dynamics (𝑍𝐷) (6.6b) are stable. 
The implementation of the FF law (6.5) requires a very high 
computational effort due to the online calculation of the inverse of the 
dynamic system. Moreover, the controller (6.5) is not robust because the 
solvability condition (6.5c) is met but not in a robust sense.  
The solvability of the FF composition control problem is discussed in the 
next Subsection. 
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6.2.2.2 z-controllability condition 
In this Subsection, the solvability of the dynamic FF composition 
regulatory controller and setpoint compensator (6.5) is assessed, finding 
that this controller is not sufficiently robust.  
Let recall the material balance at the top tray 𝑁 of the column (3.4f) for 
the heavy key component (NC4), and, without restricting the validity of 
the conclusions, let suppose that the inlet flows (feed 𝐹 and reflux 𝑅) are 
saturated liquid (meaning 𝑅 = 𝐿𝐸  and 𝑉𝐸 = 𝑉𝑆). 
?̇?𝑁
𝑁𝐶4 = [𝑉𝑆 ∙ 𝜀(𝑐𝑁−1
𝑁𝐶4) − (𝐷 + 𝑅) ∙ 𝑐𝑁
𝑁𝐶4] 𝐻𝑁⁄  (6.7) 
 
where the term 𝑐𝑁
𝑁𝐶4 (or 𝜀(𝑐𝑁−1
𝑁𝐶4)) defines the concentration of the heavy-
key component (NC4) in the liquid (or vapor) phase at the stage 𝑁 (or 
𝑁 − 1). 𝑉𝑆 is the vapor flowrate in the stripping section. 𝐷 is the distillate 
flowrate. 𝐻𝑁 is the holdup at the stage 𝑁. 
The FF composition controller is obtained from the inverse of (6.7) 
enforcing the composition control target (6.1). Thus, the corresponding 
solvability conditions (6.6a) is 𝑅𝐷 equal to one (6.8a) for the pair (𝑢, 𝑧) =
(𝑉𝑆, 𝑐𝑁
𝑁𝐶4) . The associated 𝑍𝐷 (6.8b) (i.e., the composition dynamics 
when ?̇? = 0) are always stable for distillation columns (Castellanos-
Sahagun et al., 2005). 
𝑅𝐷(𝑢, 𝑧) = 1    𝜀(𝑐𝑁−1
𝑁𝐶4) 𝐻𝑁⁄ ≠ 0 (6.8a) 
𝒙𝑃
∗ (𝑡)
Λ𝜁
∗
→ ?̅?𝑃
∗ (𝑡) (6.8b) 
 
Condition (6.9a) states the impossibility of having robust primary control 
functioning because the vapor impurity concentration 𝜀(𝑐𝑁−1
𝑁𝐶4) at the stage 
𝑁 − 1 is rather small, and the condenser holdup 𝐻𝑁 is large. 
This substantiates the claim that in distillation columns a primary 
concentration controller cannot be used due to poor measurement 
sensitivity. The overcoming of this non-robustness obstacle is the subject 
of the next Subsection. 
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6.2.3 Robustification of the FF composition regulatory 
controller and setpoint compensator 
Due to the lack in robustness of the primary FF composition controller 
and setpoint compensator (6.5), in this Subsection an application-oriented 
solution for the control problem is found. 
The robustification of the composition controller cannot be attained 
simply regulating the composition in internal column stages, where the 
𝑅𝐷 condition (6.9) is still not met in the robust sense because of the low 
composition gradients of the key impurity in the vapor phase: 
∆𝜀(𝑐𝑖
𝑁𝐶4) 𝐻𝑁⁄ ≠ 0 (6.9) 
 
For this reason, let us recall the dynamic control model (6.4) and eliminate 
the 𝒙𝜁
∗-dynamics (?̇?𝜁
∗ = 0),  
𝑓𝑧(𝑧̅, 𝒙𝜁
𝑆, 𝒅, 𝑢𝑆) = 0  (6.10a) 
𝒇𝜁(𝑧̅, 𝒙𝜁
s, 𝒅, 𝑢𝑆) = 0 (6.10b) 
 
Then, solve (6.10) for 𝒙𝜁
𝑆 and 𝑢𝑠, and add a first order lag (6.11c) instead 
of the 𝒙𝜁
∗-dynamics to obtain the FF static controller and temperature 
setpoint dynamic compensator 
𝑢𝑠 = 𝜎𝑢(𝒅, 𝑧̅) (6.11a) 
𝑦𝑠 = 𝜙(𝒅, 𝑧̅) (6.11b) 
?̇?∗ = −𝑘∗(𝑦
∗ − 𝑦𝑠), 𝑦
∗(0) = 𝑦0
∗; (6.11c) 
 
where 
𝜙(𝒅, 𝑧̅) = ℎ[𝝈𝒙𝜁(𝒅, 𝑧̅)],  [𝝈𝒙𝜁
𝑇 (𝒅, 𝑧̅), 𝜎𝑢(𝒅, 𝑧̅)]
𝑇 = 𝛔(𝒅, 𝑧̅) 
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with 𝛔(𝒅, 𝑧̅) being the unique solution for (𝒙𝜁
𝑆, 𝑢𝑠) of the algebraic 
equation set (6.10a,b), with solvability condition 
det 𝐽(𝒙𝜁
𝑆, 𝒅, 𝑢𝑠) ≠ 0,  𝐽(𝒙𝜁
𝑆, 𝒅, 𝑢𝑠) = [
𝜕𝒙𝜁𝑓𝑧 𝜕𝑢𝑓𝑧
𝜕𝒙𝜁𝒇𝜁 𝜕𝑢𝒇𝜁
] (6.12) 
 
which amounts to the 𝑧-passivity, with 𝑅𝐷 = 0 (Khalil, 2002) with 
respect to (𝑧,̅ 𝑦𝑠), of the static component (6.11a). Since the dynamic 
component (6.11c) is passive with 𝑅𝐷 = 1 with respect of (𝑦𝑠, 𝑦
∗), the FF 
controller and setpoint compensator (6.11) is passive with respect to the 
input-output pair (𝑧̅, 𝑦∗). 
According to (6.11a,b), the steady state FF signals 𝑢𝑠 and 𝑦𝑠 are pre-
computed (i) solving (e.g., with commercial simulators) the material 
balances for different levels of the exogenous disturbances when the 
composition target is appropriately fasten, and (ii) fitting the obtained 
points with polynomials Then, the FF laws in polynomial form are (iii) 
stored. 
 
6.2.4 FF-FB composition controller 
The concatenation of the static FF composition controller (6.11a) and the 
static (6.11b) and dynamic (6.11c) setpoint compensators with the robust 
1-ODE OF-R temperature tracking controller (5.15) (see derivation and 
nomenclature in Section 5.4.3) yields the dynamic FF-OF composition 
controller (depicted in Fig. 6.1): 
𝑢𝑠 = 𝜎𝑢(𝒅, 𝑧̅)  (primary static FF 
composition controller) 
(6.13a) 
𝑦𝑠 = 𝜙(𝒅, 𝑧̅),  (primary dynamic FF 
setpoint compensator) 
(6.13b) 
?̇?∗ = −𝑘∗(𝑦
∗ − 𝑦𝑠), 𝑦
∗(0) = 𝑦0
∗ (6.13c) 
𝑢𝑃𝐼 = 𝑢𝑠 + [(𝐾𝐶 +𝜔)(𝑦 − 𝑦
∗) + 𝜒]/𝑎 
(secondary 
OF-R 
temperature 
(6.13d) 
?̇? = −𝜔𝜒 − 𝜔2(𝑦 − 𝑦∗) + 𝜔 𝑎 𝑢,  𝜒(0) = 0 (6.13e) 
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controller) 
In PI form (5.17) (see derivation and nomenclature in Section 5.4.4), 
without anti-windup protection, this controller is written as follows: 
𝑢𝑠 = 𝜎𝑢(𝒅, 𝑧̅)  (primary static FF 
composition controller) 
(6.14a) 
𝑦𝑠 = 𝜙(𝒅, 𝑧̅),  (primary dynamic FF 
setpoint compensator) 
(6.14b) 
?̇?∗ = −𝑘∗(𝑦
∗ − 𝑦𝑠), 𝑦
∗(0) = 𝑦0
∗ (6.14c) 
𝑢𝑃𝐼 = 𝑢𝑠 − 𝑘[(𝑦 − 𝑦
∗) + 1 𝜏𝐼⁄ ∫ (𝑦 − 𝑦
∗)𝑑𝜏
𝑡
0
] (secondary 
PI 
temperature 
controller) 
(6.14d) 
𝑘 = −
𝐾𝐶+𝜔
𝑎
, 𝜏𝐼 =
𝐾𝐶+𝜔
𝐾𝐶∙𝜔
 (6.14e) 
 
The simplified model-based FF-OF controller in IMC form (6.13): is an 
observer-based version of its PI-based counterpart (6.14) with antiwindup 
protection that can be tuned with conventional-like tuning guidelines 
underlain by closed-loop stability conditions (Alvarez-Ramirez et al., 
2002;Diaz Salgado et al., 2011; Schaum and Alvarez, 2013), and executes 
in automatic mode the manual setpoint compensation procedure of the 
actual industrial control scheme. 
 
6.2.4.1 The role of the setpoint compensator in the control 
performance 
The design of the FF composition controller (6.11) involves the 
calculation of the control input 𝑢𝑠 (6.11a) and the setpoint compensation 
𝑦∗ (6.11b,c). Then, the FF signals are fed to the temperature FB controller 
(5.15) to obtain the FF-FB control scheme (6.13), which is an upgrade of 
the industrial controller. A simplification of this scheme (6.15) is obtained 
feeding to the FB the 𝑦∗ (6.11b,c) signal only, retaining the behavior of 
(6.13). 
𝑦𝑠 = 𝜙(𝒅, 𝑧̅),  (primary dynamic FF 
(6.15a) 
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?̇?∗ = −𝑘∗(𝑦
∗ − 𝑦𝑠), 𝑦
∗(0) = 𝑦0
∗ setpoint compensator) (6.15b) 
𝑢𝑃𝐼 = 𝑢𝑁 − 𝑘[(𝑦 − 𝑦
∗) + 1 𝜏𝐼⁄ ∫ (𝑦 − 𝑦
∗)𝑑𝜏
𝑡
0
] (secondary 
PI 
temperature 
controller) 
(6.15c) 
𝑘 = −
𝐾𝐶+𝜔
𝑎
, 𝜏𝐼 =
𝐾𝐶+𝜔
𝐾𝐶∙𝜔
 (6.15d) 
 
6.2.5 Conclusion of the Section 
In this section a composition-FF and temperature-FB control scheme for 
the impurity (NC4) regulation in the overhead product of the butanes 
splitter is derived. It consist in a PI (or its observed-based counterpart) 
temperature controller with FF temperature setpoint compensator. The FF 
laws are firstly calculated according to a model-based dynamic and 
nonlinear realization of the composition controller. However, the non-
robust passivity feature of this controller has encouraged the development 
of model-based, nonlinear and static feedforward laws which can be pre-
computed and stored. The static version of the FF composition controller 
is accompanied by first order lags to mimic the dynamic response of the 
original controller. 
From an industrial perspective the FF-FB controller constitutes an 
upgrade of the existing controller, including: (i) the replacement of the 
manual setpoint adjustment with a dynamic FF controller with static-
nonlinear and dynamic-linear components, (ii) the retuning of the existing 
PI temperature loop, (iii) the possibility to implement of the PI controller 
in IMC form with antiwind-up protection, (iv) a systematic construction-
implementation procedure, (v) guarantee of robust closed loop behavior, 
and (vi) an implementation with a gradual transition from the old to the 
new control scheme. 
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6.3 Application-oriented solution for the FF-FB 
composition controller 
 
In this Section a FF law as simple as model-independent as possible is 
developed on the basis of the nonlinear maps (6.13a,b). The final product 
amounts in a pre-computed FF element with possibility of occasional 
recalibration, an automatic FF temperature setpoint generator, and a OF 
(or PI) temperature FB with simple and conventional tuning guidelines.  
In order to obtain the FF laws, the reverse of the detail steady state model 
(6.10a,b) is offline computed with commercial simulators (i.e., Hysys) 
over different values of the measured multi-load disturbances (feed ratio 
𝑟, total feed 𝐹𝑇 and distillate 𝐷 flow rates), and fitted with polynomials. In 
this way, explicit control laws are obtained. Thanks to the 
abovementioned procedure, the explicit laws in polynomial form require 
the minimum possible computational effort according to the limited power 
of a DCS. 
The functioning of the proposed FF-FB controller is compared through 
simulations with the one of the temperature FB controller with time 
invariant temperature setpoint. For comparison purposes, the choice of 
this time invariant setpoint should guarantee reasonable regulation and 
energy consumption for each possible operating condition. The 
temperature setpoint is set equal to 68.7°C, which should ensure, on the 
bases of the plant data of Figs 3.6 and 3.7, a regulation around the 
concentration of 0.02 [molfrac] of NC4 in the distillate, in case of 
moderate mixed feed setup.  
Simulation results in next Subsections show that the improvement of the 
key impurity regulation performance is accompanied by the reduction of 
the energy consumption. 
 
6.3.1 Offline static FF components for single-load disturbance 
The ultimate goal of the industrial control problem is the development of a 
multi-load disturbances FF-FB control scheme which links the control 
signals with the main measured disturbances (feed ratio 𝑟, total feed 𝐹𝑇 
and distillate 𝐷 flow rates) and the composition target. However, in this 
first part of the study we circumscribe ourselves to an initial step towards 
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that goal to better understand from a physical point of view the 
functioning and improvements given by the introduction of the FF 
element: the assessment of the feasibility to improve the regulation 
capability of the butanes splitter through a single-load disturbance (feed 
ratio 𝑟) FF and FB controller. This control scheme considers the computed 
feed ratio 𝑟, which is an indirect measure of the feed composition, and the 
composition setpoint as unique signals enter in the FF block, as illustrated 
in the Fig. 6.2. 
 
Figure 6.2: Single-load disturbance FF-FB control scheme. 
 
6.3.1.1 FF law derivation (single-load disturbance) 
In this Subsection we derive the FF laws considering the single-load 
disturbance case. In the computation of the FF law with the commercial 
simulator (Hysys) we take into account four discrete values of the feed 
ratio  
𝑟 = [0;  0.1;  0.3;  0.5] 
 
which indirectly describe the changes in the total feed composition. The 
values are chosen according to the real functioning at the nominal 
condition of the Data Set 2 (Fig. 3.6c), including the limit case of 
saturated feed (𝑟 = 0) for the sake of completeness. 
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Fastening the total feed 𝐹𝑇 and distillate 𝐷 flow rates at their nominal 
values (respectively 50 and 21 std m3 h-1), the material balances are solved 
for each level of the feed ratio according to a composition setpoint  
𝑧̅ = 0.02  
(chosen around the better impurity condition obtained in manual mode for 
the same operating condition (Fig. 3.7). The corresponding values of the 
reboiler duty requirement and the temperature at the measurement stage 
are tabulated. 
 
Figure 6.3: FF static (a) reboiler duty, and setpoint compensation (b) over four 
values of the feed ratio 𝑟 (circles), and polynomial fitting (continuous curve). 
 
Figure 6.3 shows the calculated (circles) values of the reboiler duty and 
the corresponding temperature at the control tray (stage 49). The 
polynomial fitting (6.16) of the data (continuous line) gives the pre-
computed (6.13b,c) single-load disturbance FF laws of the manipulated 
variable (reboiler duty) and temperature setpoint compensation. 
𝑢𝑠 = 𝑐1 + 𝑐2𝑑1 + 𝑐3𝑑1
2
, (𝑐1, 𝑐2, 𝑐3) = (27.5, 11.79, 11.36) (6.16a) 
𝑦𝑠 = 𝑏1 + 𝑏2𝑑1,               (𝑏1, 𝑏2) = (67.53, 3.47) (6.16b) 
 
where 𝑑1 = 𝑟 
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According to (6.16a) the static function of the reboiler duty 𝑢𝑠 is quadratic 
(but nearly-linear) and the static function (6.16b) of the setpoint 
compensation 𝑦𝑠 is linear. Moreover, the slope of the latter (𝑏2) is low, 
meaning that for a change of 0.1 in 𝑟 the temperature must be adjusted of 
about 0.35 °C to obtain the desired NC4 composition in the overhead 
product. This in turn highlights the poor sensitivity of the system, since 
the temperature response is small under important feed composition 
variations. 
Note that the application of the FF laws under different operating 
conditions than the nominal ones should be tested first, and in case of 
unsatisfactory performance a recalibration should be considered. 
 
6.3.1.2 Test with simulated single-load disturbance data 
The control action of the controller (6.13) and single-load disturbance FF 
laws, without the first order lag (6.13c) is firstly assessed in the presence 
of the simulated step changes of the feed ratio r shown in Fig. 6.4, 
keeping the total feed and distillate flow rates at their nominal values of 
50 and 21 std m3 h-1. A moderate variation of the olefin content in the total 
feed is considered, according to a typical functioning in mixed feed setup 
(Fig. 3.5c).  
 
 
Figure 6.4: Simulated sequence of feed ratio 𝑟 step changes. 
 
Computer simulation of the single-load disturbance FF-FB controller 
(without the first order filter 6.13c) are presented in Fig. 6.5, showing that 
the proposed controller (continuous line) with automatic setpoint mode 
outperforms the behavior of the temperature FB controller (dash line) in 
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terms of impurity (transient and asymptotic) regulation (Fig. 6.5a). The 
mismatch between the composition setpoint 𝑧̅ = 0.02 and the asymptotic 
value of the composition (𝑐57
𝑁𝐶4 ≈ 0.018) obtained with the FF-FB 
controller depends on little differences between the vapor-liquid 
equilibrium calculus in the model employed for the FF law derivation 
(Hysys) and for the control assessment (derived in Fortran language). 
 
Figure 6.5: Closed-loop behavior with FF-FB control (solid line) and FB control 
(dash line): (a) control target (distillate NC4 composition), (b) temperature at the 
pilot tray and its setpoint (circle), (c) manipulated variable (reboiler duty)  
 
For the class of moderate disturbances of Fig. 6.4, the FF-FB control 
scheme requires higher quantities of energy in comparison with the FB 
counterpart (Fig. 6.5c) due to the higher purity of the distillate product. 
The tense response obtained combining the FB with the steady state 
feedforward signals 𝑢𝑠 and 𝑦𝑠 justify the appropriateness to add first order 
lags (6.13c). 
It must be pointed out that equivalent simulation results are obtained, but 
not displayed here, replacing the complete control scheme (6.13) with the 
FB plus setpoint compensation (6.15) counterpart. 
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6.3.1.3 Test with simulated single-load disturbance data - Severe 
disturbances 
The proposed FF-FB control scheme is tested under more severe synthetic 
disturbances with numerical simulation. In that follows, the disturbance 
(Fig. 6.6) consists in the increasing of the r ratio from ≈ 0.28 to ≈ 0.62  
𝑟 = [0.28;  0.31;  0.47;  0.62] 
 
maintaining the total feed at 50 std m3 h-1 and the distillate at 21 std m3 h-1.  
 
 
Figure 6.6: Simulated sequence of feed ratio 𝑟 severe step changes. 
 
The corresponding simulation results are shown in Fig. 6.7 underlining 
that the conventional FB has a controllabity loss. Therefore it cannot track 
the constant temperature setpoint (Fig. 6.7c). This is accompanied by poor 
regulation performance (Fig. 6.7a) and extremely high duty requirement 
(Fig. 6.7e) for 𝑟 ≥ 0.5. Remembering that the butanes splitter has a 
conventional FB as controller, this fact is in agreement with the industrial 
experience. Indeed, from the analysis of the industrial data value of 𝑟 
greater that 0.5 are not included in the windows of possible operating 
conditions. 
On the other hand, the proposed FF-FB control scheme has better 
functioning: up to the value of 𝑟 = 0.5 the controller has satisfactory key 
impurity regulation performance which deteriorates for higher values of 𝑟 
that are out of the range of the FF law derivation. 
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However, the main result highlighted by this simulation is related to the 
energy required by the proposed FF-FB controller (Fig. 6.7f) to perform 
the better separation, which is remarkably lower than the one required by 
the FB (Fig. 6.7e). 
 
Figure 6.7: Closed-loop behavior with FB control (dash line) and FF-FB control 
(solid line): (a, b) control target (distillate NC4 composition), (c, d) temperature 
at the pilot tray and its setpoint (circle); (e, f) manipulated variable (reboiler duty)  
 
6.3.2 Off line static feedforward component for multi-load 
disturbances 
The encouraging results obtained in the previous Subsection motivate the 
development of the multi-load disturbances FF-FB control scheme, to 
evaluate the effect of recalibrating the control laws considering not only 
the disturbances entering with the feed composition variation described 
through the feed ratio 𝑟, but also adding information about the global 
material balances taking into account the fluctuation of the total feed 𝐹𝑇 
flow rate and the distillate 𝐷 flow rate. The resulting control scheme is 
drown in Fig. 6.1.  
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6.3.2.1 FF law derivation (multi-load disturbances) 
In this Subsection we derive the FF laws for the multi-load disturbances 
case with the commercial simulator (Hysys) solving the material balances 
for all the possible crosses among the discrete values of the disturbances 
listed in Table 6.1 (chosen according to the industrial operating condition 
of Fig. 3.6) which verifies the condition 
𝑧̅ = 0.02  
 Disturbance Discrete Levels 
𝒅𝟏 𝑟 ratio [-] 0.0 0.2 0.4 0.5 
𝒅𝟐 𝐹 [std m
3 h-1] 42 50 55  
𝒅𝟑 𝐷 [std m
3 h-1] 19 21 23  
 
Table 6.1: Discrete levels of the disturbances for FF laws derivation. 
 
The crosses 
𝐶1 = (0.4, 42, 21), 𝐶2 = (0.5, 42, 21), 𝐶3 = (0.4, 42, 23),  
𝐶4 = (0.5, 42, 23), 𝐶5 = (0.3, 42, 23) 
are not considered because the material balances accompanied by the 
composition specification cannot be satisfied. 
The corresponding data points are given in graphical form in Fig. 6.8 
(reboiler duty) and Fig. 6.9 (temperature setpoint). In order to facilitate the 
reading of the graphs, trends are shown in three different plots which 
correspond to the different values of the distillate flow rate [19, 21, 23 std 
m3 h-1]. It must be pointed out that the nonlinear regression of the data is 
done considering the polynomial laws: 
𝑢𝑠 = 𝑐1 + 𝑐2𝑑1 + 𝑐3𝑑1
2+𝑐4𝑑2 + 𝑐5𝑑2
2 + 𝑐6𝑑3 + 𝑐7𝑑3
2
 (6.17a) 
𝑦𝑠 = 𝑏1 + 𝑏2𝑑1 + 𝑏3𝑑1
2+𝑏4𝑑2 + 𝑏5𝑑2
2 + 𝑏6𝑑3 + 𝑏7𝑑3
2
 (6.17b) 
 
which take into account the dependence of the regression variables with 
the three disturbances contemporary. 
The regression coefficients are: 
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(𝑐1, 𝑐2, 𝑐3) = (−2.165, 13.32, 4.644) 
(𝑐4, 𝑐5, 𝑐6, 𝑐7) = ( 0.012,−0.002, 1.197, 0.011) 
with statistic parameters: R = 0.985, Rsqr = 0.970, Std Error of Estimate 
= 0.778. 
(𝑏1, 𝑏2, 𝑏3) = (70.544, 2.406, 0.986) 
(𝑏4, 𝑏5, 𝑏6, 𝑏7) = ( −0.043, 0.0003,−0.183, 0.005)  
with statistic parameters: R = 0.996, Rsqr = 0.993, Std Error of Estimate 
= 0.054. 
From the analysis of the regression coefficients both for the reboiler duty 
and for the temperature setpoint emerges the coefficients 𝑐2, 𝑐3 and 𝑏2, 𝑏3 
which relate the variables with the feed ratio r are rather higher than the 
ones which express the functionality with the total feed and distillate flow 
rate. Consequently, the feed composition changes have the main effect on 
the system. 
 
6.3.2.2 Test with industrial disturbances 
In this Subsection the multi-load disturbances FF-FB control scheme plus 
first order lag is tested under the multi-load disturbances plant 
disturbances described in Chapter 3 (Fig. 3.6), There, the value of feed 
ratio r, total 𝐹𝑇 and distillate 𝐷 flow are varying according to the range of 
the FF laws derivation. Fig. 6.10 compares the performance of the multi-
load disturbances FF-FB and the FB controllers, showing that, as 
expected, the benefit of adding the FF element is substantial both in terms 
of key impurity regulation and energy consuming, especially in those 
cases when the content of olefins exceed 0.35 in terms of feed ratio r. As 
discussed in previous Sections, the benefits are mostly produced by 
temperature setpoint adjustment (Fig. 6.10b). 
Tables 6.2 and 6.3 show respectively (i) the means and standard 
deviations of the key impurity in the distillate, and (ii) the energy 
requirement for the FB, and and multi-load disturbances FF-FB 
controllers. The comparison between the FB and the multi-load 
disturbances FF-FB highlights regulation improvements (with standard 
deviation which decreases from 0.0070 to 0.0013) around the about same 
mean value (0.018), which leads to substantial energy saving (-14.5%). 
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Figure 6.10: Closed loop behavior with multi-load disturbances FF-FB control 
(solid line) and FB control (dot line) in case of plant disturbances: (a) control 
target (distillate NC4 composition); (b) temperature setpoint; (c) manipulated 
variable (reboiler duty)  
 
 Mean 𝒛𝒎 Standard Deviation 
Retuned FB 0.0182 0.0070 
Multi Load disturbances FF-FB 0.0184 0.0013 
 
Table 6.2: Retuned FB and multi-load disturbances FF-FB performance in terms 
of mean and standard deviation of the distillate NC4 composition, in the 
considered interval of time. 
 
 Energy Required by the Distillation [GJ] 
Retuned FB 3640.56 
Multi Load disturbances FF-FB 3107.82  
 
Table 6.3: Energy consumed in 96 h by the distillation in case of control with FB 
and multi-load disturbances FF-FB controllers. 
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Shinskey (1977) estimated that the energy consumption can be reduced 
from 10 to 18 % by a closer regulation of the product composition. Our 
results confirms his estimation. 
 
6.3.2.3 Conclusions of the Section 
In this Section the FF signals for the manipulated variable 𝑢𝑠 and the 
temperature setpoint compensation 𝑦𝑠 have been derived according to (i) 
single- or multi-load disturbances, (ii) a composition target, and (iii) the 
reverse of the detail steady state model of the column. Then, the FF-FB 
controller plus first order lag has been tested under simulated and real 
operating conditions showing that (i) the FF-FB control scheme 
significantly improve the key impurity regulation compared with the old 
temperature PI controller, which is accompanied by (ii) the 15 % of 
energy saved. 
From an industrial perspective, this is a challenging result involving 
important profits related to (i) a better management of the downstream 
alkylation reactor because of the closer of the quality of its feed, and (ii) 
the large amount of energy saved. 
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6.4 Conclusion of the Chapter 
 
In this Chapter, the feasibility of improving the performance of the 
industrial multicomponent distillation column by upgrading its actual PI 
temperature control (with manual setpoint compensation) has been 
established. The upgrade of the control scheme consists in: (i) retuning the 
existing control loop and realizing it in IMC form with antiwindup 
protection, (ii) adding a dynamic temperature setpoint compensator, (iii) 
accompanying the design with conventional-like tuning guidelines 
underlain by a robust stability criterion drawn from advanced control 
theory, and (iv) enabling a gradual transition from the old to the new 
control scheme. While the development of the control scheme required the 
combination of notions and tools from advanced nonlinear robust control 
theory, the actual implementation of the controller amounts to the 
combination of conventional-like elements.  
The proposed controller has good key impurity regulation performance 
aver the tested range of synthetic and industrial disturbances accompanied 
by a not-wasting management of the energy consumption. 
The proposed control scheme is under testing at the Sarlux Refinery, in 
the sense that at the moment of the publication of this Thesis the control-
room operators can use it in advisory control fashion to manually perform 
the setpoint adjustment. 
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Chapter 7 
 
Joint sensor location criteria 
for temperature control and 
composition estimation  
 
Motivated by the interesting structure results of Chapter 4 and Chapter 5, 
this Chapter addresses the connection between the sensor location choice 
in the temperature control and composition estimation problems. 
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7.1 Introduction 
 
Sensor location is a common task in the design of control and estimation 
structures. From an industrial point of view, establishing a formal 
connection between these criteria, in the sense of using the same 
temperature sensor to attain contemporary the design of the two, is a very 
challenging task involving important industrial profits related to: (i) 
financial gains due to the employment of the minimum number of sensors 
to contemporary achieve the control and estimation objective, (ii) time 
benefits related to the unified methodology of searching the best sensor 
control/estimation location. 
Even though lot of works have been published debating the problem of the 
temperature sensor location for binary and multicomponent distillation 
temperature control and composition estimation, the relation between the 
sensor location criteria for temperature control and composition 
estimation is not formally dealt in literature, despite evidences that this 
connection exist (Frau, 2011). In that work an exploratory analysis of the 
connection between the sensor location criteria for temperature control 
and composition estimation in multicomponent distillations is given based 
on simulation results but a unified criteria is not explicitly formulated. 
Motivated by the attractive control and estimation structural results 
obtained in Chapters 4 and 5 of this Thesis and the interesting remarks 
given in Frau (2011), this Chapter is devoted to define a joint temperature 
sensor location criteria for control and estimation purposes.  
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7.2 Joint sensor location strategies for temperature 
control and composition estimation 
 
Starting from the structure results obtained in previous Chapters, this 
Section has the aim to summarize and highlight the similarities between 
the methodologies for sensor location choice in the control and estimation 
design, which are based on the per-component temperature gradient 
(PCTG) analysis, and to give a unified sensor location criteria. 
 
7.2.1 Temperature sensor location criteria for composition 
estimation purposes 
This Subsection recalls the structure result obtained in Chapter 4 for the 
composition estimation problem through temperature measurement.  
The proposed methodology is based on the employment of three 
detectability measures on the PCTG diagram obtaining that the most 
sensitive pair stage and innovated component (𝑆𝑖
∗, 𝜌𝑗
∗) is found in the 
section of interest at the stage of the maximum per-component 
temperature gradient ∆𝑇𝑖
𝑗
, according to the sensitive measure (4.18a) here 
recalled  
𝑆𝐴 = |∆𝑇𝑆𝑖
∗
𝜌𝑗
∗
| ≥ 𝜎𝑇 ≈ 1𝐾 
(𝑆𝑖
∗, 𝜌𝑗
∗) = arg⁡[𝑚𝑎𝑥
𝑆𝑖,𝜌𝑗
|∆𝑇𝑖
𝑗
|] 
 
However, the temperature sensor can be moved toward the top tray (in a 
suboptimal location) in those stages with at least 1 °C of temperature 
gradient in per-component bases, and where the unmodelled components 
contribution remains negligible. 
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7.2.2 Temperature sensor location criteria for control purposes 
In Chapter 5 the best temperature sensor location 𝑆𝑖
∗ for multicomponent 
distillation temperature FB control is found in the section of interest 
according to the highest per-component temperature gradient contribution 
(5.7), which in turn identifies a narrow region of pseudo-binary behavior 
for the separation of the key components guaranteeing the fastest 
disturbance rejection capability. The per-component slop criteria (5.7) is 
here reported: 
𝑆𝑖
∗ = max
𝑆𝑖,𝜌𝑗
⁡(𝑎𝑏𝑠(⁡Δ𝑇𝑖
𝑗
)) 
 
However, as already discussed in Chapter 5, a suboptimal location is 
found moving the sensor toward the top of the column, but in those trays 
where the light-key component still manifests the dominant per-
component temperature gradient contribution and enough sensitivity, 
obtaining slightly slower control actions. 
 
7.2.3 Unified per-component slope criteria for sensor location in 
temperature control and composition estimation 
As highlighted in previous two Subsections, the sensor location criteria 
for the composition estimation and temperature FB control of 
multicomponent distillation column are both given according to the 
highest value among all the PCTGs. Due to that the component associated 
with this maximum is always the light-key (LK) component (because 
among the components with large stage-to-stage concentration gradients is 
the one with the highest vapor pressure, see the definition (4.17) of the 
per-component temperature gradient) a unified sensor location criteria can 
be rewritten  
𝑆𝑖
∗ = max
𝑆𝑖
⁡(𝑎𝑏𝑠(⁡Δ𝑇𝑖
𝜌𝐿𝐾)) (7.3a) 
𝑆𝐴 = |∆𝑇𝑆𝑖
∗
𝜌𝐿𝐾| ≥ 𝜎𝑇 ≈ 1𝐾 (7.3b) 
 
Chapter 7. Joint sensor location criteria 149 
 
In other words the connection between the sensor location criteria for the 
temperature control and composition estimation problems leads to an 
important implication: y-passive detectability (4.18a), and y-passivity 
(5.7) which guarantee the solvability condition for the two problems are 
assured by the same temperature measurement at the most sensitive stage 
in per-component bases. 
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7.3 Control and estimation functioning with sensitive 
and suboptimal temperature sensor location 
 
In order to sustain the interesting results of the previous Section, in that 
follows simulation of the temperature controller and composition 
estimator driven by measurements (see Table 7.1) at the most sensitive 
stage in the per-component bases (stage 44) and at the suboptimal 
industrial control tray (stage 49) are presented. 
 
Case Stage Features 
𝑪𝟏 44 
the most sensitive stage in per-component bases, both for 
saturated and mixed feed mode. 
𝑪𝟐 49 
among all the suboptimal locations, is the one where the industrial 
temperature sensor is placed. 
 
Table 7.1: Sensor locations for estimation and control functioning comparison. 
 
7.3.1 Composition estimation driven by temperature 
measurements at stages 44 and 49 
In this Subsection, the composition estimator designed in Chapter 4 is 
tested through simulations to compare the estimation function with single 
temperature measurement at the stages 44 and 49.  
Temperature measurements 
𝑇44(𝑡) = 71.7⁡°𝐶, 𝑇49(𝑡) = 70.0⁡°𝐶 
 
are artificially obtained with the detailed dynamic model (3.4) of the 
column, setting the total feed and the reflux flow rate respectively at 50 
and 244 m3 h-1, the reboiler duty at 38.5 GJ/h, and mixed feed with 
composition: 
𝒄𝐹 = [0.008, 0.394, 0.031, 0.032, 0.039, 0.022, 0.474]
𝑇 
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The observer with structure 𝜎𝑆𝐴𝑇
∗ and 𝜎𝑆𝐴𝑇 (7.4a,b) 
𝜎𝑆𝐴𝑇
∗ = {𝑆𝑖,𝑟 = 44, 𝜌𝑗,𝑟 = IC4, 𝜇
2}, ⁡𝜇2 = [IC4,NC4] (7.4a) 
𝜎𝑆𝐴𝑇 = {𝑆𝑖,𝑟 = 49, 𝜌𝑗,𝑟 = IC4, 𝜇
2}, ⁡𝜇2 = [IC4,NC4] (7.4b) 
 
has binary simplified model and feed concentration 𝑐𝐹
𝐼𝐶4 = 0.4. The 
estimator is tuned according to the characteristic frequency 𝜔 = 8 ∙ 𝜏𝑐
−1 
and damping factor 𝜉 = 3. 
 
Figure 7.1: Composition estimation functioning with algorithm driven by 
temperature sensor located at stage 44 (solid line) and 49 (dotted line), and 
estimation reference (dash line). 
 
Estimation results are presented in Fig. 7.1, showing that the most 
sensitive structure 𝜎𝑆𝐴𝑇
∗ with temperature measurement at the stage 44 
yields the best behavior following by 𝜎𝑆𝐴𝑇 with a mild behavior 
degradation do to the change in sensor location (stage 49).  
 
7.3.2 Temperature FB controller driven by temperature 
measurements at stages 44 and 49 
In order to verify the goodness of the theoretical results of the previous 
Section, here the functioning of a temperature FB controller (implemented 
in its output feedback form (5.15) is illustrated and compared for the two 
sensor locations. 
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The functioning is studied thought the numerical simulation of a step 
change in the feed concentration, from an initial mixed feed regime with 
𝑟 = 0.3 to a saturated feed mode (𝑟 = 0), and total feed and distillate flow 
rate respectively of 50 and 21 m3 h-1. The temperature controller tuning is 
𝐾𝑐 = 5/𝜏𝑃, 𝜔 = 10𝐾𝑐. The characteristic time and temperature setpoint 
are chosen according to the initial steady state temperature profile 𝑇𝑆𝑃
44 =
𝑇𝑒𝑏0
44,  𝑇𝑆𝑃
49 = 𝑇𝑒𝑏0
49, presented in Table 7.2. 
 
Case Stage 𝝉𝑷⁡[h] 𝑻𝒆𝒃𝟎 
𝑪𝟏 44 0.473 69.77 
𝑪𝟐 49 0.487 68.66 
 
Table 7.2: Characteristic times and temperature setpoints for tuning and 
implementation of the temperature feedback controller. 
 
 
Figure 7.2: Temperature FB controller functioning with temperature sensor 
located at stage 44 (solid line) and 49 (dotted line): (a) manupulated variable 
(temperature at the measurement stage); (b) temperature error; (c) control effort 
(reboiler duty). 
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Fig. 7.2 shows the control functioning for the controller C1 (solid lines) 
and C2 (dotted line) in terms of: (a) temperature setpoint tracking, (b) 
temperature error 𝑒 = 𝑇(𝑡) − 𝑇𝑆𝑃, and (c) manipulated variable behavior, 
obtaining that, compared with C2, C1 responses with (i) higher decay 
ratio, (ii) smaller response time, and (iii) lower control effort. However, 
the performance of the controller C2 is slightly poorer than the controller 
C1, since at the stage 49 the per-component temperature gradient is 
sufficiently high and mainly due to the key components. 
 
7.3.3 Conclusion of the Section 
In this Section, numerical simulations are presented in order to assess, 
support and confirm the interesting theoretical results of the previous 
Section. Temperature measurements at the sensitive stage 44 and at the 
suboptimal industrial location (stage 49) are employed to drive the 
temperature feedback controller and the composition estimator. 
Simulation results show that, as expected, the stage 44 outperforms the 
stage 49 for both the two tasks. However, the temperature controller and 
composition observer yield reasonable performance even if the stage 49 
must be chosen. 
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7.4 The connection element: information transmission 
mechanism 
 
In Chapter 4 and 5 interesting remarks are obtained rewriting the column 
dynamics (3.4) in the dynamics difference equation (DDE) form (4.26). In 
this Section, these issues are recalled and rereading based on the previous 
results. 
The DDE analysis identifies two mechanisms of transmission of the flow 
among stages: 
(i) the convective flow 𝑣𝑖
𝑗∆𝑐𝑖
𝑗
 which is unidirectional because describes 
the motion of the component 𝑗 between the stages 𝑖 and 𝑖 + 1; 
(ii) the dispersive flow 𝐷𝑖
𝑗∆2𝑐𝑖
𝑗
 which is bidirectional because describes 
the motion of the component 𝑗 between the stages 𝑖 and 𝑖 + 1, and the 
stages 𝑖 and 𝑖 − 1. 
As discussed in Chapter 5, at the most sensitive stage in per-component 
bases and for the light-key component, the dominant information 
mechanism is due to the bidirectional dispersive flow driven by the 
dispersion coefficient 𝐷
𝑆𝑖
∗
𝜌𝐿𝐾, according to the expression: 
⁡?̇?
𝑆𝑖
∗
𝜌𝐿𝐾 = −𝐷
𝑆𝑖
∗
𝜌𝐿𝐾∆2𝑐
𝑆𝑖
∗
𝜌𝐿𝐾 (7.5) 
 
Thus, the bidirectional features related to the ∆2(∙) operator (where 
∆2𝑐𝑖
𝑗 = 𝑐𝑖+1
𝑗 − 2𝑐𝑖
𝑗 + 𝑐𝑖−1
𝑗
) allows to explain both the regulation and 
estimation capability at the control tray 𝑆𝑖
∗. Indeed, if a measurement is 
located there, it can capture the disturbance entering in the upstream 
stages, and efficiently transmit the information through the material 
balances to the downstream top stage, where estimation or control 
objective are defined. 
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7.5 Conclusion of the Chapter 
 
Substantiated by theoretical argument and simulation results, in this 
Chapter a unified methodology for the temperature sensor location 
problem in control and composition estimation of multicomponent 
distillation columns is given. The joint sensor location criterion suggests 
putting the sensor at the most sensitive stage in a per-component bases. At 
this tray, the contribution to the global gradient of the non-key 
components is negligible and the mixture behaves as pseudo-binary. 
Such consideration is very important for industrial purposes, since the 
expenses due to the purchase of additional sensors is avoided, knowing 
that the same measurement can be employed to achieve the control and 
estimation task. 
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Chapter 8 
 
Conclusions 
 
In this Thesis the problem of the quality regulation and energy saving 
through control and monitoring techniques has been addressed in the 
context of industrial multicomponent distillation columns. 
This work has been motivated by the necessity to monitor and control the 
separation of the key components in spite of the changing operating 
regimes that undergone a real unit.  
Instead of unreliable and delayed composition measurements provided by 
hardware analyzers, a single and well located temperature measurement 
suffices to drive a model-based observer with passive structure that, with a 
reasonable amount of ODEs to be online integrated, infers with good 
performance the key impurity concentration of the effluent of interest. The 
passive structure is design with a simple and systematic procedure based 
on three detectability measures and conditions on the per-component 
temperature gradient diagram.  
Due to its simplicity, a feedback controller is usually employed for the 
indirect quality regulation of the effluents in most of the industrial 
distillation columns. Regardless the feedback algorithm, the best 
temperature regulation performance can be attained only if the 
temperature measurement is well located. To this end, this Thesis 
proposes a methodology for the choice of this control tray: the per-
component slope criterion which suggests to put the sensor where the 
light-key component shows its maximum per-component temperature 
gradient. Interestingly, this criterion coincides with the one employed for 
the sensor location for estimation purposes. 
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However, in case of important changing in operating conditions, the 
temperature feedback controller cannot perform a satisfactory indirect 
composition regulation. Due to that composition feedback controllers 
cannot be used to this end because the abovementioned problems of the 
analytic concentration measurements, the entire control scheme should be 
modified. But, without rocking it, an application-oriented upgrade has 
been proposed. It consists in adding a feedforward temperature setpoint 
compensation that, with a model-independent, precomputed polynomial 
law, defines the temperature setpoint of the PI based on the main flow 
disturbances and the quality target. An important implication of the close 
quality regulation is the reduction of the energy requirement. 
The previous mentioned approaches to the estimation and the control 
problems are tested with the industrial multicomponent butanes splitter 
obtaining that: its temperature sensor at the stage 49 of the enrichment 
section can be successfully employed both for monitoring and control 
purposes. Moreover, the estimator consisting in 115 ODEs is actually 
online working for the monitoring of the distillate key impurity 
concentration at the Sarlux Refinery. Similarly, the feedforward setpoint 
compensator is under implementation, meaning that, at the time of the 
publication of this Thesis the feedforward algorithm is providing a 
setpoint compensation signal that can be read in the control-room to aid a 
manual setpoint adjustment, and in the near future this signal will be 
directly fed to the temperature feedback. 
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Appendix 1. Proportionality between the maximum per-component 
temperature gradient and the maximum dispersive 
coefficient 
Under the hypothesis of VLE described by the Raul equation and without 
restrict the validity of the demonstration, the direct proportionality 
between the maximum dispersive coefficient 𝐷𝑖
𝑗
 and the maximum per-
component temperature gradient |Δ𝑇𝑖
𝑗
| is found. 
Let start from the dispersive coefficient definition: 
𝐷𝑖
𝑗 = (𝑉𝑖/𝐻𝑖 ∙ 𝜎𝑖
𝑗) 
 
where the ratio 𝑉𝑖/𝐻𝑖 is a constant value 𝑐 in the column section of 
interest. Thus,  
𝐷𝑖
𝑗 = (𝑐 ∙ 𝜎𝑖
𝑗) 
 
and the secant of VLE 𝜎𝑖
𝑗
 is 
𝜎𝑖
𝑗 =
𝐷𝑖
𝑗
𝑐
=
[𝜀𝑖
𝑗(𝒄𝑖) − 𝜀𝑖−1
𝑗 (𝒄𝑖−1) ]
[𝑐𝑖
𝑗 − 𝑐𝑖−1
𝑗
]
=
∆𝜀𝑖
𝑗(𝒄𝑖)
∆𝑐𝑖
𝑗
≈
𝜕𝜀𝑖
𝑗(𝒄𝑖)
𝜕𝑐𝑖
𝑗
 
 
From Table A1.1 the value of the derivative of the vapor with respect to 
the liquid concentration is found: 
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𝜕𝜀𝑖
𝑗(𝒄𝑖)
𝜕𝑐𝑖
𝑗
≈ −
𝑃𝑠𝑖
𝑗
𝑑
𝑑𝑇𝑖
[𝑃𝑠𝑖
𝑗(𝑇𝑖)𝑐𝑖
𝑗
]
≈
𝐷𝑖
𝑗
𝑐
 (A1.1) 
 
Now, let recall the definition (4.17) of the per-component temperature 
gradient 
Δ𝑇𝑖
𝑗 = (
𝜕𝛽𝑆𝑖(𝒄𝑖)
𝜕𝑐𝑖
𝑗
) Δ𝑐𝑖
𝑗
 
and substitute the value of the derivative of the bubble point function with 
respect to the liquid composition (see derivation in Table A1.1): 
Δ𝑇𝑖
𝑗 = −
𝑃𝑠𝑖
𝑗
− ∑
𝑑
𝑑𝑇𝑖
[𝑃𝑠𝑖
𝑗(𝑇𝑖)𝑐𝑖
𝑗𝐶
𝑗=1 ]
∆𝑐𝑖
𝑗
 (A1.2) 
 
At the stage where light-key component 𝜌𝐿𝐾 manifests the highest |Δ𝑇𝑖
𝑗
|, 
the denominator of (A1.2) becomes: 
∑
𝑑
𝑑𝑇𝑖
[𝑃𝑠𝑖
𝑗(𝑇𝑖)𝑐𝑖
𝑗
𝐶
𝑗=1
] ≈  
𝑑
𝑑𝑇𝑖
[𝑃𝑠𝑖
𝜌𝐿𝐾(𝑇𝑖)𝑐𝑖
𝜌𝐿𝐾] 
 
because the light-key component (i) is in higher amount than the other 
components (see Figs. 3.2 and 3.3), and (ii) has a greater derivative of the 
vapor pressure with respect of the temperature compared with the heavy-
key component. 
Thus, for 𝑗 = 𝜌𝐿𝐾 
max
𝑆𝑖
|Δ𝑇𝑖
𝜌𝐿𝐾| = max
𝑆𝑖
|
𝑃𝑠𝑖
𝜌𝐿𝐾
𝑑
𝑑𝑇𝑖
[𝑃𝑠𝑖
𝜌𝐿𝐾(𝑇𝑖)𝑐𝑖
𝜌𝐿𝐾]
∆𝑐𝑖
𝜌𝐿𝐾| (A1.3) 
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where the term in the right side of (A1.3) is equal to the scaled dispersive 
coefficient (A1.1) of the light-key component multiply by its composition 
gradient. Since the latter is high but about constant in a wide range of 
stages in the middle of the section of interest, (A1.3) can be rewritten as 
follow: 
max
𝑆𝑖
|Δ𝑇𝑖
𝜌𝐿𝐾| = max
𝑆𝑖
|𝐷𝑖
𝜌𝐿𝐾| ∙ ∆𝑐𝑖
𝜌𝐿/𝑐 (A1.4) 
 
which demonstrates that the maximum bidirectional dispersive flow is 
found at the stage where the PCTG series has its maximum. 
(
𝝏𝜺𝒊
𝒋
(𝒄𝒊)
𝝏𝒄𝒊
𝒋 ) ≈ −
𝑃𝑠𝑖
𝑗
𝑑
𝑑𝑇𝑖
[𝑃𝑠𝑖
𝑗
(𝑇𝑖)𝑐𝑖
𝑗
]
 (
𝝏𝜷𝑺𝒊(𝒄𝒊)
𝝏𝒄𝒊
𝒋 ) ≈ −
𝑃𝑠𝑖
𝑗
− ∑
𝑑
𝑑𝑇𝑖
[𝑃𝑠𝑖
𝑗
(𝑇𝑖)𝑐𝑖
𝑗𝐶
𝑗=1 ]
 
𝜕𝜀𝑖
𝑗(𝒄𝒊)
𝜕𝑐𝑖
𝑗
= −
𝑑𝜀𝑖
𝑗(𝒄𝒊)
𝑑𝑐𝑖
𝑗
𝑑𝜀𝑖
𝑗(𝒄𝒊)
𝑑𝑇𝑖
⁄  
𝜕𝛽𝑆𝑖(𝒄𝒊)
𝜕𝑐𝑖
𝑗
= −
𝑑𝛽𝑆𝑖(𝒄𝒊)
𝑑𝑐𝑖
𝑗
𝑑𝛽𝑆𝑖(𝒄𝒊)
𝑑𝑇𝑖
⁄  
𝑑𝜀𝑖
𝑗(𝒄𝒊)
𝑑𝑐𝑖
𝑗
=
𝑑
𝑑𝑐𝑖
𝑗
[𝑃𝑠𝑖
𝑗(𝑇𝑖)𝑐𝑖
𝑗  ] = 𝑃𝑠𝑖
𝑗
 
𝑑𝛽𝑆𝑖(𝒄𝑖)
𝑑𝑐𝑖
𝑗
=
𝑑
𝑑𝑐𝑖
𝑗
[𝑃𝑖 − ∑ 𝑃𝑠𝑖
𝑗(
𝑁𝐶
𝑗=1
𝑇𝑖)𝑐𝑖
𝑗  
= 𝑃𝑠𝑖
𝑗
 
𝑑𝜀𝑖
𝑗(𝒄𝒊)
𝑑𝑇𝑖
=
𝑑
𝑑𝑇𝑖
[𝑃𝑠𝑖
𝑗(𝑇𝑖)𝑐𝑖
𝑗] 
𝑑𝛽𝑆𝑖(𝒄𝑖)
𝑑𝑇𝑖
= −
𝑑
𝑑𝑇𝑖
[∑ 𝑃𝑠𝑖
𝑗(
𝑁𝐶
𝑗=1
𝑇𝑖)𝑐𝑖
𝑗] 
 
Table A1.1: Table of the partial derivatives of the vapor concentration and the 
bubble point function with respect to the liquid concentration. 
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Appendix 2. Nonlinear state feedback controller derivation 
The model-based realization of the one-point temperature nonlinear state 
feedback (NLSF) controller with temperature measurement at the stage 
𝑆𝑚 for multicomponent distillation column is derived as follows.  
Let us recall the output map of the system at the measurement stage 
(A2.1a), take its time derivative (A2.1b) and obtain the following 
equation: 
𝑦 =  𝛽𝑆𝑚(𝒄𝑚) (A2.1a) 
?̇? = 𝜕𝒄𝑚  𝛽𝑆𝑚(𝒄𝑚) ∙ ?̇?𝑚 = 𝑓𝑦(𝒙𝑃 , 𝑢) (A2.1b) 
 
where at the measurement stage 𝑆𝑚, 𝒄𝑚 is the state vector, and 𝛽𝑆𝑚 is the 
bubble point function. 
Remembering the dynamic material balances (3.4d) at the stage 𝑆𝑚 of the 
enrichment section 
?̇?𝑚
𝑗 =  [𝐿𝐸(𝑐𝑚+1
𝑗 −  𝑐𝑚
𝑗
) − 𝑉𝐸 (𝜀𝑚
𝑗 (𝒄𝑚) − 𝜀𝑚−1
𝑗 (𝒄𝑚−1))] 𝐻𝑚⁄ = 
≔ 𝑓𝑚
𝑗 (𝒄𝑚−1, 𝒄𝑚, 𝒄𝑚+1, 𝑢) (A2.2) 
𝑐𝑚
𝐶 = 1 − ∑  𝑐𝑚
𝑗
𝐶−1
𝑗=1
 
 
where 𝐿𝐸 (or 𝑉𝐸) is the liquid (or vapor) flowrate in the enrichment 
section. The term 𝜀𝑚
𝑗 (𝒄𝑚) defines the concentration of the component 𝑗 in 
the vapor phase as function of the composition of the liquid phase.  
Then, combine (A2.1b) and (A2.2) to obtain:  
Appendix 163 
 
 
?̇? =
𝐿𝐸
𝐻𝑚
[∑
𝜕 𝛽𝑆𝑚(𝒄𝑚) 
𝜕𝑐𝑚𝑗
∆+𝑐𝑚
𝑗
𝐶
𝑗=1
]
−
𝑉𝐸
𝐻𝑚
[∑
𝜕 𝛽𝑆𝑚(𝒄𝑚) 
𝜕𝑐𝑚𝑗
∆−𝜀𝑚
𝑗
𝐶
𝑖=1
] 
(A2.3) 
 
∆−(∙) [or ∆+(∙)] is the difference between the variable in brackets at the 
stages 𝑆𝑚 and 𝑆𝑚−1 [or 𝑆𝑚+1 and 𝑆𝑚]. Remembering that the variation in 
liquid and vapor phase concentration are related by the material balances 
(Castellanos-Sahagun et al., 2005) at the steady state, let define the slope 
of the nominal rectifying operating line 𝑃𝑚: 
𝑃𝑚 =
∆−𝜀𝑚
𝑗
∆+𝑐𝑚
𝑗
=
𝐿𝐸
𝑉𝐸
< 1 (A2.4) 
 
Substituting (A2.4) into (A2.3) the temperature control model is obtained: 
?̇? =
𝐿𝐸
𝐻𝑚
[∑
𝜕 𝛽𝑆𝑚(𝒄𝑚) 
𝜕𝑐𝑚𝑗
∆+𝑐𝑚
𝑗
𝐶
𝑗=1
] −
𝑉𝐸𝑃𝑚
𝐻𝑚
[∑
𝜕 𝛽𝑆𝑚(𝒄𝑚) 
𝜕𝑐𝑚𝑗
∆+𝑐𝑚
𝑗
𝐶
𝑖=1
] 
 
that can be rewritten in compact notation as (A2.5): 
?̇? = 𝐿𝐸  𝛼(𝒄𝑚, 𝒄𝑚+1) + 𝑉𝐸  𝛾(𝒄𝑚, 𝒄𝑚−1) (A2.5) 
 
where 𝛼(𝒄𝑚, 𝒄𝑚+1) and 𝛾(𝒄𝑚, 𝒄𝑚+1) are defined in (A2.6).  
𝛼(𝒄𝑚, 𝒄𝑚+1) =
1
𝐻𝑚
[∑
𝜕 𝛽𝑆𝑚(𝒄𝑚)
𝜕𝑐𝑚 𝑗
∆+𝑐𝑚
𝑗
𝐶
𝑗=1
] (A2.6a) 
𝛾(𝒄𝑚, 𝒄𝑚+1) = −
𝑃𝑚
𝐻𝑚
[∑
𝜕 𝛽𝑆𝑚(𝒄𝑚) 
𝜕𝑐𝑚𝑗
∆+𝑐𝑚
𝑗
𝐶
𝑗=1
] (A2.6b) 
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Note that the term into square parenthesis in (A2.6) is about equal to the 
global temperature gradient at the stage 𝑆𝑚 as follows: 
∑
𝜕 𝛽𝑆𝑚(𝒄𝑚) 
𝜕𝑐𝑚 𝑗
∆+𝑐𝑚
𝑗
𝐶
𝑗=1
= ∑ 𝛥𝑇𝑚
𝑗
𝐶
𝑗=1
≈ 𝛥𝑇𝑚 
 
(A2.7) 
 
 
where 𝛥𝑇𝑚
𝑗
 is the per-component temperature gradient (PCTG) at the 
stage 𝑆𝑚. In each stage 𝑆𝑖 the PCTG (𝛥𝑇𝑖
𝑗
) represents the contribution 
given by each component 𝜌𝑗 to the global temperature gradient 𝛥𝑇𝑖 
(which have played a key role in the estimator design described in Chapter 
4). 
Finally, under the assumption that 𝑉𝐸 = 𝑉𝑆, where 𝑉𝑆 is the vapor flor rate 
in the stripping section (feed entering as saturated liquid), the temperature 
control model (A2.5) is rewritten as: 
?̇? = 𝐿𝐸  𝛼(𝒄𝑚, 𝒄𝑚+1) + 𝑉𝑆 𝛾(𝒄𝑚, 𝒄𝑚+1) (A2.8) 
 
Then, enforce the prescribed closed-loop temperature dynamic: 
?̇? = − 𝐾𝐶(𝑦 − 𝑦
𝑆𝑃) (A2.9) 
 
with the (time independent) temperature setpoint 𝑦𝑆𝑃. Combining (A2.9) 
(A2.9) and solving for the manipulated variable 𝑉𝑆, the NLSF temperature 
control law (A2.10) follows: 
𝑉𝑆 =
−𝐾𝐶  (𝑦 − 𝑦
𝑆𝑃)
𝛾(𝒄𝑚, 𝒄𝑚+1)
−
𝐿𝐸 ∙ 𝛼(𝒄𝑚, 𝒄𝑚+1)
𝛾(𝒄𝑚, 𝒄𝑚+1)
= 𝜇𝑇(𝒄𝑚, 𝒄𝑚+1) (A2.10) 
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