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Abstract
Binary maximum distance separable (MDS) array codes are a special class of erasure codes for
distributed storage that not only provide fault tolerance with minimum storage redundancy but also
achieve low computational complexity. They are constructed by encoding k information columns into
r parity columns, in which each element in a column is a bit, such that any k out of the k + r
columns suffice to recover all information bits. In addition to providing fault tolerance, it is critical to
improve repair performance in practical applications. Specifically, if a single column fails, our goal is
to minimize the repair bandwidth by downloading the least amount of bits from d healthy columns,
where k ≤ d ≤ k + r − 1. If one column of an MDS code is failed, it is known that we need to
download at least 1/(d− k + 1) fraction of the data stored in each of d healthy columns. If this lower
bound is achieved for the repair of the failure column from accessing arbitrary d healthy columns, we
say that the MDS code has optimal repair. However, if such lower bound is only achieved by d specific
healthy columns, then we say the MDS code has weak-optimal repair. In this paper, we propose two
explicit constructions of binary MDS array codes with more parity columns (i.e., r ≥ 3) that achieve
asymptotically weak-optimal repair, where k + 1 ≤ d ≤ k + b(r − 1)/2c, and “asymptotic” means that
the repair bandwidth achieves the minimum value asymptotically in d. Codes in the first construction
have odd number of parity columns and asymptotically weak-optimal repair for any one information
failure, while codes in the second construction have even number of parity columns and asymptotically
weak-optimal repair for any one column failure.
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I. INTRODUCTION
Modern distributed storage systems deploy erasure codes to maintain data availability against
failures of storage nodes. Binary maximum distance separable (MDS) array codes are a special
class of erasure codes that achieve fault tolerance with minimum storage redundancy and low
computational complexity. Specifically, a binary array code is composed of k + r columns with
L bits in each column. Among the k+ r columns, k information columns store information bits
and r parity columns store parity bits. The L bits in each column are stored in the same storage
node. We refer to a disk as a column or a storage node interchangeably, and an entry in the
array as a bit. When a node fails, the corresponding column of the array code is considered as
an erasure. A code is said to be MDS if any k out of the k + r columns suffice to reconstruct
all k information columns. Hence, an MDS code can tolerate any r failed columns. Examples of
binary MDS array codes include double-fault tolerance codes (i.e., r = 2) such as X-code [2],
RDP codes [3] and EVENODD codes [4], and triple-fault tolerance codes (i.e., r = 3) such as
STAR codes [5], generalized RDP codes [6], and TIP codes [7].
When a node fails in a distributed storage system, one should repair the failed node by
downloading bits from d healthy (helper) nodes, where k ≤ d ≤ k + r − 1. Minimizing the
repair bandwidth, defined as the amount of bits downloaded in the repair process, is critical to
speed up the repair operation and minimize the window of vulnerability, especially in distributed
storage in which network transfer is the bottleneck. The repair problem was first formulated by
Dimakis et al. [8] based on the concept of information flow graph. It is shown in [8] that
the minimum repair bandwidth subject to the minimum storage redundancy, also known as the
minimum storage regenerating (MSR) point, is given by:
dL
d− k + 1 . (1)
If the lower bound in (1) is achieved for the repair of the failure node from accessing arbitrary
d healthy nodes, we say that the MDS code has optimal repair. When such lower bound is
only achieved by accessing d specific healthy nodes instead of arbitrary d healthy nodes, we
then say the MDS code has weak-optimal repair. Note that the above repair is exact repair, i.e.,
the content stored in the failed node is exactly reproduced in the new node. Another version of
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repair is functional repair, i.e., the recovered content and the failed content may be different.
In functional repair, it is interesting to note that there may exist a helper node selection that
can improve the lower bound in (1) for some specific parameters n, k, d [9] when the d helper
nodes are specified. Although there are many constructions of MSR codes [8], [10], [11] over
a sufficiently large finite field, the constructions of binary MDS array codes that achieve the
minimum repair bandwidth is not many [12].
A conventional approach for repairing a failed node is to download all the bits from any
k healthy columns to regenerate the bits in the failure column. As a result, the total amount
of bits downloaded to repair a failure column is k times of the failure bits. There have been
many studies on reducing the repair bandwidth for a single failed column in binary MDS array
codes. Some approaches minimize disk reads for RDP codes [13], EVENODD codes [14] and
X-code [15] with d = k+1; however, their repair bandwidth is sub-optimal and 50% larger than
the lower bpund in (1) when d = k + 1. MDR codes [16], [17] and ButterFly codes [18], [19]
are binary MDS array codes that achieve optimal repair; however, they only provide double-fault
tolerance (i.e., r=2).
In this paper, we propose two explicit constructions of binary MDS array codes with more
parity columns (i.e., r ≥ 3) that achieve asymptotically weak-optimal repair, where“asymptotic”
means that the repair bandwidth achieves the minimum value asymptotically in d. The main
contributions of this paper are as follows.
1) We exploit a quotient ring with cyclic structure and propose a new approach of designing
binary MDS array codes with r ≥ 3 parity columns based on the quotient ring.
2) Two explicit constructions of binary MDS array codes with r ≥ 3 parity columns are
presented based on the proposed approach. Codes in the first construction have odd number
of parity columns that is formed by designing an encoding matrix and codes in the second
construction have even number of parity columns that is formed by designing a check
matrix.
3) Our constructions minimize the repair bandwidth by exploiting the proposed quotient ring
and choosing the well-designed encoding matrix (parity matrix), such that the bits accessed
in a repair operation intersect as much as possible.
4) We show that the first construction of the proposed binary MDS array codes has asymptot-
ically weak-optimal repair with d = k+(r−1)/2 for any single information column failure
when d is sufficiently large. We also show that the second construction of the proposed
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binary MDS array codes has asymptotically weak-optimal repair with d = k+ r/2− 1 for
any column failure when d is large enough.
The repair bandwidth of most existing binary MDS array codes [2]–[6] is sub-optimal. Some
constructions [16]–[19] of binary MDS array codes with optimal repair bandwidth only focus
on double-fault tolerance (i.e., r=2). The key differences between the proposed codes and the
existing binary MDS array codes are as follows. First, in contrast to existing constructions such
as [2], [3], [5], [6], the parity bits in parity columns (except the first parity column) of the
proposed codes are generated by summing the bits that correspond to a specific polygonal lines
in the array. Second, the row number of the array in the proposed codes is exponential in k.
The two properties are essential for reducing the repair bandwidth. The difference between the
double-fault tolerance optimal repair constructions [16]–[19] and the proposed constructions is
that a quotient ring with cyclic structure is employed in the proposed construction, while is not
in [16]–[19]. By exploiting the quotient ring, we can choose the well-designed encoding matrix
(parity matrix) and achieve the weak-optimal repair bandwidth asymptotically with larger fault
tolerance.
Unlike the other binary MDS array codes [16]–[19] with optimal repair bandwidth, the
proposed codes with the first construction have asymptotically weak-optimal repair bandwidth for
recovering one information column failure. Note that the information failure column is recovered
by accessing d specific columns instead of any arbitrary set of d healthy columns. Similarly, the
proposed codes with the second construction have asymptotically weak-optimal repair bandwidth
for recovering any one column failure (including both information column and parity column),
and the failure column is also recovered by accessing d specific healthy columns. Note that there
exist binary MDS codes [12] that are weak-optimal for any (n, k, d); however, the techniques
of the constructions of the MDS codes in [12] and this paper are different. The construction in
[12] employed the coupling transformation over binary-vector MDS codes such that they have
weak-optimal repair property. However, the proposed binary codes are constructed directly over
a binary quotient ring. In this quotient ring, we select the values of parameter p to make the
code to be MDS and determine the values of parameter τ to make the code having asymptotic
weak-optimal repair property.
Previous studies [20], [21] also exploit similar techniques (applying quotient rings) to reduce
computational complexity of regenerating codes. In this work, we show that when τ (a parameter
that will be found later) is large enough and satisfies some conditions, we can find some
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constructions of binary MDS array codes that can achieve the weak-optimal repair asymptotically.
The ring in [20], [21] can be viewed as a special case of the proposed ring with τ = 1. Moreover,
the main results between [20], [21] and this paper are different. It was shown in [20], [21] that
the fundamental tradeoff curve between the storage and repair bandwidth of functional-repair
regenerating codes is also achievable under a quotient ring, and the existing product-matrix
construction of regenerating codes still works under the quotient ring with less computational
complexity. While in this paper, we use a more general ring to construct a new class of binary
MDS array codes with asymptotically weak-optimal repair bandwidth by choosing the well-
designed generator matrix or parity matrix. Even though the proposed binary MDS array codes
and constructions of high data rate MSR codes [10], [11], [22]–[27] are all based on constructing
generator matrices or parity matrices, the proposed codes are constructed over binary field and
the encoding matrices or parity matrices are designed on the ring with a cyclic structure.
This paper is organized as follows. An approach of designing binary array codes with general
number of parity columns is given in Section II. In Section III, two constructions of binary
MDS array codes with more than three parity columns are presented. In Section IV, a sufficient
condition of the MDS property condition for two constructions is presented. We also illustrate the
MDS property of r = 3 for the first construction and r = 4 for the second construction in detail.
Two efficient repair algorithms are proposed in Section V for the proposed two constructions to
recover single information column erasure and single column erasure respectively. It is also shown
that both constructions can achieve the weak-optimal repair bandwidth in (1) asymptotically. We
make conclusion and remark in Section VI.
II. NEW DESIGN OF BINARY MDS ARRAY CODES
Consider the binary MDS array code with k ≥ 2 information columns and r ≥ 3 parity
columns. Each column of this code stores (p−1)τ bits, where p is a prime number such that 2 is a
primitive element in the field Zp and τ will be specified later. Assume that a file of size k(p−1)τ
denoted by information bits s0,i, s1,i, . . . , s(p−1)τ−1,i ∈ F(p−1)τ2 for i = 1, 2, . . . , k, which are used
to generate r(p−1)τ parity bits s0,j, s1,j, . . . , s(p−1)τ−1,j ∈ F(p−1)τ2 for j = k+1, k+2, . . . , k+r.
The information bits s0,i, s1,i, . . . , s(p−1)τ−1,i are stored in information column i (column i) for
i = 1, 2, . . . , k, and the (p− 1)τ parity bits s0,j, s1,j, . . . , s(p−1)τ−1,j are stored in parity column
j − k (column j) for j = k + 1, k + 2, . . . , k + r.
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For i = 1, 2, . . . , k and µ = 0, 1, . . . , τ − 1, we define the extra bit s(p−1)τ+µ,i associated with
bits sµ,i, sτ+µ,i, . . . , s(p−2)τ+µ,i as
s(p−1)τ+µ,i ,
p−2∑
`=0
s`τ+µ,i. (2)
For example, when p = 3, k = 4 and τ = 4, the extra bit of sµ,i, s4+µ,i is
s8+µ,i = sµ,i + s4+µ,i.
For j = k + 1, k + 2, . . . , k + r, τ extra bits s(p−1)τ,j, s(p−1)τ+1,j, . . . , spτ−1,j for parity column
j−k are added during the encoding procedure. It will be clear later that the extra bit s(p−1)τ+µ,j
of parity column j − k also satisfies (2) for j = k + 1, k + 2, . . . , k + r and µ = 0, 1, . . . , τ − 1,
if we replace i with j in (2).
For ` = 1, 2, . . . , k+r, we represent (p−1)τ bits s0,`, s1,`, . . . , s(p−1)τ−1,` in column `, together
with the τ extra bits s(p−1)τ,`, s(p−1)τ+1,`, . . . , spτ−1,`, by a polynomial s`(x) of degree at most
pτ − 1 over the ring F2[x], i.e.,
s`(x) , s0,` + s1,`x+ s2,`x2 + · · ·+ spτ−1,`xpτ−1. (3)
The polynomial si(x), which corresponds to information column i for i = 1, 2, . . . , k, is called
a data polynomial; the polynomial sj(x), which corresponds to parity column j − k for j =
k + 1, k + 2, . . . , k + r, is called a coded polynomial. The k data polynomials and r coded
polynomials can be arranged as a row vector
[s1(x), s2(x), · · · , sk+r(x)]. (4)
(4) can be obtained by taking the product
[s1(x), · · · , sk+r(x)] = [s1(x), · · · , sk(x)] ·Gk×(k+r) (5)
with operations performed in F2[x]/(1 + xpτ ). The k × (k + r) generator matrix Gk×(k+r) is
composed of the k × k identity matrix Ik×k and a k × r encoding matrix Pk×r as
Gk×(k+r) =
[
Ik×k Pk×r
]
. (6)
The proposed code can also be described equivalently by a r × (k + r) check matrix Hr×(k+r).
Given the row vector in (4), we have
[s1(x), s2(x), · · · , sk+r(x)] ·HTr×(k+r) = 0. (7)
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Let Rpτ denote the quotient ring F2[x]/(1 + xpτ ). An element a(x) in Rpτ can be represented
by a polynomial of the form a(x) = a0 + a1x + · · · + apτ−1xpτ−1 with coefficients from the
binary field F2. Addition is the usual term-wise addition, and multiplication is performed with
modulo 1 + xpτ . In Rpτ , multiplication by x can be interpreted as a cyclic shift. This is crucial
to reduce repair bandwidth for one column failure. Note that we do not need to store the extra
bits on disk, they are presented only for notational convenience.
Consider the sub-ring Cpτ of Rpτ which consists of polynomials in Rpτ with 1 + xτ being a
factor,
Cpτ , {a(x)(1 + xτ ) mod (1 + xpτ )| a(x) ∈ Rpτ}. (8)
In fact, Cpτ is an ideal, because
∀c(x) ∈ Rpτ ,∀s(x) ∈ Cpτ , c(x)s(x) ∈ Cpτ .
One can verify that the product of
h(x) , 1 + xτ + · · ·+ x(p−1)τ
and any polynomial in Cpτ is zero. The polynomial h(x) is called the check polynomial of Cpτ .
The multiplication identity of Cpτ is
e(x) , 1 + h(x) = xτ + x2τ + · · ·+ x(p−1)τ
= (1 + xτ )(xτ + x3τ + · · ·+ x(p−2)τ ),
(9)
as ∀b(x) ∈ Cpτ ,
e(x)b(x) = (1 + h(x))b(x) = b(x) mod (1 + xpτ ). (10)
Theorem 1. The coefficients of polynomial si(x) satisfy (2) if and only if si(x) is in Cpτ .
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Proof. Suppose that the coefficients of si(x) satisfy (2). By reformulating si(x), we have
si(x) = s0,i + s1,ix+ · · ·+ s(p−1)τ−1,ix(p−1)τ−1
+ x(p−1)τ
p−2∑
`=0
s`τ,i + · · ·+ xpτ−1
p−2∑
`=0
s`τ+τ−1,i
=s0,i + sτ,ix
τ + · · ·+ s(p−2)τ,ix(p−2)τ
+ x(p−1)τ
p−2∑
`=0
s`τ,i+
s1,ix+ sτ+1,ix
τ+1 + · · ·+ s(p−2)τ+1,ix(p−2)τ+1
+ x(p−1)τ+1
p−2∑
`=0
s`τ+1,i + · · ·+
sτ−1,ixτ−1 + s2τ−1,ix2τ−1 + · · ·+
s(p−1)τ−1,ix(p−1)τ−1 + xpτ−1
p−2∑
`=0
s(`+1)τ−1,i
=s0,i(1 + x
(p−1)τ ) + · · ·+ s(p−2)τ,ix(p−2)τ (1 + xτ )+
s1,ix(1 + x
(p−1)τ ) + · · ·+ s(p−2)τ+1,ix(p−2)τ+1(1 + xτ )
+ · · ·+ sτ−1,i(xτ−1 + xpτ−1)
+ · · ·+ s(p−1)τ−1,i(x(p−1)τ−1 + xpτ−1).
This is reduced to show that xiτ+j +x(p−1)τ+j is a multiple of 1 +xτ for i = 0, 1, . . . , p− 2 and
j = 0, 1, . . . , τ − 1. It is true from the fact
xiτ+j + x(p−1)τ+j = xiτ+j(1 + x(p−i−1)τ )
=xiτ+j(1 + xτ )(1 + xτ + · · ·+ x(p−i−2)τ ).
This verifies that the polynomial si(x) is in Cpτ .
Conversely, suppose that si(x) =
∑pτ−1
`=0 s`,ix
` is in Cpτ . By (8), si(x) can be written as
si(x) ,a(x)(1 + xτ ) mod (1 + xpτ )
=(a0 + a(p−1)τ ) + (a1 + a(p−1)τ+1)x+ · · ·+
(aτ + a0)x
τ + · · ·+ (apτ−1 + a(p−1)τ−1)xpτ−1.
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Therefore, we obtain
sµ,i =aµ + a(p−1)τ+µ,
sτ+µ,i =aτ+µ + aµ,
· · · ,
s(p−1)τ+µ,i =a(p−1)τ+µ + a(p−2)τ+µ,
for µ = 0, 1, . . . , τ − 1. We can check that
sµ,i + sτ+µ,i + · · ·+ s(p−2)τ+µ,i
=(aµ + a(p−1)τ+µ) + (aτ+µ + aµ) + · · ·+
(a(p−2)τ+µ + a(p−3)τ+µ)
=a(p−1)τ+µ + a(p−2)τ+µ
=s(p−1)τ+µ,i.
Therefore, the coefficients of si(x) satisfy (2).
Since the equation
(1 + xτ )(xτ + x3τ + · · ·+ x(p−2)τ ) + 1 · h(x) = 1
holds over F2[x], 1 + xpτ can be factorized as a product of two co-prime factors 1 + xτ and
h(x). We show in the next lemma that Rpτ is isomorphic to F2[x]/(1 + xτ )× F2[x]/(h(x)).
Lemma 2. The ring Rpτ is isomorphic to the product ring F2[x]/(1 + xτ )× F2[x]/(h(x)).
Proof. We need to find an isomorphism between Rpτ and F2[x]/(1+xτ )×F2[x]/(h(x)). Indeed,
we can set up an isomorphism
θ : Rpτ → F2[x]/(1 + xτ )× F2[x]/(h(x))
by defining
θ(f(x)) , (f(x) mod 1 + xτ , f(x) mod h(x)).
The mapping θ is a ring homomorphism and a bijection, because it has an inverse function
φ((a(x), b(x))) given by
φ((a(x), b(x))) , [a(x) · h(x) + b(x) · e(x)] mod 1 + xpτ .
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In the following, we show that the composition φ ◦ θ is the identity map of Rpτ .
For any polynomial f(x) ∈ Rpτ , there exist two polynomials g1(x), g2(x) ∈ F2[x] such that
f(x) =g1(x)(1 + x
τ ) + (f(x) mod (1 + xτ )),
f(x) =g2(x)h(x) + (f(x) mod h(x)).
Then we have
φ(θ(f(x))) =
(
h(x)(f(x) mod (1 + xτ ))+
e(x)(f(x) mod h(x))
)
mod 1 + xpτ
=
(
h(x)(f(x)− g1(x)(1 + xτ ))+
(1 + h(x))(f(x)− g2(x)h(x))
)
mod 1 + xpτ
=
(
h(x)f(x)− h(x)g1(x)(1 + xτ ) + f(x)+
h(x)f(x)− e(x)g2(x)h(x)
)
mod 1 + xpτ
=
(
f(x)− h(x)g1(x)(1 + xτ )−
e(x)g2(x)h(x)
)
mod 1 + xpτ
=
(
f(x)− (1 + xτ )(xτ + x3τ + · · ·+ x(p−2)τ )·
g2(x)h(x)
)
mod 1 + xpτ
=f(x).
The composition φ ◦ θ is thus the identity mapping of Rpτ and the lemma is proved.
By Lemma 2, we have that Cpτ is isomorphic to F2[x]/(h(x)) in the next lemma.
Lemma 3. The ring Cpτ is isomorphic to F2[x]/(h(x)). Furthermore, the isomorphism θ : Cpτ →
F2[x]/(h(x)) can be defined as θ(f(x)) , f(x) mod h(x).
For example, when p = 5 and τ = 2, C10 is isomorphic to the ring F2[x]/(1+x2+x4+x6+x8)
and the element 1 + x8 in C10 is mapped to
1 + x8 mod (1 + x2 + x4 + x6 + x8) = x2 + x4 + x6.
If we apply the function φ to x2 + x4 + x6, we can recover
φ(0, x2 + x4 + x6) =(x2 + x4 + x6)(x2 + x4 + x6 + x8)
=1 + x8 mod (1 + x10).
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When τ = 1, the ring Cp is discussed in [20], [21] and used in a new class of regenerating
codes with low computational complexity. Note that Cpτ is isomorphic to a finite field F2(p−1)τ
if and only if 2 is a primitive element in Zp and τ = pi for some non-negative integer i [28].
We need the following definition about e(x)-inverse before introducing the explicit construc-
tions of the proposed array codes.
Definition 1. A polynomial f(x) ∈ Rpτ is called e(x)-invertible if we can find a polynomial
f¯(x) ∈ Rpτ such that f(x)f¯(x) = e(x), where e(x) is given in (9). The polynomial f¯(x) is
called e(x)-inverse of f(x).
We show in the next lemma that 1 + xb is e(x)-invertible in Rpτ .
Lemma 4. Let b be an integer with 1 ≤ b < pτ and the greatest common divisor (GCD) of b
and p is gcd(b, p) = 1, and let gcd(b, τ) = a. The e(x)-inverse of 1 + xb in Rpτ is
2τ/a−1∑
i=τ/a
xib +
4τ/a−1∑
i=3τ/a
xib + · · ·+
(p−1)τ/a−1∑
i=(p−2)τ/a
xib. (11)
Proof. We can check that, in Rpτ ,
(1 + xb)
(
(x
τ
a
b + x(
τ
a
+1)b + · · ·+ x(2 τa−1)b)+
(x3
τ
a
b + x(3
τ
a
+1)b + · · ·+ x(4 τa−1)b) + · · ·+
(x(p−2)
τ
a
b + x((p−2)
τ
a
+1)b + · · ·+ x((p−1) τa−1)b)
)
=(x
τ
a
b + x2
τ
a
b + x3
τ
a
b + · · ·+ x(p−2) τa b + x(p−1) τa b).
It is sufficient to show that the above equation is equal to e(x), i.e.,
x
τ
a
b + x2
τ
a
b + x3
τ
a
b + · · ·+ x(p−2) τa b + x(p−1) τa b
≡ e(x) mod (1 + xpτ ).
(12)
Consider the ring of integers modulo pτ , which is denoted Zpτ . In Zpτ , there is a set
τZpτ , (0, τ, 2τ, . . . , (p− 1)τ) .
Now we consider (ib/a) mod pτ ∈ Zpτ for i ∈ {1, 2, . . . , p− 1}. Therefore,
(τib/a) mod pτ ∈ τZpτ .
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Next, we want to show that, for i 6= j ∈ {1, 2, . . . , p− 1},
iτb/a 6= jτb/a mod pτ.
Assume that iτb/a mod pτ = jτb/a mod pτ . Then there exists an integer ` such that
iτb/a = `pτ + jτb/a.
The above equation can be further reduced to
(i− j)b/a = `p.
Since gcd(b, p) = 1, gcd(b/a, p) = 1. Hence, we have p|(i− j). However, this is impossible due
to the fact that 1 ≤ j < i ≤ p− 1. Similarly, we can prove that, for 1 ≤ i ≤ p− 1,
iτb/a mod pτ 6= 0.
Hence, we can obtain that
(τb/a, . . . , (p− 1)τb/a) ≡ (τ, . . . , (p− 1)τ) mod pτ.
Therefore, (12) holds.
By Lemma 1, we have si(x) ∈ Cpτ for i = 1, 2, . . . , k. Let f(x) be any entry of the generator
matrix or check matrix. If f(x) /∈ Cpτ , one may replace the entry by (f(x)e(x) mod (1+xpτ )) ∈
Cpτ without changing the results. This is due to the fact that si(x)e(x) = si(x) mod (1 + xpτ ),
for 1 ≤ i ≤ k. Hence, after replacing all f(x) of the generator matrix or check matrix with
(f(x)e(x) mod (1+xpτ )), we have an equivalent generator matrix or check matrix such that the
coded polynomials in (4) can be computed over the ring Cpτ via (5) or (7).
The encoding procedure can be described in terms of polynomial operations as follows. Given
k(p−1)τ information bits, by (3), one appends τ extra bits for each of (p−1)τ information bits
and forms k data polynomials that belong to Cpτ . After obtaining the vector in (4) by choosing
some specific encoding matrix or check matrix, one stores the coefficients in the polynomials
of degrees 0 to (p − 1)τ − 1 and drops the coefficients in higher degrees. The proposed array
code can be considered as punctured systematic linear code over Cpτ .
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Pk×r ,

1 x x2 · · · xd−k 1 1 · · · 1
1 xη x2η · · · x(d−k)η x(d−k)ηk−2 x(d−k−1)ηk−2 · · · xηk−2
1 xη
2
x2η
2 · · · x(d−k)η2 x(d−k)ηk−3 x(d−k−1)ηk−3 · · · xηk−3
...
...
... . . .
...
...
... . . .
...
1 xη
k−3
x2η
k−3 · · · x(d−k)ηk−3 x(d−k)η2 x(d−k−1)η2 · · · xη2
1 xη
k−2
x2η
k−2 · · · x(d−k)ηk−2 x(d−k)η x(d−k−1)η · · · xη
1 1 1 · · · 1 xd−k xd−k−1 · · · x

. (13)
III. TWO EXPLICIT CONSTRUCTIONS OF BINARY MDS ARRAY CODES
The purpose of this paper is to find suitable encoding matrices Pk×r or check matrices Hr×(k+r)
such that the corresponding codes are MDS codes and the repair bandwidth of one single failure
is asymptotically weak-optimal. In the section, we will give two explicit constructions of binary
MDS array codes, where the first construction is formed by an encoding matrix and the second
construction is formed by a check matrix. The repair bandwidth of the first construction is
asymptotically weak-optimal for any one single information failure, while the repair bandwidth
of the second construction is asymptotically weak-optimal for any one single information or
parity failure.
Note that, for codes constructed from both constructions, not all parameters exist for them
to be MDS codes. A sufficient condition will be derived for them to be MDS codes when p is
large enough. Some constructed codes with small p are also proved to be MDS codes.
A. The First Construction: Encoding Matrix
Let η = d− k + 1,1 k ≥ 4, r ≥ 3 be an odd number, d = k + (r − 1)/2, τ = (d− k + 1)k−2,
and p > d− k. The constructed code is denoted by C1(k, r, d, p) with Pk×r given in (13). Since
every data polynomial is in Cpτ and Cpτ is an ideal, we have the following lemma.
Lemma 5. For j = k+1, k+2, . . . , k+ r, each coded polynomial sj(x) in C1(k, r, d, p) belongs
to Cpτ .
1η and d− k + 1 will be interchangeably used in the work.
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1 2 3 4 1 2 3 
s0,1 s0,2 s0,3 s0,4 s0,1+s0,2+s0,3+s0,4 s11,1+s10,2+s8,3+s0,4 s0,1+s8,2+s10,3+s11,4 
s1,1 s1,2 s1,3 s1,4 s1,1+s1,2+s1,3+s1,4 s0,1+s11,2+s9,3+s1,4 s1,1+s9,2+s11,3+s0,4 
s2,1 s2,2 s2,3 s2,4 s2,1+s2,2+s2,3+s2,4 s1,1+s0,2+s10,3+s2,4 s2,1+s10,2+s0,3+s1,4 
s3,1 s3,2 s3,3 s3,4 s3,1+s3,2+s3,3+s3,4 s2,1+s1,2+s11,3+s3,4 s3,1+s11,2+s1,3+s2,4 
Information Columns Parity Columns 
s4,1 s4,2 s4,3 s4,4 s4,1+s4,2+s4,3+s4,4 s3,1+s2,2+s0,3+s4,4 s4,1+s0,2+s2,3+s3,4 
s5,1 s5,2 s5,3 s5,4 s5,1+s5,2+s5,3+s5,4 s4,1+s3,2+s1,3+s5,4 s5,1+s1,2+s3,3+s4,4 
s6,1 s6,2 s6,3 s6,4 s6,1+s6,2+s6,3+s6,4 s5,1+s4,2+s2,3+s6,4 s6,1+s2,2+s4,3+s5,4 
s7,1 s7,2 s7,3 s7,4 s7,1+s7,2+s7,3+s7,4 s6,1+s5,2+s3,3+s7,4 s7,1+s3,2+s5,3+s6,4 
Fig. 1: The information and parity columns in Example 1. When information column 1 fails,
the bits in the solid line box are downloaded to repair the information bits s0,1, s2,1, s4,1, s6,1 and
the bits in the dashed box are used to repair the information bits s1,1, s3,1, s5,1, s7,1.
By Lemma 1 and Lemma 5, the coefficients of the coded polynomials sj(x) satisfy (2) if we
replace i with j in (2). Let (i : j) = {i, i+ 1, . . . , j} and Pk×r(i : j) be the sub-matrix of Pk×r
with column index determined by (i : j). In Pk×r, the sub-matrix Pk×r(η + 1 : 2η − 1) is a
clockwise rotation of the sub-matrix Pk×r(2 : η) by 180 degrees. The last row of Pk×r(2 : η) is
an all one vector, and the exponent of the entry in row i and column j of Pk×r(2 : η) is ηi−1
times of that in the first row and column j for i = 2, 3, . . . , k − 1 and j = 1, 2, . . . , d− k.
Example 1. Consider k = 4, p = 3, r = 3. Hence, d = 4 + 1 = 5 and τ = 4. The 32 information
bits are represented by s0,i, s1,i, . . . , s7,i, for i = 1, 2, 3, 4. The encoding matrix is
P4×3 =

1 x 1
1 x2 x4
1 x4 x2
1 1 x
 .
The Example 1 is illustrated in Fig. 1. Note that the extra bits calculated from the information
bits do not need to be stored and they are only used to calculate the parity bits.
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Suppose that the first column fails. We can repair the bits s0,1, s2,1, s4,1, s6,1 by
s0,1 = s0,2 + s0,3 + s0,4 + (s0,1 + s0,2 + s0,3 + s0,4)
s2,1 = s2,2 + s2,3 + s2,4 + (s2,1 + s2,2 + s2,3 + s2,4)
s4,1 = s4,2 + s4,3 + s4,4 + (s4,1 + s4,2 + s4,3 + s4,4)
s6,1 = s6,2 + s6,3 + s6,4 + (s6,1 + s6,2 + s6,3 + s6,4),
and repair the bits s1,1, s3,1, s5,1, s7,1 by
s1,1 =s0,2 + s10,3 + s2,4 + (s1,1 + s0,2 + s10,3 + s2,4)
s3,1 =s2,2 + s0,3 + s4,4 + (s3,1 + s2,2 + s0,3 + s4,4)
s5,1 =s4,2 + s2,3 + s6,4 + (s5,1 + s4,2 + s2,3 + s6,4)
s7,1 =s6,2 + s4,3 + s8,4 + (s11,1 + s10,2 + s8,3 + s0,4)
+ (s3,1 + s2,2 + s0,3 + s4,4).
As we can compute s10,3 by s6,3 + s2,3 and s8,4 by s4,4 + s0,4, we do not need to download the
bits s10,3 and s8,4. Therefore, we only need to download 4 bits from each of three information
columns and two parity columns. There are total 20 bits downloaded from 5 columns to repair
the bits of the first information column. Namely, only half of the bits of the helping columns
are accessed. In Fig. 1, the bits in the solid line box are downloaded to repair the information
bits s0,1, s2,1, s4,1, s6,1 and the bits in the dashed box are used to repair the information bits
s1,1, s3,1, s5,1, s7,1.
Note that, according to Theorem 8, the code given in Fig. 1 is not an MDS code due to the
fact that there exists a 2× 2 sub-matrix whose determinant is divisible by 1 + x+ x2.
B. The Second Construction: Check Matrix
Let k ≥ 4, r ≥ 4 be an even number, the matrix 0 be the r
2
× r
2
zero matrix, η = d−k+1 = r
2
,
τ = ηd−1 = ( r
2
)d−1, and p > η. The second construction is denoted by C2(k, r, d, p) with the
check matrix Hr×(k+r) defined in (14) in the next page. Unlike the definition given in (4), it
will be shown later that, for C2(k, r, d, p), k data polynomials can be placed in any k positions
of the codewords. To compute the coded polynomials, we should solve a linear equation system
with the encoding coefficients being a sub-matrix of (14).
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
1 x x2 · · · xη−1
1 xη x2η · · · x(η−1)η 0
...
...
... . . .
...
1 x(η)
η−1
x2(η)
η−1 · · · x(η−1)(η)η−1
...
...
... . . .
... 1 · · · 1 1
1 x(η)
d−1
x2(η)
d−1 · · · x(η−1)(η)d−1 x(η−1)(η)d−1 · · · x(η)d−1 x(d−1)(η)d−1
1 1 1 · · · 1 ... . . . ... ...
x(η−1)(η)
η−1 · · · x(η)η−1 x(η−1)(η)d−1
0 ... . . . ... ...
x(η−1)η · · · xη x(η)d−1
x(η−1) · · · x 1

T
. (14)
In the following, we first give a construction for r = 4. The cases for r > 4 will be
given later. A C2(k, 4, d, p) contains k + 4 polynomials s1(x), s2(x), . . . , sk+4(x), where we
select s3(x), s4(x), . . . , sk+2(x) as data polynomials and s1(x), s2(x), sk+3(x), sk+4(x) as coded
polynomials. The check matrix H4×(k+4) is given as follows:
1 1 1 1 · · · 1 1 0 0
x x2 x4 x8 · · · x2k 1 0 0
0 0 1 x2
k · · · x8 x4 x2 x
0 0 1 xk·2
k · · · x3·2k x2·2k x2k 1
 . (15)
From the first two rows of H4×(k+4), we have
s1(x) + s2(x) + · · ·+ sk+1(x) + sk+2(x) = 0, (16)
xs1(x) + x
2s2(x) + · · ·+ x2ksk+1(x) + sk+2(x) = 0. (17)
First, we can compute the summation of cyclic-shifted version of the data polynomials as
p1(x) , s3(x) + s4(x) + · · ·+ sk+1(x) + sk+2(x),
p2(x) , x4s3(x) + x8s4(x) + · · ·+ x2ksk+1(x) + sk+2(x).
Substituting (16) into p1(x) and (17) into p2(x), we have
xs2(x) =
xp1(x) + p2(x)
1 + x
.
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Note that we may solve for s2(x) by left cyclic shifting of xs2(x). It is easy to see that
p1(x), p2(x) ∈ Cpτ , and therefore xp1(x) + p2(x) ∈ Cpτ . By Lemma 4, 1 + xb is e(x)-invertible
and we can compute g(x) from (1 + xb)g(x) = f(x) as
g(x) = f(x)
( 2τa −1∑
i= τ
a
xib +
4τ
a
−1∑
i= 3τ
a
xib + · · ·+
(p−1)τ
a
−1∑
i=
(p−2)τ
a
xib
)
, (18)
where f(x) ∈ Cpτ and gcd(b, τ) = a. By letting b = 1 and f(x) = xp1(x) +p2(x), we can solve
g(x) = xs2(x) by (18) and then s1(x) by (16). As f(x) ∈ Cpτ , the resulting polynomial g(x)
in (18) is also in Cpτ . Therefore, the coded polynomials s1(x), s2(x) are in Cpτ . The other two
coded polynomials sk+3(x), sk+4(x) can be computed similarly and are also in Cpτ .
Next, we demonstrate how to efficiently compute g(x) via (18). We can compute the coeffi-
cients gj for j = 0, 1, . . . , a− 1 by
gj =
∑ 2τ
a
−1
i= τ
a
f(j−ib) mod pτ +
∑ 4τ
a
−1
i= 3τ
a
f(j−ib) mod pτ +
· · ·+∑ (p−1)τa −1
i=
(p−2)τ
a
f(j−ib) mod pτ . (19)
Since (1+xb)g(x) = f(x), once g0, g1, . . . , ga−1 are known, we can compute the other coefficients
of g(x) iteratively by
gb`+j = fb`+j + gb(`−1)+j (20)
with the index ` running from 1 to pτ/a − 1 and 0 ≤ j ≤ a − 1. It can be shown that
b`1 + j mod pτ 6= b`2 + j mod pτ for `1 6= `2 ∈ {1, 2, . . . , pτ/a − 1}. Therefore, we can
compute all the other coefficients of g(x) by (20). We can count that there are
a(
p− 1
2
· τ
a
− 1) + (pτ − a) = 3pτ − τ − 4a
2
XORs involved in solving g(x) from (1 + xb)g(x) = f(x).
Example 2. We give a construction with k = 4, p = 3, r = 4, and then d = 5 and τ = 16. Each
column stores (p− 1)( r
2
)d−1 = 32 bits and there are k+ r = 8 columns. We have 8 polynomials
si(x) =
∑47
`=0 s`,ix
` for i = 1, 2, . . . , 8. Suppose that s3(x), s4(x), s5(x), s6(x) are four data
polynomials. First, we compute p1(x) =
∑47
`=0 p`,1x
`, p2(x) =
∑47
`=0 p`,2x
` as
p1(x) =s3(x) + s4(x) + s5(x) + s6(x),
p2(x) =x
4s3(x) + x
8s4(x) + x
16s5(x) + s6(x).
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Then, we can compute xs2(x) via
xs2(x) =
xp1(x) + p2(x)
1 + x
by (19) and (20), and obtain s2(x) by left cyclic shifting of xs2(x), i.e.,
s`,2 =

∑`
j=0(pj,1 + pj+1,2)+∑31
i=16(p47−i,1 + p48−i,2) for ` = 0, 1, . . . , 46;∑31
i=16(p47−i,1 + p48−i,2) for ` = 47.
We can then compute s1(x) as s1(x) = s2(x) + p1(x), i.e.,
s`,1 =

p`,1 +
∑`
j=0(pj,1 + pj+1,2)+∑31
i=16(p47−i,1 + p48−i,2) for ` = 0, 1, . . . , 46;
p`,1 +
∑31
i=16(p47−i,1 + p48−i,2) for ` = 47.
We can also compute columns 7 and 8 in a similar way.
Suppose that the first column is failed. We can recover the bits s2`,1 for ` = 0, 1, . . . , 15 by
s2`,1 = s2`,2 + s2`,3 + s2`,4 + s2`,5 + s2`,6 (21)
and the other bits s2`+1,1 for ` = 0, 1, . . . , 15 by
s2`+1,1 = s2`,2 + s2`−2,3 + s2`−6,4 + s2`−14,5 + s2`+2,6. (22)
Note that we do not need to download the extra bits s46,3, s48−2`,4 for ` = 1, 2, 3, s48−2`,5 for
` = 1, 2, . . . , 7 and s32,6 as we can compute them by summing two downloaded bits in (21). The
other bits needed in (22) are also needed in (21). Therefore, we only need to download 16 bits
s2`,i for ` = 0, 1, . . . , 15 from columns i = 2, 3, 4, 5, 6 and there are total 80 bits downloaded
from 5 columns to repair the first column.
Note that, according to Theorem 8, the code given in Example 2 is not an MDS code due to
the fact that there exists a sub-matrix whose determinant is divisible by 1 + x+ x2.
The encoding procedure with r > 4 is described as follows. Since we will show that C2(k, r, d, p)
satisfy the MDS condition in Theorem 7 (in Section IV), the encoding procedure can be imple-
mented as a special case of decoding procedure. There are k+r polynomials s1(x), s2(x), . . . , sk+r(x),
and assume that k data polynomials are s r
2
+1, s r
2
+2, . . . , s r
2
+k. We first replace each entry f(x)
of Hr×(k+r) with f(x)e(x) mod (1 + xpτ ), and then solve the r linear equations for r coded
polynomials according to the modified check matrix over Cpτ . As C2(k, r, d, p) satisfy the MDS
condition, we can always compute the r coded polynomials.
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IV. THE MDS PROPERTY
Let G¯k×(k+r) and H¯r×(k+r) be the matrices by replacing each entry f(x) of Gk×(k+r) and
Hr×(k+r) with f(x)e(x) mod (1+xpτ ) respectively. The codes satisfy MDS property if and only
if the determinant of any k × k sub-matrix of G¯k×(k+r) or r × r sub-matrix of H¯r×(k+r) is
e(x)-invertible. Recall that Cpτ is isomorphic to F2[x]/(h(x)) by Lemma 3, the necessary and
sufficient MDS condition is equivalent to that the determinant of any k×k sub-matrix of G¯k×(k+r)
or r× r sub-matrix of H¯r×(k+r), after reducing modulo h(x), is invertible in F2[x]/(h(x)). Note
that the determinant of any k× k sub-matrix of G¯k×(k+r) or r× r sub-matrix of H¯r×(k+r) after
reducing modulo h(x) can be computed by first reducing each entry of the square matrix by
h(x), and then computing the determinant after reducing modulo h(x). For any integers i, j, we
have
(xipτ+j mod (1 + xpτ )) mod h(x) = xj mod h(x)
and
(f(x)e(x) mod (1 + xpτ )) mod h(x)
=(f(x)e(x) mod h(x)) mod 1 + xpτ
=[f(x)(1 + h(x)) mod h(x)] mod 1 + xpτ
=(f(x) mod 1 + xpτ ) mod h(x)
=f(x) mod h(x).
It is sufficient to show that the determinant of any k×k sub-matrix of Gk×(k+r) (or equivalently
any square sub-matrix of (13) by Corollary 3 and Theorem 8 in [29]) or r × r sub-matrix of
H(k+r)×r, after modulo h(x), is invertible over F2[x]/(h(x)).
Theorem 6. Let h(x) be factorized as a product of powers of irreducible polynomials over F2:
h(x) , (f1(x))`1 · (f2(x))`2 · · · (ft(x))`t , (23)
where `i ≥ 1 for i = 1, 2, . . . , t. C1(k, r, d, p) (or C2(k, r, d, p)) is an MDS code if and only if
the determinant of any `× ` sub-matrix of (13) for ` = 1, 2, . . . ,min{k, r} (or the determinant
of any r × r sub-matrix of (14)) is a non-zero polynomial in F2[x]/(fi(x)) for i = 1, 2, . . . , t.
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Proof. By Chinese remainder theorem, the ring F2[x]/h(x) is isomorphic to the direct sum of t
rings F2[x]/(f1(x))`1 ,F2[x]/(f2(x))`2 , . . . ,F2[x]/(ft(x))`t , and the mapping θ is defined by
θ(a(x)) , (a(x) mod (f1(x))`1 , . . . , a(x) mod (ft(x))`t),
where a(x) ∈ F2[x]/h(x). The inverse of θ is given by
θ−1(a1(x), . . . , at(x)) ,
t∑
i=1
ai(x) · hi(x)· < hi(x)−1 >fi(x)`i modh(x),
where ai(x) ∈ F2[x]/(fi(x))`i and hi(x) = h(x)/(fi(x))`i for i = 1, 2, . . . , t, < hi(x)−1 >fi(x)`i
denotes the multiplicative inverse of hi(x) mod fi(x)`i and 1 ≤ i ≤ t. It can be checked that
θ(θ−1(a1(x), . . . , at(x))) = (a1(x), . . . , at(x)).
A more general version of the polynomial Chinese remainder theorem is presented in [30,
Theorem 1].
The code is MDS if and only if the determinants of all the sub-matrices are invertible in
F2[x]/h(x). Suppose that a determinant a(x) is invertible, i.e., there exists a polynomial g(x)
such that g(x)a(x) = 1 mod h(x). If we apply the mapping θ to g(x)a(x) mod h(x), then we
have
θ(g(x)a(x) mod h(x)) = θ(1)
=(1 mod (f1(x))
`1 , . . . , 1 mod (ft(x))
`t).
Therefore, a(x) is invertible in F2[x]/(fi(x))`i and is a non-zero polynomial in F2[x]/fi(x) for
i = 1, 2, . . . , t.
Conversely, suppose that a determinant a(x) mod fi(x) is a non-zero polynomial in F2[x]/fi(x)
for i = 1, 2, . . . , t. As fi(x) is irreducible polynomial, we have gcd(fi(x), a(x)) = 1. Hence,
gcd(fi(x)
`i , a(x)) = 1. Therefore, there exists a polynomial gi(x) such that gi(x)a(x) = 1 mod
fi(x)
`i . By Chinese remainder theorem, there exists a unique polynomial f(x) ∈ F2[x]/h(x)
such that
θ(f(x)a(x) mod h(x))
=(g1(x)a(x) mod f1(x)
`1 , · · · , gt(x)a(x) mod ft(x)`t)
=(1, · · · , 1).
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By applying the inverse mapping θ−1 to θ(f(x)a(x) mod h(x)), we obtain that
θ−1(θ(f(x)a(x) mod h(x))) = f(x)a(x) mod h(x)
=θ−1(g1(x)a(x) mod (f1(x))`1 , . . . , gt(x)a(x) mod (ft(x))`t)
=θ−1(1, . . . , 1) =
t∑
i=1
hi(x)· < hi(x)−1 >fi(x)`i mod h(x).
As gcd((fi(x))`i , (fj(x))`j) = 1 for i 6= j, we have
gcd(h1(x), h2(x), · · · , ht(x)) = 1.
By Be´zout’s identity [31], there exist polynomials b1(x), b2(x), . . . , bt(x) in F2[x]/h(x) such that
t∑
i=1
hi(x) · bi(x) mod h(x) = 1
and bi(x) can be computed as bi(x) =< hi(x)−1 >fi(x)`i . Therefore, we obtain that
f(x)a(x) mod h(x) =
t∑
i=1
hi(x) · bi(x) mod h(x)
=1 mod h(x),
and a(x) is invertible in F2[x]/h(x). This completes the proof.
A sufficient MDS condition is given in the next theorem.
Theorem 7. Let h(x) be factorized as in (23), where deg(f1(x)) ≤ deg(f2(x)) ≤ · · · ≤
deg(ft(x)). If deg(f1(x)) is larger than
(r − 1)((η − 1)((d− k)η
k−1 − ηk− r+12 )− ηk−1 + ηk− r−12
(η − 1)2 ), (24)
then C1(k, r, d, p) is an MDS code for k ≥ r. Similarly, C2(k, r, d, p) is an MDS code for k ≥ r,
if deg(f1(x)) is larger than
(η − 1)(η)d−1 − (η)d−η − (η)
d−1 − (η)d−η+1
η − 1 . (25)
Proof. It is easy to see that (24) is larger than d− k and (25) is larger than r
2
. By Theorem 6,
we should show that the determinants of all sub-matrices are invertible in F2[x]/(fi(x)) for
i = 1, 2, . . . , t. If the maximum degree of the non-zero determinant is less than deg(f1(x)), then
the determinant is invertible in F2[x]/(fi(x)).
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Since any `×`, 1 ≤ ` ≤ r, sub-matrix of (13) is contained in an r×r sub-matrix, the maximum
degree among all determinants of ` × ` sub-matrices is no larger than that of all determinants
of r × r sub-matrices. It is sufficient to calculate the maximum degree of the determinants of
all r × r sub-matrices of (13) for C1(k, r, d, p).
Note that the size of the matrix (13) is k× r, we need to first choose r rows from the k rows
to form an r× r sub-matrix and then calculate the maximum exponent of the determinant of the
r× r sub-matrix. The determinant is computed as the summation (with plus or minus signs) of
all possible multiplications of r entries that are in different rows and different columns. Denote
the row index and column index of `-th entry that is involved in computing the determinant with
maximum degree among all the determinants as i` and j`, respectively, where ` = 1, 2, . . . , r,
1 ≤ i1 < · · · < ir ≤ k and (j1, j2, . . . , jr) is a permutation of (1, 2, . . . , r). There exists an
integer t for 1 ≤ t ≤ r such that jt = d− k+ 1. If the maximum degree of all the determinants
does not contain the entry x(d−k)ηk−2 in column d − k + 1 row k − 1, i.e., i` 6= k − 1 and
j` 6= d− k + 1 for all `, then we have that the exponent of the multiplication of r entries with
row indices
{i1, i2, . . . , it−1, it+1, . . . , ir, k − 1}
and column indices
{j1, j2, . . . , jt−1, jt+1, . . . , jr, d− k + 1}
is larger than the exponent of the determinant with row indices i1, i2, . . . , ir and columns indices
j1, j2, . . . , jr, as (d − k)ηk−2 is the largest exponent of all entries in (13) and is larger than
the exponent of all the entries in column d − k + 1 except x(d−k)ηk−2 . This contradicts to the
assumption that the determinant with row indices i1, i2, . . . , ir and columns indices j1, j2, . . . , jr
has the maximum degree among all the determinants. Therefore, the maximum degree of all the
determinants should contain the entry x(d−k)ηk−2 in column d− k+ 1 and row k− 1. Then, it is
reduced to find r− 1 entries that are in different columns and rows with each other in the k× r
matrix (13) except row k−1 and column d−k+1. By the same argument, we can obtain that the
maximum degree of all the determinants contains the entry x(d−k)ηk−2 in column d−k+2 and row
2. Repeating the above procedure, we can obtain that the maximum degree of all determinants
contains the entries in column d− k + 2− ` and row k − ` for ` = 1, 2, . . . , (r − 1)/2 + 1, and
entries in column d− k + 1 + ` and row 1 + ` for ` = 1, 2, . . . , (r − 1)/2. It can be computed
that the maximum degree is 2((d−k)ηk−2 +(d−k−1)ηk−3 + · · ·+ηk−(r−1)/2−1), which is (24).
DRAFT June 24, 2019
SUBMITTED PAPER 23
By repeating the same argument for (14), the maximum degree among all the determinants is
achieved when the row indices of the r × r sub-matrix are d − r
2
− 4 to d + r
2
− 5 and the
maximum degree is as given in (25).
By Theorem 7, we can choose p with deg(f1(x)) is larger than (24) and (25) to ensure the
MDS property for C1(k, r, d, p) and C2(k, r, d, p) respectively. Although this lower bound given
in Theorem 7 is exponentially increasing on k, d, and r, we will show that the lower bound can
be greatly reduced when the parameters are specified in the following.
If 2 is a primitive element in Zp and τ is a power of p, h(x) is irreducible and F2[x]/(h(x))
is the finite field F2(p−1)τ [28]. If d−k+1 = p for C1(k, r, d, p) or r2 = p for C2(k, r, d, p), then τ
is a power of p. According to Theorem 6, the MDS condition is reduced to that the determinant
of each sub-matrix is non-zero in F2[x]/(h(x)). It can be shown, by computer search, that
C1(k, 5, k + 2, 3) is an MDS code for k = 3, 4, . . . , 12. If τ is a power of 2, we have
h(x) = 1 + xτ + · · ·+ x(p−1)τ = (1 + x+ · · ·+ xp−1)τ . (26)
As 1 + x+ · · ·+ xp−1 is irreducible [32], we can directly have the next theorem by Theorem 6.
Theorem 8. If τ is a power of 2, and the determinant of any ` × ` sub-matrix of (13) for
` = 1, 2, . . . ,min{k, r} (or any r×r sub-matrix of (14)) is invertible in F2[x]/(1+x+· · ·+xp−1),
then C1(k, r, d, p) (or C2(k, r, d, p)) satisfy the MDS property.
Note that, by Theorem 8, the codes given in Example 1 and Example 2 are not MDS codes
due to the fact that there exist sub-matrices for both codes whose determinants are divisible by
1 + x+ x2.
Next, we characterize the detailed MDS condition for codes with some specific parameters.
The MDS condition of C1(k, 3, d, p) given in [1] is a special case and is summarized in the next
theorem.
Theorem 9. [1, Theorem 2] Let k ≥ 4. If p ≥ 2k − 1 is a prime such that 2 is a primitive
element in Zp, then the code C1(k, 3, d, p) satisfies the MDS property.
Next, we consider the MDS condition of C2(k, 4, d, p). When r = 4, we have τ = 2k. By
Theorem 8, we need to prove that the determinant of each 4× 4 sub-matrix of H4×(k+4) (15) is
not divisible by 1 + x+ · · ·+ xp−1. For any two positive integers i, j such that i < j, we have
xi + xj = xi(1 + xj−i) = xi(1 + x)(1 + x+ · · ·+ xj−i−1).
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A polynomial with even number of terms can be written as multiple pairs of xi + xj , we thus
have that a polynomial with even number of terms must have a factor of 1 + x. It is easy to
check that any determinant f(x) of the 4 × 4 sub-matrix has even number of terms and f(x)
can be written as f(x) = (1 + x)g(x). Suppose that the determinant f(x) is not divisible by
1 + x+ · · ·+ xp−1, then g(x) is not divisible by 1 + x+ · · ·+ xp−1 because 1 + x+ · · ·+ xp−1
is irreducible polynomial and is not a multiple of 1 + x. Recall that the polynomial 1 + xp can
be factorized as 1 + xp = (1 + x)(1 + x + · · · + xp−1), so f(x) is not divisible by 1 + xp.
Conversely, if f(x) is not divisible by 1+xp, then we can directly have that f(x) is not divisible
by 1 + x+ · · ·+ xp−1. Therefore, it is sufficient to show that the determinant is not divisible by
1+xp. An upper bound of p for which C2(k, 4, d, p) is MDS is summarized in the next theorem.
Theorem 10. Let p be a prime such that 2 is a primitive element in Zp. If p is larger than
(k − 1) · 2k + 17, (27)
then C2(k, 4, d, p) is MDS for k ≥ 6.
Proof. As r = 4, we have r
2
= 2 that is strictly less than the value in (27). Note that each entry
in (15) is a polynomial with at most one non-zero term. For each 4× 4 sub-matrix of (15), each
entry is also a polynomial with at most one non-zero term. By expanding the determinant of
4 × 4 sub-matrix, the determinant is a polynomial over F2[x] with at most 24 non-zero terms
and can be written as
xe1 + xe2 + · · ·+ xet = xe1(1 + xe2−e1 + · · ·+ xet−e1),
where t is a positive even number with t ≤ 24, and e1 < · · · < et. If et−e1 < p−1, then ei−e1 <
p−1 for i = 2, . . . , t and the determinant is a non-zero polynomial in F2[x]/(1+x+ · · ·+xp−1).
If e1+t/2 < p−1, then ei < p−1 for i = 1, 2, . . . , 1+ t/2 and there exists at least one i such that
ei and ej are not congruent modulo p for j = 1, . . . , i, i + 1, . . . , t. This is due to the fact that
the number of ei that can be chosen from is larger than the number of ej for j = 2 + t/2, . . . , t,
and ej < p− 1 for j = 1, 2, . . . , i, i+ 1, . . . , 1 + t/2. Hence, the determinant is not divisible by
1 + xp. Thus, et − e1 ≥ p− 1, e1+t/2 ≥ p− 1 is the remaining case to be proved.
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Let H1 and H2 be the sub-matrices of H4×(k+4) given in (15) with the column-vector indices
being 1, 2, 3, k + 2, k + 3, k + 4 and 4 to k + 1 respectively. Hence, we have
H1 ,

1 x 0 0
1 x2 0 0
1 x4 1 1
1 1 x4 x2·2
k
0 0 x2 x2
k
0 0 x 1

T
(28)
and
H2 ,

1 x8 x2
k
xk·2
k
1 x16 x2
k−1
x(k−1)·2
k
...
...
...
...
1 x2
k
x8 x3·2
k

T
. (29)
For k ≥ 6, it is sufficient to show that the determinant of the matrix consisting of any g rows
of (28) and any 4− g rows of (29) is not divisible by 1 + xp for g = 0, 1, 2, 3, 4.
When g = 0, the 4× 4 sub-matrix with column-vector indices being i, j, `,m is
1 x2
i+2
x2
k−i+1
x(k−i+1)·2
k
1 x2
j+2
x2
k−j+1
x(k−j+1)·2
k
1 x2
`+2
x2
k−`+1
x(k−`+1)·2
k
1 x2
m+2
x2
k−m+1
x(k−m+1)·2
k

T
,
where 1 ≤ i < j < ` < m ≤ k − 2. The determinant of it is
∑
`1 6=`2 6=`3∈{i,j,`,m}
x2
`1+2+2k−`2+1+(k−`3+1)2k , (30)
where the number of non-zero term is t. Since the maximum degree and the minimum degree
of terms in (30) is respectively 2m+2 + 2k−j+1 + (k− i+ 1)2k and 2i+2 + 2k−`+1 + (k−m+ 1)2k,
et − e1 = (m− i)2k + 2m+2 + 2k−j+1 + 2i+2 + 2k−`+1.
Clearly, et − e1 is maximal when m = k − 2, ` = k − 3, i = 1, j = 2. Therefore, et − e1 ≤
(k − 2)2k + 2k−1 − 24 and, according to (27), it is less than p− 1.
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Now consider g = 1. When the 4× 4 sub-matrix is consisted of the fourth column-vector of
H1 in (28) and column-vectors 1, 2, 3 of H2 in (29), i.e.,
1 1 x4 x2·2
k
1 x8 x2
k
xk·2
k
1 x16 x2
k−1
x(k−1)·2
k
1 x32 x2
k−2
x(k−2)·2
k

T
,
the determinant of the above matrix is
x2·2
k+2k−2+8 + x2·2
k+2k−2+16 + x2·2
k+2k−1+8 + x2·2
k+2k−1+32
+ x2·2
k+2k+16 + x2·2
k+2k+32 + x(k−2)·2
k+12 + x(k−2)·2
k+20
+ x(k−2)·2
k+2k−1 + x(k−2)·2
k+2k−1+8 + x(k−2)·2
k+2k+
x(k−1)·2
k+12 + x(k−2)·2
k+2k+16 + x(k−1)·2
k+36+
x(k−1)·2
k+2k−2 + x(k−1)·2
k+2k−2+8 + x(k−1)·2
k+2k+
xk·2
k+20 + x(k−1)·2
k+2k+32 + xk·2
k+36 + xk·2
k+2k−2+
xk·2
k+2k−2+16 + xk·2
k+2k−1 + xk·2
k+2k−1+32.
If k ≥ 8, then the above polynomial has 24 terms and the exponents in the polynomial are in
ascending order. Note that e13 = (k− 1) · 2k + 16, which is less than p− 1. If k = 6, the above
polynomial becomes
x152 + x160 + x168 + x192 + x208 + x224 + x268 + x276+
x288 + x296 + x320 + x332 + x344 + x356 + x384 + x400+
x404 + x416 + x420 + x448.
The lower bound of p− 1 in (27) is 337 when k = 6. Hence, e11 = 320 in the above equation
is less than p− 1. When k = 7, the determinant becomes
x296 + x304 + x328 + x352 + x400 + x416 + x652 + x660+
x704 + x712 + x768 + x780 + x784 + x800 + x804 + x808+
x896 + x916 + x932 + x944 + x960 + x992.
The lower bound of p− 1 in (27) is 785 when k = 7. Therefore, e12 = 780 is less than p− 1.
After expanding the determinant for all the other 4 × 4 sub-matrices when g = 1, we can also
determine that e1+t/2 < p− 1.
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When g = 2, we first consider the 4× 4 sub-matrix consisting of the third column-vector, the
fourth column-vector of (28) and column-vectors 1, 2 of (29), i.e.,
1 x4 1 1
1 1 x4 x2·2
k
1 x8 x2
k
xk·2
k
1 x16 x2
k−1
x(k−1)·2
k

T
.
The determinant of this sub-matrix is
x12 + x20 + x2
k−1
+ x2
k−1+8 + x2
k+4 + x2
k+16 + x2·2
k+8+
x2·2
k+16 + x2·2
k+2k−1+4 + x2·2
k+2k−1+8 + x2·2
k+2k+4+
x2·2
k+2k+16 + x(k−1)·2
k
+ x(k−1)·2
k+12 + x(k−1)·2
k+2k+
xk·2
k+8 + xk·2
k+16 + xk·2
k+20 + xk·2
k+2k−1 + xk·2
k+2k−1+4.
When k ≥ 6, we have t = 20 and e11 = 3 · 2k + 4 is less than p − 1. Similarly, we can prove
e1+t/2 < p − 1 for the other cases when g = 2. When g = 3, 4, it is easy to check that either
et − e1 or e1+t/2 is less than p− 1.
From the above discussion, the determinants of all 4×4 sub-matrices in (15) are not divisible
by 1 + xp. The codes C2(k, 4, d, p) thus satisfy MDS property for k ≥ 6.
TABLE I: All values of p that C2(k, 4, d, p) are MDS codes for r = 4 and k = 2, 3, . . . , 13.
k 2 3 4 5 6 7
p ≥ 11 11, ≥ 19 19, ≥ 37 ≥ 19, 6= 29, 61 ≥ 19, 6= 29, 37, 61, 107 ≥ 53, 6= 61, 107
k 8 9 10 11 12 13
p ≥ 53, ≥ 53, ≥ 67, 6= 107, 67,101,131,149, 67,101,131,149,≥ 179 67,101,131, ≥ 179, 6= 211,
6= 61, 6= 59, 61, 139, 163, 491, ≥ 173, 6= 491, 6= 491, 509, 613, 347, 491, 509, 613, 653, 709,
107, 163, 107, 139, 509, 613, 509, 613, 709, 653, 709, 1741, 2027, 1741, 1949, 1973, 2027, 4093,
491, 163, 491, 709, 1741, 1741, 2027, 4093, 6827, 8171, 6827, 8171, 16363, 16381,
509 509 2027 4093, 6827 36353, 39937 36353, 39937, 80897
Indeed, the upper bound of p in Theorem 10 is exponential in k. However, since we are
interested in small k, we can first compute each 4 × 4 determinant that can be viewed as a
polynomial g(x) in F2[x]. Then we can check by computer search whether polynomial g(x)
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is a multiple of 1 + xp or not. By using this procedure, all values of p for which the codes
C2(k, 4, d, p) are MDS codes are found and summarized in Table I for k = 2, 3, . . . , 13.
V. WEAK-OPTIMAL REPAIR PROCEDURE FOR ONE COLUMN FAILURE
In this section, we demonstrate how to recover the bits stored in any information column for
the first construction when an information column is failed. We also present an efficient repair
algorithm for the second construction when a single column is failed. We prove that the proposed
procedures are with asymptotically weak-optimal repair bandwidth.
A. Repair Procedure of the First Construction
In this subsection, we assume that the information column f is erased, where 1 ≤ f ≤ k.
We want to recover the bits s0,f , s1,f , . . . , s(p−1)τ−1,f stored in the information column f by
accessing bits from k − 1 other information columns and d− k + 1 parity columns. Recall that
we can compute the extra bits by (2). For notational convenience, we refer the bits of column i
as the pτ bits s0,i, s1,i, . . . , spτ−1,i in this section.
For j = 1, 2, . . . , r and 0 ≤ ` ≤ pτ −1, we define the `-th parity set of the j-th parity column
as
P`,j = {s`−(j−1)η0,1, s`−(j−1)η,2, . . . , s`−(j−1)ηk−2,k−1, s`,k},
for 1 ≤ j ≤ d− k + 1, and
P`,j = {s`,1, s`−(2η−j)ηk−2,2, . . . , s`−(2η−j)η,k−1, s`−(2η−j),k},
for d− k + 2 ≤ j ≤ r. Note that all the indices of the elements in P`,j are taken modulo pτ . It
is clear that parity set P`,j consists of information bits which are used to generate the parity bit
s`,k+j . That is,
s`,k+j =

s`,k +
∑k−1
i=1 s`−(j−1)ηi−1,i
for 0 ≤ ` ≤ pτ − 1, 1 ≤ j ≤ d− k + 1;
s`,1 +
∑k
i=2 s`−(2η−j)ηk−i,i
for 0 ≤ ` ≤ pτ − 1, d− k + 2 ≤ j ≤ r.
When we say an information bit is repaired by a parity column, it means that we access the
parity bits of the parity column, and all the information bits, excluding the erased bits, in this
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parity set. Assume that the information column f has failed. When 1 ≤ j ≤ d− k + 1, we can
repair the `-th bit in this failed column by the j-th parity column:
s`,f =

s`+(j−1)ηf−1,k+j + s`+(j−1)ηf−1,k+∑k−1
i=1,i 6=f s`+(j−1)ηf−1−(j−1)ηi−1,i, 1 ≤ f ≤ k − 1;
s`,k+j +
∑k−1
i=1 s`−(j−1)ηi−1,i, f = k.
(31)
When d− k + 2 ≤ j ≤ r, we can repair the bit s`,f by the j-th parity column:
s`,f =

s`,k+j +
∑k
i=2 s`−(2η−j)ηk−i,i, f = 1;
s`+(2η−j)ηk−f ,k+j + s`+(2η−j)ηk−f ,1+∑k
i=2,i 6=f s`+(2η−j)ηk−f−(2η−j)ηk−i,i, 2 ≤ f ≤ k.
(32)
Algorithm 1 Repair procedure of the first construction for one information failure
1: Suppose that the information column f has failed.
2: if f ∈ {1, 2, . . . , dk/2e} then
3: for ` mod ηf ∈ {0, 1, . . . , ηf−1 − 1} do
4: Repair the bit s`,f by the first parity column, i.e., by (31) with j = 1.
5: for t = 1, 2, . . . , d− k do
6: for ` mod ηf ∈ {tηf−1, tηf−1 + 1, . . . , (t+ 1)ηf−1 − 1} do
7: Repair the bit s`,f by parity column d−k− t+2, i.e., by (31) with j = d−k− t+2.
8: return
9: if f ∈ {dk/2e+ 1, dk/2e+ 2, . . . , k} then
10: for ` mod ηk+1−f ∈ {0, 1, . . . , ηk−f − 1} do
11: Repair the bit s`,f by the first parity column, i.e., by (31) with j = 1.
12: for t = 1, 2, . . . , d− k do
13: for ` mod ηk+1−f ∈ {tηk−f , tηk−f + 1, . . . , (t+ 1)ηk−f − 1} do
14: Repair the bit s`,f by parity column d−k+ t+1, i.e., by (32) with j = d−k+ t+1.
15: return
The repair algorithm is stated in Algorithm 1. In the algorithm, we divide the k information
columns into two parts. The first part has dk/2e columns and the second part has k − dk/2e
columns. If a column in the first part fails, we repair the failure column by the first d − k + 1
parity columns; otherwise, the failure column is recovered by the first parity column and the last
d− k parity columns.
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Let’s again consider the Example 1 to illustrate the repair procedure in detail. In this example,
k = 4, d = 5, p = 3, r = 3, τ = 4, and η = 2. The repair procedure of the first column is
shown in Fig. 1 followed from Algorithm 1 with f = 1. Suppose that the second information
column (i.e., node 2) fails, i.e,. f = 2. By steps 3 to 4 in Algorithm 1, we can repair the bits
s0,2, s1,2, s4,2, s5,2 by
s0,2 = s0,1 + s0,3 + s0,4 + (s0,1 + s0,2 + s0,3 + s0,4)
s1,2 = s1,1 + s1,3 + s1,4 + (s1,1 + s1,2 + s1,3 + s1,4)
s4,2 = s4,1 + s4,3 + s4,4 + (s4,1 + s4,2 + s4,3 + s4,4)
s5,2 = s5,1 + s5,3 + s5,4 + (s5,1 + s5,2 + s5,3 + s5,4).
Similarly, we can repair the bits s2,2, s3,2, s6,2, s7,2 by
s2,2 = s3,1 + s0,3 + s4,4 + (s3,1 + s2,2 + s0,3 + s4,4)
s3,2 = s4,1 + s1,3 + s5,4 + (s4,1 + s3,2 + s1,3 + s5,4)
s6,2 = s7,1 + s4,3 + s0,4 + s4,4 + (s11,1 + s10,2+
s8,3 + s0,4) + (s3,1 + s2,2 + s0,3 + s4,4)
s7,2 = s0,1 + s4,1 + s5,3 + s1,4 + s5,4 + (s0,1 + s11,2
+ s9,3 + s1,4) + (s4,1 + s3,2 + s1,3 + s5,4).
As a result, the 8 bits stored in the second information column can be recovered by downloading
6 bits from the first information column and 4 bits from each of columns 3 to 6. There are total 22
bits downloaded in the repair procedure. It can be verified that for the code in Example 1, column
3 and column 4 can be rebuilt by accessing 22 bits and 20 bits from 5 columns, respectively.
There exist some intersections of information bits between different parity sets. The key idea
in Algorithm 1 is that for each erased information column, the accessed parity sets are carefully
chosen such that they have a larger intersection. This selection results in a small number of
accesses during the repair process. Moreover, it is clear that the choice of the encoding vectors
is crucial if we want to ensure the MDS property and efficient repair. We show in the next
theorem that Algorithm 1 can recover any information column and the repair bandwidth of one
information column is asymptotically weak-optimal.
DRAFT June 24, 2019
SUBMITTED PAPER 31
Theorem 11. Assume that column f is failed. All the information bits in column f can be
recovered by Algorithm 1, where 1 ≤ f ≤ k. The repair bandwidth of information column f
induced by Algorithm 1 is
(p− 1)((d+ 1)ηk−3 − ηk−f−2), (33)
when f ∈ {1, 2, . . . , dk/2e}, and is
(p− 1)((d+ 1)ηk−3 − ηf−3), (34)
when f ∈ {dk/2e+ 1, dk/2e+ 2, . . . , k}.
Proof. Recall that η = d − k + 1 and τ = ηk−2. We can recover all (p − 1)ηk−2 information
bits in column f by (31) or (32) with a given j, i.e., downloading the other k − 1 information
columns and one extra j-th parity column, where j = 1, 2, . . . , r. The total repair bandwidth by
this repair procedure is k(p− 1)ηk−2. In order to reduce the repair bandwidth, in additional to
the k − 1 healthy information columns, d − k + 1 parity columns are used to recover column
f in Algorithm 1. (p− 1)ηk−2 information bits in column f are recovered by d− k + 1 parity
columns, where each parity column recovers (p−1)ηk−3 bits. When 1 ≤ f ≤ dk/2e, the number
of bits in each column is a multiple of ηf when k ≥ 4. The values of ` mod ηf are partitioned
into η groups each with size ηf−1, where each group is associated with one parity column.
(p−1)ηk−3 bits to be recovered are then associated with a group according to the values of their
indices divided by ηf . The idea behind this grouping is that we can employ the cyclic structure
in the underlying quotient ring to recover some specific information by choosing a suitable
parity column such that the number of bits downloaded is minimized. Only small portion of
information bits in each column are downloaded and a particular subset of the d− k + 1 parity
columns are chosen to have many common bits. When f > dk/2e, we can replace ` mod ηf
with ` mod ηk+1−f and apply the similar procedure. In the following, we show that both column
f can be repaired and the repair bandwidth can be reduced by Algorithm 1.
Assume that 1 ≤ f ≤ dk/2e. By steps 3 and 4 in Algorithm 1, the bits s`,f are recovered by
the first parity column, i.e., by (31) with j = 1 when
` mod ηf ∈ {0, 1, . . . , ηf−1 − 1} (35)
and ` ∈ {0, 1, . . . , (p− 1)ηk−2− 1}. As ` ranges from 0 to (p− 1)ηk−2− 1 and (p− 1)ηk−2 is a
multiple of ηf for k ≥ 4, ` mod ηf is uniform distributed over {0, 1, . . . , ηf−1}. We thus obtain
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that the total number of bits s`,f that are recovered by (31) with j = 1 is
(p−1)ηk−2
ηf
· ηf−1 =
(p− 1)ηk−3.
We have recovered (p − 1)ηk−3 bits s`,f in column f with indices in (35) by the first parity
column. As column f contains (p − 1)ηk−2 information bits, we still need to repair the other
(η−1)(p−1)ηk−3 information bits in column f . For simplicity of notation, let δ = d−k− t+1.
By steps 5 to 7 in Algorithm 1, for t = 1, 2, . . . , d − k, the bits s`,f are recovered by parity
column δ + 1, i.e., by (31) with j = δ + 1 when
` mod ηf ∈ {tηf−1, tηf−1 + 1, . . . , (t+ 1)ηf−1 − 1} (36)
and ` ∈ {0, 1, . . . , (p−1)ηk−2−1}. As ` mod ηf is uniform distribution, the number of bits s`,f
that are recovered by (31) with j = δ+ 1 is (p− 1)ηk−3. Therefore, the total number of bits s`,f
that are recovered by parity column δ + 1 for t = 1, 2, . . . , η − 1 is (η − 1)(p− 1)ηk−3.
We have recovered (p − 1)ηk−3 + (η − 1)(p − 1)ηk−3 = (p − 1)ηk−2 bits s`,f with indices
in (35) and (36) by Algorithm 1. Since
{tηf−1, tηf−1 + 1, . . . , (t+ 1)ηf−1 − 1}∩
{t′ηf−1, t′ηf−1 + 1, . . . , (t′ + 1)ηf−1 − 1} = ∅
for 0 ≤ t 6= t′ ≤ η − 1, the indices of all the repaired bits in column f are distinct and all
(p− 1)ηk−2 information bits are recovered by Algorithm 1 for 1 ≤ f ≤ dk/2e. Similarly, when
dk/2e+ 1 ≤ f ≤ k, we can also show that we can recover all the information bits in column f
by Algorithm 1.
Next, we calculate the repair bandwidth of column f by Algorithm 1 when 1 ≤ f ≤ dk/2e.
Recall that by steps 3 and 4 in Algorithm 1, (p−1)ηk−3 bits s`,f with indices in (35) are recovered
by (31) with j = 1, where (p− 1)ηk−3 parity bits s`,k+1 and (k− 1)(p− 1)ηk−3 information bits
s`,i with i = 1, 2, . . . , f − 1, f + 1, . . . , k are needed to perfrom the repair procedure. By steps 5
to 7 in Algorithm 1, (η− 1)(p− 1)ηk−3 bits s`,f with indices in (36) are recovered by (31) with
j = δ + 1, where (η− 1)(p− 1)ηk−3 parity bits s`,k+δ+1, (η− 1)(k− 1)(p− 1)ηk−3 information
bits s`+δηf−1−δηi−1,i with i = 1, 2, . . . , f − 1, f + 1, . . . , k − 1 and s`+δηf−1,k are needed with
δ = 1, 2, . . . , η− 1. Note that there are many needed bits that are in common such that the total
number of downloaded bits is less.
We first download (k− 1)(p− 1)ηk−3 information bits s`,i for i = 1, 2, . . . , f − 1, f + 1, . . . , k
and (p− 1)ηk−3 parity bits s`,k+1 with indices in (35) in steps 3 and 4. Then, we only need to
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download the bits in steps 5 to 7 which have not downloaded in steps 3 and 4. In the following,
we show that we do not need to download all (η − 1)(k − 1)(p − 1)ηk−3 information bits
s`+δηf−1−δηi−1,i with i = 1, 2, . . . , f − 1, f + 1, . . . , k − 1 and s`+δηf−1,k in steps 5 to 7, as some
of them have been downloaded in steps 3 and 4.
We now consider the needed information bits s`+δηf−1−δηi−1,i with i = 1, 2, . . . , f − 1, f +
1, . . . , k − 1, δ = 1, 2, . . . , η − 1 in steps 5 to 7, where ` are in (36). We want to show that
many bits s`+δηf−1−δηi−1,i are not necessary to be downloaded, as they are downloaded in steps
3 and 4. Given an ` that is in (36), where 0 ≤ ` ≤ (p− 1)ηk−2 − 1, we have that the index of
the corresponding needed bit s`+δηf−1−δηi−1,i is `′ = (`+ δηf−1− δηi−1) mod pηk−2. Recall that
the bits s`,i for ` mod ηf ∈ {0, 1, . . . , ηf−1 − 1} and i = 1, 2, . . . , f − 1, f + 1, . . . , k − 1 are
downloaded in steps 3 and 4. If
`′ mod ηf = ((`+ δηf−1 − δηi−1) mod pηk−2) mod ηf
∈ {0, 1, . . . , ηf−1 − 1},
then we do not need to download the bit s`′,i, as it is downloaded in steps 3 and 4. Otherwise,
it should be downloaded.
We first consider the bits s`′,i for i = 1, 2, . . . , f − 1. If ` mod ηf = tηf−1, then there exists
an integer m such that ` = mηf + tηf−1. Thus, we have
`′ mod ηf =((`+ δηf−1 − δηi−1) mod pηk−2) mod ηf
=(mηf + tηf−1 + δηf−1 − δηi−1) mod ηf
=((t+ δ)ηf−1 − δηi−1) mod ηf
=ηf − δηi−1.
If ` mod ηf = (t+1)ηf−1−1, then there exists an integer m such that ` = mηf +(t+1)ηf−1−1.
Thus, we have
`′ mod ηf = ((`+ δηf−1 − δηi−1) mod pηk−2) mod ηf
=(mηf + (t+ 1)ηf−1 − 1 + δηf−1 − δηi−1) mod ηf
=((t+ δ + 1)ηf−1 − 1− δηi−1) mod ηf
=ηf−1 − δηi−1 − 1.
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By repeating the above procedure for ` mod ηf = tηf−1 + 1, . . . , (t+ 1)ηf−1− 2, we can obtain
that
`′ mod ηf = ηf − δηi−1, ηf − δηi−1 + 1, . . . , ηf − 1, 0,
1, . . . , ηf−1 − δηi−1 − 1 (37)
when ` mod ηf runs from tηf−1 to (t+ 1)ηf−1 − 1. Thus, the bits s`′,i with i = 1, 2, . . . , f − 1
and `′ in the union set of all the values in (37) with δ = 1, 2, . . . , η − 1 are needed. When
i = 1, 2, . . . , f − 1, the union set of all the values in (37) with δ = 1, 2, . . . , η − 1 is
∪δ=1,...,η−1{ηf − δηi−1, . . . , ηf − 1, 0,
1, . . . , ηf−1 − δηi−1 − 1}
= {ηf − (η − 1)ηi−1, . . . , ηf − 1, 0,
1, . . . , ηf−1 − ηi−1 − 1}. (38)
Since i ≤ f − 1, we have ηf−1 − ηi−1 − 1 < ηf − (η − 1)ηi−1. Hence, the elements in (38) can
be rearranged as
{0, 1, . . . , ηf−1 − ηi−1 − 1, ηf − (η − 1)ηi−1, . . . , ηf − 1}. (39)
Recall that (f − 1)(p − 1)ηk−3 information bits s`,i for i = 1, 2, . . . , f − 1 with ` mod ηf ∈
{0, 1, . . . , ηf−1 − 1} have already been downloaded in steps 3 and 4. Since ηf−1 − ηi−1 − 1 ≤
ηf−1 − 1 < ηf − (η − 1)ηi−1,
{0, 1, . . . , ηf−1 − ηi−1 − 1, . . . , ηf − (η − 1)ηi−1, . . . , ηf − 1}
\ {0, 1, . . . , ηf−1 − 1} = {ηf − (η − 1)ηi−1, . . . , ηf − 1}.
We thus only need to download (η− 1)(p− 1)ηk+i−f−3 information bits s`′,i from columns i for
i = 1, 2, . . . , f − 1 with `′ mod ηf ∈ {ηf − (η − 1)ηi−1, . . . , ηf − 1} in steps 5 to 7.
We then consider the information bits s`′,i for i = f + 1, f + 2, . . . , k − 1. Recall that `′ =
(`+ δηf−1 − δηi−1) mod pηk−2. Similarly, we can prove that
`′ mod ηf = 0, 1, . . . , ηf−1 − 1
when ` mod ηf runs from tηf−1 to (t + 1)ηf−1 − 1. In this case, all needed bits have already
been downloaded in steps 3 and 4 and we thus do not need to download bits from columns i
for i = f + 1, f + 2, . . . , k − 1 in steps 5 to 7.
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In the last, we consider i = k, i.e., the needed bits s`+δηf−1,k with indices in (36). Given an
` that is in (36), where 0 ≤ ` ≤ (p − 1)ηk−2 − 1, we have that the index of the corresponding
needed bit s`+δηf−1,k is `′ = (`+δηf−1) mod pηk−2. If ` mod ηf = tηf−1, then ` = mηf +tηf−1,
where m is an integer. Thus, we have
`′ mod ηf =((`+ δηf−1) mod pηk−2) mod ηf
=(mηf + tηf−1 + δηf−1) mod ηf
=((t+ δ)ηf−1) mod ηf
=0.
Hence, we can obtain that
`′ mod ηf = 0, 1, . . . , ηf−1 − 1
when ` mod ηf runs from tηf−1 to (t+ 1)ηf−1− 1. Recall that (p− 1)ηk−3 information bits s`,k
with indices in (35) have already been downloaded in steps 3 and 4, we thus do not need to
download bits s`,k in steps 5 to 7.
We can count that the total number of bits downloaded from d = k + (r − 1)/2 columns to
repair the information column f is
k(p− 1)ηk−3︸ ︷︷ ︸
the first parity column
+
(d− k)(p− 1)ηk−3 +
f−1∑
i=1
(d− k)(p− 1)ηk+i−f−3︸ ︷︷ ︸
parity columns 2 to d−k+1
= (p− 1)((d+ 1)ηk−3 − ηk−f−2),
which is equal to (33).
When f > dk/2e, we can replace ` mod ηf with ` mod ηk+1−f and the repair bandwidth of
column f can be obtained by replacing f in (33) with k+ 1− f via the similar argument. This
completes the proof.
When f > dk/2e, the repair bandwidth of column f is the same as that of column k+1−f ≤
dk/2e by (33) and (34). Therefore, we only consider the cases of 1 ≤ f ≤ dk/2e in the following
discussion. By Theorem 11, the repair bandwidth increases when f increases. When f = 1, the
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repair bandwidth is d(p − 1)ηk−3, which achieves the lower bound in (1). Even for the worst
case of f = dk/2e, the repair bandwidth is
(p− 1)((d+ 1)ηk−3 − ηk−dk/2e−2) < (p− 1)(d+ 1)ηk−3,
which is strictly less than d+1
d
times of the value in (1). Therefore, the repair bandwidth of any
one information failure can achieve the weak-optimal repair in (1) asymptotically when d is
large enough.
B. Repair Procedure of the Second Construction
Suppose that column f is erased, where 1 ≤ f ≤ k + r. We want to recover the bits
s0,f , s1,f , . . . , s(p−1)τ−1,f by accessing bits from d = k + r2 − 1 healthy columns. We refer the
bits of column i as the pτ bits s0,i, s1,i, . . . , spτ−1,i. Recall that the check matrix of the second
construction is given in (14). By the j-th row of the check matrix, where j = 1, 2, . . . , r
2
, we
have
s`−(j−1),1 + s`−(j−1) r
2
,2 + · · ·+ s`−(j−1)( r
2
)d−1,d + s`,d+1 = 0,
for ` = 0, 1, . . . , pτ − 1. Thus, we can repair a bit s`,f by
s`,f =

∑d
i=1,i 6=f s`+(j−1)( r2 )f−1−(j−1)( r2 )i−1,i
+s`+(j−1)( r
2
)f−1,d+1, 1 ≤ f ≤ d;∑d
i=1 s`−(j−1)( r2 )i−1,i, f = d+ 1.
(40)
Similarly, by the j-th row for j = r
2
+ 1, r
2
+ 2, . . . , r − 1 of (14), we have
s`, r
2
+1 + s`−(r−j)( r
2
)d−1, r
2
+2 + · · ·+ s`−(r−j)( r2 )1,n−1
+ s`−(r−j),n = 0,
for ` = 0, 1, . . . , pτ − 1. The bit s`,f in column f for r2 + 1 ≤ f ≤ n can be recovered by
accessing k + r
2
− 1 bits
s`,f =

∑n
i= r
2
+2,i 6=f s`+(r−j)( r2 )n−f−(r−j)( r2 )n−i,i
+s`+(r−j)( r
2
)n−f , r
2
+1,
r
2
+ 2 ≤ f ≤ n;∑n
i= r
2
+2 s`−(r−j)( r2 )n−i,i, f =
r
2
+ 1.
(41)
When j = r, by the r-th row of (14), we can have another set of equations
s`, r
2
+1 + s`−(d−1)( r
2
)d−1, r
2
+2 + s`−(d−2)( r
2
)d−1, r
2
+3+
· · ·+ s`−( r
2
)d−1,n−1 + s`,n = 0,
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for ` = 0, 1, . . . , pτ − 1. We can also recover the bit s`,f by
s`,f =

∑n
i= r
2
+2,i 6=f s`+(n−f)( r2 )d−1−(n−i)( r2 )d−1,i
+s`+(n−f)( r
2
)d−1, r
2
+1,
r
2
+ 2 ≤ f ≤ n;∑n
i= r
2
+2 s`−(n−i)( r2 )d−1,i, f =
r
2
+ 1.
(42)
Note that all the indices in this section and throughout the paper are taken modulo pτ . For
j = 1, 2, . . . , r, the j-th row of the check matrix (14) reveals the relationship of the bits in a
codeword. When we say a bit s`,f is repaired by check-vector j, it means that we access all the
bits in the right hand side of (40) when j = 1, 2, . . . , r
2
, (41) when j = r
2
+ 1, r
2
+ 2, . . . , r − 1
or (42) when j = r to recover the bit s`,f .
Algorithm 2 Repair procedure of the second construction for one column failure.
1: Suppose that the column f has failed.
2: if f ∈ {1, 2, . . . , dn/2e}. then
3: for ` mod ( r
2
)f ∈ {0, 1, . . . , ( r
2
)f−1 − 1}. do
4: Repair the bit s`,f by the first check-vector, i.e., by (40) with j = 1.
5: for t = 1, 2, . . . , r
2
− 1 do
6: for ` mod ( r
2
)f ∈ {t( r
2
)f−1, t( r
2
)f−1 + 1, . . . , (t+ 1)( r
2
)f−1 − 1}. do
7: Repair the bit s`,f by check-vector r2 − t+ 1, i.e., by (40) with j = r2 − t+ 1.
8: return
9: if f ∈ {dn/2e+ 1, dn/2e+ 2, . . . , n}. then
10: for ` mod ( r
2
)n+1−f ∈ {0, 1, . . . , ( r
2
)n−f − 1}. do
11: Repair the bit s`,f by check-vector r, i.e., by (42) with j = r.
12: for t = 1, 2, . . . , r
2
− 1 do
13: for ` mod ( r
2
)n+1−f ∈ {t( r
2
)n−f , t( r
2
)n−f + 1, . . . , (t+ 1)( r
2
)n−f − 1}. do
14: Repair the bit s`,f by check-vector r2 + t, i.e., by (41) with j =
r
2
+ t.
15: return
The repair algorithm is stated in Algorithm 2. In the algorithm, the first r
2
check-vectors are
used to repair each of the first dn/2e columns and the last r
2
check-vectors are used to repair
each of the other n− dn/2e columns.
There are some common bits between the bits downloaded by different check-vectors. In
Algorithm 2, the check-vectors are carefully chosen such that the number of common bits are
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as large as possible. We have shown that the first column of the code in Example 2 can be
repaired by downloading half of the number of bits in each of columns 2, 3, 4, 5, 6. Namely, the
repair bandwidth of the first column is weak-optimal. We show that Algorithm 2 can recover all
the bits of any failed column and the repair bandwidth of one failure column is asymptotically
weak-optimal in the next theorem.
Theorem 12. Assume that column f is failed. Algorithm 2 can recover all the bits stored in
column f , where 1 ≤ f ≤ n. The repair bandwidth of column f induced by Algorithm 2 is
d(p− 1)(r
2
)d−2 + (p− 1)((r
2
)d−2 − (r
2
)d−f−1) (43)
when 1 ≤ f ≤ dn/2e, and is
d(p− 1)(r
2
)d−2 + (p− 1)((r
2
)d−2 − (r
2
)d−n+f−2) (44)
when dn/2e+ 1 ≤ f ≤ n.
Proof. Recall that d = k+ r
2
−1 and there are (p−1)( r
2
)d−1 bits in each column. We can recover
all (p−1)( r
2
)d−1 bit in column f by a check-vector, i.e., by (40) or (41) or (42). In Algorithm 2,
we use r
2
check-vectors to recover a column for repair bandwidth reduction. (p− 1)( r
2
)d−1 bits
in column f are recovered by r
2
check-vectors, where each check-vector recovers (p− 1)( r
2
)d−2
bits. When 1 ≤ f ≤ dn/2e, the number of bits in each column is a multiple of ( r
2
)f when k ≥ 4.
The values of ` mod ( r
2
)f are partitioned into r
2
groups each with size ( r
2
)f−1, where each group
is associated with one check-vector. (p−1)( r
2
)d−2 bits to be recovered are then associated with a
group according to the values of their indices divided by ( r
2
)f . The idea behind this grouping is
that we can employ the cyclic structure in the underlying quotient ring to recover some specific
bits by choosing a suitable check-vector such that the number of common bits between the bits
downloaded by the chosen r
2
check-vectors is maximized. When f ≥ dn/2e+ 1, we can replace
` mod ( r
2
)f with ` mod ( r
2
)n+1−f and apply the similar procedure. In the following, we first show
that Algorithm 2 can recover all the bits in column f and then present the repair bandwidth of
column f by Algorithm 2.
Consider 1 ≤ f ≤ dn/2e. By steps 3 and 4 in Algorithm 2, the bits s`,f are recovered by the
first check-vector, i.e., by (40) with j = 1 when
` mod (
r
2
)f ∈ {0, 1, . . . , (r
2
)f−1 − 1} (45)
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and ` ∈ {0, 1, . . . , (p−1)( r
2
)d−1−1}. As (p−1)( r
2
)d−1 is a multiple of ( r
2
)f for k ≥ 4, ` mod ( r
2
)f
is uniform distributed over {0, 1, . . . , ( r
2
)f − 1}. So, the number of bits s`,f that are recovered
by (40) with j = 1 is (p−1)(
r
2
)d−1
( r
2
)f
· ( r
2
)f−1 = (p− 1)( r
2
)d−2.
Recall that there are (p − 1)( r
2
)d−1 bits in column f and (p − 1)( r
2
)d−2 bits are recovered
by (40) with j = 1. Hence, we still need to recover the other (p− 1)( r
2
)d−1 − (p− 1)( r
2
)d−2 =
( r
2
− 1)(p− 1)( r
2
)d−2 bits in column f . By steps 5 to 7 in Algorithm 2, for t = 1, 2, . . . , r
2
− 1,
the bits s`,f are recovered by (40) with j = r2 − t+ 1 when
` mod (
r
2
)f ∈ {t(r
2
)f−1, t(
r
2
)f−1 + 1, . . . , (t+ 1)(
r
2
)f−1 − 1} (46)
and ` ∈ {0, 1, . . . , (p− 1)( r
2
)d−1− 1}. As ` mod ( r
2
)f is uniform distribution, the number of bits
repaired by (40) with j = r
2
− t+ 1 is (p− 1)( r
2
)d−2. Therefore, the number of bits s`,f repaired
by (40) for j = 2, 3, . . . , r
2
is ( r
2
− 1)(p− 1)( r
2
)d−2.
We have recovered (p−1)( r
2
)d−2 + ( r
2
−1)(p−1)( r
2
)d−2 = (p−1)( r
2
)d−1 bits s`,f with indices
in (45) and (46). It can be checked that
{t(r
2
)f−1, t(
r
2
)f−1 + 1, . . . , (t+ 1)(
r
2
)f−1 − 1}∩
{t′(r
2
)f−1, t′(
r
2
)f−1 + 1, . . . , (t′ + 1)(
r
2
)f−1 − 1} = ∅
for 0 ≤ t 6= t′ ≤ r
2
− 1. Hence, the indices of the repaired bits in column f are distinct
and all (p − 1)( r
2
)d−1 bits are recovered by Algorithm 2 for 1 ≤ f ≤ dn/2e. Similarly, when
dn/2e+1 ≤ f ≤ n, we can also show that we can recover all the bits in column f by Algorithm 2.
Next, we count the repair bandwidth of column f by Algorithm 2 when 1 ≤ f ≤ dn/2e.
By steps 3 to 7 in Algorithm 2, (p − 1)( r
2
)d−1 bits s`,f with indices in (45) and (46) are
recovered by (40) with j = 1 and j = r
2
− t + 1 respectively, where d(p − 1)( r
2
)d−2 bits
s`,1, . . . , s`,f−1, s`,f+1, . . . , s`,d+1 with indices in (45), ( r2−1)(d−1)(p−1)( r2)d−2 bits s`+( r2−t)( r2 )f−1−( r2−t)( r2 )i−1,i
with i = 1, 2, . . . , f − 1, f + 1, . . . , d and ( r
2
− 1)(p− 1)( r
2
)d−2 bits s`+( r
2
−t)( r
2
)f−1,d+1 are needed
with t = 1, 2, . . . , r
2
−1. There are many needed bits that are in common so that the total number
of downloaded bits is less.
We first download d(p−1)( r
2
)d−2 bits s`,1, . . . , s`,f−1, s`,f+1, . . . , s`,d+1 with indices in (45) in
steps 3 and 4. Then, we show that we do not need to download all ( r
2
− 1)d(p− 1)( r
2
)d−2 bits
s`+( r
2
−t)( r
2
)f−1−( r
2
−t)( r
2
)i−1,i with i = 1, 2, . . . , f − 1, f + 1, . . . , d and s`+( r
2
−t)( r
2
)f−1,d+1 in steps 5
to 7, as some of them have been downloaded in steps 3 and 4.
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We now consider the needed bits s`+( r
2
−t)( r
2
)f−1−( r
2
−t)( r
2
)i−1,i with i = 1, 2, . . . , f−1, f+1, . . . , d
in steps 5 to 7, where ` are in (46). We want to show that many bits s`+( r
2
−t)( r
2
)f−1−( r
2
−t)( r
2
)i−1,i
are not necessary to be downloaded, as they are downloaded in steps 3 and 4. Given an ` that is
in (46), where 0 ≤ ` ≤ (p− 1)( r
2
)d−1 − 1, we have that the index of the corresponding needed
bit s`+( r
2
−t)( r
2
)f−1−( r
2
−t)( r
2
)i−1,i is `′ = (` + ( r2 − t)( r2)f−1 − ( r2 − t)( r2)i−1) mod p( r2)d−1. Recall
that the bits s`,i for i = 1, 2, . . . , f − 1, f + 1, . . . , d and indices in (45) are downloaded in steps
3 and 4. If
`′ mod (
r
2
)f =
((`+ (
r
2
− t)(r
2
)f−1 − (r
2
− t)(r
2
)i−1) mod p(
r
2
)d−1) mod (
r
2
)f
∈ {0, 1, . . . , (r
2
)f−1 − 1},
then we do not need to download the bit s`′,i, as it is downloaded in steps 3 and 4. Otherwise,
it should be downloaded.
We first consider the bits s`′,i for i = 1, 2, . . . , f − 1. If ` mod ( r2)f = t( r2)f−1, then there
exists an integer m such that ` = m( r
2
)f + t( r
2
)f−1. Thus, we have
`′ mod (
r
2
)f
=((`+ (
r
2
− t)(r
2
)f−1 − (r
2
− t)(r
2
)i−1) mod p(
r
2
)d−1) mod (
r
2
)f
=(m(
r
2
)f + t(
r
2
)f−1 + (
r
2
− t)(r
2
)f−1 − (r
2
− t)(r
2
)i−1) mod (
r
2
)f
as d− 1 ≥ f for k ≥ 4
=(
r
2
)f − (r
2
− t)(r
2
)i−1 as f > i and t = 1, 2, . . . ,
r
2
− 1.
If ` mod ( r
2
)f = (t + 1)( r
2
)f−1 − 1, then there exists an integer m such that ` = m( r
2
)f + (t +
1)( r
2
)f−1 − 1. Thus, we have
`′ mod (
r
2
)f
=((`+ (
r
2
− t)(r
2
)f−1 − (r
2
− t)(r
2
)i−1) mod p(
r
2
)d−1) mod (
r
2
)f
=(m(
r
2
)f + (t+ 1)(
r
2
)f−1 − 1 + (r
2
− t)(r
2
)f−1−
(
r
2
− t)(r
2
)i−1) mod (
r
2
)f
=(
r
2
)f−1 − (r
2
− t)(r
2
)i−1 − 1.
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By repeating the above procedure for ` mod ( r
2
)f = t( r
2
)f−1 + 1, . . . , (t+ 1)( r
2
)f−1 − 2, we can
obtain that
`′ mod (
r
2
)f = ( r
2
)f − ( r
2
− t)( r
2
)i−1, . . . , ( r
2
)f − 1, 0,
1, . . . , ( r
2
)f−1 − ( r
2
− t)( r
2
)i−1 − 1 (47)
when ` mod ( r
2
)f runs from t( r
2
)f−1 to (t+1)( r
2
)f−1−1. Thus, the bits s`′,i with i = 1, 2, . . . , f−1
and `′ in the union set of all the values in (47) with t = 1, 2, . . . , r
2
− 1 are needed. When
i = 1, 2, . . . , f − 1, the union set of all the values in (47) with t = 1, 2, . . . , r
2
− 1 is
∪t=1,2,..., r
2
−1{(r
2
)f − (r
2
− t)(r
2
)i−1, . . . , (
r
2
)f − 1, 0,
1, . . . , (
r
2
)f−1 − (r
2
− t)(r
2
)i−1 − 1}
= {(r
2
)f − (r
2
− 1)(r
2
)i−1, . . . , (
r
2
)f − 1, 0,
1, . . . , (
r
2
)f−1 − (r
2
)i−1 − 1}. (48)
Since i ≤ f − 1, we have ( r
2
)f−1 − ( r
2
)i−1 − 1 < ( r
2
)f − ( r
2
− 1)( r
2
)i−1. Hence, the elements
in (48) can be rearranged as
{0, 1, . . . , (r
2
)f−1 − (r
2
)i−1 − 1, (r
2
)f − (r
2
− 1)(r
2
)i−1,
. . . , (
r
2
)f − 1}.
Recall that (f−1)(p−1)( r
2
)d−2 bits s`,i for i = 1, 2, . . . , f−1 with ` mod ( r2)f ∈ {0, 1, . . . , ( r2)f−1−
1} have already been downloaded in steps 3 and 4. Since ( r
2
)f−1 − ( r
2
)i−1 − 1 < ( r
2
)f−1 − 1 <
( r
2
)f − ( r
2
− 1)( r
2
)i−1,
{(r
2
)f − (r
2
− 1)(r
2
)i−1, . . . , (
r
2
)f − 1, 0, 1,
. . . , (
r
2
)f−1 − (r
2
)i−1 − 1} \ {0, 1, . . . , (r
2
)f−1 − 1}
={(r
2
)f − (r
2
− 1)(r
2
)i−1, . . . , (
r
2
)f − 1},
we thus only need to download ( r
2
− 1)(p − 1)( r
2
)d+i−f−2 bits s`′,i for i = 1, 2, . . . , f − 1 with
`′ mod ( r
2
)f ∈ {( r
2
)f − ( r
2
− 1)( r
2
)i−1, . . . , ( r
2
)f − 1} in steps 5 to 7.
We then consider the bits s`′,i for i = f +1, f +2, . . . , d. Recall that `′ = (`+( r2 − t)( r2)f−1−
( r
2
− t)( r
2
)i−1) mod p( r
2
)d−1. Similarly, we can prove that
`′ mod (
r
2
)f = 0, 1, . . . , (
r
2
)f−1 − 1
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when ` mod ( r
2
)f runs from t( r
2
)f−1 to (t + 1)( r
2
)f−1 − 1. As all needed bits in this case have
already been downloaded in steps 3 and 4, we thus do not need to download bits from columns
i for i = f + 1, f + 2, . . . , d in steps 5 to 7.
In the last, we consider i = d+ 1, i.e., the needed bits s`+( r
2
−t)( r
2
)f−1,d+1 with indices in (46).
Given an ` that is in (46), where 0 ≤ ` ≤ (p − 1)( r
2
)d−1 − 1, we have that the index of
the corresponding needed bit s`+( r
2
−t)( r
2
)f−1,d+1 is `′ = (` + ( r2 − t)( r2)f−1) mod p( r2)d−1. If
` mod ( r
2
)f = t( r
2
)f−1, then ` = m( r
2
)f + t( r
2
)f−1, where m is an integer. Thus, we have
`′ mod (
r
2
)f
=((`+ (
r
2
− t)(r
2
)f−1) mod p(
r
2
)d−1) mod (
r
2
)f
=(m(
r
2
)f + t(
r
2
)f−1 + (
r
2
− t)(r
2
)f−1) mod (
r
2
)f
=0.
Hence, we can obtain that
`′ mod (
r
2
)f = 0, 1, . . . , (
r
2
)f−1 − 1
when ` mod ( r
2
)f runs from t( r
2
)f−1 to (t + 1)( r
2
)f−1 − 1. Recall that (p − 1)( r
2
)d−2 bits s`,d+1
with indices in (45) have already been downloaded in steps 3 and 4, we thus do not need to
download bits s`,d+1 in steps 5 to 7.
Therefore, the total number of bits downloaded from d = k+ r
2
− 1 columns to repair column
f is
d(p− 1)(r
2
)d−2 + ((
r
2
)− 1)(p− 1)
f−1∑
i=1
(
r
2
)d−f+i−2
=d(p− 1)(r
2
)d−2 + (p− 1)((r
2
)d−2 − (r
2
)d−f−1),
which is (43).
When f > dn/2e, we can replace ` mod ( r
2
)f with ` mod ( r
2
)n+1−f and obtain the repair
bandwidth of column f that is (44) with the same argument. This completes the proof.
Note that the repair bandwidth of column n + 1 − f is the same as the repair bandwidth
of column f for f = 1, 2, . . . , dn/2e, according to (43) and (44). When f = 1, the repair
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bandwidth is d(p− 1)( r
2
)d−2, which is weak-optimal. Consider the worst case of f = dn/2e, the
repair bandwidth is
(p− 1)((d+ 1)(r
2
)d−2 − (r
2
)d−dn/2e−1)
< (p− 1)(d+ 1)(r
2
)d−2,
which is strictly less than d+1
d
times of the value in (1). The repair bandwidth of any one failure
can achieve the weak-optimal repair in (1) asymptotically when d is large enough.
VI. CONCLUSION
We present an approach of designing binary MDS array code over a specific binary cyclic
ring. Two constructions based on the coding approach by choosing the well-designed encoding
matrix and parity matrix respectively are proposed. Two efficient repair methods for any one
information failure of the first construction and for any one failure of the second construction are
designed. We also show that the repair bandwidth of these two repair methods is asymptotically
weak-optimal.
Note that the repair bandwidth of the first construction is asymptotically weak-optimal only
for a single information failure instead of for a parity failure. A generic transformation given
in [26] that can be applied on non-binary MDS codes to produce new MDS codes such that some
nodes of the new MDS codes have weak-optimal repair bandwidth. A future work is to modify
the transformation method in [26] and to employ it to enable weak-optimal repair bandwidth for
parity column, while the asymptotically weak-optimal repair bandwidth of information column
is still maintained.
In some practical applications, the system might want to repair more than one information
columns simultaneously. Another interesting future work is the design of efficient repair algorithm
when more than one information columns fail.
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