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1. Introduction 
It is assumed only that the reader is familiar with the elements of 
point set topology. In particular this article can be read without previous 
acquaintance vdth filter-theory, uniform structures and proximity rela-
tions. The reader unfamiliar with these concepts should read Section 2 
in detail, others should consult it only for terminology and notation. This 
section treats only those aspects of uniform structures which are necessary 
for the formulation of the results. A complete and detailed survey of 
the theory of uniform structures can be found in [2], [7] and [9]. A 
generalized and more technical theory is given in [10]. Apart from research 
papers proximity relations are discussed only in [1] and [7]. The purpose 
of the introduction is to motivate the notion of a proximity relation and 
put the results in their proper setting. 
It is well-known that the Euclidean metric dE and the hyperbolic 
metric dH induce the same topology on the underlying set X. Nevertheless 
dE and dH behave very differently because for every e > 0, however small 
it might be, we can find points x, y EX such that dE( X, y) < t: although 
dH(X, y) = l. This phenomenon has a simple explanation in the theory of 
uniform structures : The uniform structures tJ(t E and tJ(t H generated by the 
metrics dE and ds are different but they induce the same uniform topology 
on X. In order to explain this phenomenon without the use of uniform 
structures V. A. EFREMOVIO introduced in 1951 (see [4]) a binary relation 
V on the power set of X: Two sets A and B are called "infinitesimally 
close" with respect to the metric d, in symbols A v B, if their distance 
is zero. The reflexive and symmetric relation v is called the proximity 
relation generated by the metric d. The topology generated on X by the 
metric d is expressible in terms of v: A subset A is closed if and only if 
x E A for every x satisfying { x} v A. The above mentioned phenomenon 
can be described by saying that the proximity relations generated by the 
metrics dE and dH are different. 
If A1 and A2 are not "infinitesimally close" we shall write A1 1\ A 2 
and say that the sets A1 and A 2 are far with respect to the proximity 
relation v. Now if A1 1\ A2 then there exist sets Bi (i = 1, 2) such that 
Ai 1\ cBi and B1 1\ B2. (Here cB denotes the complement of B in X.) 
30i'i 
Moreover if A1 and A2 are disjoint finite sets then A1 1\ A2. It is also 
clear that A v (B u 0) if and only if A v B or B v 0. A reflexive and 
symmetric binary relation having these properties will be called a separated 
proximity relation for X. Efremovic noticed that any separated proximity 
relation V can be used to introduce a topology on X: A set A is closed if 
and only if { x} v A implies x E A. With this topology X becomes a 
completely regular Hausdorff space and so it is uniformizable but in 
general it is not metrizable. Similar binary relations were studied earlier 
by P. SzYlVIANSKI in [15) and by A. D. WALLACE in [17] and [18). Since 
their axiom system is weaker the corresponding binary relations can be 
used to introduce arbitrary and not necessarily completely regular 
topologies on the underlying set. 
The importance of proximity relations was first realized by Yu. }1. 
SJ\'IIRNOV in 1952 (see [13)) who discovered that there is a simple con-
nection between the Hausdorff compactifications of a completely regular 
space X and the separated proximity relations which generate the given 
topology of X. This connection was described in P. ALEXANDROFF's 
address at the International Congress of Mathematicians in Amsterdam 
in 1954. (See [1).) Although not explicitely stated there all compacti-
fications in that article are assumed to be Hausdorff spaces. Hence for 
example there is no proximity relation corresponding to the Wallman 
compactification of a non-normal space. At the same time H. FREUDENTHAL 
published in [5) some of his earlier results on the generalization of 
Caratheodory's compactification of a simply connected domain by the 
use of prime-ends. Freudenthal's notion of compactification is more 
general than the one used here and allows identification of points of the 
original space. For rim-compact spaces the two notions coincide and it is 
shown here that in this case his construction really amounts to the intro-
duction of an appropriate proximity relation. (A topological space is called 
rim-compact if every point has arbitrarily small neighborhoods whose 
closures are compact.) Thus [5] contains the first example of a proof 
where the introduction of a proximity relation is really essential. 
By a proximity relation we shall understand an anti-reflexive and 
symmetric binary relation /\ on the power set of a set X which has the 
following properties : A 1\ ( B u 0) if and only if A 1\ B and A 1\ 0; 
moreover if A1 1\ A2 then At 1\ cBt (i= I, 2) for suitable sets B, (i= 1, 2) 
satisfying B1 1\ B2. If any two disjoint finite sets satisfy A1 1\ A2 then 
we say that the proximity relation /\ is separated. In this paper we shall 
prove that there is a natural order preserving one-to-one correspondence 
between precompact structures and proximity relations. Since separated 
structures correspond to separated proximity relations this includes 
Smirnov's theorem. The proof is quite different from Smirnov's: The 
essential part of the proof consists of the explicite construction of the 
uniform structure which corresponds to a given proximity relation. This 
theorem and its proof form the content of Section 3. 
In Section 4 we prove that A1 1\ A2 if and only if A1 and A2 have 
disjoint closures in the compactification which corresponds to the relation 
1\. Next we sho>v that proximity reiations can be introduced by first 
defining 1\ on a subset f!J of the power set f!JJ. If 1\ satisfies a few simple 
conditions then it can be extended to a proximity relation on f!JJ. This 
method is used in Section 4 to introduce the proximity relations which 
correspond to Alexandroff compactifications of locally compact Hausdorff 
spaces and Stone-Cech compactifications of completely regular spaces. 
Section 5 is devoted to the study of the Freudenthal compactification. 
It is shown that the compactification described in [5] is meaningful not 
only for metrizable spaces but also for arbitrary regular rim-compact 
spaces. In Section 6 we give a necessary and sufficient condition for 
uniform continuity in terms of proximity relations. This criterion can be 
used to show that for rim-compact metric spaces the compactification 
described in Section 5 is identical with the compactification constructed 
m [5] by FREUDENTHAL. 
2. Basic information on filter-theory and uniform stnwtures 
As is known a filter base on a set X is a family f!J of nonvoid subsets 
of X having the finite intersection property, that is if Br, ... , Bn E f!J then 
also B1 n ... n Bn E f!J. The filter §' generated by f!J is the family of 
those subsets of X which include some element of f!J : F E .'F if and 
only ifF :2 B for some BE f!J. If X is a metric space with metric d then 
the sets B.= [(x, y): d(x, y)<e] form a filter base "llB on X xX. The 
filter "'t generated by "'t B is called the uniform structure generated by the 
metric d. Since d(x, x) = 0 for every x EX the diagonal I= [(x, x): x EX] 
belongs to every U E "l/. It is usual to write U-1 = [(y, x): (x, y) E U]. 
The symmetry of the distance function implies that U-1 E "'t for every 
U E "'t. The composition U o V of two sets U, V C X X X is defined as 
U o V = [(x, z): (x, y) E U and (y, z) E V j01· some y EX]. The triangle 
inequality implies that for every U E "'t there is a V E "'t such that 
Vo VC u. For ucxxx and A ex we define U[A]=[X: (a,x) E u 
for some a E A]. In particular U[a] denotes the set [x : (a, x) E U]. Every 
U[a] (U E "'t) is a neighborhood of a EX and every neighborhood Na 
contains a suitable U[a]. Therefore the topology generated by the metric 
d is completely determined by the family "l/. 
The reason for introducing uniform structures is the following: Let X 
and Y be sets with uniform structures "'t and 1', respectively. If the map 
f : X -+ Y is uniformly continuous with respect to the metrics generating 
these structures then for every V E 1' there is a U E. "'t such that 
(/(x1), j(x2)) E V for every (xr, x2) E U. Conversely if such a U E "'t exists 
for every V E 1' then f is uniformly continuous. Two metrics for X 
generate the same uniform structure "'t if and only if they yield the same 
uniformly continuous functions f : X ->- Y where Y and f are arbitrary. 
Hence the notion of uniform continuity depends only on the structures 
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involved and can be expressed easily in terms of '21 and i/. This motivates 
the following 
Definition 2. 1 : A uniform stmcture for a set X ·is a filter on X X X 
s1tch that 
(l) I C U for every U E '21; 
(2) U-1 E '21 for every U E '21; 
(3) for every U E '21 there is a V E '21 satisfying V o V C U. 
It is important to realize that not every uniform structure is generated 
by some metric d for X. For on the one hand metric structures can always 
be generated by countable structure bases and on the other hand there 
exist uniform structures '21 such that any structure base generating '21 
contains more than denumerably many elements. 
A subbase for a filter is a family [/' of sets 8 such that 81 n ... n 8n is 
never void. The family f!J of finite intersections S1 n ... n En is then a 
filter base. If [/' is a subbase on the product X X X and if [/' satisfies a 
few basic requirements then the filter generated by [/' will be a uniform 
structure for X. It is easy to tell exactly which subbases generate uniform 
structures but for our purposes the following will suffice: 
Lemma 2.1: If Olts is a family of symmetric subsets of X xX which 
contain I and if for every S E 01! s there is a finite intersection T of sets in 01! s 
satisfying ToT C S then Olts is a subbase for a uniform structure for X. 
If 0!11 and '2/2 are uniform structures for the same set X and if '2/1 C 0!12 
then 0!11 is called weaker than Oltz and one writes '2/1.;;;; 01!2. If Oltt (i E I) 
is a family of uniform structures for the same set X then U '2/i is a sub-
base for a uniform structure for X. It is the weakest structure which is 
stronger than any of the '2ft's and for this reason it is called lub '2ft. If 
f : X -+ Y and i/ is a uniform structure for Y then the sets j-1( V) = 
= [(x1, x2) : (/(x1), f(xz)) E V] form a base for a uniform structure for X 
which is called the inverse image of i/ under f and is usually denoted by 
j-1("f/). Let f : X-+ Y and let 01! and i/ be uniform structures for X andY, 
respectively. We say that f is uniformly continuous with respect to '21 
and i/ if j-1("f/).;;;; '21. This definition is equivalent to the following: f is 
uniformly continuous if for every V E i/ there is a U E '21 such that 
(/(xi), f(xz)) E V for every (xi, xz) E U. 
The sets U[x] (U E 01!) form a filter .A'(x) on X and the family of these 
filters .A'(x) (x EX) forms the complete neighborhood system of a 
topology which is called the uniform topology generated by 01!. If under 
this topology X is a Hausdorff space then 01! is called a separated structure. 
A uniform structure 01! is called compatible with a topology given on X 
if this topology is identical with the uniform topology generated by '2/. 
If a topology is compatible with some uniform structure then it is either 
a Hausdorff topology or there are points which can not be separated by 
open sets. In particular if finite sets are closed but the space is not a 
Hausdorff space then it is not a space which can be generated by a uniform 
structure. Uniform continuity implies continuity in the ordinary sense. 
If the domain space X is compact then conversely, ordinary continuity 
implies uniform continuity. There is only one uniform structure compatible 
with the topology of a compact Hausdorff space. These propositions can 
be proved by a straightforward compactness argument. 
A uniform structure t1/ for a set X is called precompact if for every 
[;' E ~ there is a finite set A such that U [A] =X. A set X with uniform 
structure ~ is said to be uniformly imbedded in a set X ·with uniform 
structure ~if the elements of~ are exactly the sets V n (X xX) where 
V E ~- Every set X with a precompact structure ~ can be imbedded in 
another X with uniform structure '21 such that the uniform topology 
generated on X by ~ is compact and X is a dense subspace of X. If X 
is a Hausdorff space then so is X. Since X is compact its uniform structure 
'21 is uniquely determined by its topology and so ~ is uniquely determined 
by the topology of X and by the injection map f : X->- X. If X' and X" 
both satisfy the requirements then there is a homeomorphism h : X' ~>- X" 
which reduces to the identity map on X. Hence the class of all possible 
pairs (X, f) is exactly what we usually call a compactification of X. Therefore 
there is a one-to-one correspondence between the compactifications of a 
uniformizable space X and the precompect uniform structures which are 
compatible ·with its topology. This correspondence yields a one-to-one 
map between Hausdorff compactifications and separated structures. Of 
the definitions and results stated in this paragraph only the notion of a 
precompact structure will be used in the proofs. 
Lemma 2. 2: Let ~s be a subbase for a 1tnifonn structure ~ such 
that for every S E ~s there is a finite set A C X satisfying S[A]=X. Then 
~ is a precmnpact structure. 
Proof: If U E ~ then there are vicinities 81, ... , Sm E ~s such that 
U d. S1 n ... n Sm. The object.is to find a finite set A such that U [A]= X. 
By hypothesis there exist finite sets Ak such that Sk[Ak] =X for every 
lc= 1, ... , m. Hence if A =A1 U ... U Am then Sk[A] =X for lc= 1, ... , m 
and so U[A] d. (S1 n ... n Sm)[A]=S1[A] n ... n Sm[A]=X. 
Lemma 2.3: The least upperbound of precompact structures is pre-
compact. 
Proof: Let ~i (i E I) be precompact structures for X and let 
~=lub ~i- A subbase ~s for ~ consists of all finite intersections 
S= ul n ... n Um where UI, ... , Um E u ~i- Since each ~i is precompa.;t 
there are finite sets Ar, ... , Am such that Uk[Ak]=X for lc=l, ... , m. 
Hence for A =A1 U ... U Am we have 
S[A]= (U1 n ... n Um)[A] = U1[A] n ... n Um[A] =X. 
By the preceding lemma 11 is precompact. 
Lemma 2. 4: The inve1·se image of a precompact structure is pre-
compact. 
Proof: By the precompactness off for every V E f there is a finite 
set B such that V[B] = Y. If A is a finite set such that f(A) = B then 
f-l(V)[A]=X. Since the sets f-l(V) (V E f) form a structure base we 
see that f-l(f) is precompact. 
Let X be a topological space and let§' be a filter on X. The adherence 
of §' is defined to be the set adh .:F "' n F where F denotes the closure 
of F in X. If X is compact then the adherence of every filter §' on X 
is non-void. Conversely if adh §' ~ cp for every filter .fF on X then the 
topological space X is compact. 
vVe finish this section with a few notations and definitions : Let A be 
a set in the topological space X. Then A denotes its closure, Ai its interior 
and A b its boundary. cA denotes the eomplement of A in X and A - B 
is the relative complement An cB. If any two disjoint closed sets have 
disjoint open neighborhoods then X will be called normal. Hence a normal 
space need not be a Hausdorff space. The notions of regularity, complete 
regularity etc. are to be interpreted in the same fashion. 
3. The correspondence between pmximity relations and precompact structures 
The object of this section is to prove that there is a natural, order 
preserving one-to-one correspondence between the proximity relations 
and the precompact structures of a given set X. We start with the 
definition of a proximity relation: 
Definition 3.1: A proximity 1·elation 1\ fo1' a set X is a binary 
relation on the power set [lJJ of X which satisfies the following axioms: 
(P. I) A 1\ cp for every A E f!}J, 
(P. 2) A1 1\ A2 if and only if A2 1\ A1. 
(P. 3) A1 1\ A2 u As if and only if A1 1\ A2 and A1 1\ As. 
(P. 4) If A1 and A2 inte1·sect then A1 v A2 i.e. not A1 1\ A2. 
(P. 5) If A1 1\ A2 then there exist sets B, (i = l, 2) such that A, 1\ cB, 
and B11\ B2. 
If for any pair of disjoint finite sets A1 1\ A2 then the proximity relation 
1\ is called separated. 
Every proximity relation generates a topology on the underlying set X 
which can be easily described by specifying its open sets: A set 0 is open 
with respect to the proximity relation 1\ if and only if x E 0 implies 
{x} 1\ cO. We see immediately that C is closed if {x} v C implies x E C, 
or equivalently, if xi 0 implies {x} 1\ C. The closure of a set A is 
A= [x : {x} v A] and its boundary is Ab= [x : {x} v A and {x} v cA]. 
The interior of A is Ai=ccA, so we obtain A'= [x : {x} 1\ cA]. If A1 1\ A2 
then by axiom (P. 5) there are sets Bk (k= l, 2) satisfying Ak 1\ cBk and 
B1 1\ B2. Since Ak 1\ cBk it follows that Ak C B~ and so we have 
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Lemma 3.1: If A1 /\ Az then therr exist open sets Ok (k = L 2) such 
that Ak /\ cOk ancl 01 /\ Oz. 
If /\ is separated then for any pair of distinct points a, b we have 
{a} /\ {b} and so by this lemma a and b have disjoint open neighborhoods. 
Consequently a space generated by a separated proximity relation is 
necessarily a Hausdorff space. The preceding lemma will be used to prove 
that every proximity relation /\ defines a precompact. structure c?t for X 
having the property that the topology generated on X by the relation /\ 
is the same as the uniform topology generated on X by c?/. By a theorem 
of Weil a topological space is uniformizable if and only if it is completely 
regular, that is for each closed set A and for each point b ¢c A there is a 
real valued continuous function f on X such that 0 < f(x) < 1 everywhere, 
f( a)= 0 for every a E A and f(b) = 1. Lemma 3.1 can be used to give a 
direct proof of the complete regularity of the topology generated on X 
by /\ : First one shows that if A /\ cB then for every diadic rational 
d=·m2-n, where O<m< 2n and n= 1, 2, ... , one can determine an open 
set Oa such that Oa' C Oa" for every d' <cl" and A C Oa C B for every d. 
Next one puts 01=X and defines f by the formula f(x)=glb[cl: x EOa]. 
Then f is continuous, satisfies 0 <f(x) < 1 everywhere, f(a) = 0 for every 
a E A and f(b) = 1 for every b E B. The existence of such functions f for 
sets satisfying A /\ cB was first proved essentially in the same way by 
Efremovic. Neither this stronger result nor the complete regularity of X 
will be used in the sequel. 
Every uniform structure c?t can be used to introduce a proximity 
relation for the underlying set X: We say that the subsets A and B are 
far with respect to c?/, in symbols A /\ B if U[A] n U[B] is void for some 
suitable vicinity U E c?/. Axioms (P. 1), (P. 2) and (P. 4) clearly hold and 
axiom (P. 3) can be proved by using the fact that the intersection of 
finitely many vicinities is again a vicinity of c?t. The same reasoning shows 
that if c?t is separated then so is /\. To prove (P. 5) suppose that 
U[AI] n U[Az] is void and determine a symmetric V E c?t such that 
V o V o V o V o V o V CU. If Bi=(V o V) [At] then V[BI] o V[B2 ] is 
void and so B1 /\ Bz. Moreover V[Ai] and V[cBi] dont intersect and so 
At /\ cB1 for i = 1, 2. We say that /\ is the proximity relation induced 
by c?/. 
The set of proximity relations of a given set can be partially ordered 
as follows: If /\' and /\" are proximity relations and if A /\" B whenever 
A /\ 1 B then we say that /\' < /\". The definition of a proximity relation 
induced by a uniform structure implies 
Lemma 3 . 2 : If c?t' < c?t" then the proximity relations inclucecl by c?t' 
and c?l" satisfy /\' < /\". 
We shall prove that if we associate with the pre compact structure c?t 
the proximity relation induced by /\ then a one-to-one map is defined 
between the family of proximity relations and the family of precompact 
structures of a given set X. The preceding lemma shows that this relation 
is order preserving. The next lemma shows that the precompact structures 
compatible with a given topology of X are mapped onto those proximity 
relations which are compatible with the same topology of X. 
Lemma 3. 3: The topology generated by the proximity relation induced 
by the unijo1·m structure Cft is the uniform topology generated by Cft. 
Proof: Let 0 be open with respect to the relation /\ and let x E 0. 
By the definition of the proximity topology {x} /\ cO and so by the 
definition of 1\ there is a vicinity U E Cft such that U[x] 11 U[cO] is void. 
Hence U[x] C cU[cO] C 0 and so 0 contains with each point x a neigh-
borhood U[x] in the sense of the uniform topology generated by Cft. 
Conversely, if 0 is open with respect to the uniform topology then there 
is a U E Cft such that U[x] C 0. We can choose a symmetric V E Cft such 
that V o V C U. Since U[x] 11 cO is void the sets V[x] and V[cO]dont 
intersect and so {x} 1\ cO. Thus 0 is open with respect to the proximity 
relation 1\ . 
Lemma 3 . 4 : If 1\ is a proximity relation for X then there is a pre-
compact structure Cft for X such that 1\ is the proximity relation induced by Cft. 
Proof: In the sequel open (closed) sets will mean sets in X which 
are open (closed) with respect to the topology generated on X by the 
relation 1\. The simplest is to construct a subbase Cfts of Cft. For any pair 
of open sets 01, Oz whose union covers X and which satisfy c01 1\ c02 
we define the set S(01, Oz) E tfts as 
S(01, Oz)= [(x, y): x E01 andy E01 or x EOz andy E0z]. 
We show that the family tfts of these sets S(01, 02) satisfies the conditions 
of Lemma 2.1. Since 01 U 02=X every S(01, 02) contains the diagonal I 
and the symmetry of S(01, 02) is obvious. 
In order to verify the main condition of Lemma 2.1 we first introduce 
the notation 
S(Q1, ... , Qn) = [(x, y) : x E Qk and y E Qk for some k] 
where Q1, ... , Qn are subsets of X. If Q1 u Q2 U Qs=X then it is easy 
to verify that 
S(Q~, Q2, Qs) =S(Q~, Q2 u Qs) n S(Q2, Qs u Q1) n S(Qs, Q1 u Q2). 
Now let S(01, 02) be given. Since c01 1\ c02 by Lemma 3.1 there are disjoint 
open sets Q1 and Q2 satisfying c01 1\ cQ1 and cOz 1\ cQ2. If we choose 
Qs = 01 n 02 then Q1 u Qz u Qa =X. Moreover 
cQ11\ c(Q2 U Qa) because c(Q2 U Qa)=c01; 
cQ2 1\ c(Qa U Q1) because c(Qa U Q1)=c02; 
cQs 1\ c(Q1 u Q2) because cQs=cOl U c02. 
Hence S(QI, Q2 u Qa), 8(Q2, Qa u QI) and S(Qa, QI u Q2) are elements of 
the subbase !J{ts and so S(QI, Q2, Qa) belongs to the filter generated by Ylt8 . 
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In fact if x, y E Qi and y, z E Qi then x, z E Qi u Qf. Now QI u Q3 C OI 
and Q2 u Qa C 02 so that in these two cases (x, z) E S(01, 0 2). The third 
possibility is excluded because QI and Q2 are disjoint. Since S(QI, Q2, Q3) 
is the intersection of three elements of :1lt s the main condition of Lemma 2.1 
is satisfied and so !J{ts is a subbase for a uniform structure !J{t, 
If Xi E oi where ·i = 1, 2 then S(Ol: 02) [xi] dOt and so S[xi] u S[x2] d 
J OI u 02=X. Therefore by Lemma 2.2 the uniform structure :1lt generated 
by iJ{/8 is precompact. Let _L denote the proximity relation induced by !J{t, 
vVe prove that if AI 1\ A2 then AI j_ A2. For if AI 1\ A2 then by Lemma 
3.1 AI 1\ A2 and so by the same lemma there are closed sets oi and open 
sets Qt (i = 1, 2) such that At COt; Oi 1\ cQt and QI 1\ Q2. Consider 
U = S(QI, Q2, Qa) where Qa=c(OI u 02). By the reasoning given in the 
preceding paragraph we have U E iJ{/. If x E AI then x ¢ Q2 u Q3 so that 
U[x]=QI and U[AI]=QI. Similarly we have U[A2]=Q2 and so U[AI] n 
n U[A2] is void. This shows that AI _L A2. 
Now we prove that AI _ _:_ A2 implies AI!\ A2: Let AI and A2 be non-
void sets satisfying AI _L A2. Then there is a U E 011 such that U[AI] n 
n U[A2] is void. We may assume that U is of the form 
U = S(O~, 0~) n ... n S(O'!_', 0~) 
where 0~ u 0~ = X and cO~ 1\ cO~ for every k = 1, ... , m. If ai E AI then 
there is at least one index k ( 1 < k < 1n) such that ai E cO~ or ai E cO~: For 
if ai E 0~ n 0~ for every k then U[Al] J U[ai] =X and so A2 is void. Let 
where p=(pi, ... , Pm) is a permutation of (1, ... , m) and b.=1, 2 for 
k < v,;;;: m. The union of all Af6 sets is AI. If we show that Af6 1\ A2 for 
every choice of p and b then we shall see that U Af6 1\ A2 and AI 1\ A2. 
Let e. be the conjugate index corresponding to b. so that e.= 1 or e.= 2 
and b.+ e.= 3. If Af is not void then U[An = O~m n ... n OPm and so 
- k+l em 
by A2 C U[A2] C cU[AI] we have 
For everv v > k we have AP6 C cOP• where cOP• 1\ cOP•. Hence AP6 1\ (A2 n 
u 1 6. 6. •• 1 
n cOP•) for every v > k and so Af6 1\ A2. This proves that AI _L A2 implies 
•• 
AI 1\ A2• Therefore the proximity relation induced by the uniform 
structure 011 is the relation 1\ given in advance. 
It is remarkable that all precompact structures can be obtained by 
the construction described in the proof of Lemma 3.4. Precisely we have: 
;{ 1 :~ 
Lemma 3.5: If Olf is precompact there is a family of pairs of sets 
01, Oz, open in the uniform topology generated by Olf, such that the family 
Olfs of sets S(01,0z) is a subbase of Olf. 
Proof: Let X be the completion of X with respect to Olf. Since Olf is 
precompact there is a unique uniform structure Olf compatible with the 
topology of X. It is known that this unique structure is generated by the 
finite open covers of X, that is the sets S(Or, ... ,On) with u Ot=X form 
a base for Olf. (Using the normality of X one easily sees that Olfs satisfies 
the conditions of Lemma 2.1. Since X is regular the structure generated 
by Olfs is compatible with the topology of X. Hence by the uniqueness it 
is Olf. See also [7] and [16].) The elements of Olf are of the form U n X xX, 
and so the sets S(Or, ... ,On) where Ot=Ot n X form a base for Olf. We 
split the sets 01, ... , On in all possible ways into two groups Qi,, ... , Qik 
and QJ,, ... , Qiz and let Qt = UQt. and QJ = UQJ.· Then we have 
S(01, ... ,On)= nS(Qi, Q1). Thus the family of all pairs (Qt, Q1) satisfies 
the requirements. 
Lemma 3.6: Let 01 U Oz=X and let 1\ be induced by the uniform 
structure Olf. Then S(01, Oz) E Olf if and only if c01 1\ cOz. 
Note: The sets 01 and Oz need not be open and Olf need not be pre-
compact. 
Proof: For any S =S(01, Oz) we have S[cOI] =Oz and S[cOz] =01. 
Now if S E Olf then let U be a symmetric vicinity in Olf such that U o U C: S. 
Since (ct, x) E U (i= l, 2) implies (cr, cz) E S we see that U[cOi] n U[cOz] 
is void and so c01 1\ c02• Conversely, if c01 1\ cOz then there is a symmetric 
U in Olf such that U[cOr] n U[cOz] is void. We show that S J U and so 
SEOlf. In fact if xEcOt (i=l,2 and i+j=3) then 
U[x] C: U[cOt] C: cU[c01] C: ccO,=Oj=S[x] 
and if x E 01 n Oz then evidently U[x] C: X =S[x]. 
Lemma 3 . 7 : Distinct precompact structures induce distinct proximity 
relations. 
Proof: Let Olf 1 and Olf" be distinct precompact structures for X. 
By Lemma 3.5 there is a pair of sets 01, Oz C: X such that S =8(01, Oz) 
belongs to Ol/1 but not to Olf", or conversely. If S E 0//1 but S ¢= Olf" then 
by Lemma 3.6 we have c01 1\ 1 c02 and c01 v" c02• Hence 1\ 1 and 1\" 
are distinct. 
We completed the proof of the following 
Theorem 3 .l : Every uniform structure Olf induces a proximity relation 
1\ on the underlying set X such that A1 1\ Az if and only if U[Ar] n U[Az] 
is void for a suitable U E Olf. The map which associates with Olf the proximity 
relation 1\ yields a one-to-one correspondence between the precompact 
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structures and the proximity relations for X. This map is order preserving, 
that is ott' ,;;;: ott 11 implies 1\' ,;;;: 1\ 11 • ott and its image 1\ generate the same 
topology on X. 
Since by the above theorem precompact structures and proximity 
relations are essentially the same a number of results known for proximity 
relations have their counter parts in the theory of uniform structures. In 
particular this is the case for all results involving partial ordering. For 
instance Smirnov's Theorem 13 (see [14]) on the existence of a minimal 
structure compatible with a given topology was discovered independently 
by P. Samuel (see [11]} and T. Shirota (see [12]). Similarly Theorem 
14 of [14] is identical with R. Doss's theorem on the uniqueness of the 
uniform structure compatible with a given topology. (See [3] and [8].) 
(To be continued) 
