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Long-time asymptotic behaviour for the fifth order Modified
Korteweg-de Vries equation
Fudong Wang,Wen-Xiu Ma
Abstract. Following Deift-Zhou’s nonlinear steepest descent method, the long-
time behaviour for the Cauchy problem of the 5th modified Korteweg-de Vries
equation is analysed. Based on the inverse scattering transform, the 5th order
MKdV is transformed to an 2 by 2 oscillatory Riemann-Hilbert problem, then by
manipulating the Cauchy operator and reducing the degree of phase function, the
long-time asymptotic of the solution is given in terms of solutions of the parabolic
cylinder equation.
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1. Introduction
In this article we apply Deift-Zhou’s non-linear steepest descent method to the
5th order MKdV equation:
(1.1) qt = 30q
4qx − 10q
2qxxx − 40qqxxqx − 10q
3
x + qxxxxx
which belongs to the AKNS hierarchy [2]. As is well known in the integrable
system theory,by means of inverse scattering transform, for any Schwartz initial
data, the solution to the equations of the AKNS hierarchy exists globally in time.
However there is no way to solve them explicitly in general. In the past two
decades, asymptotic method plays a crucial role in the integrable system theory.
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The first systematic method to study the long-time asymptotic behaviour is due
to Deift and Zhou[5]. In Deift and Zhou’s work, they direct consider a Riemann-
Hilbert problem(RHP) and deform it to a model RHP which can be solve in terms
of solutions of the Weber’s parabolic cylinder equation. This can be consider as
a nonlinear generalization of the classical method of steepest descent. Later on
in 1996, Varzugin[9] generated the classical method of stationary phase to solve
the oscillatory RHP, and worked out the asymptotic expansions for the whole
AKNS hierarchy with Schwartz initial data, where the error term is controlled
by O(t−3/4 log(t)). Many works are done for the KdV, NLS, mKdV, etc, which
are all of order three or less. Recently, many studies about long time asymptotic
form some 3 by 3 Riemann-Hilbert problem even 4 by 4 RHP are showing up,
see for example[4, 6, 8] In some sense, the long-time asymptotic behaviour for
the 5th order MKdV with Schwartz initial data was included in Varzugin’s work
implicitly. The purpose of writing this article is to study the long-time asymptotic
of the 5th order MKdV explicitly.
In our work, we will using the Deift-Zhou’s method to study the long-time as-
ymptotic behaviour of 5th MKdV which gives a better error terms (O(t−1 log(t)))
comparing to the method of stationary phase. The difficulties come from the
high order of the phase function, which is a fifth order polynomial in our case.
We will mainly follow Deift and Zhou’s paper and do the necessary adjustments
whenever involve the phase function.
The main theorem is as following:
Theorem 1.2. Given q(x, 0) ∈ S(R) and its associated reflection coefficient r(z),in the
linear-like oscillation[1] region −x = O(t),the long-time behaviour of the solution to the
5th MKdV, i.e. the leading term of the solution q(x, t) to MKdV as t → ∞, can be
written as following:
(1.3)
q(x, t) = −2(
v
640tz30
)1/2 cos
(
−128tz50+ v log (2560tz
5
0) +φ(z0)
)
+O(
log(t)
t
)
where
(1.4) φ(z0) =
5π
4
− arg(r¯(−z0)) − arg (Γ(−νi)) +
1
π
∫z0
−z0
log
1− |r(s)|2
1− |r(−z0)|2
ds
s+ z0
and z0 = (|
x
80t |)
1/4.
The outline of the article is as following: In section 2 we simply formula the
inverse scattering transform for the 5th MKdV and its connection to a oscillatory
RHP. In section 3 we will introduce the solution method to RHP due to Beals and
Coifman[3], which connects a singular integral equation with RHP. In section 4
a scalar RHP is introduce along with some estimates on the solution. This scalar
RHP will be used to conjugate the matrix RHP and in preparing for contour
deformation. Also some of the estimates will be used when we reduce the original
RHP to a model RHP. In section 5, we will give the fundamental decomposition
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lemma in order to decompose a Schwartz function three parts, a non-analytic
small term, a analytic term and a rational function. Contour deformation and
truncation will be based on this lemma. In section 6 and 7 we will perform
contour deformation(Σ♯) and truncation (Σ ′) of the RHP, and give the error terms.
In section 8, we will reduce the phase function (5th order) to a second order
phase. Then we will separate the contributions of the two crosses ΣA ′ and ΣB ′ .
In section 9, reduce the RHP on ΣA ′(B ′) to a model RHP and solve it in terms of
parabolic cylinder equation.
2. IST and RHP
2.1. Inverse scattering problem formulaism In this section, we will formula the
scattering and inverse scattering for initial value q(x, t = 0) ∈ S(R). First we
consider the direct scattering problem and set t = 0:
(2.1) ψx(x; z) =
(
izσ3 +
(
0 q(x, t)
q(x, t) 0
))
ψ(x; z) ≡ Uψ
where σ3 =
(
1 0
0 −1
)
. Then following the standard scattering method[1, 3], set
µ = ψe−ixzσ3 , and rewrite equation(2.1) as following:
(2.2) ∂xµ = iz[σ3,µ] +Qµ, Q =
(
0 q(x, t)
q(x, t) 0
)
In order to analysis the propeties of µ, consider the following two integral equations(z ∈
R):
(2.3) µ±(x; z) = I+
∫x
±∞ e
i(x−y)ad σ3Q(y)µ±(y; z)dy
By method of The Neumann series for the Volterra equations, we will see that
these equations have unique bounded continuous solutions for x, z ∈ R provided
that q ∈ S.
From ODE theory, any two solutions of equation(2.1) are connected by a matrix
independent of x, i.e. ψ+ = ψ−S(t; z), where ψ± = µ±eixzσ3 . Since µ± are
normalized to identity matrix as x → ±∞, it is easy to check that the scattering
matrix S(z) has determinant 1. And by symmtry of potential matrix, we have
S(z) =
(
a b¯
b a¯
)
, where |a|2− |b|2 = 1. By analysis the Wronskians of ψ±, we will
have
a(z) = 1−
∫
R
q(y)µ+21(y; z)dy
b(z) = −
∫
R
e2iyzq(y)µ−11(y; z)dy
(2.4)
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Then a can be analytic continuated to the upper half plane C+. And a is contin-
uous in C+ and non-vanishing there. Moreover a(∞) = 1. Define the reflection
coefficient r := −b¯/a¯. In the present paper, we consider solitonless region, i.e. we
assume b 6= 0. Since |a|2 = 1 + |b|2, |a| > 1 and |r| = 1− |a|−2 < 1, therefore,
‖r‖L∞(R) < 1. And it is well-known that the direct scattering can be consider a
bijective map R from the initial value q(x, t = 0) to the reflection coefficient r(z).
More over from (2.2), and providing that q ∈ R, µ¯(−z¯) also satisfies the equation
(2.2), then by uniqueness, we obtaion:
(2.5) S¯(−z¯) = S(z)
and
(2.6) r¯(−z¯) = r(z)
Also from the analysis of the Neumann series of these two Volterra equations,
the first column of µ+ and the second column of µ−, denoted by µ+1,µ−2 re-
spectively, can be extended to C+ analytically. Similarly, one sees that the first
column of µ− and the second column of µ+, denoted by µ−1,µ+2 respectively,
can be extended to C− analytically By defining a new matrix
(2.7) m(x; z) =

(
µ+1
a(z)
,µ−2), z ∈ C+
(µ+2,
µ−1
b(z) ), z ∈ C−
Also denote m± as the boundary value of m from C+ and C− respectively Then
by uniqueness of solutions of equation (2.1), we can that since ψ+ = ψ−S,then
µ+ = µ−e
ix adσ3S.Then by reordering the columns of µ±, one can see that there
is a matrix v such that m+ =m−v. Direct calculation shows v(z) =
(
1− |r|2 r
−r 1
)
.
One thing worth mention here is that during the calculation, we will see naturally
the factorization of matrix v =
(
1 r
0 1
)(
1 0
−r¯ 1
)
, which will be used in later
sections.
We summary the above direct scattering problem as the following Riemann-
Hilbert problem:
Problem 0. Given a jump condition v(x, t = 0; z) = eixadσ3
(
1− |r|2 r
−r 1
)
=
eixadσ3v(z), r ∈ S, on the real line R. We are seeking for a 2× 2 matrix valued
function m(x; z) satisfies the following conditions:
(2.8)


m(x; z) is analytic off the real line and continuous to the boundary
m+ = m−v(x, t = 0; z) on R
m = I+
m1
z + o(z) as z→∞
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2.2. Time evolution and inverse scattering problem In this section we will
briefly discuss the time evolution and the inverse scattering problem and formu-
late them as a time evolution Riemann-Hilbert Problem. Since 5th MKdV is in the
AKNS-hierarchy, the Lax pair of time evolution part corresponding to the direct
scattering problem(2.1) can be calculated by using some symbolic computation
system. Here following Ma’s scheme[7], the stationary zero curvature equation
Wx = [U,W],where
W =
∑
i>0
W0,iλ
−i,W0,i =
(
ai bi
ci −ai
)
leads to the following recursion relation:
(2.9)


bi+1 =
1
2Ibi,x− Iqai,
ci+1 = −
1
2I − Iq¯ai
ai+1,x = qci+1 − q¯bi+1
upon taking the initial values
(2.10) a0 = 16I,b0 = c0 = 0
also impose the conditions of the integration for the third recursion relation:
(2.11) ai|q=0 = bi|q=0 = ci |q=0 = 0, ∀i > 1
Now let
(2.12) V [m] = (λmW)+
where (·)+ means the principle part of the Laurent expansion. Then the time-
evolution problem is followed by
(2.13) Ψt = V
[m]Ψ,
and the zero curvature equation
(2.14) Ut − V
[m]
x + [U,V
[m]] = 0
leads to the equivalent non-linear integrable PDEs. For m = 2, 3, we will obtain
the NLS equation and the MKdV equation respectively. In current paper, let
m = 5, we obtain the time-evolution part for the 5th MKdV equation, which
reads
(2.15) ψt = (16Iz
5σ3 + V0(q, q¯, z))ψ ≡ Vψ
where
V0 = 16qz
4σ1 + z
3(−8Iq2σ3 + 8Iqxσ1σ3) + z
2(8q3 − 4qxxx)σ1
+ z(6Iq4 − 4Iqxxq) + 2Iq
2
xσ3 + 12Iq
2qx − 2Iqxxxσ1σ3)
+ (6q5 − 10q2qxx − 10qq
2
x + uxxxx)σ1
(2.16)
provided that q = q¯.
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Then the time evolution of the reflection coefficient is given by
(2.17) r(t) = r(t; z) = e−16itz
5
r(z)
Now we formulate are the time evolution Riemann Hilbert problem as following:
Problem RHP1. Given r(z) ∈ S(R),v(x, t; z) = e(−16iz5t+ixz) adσ3v(z) = e−itθ(z;z0) adσ3v(z).
We are seeking to a 2× 2 matrix-valued function satisfying
(2.18)


m(x, t; z) is analytic off R and continuous to R
m+(x, t; z) =m−(x, t; z)v(x, t; z) on R
m(x, t; z) = I+
m1(x,t)
z + o(z) as z→∞
where the phase function θ(z; z0) = 16z
5 − 80z40z, z
4
0 = −
x
80t , z0 > 0, in this paper
we only consider the region x < 0, t > 0 and −x = O(t), as t→∞.
Sincem by the definition of (2.7) also satisfies the equation (2.2), then let z→∞
in both side, we obtain that the solution to the Cauchy problem of the 5th order
MKdV is:
(2.19) q(x, t) = − lim
z→∞ iz[σ3,m]12 = −2i[m1(x, t)]12
and the analysis of the long-time behaviour of solutions is reduced to the asymp-
totic analysis of RHP1.
3. Solution method of RHP by matrix factorization
In this section, we recall so-called Beal-Coifman method in order to solve the
matrix RHP by factoring a matrix into two triangle matrices. First define the
Cauchy Operator C±, given a function f ∈ L2(R),
C±f(z) = lim
ǫ↓0
∫
R
f(s)
s− (z± iǫ)
ds
2πi
.
It is well known that those operator are bounded from L2 to L2. Also it worth
note the property that C+ −C− = 1. Now consider a RHP with jump
v = v−1− v+ = (1−w−)
−1(1+w+)
on some contour on R, seek a functionmwhich is analytic in the upper half plane
C+ and in the lower half plane C− and continuous to the boundary from C+ or
C− respectively, denoted by m±. On the boundary m+ = m−v. The method of
Beals and Coifman says that if µ solve the following singular integral equation:
(3.1) µ = 1+Cwµ
where
Cw(f) := C−(fw+) +C+(fw−).
Then the solution to the RHP is then given by
(3.2) m(z) = 1+
∫
R
µ(s)(w−(s) +w+(s))
s− z
d¯s, d¯s =
ds
2πi
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The existence of the RHP now transformed to existence of the singular integral
equation, i.e. the invertibility of operator I−Cw. Also by the Fredholm theorem,
the existence guarantees the uniqueness. It’s easy to show Cw is a bounded
operator in L2 provided that w± ∈ L∞. One sufficient condition for I−Cw to be
invertible is given by
‖w+‖L∞ + ‖w−‖L∞ < 1
In the following sections, we will factorize the jump matrix such that the L2 norm
corresponding Cw operator will less than 1 for sufficient large t.
Now suppose the RHP (2.18) has a solution, combining (2.19) and (3.2), the
potential can be recovered by
(3.3) q(x, t) =
[∫
R
µ(s)(w−(s) +w+(s))
ds
π
]
12
4. A scalar RHP
In this section we will consider the following scalar RHP, given r ∈ S, |r| <
1,seeking analytic function δ, such that
(4.1)
{
δ+(z) = δ−(z)[χD−(1− |r|
2) + χD+ ]
δ(∞) = 1
whereD− = {z : θ(z) < 0} , D+ = {z : θ(z) > 0} and χ is the characteristic function.
Then the solution to (4.1) ,bu the Plemelj’s formula, is
(4.2) δ(z) = e
∫z0
−z0
log(1−|r(s)|2)
s−z d¯s
Also since log(1− |r(s)|2) is Lipschitz continuous, by the Plemelj-Privalov theorem,
δ(z) is also Lipschitz continuous on R. More explicitly, set χ(z) =
∫z0
−z0
log(1−|r(s)|2)
log(1−|r(−z0)|2)
d¯s
s−z
and ν = −(2π)−1 log(1 − |r(−z0)|
2), we have the following formula near for
z ∈ C\R:
log(δ(z)) =
∫z0
−z0
log(1− |r(s)|2)
s− z
d¯s
=
∫z0
−z0
log(1− |r(s)|2) − log(1− |r(−z0)|
2)
s− z
+
log(1− |r(−z0)|
2)
s− z
d¯s
= χ(z) +
∫z0
−z0
log(1− |r(−z0)|
2)
s− z
d¯s
= χ(z) + iν
(4.3)
with properly choosing cuts such that :
(4.4) | arg(z± z0)| < π.
Also, given q(x, t) is real function, then µ¯(−z¯) solves the equation (2.2), which fur-
ther implies that scattering matrix s(z) = s¯(−z¯) thus for the reflection coefficient,
8Long-time asymptotic behaviour for the fifth order Modified Korteweg-de Vries equation
we have:
(4.5) r(z) = r¯(−z¯)
By uniqueness of the scalar RHP, (4.3) and (4.5), we obtain
δ(z) = δ(−z¯) = (δ(z¯))−1
and for real z,
|δ+(z)δ−(z)| = 1,(4.6)
|δ±(z)| = 1, if z ∈ D+,(4.7)
|δ+(z)| = |δ
−1
− (z)| = (1− |r(z)|
2)1/2 for z ∈ D−,(4.8)
Hence by the maximum principle, |δ(z)|±1 <∞ for all z.
Now let we conjugate the RHP (2.18) to the following RHP:
Problem RHP1’.
(4.9)
{
m+δ
−σ3
+ = m−δ
−σ3
− δ
σ3
− v(x, t; z)δ
−σ3
+
mδ−σ3(∞) = I
Remark. The normalization condition can be verified from the proposition since
r ∈ S(R),δ→ 1 as z→∞.
5. Decomposition of the Schwartz function
In this section, consider a fundamental decomposition of any Schwartz func-
tion in the spirit of method of stationary phase method, i.e decomposition a
Schwartz function on the intervals where the phase function is monotonic there.
This fundamental decomposition will be applied to decompose the matrix RHP.
Lemma 5.1. Suppose ρ ∈ S(R),and given a phase function θ(z) = 16z5 − 80z40z,where
z0 the positive stationary point of θ. Then there exists a decomposition of ρ = h1 + h2 +
R,such that for ǫ > 0 and α ∈ (0,π/4],
|e−2itθ(z)h1(z)| 6 ct
−k, z(u) = z0 + uz0e
πi,u ∈ [0, 1]
|e−2itθ(z)h2(z)| 6 ct
−k, z(u) = z0 + uz0e
i(π−α),u ∈ [0, 1/ cosα]
|e−2itθ(z)R(z)| 6 Ce−4z
5
0ǫ
2t, z(u) = z0 + uz0e
i(π−α),u ∈ [ǫ, 1/ cosα]
(5.2)
Proof. Since ρ ∈ S,consider the Taylor truncate R(z) =∑nj=0 cj(z− z0)j with n > 1
, and define h = ρ− R, then we have h = O(|z− z0|
n+1). Set a(z) = (z− z0)
q,n >
q > 1,q ∈ N. Define a new function f(θ) = {h/a}(z(θ))H(−|θ|+ 64z50). It is well-
defined since θ(z) is monotonic in [−z0, z0] hence is invertible. Note that by chain
rule, we have
(5.3)
df
dθ
=
df
dz
(θ ′)−1
Each time this process will reduce the degree of z − z0 by 2. Also we have
dθ = 80(z2 + z20)(z + z0)(z − z0)dz. So near z0,for any 0 6 j 6
n+1−q
2 ,
djf
dθj
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O((z− z0)
n+1−q−2j+1) ∈ L2(R), then by the Plancherel’s theorem, we have (1+
s2)j/2|fˆ| ∈ L2(R).
Now consider h(z) = a(z)
∫
R
fˆ(s)e−isθdθ = a(z)
∫∞
t fˆ(s)e
isθds+a(z)
∫t
−∞ fˆ(s)eisθds,
and set h1 = a(z)
∫∞
t fˆ(s)e
isθds,h2 = a(z)
∫t
−∞ fˆ(s)eisθds. Then on the real line,
|e−2itθh1| 6 c
∫∞
t
|fˆ|ds
6 c‖(1+ s2)−p‖L2([t,∞))‖(1+ s2)p|fˆ|‖L2([t,∞))
6 ct−p
(5.4)
On the second segment of (5.2),we have
|e−2itθh2|c 6 (z0u)
qe−tℜiθ(z)
∫t
−∞ e
(s−t)ℜiθ(s) |fˆ(s)|ds
6 cz
q
0 u
qe−tℜiθ(z)‖(1+ s2)−1‖L2(−∞,t)‖(1+ s2)|fˆ(s)|‖L2(−∞,t)
6 cuqe−tℜiθ(z)
(5.5)
In fact,consider the identiy
(5.6) θ(z) = −64z50 + 160z
5
0(z− z0)
2
(
1+
z− z0
z0
+
(z− z0)
2
2z20
+
(z− z0)
3
10z30
)
Thus on the ray, z = z0 + uz0e
(π−α)i,u 6 1/ cosα,noting that α is fixed and
sufficient small, we have
ℜ(iθ) = 16z50u
2
(
10 sin (2α) − 10u sin (3α) + 5u2 sin (4α) −u3 sin (5α)
)
> 16u2z50
(
10 sin (2α) − 10 sin (3α)/ cos (α) + 5(cos (α))−2 sin (4α) − (cos (α))−3 sin (5α)
)
= 16c(α)z50u
2
(5.7)
Since for small α,
(
10 sin (2α) − 10u sin (3α) + 5u2 sin (4α) −u3 sin (5α)
)
will be
monotonically decreasing and it is also easy to check that this minimum is pos-
itive as long as α > 0. Now we have ℜiθ(z) > 16c(α)z50u
2, and by taking the
derivative of uqe−tℜiθ(z), it is easy to see that uqe−tℜiθ(z) is controlled by
ct−q/2. So we have
(5.8) |e−2itθh2| 6 ct
−q/2
Finally, we estimate R on the third segment of (5.2). Since R is a polynomial, it is
controlled by the exponential decay, that is to say
(5.9) |e−2itθR(z)| 6 ce−tℜiθ 6 ce−16c(α)z
5
0ǫ
2t
Since the function ρ ∈ S, R could be a polynomial of any order, so are the p and
q. This completes the proof. 
Remark. If we replace the a(z) by a(z)/(z+ i)2, then the first two bounds on (5.2)
should be ct
−k
1+|z|2
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For the part of (z0,∞) the decomposition is slightly different by replacing
polynomial R by a rational R which decays at infinity. In the proof we need
consider ρ0 the Taylor truncate of (z− i)
10ρ and set R = ρ0/(z− i)
10 and h = ρ−R,
then by the same harmonic analysis technique we obtain the following lemma:
Lemma 5.10. Suppose ρ ∈ S(R),and given a phase function θ(z) = 16z5− 80z40z,where
z0 the positive stationary point of θ. Then there exists a decomposition of ρ = h1 + h2 +
R,such that for ǫ > 0
|e−2itθ(z)h1(z)| 6 ct
−k/(1+ |z|2), z(u) = z0 + uz0e
πi,u ∈ (−∞, 0)
|e−2itθ(z)h2(z)| 6 ct
−k/(1+ |z|2), z(u) = z0 + uz0e
(π−α)i,u ∈ (−∞, 0)
|e−2itθ(z)R(z)| 6 ce−16c(α)z
5
0ǫ
2t, z(u) = z0 + uz0e
(π−α)i,u ∈ (−∞,−ǫ)
(5.11)
And for phase function −θ(z), we have their counterparts. We summary all
the estimates as the following theorem:
Theorem 5.12. Let ρ be a real-valued function in S(R), given the phase function θ(z) =
16z5 − 80z40z,where z0 is the only positive stationary point. Take ǫ ∈ (0, 4z0/5),and set
L = {z : z = z0 + uz0e
(π−α)i,u ∈ (−∞, 1/ cosα]}
Lǫ = {z : z = z0 + uz0e
(π−α)i,u ∈ (ǫ, 1/ cosα]}
(5.13)
there exist a decomposition ρ = h1 +h2 + R satisfying the following estimates:
|h1(z)e
−2itθ(z)| 6
ct−k
1+ z2
, z ∈ R, ∀k ∈ N
|h2(z)e
−2itθ(z)| 6
ct−k
1+ |z|2
, z ∈ L, ∀k ∈ N
|R(z)e−2itθ(z)| 6 ce−16c(α)z
5
0ǫ
2t, z ∈ Lǫ
(5.14)
Similarly, there exist a decomposition of ρ¯ with respect to the e2itθ on the conjugation of
L and Lǫ. And for stationary point −z0 we have similar decomposition along with the
estimates.
z0−z0
α
L¯
L
Lǫ
L¯ǫ
Figure 5.15. Contours of L and Lǫ and their conjugations for
both z0 and −z0
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6. Contour Deformation of the RHP1
In this section, we deform the original RHP to the new contour Σ = L ∪ L¯ ∪R.
For convenience we change the orientation for |z| > z0, which is done by taking
the inverse of the original jump matrix.
LetΩj, j = 1, 2, ..., 8 defined in Fig.6.1, as well as the orientation of the contours.
And consider the factorization of jump matrix of RHP1’, combining the decom-
z0−z0
α
L¯
L
Lǫ
L¯ǫ
Ω1
Ω2
Ω3
Ω4
Ω5
Ω6
Ω7
Ω8
Figure 6.1. Contours of L and L ′ and their conjugations for both
z0 and −z0
position lemma, let ρ = −r(z)H(|z| > z0) +
r
1−|r|2
H(|z| < z0), the jump matrix on
(4.9) δ
−σ3
− vδ
σ3
+ can be rewritten as(
1 0
−ρ¯δ−2− 1
)(
1 ρδ2+
0 1
)
=: b−1− b+.
Due to the decomposition lemma ρ = h1 + h2 + R, denote
b− = b
o
−b
a
− =
(
1 0
h¯1δ
−2
− 1
)(
1 0
h2 + Rδ
−2
− 1
)
b+ = b
o
+b
a
+ =
(
1 h1δ
2
+
0 1
)(
1 (h2 + R)δ
2
+
0 1
)
and define
w± := ±(b± − I)
w = w+ +w−.
It is easy to show that for fix x, t, we have w±,w ∈ L2 ∩ L1 ∩ L∞.
Problem RHP2. Setting
(6.2) m♯(z) =


mδ−σ3 , z ∈ Ω7 ∪Ω8
mδ−σ3(ba+)
−1, z ∈ Ω4 ∪Ω5 ∪Ω6
mδ−σ3(ba−)
−1, z ∈ Ω1 ∪Ω1 ∪Ω3
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(6.3) v♯(z) =


(bo−)
−1bo+, z ∈ R
ba+, z ∈ L
(ba−)
−1, z ∈ L¯
(6.4) RHP2 =
{
m
♯
+ = m
♯
−e
−itθσˆ3v♯
m♯(∞) = I
One thing we need to check is the normalization condition, m♯(∞) = I, which
follows directly by using the estimates in the decomposition lemma and estimates
for the scalar RHP.
7. Truncation of the contours
Following the analysis in Deift-Zhou’s method,especially the restriction lemma
([5] Lemma 2.56), since we have similar decomposition for ρ(ρ¯), we can easily esti-
mate the errors generated from the truncating contours. For reader’s convenience,
we will list the lemmas which trivially follow from the decomposition lemma. Be-
fore that, we introduce some new notations first.
Set w ′ : Σ → M(2,C) supported on Σ ′ = Σ\(Lǫ ∪ L¯ǫ ∪R) with contributions
from R(R¯) only. And denote the difference of w♯ and w ′ as we, see Fig.7.1, where
w♯ = w
♯
++w
♯
− and w
♯
± = ±(b♯±− I). In what follows, it takes two steps to reduce
RHP-data (w♯,Σ) to (w ′,Σ ′). The following estimate show the L2(dz) uniform
boundedness for w ′,w♯,we while their L1 and L∞ boundedness are directly from
the decomposition lemma.
z0−z0
we = R+ h2
we = R+ h2
we = R
we = R¯
α
we = h1(h¯1)
L¯
L
Lǫ
L¯ǫ
Figure 7.1. The errors of the truncation of contours.
Lemma 7.2. ‖w♯‖L2(Σ,dz) 6 Ct−1/4, ‖we‖L2(Σ,dz) 6 Ct−k, ‖w ′‖L2(Σ,dz) 6
Ct−1/4
Proof. The second estimate directly comes from the decomposition lemma. For
the last estimate, consider w ′+ first, since |R| 6 C(1+ |z|2)−1 for z ∈ L, and also we
have
ℜ(iθ) > 16c(α)z50u
2
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Hence by the estimate for the scalar RHP, we have
‖w ′+‖L2 6 (
∫
L
|δ2(z)R(z)|2e−2tℜ(iθ)|dz|)1/2
6 C(
∫
(−∞,1/ cosα] e
−32c(α)z50u
2tdu)1/2
6 Ct−1/4
(7.3)
And we have similar estimate for R¯, then by triangle inequality we have
‖w ′‖L2 6 ‖w ′+‖L2 + ‖w ′−‖L2 6 Ct−1/4
Then, the first estimate comes from the triangle inequality. 
The first reduction is to reduce (w♯,Σ) to (w ′,Σ). It is essential to show the
boundedness of (1−Cw ′)
−1 and (1−Cw♯)
−1 first. We will prove the following
two propositions:
Proposition 7.4. (1−Cw ′)
−1 is uniformly bounded form L∞(Σ) + L2(Σ) to L2(Σ) for
t sufficiently large.
Proof. It is equivalent to show that there exits t0 such that for t > t0, ‖Cw ′‖L2 < 1,
where Cw ′ maps L
∞ to L2 since w ′(w ′±) ∈ L2. In fact, taking f ∈ L∞(Σ,dz)
‖Cw ′f‖L2 6 ‖C+(fw ′−)‖L2 + ‖C−(fw ′+)‖L2
6 (‖w ′+‖L2 + ‖w ′−‖L2)‖f‖L∞
6 Ct−1/4‖f‖L∞
(7.5)
And by choosing t0 = C
4 + 1, we have ‖Cw ′‖L2 < 1 uniformly with respect to
z ∈ Σ.
For f ∈ L2(Σ,dz),
‖Cw ′f‖L2 6 ‖C+(fw ′−)‖L2 + ‖C−(fw ′+)‖L2
6 ‖w ′−‖L∞‖C+(f)‖L2 + ‖w ′+‖L∞‖C−(f)‖L2
6 Ct−k‖f‖L2
(7.6)
and choosing t0 = C
k + 1, we have ‖Cw ′f‖L2 < 1 uniformly with respect to z.
Then there exists a t0, such that Cw ′ is uniformly bounded from L
2+L∞ → L2 
Similarly, we have the following proposition for (w♯,Σ):
Proposition 7.7. (1− Cw♯)
−1 is uniformly bounded form L∞(Σ) to L2(Σ) for t suffi-
ciently large.
Then by the lemma (7.2) and the resolvent identities, it is by direct computation
to show the following estimate:
Lemma 7.8.
(7.9) q(x, t) = 2
[
−
∫
Σ
((1−Cw ′)
−1I)w ′(s)
]
12
+O(t−k), ∀k ∈ N
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And recall the restriction lemma in Deift-Zhou’s paper[5],Lemma 2.56, we can
restrict the Cauchy operator on Σ to Σ ′ without errors, i.e. (1Σ ′ − CΣ
′
w ′)
−1I =
(1Σ −C
Σ
w ′)
−1I. And we finally have the following proposition:
Proposition 7.10.
(7.11) q(x, t) = 2
[
−
∫
Σ ′
((1−Cw ′)
−1I)w ′(s)
]
12
+O(t−k), ∀k ∈ N
The corresponding RHP reads:
Set
L ′ = L\Lǫ
and
(7.12) Σ ′ = L ′ ∪ L ′
Define the sectional analytic function m ′(z), z /∈ Σ ′ as
(7.13) m ′(z) = I+
∫
Σ ′
((1−Cw ′)
−1I)w ′(s)
s− z
ds
2πi
On the boundary we have a new RHP:
Problem RHP3.
(7.14)
{
m ′+ = m ′−e−itθσˆ3v ′(z), z ∈ Σ ′
m ′(∞) = I
where
w ′ = w ′+ +w
′
−,(7.15)
b ′± = I±w ′±(7.16)
v ′ = (b ′−)
−1b ′+(7.17)
from the definition of w ′ we have
(7.18)


b ′+ =
(
1 Rδ2+
0 1
)
,b ′− =
(
1 0
0 1
)
, z ∈ L ′
b ′+ =
(
1 0
0 1
)
,b ′− =
(
1 0
R¯δ−2− 1
)
, z ∈ L ′
8. Reducing the phase function and separating the contributions
In this section we will show how to reduce the order of phase function and
then separate the contributions from different stationary phase points. First we
introduce some new notations. Split Σ ′ into disjoint union of two crosses Σ ′A ∪Σ ′B,
see Figure 8.1. And decompose w ′ = w ′χΣ ′A +w
′χΣ ′B =: w
A ′ +wB
′
.
Define the Cauchy operators A ′,B ′ on Σ ′ by
(8.2) A ′ := C
wA
′ , B ′ := C
wB
′
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z0−z0
Σ ′BΣ
′
A
Σ ′
Figure 8.1. Splitting Σ ′ into Σ ′A and Σ
′
B
Extend the contours Σ ′A and Σ
′
B by assigning 0 to wˆ
A ′ ,wˆB
′
to the contours
ΣˆA ′ = {z = −z0 + z0ue
±iα : u ∈ R}(8.3)
ΣˆB ′ = {z = z0 + z0ue
±iα : u ∈ R}(8.4)
(8.5)
The associated operators on ΣˆA ′ ,ΣˆB ′ are denoted by Aˆ
′, Bˆ ′. And denote the
shifted contours by ΣA,ΣB , which are {z = z0ue
i±α,u ∈ R} oriented as ΣˆA ′ ,ΣˆB ′
respectively.
Introduce the shift and scaling operators, set a =
√
640tz30:
NA(f(z)) := f(z/a− z0)(8.6)
NB(f(z)) := f(z/a+ z0)(8.7)
(8.8)
In the following analysis we will focus on the contour ΣB and give the similar
results for the contour ΣA without proofs.
In fact, we have
(8.9) NB(δe
−itθ)(z) = δ0B(z)δ
1
B(z)
where
(8.10) δ0B(z) = e
χ(z0)e−itθ(z0)(2z0a)
−iν
and
(8.11)
δ1B(z0) = z
iν(
2z0
z/a+ 2z0
)iνeχ(z/a+z0)−χ(z0)e−iz
2/4[1+z/(az0)+z
2/(2a2z20)+z
3/(10z30a
3)]
Since the only difference between our concern and Deift-Zhou 93’s work[5] is
the phase function, and the estimates for the Cauchy operator after shifting and
scaling are completely based on the phase. By conjuate the matrices wˆB± on the
contour L¯B = {z = uz0ae
iα,−ǫ < u <∞} and LB = {z = uz0ae−iα,−ǫ < u <∞}
and with identity jumps for the rest of the contour, i.e. ΣB\(LB ∪ L¯B), as a result
we have
N0B(wˆ
B ′
− ) := (δ
0
B)
σˆ3NB(wˆ
B ′
− ) =
(
0 0
−R¯(z/a+ z0)(δ
1
B)
−2 0
)
(8.12)
N0B(wˆ
B ′
+ ) := (δ
0
B)
σˆ3NB(wˆ
B ′
+ ) =
(
0 R(z/a+ z0)(δ
1
B)
2
0 0
)
(8.13)
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(8.14)
As t→∞,
(8.15) R¯(z/a+ z0)(δ
1
B)
−2 − R¯(z0±)z−2νieiz
2/2 → 0
where
(8.16) R(z0±) = lim
z→z0±
R(z) = lim
z→z0±
ρ(z) = {+ : r¯(z0);− : −r¯(z0)(1− |r(z0)|
2)−1}
More specifically, for the contour ΣB, we have the following estimate for the
rate of convergence:
Lemma 8.17. Analogous to Lemma 3.35 in [5]. Let γ be a small positive number that
γ < 1/2 and t0 be some large number. Then for z ∈ L¯B,and for t > t0,∣∣∣R¯(z/a+ z0)(δ1B)−2 − R¯(z0±)z−2νieiz2/2∣∣∣
6 C(z0)e
−γℑz2/2
(
t−1/2 + t−1/2 log (t)
)(8.18)
Lemma 8.19. Let f(s) = log
1−|r(s)|2
1−|r(z0)|2
, χ(z) = 12πi
∫z0
−z0
f(s)
s−zds, where r is the reflec-
tion coefficient which is in schwartz space. Then for z ∈ L0 = {z = ueiα, |u| < 1},we
have
|χ(z0 + z) − χ(z0)| 6 c|z|| log |z||(8.20)
Proof. Since r is a Schwartz function, it is trivial to show that f(s) is Lipschtz. And
f(z0) = 0, so |f(s)| = |f(s) − f(z0)| 6 C|s− z0|, where C is independent from z0, s.
Now write
|χ(z+ z0) − χ(z0)| 6
|z|
2π
∫z0
−z0
|f(s)|ds
|(s− z− z0)(s− z0)|
6
C|z|
2π
∫z0
−z0
ds
|s− z− z0|
6
C|z|
2π
∫0
−2z0
ds
|s− z|
(8.21)
Since |s− z| > 1/2(−s sin (α) + |z| sin(α)), ∀z ∈ L0, s ∈ [−2z0, 0], we have∫0
−2z0
ds
|s− z|
6 2
∫0
−2z0
ds
−s sin (α) + |z| sin(α)
=
2
sinα
∫0
−2z0
ds
−s+ |z|
=
2
sinα
∫ |z|+2z0
|z|
ds
s
6
2
sinα
log (1+
2z0
|z|
)
6 C |log |z||
(8.22)
Combining above analysis, lemma is proved. 
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Remark. In fact the above lemma is the direct conclusion from the Plemelj-Privalov
theorem.
Proof. The main lemma
Write
R¯(z/a+ z0)(δ
1
B)
−2 − R¯(z0±)z−2νieiz
2/2
= (eiγz
2/2)
(
eiγz
2/2
[
R¯(z/a+ z0)(
2z0
z/a+ 2z0
)−2iνz−2iν
ei(1−2γ)z
2/2ξe−2[χ(z/a+z0)−χ(z0)] − R¯(z0±)z−2νiei(1−2γ)z
2/2
])
(8.23)
where ξ = 1+(1− 2γ)−1(z/(az0)+ z
2/(2a2z20)+ z
3/(10z30a
3)). Each terms in (8.23)
is uniformly bounded with respect to x < 0, t > 0. |eiγz
2/2| = e−γz
2
0u
2a2sin(α)
is trivially bounded provided that α < π/2, so is |ei(1−2γ)z
2/2|. Applying the
decomposition lemma, |R¯(z/a+ z0)| 6 c/(1+ z
2
0). Also
sup
−ǫ<u<∞|(
2z0
z/a+ 2z0
)−2νi|
= sup
−ǫ<u<∞ e
−2νarg(1+u/2eiα) 6 C
(8.24)
as arg(1+ u/2eiα) is positive when u > 0 and 0 < ν < −1/(2π) log(1− η2) 6 ∞
provided that |r(z)| 6 η < 1.. The term ei(1−2γ)z
2/2ξ is bounded as
ℜi(1− 2γ)z2/2ξ
= ℜi(1− 2γ)1/2u2a2z20e
i2α(1+ (1− 2γ)−1(ueiα + 1/2u2e2iα + 1/10u3e3iα))
= −1/2u2a2z20(sin(2α) + u sin(3α) + 1/2u
2 sin(4α) + 1/10u3 sin(5α))
(8.25)
is negative when α < π/5 and u goes to infinity, so |ei(1−2γ)z
2/2ξ| is bounded.
Finally, due to lemma (8.19), e−2{χ(z/a+z0)−χ(z0)} is bounded.
Now we have
|eiγz
2/2(R¯(z/a+ z0) − R¯(z0±))| 6 eℜ(iγz
2/2)‖R¯ ′‖∞|z/a|
6 c(tz30)
−1/2
(8.26)
and ∣∣∣∣eiγz2/2
(
(
2z0
z/a+ 2z0
)−2iν − 1
)∣∣∣∣
=
∣∣∣∣∣eiγz2/2
∫1+z/(2az0)
1
(2iν)u2iν−1du
∣∣∣∣∣
6 |eiγz
2/2||z/(2az0)| sup
u=1+ sz2az0
,06s61
|u2iν−1|
(8.27)
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Since
|u2iν−1| = |e(2iν−1)(log |u|+i arg(u))|
= e− log |u|e−2ν arg(u)
=
e−2ν arg(u)
|u|
(8.28)
And it is easy to check that |u| > sin(α) and since arg(u) is bounded, so
sup
u=1+ sz2az0
,06s61
|u2iν−1|
is uniformly bounded with respect to x, t and thus
(8.29)
∣∣∣∣eiγz2/2
(
(
2z0
z/a+ 2z0
)−2iν − 1
)∣∣∣∣ 6 C(tz30)−1/2.
Next write ∣∣∣eiγz2/2 (e−2(χ(z/a+z0)−χ(z0)) − 1)∣∣∣
6 sup
06s61
|e−2s(χ(z/a+z0)−χ(z0))||2eiγz
2/2(χ(z/a+ z0) − χ(z0))|
6 C|eiγz
2/2||z/a|| log |z/a||
6 C
log(tz30)
(tz30)
1/2
(8.30)
And finally we have
|eiγz
2/2z−2νi(ei(1−2γ)(z
2/2)ξ − ei(1−2γ)z
2/2)|
6 c|eiγz
2/2||z/a| sup
06s61
|
d
ds
ei(1−2γ)z
2/2ξ(z;s)|
6 C(tz30)
−1/2
(8.31)
Thus combining above estimates yields the expecting lemma. The rapid decay of
C(z0) comes from the decomposition lemma. 
Remark. By similar analysis, we have∣∣∣R(z/a+ z0)(δ1B)2 − R(z0±)z2νie−iz2/2∣∣∣
6 C(z0)e
−γℑz2/2
(
t−1/2 + t−1/2 log (t)
)(8.32)
on LB.
Moreover, on the contour ΣA, there are similar estimates for L¯A and LA too,
which are
(8.33) (NAδe
−itθ) = δ0Aδ
1
A
where
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δ0A(z) = e
χ(−z0)e−itθ(−z0)(2az0)
iν
δ1A(z) = e
iz2/4(1−z/(az0)+z
2/(2a2z20)−z
3/(10a3z30))
eχ(z/a−z0)−χ(−z0)(−z)−iν
(
−2z0
z/a− 2z0
)−iν(8.34)
And the analogs of lemma(8.17) are∣∣∣R¯(z/a− z0)(δ1A)−2 − R¯((−z0)±)(−z)2νie−iz2/2∣∣∣
6 C(z0)e
−γℑz2/2
(
t−1/2+ t−1/2 log (t)
)(8.35)
for z ∈ L¯A,and ∣∣∣R(z/a− z0)(δ1A)2 − R((−z0)±)(−z)−2νieiz2/2∣∣∣
6 C(z0)e
−γℑz2/2
(
t−1/2 + t−1/2 log (t)
)(8.36)
for z ∈ LA.
Then follow the same analysis in DZ93[5] we arrive at the following proposi-
tion:
Proposition 8.37.
q(x, t) =
[
−2
∫
ΣA ′
((1−C
wA
′ )−1I)wA
′
(s)
ds
π
]
12
+
[
−2
∫
ΣB ′
((1−C
wB
′ )−1I)wB
′
(s)
ds
π
]
12
+O(t−k) +O(
c(z0)
t
), ∀k ∈ N
(8.38)
as t→∞
9. Model RHP
In this section, we will transform the argumented RHP to a RHP on the real
with a jump does not depend on z. Then by Louville’s argument, we can solve the
RHP explicitly and represented by solutions of the parabolic-cylinder equation.
First we introduce some new notations following Deift-Zhou’s method. Let Aˆ ′ =
C
wˆA
′ : L2(ΣˆA ′) → L2(ΣˆA ′) and let ∆˜0A : L2(ΣˆA ′) → L2(ΣˆA ′) as the right multiple
by (δ0A)
σ3 . Then after shifting and rescaling, the new operator denotes A := CwA :
L2(ΣA)→ L2(ΣA), where wA = (∆0A)−1(NAwˆA
′
)∆0A, and it has the relation with
Aˆ ′:
(9.1) Aˆ ′ = N−1A (∆˜
0
A)
−1A∆˜0ANA
On the contour ΣA, see figure (9.8), we have the RHP data for A :w
A = wA+ +w
A
− ,
where wA+ =
(
0 (NAR)(δ
1
A)
2
0 0
)
and wA− =
(
0 0
−(NAR¯)(δ
1
A)
2 0
)
. Then base on
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the lemma (8.35) and lemma (8.36), we have the RHP data for A0. Set vA
0
=
(bA
0
− )
−1bA
0
+ = (I −w
A0
− )
−1(I +wA
0
+ ), where we define w
A0 according to (8.35)
and (8.36), as
wA
0
= wA
0
+ =
(
0 R((−z0)+)(−z)
−2νieiz
2/2
0 0
)
χ{z∈Σ2A}(9.2)
+
(
0 R((−z0)−)(−z)
−2νieiz
2/2
0 0
)
χ{z∈Σ4A}(9.3)
= wA
0
− =
(
0 0
−R¯((−z0)+)(−z)
2νie−iz
2/2 0
)
χ{z∈Σ1A}(9.4)
+
(
0 0
−R¯((−z0)−)(−z)
2νie−iz
2/2 0
)
χ{z∈Σ3A}(9.5)
where
R((−z0)+) = limz→(−z0)+ ρ(z) =
r(−z0)
1−|r(−z0)|2
(9.6)
R((−z0)−) = limz→(−z0)− ρ(z) = −r(−z0)(9.7)
Next we will show how to approximate the RHP data wA
′
by the data wA
0
. In
0
Σ2A
Σ1A
Σ3A
Σ4A
Figure 9.8. Oriented contour ΣA
fact, applying the restriction lemma and by changing variables, we can show that∫
ΣA ′
((1−C
wA
′ )−1I)wA
′
(ξ)dξ =
∫
ΣAˆ ′
((1−C
wˆA
′ )−1I)wˆA
′
(ξ)dξ
=
∫
ΣAˆ ′
(N−1A (∆˜
0
A)
−1(1−A)−1∆˜0ANAI)(ξ)wˆ
A ′(ξ)dξ
=
1
a
∫
ΣA
((1−A)−1∆0A)(ξ)(∆
0
A)
−1(NAwˆ
A ′)(ξ)∆0A(∆
0
A)
−1dξ
=
1
a
∆0A
∫
ΣA
((1−A)−1I)wA(ξ)dξ(∆0A)
−1
=
1
a
∆0A
∫
ΣA
((1−A0)−1I)wA
0
(ξ)dξ(∆0A)
−1 +
1
a
O(t−1/2 +
log(t)
t1/2
)
(9.9)
And combining with Proposition (8.37), we have
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Proposition 9.10.
q(x, t) =[
−2
a
∆0A
∫
ΣA
((1−A0)−1I)wA
0
(ξ)
dξ
π
(∆0A)
−1]12
[
−2
a
∆0B
∫
ΣB
((1−B0)−1I)wB
0
(ξ)
dξ
π
(∆0B)
−1]12
+O(t−k) +O(t−1 +
log(t)
t
), ∀k ∈ N, k > 2
(9.11)
as t→∞
Note
∫
ΣA
((1−A0)−1I)wA
0
(ξ)dξ is connect to the following RHP, let
(9.12) mA
0
(z) = I+
∫
ΣA
((1−A0)−1I)wA
0
(ξ)
ξ− z
dξ
2πi
, z ∈ C\ΣA
Then the corresponding RHP reads
(9.13)
{
mA
0
+ (z) =m
A0
− (z)v
A0(z), z ∈ ΣA
mA
0
(∞) = I
where
(9.14) vA
0
(z) = (1−wA
0
− )
−1(1+wA
0
+ )
Also we obtain that
(9.15) mA
0
1 := −Res(m
A0(z),∞) = ∫
ΣA
((1−A0)−1I)wA
0
(ξ)
dξ
2πi
.
Similarly, we can compute for ΣB, and since the reflection coefficient has the
property that r(z) = −r¯(−z¯) and note that all the jump matrices are triangle
matrix, we have the following relation:
(9.16) σ3vB
0
(−z¯)σ3 = v
A0(z)
Moreover, by uniqueness of the RHP,
(9.17) mA
0
(z) = σ3mB
0
(−z¯)σ3
which implies that
(9.18) mB
0
1 = −σ3m
A0
1 σ3
Now form the Proposition(9.10), it follows
(9.19) q(x, t) =
−2
a
[
(δ0A)
2(mA
0
1 )12 + (δ
0
A)
2(mA
0
1 )12
]
+O(
log(t)
t
)
as t → ∞. In the rest of the section, we will solve the model RHP in terms of
solutions of the parabolic-cylinder equation. The basic idea is to "close the lens",
which is the inverse processing of the contour deformation ("open lens").
First we reorient the right-half of ΣA , denote the new contour as ΣA,r, mean-
while the new RHP data on the right half plane become wA,r± = −w
A0
∓ , then
extend the contour ΣA,r to Σe = ΣA,r ∪R by assigning 0 to the RHP data on R
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0
Ωe1
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Ωe3
Ωe4
Ωe5
Ωe6
Figure 9.20. Oriented contour ΣA
and mark the six regions as shown on the Fig, then define a matrix φ as
(9.21) φ(z) = (−z)viσ3 ×


1 z ∈ Ωe2 ∪Ωe5
(bA
0
+ )
−1 z ∈ Ωe1 ∪Ωe4
(bA
0
− )
−1 z ∈ Ωe3 ∪Ωe6
Conjugating vA
0
by φ−(z)v
A0φ−1+ (z), denotes as v
A0,φ, we have a new RHP
which only has jumps on the real line. And the jump on the real line is
vA
0,φ = φ−(z)φ
−1
+ (z)
= (−z)
iνσ3
− ((b
A0
− )
−1)bA
0
+ (−z)
−iνσ3
+
= eiz
2/4σˆ3

 1 0
−
r¯(−z0)
1−|r(−z0)|2
1

 (−z)iνσ3− (−z)−iνσ3+

1 r(−z0)1−|r(−z0)|2
0 1


= eiz
2/4σˆ3

 1 0
−
r¯(−z0)
1−|r(−z0)|2
1

 (1− |r(−z0)|2)σ3

1 r(−z0)1−|r(−z0)|2
0 1


= eiz
2/4σˆ3
(
1− |r(−z0)|
2 r(−z0)
−r¯(−z0) 1
)
= eiz
2/4σˆ3v(−z0)
(9.22)
Then let H(z) =mA
0
(z)φ−1(z), is satisfies the following RHP :
(9.23)
{
H+(z) = H−(z)e
iz2/4σˆ3v(−z0), z ∈ R
H(∞) = (−z)νiσ3
Let Ψ = Heiz
2/4σ3 , then Ψ+ = Ψ−v(−z0), which has a constant jump over the real
line. Then it is easy to check that dΨdz Ψ
−1 has no jump on the real line hence is
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entire then by Liouville’s argument, we have
dΨ
dz
Ψ−1 =
dH
dz
H−1 +Hσ3H
−1 iz
2
=
iz
2
σ3 +
i
2
[σ3,m
A0
1 ] +O(z
−1)
≡ iz
2
σ3 +
i
2
[σ3,m
A0
1 ]
(9.24)
Let β = i2 [σ3,m
A0
1 ] =
(
0 β12
β21 0
)
, it follows that
(9.25)
dΨ
dz
= (
iz
2
σ3 +β)Ψ.
First consider ℑz > 0, from the equation (9.25), we obtain two second order ODEs:
d2
dz2
Ψ+11 = (i/2− z
2/4+β12β21)Ψ
+
11(9.26)
d2
dz2
Ψ−21 = (−i/2− z
2/4+β12β21)Ψ
−
21(9.27)
(9.28)
By setting Ψ+11(z) = g(e
−3πi/4z), we have
(9.29)
d2
dz2
g(z) − (
z2
4
+ a)g(z) = 0
where a = − 12 + iβ12β21. This is the Weber’s parabolic cylinder equation, search
this on the Digital Library of Mathematics Functions, we have the asymotics for
the solutions when z → ∞, for reader’s convenience, we copy the asymptotic
expansions here:
U(a, z) ∼ e−
1
4z
2
z−a−1/2
∞∑
s=0
(−1)s
(1/2+ a)s
s!(2z2)s
, | arg(z)| <
3π
4
∼ e−
1
4z
2
z−a−1/2
∞∑
s=0
(−1)s
(1/2+ a)s
s!(2z2)s
± i
√
2π
Γ(1/2+ a)
e∓iπae
1
4z
2
za−1/2
∞∑
s=0
(−1)s
(1/2− a)s
s!(2z2)s
,
1
4
π < ± arg(z) < 5
4
π
(9.30)
from the digital library, we know that the Wronskian W{U(a, z),U(a,−z)} =√
2π
Γ(1/2+a) is non-zero as long as a+ 1/2 is not a non-positive integer. For now,
assume that it is true, then the solution of the equation(9.29) can be represented
by
(9.31) g(z) = c1U(a, z) + c2U(a,−z).
And we know that as z = e1/4πiσ→∞, Ψ+11 = (−eiπ/4)iνe−σ2/4 = eνi(logσ−i 34π)e−σ2/4,
compare it with the asymptotic expansion of g, we have
(9.32) c2 = 0,a = −νi− 1/2, c1 = e
3
4πν
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so that
(9.33) Ψ+11(z) = e
3
4πνU(a, e−
π
4 iz), ℑz > 0
Similary, we have for ℑz < 0,
(9.34) Ψ−11(z) = e
−πν4 U(a, e
3πi
4 z)
Meanwhile we have Ψ21 = β
−1
12
(
d
dzΨ11 −
iz
2 Ψ11
)
, so Ψ±21 can be automatically
represented by Ψ±11. Also we have
Ψ−1− Ψ+ = v(−z0) =
(
1− |r(−z0)|
2 r(−z0)
−r¯(−z0) 1
)
,
comparing both sides we have the following relation:
−r¯(−z0) = Ψ
−
11Ψ
+
21 −Ψ
−
21Ψ
+
11
= β−112 [Ψ
−
11(Ψ
+
11)
′ − (Ψ−11)
′Ψ+11]
= β−112 e
πν/2W{U(a, e3πi/4z),U(a, e−πi/4z)}
=
eπν/2e3πi/4
√
2π
β12Γ(−νi)
(see [DLMF] equation (12.2.11))
(9.35)
Thus,
(9.36) β12 =
eπν/2
√
2πe3πi/4
−r¯(−z0)Γ(−νi)
and
(9.37) β21 = −ν/β12 =
eπν/2
√
2πe−3πi/4
r(−z0)Γ(νi)
.
As mentioned before, we assume the Wroskian is non-zero. In fact it is true
provided that 1
Γ(1/2+a) =
1
Γ(−iv)
is not zero since ν = − 12π log(1− |r(−z0)|
2) > 0.
Note also we have
(mA
0
1 )21 = iβ21(9.38)
(mA
0
1 )12 = −iβ12(9.39)
Finally, substituting back to equation (9.19), we obtain
q(x, t) =
−2
a
[
(δ0A)
2(mA
0
1 )12 + (δ
0
A)
2(mA
0
1 )12
]
+O(
log(t)
t
)
=
−2
a
[e2χ(−z0)e−2itθ(−z0)(2az0)
2iν e
πν/2
√
2πe5πi/4
r¯(−z0)Γ(−νi)
+ e−2χ(−z0)e2itθ(−z0)(2az0)
−2iν e
πν/2
√
2πe3πi/4
r(−z0)Γ(νi)
]
+O(
log(t)
t
)
(9.40)
as t → ∞. By simplifying this we get the result(1.3) as being reported at the
introduction .
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