ABSTRACT A stratified method to transient stability assessment in large-scale power systems based on mutual information theory and artificial intelligence algorithm is proposed in this paper. A set of inter-complementary dynamic stability features are picked up one by one through the maximum-relevance minimum-redundancy (MRMR) algorithm. Besides, multiple extreme learning machines (ELMs) are trained based on the generated feature datasets. Because of the high requirement of evaluation speed in practical application, in order to balance the contradiction between assessment speed and accuracy, a hierarchical assessment structure is adopted in the final assessment process. Different ensemble classifiers with different response times are trained to construct different layers. The performance of the proposed technique is tested in the IEEE-39 bus system and a practical 1648 bus system provided by PSS/E. The experimental results indicate that, compared to other traditional methods, the proposed hierarchical method can give a more accurate result in a shorter period of time. As an efficient method, it is suitable for on-line transient stability assessment.
I. INTRODUCTION
Security of a power system refers to the ability of provide uninterrupted customer service in the possible imminent disturbances, the research on power system security is important for continuous energy transmission [1] , [2] . transient security assessment (TSA) provides system operators important information regarding the transient performance of power systems under various possible contingencies. With the real-time measurements obtained from the wide area measurement system (WAMS), online TSA can produce more accurate security prediction/classification decisions and achieve security selfperception for the current operating state. But on the other head, Online TSA still constitutes a challenging task due to the computational complexity incurred by the massive The associate editor coordinating the review of this manuscript and approving it for publication was Junjian Qi.
scale of practical power systems, multiple contingencies and various system operation conditions.
Generally speaking, transient stability is a complex, highdimensional and dynamic phenomenon. In conventional approach, dynamic security problem is modeled in the form of nonlinear differential-algebraic equations. Especially in bulk power system, but solving these equations is a very difficult and time-consuming procedure.
Traditional transient stability assessment methods are mainly based on time domain simulation and energy function. The time domain simulation method requires integral calculation of nonlinear differential equations, and the evaluation speed is limited, which is not suitable for online evaluation of large-scale systems. The energy function method has a faster evaluation speed, but the core of this method is the approximate equivalent of the complex system. Many key factors may be ignored by the equivalent, which leads to the system model that is finally constructed is not accurate enough, and its criterion is the necessary but insufficient condition for system stability. These shortcomings make the energy function method easy to give too conservative evaluation conclusions, so that it is difficult to achieve high-precision evaluation of complex systems.
Recently, with the development of wide-area measurement technology, artificial intelligence network [4] , trajectory analysis method [26] , decision tree [5] , support vector machine [6] , wavelet entropy algorithm [7] , genetic algorithm [8] and information entropy [9] have all been applied to transient stability assessment. However, most of these evaluation algorithms pay more attention to obtaining higher overall assessment accuracy, ignoring the timing characteristics of transient processes and the influence of time factors on the algorithm.
Combined with the analysis of the time series characteristics of the transient stability assessment, the earlier the faults occurs, the more favorable the overall stability of the system will be, which makes the transient stability assessment after the fault have urgent and timely requirements. It is contrary to the fact that the longer the duration of the fault has, the more obvious the characterization of system stability will be, the easier the evaluation algorithm is to draw the correct conclusions, the higher the accuracy of the evaluation is. Therefore, how to weigh the two factors of evaluation accuracy and evaluation speed, and find a suitable balance point between the two, is of great significance to the practical application of intelligent algorithms [10] .
In this paper, a temporary stability stratification assessment method based on multiple extreme learning machines (ELMs) is proposed. This method can meet the needs of both evaluation speed and evaluation accuracy, and provide the most accurate evaluation results as soon as possible. In addition, due to the centralized learning method in the training process, the training sample type, the input characteristic variables and number, the number of hidden nodes and the activation function are randomly selected, this method has strong generalization ability, and has certain adaptability to the influence of system topology changes. This paper is organized as follows. In Section II, various operational variables that may affect the transient stability of the system are analyzed. In Section III and IV, the training process of multiple extreme learning machines and the final evaluation decision process based on confidence evaluation rules are introduced. In Section V and VI, a simulation test are performed. Conclusions are presented In Section VII.
II. PRELIMINARY SCREENING OF TRANSIENT STABILITY CHARACTERISTICS A. ANALYSIS OF TRANSIENT STABILITY MECHANISM AND CRITERIA FOR STABILITY EVALUATION
The transient stability assessment after fault is based on the steady-state value of the system before the fault and com- bined with the relevant state information after the fault, the disturbance of the system is analyzed and the future security and stability state of the system will be predicted. If the current fault leads to power angle instability, the forecasting result will be used in system emergency control to reduce power outage loss and prevent the system state from further deterioration. When a short-circuit fault occurs in the system, the generator which set closer to the fault point will have constant mechanical power due to the decrease of the output power, and the rotor will be accelerated. At the same time, the rotor decelerates due to the increase of output power in a short time, the power angle difference between the two power sources increases. After the fault is removed, the relative power angle between the acceleration unit and the deceleration unit will oscillate due to the rotating inertia of the unit. If the difference of power angle fluctuation of each generator unit can be attenuated as time goes on, it shows that the power angle does not lose synchronization, and the system will be supposed to return to normal state, then the transient stability is stable. If the difference of power angle fluctuation increases with time, it means that the generators cannot keep synchronous operation, and transient instability occurs in the power system.
The dynamic response of the generator's power angle under different transient stability conditions is shown in Figure 1 . For figure a, it shows a stable fault scenario, while that for figure b shows an unstable fault scenario It can be seen from the diagrams that all dynamic components of the power system participate in the transient process, but the power angle parameters have more direct ability to reflect the stable state Therefore, the power angle difference is used as the evaluation index of transient stability after fault. If the stable state of the system is represented by the binary labels ''1'' and ''−1'', the final evaluation criteria can be defined as formula (1):
where max(δ T ij ) is the maximum value of rotor angle deviation of any two generators in transient process [11] , [12] . VOLUME 7, 2019 
B. CHARACTERIZATION AND PRELIMINARY SCREENING OF TRANSIENT STABILITY CHARACTERISTICS
Since the change of the system state is very fast after the short circuit occurs, the earlier the algorithm gives the transient stability prediction results, the more favorable it is to maintain the overall stability of the system, which makes the transient stability evaluation after the fault have high requirements on the speed. However, in practice, especially in large scale power system, tens of thousands of operating variables participate in the transient process before and after the fault. If all these variables are sampled and collected, the final data set will be too large, which is not only a waste of valuable measurement and storage resources, but also not conducive to the rapid and efficient use of subsequent intelligent algorithms, it is difficult to meet the evaluation speed requirements, so it is necessary to preliminarily screen the characteristics of the transient stability data set. Since the dynamic response after fault is more direct and accurate for the characterization of transient process, on the basis of existing related literature, this paper summarizes the input characteristics of the algorithm, the post-fault transient characteristics are divided into two categories: power-related features and angle-related features, based on different variable types in the transient process. Before introducing these two categories of features in detail, the symbols used in each feature are briefly explained. Let M be the inertia constant of the generator; δ be the power angle; ω be the angular velocity of the generator rotor; α be the angular acceleration; P m be the mechanical power of the generator; P e be the electromagnetic power of the generator; N is the total number of generators; i is the numbering of generator, t 0 is the time before the fault occurs; t 0+ is the moment when the fault occurs; t cr is the moment of fault removal; co is the center of inertia, on the basis of the center of inertia, the equivalent variable calculation formula is as follows [13] .
where δ co , ω co , α co are equivalent power angle, rotor angular velocity, and rotor angular acceleration based on the center of inertia, respectively. A brief introduction to the two major types of post-fault features of the sample set after screening is as follows.
1) CHARACTERISTICS RELATED TO POWER
It can be seen from the analysis of stability mechanism that in the steady state before the fault, ignoring the influence of electromagnetic and heat loss, the electromagnetic power and mechanical power of the generating unit are in balance. When a fault occurs, the electromagnetic power of the system will suddenly change due to the short circuit, and it is difficult to maintain the balance between electromagnetic power and mechanical power due to the large inertia and slow change of mechanical power. This is one of the main causes for transient instability, so the power characteristics are closely related to the transient process of the system. Taking the ratio of electromagnetic power to mechanical power (P ei /P mi ) as an example, where P ei represents the electromagnetic power of the ith generator, P mi represents the mechanical power of the ith generator. The value of ith generator is 1 in normal running state; while the value is less than 1 in the short circuit; the value is directly related to the transient stability after the fault is removed. The P ei /P mi variation curve of 8 generators in a certain area of 1648 bus system under different fault scenarios is shown in Figure 2 . The change in transient stability is shown in figure(a) and the change in transient instability is shown in figure(b). Through comparison, the ratio of the electromagnetic power to the mechanical power of the generator has a good ability to characterize the transient stability of the system.
2) CHARACTERISTICS RELATED TO ANGLE
Compared with the power characteristics after the fault, the features related to angle have a more direct characterization ability for transient stability. The criterion for determining the transient stability of system is based on the power angle relationship among the system generators. The variation of generator speed over time in transient stable and unstable scenarios is shown in Figure 3 . By comparison, it can be found that the generator speed also has a good ability to characterize the transient stability of the system. The power-related and angle-related transient feature types are summarized as follows:
The original features, as shown in Table 1 in this paper, are derived from the summary of existing research results ( [25] - [29] ). All features that may affect system stability are summarized as 29 categories as shown in Table 1 , considering the types and effects of all preliminary screening characteristics in these documents. The above two categories of operational state characteristic parameters are the preliminary screening results of transient characteristics, and the power system transient stability data set will collect data based on these characteristics.
III. MATHEMATICAL BASIS OF TRANSIENT STABILITY ASSESSMENT ALGORITHM
In order to realize the accurate and rapid evaluation of the transient stability of the power system, this paper proposes an VOLUME 7, 2019 extreme learning machine algorithm based on the maximumrelevance minimum-redundancy algorithm (MR-ELMs).
The algorithm introduces the multiple technology and concentrated learning technology into the training of the extreme learning machine evaluation model on the basis of transient stability core feature variables which are extracted by the maximum-relevance minimum-redundancy algorithm (MRMR).
A. THE BASIC CONCEPT OF EXTREME LEARNING MACHINE
The ELM is a feedforward neural network consisting of input layer, hidden layer and output layer. Because the hidden layer structure is simple (only one layer), ELM has better training speed and evaluation speed. In the case of determining the number of neurons in the hidden layer, the output weight of the network can be calculated by the regularization principle, which brings the network closer to any continuous system and obtains a unique optimal solution. In addition, ELM overcomes the shortcomings of traditional neural networks that are easy to fall into the minimum trap because the training process of the sample has a certain randomness [14] . The typical structure of ELM is shown in Figure 4 .
Where x is input variables, ω ij is weight between input layer neurons and hidden layer neurons, β jk is weight between hidden layer neurons and output layer neurons, b i is threshold value of hidden layer neurons, respectively. The specific mathematical model is shown in formula (5) .
It is known that an N × 1 dimensional input vector
∈ R M , which can form N arbitrary and independent samples (x i , y i ). Assuming that when the number of neurons in the hidden layer of the feedforward neural network is L and the activation function is selected as g(x), the output model as is shown in formula (6) .
where the activation function g(x) can select any bounded and non-constant continuous function. These activation functions include sigmoid function, sine function, cosine function, threshold function, RBF function, etc. The selection of the activation function restricts the training precision of the model. Many scholars have proved that if the given activation function satisfies certain conditions, the output value of the neural network can approximate the given objective function with arbitrary precision. When the number of hidden layers is consistent with the number of training samples, which is also meantL = N , the single hidden layer feedforward neural network can achieve zero error approximation to the training samples after giving ω and β arbitrarily, as shown in formula (7):
Therefore, the following formula can be derived:
Further simplification of formula (8) is H β = Y , where H represents the output matrix of hidden layer, the specific form is as follows.
In practical applications, the amount of computation increases sharply with the increasing number of training samples. In order to reduce the amount of calculation, simplify the network and shorten the training time, in general, it is assumed that the number L of hidden layer neurons is smaller than the number N of training samples, which makes the single hidden layer feedforward neural network have a small error in approximating the training samples. When the activation function g(x) is infinitely differentiable, the output matrix H of the hidden layer can be keep in constant by giving the input weights and thresholds of the hidden layer randomly and keeping them constant. Now, the training problem of network has been transformed into the least-squares solution problem for solving output weight β. It can be realized by solving the least-squares solution of min H β − Y , the specific result is as follows.
where H + is the generalized molar inverse of H matrix in hidden layer output. The ultimate goal of ELM is to solve the 61418 VOLUME 7, 2019 output weight β. The training process can be summarized in the following three steps: a) Randomly assign the input weight ω and the threshold b of the hidden layer neuron, and set the number of neurons in hidden layer; b) Selecting the activation function of hidden layer neuron, the function is required to be infinitely differentiable, and calculate the output matrix H of hidden layer node accordingly; c) Obtain the output weight β.
In the training process, the ELM algorithm only needs to select the activation function and sets the number of hidden layer neurons to realize the adjustment of output weight and obtain the global optimal solution in a short time.
B. FEATURE EXTRACTION METHOD BASED ON MAXIMUM-RELEVANCE MINIMUM-REDUNDANCY (MRMR)
When the traditional ELM is training, the features are randomly selected. This unconstrained random selection places high demands on the construction of candidate feature sets: the candidate feature sets must contain all features that may be associated with the objective function, otherwise, the key information of the target may be missed. However, for the transient stability assessment problem, although the preliminary screening of temporary stability features has been carried out in Section II, part B, in the face of large complex power systems, the feature set to be selected may still suffer from ''dimensionality disaster'' due to the need to record too many operational characteristic variables, which is extremely stressful for subsequent training calculations. Therefore, it is necessary to extract features from selected feature set before training and remove unnecessary redundant feature variables while preserving the key features, and strengthen the pertinence of subsequent training. In this paper, MRMR algorithm [15] is added to the ELM feature extraction and the preliminary screened data sets are extracted again. The feature set with the strongest representation ability of the current transient steady state is selected to form the core feature set. MRMR is an efficient and fast feature selection method that selects the most relevant and minimal feature set in the feature set.
MRMR feature selection technique aims to find a set of relevant and complementary features based on mutual information. The basis of this technique is that if two features have an intimate connection with each other, they play a similar role in classification or prediction. Therefore, it is unnecessary to include both in selected feature sets, irrespective of whether both are highly correlated to the object class. A list of features that show the maximum relevance to the stability boundary and have minimum redundancy will be selected. Therefore, the MRMR algorithm consists of relevance calculation and redundancy calculation. Specifically, a power system dataset D is represented as S samples and F = {f 1 , f 2 , f 3 . . . f F } features (operation parameters). y is the target variable VSM. The object of the MRMR algorithm is to find a subspace
, that can characterize target class y comprehensively and complementarily.
1) RELEVANCE CALCULATION
The relevance of the dataset D to the target class y, denoted by U (D, y), is measured by the mean value of all mutual information (MI ) values between individual features and the target class y as follows.
where F is the size of the feature set. MI (f i , y) represents the level of ''Similarity'' between features and target class y, which is defined as follows.
where f i,x is the xth element of feature vector f i , y x is the xth element of target variable y, p(f i,x ) and p(y x ) represent the marginal probability density functions of f i,x and y x , respectively, and p(f i,x , y x ) represents their joint probability distribution.
2) REDUNDANCY CALCULATION
The features selected according to formula (11) may have redundancy. V (F) represents the mutual dissimilarity of different features, which can be calculated by formula (13) :
where f i ; f j represent the ith and jth features, respectively, and MI (f i , f j ) is calculated by formula (14), representing their mutual information.
where p(f i,x , f i,y ) represents the joint probability distribution of f i,x ; f i,y .
3) MRMR
The objective of the MRMR algorithm is to find a set of features that show maximum relevance to the target variables (VSM) and have minimum relevance to one another based on expressions (11) and (13) above. In practice, maximum relevance U (D, y) and minimum redundancy V (F) cannot always be achieved simultaneously. An optimization is made to combine them into a single criterion, given by expression (15) , as shown at the bottom of the next page, below. H (f i ) and H (f j ) are the entropy of the ith and jth features, respectively. The MRMR algorithm is implemented as an incremental search procedure called ''first-order algorithm'', which are summarized as follows.
VOLUME 7, 2019
a) The first feature selection. Mutual information values between each candidate feature and the target class are calculated by formula (12) . A dataset (D) for selected features is created and the feature with the highest MI (f i , y) is chosen as the first selected feature.
b) The second feature selection. Mutual information values between the first selected feature and other candidate features are calculated by formula (14) . The feature with the minimum MI (f i , f j ) value is chosen as the second selected feature. c) Subsequent feature selection. With these two selected features' data, relevance and redundancy in dataset D can be calculated by formulas (11) and (13), respectively. Then the maximum-relevance minimum-redundancy algorithm, which is expressed as formula (15), can be implemented. The subsequent features are selected one by one by using this criterion repeatedly. If the specified number of selected features has been reached, the algorithm terminates.
C. MULTIPLE ELMS AND THEIR CONFIDENCE EVALUATION RULES
In the face of complex power system dynamic process, single ELM cannot fully reflect all dynamic characteristics. Therefore, the introduction of multiplex technology into ELM will be used herein. During the training process, randomly select the sample points, features to be selected, number of hidden nodes and activation function, establish some ELMs to evaluate the current model in parallel. The final evaluation conclusion is given by summarizing the results of each ELM. Suppose I ELMs are trained in parallel in the algorithm, N samples in the training data set D, each sample has F features, and the specific training process of the multiple ELMs is as follows:
From In addition, confidence detection is performed on the evaluation results of a single ELM, and the final evaluation conclusion is given based on the multiple evaluation results. The specific evaluation methods and confidence rules are as follows: in the process of data set construction. The final transient stability of the system is represented by twodimensional classification tags. Based on this, the following confidence rules are used to evaluate the results of each individual ELM evaluation:
The confidence rules described by Eq. (16) are more conservative in the judgment process of this paper. The results of each individual ELM assessment are evaluated by this confidence rule. If y i ≥ 0.8, the system is considered to be stable; if y i ≤ −0.55, the system is considered to be unstable. y i that can obtain stable or unstable results is considered to be confidence. If −0.55 < y i < 0.8, the system cannot get a stable or unstable evaluation result, it is considered to be indeterminate. According to the above-mentioned confidence rules, assuming that there are U confidence results ''1'' and V confidence results ''−1'' and I − U − V indeterminate results in I ELM evaluation results. The overall final evaluation conclusion is given according to the following rules: a) If I − U − V ≤ T (a user-defined confidence threshold T ≤ N ) the number of indeterminate results is less than the threshold, then the current evaluation results are generally believed. The final evaluation conclusion is given by the following formula:
b) If I − U − V > T , the current assessment conclusion is totally indeterminate. Further input features and samples need to be added for reassessment. That is, if the number of indeterminate samples is too large and exceeds the confidence threshold T, the capacity of this layer classification standard will be limited, and it is impossible to make a more accurate judgment on the sample. At this point, the sample should be directly sent to the next layer for judgment.
For these indeterminate samples, the operating state is defined as between stability and instability. According to the proposed algorithm rules, the unstable evaluation results are directly given. In this way, the possibility of a missed judgment is reduced. The setting of this characteristic is very meaningful in practical application. If the stable sample is judged to be unstable, the related stable control devices start to act, which has less obvious impact on the system. However, if the unstable sample is missed to be judged, the relevant stability control device does not act during the system crash, which may have serious consequences.
According to the above confidence assessment criteria, the adverse effects of using indeterminate data on the final conclusion are avoided by the algorithm. In the end, a more reasonable and credible assessment conclusion is given from the whole to further improve the accuracy and credibility of the assessment [16] .
IV. MULTI-LAYER EVALUATION METHOD OF POWER SYSTEM TRANSIENT STABILITY BASED ON MULTIPLE ELM
In practical application, considering the particularity of transient stability assessment, considering the requirements of both accuracy and speed, the assessment results should be given as accurate results as possible [17] - [20] . At the same time, the factors such as system scale, computing power and communication delay are taken into consideration. A multilevel evaluation method for power system transient stability of power system based on multiple ELM is presented in this paper. The basic idea of the evaluation is that when the OP (operation point) of the system is far away from the stable boundary, the evaluation is completed by the first layer evaluation model. In order to give the evaluation conclusion as soon as possible, the number of features to be selected and the number of ELMs evaluation models are relatively less. When the system OP is close to the stable boundary, the first layer evaluation model cannot give accurate evaluation results, and the evaluation enters the second layer. In the next layer, more features and the number of ELM will be added in order to improve the evaluation accuracy. If the second layer still cannot provide reliable evaluation results, the evaluation will enter the third layer. And so on. If it is still impossible to give an accurate conclusion in the final evaluation, it indicates that the current state is highly critical between stability and instability, and its stable state is difficult to estimate. In order to ensure the stability of the system to the maximum extent, and prevent the occurrence of leak judges of referee caused by instability, the algorithm directly judged the small sample of this kind as unstable. The detailed assessment process of each layer is described in detail below.
A. THE TRAINING AND EVALUATION ON THE FIRST LAYER OF MULTIPLE ELM EVALUATION MODEL
The first layer mainly carries out the most preliminary screening of the evaluation sample. The evaluation results are given quickly for the system OP far from the stable boundary and sample points which are easy to give evaluation conclusions. In order to improve the training and evaluation speed of the first layer, the number of training features and ELMs evaluation models were half of the optimal parameter models. The first layer workflow framework is shown in Figure 6 . The specific process is as follows: in the core feature set after MRMR dimension reduction, the top 50% optimal feature is taken as the input training set feature, and the data before time t 1 is extracted to form the training sample set (t 1 is the time when the first layer evaluation is completed). Combining the ELMs training steps given in the previous section, the training subset, the number of hidden nodes and the activation function are randomly selected to complete the training of multiple ELM. In the final intelligent evaluation VOLUME 7, 2019 stage, the evaluation results of all the ELMs are summarized based on the confidence decision rules: if the evaluation results meet the confidence conditions, the fault scenario samples are evaluated; if the confidence conditions are not met, the samples are sent to the next layer.
B. THE TRAINING AND EVALUATION ON THE SECOND LAYER OF MULTIPLE ELM EVALUATION MODEL
Based on more input information and more obvious data characteristics, the second layer assessment further analyzes the samples that did not give a confidence conclusion in the previous layer. The overall evaluation framework is similar to the first layer, and the confidence rules used are identical to the previous layer. However, in order to improve the evaluation accuracy and reliability, the following parameters were optimized and enhanced on the premise of reducing certain evaluation speed: (a) Training with complete optimal features. In the first layer, in order to improve the evaluation speed, only the top 50% features are used for training. In this layer, in order to ensure the evaluation accuracy, other optimal features which contain more ''extra'' information are added to the training set to improve the fitting ability of the evaluation model to the objective function. (b) Increase the number of ELM evaluations. Generally speaking, more ELM evaluators individuals can give more accurate evaluation results. In addition, as the amount of features being input increases, the appropriate increase of the number of ELM is also conducive to the effective utilization of ''extra'' input information by the evaluation system. (c) As time goes on, the ability of data to characterize system stability is stronger. In terms of time dimension, the evaluation of the second layer is after the first layer. At this point, the time of failure is longer, and the representation of system operation state by relevant data is more direct and obvious. Samples for which confidence results are not available on the second level will be sent to the next level for more accurate transient stability judgment.
C. SET UP THE SUBSEQUENT EVALUATION LEVEL AND THE FINAL EVALUATION LEVEL
The overall framework and approach of the subsequent evaluation layer is similar to that of the previous two layers. In order to further improve the evaluation ability and confidence, the next evaluation model is based on the upper level, using more training features and the number of ELM evaluation. With the deepening of the number of layers, the model's ability to distinguish samples gradually increases, and the stability of most samples can be correctly identified. In extreme cases: after the final evaluation layer, there are still very few samples that do not provide confidence results. That is, these samples are very close to the transient stability boundary of the system, at a critical steady state. In order to prevent the evaluation system from misjudging unstable samples, these critical sample points are finally judged as unstable. So far, the whole assessment process has been completed.
It should be pointed out that in the evaluation process, the setting of parameters such as the number of features in the core training set F, the number of ELM used for evaluation, the confidence threshold T, the number of specific evaluation layers, the interval time of evaluation layers, and the number of features to be selected in each layer are different due to differences in the size of power system. Generally speaking, the larger the more complex the system is, the more difficult the parameter tuning is. In view of this, the proposed algorithm is applied to IEEE-39 bus system and a larger 1648 bus system, and the setting process of each parameter mentioned above is described in detail. A case study is performed on the hierarchical evaluation performance of the algorithm to verify the effectiveness of the evaluation method based on multiple ELM analysis.
V. IEEE-39 BUS SYSTEM EXAMPLE SIMULATION TEST
In order to verify the function of the MRMR-ELMs algorithm proposed in this paper, it is first tested in the IEEE-39 bus system to test the performance of the algorithm in practical application.
As is shown in Figure 7 , the IEEE-39 bus system topology consists of of 10 generators, 12 transformers and 34 transmission lines. During the evaluation process, 80% of the samples obtained were used for training and the remaining 20% were used for testing. At the time of the model training and testing, a 5-fold cross-validation method is used to obtain a more objective model accuracy.
A. CLASSIFICATION PERFORMANCE
In the classification test, three precision indicators were used to evaluate the classification performance. These indicators are expressed as follows.
A stable = N sta−cor N sta (19) A cla = N ins−cor + N sta−cor N ins + N sta (20) where A instable is the accuracy of the classification of unstable conditions, N ins−cor is the number of unstable cases of At the same time, the evaluation index confidence rate S = the number of classified samples / the total number of samples. It is also used to evaluate the credibility of the results. Although some influencing factors are ignored, and some fault scenarios are not fully included. However, considering the computational pressure and the complexity of the system, the current settings are fully capable of characterizing the operating state of the system, and the evaluation performance of the proposed method is fully and effectively verified. Based on the MRMR-ELMs algorithm mentioned above, a total of 4864 fault scenarios and 829 temporary stability feature data are generated in this example. There were 602 unstable sample points of the 4864 samples generated. Therefore, 3,891 samples (80% of the samples) were randomly selected for training, and the remaining 973 samples were reserved for testing. Since the topology size of the 39-bus system is relatively small, the MRMR algorithm is used to directly extract the features of all transient features in the system. The resulting system transient stability feature set is shown in Table 2 .
Based on this feature set, the multiple ELM is trained and a three-layer evaluation structure is constructed. The evaluation accuracy of the final evaluation model is shown in Table 3 :
VI. EXAMPLE SIMULATION TEST AND ANALYSIS

A. SAMPLE SET OF TRANSIENT FAULT SCENARIOS CONSTRCTION
Based on the preliminary screening features given in Section II, the transient stability fault scenario sample set of the 1648 bus system is constructed. In different fault scenarios, the time-dependent transient stability characteristic variables are recorded, and the effects of load distribution, generator output and fault settings on transient stability are considered. The relevant parameters of system load are set as follows: according to the setting process in reference [21] - [26] , all load growth starting values in the 1648 bus system are randomly obtained under the premise of satisfying the normal distribution. The expected value of the distribution function is the given value of the system, and the standard deviation σ = 3.33%. In order to obtain more samples, the situation of load growth in reality is further simulated. Under the premise of ensuring that the power factor is basically unchanged, all loads in the simulation are varied within the range of 100%-120% of their initial values at the same growth rate. The generator output is obtained according to the optimal power flow.
The parameters of the short-circuit fault refer to the distribution method in reference [27] - [32] , and the specific settings are as follows: some transformer groups and all lines are set to short-circuit faults, the fault type is the most serious three-phase short circuit, and the fault point is evenly distributed evenly at the short-circuit position of each line; The duration of each fault is a normal distribution with an expected value of 0.2 s (or 0.334 s) and a standard deviation of 0.013 s. The fault point is cut off by disconnecting the corresponding faulty device or line. The fault point is removed by disconnecting the corresponding fault equipment or line. The generation and stability determination of all sample points was completed in PSS/E software. Finally, a total of 10,272 fault scenarios were generated, and 2,833 transient characteristic data were recorded in the sample set. Each type of data records the change of 0 to 5s after its failure. The criterion for judging transient stability of the system is that if the power angle difference between any two generators exceeds 180 circ within 5s after fault clearance, the current fault scenario sample is considered as unstable. Conversely, the sample is considered stable.
For the problem of the number of samples, an experiment was conducted on the effect of different sample sizes on the accuracy of the system evaluation. The experimental results are shown in the following figure: .
As is shown in Figure 8 , when the number of samples is less than 12,000, the accuracy of the evaluation increases as the number of samples increases. If the number of samples is insufficient, the evaluation accuracy will be low, which cannot satisfy the requirements for optimal evaluation accuracy. When the number of samples is between 18,000 and 20,000, there is no significant increase in the accuracy of the evaluation. If the number of samples is too large, the evaluation time will be extended accordingly. The evaluation results cannot be given as soon as possible. When the number of samples exceeds 20,000, the evaluation accuracy decreases. That is, there is an overfitting phenomenon.
In a word, the number of samples selected in this study is relatively suitable from 1,200-18,000. Finally, 9,027 stable sample points and 3245 unstable sample points were obtained. 9,204 samples (75% of the total sample size) were randomly selected for training, and the remaining 3,068 samples were used for testing.
B. CORE FEATURE SET EXTRACTED FROM MRMR ALGORITHM
The final MRMR algorithm is applied to the 1648 bus system, and the core feature set of the system transient stability is shown in Table 4 . Figure 9 is a scatter plot of the sample state between the first two transient stable core features extracted by the MRMR algorithm, and Figure 10 is a scatter plot of the later ranked feature samples. The red point in the graph is unstable sample point, and the blue point is a stable sample point. Through comparison, it can be found that the highranking feature has a good ability to distinguish stable and unstable sample points, while it is difficult to distinguish the distribution of stable and unstable points in the low-ranking scatterplot.
The detail of 5 features extraction procedure and their physical meanings are explained as follows:
(a) According to the formula (12) in the paper, the algorithm calculates the mutual information value MI (f i , y) between each candidate feature and the target class y. According to the result, the ratio of the electromagnetic power to the mechanical power P e879 /P m879 of the generator G879, which has the largest MI (f i , y) value. Therefore, it was taken as the first selected feature. The physical meaning of this process is: the algorithm finds the feature which has the strongest expression ability to the target class y. by comparing the size of the mutual information between each candidate feature and the target class y. That is, it has the greatest relevance with the target class y. This result can also be verified from the perspective of the power system. The capacity of the generator G879 is close to 2000MVA, which has the largest output in the heavy load area of the system., its running state has a great influence on the transient stability. It can also be seen from Figure 9 in the paper. When the value of P e879 /P m879 is greater than 1, most of the samples are unstable samples and vice versa. Therefore, the value of P e879 /P m879 has a good ability to distinguish system stability. So make it as the first selected feature.
(b) The algorithm calculates the mutual information value MI (f i , f j ) between the other candidate features and the first selected feature P e879 /P m879 through the formula (14) . According to the result, the rotor kinetic energy of the generator G715 E 715 , which has the smallest MI (f i , y) value. Therefore, it was taken as the second selected feature. The physical meaning of this process is: comparing the size of the mutual information between the remaining candidate features and the first selected feature P e879 /P m879 , the algorithm finds the feature that has the weakest expression ability for the first selected feature P e879 /P m879 , which has minimal redundancy with the first selected feature P e879 /P m879 . And on this basis, it has the greatest relevance with the target class y. This result can also be verified from the perspective of the power system. G715 is an important generator set in heavy load area, the transmission line 715-816 connected with it is an important tie line in this area. Its operation can directly reflect the operation state of the system. So make it as the second selected feature.
(c) Based on the data of these two selected features, the relevance and redundancy of the remaining features can be calculated by the formula (11) and (13), respectively. Actually, the maximum-relevance and the minimum-redundancy cannot always be implemented simultaneously, which is optimized and combined into a standard, given by formula (15) .
be selected according to formula (15) , it has minimalredundancy with the first selected feature P e879 /P m879 and the second selected feature E 715 . And on this basis, it has the greatest relevance with the target class y. This feature represents the variance of the angular velocity of all generators and reflects the distribution of the impact energy of the fault, which can be verified from the perspective of the power system. So it has been selected as the third feature.
The subsequent features can be selected by analogy.
C. PARAMETER INFLUENCE EXPERIMENT AND DETERMINATION OF OPTIMAL PARAMETERS 1) DETERMINATION OF OPTIMAL HIDDEN LAYER NEURON RANGE
In this section, the optimal parameters of hidden layer neuron range h ∈ [h min , h max ] are firstly determined. Before the test, other parameters were set as follows: (1) training parameters: firstly, 400 ELMs were used for parameter testing, and the number of input characteristics of each ELM was 50; The training set will extract 3,000 fault scenarios randomly based on the first 200 core feature sets selected by MRMR algorithm and the data of 5s after fault removal.
(2) confidence evaluation parameters: since there are 400 ELM evaluation results, the confidence threshold is set as T = 80, that is, if 20% of the current ELM evaluation results are indeterminate, the overall evaluation results are considered to be indeterminate. Based on the above settings, ELMs with different number of hidden layers are trained to evaluate the same data set. The relationship between the number of nodes and classification evaluation accuracy A cla is shown in Figure 11 . It can be seen from the figure that the range of optimal hidden nodes is [120, 270].
2) EFFECT OF CONFIDENCE RULES ON EVALUATION ACCURACY
The strictness of the confidence rules is mainly determined by the confidence threshold T. The smaller the T value is, the greater number of single assessment result is required to be confidence, the more stringent the confidence rules are. In order to study the impact of different confidence rules on evaluation accuracy, this section conducts evaluation tests based on different confidence thresholds T. The test was divided into 7 groups. Each group using the same evaluation model to evaluate the same test set Different test groups set the confidence threshold T to 0%, 10%, 20% . . . 50% of the total ELM respectively and do not use the confidence rules (T = 400). The final experimental results are shown in Table 5 and Figure 12 . The experimental results show that: a) If the confidence threshold becomes more stringent, more samples will get indeterminate results at this time. This will result in a serious decline in the assessment confidence. If the most stringent rule T = 0 is adopted, 10% of the samples will not be able to get the confidence evaluation result finally. In this case, more stable samples in the final layer will be judged as unstable directly because they cannot get the final confidence evaluation results, and the overall evaluation accuracy will also decline significantly. b) If the T value becomes larger and the confidence threshold becomes looser, more samples will get the confidence evaluation results, and the overall evaluation confidence will become larger. But at this time, the loose confidence rules make the evaluation error larger, more samples will be misjudged. Ultimately, the overall evaluation accuracy is reduced. Without the confidence rule (T = 400), the final evaluation conclusion is given directly by comparing the number of ''stable'' and ''unstable'', and the accuracy is only 96.83%. c) The value of confidence threshold T needs to consider the factors of confidence and evaluation error. Excessive or too small values will affect the final evaluation accuracy. For the 1648 bus system, T = 80 is a reasonable parameter value.
3) EFFECT OF ELM NUMBER ON THE ASSESSMENT ACCURACY
The number of ELMs in multiple ELM in each layer is another parameter that needs to be determined when constructing a multi-level evaluation model. Generally speaking, the more ELM numbers are used to evaluate, the more objective and accurate the final assessment results will be. On the other hand, ELM needs longer model training and assessment time. In order to give the evaluation results as soon as possible, fewer ELM numbers should be selected on the premise of ensuring the evaluation accuracy. Based on this, this section designs an experiment on the influence of the number of ELMs on the accuracy of evaluation. Estimation models with different ELM numbers were constructed to train the same training set. The first 200 core features (F = 200) of MRMR were used. The other parameters were the same as those in the previous section. The final evaluation accuracy is shown in Figure 13 . It can be seen from the graph that if the number of ELM is less than 350, the evaluation accuracy of unstable samples A instable is obviously improved with the increase of the number of ELM. If the number of ELM is more than 400, A instable reaches a relative stable value. Based on this, the multiple ELM evaluation model in each layer needs to build at least 350-400 single ELM for comprehensive evaluation, so as to guarantee the optimal evaluation accuracy. 
4) EFFECT OF TRAINING SET FEATURE NUMBER ON EVALUATION ACCURACY
Based on the above parameters and experimental results, in order to construct the core feature training set and verify the dimension reduction effect of MRMR algorithm on feature, the optimal feature set can be obtained by determining at least how many features to be selected in each evaluation layer. This section designs the impact of the number of selected features in the test training set on the accuracy of the evaluation. The first 50, 100, 150, 200, 250, 300, 400, 500, 1000, 2000 and 2833 features extracted by the MRMR algorithm were successively used as the features to be selected for training, the other parameters were set according to the parameters in the previous section. The effect of different training sets on the evaluation accuracy is shown in Figure 14 . It can be seen from the figure that if the number of features to be selected is less than 200, the evaluation accuracy is significantly improved with the increase of the number of input features. If the number of input features is more than 200, the evaluation accuracy is no longer significantly improved or even slightly decreased. Therefore, as long as the first 200 features extracted by the MRMR algorithm are trained as the optimal feature set in evaluation, the basic requirements of the evaluation can be satisfied.
In addition, from the perspective of data, the first 200 features of the input MRMR algorithm have higher evaluation accuracy than all 2,833 features, which indicates the feature selection method based on MRMR algorithm not only reduces the dimension of the input feature, but also avoids the over-fitting phenomenon in the evaluation process.
5) EFFECT OF TIMING CHARACTERISTICS OF POST-FAULT DATA ON THE EVALUATION PERFORMANCE AND THE SETTING OF EVALUATION TIME AT EACH LAYER
This section tests the impact of timing characteristics of fault data on evaluation accuracy. The 10 sets of data input evaluation models of 0.1s, 0.2S and 1.0s after fault clearing were extracted respectively. The relevant parameters are all the optimal parameters obtained above, and the final experimental results are shown in Figure 15 . It can be seen from the figure that the first 0.6s after the fault is removed is more and more obvious in the data system stability as time goes back, the expression ability of the target variable is more and more strong, and the evaluation results are more and more accurate. When the evaluation time exceeds 0.8s, the evaluation results reach the maximum relative stability value, at this time most samples can be correctly evaluated.
Based on the above experimental results, the evaluation time of each layer of the 1648 bus system hierarchical evaluation model is adjusted. Considering the communication delay and the operation time of the stabilization control equipment, the final layer evaluation time is set to 0.7 s after the failure. At the same time, in each evaluation, the number of features to be selected for training set is about 200, the number of training samples is 4000, and the number of training ELM is 350-400. In combination with the current computer's data processing speed and the application of distributed computing, it takes about 0.15s per layer to complete the evaluation based on the above parameters. In order to realize rapid evaluation in the first layer, the number of features to be selected and the number of multiple ELM in the training set of the first layer evaluation model were halved, and the evaluation time was about 0.06s after the fault was removed. The evaluation results of the second, the third and fourth layers are given as 0.22s, 0.36s and 0.52s, respectively. Finally, the time sequence of assessment for each layer set in this section, the number of features to be selected in the training set and the setting of ELM number are shown in Table 6 . At this point, the parameter setting of the hierarchical evaluation method for transient stability of 1648 bus systems is completed. What needs special explanation is that the above parameters are only the suggested parameters on the basis of the example simulation. This setting may not be the only optimal solution. In the practical application, the system size, computing power, communication delay and other practical factors should be considered comprehensively, and the balance between the evaluation accuracy and the evaluation speed should be considered. The parameters should be modified in real time to ensure the evaluation effect.
D. STRATIFIED EVALUATION EXPERIMENT AND RESULTS
Applying the five-layer transient model based on multiple limit learning machines set in the previous section to the 1648 bus system for evaluation and testing. The training process took 497.7s. The final evaluation model was built to test 3068 samples (25% of the total samples) in the test set. The results are shown in Table 7 below.
Summary of the data in the table can be concluded: a) After rapid assessment on the first layer, confidence assessment results were obtained for about sample points (3068-1214) /3068 = 60.4%. This conclusion indicates that more than half of the samples can quickly obtain confidence assessment results after troubleshooting due to the acceleration of the first layer assessment. VOLUME 7, 2019 b) Starting from the second layer of evaluation, both the features to be selected used and the number of ELM are fully optimal parameters. Through second layer of evaluation, (3068-520) /3068 = 83.5% sample points obtained confidence evaluation results.
c) The training parameters set by the third and fourth layer evaluation is slightly different from that of the second layer evaluation. Because the data used had more obvious stability characteristics, more samples were given correct and credible evaluation results. After four levels of evaluation, only 71/3068 = 2.3% samples could not give accurate confidence evaluation results.
d) In the final layer (the fifth layer) evaluation, 43 samples showed stable results, and 18 samples gave credible unstable conclusions. There are still 9 samples could not get confidence evaluation result. For these indeterminate samples, the operation state is critical to stability and instability. According to the algorithm rules, the unstable evaluation results are given directly. The time domain simulation results of these 9 samples show that 6 samples are unstable and 3 are stable. This verifies the rationality of the final layer of the proposed method to deal with the indeterminate sample.
e) The overall evaluation accuracy of the proposed algorithm is (3068-10-7-4-1-1-3-1) /3068 = 99.15%, and the confidence rate of the evaluation results is (3068-9)/3068 = 99.71%. Only about 1% of the sample did not give the correct assessment. Analyzing these error samples, it is found that almost all the samples misclassified by the proposed algorithm are stable but misjudged as unstable samples. This is because in the confidence rules, the judgment rules for unstable samples are more conservative, reducing the possibility of missed judgment. The setting of this characteristic is very meaningful in practical application. If the stable sample is judged to be unstable, the related stable control devices start to act, which has less obvious impact on the system. However, if the unstable sample is missed to be judged, the relevant stability control device does not act during the system crash, which may have serious consequences. Therefore, while the hierarchical evaluation algorithm has high evaluation accuracy, another advantage is that it can effectively prevent the occurrence of misjudgment.
E. COMPARISON EXPERIMENTS WITH OTHER METHODS OF TRANSIENT STABILITY EVALUATION
To further measure the effectiveness of the proposed method, this section compares ELMs with several other classical machine learning methods. Five different evaluation models: artificial neural network (ANN), support vector machine (SVM), trajectory analysis method, decision tree (DT), random forest (RF) and single extreme learning machine (ELM) are trained and tested based on the same data set as above [21] - [25] . Among them, ANN was built and trained in the MATLAB neural network toolbox, MSVM was built by the MATLAB toolbox LIBSVM toolbox, the trajectory analysis method is programmed by MATLAB, and DT was built by the IBM data mining software SPSS modeler14.1. The RF was similar to the ELMs mentioned in this paper, and completed by MATLAB programming. In order to guarantee the fairness of comparison, the optimal parameters are adopted in all models. Among them, SVM and DT also apply multiple methods similar to ELMs, and the relevant parameter settings are consistent with the foregoing. Is shown in Table 8 . The following conclusions can be drawn from the data in the summary table:
(1) Compared with other machine learning algorithms, hierarchical ELMs have the highest evaluation accuracy, which is because the application of the multiplexing technology and hierarchical method makes the application of hierarchical ELMs more reasonable and effective.
(2) The trajectory analysis method is a transient stability analysis method based on the transient energy function. The outstanding advantage of this method is that it does not rely on detailed modeling of the power system. The stability index can be obtained from the system trajectory calculated based on only one transient stability. But its calculation needs to construct an energy function. In the method without integration technology, the trajectory analysis method has better evaluation accuracy. However, the accuracy of its evaluation is still lower than the evaluation method proposed in this paper. It is due to the energy function evaluation model constructed by the trajectory analysis method can accurately give the evaluation result for the easily identifiable sample. However, for samples close to stable and unstable boundaries, a large number of partially stable samples are misjudged as unstable due to the too conservative nature of the energy function. Therefore, the trajectory analysis method has higher evaluation accuracy for stable samples, but the evaluation accuracy for unstable samples is lower. The result is that the overall evaluation accuracy is not as good as the layered ELMs model proposed in this paper.
(3) Two evaluation models that use only multiple methods, SVM and DT, have higher overall evaluation accuracy than ANN, ELM, and RF for a single evaluation model. This shows that the integrated model and centralized learning multiple evaluation methods can more fully explore the potential characteristics of the data. (4) The accuracy of the three single evaluation models is poor, but the training speed and evaluation speed is fast. For example, the time to train a single ELM is only 16.7s, which is generally faster than the three methods with multiple methods. In practical on-line applications, it can be used as a pre-processing method for fast preliminary classification of new samples of unknown topology.
F. ERROR ANALYSIS OF THE EVALUATION SYSTEM
Since the training samples are generated from the offline simulations, the simulation modeling errors may deteriorate the assessment results. However, the proposed method is not sensitive to the evaluation error. This is because the result of proposed method is decided by the overall trend of the power system. And the majority rule is used to guarantee that the individual's assessment error will not have a significant impact on the final assessment result. In order to verify this function, an experiment was conducted on the effect of sample error on the accuracy of the evaluation. However, subject to laboratory conditions, this paper only adds noise data to the offline simulation data set to approximate the error between the actual data and the simulation data.
In practical applications, since the training samples are generated by off-line simulation, the results of the simulation modeling may contain errors. This method must satisfy the robustness of the measurement error. The measurement accuracy is compared by the following two scenarios.
Scenario 1: Add noise to the test set; Scenario 2: Add noise to the training set and test set. The estimated accuracy is shown in Table 9 . The performance of Scenario 2 is much better than that of Scenario 1.
As can be seen from the figure, the training samples are not very sensitive to noise. That is, the method satisfies the robustness of the measurement error.
It should be pointed out that, subject to experimental conditions, the white noise added in this experiment is only an approximate representation of the difference between offline simulation and real samples. In the follow-up work of the research group, the difference between offline simulation and actual data and the impact of simulation error on the evaluation results will be studied more elaborate and deeper.
G. EFFECT OF SYSTEM OPERATION STATUS ON ACCURACY EVALUATION
In practical application, various changes of power system operation state may have adverse effects on the transient stability assessment model. These changes include: network topology changes, generator output and load distribution changes and generator/load output peak-valley value changes. In order to test the impact of these changes on the transient stability assessment method, three sets of evaluation experiments were set up. Table 10 shows the experimental evaluation results under different topologies, and the related topologies are changed from original complete topologies to corresponding N-1, N-2, or N-3 topologies. Table 11 shows the effect of generator output and load distribution on the evaluation accuracy. Table 12 shows the impact of load peak/valley values on the evaluation accuracy. It can be seen from the test results that the hierarchical ELMs method has certain robustness to power system network topology changes, generator output and load distribution changes and generator / load peak-valley value changes. Without upgrading the evaluation model, the basic evaluation accuracy requirements can be met. In actual operation situation, power system operators can update the evaluation model in real time according to specific operation requirements. 
H. ANALYSIS OF ALGORITHM DATA PROCESSING SPEED
In this section, the classification evaluation of the proposed algorithm in the 1648 bus system is taken as an example to analyze the data processing speed. The related tests were conducted on 5 computers with Core i-7 processors with 32GB of memory. A total of 9204 samples were tested, 75% of them were randomly selected for training, and the remaining 25% were used for testing. All tests are based on the same number of features and training samples to ensure fairness. The learning time and evaluation speed of various evaluation methods are recorded in Table 13 .
As can be seen from the table, in the model training phase, the single model DT and RF training time is 729s and 914s, respectively. Under the same parameters, the MSVM algorithm with integrated evaluation technology has a significant increase in training time due to the need to train more evaluation models. The Layered ELMs algorithm proposed in this paper has the fastest training speed although it uses the integrated evaluation technology. This is because ELM itself has the characteristics of fast training speed. In addition, the algorithm flow which is easy for computer parallel computing given in this paper also saves training time.
In the evaluation phase, the integration method is faster than the single model. If the accuracy of the evaluation is required to be higher than 98%, the MRMR-ELMs algorithm can complete the classification of 3,068 test samples within 0.5s. In the face of large-scale power systems, trajectory analysis, DT, RF and other methods can only construct one evaluation model to reflect complex system characteristics. Therefore, the structure of the evaluation model is very complex and the evaluation speed is relatively slow.
The confidence rate of the evaluation method proposed in this paper is 99.71% for the test set. That is: 3,056 of the 3,068 samples can be given a confidence classification by the evaluation method. For the remaining 9 unidentified samples, it was found that the single model DT or RF had an accuracy of only 33.33%, which indicates that the evaluation method is well detected for potential classification errors. In practice, the stability type of the remaining 9 undetermined samples in the final layer can be determined by means of time domain simulation. Each sample requires 5 to 10 s of simulation time (depending on simulation time and computer hardware). They consume a total of 1 to 2 min of CPU time. Since the evaluation method has accurately classified 3,068 samples in a small amount of time, it is necessary to accurately evaluate all 3,068 samples in just 2 min. This computational efficiency can also fully meet the real-time assessment requirements. In contrast, if all samples are analyzed by time domain simulation, it may take at least 256∼511 min. Therefore, the evaluation method used in this test is at least 128 times faster than the analysis using only domain simulation method.
VII. CONCLUSION
An artificial intelligence method for transient stability assessment is introduced in this paper to take full advantage of the massive data of large-scale power system. Firstly, a set of inter-complementary dynamic stability features are picked up one by one through the maximum-relevance minimumredundancy (MRMR) criterion. Besides, multiple extreme learning machines (ELMs) are trained based on the generated feature datasets. In the final assessment process, to balance the accuracy and rapidity of the transient stability prediction, different ensemble classifiers with different response times are trained to construct different layers. The effectiveness of proposed method is verified in IEEE-39 bus system and a practical 1648 bus system, the experimental results are summarized as follows.
The information of transient stability characteristics can be represented more efficiently and completely by the MRMR algorithm. Meanwhile, the confidence evaluation rules proposed in this paper can indicate the credibility of the individual results. Therefore, the MRMR-ELMS method possesses a higher confidence level and has higher assessment accuracy than other artificial intelligence tools.
The proposed method has strong generalization ability because of select the training samples, input characteristic variable and number, hidden node number and activation function randomly during the training process, and has adaptability to the adverse effects of system topology changes.
Because of the high requirement of assessment speed in transient stability assessment, in order to balance the contradiction between assessment speed and accuracy, the hierarchical assessment structure is adopted in this paper. If the sample is far away from the stable boundary, the evaluation is completed by the elementary layer evaluation model directly. If the sample is close to the stable boundary, it will receive indeterminate assessment results and be sent down to the next layer. Through identification of successive layers with more features, more sum of ELM and longer response times, the uncertain instances can be identified with high credibility.
To further improve assessment accuracy, future researches are proposed to different regression techniques and add more data sources, such as the load data obtained from smart meters, substation equipment data, renewable energy generation data, etc., as input features to the algorithm.
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