Accurate prediction of pan evaporation (P E ) is one of the crucial factors in water resources management and planning in agriculture. In this research, two hybrid models, self-adaptive timefrequency methodology, ensemble empirical mode decomposition (EEMD) coupled with support vector machine (EEMD-SVM) and EEMD model tree (EEMD-MT), were employed to forecast monthly P E . The EEMD-SVM and EEMD-MT were compared with single SVM and MT models in forecasting monthly P E , measured between 1975 and 2008, at Siirt and Diyarbakir stations in Turkey. The results were evaluated using four assessment criteria, Nash-Sutcliffe Efficiency (NSE), root mean square
INTRODUCTION
Evaporation is probably the most complicated and difficult parameter to forecast among all the elements of the hydrological cycle due to the complex interactions among the hydrologic components of water surface, land, atmosphere process, and vegetation. Hence, proper forecasting of evaporation is a significant issue in water resources management and agriculture, particularly in semi-arid and arid areas. Because of temperature differences, this hydrological phenomenon is a nonlinear process which occurs in nature although the development of powerful approaches and methods with high levels of reliability to achieve accurate forecasts remains a major challenge. This is because time series P E data are generally highly nonlinear and seasonal.
Under such situations, applying the raw data to the model directly may not produce accurate results if the data are highly nonlinear. In this context, using a preprocessing technique may enhance the model's performance (Wu et al. ) .
In recent years, researchers using data pre-processing tools The overall goal of the current study is to propose a new hybrid model to improve the monthly P E forecasting. The SVM and MT techniques were investigated and improvements of the models' accuracy were tested by coupling them with the EEMD procedure. The data used are the monthly P E data recorded at Siirt and Diyarbakir stations, located in Turkey. The rest of the present research is organized as follows. The next section provides a case study and data analysis, followed by a section describing the methodology of EEMD and each forecasting method (i.e. MT and SVM). Next, the statistical indicators applied in this study are provided. The penultimate section represents the forecasting results of the hybrid models and the comparison results, and the final section consists of a summary and conclusion of outline results. and the obtained models were tested by using the remaining 25% data.
STUDY AREA AND DATASET
The location of the study area is illustrated in Figure 1 .
In this area, average annual precipitation is between 400 and 800 mm, falling mainly in the winter months of December to January. 
MODELS USED
Two ML algorithms, SVM and MT, were developed and coupled with EEMD as a data pre-processing procedure for forecasting monthly P E in Siirt and Diyarbakir. In this section, the description of EEMD, SVM and MT are briefly presented. 
Ensemble empirical mode decomposition (EEMD)
The EEMD Step 1: Identify all extrema (local maxima and minima) points of the given time series y(t);
Step 2: Connect by spline interpolation, to create an upper envelope of local maxima points e max (t), and a lower envelope e min (t) of all minima points;
Step 3: Compute the mean m(t) of two envelopes by: Step 4: Subtract the mean from the data to establish an
Step 5: If h(t) satisfies the two properties of IMF as indicated by a predefined stopping criterion, h(t) is indicated as the first IMF (written as c 1 (t) where 1 is its index); If h(t) is not an IMF, y(t) is replaced with h(t) and iterate steps 1-4 until h(t) satisfies the two conditions of IMFs.
Step 6: The residue r 1 (t) ¼ y(t)Àc 1 (t) is then treated as new data subjected to the same shifting procedure as defined above for the next IMF from r 1 (t). In the final step, the shifting process can be stopped, when the residue r(t) has a monotonic trend or has one local maxima and minima point from which no more IMFs can be extracted (Huang et al. ) . At the end of this shifting process, the original signal y(t) can be reconstructed as the sum of IMFs and residual as:
where r n (t) represents the final residue, n is the number of Consider a training data set (x 1 , y 1 ), (x 2 , y 2 ), … , (x n , y n ), where x i is the input value including m features, y i is output value relevant to x i and n is the length of the data set. The SVM regression function is given as:
where w and h are the weights vector in the feature space with the dimension of x and bias term, respectively, and 〈Ã, Ã〉 indicates the inner product. The regression issue can be defined as a process for minimization of the regularized risk function as:
subject to the condition:
where C is a positive constant that determines the degree of penalized loss for prediction error, ξ i and ξ 0 i are the slack variables to specify the distance from observed values to the corresponding boundary values of ε. it is expected that the most of the data set fall within the range of ε and errors ξ i and ξ 0 i occur when the data fall outside this range. This optimization is solved by maximizing algorithm of quadratic programming that is illustrated in Equation (6):
where α i and α
:
i are the Lagrange multipliers, and K(.) is the kernel function defined as an inner product of points ∅(x i ) and ∅(x j ), defined as:
The solution to the objective function in Equation (6) is optimal and unique and the solution can be expressed by Lagrange multipliers as: 
Model tree (MT)
The MT is a state-of-the-art hierarchical algorithm, presented by Quinlan (), for providing the relation between inputoutput parameters. This algorithm is used to solve the problem by dividing the data space into several sub-problems (sub-spaces) and builds piecewise linear regression models for each sub-domain. The data records, in classification trees, are classified by sorting the tree from root node to some leaf nodes of the tree. The MT is based on the wellknown CART algorithm (Breiman et al. ), which deals with continuous-class learning attributes. This algorithm is known to be one of the most efficient methods to present physically meaningful insights for a given phenomenon (Kisi et al. ) . Figure 2 illustrates the tree-building process, within four linear regression models and the knowledge extracted from the structure for corresponding sub-domains.
Furthermore, a general tree structure of MT approach is illustrated in Figure 2(b) . In this figure, if X 1 and X 2 are less than 3 and 1.5, respectively, the fifth model should be
Where X 1 and X 2 are inputs, Y is output, a 0 , a 1 and a 2 are regression coefficients. Within the MT algorithm, the tree stores a linear model which predicts the class values error reduction for each node as follows (Quinlan ):
where E is the set of instances that reaches the leaf(node); E i represents a subset of input data to the parent node; and sd is the standard deviation. To overcome the overfitting pro- 
STATISTICAL PERFORMANCE INDICATORS
In the present research, to assess the EEMD-SVM, EEMD-MT, SVM and MT models, several error indicators were used:
1. Nash-Sutcliffe Efficiency (NSE): This criterion is taken into account to evaluate the ability of hydrological models. The highest value of unity demonstrates a perfect fit between observed and predicted P E where a negative value means that the model performs worse than the arithmetic mean of the time series (Nash & Sutcliffe ):
2. Root mean square error (RMSE): RMSE shows the standard deviation of the forecasting errors or residuals. 
RMSE varies from zero for perfect estimates to large positive values for poor estimates (Hyndman & Koehler

):
RMSE ¼ ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi ffi 1 N X N i¼1 (PE for À PE obs ) 2 v u u t(12)WI ¼ 1 À P N i¼1 (PE obs À PE for ) 2 P N i¼1 (jPE for À PE obs j þ jPE obs À PE obs j) 2(14)
Legates-McCabe's index (LMI): This criterion considers absolute values for computation (Legates & McCabe ).
Therefore, LMI is not inflated by the squared values and is insensitive to outliers making it simple and easy to interpret:
where PE obs and PE for are the observed and forecasting values, respectively; PE obs and PE for represent the mean of The bold numbers represent the values of performance criteria for the best fitted models. 
MODELS APPLICATION AND RESULTS ANALYSIS Models implementation based on EEMD for P E forecasting
The main goal of the EEMD-MT/SVM models is to forecast monthly P E at different stations in Turkey. According to Figure 3 , the workflow of the proposed approach contains three main steps to enhance the performance of proposed forecasting techniques that can be expressed as follows:
1. In
Step 1, the EEMD procedure is firstly utilized to decompose the all original input/output time series y(t)
and one residual component r n (t). established as forecasting models to simulate the decomposed IMF and residual components, and to predict each component by the same sub-series (IMF1) of four input variables, respectively.
In
Step 3, the forecasted values of all extracted IMF and residue components by the SVM and MT models are aggregated to generate the modelled P E time series.
To summarize, the hybrid EEMD-SVM/MT forecasting tools establish the idea of 'decomposition and ensemble'.
The decomposition is used to simplify the forecasting process, and the ensemble is utilized to formulate a consensus forecasting on the original time series.
Forecasting of monthly P E using proposed models at
Siirt station
The SVM, MT, EEMD-SVM, and EEMD-MT models were employed for forecasting monthly pan evaporation using Wang et al. ) also used these variables for P E forecasting.
Although standalone SVM and MT use original four inputs, T A , R H , W S , and S R , decomposed IMFs of input variables in each frequency are used to develop EEMD-SVM/MT models. The number of ensemble and the amplitude of white noise should be set before using EEMD. The relationship of the standard deviation of error (e n ) which is based on the ensemble number (n) and the amplitude of the added white noise (ϵ) is described by Equation (15) 
According to previous studies (Wu & Huang ) and S R inputs were also decomposed in IMF components.
IMF1 of each input variable (T A , R H , W S , and S R ) was used for forecasting IMF1 of output (P E ). Simultaneously, IMF2, IMF3, … of each input variable were used for forecasting IMF2, IMF3, …. of P E. Thereafter, all forecasted values of IMSs were summed to obtain original P E .
Next, the accuracy of the proposed models in forecasting of monthly P E was assessed at both training and testing stages (Table 2) In the testing stage, with respect to the measured value of P E , it can be seen from Table 2 , in terms of NSE and WI, that the EEMD-MT and EEMD-SVM models are able to model P E at Siirt station well. The SVM model has the highest error in The bold numbers represent the values of performance criteria for the best fitted models. Forecasting of monthly P E using proposed models at
Diyarbakir station
Similar to the methodology used for Siirt station, four proposed models (i.e. SVM, MT, EEMD-SVM, and EEMD-MT) were developed for the purpose of forecasting monthly P E at Diyarbakir station. Specifically, SVM and MT were adopted as benchmark models and the results compared with the conjunction models which used EEMD to pre-process the original monthly P E data, adopting the phase-space reconstruction method to design the input vectors. The training and testing data sets were identical across all models. In Diyarbakir station, the forecasted P E values in both the spring and summer seasons with the EEMD-SVM/MT models have a similar trend to the Siirt station (Table 5) .
Also, it can be said that the EEMD-SVM has inadequate accuracy in most of the months and it could just be a on seasonal forecasting of the proposed models, Figure 9 illustrates RMSE and PI indices along May-October for the aforementioned period. As can be seen in both stations, the EEMD-MT model has lower error compared to EEMD-SVM. This indicates that the EEMD-SVM model may not provide a complete solution to every case. This also shows that accurate prediction of monthly P E is a complex issue.
CONCLUSION
Predicting a hydro-meteorological time series is often complicated and frustrating. The series may appear completely random; a volatile sequence showing no signs of predictability. Time series are full of patterns and relationships.
Decomposition aims to identify and separate them into distinct components, each with specific properties and behavior. In this study, the EEMD procedure was applied to tackle the trends and random behavior of time series data which may impact on accuracy of P E forecasting. This research attempted to improve SVM and MT models in the prediction of pan evaporation by coupling with the EEMD procedure. The P E time series from two climatic stations in Turkey, Siirt and Diyarbakir, were utilized for validation of the proposed coupled models. Firstly, the SVM and MT models alone were applied to forecast monthly P E . In order to enhance the forecasting accuracy 
