Delaunay refinement, a versatile method of mesh generation, is plagued by memory thrashing when required to generate large output meshes. To address this space issue, a localized version of Delaunay refinement was proposed for generating meshes for smooth surfaces and volumes bounded by them. The method embodies a divide-and-conquer paradigm in that it maintains the growing set of sample points with an octree and produces a local mesh within each individual node, and stitches these local meshes seamlessly. The proofs of termination and global consistency for localized methods exploit recently developed sampling theory for smooth surfaces. Unfortunately, these proofs break down for a larger class called piecewise smooth complexes (PSCs) that allow smooth surface patches that are joined along ridges and corners. In this work, we adapt a recently developed sampling and meshing algorithm for PSCs into the localization framework. This requires revisiting the original algorithm, and more importantly re-establishing the correctness proofs to accommodate the localization framework. Our implementation of the algorithm exhibits that it can indeed generate large meshes with significantly less time and memory than the original algorithm without localization. In fact, it beats a state-of-the-art meshing tool of CGAL for generating large meshes.
INTRODUCTION
The technique of Delaunay refinement pioneered by Chew [9] , Ruppert [14] , and Shewchuk [15] has been recognized as an effective tool for sampling and meshing smooth surfaces [3, 8] and volumes bounded by them [13] . The approach utilizes the fact that the sampling of a smooth surface at locally furthest points eventually becomes sufficiently dense to capture its topology and geometry [1, 2] . However, as the sample grows, the Delaunay triangulation starts stressing the available memory, and may eventually trigger memory thrashing if the output mesh is large. This limits the applicability of a theoretically sound technique to generate large meshes. To address this scalability issue, a technique termed localized Delaunay refinement was proposed in [10, 11] .
Localized Delaunay refinement works on the divide-andconquer principle. It maintains the growing set of sampled points with an octree. Each node containing a subset of points is processed individually for Delaunay refinement. By putting a limit on the number of points a node can hold, the size of the Delaunay triangulation is tamed for each node. Of course, now the challenge becomes how to merge the individual meshes seamlessly and also how to guarantee a lower bound on the global point set's inter-point distance when each point inserted is locally farthest with respect to some local subset thereof. These two questions were addressed in [10, 11] using recent results from the sampling theory [2, 3, 8] for smooth surfaces. These theories do not hold for non-smooth surfaces [4] and for a larger class called piecewise smooth complexes (PSCs) [6] that allow several smooth surface patches to be attached along ridges and corners. This class appears abundantly in meshing applications and the need for computing large meshes for PSCs arises naturally. The localization technique for smooth surfaces obviously does not work for this class and needs to be revisited.
In this paper, we address the problem of localized De-launay refinement for PSCs. In particular, we localize a ball-protection technique of [6] that was modified further for adaptive refinement in [5] and later in the Delaunay mesh generation book [7] . On the theoretical side, we show how one can adapt the results in [6, 7] to the localization framework of [10, 11] . This requires a careful design of the local refinement steps, some additional analysis of the ballprotection step, and revisiting the sampling theory developed for weighted Delaunay refinement [7] . The Delaunay refinement algorithms for PSC meshing employ weighted points, or protecting balls, to preserve sharp features of the input, and these balls may be refined (i.e. -replaced by sets of smaller balls) at any time during the refinement in order to satisfy some refinement criteria. The localization brings up the question of how to refine the balls in the context of the local mesh and still be globally consistent. We show that ball refinement can indeed be performed locally. This requires selecting the point sets for local refinement and reprocessing some of the nodes with some care.
On the practical side, we exhibit that the localization can produce large meshes in the range of millions of simplices with much less time and memory than the original refinement method without localization. In some cases, the localization succeeds where the original refinement fails due to memory shortage. We compare our results with a state of the art CGAL meshing tool, and find that our implementation yields significantly better running times and memory footprints when generating large meshes.
BACKGROUND

Piecewise-Smooth Complexes.
Our input domain D is a piecewise smooth complex (PSC) where each element is a compact subset of a smooth (C 2 ) k-manifold, 0 ≤ k ≤ 2. Each element is closed and hence contains its boundaries. For simplicity we assume that each element has a non-empty boundary. We use D k to denote the subset of all k-dimensional elements, the kth stratum. D0 is a set of vertices; D1 is a set of ridges called 1-faces; D2 is a set of surface patches called 2-faces. For 1 ≤ k ≤ 2, we use D ≤k to denote D0 ∪ . . . ∪ D k . We use int X and bd X to denote the interior and boundary of a topological space X, respectively.
The domain D satisfies the usual proper requirements for being a complex: (i) interiors of the elements are pairwise disjoint and for any σ ∈ D, bd σ ⊂ D; (ii) for any σ, σ ∈ D, either σ ∩ σ = ∅ or σ ∩ σ is a union of elements in D. We use |D| to denote the underlying space of D. For 0 ≤ k ≤ 2, we also use |D k | to denote the underlying space of D k .
Delaunay Triangulations and Voronoi Diagrams.
For a set of points P ⊂ R 3 , we denote its Voronoi diagram and Delaunay triangulation as Vor P and Del P respectively. Each k-dimensional Delaunay simplex σ (vertex, edge, triangle, and tetrahedron) is dual to a (3−k)-dimensional Voronoi face Vσ (cell, facet, edge, vertex respectively).
In this paper, P will be sampled from a PSC. The set of Delaunay simplices whose dual Voronoi faces intersect D will be of special interest to us. Throughout the refinement, we use a special sub-complex of Del P called the restricted Delaunay complex with respect to D. It is defined as:
We employ Delaunay triangulations of weighted point sets for PSC refinement. The weighted distance dw between two points p and q with weights ωp and ωq respectively is given as:
where d(·, ·) is the unweighted Euclidean distance. The Voronoi diagram and (restricted) Delaunay triangulation of the weighted point set then follow their standard definitions using the distance dw. In the algorithm, the points of the triangulation having strictly positive weights are used to "protect" the sharp features of the input geometry, as in [6] , and will often be referred to as protecting balls. Specifically, given the weighted point q and its weight ωq, the protecting ball is a ball bq = B(q, ωq) with center q and radius ωq. For a weighted Delaunay triangle f , let size(f ) = maxx∈e f ∩D {dw(p, x)}, where e f is the edge in the weighted Voronoi diagram dual to f and p is a vertex of f . Observe that size(f ) is the radius of an empty ball called a surface Delaunay ball of f .
Overall algorithm.
Our algorithm begins by running Protect (from [7] ) on the input surface to generate an initial set of protecting balls to cover sharp features; this operation is performed globally without localization, but usually with a small set of points. The algorithm then divides the sample set P using an octree, and processes only one leaf node of the octree at a time. During the processing of a node ν, some conditions are checked. When one of these conditions is violated, the algorithm refines the node's local triangulation accordingly. Note that when a protecting ball is refined, it is refined with regards only to the local point set, and may require that we remove some points from our sample set. Showing that this local ball refinement can be accomplished without sacrificing guaranteed termination or mesh integrity is nontrivial, and is a key leading to the correctness of the algorithm. When there are no more violations in ν, it begins processing another node of the octree. When none of the refinement criteria are violated in any of the nodes, all local meshes are brought together to form a final output. Throughout the algorithm, we utilize a point insertion strategy that is necessary for our proof of termination, and we may select some nodes for reprocessing in order to maintain a global consistency across meshes.
Protecting Sharp Features
In this section, we reproduce procedures from [7] that are used for generating and maintaining a set of protecting balls that cover D ≤1 . Cover is used to cover a segment of a ridge in D1 with balls; RefineBall replaces one set of balls with a new set of smaller balls; and Protect generates an initial set of protecting balls to cover D ≤1 . We describe the main flow of the algorithms here for completeness.We use the following notations.
• B(c, r) denotes a geometric ball of radius r centered at c.
• segγ(bp) denotes a segment of bp ∩ γ, where γ ∈ D1 is a ridge and bp is a geometric ball centered at p. Specifically, it denotes the connected component of bp∩ γ containing p.
• γ(p, q) denotes the segment of γ ∈ D1 bounded by p and q.
• lfsmin(γ) is the minimum feature size w.r.t. γ over all points in γ, where the feature size at a point x in γ is the distance from x to the medial axis of γ.
In many cases, we discuss indexed sequences of protecting balls bj, bj+1, ..., b k−1 , b k . On these occasions, we denote by ωi and ci the radius and center respectively of a ball bi, j ≤ i ≤ k.
Definition 2.1 (Ball Adjacency) Two protecting balls bp and bq are adjacent with respect to sample set P iff p and q both lie on a γ ∈ D1, and int (γ(p, q)) is empty of sample points, that is, int (γ(p, q)) ∩ P = ∅.
Definition 2.2 (Contiguous Set of Balls)
A set of protecting balls B = {b0, ..., b k } with centers located at C = {c0, ..., c k } is contiguous with respect to sample set P iff all balls in B lie on the same ridge γ ∈ D1 and, for every pair of balls bi, bj ∈ B, int (γ(ci, cj)) ∩ (P \ C) = ∅.
Cover.
Given a ridge γ and two disjoint adjacent balls b0 and b k centered on γ, we would like to cover the subridge between x and z with protecting balls, where x and z are the endpoints of segγ(b0) and segγ(b k ) (respectively) delimiting the shortest subridge that can be made from the four combinations of endpoints. The method Cover from [7] , described below, accomplishes this. Let the protecting balls generated by this procedure be b1, ..., b k−1 . Assume the ball bi has just been generated, and let yi,j+1 be the endpoint of segγ(B(yi,j, α/12)) closest to z along γ, with yi,0 being the endpoint of segγ(bi) closest to z along γ, and α being a constant. Then Cover proceeds as follows:
• If z / ∈ γ(yi,0, yi,5) and z / ∈ segγ(B(yi,4, α)), then bi+1 = B(yi,4, α);
• Otherwise, construct the last ball as follows, and return b1, ..., b k−1 :
-If z / ∈ γ(yi,0, yi,5) and z ∈ segγ(B(yi,4, α)), then bi+1 = B(yi,4, 5α/4);
-If z ∈ γ(yi,0, yi,2), then replace bi with B(ci, 5α/4).
We provide illustrations of this process in the full version [12] .
RefineBall and Protect.
During our refinement, we may find that a protecting ball b is too large to allow our meshing criteria to be satisfied. When this occurs, we call RefineBall (Algorithm 2.1) to replace b (or possibly a contiguous set of balls containing b) with smaller balls. Note that replacement of a set of balls entails removal of them from the sample; the new set of replacement balls is generated by Cover. It is also possible that we remove some zero-weighted points from our sample during this process. In our algorithm, RefineBall is always performed with regards only to a local point set.
Given the input domain D, we use Protect to initialize our sample set with balls that protect the vertices and ridges of D ≤ 1 using an user-input parameter λ2. See the pseudo-code in [12] for a more detailed description. We use the terms D0-ball and D1-ball to denote a protecting ball with its center in D0 and int (γ ∈ D1) respectively. Cover, RefineBall, and Protect are taken from [7] .
Cut radius of bq in half. 4:
for all bp adjacent to bq do 6:
end for 8: else if q ∈ P ∩ D1 then 9:
Let γ q, γ ∈ D1 11:
Let b , b be the balls adjacent to bq on γ 12:
α :=min{radius(bq),radius(b ),radius(b )}/4 13:
S := S ∪ {q}; P := P \{q} 14:
Let b be a non-D0-ball.
16:
bq := b ; Goto line 9 17:
end if 18:
Let x and z be the endpoints of segγ(b ) and segγ(b ) delimiting the shortest subridge of the possible combinations of endpoints. B :=Cover(α, x, z).
19:
Let P be the weighted points of B.
20:
S := S ∪ P; P := P ∪ P 21:
for all p with ωp = 0 lying in ∪ b∈B b do 22: S = S ∪ {p} 23:
bv := B(v,min{rv, λ2}) 5:
B := B ∪ bv 6: end for 7: for all γ ∈ D1 do 8:
Let u, v be endpoints of γ 9:
α :=min{λ2,radius(bu),radius(bv)}/4 10:
Let x and z be the endpoints of segγ(b ) and segγ(b ) delimiting the shortest subridge of the possible combinations of endpoints.
11:
B := B∪Cover(α, x, z) 12: end for 13: return B 3. REFINEMENT
Node Processing
The nodes of the octree to be processed are maintained in a queue Q, and each node is processed when it reaches the head of Q. A node may be processed by one of two actions: split or refine. Each node ν of the octree maintains a set of points Pν = P ∩ ν. When the number of points in ν exceeds a user-defined parameter κ, that is, |Pν | > κ, we invoke a split; if |Pν | ≤ κ when ν reaches the head of Q, we invoke a refine.
In a split, ν is divided into eight children of equal size, each of which is a scaled down version of ν. The points of Pν are then divided among these children, with each child taking the points that lie within its volume, and then these children are enqueued in Q.
When a node ν is refined, we begin by computing its local triangulation Del Rν , where Rν is a superset of Pν . Specifically, we initialize Rν := Nν Pν , where Nν ⊆ P contains the points of P that lie within an unweighted distance 2ωmax +2 (λ 2 +ω 2 max ) of the boundary of ν, where ωmax is the weight of the largest protecting ball generated by Protect and λ is a user-defined parameter. While violations of our refinement criteria persist, we refine the local triangulation of ν. If |Pν | > κ at any point during the refinement of the local triangulation, we invoke a split of ν.
When a node ν is not being processed we clear its local Delaunay triangulation (along with all the data structures associated with it) in order to save memory, maintaining only its Pν ⊆ P and a list of restricted triangles inside ν. For each point p in a node ν, we want the local triangulation around p be to nice, that is, surface triangles around p form a topological disk. Our ultimate goal is to fit all these individual local triangulations seamlessly into a global one. Toward that goal, we define the surface star F (p) (Fσ(p)) of a point p ∈ Pν as the set of triangles incident to p that are restricted to D (respectively, σ ∈ D2) in the local triangulation, and the sub-simplices of all such triangles. We also define the smax, rmin, and dmin, which are used in handling violations of the refinement criteria, C1-C7 giving priority to CI over CJ if I<J:
Localized Refinement
2. (C2) ∀p ∈ Pν and l ∈ Rν , if bp ∈ γi and b l ∈ γj given γi, γj ∈ D1 and i = j, then bp ∩ b l = ∅;
3. (C3) ∀p ∈ Pν , if ps is an edge in F (p) and ωp, ωs > 0, then bp and bs are adjacent in some γ ∈ D1;
4. (C4) ∀p ∈ Pν , σ ∈ D2 contains all vertices of Fσ(p);
, where f is a triangle and p ∈ Pν , size(f ) < λ.
In the event of a violation, either a point is to be inserted, or a ball is to be refined. In both cases, a pair (p, q) is returned. In the first case q is a zero-weighted candidate for insertion and p is the closest point (by distance dw) to q in Rν . In the second case q is the center of the protecting ball to be refined and p is a null pointer. Let x be the farthest point from p where the Voronoi edge dual to argmax{size(f ) | f ∈ F (p) is a triangle} intersects |D|. If C1 is violated, we call RefineBall on the violating D0-ball bp.
If C2 is violated, we call RefineBall on the larger of bp and b l . In the event C3 is violated, if smax(p) ≥ 0.03min{ωp, ωs} then q is set to x; if smax(p) < 0.03min{rmin(p), rmin(s)} then RefineBall is called on the larger of the two balls violating this criterion. If C4 is violated, then let t be the errant vertex of Fσ(p), that is t / ∈ σ. If smax(p) < 0.03ωt then we call RefineBall on bt; otherwise q is set to x. In the event C5 or C6 is violated, if smax(p) ≥ min{0.03rmin(p), dmin(p)} then q is set to x; if smax(p) < min{0.03rmin(p), dmin(p)} then RefineBall is called on the largest of the balls in F (p). If C7 is violated, q is set to x.
Point Insertion and reprocessing
Let (p, q) be a pair returned by some violation during refinement. Then q may be a candidate for insertion, but it may lie arbitrarily close to some point in P despite being locally far in Rν . In order to disallow arbitrarily close insertions, we find the closest point in P to q. If this existing point is not p (recall that p is the nearest point to q in Rν ) and lies sufficiently close to q, then we insert the existing point instead of q. Specifically, if q lies within weighted distance λ of a protecting ball b ∈ P \ Rν , then we add b to Rν ; if no such b exists and s ∈ P \ Rν lies within distance λ of q, then we throw away q and insert s into Rν ; if there is no such b and we do not insert s, we insert q into Rν and add it to P . Note that Rν is augmented in all cases, and P is augmented in only the last case.
update
Rν := Rν ∪ {s}; return {} 8: end if 9: P := P ∪ {q}; update Rν ; return {q} Furthermore, when a new point is added to or deleted from P it is possible that some nodes are enqueued for reprocessing.
The local mesh of a node ν in the octree is comprised of triangles having at least one vertex in ν. As we show in Lemma 4.10, all vertices of such triangles lie either inside ν or within unweighted distance 2 (λ 2 + ω 2 max ) of its boundary when the algorithm LocPSC terminates. Call this set of points Kν . It is possible that when a point q / ∈ P is inserted during the refinement of node ν, it modifies the content of some K ν , ν = ν, through insertion or deletion, and so may affect the part of the final output generated by ν . Then in order to maintain consistency between the meshes of ν and ν we must reprocess ν . Therefore, whenever some q / ∈ P is inserted by node ν or some q ∈ P is removed from P by node ν, we enqueue all nodes ν = ν within distance 2 (λ 2 + ω 2 max ) of q.
Algorithm 4 NodeEnqueue(ν, s, λ, ωmax)
enqueue(ν , Q) 4: end for
Algorithm LocPSC
Our algorithm LocPSC first encloses the input surface D in a bounding box which becomes the root of the octree subdivision. Protect is then used to generate a set of balls (positive-weighted points) that protect the D1 ridges and D0 vertices, and these balls are used to initialize P .
When a node ν is not being processed, we maintain its sample set Pν = P ν ⊆ P and a list of triangles p∈Pν F (p). This list is maintained to avoid recomputing the mesh in a node while finalizing the output mesh. When ν is extracted from Q for processing, we compute Del Rν which is also updated with each insertion and deletion of point(s). To check violations C1-C7, we compute and maintain the restricted surface triangulation Del|D Rν . Note that RefineBall is performed locally, removing only those zeroand positive-weighted points in Rν . At termination we output p∈P F (p). We give psuedocode of this in Algorithm 5, which assumes a method Violation that finds violations of refinement criteria in the aforementioned priority order. 
GUARANTEES
The guarantee that the output is a manifold Delaunay mesh respecting the input stratification hinges on the fact that the algorithm terminate; otherwise, the refinement conditions C3-C6 would make the algorithm continue to run. We prove that our algorithm inserts and deletes only finitely Figure 2 : Depiction of complications due to local ball refinement. Top: complication (1) -we refine the emboldened blue ball, but don't see the dashed red ball because it's in P \ Rν , and so place new balls arbitrarily close to and inside this ball. Bottom: complication (2) -we remove both emboldened balls, and one of the new balls placed contains the red point in P \ Rν , and so this point is not removed from P . many points and thus terminates. We argue that the protecting balls and triangles cannot be refined below a threshold and thus cannot afford insertions/deletions incessantly. On this high level it is similar to the argument in [7] . However, the proofs differ significantly at the detailed level since we have to deal with ball and triangle refinements in a local setting.
A major hurdle to be overcome is to ensure that a ball refinement that considers only the local Rν is still good globally. We achieve this by selecting the additional points carefully when constructing Rν from Pν . The lower bounds on distances among adjacent balls help to prove the lower bounds for ball sizes and triangle sizes. These proofs are also deferred to the full version [12] .
Consider the complications that could arise with regards to ball refinement when using only a local point set, see also Figure 2 : (1) By nature of a locally performed RefineBall, the set of removed balls is contiguous with respect to Rν , but not necessarily contiguous with respect to P . If this set is not contiguous with respect to P , then the new set of balls placed by Cover may be placed on top of and without regards to some balls in P \ Rν , thus making it impossible to place lower bounds on the geodesic distance along the ridge between adjacent pairs of balls, and such lower bounds are requisite for our proof of termination (specifically, the C3 Bound Lemma and C5 and C6 Bound Lemma in [12] ) (2) There may exist zero-weighted points in P \Rν that lie inside newly placed protecting balls, and it is necessary that this not be the case for our proof of termination (specifically, C5 and C6 Bound Lemma). The supporting lemmas (4.1, 4.3, 4.5) mentioned in the proof of Theorem 4.7 show that our algorithm handles these difficulties. Lemma 4.1 (Exposed Ridge Segment) When RefineBall is called from a node ν, all points in the ridge segment exposed by the removal of existing protecting balls lie either inside ν or within distance 3.52ωmax of its boundary.
Proof. For this proof, we consider a violation of each criterion.
1. C1. Here, we refine a D0-ball bv with center inside ν.
By definition of ωmax, its radius is initially at most ωmax, and this ball's radius is decreased by a factor of two in the refinement -call the shrunken ball b v . In the worst case, this leads us to refine a D1-ball bq of radius at most 5ωmax/16 that is adjacent (with respect to Rν ) to bv. By nature of Cover, the center of every ball adjacent to bv with respect to the global point set must lie within distance 21ωmax/16 of v, implying that they are in Nν and therefore also in Rν . This implies that d(v, q) ≤ 21ωmax/16. By nature of RefineBall, the farthest ball removed bp must either be bq or must satisfy d(bp, b v ) < ωmax/8 (if bq is not the only ball removed from this ridge, then at least one ball of radius ωmax/4 or smaller must be removed, and any ball removed bp must then satisfy
Since the worst case for d(v, q) is greater than this, we will assume bq is the farthest ball removed, and so the farthest point from ν exposed by ball removal is at most distance ωv + 2ωq ≤ 13ωmax/8 from ν.
2. C2. Here, we may refine a D0-ball or a D1-ball. First we consider the case of refining a D0-ball bv. To violate C2, bv must intersect some ball bs having its center in ν, and bs must be a D1-ball because Protect precludes non-empty intersections of all pairs of D0-balls. So d(s, v) ≤ (1 + 5/16)ωmax, and we may refine a D1-ball bq adjacent to bv that lies farther from ν than bv does. By the same argument used for C1, we see that the center of the farthest ball bp from bv removed by this refinement must satisfy d(v, p) ≤ ωv + ωq ≤ 21ωmax/16, so the farthest point exposed by ball removal lies at most distance d(s, v) + d(v, p) + ωp ≤ (21/16+21/16+5/16)ωmax = 47ωmax/16 from ν, concluding our analysis of D0-ball refinement for C2. If we instead refine a D1-ball bq, q / ∈ ν, in response to a violation of C2, then it intersects some smaller ball bs, s ∈ ν. If bq is the only ball removed during RefineBall, then the bound on the distance to the farthest exposed point is small and trivially computed, so assume that the farthest ball removed is bp = bq. In the worst case, bq was adjacent to a D0-ball bv of radius ωmax, and the ridge γ containing q wraps around bv such that the farthest ball bp from ν satisfying d(p, v) ≤ ωv + 2α + ωp lies on the opposite side of bv from ν. Then the distance to the farthest exposed point from ν is at most d(s, q)+d(q, v)+ωv+2α+2ωp ≤ (9/16 + 21/16 + 1 + 1/8 + 1/2)ωmax = 3.5ωmax.
3. C3. The proof for this is identical to that for C2 with the sole exception of the distance between balls necessary to violate the criterion. For C2, this distance had to be less than zero; for C3 it must be less than 0.06 * 5ωmax/16, so the worst case bound here is the worst case bound for C2 plus this distance, yielding a bound of (3.5 + 0.06 * 5/16)ωmax < 3.52ωmax.
4. C4,C5,C6. The refined ball here must either be adjacent to a ball with center in ν, in which case the maximal bound is better than that for C2, or it must share an edge with a zero-weighted point in ν, in which case the maximal bound is better than that for C3.
Corollary 4.2 Every ball in P centered on the exposed ridge segment is added to Rν either when it is initialized or during the current refinement of ν.
Lemma 4.3 (Endball Distance)
When Cover is called from RefineBall while refining node ν, then the centers of the protecting balls b0 and b k bounding the exposed ridge segment lie inside ν or within distance 4ωmax of its boundary.
Proof. Assume c k =argmax p∈{c 0 ,c k } {d(ν, p)}. We first consider the case in which b k is a D1-ball. If b k is a D1-ball then ω k ≤ 5ωmax/16. As the farthest point on the exposed ridge segment from ν is at most 3.52ωmax from ν and seg(b k ) bounds this exposed segment, c k must lie within distance (3.52 + 5/16)ωmax < 4ωmax of ν.
Now we consider the case in which b k is a D0-ball. We begin by assuming d(ν, c k ) > 4ωmax, and show this cannot be the case. ω k ≤ ωmax, which implies a point on the exposed ridge at least distance 3ωmax from ν. Such a distance between ν and the farthest exposed point implies that a D1-ball adjacent to a D0-ball has been refined in response to the violation (otherwise the farthest exposed point is at most distance (47/16 + 0.06 * 5/16)ωmax < 3ωmax from ν by approach used in Lemma 4.1). The distance from c k to the nearest D0-ball center u is at least d(u, c k ) ≥ 3 max{ω k , ωu} by Protect, so d(b k , bu) ≥ max{ω k , ωu}, but then the farthest point x from ν on the exposed ridge segment must satisfy d(x, bu) ≤ 2α + 2ωp, where bp is the farthest ball from ν removed during RefineBall. Since p lies on a ridge interior, it cannot be a D0-ball,
Corollary 4.4 Endballs b0 and b k used to bound the segment to be covered by a call to Cover issued by RefineBall are added to Rν either when it is initialized or during the current refinement of ν. Furthermore, there is no ball in P centered on the ridge segment to be covered that is not removed by RefineBall, as the contiguous ball set with respect to P beginning with b0 and ending with b k must be a subset of Rν by the previous two lemmas. Proof. Consider new D0-balls that are placed: the space occupied by them is a subset of the space occupied by the D0-balls they have replaced because each new D0-ball has the same center as its predecessor and a smaller radius. Consider new D1-balls that are placed: their centers must lie within 3.52ωmax of ν, and their radii can be no greater than 25ωmax/256, so they cannot occupy any space farther than 4ωmax from ν. Since we only remove zero-weighted points that lie in the space occupied by newly placed balls, all of these points must lie within distance 4ωmax of ν. Corollary 4.6 All zero-weighted points removed by RefineBall are added to Rν either when it is initialized or during the current refinement of ν. Furthermore there is no zeroweighted point in P \Rν that could be removed by this process, as no such point lies within 4ωmax of ν.
Theorem 4.7 (Local Ball Refinement) When RefineBall is called on a point p during the refinement of some local sample set Rν , there is a set of points added to and a set removed from Rν . The constituent points of these two sets would remain the same if Rν were augmented with any subset of P \ Rν .
Proof. Exposed Ridge Segment Lemma (4.1) shows that the center of the ball bp to be refined must lie very close to ν because it must be in the star of some vertex in ν and must lie in sufficiently close proximity to this vertex in ν in order to incur a violation that will call RefineBall. This lemma goes on to show that all points on the ridge segment that is exposed by removing balls at the beginning of RefineBall must lie close to p -specifically, the entirety of this segment must lie within 3.52ωmax of ν. In the Endball Distance Lemma (4.3), we show that the centers of b0 and b k (the endballs for Cover) must lie within 4ωmax of ν, and so these along with all the balls centered on the exposed segment are in Pν ∪Nν ; thus, adding more points to Rν from P \ Rν would not yield a different b0, b k , or exposed ridge segment, implying that the set of positive-weighted points deleted from P and Rν cannot be altered by augmenting Rν with any subset of P \Rν . Note that this also implies that the set of inserted points cannot be altered by augmenting Rν with a subset of P \ Rν , because for a given b0, b k , and set of removed balls, Cover by nature of being deterministic must generate a fixed set of new balls. We then show in the Point Removal Lemma (4.5) that all zero-weighted points in the union of newly placed balls lie within 4ωmax of ν, implying that all zero-weighted sample points that are removed must lie close enough to ν that they are in Pν ∪ Nν , so there are no points in P \ Rν that lie close enough to be removed.
The following result is an integral part of our proof for termination.
Lemma 4.8 D0-balls with radii less than some surface dependent constant will not be refined.
Proof Sketch:
1. C1. For D0-ball bv to satisfy C1, we require that it not contain the center of any D1-ball. A violation of this implies that either bv intersects a ridge disjoint from v or bv intersects a ridge containing v in multiple disjoint segments. The former is impossible when ωv is less than the distance to a ridge disjoint from v; the latter is impossible when ωv is small with respect to the local feature size of the ridges containing v as an endpoint.
2. C2. A violation of C2 involving D0-ball bv implies that bv intersects some ball bq centered on a ridge γ disjoint from v. As the distance from v to γ must be strictly positive, C2 must be satisfied when bv and all balls centered on γ have radii less than half the distance from v to γ.
3. C3. A violation of C3 involving D0-ball bv implies that bv and some non-adjacent ball bq are both vertices of the same restricted Delaunay triangle t. Let bq lie on a ridge γ disjoint from v. When ωv and ωq are less than d(v, γ)/3, bv will not be refined because size(t) ≥ 0.03ωv. So let γ contain v as one of its endpoints. In a lemma in [12] , we show that there is a minimum geodesic distance along γ (as a function of ωq and ωv) between q and v, and so when ωq and ωv are small enough with respect to local feature size, the Euclidean distance between them implies that any triangle t having both q and v as vertices must have size(t) > 0.03 min{ωq, ωv}, and so a triangle must be refined.
model Table 1 : Time and memory usage for different models for CGAL (CGAL 3.8, release mode, -O3 optimization) and LocPSC results for κ = 1000. Number of vertices and simplices expressed in thousand unit(×1000); starred results indicate notable memory thrashing; NA indicates that an experiment could not be completed due to memory constraints.
C4.
A violation of C4 involving D0-ball bv implies that v is a vertex of Fσ(p) for some σ disjoint from v. Satisfaction of C3 precludes a positive-weighted p. Then when ωv is less than d(σ, v)/2, size(t) > ωv/2 for any t containing both p and v as vertices, so a triangle must be refined.
5. C5 and C6. Let bv be a D0-ball and σ be a patch in D2 such that v ∈ bd σ, and let bv be adjacent to bp on γ1 ∈ D1 and bq on γ2 ∈ D2 along bd (σ). We proceed by showing that γ1(p, v) intersects the Voronoi facet Fpv = Vp ∩ Vv exactly once when ωv and ωq are less than 0.06lfsmin(γ1), and that γ1(p, v) can intersect no other Voronoi facets when ωv and ωq are this small. These follow from the observations that γ1(p, v) ⊂ bp ∪ bq and that multiple intersections of the segment with the Voronoi facet imply the existence of a medial axis point within distance less than 0.5lfsmin(γ) (a contradiction of the definition of lfsmin). We also show that the circumradius of a restricted triangle is bounded with respect to its size and the weights of its vertices. Bounding the circumradius allows us to employ some of the lemmas of [8] , which, with the knowledge of how ridge segments must intersect Voronoi facets, enable us to show that Vv ∩ σ is a half disk with v on its boundary. This implies satisfaction of C5 and C6 almost immediately.
Specific bounds for Lemma 4.8 are in the deatiled proof in the full version [12] . The reader may note that a proof sketch showing that D1-balls with radii less than some surface dependent constant will not be refined is very similar to the previous lemma for D0-balls. We provide detailed proofs of these as well as proofs of minimum triangle size in [12] . Proof. The full version [12] contains lemmas showing that the ball and triangle sizes necessary to satisfy all criteria depend solely on surface geometry, and these imply that the processing of a given node terminates when these size conditions are satisfied. Furthermore, our point-insertion strategy prevents any new point s from being inserted within weighted distance λ of its nearest-neighbor point p in the global point set unless the local triangulation already includes p. This implies that there is a minimum inter-point distance for the global point set: it is the minimum of λ and the inter-point distance necessary to satisfy all criteria. A minimum ball size implies a finite number of calls to RefineBall and therefore a finite number of point removals. Since our domain is bounded, this implies that P consists of a finite number of points, the number of which is ultimately dependent on surface geometry and λ, and once |P | reaches this number there can be no more violations in any node, so the algorithm terminates. Proof. Assume that tpqs is in Fσ(p) but is not in Fσ(q). This implies that tpqs is either not Delaunay or is not restricted w.r.t. σ when we consider Fσ(q). This further implies that Fσ(p) is defined w.r.t. a different sample set Rν than that by which Fσ(q) is defined, which requires p and q to lie in different nodes -call them ν and ν respectively. By C7, we know that size(tpqs)
2 ), and therefore p and s must be in R ν by the gathering of N ν . So there must be some sample point u such that u ∈ R ν , u / ∈ Rν , and dw(u, x) < dw(p, x), where x is the point at which the Voronoi edge ex dual to tpqs pierces σ. We know dw(p, x) ≤ λ by satisfaction of C7, and These results reveal κ = 1000 to be a good choice for CPU time for meshes larger than 350,000 vertices, and for memory footprint. Experiments with κ = 2, 000, 000 have only a single node, and therefore are equivalent to running Delaunay refinement without taking advantage of localization.
u had been added to P before the last time we processed ν, it would have been in Rν by the gathering of Nν , and so tpqs would not be in Fσ(p), a contradiction. But if u had been added to P after the last time we processed ν it would have been in Kν and ν would have been reprocessed, a contradiction. The only other alternative is for u to have been added to P during the last time we processed ν, in which case it would have been added to Rν as well, and so tpqs would not be in Fσ(p), a contradiction. 
EXPERIMENTAL RESULTS
In experiments, we ran several examples with different values of κ, see Figure 3 . This helped us to find a value of κ which performs well in terms of CPU time and memory footprint. We then compared our implementation to a state of the art CGAL meshing tool using this value of κ which is 1000. The experiments were conducted on a PC with 2GB 667MHz RAM and a 2.8GHz processor running Ubuntu 11.10.
CGAL Comparison.
In Table 1 , we show results of experiments on several mod-els that allow comparison of our implementation to a state of the art CGAL meshing tool. The CGAL meshing tool was chosen for comparison because it also employs Delaunay refinement in its meshing algorithm. Therefore, the resultant meshes are similar in both size and quality for a given set of input parameters. Observe that our localized implementation significantly outperforms CGAL in terms of both CPU time and memory footprint for generating large meshes. Also observe that our localized method is capable of comfortably producing meshes of approximately 8 million vertices on our machine, while CGAL cannot generate meshes much larger than 1.4 million vertices due to memory constraints (and exhibits memory thrashing when generating meshes larger than 1 million vertices). The values of λ here are expressed as a factor of the smallest dimension of the bounding box of the input surface. Times listed were acquired using the CGAL::Timer class and vary from those listed in the CGAL manual due to differences in processor and in experimental parameters.
CONCLUSION
In summary, we have given a localized Delaunay refinement algorithm for PSCs with guarantees for topology, geometry, and termination, the implementation of which outperforms a state of the art CGAL meshing tool in terms of both CPU time and memory footprint for large meshes.
It is possible that localized Delaunay refinement may be the basis for an efficient parallel or distributed Delaunay refinement algorithm for myriad domains with guarantees for topology and geometry, as well as the guarantee that the output is a subcomplex of the restricted Delaunay triangulation of the global point set. Such a result would significantly reduce generation time for Delaunay meshes.
