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In this paper, we discuss extending the sub-system embedding sub-algebra coupled cluster
(SESCC) formalism and the double unitary coupled cluster (DUCC) Ansatz to the time domain. An
important part of the analysis is associated with proving the exactness of the DUCC Ansatz based
on the general many-body form of anti-Hermitian cluster operators defining external and internal
excitations. Using these formalisms, it is possible to calculate the energy of the entire system as
an eigenvalue of downfolded/effective Hamiltonian in the active space, that is identifiable with the
sub-system of the composite system. It can also be shown that downfolded Hamiltonians integrate
out Fermionic degrees of freedom that do not correspond to the physics encapsulated by the active
space. In this paper, we extend these results to the time-dependent Schrödinger equation, showing
that a similar construct is possible to partition a system into a sub-system that varies slowly in time
and a remaining sub-system that corresponds to fast oscillations. This time-dependent formalism
allows coupled cluster quantum dynamics to be extended to larger systems and for the formulation
of novel quantum algorithms based on the quantum Lanczos approach, which has recently been
considered in the literature.
INTRODUCTION
The coupled cluster (CC) theory [1–7] has evolved into
one of the most accurate many-body formulations to de-
scribe correlated behavior of chemical [7] and nuclear
systems.[8] Over the last few decades, applications of the
CC formalism in quantum chemistry have grown enor-
mously, embracing molecular structure optimization, the
description of chemical reactivity, simulations of spectro-
scopic properties, and computational models of strongly
correlated systems. A great deal of effort has been ex-
erted towards developing hierarchical families of approx-
imations which provide an increasing level of accuracy
by including high-rank collective phenomena in cluster
operator(s).[7] Significant advances in describing proper-
ties, quasi-degenerate and excited electronic states were
possible thanks to extensions of CC formalism to linear-
response theory,[9, 10] equation-of-motion CC formula-
tions, [11–14] and multi-reference CC methods.[15–31]
Significant progress has also been achieved in develop-
ing reduced scaling CC methods, mainly in applications
to ground- and excited-state problems.[32–34] The exis-
tence of hierarchical structures of approximations that
allow one to reach the exact, full configuration interac-
tion (FCI), limit for a given basis set is an appealing
feature of the CC formalism that drives the development
of most formulations.
Parallel to these advances, one could also wit-
ness significant progress in developing explicitly time-
dependent CC (TD-CC) formulations of the time-
dependent Schrödinger equation (TDSE)
i~
∂
∂t
|Ψ(t)〉 = H|Ψ(t)〉 , (1)
where
|Ψ(t)〉 = eT (t)|Φ〉 (2)
represents the time-dependent wave function with the
time-dependent cluster operator T (t). This CC formu-
lation has been explored in CC linear-response theory
[9, 10, 35] for molecular systems, X-ray spectroscopy and
Green’s function theory,[36, 37] nuclear physics,[38–40]
condensed matter physics,[41] and quantum dynamics of
molecular systems in external fields.[42–46] These stud-
ies have also initiated an intensive effort towards under-
standing many-aspects of the TD-CC formalism, includ-
ing addressing fundamental problems such as the form of
the action functional, form of the time-dependent molec-
ular basis, various-rank approximations of the cluster op-
erator, and numerical stability of time integration algo-
rithms. One of the milestone achievements in develop-
ing time-dependent CC formalism was Arponen’s action
functional for the bi-variational coupled cluster formal-
ism. [41] In the last decade, this formalism was further
extended by Kvaal [43] by introducing the orbital adap-
tive time-dependent coupled cluster formalism and en-
suing approximations. These developments made the
TD-CC formalism a complementary approach to well
established wave-function-based time-dependent multi-
configurational approaches, [47–55] configuration inter-
action formulations, [56–60], and density matrix renor-
malization group methods. [61–64]
The sub-system embedding sub-algebra CC (SESCC)
formalism [65] and its unitary variant based on the dou-
ble unitary coupled cluster (DUCC) ansatz [66] enabled
new features of CC equations that are strictly related
to the active space concept to be identified. The crit-
ical observation is related to the fact that energies of
CC methods (such as CCSD,[5] CCSDTQ,[67, 68] etc.)
can be obtained, in contrast to the standard CC energy
expression, by diagonalizing reduced-dimensionality ef-
fective (or downfolded) Hamiltonians in the correspond-
ing active space. Additionally, downfolded Hamiltoni-
ans integrate out external Fermionic degrees of freedom
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2(specifically, all cluster amplitudes that correspond to ex-
citations outside of the active space). For the DUCC
case, this feature has been derived assuming the exact-
ness of the double unitary CC Ansatz. Besides these
fundamental properties, the SESCC formalism naturally
introduces the concept of seniority numbers discussed re-
cently in the context of configuration interaction methods
[69] and CC formulations.[70–72] The so-called SESCC
flow equations [65] and DUCC formalisms were used to
define approximations to calculate ground- and excited-
states energies as well as spectral functions in a re-
cent Green’s function DUCC extension.[73] The DUCC
Hamiltonians have also been intensively tested on the
subject of quantum computing simulations with reduced-
dimensionality Hamiltonians.[66, 74] The SESCC meth-
ods complement/extend the active space coupled cluster
ideas introduced in Refs. [75, 76] (see also Refs. [77, 78]),
which also utilize the decomposition of the cluster opera-
tor into internal and external parts (for a detailed discus-
sion of similarities and differences between active-space
CC methods and SESCC see Refs.[65, 66]).
In this manuscript, we present the time evolution of
the system using SESCC and DUCC wave function rep-
resentations. We also complement the discussion, show-
ing that the exact wave function can be represented
in the form of double unitary exponential Ansatz with
general-type anti-Hermitian many-body cluster opera-
tors representing internal and external excitations. This
result corresponds to the general property of the ex-
act wave function proven at the level of SESCC for-
malism. As in previous studies, where SESCC/DUCC
methods decoupled Fermionic degrees of freedom cor-
responding to various energy or localization regimes,
we discuss formulations, using SESCC and DUCC ap-
proaches, which decouple slow- and fast-varying compo-
nents of the wave function. Additionally, the DUCC
formalism provides a rigorous many-body characteriza-
tion of the time-dependent action functional to describe
the dynamics of the entire system in time modes cap-
tured by the corresponding active space. This approach
and corresponding approximations can not only reduce
the cost of TD-CC simulations for larger molecular ap-
plications but can also be employed in the imaginary
time evolution, which has recently been intensively stud-
ied in the context of quantum computing.[79, 80] The
flexibility associated with the choice of the active space
can also be advantageous for the generalization of time-
dependent SESCC/DUCC formulations (TD-SESCC and
TD-DUCC, respectively) beyond slow-varying compo-
nents of the wave functions. In analogy to TD-CC for-
mulations discussed in Refs.[40, 42], we also analyze the
properties of TD-SESCC and TD-DUCC methods based
on fixed (time-independent) orthogonal spin orbitals.
DOWNFOLDED CC HAMILTONIANS FOR A
STATIONARY SCHRÖDINGER EQUATION
In this section, we overview elements of SESCC and
DUCC methods necessary in the analysis of TD-SESCC
and TD-DUCC formalisms. For this to happen, let us
start with the time-independent formalism and summa-
rize basic concepts behind sub-system embedding sub-
algebras and the double unitary CC expansion.
Stationary SESCC formalism
The single reference CC (SR-CC) ansatz is predicated
on the assumption that there exists a single Slater deter-
minant |Φ〉 that provides a reasonable approximation of
the correlated electronic ground-state |Ψ〉 to justify its
exponential CC parametrization
|Ψ〉 = eT |Φ〉 , (3)
where T is the so-called cluster operator, which in general
can be expressed in terms of its many-body components
Tk
T =
m∑
k=1
Tk . (4)
In the exact wave function limit, the excitation level m is
equal to the number of correlated electrons (N) while in
the approximate formulations m N . Several standard
approximations fall into this category, i.e., CCSD (m =
2),[5] CCSDT (m = 3), [81–83], CCSDTQ (m = 4),[67,
68] etc. Using the language of second quantization, the
Tk components can be expressed as
Tk =
1
(k!)2
∑
i1,...,ik;a1...ak
ti1...ika1...akE
a1...ak
i1...ik
, (5)
where indices i1, i2, . . . (a1, a2, . . .) refer to occupied (un-
occupied) spin orbitals in the reference function |Φ〉. The
excitation operators Ea1...aki1...ik are defined through strings
of standard creation (a†p) and annihilation (ap) operators
Ea1...aki1...ik = a
†
a1 . . . a
†
ak
aik . . . ai1 , (6)
where creation and annihilation operators satisfy the fol-
lowing anti-commutation rules
[ap, aq]+ = [a
†
p, a
†
q]+ = 0 , (7)
[ap, a
†
q]+ = δpq . (8)
After substituting Ansatz (3) into the Schrödinger equa-
tion one gets the energy-dependent form of the CC equa-
tions:
(P +Q)HeT |Φ〉 = E(P +Q)eT |Φ〉 , (9)
3where P and Q are projection operators onto the refer-
ence function (P = |Φ〉〈Φ|) and onto excited configura-
tions (with respect to |Φ〉) generated by the T operator
when acting onto the reference function,
Q =
m∑
k=1
∑
i1<i2<...<ik;a1<a2...<ak
|Φa1...aki1...ik 〉〈Φa1...aki1...ik | , (10)
where
|Φa1...aki1...ik 〉 = Ea1...aki1...ik |Φ〉 . (11)
Diagrammatic analysis [84] leads to an equivalent (at the
solution), energy-independent form of the CC equations
for cluster amplitudes
Qe−THeT |Φ〉 = Q(HeT )C |Φ〉 = 0 , (12)
and energy expression
E = 〈Φ|e−THeT |Φ〉 = 〈Φ|(HeT )C |Φ〉 , (13)
where C designates a connected part of a given operator
expression. In the forthcoming discussion, we refer to
e−THeT as a similarity transformed Hamiltonian H¯.
The SESCC formalism hinges upon the notion of ex-
citation sub-algebra of algebra g(N) generated by Ealil =
a†alail operators (for a more detailed discussion of many-
body Lie algebras the reader is referred to Refs.[85–87]).
The SESCC formalism utilizes an important class of sub-
algebras of g(N), which contain all possible excitations
Ea1...ami1...im that excite electrons from a subset of active oc-
cupied orbitals (denoted as R) to a subset of active vir-
tual orbitals (denoted as S). These sub-algebras will
be designated as g(N)(R,S). In the following discus-
sion, we will use R and S notation for subsets of occu-
pied and virtual active orbitals {Ri, i = 1, . . . , x} and
{Si, i = 1, . . . , y}, respectively (sometimes it is con-
venient to use alternative notation g(N)(xR, yS) where
numbers of active orbitals in R and S orbital sets, x
and y, respectively, are explicitly called out). As dis-
cussed in Ref.[65] configurations generated by elements
of g(N)(xR, yS) along with the reference function span
the complete active space (CAS) referenced to as the
CAS(R,S).
Each sub-algebra h = g(N)(xR, yS) induces partition-
ing of the cluster operator into internal (Tint(h) or Tint
for short) part belonging to h and external (Text(h) or
Text for short) part not belonging to h, i.e.,
T = Tint(h) + Text(h) . (14)
In Ref.[65] it was shown that if two criteria are met:
(1) the |Ψ(h)〉 = eTint(h)|Φ〉 is characterized by the same
symmetry properties as |Ψ〉 and |Φ〉 vectors (for exam-
ple, spin and spatial symmetries), and (2) the eTint(h)|Φ〉
ansatz generates FCI expansion for the sub-system de-
fined by the CAS corresponding to the h sub-algebra,
then h is called a sub-system embedding sub-algebra
(SES) for cluster operator T . For any SES h we proved
the equivalence of two representations of the CC equa-
tions at the solution, standard
〈Φ|H¯|Φ〉 = E , (15)
QintH¯Φ〉 = 0 , (16)
QextH¯|Φ〉 = 0 , (17)
and hybrid
(P +Qint)H¯exte
Tint |Φ〉 = E(P +Qint)eTint |Φ〉 , (18)
QextH¯|Φ〉 = 0 , (19)
where
H¯ext = e
−TextHeText (20)
and the two projection operators Qint(h) and Qext(h)
(Qint and Qext for short) are spanned by all excited con-
figurations generated by acting with Tint(h) and Text(h)
onto reference function |Φ〉, respectively. The Qint and
Qext projections operators satisfy the condition
Q = Qint +Qext . (21)
The above equivalence shows that the CC energy can
be calculated by diagonalizing effective Hamiltonian Heff
defined as
Heff = (P +Qint)H¯ext(P +Qint) (22)
in the complete active space corresponding to any SES
of CC formulation defined by cluster operator T . One
should also notice that: (1) the non-CAS related CC wave
function components (referred here as external degrees of
freedom) are integrated out and encapsulated in the form
of Heff , and (2) the internal part of the wave function,
eTint |Φ〉 is fully determined by diagonalization of Heff in
the CAS. Separation of external degrees of freedom in the
effective Hamiltonians is a desired feature especially from
the point of view of building a reduced-dimensionality
Hamiltonian for quantum computing (QC). However, a
factor that impedes the use in QC of the Heff is its non-
Hermitian character.
Stationary DUCC formalisms
In order to assure the Hermitian character of the CC
effective Hamiltonian that also provides a separation of
Fermionic degrees of freedom, in Ref.[66] we have intro-
duced double unitary coupled cluster ansatz
|Ψ〉 = eσexteσint |Φ〉 , (23)
where we assumed the exactness of expansion (23) in
standard UCC parametrizaton when all possible excita-
tions are included in the definition of anti-hermitian σext
4and σint operators, i.e.,
σ†int = −σint , (24)
σ†ext = −σext . (25)
Although numerical simulations [88] may suggest that
the standard UCC parametrization can reproduce the
exact wave function for model system, the generaliza-
tion of this result to arbitrary systems and to the doubly
unitary CC parametrization remains unknown. In this
paper, we would like to fill this gap and prove that in-
deed there exist general many-body σext and σint opera-
tors that reproduce the exact wave function when acting
onto the reference function |Φ〉. For this purpose, we will
resort to the disentangled unitary coupled cluster meth-
ods introduced by Evangelista, Chan, and Scuseria. [88]
This formalism provides a powerful tool in the analysis
of expansions based on non-commutative operator alge-
bras. The main idea is to reduce the exact wave function
|Ψ〉 to the reference determinant |Φ〉 by applying a series
(sweeps) of unitary transformations of the type
eγ
O
V (E
V
O−EOV ) , (26)
(where O and V denote ordered strings of occupied {i1 <
. . . < in} and virtual {a1 < . . . < an} spinorbital indices)
that consecutively remove corresponding |ΦVO〉 from wave
function expansion. A key component of this algorithm
is the ordering of these operations in the way that they
do not reintroduce determinants that have already been
removed. The process starts with the lowest occupied
spinorbital "1" and unitary transformation that suppress
the family of determinants
∀
a
|Φa1〉 → ∀
i,a,b
|Φab1i 〉 → ∀
i,j,a,b,c
|Φabc1ij 〉 → . . . , (27)
were {1i . . .} and {abc . . .} are ordered strings of occu-
pied and virtual spinorbital indices. In the next step one
performs analogous operations for occupied spinorbital
"2"
∀
a
|Φa2〉 → ∀
i,a,b
|Φab2i 〉 → ∀
i,j,a,b,c
|Φabc2ij 〉 → . . . , (28)
etc. till all occupied spinorbital are exhausted. The final
result of applying the sequence of the above mentioned
operations to |Ψ〉 is the reference function |Φ〉.
In order to prove the DUCC Ansatz for general many-
body anti-Hermitian operators, let us modify the above
procedure. For this purpose we will introduce partition-
ing of the occupied and unoccupied spinorbitals into ac-
tive and inactive groups as shown in Fig.1 and we will
enumerate them as µ1 < · · · < µF < I1 < . . . < IF <
A1 < . . . < AF < α1 < . . . < αF . Since all Slater deter-
minants spanning the external space can be partitioned
into two disjoint sets of determinants S1 = {|ΦVO(µ)〉}µFµ=µ1
and S2 = {|ΦV(α)Oact 〉}, where O(µ) and V(α) designate or-
dered string containing at least one inactive occupied (µ)
…
…
…
…
Fermi 
vacuum
I,J,K,…
A,B,C,…
!,",#,…
$,%,&,…
a,b,c,…
i,j,k,…
FIG. 1. A schematic representation of the partitioning of the
spinorbital domain into occupied inactive (µ,ν,ξ,. . .), occu-
pied active (I, J , K, . . .), virtual active (A, B, C, . . .), and
virtual inactive (α, β, γ, . . .). Generic occupied and virtual
are denoted as i, j, k, . . ., and a, b, c, . . ., respectively.
and inactive virtual (α) index, respectively, and Oact rep-
resents strings of occupied active indices only.
For the purpose of demonstrating the exactness of ex-
pansion (23), we will perform three classes of sweeps:
Sweep 1. We perform rotations to suppress all exter-
nal excitatons containing at least one occupied inactive
index according to the flow:
∀
a
|Φaµ1〉 → ∀
i,a,b
|Φabµ1i〉 → ∀
i,j,a,b,c
|Φabcµ1ij〉 → . . .
∀
a
|Φaµ2〉 → ∀
i,a,b
|Φabµ2i〉 → ∀
i,j,a,b,c
|Φabcµ2ij〉 → . . .
. . . . . .
∀
a
|ΦaµF 〉 → ∀
i,a,b
|ΦabµF i〉 → ∀
i,j,a,b,c
|ΦabcµF ij〉 → . . . , (29)
where each step is given by basic unitary transformation
(26). In this way, through applying a finite product of
elementary unitary transformations
Ω1 =
µ1∏
µ=µF
∏
Kµ
exp{γO(Kµ)V(Kµ) (E
V(Kµ)
O(Kµ) − E
O(Kµ)
V(Kµ) )} (30)
where all γO(Kµ)V(Kµ) are external excitations. In other words,
in Ω1|Ψ〉 all determinants belonging to S1 have been elim-
inated. This step is identical with the first µF steps of the
original algorithms if the ordering of occupied orbitals is
the same.
Sweep 2. In the second step, we perform elimination
of Slater determinants in set S2. This can be achieved
by the following sequence of elimination steps involving
basic unitary transformations:
∀
α
|ΦαI1〉 → ∀
I′,α,b
|Φ[αb]I1I′〉 → ∀
I′,I′′,α,b,c
|Φ[αbc]I1I′I′′〉 → . . .
∀
α
|ΦαI2〉 → ∀
I′,α,b
|Φ[αb]I2I′〉 → ∀
I′,I′′,α,b,c
|Φ[αbc]I2I′I′′〉 → . . .
. . . . . .
∀
α
|ΦαIF 〉 (31)
5where Ik, I ′, I ′′, . . . corresponds to the ordered strings
{IkI ′I ′′ . . .}, and [αbc . . .] corresponds to ordered strings
containing elements α, b, c, . . . (for example, if α < b then
[αb] corresponds to {αb} otherwise to {bα}). The last
step in (31) corresponds to zeroing coefficients only by
single |ΦaIF 〉 - since IF is the highest index of active oc-
cupied spinorbitals all other configurations (for example
|Φ[αb]IF I′〉) were eliminated in earlier steps (|Φ
[αb]
I′IF ). Sweep
2 corresponds to the following product of elementary uni-
tary operations
Ω2 =
I1∏
I=IF
∏
KI
exp{γOact(KI)Vα(KI) (E
Vα(KI)
Oact(KI)
− EOact(KI)Vα(KI) )}
(32)
As in Sweep 1, all amplitudes γOact(KI)Vα(KI) are of the external
type. After the Sweep 2 only surviving Slater determi-
nants in Ω2Ω1|Ψ〉 belong to the active space, i.e.,
Ω2Ω1|Ψ〉 = |Ψact〉 = (P +Qint)|Ψact〉 . (33)
This reduction of |Ψ〉 has been achieved with the external
excitations only.
Sweep 3. Repeating the reduction procedure for |Ψact〉
in active spinorbital space we can write
Ω3|Ψact〉 = |Φ〉 , (34)
where Ω3 involves rotations expressed in terms of internal
excitations only
Ω3 =
I1∏
I=IF
∏
KI
exp{γOact(KI)Vact(KI) (E
Vact(KI)
Oact(KI)
− EOact(KI)Vact(KI) )} ,
(35)
Summarizing, Sweeps 1-3 we can write
|Ψ〉 = Ω−11 Ω−12 Ω−13 |Φ〉 , (36)
where Ω1 and Ω2 depends on the external excitations
while Ω3 involves internal excitations only (i.e., Ω1 =
Ω1(γext), Ω2 = Ω2(γext), Ω3 = Ω3(γint)). Applying mul-
tiple times Baker-Campbell-Hausdorff (BCH) formula
eXeY = eX+Y+
1
2 [X,Y ]+
1
12 [X,[X,Y ]]− 112 [Y,[X,Y ]]+... (37)
to Ω3(γint)−1 and to the product of Ω1(γext)−1Ω2(γext)−1
one obtains
Ω1(γext)
−1Ω2(γext)−1 = e−γext+C12(γext) (38)
Ω3(γint)
−1 = e−γint+C3(γint) (39)
where γext is a sum of external-type terms γOV (E
V
O−EOV )
defined in Sweeps 1 and 2 (see Eqs.(30) and (32)) and
γint is a sum of internal-type terms defined in Sweep 3
(Eq.35). The C12(γext) and C3(γint) are multiply-nested
commutator expressions stemming from the multiple use
of BCH expansion. Since γext and γint are anti-Hermitian
and the commutator of two anti-Hermitian operators is
also anti-Hermitian. Therefore, we can represent the ex-
act wave function in the form of product of the two uni-
tary CC expansions involving external and internal de-
grees of freedom
|Ψ〉 = eσexteσint |Φ〉 (40)
where general-type anti-Hermitian external and internal
operators σext and σint are given by the expressions
σext = −γext + C12(γext) , (41)
σint = −γint + C3(γint) . (42)
Our following analysis will rely on the exactness of this
expansion. If we change the parametrization
γext = −(Text − T †ext) , (43)
γint = −(Tint − T †int) , (44)
where Text and Tint operators are characterized by the
same many-body structure as in the SESCC case (14),
then
σext = Text − T †ext + C12(Text, T †ext) , (45)
σint = Tint − T †int + C3(Tint, T †int) . (46)
Using the same arguments as in Ref.[66] one can easily
show that the exact DUCC expansion (40) allows effec-
tive Hamiltonians to be constructed in a similar way as
in single reference SESCC. It can be proven that both the
exact energy and the eσint |Φ〉 FCI CAS state can be ob-
tained by diagonalizing the DUCC effective Hamiltonian
in the complete active space
Heffeσint |Φ〉 = Eeσint |Φ〉, (47)
where
Heff = (P +Qint)H¯ext(P +Qint) (48)
and
H¯ext = e
−σextHeσext . (49)
In the construction of the DUCC effective Hamiltonian,
only the external cluster operator (σext) is used. In fur-
ther analysis, for both SESCC and DUCC formalisms we
will use the same notation for the H¯ext and Heff opera-
tors, and their form will follow from the context of the
discussed equations, depending on if Text, σext, or their
analogous time-dependent variants Text(t) and σext(t) are
utilized.
A legitimate approximation of σext and σint in Eqs.(45)
and (46)is to retain lowest-order terms only, i.e.,
σint ' Tint − T †int , (50)
σext ' Text − T †ext , (51)
which has been discussed in Ref.[66].
6TIME-DEPENDENT FORMULATIONS
EMPLOYING DOWNFOLDED HAMILTONIANS
To derive properties of the time-dependent Schrödinger
equations utilizing SESCC and DUCC representations of
the time-dependent wave functions, we will (in analogy to
Refs.[36, 40, 42] focus on the simplest case where orbitals
and the reference function |Φ〉 are time-independent,
which can be expressed as
∂
∂t
ap =
∂
∂t
a†q = 0 ,
∂
∂t
|Φ〉 = 0 . (52)
The above assumptions indicate that the CAS and cor-
responding SES h do not change in time.
Time-dependent Schrödinger equation in the
SESCC representation
In this subsection, we derive the time-dependent ex-
tension of the SESCC and DUCC wave function repre-
sentations. First, we start from the time-dependent CC
parametrization of the wave function:
|ΨCC(t)〉 = eT (t)|Φ〉 , (53)
where
T (t) =
m∑
k=0
Tk(t) . (54)
As in the stationary SESCC formulation, we will assume
the decomposition of the time-dependent cluster operator
T (t) into internal (Tint(t)) and external (Text(t)) parts,
i.e,
|ΨCC(t)〉 = eText(t)+Tint(t)|Φ〉 (55)
= eText(t)eTint(t)|Φ〉 . (56)
For the sake of generality, we also include a time-
dependent scalar phase factor (T0(t)) in the definition
of the Tint(t) operator. As pointed out by Hoodbhoy and
Negele in Refs.[38, 39] this phase factor is not needed
when calculating physical observables.
Upon introducing expansion (56) into the time-
dependent Schrödinger equation, one obtains
i~
∂
∂t
eText(t)eTint(t)|Φ〉 = HeText(t)eTint(t)|Φ〉 , (57)
which can be further transformed (after differentiating
its left-hand side over t)
i~(
∂Tint(t)
∂t
+
∂Text(t))
∂t
)eText(t)eTint(t)|Φ〉 =
HeText(t)eTint(t)|Φ〉 , (58)
After pre-multiplying both sides by e−Text(t), we obtain
a convenient form of TDSE
i~(
∂Tint(t)
∂t
+
∂Text(t)
∂t
)eTint(t)|Φ〉H¯ext(t)eTint(t)|Φ〉 =
H¯ext(t)e
Tint(t)|Φ〉 , (59)
where
H¯ext(t) = e
−Text(t)HeText(t) . (60)
Now, we focus our attention on the projection of Eq.(59)
onto time-independent subspace (P +Qint), which leads
to the equations:
i~(P +Qint)(
∂Tint(t)
∂t
+
∂Text(t)
∂t
)eTint(t)|Φ〉
= (P +Qint)H¯ext(t)e
Tint(t)|Φ〉 . (61)
Taking into account the fact that Text(t) and ∂∂tText(t)
produce "external" excitations (defined by strings of
creation-annihilation operators containing at least one
inactive spin-orbital index) we have
(P +Qint)
∂Text(t)
∂t
eTint(t)|Φ〉 = 0 (62)
and therefore the time evolution of eTint(t)|Φ〉 corresponds
to the non-unitary evolution in time-independent (P +
Qint) space
i~(P+Qint)
∂Tint(t)
∂t
eTint(t)|Φ〉 = (P+Qint)H¯ext(t)eTint(t)|Φ〉
(63)
or
i~
∂
∂t
eTint(t)|Φ〉 = Heff(t)eTint(t)|Φ〉 , (64)
where we used the fact that
(P +Qint)e
Tint(t)|Φ〉 = eTint(t)|Φ〉 (65)
and
Heff(t) = (P +Qint)H¯ext(t)(P +Qint) . (66)
We will refer to equation (64) as embedded sub-
system time evolution for the ket-state. In the above
equations, we avoided the explicit operator notation
i~ ∂∂tTint(t)|Φ〉 = e−Tint(t)Heff(t)eTint(t)|Φ〉 since the same
notation is much harder to define in the DUCC case.
Time-dependent Schrödinger equation in the DUCC
representation
The non-Hermitian character of H¯ext(t) may limit ap-
plications of this formalism in the area of quantum com-
puting. In analogy to the DUCC formalism studied
7in Refs.[66, 73, 74] let us represent normalized time-
dependent wave function |ΨDUCC(t)〉 in the following
form
|ΨDUCC(t)〉 = eσext(t)eσint(t)|Φ〉 , (67)
where σint(t) and σext(t) are general-type time-dependent
anti-Hermitian operators in the sense of Eqs.(45) and
(46), i.e.,
σint(t)
† = −σint(t) , (68)
σext(t)
† = −σext(t) . (69)
We also assume that the phase factor iδ is included in
the definition of σint. Introducing (67) into the TDSE
leads to the equation
i~(
∂eσext(t)
∂t
eσint(t) + eσext(t)
∂eσint(t)
∂t
)|Φ〉 =
Heσext(t)eσint(t)|Φ〉 . (70)
By pre-multiplying both sides of the above equation by
e−σext(t) and projecting onto (P + Qint) subspace one
obtains
i~
∂eσint(t)
∂t
)|Φ〉 = Heff(σext(t), ∂σext(t)
∂t
)eσint(t)|Φ〉 , (71)
where
Heff(σext(t),
∂σext(t)
∂t
) = (P +Qint)[H¯ext − i~eσext(t) ∂σext(t)
∂t
](P +Qint) (72)
and
H¯ext(t) = e
−σext(t)Heσext(t) . (73)
To analyze the many-body structure of the Hermitian
effective Hamiltonian (72) we will use the following iden-
tity for calculating derivatives of exponential operators
(see Refs.[89, 90] for more details)
∂
∂t
eX(t) = eX(t)
∞∑
k=0
(−1)k
(k + 1)!
(adX(t))
k ∂X(t)
∂t
(74)
= eX(t)
∞∑
k=0
(−1)k
(k + 1)!
Ik(X(t),
∂X(t)
∂t
) (75)
where the adjoint action adX is defined as
adA(B) = [A,B] (76)
and k-commutator term Ik(X(t),
∂X(t)
∂t ) is given by the
formula
Ik(X(t),
∂X(t)
∂t
) = [X(t), [X(t), . . . [X(t), [X(t),
∂X(t)
∂t
]] . . .]]︸ ︷︷ ︸
k times
.
(77)
It is easy to notice that the first terms in the expansion
(75) are given by the expressions
I0(X(t),
∂X(t)
∂t
) =
∂X(t)
∂t
, (78)
I1(X(t),
∂X(t)
∂t
) = [X(t),
∂X(t)
∂t
] , (79)
and for k ≥ 1 recursive formula is satisfied
Ik = [X(t), Ik−1(t)] . (80)
Henceforth, for the simplicity of notation, we will use Ik
and Ik(X(t),
∂X(t)
∂t ) interchangeably.
Formula (75) will be used to evaluate the
∂eσext(t)
∂t
eσint(t) (81)
term in Eq.(72), which using formula (75) can be re-
written in the form:
eσext(t)A(σext(t),
∂σext(t)
∂t
)eσint(t) (82)
where
A(σext(t),
∂σext(t)
∂t
) =
∞∑
k=0
(−1)k
(k + 1)!
Ik(σext(t),
∂σext(t)
∂t
) .
(83)
Given the fact that both σext(t) and
∂σext(t)
∂t operators
are anti-Hermitian, it is easy to show the same is true
for Ik(σext(t),
∂σext(t)
∂t ) and A(σext(t),
∂σext(t)
∂t ) operators,
i.e.,
Ik(σext(t),
∂σext(t)
∂t
)† = −Ik(σext(t), ∂σext(t)
∂t
) , (84)
A(σext(t),
∂σext(t)
∂t
)† = −A(σext(t), ∂σext(t)
∂t
) . (85)
Now, the effective (or downfolded) Hamiltonian (72) is
given be the expression
8Heff(σext(t),
∂σext(t)
∂t
) = (P +Qint){H¯ext(t)− i~A(σext(t), ∂σext(t)
∂t
)}(P +Qint) . (86)
In deriving the above equations, we employed the fact
that
eσint(t)|Φ〉 = (P +Qint)eσint(t)|Φ〉 . (87)
Common features of TD-SESCC and TD-DUCC
formulations
In previous subsections, we showed that when the or-
bital basis is time-independent then for both TD-SESCC
and TD-DUCC cases the dynamics of the sub-system at
the level of ket-state (defined by appropriately chosen
SES h or equivalently active space) can be described by
the effective/downfolded Hamiltonians acting in the ac-
tive space. While in the TD-SESCC case the dynamic is
generated by a non-Hermitian Hamiltonian, for the TD-
DUCC formalism, the downfolded Hamiltonian is Her-
mitian and contains "external-velocity" dependent term
(i.e., ∂σext(t)∂t -dependent term - A operator in Eq.(86)).
In both cases at the level of the ket-state evolution,
one can observe a rigorous decomposition of external
Fermionic degrees of freedom (Text(t) and σext(t) op-
erators) from those defining sub-system time-dependent
wave function (Tint(t) and σint(t)) in the time-dependent
downfolded Hamiltonian. By the appropriate choice of
the active space, these approaches can be used to sepa-
rate the description of the sub-system that slowly evolves
in time (representing low-energy modes) from the com-
ponents of the entire system that correspond to fast-
varying components (representing high-energy modes) of
the entire system. As suggested by earlier analysis (see
Ref.[66]) parameters corresponding to fast-varying parts
can be effectively described by perturbation techniques.
Simulations of these sub-systems can be performed em-
ploying explicit time-propagation techniques described in
Refs.[36, 38, 39, 42].
Although it has already been discussed in the literature
(for example, see Ref.[43]) that to calculate expectation
values of physical observables in the CC method, addi-
tional state parameters need to be introduced (in the
case of the standard CC theory these parameters cor-
respond to cluster operator T and the so-called Λ op-
erator, where 〈Φ|(1 + Λ) is the left eigenvector of the
H¯ operator), the above decomposition of the ket-variant
of TDSE plays an important role for newly introduced
equation-of-motion CC cumulant Green’s function the-
ory [91] especially in the context of calculating spectral
functions (see also Ref.[36]) and reducing its numerical
cost. However, to understand the advantages and limi-
tations of the TD-SESCC and TD-DUCC formalisms in
calculating physical observables, in the next section, we
will analyze the properties of the corresponding action
functionals.
ACTION FUNCTIONALS FOR TD-SESCC AND
TD-DUCC FORMULATIONS
The form of optimal time evolution (or optimal equa-
tions of motion) for approximate theories describing
time-dependent wavefunction |Ψ〉 can be determined by
using the Dirac-Frenkel time-dependent variational prin-
ciple (TDVP),[92, 93] (for a detailed discussion see also
Refs.[47, 93–98]) where one varies the action integrals
S[Ψ(t)] =
∫ t2
t1
〈Ψ(t)|i~ ∂
∂t
−H|Ψ(t)〉dt . (88)
to obtain the equations of motion for parameters de-
scribing time-dependent wave function. This func-
tional has paved the wave for time-dependent formula-
tions, including various variants of time-dependent multi-
configurational methods.[47, 50–53, 57, 99] In the above
formulation, the normalization of the time-dependent
wave function,
〈Ψ(t)|Ψ(t)〉 = 1 , (89)
is assumed, which significantly simplifies the utilization
of TDVP since for this type of domain the i~ ∂∂t opera-
tor is the Hermitian operator and S[Ψ(t)] functional as-
sumes real values. The Dirac-Frenkel functional has been
extended to bi-variational CC formulations by Arponen
[41] (for original discussion of bi-variational formalism
see Ref.[100])
S[Ψ(t),Ψ′(t)] =
∫ t2
t1
〈Ψ′(t)|i~ ∂
∂t
−H|Ψ(t)〉dt . (90)
where the trial wave functions 〈Ψ′(t)| and |Ψ(t)〉 satisfy
the normalization condition
〈Ψ′(t)|Ψ(t)〉 = 1 . (91)
The analysis of the CC methods is greatly facilitated by
using the Lagrangian (see Ref.[93]) defined as
L(Ψ(t),Ψ′(t)) = 〈Ψ′(t)|i~ ∂
∂t
−H|Ψ(t)〉 , (92)
and
S[Ψ(t),Ψ′(t)] =
∫ t2
t1
L(Ψ(t),Ψ′(t))dt . (93)
The Arponen’s functional provides a theoretical founda-
tion, especially for time-dependent formulations of the
9coupled cluster theory. Recently, Kvaal and Pedersen
used this functional to develop orbital adaptive time-
dependent coupled cluster approximations [43] and sym-
plectic integrators for TD-CC equations.[44] The real-
action functional introduced by Sato et al. in studies of
TD-CC theory also invokes the bi-orthogonal form of the
Arponen’s functional.[46] Both functionals (88) and (90)
are very useful in situations where one also considers time
evolution of reference function and molecular basis.
In this section, we will employ functionals (88) and (90)
to study stationary conditions for TD-SESCC and TD-
DUCC formulations, respectively, and to describe time
evolution of sub-system described by the internal type
excitations. The Lagrangian for normalized DUCC wave
function takes the following form
L[σint(t), σext(t)] =
〈Φ|e−σint(t)e−σext(t)(i~ ∂
∂t
−H)eσext(t)eσint(t)|Φ〉 (94)
where, as stated earlier, we assume that one-particle or-
bital basis is time-independent. Since the DUCC wave
function is normalized, the S[σint(t), σext(t)] assumes real
values. In the next step, we will re-write functional (94)
using results of the previous section (see Eqs. (75), (81),
(82), (83))
i~e−σext(t)
∂
∂t
eσext(t) = i~
∂
∂t
+ i~A(σext(t),
∂σext(t)
∂t
) ,
(95)
which after substituting to Eq.(94) leads to the expres-
sion for the Lagrangian
L[σint(t), σext(t)] = 〈Φ|e−σint(t){i~ ∂
∂t
− [H¯ext(t)− i~A(σext(t), ∂σext(t)
∂t
)]}eσint(t)|Φ〉 . (96)
The above expression can be represented in an equivalent form using (86) and (87)
L[σint(t), σext(t)] = 〈Φ|e−σint(t){i~ ∂
∂t
−Heff(σext(t), ∂σext(t)
∂t
, t)}eσint(t)|Φ〉 , (97)
which can be interpreted in terms of slow- and fast-
varying parts of the wave function represented in terms
of σint(t) and σext(t) operators if the "energetic" defini-
tion of the active space (or SES) is utilized. Namely,
if the fast-varying in time part of the wave function (or
σext(t)-dependent part of the wave function) is known or
can be efficiently approximated then the slow-varying dy-
namic (captured by the proper choice of the active space
and σint(t) operator) of the entire system can be described
as a sub-system dynamics generated by the Hermitian
Heff(σext(t),
∂σext(t)
∂t ) operator. This decoupling of var-
ious time regimes (slow- vs. fast-varying components)
is analogous to the decoupling of high- and low-energy
Fermionic degrees of freedom in stationary formulations
of the SESCC and DUCC formalisms (see Refs.[66, 74]).
This result indicates that there exist universal mecha-
nisms in coupled cluster theory that naturally lead to
the decoupling of various temporal, energy, and spatial
scales as shown in present analysis and in Refs.[65, 66].
Properties of the Arponen’s functional draw heavily on
the representations of the bra and ket states. Here we will
analyze the standard approach analyzed in references [40,
41, 43, 44, 46] where ket state is represented by standard
CC expansion (3) while the bra is represented using a
standard de-excitation Λ(t) operator [41]
〈Ψ′(t)| = 〈Φ|(1 + Λ(t))e−T (t) (98)
= 〈Φ|(1 + Λint(t) + Λext(t))e−Tint(t)e−Text(t) , (99)
which leads to the following form of the Lagrangian for
the Arponen’s functional
L[Λint(t),Λext(t), Tint(t), Text(t)] = 〈Φ|(1 + Λint(t) + Λext(t))e−Tint(t)e−Text(t)(i~ ∂
∂t
−H)eText(t)eTint(t)|Φ〉 (100)
= 〈Φ|(1 + Λint(t))e−Tint(t)(i~ ∂
∂t
− H¯ext(t))eTint(t)|Φ〉+ 〈Φ|Λexte−Tint(t)(i~∂Text(t)
∂t
+ i~
∂
∂t
− H¯ext)eTint(t)|Φ〉 .(101)
Comparing the above expression for the current func-
tional with the DUCC one (97) leads to the observation
that the DUCC functional can be expressed directly in
terms of a sub-system perspective, where the dynamics
for the sub-system is generated by H¯ext − i~A whereas
for the TD-SESCC case only the first term in Eq.(101)
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can be interpreted in a similar way. The remaining
term in Eq.(101) introduces explicit coupling between
Λext(t) and Tint(t) operators and cannot be considered
in terms of sub-system dynamics, as in the case of
DUCC functional. This is a consequence of the fact
that the state (98) is not multiplicatively separable. As
mentioned earlier, the algebraic form and properties of
Arponen’s functional depends on the parametrization
used for the bra state 〈Ψ′(t)|. In the appendix, we
analyze the form of the Arponen’s functional where the
extended coupled cluster (ECC) method [41] is invoked
to represent 〈Ψ′(t)| state (see also Ref.[101] for recent
developments of the time-dependent ECC formalism).
We show that it is possible to derive a similar form of
expressions as in the DUCC case. many-body structure.
IMAGINARY TIME EVOLUTION GENERATED
BY DOWNFOLDED HAMILTONIANS
Due to the Hermitian character of the effective Hamil-
tonian and potential applications in quantum computing
in this section we will focus entirely on the DUCC ap-
proach. In this section, we will focus on the stationary
conditions for the σint(t) operator stemming from func-
tional (96). Since the eσint(t)|Φ〉 is an exact wave function
in the complete active space, it can be equivalently rep-
resented by the active-space FCI expansion
|Ψint(t)〉 = eσint(t)|Φ〉 = Cint(t)|Φ〉 , (102)
where Cint(t) is the configuration interaction type opera-
tor that produces all possible excitations/configurations
within CAS and which satisfies the normalization condi-
tion
〈Ψint(t)|Ψint(t)〉 = 〈Φ|Cint(t)†Cint|Φ〉 = 1 . (103)
In the (Cint(t), σext(t)) parametrization, the Lagrangian
(96) takes the form
L[Cint(t), σext(t)] = 〈Φ|Cint(t)†{i~ ∂
∂t
− [H¯ext(t)− i~A(σext(t), ∂σext(t)
∂t
)]}Cint(t)|Φ〉 . (104)
One should notice that there is no change in the algebraic
form of the H¯ext(t) and A(σext(t),
∂σext(t)
∂t ) operators and
stationary conditions for Cint(t) can be obtained follow-
ing derivations for the TD-MCSCF and TD-CASSCF
procedures of Refs.[50, 51], i.e.,
i~
∂Cint(t)
∂t
|Φ〉 = Heff(σext(t), ∂σext(t)
∂t
)Cint(t)|Φ〉 ,
(105)
where the Heff(σext(t),
∂σext(t)
∂t ) operator is given by
Eq.(86). The above equations correspond to the equa-
tions (see Eq.(71)) defining dynamics of the σint(t) oper-
ator when returning to the (σint(t), σext(t)) parametriza-
tion. Since exponential parametrization (which assures
proper normalization of the sub-system wave function)
is replaced by its linear representation, in numerical
algorithms to solve (105) one needs to re-normalized
Cint(t)|Φ〉 in each step using techniques of Refs.[51, 99,
102]. In view of decoupling internal and external wave
function parameters in the Heff(σext(t),
∂σext(t)
∂t ) opera-
tor a natural approximation is to use perturbative esti-
mates of σext(t) and describe evolution, of Cint(t)|Φ〉 or
eσint(t)|Φ〉 (Eq.(105) or (71)) using modified TD-MCSCF
or TD-CASSCF implementations. [47, 50–52] In these
simulations, the time-dependent Heff(σext(t),
∂σext(t)
∂t )
operator is used to generate the sub-system dynamics,
which can be employed for example in studies of deco-
herence effects in open-systems. This can be achieved by
analyzing density matrix corresponding to Cint|Φ〉 wave
function.
In analogy to the discussion by Pigg et al. [40] we use
the imaginary Wick rotation t→ −i~τ and re-write (105)
in the form
∂Cint(τ)
∂τ
|Φ〉 = −Heff(σext(τ), ∂σext(τ)
∂τ
)Cint(τ)|Φ〉 , (106)
As soon as this approximation reaches the stationary
limit (SL) for τ → ∞ (i.e. ∂Cint(τ)∂τ = 0, ∂σext(τ)∂τ = 0)
and
σext(τ)
SL−−→ σext , (107)
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then the form of Eq.(106) for large values of τ is given
by a simpler form
∂Cint(τ)
∂τ
|Φ〉 = −(P+Qint)H¯ext(σext(τ))(P+Qint)Cint(τ)|Φ〉 ,
(108)
which is a consequence of the fact that the "external-
velocity" dependent term (i.e. ∂σext(τ)∂τ -dependent term
- the A operator in Eq.(83)) disappears in the SL limit,
i.e.,
A(σext(τ),
∂σext(τ)
∂τ
)
SL−−→ 0 . (109)
This important result is intuitively in agreement with the
DUCC analysis discussed in previous papers [66, 73, 74]
where it was shown that the energy of the system can
be obtained by diagonalizing stationary H¯ext Hamilto-
nian in the active space. Additionally, H¯ext(σext(τ)) is a
similarity transformed Hamiltonian H which is bounded
from below. Projecting this Hamiltonian on a (P +Qint)
subspace produces a downfolded Hamiltonian, which is
bounded from below. This analysis shows the feasibility
of imaginary time evolution in the TD-DUCC case. Ad-
ditionally, since in the SL H¯ext(σext(τ)) approaches H¯ext,
to get the ground state energy one can alternatively per-
form imaginary evolutions with the fixed-in-time Hamil-
tonian H¯ext in the active space.
CONCLUSIONS
In this paper, we analyzed the extension of time-
independent SESCC and DUCC formalisms to the time
domain. We also proved the exactness of the double uni-
tary CC Ansatz based on the general-type anti-Hermitian
internal and external cluster operators. For a fixed-in-
time orbital basis, we were able to prove that it is pos-
sible to describe the dynamics of the entire system for
the ket states in terms of sub-system dynamics gener-
ated by a downfolded Hamiltonian. This feature, in the
case of the SESCC formulation provides a way for re-
ducing the numerical cost of CC Green’s function for-
mulations. For the DUCC and ECC approaches we also
showed the dynamic separability at the level of action
functional, which is especially important from the point
of view of constructing approximate formalisms. If the
active space separates slow modes from the fast ones, per-
turbative techniques can be used to define downfolded
Hamiltonians. In this paper, we put special emphasis
on the TD-DUCC formalism where the operators defin-
ing the sub-system dynamics are Hermitian. Recogniz-
ing that if the σext(τ) operator reaches the stationary
limit, then the time-dependent Hamiltonian converges to
the time-independent downfolded Hamiltonian, demon-
strating the feasibility of imaginary time evolution. In
the stationary limit, the A operator, which depends lin-
early on the σext(t)-velocity term, disappears, enabling
the utilization of the time-dependent CASSCF codes to
describe system dynamics in the time domain captured
by the specific choice of the active space. Additionally,
these results allow quantum Lanczos algorithms to be
employed to identify the ground-state energy values.[79]
It is also interesting to look at the sub-system dynamics
from the point of view of description decoherence effects,
where the sub-system of interest is in contact with the
surrounding environment described by the H¯eff(t) oper-
ator. In this paper, we cannot cover all aspects of the
dynamics separation. Therefore in the following papers,
we will study related topics such as time evolution of
extensive observables, ECC formalisms, and DUCC ap-
proximate approaches for classical and quantum comput-
ing.
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Appendices
SUB-SYSTEM DYNAMICS WITH EXTENDED
COUPLED CLUSTER FORMALISM
As a specific example of the SESCC Arponen’s func-
tional, we will focus on the bi-orthogonal formulation
of TDVP given by the extended coupled cluster formal-
ism where bra and ket trial states 〈Ψ′(t)| and |Ψ(t)〉 are
parametrized as
〈Ψ′(t)| = 〈Φ|eX(t)e−T (t) , (110)
|Ψ(t)〉 = eT (t)|Φ〉 , (111)
where T (t) and X(t) are standard excitation and de-
excitation operators. Expressions (110) and (111) for
trial wave function automatically satisfies normalization
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condition (91) and the functional (90) can be viewed as
a function of cluster amplitudes defining T (t) and X(t)
cluster operators
S[T (t), X(t)] =
∫ t2
t1
〈Φ|eX(t)e−T (t)(i~ ∂
∂t
−H)eT (t)|Φ〉dt .
(112)
The stationary conditions provide equations of motion for
the cluster amplitudes T (t) and X(t). Moreover, partial
integration of (112) is required to obtain equations of
motion for the X(t) operator.
In analogy to standard excitation operator T , we will
partition the de-excitation operator into its internal and
external components (now the notion of sub-system em-
bedding excitations should be replaced by the sub-system
embedding de-excitations)
X(t) = Xint(t) +Xext(t) (113)
where all strings of de-excitation operators defining
Xint(t) contain active spin-orbital indices only. The Ar-
ponen’s functional for the ECC formalism takes the form
S[Tint(t), Text(t), Xint(t), Xext(t)] =∫ t2
t1
〈Φ|eXint(t)eXext(t)e−Tint(t)e−Text(t)(i~ ∂
∂t
−H)eText(t)eTint(t)|Φ〉dt , (114)
which is composed of time derivative
SDt[Tint(t), Text(t), Xint(t), Xext(t)] part and energy
term SH [Tint(t), Text(t), Xint(t), Xext(t)] (S = SDt+SH).
To define sub-system dynamics let us re-write SDt and
SH energy functional terms of (114) with Lagrangians
(LDt and LH , S =
∫ t2
t1
(LDt(t) + LH(t))dt). For LDt(t)
we have
LDt(t) = 〈Φ|eXint(t)eXext(t)e−Tint(t)e−Text(t)(i~ ∂
∂t
)eText(t)eTint(t)|Φ〉 (115)
= i~〈Φ|eXint(t)eXext(t) ∂Text(t)
∂t
|Φ〉+ 〈Φ|eXint(t)e−Tint(t)(i~ ∂
∂t
)eTint(t)|Φ〉 (116)
= i~〈Φ|eXint(t)e−Tint(t)eTint(t)(eXext(t) ∂Text(t)
∂t
)Ce
−Tint(t)eTint(t)|Φ〉+ 〈Φ|eXint(t)e−Tint(t)(i~ ∂
∂t
)eTint(t)|Φ〉(117)
= i~〈Φ|eXint(t)e−Tint(t)B(Tint(t), ∂Text(t)
∂t
,Xext(t))e
Tint(t)|Φ〉+ 〈Φ|eXint(t)e−Tint(t)(i~ ∂
∂t
)eTint(t)|Φ〉 (118)
where B(Tint(t),
∂Text(t)
∂t , Xext(t)) (or B term for short) is
given by the formula
B = eTint(t)(eXext(t)
∂Text(t)
∂t
)Ce
−Tint(t) . (119)
The connected character of the eXext(t) ∂Text(t)∂t expression
in the first term on the right-hand side of Eq.(117) stems
from the fact that in Eq.(116) the eXext(t) ∂Text(t)∂t operator
is bracketed by two states belonging to the active space,
i.e., 〈Φ|eXint(t) and |Φ〉, therefore for eXext(t) ∂Text(t)∂t to
produce non-zero contributions all inactive lines have to
be contracted out and all external lines of the resulting
diagrams have to be active (see Fig.2). Consequently,
only the active-space part of the B operator produces a
non-zero contribution to Eq.(118).
Using similar manipulations, the LH(t) term can be
re-written as
LH(t) = 〈Φ|eXint(t)eXext(t)e−Tint(t)e−Text(t)HeText(t)eTint(t)|Φ〉 (120)
= 〈Φ|eXint(t)e−Tint(t)H¯ECCeTint(t)|Φ〉 (121)
where
H¯ECC = e
Xintext(t)e−Text(t)HeText(t)e−X
int
ext(t) (122)
and
X intext(t) = e
Tint(t)Xext(t)e
−Tint(t) (123)
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FIG. 2. Examples of connected (a) and disconnected (b) dia-
grams contributing to eXext(t) ∂Text(t)
∂t
. While the former dia-
gram may result in a non-zero contributions to the first term
on the right-hand side of (116) the latter one gives zero con-
tribution.
is a similarity transformed Xext(t) operator. One should
also notice that the above definition for the X intext(t) op-
erator assures its connected character.
Summarizing, the S = ∫ t2
t1
(LDt(t) + LH(t))dt func-
tional can be expressed as:
S =
∫ t2
t1
〈Φ|eXint(t)e−Tint(t){i~ ∂
∂t
− [H¯ECC(t)− i~B(t)]}eTint(t)|Φ〉 . (124)
Although the above formula bears a resemblance to func-
tional (96), by their definitions H¯ECC(t) and B(t) mix in-
ternal and external Fermionic degrees of freedom, in con-
trast to the DUCC functional (96). Another important
feature of the ECC formalism is the fact that H¯ECC(t),
as given by Eq.(122), is defined by rather complicated
algebraic many-body structure defined by two similarity
transformations one involving singly-transformed auxil-
iary operator X intext(t). Efficient coding of these expres-
sions may require sophisticated symbolic algebra tools.
This effort can be further facilitated by the utilization
of the so-called doubly linked structure of resulting dia-
grams (see Ref.[103])
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