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Resumo: No contexto global, onde o volume de informação textual cresce vertiginosamente, 
percebe-se também uma demanda crescente por conhecimentos contidos em bases de dados 
textuais, e a partir de processos de Knowledge Discovery in Textual Databases (KDT), são 
identificados padrões, similaridades, e situações improváveis de serem detectadas sem a 
aplicação da inteligência computacional. Nesse contexto, o presente trabalho descreve uma 
pesquisa na área de Text Mining (TM), voltada ao estudo de ferramentas de KDT, com o objetivo 
de aplicar o processo de Text Mining em uma base textual da área farmacêutica. Foram analisadas 
algumas ferramentas, optando-se pela escolha de ferramenta Eurekha para o desenvolvimento do 
estudo de caso em uma base textual da área farmacêutica, em virtude da mesma ser de boa 
usabilidade e freeware. No estudo de caso realizou-se o pré-processamento, aplicando-se os 
processos de stopword e stemming, seguido pela etapa de TM, onde foram identificados os 
relacionamentos, por meio da tarefa de clusterização e concluído com o pós-processamento, que 
permitiu a visualização dos clusters e da matriz de similaridade. Finalizada a pesquisa, conclui-se 
que o desenvolvimento de pesquisas voltadas ao processo de KDT é de utilidade na descoberta de 
conhecimento em bases não estruturadas, por permitir tanto análise estatística quanto semântica, 
consistindo em uma contribuição na área inteligência artificial. 
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Com o advento da Internet grandes quantidades de dados são disponibilizados 
diariamente aos usuários, porém poucos se convertem em informações realmente úteis, que 
venham ao encontro de suas necessidades. Em determinadas situações de pesquisa em textos, 
como por palavras, obtêm-se apenas dados isolados, como os obtidos em alguns sites comerciais, 
não representando propriamente uma informação clara e confiável. 
Visando recuperar informações relevantes, as técnicas de Data Mining (DM) surgiram 
para utilização em dados estruturados, e as técnicas para Text Mining (TM) estão sendo 
constantemente desenvolvidas e aprimoradas para tratar dados não estruturados, representando 
uma área interessante e pouco explorada nas últimas décadas (MILLER, 2005). Nesse aspecto, o 
TM surgiu a partir do DM e consiste em um conjunto de processos e técnicas que visam descobrir 
nos textos conhecimento relevante, visto que há muito potencial implícito nesse tipo de 
informação não  estruturada. 
Para o desenvolvimento do presente artigo, que tem como objetivo apresentar algumas 
considerações sobre a utilização de ferramentas de TM na saúde, foi necessário inicialmente 
compreender as etapas envolvidas no KDT, bem como as de processamento de dados textuais e, 
de posse desse conhecimento estudar algumas ferramentas freeware para KDT, para 
seqüencialmente disponibilizar documentação relacionada à uma dessas ferramentas selecionada 
entre as analisadas, e finalmente analisar o resultado da utilização de tal ferramenta em uma base 
não estruturada da saúde. 
 
1.1 Knowledge Discovery in Database 
 
Segundo Rezende (2003), o Knowledge Discovery in Database (KDD), processo mais 
amplo que envolve o DM, é uma área de pesquisa em desenvolvimento crescente, que dispõe de 
tecnologia de coleta, armazenamento e gerenciamento para grandes bases de dados estruturadas. 
As fases que constituem o KDD compreendem pré-processamento, onde são 
desenvolvidas as funções de captação, organização, tratamento e preparação dos dados; a etapa 
de DM que é a principal do processo de KDD, e onde se dá a busca efetiva pelo conhecimento 
contido em bancos de dados, utilizando para esse fim técnicas de inteligência artificial e 
estatística; e no pós-processamento é feita a avaliação e validação do processo (CARVALHO, 
2002). 
A partir das técnicas do KDD iniciou-se o desenvolvimento de métodos de descoberta 
de conhecimento em textos, destacando-se o KDT. 
 
1.2 Knowledge Discovery in Textual Databases 
 
Como o processo de KDD busca solucionar problemas voltados à descoberta de 
conhecimento em bases de dados estruturadas, o KDT, em contrapartida, realiza o mesmo 
processo de descoberta de conhecimento em dados não-estruturados. Essa técnica busca extrair 
conhecimento útil ao usuário, promovendo a recuperação de informações e deixando a cargo do 
usuário a procura do conteúdo que lhe seja interessante dentro de um conjunto pré-selecionado de 
textos, o que reduz significativamente o tempo de busca e proporciona um retorno de informação 
mais significativo (FURTADO, 2004). 
O KDT faz uso de técnicas e ferramentas inteligentes que auxiliam o processo de 
análise em bases de dados textuais de grande volume, visando obter conhecimento útil, 
beneficiando tanto o usuário que utiliza documentos da WEB, quanto de qualquer domínio que 
faça uso intensivo de bases textuais não-estruturadas.  
O processo de KDT conforme acontece no KDD, também é dividido em 3 etapas, que 
se referem à preparação dos dados, TM e pós-processamento dos dados, descritos a seguir. 
 
1.2.1  Preparação dos Dados 
 
O processo de descoberta de conhecimento em textos se inicia efetivamente nesta 
etapa onde se dá a preparação, ou seja, a forma como a seleção dos dados pode representar de 
maneira significativa o conteúdo dos textos. Define também as informações que não têm 
relevância para posterior descarte, visando a redução dos dados a serem analisados (REZENDE, 
2003) (FELDMAN, 2007). 
Para que o TM obtenha sucesso, é necessário que a preparação dos dados seja 
eficiente, utilizando-se das seguintes atividades: recuperação de informação, que utiliza modelos 
para a representação de coleções textuais que conforme tópicos específicos identificam 
documentos; análise dos dados, que busca identificar os termos constantes nos documentos de 
acordo com similaridades e seus significados; e a transformação dos dados, que efetua a 
conversão dos textos em tabelas para possibilitar sua utilização (LOPES, 2004). 
 
1.2.1.1 Recuperação de informação 
 
É uma etapa da preparação de dados que se apresenta como uma  espécie de filtro 
atuante sobre uma coleção de documentos, com o intuito de retorno do problema a solucionar. 
Podem-se utilizar dois modelos, o lógico booleano e o espaço vetorial, o primeiro se vale de um 
conjunto de termos índice, que representam o documento, e para efetuar a recuperação da 
informação, a consulta que se dá pela combinação desses termos índice com os operadores 
lógicos, and, or ou not (FELDMAN, 2007). 
 
1.2.1.2 Análise dos dados 
 
Busca facilitar que as palavras sejam identificadas de acordo com similaridades de 
significados, e apesar das variações morfológicas, permite identificar similaridades entre palavras 
por meio da análise dos dados, a exemplo do processo de stemming que identifica a variação de 
determinado termo quando da adição de diferentes sufixos. Também, é uma situação que trata o 
caso de sinonímia de palavras, onde apesar de constituírem morfologias diferentes, as palavras 
expressam a mesma idéia (LOPES, 2004). 
São empregados alguns tipos de processos para que a análise dos dados tenha um 
retorno satisfatório como, por exemplo: o stopword, que segundo Espina e Rino (2001) visa 
identificar as palavras que não tenham significado relevante ao texto, como artigos, preposições e 
outros, e que possam ser removidos sem prejuízo ao conteúdo textual; o stemming, onde cada 
palavra é isolada e na seqüência, é feita uma redução a uma possível raiz, ou, stem; e o dicionário 
ou thesaurus,  que pode ser definido como um vocabulário composto de termos, relacionados a 
uma língua natural e que são usados para representar o conteúdo de documentos de forma 
condensada (PLUSKWA, 1999). 
 
1.2.1.3 Transformação dos Dados 
Nessa etapa da preparação de dados do KDT os dados fornecidos pelos textos são 
convertidos em tabelas, para que seja possível a sua utilização. Após realizar os processos de 
análise dos dados, como a eliminação de stopwords, o stemming e a aplicação do thesaurus, 
resultando-se em um volume menor de dados, que são os termos selecionados para a análise 
efetiva.  
Nesse sentido, a transformação dos dados indica um tipo de representação conhecida 
como bag of word, com potencial para conversão em tabelas. Tais tabelas, contudo, não possuem 
tamanho reduzido, ao contrário, cada termo que não fora descartado na análise é convertido em 
um atributo (REZENDE, 2003). 
 
1.2.2 Text Mining 
 
Refere-se à segunda fase do KDT e tem como principal objetivo encontrar 
informações relevantes no texto analisado, observando-se que o grau de relevância da informação 
está diretamente ligado a necessidade do usuário, e para definir essa relevância, deve-se saber 
primeiramente quais são os objetivos, pois pode-se dizer que informação relevante é aquela que 
vai ao encontro às necessidades do usuário em determinado momento (WIVES, 2001). 
Por definição, o TM vem a ser o conjunto de técnicas e processos capazes de indicar 
um conhecimento significativo e inovador em textos. Atualmente diversas áreas se valem dessas 
técnicas, desde pesquisas na genética, proteínas, até no ambiente de negócios, e no planejamento 
de estratégias em marketing, baseando-se em situações passadas. (EBECKEN; LOPES; COSTA, 
2003). 
Basicamente, são duas as formas de abordagem de dados textuais, a análise semântica 
e a estatística.  A análise semântica tem como base os termos contidos no texto e o contexto onde 
esse termo se encontra, pautando-se em técnicas que efetuam uma verificação com relação ao 
contexto onde se encontra cada termo, visando identificar sua função. A análise estatística tem 
como princípio básico a verificação da ocorrência do termo no texto, onde, o grau de 
significância do termo analisado é auferido com base somente nesse item, o que possibilita a 
análise independentemente do idioma. (REZENDE, 2003). 
As tarefas de TM visam preparar os documentos, de forma que o conjunto de dados 
textuais resultante seja apropriado para a execução das tarefas pertinentes ao processo  
São várias as tarefas de processamento no TM que compõem o processo de extração 
de conhecimento em textos, e cada uma delas tem como função extrair um tipo específico de 
informação contida nos textos, as quais são descritas a seguir. 
A indexação em textos se parece com a indexação dos bancos de dados, e possibilita a 
busca em textos a partir de documentos que sejam de significativa relevância a uma determinada 
consulta (query), sem que para isso seja necessário proceder com a análise do texto em sua 
totalidade (REZENDE, 2003). 
Segundo Wives (2004) a extração de características cria descritores para os 
documentos utilizando termos neles contidos. Dessa forma, executa um processo que transforma 
um conjunto inicial de termos, objetivando produzir características mais representativas, ou seja, 
mais descritivas que as originais, de forma a melhor representar esses documentos. 
Loh e Garin (2001) definem a sumarização como uma técnica de redução substancial 
do texto original de forma que mantenha sua essência, enfatizando a produção de resumos ou 
sumários. 
A tarefa de clusterização é utilizada para realizar o agrupamento de documentos 
similares, objetivando uma navegação mais simples aos usuários. Primeiramente, uma descrição 
trivial é realizada para o documento a ser adicionado, e seqüencialmente com base em um vetor 
de características, os documentos similares são agrupados em diferentes clusters (REZENDE, 
2003). 
A categorização tem por finalidade identificar tópicos principais dos textos para 
efetuar sua associação à categorias, que podem ser definidas pela criação de um thesaurus, que irá 
determinar um conjunto de termos para cada um dos domínios e relacioná-los entre si, ou com 
base na freqüência das palavras relativas a cada domínio (FURTADO, 2004).  
 
1.2.3 Pós-Processamento dos Dados 
 
Fase do KDT em que ocorre a validação das descobertas que foram efetuadas pelo  
processamento dos dados, representando também a fase onde são disponibilizados os dados 
encontrados em formato visual. São utilizadas medidas para avaliar os dados obtidos, bem como 
ferramentas de visualização, que se valem do conhecimento de especialistas como forma de 
avaliação dos resultados. 
Segundo Rezendo (2003), as medidas de avaliação são medidas de avaliação básicas 
adotadas pelo TM, ou seja, são métricas adotadas na recuperação de informação. Tem como base 
a relevância, que consiste em verificar o nível de resposta satisfatória ao usuário, ou seja, 
averigua se a informação produzida pelo processo de TM atende as  necessidades de informação 
iniciais.  
 
Precisão: procede com a verificação do modelo em nível de precisão do retorno, ou 
seja, avalia o quanto o modelo acerta. 
 
Recall: procede com a verificação de quanto o modelo contabiliza. Refere-se ao índice 
de recuperação dos dados. 
 
A visualização de informações atualmente se dá por meio de sistemas gráficos com 
telas coloridas, aplicações gráficas e interativas, sendo perfeitamente comum esse tipo de 
representação, visto que a informação disponibilizada em formato visual torna-se bem mais 
compreensível.  
São utilizados recursos que tornam a informação atraente visualmente, por meio de 
pontos, linhas, símbolos, palavras, cores e sombreamentos diversos. Um exemplo clássico é a 
utilização de gráficos, onde a visualização e entendimento se dão em curto espaço de tempo pelo 
usuário (REZENDE, 2003). 
Considera-se que as ferramentas de KDT não possibilitam a extração precisa do 
conhecimento, mas sim, a diminuição da intervenção humana, o que facilita o trabalho do usuário 
bem como do próprio especialista. Dessa forma, é necessário o conhecimento do especialista 
durante as várias etapas do processo, desde a seleção dos dados a serem analisados até a sua 
finalização, fase em que ocorre a análise das informações obtidas dentro do contexto da 
realidade, fazendo a conversão dos dados em informações, e verificando assim a utilidade destas 




O fundamento metodológico utilizado na presente pesquisa iniciou com o 
levantamento e análise comparativa das ferramentas de KDT, seguindo-se da utilização da 
ferramenta Eurekha no estudo de caso da área da saúde, que foi realizado por meio pelas etapas 
de pré-processamento, text mining, e pós-processamento. 
 
2.1 Estudo de Caso 
 
O estudo de caso iniciou com a escolha de ferramenta Eurekha, definindo-se 
seqüencialmente a base textual da área da saúde a ser utilizada, procedendo-se com as etapas 
pertinentes ao processo de KDT.  
A ferramenta Eurekha que tem como função de TM permitir a análise de 
relacionamentos entre documentos para posterior identificação de clusters, disponibiliza o 
Personal Edition beta, módulo que disponibiliza algumas técnicas de pré-processamento, como 
eliminação de stopwords. Para o TM, essa ferramenta oferece a identificação dos 
relacionamentos e os agrupamentos conforme alguns algoritmos de clusterização,  e para o pós-
processamento, permite a visualização dos resultados obtidos. O módulo Cleanner, realiza 
também parte do processo de pré-processamento, como o processo de stemming, eliminação de 
acentos e números. 
A base textual da saúde utilizada no presente estudo de caso refere-se à área 
farmacêutica, e foi obtida a partir do site http://www.intext.com.br/softwares.php, disponibilizado 
para estudo do processo de KDT na ferramenta Text Mine Suíte. A opção por essa base se deu 
em virtude da recomendação do fabricante InText, e da citação na literatura da grande quantidade 
de pesquisas que utilizam essa base para estudos acadêmicos.  
Essa base textual abrange os arquivos Eurofarma.txt, Medley.txt, Merk.txt, que 
contém informações referentes a laboratórios farmacêuticos, incluindo referências a seus 
produtos. 
2.1.1 Pré-processamento 
Parte do pré-processamento na ferramenta Eurekha pôde ser realizado por meio do 
sub-programa Cleanner (Figura 1) que oferece as funções de stemming, eliminação de stopwords, 
acentos e números, além de também permitir definir as saídas textuais, em fonte minúscula ou 
maiúscula.  
 
Figura 1. Preparação da Base 
Ressalta-se que as funções de stemming, eliminação de acentos e números não estão 
disponíveis no Eurekha Personal Edition beta (Figura 2), sendo necessário proceder com a 
limpeza dos arquivos por meio do módulo Cleanner. 
 
Figura 2. Seleção de stopwords 
 Nessa etapa foi realizado o processo de stemming, eliminação de acentos e números e 
a geração de uma base limpa, por meio do Eurekha Cleanner beta. O processo de stopword foi 
realizado utilizando o módulo Eurekha Personal Edition beta.  
 
2.1.2 Text Mining 
 
Essa etapa na ferramenta Eurekha Personal Editon beta refere-se somente à 
clusterização, e, nesse sentido, foram identificados os relacionamentos entre os documentos 
analisados para agrupamento em clusters. 
Após ser realizada a identificação dos relacionamentos entre os documentos, foi 
possível visualizar os resultados obtidos, por meio da opção Visualizar grupos. Ao selecionar esta 
opção, é exibida tela que permite a seleção entre os algoritmos empregados na ferramenta 








A etapa de pós-processamento na ferramenta Eurekha é realizada no módulo Personal 
Edition beta, em continuação da etapa de TM e, nesse subprograma, por meio da opção 
Visualizar grupos, realizou-se a visualização dos resultados obtidos em formato gráfico, ou seja 
os clusters, e também a matriz de similaridade (Figura 4).  
 




Considerando-se o objetivo principal dessa pesquisa, o mesmo foi alcançado, sendo 
apresentadas algumas considerações sobre a utilização de ferramentas de TM na saúde por meio 
do estudo e utilização das ferramentas de KDT.  
Considerando-se as ferramentas estudadas, optou-se para o desenvolvimento do 
estudo de caso, a ferramenta Eurekha, em virtude de possuir versão freeware, considerando-se 
que a maior parte das ferramentas analisadas disponibilizaram somente versão shareware e versão 
comercial., além do fato de sua interface ser de fácil utilização, apesar de suas limitações, como 
disponibilizar somente a tarefa de clusterização na etapa de TM. 
No estudo de caso, a ferramenta Eurekha atendeu aos propósitos da etapa de TM, 
realizando de forma satisfatória as etapas do processo de KDT. No pré-processamento realizou-se 
a limpeza dos documentos constantes na base textual, bem como a identificação de stopwords, 
preparando assim essa base para o processo de TM. No TM realizou-se o agrupamento dos 
documentos em clusters, de acordo com os algoritmos Full-star, Best-star, disponibilizados pela 
ferramenta.  Finalizado o estudo de caso, a análise dos resultados obtidos foi realizada no pós-
processamento que permitiu a visualização dos clusters de forma gráfica, além da análise da 
matriz de similaridade. 
Nesse sentido, observou-se no desenvolvimento desse trabalho, que a área de pesquisa 
voltada ao KDT é relativamente nova dentro de IA, e demonstra oferecer grande potencial para 
futuros trabalhos acadêmicos e pesquisas científicas na área da saúde. 
 
 
Abstract: In the global context, where the volume of textual information grows dizzy, we 
perceive also a growing demand by knowledge contained in textual databases, through 
Knowledge Discovery in Textual Databases (KDT), are identified standards, similarities, and 
improbable situations of being detected without application of the computing intelligence. On this 
context, present work describes a research in the area of Text Mining (TM), directed to the study 
of KDT shells, with the objective to apply the TM process on a textual base of the pharmacy area. 
Some shells were analyzed, opting for the choice of Eurekha shell for the study of case 
development on a textual base of the pharmacy area, due to the same being of a good usability 
and freeware shell. In the study of case was realized the preprocessing, applying the process of 
stopword and stemming, followed by the phase of TM, where were identified the relationships, 
by the task of clusterization and concluded with the postprocessing, which has permitted the view 
of the clusters and of the matrix of similarity. Finalized the research, it has concluded that the 
development of researches directed to the KDT process is useful in the discovery of knowledge in 
no structured bases, by permiting as statistical analysis as semantic analysis, consisting of a 
contribution in the artificial intelligence area.  
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