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Materials featuring anomalous suppression of density fluctuations over large length scales are
emerging systems known as disordered hyperuniform. The underlying hidden order renders them
appealing for several applications, such as light management and topologically protected electronic
states. These applications require scalable fabrication, which is hard to achieve with available
top-down approaches. Theoretically, it is known that spinodal decomposition can lead to disordered
hyperuniform architectures. Spontaneous formation of stable patterns could thus be a viable path for
the bottom-up fabrication of these materials. Here we show that mono-crystalline semiconductor-
based structures, in particular Si1−xGex layers deposited on silicon-on-insulator substrates, can
undergo spinodal solid-state dewetting featuring correlated disorder with an effective hyperuniform
character. Nano- to micro-metric sized structures targeting specific morphologies and hyperuniform
character can be obtained, proving the generality of the approach and paving the way for techno-
logical applications of disordered hyperuniform metamaterials. Phase-field simulations explain the
underlying non-linear dynamics and the physical origin of the emerging patterns.
Disordered hyperuniform materials are an emerging
class of systems featuring anomalous suppression of den-
sity fluctuations on large length scales [1–5]. While
not presenting any Bragg peak in diffraction (as a liq-
uid), they have strongly suppressed density fluctuations
at long distances (as an ordered crystal). The underlying
hidden order results in exotic phenomena, such as topo-
logically protected electronic states [6], glassy electronic
quantum state transitions [7], Anderson localization of
light [8], polarization selectivity [9], lasing [10] and a full
photonic band-gap for light propagation [11–14].
Patterns exhibiting correlated disorder are ubiquitous
in nature and are typical of many phenomena ruled by
far-from-equilibrium processes [15, 16]. Prominent exam-
ples are morphogenesis in biological systems [17], thin-
layer wrinkling [18, 19], and phase separation [20]. In
these systems the presence of interactions and the un-
derlying non-linear dynamics, lead to the formation of
complex patterns eventually featuring correlated disor-
der [21]. Such patterns can emerge from phenomena in-
volving long-range interactions and have been reported
in thin films of polymers [22, 23] and liquid metals [21].
Moreover, phase separation by spinodal decomposition
has been recently proposed as a possible bottom-up pro-
cess for producing hyperuniform materials [24, 25].
Liquid thin films of metals and polymers can break
and dewet through the amplification of uniformly dis-
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tributed surface undulations [21–23]. Owing to the sim-
ilarities of the final morphologies to those observed in
phase separation via spinodal decomposition, this pro-
cess is commonly termed spinodal dewetting. De facto,
this regime has remained mostly inaccessible in the tech-
nologically relevant case of semiconductors and, more
generally, in monocrystalline systems. Indeed, in thin
crystalline films [22, 26] the melting temperature is typ-
ically too high, rendering impossible to access the same
spinodal dewetting dynamics. Instead, they undergo het-
erogeneous nucleation of holes, rim formation and retrac-
tion, followed by fingers and islands formation well-below
their melting temperature. Owing to the anisotropic sur-
face diffusion, the islands are aligned along the crystal-
lographic directions and are formed at a typical distance
set by the initial layer thickness [27].
Here we report on the annealing of semiconductor,
monocrystalline, thin films showing that: 1) they can
undergo spinodal solid-state dewetting, as in Refs. 21,
22, and 26, and 2) the process leads to morphologies
featuring different topology (connected or disconnected
structures), size (from 0.1 µm up to 10 µm) and a strong
hyperuniform character. These properties are shown for
Si1−xGex layers (with x = 0.3 to 1) deposited on ultra-
thin silicon on insulator (UT-SOI). Three-dimensional
phase-field simulations map the experimental observa-
tions. Exploiting Minkowski functionals, the arrange-
ment of the resulting structures is shown to deviate from
random patterns. Their effective hyperuniformity is as-
sessed through metrics derived a spectral-density analy-
sis [24, 28].
The experimental system is illustrated in Fig. 1(a):
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2FIG. 1. Spinodal solid-state dewetting. a) Scheme of the samples: ultra-thin silicon on insulator substrates (14 nm thick Si
on 25 nm thick SiO2 BOX) followed by epitaxial deposition of Si1−xGex alloys and high-temperature annealing in a MBE. b)
Left panel: transmission electron micrograph (TEM) of a dewetted island. Right panel: high-resolution TEM highlighting the
interface between BOX, some pristine UT-SOI and Si0.7Ge0.3. c) Scanning electron micrographs (SEM) of 150 nm Si0.7Ge0.3 on
UT-SOI after 4 hours annealing at a nominal temperature of 800◦C (measured with a pyrometer at the center of the sample).
Left to right: morphologies observed from the edge to the center of the sample, respectively taken at 150 µm, 500 µm, 920 µm,
1800 µm, and 7500 µm from the sample edge (the latter being unchanged up to the center and starting at ∼3 mm from the
edge). They account for a temperature gradient of about 50◦C and allow to monitor a smooth change in a single experiment.
Si1−xGex-based thin films (x = 0.3 − 1, thickness 5 −
2000 nm), are deposited in a molecular beam epitaxy re-
actor (MBE) on 14 nm thick monocrystalline UT-SOI (on
25 nm thick buried oxide, BOX) previously diced in 2 cm
× 2 cm samples. Here, they undergo high-temperature
annealing (400-800◦C for 0.5-6 hours) under ultra-high
vacuum (∼10−10 Torr).
A representative set of structures obtained by dewet-
ting is reported in Fig. 1(b)-(c): exploiting a tempera-
ture gradient from the sample edge towards its center
(roughly of about 50◦C) we observe a continuous mor-
phological change of the sample surface from holes to
connected (noodles-like-) structures, and finally, isolated
islands. A similar sequence of structures can be obtained
by focusing on the same region in the sample after an-
nealing at different temperature (see other experiments
in the following). When using thick Si0.7Ge0.3 layers
(e.g., >200 nm), after dewetting, we observe structures
with threading dislocations propagating along the (111)
plane (Fig. 1(b)), as expected in crystalline bilayer sys-
tems with lattice mismatch.
Surface corrugations [29] and island formation [30, 31]
in strained Si1−xGex films on Si (with partial or ab-
sent plastic relaxation) are commonly described by the
Asaro-Tiller-Grinfeld (ATG) instability [32–34], i.e. as
the growth of 3D structures relaxing in-plane strains with
a periodicity determined by the balance between elastic
and surface energy. On bulk Si, trenches between islands
form and deepen within the substrate while mass can
flow across them. No dewetting occurs while coarsening
takes place on a bulk substrate. The key difference in
the process illustrated in Fig. 1 is the use of UT-SOI: the
ATG instability provides the driving force for digging into
the UT-SOI, suddenly uncovers the BOX underneath and
there initiates solid-state dewetting.
This dewetting instability is simultaneous across the
sample (in contrast with conventional solid-state dewet-
ting [26, 27, 35–37]) and we term the process illustrated
in Fig. 1 spinodal solid state dewetting due to the mor-
phology of the resulting disordered structures: in spite of
the different forces at play and material-transport mecha-
nisms, they resemble those obtained in thin films of poly-
mers and liquid metals [18, 19, 21, 38–40].
Patterns qualitatively similar to the experimental ones
are reproduced by a minimal phase-field (PF) model,
which accounts for the energetics of surfaces, favouring
surface smoothing by surface diffusion and the compet-
ing relaxation of biaxial (misfit) strain, favouring surface
corrugations as in the context of the ATG instability [32–
34]. The considered PF model describes these contribu-
tions and tracks the surface Σ of the film as the 0.5 level
set of a continuous variable ϕ set to 1 in Si1−xGex and
UT-SOI, and 0 in vacuum, while changing smoothly in
between over a length  [41, 42]. The model reads
∂tϕ = D∇ ·
(
1

M(ϕ)∇ω
)
g(ϕ)ω = γ
(
−∇2ϕ+ 1

F ′(ϕ)
)
+
∂ρe(ϕ, ε)
∂ϕ
(1)
with ω the chemical potential, M(ϕ) = 36ϕ2(1 − ϕ)2 a
3FIG. 2. Simulations and pattern analysis. (a) Breakup of a
perturbed film (h = 0.25`, L = 4`, details on ` in the text).
(b) Simulated sample for pattern analysis (h = 0.5`, L = 20`).
(c) Analysis by Minkowski functionals (m1(ρ¯) and m2(ρ¯) vs
m0(ρ¯)) for the pattern of (b) (open squares) and experimental
data (filled dots), corresponding to 25 nm Ge deposited on
UT-SOI and annealed at 470◦C for 45 minutes. The inset
shows a 1/10 × 1/10 portion of the full image (reported in
the Supplemental Material, S.M.). The error bars show the
variability of m1(m0) and m2(m0) with different spinodal-like
patterns (not shown). Solid lines correspond to the expected
values for a Gaussian random field (GRF) [40].
mobility function, F (ϕ) = 18ϕ2(1 − ϕ)2 a double-well
potential, g(ϕ) = 30ϕ2(1 − ϕ)2 a stabilisation function,
D a diffusion coefficient (incorporated in the timescale
t′ = t/D) [41, 42], and γ the isotropic surface-energy
density. ∂ρe(ϕ, ε)/∂ϕ encodes the elastic-energy contri-
bution (towards roughening) to the chemical potential,
with ρe(ϕ, ε) = ε : σ(ϕ, ε) the elastic energy density,
σ(ϕ, ε) = C(ϕ) : ε the stress field, ε = (1/2)(∇u +
(∇u)T) + h(ϕ)ε0I the strain field, u the displacement
w.r.t the relaxed state, C(ϕ) the elastic constant tensor
and h(ϕ) an auxiliary function vanishing in the vacuum
phase. ε0 is the effective misfit strain between Si1−xGex
and UT-SOI (residual in the presence of plastic relax-
ation). ε is determined by solving the mechanical equi-
librium equation ∇ · σ(ϕ,u) = 0 [41, 43]. Due to its
very small relative thickness, the Si layer is not explicitly
considered, but its presence is encoded in ε0 by strain ac-
cumulation. For the asymptotic analysis  → 0 we refer
to [41, 44, 45]. The amorphous buried oxide is modeled
through a no-flux boundary condition for ϕ [46, 47] al-
lowing for dewetting and enforcing a 90◦ contact angle,
without loss of generality [47, 48]. Other effects, such
as plastic relaxation and intermixing, can be treated as
changes in the eigenstrain in a mean-field approxima-
tion [49]. We express the system size (such as thickness
h, and lateral extension L) in terms of the characteristic
ATG length ` = γ/ρflat, with ρflat the elastic energy den-
sity of a flat film under biaxial strain [32–34]. Numerical
simulations are performed using the parallel finite ele-
ment toolbox AMDiS [50, 51] with adaptive time steps
and mesh refinement (see also [43, 48, 52] and S.M.).
In agreement with the ATG instability, well describ-
ing the early evolution of a perturbed film, the corruga-
tion has a characteristic wavelength ` and amplifies over
time (Fig. 2) [53]. When the trenches reach the BOX,
dewetting sets in everywhere and almost simultaneously
in the film. Despite the simplified model, the main fea-
tures of the dewetting dynamics are qualitatively repro-
duced for different film thicknesses, annealing time and
temperature (accounted for by the diffusion coefficient D
depending on temperature by an Arrhenius law [54]).
The morphology and nature of disorder of the dewetted
structures in experiments and simulations are analyzed
by Minkowski functionals, that quantify the topological
properties and, in turn, spatial features of 2D patterns
[18, 55, 56]. We consider averaged Minkowski function-
als [40] (see also S.M.) mi(ρ¯) = (1/|Ω|)Mi(Bρ¯) of thresh-
olded 8-bit gray-scale images representing the thickness
of samples by a space-dependent field ρ(pij) ∈ [0, 255],
with pij the coordinate of image pixels, over a region with
extension |Ω|. ρ¯ is a given threshold defining a binary im-
age as Bρ¯ = Θ(ρ(pij)− ρ¯) and Θ the Heavyside function.
m0(ρ¯) corresponds to the fraction of |Ω| occupied by the
non-zero region in Bρ¯, as M0(Bρ¯) gives the area occupied
by Bρ¯ = 1. m1(ρ) represents an average of the boundary
length U between the regions Bρ¯ = 1 and Bρ¯ = 0, as
U = 2piM1(Bρ¯). Similarly, m2(ρ) corresponds to the av-
eraged Euler characteristic χ, as χ = piM2(Bρ¯). The plot
of m1,2(m0) with the encoded averaging, provides results
independent of image saturation and contrast [40].
m1,2(m0) for representative experimental and simu-
lated patterns almost overlap for most of the m0 range
(Fig. 2). Different experimental connected and discon-
nected structures follow a similar behavior (see the range
of variation highlighted by dashed error bars in Fig. 2(c)).
m1,2(m0) assesses the deviation from a Gaussian ran-
dom field (solid lines) [40]. This deviation points to non-
linearity of the underlying dynamics and correlations in
the resulting patterns (for a similar analysis see [39]).
Based on the theoretical prediction in references 24
and 28 we further assess the correlation properties of the
dewetted structures by looking at the spectral density
ψ∗(|k|) with k = (kx, ky) (Fig. 3(a)-(b)) of their cor-
relation function ψ(x, y) obtained from a given height
profile Z(x, y) (inset of Fig. 2(c)) and, in particular, at
4its decay for small wavenumbers (long wavelength) [24,
28, 57]. Patterns can be considered to be hyperuniform
if ψ∗(|k|/k¯) = (|k|/k¯)β and β ≥ 4 with |k|/k¯ → 0 (k¯
is the position of the maximum in the reciprocal space).
β = 4 corresponds to a Gaussian random field whereas
larger values occur in the presence of correlations lead-
ing to stronger suppression of long wavelengths oscilla-
tions [3, 4]. For the morphology shown in the inset of
Fig. 2 (c) we obtain 5 < β < 6 for 0.1 < |k|/k¯ < 1
(Fig. 3 (b)). In most of the analyzed patterns β ∼ 6
when considering sufficiently large images Whereas hy-
peruniform structures present a ratio H = ψ∗(0+)/ψ∗(k¯)
strictly equal to zero, a H ≤ 10−4 (as in Fig. 3 (c))
is accepted to be a fingerprint of hyperuniformity, at
least for real systems [3, 4] and in the presence of other
arguments supporting long-range interactions and cor-
relations [58]. Indeed, inherent spurious effects arising
from image thresholding [24] affect the steep decrease
of ψ∗(|k|) for smaller k (Fig. 2(d) and (e)). We thus
consider the emergent patterns by spinodal solid-state
dewetting as hyperuniform.
The degree of hyperuniformity can be tuned by con-
sidering different temperature and thus, different stages
during the dewetting process (see Fig. 3(d), obtained
by considering samples with x = 1, thickness of 50 nm
and changing the annealing condition). Larger and dis-
connected structures behave more like a GRF (β ∼ 4),
whereas for more connected structures a marked hype-
runifomity emerges (β ∼ 5 − 6). We can also replicate
morphologies featuring a similar hyperuniform character
(e.g., β ∼ 6, Fig. 3(e)) but different k¯, i.e. peak position
of ψ∗Z(|k|) obtained by dewetting Ge layers having differ-
ent initial thickness (Fig. 3 (c), respectively 50 nm, T =
500◦C and 25 nm, T = 470◦C). This demonstrates a size
tuning of structures exhibiting similar correlations.
In conclusion, we identified an elasticity-driven insta-
bility in strained, thin films undergoing solid-state dewet-
ting, enabling the formation of spinodal, monocrystalline
patterns that exhibit effective hyperuniformity. The pro-
cess is scalable, as it does not depend on the sample size
and, more importantly, adjustable: setting layer thick-
ness and annealing cycle provides structures with differ-
ent topology (connected to disconnected), composition
(from Si0.7Ge0.3 to pure Ge), and size (from hundreds of
nm to tens of µm). Examples are provided at a glance
in the S.M.. The class of hyperuniform materials, in-
cluding so far various natural and artificial systems, such
as, polymer-grafted nanoparticles [59], polymer melt [60],
colloid deposition [5], maximally random jammed pack-
ing [61], clusters of nanoparticles [62] and foams [63]
has then been extended to technology-relevant materials.
Furthermore, a remarkable advantage of spinodal solid-
state dewetting for hyperuniform materials over conven-
tional processes at critical points [24, 25] is the possibility
to freeze the system in a desired condition, thus setting
at will its properties.
The choice of a UT-SOI substrate and Si1−xGex alloys,
which are common and cost-effective materials, opens the
FIG. 3. Hyperuniformity and tuning of the disorder : (a)
Radial spectral density ψ∗(|k|) for the pattern of Fig. 2(c)
(ψ∗H(|k|)) and a numerically generated GRF (ψ∗G(|k|)), with
the inset showing ψ∗H(kx, ky). (b) Logarithmic plot of data
in panel (a) highlighting the decay of ψ∗(|k|) for |k| → 0.
Dashed and dotted lines are the trend of |k|4 and |k|6 respec-
tively. (c) SEM images of Ge (h=50 nm and 25 nm) deposited
on UT-SOI and annealed at different temperature. (d) Log-
arithmic plot of experimental ψ∗Z(|k|) for similar samples an-
nealed at different temperature (see panel (c), corresponding
large view 40 µm × 40 µm AFM images have been used). (e)
Comparison of ψ∗Z(|k|) of the patterns in the two last panels
of (c).
path to fruitful industrialization as a realistic platform for
electricity, light or matter management. Moreover, the
fabrication of hyperuniform devices has been attempted
with more or less cumbersome top-down approaches over
limited extensions [8, 13, 14, 64] and, in this respect, the
reported dewetting process is more convenient, as it can
be implemented in a single fabrication step and results
in atomically smooth mono-crystals having, for instance,
superior electronic figures of merits with respect to rough,
etched materials [37].
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I. METHODS
All dewetted structures are obtained starting from
the same ultra-thin, silicon-on-insulator wafer (UT-SOI,
double-polished, oriented along the (001) direction): 14
nm of Si on 25 nm of SiO2 (buried oxide, BOX) on bulk
Si. The UT-SOI is first cleaned in a HF solution (∼5%)
for 20” in a glove box under nitrogen atmosphere to re-
move the native oxide. Then, it is introduced in the
ultra-high vacuum of a molecular beam epitaxy reactor
(MBE) (static vacuum ∼10−10 Torr). The samples un-
dergo a first flash annealing at 600 ◦C for 30’ to remove
any trace of native oxide. SiGe alloys of variable thick-
ness are deposited on the UT-SOI and annealed at tem-
peratures ranging from 400 ◦C to 800 ◦C to tune the
dewetted morphologies (e.g., island or connected nano-
architectures). After solid-state dewetting, the samples
are investigated via atomic force microscopy (AFM) in
non-contact mode, high resolution scanning electron mi-
croscopy (SEM), and transmission electron microscopy
(TEM).
II. TUNING OF MORPHOLOGIES AND SIZES
The dewetted islands’ morphology can be tuned in a
wide range of SiGe thickness and Ge content, adjusting
annealing temperature and time. Figure 1 in the main
text considers the case of temperature change for a given
deposited thickness and annealing time. It exploits a
temperature gradient from the sample edge towards its
center present in the molecular beam reactor. In Fig. S1,
a more precise characterization of the same sample is
provided. This is obtained from an individual sample
observing the evolution of the layer morphology from the
sample edge towards its center. In this case, the nomi-
nal annealing temperature was 800◦C, as measured with
a pyrometer at the center of the sample. Owing to the
holder that clamps the sample at its edges, the temper-
ature on the sides is lower than at the sample center.
This allows us to monitor the effect of temperature while
not changing all the other conditions (layer thickness
and annealing time), and it has been exploited to show
morphologies after dewetting at different temperatures
in many experiments involving conventional solid-state
dewetting processes [S1, S2]. Provided that the dewet-
ting at the sample edges is barely visible (only a few holes
form), we estimate the temperature at the edge of about
750◦C compared with the morphologies obtained at the
center of the sample with this temperature as measured
by the pyrometer. We deduce this value by comparing
this morphology with that one found at the center of
other samples grown at lower temperature.
From optical microscopy on a similar sample (200 nm
Si0.7Ge0.3 on UT-SOI after 4 hours annealing at 800
◦C),
by scanning over 2 mm from the edge, we estimate that
the morphology change occurs within 1-2 mm. In the
central part of the sample the morphology of the nano-
architectures is the same, providing homogeneous proper-
ties. This image is provided as a separate high-resolution
Supplementary File 1, allowing for zooming-in to see bet-
ter the fine details of the dewetted structures. It was
obtained with a Leica optical microscope with a 100×
magnification objective lens in dark-field configuration.
The dewetting process and, in turn, the resulting
bottom-up fabrication technique is scalable as it does
not depend on the sample size. It is also adjustable: by
an appropriate choice of annealing temperature and time
we can obtain structures in a wide range of sizes (e.g.,
depositing Si1−xGex thicknesses from 5 to 2000 nm via
MBE), Ge-content (from x = 0.3 up to 1) and morphol-
ogy (e.g., holes, islands or connected structures). At a
glance, a few examples are provided in Fig. S2 showing
typical size ranging from hundreds of nanometers to sev-
eral microns for islands (Fig. S2 (a)-(c)), as well as for
connected structures (Fig. S2 (d)-(f)).
III. DISLOCATIONS IN LARGE STRUCTURES
FROM THICK Si0.7Ge0.3 DEWETTING
The presence of strain between thick Si0.7Ge0.3 layers
and the UT-SOI potentially leads to plastic relaxation
and formation of dislocation. This is also evident from
SEM images from large islands, see Figure S3 a), which
shows the case of 500 nm Ge on UT-SOI after 6 hours
2FIG. S1. Scanning electron micrographs (SEM) displaying the morphological evolution (from the edge of the sample, left panel,
towards its center, right panel) of 150 nm Si0.7Ge0.3 on UT-SOI after 4 hours annealing at 800
◦C. Another example from a
different sample is provided as a separate high-resolution Supplementary File 1 where optical microscopy shows that the change
in morphology occurs over about 0.5 mm from the edge.
annealing at 800◦C. The overall morphology is very sim-
ilar to that observed in thinner samples (as shown in the
main text). The large size of the islands allows us to
highlight the presence of facets, terraces, step bunching,
and the presence of a dislocation emerging at the surface
of the island (Figure S3 b)-d).
IV. ATOMIC FORCE MICROSCOPY OF
DEWETTED SAMPLES
For a precise assessment of the disorder properties
(e.g., hyperuniform character) of the dewetted struc-
tures, we use AFM, high-resolution and large images.
The characterization is performed over 40×40 µm2 with
2048×2048 points. A 25 nm Ge deposited on UT-SOI,
annealed at 480◦C for 45 minutes, is shown in Figure S4.
AFM images of same size and resolution were performed
on each sample shown in Fig.3 of the main text in or-
der to estimate correlation function and corresponding
spectral density.
V. PHASE-FIELD MODEL
A phase-field model that accounts for both surface and
elastic energy is considered. It is based on the model in-
troduced in Refs. [S3], where a continuous order parame-
ter ϕ ≡ ϕ(x) that is set to be ϕ(x) = 1 for x in the solid
phase (Si1−xGex, UT-SOI), ϕ(x) = 0 for x in the vac-
FIG. S2. Size and morphology tuning. SEM images of
Si1−xGex layers of thickness h deposited on UT-SOI and an-
nealed for a time t at temperature T : a) x=1, h=50 nm,
t=45 min, T=750◦C; b) x=0.3, h=100 nm, t=150 min,
T=800◦C; c) x=1, h=1000 nm, t=4 h, T=800◦C; d) x=1,
h=10 nm, t=30 min, T=450◦C; e) x=0.3, h=200 nm, t=1 h,
T=800◦C. f) x=1, h=1500 nm, t=4 h., T=800◦C.
3FIG. S3. a) Scanning electron micrograph of 500 nm Ge on UT-SOI after 6 hours annealing at 800◦C. b) Detail of a dewetted
island with large facets. c) Zoom of the area highlighted by a white square in b). d) Detail of facets, terraces and step bunching.
uum, and with a continuous transition in between well
described by
ϕ(x) =
1
2
[
1− tanh
(
3d(x)

)]
. (S1)
 is the interface thickness between solid and vacuum
phase, d(x) corresponds to the signed distance from the
interface Σ, corresponding then to 0.5 level set of ϕ. The
model is based on the free-energy functional
F [ϕ] =
∫
Ω
γ
(

2
|∇ϕ|2 + 1

F (ϕ)
)
dx+
∫
Ω
ρe(ϕ, ε)dx,
(S2)
with Ω the 3D simulation domain and x ∈ Ω. The first
integral in Eq. (S2) accounts for the surface energy with
F (ϕ) = 18ϕ2(1− ϕ)2 and γ the isotropic surface energy.
The second integral in Eq. (S2) accounts for the elastic
energy with
ρe(ϕ, ε) = µh(ϕ)
∑
ij
ε2ij +
λ
2
h(ϕ)
(∑
i
εii
)2
(S3)
the elastic-energy density for an isotropic media, λ and µ
the Lame constants, h(ϕ) = ϕ3(6ϕ2−15ϕ+10) a function
smoothly vanishing when approaching the vacuum phase.
ε is the strain tensor
ε =
1
2
[∇u+ (∇u)T]− ε0, (S4)
with displacement u with respect to the relaxed state
and a term ε0, which encodes the permanent deformation
due to the mismatch between the lattice constant of the
epilayer (Si1−xGex), ae, and of the substrate (UT-SOI)
as such as ε0 = (as − ae)/as, and
ε0 = −h(ϕ)ε0I. (S5)
The strain tensor entering Eq. (S3) is determined by as-
suming mechanical equilibrium, namely by solving
∇ · σ = 0, (S6)
with
σ = λTr(ε)I+ 2µε. (S7)
The evolution law for ϕ is given by the conservative gra-
dient flow
∂ϕ
∂t
= D∇ ·
(
1

M(ϕ)∇ω
)
, (S8)
with M(ϕ) = 36ϕ2(1−ϕ)2 a degenerate mobility and D
the effective diffusion coefficient. The latter expected to
depend on temperature by an Arrhenius law, encoding
the activation of surface diffusion at high temperature.
Without loss of generality it is here set to 1. The effect
of D is incorporated in the timescale such as t′ → t/D.
4FIG. S4. Large-scale atomic force microscope image, 40×40 µm2 with a 2048×2048 points, of 25 nm Ge deposited on UT-SOI
and annealed at 480◦C for 45 minutes. This image was used for Minkowski analysis of experimental patterns and for the
hyperuniformity analysis.
ω = δF/δϕ = ωs + ωe is determined by
g(ϕ)ωs =γ
(
−∇2ϕ+ 1

F ′(ϕ)
)
g(ϕ)ωe =
∂ρe(ϕ, ε)
∂ϕ
(S9)
with g(ϕ) = 30ϕ2(1 − ϕ)2 an additional degeneracy im-
proving the approximation of surface diffusion for rela-
tively large  [S3–S5]. A contact angle of 90◦ at the sub-
strate (BOX) is enforced by a no-flux boundary condition
for the order parameter ϕ [S6].
The model presented so far allows for reproducing the
main experimental features reported in this work. Model
extensions to consider the substrate or a second solid
phase [S7–S9], alloys [S10], surface-energy anisotropy
leading to surface faceting [S11–S13] and different con-
5FIG. S5. Different simulated pattern depending on the wave-
lengths encoded in the initial perturbation, λi with respect to
the characteristic length of the ATG instability `. a) λi < `,
b) λi > `.
tact angles [S6] can be considered. Simulations were per-
formed by employing the parallel Finite Element toolbox
AMDiS [S14, S15], allowing for time adaptivity and mesh
refinement at the solid-vacuum interface. The equations
governing the evolution of ϕ are solved as a system of
two second-order partial differential equation, namely for
ϕ and ω, and discretized by a semi-implicit integration
scheme (see Ref. [S3, S6, S12]). Periodic boundary con-
ditions are imposed at the lateral boundaries for ϕ, while
no-flux Neumann boundary conditions are imposed else-
where. Strain fields at equilibrium are computed by solv-
ing Eq. (S4) and (S6) for u at each timestep. Periodic
boundary conditions are imposed along in-plane direc-
tions, while a Dirichlet boundary condition with u = 0
is imposed at the bottom of the simulation domain.
Fig. S5 shows different outcomes according to the
wavelengths encoded in the initial perturbation. In
agreement with the literature [S16], wavelengths smaller
than the characteristic length of the ATG instability
must be considered for the proper development of the
instability for an unpatterned film. The outcome of sim-
ulations with initial perturbation containing large wave-
lengths only may suggest a way to obtain striped patterns
by proper preparation of the substrate.
VI. PATTERN ANALYSIS
The analysis of patterns through Minkowski func-
tionals follows the work reported in Ref. [S17]. The
Minkowski functionals, Mi(A) with A a compact 2D do-
main, read
M0(A) =
∫
A
dx
M1(A) =
1
2pi
∫
∂A
dx
M2(A) =
1
2pi2
∫
∂A
1
R
dx
(S10)
with dnx the Lebesgue measure of n-dimensional Eu-
clidean space on which the integration in performed, and
R the radius of curvature of ∂A. These functionals con-
tain the following information: M0(A) = |A| with |A| the
area of A, M1(A) = (1/2pi)U with U the boundary length
of A and m1(A) = (1/pi)χ with χ its Euler characteristic.
Here, we use the formulation discretized and aver-
aged Minkowski functionals together with the marching
cube/marching square algorithm for grey-scale images
implemented in the software enclosed with Ref. [S17].
In particular we consider 8-bit gray-scale images repre-
senting the thickness of samples by a space dependent
field ρ(x) ∈ [0, 255]. Then we evaluate the averaged
Minkowski functionals
mi(ρ¯) =
1
|Ω|Mi(Bρ¯) (S11)
with |Ω| the total size of the image and ρ¯ a given thresh-
old defining a binary image
Bρ¯ = Θ(ρ(x)− ρ¯), (S12)
with Θ the Heavyside function. Thus, m0(ρ¯) corresponds
to the fraction of |Ω| occupied by the non-zero region
in Bρ¯. m1(ρ) represent the normalized boundary length
U(ρ¯) between the regions Bρ¯ = 1 and Bρ¯ = 0 and m2(ρ)
corresponds to the averaged Euler characteristic χ(ρ¯).
Considering m1,2(m0) with the encoded averaging tech-
nique allows for obtaining results that are independent
of image conditions such as saturation or contrast [S17].
In the main text, the analysis of patterns emerging
from experiments and simulations is compared to the
Minkowski functionals obtained in the case of a Gaus-
sian Random Field (GRF). This corresponds to a field
with Gaussian probability density functions which can be
FIG. S6. a) Numerically generated GRF. b) Auto-correlation
function of a). c) Minkowski functionals analysis of a). d)
Spectral density of b).
6obtained by sum of a large number of plane waves with
uniformly distributed phases. The averaged Minkowski
functionals for a GRF are given by the following expres-
sions (with ρ a value in the grey scale for pixel) [S17].
mGRF0 (A) =
1
2
[
1− erf
(
ρ− ρ0√
2σ
)]
mGRF1 (A) =
k√
8pi
e−
1
2 (ρ−ρ0)/σ)2
mGRF2 (A) =
k2√
2pi3σ2
(ρ− ρ0)e− 12 (ρ−ρ0)/σ)2
(S13)
Following [S17] we set k = 1, σ = 1, ρ0 = 0. A nu-
merically generated GRF and its analysis are shown in
Fig. S6.
The analysis of the hyperuniform nature of the pat-
terns emerging by the spinodal solid-state dewetting pro-
cess has been performed following Refs. [S18–S20]. The
height profile of the structures, H(x, y), is considered
by its auto-correlation function ψH(x, y). ψ
∗
H(kx, ky) de-
notes the 2D Fourier transform of ψH(x, y) with kx, ky
the components of the (2D) wave vectors. ψ(r) and
ψ∗(|k|) denote the same quantities evaluated as radial
distributions in the corresponding domains, with r =√
x2 + y2 and |k| =
√
k2x + k
2
y the distance from the
center of the frame of reference in the real and recipro-
cal space, respectively. Length scales are scaled accord-
FIG. S7. Analysis of hyperuniformity : (a) Spatial auto-
correlation function ψ(x/λ, y/λ), with λ the characteristic
length of ψ. (b) spectral density ψ∗(kx, ky) and (c) ψ∗(|k|)
(details in text) are shown for the experimental pattern ana-
lyzed in Fig. 2(c) in the main text. (d) Logarithmic plot high-
lighting the decay of ψ∗(|k|) |k| → 0. Panels (c) and (d) show
ψ∗(|k|) for both the experimental height profile (ψ∗Z(|k|)) and
a numerically generated Gaussian random field (ψ∗G(|k|)) as
in Fig. S6.
ing to the characteristic length emerging in the pattern.
This consists of k¯ and λ = 2pi/k¯ in the reciprocal and
real space, respectively. With this choice, the quantities
are independent of image resolution and size, provided
that these are large enough to resolve λ. To assess the
hyperuniformity character of the patterns the decay of
ψ∗(|k|) for ψ∗(|k| → 0) is evaluated in detail. Patterns
can be considered to be hyperuniform if ψ∗(|k|) ≤ |k|4
and ψ∗(|k|)/ψ∗(k¯) ≤ 10−4 for |k| → 0 [S18, S19].
We report here further on the analysis entering
Fig. 3(a) in the main text. Fig. S7(a) shows explicitly the
correlation function ψ(x, y) of the height profile Z(x, y)
extracted from of Fig. S4. Then, its spectral density ψ∗
is shown by means of different representations, namely
ψ∗(kx, ky) (Fig. S7(b)), ψ∗(|k|) (Fig. S7(c)), and a focus
on ψ∗(|k|) for |k| → 0 in a logarithmic plot (Fig. S7(d).
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