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                                                    ABSTRACT 
 
A full-spectral third-generation ocean wind-wave model, Wavewatch-III, has been implemented in the South China Sea 
(SCS) for investigating the wind wave characteristics. This model was developed at the Ocean Modeling Branch of the 
National Centers for Environmental Prediction (NCEP). The NASA QuickScat data (0.25o resolution) two times daily 
were used to simulate the wind waves for the whole year in 2000. The significant wave heights from Wavewatch-III are 
compared to the TOPEX/POSEIDON (T/P) significant wave height data over the satellite crossover points in SCS. The 
model errors of significant wave height have Gaussian-type distribution with small mean value of 0.02 m (almost no 
bias). The model errors are comparable to the T/P altimeter accuracy (0.5 m) in the central SCS and smaller than the T/P 
altimeter accuracy in the northern and southern SCS, which indicates the capability of Wavewatch-III for SCS wave 
simulation.  
 




1. INTRODUCTION  
  
A fully spectral third-generation ocean wind-wave model, Wavewatch-III (henceforth denoted as WWATCH), has been 
recently developed at the Ocean Modeling Branch of the Environmental Modeling Center of the National Centers for 
Environmental Prediction (NCEP) for the regional sea wave prediction. It was built on the base of Wavewatch-I and 
Wavewatch-II as developed at the Delft University of Technology, and NASA Goddard Space Flight Center, 
respectively (Tolman 1999).  WWATCH should be evaluated before the practical use.  
 
The South China Sea (SCS) is a semi-enclosed tropical sea located between the Asian land mass to the north and west, 
the Philippine Islands to the east, Borneo to the southeast, and Indonesia to the south (Fig. 1), a total area of 3.5106 km2. 
It connects to the East China Sea (through Taiwan Strait), the Pacific Ocean (through Luzon Strait), the Sulu Sea, the 
Java Sea (through Gasper and Karimata Straits), and to the Indian Ocean (through the Strait of Malacca). All of these 
straits are shallow except Luzon Strait whose maximum depth is 1800 m. The elliptical shaped central deep basin is 1900 
km along its major axis (northeast-southwest) and approximately 1100 km along its minor axis, and extends to over 4000 
m deep.  
 
The SCS is under the influence of monsoon winds and synoptic systems such as fronts and tropical cyclones. From 
November to March, the northeasterly winter monsoon winds correspond to monthly mean January 2000 wind speeds of 
near 10 m/s for the whole SCS (Fig. 2a). From April to August, the southwesterly summer monsoon winds result in a 
  
monthly mean July 2000 wind speeds of approximate 8 m/s in the Southern SCS and 4 m/s in the northern SCS (Fig. 2b). 
The monthly mean winds  (Fig. 2) are typical for monsoon winds. Highly variable winds and surface currents are 
observed during the transitional periods. Moreover, synoptic systems often pass by the SCS and causes temporally and 
spatially varying wind fields.  
                                                
               Figure 1. Geography and isobaths showing the bottom topography of the South China Sea. 
                   
                       
Fig. 2.  Monthly mean wind speed at 10 m height computed from the QSCAT data: (a) January 2000, and (b) July 2000. 
 
 
The highly variable wind systems and complicated topography make SCS a perfect location for WWATCH evaluation. 
Usually the in-situ wind wave data are mainly collected from voluntary ships and wave buoys. However, in SCS sparse 
voluntary ship data and no wave buoy data are available. This makes the remote sensing be an important source for the 
wind wave data. Several satellites have been launched with altimetry, such as TOPEX/POSEIDON (T/P), ERS-1/2. The 
subsequent sections describe the WWATCH evaluation using the T/P significant wave height (SWH) data.  
  
                                     
                                  
 
 
2. T/P DATA   
 
The T/P satellite, jointly launched by NASA and the French Space Agency, the Center National d'Etudes Spatiales 
(CNES) in August 1992, carried a state-of-the-art radar altimetry system (Fu et al. 1994). In addition to precise 
measurements of the distance between the satellite and the surface, SWH was derived from the shape of the leading edge 
of the returning radar pulse. The accuracy of SWH measurement by T/P was within the accuracy of the Geosat 
measurements (Callahan et al. 1994), i.e., 10% or 0.5 m, whichever is greater (Dobson et al. 1987). T/P was maneuvered 
into a 9.9156-day repeat period during which two T/P SWH data are available at each crossover point. Time series of 
SWH at 20 crossover points shown in Fig. 3a and 4 passes (051, 229, 152, 190) shown in Fig. 3b for 2000 are used to 
evaluate WWATCH.  
 











         
        
           
                 
 
Fig.3. T/P  (a) crossover points and (b) tracks in the SCS. 
 
 
                                                   3.  WWATCH MODEL 
 
The wave spectrum F is generally a function of all phase parameters (i.e., wave number k, direction , intrinsic frequency 
σ, and absolute frequency ω), space (x), and time (t),   
 
                               F = F(k, , σ, ω; x, t).   
 
However, the individual spectral components are usually assumed to satisfy the linear wave theory (locally) and to 
follow the dispersion relation with Doppler effect, 
 
                                                                                                                                  (1) 
                             ω = σ+ kU                                                                                                                  (2) 
 
where d is the mean water depth and U is the (depth- and time- averaged) current velocity. When the current velocity 
vanishes, only two-phase parameters among (, k, ) are independent. Current wave models use the frequency-direction 




WWATCH uses the wavenumber-direction (k, ) as the independent phase variables. Without currents, the energy of a 
wave package is conserved. With currents the energy of a spectral component is no longer conserved (Longuet-Higgins 
et al. 1961), but the wave action spectrum, N(k,θ; x, t)  F(k,θ; x, t)/, is conserved (Whitham 1965; Bretherthon and 
Garrett 1968). In WWATCH, the balance equation is for the wave action spectrum.  The model setting for this study is 
given in Table 1. 
 
The surface winds (U) for the year of 2000 are obtained from the NASA SeaWinds on twice daily QuikScat (QSCAT)  
Level-3 gridded ocean wind vectors with 0.25° horizontal resolutions. The friction velocities are needed for the input 
source function Sin. In WWATCH, the friction velocity (u*) is computed from the wind speed (U) at a given reference 
height zr,  in terms of a drag coefficient  Cr (Tolman and Chalikov 1996).  
                                   
WWATCH is integrated with twice daily NASA SeaWinds on QSCAT level-3 gridded ocean wind vectors (0.25°) from 
the JONSWAP 1973 wave spectra (Hasselmann et al. 1980) on January 3 (no sufficient wind data on January 1-2, 2000 
for SCS), 2000 until 31 December 2000.  The model SWH data are interpolated into the T/P crossover points, where the 
hindcast and altimeter wave heights are compared.  At each crossover point, there are M pairs (approximately 72) of 
modeled (Hm) and observed (Ho) SWH data in 2000 (around 2 pairs per 10 days).  
 
                                    Table 1.   Model setting for this study. 
 
 Switch Parameters          Characteristics 
          DUM       Dummy to be used if WWATCH is to be installed on  
      previously  untried hardware 
          LRB8       8 byte words 
          SHRD       Shared memory model, no message passing 
          SEED       Seeding of high-frequency energy 
          GRD1       Settings directly hardwired to user-defined spatial grids 
      (spherical coordinate with 0.25o grids)  
          SP1                              Use-defined spectral grids. 
          PR2       Ultimate quickest propagation scheme with Booij and  
      Holthuijsen (1987) dispersion correction 
          ST2       Tolman and Chalikov (1996) source term package 
          STAB2       Enable stability correction for Tolman and Chalikov (1996)  
      source term package 
          NL1       Nonlinear interaction (DIA) 
          BT1       JONSWAP bottom friction formulation 
          WIND2       Approximately quadratic interpolation 
          CUR2       Approximately quadratic interpolation 
          o1                      Output of boundary points in grid preprocessor 
          o2        Output of the grid point status map in grid preprocessor 
          o2a       Generation of land-sea mask file mask.ww3 in grid preprocessor 
          o3       Additional output in loop over fields in field preprocessor 
          o4       Print plot of normalized 1-D energy spectrum in initial conditions  
      program  
          o5       2-D energy spectrum 
          o6       Spatial distribution of wave heights (not adapted for distributed  
      memory) 




4. METHODOLOGY OF VERIFICATION     
 
4.1. Verification at Crossover Points 
  
The difference of the modeled and observed SWH,   
 
                      H  =  Hm (x, y, t) - Ho(x, y, t)                                                                                                            (3) 
 
represents the model error. Bias, root-mean-square error (rmse), and correlation coefficient (cc) for each crossover point  
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are used to verify WWATCH. Here ( , )mH x y  and ( , )oH x y  are temporal mean modeled and observed SWH,  
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at the crossover points. The significant test of cc is conducted using T-value constructed by 
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with the degree of freedom of  (M - 2). 
 
4.2. Verification at Time Instance 
 
Bias and rmse for time instance t  
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are also used to verify WWATCH. 
                                   
                          5.    MONTHLY MEAN SWH  
 
Three sets of monthly mean data (averaged from twice daily data) are used for the evaluation: (a) modeled SWH from 
WWATCH,  (b) calculated SWH from the Pierson-Moskowitz (P-M) spectrum (1964) using the same QSCAT winds, 
and (c) observed SWH from T/P.  A common feature is found among the simulated (Fig. 4), calculated (Fig. 5), and 
observed (Fig. 6) data that the mean SWHs are higher in January (2000) than in July (2000).                  
 
In January (2000), a southwest to northeast oriented high SWH region (> 2.0 m) is comparable (north of 5o N) 
in the WWATCH simulation (Fig. 4a) and in the T/P data (Fig. 6a). However, this high SWH region is split into two 
  
smaller ones in the calculated (from P-M spectrum) field with a major one occurring north of 15oN and a minor one near 
the southern Vietnamese coast (Fig. 5a).  The area with SWH larger than 2.5 m in the WWATCH simulation (113o–
117oE, 15o–20oN) is comparable to that in the T/P data (112o–1117oE, 13o–20oN).   
 
In July (2000), the mean SWHs are higher in the northern and central SCS (north of 10oN) than in the southern 
SCS (south of 10oN) with values larger than 2.25 m in the WWATCH simulated field (Fig. 4b) and than 2.5 m in the 
observed fields (Fig. 5b). However, the maximum SWH values are located at (115o-120oE, 11o-15oN) in simulated and 
calculated fields and at (113o-116oE, 15o-20oN) in the observed field.    WWATCH simulates the seasonal variability of 
SWH reasonably well.   SWH is larger in the winter than in the summer monsoon season.   The orientation of the high 
SWH region coincides with the orientation of the monsoon winds (Fig. 2). 
 
 
                  
             
             Fig. 4. Predicted monthly mean SWH using WWATCH (a) January, and (b) July, 2000. 
 
 
                 
         
                  Fig. 5. Monthly mean SWH from T/P data (a) January, and (b) July, 2000. 
  
 
                                                          6. STATISTICAL EVALUATION   
 
 The histogram of H (Fig. 7a) for all the crossover points in the SCS shows a Gaussian-type distribution with 
mean value (0.02 m) and with comparable sample number of positive H (633) with negative H  (697). The scatter 
diagrams for Hm and Ho show clustering of points approximately around the line of Hm = Ho  (Fig. 7b). The rmse and cc 
between Hm  and  Ho  are 0.48 m and 0.90.  
The scatter diagrams for Hm and Ho at each crossover points (Fig. 8) show spatial variability of the error 
statistics. The rmse varies from 0.34 m at Point #1 (106.31oE, 2.01oN) to 0.95 m at Point #15 (114.81oE, 17.18oN) and 
Point #16 (117.65oE, 17.20oN). The bias varies from -0.45 m at Point #17 (107.73oE, 20.59oN) to 0.33 m at Point #7 
(114.81oE, 9.8oN).   The correlation coefficients vary from 0.55 at Point #17 (107.73oE, 20.59oN) to 0.95 at Point #15 
(114.81oE, 17.18oN).  





































           Fig 6.  Model accuracy statistics: (a) histogram of model error, and (b) scatter diagram of modeled (Hm)  
                         and observed (Ho) SWH  for all the crossover  points.  
 
Contours of bias, rmse, and cc for the whole year (2000) are plotted (Fig. 7) to understand the spatial error variability. 
The positive bias occupies large portion of the SCS. The zero-bias contour follows 200-m bathymetry (Fig. 1) with 
negative bias on the continental shelf  (west of the zero-bias contour) and positive bias in the deep basin (east of the zero-
bias contour). The negative bias larger than –0.4 m is found in the Gulf of Tokin and the positive larger than 0.3 m is 
located near Nansha Island (115oE, 10oN) (Fig. 7a). This indicates that WWATCH-SCS overpredicts the SWH slightly 
except on the shallow continental shelf.   The rmse of SWH is above 0.5 m in the central SCS with a maximum larger 
than 0.6 m west of Palawan (Fig. 9b). The value of rmse decreases from the central SCS to the other two regions, and is 


















    
Fig. 7. Distributions of SWH (a) bias, (b) rms error, and (c) correlation coefficient between WWATCH and T/P data. 
The cc of SWH (Fig. 7c) between modeled and T/P data in 2000 is larger than 0.85 almost everywhere in SCS except in 
the Gulf of Tonkin. The T-value computed using (8) for cc = 0.85, M = 72 is:  T = 13.50. For confidence coefficient (1 - 
) = 0.095, the t-distribution for the degree of freedom of statistics for  (M - 2 = 70) is:  2.756 > tα 0.005 > 2.576. Since T 
(= 13.50) is larger than t0.005, the correlation coefficient between modeled and T/P SWH data is significant.   
 
 
                  7. TEMPORAL ERROR VARIABILITY 
 
The monthly mean bias and rmse averaged over all the crossover points in the SCS are presented (Fig. 8) to represent the 
temporal error variability for the whole SCS. WWATCH-SCS has very low bias (-0.01 to 0.04 m) in predicting SWH 
with a maximum (positive bias) value of 0.04 m in March and a minimum (negative bias) value of –0.01 m in April.  The 
rmse has a minimum value of 0.39 m in March and a maximum value of 0.48 m in December.  
 


























                 
    




                                                   8.  CONCLUSIONS 
 
 
Comparing the South China Sea significant wave height hindcast using the third generation wave model (Wavewatch-
III) with significant wave height measured by TOPEX/POSEIDON altimeter for 2000, several characteristics of the 
model errors are obtained for the three subregions: central, northern, and southern SCS.  
 
(1) Wavewatch-III simulates the seasonal variability of SWH reasonably well comparing to the T/P SWH data. July 
(2000) SWHs are higher in the northern and central SCS (north of 10oN) than in the southern SCS (south of 10oN) with 
values larger than 2.25 m in the WWATCH simulated field and than 2.5 m in the calculated (from the Pierson-
Moskowitz spectrum) and observed fields. The orientation of the high SWH region coincides with the orientation of the 
monsoon winds.  
 
  
(2) The model errors for SWH hindcast have Gaussian-type distribution with mean values of 0.02 m and with slightly 
more sample number on the negative side  (697) than on the positive side (633).  The root-mean-square error and 
correlation coefficient between modeled and observed significant wave heights are 0.48 m and 0.90.  
 
(3) The model errors of WWATCH-SCS have spatial variability with overprediction of the SWH except on the shallow 
continental shelf.   The rmse of SWH is above 0.5 m in the central SCS with a maximum larger than 0.6 m west of 
Palawan. The value of rmse northward and southward decreases from the central SCS, and is smaller than 0.5 m in most 
of northern (west of Luzon) and southern (south of 5oN) SCS.   
 
(4) Over the whole SCS, WWATCH has very low bias (-0.01 to 0.04 m) in predicting SWH with a maximum (positive 
bias) value of 0.04 m in March and a minimum (negative bias) value of –0.01 m in April.  The root-mean-square error 
has a minimum value of 0.39 m in March and a maximum value of 0.48 m in December.  
 
(5) The model errors are comparable to the T/P altimeter accuracy (0.5 m) in the central SCS and smaller than the T/P 
altimeter accuracy in the northern and southern SCS, which indicates the capability of Wavewatch-III for SCS wave 
simulation.  
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