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ABSTRACT
We derive a family of post-Newtonian (PN) Dedekind ellipsoids to first order. They describe
non-axially symmetric, homogeneous, and rotating figures of equilibrium. The sequence of the
Newtonian Dedekind ellipsoids allows for an axially symmetric limit in which a uniformly rotating
Maclaurin spheroid is recovered. However, the approach taken by Chandrasekhar & Elbert (1974)
to find the PN Dedekind ellipsoids excludes such a limit. In Gu¨rlebeck & Petroff (2010), we
considered an extension to their work that permits a limit of 1 PN Maclaurin ellipsoids. Here we
further detail the sequence and demonstrate that a choice of parameters exists with which the
singularity formerly found in Chandrasekhar & Elbert (1974) along the sequence of PN Dedekind
ellipsoids is removed.
Subject headings: Non-axisymmetric figures of equilibrium, Post-Newtonian approximation, Dedekind
ellipsoids
1. Introduction
The modeling of equilibrium figures is one ma-
jor goal in astrophysics. In the case of compact
objects, relativistic effects become relevant and it
is necessary to treat them using General Relativ-
ity. Exact solutions in this field are rare, and one
is generally required to resort to approximation
or numerical methods. A detailed treatment of
these issues can be found in Meinel et al. (2008),
Friedman & Stergioulas (2013), where the latter
includes important discussions of stability. Al-
though it is the numerical approach, with its many
possibilities for taking into account the properties
of matter, that provides the most accurate means
of modeling real astrophysical objects, it is essen-
tial that one pursues analytic methods in order to
gain deeper insight into the nature of the theory of
relativity and how it differs from Newtonian the-
ory. One of the most fruitful avenues of research
has always been the treatment of homogeneous
matter, where it is precisely the extreme simpli-
fication that has permitted great headway. Here
we consider one such object, the post-Newtonian
(PN) Dedekind ellipsoid, in some depth, since we
believe that doing so provides new insights by cor-
recting previous errors and by setting out along a
path that may provide new answers concerning the
nature of stationary solutions within relativity.
In Newtonian gravity, closed form solutions are
known for various ellipsoidal figures of equilib-
rium including the Maclaurin spheroids (rigidly
rotating, axially symmetric, and stationary), the
tri-axial Jacobi ellipsoids (rigidly rotating, non-
axially symmetric, and time independent in a
rigidly rotating frame), the tri-axial Dedekind el-
lipsoids (non-axially symmetric and stationary),
and the tri-axial Riemann ellipsoids (in general:
non-axially symmetric and time independent in a
1
rigidly rotating frame). For a summary of their
properties see Hagihara (1970); Chandrasekhar
(1987). The fluids described by these solutions
are homogeneous and have a velocity field, which
is linear in Cartesian coordinates. Moreover, they
allow for the ratio of two half axes of the el-
lipsoid to be adjusted arbitrarily giving rise to
one parameter families of solutions. For tri-axial
ellipsoids, the third semi-axis is uniquely deter-
mined by choosing this ratio. The Jacobi sequence
and the Dedekind sequence branch off from the
Maclaurin sequence thereby allowing an axially
symmetric and rigidly rotating limit.
In the search for analogous figures of equilib-
rium in General Relativity, there is still much work
to do. However, for all of the aforementioned
Newtonian families of figures of equilibrium, a
post-Newtonian (PN) approximation was found
in the sequence of papers Chandrasekhar (1965a,
1967a,b, 1970, 1971b,a); Chandrasekhar & Elbert
(1974). Hereafter we call these articles Papers I
and, if we refer only to the last one, Paper II. The
Maclaurin sequence was also studied in Bardeen
(1971); Petroff (2003b). In the latter paper, an
algorithm was given that allows one to obtain
the PN approximation to the Maclaurin ellipsoids
to arbitrary order. Since the Newtonian Jacobi
ellipsoid has a time dependent quadrupole mo-
ment, the energy loss due to gravitational wave
emission can be estimated. This was done in
Chandrasekhar (1970). Thus, they cannot de-
scribe figures of equilibrium in General Relativ-
ity, assuming that the Newtonian limit exists. In
fact, it was shown that the non-radiating final
state is the Maclaurin ellipsoid at the bifurcation
point assuming that the Jacobi ellipsoids evolve
along the Jacobi sequence. Similarly, the Rie-
mannian ellipsoids also lose energy due to grav-
itational wave emission. The irrotational Rie-
mann ellipsoids were investigated to 1 PN order
in Taniguchi et al. (1998). However, the Newto-
nian Dedekind ellipsoids are stationary. Although
they are non-axially symmetric they keep their
form due to internal motion – each fluid element
moves along an ellipse in a plane perpendicular
to the total angular momentum of the configura-
tion. Thus, they are a good starting point to in-
vestigate the question if stationary but not static
relativistic stars are necessarily axially symmetric,
cf. Lindblom (1992). If dissipative effects are not
neglected, it was shown in Lindblom (1976) that
this is always true, but in case of perfect fluids it
is still an open question.
Before we start deriving PN Dedekind ellip-
soids, we should state which properties should
be satisfied by such a sequence. Obviously, they
should yield the Newtonian Dedekind ellipsoids
in an appropriate limit, which is guaranteed if
they are used as starting point of a PN approx-
imation. Moreover, the PN Dedekind ellipsoids1
should generalize as many properties of the Newto-
nian Dedekind ellipsoids as possible. This includes
the reflection symmetry with respect to the coor-
dinate planes and they should approach the 1 PN
Maclaurin spheroids close to the bifurcation point.
The first property is respected in Paper II but
not the second. In Gu¨rlebeck & Petroff (2010),
we showed that both requirements can be satis-
fied with a generalization of the ansatz for the 1
PN Dedekind ellipsoids of Paper II. In the present
paper, we study the entire sequence of these fig-
ures of equilibrium and discuss their properties.
All 1 PN sequences of figures of equilibrium
studied in Papers I admit singularities at certain
axis ratios. This implies that in a neighborhood
of these points, the 1 PN approximation is not
applicable any longer. Interestingly, these sin-
gularities along the PN Maclaurin and PN Ja-
cobi sequences appear at axis ratios, where the
Newtonian sequence has special properties. In
Chandrasekhar (1967a), it was shown that the sin-
gularity along the 1 PN Maclaurin sequence co-
incides with the first bifurcation point along the
Newtonian Maclaurin sequence of a sequence of
axially symmetric, stationary, rigidly rotating and
homogeneous figures of equilibrium. A conjecture
stating that all the bifurcation points of such se-
quences are reflected by a singularity in the PN
approximation, cf. Bardeen (1971), was proven in
Petroff (2003b). There it was pointed out that, if
the bifurcation points are ordered appropriately,
then there appears a singularity in the nth PN
order for the nth bifurcation point.
For the PN Jacobi sequence, see Chandrasekhar
(1967b), the singularity at the 1 PN order is re-
1Of course, the shape of the 1 PN configuration is not neces-
sarily that of an ellipsoid in the coordinate system chosen.
However, since the corrections are small we still refer to the
solution as an “ellipsoid”.
2
lated to the onset of a fourth-harmonic neutral
mode of deformation of the Newtonian Jacobi
ellipsoids; also here the singularities in the PN
approximation of Jacobi ellipsoids is intimately
tied to physical properties of the Newtonian se-
quence. However, the axis ratio, where the singu-
larity obtained for the 1 PN Dedekind ellipsoids
appears in Paper II, could not be identified with
a special point along the Newtonian sequence by
the authors of that paper. With our generaliza-
tion of the ansatz for the Dedekind ellipsoids, see
Gu¨rlebeck & Petroff (2010), we are able to show
that this singularity can be removed completely,
suggesting that it is only due to an ansatz, which
is too restrictive. Surprisingly, Chandrasekhar &
Elbert already considered such a generalization in
Footnote 2 of Paper II, but discarded it because it
was not helpful in curing the singularity in their
opinion.
The paper is organized as follows. We will first
discuss the Newtonian solution. On the one hand,
this is done to fix our notation, but will also enable
us to motivate certain limits and properties for
the 1 PN generalized Dedekind ellipsoids. We will
also determine the exterior solution in an explicit
form using ellipsoidal harmonics. In Section 3, we
give the field equations for a 1 PN self-gravitating
perfect fluid solution. These are solved for the
Newtonian Dedekind ellipsoids as starting point.
Subsequently, we discuss the properties of this 1
parameter family in detail, in particular the singu-
larities in parameter space. Some explicit formu-
lae, lengthy calculations, and figures are moved to
the Appendices for readability.
2. The Newtonian solution
The Newtonian Dedekind ellipsoids describe ro-
tating and tri-axial ellipsoids with a homogeneous
mass density. They are stationary in an inertial
frame and are solutions to the coupled Poisson and
Euler equations:
∆U = −4πG, ∇p = µ (∇U − (v · ∇)v) , (1)
where U is the Newtonian gravitational potential,
µ the homogeneous mass density (i.e., a constant)
and v the Newtonian velocity of the particles. The
surface of vanishing pressure, i.e., the surface of
the configuration, is that of a tri-axial ellipsoid:
S
(
x1, x2, x3
)
= 1−
3∑
i=1
(
xi
ai
)2
= 0. (2)
We have chosen a1 ≥ a2 ≥ a3 without loss of
generality. The three axes ai have to satisfy the
relation
a21a
2
2A12 = a
2
3A3. (3)
The index symbols Ai1... and Bi1..., in ∈ {1, 2, 3},
see Chandrasekhar (1987), are defined by
zi = u+ a
2
i , H(u) =
a1a2a3√
z1z2z3
,
Ai1...ik =
∞∫
0
H(u) (zi1 · · · zik)−1 du,
Bi1...ik =
∞∫
0
H(u)u (zi1 · · · zik)−1 du.
(4)
It is also convenient to define
A∅ =
∞∫
0
H(u)du. (5)
These index symbols satisfy various identi-
ties that allow one to express any Ai1... and
Bi1... as a linear combination of A1 and A2, see
Chandrasekhar (1987). We introduce the dimen-
sionless axis ratios a¯2 =
a2
a1
and a¯3 =
a2
a1
. The
index symbols are homogeneous functions in a1:
Ai1...ik(a1, a2, a3) = a
2−2k
1 Ai1...ik(1, a¯2, a¯3)
Bi1...ik(a1, a2, a3) = a
4−2k
1 Bi1...ik(1, a¯2, a¯3).
(6)
The dimensionless index symbols Ai1...ik(1, a¯2, a¯3)
and Bi1...ik(1, a¯2, a¯3) will be denoted by A¯i1...ik
and B¯i1...ik , respectively. Thus, Equation (3) in di-
mensionless form is given by a¯22A¯12 = a¯
2
3A¯3. It can
be solved numerically and determines a¯3 as a func-
tion of a¯2 independently of a1 (see Chandrasekhar
(1987) for a table of values for a¯3 given a¯2). Hence,
the free parameters of this solution are a¯2 ∈ [0, 1],
a1 and the mass density µ or, alternatively, the
total mass of the configuration M = 43πµa1a2a3.
We further introduce a dimensionless constant Ω¯
and a constant Ω via
Ω¯ =
√
2B¯12 =
Ω√
piGµ
. (7)
3
The solution of Equations (1) with a surface
given by Equations (2) and (3) reads in the inte-
rior, cf. Chandrasekhar (1987),
v =
√
πGµΩ¯
(
−x2a¯2 , a¯2x
1, 0
)
,
U = 2πGµ
(
a21A¯∅ −
3∑
i=1
A¯i
(
xi
)2)
,
p = πGµ2a23A¯3
(
1−
3∑
i=1
(
xi
ai
)2)
.
(8)
2.1. Limiting cases of the Dedekind se-
quence
Several limits are possible in the parameter
space of this family of solutions. Focusing on the
axis ratio a¯2, there are the limits a¯2 → 1 and a¯2 →
0. In the latter case, we have a¯3 → 0, too. In the
first case, the Dedekind ellipsoid approaches the
Maclaurin ellipsoid with a¯M3 = 0.5827 . . . mark-
ing the well-known bifurcation point along the
Maclaurin sequence. At this point, both the Ja-
cobi and the Dedekind ellipsoids branch off. In
this limit, the free parameters a1 and the mass
density µ can be prescribed as an arbitrary func-
tion of a¯2 leading to several qualitatively different
possibilities depending on the behavior of these
functions. For instance, if a1 → 0, which im-
plies a2 → 0 as well as a3 → 0, and if moreover
M →M0 <∞, then the Maclaurin ellipsoids con-
tract to a point particle with mass M0. In this
limit, the velocity fields vanish as well. If on the
other hand, a1 → ∞, which implies a2, a3 → ∞,
and µ approaches some value 0 < µ0 <∞ the en-
tire space is filled with a rigidly rotating perfect
fluid. Of course, this solution becomes unphysical
for radii, where the fluid elements have an orbital
velocity greater than the velocity of light. In the
limit, where both, a1 and µ, approach some finite
and positive values a1,0 and µ0, a Maclaurin ellip-
soid is obtained. Here as well, a1,0 is restricted by
the physical requirement of subluminal motion.
Let us turn our attention to a¯2 → 0. In or-
der to discuss this limit, we shall need to use the
following expansions2
a¯2 =a¯3 + a¯
3
3 (ln 4− 3− 2 ln a¯3) + o(a¯43),
A¯1 =− 2a¯23
(
ln
a¯3
2
+ 1
)
+ a¯43
(
ln a¯3 (4 ln a¯3+
9− 8 ln 2) + 13
2
+ ln 2(ln 16− 9)
)
+ o(a¯53),
A¯2 =1 + a¯
2
3
(
2 ln a¯3 +
5
2
− ln 4
)
+ o(a¯33).
(9)
The expansions of the other index symbols can
be inferred from the recursion relations given
in Chandrasekhar (1987), cf. the comment after
Equation (4).
In the most interesting case, where a1 → a1,0
and M → M0 with 0 < a1,0 < ∞ and 0 <
M0 < ∞ implying a2 → 0 and a3 → 0, the ellip-
soids degenerate to a rod. Then the velocity field
of Equation (17) always diverges logarithmically,
which follows from Equations (9). In fact, two
anti-parallel, non-interacting streams in the x1-
direction with infinite velocity emerge such that
the solution is static. The same holds true for
the case a1,0 = ∞. In these cases, the global so-
lution is not admissible for a PN approximation
sufficiently close to the limit a¯2 = 0. However, if
M0 = 0 is approached sufficiently fast, the limit
describes a Newtonian solution that can be inter-
preted as two anti-parallel streams of massless par-
ticles with a finite velocity. Hence, a PN approxi-
mation might be possible. We present the details
of this in Appendix C.
If a1,0 = 0 and 0 < M0 <∞, we obtain again a
point mass. If the limit of −a1 ln a¯3 is sufficiently
small for a¯2 → 0, then the velocity is subluminal
during the limiting process.
2.2. The exterior solution
We describe here the formalism with which the
exterior solution of the 1 PN equilibrium figures is
obtained in closed form in Section 3. As a practical
example, we apply the algorithm to the Newtonian
Dedekind ellipsoids. We introduce ellipsoidal co-
ordinates λi with λ1 > k > λ2 > h > λ3 > 0 with
2We make use of the common Landau notation, where
for two functions f(x) and g(x) we have f ∈ ox(g), if
lim
x→0
f(x)
g(x)
= 0. If the dependent variable is clear from con-
text we drop the index of the Landau symbol.
4
h2 = a21 − a22 and k2 = a21 − a23, see e.g. Byerly
(1893):
(
x1
)2
=
(
λ1
)2 (
λ2
)2 (
λ3
)2
h2k2
,
(
x2
)2
= − 1
h2 (k2 − h2)
3∏
i=1
((
λi
)2 − h2) ,
(
x3
)2
=
1
h2 (k2 − h2)
3∏
i=1
((
λi
)2 − k2) .
(10)
These coordinates cover the octant xi > 0, which
is sufficient since the problem is reflection-sym-
metric with respect to the surfaces xi = 0. We
assume that the PN configuration has this sym-
metry as well. The surface of the ellipsoid is char-
acterized by λ1 = a1. Using these coordinates,
a separation of variables in the Poisson equation
with a density g the support of which is an ellip-
soid is possible. The solution f of ∆f = −4πg will
be of the form
∞∑
n=0
2n+1∑
m=1
fnm
(
λ1
)
Enm
(
λ2
)
Enm
(
λ3
)
, (11)
where the functions Enm are the Lame´ functions of
the first kind. Their definition and the first few
members of this complete set of functions can be
found in Byerly (1893). The function fnm will be
obtained as a solution of the inhomogeneous Lame´
equation Lnm(λ
1)[f ] = g˜nm
(
λ1
)
, where the Lame´
operator Lnm is given by
Lnm(x) =
(
x2 − h2) (x2 − k2) d2
dx2
+
x
(
2x2 − h2 − k2) d
dx
+
(
Knm − n (n+ 1)x2
)
.
(12)
The characteristic values Knm of the Lame´ func-
tions are also defined in Byerly (1893). The
g˜nm
(
λ1
)
are the expansion coefficients of the den-
sity µ with respect to the ellipsoidal harmonics:((
λ1
)2 − (λ2)2)((λ1)2 − (λ3)2) g (λi)
=
∞∑
n=0
2n+1∑
m=1
g˜nm
(
λ1
)
Enm
(
λ2
)
Enm
(
λ3
)
.
(13)
Since g vanishes outside of the ellipsoid, the equa-
tion becomes homogeneous and the sole solution
with the correct asymptotics is given by
fnm
(
λ1
)
= CnmF
n
m
(
λ1
)
, (14)
where Fnm denotes the Lame´ functions of the sec-
ond kind, see again Byerly (1893). These follow
from the Lame´ functions of the first kind via
Fnm (x) = E
n
m (x)×
∞∫
x
(Enm (u))
−2 (
(u2 − h2) (u2 − k2))− 12 du. (15)
To the orders, which appear in the present paper,
the Fnm can be given explicitly in closed form in
terms of elliptic functions.
In general, we have to solve the inhomogeneous
Lame´ equation. However, we can rely for all po-
tentials that we have to calculate on a result by
Ferrers (1877). There the interior solution of the
Poisson equation with a density that is polyno-
mial in Cartesian coordinates inside an ellipsoid is
given. It is also established that this solution can
be connected to an exterior solution, which van-
ishes at infinity, such that the solution is continu-
ously differentiable everywhere. Thus, we obtain
fnm
(
λ1
)
for λ1 < a1 simply by a coordinate trans-
formation of Ferrers’ interior solution from Carte-
sian to ellipsoidal coordinates. Since the interior
solution is polynomial in Cartesian coordinates,
the expansion of this in ellipsoidal surface harmon-
ics Enm
(
λ2
)
Enm
(
λ3
)
terminates at finite order and
we can simply read the fnm off. Hence, C
n
m can af-
terwards be obtained by
Cnm = f
n
m (a1)F
n
m (a1)
−1
(16)
and the potential U is completely determined.
We illustrate this method for the Dedekind
ellipsoids, which are of the type considered by
Ferrers (1877). The interior solution can be writ-
ten after a transformation to ellipsoidal coordi-
nates as
U =f01
(
λ1
)
E01
(
λ2
)
E01
(
λ3
)
+
2∑
i=1
f2i
(
λ1
)
E2i
(
λ2
)
E2i
(
λ3
)
,
f01
(
λ1
)
=− 4
3
πGµ
(
3
(
λ1
)4−
2
(
λ1
)2 (
h2 + k2
)
+ h2k2
)
,
(17)
5
f21/2
(
λ1
)
=− 2πGµ
(
1± 3
(
λ1
)2 − h2 − k2√
h4 − h2k2 + k4
)
.
This implies that the exterior solution has the
form
U =C01F
0
1
(
λ1
)
E01
(
λ2
)
E01
(
λ3
)
+
2∑
i=1
C2i F
2
i
(
λ1
)
E2i
(
λ2
)
E2i
(
λ3
)
,
(18)
where the constants Cnm are obtained from Equa-
tions (16) and (17).
In fact, this procedure allows us to obtain the
exterior solution for mass densities of the form
µijk = const. (x
1)i(x2)j(x3)k in closed form. This
enables us to determine the 1 PN metric in the ex-
terior region in closed form for the Dedekind ellip-
soids as well as the Jacobi ellipsoids in exactly the
same way. Higher order ellipsoidal harmonics will
be necessary in this scheme. However, the calcula-
tions are tedious and will not be presented in detail
here. We will only repeat the form of the higher
moments in the interior of the ellipsoid, which are
the starting point for the straightforward calcula-
tions, in Appendix A.
3. The 1 PN approach
In Chandrasekhar (1965b), a set of field equa-
tions was discussed whose solutions describe per-
fect fluids dynamically to first order in 1c2 in
general relativity. In a subsequent series of pa-
pers (Chandrasekhar 1965a, 1967a,b, 1971b,a;
Chandrasekhar & Elbert 1974), solutions to these
equations were constructed using different New-
tonian configuration as a starting point– namely
Maclaurin ellipsoids, Jacobi ellipsoids and Dedekind
ellipsoids. Although these are all equilibrium fig-
ures, the field equations in Chandrasekhar (1965b)
allow for non-stationary solutions, too. Thus, one
always has to determine and to solve the equa-
tions belonging to the dynamical aspects of the
fluid. In contrast, the projection formalism de-
scribed in Geroch (1971) and the field equations
derived therein implement the stationarity from
the beginning and can be used only in the de-
scription of equilibrium figures. In our case, where
we are primarily interested in stationary solutions
the latter equations are more advantageous es-
pecially if one goes to higher PN orders. How-
ever, to the 1 PN order both approaches yield the
same result in the case of stationarity; discrepan-
cies will become apparent only at higher orders.
For equations describing higher order PN correc-
tions, see, e.g., Chandrasekhar & Nutku (1969);
Asada & Shibata (1996); Asada et al. (1996).
We use the same expansion of the metric as in
Chandrasekhar (1965b):
gαβ = −
(
1 +
2U
c2
)
δαβ ,
gα0 = 4U
(3)
α c
−3,
g00 = 1− 2Uc−2 + 2
(
U2 − δU − 2Φ) c−4,
(19)
where Greek indices run from 1 to 3, δαβ denotes
the Kronecker delta, x0 = ct. U is the Newtonian
gravitational potential, which we assume here to
be that of a Dedekind ellipsoid as discussed in Sec-
tion 2. The contribution δU is defined momentar-
ily.
The shape of the PN configuration is no longer
that of the Newtonian ellipsoid S(0) (cf. Equation
(2)) and we denote it by
S = S(0) + S(2)c−2. (20)
Let us introduce a potential U ′ that is a solution
of the Poisson equation (1) for this perturbed el-
lipsoid, i.e.,
∆U ′ = −4πGµ (21)
with µ = const. for S < 0. The symbol δU in
Equation (19) is then defined by
δU = (U ′ − U)c2. (22)
Note that we use the expansion parameter c−1
to retain the compatibility with Papers I and
II. However, one could transform the results eas-
ily to a more physical expansion parameter, e.g.,
ε2 = 2MGc2a1 .
The pressure and the velocity field are also ex-
panded
p = p(0) + p(2)c−2, vα = v(0)α + v(2)αc−2, (23)
where v(0)α is the Newtonian velocity3 and p(0)
is the Newtonian pressure, cf. Equations (8). We
3The three-velocity vα is defined as in Paper II and does not
refer to the spatial components of the four-velocity ui =
dxi
dτ
, but is instead defined as vα = dx
α
dt
= cu
α
u0
.
6
assume that the homogeneous mass density does
not change to any PN order.
The 1 PN equations of a self-gravitating perfect
fluid read4, see Chandrasekhar (1965b),
∆Φ = −4πGµ
(
v(0)
2
+
3p(0)
2µ
+ U
)
, (24a)
∆U (3)α = −4πGµv(0)α , (24b)
v
(2)α
,α = −
(
v(0)
2
+
p(0)
µ
+ 2U
)
,α
v(0)α, (24c)
p
(2)
,α
µ
=
(
δU + 2Φ+ 2v(0)
2
U +
p(0)
2
2µ2
)
,α
−
2U (0)v(0)
2
,α + 4v
(0)β (Uα,β − Uβ,α)+
v(0)β
((
v(0)
2
+ 4U
)
v
(0)
α,β+
4v(0)α U,β
)
− v(0)βv(2)α,β − v(2)βv
(0)
α,β ,
(24d)
where v(0)
2
is the square of the Newtonian velocity
field. Since the spatial part of the metric is eas-
ily obtained and already incorporated in Equation
(19) the sole equations that remain to be solved
in order to obtain the metric to 1 PN are the first
two and the one which determines δU . The other
equations determine the 1 PN corrections to the
pressure, velocity field and the surface.
3.1. The velocity field and the surface
For the 1 PN correction of the surface we choose
the following ansatz
S(2) = 2πGµ
(
a21
2∑
i=1
Si
((
xi
ai
)2
−
(
x3
a3
)2)
+
S3
(
x1
)2(1
3
(
x1
a1
)2
−
(
x2
a2
)2)
+
S4
(
x2
)2(1
3
(
x2
a2
)2
−
(
x3
a3
)2)
+
S5
(
x3
)2(1
3
(
x3
a3
)2
−
(
x1
a1
)2))
(25a)
4Indices are raised and lowered in these equations with the
flat Euclidean metric.
and for the velocity
v
(2)
1
(πGµ)
3
2
= x2
(
a21w1 + qˆ1
(
x1
)2
+
r1
(
x2
)2
+ t1
(
x3
)2)
,
v
(2)
2
(πGµ)
3
2
= x1
(
a22w2 + qˆ2
(
x2
)2
+
r2
(
x1
)2
+ t2
(
x3
)2)
,
v
(2)
3
(πGµ)
3
2
= q3x
1x2x3.
(25b)
In Paper II, both, w1 and w2, were not consid-
ered. In Gu¨rlebeck & Petroff (2010), we showed
that these linear contributions can be used to al-
low a rigidly rotating axisymmetric limit of the 1
PN Dedekind ellipsoids coinciding with the 1 PN
Maclaurin ellipsoids. Moreover, it seems natural
to allow a 1 PN contribution to the Newtonian
constant Ω analogous to the angular velocity in
the case of rigid rotation, see Papers I. Further-
more, we introduced the constant qˆ1 = q1 + q and
qˆ2 = q2 − q compared to Paper II. The ansatz for
the surface is the same as in Paper I, i.e., it origi-
nates from a Lagrangian displacement of all fluid
elements such that the coordinate volume remains
constant. The Lagrangian displacement reads, cf.
Equation (41) in Paper II,
ξµ =
πGµa21
c2
5∑
A=1
SAξ
A
µ ,
(
ξ1µ
)
=
(
x1, 0,−x3) , (ξ2µ) = (0, x2,−x3) ,(
ξ3µ
)
=
1
3a21
((
x1
)3
,−3 (x1)2 x2, 0) ,
(
ξ4µ
)
=
1
3a21
(
0,
(
x2
)3
,−3 (x2)2 x3) ,
(
ξ5µ
)
=
1
3a21
(
−3 (x3)2 x1, 0, (x3)3) .
(26)
As was pointed out in Bardeen (1971), it is
more physical to fix parameters with an immedi-
ate physical interpretation like the mass instead
the coordinate volume. However, by following Pa-
per II, it is easier to compare our results with
theirs. As it was discussed in Chandrasekhar
(1971b) and in Paper II, an arbitrary contribu-
tion to the coordinate volume can be achieved
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by an additional displacement of the form ξ6 =
πGµa21c
−2S6(x1, x2, x3), whose divergence does
not vanish. Alternatively, one can arrive at the
same result by considering a different underlying
Newtonian configuration, i.e. by substituting in
our final results a1 by a1 + 2πGµa
2
1c
−2S6 while
keeping a¯2 and a¯3 fixed.
Note that higher order polynomials could also
be allowed in the ansatz (25), which would even-
tually lead to a homogeneous system for their co-
efficients. The form of the solution we use here
is the minimal one needed to satisfy the inhomo-
geneous equations and get a configuration that is
Dedekind-like in the sense discussed in Section 1.
3.2. The solution for the metric functions
In this section, we will repeat the interior solu-
tion for the metric components to an extent that is
necessary to construct the exterior solution as well.
Since the changes in the ansatz (25) do not affect
Equations (24a) and (24b) their solutions are the
same as obtained in Paper II. The equations are
of the type treated in Ferrers (1877), namely they
have a polynomial density due to the form of the
Newtonian solution (8). Thus, they can be ex-
pressed in terms of the higher moments of the ho-
mogeneous density Di1i2..., cf. Appendix A. With
these, the solutions to Equations (24a) and (24b)
read
Φ = πGµ
[
U
(
3
2
a23A3 +A∅
)
− 5
2
A3D33
−
(
A1 +
3
2
a¯23A3 − a¯22Ω¯2
)
D11
−
(
A2 +
3a¯23
2a¯22
A3 − 1
a¯22
Ω¯2
)
D22
]
,
U1 = −a1
a2
ΩD2, U2 =
a2
a1
ΩD1,
U3 = 0.
(27)
A similar approach can be taken for δU . It can
be written as
δU
c2
= −G ∂
∂xµ
∫
µξµ
|~x− ~x′|d
3x′, (28)
cf. Equation (58) in Chandrasekhar (1967a), i.e.,
as the sum of derivatives of Poisson integrals. As
such δU is not continuously differentiable across
the surface, which is a problem inherent to this co-
ordinate system. Using surface adapted Cartesian
coordinates yµ = xµ + ξµ the metric components
are continuously differentiable. But we do not use
them here but rather follow Paper II.
The densities in the Poisson integrals (28) are
polynomial for the Lagrangian displacement ξα
(26). Thus, the algorithm described in Section 2.2
is applicable. Taking the derivatives afterwards
yields
δU = −µ2G2π(S1a21 (D1,1 −D3,3)+
S2a
2
1 (D2,2 −D3,3) +
S3
3
(D111,1 − 3D112,2)+
S4
3
(D222,2 − 3D223,3) + S5
3
(D333,3 − 3D331,1)
)
.
(29)
Note that only six of the ten third order moments
Dijk and only the diagonal terms of the second
order moments Dij are necessary, cf. Equation
(27). In order to fix the constants Si, we solve
the Bianchi identity in Equation (24) in the next
section.
3.3. Corrections to the pressure, the ve-
locity field, and the surface
Although the changes in the ansatz will not
change the calculations fundamentally, we will de-
scribe it in more detail and give also intermediate
solutions and analytic expressions. The main rea-
son is that we were unable to reproduce the nu-
merical data given in Paper II for the case w1 =
w2 = 0 (see the discussion in Gu¨rlebeck & Petroff
(2010) for further details). Thus, it might prove
helpful for rectifying this discrepancy or at the
very least make our calculations repeatable. The
formulae, which are too lengthy for the text here,
can be found in Appendix B.
Inserting our ansatz in the integrability condi-
tion for the gradient of the pressure, i.e. Equation
(24d), and using the polynomial structure for a
comparison of coefficients yields the following so-
lution:
t2 = a¯
2
2t1,
r2 = 4
(
a¯32 − a¯2
)
Ω¯
(
B¯112 + B¯122
)
+
(
1
a¯2
− a¯32
)
Ω¯3
+
1
3
(
qˆ1
(
a¯22 + 2
)
+ qˆ2
(
2a¯22 + 1
)− 3r1a¯22) ,
q3 = −4
(
a¯2 − 1
a¯2
)
Ω¯
(
B¯123 + B¯13
)
.
(30)
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Thus, the constant q3 is already determined com-
pletely and independently of the parameters wi.
Repeating the same for the continuity Equation
(24c) and using the results (30) gives further con-
straints on the constants
qˆ2 = 2
(
a¯2 − 1
a¯2
)
Ω¯
(
a¯22B¯123 + B¯23
)
+ 2
(
a¯2 − 1
a¯2
)
Ω¯3 − qˆ1.
(31)
A further simplification is achieved by requir-
ing the necessary condition that the normal com-
ponent of the velocity vanishes at the surface up
to 1 PN. This gives
r1 =
1
a¯32
[
Ω¯
(
1
3 (a¯22 − 1)
[
3(5a¯22 + 1)(S2 − S1)
−3(3a¯22 − 1)S3 + 2a¯22(2a¯22 + 1)S4
]
−6a¯22
(
B¯112 + B¯122
)
−2 (2a¯22 + 1) (a¯22B¯123 + B¯23)
)
− (w1 + w2) a¯2
(
5a¯22 + 1
)
2 (a¯22 − 1)
−
(
5a¯22 + 1
)
Ω¯3
2
]
,
t1 =
1
2a¯2a¯23
[
2Ω¯
(
S2 − S1 − a¯22S4 + a¯23S5
+2
(
a¯22 − 1
) (
B¯123 + B¯13
))− a¯2 (w1 + w2)] ,
qˆ1 = Ω¯
( 1
a¯2 (a¯22 − 1)
[
3(a¯22 + 1)(S2 − S1)
−(5a¯22 − 3)S3 + 2a¯22S4
]− 6a¯2 (B¯112 + B¯122)
− 2
(
a¯22 + 2
)
a¯2
(
a¯22B¯123 + B¯23
) )
− 3 (w1 + w2)
(
a¯22 + 1
)
2 (a¯22 − 1)
−
(
a¯22 + 5
)
Ω¯3
2a¯2
.
(32)
Up to now, all coefficients entering the 1 PN cor-
rections to the velocity field can be given in terms
of wi and Si. To determine the surface coefficients
Si, we have to impose that the pressure vanishes
at the surface up to first PN order, which leads to
a linear system of equations:
5∑
j=0
MijSj = b
(0)
i + b
(1)
i w1 + b
(2)
i w2 = bi. (33)
We give the analytic and lengthy expressions of
the coefficient matrix (Mij) and the inhomogene-
ity (bi) in Appendix B.2. The equations for i =
1, . . . , 5 ensure that the pressure at the surface is
constant. Having solved those, the PN contribu-
tion to the central pressure p
(2)
C = S0a
4
1µ(µG)
2 is
obtained using the equation for i = 0 such that
the pressure vanishes at the surface.The parame-
ters Si, ti, ri and qi are plotted along the 1 PN
Dedekind sequence in Figure 2 in Appendix D us-
ing a parameterization described in Section 3.4.2.
The singularity which was discovered in Paper
II has its origin in a vanishing determinant of the
coefficient matrix (Mij). How this singularity can
be removed is discussed in Section 3.4.2. A solu-
tion Si of Equation (33) depends on the wi. Hence,
all constants entering our ansatz (25) but q3 are
obtained in terms of the wi. The only requirement
for the choice of the wi is that we have a Dedekind-
like configuration in the sense of Section 1 and that
the resulting surface (25) is still closed. The latter
is just a reformulation of the fact that the 1 PN
corrections must be small compared to the New-
tonian quantities though offering here an explicit
and necessary criterion.
3.4. Properties of the solution
In this section, we discuss some properties of
the family of solutions described in Sections 3.2
and 3.3. The wi can be chosen independently for
each a¯2 along the family so that two free func-
tions wi(a¯2) remain. We assume here continuous
functions wi in order to ensure a continuous fam-
ily of 1 PN Dedekind ellipsoids. In Section 3.4.2,
we determine the conditions for the wi imposed
by the requirement that the 1 PN Dedekind el-
lipsoids have similar properties as in the Newto-
nian case. We treated one of these requirements
in Gu¨rlebeck & Petroff (2010), which ensures that
the 1 PN Dedekind ellipsoids are axially symmet-
ric and rigidly rotating in the limit a¯2 → 1 coin-
ciding with the 1 PN Maclaurin ellipsoids. This
is achieved if w1(1) = −w2(1) holds in the limit.
Analytic expressions can be found in that paper.
Other restrictions do not ensue from this property.
3.4.1. The mass and the angular momentum
Let us first characterize the 1 PN corrections by
two physical parameters of the Dedekind ellipsoids
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– the mass and the angular momentum. Accord-
ing to the definition in Chandrasekhar & Nutku
(1969), the 1 PN perturbation of the conserved
mass M (2) is
M (2) =M (0)
π
5
Gµa21(12A¯∅ + (1 + a¯
2
2)B¯12). (34)
This is independent of the choice of wi. The angu-
lar momentum of the Newtonian solution as well
as the 1 PN Dedekind ellipsoids points in the x3-
direction. The first evaluates to
L(0) =
8π
15
µΩa21a
2
2a3, (35)
whereas the latter is rather lengthy and is shown
in Appendix B.1. Here, we only present the plot,
cf. Figure 1. L(2) is linear in the wi as are all other
quantities, which we investigate. Thus, we depict
for all constants, say L(2), the coefficients in front
of the wi, i.e., L
(2) = L
(2)
0 + L
(2)
1 w1 + L
(2)
2 w2. We
use a solid line for L
(2)
0 , a dashed line for L
(2)
1 and
a dot-dashed line for L
(2)
2 . The part L
(2)
0 equals
the respective constants in Paper II, though as
discussed in length in Gu¨rlebeck & Petroff (2010)
the numerical values do not agree.
3.4.2. The singularity
The singularity at5 a¯s2 = 0.33700003168 . . ., cf.
Figure 1(b), is the one already discovered in Pa-
per II. The importance of singularities in 1 PN
approximations of equilibrium figures and the is-
sues with the 1 PN Dedekind sequence of that pa-
per was discussed in Section 1. Since we are able
to introduce singularities in our 1 PN Dedekind
solutions at arbitrary points a¯2 via wi (a¯2), it is
obvious that not all singularities are necessarily at
physically distinguished points. That we can use
the wi (a¯2) to remove the singularity at a¯
S
2 for all
physical quantities is shown in this section.
Evaluating the determinant of the coefficient
matrix (Mij), cf. Equation (33) and Appendix
B.2, numerically shows that it changes sign at a¯s2.
One of the eigenvalues, say λ, of the coefficient ma-
trix (Mji) vanishes there. Multiplying Equation
(33) with the eigenvector (βi) to the eigenvalue λ
5Subsequently, we truncate numerical values to six digits.
(a)
(b)
Fig. 1.— 1 PN corrections to (a) the mass and (b)
the angular momentum.
of the transposed matrix yields the condition
3∑
i=1
βibi =
0.083600− 0.235534w1 + 0.099994w2 = 0.
(36)
In Paper II, whose results are obtained by setting
w1 = w2 = 0, Equation (36) could not be satisfied.
Hence, a singularity is inevitable there in lieu of
our approach. We have a more general inhomo-
geneity in Equation (33), cf. the b
1/2
i . Choosing
at a¯s2
ws1 = 0.354937+ 0.424544w2, (37)
Equation (36) is identically satisfied and the re-
maining system of four equations in Equations
(33) is regular. To ensure that this holds in the
limit a¯2 → a¯s2 as well, higher orders have to be
taken into account. However, as one can read-
ily check numerically, the equation
∑
i,j
βiMijSj
λ =∑
i
βibi
λ is well-defined in the limit a¯2 → a¯s2 if
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w1 − ws1 ∈ O(λ). Thus, this equation can be used
instead of, for instance,
∑
j M1jSj = b1. The re-
sulting coefficient matrix is now regular and the
solution finite. Let us introduce instead of w1 a
new parameter defined by w1 = w
s
1(w2) + λwˆ1,
where wˆ1 and w2 are arbitrary. Then, the surface
coefficients at a¯s2 evaluate to
Ss1 = 0.136453− 0.243073w2+ 0.054186wˆ1,
Ss2 = −0.195876+ 0.154884w2 − 0.044769wˆ1,
Ss3 = −0.119902+ 0.212999w2 + 0.221751wˆ1,
Ss4 = −1.393285+ 0.412379w2 + 0.429324wˆ1,
Ss5 = 4.761466− 1.470110w2− 1.530518wˆ1.
(38)
Since these parameters enter the velocity field lin-
early and their coefficients in Equations (30)–(32)
are well-defined at a¯s2, the entire solution is reg-
ular. Only Equation (37) is obtained as an extra
condition for a¯2 → a¯s2. As an example, the angular
momentum reads under this constraint
L
(2)
s
a71G
3
2µ
5
2
= 0.177158− 0.005261wˆ1 + 0.009930w2.
(39)
In contrast to Figure 1(b), this is finite. Equation
(37) is not a good parametrization if a¯2 → 0 or
a¯2 → 1. For the axially symmetric limit, a good
parametrization close to a¯2 = 1 was discussed in
Gu¨rlebeck & Petroff (2010) and the limit a¯2 →
0 is treated in detail in Appendix C. These two
limits yield additional constraints for wi(a¯2) in the
neighborhood of the respective points that can be
satisfied simultaneously.
3.4.3. The surface and the gravitomagnetic effect
Which shapes can we expect for the 1 PN
Dedekind ellipsoids if no additional constraints are
given? The gravitomagnetic effect, i.e., parallel
matter streams repel each other, is already in-
cluded in a 1 PN approximation. Thus, one should
find that the 1 PN Dedekind ellipsoid is elongated6
in the x3-direction compared to the Newtonian
figure, since all the Newtonian streams are along
ellipses in the same direction in parallel planes.
6Note that the qualitative picture does not change if one
evaluates proper distances instead of coordinate distances
as is done here for simplicity.
This qualitative argument is corroborated by the
Maclaurin ellipsoids, which are also elongated in
this direction close to the bifurcation point, see
Petroff (2003a). Moreover, the matter streams in
the x2-direction for x1 > 0 are all parallel and
anti-parallel to those in x1 < 0. The latter are on
average at a larger distance. Thus, the repulsive
effect should prevail and in this direction too we
have an elongation. In the x1-direction, a similar
argument holds. Which effect is stronger, the re-
pulsion in the x2-direction or in the x1-direction,
depends on the choice of wi. However, this conclu-
sion disregards the pressure entirely and can only
provide a rough idea for the resulting 1 PN shape.
More importantly, the Lagrangian displacement
(26) yields a vanishing 1 PN contribution to the
coordinate volume and, thus, it does not allow
for an elongation of the ellipsoid in all directions.
In fact, we always observe elongations in the x3-
direction, and deformation in the other directions
can be adjusted with different choices of the wi.
The three qualitatively different case are depicted
in Figure 3 in Appendix D.
3.4.4. The motion of the fluid
To explicate the inner motion of the 1 PN
Dedekind ellipsoids, we integrated the velocity
field of the fluid (25) numerically and discuss here
the trajectories of a generic fluid element. In the
Newtonian Dedekind ellipsoid, all fluid elements
move along ellipses that are in planes with con-
stant x3. The time of revolution coincides for
all fluid elements. In the 1 PN approximation
to these figures of equilibrium, the trajectories
are distorted ellipses that are still closed and the
motion is not any longer confined to planes with
constant x3. The latter follows directly from our
ansatz in Equation (25b). The velocity in the x3-
direction vanishes at the coordinate planes so that
no fluid element moves from the upper half of the
1 PN ellipsoid (x3 > 0) to the lower (x3 < 0) and
vice versa. It also changes sign when the parti-
cle crosses the other coordinate planes. Moreover,
the motion in the x3-direction is periodic with half
the time of revolution as period. Furthermore, the
time of revolution of the fluid elements depends
now on the starting point. The trajectories for
particles at the surface, which stay there during
their motion, are exemplary and can be inferred
partially from Figure 3.
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A. Higher moments
The interior solutions for the higher moments of the homogeneous mass distribution were obtained in
Ferrers (1877). They are given in Chandrasekhar (1987) and we repeat them here:
Di = πGµa
2
i x
i
(
Ai −
3∑
l=1
Ail
(
xl
)2)
,
Dij = πGµa
2
i
(
a2j
(
Aij −
3∑
l=1
Aijl
(
xl
)2)
xixj +
1
4
δij
(
Bi − 2
3∑
l=1
Bil
(
xl
)2
+
3∑
l=1
3∑
k=1
Bilk
(
xl
)2 (
xk
)2))
,
Dijk = πGµa
2
i a
2
ja
2
k
(
Aijk −
3∑
l=1
Aijkl
(
xl
)2)
xixjxk +
1
4
(Vijk + Vjki + Vkij) ,
Vijk = a
2
i a
2
jδjk
(
Bij −
3∑
l=1
(
2Bijl −
3∑
m=1
Bijlm (x
m)
2
)(
xl
)2)
xi.
B. Explicit analytical results
We present the results that are too lengthy for the main text.
B.1. The angular momentum
In Section 3.4.1, we discussed the 1 PN contribution to the angular momentum. We gave the analytic
expression for the Newtonian angular momentum in Equation (35) and the plot for the 1 PN contribution,
cf. Figure 1(b). Here, we provide the analytic expression for L(2), too:
L(2) =L(0)
πG
7
µ
(
−26a21A1 −
1
(a21 − a22)
((
5a21 + 19a
2
2
)
a21S1 +
(
19a21 + 5a
2
2
)
a21S2 + 4
(
a21 − 3a22
)×
a21S3 + a
2
2
(
7a21 + a
2
2
)
S4
)− a23S5 + 2 (3a41A11 + 2a21 (a22 (6 (B112 +B122) +A12 + 3B123)+
4B12 + 3B23) + a
2
2
(
8B12 + 3a
2
2 (2B123 +A22) + 6B23
)
+ a23
(
a21A13 + a
2
2A23 − 2A3
)
+
21A∅)− 26a22A2
)− 4π5/2a3a31a32µ(Gµ)3/2
105 (a21 − a22)
((
19a21 + 5a
2
2
)
w1 −
(
5a21 + 19a
2
2
)
w2
)
.
(B1)
B.2. The surface condition
Our numerical results and the numerical results in Paper II do not coincide as discussed in detail in
Gu¨rlebeck & Petroff (2010). We believe that there is a problem in the numerical evaluation of the right
hand side of Equation (33) in Paper II. However, this could not be explicitly seen since those expressions
were not given. We provide the lengthy analytical expression for Equation (33), which we obtained and
used in all numerical considerations in our text. To shorten the results, we introduce a third kind of index
symbols
Ci1...ik =
∞∫
0
u2
H(u)zi1zi2 · · · zik
du, Ci1...ik(a1, a2, a3) = a
6−2k
1 Ci1...ik(1, a¯2, a¯3) = a
6−2k
1 C¯i1...ik (B2)
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with the same meaning of H(u) and zi as in Equation (4). The coefficient matrix (Mij) reads
M00 =
1
π2
M01 = 3a¯
2
3B¯33 − B¯13
M02 = 3a¯
2
3B¯33 − a¯22B¯23
M03 =
1
4
(
a¯22 − 1
) (
C¯112 − 2a¯23C¯1123 + a¯43C¯11233
)
(B3)
M04 =− a¯
2
2
4
((
a¯22 − a¯23
) (
C¯223 − 2a¯23C¯2233 + a¯43C¯22333
)
+ 4a¯43C¯2333
)
M05 =− a¯
2
3
12
(
a¯23
(
11C¯133 + a¯
2
3
(−10C¯1333 + 11 (a¯23 − 1) C¯13333 + 24a¯23B¯3333)+ 14C¯1333)− 3C¯133)
M10 =M20 =M30 =M40 =M50 = 0
M11 =
2
a¯22
((
a¯23 − 1
) (
a¯23 − a¯22
)
C¯1233 − 2a¯23B¯33
)
M12 =
2
a¯22
(
3
(
a¯22 − a¯23
)
2C¯2233 − 4a¯23B¯23
)
M13 =
1
a¯22
(((
a¯22 − 1
)
a¯23 + a¯
2
2
)
C¯1123 −
(
a¯22 − 1
)
a¯43C¯11233 − 3a¯42C¯1223
)
M14 =5a¯
4
2C¯2223 − 4a¯43a¯42A¯2233 − 2
(
a¯42 + a¯
2
3a¯
2
2 + a¯
4
3
)
C¯2233 + 5a¯
4
3C¯2333 + 4a¯
2
3A¯3
M15 =
a¯23
3a¯22
(
3a¯43
(−2C¯1233 + 3C¯1333 + 5C¯2333 − 9C¯3333)+ a¯23 (3 (a¯22 − 1) C¯1233 + 6C¯1333 + 8A¯3)−
3a¯22C¯1233 − 8a¯83A¯3333
)
M21 =−M22 =
48
(
2a¯22 + 1
)
B¯12
a¯22 (a¯
2
2 − 1)
M23 =
((
12
a¯22
− 6
)
a¯23 − 6
)
C¯11223 +
6
(
a¯22 − 1
)
a¯43C¯11233
a¯42
+
(
48− 96a¯22
)
B¯12
a¯22 − a¯42
+ 30
(
a¯22 − a¯23
)
C¯12223
M24 =−
16
(
a¯22 + 2
)
B¯12
a¯22 − 1
+ 16a¯62A¯2222 + 54
(
a¯23 − a¯22
)
a¯22C¯22223 + 12
(
2a¯42 − a¯23a¯22 − a¯43
)
C¯22233+
48a¯43a¯
2
2A¯2233 + 30a¯
4
3
(
a¯23
a¯22
− 1
)
C¯22333 − 64a¯
2
3A¯3
a¯22
M25 =
2
a¯42
(−3a¯42 (a¯23 − 1) a¯23C¯12233 + 3 (4a¯43 + a¯23 − a¯22 (3a¯23 + 2)) a¯43C¯12333+
27
(
a¯22 − a¯23
)
a¯63C¯23333 − 8a¯43A¯3 + 8a¯103 A¯3333
)
M31 =− 2
((
a¯23 − 1
) (
3B¯113 + a¯
2
3B¯133
)
+ 4a¯23B¯33
)
M32 =2
((
a¯23 − 1
) (
a¯23 − a¯22
)
C¯1233 − 2a¯23B¯33
)
M33 =− 5
(
a¯22 − 1
)
C¯1112 + 5
(
a¯22 − 1
)
a¯23C¯11123 +
((
a¯23 + 4
)
a¯22 − a¯23 − 2
)
C¯1123 −
(
a¯22 − 1
)
a¯43C¯11233
M34 =
(
a¯42 +
(
a¯22 − 1
)
a¯23a¯
2
2
)
C¯1223 − 3a¯22a¯43C¯1233 + a¯22
(
a¯23 − 2a¯22
)
a¯23C¯2233 + 5a¯
2
2a¯
4
3C¯2333
M35 =− 3a¯23B¯113 + 3
(−2a¯43 + a¯23 + 1) a¯43C¯11333 + 2 (a¯23 + 1) a¯43B¯133 + (6a¯23 − 7) a¯63B¯1333 + 203 a¯43A¯3−
20
3
a¯83A¯333 − 5a¯63B¯333 +
35
3
a¯83B¯3333
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M41 =−M42 = 48B¯12
a¯22 − 1
M43 =10
(
a¯22 − 1
)
C¯11122 −
10
(
a¯22 − 1
)
a¯23C¯11123
a¯22
− 8a¯22A¯1122 −
2
(
a¯22 − 1
) (
a¯22
(
3a¯23 + 2
)− 2a¯23) C¯11223
a¯22
+
2
(
a¯22 − 1
)
a¯43C¯11233
a¯22
+
16B¯12
a¯22 − 1
+
8a¯23A¯3
a¯22
M44 =− 16a¯
2
2B¯12
a¯22 − 1
+
(
2
(
3a¯23 − 5
)
a¯42 + 4a¯
2
3a¯
2
2
)
C¯12223 − 4
(
a¯23 − 1
)
a¯42C¯12233 + 6a¯
4
3
(
a¯23 − 1
)
C¯12333+
4a¯23
(
a¯22 − a¯23
)
a¯22C¯22233 + 8a¯
4
3a¯
4
2A¯2233 + 4a¯
4
3
(
a¯23 − a¯22
)
C¯22333 − 8a¯23A¯3
M45 =6a¯
2
3B¯1123 −
12
(
a¯23 − 1
)
a¯43B¯1133
a¯22
+
18
(
a¯23 − 1
)
a¯43C¯11333
a¯22
− 4 (a¯63 + a¯43) B¯1233 + 8a¯83A¯1333a¯22 +
2
(
4a¯83 + a¯
6
3
)
B¯1333
a¯22
+ 10a¯63B¯2333 −
40a¯43A¯3
3a¯22
+
16a¯103 A¯3333
3a¯22
− 18a¯
8
3B¯3333
a¯22
M51 =−M52 =
48
(
a¯22 + 2
)
B¯12
a¯22 − 1
M53 =16A¯1111 + 54
(
a¯22 − 1
)
C¯11112 − 12
((
a¯23 + 4
)
a¯22 − 3a¯23 − 2
)
C¯11123 + 6
(
a¯22 − 1
)
a¯43C¯11233+
16
(
5a¯22 − 2
)
B¯12
a¯22 − 1
− 16a¯23A¯3
M54 =
(
6a¯22a¯
2
3 − 6a¯42
)
C¯11223 − 48a¯
2
2B¯12
a¯22 − 1
+ 12a¯22
(
a¯22 − a¯23
)
a¯23C¯12233 + 24a¯
2
2
(
a¯23 − 1
)
a¯43C¯12333+(
6a¯22a¯
6
3 − 6a¯42a¯43
)
C¯22333
M55 =− 30
(
a¯23 − 1
)
a¯23C¯11133 + 12
(
6a¯43 − 5a¯23 − 1
)
a¯43C¯11333 + 48a¯
8
3A¯1333 − 48
(
a¯23 − 1
)
a¯63B¯1333−
54
(
a¯23 − 1
)
a¯63C¯13333 − 64a¯43A¯3 + 16a¯103 A¯3333.
The inhomogeneities are given by
b0 = −1
4
(−2C¯13 (A¯1 − 2a¯22B¯12)− a¯23 (−2A¯1 (C¯133 + C¯233)+ A¯3 (3 (B¯1 + B¯2)+ C¯33)+
2B¯12
(
a¯22
(
2C¯133 − C¯233
)
+ 3C¯233
))− 2C¯23 (A¯1 + (a¯22 − 3) B¯12)+ a¯63A¯3 (3 (B¯133 + B¯233)− 16B¯333)+
a¯43A¯3
(
6
(
C¯133 + C¯233
)− 8A¯3 + 9C¯333)+ 8A¯2∅)
b1 = − 1
a22
(
A¯1
(
2a¯22C¯123 − 2a¯23C¯133
)
+ B¯12
(−8 (a¯22 − 1) a¯23B¯123 − 4a¯42C¯123 − 4 (a¯22 − 2) a¯23B¯13 − 4a¯43a¯22B¯133+
8a¯42B¯223 − 4a¯22C¯223 + 16a¯23a¯22A¯23 + 4a¯23C¯233 + 8
(
a¯22 − a¯23
)
A¯3 − 16a¯22
)
+ A¯∅
(
8a¯22B¯12 + 4
(
a¯23 − a¯22
)
B¯23
)
+
A¯3
(
3a¯22a¯
2
3C¯123 − 3a¯43C¯133 − 6a¯42a¯23B¯223 + 3a¯22a¯23C¯223 + 6
(
a¯23 − a¯22
)
a¯23B¯23 +
(
5a¯22a¯
2
3 − 3a¯43
)
C¯233+
10
(
a¯22 − a¯23
)
a¯63B¯2333 + 10a¯
6
3B¯333 − 5a¯43C¯333
)
+ A¯2
(−4a¯62B¯223 + 2a¯42C¯223 − 2a¯23a¯22C¯233)+ (w2 − w1) a¯32Ω¯)
b2 = − 6
a42
(
2A¯1
(
a¯22
(
4B¯12 + a¯
2
3
(
C¯1223 + C¯1233
))− a¯42C¯1223 − a¯43C¯1233)+ 4B¯12 (a¯42 (6B¯112 + 6B¯122−
2a¯23
(
B¯123 + 2A¯223
)
+ 2B¯123 + 7B¯222 + 4B¯23
)
+ a¯62
(
B¯122 + 4B¯123 + 2A¯222
)
+ a¯22
(
2a¯23
(
2
(
B¯123 + B¯13
)−
5B¯223
)
+ a¯43B¯133 + 2B¯23
)
+ a¯23
(−4 (B¯123 + B¯13)+ a¯23B¯233 + 4A¯3))+ 2a¯22A¯2 ((a¯22 − a¯23) (4a¯42B¯2223−
a¯22C¯2223 + a¯
2
3C¯2233
)− 4 (a¯22 + 1) B¯12)+ 20a¯42B¯212 + a¯23 (a¯23 − a¯22) A¯3 (a¯22 (3 (C¯1223 + C¯2223)+ 5C¯2233)+
a¯23
(−3 (C¯1233 + C¯2233)+ 20a¯23B¯2333 − 5C¯2333)− 12a¯42B¯2223)+ 2 (w1 + w2)
(
2a¯22 + 1
)
a¯32Ω¯
a¯22 − 1
)
(B4)
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b3 = −
(−2A¯1 (2B¯113 − C¯113 + 4a¯22B¯12 + a¯23 (C¯133 + 3A¯3))+ 4A¯∅ (−A¯1 + 2B¯12 + a¯23A¯3)+ 3a¯23B¯11A¯3+
B¯12
(
a¯23
(−4B¯123 − 8B¯13 + 4C¯233 + 3A¯3)− 4a¯22 (−2B¯113 + C¯113 − a¯23 (2B¯123 + 4A¯13 + 3B¯13 − 2A¯3)+
a¯43B¯133
))
+ a¯23A¯3
(−3 (a¯23 + 2) B¯113 + a¯23 (− (3B¯123 + 3C¯133 + 5a¯23 (2 (a¯23 − 1) B¯1333 − C¯1333 − 2B¯333)+
5C¯1333 + 3C¯233 + 5B¯33
))
+ 5B¯13
)− 2a¯22A¯2 (3B¯12 + a¯23 (B¯123 + C¯233))− 4B¯212 + 6a¯43A¯23 + (w2 − w1) a¯2Ω¯)
b4 = − 2
a22
(
2
(
a¯22 − a¯23
)
A¯1
(
2B¯1123 − C¯1123 + a¯23C¯1233
)
+ 4B¯12
(
a¯22
(
6B¯112 + a¯
2
3
(−3 (C¯1123 + C¯1223)+
a¯23C¯1233 + 2B¯13
)
+ 3
(
C¯1223 + 2B¯23
))
+ a¯42
(
3C¯1123 + 6B¯122 + 6B¯123 − a¯23C¯1233
)
+
a¯23
((
a¯23 − 1
)
C¯1233 + 2B¯23
))
+ a¯23A¯3
(
a¯23
(
3
(
C¯1123 + C¯1223
)− 6B¯1123 − a¯23 (3 (C¯1233 + C¯2233)+ 10B¯1333+
5C¯2333
)
+ 5C¯1233 + 10a¯
4
3
(
B¯1333 + B¯2333
))
+ a¯22
(−3 (C¯1123 + C¯1223)+ 6B¯1123 + a¯23 (3 (C¯1233 + C¯2233)−
10a¯23B¯2333 + 5C¯2333
)− 5C¯1233)− 6 (a¯23 − 1) a¯42B¯1223)+ 12a¯22B¯212 + 2a¯22A¯2 (−2 (a¯23 − 1) a¯42B¯1223+(
a¯23 − a¯22
)
C¯1223 + a¯
2
3
(
a¯22 − a¯23
)
C¯2233
)
+
6 (w1 + w2) a¯
3
2Ω¯
a¯22 − 1
)
b5 = −6
(
2
(
a¯23 − 1
)
A¯1
(−5B¯1113 + B¯113 − a¯23C¯1133)− 24a¯22C¯111B¯12 − 20a¯22B¯111B¯12+
4B¯12
(
a¯22
(
4
(
a¯23 − 1
)
B¯1113 + 6B¯112 − 2a¯23B¯113 + 6B¯122 + 4B¯123 + 4B¯13 + a¯43B¯133 + 2B¯23
)
+ B¯112+
2a¯23
(
B¯123 + 2C¯123
)
+ 2a¯42B¯123 + 4B¯23 + a¯
4
3B¯233
)
+ a¯23
(
a¯23 − 1
)
A¯3
(
3
(
C¯1113 + C¯1123
)− 12B¯1113−
a¯23
(
3
(
C¯1133 + C¯1233
)
+ 5C¯1333
)
+ 5C¯1133 + 20a¯
4
3B¯1333
)
+ 2
(
a¯23 − 1
)
a¯22A¯2
(
C¯1123 − a¯23C¯1233
)
+
4
(
2a¯22 + 3
)
B¯212 +
2 (w1 + w2)
(
a¯22 + 2
)
a¯2Ω¯
a¯22 − 1
)
.
C. The limit a¯3 → 0 to 1 PN order
In Gu¨rlebeck & Petroff (2010), we took a close look at the axisymmetric limit (a¯2 → 1) of the PN Dedekind
ellipsoids. It turns out that the PN Maclaurin spheroids emerge in the limit but only if the PN velocity
field is generalized as in Equation (25). Here we consider the opposite limit of a rod along the x1-axis, i.e.,
a¯2 → 0, cf. Section 2.1. We begin by deriving conditions that arise from the behavior of the metric functions
in this limit, where it will be important to treat µ and a1 as functions of a¯2. We then examine the surface
and conclude that the only acceptable solution is a member of the Weyl class, i.e., an axially symmetric and
static spacetime. The matter content collapses to a singularity along the axis and the limiting spacetimes
contain the Levi-Civita spacetime and the Curzon-Chazy particle in the special cases in which the rod has
infinite length (a1 → ∞) or zero length (a1 → 0), see e.g. Griffiths & Podolsky (2009). In order to include
the Levi-Civita metric in the subsequent derivations, we shall divide up the ellipsoid into slices defined by
x1 = x10 and with a thickness δx
1, which we denote by S (δx1, x10).
Let us start by looking at Φ, which is determined by the Poisson equation (24a). The inhomogeneity
is a sum of (Newtonian) kinetic, inner and potential energy densities. Beginning with the kinetic energy
contained in S, we find
∫
S
µ
2
v2d3x ∝ a41a¯2a¯3δx1µ2B¯12
(
1−
(
x10
a1
)2)(
1 + (4a¯22 − 1)
(
x10
a1
)2
+O
(
δx1
a1
))
.
It turns out that the ratio of the inner to the kinetic energy tends to zero in the limit. Furthermore, the
potential energy is proportional to the kinetic one. Thus, it suffices to derive the form of the kinetic energy
density in the limit. We choose it to be a line energy density as required for a well-defined Equation (24a).
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This then implies
µ =
e
1
2
max
π
√
Ga21a¯
2
3(− ln a¯3)
1
2
, (C1)
whereby emax is an arbitrary constant and the logarithmic term comes from the expansion of B¯12. This
yields a source for the potential Φ of the form
3emaxG
(
1−
(
x1
a1
)2)2
δ(x2)δ(x3)Θ(a21 − x21), (C2)
where δ(x) and Θ(x) denote the Dirac delta distribution and the Heaviside step function, respectively. In
cylindrical coordinates (x2 = ρ cosϕ and x3 = ρ sinϕ) the solution to Equation (24a) reads
Φ =
emaxG
8a41
(√
(a1 + x1) 2 + ρ2
(
−9a1ρ2 + 58a21x1 + 26a1
(
x1
)2 − 18a31 + 55ρ2x1 − 50 (x1)3)+
√
(a1 − x1) 2 + ρ2
(
−9a1ρ2 − 58a21x1 + 26a1
(
x1
)2 − 18a31 − 55ρ2x1 + 50 (x1)3)+
3
(
8ρ2
(
a21 − 3
(
x1
)2)
+ 8
(
a21 −
(
x1
)2) 2 + 3ρ4) ln
(√
(a1 − x1) 2 + ρ2 + a1 − x1√
(a1 + x1) 2 + ρ2 − a1 − x1
))
.
(C3)
Now consider the potentials Uα. We remind the reader that U3 vanishes for all a¯2. We prove that U1
is also zero in the exterior in the limit by looking at its multipoles. The inhomogeneity in Equation (24b)
is proportional to the Newtonian linear momentum density in the x1-direction. Its integral over a slice
S (δx1, x10) vanishes because of the antisymmetry of v(0)1. The integrals over the halves of the slice with
x2 > 0 and x2 < 0 are given to leading order in a¯3 by
P 1± =∓ 2
e
3
4
max
πG
1
4
δx1
(
1−
(
x10
a1
)2
+O
(
δx1
a1
))
(− ln a¯3)− 14 , (C4)
which evidently tend to zero for a¯ → 0. An arbitrary multipole moment for, e.g. the density µv(0)1, again
to leading order, is then bounded by∫
S
∣∣∣µv(0)1(x1)i(x2)j(x3)k∣∣∣ d3x ≤ (a1)i(a2)j(a3)k
∫
S
∣∣∣µv(0)1∣∣∣ d3x = (a1)i(a2)j(a3)k (|P 1+|+ |P 1−|) , (C5)
which all tend to zero by virtue of the preceding equation. This proves that U1 vanishes for a¯2 → 0 in
the exterior. This holds via corresponding arguments for U2, too. Hence, the time-like Killing vector is
hypersurface orthogonal and the spacetime is static in the limit.
It remains to analyze δU and the PN surface. With the mass density given in Equation (C1) one can
show that U tends to zero in the exterior analogously to Uα. It, thus, suffices to consider the solution to the
Poisson equation for U ′ from Equation (21). The 1 PN surface is still defined by the condition of vanishing
pressure at the surface. A necessary condition for the inhomogeneity in Equation (21) to have a well-defined
limit in a distributional sense is that the mass δM contained in a slice S is well-defined to 1 PN order:
δM =
x1
0
+δx1∫
x1
0
2pi∫
0
ρs∫
0
µ ρdρ dϕdx1 =
µ
2
x1
0
+δx1∫
x1
0
2pi∫
0
ρ2sdρ dϕdx
1, (C6)
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where ρs denotes the 1 PN surface (20) in cylindrical coordinates. Using our standard notation for PN terms,
the 1 PN order of the relevant term of the integrand is
(
ρs(x
1, ϕ)
)2
=
(
ρ(0)(x1, ϕ)
)2
+ 2ρ(0)(x1, ϕ)ρ(2)(x1, ϕ)c−2. (C7)
The integral over the Newtonian contribution vanishes because of Equation (C1). The second term can be
written out explicitly using Equation (25) and an expansion in terms of a¯3. The expansions of wj and Si
will be denoted by
wj = wj0(ln a¯3) + wj2(ln a¯3)a¯
2
3 +O(a¯
3
3), j ∈ {1, 2}, (C8)
Si =
{
Si0(wjk , ln a¯3) + Si2(wjk , ln a¯3)a¯
2
3 +O(a¯
3
3), i ∈ {1, 2, 3}
Si0(wjk , ln a¯3)a¯
−2
3 + Si2(wjk , ln a¯3) +O(a¯
3
3), i ∈ {4, 5}.
(C9)
The expression (C7) diverges like a¯−23 for a¯3 → 0 in general. Hence, δM becomes singular in this limit as
well, see Equation (C6). These diverging terms vanish only if we have:
S50 = 4S10, S50 = −4
3
S30. (C10)
However, the Si0 must also be consistent with Equation (33) to leading order, which provides the further
conditions
0 =6S10 + 12S20 − 10S40 − 5S50,
0 =4S40 + S50,
0 =S10
(
25
12
+ ln
a¯3
2
)
+
S20
6
− S30
3
(
31
12
+ ln
a¯3
2
)
− S40
36
− S50
2
(
197
72
+ ln
a¯3
2
)
+
w10 − w20
6
√
−3
2
− ln a¯3
2
,
0 =6S30 − 10S40 − 11S50,
0 =4
(
S10 − S20 − 1
2
)(
3
2
+ ln
a¯3
2
)
− 3S30
(
109
54
+ ln
a¯3
2
)
− 2S40
(
73
48
+ ln
a¯3
2
)
− 5
4
S50
(
23
8
+ ln
a¯3
2
)
+
(w10 + w20)
√
−3
2
− ln a¯3
2
.
(C11)
Together with Equations (C10) these equations imply that
Si0 = 0 i ∈ {1, 2, . . . , 5}, w10 = w20 =
√
−3
2
− log a¯3
2
. (C12)
Although these conditions are necessary they are not sufficient. The next to leading order in a¯3 in δM
diverges in general logarithmically. To choose the parameters wi2 so that these terms vanish, we solve first
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the system of equations originating from Equation (33), which reads to this order
0 =6S12 + 12S22 − 10S42 − 5S52 + 16w210
0 =4S42 + S52 + 4w
2
10
0 =S12
(
12w210 − 7
)− 2S22 − S32
(
13
3
− 4w210
)
+
1
3
S42 + S52
(
89
12
− 6w210
)
− 2w10 (w12 − w22)− 16w410+
8
3
w210 + 5 = 0
0 =6S32 − 10S42 − 11S52 + 40w210
0 =96w210 (S12 − S22) + S32
(
112
3
− 72w210
)
+ S42
(
1− 48w210
)
+ S52
(
165
4
− 30w210
)
+ 24w10 (w12 + w22)−
144w410 − 100w210 + 5.
(C13)
This can easily be solved and the solution, which depends on wi2, can be inserted in δM . Now, the vanishing
of the diverging terms requires the following behavior of the free parameters wi2:
w12 = −21
2
(− log a¯3) 32 + C1(− log a¯3) 12 + C2 +O
(
(− log a¯3)− 12
)
,
w22 = C3(− log a¯3) 32 + C4(− log a¯3) + C5(− log a¯3) 12 + C6 +O
(
(− log a¯3)− 12
) (C14)
with the free constants Ci.
The constants C1, C2, C3 and C4 in Equation (C14) govern the length of the rod ∆x1 in the limit a¯3 → 0,
which still diverges in general. The choice
C3 =
1
134
(−16715+ 9072 log 2 + C1) (C15)
ensures a finite length, which reads then
(∆x1)
2 = a21 −
a21(emaxG)
1
2
15c2
(288C2 − 67C4). (C16)
With an argument like in Equation (C5), one can show that all multipole moments converge with the choices
(C14) and (C15) and that δU is well-defined; the inhomogeneity in Equation (24b) tends to a line mass
density, which is a polynomial in x1 to order 4:
3Gemax
134a41c
2
(−455 + 252 log 2 + 16C1)
(
a41 − 6a21x21 + 5x41
)
δ(x2)δ(x3)Θ(a21 − x21). (C17)
This is already of order c−2. Hence, it is sufficient to take the Newtonian length of the rod into account.
The function δU can easily be calculated for the line density (C17) and is given by
δU =− emaxG
1072a41
(−455 + 252 log 2 + 16C1)
[
N+ +N− + log
(
−a1 − x1 + ((a1 + x1)2 + ρ2) 12
a1 − x1 + ((a1 − x1)2 + ρ2) 12
)
×
(24a41 − 144a21x21 + 120x41 + 72a21ρ2 − 360x21ρ2 + 45ρ4)
]
,
N± =((a1 ± x1)2 + ρ2) 12
(
42a31 ∓ 146a21x1 − 130a1x21 ± 250x31 + 45a1ρ2 ∓ 275x1ρ2
)
.
(C18)
With Φ, δU , Uα, and U all metric functions are determined. The metric describes an axially symmetric
and static vacuum and, therefore, belongs to the Weyl class. The matter region degenerates to a rod along
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the x1-axis and is described by a singularity. The singular behavior can be read off the Kretschmann scalar
and is given to leading order in ρ by
RabcdRabcd ∼ 1
ρ4(log ρa1 )
2
. (C19)
The class of Weyl metrics includes such prominent members as the Lanczos metric and the Curzon-Chazy
metric (for an overview of these two metrics, see, e.g. Griffiths & Podolsky (2009)). These metrics result
also in some special limits of the 1 PN Dedekind ellipsoids. First the limit a3 → 0 is carried out as described
above and afterward the following limits are taken: a1 → ∞ in the case of the Lanczos metric and a1 → 0
in case of the Curzon-Chazy particle. In the former case, the line densities (C2) and (C17) become
3emaxGδ(x
2)δ(x3),
3Gemax
134
(−455 + 252 log 2 + 16C1) δ(x2)δ(x3), (C20)
which are constant along the entire x1-axis. The resulting spacetime is cylindrically symmetric. The leading
order in c−1 of the mass parameter is vanishing, such that it can be interpreted as an effective gravitational
mass per unit length, cf. Israel (1977); Griffiths & Podolsky (2009).
In the case a1 → 0, the density (C17) vanishes and the density (C2) tends to the point density
Eδ(x1)δ(x2)δ(x3) with E is the total Newtonian energy concentrated in this point. This coincides with
a 1 PN approximation to the Curzon-Chazy solution with a parameter7 m with a vanishing leading order in
c−1.
D. The plots of the solutions
As some analytical expressions are lengthy they were at some places suppressed in the article. In Figure 2,
the main parameters describing the solution are plotted. We use for all parameters, say, t1 the usual splitting
t1 = t1,0 + t1,1wˆ1 + t1,2w2 with the parameterization from Section 3.4.2. Subsequently, the coefficients t1,i
are depicted. We use solid lines for i = 0, dashed lines for i = 1, and dot-dashed lines for i = 2. This
parameterization has the advantage that the singularity is already removed. The results reflecting the
parameterization in Paper II are recovered if we set wˆ1 = − 0.354937λ and w2 = 0, which implies w1 = 0, cf.
Equation (37). In Figure 3, three qualitatively different cases, cf. Section 3.4.3, of the surfaces of the 1 PN
Dedekind ellipsoids are shown.
7We use here the same notation as in Griffiths & Podolsky (2009).
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Fig. 2.— The parameters Si, ti, ri and qi describing the 1 PN corrections of the surface and the velocity
field, cf. Equation (25).
21
Fig. 2.— continued
22
(a) wˆ1 = 0.164537, w2 = 0.4 (w1 = 0.4) (b) wˆ1 = 0.468120, w2 = 0 (w1 = 0), cf.
Chandrasekhar & Elbert (1974)
(c) wˆ1 = −0.007157, w2 = 0.8 (w1 = 0.7)
Fig. 3.— The 1 PN surfaces (solid, gray) compared to the Newtonian surface (wireframe, black) for param-
eters a¯2 = 0.7 and
Gµ
c2 a
2
1 = 0.15 and different choices of the wˆ1 and w2.
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