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Abstract
We continue the study of integrability of bi-Hamiltonian systems
with a compatible pair of local Poisson structures (H0, H1), where H0
is a strongly skew-adjoint operator. This is applied to the construction
of some new two field integrable systems of PDE by taking the pair
(H0, H1) in the family of compatible Poisson structures that arose in
the study of cohomology of moduli spaces of curves.
1 Introduction
The present paper is a continuation of our paper [DSKT13], where we began
the study of integrability of bi-Hamiltonian PDE, with a compatible pair of
local Poisson structures (H0,H1), such that H0 is strongly skew-adjoint.
Recall [DSKT13] that a skew-adjoint ℓ× ℓ matrix differential operator H is
called strongly skew-adjoint over an algebra of differential functions V if
(i) KerH ⊂ δ
(
V/∂V
)
;
(ii) (KerH)⊥ = ImH,
where δ is the variational derivative, and ⊥ denotes orthogonal complement
with respect to the bilinear form Vℓ×Vℓ → V/∂V defined by (F,G) 7→
∫
F ·G.
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First, we develop a theory of strongly skew-adjoint matrix differential
operators over a field of differential functions K. In particular we show that,
in this case, we can replace condition (ii) by
(ii’) dimC(KerH) = deg(H),
where deg(H) is the degree of the Dieudonne´ determinant of H, and C ⊂ K
is the subfield of constants (see Corollary 2.3). This equivalent definition is
more convenient if one is willing to work over a field of differential functions.
Second, we use the approach to the Lenard-Magri scheme of integrability
developed in [BDSK09, Prop.2.9] to show that if H0 is strongly skew-adjoint
and
(1.1) C(H0) ∩ C(H1) has codimension 1 in C(H0) ,
where C(H) denotes the space of Casimirs of H, then the Lenard-Magri
scheme always works beginning with
∫
h0 ∈ C(H0)\C(H1) (see Corollary
2.10 and Remark 2.11). (Note that condition (1.1) holds for all (H0,H1)
considered in the present paper, but fails for the pair (H0,H1) studied in
[DSKT13], which makes the proof of integrability for the latter pair more
difficult.)
We apply these results to arbitrary pairs (H0,H1) from a 6-parameter
family of pairwise compatible Poisson structures that arose in the study of
the second cohomology of the moduli spaces of curves. This 6-parameter
family naturally corresponds to the Lie conformal algebra Lˆ, which is the
central extension by the space of all 2-cocycles, with values in the base field
F, of the Lie conformal algebra
L = F[∂]u⊕ F[∂]v ,
with λ-brackets
[uλu] = (∂ + 2λ)u , [uλv] = (∂ + λ)v , [vλv] = 0 .
The Lie conformal algebra L in turn corresponds to the Lie algebra g of
differential operators of order at most 1 on the circle. It was a key obser-
vation of [ADCKP88] that H2(g,F) is canonically isomorphic to the second
cohomology of the moduli space of curves of given genus g ≥ 5.
A systematic analysis of all pairs (H0,H1) coming from the 6-parameter
family produces several large families of integrable bi-Hamiltonian PDE (see
Sections 4 and 5). Some special cases of these PDE are well-known integrable
systems [Ito82, Kup85a, Kup85b, AF88, FL96, GN90]. Other special cases
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seem to be new, like equation (6.1), which is an extension of the Antonowicz-
Fordy equation [AF88]; equation (6.2), which is an extension of an equation
which appeared in the list of [MSY87]; equation (6.3), which is an extension
of the Fokas-Liu equation [FL96], the Kupershmidt equation [Kup85b], the
Ito equation [Ito82], and the Kaup-Broer equation [Kup85a]; and equations
(6.4), (6.5) and (6.6). Upon potentiation, some special cases of these equa-
tions also appeared in the list of [MSY87]. All of this is discussed in Section
6.
Throughout the paper all vector spaces are considered over a field F of
characteristic zero.
We wish to thank Vladimir Sokolov for enlightening correspondence and
Pavel Etingof for bright observations.
2 The Lenard-Magri scheme of integrality
2.1 Algebras of differential functions
Consider the algebra of differential polynomials Rℓ = F[u
(n)
i | i ∈ I, n ∈ Z+],
with the derivation ∂ defined on generators by ∂u
(n)
i = u
(n+1)
i . One has:
(2.1) [
∂
∂u
(n)
i
, ∂] =
∂
∂u
(n−1)
i
for every i ∈ I, n ∈ Z+ .
(the RHS is considered to be 0 for n = 0). Recall that an algebra of dif-
ferential functions V in the variables ui, i ∈ I = {1, . . . , ℓ}, is a differential
algebra extension of Rℓ, endowed with commuting derivations
∂
∂u
(n)
i
: V → V
extending the usual partial derivatives on Rℓ, such that (2.1) holds and, for
every f ∈ V, we have ∂f
∂u
(n)
i
= 0 for all but finitely many values of i and n.
We will assume throughout the paper that V is a domain.
Consider the following filtration of the algebra of differential functions
V:
Vm,i =
{
f ∈ V
∣∣∣ ∂f
∂u
(n)
j
= 0 for all (n, j) > (m, i)
}
,
where > denotes lexicographic order. The algebra of differential functions
V is called normal [BDSK09] if ∂
∂u
(m)
i
(Vm,i) = Vm,i for all i ∈ I,m ∈ Z+.
Note that any algebra of differential function can be extended to a normal
one (see [DSK13]). Examples of normal algebras of differential functions are
Rℓ, and Rℓ[u
−1
1 , log(u1)].
3
We denote by F ⊂ V the subagebra of quasiconstants:
F =
{
α ∈ V
∣∣ ∂α
∂u
(n)
i
= 0 for all i ∈ I, n ∈ Z+
}
.
Obviously F ⊂ V is a differential subalgebra, and we will assume, without
loss of generality, that it is a differential field. We also denote by C ⊂ V the
subagebra of constants:
C =
{
a ∈ V
∣∣ ∂a = 0} .
It follows from (2.1) that C is a subfield of F .
2.2 Local functionals, evolutionary vector fields, and varia-
tional derivative
We call V/∂V the space of local functionals, and we denote by
∫
f ∈ V/V
the coset of f ∈ V in the quotient space.
An evolutionary vector field is a derivation of V of the form
XP =
∑
i∈I,n∈Z+
(∂nPi)
∂
∂u
(n)
i
, P ∈ Vℓ .
Evolutionary vector fields commute with ∂, they form a Lie subalgebra of
Der(V), and the Lie bracket of two evolutionary vector fields is given by the
formula
[XP ,XQ] = X[P,Q] where [P,Q] = XP (Q)−XQ(P ) .
The variational derivative of
∫
f ∈ V/∂V is δf =
(
δf
δui
)
i∈I ∈ V
ℓ, where
(2.2)
δf
δui
=
∑
n∈Z+
(−∂)n
∂f
∂u
(n)
i
.
2.3 Poisson structures
Given an ℓ×ℓ-matrix differential operator H =
(
Hij(∂)
)
i,j∈I ∈ Matℓ×ℓ V[∂],
we associate the bracket {· , ·}H on V/∂V, given by
(2.3) {
∫
f,
∫
g}H =
∫
δg ·H(∂)δf .
Note that the bracket (2.3) is skewsymmetric if and only if H is skew-
adjoint. If (2.3) defines a Lie algebra bracket on V/∂V, then H is called a
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Poisson structure on V. Two Poisson structures H0 and H1 on V are called
compatible if their sum H0 +H1 is again a Poisson structure.
Recall that a matrix differential operator H ∈ Matℓ×ℓ V[∂] is called non-
degenerate if it is not a left (or right) zero divisor in Matℓ×ℓ V[∂] (equiva-
lently, if its Dieudonne´ determinant in non-zero).
A Casimir element for the Poisson structure H is a local functional∫
f ∈ V/∂V such that δf ∈ Ker(H), i.e. the space of Casimir elements for
H is
(2.4) C(H) =
{∫
f ∈ V/∂V
∣∣∣H(∂)δf = 0} .
Remark 2.1. Recall that if H0 and H1 are compatible Poisson structures,
then C(H0) is a Lie algebra with respect to the Lie bracket {· , ·}1 = {· , ·}H1
[DSKT13].
2.4 Strongly non-degenerate and strongly skew-adjoint ma-
trix differential operators over a differential field
For a matrix differential operator H ∈ Matℓ×ℓ V[∂], we have ImH∗ ⊂
(KerH)⊥, where the orthogonal complement is with respect to the pair-
ing Vℓ × Vℓ → V/∂V given by (F,P ) 7→
∫
F · P . We want to describe the
situations when equality holds.
Throughout this section, unless otherwise specified, we consider instead
of V its field of fractions K = Frac(V). Recall that any ℓ × ℓ matrix
differential operator H ∈ Matℓ×ℓK[∂] can be brought, by elementary row
transformations, to an upper triangular matrix H1 ∈ Matℓ×ℓK[∂] (see e.g.
[CDSK14, Lem.3.1]). The matrix H is non-degenerate if and only if H1 has
non-zero diagonal entries. In this case, the Dieudonne` determinant of H is
(2.5) det(H) = det 1(H)ξ
deg(H) ,
where det1(H) ∈ K is the product of the leading coefficients of the diagonal
entries of H1, and the degree deg(H) of H is the sum of the differential
orders of the diagonal entries of H1. If H = AB is non-degenerate, then
(2.6) det(H) = det(A) det(B) and deg(H) = deg(A) + deg(B) .
Recall also that, if H is non-degenerate, then
dimC(KerH) ≤ deg(H) .
(Note that we can always construct a differential field extension K˜ of K
with the same field of constants such that, in this extension, dimC(KerH) =
5
deg(H), see [CDSK13, Lem.4.3], but, in general, this extension K˜ will not
be an algebra of differential functions.) For a more detailed exposition on
the Dieudonne` determinant, see [CDSK14].
Proposition 2.2. Let H ∈ Matℓ×ℓK[∂] be a non-degenerate ℓ × ℓ ma-
trix differential operator. Then there exist non-degenerate matrices A,B ∈
Matℓ×ℓK[∂] such that
(2.7) H = AB , KerH = KerB and deg(B) = dimC(KerB) .
Proof. Let {F1, . . . , Fs} be an ordered basis of KerH, considered as a (finite
dimensional) vector space over C. Let F1 =
 f1...
fℓ
 ∈ KerH\{0}, and
assume, without loss of generality, that fℓ 6= 0. We have the decomposition
H = H1K1 in Matℓ×ℓK[∂], where
(2.8) K1 =

1 0 . . . 0 − f1
fℓ
0 1 . . . 0 − f2
fℓ
... . . .
...
0 0 . . . 1 −
fℓ−1
fℓ
0 0 . . . 0 −∂ +
f ′ℓ
fℓ

.
(For scalar matrices, it is clear by the division algorithm. For arbitrary
matrices, the identity H(∂)F1 = 0 gives conditions on the entries of H which
are equivalent to saying that H = H1K1 for some H1 ∈Matℓ×ℓK[∂].) Note
that KerK1 = CF1 ⊂ KerH, and K1(KerH) ⊂ KerH1. Hence, K1(∂)F2 = g1...
gℓ
 ∈ KerH1\{0}. We can decompose, as before, H1 = H2K2 in
Matℓ×ℓK[∂], where K2 is as in (2.8) with fi’s replaced by gi’s. Hence,
H = H2K2K1. Repeating the same argument s times, we get
H = HsKs . . . K1 ,
where K1, . . . ,Ks have all degree 1, and their kernels are
KerK1 = CF1 , KerK2 = CK1(∂)F2, . . . ,KerKs = CKs−1(∂) . . . K1(∂)Fs .
Hence, letting B = Ks . . . K1, we have that
(2.9) Span C{F1, . . . , Fs} ⊂ KerB .
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On the other hand, we also have deg(B) = s, which implies that equality
holds in (2.9)
Corollary 2.3. Let H ∈ Matℓ×ℓK[∂] be a non-degenerate ℓ × ℓ matrix
differential operator. The following conditions are equivalent:
(a) if H is as in (2.7), then deg(A) = 0 (i.e. A is invertible in Matℓ×ℓK[∂]);
(b) (KerH)⊥ = ImH∗ ⊂ Kℓ;
(c) dimC(KerH) = deg(H).
Proof. By (2.7), we have
deg(H) = deg(A) + deg(B) and dimC(KerH) = deg(B) .
It follows that deg(H) = dimC(KerH) if and only if deg(A) = 0, i.e. condi-
tions (a) and (c) are equivalent.
Next, let {F1, . . . , Fs} be a basis of KerH, and let K1(∂), . . . ,Ks(∂) ∈
Matℓ×ℓK[∂] be as in the proof of Proposition 2.2. We claim that
(2.10) {F1, . . . , Fs}
⊥ ⊂ ImK∗1 . . . K
∗
s .
To prove this, let P =
 p1...
pℓ
 ∈ (KerH)⊥. We have ∫ P · F1 = 0, which is
equivalent to
(2.11) pℓ = −
f1
fℓ
p1 − · · · −
fℓ−1
fℓ
pℓ−1 +
(
∂ +
f ′ℓ
fℓ
)
p˜ℓ ,
for some p˜ℓ ∈ K. But equation (2.11) is the same as saying that P =
K∗1 (∂)P1, where P1 =

p1
...
pℓ−1
p˜ℓ
. Next, we have:
∫
P · F2 = 0 =
∫
(K∗1 (∂)P1) · F2 =
∫
P1 ·K1(∂)F2 .
Recalling that KerK2 = CK1(∂)F2, and repeating the same argument as
above, we get P1 = K
∗
2 (∂)P2, for some P2 ∈ K
ℓ. Repeating the same
argument s times, we conclude that P = K∗1 (∂) . . . K
∗
s (∂)Ps for some Ps ∈
Kℓ. This proves (2.10).
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The inclusion (KerH)⊥ ⊃ ImH∗ in (b) always holds. Assuming that
condition (a) holds, we have, by (2.10),
(KerH)⊥ = (KerB)⊥ ⊂ ImB∗ = ImH∗ ,
since, by (a), A is invertible in Matℓ×ℓK[∂]. Hence, (a) implies (b).
Finally, we prove that (b) implies (a). By (b), we have (KerH)⊥ =
ImH∗. We let, as in (2.7), H = AB, where A and B are such that KerH =
KerB and dimC(KerB) = deg(B). Hence, condition (c) holds for B, and
since (c) implies (b), we know that (KerB)⊥ = ImB∗. It follows by the
above observations that
ImH∗ = B∗(ImA∗) = ImB∗ .
In other words, by elementary linear algebra, we have
(2.12) ImA∗ +KerB∗ = Kℓ .
To conclude, we observe that, since B is non-degenerate, then KerB∗ is finite
dimensional over C, and therefore condition (2.12) implies that deg(A) = 0,
due to the following lemma.
Lemma 2.4. Any matrix differential operator L ∈ Matℓ×ℓK[∂] which is
non-degenerate and of degree deg(L) ≥ 1 has image ImL of infinite codi-
mension over C.
Proof. First, we can reduce to the scalar case. Indeed, there exist invertible
matrices U, V ∈ Matℓ×ℓK[∂] and a diagonal matrix D =diag(d1, . . . , dℓ) ∈
Matℓ×ℓK[∂] such that L = UDV , see e.g. [CDSK14, Lem.3.1]. But then
codim C(ImL) = codim C(ImD) = codim C(Im d1) + · · · + codim C(Im dℓ) .
For a scalar differential operator L(∂) ∈ K[∂] of order greater than or equal
to 1, the claim follows by the simple observation that elements (u(n))2, for
n >> 0, are linearly independent in K/(ImL) (this follows by [BDSK09,
Eq.(1.8)]).
Remark 2.5. Proposition 2.2 holds over any differential field K, while Corol-
lary 2.3 holds over any differential field K satisfying Lemma 2.4.
Remark 2.6. It is not hard to show that, if H ∈ Matℓ×ℓK∂] is such that
δC(H) = KerH, then H is non-degenerate.
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Proposition 2.7. Any non-degenerate skew-adjoint matrix differential op-
erator H with quasiconstant coefficients is strongly skew-adjoint over an
algebra of differential functions of the form V˜ = F˜ ⊗F V, where F˜ is some
differential field extension over F with the same subfield of constants, and
partial derivatives ∂
∂u
(n)
i
extended from V to V˜ acting trivially on F˜ .
Proof. By assumption H ∈ Matℓ×ℓF [∂]. Hence, KerH ⊂ Fℓ, and there
exists a differential field extension F˜ of F with the same subfield of constants
C such that KerH in F˜ℓ has dimension over C equal to deg(H). Therefore,
H satisfies condition (c) of Corollary 2.3 over F˜ . The same argument as
in the proof of Proposition 2.2 and Corollary 2.3 shows that condition (c)
of Corollary 2.3 implies condition (b), where K is replaced by V˜ Hence, we
obtain that (KerH)⊥ ⊂ ImH∗ over V˜. We don’t assume in this argument
that H is skewadjoint, but if it is, we have (KerH)⊥ = ImH since, for
skewadjoint operators, the opposite inclusion always holds. To conclude, we
clearly have C(H) = {
∫
F · u |F ∈ KerH}, so that KerH = δC(H).
2.5 Hamiltonian equations and integrability
Recall that the Hamiltonian partial differential equation for the Poisson
structureH on V and the Hamiltonian functional
∫
h ∈ V/∂V is the following
evolution equation in u = (ui)i∈I :
(2.13)
du
dt
= H(∂)δh .
An integral of motion for the Hamiltonian equation (2.13) is a local func-
tional
∫
f ∈ V/∂V such that {
∫
h,
∫
f}H = 0. Equation (2.13) is said to be
integrable if there is an infinite sequence of linearly independent integrals
of motion
∫
h0 =
∫
h,
∫
h1,
∫
h2, . . . in involution: {
∫
hm,
∫
hn}H = 0 for all
m,n ∈ Z+. In this case, we have an integrable hierarchy of Hamiltonian
PDE:
du
dtn
= H(∂)δhn , n ∈ Z+ .
2.6 Lenard-Magri scheme
One of the main tools to prove integrability is the following well-known
result.
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Proposition 2.8. Let V be an algebra of differential functions, and let
H0,H1 ∈ Matℓ×ℓ V[∂] be skew-adjoint matrix differential operators. Denote
by {· , ·}0, {· , ·}1 be the corresponding brackets on V/∂V (cf. (2.3)). Let
{
∫
hn}n∈Z+ ⊂ V/∂V be an infinite sequence satisfying the following recur-
rence relation
(2.14) H1(∂)δhn−1 = H0(∂)δhn ,
for every n ∈ Z+ (where, for n = 0, we let
∫
h−1 = 0). Then
(a) The elements
∫
hn are integrals of motion in involution with respect to
both brackets {· , ·}0,1:
(2.15)
{∫
hm,
∫
hn
}
0,1
= 0 for all m,n ∈ Z+ .
(b) Let {
∫
gn}
N
n=0 ⊂ V/∂V be any other sequence satisfying the same recur-
rence relations (2.14) for n = 0, . . . , N . Then
(2.16)
{∫
hm,
∫
gn
}
0,1
= 0 for all m,n ∈ Z+ .
(c) If H0 is a Poisson structure over V, then the evolutionary vector fields
XPn , where Pn = H0δhn, commute.
Proof. A proof can be found in [Mag78] for part (a) and in [BDSK09] for
part (b) (or both in [DSKT13]). For a proof of (c), see e.g. [BDSK09,
Prop.1.2.4(c)].
The following result provides a way to solve, recursively, the Lenard-
Magri relations (2.14), and therefore to prove integrability.
Theorem 2.9 ([BDSK09, DSKT13]). Let V be an algebra of differential
functions (which is assumed to be a domain), and let V˜ be a normal extension
of V. Let H0,H1 ∈ Matℓ×ℓ V[∂] be two compatible Poisson structures on V.
Assume that H0 is strongly skew-adjoint over V. Let
∫
h0 ∈ C(H0). Then:
(a) There exists
∫
h1 ∈ V˜/∂V˜ such that δh1 ∈ V
ℓ and
(2.17) H1(∂)δh0 = H0(∂)δh1 ,
if and only if
(2.18)
{∫
h0, C(H0)
}
1
= 0 .
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(b) Suppose, inductively, that
∫
h0 ∈ C(H0),
∫
h1, . . . ,
∫
hN ∈ V˜/∂V˜ , with
δhi ∈ V
ℓ, satisfy the recurrence relations (2.14) for every n = 0, . . . , N
(where we denote
∫
h−1 = 0). Then
(2.19)
{∫
hN , C(H0)
}
1
⊂ C(H0) .
(c) Suppose, in addition, that
(2.20)
{∫
hN , C(H0)
}
1
= 0 .
Then, there exists
∫
hN+1 ∈ V˜/∂V˜ such that δhN+1 ∈ V
ℓ and
(2.21) H1(∂)δhN = H0(∂)δhN+1 .
(d) If (2.17) holds and
(2.22) {δh0, δh1}
⊥ ⊂ ImH0 ,
then the Lenard-Magri recursive equation (2.14) has solution
∫
hn ∈
V˜/∂V˜ , with δhn ∈ V
ℓ, for each n ∈ Z+.
Proof. Condition (2.18) is equivalent to saying that H1(∂)δh0 is orthogonal
to δ
δu
C(H0) with respect to the form (F,P ) 7→
∫
F ·P . Hence, by the strong
skew-adjointness of H0, this is in turn equivalent to H1(∂)δh0 ∈ Im(H0),
proving (a). Part (b) is an immediate consequence of the compatibility of
H0 and H1 and the assumption that
∫
h0 ∈ C(H0). (More details can be
found in [DSKT13].) The proof of (c) is the same as for part (a). Finally,
claim (d) is [BDSK09, Cor.2.12].
The following special case will be used to prove integrability in the
present paper.
Corollary 2.10. Let V be an algebra of differential functions (which is
assumed to be a domain), and let V˜ be a normal extension of V. Let H0,H1 ∈
Matℓ×ℓ V[∂] be two compatible Poisson structures on V. Assume that H0 is
strongly skew-adjoint. Suppose that
(2.23) dimC C(H0) = 2 and C(H0) ∩ C(H1) 6= 0 .
Let {
∫
h0,
∫
h1} be a basis of C(H0) over C, where
∫
h0 ∈ C(H0) ∩ C(H1).
Then, the Lenard-Magri recursive equation (2.14) has solution
∫
hn ∈ V˜/∂V˜ ,
with δhn ∈ V
ℓ, for each n ∈ Z+.
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Proof. Equation (2.17) trivially holds, and condition (2.22) follows by the
assumption that H0 is strongly skew-adjoint. Hence, the claim follows form
Theorem 2.9(d).
Remark 2.11. Corollary 2.10 still holds if conditions (2.23) are replaced by
the assumption that C(H0) ∩ C(H1) has codimension at most 1 in C(H0).
3 The 6-parameter family of compatible Poisson
structures
Consider the Lie conformal algebra L = F[∂]u ⊕ F[∂]v over a field F, with
the λ-bracket
{uλu} = (∂ + 2λ)u , {uλv} = (∂ + λ)v , {vλv} = 0 .
(It is the semidirect product of the Virasoro conformal algebra and its rep-
resentation on currents.) The space of two-cocycles on L with values in F
is 5-dimensional, and the generic two-cocycle ψλ : L × L → F[λ] looks as
follows
ψλ(u, u) = αλ+ cλ
3 , ψλ(u, v) = βλ− γλ
2 ,
ψλ(v, u) = βλ+ γλ
2, ψλ(v, v) = ǫλ ,
for α, β, γ, ǫ, c ∈ F. As a result, we get a central extension Lˆ of L corre-
sponding to this two-cocycle. The corresponding λ-bracket on Lˆ give rise to
the following 6-parameter family of (pairwise compatible) Poisson structures
on F[u, v, u′, v′, . . . ]:
(3.1) G
(c,a,γ)
(α,β,ǫ)(∂) =
(
a(u′ + 2u∂) + α∂ + c∂3 a v∂ + β∂ + γ∂2
a∂ ◦ v + β∂ − γ∂2 ǫ∂
)
.
Throughout the rest of the paper, we will denote by V an algebra of differen-
tial functions extension of F[u, v, u′, v′, . . . ], with subfields of constants and
quasiconstant C = F = F, unless otherwise specified. We also assume that
V contains all the expressions that will appear in the text. For example, if
we encounter an element of the form u
v
, we assume that V is an extension
of F[u, v±1, u′, v′, . . . ].
3.1 The case a 6= 0
For a 6= 0 in (3.1), after rescaling we can set a = 1. Moreover, in this case
after replacing u by u− α2 and v by v − β, we may assume that α = β = 0.
12
Hence, without loss of generality, we get the following 3-parameter family
of Poisson structures:
(3.2) H(c,γ,ǫ)(∂) =
(
u′ + 2u∂ + c∂3 v∂ + γ∂2
∂ ◦ v − γ∂2 ǫ∂
)
.
We introduce the following important quantities:
(3.3) p = ǫc+ γ2 ∈ F and Q = ǫu−
1
2
v2 − γv′ ∈ V .
Lemma 3.1. We have
(3.4)
(
ǫ −v − γ∂
0 1
)
H(c,γ,ǫ)(∂) =
(
Q′ + 2Q∂ + p∂3 0
∂ ◦ v − γ∂2 ǫ∂
)
.
The matrix H(c,γ,ǫ)(∂) is always non-degenerate, and its Dieudonne` deter-
minant is
(3.5) det(H(c,γ,ǫ)) =
{
pξ4 for p 6= 0 ,
2Qξ2 for p = 0 .
Proof. Equation (3.4) is straightforward to check. For ǫ = 0, the matrix
H(c,γ,ǫ) becomes lower triangular after a permutation of the rows, and in
this case the determinant is easily computed. For ǫ 6= 0, (3.5) follows imme-
diately by (2.6).
Lemma 3.2. The kernel of the operator H(c,γ,ǫ)(∂) in (3.2) is, depending
on the values of the parameters c, γ, ǫ ∈ F, as follows:
(i) If p 6= 0, then
Ker(H(c,γ,ǫ)) = Fδv .
(ii) If ǫ = 0, γ = 0, then, in V ⊃ R2[v
−1] with field of constants F, we have
Ker(H(c,γ,ǫ)) = Fδv ⊕ Fδ
(u
v
−
c
2
(v′)2
v3
)
.
(iii) For ǫ 6= 0, p = 0, then, in V ⊃ R2[Q
− 1
2 ] with field of constants F, we
have
Ker(H(c,γ,ǫ)) = Fδv ⊕ Fδ(Q
1
2 ) .
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Proof. We consider first the case when ǫ = 0, γ 6= 0. In this case,
( f
g
)
lies
in Ker(H(c,γ,ǫ)) implies
(3.6) f ′′ =
1
γ
(vf)′ .
By a differential order consideration, it is immediate to see that, in this case,
f must be a quasiconstant, and then, applying ∂
∂v′
to both sides of (3.6), we
get that f = 0. Then, the equation H(c,γ,ǫ)(∂)
( 0
g
)
= 0 gives
(3.7) g′′ = −
1
γ
vg′ .
Again, by a differential order consideration we get that g is quasiconstant,
and then, applying ∂
∂v
to both sides of (3.7), we conclude that g′ = 0.
Therefore, in this case, we have f = 0, g ∈ F, which means that
( f
g
)
=
const. δv.
Next, we consider the case when ǫ = γ = 0. In this case, if
( f
g
)
lies
in Ker(H(c,γ,ǫ)), we get (vf)
′ = 0, which means f = α
v
for α ∈ F. Then, the
equation H(c,γ,ǫ)(∂)
( α
v
g
)
= 0 gives
g′ = −α
u′
v2
+ 2α
uv′
v3
− αc
1
v
(1
v
)′′′
= α
(
−
u
v2
− c
1
v
(1
v
)′′
+
1
2
c
((1
v
)′)2)′
= α
( δ
δv
(u
v
−
c
2
(v′)2
v3
))′
.
Hence, in this case, we have( f
g
)
= αδ
(u
v
−
c
2
(v′)2
v3
)
+ βδv ,
for some α, β ∈ F. This proves part (ii).
For ǫ 6= 0, the matrix
(
ǫ −v − γ∂
0 1
)
is invertible. Hence, by equation
(3.4),
( f
g
)
lies in Ker(H(c,γ,ǫ)) if and only if
(3.8)
 Q
′f + 2Qf ′ + pf ′′′ = 0 ,
(vf)′ − γf ′′ + ǫg′ = 0 .
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For p 6= 0, we can use a simple differential order consideration on the first
equation of (3.8) to prove that f is quasiconstant, and then, looking at the
coefficient of vv′, we conclude that f = 0. Therefore, in this case, we have
f = 0, g ∈ F. This concludes the proof of part (i).
Finally, for p = 0 the first equation in (3.8) becomes
(3.9) 2Qf ′ +Q′f = 0 ,
which has solution
(3.10) f =
1
2
αǫQ−
1
2 = α
δ
δu
Q
1
2 ,
for α ∈ F. Substituting in the second equation of (3.8), we get
(3.11) g =
1
2
γα(Q−
1
2 )′ −
1
2
αvQ−
1
2 + β = α
δ
δv
Q
1
2 + β
δ
δv
v ,
for β ∈ F. In conclusion,
( f
g
)
= αδ(Q
1
2 ) + βδv, proving (iii).
Corollary 3.3. The operator H(c,γ,ǫ) in (3.2) is strongly skew-adjoint over
V if and only if p = 0.
Proof. First, for p 6= 0 we have, by Lemma 3.2(i), KerH(c,γ,ǫ) = F
(
0
1
)
.
Hence, the orthogonal complement to KerH(c,γ,ǫ) consists of all vectors of the
form
(
f
g′
)
, with f, g ∈ V. We need to prove that not all these elements lie
in the image of H(c,γ,ǫ). Suppose, by contradiction, that
(
f
0
)
∈ ImH(c,γ,ǫ)
for every f ∈ V. Then, by Lemma 3.2, we have f ∈ Im(Q′ + 2Q∂ + p∂3),
which is impossible, since the operator Q′ + 2Q∂ + p∂3 is not surjective on
V.
In the case ǫ = γ = 0, H(c,γ,ǫ) is strongly skewadjoint due to [DSKT13,
Prop.5.1(c)]. Finally, consider the case p = 0, ǫ 6= 0. By Lemma 3.2(iii), the
kernel of H(c,γ,ǫ) is spanned over F by
(
0
1
)
and
(
ǫ
2Q
− 1
2
−12vQ
− 1
2 + γ2∂Q
− 1
2
)
.
Hence, the orthogonal complement to KerH(c,γ,ǫ) consists of elements of the
form
(
f
g′
)
, where f, g ∈ V are such that
1
2
∫
Q−
1
2
(
ǫf − vg′ − γg′′
)
= 0 .
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In other words (by construction, Q
1
2 is an invertible element of V),
ǫf = vg′ + γg′′ + 2Q
1
2 ∂(Q
1
2h) ,
for some h ∈ V. Hence, we need to prove that, for every g, h ∈ V, we have(
f
g′
)
=
(
1
ǫ
(
vg′ + γg′′ + 2Q
1
2 ∂(Q
1
2h)
)
g′
)
∈ ImH(c,γ,ǫ) .
By Lemma 3.1, this is the same as proving that(
ǫ −v − γ∂
0 1
)(
f
g′
)
=
(
2Q
1
2∂(Q
1
2h)
g′
)
∈ Im
(
2Q
1
2∂ ◦Q
1
2 0
∂ ◦ v − γ∂2 ǫ∂
)
,
which is easily checked.
Also, KerH(c,γ,ǫ) ⊂ δ(V) by Lemma 3.2. Hence H(c,γ,ǫ) is strongly skew-
adjoint.
Remark 3.4. The fact that H(c,γ,ǫ) is strongly skew-adjoint over the differ-
ential field K = Frac(V) when p = 0 is immediate by Corollary 2.3 and
Lemma 3.2.
3.2 The case a = 0
When a = 0 in (3.1), we have the following 5-parameter family of Poisson
structures with constant coefficients:
(3.12) H(c,α,β,γ,ǫ)(∂) =
(
α∂ + c∂3 β∂ + γ∂2
β∂ − γ∂2 ǫ∂
)
.
Corollary 3.5. The operator H(c,α,β,γ,ǫ)(∂) in (3.12) is non-degenerate if
and only if either p 6= 0 or q := αǫ− β2 6= 0, and in this case it is strongly
skew-adjoint (for some differential field F of quasiconstants with the field of
constants C).
Proof. It follows from Proposition 2.7.
As we did in the previous section, we compute the kernel of the matrix
differential operator H(c,α,β,γ,ǫ).
Lemma 3.6. Let, as before, p = cǫ + γ2 and q = αǫ − β2. The kernel
of the operator H(c,α,β,γ,ǫ)(∂) in (3.12) is, depending on the values of the
parameters c, α, β, γ, ǫ ∈ F, as follows. If p = 0, q 6= 0, then
KerH(c,α,β,γ,ǫ)(∂) = Span F{δv, δu} .
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If p 6= 0, then KerH(c,α,β,γ,ǫ)(∂) is 4-dimensional over C with basis δfi,
i = 1, 2, 3, 4, where f1 = v, f2 = u, and the elements f3 and f4 as follows:
(i) if qǫ 6= 0, then, taking C = F[
√
q
p
] and F = C(cos
√
q
p
x, sin
√
q
p
x),
f3 =
(
cos
√
q
p
x
)
u−
(β
ǫ
cos
√
q
p
x+
γ
ǫ
√
q
p
sin
√
q
p
x
)
v ,
f4 =
(
sin
√
q
p
x
)
u+
(γ
ǫ
√
q
p
cos
√
q
p
x−
β
ǫ
sin
√
q
p
x
)
v
}
;
(ii) if ǫ = 0, q 6= 0, then, taking C = F and F = F(e
±β
γ
x
),
f3 = 2e
β
γ
x
u+
(α
β
+
cβ
γ2
)
e
β
γ
x
v , f4 = e
−β
γ
x
v ;
(iii) if ǫ 6= 0, q = 0, then, taking C = F and F = F(x),
f3 = −x
2u+
(β
ǫ
x2 − 2
γ
ǫ
x
)
v , f4 = −xu+
β
ǫ
xv ;
(iv) if ǫ = q = 0, then, taking C = F and F = F(x),
f3 = −xu+
α
2γ
x2v , f4 = xv .
Proof. Straightforward.
4 Bi-Hamiltonian hierarchies with H0 of type (3.2)
In this and the next section we discuss the applicability of the Lenard-Magri
scheme of integrability for a bi-Poisson structure (H0,H1) within the family
(3.1). In order to use Theorem 2.9 we shall assume that H0 is strongly
skew-adjoint. This leads to the following two cases (cf. Corollaries 3.3 and
3.5), where, as before, p = cǫ+ γ2 and q = αǫ− β2:
A) the case when H0 = H(c,γ,ǫ), for c, γ, ǫ ∈ F such that p = 0, which will
be discussed in the present section;
B) the case when H0 = H
(c,α,β,γ,ǫ), for c, α, β, γ, ǫ ∈ F with either p 6= 0, or
p = 0 and q 6= 0, which will be discussed in Section 5.
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Recall that the Lenard-Magri scheme associated to a bi-Poisson structure
(H0,H1) only depends on the flag FH0 ⊂ FH0 + FH1, see e.g. [BDSK09].
Hence, in case (a), adding a constant multiple of H0 to H1, we may assume
that H1 is of type (3.12). Therefore, we consider the following bi-Poisson
structures
H0 = H(c,γ,ǫ) , H1 = H
(c1,α1,β1,γ1,ǫ1) ,
where c, γ, ǫ, c1, α1, β1, γ1, ǫ1 ∈ F and p = 0. In this section
(4.1) V = F[u, v±1, u′, v′, u′′, v′′, . . . ] if ǫ = 0 ,
and
(4.2) V = F[u, v, u′, v′, u′′, v′′, . . . , Q−
1
2 ] if ǫ 6= 0 .
Let
∫
h0 =
∫
v, and let
∫
h1 ∈ C(H0) be equal to
∫ (
u
v
− c2
(v′)2
v3
)
or
∫
Q
1
2 ,
depending on whether ǫ = 0 or ǫ 6= 0. By Lemma 3.2, {
∫
h0,
∫
h1} is a basis of
C(H0). Moreover,
∫
h0 =
∫
v ∈ C(H1). Therefore, by Corollary 2.10, there
exists an infinite sequence {
∫
hn}n∈Z+ satisfying the Lenard-Magri recursive
conditions (2.14) for each n ∈ Z+. We thus get an integrable hierarchy of
bi-Hamiltonian equations
(4.3)
du
dtn
= H0(∂)δhn ,
provided that the integrals of motion
∫
hn are linearly independent, which
follows from
Proposition 4.1. If H1 6= 0, then the elements δhn =
(
fn
gn
)
∈ V2,
n ∈ Z+, are linearly independent.
Proof. First, consider the case ǫ = 0. In this case, the Lenard-Magri recur-
sive formula (2.14) reads
(4.4)
(u′ + 2u∂ + c∂3)fn + v∂gn = (α1∂ + c1∂3)fn−1 + (β1∂ + γ1∂2)gn−1 ,
∂(vfn) = (β1∂ − γ1∂
2)fn−1 + ǫ1∂gn−1 .
The first two elements δh0 and δh1 form a basis of Ker(H0), and they are
(4.5)(
f0
g0
)
=
(
0
1
)
and
(
f1
g1
)
=
(
v−1
−v−2u+ cv−3v′′ − 32cv
−4(v′)2
)
.
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Hence, they lie in V2, where V is as in (4.1). In particular, by Corollary
3.3, H0 is strongly skewadjoint over V, and, by Corollary 2.10, the recursive
equation (4.4) has solution fn, gn ∈ V for all n ∈ Z+. The algebra V in (4.1)
is Z-graded by the total polynomial degree, where u, v, u′, v′, . . . have all
degree +1, while v−1 has degree −1. We thus have V =
⊕
k∈Z V[k], where
V[k] is the subspace of homogeneous elements of degree k ∈ Z. With respect
to this grading, deg(f1) = 0, and deg(f1) = deg(g1) = −1. Furthermore,
it follows by the recursive equations (4.4) and an easy induction on n, that
deg(fn),deg(gn) ≤ −n for all n ≥ 1. Let f
0
n, g
0
n ∈ V[−n] be the homogeneous
components in fn and gn of degree −n. Recalling (4.4), they satisfy the
recursive equations:
(4.6)
(
(u′ + 2u∂)f0n + v∂g
0
n
∂(vf0n)
)
= H1(∂)
(
f0n−1
g0n−1
)
.
We prove, by induction on n ≥ 2, that
(
f0n
g0n
)
6= 0. Since, by assump-
tion, H1 has constant coefficients and it is non-degenerate, it follows that
KerH1 ⊂ F
2. Therefore, since
(
f0n−1
g0n−1
)
∈ V[−n + 1]2\{0} and V[−n +
1]2 ∩ F2 = 0, it follows that
(
f0n−1
g0n−1
)
6∈ KerH1. In other words, the
RHS of (4.6) is not zero, which implies that
(
f0n
g0n
)
6= 0. In conclusion,
max{deg(fn),deg(gn)} = −n, which implies that the δhn’s are linearly in-
dependent.
Next, we consider the case ǫ 6= 0, and we let V be as in (4.2). Note that,
since u = 1
ǫ
(Q+ 12v
2 + γv′), we have
V = F[u, v, u′, v′, . . . ][Q−
1
2 ] = F[Q±
1
2 , v,Q′, v′, Q′′, v′′, . . . ] ,
so it can be considered as an algebra of differential functions in the new
variables Q and v.
We start analyzing the recursive equation (2.14). Letting, as before,
δhn =
(
fn
gn
)
, we get, by equation (3.4),
(
Q′ + 2Q∂ 0
∂ ◦ v − γ∂2 ǫ∂
)(
fn
gn
)
=
(
ǫ −v − γ∂
0 1
)(
α1∂ + c1∂
3 β1∂ + γ1∂
2
β1∂ − γ1∂
2 ǫ1∂
)(
fn−1
gn−1
)
,
19
which gives the following system of differential equations
(4.7)
(Q′ + 2Q∂)fn =
(
ǫ(α1∂ + c1∂
3)− (v + γ∂)(β1∂ − γ1∂
2)
)
fn−1
+
(
ǫ(β1∂ + γ1∂
2)− (v + γ∂)ǫ1∂
)
gn−1 ,
(vfn)
′ − γf ′′n + ǫg
′
n = (β1∂ − γ1∂
2)fn−1 + ǫ1∂gn−1 .
The second equation in (4.7) allows us to express gn in terms of fn, fn−1,
gn−1, and their derivatives, up to adding a constant:
(4.8) gn =
γ
ǫ
f ′n −
1
ǫ
vfn −
γ1
ǫ
f ′n−1 +
β1
ǫ
fn−1 +
ǫ1
ǫ
gn−1 + const .
Using equation (4.8) with n replaced by n − 1, we can rewrite the first
equation in (4.7) as follows
(4.9)
(Q′ + 2Q∂)fn = rf ′′′n−1 +Af
′
n−1 +
1
2
A′fn−1 +
s
ǫ
(γ1f
′′′
n−2 − ǫ1g
′′
n−2)
+
ǫ1
ǫ
(−γβ1 + γ1v)f
′′
n−2 +
ǫ1
ǫ
(ǫβ1 − ǫ1v)g
′
n−2 +
β1
ǫ
(ǫβ1 − ǫ1v)f
′
n−2 ,
where we introduced the following notation:
(4.10) r = ǫc1+2γγ1+cǫ1 , s = γǫ1−ǫγ1 , A = ǫα1−2β1v+
ǫ1
ǫ
v2+2
s
ǫ
v′ .
We define on V a 12Z grading letting deg(Q
k) = −k, and letting all other
variables v,Q′, v′, Q′′, v′′, . . . have degree 0. Hence, V =
⊕
k∈ 1
2
Z
V[k], where
V[k] = Q−kV[0] , V[0] = F[v,Q′, v′, Q′′, v′′, . . . ] .
Note that V[0] is a differential subalgebra of V. Moreover, the total derivative
∂ : V → V decomposes as
∂ = ∂0 + ∂1 ,
where ∂i : V[k]→ V[k+ i], i = 0, 1. The action of ∂0 and ∂1 on V[k] is given
by
∂0 = Q
−k∂ ◦Qk , ∂1 = −kQ−1Q′ .
We want to argue, using equations (4.8) and (4.9), that the degree of the
elements fn and gn are strictly increasing in n (thus proving the linear
independence of the δhn’s).
First, for n = 0 and n = 1 we have
f0 = 0 , g0 = 1 , f1 =
1
2
ǫQ−
1
2 , g1 = −
1
4
γQ−
3
2Q′ −
1
2
vQ−
1
2 .
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Hence, deg(f1) =
1
2 and deg(g1) is 1 for γ 6= 0 and 0 for γ = 0.
For r 6= 0 it is easy to prove by induction on n that, for n ≥ 2,
(4.11) deg(fn) = deg(fn−1) + 3 , deg(gn) = deg(fn) + (1− δγ,0) .
For r = 0 and s 6= 0, one can check, by induction on n, that, for n ≥ 2,
(4.12)
deg(fn) ≤
{
3n−3
2 for n even
3n−2
2 for n odd
and deg(gn) ≤
{
3n−1
2 for n even
3n
2 for n odd
.
Furthermore, we have the following recursive equations for the highest degree
components in fn and gn (we denote by f [k] the component in V[k] of f ∈ V).
For n odd:
(4.13)
fn
[3n − 2
2
]
= −
(3n− 8)(3n − 6)(3n − 4)
8(3n − 3)
s2
ǫ2
(Q′)2Q−3fn−2
[3n− 8
2
]
,
gn
[3n
2
]
= −
(3n − 2)
2
γ
ǫ
Q′Q−1fn
[3n− 2
2
]
,
and for n even:
(4.14)
fn
[3n− 3
2
]
=
3n− 5
2(3n − 4)
Q−1fn−1
[3n− 5
2
]
−
(3n− 9)(3n − 7)(3n − 5)
8(3n − 4)
s2
ǫ2
(Q′)2Q−3fn−2
[3n− 9
2
]
,
gn
[3n− 1
2
]
= −
(3n− 3)
2
γ
ǫ
Q′Q−1fn
[3n− 3
2
]
.
Since, by assumption, s 6= 0, we immediately get from the first recursive
formula in (4.13) that fn
[
3n−2
2
]
6= 0 for every odd n, namely deg(fn) =
3n−2
2 for n odd (which suffices for the proof of integrability). Actually,
by exploiting more the recursions (4.13) and (4.14), one can prove that
fn
[
3n−3
2
]
6= 0 for even n as well. In conclusion, we get
(4.15)
deg(fn) =
{
3n−3
2 for n even
3n−2
2 for n odd
and deg(gn) = deg(fn) + (1− δγ,0) .
Finally, we consider the case when s = r = 0. It is easy to check, by
induction on n, that, for n ≥ 2,
(4.16) deg(fn) ≤ n−
1
2
and deg(gn) ≤ n+
1
2
.
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Using (4.16), we can find recursive equations for the highest degree compo-
nents of fn and gn:
(4.17)
fn
[
n−
1
2
]
=
n− 32
2(n− 1)
AQ−1fn−1
[
n−
3
2
]
,
gn
[
n+
1
2
]
= −
(
n−
1
2
)γ
ǫ
Q′Q−1fn
[
n−
1
2
]
.
From the first recursion (4.17) we immediately get that fn
[
n− 12
]
6= 0 unless
A = 0, and using this we obtain that equalities in (4.16) hold, unless A = 0.
To conclude, we just observe that s = r = A = 0 implies that H1 = 0.
We can compute explicitly the first non-trivial equation of the hierarchy
du
dt2
= P2 = H1(∂)δh1, and the conserved density h2, which is a solution
of H0(∂)δh2 = P2, in both cases, when ǫ = 0 or ǫ 6= 0. Since
∫
h0 =∫
v ∈ C(H0) ∩C(H1), we construct the Lenard-Magri scheme starting with∫
h1 ∈ C(H0) equal to
∫
(u
v
− c2
(v′)2
v3
) in the case ǫ = 0 and
∫
Q
1
2 in the case
ǫ 6= 0.
Case A1: ǫ = 0, and V = F[u, v±1, u′, v′, u′′, v′′ . . . ]. In this case, the
first non-zero equation is:
(4.18)
du
dt2
= cγ1
v(iv)
v3
− 9cγ1
v′′′v′
v4
− c1
v′′′
v2
+ cβ1
v′′′
v3
− 6cγ1
v′′2
v4
+ 42cγ1
v′′v′2
v5
+6c1
v′′v′
v3
− 6cβ1
v′′v′
v4
+ 2γ1
v′′u
v3
− γ1
u′′
v2
− 30cγ1
v′4
v6
− 6c1
v′3
v4
+6cβ1
v′3
v5
− 6γ1
v′2u
v4
+ 4γ1
u′v′
v3
− α1
v′
v2
+ 2β1
v′u
v3
− β1
u′
v2
,
dv
dt2
= cǫ1
v′′′
v3
− 6cǫ1
v′′v′
v4
+ γ1
v′′
v2
+ 6cǫ1
v′3
v5
− 2γ1
v′2
v3
− β1
v′
v2
+2ǫ1
v′u
v3
− ǫ1
u′
v2
,
and the conserved density h2 is:
h2 = −
c2ǫ1
2
v′′2
v5
+
15c2ǫ1
8
v′4
v7
−
cγ1
2
v′3
v5
+
c1
2
v′2
v3
−
3cβ1
2
v′2
v4
+
5cǫ1
2
v′2
v5
− cǫ1
v′u′
v4
+ γ1
v′u
v3
−
α1
2v
+ β1
u
v2
−
ǫ1
2
u2
v3
.
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Case A2: ǫ 6= 0, and V = F[u, v, u′, v′, u′′, v′′, . . . , Q−
1
2 ]. In this case,
the first non-zero equation is:
(4.19)
du
dt2
= Q−
3
2
(
γ(γγ1 + ǫc1)v
(iv) + ǫc1v
′′′v + γ2β1v′′′ − ǫ(γγ1 + ǫc1)u′′′
+ (γγ1 + 3ǫc1)v
′′v′ − γ1v′′v2 + γǫα1v′′ + ǫγ1u′′v − γǫβ1u′′
− 3γ1v
′2v + γβ1v′
2
+ 2ǫγ1v
′u′ − β1v′v2 + ǫα1v′v + ǫβ1u′v
− ǫ2α1u
′
)
+
3
2
Q−
5
2
(
3γ(γγ1 + ǫc1)
(
γv′′′v′′ + v′′′v′v − ǫv′′′u′
)
+ γ(2γγ1 + 3ǫc1)v
′′2v + γ3β1v′′
2
− 3γ(γγ1 + ǫc1)
(
ǫv′′u′′−v′′v′2
)
+ (γγ1 + 3ǫc1)v
′′v′v2 + 2γ2β1v′′v′v − ǫ(γγ1 + 3ǫc1)v′′u′v
− 2γ2ǫβ1v
′′u′ − 3(γγ1 + ǫc1)
(
ǫu′′v′v − ǫ2u′′u′ − v′3v + ǫv′2u′
)
− γ1v
′2v3 + γβ1v′
2
v2 + 2ǫγ1v
′u′v2 − 2γǫβ1v′u′v − ǫ2γ1u′
2
v
+ γǫ2β1u
′2
)
+
15
4
Q−
7
2
(
γγ1 + ǫc1
)(
γ3v′′3 + 3γ2v′′2v′v
− 3γ2ǫv′′2u′ + 3γv′′v′2v2 − 6γǫv′′v′u′v + 3γǫ2v′′u′2 + v′3v3
− 3ǫv′2u′v2 + 3ǫ2v′u′2v − ǫ3u′3
)
− 2Q−
1
2
(
γ1v
′′ + β1v′
)
,
dv
dt2
= Q−
3
2
(
γ(γǫ1 − ǫγ1)v
′′′ − ǫγ1v′′v + γǫβ1v′′ − ǫ(γǫ1 − ǫγ1)u′′
+ (γǫ1 − ǫγ1)v
′2 − ǫ1v′v2 + ǫβ1v′v + ǫǫ1u′v − ǫ2β1u′
)
+
3
2
Q−
5
2
(
γǫ1 − ǫγ1
)(
γ2v′′2 + 2γv′′v′v − 2γǫv′′u′ + v′2v2
− 2ǫv′u′v + ǫ2u′2
)
− 2Q−
1
2
(
ǫ1v
′
)
,
and the conserved density h2 is
h2 =
1
4
Q−
5
2
(1
4
Q
−5
2
(
γ2(ǫc1 −
γ2
ǫ
ǫ1 + 2γγ1)v
′′2 + (
γ2
ǫ
ǫ1 − 2γγ1 − ǫc1)v
′2v2
−2(γ2ǫ1 − 2ǫγγ1 − ǫ
2c1)v
′u′v + ǫ(γ2ǫ1 − 2ǫγγ1 − ǫ2c1)u′
2
)
+
1
3
Q
−3
2
(
(ǫ2c1 − γ
2ǫ1 + 2ǫγγ1)u
′′ − ǫc1v′′v + (
γ2
ǫ
ǫ1 − 2γγ1 − ǫc1)v
′2
+(2γ1 −
γ
ǫ
ǫ1)v
′v2 + (γǫ1 − 2ǫγ1)u′v
)
+
1
3
Q
−1
2
(
(10γ1 − 8
γ
ǫ
ǫ1)v
′
−3
ǫ1
ǫ
v2 + 6β1v − 3ǫα1
)
+
2
3
ǫ1
ǫ
Q
1
2 .
Remark 4.2. Since in Case A1 the algebra of differential functions V[log v]
is normal (where V is as in (4.1)), all conserved densities hn can be chosen
in this algebra. It is not difficult to show that actually they can be chosen
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in V. We conjecture that in Case A2 all conserved densities can be chosen
in V as well (where V is as in (4.2)).
5 Bi-Hamiltonian hierarchies corresponding to H0
of type (3.12)
In this section we study the applicability of the Lenard-Magri scheme in
case B, when H0 = H
(c,α,β,γ,ǫ) is as in (3.12), with c, α, β, γ, ǫ ∈ F, such
that (p, q) 6= (0, 0) (by Corollary 3.5, exactly in these cases H0 is strongly
skew-adjoint). The case when both Poisson structures H0 and H1 have
constant coefficients is not interesting (the Lenard-Magri scheme in this
case is confined within quasiconstants). Hence, we only consider the case
when H1 = H(c1,γ1,ǫ1), is as in (3.2), with c1, γ1, ǫ1 ∈ F.
Recall that the space of Casimirs C(H0) is a Lie algebra with respect to
the Lie bracket {· , ·}1. We can use Lemma 3.6 to describe this Lie algebra
explicitly.
Lemma 5.1. Let p 6= 0. Consider the basis elements
∫
fi, i = 1, 2, 3, 4, of
C(H0), as in Lemma 3.6. Then
∫
f1 is a central element of the Lie algebra
(C(H0), {· , ·}1), and the Lie brackets among all other basis elements are as
follows:
(i) If qǫ 6= 0, then
{
∫
f2,
∫
f3}1 = −
√
q
p
∫
f4 , {
∫
f2,
∫
f4}1 =
√
q
p
∫
f3 ,
{
∫
f3,
∫
f4}1 = −
√
q
p
β
ǫ
∫
f1 +
√
q
p
∫
f2 .
(ii) If ǫ = 0, q 6= 0, then
{
∫
f2,
∫
f3}1 =
β
γ
∫
f3 , {
∫
f2,
∫
f4}1 = −
β
γ
∫
f4 ,
{
∫
f3,
∫
f4}1 = −2
β
γ
∫
f1 .
(iii) If ǫ 6= 0, q = 0, then
{
∫
f2,
∫
f3}1 = −
γ
ǫ
∫
f1 + 2
∫
f4 , {
∫
f2,
∫
f4}1 =
β
ǫ
∫
f1 −
∫
f2 ,
{
∫
f3,
∫
f4}1 =
∫
f3 .
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(iv) If ǫ = q = 0, then
{
∫
f2,
∫
f3}1 = −
∫
f2 +
α
γ
∫
f4 , {
∫
f2,
∫
f4}1 =
∫
f1 ,
{
∫
f3,
∫
f4}1 = −
∫
f4 .
Consequently, the center of the Lie algebra C(H0) is spanned by
∫
v.
Proof. Straightforward.
Remark 5.2. If p = 0, q 6= 0, then by Lemma 3.6 the Lie algebra C(H0) is
2-dimensional abelian.
By Theorem 2.9(a), for
∫
h0 ∈ C(H0) the first step (2.18) of Lenard-
Magri scheme has a solution
∫
h1 ∈ V/∂V if and only if
∫
h0 lies in the
center of the Lie algebra (C(H0), {· , ·}1). Therefore, if p 6= 0, by Lemma
5.1, we should start the Lenard-Magri scheme with
∫
h0 =
∫
v. Since δv lies
in the kernel of H1(∂), by (2.17) we get that
∫
h1 ∈ C(H0), and therefore, by
Theorem 2.9(a), we can proceed to the next step only if
∫
h1 ∈ F
∫
v. Hence,
in this case, the Lenard-Magri scheme is confined in F
∫
v at each step and
it does not produce any integrable hierarchy.
Let us then consider the case when p = 0, q 6= 0. We take V =
F[u, v, u′, v′, . . . ]. We can choose in this case
∫
h0 =
∫
v and
∫
h1 =
∫
u
and, by Corollary 2.10, there exists an infinite sequence {
∫
hn}n∈Z+ satisfy-
ing the Lenard-Magri recursive conditions (2.14) for each n ∈ Z+. We thus
get an integrable hierarchy of bi-Hamiltonian equations as in (4.3), provided
that the integrals of motion
∫
hn are linearly independent.
Linear independence in this case is easy to prove by considering the
total polynomial degree. Indeed, the first terms in the recurrence H0δhn =
H1δhn−1 are δh0 =
(
0
1
)
, δh1 =
(
1
0
)
and
δh2 =
(
ǫu− γv′ − βv
−βu+ αv + γu′ + cv′′
)
,
of total degrees 0, 0, and 1 respectively. Note that the homogeneous com-
ponent of δhn =
(
fn
gn
)
of highest total degree satisfies the recurrence
equation
H0(∂)
(
f0n
g0n
)
=
(
u′ + 2u∂ v∂
∂ ◦ v 0
)(
f0n−1
g0n−1
)
.
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Since H0 is a non-degenerate constant coefficients matrix differential op-
erator, it follows that, up to adding constant multiples of
(
0
1
)
(namely
elements of the kernel of H1 in F[u, v, u
′, v′, . . . ]2), f0n and g0n are homoge-
neous of degree n − 1. In conclusion, δhn =
(
fn
gn
)
has both components
of total polynomial degree n− 1. Therefore, the elements δhn, n ∈ Z+, are
linearly independent.
The first non-zero equation of the hierarchy starting with
∫
h1 =
∫
u, is x-
translation symmetry: du
dt2
=
(
u′
v′
)
. We compute explicitly the conserved
density h2 and the corresponding first non-trivial equation of the hierarchy
du
dt3
= H1(∂)δh2, for all values of the parameters c, ǫ, γ, α, β, c1 , γ1, ǫ1 ∈ F
satisfying p (= cǫ+ γ2) = 0 and q (= ǫα− β2) 6= 0. We have
h2 = −
c
2
v′2 − γv′u+
α
2
v2 − βuv +
ǫ
2
u2 ,
and the first non-trivial equation is
(5.1)
du
dt3
= (cγ1 − c1γ)v
(iv) + cv′′′v − βc1v′′′ + (ǫc1 + γγ1)u′′′
− 2γv′′u+ αγ1v′′ + γu′′v − βγ1u′′ − γv′u′ + αv′v
− 2βv′u− 2βvu′ + 3ǫu′u ,
dv
dt3
= (cǫ1 + γγ1)v
′′′ − γv′′v + βγ1v′′ + (γǫ1 − ǫγ1)u′′ − γv′
2
− 2βv′v + ǫv′u+ ǫvu′ + αǫ1v′ − βǫ1u′ .
Remark 5.3. The (ǫ1, γ1) = (0, 0) subcase of H1 in the present section co-
incides with H0 of the Case A1 in Section 4. So for these particular values
of the parameters we have two-sided Lenard-Magri scheme, the first side of
which is the above one restricted with (ǫ1, γ1) = (0, 0), and the second side is
the one in Case A1 of Section 4 (with subscripted parameters unsubscripted
and unsubscripted parameters subscripted to be consistent with the present
section).
Remark 5.4. For ǫ1 6= 0, H1 of the present section is H0 in Case A2 of
Section 4. Letting, as in case Case A2 of Section 4, c = −γ
2
ǫ
, we again get a
two-sided Lenard-Magri scheme.
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6 Concluding remarks
The equation in Case A1 of Section 4 is triangular for ǫ1 = 0, in case of which
a solution reduces to succesive solutions of scalar equations. For ǫ1 6= 0 the
equation in the variables w, v where w = u− β1
ǫ1
v − γ1
ǫ1
v′ becomes:
(6.1)
dw
dt
=
1
ǫ1
((
c1ǫ1 + γ
2
1
)(1
v
)′′′
+
(
α1ǫ1 − β
2
1
)(1
v
)′)
,
dv
dt
= −cǫ1
1
v
(1
v
)′′′
− ǫ1
(w
v2
)′
.
For c = 0 this is, up to a renaming of coefficients, the Harry Dym type
equation considered in [AF88, BDSK09]. For c 6= 0 this equation seems to
be new.
The equation in Case A2 of Section 4 in the variables w, v where w =
Q−
1
2 , becomes:
(6.2)
dw
dt
= (γ2ǫ1 − 2ǫγγ1 − ǫ
2c1)w
3w′′′ + (ǫγ1 − γǫ1)(w4v′′ + 2w3w′v′)
−ǫ1(w
4vv′ + w3w′v2) + ǫβ1(w4v′ + 2w3w′v)− ǫ2α1w3w′,
dv
dt
= 2(γǫ1 − ǫγ1)w
′′ − 2ǫ1(w′v + wv′) + 2ǫβ1w′ .
This equation seems to be new for γ2ǫ1 − 2ǫγγ1 − ǫ
2c1 6= 0. In the case
γ2ǫ1− 2ǫγγ1− ǫ
2c1 = 0, the remaining second order equation is an equation
considered in [MSY87]. Further reduction with γ1 =
ǫ1
ǫ
γ, gives a first order
equation which corresponds to those considered in [GN90].
Recall that in Section 5 the Lenard-Magri scheme works if p (= cǫ+γ2) =
0 and q (= αǫ− β2) 6= 0. If c = γ = 0, ǫc1 6= 0, the equation in the variables
w = 1
q
(
ǫ2c1u−βǫc1v+
1
3β
2ǫ1c1
)
, z = 1√
q
(
ǫc1v−βǫ1c1
)
, τ =
ǫ2c21
q3/2
t, y = 1
ǫc1
√
q
x,
becomes:
(6.3)
dw
dτ
= w′′′ + 3ww′ + zz′ + γ1z′′,
dz
dτ
= (wz)′ +Kz′ − γ1w′′ ,
where K = 13q ǫ1c1(3αǫ − 4β
2), and primes on w and z denote derivative
with respect to y. The parameters K and γ1 are essential parameters, i.e.
they cannot be removed by rescaling of the variables in the equation. The
2-parameter family of equations (6.3), which seems to be new, turns into
the Fokas-Liu equation [FL96] for γ1 = 0, into the Kupershmidt equaiton
[Kup85b] for K = 0, and into the Ito equation [Ito82] for γ1 = K = 0.
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In the cases c = 0, ǫ 6= 0, c1 = 0, and c = 0, ǫ = 0, upon a potentiation
u = w′, equation (5.1) becomes second order of type considered in [MSY87].
The case c = 0, ǫ = 0, c1 = 0 corresponds, by a similar transformation as
above, to the Kaup-Broer equation [Kup85a].
For c 6= 0, and γ(cǫ1+γγ1)(c
2ǫ1+2cγγ1− c1γ
2) 6= 0, we transform equa-
tion (5.1) by the change of variable u = m4w
′−m2z′, v = −m3w+m1z, and
rescaling y = kxx, τ = ktt with constant transformation parameters m1 =
1,m2 =
c
γ
,m3 = 1,m4 =
γc1−cγ1
cǫ1+γγ1
, kx =
−γ
cǫ1+γγ1
, kt =
c(cǫ1+γγ1)4
γ2(c2ǫ1+2cγγ1−γ2c1)2 . As
a result, we obtain:
(6.4)
dw
dτ
= w′′′ + β˜z′′ −
3
2
w′2 + 2β˜ww′ − 2β˜w′z + α˜w′ − α˜z′ +
1
2
α˜(w − z)2 ,
dz
dτ
= w′′w − w′′z +Kβ˜w′′ −
1
2
w′2 − w′z′ +Kα˜w′ + 2β˜wz′
−2β˜zz′ −Kα˜z′ +
1
2
α˜(w − z)2 ,
where α˜ = c(cǫ1+γγ1)
4
γ2(c2ǫ1+2cγγ1−γ2c1)2α, β˜ =
c(cǫ1+γγ1)2
γ2(c2ǫ1+2cγγ1−γ2c1)β, K =
γ2(c1ǫ1+γ21)
(cǫ1+γγ1)2
.
In the above equation, if c1ǫ1 + γ
2
1 = 0, switching the roles of H0 and H1
we get a two-sided Lenard-Magri scheme, according to Remarks 5.3 and 5.4,
depending on whether ǫ1 = 0 or ǫ1 6= 0, respectively. In the former case
(ǫ1 = γ1 = 0) the second side is related to the Hary Dym type of equation.
In the latter case (ǫ1γ1 6= 0), and in the case K 6= 0, equation (6.4) seems
to be new.
For c 6= 0, γ = 0, ǫ1 6= 0, the same transformation as above with m1 = 0,
m2 = cǫ1, m3 = cǫ1, m4 = −cγ1, kx = −c, kt =
1
c6ǫ31
gives:
(6.5)
dw
dτ
= w′′′ + β˜z′′ + 2β˜ww′ + α˜w′,
dz
dτ
= w′′w +Kβ˜w′′ −
1
2
w′2 + 2β˜wz′ +
1
2
α˜w2 ,
where α˜ = α
c3
, β˜ = β
c2
, K =
c1ǫ1+γ21
ǫ21
. Since ǫ1 6= 0 here, we have a second
side of Lenard-Magri scheme by Remark 5.4 if K = 0. This equation seems
to be new.
For c 6= 0, ǫ1 =
γγ1
c
, γ(cγ1 − c1γ) 6= 0 the transformation with m1 =
γ
c
(γc1 − cγ1), m2 = γc1 − cγ1, m3 = 0, m4 =
γ
c(γc1−cγ1) , kx =
γ2
c
, kt =
28
c6
γ9(cγ1−γc1)3 gives:
(6.6)
dw
dτ
= w′′′ + β˜z′′ +
3
2
w′2 + 2β˜zw′ −
1
2
α˜z2,
dz
dτ
= w′′w +Kβ˜w′′ + w′z′ + 2β˜zz′ −Kα˜z′ ,
where α˜ = c
3
γ6
α, β˜ = c
2
γ4
, K = γ
2γ1
c(cγ1−γc1) .
In the case c 6= 0, ǫ1 =
−c1γ2
c2
, γ1 =
γc1
c
, upon potentiation u = w′, equa-
tion (5.1) becomes a second order equation of type considered in [MSY87].
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