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PROTOCOLO PARA REALIZAR ANÁLISIS FACTORIAL EN VARIABLES QUE 
AFECTAN LAS CONDICIONES LABORALES




Este  trabajo  describe  los  pasos  que  se  deben  realizar  para 
aplicar la técnica multivariada de análisis factorial. Presenta el 
listado  de  estadísticos  y  criterios  que  se  deben  tener  en cuenta  para  validar  si  la  técnica  de  análisis  factorial  es 
apropiada para el caso de estudio. La población objetivo son 
los  individuos  en  edad  laboral  de  la  ciudad  de  Monteria, 
departamento  de  Córdoba,  Colombia.  La  muestra  trabajada 
fue  de  642  personas.  Los  objetivos  del  estudio  abarcan  la 
construcción del protocolo, la descripción de las variables que 






This  work  describes  the  steps  that  must  be  carried  out  to 
apply  the multivariate  factor  analysis  technique.  It  presents 
the  list  of  statistics  and  criteria  that  must  be  taken  into account  to validate whether  the  factor analysis  technique  is 
appropriate  for  the  case  study.  The  target  population  is 
individuals of working age from the city of Monteria, Córdoba 
department, Colombia. The sample was 642 individuals. The 
goals of  the study  included the construction of  the protocol, 













Hace  una  década  no  existía  en  el  país  el  Ministerio  de  Trabajo  y  la  información  del 
Departamento Administrativo  Nacional  de  Estadística  (DANE),  para  el  primer  trimestre  de 
2010,  reportaba  una  tasa  de  desempleo  del  13%  y  daba  cuenta  de  18,6  millones  de 
colombianos  ocupados.  El  panorama  a  septiembre  de  2019  presenta  una  tasa  de 
desempleo del 10.2% y una tasa de informalidad que oscila entre en el 41.4% y el 72.1% en 
las principales ciudades del país [1].
Los  temas  laborales  de  un  país  nunca  estarán  completamente  resueltos  y  siempre  habrá 
asuntos  pendientes,  así  como  expectativas  de  mejoría  por  parte  de  las  organizaciones 
sindicales  [2].  A  pesar  de  las  iniciativas  del  Gobierno  por  generar  empleo,  la  tasa  de 







­  GEIH,  y  realizar  los  empalmes  correspondientes.  En  su  segunda  fase  de  trabajo,  la 
MESEP  se  concentró  en  el  diseño  de  la  nueva  metodología  de  medición  de  pobreza 
monetaria [3].






objetivo  general  recoger  información  de  variables  que  permitieran  medir  la  medición  de 
pobreza monetaria de  los  colombianos. La  cobertura geográfica de  la encuesta  fue de 13 áreas metropolitanas tradicionales, 11 ciudades nuevas incluidas, cabeceras, resto urbano y los 24 departamentos. 






Para  el  presente  estudio  se  utilizará  la  técnica  multivariada  Análisis  Factorial.  A 










El análisis  factorial es una  técnica de  reducción de datos que sirve para encontrar grupos 
homogéneos  de  variables  a  partir  de  un  conjunto  numeroso  de  variables.  Los  grupos 
homogéneos se  forman con  las variables que correlacionan mucho entre sí  y procurando, inicialmente, que unos grupos sean independientes de otros.
El Análisis  Factorial  es,  por  tanto,  una  técnica  de  reducción  de  la  dimensionalidad  de  los 
datos. Su propósito último consiste en buscar el número mínimo de dimensiones capaces 
de explicar el máximo de información contenida en los datos [4].
Hay  dos  tipos  principales  de  análisis  basados  en  el  modelo  de  factor  común:  el  análisis 
factorial exploratorio (EFA, por sus siglas en inglés) y el análisis factorial confirmatorio (CFA, 
por  sus  siglas  en  inglés).  Tanto  el  EFA  como  el  CFA  pretenden  reproducir  las  relaciones 
observadas  entre  un  grupo  de  indicadores  con  un  conjunto  más  pequeño  de  variables latentes,  pero  se  diferencian  fundamentalmente  por  el  número  y  la  naturaleza  de  las especificaciones a priori y restricciones hechas en el modelo de factores.











Teniendo  en  cuenta  el  panorama  presentado  en  la  introducción  de  este  trabajo  es 
importante analizar cuáles son los factores que influyen en las condiciones laborales de los 








1.  Diseñar  un  protocolo  para  la  identificación  de  factores  que  conecten  las  variables  del 
presente estudio.
2.  Identificar cuáles son  las variables qué  intervienen en  las condiciones  laborales y cómo 
se relacionan entre ellas.
3.  Construir  el modelo  de medida  de  las  variables  factoriales  y  observables  del  presente 
estudio.
4. PROCESAMIENTO DE ARCHIVOS
A  continuación,  se  relacionan  los  pasos  a  seguir  con  el  fin  de  generar  los  archivos  de 
trabajo para esta investigación.
1. Debido a que las variables registradas en el archivo original del DANE solo contienen en 
la  cabecera  del  documento  los  códigos  de  las  variables,  se  deben  asignar  nombres explicativos  a  las  variables.  Por  ejemplo,  la  variable  P6020  en  adelante  se  denominará Género.
2. Revisar calidad de las variables. Se encontraron 6 variables repetidas. P7472, P7472s1, P7500s1, P7510s2, P7510s2a1, P7510s7a1
3. Se eliminan las columnas de variables repetidas identificadas en el paso 2.




























elimina  la  variable:  P550,  ganancia  de  la  cosecha  anual.  Porque  no  aporta  al  objeto  del 
estudio. Por tanto, quedan 113 variables.
10. Luego se procede a revisar cada variable del archivo teniendo como base el objeto del 




















































































































































































































Oc ocupado 1. Ocupado 1. Ocupado
2. No sabe, no 
informa (vacías)















11.  Se  copian  las  variables  de  interés  en  el  software  estadístico  SPSS  para  realizar  el proceso de recodificación.





Es  importante garantizar  la  fiabilidad de  los datos del estudio, para realizar esta validación 
se utiliza el estadístico denominado Alfa de Cronbach. Este estadístico supone un modelo 
de consistencia  interna que estima el  límite  inferior del coeficiente de  fiabilidad basándose 
en  la varianza o en el promedio de  las correlaciones entre  los  ítems, y cuyo cálculo viene 
determinado por la expresión de la parte izquierda de la Figura 2. En el presente estudio se 









estratos  4,  5  y  6  con  un  1%  cada  uno.  El  nivel  de  formación  de  los  encuestados  en  su 
mayoría  era  de  secundaria  con  un  53%,  básica  primaria  con  14%,  formación  superior  de 




Los  determinantes  próximos  a  cero  indican  que  las  variables  utilizadas  están  linealmente 
relacionadas, lo que significa que el análisis factorial, es una técnica pertinente para analizar esas  variables. Para  el  caso  de  estudio  el  determinante  es  de  4.341E­14,  siendo este  un valor positivo para seguir con estas variables. Las correlaciones son diferentes de cero; esto también es un indicador positivo (Ver Figuras 4.a y 4.b).













La  prueba  de  esfericidad  de  Bartlett  contrasta  la  hipótesis  nula  de  que  la  matriz  de 
correlaciones es una matriz identidad, en cuyo caso no existirían correlaciones significativas 











Los  valores  de  la  comunalidad  deben  ser  iguales  o  superior  a  0.5,  debido  a  que  valores 
superiores  a  0.5  reflejan  el  grado  de  aporte  de  la  variable.  Para  el  presente  estudio  la 
mayoría  de  las  variables  tienen  comunalidades  iguales  o  superiores  a  0.5.  Las  variables 





Para  el  análisis  de  componentes  si  el  valor  de  la  columna Autovalores  iniciales  ­ Total  da igual  o  superior  a  1,  se  puede  decir  que  es  un  componente  candidato.  Como  se  puede apreciar en  la Figura 8 serían 4 componentes. Verificando la varianza acumulada sería del 73.492%. Este valor es un buen indicador debido a que explica en más del 70% el proceso.
En  el  gráfico  de  sedimentación  se  puede  visualizar  la  gráfica  de  la  magnitud  de  los autovalores. El corte en  la  tendencia descendente sirve de regla para  la determinación del número de factores óptimo que deben estar presentes en la solución. Siempre se muestra la representación  de  los  autovalores  de  la  matriz  de  correlaciones  (o  de  covarianzas) originales, independientemente del método de extracción seleccionado.






En  el  gráfico  de  sedimentación  se  puede  visualizar  la  gráfica  de  la  magnitud  de  los 
autovalores. El corte en  la  tendencia descendente sirve de regla para  la determinación del 
número de factores óptimo que deben estar presentes en la solución. Siempre se muestra la 
representación  de  los  autovalores  de  la  matriz  de  correlaciones  (o  de  covarianzas) 
originales, independientemente del método de extracción seleccionado.
Como  un  soporte  a  la  revisión  de  los  autovalores  se  analizan  también  los  puntos  de  la 
gráfica  de  sedimentación  que  tienen  autovalores  mayores  o  iguales  a  1  en  el  eje  Y.  La 
cantidad  de  puntos  que  cumplan  esa  condición  representan  el  número  de  posibles 
factores.






































Luego  de  tener  el  número  de  factores  no  triviales  y  variables  asociadas  a  cada  uno.  Se 
procede a  la normalización de  los nombres de  los  factores de acuerdo con  las  relaciones 
entre las variables de cada factor. Al realizar el proceso de denominación para los factores 





































de  comprobar  la  compatibilidad  entre  el  modelo  propuesto  y  la  información  empírica 
recogida,  es  decir,  en  qué medida  el modelo  teórico  propuesto  es  apoyado  por  los  datos 
muestrales  obtenidos.  Se  debe  examinar  las  estimaciones  infractoras  (errores  estándar elevados,  coeficientes  estandarizados  que  sobrepasan  la  unidad,  correlaciones  elevadas 
entre dos estimaciones, entre otras). Adicionalmente, se debe tener en cuenta las medidas o 
índices  de  la  calidad  del  ajuste modelo  en  su  conjunto,  como  son  las medidas  de  ajuste absoluto o global, las de ajuste incremental y las de parsimonia [10].
El modelo  de medida  cuenta  con  40  variables,  18  variables  observables  endógenas  y  22 variables  no  observables  exógenas.  En  la  Figura  12  se  puede  apreciar  que  hay  cargas factoriales mayores a 1 en los factores 1, 2 y 3, esos valores son un indicador para analizar debido  a  que  las  cargas  no  deben  superar  ese  valor.  La Tabla  7  presenta  los  índices  de 
calidad  de  ajustes  del  modelo  con  valores  aceptados  y  los  resultados  obtenidos  en  el presente estudio. 
De  acuerdo  con  los  valores  de  la  Tabla  7  el  modelo  no  cumple  con  los  criterios  de aceptación de los indicadores, por tal motivo, se puede decir que el modelo es inadmisible. 






















sabe/No  informa,  se  encontraron  registros  que  no  tenían  ningún  valor  en  la  celda.  Esto 
ocasionó  que  el  90%  de  las  variables  trabajadas  tuvieran  que  ser  recodificadas  para 
corregir esos datos perdidos. 
Se  debe  destacar  la  fuerte  correlación  entre  el  estrato  y  el  grado  de  estudios  (0.217), 
presenta el valor más alto con relación a todas las demás variables. Esto indica que el nivel socioeconómico  influye  en  la  formación  académica  de  las  personas  en  la  ciudad  de Monteria.






Al  realizar  el  análisis  factorial  para  este  caso  de  estudio  se  puede  evidenciar  que  las 
variables  que  influyen  en  mayor  porcentaje  en  las  condiciones  laborales  son:  horas 
adicionales  de  trabajo,  tener  otra  ocupación,  el  tiempo  de  trabajo,  las  horas  laboradas 
semanalmente,  el  tipo  de  empleo,  el  tipo  de  actividad  y  los  ingresos  percibidos  por  su 
trabajo.
Del análisis de las 137 variables de la encuesta para personas del DANE se puede concluir 
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