This paper is concerned with the problem of diagonally scaling a given nonnegative matrix a to one with prescribed row and column sums. The approach is to represent one of the two scaling matrices as the solution of a variational problem.
This leads in a natural way to necessary and sufficient conditions on the zero pattern of c1 so that such a scaling exists. In addition the convergence of the successive prescribed row and column sum normalizations is established. Certain invariants under diagonal scaling are used to actually compute the desired scaled matrix, and examples are provided. Finally, at the end of the paper, a discussion of infinite systems is presented.
In this paper we present a new approach to the problem of diagonally scaling a nonnegative m x 1z matrix a to one with prescribed row and column sums o and 8; and to the question of convergence of the successive o and 6 row and column sum normalizations of a. Our methods show this equivalent to the problem of minimizing over R," (positive vectors in W) subject to And this leads us in a natural way to conditions on the pattern of zero elements in a (Theorem 2.D). The main computational result underlying the theoretical parts of the paper states that the solution to the above minimum problem is given by (3.12) .
In Section 1 we present the problem and the tools employed to solve it. In Section 2 the existence, nonexistence, uniqueness, and convergence results are presented for finite systems. rn Section 3 certain invariants under diagonal scaling are described and used to actually compute the desired scaled matrix, and some examples are provided. Finally, in the last section a discussion of infinite systems, using functional analysis, is presented.
The results in Section 2 concerning the scaling and convergence questions are not new. The original work involved doubly stochastic matrices, and appears in Sinkhorn [7] , Sinkhorn and Knopp [S], M enon [5] , and Brualdi, Parter, and Schneider [3] . The generalization to nonsquare matrices and arbitrary positive u and 6 appears in Bacharach [I] , Brualdi [2] , and Menon and Schneider [6] .
The approach of representing the solution in terms of a variational problem is used by Theil [9] and Gorman [4] . The former minimizes over positive matrices b having u and 6 as row and column sums. And the latter minimizes El zl aijetaiesj -& Oiti -C hsj j=l over Rmfn The problem we formulate, however, is tied directly to the Menon + . operator in [5] , and leads in a most natural and direct way to the full admissibility condition of Theorem 2.D.
THE SCALING PROBLEM
Let o and 6 be positive vectors in lR" and W, respectively, satisfying (1.1) and let adenote the set of nonnegative matrices a in R* @ Rn with no vanishing rows or columns. Define normalizing operators R and C from d into itself by (Ru),~ = aij (f. ajpi, 1-l ,
Let
The reader can verify that A=CR.
(1.3) S(A) =S(C)n F(R)= S(C,R) over the set lRy3" of positive matrices in IV @ R", where 9 denotes the set of fixed points. Of course, over Cl?, 9(/l) is strictly larger than 9(C, R). We concern ourselves with the following two problems.
(Pi) For which a E 02 does the sequence (&'a} converge to a limit in 9(C, R), and to what limit?
(Pa) For which a E CZ do there exist positive diagonal matrices x and y such that xuy E 9(C, R), and are they unique up to scalar multiples ? Let [w," denote the set of positive vectors t in Iw". For a fixed a E CPI we associate an operator h E h(a) from R," into itself by (1.5) This operator was defined by Menon in [5] , and was used by Brualdi, Parter, and Schneider in [3] to analyze (Ps) when 9(C, R) is the assignment polytope Sz, . Thus h allows one to consider both (Pi) and (Pa). We show in the next section that solving At = t corresponds to minimizing This leads us in a natural way to conditions on u and 6, relative to the pattern of zeros in a, such that (PI) and (Pz) may be solved. In the third section we construct invariants of a under C and R which allow one to compute the limit of {&"a>. Finally, in the last section we discuss the case where one or both of m and n are infinite, and solve analogs of (Pi) and (Pz) in this setting.
EXISTENCE-UNIQUENESS-C• NVERGENCE
Consider the function @ defined on R+"& by
The condition V log 0(t) = 0 is equivalent to /\t = t. Thus if Q, has a critical point in [w," then, in accord with the remarks in the previous section, there exist positive diagonal matrices x and y such that xuy E F(C, R). We consider the problem of minimizing 0. It follows from (1.1) that @ is homogeneous in t, and thus it suffices to impose the constraint t E B, where
If a E lR+m~~ then @ tends to infinity as t approaches the boundary aB from inside of B. And since @ is continuous in B, it follows that a minimum exists in B. However, if some of the elements of a vanish, then this need not be the case.
In fact, if F is a proper subset of Z, = {I ,..., m) and F' is its complement, we can examine the behavior of @(t* + 6~~) as E tends to zero, where tt is zero for i E F and positive for i E F', and rE E lR+ m with 7E,i = 1 for i E F. The condition that the limit be infinite is Proof. First we establish (2.3) for any proper subset F. Let F* be the union of the Fc contained in F. Then F* C F and C(F*) = C(F). Therefore (2.3) must hold for F, since it holds for F*.
Let t* E aB. Then lim,,, cP(t* + ET,) = co whenever t* + me E R,". Thus it follows that lim t+t* @o(t) = co. This means that @ has a minimum in B, and and thus that x and y exist.
To establish uniqueness it suffices to show that if ii and 5Zjj are in 9(C, R), where % and 9 are positive diagonal matrices, then CT = 529. Proof. It follows from (1.7) and the uniqueness result that the convergence of (ANtO} to an interior fixed point t of X implies the convergence of (ANa} to xay. Suppose first that there existsp such that (an)p E R'J'" where a denotes the transpose of a. Then for any distinct vectors u and v in (w," with u < v, we not only have hu < Xv, but (X*U)~ < (Pv)~ for every i. Now let t be an interior fixed point of h, and let [%, PO] be the smallest interval such that arot < to < pot. Then mot < Ato < /lot and we can reduce the interval [LU, , PO] to the smallest [01r , PI] such that czlt < Ato < &t. Continuing in this manner we generate a sequence of nested intervals [a,+,, , fiNs,l such that a,t < ANtO < pNt (2.7) and [Q , pN] is the smallest such interval. This nested sequence converges to [a, /3], and it suffices now to show that OL = ,13.
So suppose 01 # /3 and let t* = lim,,, hNkto be any cluster point of the sequence (ANto}. Then at < t* < /3t and [01, p] is the smallest such interval. But then 2 = lim,,, ANk+nto is another cluster point, and olti < 2, < /3ti for every i; this contradicts the minimality of Thus it suffices to establish the convergence of (haNto~*}, where to** is the corresponding restriction of to to IF! nm. Furthermore, this will follow immediately from the first part of this proof, as long as each X, has fixed points in rWz+ . And this is immediate from Theorem 2A, which establishes fixed points for X in R". l Theorems 2A and 2B solve (PJ and (PJ under conditions (2.3). In particular we note that under these conditions there always exists a matrix b E F(C, R) such that aij = 0 if and only if bii = 0. What we show below is that if there exists any F such that (2.8) then no such b exists, even if we allow b to have extra zeros. And therefore for these a E 0! no diagonal matrices x and y exist for (Ps). And (&'u} does not converge to a limit in F(C, Ii). THEOREM 2C. Suppose a E @ is such that (2.8) holds for some F. Then for no b E G? n S( C, R) is it true that ai9 = 0 implies bii = 0.
Proof. Suppose such a b exists. Then (2.8) holds for b even if b has more zeros than a, because this will only serve to enlarge C(F Proof. Sufficiency has already been established in the discussion above. To prove necessity we can assume (2.9) holds for some proper subset F. Otherwise the existence of x and y follows directly from Theorem 2A. Because of (2.10) we can reduce the problem to the two submatrices (Q: i E F,j E C(F)) and (Q: i E F', j G C(F)'). Both of these submatrices are fully admissible and their dimensions are strictly less than those of a. Thus an induction establishes the existence of diagonal matrices x' and y', X" and y" solving (Pa) for these smaller matrices. And x', x" and y', y" can be pieced together to construct diagonal martices x and y solving (Pa) for a.
The vector (~0 is a fixed point of A, and its existence is enough to justify the proof of Theorem 2B. 1
If a E 0? is not fully admissible, but is such that (2.3) or (2.9) hold for every proper subset F, then a is said to be partially admissible. For such a matrix a, there will not exist b E 0Z n g(C, R) having the same zero pattern as a. (But if we allow b to have extra zeros, then such matrices b will exist.) Thus Theorem 2D amounts to saying that whenever there exists a matrix in an s(C, A) having the same zero pattern as a, then x and y exist, and conversely. Hence @ defined by (2.1) has critical points in [w +* if and only if a is fully admisible. Finally we note that for the doubly stochastic case, where m = n and (TV = Sj = 1 for each i and j, full admissibility reduces to a cardinality condition.
INVARIANTS
Observe that if m is a k-cycle then
is invariant under C and R, provided it is well defined. In fact it is invariant under any diagonal scaling xuy. These ratios can be used to compute lim,,, llNu when it exists, as illustrated by the following example. where p = @(l + r1i3)-l. And a diagonal scaling that leads to this is x=&g 1,&A ( al2 1 -P a23 l-p'&rT 1 ' From now on we assume that a has a positive row and column, Without loss of generality these may be the first row and column. Then we can define a ratio matrix Y by -1 -1 rij = aiiallail uij .
(
3.2)
This matrix is invariant under C and R, and can be used to define analogs of A and @. By writing the diagonal matrix x of (P2) in the form xi = t,a$ we are led to consider the operator 1 defined by Similarly the corresponding function to minimize is
Problem (PJ amounts to seeking a matrix b with the same ratio matrix as a, having prescribed row and column sums. And the uniqueness result in Theorem 2A amounts to saying that distinct matrices with identical row and column sums have distinct ratio matrices. Finally, we note that because of (1.1) both CD and 6 are homogeneous in t, and thus it suffices to minimize Here, as before, s = t%+Uz)/Uz. EXAMPLE 3D. For the case m = n = 3, a, = 6, = 1 for each i and j; if yz3 = rs2 = rz2r3, or if raa = r, = raara, then the limit is a permuted matrix (i.e., all rows and columns are permutations of one another). In the former case it is symmetric; in the latter, skew symmetric. EXAMPLE 3E. Let where g = $(51/s -1) is the golden mean.
SCALING INFINITE MATRICES
In this section we consider the scaling of infinite matrices; i.e., one or both of m and n is infinite. We assume n = co, and that a E Rm and S E lr are positive vectors satisfying (1.1). Denote by 1, m the Banach space of infinite m x COmatrices a having real entries such that (4.1) Note that 12" is a Hilbert space for any m (even m = co). Let a E II" be positive, and consider the following analog of (Pa): If m = w, note that the sum on the left of (4.5) converges, as yp. < 1. We have and so An argument similar to the one used to prove Theorem 4B establishes the following result. THEOREM 4D. For the case m = co, the sequence {bN} de$ned by (4.16) converges in the norm topology of llw to the solution b of (PJ.
