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This paper is concerned with estimating the available bandwidth, the residual processing
capacity, of a single-server queueing system whose service rate and the input trafﬁc load
are not known in advance. We analyze the minimal-backlogging method which has been
proposed to estimate the available bandwidth by sending probing packets. We show that
anM=G=1 queueing system probed by the minimal-backlogging method is stable. A consis-
tent estimator of the inverse of available bandwidth is proposed based on the sojourn times
of the probing packets. We also estimate the available bandwidth of a local server which is
connected to the probing node with non-zero delay as an application of the theory devel-
oped for a single-server queue. We evaluate the accuracy of the proposed available band-
width estimation scheme by simulation.
 2008 Elsevier Inc. All rights reserved.1. Introduction
Available bandwidth is the residual processing capacity of a queueing system such as a web server or a router. Estimating
the available bandwidth is one of the important issues to service providers or network operators. If a web server admits
every service request without limitation, the throughput of the server and the quality of service (QoS) provided for custom-
ers can be signiﬁcantly degraded [1]. The same situation can be expected for a local router in case of overload. Thus, in order
to protect severe degradation in throughput and to improve QoS, it is necessary to monitor and manage the available band-
width of the local server.
In this paper, we investigate how to estimate the available bandwidth of a queueing system when both the service rate
and the input trafﬁc intensity are unknown. The service rate of a local sever is not easily accessible to a monitoring entity.
Even though such information is available, the service rate of each class may change over time if the local server serves mul-
tiple classes. Thus, in this paper, we assume that the service rate of the server is not known in advance.
Let C and q denote the service rate and the trafﬁc load of the data stream of a single server queueing system. Then, the
available bandwidth Ca of the system is deﬁned asCa ¼ Cð1 qÞ:
A system with unknown C and q is said to be unidentiﬁed in this paper.
Sharma and Mazumdar [2] considered a similar problem. They investigated the problem of estimating the trafﬁc intensity
of a local node by sending a probing trafﬁc stream. Thus, a queue receives two streams of trafﬁc; probing and data trafﬁc
streams. Their result for estimation of the available bandwidth is valid under the assumption that the total input load of
the probing and non-probing streams is less than 1. However, this assumption is not realistic. If we do not know the available. All rights reserved.
x: +82 53 810 4742.
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assume that the service time of probing trafﬁc stream or cross trafﬁc stream is known in advance, which is equivalent to
assuming that C is known in advance. On the contrary, we consider a method to estimate the available bandwidth under
an assumption of unknown C. Alouf et al. [3] developed inference models for estimating the buffer size and the trafﬁc inten-
sity. They consider two inference models based on M=M=1 and M=D=1 queues with buffer size K. They also assume that the
service rate C is known. The performance of the estimation is good for congested queues since their scheme is based on loss
probability. However, congestion may not occur frequently and congesting a queue for estimation purpose may signiﬁcantly
degrade the QoS. Recently, the problem of estimating available bandwidth on an end-to-end internet path has received a lot
of attentions and many techniques have been proposed [4–7].
The concept of minimal-backlogging was introduced by Cetinkaya et al. [8] in order to deﬁne available service between a
speciﬁc node pair in communication networks. In order to investigate the available bandwidth of a queueing system and
between a node pair, the authors [5,6] have deﬁned the available service differently from that deﬁned in [8] and shown that
the available service normalized with time converges to the available bandwidth. This implies that one can estimate the
available bandwidth by sending minimal-backlogging probing packets and monitoring the probing packets. In this paper,
we analyze the probing method of minimal-backlogging on M=G=1 queueing system. For estimation of the available band-
width, we propose an estimator based on the delays of the probing packets instead of the available service. We analyze the
proposed estimator in detail.
The rest of this paper is organized as follows. In Section 2, we analyze the minimal-backlogging method in an M=G=1
queueing system. We show the stability of the system under the probing and analyze its effect on the delay of non-probing
trafﬁc. In Section 3, we propose an estimator to estimate the available bandwidth of the system. In Section 4, we estimate the
available bandwidth of a local server that is separated from a probing source by a ﬁxed delay as an application of the theory
developed for a single-server queue. In Section 5, we evaluate the performance of the proposed available bandwidth estima-
tion scheme numerically. Finally, conclusions are presented in Section 6.2. Minimal-backlogging method
We consider an M=G=1 queueing system with a First-Come-First-Served (FCFS) service policy. Suppose that the local ser-
ver sending the probing packets is directly connected to the system or the delay from the sender to the system is negligible. k
denotes the arrival rate of data packets. Suppose that the service time of a packet is given by the packet size divided by the
service rate C of the system. Let G be the service time distribution of the packets and let S be a random variable corresponding
to G. Then, the trafﬁc load to the system is q ¼ kE½S. We assume that q < 1 for the stability of the system. To consider the
problem generally, we assume that Gp, the service time distribution of probing packets, may be different from G. Let Sp de-
note a random variable corresponding to Gp.
Deﬁnition 1. Suppose that probing packets are sent to a queueing system so that there exists one and only one probing
packet in the system. This probing method is called a minimal-backlogging method.
If we send a new probing packet to a queueing system just at the departure time of the previous probing packet, then
there exists one and only one probing packet in the system. Let Xi; i ¼ 1;2; . . . be the number of non-probing packets in
the system seen by the ith probing packet on arrival. Suppose that we start the probing in a stationary state. Then, X1,
the number of packets in the system seen by the ﬁrst probing packet, is equal to the stationary queue length, whose moment
generating function is given in [9] asPðzÞ ¼ ð1 qÞð1 zÞ
eG½kð1 zÞeG½kð1 zÞ  z ; ð1Þwhere eGðsÞ ¼ R10 esxdGðxÞ is the Laplace transform of G.
Clearly, Xiþ1 is the number of packets arriving during the total service time of the Xi packets and the ith probing packet.
Let Nk be the number of non-probing packets arriving during the service time of the kth non-probing packet among the Xi
packets and let Np be the number of non-probing packets arriving during the service time of the ith probing packet. Then, we
obtain the following relation:Xiþ1 ¼
XXi
k¼1
Nk þ Np: ð2ÞSince the arrival process of non-probing packets is a Poisson process, Nk depends only on the service time of the kth pack-
et. Thus, for all k;Nk’s are independent and identically distributed. By the same reason, Np are also independent of Nk’s. For
simplicity, we will use N instead of N1.
The probing by the minimal-backlogging method keeps the queueing system continuously busy, which might make the
system unstable. The following theorem answers this question.
Theorem 1. Let Xi be the number of packets in the system upon arrival of the ith probing packet. Then, fXi; i ¼ 1;2; . . .g is an
aperiodic and irreducible Markov Chain and it is positive recurrent.
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integers with a positive probability, fXi; i ¼ 1;2; . . .g is irreducible and aperiodic. By Pakes [10], in order to show the positive
recurrence, it sufﬁces to showðiÞ jE½Xiþ1  XijXi ¼ nj < 1; n ¼ 0;1;2; . . . :
ðiiÞ lim sup
n!1
E½Xiþ1  XijXi ¼ n < 0:By conditioning on Xi in Eq. (2), we haveE½Xiþ1jXi ¼ n ¼ nE½N þ E½Np: ð3Þ
Since N is the number of Poisson arrivals during a random time of mean E½S, it can be easily shown that E½N ¼ kE½S. By the
similar reason, E½Np ¼ kE½Sp. Then, Eq. (3) is rewritten asE½Xiþ1jXi ¼ n ¼ nqþ kE½Sp: ð4Þ
By subtracting n from the both sides of the above equation, we haveE½Xiþ1  XijXi ¼ n ¼ nðq 1Þ þ kE½Sp:
Thus, for any n; E½Xiþ1  XijXi ¼ n is ﬁnite. From the assumption that q < 1, it follows that limn!1E½Xiþ1  XijXi ¼ n ¼ 1.
h
By taking expectation on Xi in Eq. (4), we deriveE½Xiþ1 ¼ kE½Sp þ qE½Xi; i ¼ 1;2; . . . :
The solution of the above recurrence relation is given byE½Xi ¼ kE½Sp1 q þ q
i1 E½X1  kE½Sp1 q
 
; i ¼ 1;2; . . . ; ð5Þwhere E½X1 has a value of k2E½S2=½2ð1 qÞ þ q, the expected queue length of a stationary M=G=1 queueing system.
Let Wi be the sojourn time of the ith probing packet. By conditioning on Xi, we derive the Laplace transform of Wi as
follows:E½esWi  ¼
X1
n¼0
E½esWi jXi ¼ nPrfXi ¼ ng ¼
X1
n¼0
eGpðsÞeGðsÞnPrfXi ¼ ng ¼ eGpðsÞPiðeGðsÞÞ; ð6Þ
where eGp is the Laplace transform of Gp and PiðzÞ is the moment-generating function of Xi. Differentiating the above equa-
tion and substituting s ¼ 0, we obtainE½Wi ¼ E½Sp þ E½SE½Xi; i ¼ 1;2; . . . : ð7Þ
From Theorem 1 we can see that the embedded Markov chain fXig has a limiting distribution. By the following theorem,
the result is extended to the queue length process of M=G=1 queueing system under the probing.
Theorem 2. Let fXðtÞ; t 2 ½0;1Þg be the queue length process of an M=G=1 queueing system probed by the minimal-backlogging
method. Then, fXðtÞg is a stable process, i.e. fXðtÞg converges to a stationary process.
Proof. We assume that the ﬁrst probing packet is sent to the queueing system at time 0 without loss of generality. Consider
the epochs fs1; s2; s3; . . .g such that there is no non-probing packet upon arrival of probing packets. Then, fXðtÞg is a regen-
erative process with regeneration points of fs1; s2; s3; . . .g. In order to show that fXðtÞg is stable, it is sufﬁcient to show that
the expectation of the length of a regeneration cycle is ﬁnite [9, Theorem 17 of Chapter 2].
Let apt be the number of probing packets arriving until time t, i.e.,apt ¼ 1þmax nj
Xn
i¼1
Wi 6 t
( )
:Let ZðtÞ ¼ Xapt , where fXng is the Markov chain deﬁned in Theorem 1. Since the sojourn time of ZðtÞ in state k is the total
sum of service times of the number of k non-probing packets and a probing packet, the sojourn time only depends on k. This
implies that fZðtÞg is a semi-Markov process with embedded Markov chain fXng. Let pk be the stationary distribution of fXng,
and lk be the expected sojourn time of ZðtÞ in state k, which is given by kE½S þ E½Sp. Then,X1
k¼0
pklk ¼ E½SE½X1 þ E½Sp:Since E½X1 is ﬁnite by Eq. (5),
P1
k¼0pklk is also ﬁnite. By [9, Theorem 9 of Chapter 4], we can see that fZðtÞg is positive
recurrent. Thus, the expectation of siþ1  si is ﬁnite. Now, we have shown that fXðtÞg is a stable process. h
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non-probing trafﬁc The following theorem gives the expectation of the stationary number of non-probing packets in the
system.
Theorem 3. Let eX be the number of non-probing packets of the system in stationary state. Then,
E½eX  ¼ qþ k2E½S2
2ð1 qÞ þ
kE½S2p 
2E½Sp þ
k2E½SpE½S
1 q : ð8ÞProof. The proof is given in Appendix A. h
The summation of the ﬁrst two terms of Eq. (8) is equal to the expected queue length of stationary M=G=1 queueing sys-
tem. Thus, the last two terms correspond to the additional delay induced by probing packets. When the service time of the
probing packet is small, then the above theorem says that the additional delay is also small. Thus, the probing overhead does
not signiﬁcantly degrade the performance of data trafﬁc in that case.
3. Estimation based on delay
In this section, we investigate how to estimate the available bandwidth of an M=G=1 queueing system by measuring the
sojourn time of each probing packet sent according to the minimal-backlogging method. Since the system is busy during the
probing, the load by the probing trafﬁc is 1 q. Note that the load by the probing trafﬁc is also given by kpE½Sp, where kp is
the arrival rate of probing packets. Then, we can deduce that the average sojourn time of probing packets might be
E½Sp=ð1 qÞ.
Theorem 4. Let Wi be the sojourn time on the system of the ith probing packet and let Wn ¼
Pn
i¼1Wi=n. Thenlim
n!1
E½Wn ¼ E½Sp1 q :Proof. It follows from Eq. (7) thatE
Pn
i¼1Wi
n
 
¼ E½Sp þ E½S
Pn
i¼1E½Xi
n
:Eq. (5) gives that limi!1E½Xi ¼ kE½Sp=ð1 qÞ. Applying this to the above equation, we complete the proof. h
If we ﬁx the size of the probing packet to a constant Lp, then Sp is equal to Lp=C. Then, the above theorem says that Wn=Lp
can be a candidate for an estimator of ½Cð1 qÞ1, the inverse of the available bandwidth. To analyze the statistical property
of the estimator, we need the following theorem, whose proof is given in Appendix B.
Theorem 5. Let Wi be the sojourn time on the system of the ith probing packet and let Wn ¼
Pn
i¼1Wi=n. Then,Var½Wn 6 cn ;where c is a constant not depending on n.
The above theorem implies that Var½Wn=Lp converges to zero with order of 1=n. By Minkowski’s inequality, we can obtainE Wn  LpCð1 qÞ
 2
" #1
2
6 E½jWn  E½Wnj2
1
2 þ E½Wn  LpCð1 qÞ
 :
Theorems 4 and 5 say that the right hand side of the above inequality converges to zero. Then, it follows thatlim
n!1
E
Wn
Lp
 ½Cð1 qÞ1


2
24 35 ¼ 0: ð9Þ
By applying Chebychev’s inequality, we obtain thatPr
Wn
Lp
 1
Cð1 qÞ

 > e
( )
6 1
e2
E
Wn
Lp
 1
Cð1 qÞ


2
24 35:
Since the right hand term of the above inequality goes to zero by Eq. (9), Wn=Lp is a consistent estimator of
½Cð1 qÞ1.
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Thus far, we considered the problem of estimating the available bandwidth of a queueing system which is directly acces-
sible with no delay. However, this assumption may not be realistic in real situation due to access delay components such as
propagation delay. Thus, we investigate how to estimate the available bandwidth of a local server, which is separated from
the probing or measurement node, by exploiting the theory developed for a single-server queue.
Let Df denote the forward delay from the probing node to the local server and let Db denote the backward delay from the
local server to the probing node. We consider the case where the variation of the delay component ðDf þ DbÞ is smaller than
the variation of queueing delay at the server. The assumption of small variation of ðDf þ DbÞ might be valid especially when
the propagation delay dominates both Df and Db because the propagation delay is usually ﬁxed. In this case, we approximate
ðDf þ DbÞ as a constant and the value of ðDf þ DbÞ can be estimated in the following way. We send many probing packets to
the local server and measure the round-trip delay for each packet. If we ﬁx the probing packet size to L, then the minimum
round-trip delay DrtðLÞwill be equal to Df þ Db þ L=C, where C is the service rate of the local server. If we test with two values
of L; L1 and L2, then we can obtain two minimum delay relations for L1 and L2, respectively. By solving two relations simul-
taneously, we obtainDf þ Db ¼ DrtðL1Þ  L1 DrtðL1Þ  DrtðL2ÞL1  L2 :In order to maintain exactly one probing packet in the queueing system, inter-arrival time between two packets should be
equal to the sojourn time of the ﬁrst packet in the queueing system. Thus, we attempt to maintain the minimal-backlogging
condition by estimating the sojourn time of the previous probing packet and sending the next packet with an interval of the
estimated sojourn time. The detailed available bandwidth estimation algorithm is as follows:
1. The probing node sends a probing packet to the local server and obtains the round-trip delay d0 of the probing packet.
2. The measurement node sends the ﬁrst probing packet p1 for estimation of the available bandwidth after acquiring d0.
3. Let pj be the last probing packet that was sent toward the server at time v j. If the last round-trip delay value available to
the measurement node is di, we estimate the sojourn time of pj in the server as di  Df  Db, and thus, the next probing
packet is sent at time v j þ ðdi  Df  DbÞ. Exceptionally, if the last probing packet pj arrives before v j þ ðdi  Df  DbÞ, there
is no probing packet in the path, especially in the server. Thus, the next probing packet is sent upon arrival of pj in order to
maintain at least one probing packet in the server.
4. We estimate the available bandwidth using the statistic ðWn=LpÞ1 ¼ nLp=
Pn
i¼1Wi proposed in Section 3 when the probing
packet size is ﬁxed to Lp.When we send n probing packets, if the minimal-backlogging condition is satisﬁed for all n pack-
ets, then the server is maintained in the minimal-backlogging condition during ½v1 þ Df ; en  Db, where en is the time
when the probing packet n comes back to the probing node, and the summation of the sojourn time of every probing
packet
Pn
i¼1Wi will be equal to en  v1  ðDf þ DbÞ. Thus, if t denotes the total probing time, i.e. t ¼ en  v1, then we esti-
mate
Pn
i¼1Wi by t  ðDf þ DbÞ and estimate the available bandwidth according to the statistic proposed in Section 3.
5. Numerical results
In this section, we compare the performance of the proposed available bandwidth estimation mechanism with that of the
method proposed in [2] in terms of accuracy and the effect on the delay of non-probing packets by simulation. Sharma and
Mazumdar proposed a method to estimate the utilization of the system by sending probing packets according to a Poisson
process in Subsection 2.3 of their paper [2]. Then, the available bandwidth (AB) can be obtained if the service rate C of the
system is known in advance. This estimation scheme is called a Poisson probing scheme in this paper, and this scheme is com-
pared with our proposed scheme. In addition, we also evaluate the accuracy of the available bandwidth estimation scheme
developed in Section 4 for a local server whose access time is non-zero from the probing node.
We ﬁrst consider the case where there is no access delay between the queueing system and the probing node. In this case,
the probing node sends probing packets to the queueing system by the minimal-backlogging method, i.e., the node sends a
new probing packet upon arrival of the previous probing packet. Two types of trafﬁc patterns are used for non-probing pack-
et trafﬁc streams: Poisson and self-similar trafﬁc. The trafﬁc patterns of today’s IP networks have been known to exhibit self-
similarity and long-range dependence [12–14]. Neither of them can be modeled by conventional Markovian models. Thus,
we use a multi-fractal model [15] to generate self-similar trafﬁc. The Hurst parameter is 0.8. The sizes of both probing and
non-probing packets are ﬁxed to 500 bytes. The service rate (C) of the queueing system is 10 Mbps.
Fig. 1 compares our proposed scheme with the Poisson probing scheme under a Poisson cross trafﬁc load of 0.5. The value
of Measured AB is obtained in the queueing system by subtracting the service rate of non-probing packets from the service
rate C when the probing trafﬁc is not sent. We can observe that the estimation results of the minimal-backlogging method
agree with the measured AB. Furthermore, the estimation results are accurate even when the observation time duration is
short. On the other hand, the Poisson probing scheme is inaccurate and sometimes does not converge when the probing rate
is as low as 0.1 Mbps. As the probing rate increases, the accuracy improves and the convergence time decreases. However, if
the total input load exceeds 1, then the system becomes unstable and the Poisson probing scheme yields erroneous results.
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Fig. 1. Comparison of the proposed scheme and the Poisson probing scheme under a Poisson trafﬁc load of 0.5.
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under a Poisson trafﬁc load of 0.5. We can observe that the average delay of probing packets is lower than that of non-prob-
ing packets in case of the minimal-backlogging method. This is because the probing packets are sent to the queueing system
in a special way to maintain only one probing packet in the queueing system. On the other hand, the average delay of non-
probing packets is very close to that of probing packets in case of Poisson probing since both cross trafﬁc and probing trafﬁc
arrive according to Poisson processes. The Poisson probing scheme yields smaller delays of non-probing packets than for the
minimal-backlogging method when the aggregate trafﬁc load is rather low. However, when the aggregate trafﬁc load ex-
ceeds 0.8 in Table 1, the Poisson probing scheme yields worse delay performance. When the probing rate of the Poisson prob-
ing scheme is rather low, we can observe that the convergence time is rather long from Fig. 1 and thus, it is difﬁcult to obtain
an accurate estimate of available bandwidth in a short time by the Poisson probing scheme. Increasing probing rate improves
convergence time and accuracy. However, high probing rates in the Poisson probing scheme may degrade the delay perfor-
mance of non-probing packets, as observed in Table 1. Thus, it is a challenging and difﬁcult problem to ﬁnd a good probing
rate of the Poisson probing scheme without knowing the available bandwidth. Especially, if the aggregate input trafﬁc load
exceeds 1, the system becomes unstable and the Poisson probing scheme can not give the correct value of the available band-
width. However, our proposed scheme based on the minimal-backlogging method does not suffer from such problems and
the delay of non-probing packets are maintained stable for any load of cross trafﬁc.
We now evaluate the accuracy of the available bandwidth estimation algorithm described in Section 4 for the case where
the access delay is not zero. Fig. 2 shows the accuracy of the proposed available bandwidth estimation algorithm for various
values of access delay when the Poisson trafﬁc is used for data trafﬁc, i.e. non-probing trafﬁc, with the loads of 0.5, 0.7, and
0.9. The observation time duration is 50 s. We can observe that the accuracy degrades as the value of access delay ðDf þ DbÞ
increases. The reason is that long response time makes it difﬁcult to maintain the minimal-backlogging condition for the lo-
cal server. Especially, as considered in the third stage of the available bandwidth estimation procedure, if the most recently
transmitted probing packet returns to the probing node before the next probing packet is sent, the local server remains in the
probing-packet-free state for at least ðDf þ DbÞ. In other words, the next probing packet arrives late at the local server by
ðDf þ DbÞ, compared with the case that the probing packets are sent ideally according to the minimal-backlogging method.Table 1
Comparison of the proposed scheme and the Poisson probing scheme in terms of average delay (load = 0.5).
Method Total input load Non-probing packet delay Probing packet delay
Minimal-backlogging method 1.0 0.001199 0.000800
Poisson probing scheme (Mbps)
Prob. rate = 0.1 0.51 0.000604 0.000599
Prob. rate = 0.5 0.55 0.000644 0.000654
Prob. rate = 1.0 0.6 0.000698 0.000702
Prob. rate = 2.0 0.7 0.000867 0.000865
Prob. rate = 3.0 0.8 0.001206 0.001207
Prob. rate = 5.0 1.0 0.109547 0.109673
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The estimation result of the proposed method is conservative if ðDf þ DbÞ is signiﬁcantly large. However, if the value of
ðDf þ DbÞ is not much larger than the queueing delay at a local server or router, the proposed estimation method can work
reliably.
On the other hand, we observe that the accuracy of our proposed algorithm improves as the cross trafﬁc load increases.
Especially, when the trafﬁc load is 0.9, the estimation results agree well with the measurement results. As the cross trafﬁc
load increases, the queueing delay increases and our scheme yields better accuracy when the queueing delay is comparable
to or larger than the access delay ðDf þ DbÞ.
Fig. 3 shows the accuracy of the proposed available bandwidth estimation algorithm for self-similar trafﬁc load. We ob-
serve a very similar tendency with the case of Poisson trafﬁc load (Fig. 2). The accuracy is not signiﬁcantly degraded even in
the presence of self-similar trafﬁc.
6. Conclusion
In this paper, the probing method of minimal-backlogging is analyzed. We show that an M=G=1 queueing system probed
by the minimal-backlogging method is stable and analyze the queue length increment caused by the probing. When the
3306 S.Y. Nam et al. / Applied Mathematical Modelling 33 (2009) 3299–3308service time of the probing packet is small, the increment is also small. Thus, the probing does not signiﬁcantly degrade the
performance of the data trafﬁc in that case. An estimator of the inverse of the available bandwidth is also proposed. We show
that the estimator is a reasonable one in the sense that it is a consistent estimator and the variance of the estimator de-
creases in inverse proportion to the number of the sample size. It is possible to estimate the available bandwidth of a local
server that is close to the probing source rather accurately by inferring the sojourn time of the previous probing packet and
sending probing packets in the interval of the estimated sojourn time.
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Appendix A. Proof of Theorem 3
Let X0i be the number of non-probing packets seen by the ith departing probing packet. Since the ðiþ 1Þth probing packet ar-
rives at the queueing system upon departure of the ith probing packet under theminimal-backlogging, Xiþ1 ¼ X0i for i ¼ 1;2;   .
Let X 0i;j be the number of non-probing packets in the system seen by the jth departing non-probing packet ðj 6 X 0iÞ among X0i non-
probing packets observed by the ith departing probing packet. Then, LðnÞ, the average number of non-probing packets in the sys-
tem seen by the departing probing packets before the departure of n’th probing packet is given byLðnÞ ¼
Pn
i¼1
PX0i
j¼1X
0
i;jPn
i¼1X
0
i
:Let N0i;j be the number of non-probing packets arriving during the service time of the jth departing non-probing packet
among X 0i non-probing packets. Then, when the jth non-probing packet departs from the system, only X
0
i  j non-probing
packets remain among X 0i non-probing packets and N
0
i;1 þ    þ N0i;j non-probing packets additionally arrive. Thus, we have
X0i;j ¼ X 0i  jþ
Pj
k¼1N
0
i;k. Then, LðnÞ is rewritten asLðnÞ ¼
1
2
Pn
i¼1ðX0iÞ2 þ
Pn
i¼1
PX0i
j¼1ðX0i  jþ 1ÞN0i;jPn
i¼1X
0
i
 1
2
: ðA:1ÞSince fXi; iP 0g is an ergodic Markov chain, fX0i; iP 0g is also an ergodic Markov chain. Since the possible values of X0i’s
are non-negative, fðX 0iÞ2; iP 0g is also an ergodic Markov chain. Thus, we havePn
i¼1X
0
i
n
! E½X1; with prob:1 and
Pn
i¼1ðX 0iÞ2
n
! E½X21 with prob:1:Now, we consider the problem of evaluating
Pn
i¼1
PX0i
j¼1ðX 0i  jþ 1ÞN0i;j=n. Since N0i;j’s are i.i.d,
PX0i
j¼1ðX0i  jþ 1ÞN0i;j andPX0j
j¼1jN
0
i;j have the same distribution. Thus,lim
n!1
Pn
i¼1
PX0i
j¼0ðX 0i  jþ 1ÞN0i;j
n
¼ lim
n!1
Pn
i¼1
PX0i
j¼0jN
0
i;j
n
:By using the indicator function IðX0i P jÞ, we havePn
i¼1
PX0i
j¼1jN
0
i;j
n
¼
P1
j¼1j
Pn
i¼1IðX0i P jÞN0i;j
n
: ðA:2ÞTo apply the renewal rates theorem for Markov-chain [9, p. 164], we assign the reward RjðkÞ ¼ IðkP jÞN0i;j to the visit to
the state k of X 0i. Note that N
0
i;j’s are i.i.d and E½N0i;j ¼ kE½S. Then, we have for each jP 0,lim
n!1
Pn
i¼1IðX0i P jÞN0i;j
n
¼
X1
k¼0
pkE½RjðkÞ ¼ kE½S
X1
k¼j
pk; ðA:3Þunder the condition that for any initial state s,E
XTs
i¼1
IðX 0i P jÞN0i;j
" #
< 1; ðA:4Þwhere Ts is the ﬁrst return time to s of fX0i; iP 1g starting from the initial state s. Clearly, E
PTs
i¼1IðX0i P jÞN0i;j
h i
6 E
PTs
i¼1N
0
i;j
h i
.
Since Ts is the stopping time for the random sequence fN01;j;N02;j; . . .g and N0i;j are i.i.d, we obtain, from theWald’s identity [9, p.
97],E
XTs
i¼1
N0i;j
" #
¼ E½Ts  kE½S:
S.Y. Nam et al. / Applied Mathematical Modelling 33 (2009) 3299–3308 3307Since fX0i; iP 1g is positive recurrent, E½Ts < 1. This implies Eq. (A.4). From Eqs. (A.2) and (A.3), we can derivelim
n!1
Pn
i¼1
PX0i
j¼1jN
0
i;j
n
¼ kE½S E½X
2
1 þ E½X1
2
:Now, it follows from Eq. (A.1) thatlim
n!1
LðnÞ ¼ 1
2
ð1þ qÞ E½X
2
1
E½X1 
1
2
ð1 qÞ: ðA:5ÞEq. (5) implies E½X1 ¼ kE½Sp=ð1 qÞ. From Eq. (2), we can obtain the following relation between PiðzÞ and Piþ1ðzÞ:Piþ1ðzÞ ¼ eGpðkð1 zÞÞPiðeGðkð1 zÞÞÞ:
By differentiating twice the above equation with respect to z and substituting z ¼ 1 into the equation, we can obtain a
recurrence relation between E½X2i  and E½X2iþ1. From the recurrence relation, we haveE½X21 ¼
k2E½S2p 
1 q2 þ
ð1 q2 þ 2k2E½SpE½S þ k2E½S2ÞkE½Sp
ð1 qÞð1 q2Þ : ðA:6ÞCombining Eqs. (A.5) and (A.6) yieldslim
n!1
LðnÞ ¼ qþ k
2E½S2
2ð1 qÞ þ
kE½S2p 
2E½Sp þ
k2E½SpE½S
1 q :By Burke’s theorem [11, p. 7] and PASTA property, limn!1LðnÞ is equal to the expected number of non-probing packets of
the system in stationary state.
Appendix B. Proof of Theorem 5
Since the arrival process is a Poisson process with rate k, the conditional distribution of XijWi1 is Poisson with mean
kWi1. Then, it follows:E½esWi jWi1 ¼
X1
k¼0
E½esWi jXi ¼ k;Wi1PrfXi ¼ kjWi1g ¼
X1
k¼0
E½esWi jXi ¼ kPrfXi ¼ kjWi1g:In the above equation, E½esWi jXi ¼ k;Wi1 is replaced by E½esWi jXi ¼ k becauseWi depends only on Xi. If we observe that
E½esWi jXi ¼ k is calculated to be eGpðsÞeGðsÞk, then the above equation is rewritten asE½esWi jWi1 ¼ eGpðsÞekWi1ð1eGðsÞÞ: ðB:1Þ
Let unðsÞ ¼ E½esðW1þW2þ...þWnÞ. By the Markov property, we have thatunðsÞ ¼ E½esðW1þW2þ...þWn1ÞE½esWn jWn1:
Applying Eq. (B.1) to the above equation, we obtain thatunðsÞ ¼ eGpðsÞE½esðW1þW2þ...þWn2Þeðsþkð1eGðsÞÞÞWn1 : ðB:2Þ
We deﬁne a sequence ðs1; s2; s3; . . .Þ recursively as follows:s1 ¼ s;
si ¼ sþ kð1 eGðsi1ÞÞ; i ¼ 2;3; . . . : ðB:3ÞNote that each si in the sequence ðs1; s2; s3; . . .Þ is a function of s. Applying Eq. (B.1) to Eq. (B.2) iteratively, we obtain thatunðsÞ ¼
E½esnW1 
GpðsnÞ
Yn
k¼1
eGpðskÞ:
Let bkðsÞ ¼ eGðskÞ and bp;kðsÞ ¼ eGpðskÞ. Then, by Eq. (6), we obtainlogunðsÞ ¼ logPðbnðsÞÞ þ
Xn
k¼1
log bp;kðsÞ:Since the variance of
Pn
i¼1Wi is equal to d
2 logunð0Þ=ds2, we have thatV
Xn
i¼1
Wi
" #
¼ E½X1fb00nð0Þ  b0nð0Þ2g þ V ½X1b0nð0Þ2 þ
Xn
i¼1
b00p;ið0Þ  b0p;ið0Þ2
n o
: ðB:4Þ
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From Eq. (B.3), it follows that:bnþ1ðsÞ ¼ eGðsþ k kbnðsÞÞ; n ¼ 1;2;3; . . . : ðB:5Þ
By differentiating the above equation and substituting s ¼ 0, we obtain thatb0nþ1ð0Þ ¼ qb0nð0Þ  E½S:
Since b1ðsÞ ¼ eGðsÞ; b01ð0Þ ¼ E½S. Then, b0nð0Þ is obtained asb0nð0Þ ¼
qn  1
1 q E½S: ðB:6ÞBy the same manner as the above and using Eq. (B.6), we derive a recursive equation given byb00nþ1ð0Þ ¼ E½S2
1 qnþ1
1 q
 2
þ qb00nð0Þ; n ¼ 1;2;3; . . . :Clearly, b001ð0Þ ¼ E½S2. Solving the above recursive equation yieldsb00nð0Þ ¼
1 ð2nþ 1Þð1 qÞqn  q2nþ1
ð1 qÞ3
E½S2: ðB:7ÞWe now evaluate b0p;ið0Þ and b00p;ið0Þ. Eq. (B.3) implies thatbp;nþ1ðsÞ ¼ eGpðsþ k kbnðsÞÞ; n ¼ 1;2;3; . . . :
Then, by the similar method used to obtain b0nð0Þ and b00nð0Þ, we obtain thatb0p;nð0Þ ¼
qn  1
1 q E½Sp; n ¼ 1;2;3; . . . ðB:8Þ
b00p;nð0Þ ¼ E½S2p
1 qn
1 q
 2
þ kE½Spb00n1ð0Þ; n ¼ 2;3;4; . . . ; ðB:9Þwhere the explicit formula of b00nð0Þ is given by Eq. (B.7). Since bp;1ðsÞ ¼ eGpðsÞ; b00p;1ð0Þ ¼ E½S2p . If we recall that q < 1, then an
upper bound of b00p;nð0Þ is obtained from Eq. (B.9), which is given by, for all n,b00p;nð0Þ 6
E½S2p 
ð1 qÞ2
þ kE½SpE½S
2
ð1 qÞ3
:Moreover, from Eqs. (B.6) and (B.7), we obtain thatb00nð0Þ 6 E½S
2 
ð1qÞ3 ;
fb0nð0Þg2 6 E½S1q
 2
:From the above equations and Eq. (B.4), we have that V
Pn
i¼1Wi
	 

6 An, where A is a constant not depending on n. Since
V
Pn
i¼1Wi=n
	 
 ¼ V Pni¼1Wi	 
=n2, the proof is completed.
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