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CONTEXTO 
 
La línea de investigación presentada en este 
trabajo recurre a dos grandes proyectos de 
investigación de la Universidad Nacional de 
San Luis, a) el proyecto de sistemas 
distribuidos y paralelos sobre arquitecturas 
multi-core; b) el proyecto de recuperación de 
la información y estructuras de datos.   
 En el primer proyecto nos enfocamos 
en el uso adecuado de tecnologías que 
permiten el desarrollo de nuevos algoritmos 
paralelos y distribuidos utilizando el modelo 
de programación paralela BSP [Val90] y 
librerías de programación asíncronas como 
MPI o PVM.  
 Haciendo uso de las características 
particulares de las arquitecturas conjuntamente 
con algoritmos de mapping, es posible delinear 
pautas que formen parte de una metodología de 
programación que tenga en cuenta la 
optimización de algoritmos BSP. Con los 
algoritmos de mapping se investiga la mejor 
asignación posible de tareas BSP a los recursos 
de procesamientos disponibles (nodos, cores o 
threads físicos) con el objetivo de disminuir la 
latencia de las comunicaciones,  y al mismo 
tiempo mantener una cota mínima en el 
coeficiente de eficiencia de la utilización de 
recursos. 
En el segundo proyecto nos enfocamos 
en el diseño y desarrollo de nuevas estructuras 
de indexación y algoritmos de búsqueda para 
datos, y también algoritmos de mapping que 
puedan ser ejecutados eficientemente sobre 
arquitecturas paralelas. En particular, los 
algoritmos de búsqueda e indexación son 
estudiados sobre colecciones de datos u 
objetos multimediales (sonidos, imágenes, 
video, etc.). 
  
                               RESUMEN 
 
Con la aparición de las CPU multi-cores (o 
Chip-level-Multi-Processor -CMP-), es 
importante el desarrollo de las técnicas que 
exploten las ventajas de las CMP para acelerar 
las aplicaciones paralelas que poseen una gran 
demanda de cómputo paralelo. En particular, 
para aplicaciones que requieren de un gran 
poder computacional de los recursos 
disponibles, es esencial poder desarrollar 
estrategias y algoritmos que aprovechen el uso 
adecuado del hardware.  
 En este trabajo se presentan los 
objetivos y los desafíos de una línea de 
investigación que abarca los problemas de 
mapping, uso adecuado de las nuevas 
arquitecturas de procesadores, y cómo estas 
nuevas arquitecturas pueden ser utilizadas para 
mejorar el desarrollo de algoritmos de 
computación de grafos y cálculo de matrices, 
utilizando como base formal el modelo de 
programación paralela BSP; conjuntamente 
con  algoritmos de búsqueda e indexación 
sobre grandes colecciones de datos como la 
Web. 
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Synchronous Parallel. High Performance 
Computing. Estrategias de búsqueda. Espacios 
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1.INTRODUCCION 
 
Los programas secuenciales pueden ser 
modificados para ser ejecutados en un 
ambiente distribuirlo o paralelo. Este tipo de 
modificaciones permite: acelerar la velocidad 
de ejecución y/o mejorar la cantidad de 
memoria disponible [Hol07]. 
 Una forma de paralelizar los códigos 
es por medio del uso de ambientes 
distribuidos. El paradigma de los sistemas 
distribuidos permite conectar un gran número 
de máquinas personales de bajo costo. 
Además, permite utilizar la memoria 
perteneciente a diferentes procesadores, 
logrando de esta manera, eliminar el problema 
de la limitación de memoria RAM.   
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 Otra alternativa surge en el mercado 
alrededor del año 2004, donde nuevas 
tecnologías de computación paralela 
incorporan en los procesadores chips con más 
de  un core.  Estos nuevos procesadores 
capaces de incrementar el poder de cómputo de 
las PCs, hace resurgir el paradigma de 
computación paralela olvidado en la década 
anterior. En la actualidad existe una gran 
variedad de procesadores multi-core y algunos 
de ellos incorporan tecnología Hyper-threading 
sobre los cores.  
 Los chips multi-core agregan nuevos 
niveles en la jerarquía de caché. Cada core 
posee una cache denominada L1 capaz de 
almacenar unos pocos Kb. Un segundo nivel  
de caché denominada L2 es compartida por 
todos los cores agrupados en el mismo chip y 
tiene una capacidad de almacenamiento de 
unos pocos Mb.  
La tendencia actual de la tecnología 
destaca la aparición de procesadores CMP 
[Str69, Hamm97, Hamm00]. En realidad, la 
mayoría de los sistemas que incorporan estos 
chips descartan la vieja idea de un sistema 
multiprocesador como varios nodos mono-
procesador. Las tendencias de la tecnología 
indican que el número de cores (núcleos) en un 
chip seguirá creciendo a medida que lo 
indiquen los planes de trabajo de los 
fabricantes más importantes. Hoy en día,  
AMD trabaja con chips de cuatro núcleos 
(Quad tecnología nativa) e Intel ha comenzado 
a incorporar el procesador Intel CoreTM de 
cuatro y ocho núcleos de procesador en sus  
sistemas.        
Por lo tanto, existen dos claras 
alternativas para paralelizar aplicaciones 
secuenciales: (a) utilizar clusters de 
computadoras, y (b) utilizar sistemas multi-
cores. Los sistemas multi-core difieren en 
varios aspectos respecto de un cluster de 
computadoras. Un sistema multi-core ofrece a 
todos los cores un acceso rápido a una única 
memoria compartida, evitando la transferencia 
de datos entre las máquinas a través de  la red 
del cluster, pero aún así la cantidad de 
memoria disponible es limitada. En cambio los 
clusters de computadoras permiten incrementar 
el espacio de almacenamiento (principal y 
secundario) aunque deben pagar el precio de la 
latencia de la red. Una tercera alternativa (c) 
consiste en un sistema híbrido que permite 
combinar las características de ambos 
sistemas, e incrementar aún más la capacidad y 
el poder de los sistemas computacionales. 
Además, permiten combinar diferentes 
librerías de programación como MPI y 
OpenMP. 
Esta combinación de diferentes 
jerarquías o niveles de hardware y lenguajes y 
librerías de programación, permite ejecutar P 
procesos en diferentes nodos o procesadores 
conectados mediante una red de 
intercomunicación y dentro de cada proceso 
PT threads (hilos) en paralelo, cada uno en un 
núcleo diferente utilizando un esquema en el 
cual todos los threads tienen acceso a la misma 
memoria principal. El desafío en este tipo de 
arquitecturas es reducir el tiempo de ejecución 
de los programas, lo cual para algunas 
aplicaciones como mapping de aplicaciones o 
las búsquedas multimediales sobre espacios 
métricos [Samet05] puede ser aún más difícil 
de lograr, debido a las competencias por los 
recursos causando por el acceso concurrente de 
los threads a los datos compartidos. 
 
1.1 Modelo BSP  
 
Existe una gran cantidad de problemas 
que se analizan, estudian e implementan 
utilizando el modelo de programación paralela 
BSP. Tales como Graph Computing, Matrix 
Computing, Page Ranking, y otros. En el 
modelo BSP [Val90] cada tarea realiza 
procesamiento local para luego realizar 
comunicaciones colectivas y  finalmente 
sincronizar tareas. Estos 3 pasos se utilizan 
iterativamente para resolver un problema en 
particular. 
Más formalmente el modelo BSP 
comprende una computadora abstracta, una 
clase de algoritmos, y una función de costos. 
La computadora BSP, consiste de un conjunto 
de procesadores cada uno con su memoria 
privada y un canal de comunicación que 
permite acceder a un procesador a la memoria 
de los otros procesadores. Como se podrá 
suponer el acceso a memoria privada tiene un 
costo menor al de acceder a la memoria de otro 
procesador ya que el acceso deberá viajar a 
través del canal de comunicación. 
Los Algoritmos BSP consisten de una 
secuencia de superpasos. Un superpaso 
contiene un número cómputos ó un número de 
comunicaciones, seguido por una barrera de 
sincronización global. En un superpaso de 
cómputos, cada procesador realiza una 
secuencia de operaciones sobre datos privados 
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(o locales), típicamente operaciones de punto 
flotante (flops). En un superpaso de 
comunicación cada procesador envía y recibe 
un número de mensajes. Al final del superpaso 
todos los procesadores sincronizan. En el caso 
de un superpaso de computación, la 
sincronización se realiza chequeando que se 
hayan terminado todos los cómputos de todos 
los procesadores. Y en el caso de un superpaso 
de comunicación se verifica que se hayan 
enviado todos los mensajes que se deberían 
haber enviado y si se recibió todos los 
mensajes que deberían recibirse. Este proceso 
de superpaso se utiliza interactivamente para el 
diseño de algoritmos paralelos. 
La función de costos BSP nos permite 
evaluar la complejidad de los algoritmos 
desarrollados con este modelo, por lo tanto 
como podemos suponer BSP constituye una 
base robusta para el diseño, análisis e 
implementación de algoritmos paralelos. 
 
1.2 Algoritmos de Mapping 
 
Los algoritmos de mapping [Guil09, 
Song09] son ampliamente conocidos y 
estudiados en el contexto de sistemas 
distribuidos.  Es así, que al conocer y estimar 
el comportamiento de las comunicaciones de 
un Algoritmo BSP particular, podemos 
rediseñar nuestra solución utilizando Multi-
BSP. Multi-BSP es una versión del modelo 
BSP que tiene en cuenta distintos niveles de 
comunicación y recursos de procesamiento con 
distintas velocidades. Concretamente, es una 
redefinición de BSP para clusters Multi-core. 
Con Task-Mapping podemos establecer que 
tareas trabajaran en qué Nivel  de MultiBSP, 
ubicando tareas con más comunicaciones entre 
sí en procesadores cuyos canales de 
comunicación sean más rápidos. Por lo tanto, 
esta reubicación de tareas culminará con una 
reducción de latencia en las sincronizaciones 
de los superpasos. 
 En resumen, lo que se desea es 
encontrar funciones de mapping  que,  en base 
al conocimiento que se tiene de la estructura 
del problema y de la arquitectura del cluster 
multi-core, disminuyan la latencia de 
sincronización en las tareas BSP.    
 Como se mencionó anteriormente, 
varios algoritmos de mapping ha sido 
estudiados sobre sistemas distribuidos [Giuse], 
y existen algunos trabajos preliminares que 
involucran sistemas multi-core [Guil09], y 
trabajos sobre MultiBSP [Val90]. Sin 
embargo, esta es un área que no ha sido 
completamente analizada y aún quedan 
diferentes técnicas que se pueden aplicar como 
clustering, machine learning, etc.   
 
1.3 Recuperación de la Información 
 
En la actualizad existen aplicaciones, 
como los motores de búsqueda Web como 
Google o Yahoo!,   que deben ser capaces de 
indexar cientos de Pbytes y al mismo tiempo 
deben ser capaces de procesar millones de 
consultas por segundo [MM07a, MM07b, 
MM08a, MM09]. Otro tipo de aplicación que 
está ganando mayor popularidad en los últimos 
años, se relaciona con la búsqueda de objetos 
multimediales sobre espacios métricos. En la 
actualidad existen sistemas experimentales de 
búsqueda de imágenes y otros sistemas de 
mayor escala como Flickr (www.flikr.com).   
Algunos trabajos presentados 
recientemente [Gil12,Gil11,Marin10] 
permiten planificar y optimizar el uso de 
índices métricos sobre sistemas distribuidos. 
También existen algunos métodos para 
planificar las tareas sobre un conjunto de 
núcleos. En [Hoffmann04] se muestra cómo 
reducir el overhead de un conjunto de tareas. 
En [Agrawal07] se presenta un scheduler 
(planificador) que utiliza información en 
tiempo de ejecución para determinar el número 
de núcleos que se debe asignar a un proceso. 
En [Hendler02] se presenta un algoritmo para 
robar tareas de otros núcleos de 
procesamiento. Finalmente en [Gil10]  se 
presentan algunos algoritmos que permiten 
planificar la asignación de las tareas en un 
sistema multi-core. Recientemente, el trabajo 
presentado en [Bustos11] y [Bustos11b] realiza 
un estudio y análisis de paralelización de un 
índice para espacios métricos sobre una 
arquitectura híbrida. En [Bustos11] el índice es 
paralelizado utilizando un enfoque  de 
particionado local en donde cada procesador 
recibe un sub-conjunto de objetos de la 
colección y construye su índice utilizando los 
datos locales. 
Las búsquedas de consultas sobre 
espacios métricos, permiten realizar 
operaciones sobre bases de datos no 
estructuradas. Este tipo de búsqueda se conoce 
con el nombre de búsqueda aproximada o 
búsqueda por similitud, y surge en áreas tales 
como reconocimiento de voz, reconocimiento 
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de imágenes, compresión de video, minería de 
datos (data mining), recuperación de 
información, detección de copias, bases de 
datos médicas, etc. La necesidad de una 
respuesta rápida y adecuada, y un eficiente uso 
de memoria, hace necesaria la existencia de 
estructuras de datos especializadas que 
incluyan estos aspectos.  
En este proyecto de investigación se 
propone extender los trabajos presentados en 
[Bustos11] y [Bustos11b] para optimizar el 
proceso de búsqueda por medio de técnicas de 
particionado de datos, técnicas de optimización 
de caché y actualizaciones dinámicas del 
índice.  
 
2. LINEAS DE INVESTIGACION  y 
DESARROLLO 
 
La línea de investigación descripta en la 
sección anterior involucra una serie de 
desarrollos individuales que en su conjunto 
logran obtener el objetivo planteado. Para ello 
es necesario estudiar formas eficientes de 
monitorizar y/o estimar las comunicaciones en 
algoritmos BSP, para definir el mapping mas 
adecuado sobre el modelo Multi-BSP.  
Además para optimizar la eficiencia 
sobre las cotas establecidas y aumentar el 
speed-up de los algoritmos BSP, es necesario 
determinar las características particulares de 
las aplicaciones. Es por esta razón que en un 
primer paso nos enfocaremos a problemas 
puntuales, a saber: Graph Computing y Matrix 
Computing. Todo esto teniendo en cuenta que 
es necesario utilizar estructuras de datos que 
sean capaces de manejar eficientemente 
grandes cantidades de datos (miles de 
Terabytes).  
Por otro lado es necesario estudiar las 
características inherentes en los índices 
métricos para optimizar los procesos de 
búsqueda y obtener el mejor rendimiento 
posible aplicando diferentes técnicas de 
particionado y actualización.  
 
3. RESULTADOS OBTENIDOS  
ESPERADOS 
 
Algoritmos de Mapping 
Los resultados obtenidos hasta el momento 
son: 
•Descubrimiento de la Arquitectura de 
Clusters en tiempo de ejecución. 
•Affinity de tareas combinado con 
descubrimiento de Arquitectura. 
•Estudio de librerías existentes que 
implementan las primitivas del modelo 
de programación BSP. 
 
Los resultados esperados son: 
•Extender una librería BSP existente 
para soportar primitivas de Multi-BSP, 
combinado con descubrimiento de 
arquitectura y affinity de tareas. 
•Extender al modelo Multi-BSP con 
Task-mapping. De manera tal de 
formalizar el presente trabajo como 
una extensión del Modelo Multi-BSP. 
•Implementar metodologías que 
permitieran hacer una abstracción 
genérica  de las topologías actuales y 
futuras de los clusters. 
 
Algoritmos de búsqueda sobre espacios 
métricos 
Los resultados obtenidos hasta el momento 
son: 
• Diseño e implementación de códigos 
que combinan librerías de 
computación paralelas openMP (para 
memoria compartida) y MPI (para 
sistemas distribuidos), que permiten 
realizar búsqueda de consultas 
multimediales sobre índices que 
almacenan objetos del mismo tipo. 
•Diseño e implementación de un 
índice métrico basado en un 
particionado de datos local. 
 
Los resultados esperados son: 
•Estudio, diseño e implementación de 
un índice métrico basado en 
particionado de datos globales. 
•Estudio de algoritmo eficientes para 
la actualización dinámica del índice. 
•Estudio de técnicas eficientes para 
optimizar el uso de los diferentes 
niveles de memoria caché. 
 
4. FORMACION DE RECURSOS 
HUMANOS 
 
Actualmente, se cuenta con dos doctores en 
ciencias de la computación realizando la 
investigación teórica y dirección de los 
algoritmos propuestos. También se cuenta con 
un alumno de doctorado que se encuentra 
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iniciando su carrera doctoral; y una alumna de 
grado próxima a finalizar su tesis. 
 
Mediante este trabajo de investigación se 
podrán formar profesionales en el área de 
sistemas distribuidos y paralelismo que puedan  
modelar, diseñar e implementar algoritmos 
eficientes que se ejecuten en sistemas de 
clusters multi-core. 
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