Abstract: We consider a control constrained parabolic optimal control problem and use variational discretization for its time semi-discretization, where the state equation is treated with a PetrovGalerkin scheme using a piecewise constant Ansatz for the state and piecewise linear, continuous test functions. This results in variants of the Crank-Nicolson scheme for the state and the adjoint state. Exploiting a superconvergence result we prove second order convergence in time of the error in the controls. Moreover, the piecewise linear and continuous parabolic projection of the discrete state on the dual time grid provides a second order convergent approximation of the optimal state without further numerical effort. Numerical experiments confirm our analytical findings.
Introduction
The purpose of this paper is to prove optimal a priori error bounds for the variational time semi-discretization of a generic parabolic optimal control problem, where the state in time is approximated with a Petrov Galerkin scheme. The key idea consists in choosing piecewise linear, continuous test functions and a discontinuous, piecewise constant Ansatz for the approximation of the state equation. With this Petrov Galerkin Ansatz variational discretization delivers a cG(1) time approximation of the optimal time semi-discrete adjoint state. The resulting time integration schemes for the state and the adjoint state are variants of the Crank-Nicolson scheme. Combining this setting with the supercloseness result of Corollary 4.2 for interval means we are able to prove second order in time convergence of the time discrete optimal control. Moreover, the piecewise linear and continuous parabolic projection of the discrete state based on the the values of the discrete state on the dual time grid provides a second order convergent approximation of the optimal state without further numerical effort, see Lemma 4.5. Our work is motivated by the work [MV11] of Meidner and Vexler, where under mild assumptions on the active set the same convergence order in time is shown for the post-processed piecewise linear, continuous parabolic projection of the piecewise constant in time optimal control obtained by a Petrov Galerkin scheme with variational discretization of the parabolic optimal control problem. In comparison to our work, they switched Ansatz and test space in their schemes. Our work also shows that variational discretization of [Hin05] through the choice of Ansatz and test space in a Petrov Galerkin approximation of parabolic optimal control problems offers the possibility to control the discrete structure of variational optimal controls. Of course this fact also holds for other classes of PDE constrained optimal control problems. In our note we only consider semi-discretization in time, since we are interested in the approximation of optimal controls, which in a realistic time-dependent scenario only depend on time, see the definition of the control operator B below. Our main result is proved in Theorem 5.2, where we show
withū,ū k denoting the optimal controls obtained from problems (P ) and (P k ), respectively, where k denotes the grid size of the time grid. This result could be compared to [MV11, Theorem 6 .2], where under mild assumptions on the structure of the active set a similar bound is obtained for the post-processed parabolic projection of a piecewise constant optimal control. Our approach avoids such an assumption in the numerical analysis. With I := (0, T ) ⊂ R we consider the linear-quadratic optimal control problem min y∈Y,u∈U ad
where with
, denotes the weak solution operator associated with the parabolic problem
Here Ω ⊂ R n , n = 2, 3, is a convex polygonal domain with boundary ∂Ω,
, D ∈ N, and the admissible set
is closed and convex in U , where
is linear and continuous with fixed functionals g i ∈ H −1 (Ω), whose regularity is specified in Assumption 1.1 below. The state space is given by Y = W (I). It is well known that the operator S is well defined, i.e. for every (f, κ) ∈ L 2 (I, H −1 (Ω)) × L 2 (Ω) a unique state y ∈ W (I) satisfying (1.2) exists. Furthermore, it fulfills
Now let y ∈ Y denote the unique solution of (1.2). Then it follows from integration by parts for abstract functions, that with the bilinear form A defined by
the state y also satisfies
Furthermore, y is the only function in Y which satisfies (1.5). In the next section we use the bilinear form A to define our numerical approximation scheme for the state equation.
With O(k 2 ) error-bounds for the control in mind we follow [MV11] and make the following assumptions on the data.
. . , D, and finally y 0 ∈ H 1 0 (Ω) with ∆y 0 ∈ H 1 0 (Ω). A lot of literature is available on optimal control problems with parabolic state equations. We refer to [HPUU09] for a comprehensive discussion, and also to [MV08a, MV08b, MV11, SV13] for the most recent developments related to optimal control with Galerkin methods in time. The paper is organized as follows. In section 2 we briefly summarize the solution theory of the optimal control problem. In section 3 we analyse the regularity of the state and the adjoint state, which plays an important role in the time discretization. In section 4 the time discretization of state and adjoint state is discussed in detail. In section 5 we introduce variational discretization of the optimal control problem (P ) and prove second order convergence of the variational discrete controls in time. In section 6 we present numerical results which confirm our analytical findings.
The continuous problem (P )
It is well known that problem (P) admits a unique solution (ȳ,ū) ∈ Y × U , whereȳ = S(Bū, y 0 ). Moreover, using the orthogonal projection P U ad : L 2 (I, R D ) → U ad , the optimal control is characterized by the first-order necessary and sufficient condition
(Ω) (here we use reflexivity of the involved spaces) denotes the adjoint variable which is the unique solution to
denotes the adjoint operator of B, which is characterized by
Furthermore we note that for v ∈ L 2 (I, R D ) there holds
, where for a, b, z ∈ R with a ≤ b we set
2), we havep ∈ W (I), so that by integration by parts for abstract functions we conclude from (2.2) (compare (1.5))
so that the functionp can be identified with the unique weak solution to the adjoint equation
with h :=ȳ − y d . Moreover,q =p(0).
Regularity results
In this section we summarize some existence and regularity results concerning equation (1.1) and (2.5), which can also be found in e.g. [MV11] . We abbreviate
For the unique weak solutions y to (1.1) and p to (2.5) we have from [Eva98, Theorems 7.1.5 and 5.9.4] the regularity results.
) and κ ∈ H 1 0 (Ω) the solutions y of (1.1) and p of (2.5)
. Furthermore, with some constant C > 0 there holds
and
However, in order to achieve O(k 2 )-convergence we need more regularity, i.e., at least second weak time derivatives. From [MV11, Proposition 2.1] we have
Then the solutions y of (1.1) and p of (2.5) satisfy
With some constant C > 0 we have the a priori estimates
From Lemma 3.1 we conclude that the optimal stateȳ lives in
Thus, by Lemma 3.2 and Assumption 1.1 the optimal adjoint statep is an element
Hence, using our Assumption 1.1, Lemma 3.2 is applicable to the solution of the state equation and one obtains the following result. 
4 Time discretization
denote the interval midpoints. By 0 =:
. The grid width of the first (primal) partition is defined by the mesh-parameters k m = t m − t m−1 and
On these partitions we define the Ansatz and test spaces of our Petrov Galerkin scheme for the numerical approximation of the optimal control problem (P) w.r.t. time. We set
We note that dim(P k ) = dim(Y k ) = M + 1, and that every v ∈ Y k is also an element of
In what follows we frequently use the interpolation operators
To apply variational discretization to (P) we next introduce the Petrov-Galerkin scheme for the approximation of the states. For this purpose we extend the bilinear form A of (1.4) from
we consider A as a mapping A :
Then y k ∈ Y k is uniquely determined. This follows from the fact that with Lemma 4.1. Let (f, κ) satisfy the regularity requirements of Lemma 3.2, and let y, y k solve (1.2) and (4.1) with data (f, κ), thus y ∈ H 1 I,
. Then for some C > 0 there holds
Note that the proof of [MV11, Lemma 5.3] is applicable in our situation since the initial value κ is the same for both, the continuous problem (1.2) and (4.1).
Corollary 4.2. Let the assumptions of Lemma 4.1 hold. Then for some C > 0 there holds
Proof. With the result of Lemma 4.1 at hand it suffices to show that
holds. We prove this estimate for smooth functions w ∈ C 2 (I,
The result then follows by a density argument.
We use the Taylor expansion of w at t * m and obtain
where we have used the Cauchy-Schwarz inequality twice. This proves
which is (4.2).
For the next Lemma, see [MV11, Lemma 5.6], we need the following condition on the time grid:
Assumption 4.3. There exists a constant κ ≥ 1 independent of k such that
holds for all m = 1, 2, . . . , M − 1.
Lemma 4.4. Let the Assumption 4.3 be fulfilled. The interpolation operator π P * k has the following properties, where C > 0 is a constant independent of k.
Since the state is discretized piecewise constant, we can only expect first order convergence in time for its discretization error. The following Lemma shows that a projected version of the discretized state converges second order in time to the continuous state. The benefit of this result will be discussed in the numerics section.
Lemma 4.5. Let y and y k be given as in Lemma 4.1. Then there holds
Proof. Making use of the splitting
the claim is an immediate consequence of Lemma 4.4 and Lemma 4.1.
In the numerical treatment of problem (P) we also need error estimates for discrete adjoint functions p k ∈ P k → W (I). For h ∈ L 2 (I, H −1 (Ω)) we consider the problem: Find p k ∈ P k such that
This problem admits a unique solution p k ∈ P k . This follows from the fact that the solution operator of (4.4) is the adjoint of the solution operator associated to problem (4.1). If we write Lemma 4.6. Let p k ∈ P k solve (4.4) with h ∈ L 2 (I, L 2 (Ω)). Then there exists a constant C > 0 independent of h such that
Moreover, from [MV11, Lemma 6.3] we have the following convergence results for discrete adjoint approximations.
Lemma 4.7. Let p, p k solve (2.5) and (4.4), respectively, where h ∈ L 2 (I, L 2 (Ω)). Then
with a positive constant C independent of the time mesh size k.
One essential ingredient of our convergence analysis is given by the following result.
Lemma 4.8. Let y and y k as in Lemma 4.1, and let p k (h) ∈ P k denote the solution to (4.4) with right hand side h. Then
Proof. The function p k (y k − y) solves (4.4) with p k (T ) = 0 and h = y k − y. Since the test functionsỹ are elements of Y k we by Galerkin orthogonality obtain the same solution p k with right hand side h = y k − P Y k y, i.e. p k (y k − y) = p k (y k − P Y k y). Hence by Lemma 4.6 and Corollary 4.2 we obtain
which is the claim.
Variational discretization of the optimal control problem (P)
To approximate the optimal control problem (P) we apply variational discretization of [Hin05] w.r.t. time, where the Petrov Galerkin state discretization introduced in the previous section is applied, i.e. we consider the optimal control problem min
where S k is the solution operator associated to (4.1). This problem admits a unique solution (ȳ k ,ū k ) ∈ Y k ×U ad , whereȳ k = S k (Bū k , y 0 ). The first order necessary and sufficient optimality condition for problem (P k ) readsū
wherep k ∈ P k denotes the discrete adjoint variable, which is the unique solution to
Equation (5.1) is amenable to numerical treatment although the controls are not discretized explicitly, see [Hin05] . It is possible to implement a globalized semismooth Newton strategy in order to solve (5.1) numerically, see [HV12] . First let us establish an error estimate that resembles the standard estimate for variationally discretized problems. To begin with we for v ∈ U set y(v) := S(Bv, y 0 ) and denote with y k (v) the solution to (4.1) with f := Bv. Furthermore, we for h ∈ L 2 (I, H −1 (Ω)) denote with p k (h) the solution to (4.4).
Lemma 5.1. Letū andū k solve (P) and (P k ), respectively. Then there holds
.
Proof. We note that (2.1) and (5.1) can be equivalently expressed as
Now insertingū k into (2.1') andū into (5.1') and adding the resulting inequalities yields
After some simple manipulations we obtain
. . .
, which is the desired estimate.
We are now in the position to formulate our main result.
Theorem 5.2. Letū andū k denote the solutions to (P) and (P k ), respectively. Then there exists a constant C > 0 independent of k, such that
is satisfied.
Proof. Making use of the continuity of B and B , compare (1.3) and (2.3), we directly infer from Lemma 5.1
The last estimate follows from the Lemmata 4.7 and 4.8. The claim is now a direct consequence of the Lemmata 3.1 and 3.2.
Numerical examples
We now construct numerical examples that validate our main result, i.e. Theorem 5.2.
In both examples we make use of the fact that instead of the linear control operator B, given by (1.3), we can also use an affine linear control operator
If we assume that g 0 is an element of H 1 (I, L 2 (Ω)) with initial value g 0 (0) ∈ H 1 0 (Ω), all the preceding theory remains valid.
First example
The first example is taken from [MV11] . We recall it for convenience in our notation. Given a space-time domain Ω × I = (0, 1) 2 × (0, 0.1), i.e. D = 1, we consider first the control operatorB, which is fully characterized by means of the two functions
where
denote eigenfunctions of ±∂ t − ∆. As a consequence we have
compare (2.3). Note that we consider the adjoint of B, not ofB. Furthermore we take
The admissible set U ad is defined by the bounds a 1 := −25 and b 1 := −1. Furthermore α := π −4 and a := − √ 5. The exact solution of the optimal control problem (P) is given bȳ
Note that this example fulfills the Assumption 1.1. We solve this problem numerically using a fixpoint iteration on equation (5.1). We discretize in space with a fixed number of nodes Nh = (2 7 + 1) 2 = 16 641. We examine the behavior of the temporal convergence by considering a sequence of meshes with Nk = (2 + 1) 2 nodes at refinement levels = 1, 2, 3, 4, 5, 6. Each fixpoint iteration is initialized by the starting value u kh := a 1 . As a stopping criterion we require
where t 0 := 10 −5 is a prescribed threshold. Table 1 shows the behavior of several errors in time between the exact controlū and its discretized computed counterpart u kh , obtained by the fixpoint iteration. Furthermore, the Since the state is discretized piecewise constant in time, the order of convergence is only one. This is depicted in table 2. However, without further numerical effort we obtain a second order convergent approximation of the state with the projection π P * k y k of the discrete state y k , compare Lemma 4.5 and see table 3 for the corresponding numerical results. In practise this means that we can gain a better approximation of the state without further effort; we only have to interpret the discrete state vector y k , i.e. the vector containing the value of y k on each interval I m , in the right way, namely as a vector of values on the gridpoints of the dual grid t * 1 < . . . < t * M . Figure 1 illustrates the convergence of u kh toū. Note that the intersection points between active and inactive set need not coincide with time grid points since we use variational discretization. Let us further note that the number of fixpoint iterations does not depend on the fineness of the time grid size. In our example four iterations are needed to reach the above mentioned threshold of t 0 := 10 −5 .
Second example
This example is a slight variant of the first one yielding more intersection points between the active and inactive set. With the space-time domain Ω × I = (0, 1) 2 × (0, 0.5), we set where g 1 is defined in the first example. Consequently,
Futhermore, we set α = 1, a 1 := 0.2, b 1 := 0.4 and a := 2. Note that this example also fulfills the Assumption 1.1.
We now consider refinement levels = 1, 2, 3, 4, 5, 6, 7, 8 and proceed as described in the first example. We obtain the same EOCs for control, state, and adjoint, see the tables 5, 6, 7, 8, and figure 2. 
