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Part I
Reverse Logistics:
An Introduction
1

Chapter 1
Introduction
In a world of finite resources and disposal capacities, recovery of used products and
materials is key to supporting a growing population at an increasing level of con-
sumption. As waste reduction is becoming a major concern in industrialised coun-
tries a concept of material cycles is gradually replacing a ‘one way’ perception of
economy. Increasingly, customers expect companies to minimise the environmental
impact of their products and processes. Moreover, legislation extending producers’
responsibility has become an important element of public environmental policy. Sev-
eral countries, in particular in Europe, have introduced environmental legislation
charging manufacturers with responsibility for the whole lifecycle of their products.
Take–back and recovery obligations have been enacted or are underway for a num-
ber of product categories including electronic equipment in the European Union and
in Japan, cars in the European Union and in Taiwan, and packaging material in
Germany. At the same time, companies are recognising opportunities for combining
environmental stewardship with plain financial benefits, brought about by produc-
tion cost savings and access to new market segments. In this vein, the past decade
has seen an explosive growth of product recovery activities both in scope and scale.
Consider the following illustrative examples:
• Major manufacturers of copy machines, such as Xerox, Canon, and Oce´ all are
putting substantial effort into remanufacturing used equipment. Xerox reports
on annual savings of several hundred million dollars due to remanufacturing
and reuse of equipment and parts, while at the same time diverting more than
fifty thousand tonnes of material from the waste stream. Ninety percent of
today’s equipment is claimed to be remanufacturable. In addition, close to
seventy percent of Xerox’s copy and print cartridges are retrieved for reuse and
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recycling in Europe and in the USA (Xerox, 1998). Canon has been operating
two remanufacturing factories for used copy machines in Virginia (USA) and in
the UK since 1993 and is currently exploring comprehensive recycling systems
for all copier parts. Toner cartridges have been collected for reuse since 1990.
By 1997 three factories in Europe and Asia had recovered more than 20 million
cartridges (Canon, 1998). Similar initiatives have been taken by Oce´ (Oce´,
1998).
• In the chemical industry several companies have recently engaged in the re-
cycling of used carpeting. In 1999 DSM Chemicals and Allied Signals jointly
opened a large–scale recycling plant in Georgia (USA) to recover nylon raw
material from carpet waste. The facility, involving investment costs of about
USD 80 million, has an annual processing capacity of 90,000 tonnes and will
process nylon carpet waste collected from 75 metropolitan areas in the USA.
Feasibility of a similar system in Europe on an even larger scale has been in-
vestigated in a recent study in co–operation with the European carpet industry
(DSM, 1999). Dupont operates a similar system in the USA. A recycling plant
in Tennessee, which was opened in 1995, is dedicated to recovering nylon ma-
terial from commercial carpeting for reuse in different applications, including
new carpet fibres and car parts. The facility has the capacity to produce up to
fifteen hundred tonnes of nylon material annually (Dupont, 1999).
• Yet another example of product recovery concerns single–use cameras. In re-
sponse to heavy environmental criticism Kodak started in 1990 to take back,
reuse, and recycle its single–use cameras, which had originally been designed
as disposables. Collection volumes grew from 0.9 million cameras in 1990 to 61
million cameras in 1998. Today, three recycling facilities are operated world–
wide and up to 86 percent of the cameras’ parts are reused in manufacturing
new cameras (Kodak, 1999).
• The growing significance of product recovery is also becoming apparent on a
macro–economic level. For example, glass recycling rates, as percentage of
consumption, grew from 5% in 1980 to more than 26% in 1997 in the USA,
from 20% to 52% in France, and even from 23% to 79% in Germany. In the
same period, the rate of paper recycling jumped from 20% to 40% in the USA,
from 30% to 41% in France and from 34% to 70% in Germany (OECD, 1999).
In the Netherlands, almost 70% of all industrial waste was recovered in 1996
rising from 36% in 1992 (CBS, 1999).
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For a long time, research concerning product recovery has focussed on engineering
and, to a lesser extent, marketing issues. It is only in the past decade that the
need to investigate the logistics aspects of reuse and recycling has been generally
recognised. From a logistics perspective, product recovery initiates additional goods
flows from users to producers. The management of these flows, opposite to the
conventional supply chain flows, is addressed in the recently evolved field of ‘Reverse
Logistics’. However, recovery of used products is not the only reason for goods
flows ‘going the other way round’. Returns of unsold merchandise from retailers
to manufacturers is another example of growing importance. Shifting channel power
increasingly is forcing manufacturers to take back and refund overstocks in the supply
chain. Furthermore, returns of defective products or parts for repair is a very old
example of ‘reverse’ goods flows. In view of these diverse examples we address the
delineation of ‘Reverse Logistics’ in more detail in the next section. Subsequently,
we formulate our research objectives in Section 1.2 and discuss our methodology.
Section 1.3 then provides an outline of this thesis.
1.1 Scope and definition of Reverse Logistics
Given the short history of research on the logistics aspects of product recovery it
may not come as a surprise to note a lack of generally accepted terminology. In par-
ticular, we find the term ‘Reverse Logistics’ used in different meanings. To illustrate
the different connotations we consider the definitions formulated in four prominent
publications.
In one of the first publications referring to this term, a White Paper published
by the Council of Logistics Management (CLM), Reverse Logistics is introduced as
“ [...] the term often used to refer to the role of logistics in recycling, waste
disposal, and management of hazardous materials; a broader perspective
includes all issues relating to logistics activities carried out in source re-
duction, recycling, substitution, reuse of materials and disposal.” (Stock,
1992)
A similar characterisation is given by Kopicki et al. (1993). In yet another early
paper Pohlen and Farris (1992) define Reverse Logistics as
“ [...] the movement of goods from a consumer towards a producer in a
channel of distribution.” (Pohlen and Farris, 1992)
More recently, Rogers and Tibben–Lembke (1999) have alluded to the CLM’s defini-
tion of logistics by defining Reverse Logistics as
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“ [...] the process of planning, implementing, and controlling the efficient,
cost–effective flow of raw materials, in–process inventory, finished goods,
and related information from the point of consumption to the point of
origin for the purpose of recapturing value or proper disposal.” (Rogers
and Tibben-Lembke, 1999)
Note that each of these definitions refers to a different criterion for delineating Reverse
Logistics. Stock and Kopicky et al. emphasize the element of waste reduction and
place Reverse Logistics in the context of environmental management. In contrast,
Pohlen and Farris refer to the ‘direction’ of a goods flow, relative to the supply chain
positions of the sender and the receiver. Finally, Rogers and Tibben–Lembke look
at the management of goods flows that lead to a closed loop in the supply chain.
The domains of the three definitions overlap to a substantial extent. In particular,
all three include flows of used goods returned to the original manufacturer. However,
it should be noted that the definitions are not identical and that none of them implies
the others. For example, the first definition, in contrast with the latter, appears not
to include flows of new products returned for commercial reasons. On the other
hand, the second definition does not include product returns to other parties than
producers, such as packaging returns to retailers, whereas the other two do. Finally,
the third definition excludes flows of used products to specialised recovery companies,
such as independent remanufacturers, whereas the other two both include them.
In view of these disparate definitions we feel the need to give our own interpreta-
tion of the term ‘Reverse Logistics’ as we use it throughout this thesis. To this end,
we strive for a delineation that encompasses objects of similar characteristics, that al-
lows us to study logistics decision problems, and that is in line with current practice.
In this light, we characterise Reverse Logistics by the following three aspects.
• First of all, we see Reverse Logistics as an element of the growing diversity of
logistics systems. Traditionally, supply chains have been perceived as unidi-
rectional structures with a well defined hierarchy. As noted by Ganeshan et
al. (1998) “...the most common definition [of a supply chain] is a system of
suppliers, manufacturers, distributors, retailers, and customers where materi-
als flow downstream from suppliers to customers and information flows in both
directions.” However, we currently see logistics systems developing into general
networks of organisations that cannot be ordered in such a way that all ma-
terials flow ‘downstream’. In particular, the examples in the previous section
illustrate the growing importance of material flows opposite to the traditional
supply chain direction. While these ‘reverse’ flows should not be segregated
from the overall picture they deserve focused attention, and hence a distinct
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‘name’, as they bring about novel business situations and management issues.
As experience accumulates one may expect the distinction between ‘forward’
and ‘reverse’ flows to fade away, making room for a holistic supply chain per-
ception.
• Second, Reverse Logistics is concerned with secondary goods flows in the sense
that it refers to products of which an original use has been completed or has
become impossible. Hence, Reverse Logistics deals with the derivatives of some
previous use, which was either planned or actually realised. The objective is
to maximise economic value given the resulting products. This may include
disposal or some form of recovery.
• Third, the term Reverse Logistics very much expresses the perspective of the
receiving party. Hence, Reverse Logistics is a special form of inbound logistics.
We summarise these characteristics in the following definition, which is used as a
point of reference in the remainder of this thesis.
Reverse Logistics is the process of planning, implementing, and controlling the effi-
cient, effective inbound flow and storage of secondary goods and related information
opposite to the traditional supply chain direction for the purpose of recovering value
or proper disposal.
We illustrate the scope of this Reverse Logistics concept in detail in Chapter 3.
To conclude this section let us compare our characterisation with the previous def-
initions above. Like Stock and Kopicki et al. we refer to logistics management in
the context of product recovery and disposal. Note, however, that we use a fairly
broad concept of secondary products. In particular, we include unused, and in this
sense, new but obsolete products (e.g. overstocks). It is not quite clear whether this
category is covered by the former definition. On the other hand, we impose addi-
tional supply chain conditions to delineate Reverse Logistics. For example, municipal
waste collection is not included as it does not concern flows opposite to the tradi-
tional supply chain direction. With Pohlen and Farris we share the criterion of the
flow ‘direction’. However, rather than restricting Reverse Logistics to flows between
consumers and producers we include any ‘upstream’ flow. Similarly, we generalise
Rogers and Tibben-Lembke’s definition by including flows other than returning to
the ‘point of origin’, such as product recovery by a competitor or in an alternative
supply chain. Finally, we have explicitly added the aspect of inbound logistics, which
is not mentioned in any of the other definitions, but which appears to be in line with
how the term Reverse Logistics is currently used.
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1.2 Research goals and methodology
This thesis is concerned with decision making in Reverse Logistics. More specifically,
we consider the planning, implementation, and control tasks as delineated in the pre-
vious section. In traditional ‘forward’ logistics, quantitative models have proved a
powerful tool for supporting these types of decisions and, more generally, for under-
standing the underlying systems. For many decision problems standard Operational
Research models such as facility location models, routing and scheduling models, or
stochastic inventory models have been developed that are widely recognised. Given
the short history of the field, a similar set of standard models in a Reverse Logistics
context has not yet been established. In particular, the robustness and flexibility of
traditional models for coping with Reverse Logistics issues is not yet clear. Although
the number of individual contributions has been growing quickly in recent years a
comprehensive framework is still lacking. Therefore, the time appears to be right for
a systematic analysis of decision making in a Reverse Logistics context. It is the goal
of this thesis to contribute to this overall view. In this vein, this thesis aims at:
• enhancing the body of well understood quantitative models
• generalising observations from individual Reverse Logistics cases
• contributing to a better understanding of Reverse Logistics issues
• contributing to improved decision making in Reverse Logistics.
Quantitative research in traditional logistics largely focuses on applications, on the
one hand, and on efficient solution algorithms, on the other hand; whereas the un-
derlying models are, in general, well established. In Reverse Logistics the models
themselves are a point of debate. They should be well motivated before turning to
advanced solution techniques. Therefore, modelling is where we put the focus of our
contribution.
To this end, we first investigate which logistics issues arise in the management
of ‘reverse’ goods flows. Given the emerging nature of the field we focus on logistics
core functions, namely managing the flow and storage of goods in order to bridge
the gap between supply and demand both in space and time. In other words, we pay
attention to distribution and inventory management issues in the first place. Other
logistics aspects, such as related information management issues, are considered in
less detail as we move along.
Having identified relevant Reverse Logistics decision problems we analyse their
specific characteristics. In particular, we compare Reverse Logistics settings with tra-
ditional ‘forward’ logistics contexts. While some of these issues have been addressed
1.3. Structuring of the thesis 9
before, the rapid development of Reverse Logistics in recent years merits a refined
up to date picture. On this basis we can then go a step further towards a systematic
quantitative analysis. To this end, we investigate how the specific characteristics
of Reverse Logistics issues can be translated into appropriate quantitative models.
Finally, this allows us to capture the impact of ‘reverse’ goods flows on logistics sys-
tems quantitatively. To summarise, we organise our research around the following
questions:
• Which logistics issues arise in the management of ‘reverse’ goods flows?
• What are the differences between Reverse Logistics and traditional ‘forward’
logistics and what is the role of Reverse Logistics in an overall logistics concept?
• How can the characteristics of Reverse Logistics appropriately be captured in
quantitative models that support decision making?
As a basis for addressing these questions we consider a set of case studies. Recent
literature provides insights from a number of examples of Reverse Logistics practice.
In addition, we supply first hand experience from a study on Reverse Logistics at
IBM. Bringing these cases together we identify common characteristics of Reverse
Logistics issues and contrast them with more traditional logistics contexts. Based on
this comparison we investigate the proficiency of standard OR models for addressing
Reverse Logistics issues. To this end, we summarise specific models proposed in
literature and develop new models and extensions as required. In analysing these
models we highlight the impact of ‘reverse’ goods flows on the tradeoffs ruling logistics
decision making.
1.3 Structuring of the thesis
The material in this thesis is organised in four main parts. Part I provides a general
introduction to Reverse Logistics and lays out a structural framework for our analysis.
Parts II and III form the core of this thesis and concern distribution management and
inventory management in a Reverse Logistics context, respectively. For both areas
we provide a survey of recent case studies and complement it with a quantitative
analysis. Part IV condenses our results and illustrates their application in a business
case. More specifically, the content of the individual chapters is as follows:—
Part I
Following these introductory sections Chapter 2 illustrates the facets of Reverse Lo-
gistics in the example of IBM. The role of different kinds of ‘reverse’ goods flows
10 Chapter 1. Introduction
is indicated and corresponding logistics issues are discussed. The material in this
chapter is based on a study in co–operation with IBM’s service parts organisation in
Amsterdam, The Netherlands.
Chapter 3 structures the field of Reverse Logistics. To this end, we first consider
a number of context variables, namely drivers for product returns, dispositioning op-
tions, and actors. Subsequently, we indicate different categories of Reverse Logistics
flows and discuss their characteristics. This layout serves as a point of reference in
the remainder of the thesis. In addition, literature is surveyed that complements the
field of our investigation. In particular, attention is paid to insights from related mar-
keting and production management studies. Part of this material has been published
in (Fleischmann et al., 1997a).
Part II
Chapter 4 deals with distribution management issues in Reverse Logistics. Focus
is on physical logistics network design. The chapter address the question whether
Reverse Logistics leads to significantly different network characteristics. To this end,
a set of ten recent case studies in literature is reviewed. We identify commonalities
and compare them with logistics networks in a more traditional context. Moreover, a
network classification is proposed based on different forms of product recovery. In ad-
dition, related vehicle routing issues are briefly discussed. The results of this chapter
have been published in adapted form in (Fleischmann et al., 1999) and (Bloemhof–
Ruwaard et al., 1998).
Chapter 5 reconsiders the above results from an Operational Research perspective
and addresses the question how to capture the identified Reverse Logistics charac-
teristics in quantitative network design models. In most of the aforementioned case
studies a corresponding facility location model has been proposed. We discuss partic-
ular model properties and put them in relation with the observed network character-
istics. In addition, we propose a general modelling framework encompassing different
Reverse Logistics contexts. Subsequently, this model is used to investigate the ro-
bustness of logistics network structures with respect to incorporating ‘reverse’ goods
flows. The major results of this chapter have recently been published in (Fleischmann
et al., 2000).
Part III
Analogous with the above approach, Chapter 6 considers inventory management in
a Reverse Logistics context. The goal is to identify recurrent issues. We again start
from a set of cases studies of which we identify common characteristics. In addition,
we review corresponding quantitative models in literature.
Chapter 7 is concerned with the impact of exogenous inbound goods flows on
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inventory control. Specifically, it analyses the impact of recoverable product returns
on appropriate replenishment decisions and on logistics costs. To this end, we for-
mulate a generalised stochastic inventory control model. By using general Markov
theory an optimal replenishment policy is derived. Moreover, it is shown that the
extended model can be transformed into an equivalent traditional model. This allows
for an easy computation of optimal control parameters and minimal system costs. In
addition, we address the potential benefit of improved information on future product
returns. Results of this chapter have appeared in several publications (Fleischmann
et al., 1997b; Fleischmann and Kuik, 1998; Van der Laan et al., 1998; Heisig and
Fleischmann, 1999).
Chapter 8 addresses some modelling extensions. In particular, attention is paid
to the issue of multiple supply alternatives, which appears to be typical of many
Reverse Logistics situations. It is shown that limited resource availability can lead
to counterintuitive effects, namely a loss of monotonicity of the optimal order policy.
Part IV
Chapter 9 applies insights from our analysis to a real–life Reverse Logistics prob-
lem at IBM. Specifically, we address the issue of how to incorporate returns of used
equipment as a supply source into the spare parts management. The major chal-
lenge concerns the tradeoff between procurement cost savings, on the one hand, and
uncertain return availability, on the other hand. We design a simulation model for
comparing alternative logistics concepts and derive an appropriate solution consid-
ering logistics costs and service. The chapter is again based on the aforementioned
co–operation with IBM.
Finally, Chapter 10 summarises our findings and discusses directions for future
research.

Chapter 2
Reverse Logistics at IBM:
An Illustrative Case
To highlight the importance of Reverse Logistics in today’s business environments
and to illustrate emerging issues we discuss an exemplary case in some detail. For
this purpose, this chapter considers the Reverse Logistics activities of IBM, one of the
major players in the electronics business. At the same time, this sector is one of the
most prominent in the recent Reverse Logistics developments. High market volumes,
short product life–cycles, and technical feasibility of electronic component reuse due
to the absence of ‘wear and tear’, in contrast to mechanical components, result in
a vast product recovery potential. Moreover, disposal of electronic equipment is
increasingly being restricted in many countries (see e.g. VROM, 2000).
Unless indicated otherwise the material discussed in this chapter is based on a
study in co–operation with IBM’s service parts logistics division in Amsterdam, The
Netherlands. Details of this study are presented in Chapter 9. For the moment, we
restrict ourselves to giving a global picture of IBM’s Reverse Logistics activities.
IBM’s business activities as a leading manufacturer of IT equipment and services
involve several groups of ‘reverse’ goods flows. The total annual volume amounts
to several ten thousand tonnes world–wide. Recall from Section 1.1 that we have
delineated Reverse Logistics as concerning inbound flows of secondary goods from
downstream supply chain parties. In the case of IBM this encompasses the following
categories (see also Schut and Germans, 1997; Dijkhuizen, 1997):
• used machines
– lease returns
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– trade–in offers
– environmental take–back
• unused machines
– retailer stock rotation
– cancelled orders
• rotable spare parts
The first distinction can be made between returns of entire machines on the one
hand and of spare parts on the other. The former can be further divided into used
and unused equipment. More specifically, the different groups can be summarised as
follows.
Used product returns stem from several sources, mainly in the business market.
First of all, the most traditional category concerns returns of leased equipment. In
this case, machines are returned to IBM unless customers eventually buy them at the
end of the lease period that typically amounts to about three years. Second, IBM
may offer to trade in used machines from customers buying new ones. Commercial
considerations and the recovery of valuable resources are the major drivers for this
initiative. Moreover, in this way knowledge intensive components can be prevented
from leaking to broker markets or competitors. Third, IBM has established product
take back programs in selected countries, including the USA, South Africa, and most
countries in Western Europe, and offers to take back any used equipment customers
want to dispose of for free or in return for a small fee. In addition to the above drivers,
a ‘green’ company profile and compliance with current or expected environmental
regulation play a major role in this context. The latter concerns both the business
and the consumer market. For example, the ‘White and Brown Goods Act’ in the
Netherlands obliges manufacturers and importers of electronic appliances to take
back their products after use and recover certain minimum percentages (VROM,
2000). Similar legislation applies in Norway and is currently discussed in several
other European countries as well as on an EU–level. Similar directions are also taken
in Eastern Asia, including Japan and Taiwan.
On a much smaller scale, IBM also faces returns of unused machines. As part
of its marketing strategy IBM grants retailers the right, under specific conditions,
to return a certain amount of unsold stock against refunding. In other words, IBM
covers a part of the retailer’s market risk. Similarly, a customer may be allowed to
cancel an order until a certain point in the sales process, possibly after the shipment
has taken place. Both of these cases again primarily concern the business market.
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Finally, another important class of ‘reverse’ goods flows at IBM concerns rotable
spare parts, which have been key to IBM’s service concept for a long time. To
support its service activities IBM maintains stocks of some 100,000 different spare
parts. Defective parts replaced in a customer’s machine are sent back for repair and
can then be used as spare parts again. In this way, keeping parts in a closed loop as
much as possible substantially reduces procurement costs. In addition to defective
parts, good parts that were needed for diagnostic reasons are also returned.
Recognising the growing strategic impact of Reverse Logistics flows IBM has
recently set up a new business unit Global Asset Recovery Services (GARS) that is
responsible for managing all goods return flows world–wide. In particular, assigning
returned goods to appropriate reuse options, i.e. dispositioning, is an important task
of GARS. By centralising these activities in one organisation IBM opts for an active
return management that systematically exploits the resource potential of ‘reverse’
goods flows. In order to recover a maximum of value from the various sorts of
returned equipment IBM considers a hierarchy of reuse options on a product, part,
and material level. In this way, goods return flows account for a total annual financial
benefit of several hundred million US$. In the sequel we discuss the Reverse Logistics
channels per goods category and highlight salient issues. Focus is on the geographic
area of Europe, the Middle East, and Africa (EMEA). For America and the Asia and
Pacific region similar observations hold.
Used machines
The Reverse Logistics channel for used machines is displayed in Figure 2.1. Machines
from business customers are, in general, returned via one of the national distribu-
tion centres (DC). Subsequently, several recovery options are considered. If a used
machine is deemed remarketable it is assigned to refurbishment. After testing, re-
placing worn-out or outdated modules, repair, and cleaning it may then be re–sold,
possibly via internet. Refurbishment is relevant mainly for lease returns. The se-
lection is made on the basis of the machine type by means of a regularly updated
‘keep–list’. Presently, IBM runs two refurbishment facilities in Europe for different
product ranges, namely in Montpellier, France and in Niederroden, Germany.
If refurbishment is not viable a used machine may be dismantled in order to
recover valuable parts. Parts are tested and repaired if necessary and may then enter
the spare parts circuit (discussed in more detail below). If not required internally,
some of the generic parts may also be sold to external parties, such as brokers. Used
machines are a valuable source for spare parts since the costs for dismantling and
subsequent processing are significantly lower than for buying new parts. Moreover,
dismantling represents an opportunity to avoid maintaining production capacity for
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Figure 2.1: IBM reverse channel for used machines
spare parts only, which is relevant since the service period for a given machine type
is typically much longer than its period of production. Dismantling is currently
carried out at three European IBM locations that process equipment from several
EMEA countries, namely in Amsterdam, The Netherlands, in Mainz, Germany, and
in Montpellier, France.
The remainder of the used machines is transferred to recycling subcontractors,
such as MIREC in the Netherlands, to recover secondary raw materials. On a global
scale, only a remainder of some 5% is landfilled or incinerated (see also IBM, 1998).
Used machines returned from the consumer market follow a different road. Since
individually collecting this equipment, which usually has a low market value, tends
to be inefficient IBM supports branch-wide approaches for this market sector. For
example, to comply with recent product take-back legislation in The Netherlands
IBM participates in a system organised by ICT, the Dutch association of information
and communication technology producers. In this case, used machines from different
manufacturers are collected by the municipalities from where they are shipped to
recycling companies subcontracted by ICT. Costs for transportation and recycling
are shared by the ICT members, proportional to the volume share of their brands in
the return flow.
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The current locations of the above IBM recovery facilities are largely historically
motivated. Re–designing the corresponding logistics network is considered in the
context of the global returns management. In the solution a number of identical re-
turn centres should process all used machines from the European market. From this
centralisation one may expect a substantial increase in the efficiency and technical
viability of the recovery activities. However, an international logistics network design
faces legislative difficulties in this context. Both in Europe and in the USA trans-
porting waste across borders is, in many cases, not allowed. Therefore, one needs to
determine whether used computer equipment is to be considered as waste or rather
as a recoverable resource. It appears that present legislation has been overtaken by
some of the rapid advances in product recovery.
In addition, the dispositioning strategy is an important issue. The current fixed
hierarchy of options, namely refurbishment before dismantling before recycling may
not always be economically optimal. For example, benefits from parts dismantling
may, in certain cases, outweigh those from refurbishment, especially since oppor-
tunities for actually reselling a refurbished machine are uncertain. Addressing this
issue more systematically raises the question of how to value returned goods. Leased
equipment has, in principle, a meaningful bookvalue. However, other returned used
products are basically obtained ‘for free’ and do not have a well determined ‘market
value’. This does not only lead to difficulties in accounting and tax issues but also in
financial controlling. Therefore, appropriate ways need to be found to assign costs
and benefits of returned goods to activities and organisations. Determining inventory
costs is one of the related issues in the logistics context.
Unused machines
Unused equipment is, in general, also returned via the national warehouses. Given
the technically ‘new’ condition of these products one seeks to resell them, in the
first place. However, short product life cycles and hence fast depreciation render
this option highly time-critical. Therefore, much effort is put into finding alternative
markets as fast as possible. Alternatively, returning unused equipment to the man-
ufacturing location is considered. Machines may be disassembled and serve again
as input to production processes. Finally, returned unused machines for which no
other opportunity is found join the stream of used equipment. Parts dismantling
or recycling may then contribute to recovering at least some fraction of the original
product value. In the case of unused equipment, clear financial responsibilities prove
particularly important in order to maximise the overall result.
Spare parts
The IBM spare parts network for the EMEA region encompasses a hierarchy of
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stock locations that is fed via a central buffer in Amsterdam, The Netherlands. As
discussed above, parts are kept in a closed loop as much as possible. Therefore,
defective parts from a customer’s machine are returned by an IBM service engineer
into the network to be stocked as ‘available for repair’ in national warehouses. Upon
requirement they are then sent to a parts specific central repair location, which may
be IBM–owned or an external party. Repaired parts are added to the regular stock
again.
At present, the parts return flow largely follows the ‘forward’ network structure.
In order to speed up the return process, and hence to achieve earlier parts availability,
a more dedicated reverse channel design is considered. In particular, some levels of
the ‘forward’ network may be bypassed for more direct flows.
As discussed above, dismantling used machines may serve as an alternative source
for spare parts. However, efficiently exploiting this source faces a number of difficul-
ties. In particular, uncertainty is a major issue. To a large extent, the return flow of
used machines cannot be controlled and is hard to predict. Moreover, even when a
machine is available it is not always clear which components it exactly contains, due
to intermediate reconfiguration or changes made by the customer. Therefore, dis-
mantling is perceived as a cheap yet uncertain supply source. Furthermore, quality
is a major issue in this context. IBM is careful not to corrupt its quality standards by
introducing used equipment into its spare parts circuit. In principle, a used machine
that is traded in by a customer is not defective. However, certifying its quality may
require expensive inspection and testing. Hence, there is a tradeoff between the cost
of the dismantling channel and the quality guarantee. We return in detail to the
issues around managing dismantling in Chapter 9.
Chapter 3
Structuring the Field
The objective of this chapter is to lay out a structure of Reverse Logistics serving
as a point of reference in the remainder of our investigation. Section 3.1 discusses
major dimensions of the Reverse Logistics context, namely drivers, actors, disposi-
tioning options, and cycle times. Based on these aspects, Section 3.2 characterises
different categories of Reverse Logistics flows. Section 3.3 concludes the chapter with
a literature review complementing the field of our investigation.
3.1 Dimensions of the Reverse Logistics context
The previous chapters have made clear that Reverse Logistics flows are diverse. Ex-
amples range from reusable packages to disposed computer equipment and from re-
turns of unsold merchandise to rotable spare parts. One may think of many criteria
for a classification. In the sequel we discuss drivers, dispositioning options, actors,
and cycle times as they appear particularly important from a logistics perspective.
Reverse Logistics drivers
Economic, marketing, and legislative motives are commonly cited as reasons for com-
panies to engage in Reverse Logistics. We add asset protection to this list and briefly
discuss each of these drivers below.
First of all, ‘reverse’ inbound flows may be economically attractive since used
or returned products represent cheap resources from which value may be recovered.
Recovery is often cheaper than building or buying new products or ‘virgin’ materials.
In view of low raw material prices, economic attractiveness often relies on the recovery
of added manufacturing value rather than on mere material recovery. However, there
may be exceptions, such as precious metal recycling.
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Second, marketing triggers refer to the role of Reverse Logistics in improving a
company’s market position. On the one hand, growing competition may force com-
panies to take back and refund excess products from their customers. On the other
hand, used product take–back and recovery is an important element for building up
a ‘green’ profile, which companies are increasingly paying attention to. Today, most
companies emphasize their reuse and recycling activities in environmental reports.
While improving a company’s environmental image alone may not be a sufficient
justification for Reverse Logistics initiatives, it may account for additional benefits
on top of other, economic advantages. Finally, taking back used products may be
seen as a service element, taking care of the customer’s waste disposal needs.
Third, environmental regulation is another reason for Reverse Logistics that is of
growing importance. As sketched in the introduction, extended producer responsibil-
ity has become a key element of public environmental policy in several countries. In
this approach manufacturers are obliged to take back and recover their products after
use in order to reduce waste disposal volumes. While these legislative initiatives are
mainly found in Europe, and partly in Eastern Asia, they surely have a world–wide
impact in view of today’s global markets.
Fourth, we mention asset protection as another motive for companies to take back
their products after use. In this way, companies seek to prevent sensitive components
from leaking to secondary markets or competitors. Moreover, potential competition
between original ‘virgin’ products and recovered products is avoided in this way.
The different motivations driving ‘reverse’ goods flows have important implica-
tions for managing the corresponding logistics activities. In particular, they give
indications as to which party initiates the flows. In the case of economically driven
flows one can expect a more active role of the receiving party and hence a tendency
towards a demand–pull situation. In contrast, legislation and commercial motiva-
tions may lead to a supply–push setting where the receiving party is mainly forced
to respond to its customers’ behaviour.
Dispositioning options
The above drivers are closely linked with the available options for recovering value
from the goods under consideration; in other words, the dispositioning alternatives.
In this context, many authors have adopted the categorisation proposed by Thierry
et al. (1995) distinguishing different forms of recovery with respect to their re–entry
point in the value adding process. Since this classification has often been discussed
we do not need to elaborate on it in detail again and can therefore restrict ourselves
to recalling the major terms.
First of all, items may possibly be reused directly without any major reprocessing
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except for cleaning or minor maintenance. Alternatively, remanufacturing conserves
the product identity and seeks to bring the product back into an ‘as new’ condition
by carrying out the necessary disassembly, overhaul, and replacement operations. In
contrast, the goal of repair is to restore failed products to ‘working order’, though
possibly with a loss of quality. Recycling denotes material recovery without conserv-
ing any product structures. Finally, returned products may not be reused at all.
Therefore, we add disposal, in the form of landfilling or incineration, to the list of
dispositioning alternatives.
It is clear that the available dispositioning alternatives have important logistics
implications. They largely influence future ‘forward’ flows following the Reverse
Logistics stage and therefore determine major boundary conditions. Aspects such as
time–criticality, modes of transportation, and logistics integration with other flows
may depend to a large extent on the dispositioning.
Actors
Furthermore, we would like to highlight the actors involved as another important
dimension of Reverse Logistics flows. A major distinction can be made between
products returning to a party in the original supply chain on the one hand, such as
the original equipment manufacturer (OEM), and ‘reverse’ flows entering an alter-
native chain on the other hand. In the latter case a further distinction can be made
between specialised parties relying exclusively on secondary resources and parties
using them as additional input alternative. The former includes, e.g., specialised re-
manufacturing companies. As an example of the latter one may think of steel works
making use of scrap metal. Again, there is a salient impact on the corresponding
logistics processes. In particular, the configuration of Reverse Logistics actors sets
important constraints for integrating ‘forward’ and Reverse Logistics activities.
Cycle time
Finally, we pay attention to the time period a product stays with its owner before
entering a ‘reverse’ flow. As we see in the next section, cycle times for different types
of Reverse Logistics flows differ considerably, varying from a few days in the case
of reusable packaging to several years for end–of–life durable goods. The cycle time
has a direct impact on feasible dispositioning options: in many cases the economic
value of a good that is returned quickly may be expected to be higher than of a
product that has stayed in the market for a long time. Furthermore, the cycle time
largely influences logistics planning, namely appropriate forecasting approaches and
opportunities for integrating ‘forward’ and ‘reverse’ flows.
22 Chapter 3. Structuring the Field
3.2 Categories of Reverse Logistics flows
Based on the above dimensions we can characterise a number of different categories of
Reverse Logistics flows. Recall from Chapter 1 that we delineated Reverse Logistics
as concerning the management of inbound flows of secondary goods opposite to the
traditional supply chain direction. Within this scope we distinguish the following
cases:
• End–of–use returns
• Commercial returns
• Warranty returns
• Production scrap and by–products
• Packaging
Figure 3.1 gives an overview of the different ‘reverse’ flows and their position in the
supply chain. For each case, we indicate the former and the future product owner,
i.e., the party that is responsible for the dispositioning decision. It should be noted
that the arrows do not necessarily coincide with the corresponding physical flows. In
particular, intermediates such as logistics service providers and subcontractors are
not depicted here. The figure is meant as an illustration of the points where ‘reverse’
goods flows arise in the supply chain rather than as a description of reverse distri-
bution channels. Furthermore, Table 3.1 characterises each of the above categories
in terms of the dimensions addressed in the previous section and lists some typical
examples. In the remainder of this section we discuss each category in more detail.
End–of–use returns
Probably the most prominent category of Reverse Logistics flows concerns end–of–
use returns. It is mainly this group that has triggered the growing interest in Reverse
Logistics in recent years. End–of–use returns denote flows of goods that are disposed
of after their use has been completed. This group is in itself diverse and contains a
wide range of examples. Alternatively, one may also find the term end–of–life returns
for this type of flows. We prefer a somewhat broader perspective including returns
of goods that have not necessarily reached the end of their technical or economic
‘life’. In particular, we include returns of leased products in this group. End–of–
use returns typically originate from consumers or waste processors. Moreover, the
time between the original receipt and the return tends to be relatively long. Possible
drivers for companies to deal with end–of–use return flows encompass the entire
spectrum discussed in the previous section:—
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Figure 3.1: Reverse Logistics flows in the supply chain
First of all, used products may represent a valuable resource, which is economi-
cally attractive to recover. While direct reuse tends to be unfeasible in most cases,
remanufacturing and recycling are the major recovery options for this category. Given
the economic benefits, these kinds of end–of–use products may be attractive for both
original manufacturers and specialised recoverers. The importance of market entry
barriers, such as customer accessibility and required product knowledge for recovery,
largely determine the relative advantages of both groups of actors. IBM’s computer
refurbishing, the copier remanufacturing initiatives discussed in the introduction, and
the carpeting recycling projects are some of the numerous examples of the first case.
Typical examples of the second case include tyre retreading by small independent
shops and cellular telephone remanufacturing. As discussed above, economic moti-
vations for end–of–use flows often go together with marketing drivers, namely the
striving for an environmentally conscious company profile. We recall in this context
the aforementioned example of Kodak’s single–use cameras.
Another major group of end–of–use returns is due to environmental regulation.
Typically, it is the original producer that is charged with the responsibility for en-
vironmentally sound end–of–life management in these cases. Although the actual
processing of the returned goods may be outsourced to a third party the producer
bears the financial responsibility. Given the lack of economic benefits and the legal
restrictions to disposal, material recycling is the typical solution found in these cases.
As typical examples one may think of the implementation of the Dutch electronics
take–back legislation (see also Chapter 2) and scrap car recycling in Taiwan (Lee,
1997).
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Finally, asset protection goals may also motivate end–of–use return flows. As
discussed above, original equipment manufacturers may want to retrieve their prod-
ucts after use to prevent competitors from taking advantage of them. For example,
this appears to be an important aspect in the collection of used toner cartridges by
OEMs (see Chapter 1). In general, the collected used products may subsequently be
recovered in the form of remanufacturing or recycling. However, they may also be
disposed of after making sure that sensitive components and information have effec-
tively been destroyed. The latter reflects current practice, e.g., for certain electronic
components in the computer industry.
Commercial returns
Another important category of Reverse Logistics flows concerns commercial returns,
denoting product returns undoing a preceding business transaction. In this case, the
buyer returns products to the original sender against refunding. In principle, com-
mercial returns may exist between any two parties in a supply chain that are in direct
business contact. However, the most important cases concern returns from retailers
to manufacturers and from consumers to retailers. Commercial returns primarily
depend on the channel power of the different supply chain parties and represent a
transfer of financial risk from the buyer to the seller. This is particularly relevant
for products involving a high risk of obsolescence, for example due to seasonality
(e.g. sun–care) or short product lifecycles (e.g. personal computers, fashion clothes).
Commercial returns as such are not a new phenomenon. For example, catalogue
retailers have always faced product returns from customers as an integral element of
their business processes. However, returns are becoming increasingly important due
to a concentration of market power, in particular in the form of large retail chains. A
recent survey among US manufacturers reports in this context on return rates of up
to 20% for personal computer manufacturers and of up to 30% for book publishers
(Rogers and Tibben–Lembke, 1999).
Many dispositioning options for commercial returns are possible. Since the prod-
ucts are unused and, in general, not defective they may be reused, i.e. resold directly,
possibly on an alternative market. However, this option may be highly time critical,
in particular in the case of short product lifecycles (see also Chapter 2). Moreover,
the occurrence of commercial returns in itself indicates a lack of market demand. Up-
grading the returned products to new standards may be another alternative. Finally,
material recycling or even disposal may be the last resort. In any case, commercial
returns imply a financial disadvantage for the original seller.
Warranty returns
Warranty returns form a category of secondary goods flows contrary to the con-
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ventional supply chain direction that has been around for a long time. It refers to
failed products that are returned to the original sender. This may concern products
that failed during use but also goods that were damaged during delivery. Moreover,
we also include rotable spare parts in this category. Finally, one may also think of
product recalls due to security hazards. Warranty returns rely on both marketing
considerations concerning customer service and on legislative rules. Repair is the
typical dispositioning option for this category. However, disposal may be another
alternative, possibly implying some refunding or replacement to the customer.
Production scrap and by–products
Yet another category of Reverse Logistics flows concerns production scrap and by–
products. In many cases, excess material resulting, e.g., from cutting or blending
is reintroduced in the production process. Similarly, off–specification products may
be reworked to meet quality targets. As they save resources, these kinds of ‘internal
return flows’ are economically driven. In other cases, reducing emissions may be re-
quired by environmental regulation, especially for hazardous materials. By–products
are often transferred to alternative supply chains.
Packaging
Finally, packaging is another major class of Reverse Logistics flows. Crates and
refillable bottles as well as pallets and reusable boxes are among the earliest and best
known examples of Reverse Logistics. Reuse of these product carriers is economically
attractive since they can often be reused directly without major reprocessing, except
for cleaning. Moreover, they tend to be returned relatively quickly since they are
only required for goods transportation and become available again after delivery.
Reusable packaging may either be returned to the original sender, such as roll–
containers from supermarkets to suppliers, or transferred to alternative parties. In
many cases, reusable packaging is owned by logistics service providers who take
care of the recollection. In view of its large contribution to waste disposal volumes,
packaging material has also become a target of environmental legislation. One of the
most prominent examples is the German ‘Green Dot’ system, obliging manufacturers
to take back and recover their product packaging. Recycling, especially of plastic
materials, is the major element of this system (Duales System, 2000).
Given their importance to recent developments in Reverse Logistics our focus in
the sequel is mainly on end–of–use returns. However, the above discussion should
make clear that there are more types of ‘reverse’ goods flows. Moreover, we have
seen in the example of IBM in Chapter 2 that the management of different Reverse
Logistics flows may be intertwined. Therefore, we keep the overall picture in mind
and explicitly refer to it where appropriate.
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3.3 Literature review
This section provides a review of academic literature related to the field of the present
investigation. As discussed in Chapter 1, the focus of our analysis within Reverse
Logistics is on distribution and inventory management, as being logistics core ele-
ments. Literature on both of these areas is discussed in detail in the subsequent
chapters in the course of the analysis. At this point, we take a broader perspective
and consider literature complementing our research. For this purpose, we review
scientific literature concerning general Reverse Logistics issues which mainly have a
conceptual and structuring character. In addition, we discuss insights from business
areas that have a direct interface with logistics and thereby determine its boundary
conditions. To this end, we consider related literature on marketing channels, on
the one hand, and on production and operations management, on the other hand.
Given the direction of our research, the focus is on quantitative analyses. In addition,
we include literature sources that provide points of reference by structuring major
issues, and qualitative case descriptions that may serve as a basis for a quantitative
analysis. Table 3.2 summarises the sources discussed below. It should be clear that
we do not intend to provide an exhaustive list of references but rather aim at giving
an up to date picture of major issues, results, and research activities relevant to our
investigation.
3.3.1 General Reverse Logistics issues
Monographs
At present, we are aware of four monographs that are dedicated to Reverse Logistics
specifically. In addition, issues in Reverse Logistics have been addressed in detail
in some recent PhD theses. The aforementioned White Paper of the CLM (Stock,
1992) is among the first publications systematically analysing the area of Reverse
Logistics. Focus is on the role of logistics in waste reduction. The author identifies
four major issues namely source reduction, recycling, substitution, and disposal and
discusses their impact on each of the functional areas of procurement, transportation,
warehousing, and packaging. Based on interviews with US companies and industry
and governmental organisations he concludes that Reverse Logistics is yet a beginning
development and that most companies adopted fairly reactive approaches driven by
environmental regulation. The results of this study have been updated by Stock
(1998). He places Reverse Logistics in the context of environmental management
and emphasizes its potential corporate benefits due to cost reductions and customer
value-added. Numerous examples of Reverse Logistics initiatives world–wide are
given. Best practices are highlighted in case studies.
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In a similar approach, Kopicki et al. (1993) address Reverse Logistics as an el-
ement of solid waste management. Logistics issues are discussed in the context of
municipal waste recycling, reusable packaging, product take-back, and specialised
third–party recycling services. In addition to a large number of illustrative exam-
ples, two detailed case studies are worked out that concern photo chemical recycling
and a retailer’s waste reduction initiatives, respectively. Collection and processing
infrastructure, industrial partnerships, and performance measurements are identified
as key aspects of Reverse Logistics programs.
Rogers and Tibben–Lembke (1999) take a slightly different perspective on Re-
verse Logistics by analysing companies’ product take–back policies. Based on a sur-
vey among US companies competitive reasons are identified as a largely dominating
factor. The authors then focus on cost reduction and value recovery opportunities for
reducing the financial burden of product returns and emphasize the role of Reverse
Logistics as a potential competitive advantage.
In addition, it is worth mentioning a number of recent PhD theses that have
addressed issues in Reverse Logistics and product recovery management. Thierry
(1997) has provided one of the first systematic analyses of operations management
issues in a product recovery environment. Based on several business examples he
lays out a general structuring of this field. Moreover, MRP–concepts and logistics
network design are discussed specifically. The author emphasizes the high level of
uncertainty as one of the major challenges intrinsic to product recovery management.
We frequently refer to his analysis throughout this thesis (compare also Section 3.1).
Furthermore, Van der Laan (1997) has analysed several classes of mathematical in-
ventory models in a remanufacturing context. His results are referred to in detail
in Part III of this thesis. Finally, Krikke (1998) has addressed two main issues in
product recovery management, namely dispositioning and logistics network design.
His contributions are discussed in more detail in Section 3.3.3 below and in Part II.
Literature reviews
To date, a few literature reviews have been published that encompass research on
Reverse Logistics. However, most of them have a different focus and include Reverse
Logistics as one sub–aspect rather than a major theme on its own. Many of the
sources referred to in this thesis are discussed in the review by Fleischmann et al.
(1997) addressing Operational Research (OR) models in a Reverse Logistics context.
The material is structured around the areas of distribution management, inventory
control, and production planning.
Moyer and Gupta (1997) focus specifically on product recovery in the electronics
industry as one of the most prominent areas in the recent developments in response
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to growing environmental concern. Their review encompasses a rich selection of
literature on a conceptual description of product recovery, on environmental hazards
of electronic waste, on product design issues, and on related marketing considerations.
Moreover, general concepts are illustrated in the specific case of printed circuit board
disassembly. Finally, a number of related OR models is discussed.
In addition, we would like to mention a review by Bras and McIntosh (1999).
Taking a remanufacturing perspective, research concerning related design issues on
a product, process, and organisational level is discussed. Emphasis is on the role
of remanufacturing as a high–level form of value recovery, as opposed to material
recycling. Literature is subdivided into descriptive and prescriptive work. Much
attention is paid to the role of product design as a major determinant of remanufac-
turing possibilities.
Overview of Reverse Logistics issues
A paper by Vandermerwe and Oliff (1991) is among the earliest influential contribu-
tions providing a systematic analysis of the business implications of product recovery.
The authors consider the shift from a linear ‘buy–use–dump’ perception of economy
towards a concept of reconsumption cycles. They highlight emerging management
tasks in the areas of research and development, manufacturing, and marketing. In
particular, adjusting product design, setting up bi–directional logistics infrastruc-
tures, and developing appropriate sales channels are identified as key issues. More
recently, Guide et al. (1998) have pursued this stream of research by presenting a de-
tailed comparison between traditional and recoverable manufacturing environments.
The paper discusses the impact on business functions including logistics, purchasing,
and production planning. The authors emphasize the issue of uncertainty as one of
the major challenges in product recovery.
Carter and Ellram (1998) investigate drivers and constraints determining a com-
pany’s Reverse Logistics activities. Based on a literature study they identify reg-
ulation and customer preferences as major stimulating factors. At the same time,
inferior quality of input resources and a lack of stakeholder commitment are found
to be major obstacles to successful Reverse Logistics programs. Tibben–Lembke
(1999) highlights the impact of Reverse Logistics on the costs relevant to a purchas-
ing decision (total cost of ownership). He argues that Reverse Logistics may have
both increasing and decreasing effects on various cost categories, including education,
transportation, and maintenance. The author concludes that taking Reverse Logis-
tics into account as a cost determinant is becoming increasingly important. Rosenau
et al. (1996) discuss consequences of product recovery from an accounting perspec-
tive. The authors argue that reusable items, such as reusable packaging, should be
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considered assets rather than expensed items. A case study is presented, compar-
ing ten US companies in the vehicle assembly industry. The authors conclude that
investment oriented approaches, such as a net present value calculation result in sig-
nificantly better decisions as to the use of reusable versus disposable packaging than
the current practice of focusing on the pay–back period.
Flapper (1996) focusses on logistics aspects specifically. He considers collec-
tion and processing as major sub–areas within a reverse channel and distinguishes
demand– and supply–driven activities. Supply uncertainty, multiple supply alter-
natives, and generation of by–products are stated as distinctive characteristics of
Reverse Logistics as compared to traditional production–distribution environments.
Kokkinaki et al. (1999) take a look at opportunities for electronic commerce solutions
in Reverse Logistics. They emphasize the apparent match between the extended in-
formation requirement in a Reverse Logistics environment and the recent advances
in electronic information technology. The authors discuss potential applications both
for purchasing and sales. Considering current business examples they conclude that
the combination of electronic commerce and Reverse Logistics is a promising yet
largely unexplored issue.
Case studies
While many examples of recent Reverse Logistics initiatives have been pointed out,
the number of related detailed case studies in academic literature turns out to be
fairly limited. A notable exception concerns a well–known study on copier recovery
(Thierry et al., 1995). This paper provides a systematic description of the steps in the
implementation of a product recovery strategy, moving from a simple repair program
to an extended hierarchy of recovery options. In a similar context, Clendenin (1997)
reports on a business process reengineering approach to optimise Reverse Logistics
channel activities at Xerox. De Koster and van de Vendel (1999) analyse return
handling in the retail sector. They compare 9 companies in The Netherlands, divided
into food and non–food retailers and mail–order companies. An overview is given of
different return flow types and corresponding issues in transportation and internal
handling. As a conclusion, the authors formulate guidelines when to integrate return
handling with routine ‘forward’ activities and when to approach them separately.
A number of less detailed business examples from several industries, including
electronics and tyres, has been discussed by Ayres et al. (1997). Furthermore, it is
worth pointing at a recent survey–based study concerning Reverse Logistics activities
of major companies in Germany (Gotzel et al., 1999). For a wider collection of
examples we refer to the above monographs. Additional material can be found in
proceedings of conferences such as the IEEE International Symposia on Electronics
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and the Environment (IEEE, 1999), and the International Seminar on Reuse (Flapper
and de Ron 1996, 1999) and, in Dutch, in a regularly updated case collection (Van
Goor et al., 1997).
3.3.2 Marketing channels for Reverse Logistics flows
The development of appropriate marketing channels and an efficient assignment of
tasks to the different supply chain parties have been analysed since the early days
of Reverse Logistics activities. As early as in 1975 Guiltinan and Nwokoye proposed
a classification distinguishing four reverse channel types, namely (i) channels using
traditional middlemen, (ii) channels involving secondary materials dealers, (iii) chan-
nels based on manufacturer–controlled recycling centres, and (iv) channels including
joint–venture resource recovery centres. A comparison is given that focusses on col-
lection and sorting, storage, and market communications as main channel functions.
Collection volume is found to be a major critical success factor. Ginter and Starling
(1978) confirm this conclusion and consequently see an important role for interme-
diates consolidating small volume flows from consumers into large volume supplies
to recoverers. Pohlen and Farris (1992) have pursued this analysis. Rather than
distinguishing a few channel types they state a set of reverse channel functions and
potential actors, which may be assigned to each other in manifold ways. In addition
to the above list of activities, transportation, compactification, and reprocessing are
named as typical channel functions. The role of co–operation and a more systematic
channel design, including location analysis, are stated as important research issues.
Fuller and Allen (1995) have proposed a slightly different reverse channel typology,
including loose, temporary networks. They highlight the role of public policy in
providing appropriate conditions for the viability of reverse channels and conclude
that long–term success of product recovery critically depends on partnerships among
governments, businesses, and consumers.
Several authors have presented empirical studies illustrating and extending the
above findings. Jahre (1995) analyses alternative channel structures for household
waste collection and recycling. In particular, she pays attention to the tradeoff
between sorting and combined handling of mixed material streams. She identifies
population density and the variety of different materials as major impact factors.
Johnson (1998) compares several networks for ferrous scrap recycling in the USA. He
shows processing volume to be a main determinant of the power allocation among
the supply chain members, namely metal working companies, scrap processors and
steel mills. Chandrashekar and Dougless (1996) consider pricing mechanisms for
selling surplus material. They point to the growing institutionalisation of recycling
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markets, as illustrated by the Chicago recyclables exchange, which enables long–
term index–priced contracts. De Koster et al. (1999) describe the industry–wide
recycling system set up in response to the recent electronics take back legislation
in the Netherlands (compare also Chapter 2). The authors are critical about the
financing mechanism relying on a fixed recycling fee charged to the consumer and
about the lack of incentives for more advanced forms of product recovery. Lee et al.
(1998) report on similar recycling systems in Taiwan for several product categories
including packaging, tyres, batteries, and cars.
In addition, some quantitative approaches to analysing ‘reverse’ marketing chan-
nels have recently been proposed. Savaskan et al. (1999) develop a game theoretic ap-
proach to assessing the performance of alternative reverse channel structures. Specif-
ically, they analyse an OEM product recovery system where collection is carried out
by the retailer, the manufacturer or a third party, respectively. Considering the
system’s efficiency and the individual parties’ profits, the authors find collection by
the retailer to strictly dominate the other solutions. In addition, product recovery
is shown to be a means for channel co–ordination. Savaskan and Van Wassenhove
(1999) extend the above model to the case of multiple retailers. In this case, there is
no strictly dominant solution. Collection by the manufacturer is shown to result in a
higher recovery rate and in a higher cost efficiency of the system. On the other hand,
collection by the retailers increases competition and provides an instrument of price
differentiation to the manufacturer. Furthermore, several authors have addressed
return policies in the context of supply chain contracts. In particular, commercial
returns between retailers and manufacturers have been investigated. For example,
Emmons and Gilbert (1998) present a game theoretic model for analysing the impact
of commercial returns between retailers and manufacturers. It is show that return
policies may be beneficial to both the manufacturer and the retailer. For a general
discussion of supply chain contracts we refer to Tsay et al. (1998).
3.3.3 Production and operations management issues
Overview of issues
The role of production and operations management in product recovery has received
substantial attention during the past decade. In particular, much focus has been
on remanufacturing, accounting for a significant industrial sector of its own right.
In his seminal work Lund (1984) emphasizes the potential of remanufacturing for
reconciling economic and environmental goals by exploiting added manufacturing
value incorporated in used products. Guide (2000) characterises the main opera-
tions management issues and reviews state–of–the–art research. Based on a survey
3.3. Literature review 35
among US remanufacturers he identifies seven complicating factors, namely (i) re-
turn uncertainty, (ii) a potential imbalance between supply and demand, (iii) a need
for disassembly, (iv) uncertain yields, (v) a need for Reverse Logistics, (vi) material
matching restrictions, and (vii) uncertainty and variability in the processing steps.
The author concludes that formal systems for planning and controlling remanufactur-
ing operations are underdeveloped and largely absent in current practice. A similar
conclusion is drawn in a study of the Rochester Institute of Technology (Nasr, 1998).
Gungor and Gupta (1999) take a somewhat wider perspective, addressing product
recovery in the context of environmentally conscious manufacturing. An extensive
literature review is given, including issues in product design, collection, disassembly,
inventory control, and scheduling. Finally, it is worth mentioning a review by Flapper
and Jensen (1998), which focusses on rework as a specific form of product recovery
and surveys literature on corresponding OR lotsizing and scheduling models.
A large variety of business examples illustrating the above issues can be found,
e.g., in the proceedings of the APICS Remanufacturing Symposia (APICS, 1998).
However, as in the previous sections, detailed case studies are largely lacking also for
the production and operations management issues in product recovery.
In addition to these general approaches, a number of specific production and
operations management issues in product recovery has been investigated in more
detail. In particular, disassembly planning, modified MRP–concepts, and scheduling
of remanufacturing operations appear to be areas that have seen active research
efforts. We briefly address each of these areas.
Disassembly
A need for disassembly is one of the most salient aspects distinguishing many product
recovery systems from a traditional manufacturing environment. Brennan et al.
(1994) contrast assembly and disassembly operations and point out that they are
not symmetrical to each other. In particular, disassembly planning has to cope with
additional dependencies among multiple items.
Many authors have addressed the optimisation of the disassembly depth and se-
quence. Most approaches rely on a graph representation of the product structure.
Computational challenges may arise due to large problem sizes. In this context,
Johnson and Wang (1995,1998) have presented a network flow model for maximis-
ing the recovery profit for a given product, balancing component values and dis-
assembly costs. Similarly, Penev and de Ron (1996) consider optimal ‘cannibalisa-
tion’ sequences releasing a number of preselected components from a given product.
Meacham et al. (1999) extend these approaches to multi–product models involving
fixed costs and common parts. A column generation algorithm is designed to cope
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with large problem sizes. Krikke et al. (1998) develop a stochastic approach, taking
into account uncertainty in the condition of a product and its components, which
may affect the feasibility of recovery options.
Zeid et al. (1999) discuss an artificial intelligence approach to implementing dis-
assembly optimisation. Keeping track of previous disassembly results is suggested
as a means for overcoming problems due to a lack of accurate data. Pnueli and
Zussman (1997) emphasize the link between recovery and product design. They
show how information from a disassembly analysis can be used to eliminate weak
spots in a product design in order to increase its end–of–life value. In a somewhat
different context, Sodhi et al. (1999) consider material separation in bulk recycling
processes. Rather than by discrete disassembly operations, shredded material frac-
tions are separated in centrifuges or special baths, based on differences in specific
weight. The authors develop a scheme for minimising the number of processing steps
for separating a fixed number of materials from a given mix. Finally, an application
of disassembly planning to the environmentally conscious dismantling of residential
buildings appears to be worth mentioning (Spengler and Rentz, 1996).
MRP in a product recovery environment
The use of MRP concepts in a product recovery context is another issue that is re-
ceiving significant attention. Traditional MRP logic faces a number of difficulties in
recovery planning. Specifically, the dependencies between components that are si-
multaneously released by disassembly and the choice between multiple supply sources
(e.g. different returned products) cannot be handled adequately by a simple level–by–
level top down approach as in traditional MRP. Therefore, several modifications to
MRP have recently been proposed. Most of them rely on a ‘reverse’ bill of materials
(BOM), documenting the recoverable subassemblies of a product and the processing
times to release them. As not all components may be fully recoverable this ‘reverse’
BOM is not necessarily a symmetric picture of the original BOM.
Flapper (1994) addresses a situation where components for a final product may be
obtained from the disassembly of used products as an alternative to purchasing new
ones. Predetermined priority lists are used to deal with multiple procurement op-
tions for a required component. Inderfurth and Jensen (1998) and Inderfurth (1998)
extend this model and analyse the issue of uncertain future availability of recoverable
components in more detail. Specifically, reactive and proactive planning approaches
are discussed. The issue of multiple supply alternatives is addressed more explicitly
by Clegg et al. (1995). They propose a multi–period linear programming model for
scheduling the disassembly of multiple used products and the reassembly of new and
reusable components. Gupta and Taleb (1994) consider a situation with demand
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on a component rather than on a product level. They propose an MRP–algorithm
for scheduling disassembly, taking into account dependencies between different com-
ponents of the same product. Taleb and Gupta (1997) extend this approach to a
multi–product situation with parts commonality. To conclude, we refer to Krupp
(1993) and Panisset (1988) for examples reporting on the practice of MRP for re-
covery planning in the automotive and railroad industries, respectively. Additional
illustrative material can be found in the aforementioned conference proceedings.
Scheduling remanufacturing operations
Given the high level of uncertainty as one the main characteristics of remanufacturing,
some authors are questioning the appropriacy of a purely deterministic concept such
as MRP for this environment. A number of simulation studies has been presented
that evaluates different scheduling policies for remanufacturing operations, includ-
ing first–come–first–serve, due date oriented approaches, and batching (Guide et al.,
1997a; Guide and Srivastava, 1997, 1999). The setting is motivated by the operations
in an overhaul centre for military aircraft engines (Guide and Ghiselli, 1995). The
authors conclude that the choice of the disassembly release strategy does not have
a significant impact on system performance. Sophisticated batching or time–phased
strategies fail, as a consequence of the varying processing requirements for each in-
dividual product. For the queue control at the work centres simple due date based
priority rules are proposed. Guide et al. (1997b) have extended the above analysis
by investigating the impact on capacity planning. The authors propose modifica-
tions to traditional rough cut capacity planning techniques by introducing discount
factors, accounting for uncertain reusability and repair requirements. As an alter-
native to MRP, Guide (1996) proposes the scheduling of remanufacturing operations
according to a drum–buffer–rope concept. Following the philosophy of synchronous
manufacturing a continuous work flow is sought by focusing control on production
bottlenecks.
This concludes our literature survey. We keep referring to the above issues throughout
the subsequent analysis.

Part II
Reverse Logistics:
Distribution Management
Issues
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Chapter 4
Product Recovery Networks
4.1 Introduction to reverse distribution
Transportation of used or returned goods is probably the most salient issue in Reverse
Logistics. Products need to be physically moved from the former user to a point of
future exploitation or from the buyer back to the sender. In many cases transporta-
tion costs largely influence economic viability of product recovery. At the same time,
it is the requirement of additional transportation that is often conflicting with the
environmental benefits of product take–back and recovery. Therefore, careful design
and control of adequate transportation systems is crucial in Reverse Logistics.
In a broader perspective, the above considerations point at distribution manage-
ment issues in Reverse Logistics. In more traditional contexts distribution logistics
has been structured in many ways, including internal versus external and inbound
versus outbound transportation. In quantitative literature a distinction between dis-
tribution decisions on a strategic, tactical, and operational level is common. Corre-
sponding decision models include location–allocation models, vehicle routing models,
and dynamic routing and scheduling models (see, e.g., Crainic and Laporte, 1997).
All of these issues can be expected to play a role also in a Reverse Logistics con-
text: locations must be chosen for recovery facilities and collection points, product
returns must be assigned to inspection or processing sites, and used products must
be collected from former users or from specific take–back locations.
Considering examples from industrial practice, companies appear to experience
novel Reverse Logistics issues especially on the strategic network design level. Recall
in this context IBM’s consideration of a European network for the recovery of used
computer equipment (see Chapter 2). We discuss many more examples below. Given
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the apparent management concern, the focus of this part of the thesis is therefore on
logistics network design. Other distribution management issues in Reverse Logistics
are addressed at the end of this chapter.
More specifically, we concentrate on logistics networks for used product flows
recovered on a product–, component–, or material–level. In this sense, we make a
distinction with pure disposal networks and with returns of new products. In terms
of Section 3.2 focus is on end–of–use returns. Other categories such as reusable
packaging, by–products, and commercial returns are addressed to delineate the scope
of our findings. As discussed in Chapter 1, Reverse Logistics is considered as a form
of inbound logistics. Therefore, one may characterise the research object of this part
of the thesis as the recoverer’s logistic network design problem. Consequently, the
scope of the analysis encompasses all supply chain stages for which this party assumes
responsibility.
Traditionally, quantitative models have been developed to support the physical
logistics network design, defining geographical locations, facilities, and transporta-
tion links. In Chapter 5 we propose an OR model facilitating analogous decisions in
a product recovery context. To allow for an appropriate modelling, the goal of the
present chapter is to characterise product recovery networks and to compare them
with other logistics structures such as traditional production–distribution networks
and waste disposal networks. Moreover, we look for a more detailed structuring of
this field, distinguishing different types of product recovery networks. To this end,
we take a broader perspective considering both geographic, economic, and organisa-
tional network aspects, namely the parties involved, their responsibilities, and the
corresponding decision and control issues.
We base our analysis on a set of recently published case studies in literature and
on direct contacts with industry, namely with IBM as discussed in Chapter 2. Each
of the case studies includes a quantitative model and provides detailed information on
the network considered. Bringing together these cases involving different industries
appears in itself worthwhile since literature in this area is not yet well developed.
Moreover, commonalities among the cases indicate general characteristics of product
recovery networks. To understand the observed differences we introduce a set of
potential factors influencing logistics network design. Positioning the available case
studies in this setting, we identify a number of clusters of similar network charac-
teristics and explanatory factors and in this way derive distinct product recovery
network classes. We underpin our findings by considering additional examples and
experiences from industry.
This chapter is structured as follows. In Section 4.2 we review case studies ad-
dressing logistics network design for product recovery. In Section 4.3 we bring the
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different examples together to identify common characteristics and compare them
with other types of logistics networks. In Section 4.4 we derive a classification of
product recovery networks. Introducing a general map of recovery context dimen-
sions we reconsider the set of case studies to identify distinct network classes. In
Section 4.5 we complement our analysis by taking a brief look at tactical and opera-
tional distribution management issues in Reverse Logistics, including vehicle routing
aspects in particular.
4.2 Evidence from current practice
Recently, a considerable number of case studies has been reported in literature, all
of which address the design of logistics networks in a product recovery context. In
this section we provide a survey of these business cases. In each of the references a
quantitative model for the network design problem is developed. Although we defer
mathematical aspects to the next chapter, it appears that cases involving quantitative
analysis provide a particularly valuable source of information since they describe the
situation considered on a fairly detailed level. Many other, qualitative, papers exist
but do not offer such comprehensive information. We use the latter to substantiate
our findings.
For each case below we state the activities carried out in the network and the
parties involved together with their responsibilities. Moreover, we mention the main
Reverse Logistics drivers in each example. Finally, we pay attention to the network
boundaries and links with external parties and other networks. The material pre-
sented in this section forms the basis for the analysis developed in the remainder of
the chapter.
1. For the first case, we refer to the material in Chapter 2, illustrating network
design issues arising in IBM’s product recovery initiatives. As discussed, al-
ternative locations have been considered for the inspection, dispositioning, and
dismantling of used computer equipment.
2. Barros et al. (1998) report on a case study addressing the design of a logis-
tics network for recycling sand resulting from the processing of construction
waste in The Netherlands. While one million tons of sand used to be landfilled
per year, reuse in large–scale infrastructure projects, e.g. road construction, is
considered a potential alternative in line with environmental legislation. There-
fore, a consortium of construction waste processing companies has investigated
possibilities for establishing an efficient sand–recycling network. An important
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aspect to be dealt with is potential pollution of the sand, e.g. by oil. There-
fore sand needs to be analysed before being reused. Three categories can be
distinguished, namely clean sand that may be used without restrictions; half–
clean sand, reuse of which is restricted to selected applications; polluted sand
that needs to be cleaned after which it may be used freely. Cleaning of pol-
luted sand requires installation of highly expensive treatment facilities. On the
basis of these considerations a sand recycling network is to be set up, which
encompasses four levels, namely crushing companies yielding sieved sand from
construction waste, regional depots specifying the pollution level and storing
cleaned and half–clean sand, treatment facilities cleaning and storing polluted
sand, and infrastructure projects where sand can be reused. The locations of
the sand sources, i.e. crushing companies, are known and their supply volume
is estimated on the basis of historical data. As volume and location of de-
mand are not known beforehand one has to resort to scenario–analysis. The
optimal number, capacities, and locations of the depots and cleaning facilities
are to be determined. The authors propose a multi–level capacitated facility
location model for this problem formulated as a mixed integer linear program
(MILP) which is solved approximately via iterative rounding of LP–relaxations
strengthened by valid inequalities.
3. Louwers et al. (1999) have considered the design of a recycling network for
carpet waste. High disposal volumes (1.6 million tonnes of carpet waste land-
filled in Europe in 1996) and increasingly restrictive environmental regulation
on the one hand, and a potential of valuable material resources (e.g. nylon
fibres) on the other hand has led the European carpet industry to considering
a joint recycling network under the direction of DSM Chemicals. Through this
network carpet waste is to be collected from former users and pre–processed
to allow for material recovery. Since the content of carpet waste originating
from various sources (e.g., households, office buildings, carpet retailers, aircraft
and automotive industry) varies considerably, identification and sorting is re-
quired. Moreover, the sorted waste is to be shredded and pelletised for ease of
transportation and handling. These pre–processing steps will be carried out in
regional recovery centres from where the homogenised material mix is trans-
ported to chemical companies for further processing. The goal of the study
is to determine appropriate locations and capacities for the regional recovery
centres taking into account investment, processing and transportation costs.
The authors propose a continuous location model. Using a linear approxima-
tion of the share of fixed costs per volume processed, all costs are considered
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volume dependent. The resulting nonlinear model is solved to optimality using
standard software.
4. Carpet recycling has also been addressed in a case study in the USA by Ammons
et al. (1997). The volume of 2.5 million tonnes of used carpet material landfilled
per year makes recycling an economically interesting option. While the entire
carpet recycling chain involves several parties, leadership is taken by DuPont,
being a major producer of nylon fibres. A logistics network is investigated
that includes collection of used carpeting from carpet dealerships, processing of
collected carpet separating nylon fluff, other reusable materials and a remainder
to be landfilled, and end–markets for recycled materials. Currently, the system
is operational with a single processing plant. For alternative configurations
the optimal number and location of both collection sites and processing plants
are to be determined while delivery sites for recovered materials are assumed
to be known. Moreover, the amount of carpet collected from each site is to
be determined. Facility capacity limits are the main restrictions in view of the
vast volume currently landfilled. The authors propose a multi–level capacitated
facility location MILP to address this problem. They conclude that volume is
a critical factor for the network layout.
5. Spengler et al. (1997) have examined recycling networks for industrial by–
products in the German steel industry. Steel is produced from raw materials
in several production facilities. The production of one ton of steel gives rise to
0.5 tonnes of residuals that have to be recycled in order to comply with envi-
ronmental regulation and to reduce disposal costs. For this purpose, different
processing technologies are available. Recycling facilities can be installed at a
set of potential locations and at different capacity levels, with corresponding
fixed and variable processing cost. Thus, one needs to determine which recy-
cling processes or process chains to install at which locations at which capacity
level. Furthermore, one wants to optimise goods flows, under the assumption of
linear transportation costs. The authors propose a modified multi–level ware-
house location model with piecewise linear costs, which is used for optimising
several scenarios.
6. Loosely related with a case study on copier remanufacturing Thierry (1997) has
proposed a conceptual model for evaluating combined production/distribution
and collection/recovery networks. The model addresses the situation of a man-
ufacturing company collecting used products for recovery in addition to pro-
ducing and distributing new products. Recovered products are assumed to be
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sold under the same conditions as new ones to satisfy a given market demand.
The production/distribution network encompasses three levels, namely plants,
warehouses, and markets. Products may be transported from plants to mar-
kets either directly or via a warehouse, yielding different transportation costs.
Moreover, from each market a certain amount of used products needs to be
collected. Subsequently, collected products are to be disassembled and tested
on reusability, after which accepted products need to be repaired while rejected
products are disposed of. These activities are carried out in the facilities of
the ‘forward’ production/distribution network. For each facility a set of fea-
sible operations and capacity restrictions are specified. Additionally, disposal
sites are given. Disposal is feasible for all used products and is obligatory for
products rejected after testing. In this model all facility locations are fixed
externally. The model objective is to determine cost–optimal goods flows in
the network under the given capacity constraints. Since facilities are given,
no fixed costs are considered in the model. Decision relevant costs include
variable production, handling, inspection, repair, disposal, and transportation
costs. Since only variable costs are considered the problem is formulated as a
linear program, which can be solved to optimality.
7. A similar situation has been addressed by Berger and Debaillie (1997). They
propose a conceptual model for extending an existing production/distribution
network with disassembly centres to allow for recovery of used products. Re-
sponsibility for product recovery lies with the original product manufacturer,
who incurs all costs. The model is illustrated in a fictitious case of a computer
manufacturer. The existing distribution network encompasses plants, distribu-
tion centres and customers. In the extended network used products need to be
collected from the customers. Collected products are to be inspected in a dis-
assembly centre dividing them into three streams: high quality products can be
repaired and shipped to a distribution centre for re–sale; products containing
reusable parts may be disassembled and shipped to a plant to be reused in the
production process; all other products are to be disposed of. Each plant and
distribution centre can only use a limited amount of recovered products. While
all facilities in the original network are fixed, the number, locations, and capac-
ities of disassembly centres are to be determined. In a variant of this model the
recovery network is extended with another level by separating inspection and
disassembly/repair. After inspection, rejected products are disposed of while
recoverable products are shipped to a repair/disassembly centre before entering
a distribution centre or a plant. The authors propose multi–level capacitated
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MILPs to address these problems.
8. Jayaraman et al. (1999) have analysed the logistics network of an electronic
equipment remanufacturing company in the USA. The company’s activities
encompass collection of used products (cores) from customers, remanufactur-
ing of collected cores, and distribution of remanufactured products. Customers
delivering cores and those demanding remanufactured products do not neces-
sarily coincide. Moreover, core supply is limited. In this network the optimal
number and locations of remanufacturing facilities and the number of cores
collected are sought, considering investment, transportation, processing, and
storage costs. The authors present a multi–product capacitated warehouse
location MILP that is solved to optimality for different supply and demand
scenarios.
9. Krikke et al. (1999) have reported on a case study concerning the implemen-
tation of a remanufacturing process at copier manufacturer Oce´ in the Nether-
lands. The recovery process can be subdivided into three main stages, namely
(i) disassembly of return products to a fixed level, (ii) preparation, which en-
compasses the inspection and replacement of critical components, and (iii) re–
assembly of the remaining carcass together with repaired and new components
into a remanufactured machine. In addition, there are a number of supporting
processes such as central stock keeping, sub–assembly production, and mate-
rial recycling. While the supplying processes and disassembly are fixed, op-
timal locations and goods flows are sought for both the preparation and the
re–assembly operations. Available options include two locations close to the
main manufacturing site in The Netherlands and one more remote location in
the Czech Republic allowing for lower personnel costs. Based on a MILP model
the optimal solution minimising operational costs is compared with a number
of pre–selected managerial solutions. Locating all processes in Prague appears
to be optimal with respect to operational costs. However, this solution also
requires the highest investments and the differences in total relevant costs turn
out to be fairly small.
10. Kroon and Vrijens (1995) have considered the design of a logistics system for
reusable transportation packaging. More specifically, a closed–loop deposit
based system is considered for collapsible plastic containers that can be rented
as secondary packaging material. The system involves five groups of actors: a
central agency owning a pool of reusable containers; a logistics service provider
being responsible for storing, delivering, and collecting the empty containers;
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senders and recipients of full containers; carriers transporting full containers
from sender to recipient. The study focuses on the role of the logistics service
provider. In addition to determining the number of containers required to run
the system and an appropriate fee per shipment, a major question is where to
locate depots for empty containers. At these depots containers are stored and
maintained, shipped to a sender upon request, and eventually collected from
the recipient. Transportation of empty containers is carried out independently
of the full shipment from sender to recipient, which may be realised by a differ-
ent carrier. The expected volume and geographical distribution of demand is
estimated on the basis of historical data concerning the number of shipments
between given parties. Uncertainty is covered via scenario analysis. An addi-
tional requirement is balancing the number of containers at the depots. Since
the total number of containers shipped from a depot during a planning period
should equal the number of containers received, containers may be relocated
among the depots. The decision problem is modelled as a MILP that is closely
related with a classical uncapacitated warehouse location model.
4.3 Recovery network characteristics
We now analyse the above cases in order to derive a general characterisation of
logistics networks for product recovery. Given our quantitative modelling goal we
pay attention to physical network aspects especially. As a first step, common features
of the presented examples are identified. Subsequently, a comparison is made with
more traditional logistics networks.
4.3.1 Commonalities of the surveyed business cases
In the terminology of Section 3.2 the above examples concern the management of
end–of–use returns except for two cases dealing with reusable packaging (Kroon and
Vrijens, 1995) and by–products (Spengler et al., 1997), respectively. All cases encom-
pass a fairly similar selection of supply chain stages where the recoverer’s responsi-
bility begins with the collection of used products and ends with the distribution of
recovered products. Consequently, the corresponding logistics networks span from a
collection of actors releasing used products to another collection of actors with de-
mand for recovered products. In the sequel these interfaces are denoted as disposer
market, where the recoverer acts as a buyer, and reuse market, where the recoverer is
a seller. While the specific steps in this transition differ per case the following groups
of activities appear to be recurrent in product recovery networks:
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• Collection
• Inspection / Separation
• Re–processing
• Disposal
• Re–distribution
We briefly describe each of these steps below. We remark that our structuring slightly
differs from earlier approaches (e.g. Guiltinan and Nwokoye, 1975; Pohlen and Farris,
1992) by taking a logistics network perspective following the flow of goods. There-
fore, we do not consider transportation and storage as distinct activities but rather
as links between the above stages. In general, a transportation and a storage step
may be required between each two of the above activities. Figure 4.1 gives a graph-
ical representation of the activities within a product recovery chain together with
traditional supply chain activities.
Collection refers to all activities rendering used products available and physically
moving them to some point where further treatment is taken care of. Collection of
used carpet from carpet dealerships (Ammons et al., 1997) and take–back of used
copiers (Thierry, 1997) or computer equipment (see Chapter 2) from customers are
typical examples from the above case studies. In general, collection may include
purchasing, transportation, and storage activities. Recall that collection may be
Figure 4.1: The recovery chain
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motivated by different drivers, including economic benefits, marketing considerations,
and legal obligations (see Section 3.1).
Inspection / Separation denotes all operations determining whether a given prod-
uct is in fact reusable and in which way. Thus, inspection and separation results
in splitting the flow of used products according to distinct reuse (and disposal) op-
tions. This applies, e.g., for distinguishing repairable and recyclable subassemblies of
copiers (Krikke et al., 1999) and for inspection of sieved sand on pollution (Barros et
al., 1998). Inspection and separation may encompass disassembly, shredding, testing,
sorting, and storage steps.
Re–processing entails the actual transformation of a used product into a usable
product again. This transformation may take different forms including recycling,
repair, and remanufacturing (see Section 3.1). In addition, activities such as cleaning,
replacement, and re–assembly may be involved. Examples are numerous, covering
e.g. nylon recycling from used carpet (Ammons et al., 1997; Louwers et al., 1999),
parts remanufacturing from used copiers (Thierry et al., 1995) or computers (Chapter
2) and cleaning of polluted sand (Barros et al., 1998).
Disposal is required for products that cannot be reused for technical or economic
reasons. This applies, e.g., to products rejected at the separation level due to exces-
sive repair requirements but also to products without satisfactory market potential,
e.g., due to outdating. Disposal may include transportation, landfilling, and inciner-
ation steps.
Re–distribution refers to directing reusable products to a potential market and to
physically moving them to future users. This may encompass sales (leasing, service
contracts...), transportation, and storage activities. Sales of recycled materials (Am-
mons et al., 1997) and leasing of remanufactured copy machines (Thierry, 1997) are
among the typical examples.
The similarities in activities are reflected in similarities in network topologies in
the presented examples. Recovery networks can roughly be divided into three parts.
See Figure 4.2 for a graphical representation. In the first part, corresponding to the
collection phase, flows are converging from the disposer market typically involving a
large number of sources of used products, to recovery facilities. Conversely, in the
last part, corresponding to re–distribution, flows are diverging from recovery facilities
to demand points in the reuse market. The structure of the intermediate part of the
network is closely linked with the specific form of product recovery. In case of a
limited set of processing steps carried out at a single facility, as in the examples
of reusable packages (Kroon and Vrijens, 1995) and carpet waste pre–processing
(Louwers et al., 1999), this network part may consist of a single level, comprising
one or more parallel nodes. On the other hand, a complex sequence of processing
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Figure 4.2: Product recovery network topology
steps involving several facilities may entail a multi–level structure of this network
part including multiple interrelated flows. The latter case applies, e.g., to several
remanufacturing examples (Krikke et al., 1999; Thierry, 1997). We discuss these
differences in more detail in Section 4.4.
It should be noted that only the first part of a product recovery network actually
concerns ‘reverse’ goods flows as defined in Chapter 1. In this part flows are directed
from users to producers and undo steps of the original value chain. Subsequently,
value is added and products move from a producer (recoverer) to a user just as in
the traditional supply chain. To avoid misunderstanding, we therefore use the term
‘product recovery network’ rather than ‘reverse logistics network’. In fact, the above
cases emphasize again that Reverse Logistics should not be addressed in isolation
but within the context of preceding and succeeding ‘forward’ flows.
In accordance with the general Reverse Logistics perspective as discussed in Chap-
ter 1, it is the party carrying out the recovery process that is concerned with the
logistics network design in all of the above examples. Determining the number and lo-
cation of recovery facilities is a central task in the network design problems described
above. In almost all cases geographical distribution and volume of both supply and
demand are considered as exogenous variables. This gives product recovery networks
a transhipment character. Sources and sinks are fixed while intermediary nodes are
to be specified. We remark that sources and sinks, i.e. disposer market and reuse
market, may coincide. Consider, e.g., reuse of containers (Kroon and Vrijens, 1995)
and of office equipment (Thierry, 1997). In this ‘closed loop’ case, interaction between
collection and re–distribution may add complexity to the network design problem.
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We discuss differences between ‘closed loop’ and ‘open loop’ networks further in
Section 4.4. Furthermore we note that take–back obligations due to environmental
legislation and ‘green’ market pressure often result in a supply ‘push’ situation. That
is, availability of used products that need to be taken care of trigger the sequence of
events rather than end product demand (Barros et al., 1998; Louwers et al., 1999;
Thierry, 1997). At the same time, time restrictions tend to be weaker, in general, for
collection than for distribution.
It has often been claimed that a high level of uncertainty is characteristic of
product recovery management (see, e.g., Thierry, 1997). The above case studies
support this vision with respect to network design issues. Demand for recovered
products and materials appears to be difficult to forecast in many cases, the more
so since reuse markets have only been emerging recently and often are not yet well
established. Even more important, though, the availability of used products on the
disposer market involves major unknown factors. In general, timing and quantity
of used products coming free are determined by the former user rather than by the
recoverer’s requirements. Reliable planning of collection and recovery may therefore
be a difficult task. Furthermore, the form of recovery and the sequence of processing
steps required is often dependent on the quality of the input, e.g., pollution, damage,
material mix, which is another unknown factor. We conclude by noting that uncer-
tainty in the disposer market is particularly relevant in combination with a supply
push, i.e., collection obligations.
4.3.2 Comparison with other logistics networks
Having characterised product recovery networks we now compare them with logis-
tics networks in other contexts. In particular, we consider traditional production–
distribution networks. We start by noting that product recovery networks encompass
several supply chain stages. In this sense product recovery fits well in the mindset
of supply chain management, advocating co–ordination of the entire supply chain
rather than considering single stages independently (see, e.g., Tayur et al., 1998).
Roughly speaking, product recovery networks correspond to distribution networks
encompassing supply, production, and distribution stages (compare Figure 4.1). The
major differences between both contexts appear at the supply side. In traditional
production–distribution systems, supply is typically an endogenous variable in the
sense that timing, quantity, and quality of delivered input can be controlled according
to the system’s needs. In contrast, as pointed out in the previous subsection supply
is largely exogenously determined in product recovery systems and may be difficult
to forecast. Hence, supply uncertainty in a wide sense appears to be a major dis-
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tinguishing factor between product recovery and traditional production–distribution
networks.
As a direct consequence, traditional production–distribution networks typically
do not include an ‘inspection’ stage similar to product recovery networks. Desti-
nations of goods flows are, in general, known beforehand with more certainty as
compared to the quality dependent processing routes in product recovery. While
there may be exceptions, e.g., in the case of by–products or re–work, this is not
the major focus of traditional production–distribution networks. Therefore, network
structures may be more complex for product recovery, including more interdepen-
dencies. Another element that may render recovery networks more complex than
traditional production–distribution networks is potential interaction between collec-
tion and (re–)distribution, e.g., combined transportation in closed–loop networks.
We recall, however, that network complexity depends on the specific recovery pro-
cess and may vary considerably per example. Finally, the number of sources of used
products tends to be fairly large as compared to the number of supply points in a
traditional setting. Bringing together a high number of low volume flows therefore
appears to be characteristic of product recovery networks in particular.
On the distribution side differences between traditional and product recovery net-
works appear to be rather small. Possibly, demand uncertainty may be somewhat
more prominent in the latter case since reuse markets are not yet well established and
professionalisation tends to be lower. However, it can be expected that this distinc-
tion gradually disappears with product recovery becoming a ‘normal’ business. To a
lesser extent this last observation may also hold for the issue of supply uncertainty.
Co–operation agreements on the one hand and modern information technology such
as tracking and tracing, machine sensoring, and electronic data interchange (EDI) on
the other hand may contribute to a more stable environment for product recovery re-
ducing, though surely not eliminating, supply uncertainty. As a general tendency, one
may expect logistics networks for product recovery and for production–distribution
to become more similar in the future, with product recovery becoming a standard
supply chain element.
Similarly, it is worth considering the relation between product recovery networks
and waste disposal networks. Disposal networks provide the logistics structure for
collection, processing, and disposal of discarded products in the form of landfilling or
incineration. We refer to Jahre (1995) for a detailed discussion. There are obvious
analogies between disposal and recovery networks with respect to the ‘supply’ side.
Used products need to be collected from many, possibly widespread sources and to
be consolidated for further processing and transportation. Major differences between
both network types arise on the ‘demand’ side. While a flow of recovered products
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is directed towards a reuse market, waste streams eventually end at landfill sites
or incineration plants. The number of these disposal sinks is typically much smaller
than the number of demand points in a reuse context. Hence, the divergent structure
of the downstream network part is less prominent for disposal. Moreover, selection
of disposal options is less sensitive to qualitative variations of the input. While waste
streams may be sorted and split to some extent (e.g., material separation, removal
of hazardous materials) according to different feasible disposal options (e.g., open
or protected landfilling, incineration) these steps do not depend critically on the
specific quality of discarded products. Hence, a considerably lower impact of input
uncertainty is one of the major distinctions between disposal networks and networks
for product recovery. However, it is worth noting that the line between both systems
may not always be very sharp and that intermediate network types exist such as,
e.g., for recycling of flue gas cleaning residues (Hammerschmid, 1990).
Finally, we take a look at commercial returns as a Reverse Logistics flow category
concerning new rather than used products. Logistics network design for commercial
returns and complaint handling has been the subject of a recent case study consider-
ing a large manufacturer of electronic household appliances (Anonymous, 1998). A
major supply chain reengineering phase is carried out with the aim of reducing costs
and stock levels and increasing flexibility. For this purpose, a national organisation
of the supply chain is replaced by a structuring along larger geographical regions.
Therefore, national distribution centres of several countries are being integrated into
one central warehouse, supplying retailers in all of the countries concerned. Two
categories of product return flows from retailers to the manufacturer are considered
in this context. The first category concerns commercial returns, i.e. excess stock for
which return rights are contractually granted. The second group concerns the reverse
flow of products due to complaints related to the physical distribution process, e.g.,
incorrect delivery or damage. To date, all product returns in the above example
are shipped to the national distribution centres where a classification is made of the
product quality. Three options are available for further handling: A–quality products
are added to the commercial stock at the national warehouse, B–quality products are
sold in personnel stores, and the remainder of the products is scrapped or recycled ex-
ternally. In addition to the product classification, investigation of complaint reasons
and responsibilities is taken care of at the national distribution centre. The question
arises how to integrate return flow handling in the new, supra–national supply chain
structure. Two main options have been considered, namely concentrating all returns
in the central European warehouse versus handling returns locally on a national basis.
While the first approach complies better with the distribution network structure the
latter may avoid unnecessary transportation of defective goods over long distances.
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Priority was eventually given to the first, centralised solution due to (i) coherence of
complaint handling with the supply chain structure, (ii) avoiding local stocks that
are difficult to control, and (iii) concentrating personnel and responsibilities. This
example supports our vision outlined in Section 3.2 that commercial returns repre-
sent a financial burden in the first place. Therefore, a careful tradeoff is required
concerning marketing benefits, such as an increasing market share, and return costs.
In addition, organisational efforts to minimise return volumes by means of improved
control and clear responsibilities appear to be more of an issue for these flows than
logistics network optimisation. Therefore, it seems appropriate to specifically con-
centrate on used product recovery here rather than to address Reverse Logistics flows
in general.
4.4 Classification of recovery networks
While we have identified a number of general characteristics of product recovery
networks in the previous section, the networks encountered in the various case studies
are surely not identical. Some discriminating factors such as network complexity and
impact of uncertainty have already been mentioned in Section 4.3. In this section we
consider distinctions within the class of product recovery networks in more detail.
Main differences concerning the structure of the logistics networks in the above case
studies refer to the following:
• degree of centralisation
• number of levels
• links with other networks
• open versus closed loop
• degree of branch co–operation.
Centralisation refers to the number of locations at which similar activities are car-
ried out. In a centralised network each activity is installed at a few locations only,
whereas in a decentralised network the same operation is carried out at several dif-
ferent locations in parallel. Centralisation may thus be seen as a measure for the
horizontal integration or ‘width’ of a network. Analogously, the number of levels,
referring to the number of facilities a goods flow visits sequentially, indicates the
‘depth’ or vertical integration of a network. In a single–level network all activities
are integrated in one type of facility while in a multi–level network different activities
are carried out at different locations. Links with other networks refer to the degree of
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integration of a new network with previously existing networks. A logistics network
may be set up independently as an entirely new structure, or by extending an existing
network. Open versus closed loop characterises the relation between incoming and
outgoing flows of a network. In a closed loop network sources and sinks coincide so
that flows ‘cycle’ in the network. An open loop network, on the other hand, has a
‘one–way’ structure in the sense that flows enter at one point and leave at another.
Finally, the degree of branch co–operation relates to the parties responsible for set-
ting up the network. Initiative may be taken by a single company, possibly involving
subcontractors, or by a joint approach of an industry branch.
In Section 4.4.2 we characterise the networks considered in each of the case studies
with respect to the above aspects. In order to explain the observed differences we
take a broader perspective and analyse a set of context variables for each example. As
a starting point, we introduce potential explanatory factors concerning the product
recovery context in the next section.
4.4.1 Dimensions of the network context
To understand the observations concerning the network design in the individual case
studies it is useful to consider each example in its broader context. In what follows
we structure the product recovery environment along three dimensions and briefly
discuss attributes referring to products, markets, and resources, respectively.
• Product characteristics concern physical and economic properties of the used
goods, such as weight, volume, fragility, toxicity, perishability, economic value,
and rate of obsolescence. Obviously, each of these aspects influences the ap-
propriate layout of a corresponding logistics network. In addition, we draw
attention to the available recovery options, namely direct reuse, remanufactur-
ing, and material recovery (see also Section 3.1). Again there is a clear link
with the logistics network structure. In particular, the form of recovery deter-
mines the facilities required and hence the related investment costs. Moreover,
as they result in different end–products different recovery processes correspond
with different reuse markets. At the same time, feasibility of alternative recov-
ery options depends itself on additional product characteristics, such as legal
obligations and availability of status information. As an example for the lat-
ter think of product monitoring allowing for an optimal timing of replacement
operations.
• Market characteristics refer to the different actors involved and their relation-
ships. In general, suppliers, OEMs, service providers, independent recoverers,
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consumers, and public authorities all may play a role in setting up a recovery
process. Interaction between the different parties has a major impact on the
resulting supply chain structure and the corresponding logistics solutions. Each
individual party chooses its responsibilities based on its relative power and on
economic incentives. As discussed in the previous section, the recoverer sets up
a logistics network spanning from a disposer market to a reuse market, in all of
the above examples. However, the market conditions may differ significantly.
On the one hand, the recoverer may be in the position to choose from the avail-
able supply on the disposer market. On the other hand he may be obliged to
accept any product offered, e.g., due to legal obligations. Recall in this context
the different Reverse Logistics drivers discussed in Section 3.1. Similarly, the
recoverer may have a stronger or a weaker position on the reuse market which,
in addition, may or may not coincide with the original product market. Fur-
thermore, recovery may be managed by the OEM or an alternative company. In
addition, individual tasks may be outsourced to third parties. As discussed in
Section 3.1, this aspect largely influences opportunities for integrating Reverse
Logistics activities with other logistics processes.
• Relevant resources influencing the recovery network design include recovery
facilities, human resources, and transportation resources. In the above cases
focus is on facilities, such as disassembly lines, test equipment, and recycling
plants. Obviously, the required resources have a direct impact on the logistics
network structure by largely determining the underlying economics. The rela-
tion between investment costs on the one hand and operational costs on the
other hand defines economies of scale, which are reflected in the degree of cen-
tralisation of the logistics network. Other resource related aspects of relevance
include capacity restrictions and versatility. The latter is another important de-
terminant of the aforementioned opportunities for integrating different logistics
processes.
4.4.2 Product recovery network types
We now bring together network properties and context variables in order to identify
and characterise distinct product recovery network types. Table 4.1 lists for each
case study a number of characteristics concerning both the logistics network and the
recovery situation. The network properties follow those discussed at the beginning of
this section. The recovery context is structured along the three dimensions products,
markets, and resources as introduced in the previous section. The selection of aspects
included in Table 4.1 is based on the information available from the case descriptions.
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The cases can roughly be clustered in two groups having similar characteristics,
namely Cases 2–5 on the one hand and Cases 1 and 6–9 on the other hand. Case
10 (Kroon and Vrijens, 1995) appears not to fit well in either group. Based on this
observation and on general knowledge about other product recovery examples we
propose to distinguish three types of product recovery networks, namely
• Bulk recycling networks (Case 2–5);
• Assembly product remanufacturing networks (Case 1;6–9);
• Reusable item networks (Case 10).
We note that this classification is process–oriented in the sense that it is the form of
re–processing that is the major discriminating factor. A similar structuring has been
proposed by Bloemhof–Ruwaard and Salomon (1997). Other studies have considered
classifications based on the network initiators, e.g. manufacturer–integrated systems
versus waste–hauler systems (Fuller and Allen, 1995; Ginter and Starling, 1978).
These approaches appear to be more appropriate for a general analysis of product
recovery systems, including organisational aspects, whereas our focus is on the lo-
gistics network structure more specifically. Although we do not claim completeness
for the above list, we believe the proposed network types to cover many important
cases. Of course, the classification is somewhat idealised and one may encounter
mixed types in practice. We discuss each class in more detail below.
Bulk recycling networks
A first group of networks showing similar characteristics encompasses the examples
of sand recycling (Barros et al., 1998), recycling of steel by–products (Spengler et
al., 1997), and carpet recycling (Ammons et al., 1997; Louwers et al. 1999). All
of these cases deal with material recovery from rather low value products. Disposer
market and reuse market are different, in general, i.e. the recovered materials are not
necessarily reused in the production process of the original product. Consequently,
material suppliers play an important role in these networks in addition to OEMs.
Moreover, investment costs turn out to be very substantial in all of the above exam-
ples, due to advanced technological equipment required. In addition, the above cases
share a rather centralised, open loop network structure involving a small number of
levels. Finally, it is worth noting that the network is often established by relying on
branch–wide co–operation.
Bringing the above aspects together we come to the following characterisation of
bulk recycling networks. First of all, a low value per volume collected on the one
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hand and high investment costs on the other imply the need for high processing vol-
umes. This conclusion is also supported by examples of paper recycling (Bloemhof–
Ruwaard, 1996) and plastic recycling (Cairncross, 1992). Exploiting economies of
scale is indispensable for making the recovery activities economically viable. Conse-
quently, recycling networks tend to be highly vulnerable to uncertainty concerning
the supply volume. The need for economies of scale is reflected by a centralised
network structure. Moreover, co–operation within a branch may be an option to
ensure high processing volumes. Scrap car recycling (Groenewegen and den Hond,
1993; Pu¨chert et al., 1996) and household electronics recycling (Dillon, 1994) are
additional examples of this approach. Co–operation is facilitated by an open loop
character of material recycling, ensuring recovered material sales not to interfere with
market shares in the original product market. Finally, a fairly simple network struc-
ture involving only a few levels results from the limited number of recovery options
and the fact that technical feasibility of material recycling is not that critically de-
pendent on the quality of the collected goods. Note, however, that input quality may
be a major cost determinant, e.g., by influencing the purity of output materials.
Assembly product remanufacturing network
The examples of copier remanufacturing (Krikke et al., 1999; Thierry, 1997), cellular
telephone remanufacturing (Jayaraman et al., 1999), printed circuit boards recovery
(Berger and Debaillie, 1998), and used computer equipment recovery (see Chapter 2)
form another group of networks having similar characteristics. All cases are concerned
with reuse on a product or parts level of relatively high value assembly products.
Recovery is often carried out by the OEM, and reuse and original use may coincide.
Furthermore, supply uncertainty is reported to be an important factor in all of the
above studies and operational costs for recovery appear to be relatively high. As for
the recovery network, most of the above examples involve a fairly complex multi–level
structure. Moreover, networks most often form a closed loop and rely on extending
existing logistics systems.
From the above observations we draw the following conclusions concerning as-
sembly product remanufacturing networks. Recovery of manufacturing added value
is the main economic driver. Since the corresponding recovery activities, such as
repair and remanufacturing, require (and reveal) intimate knowledge about the prod-
ucts concerned it is not surprising that they are carried out by the OEM in many
cases. See Ferrer (1996, 1997) and Thierry (1997) for additional examples concerning
the computer and automotive industries. However, if market entry barriers are low
product recovery opportunities may also attract specialised third parties as, e.g., for
tyre retreading (Ferrer, 1996) or recovery of toner cartridges (Scelsi, 1991). Prod-
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uct recovery has important marketing implications in these cases since markets for
recovered products and original products may overlap. The latter also indicates a
potential link between original logistics networks and recovery networks if the OEM
is involved. Single–use cameras are an additional example (Ferrer, 1996). For these
types of assembly product remanufacturing networks opportunities may arise for
combining transportation or handling of both flows. A closed loop structure inte-
grating both networks may therefore be a natural choice. Consequently, extending
existing logistics structures may be a good starting point for the design of a recovery
network.
Another important characteristic of added value recovery is a complex set of in-
terrelated processing steps and options, which may entail a rather complex structure
of the corresponding logistics network. This applies, in particular, to the interme-
diate network part between collection and re–distribution (see Section 4.3). Addi-
tional examples from the automotive and computer industries support this finding
(see above). Moreover, feasibility of recovery options and the sequence of processing
steps required depend strongly on the specific condition of the collected product,
giving uncertainty a prominent role in remanufacturing networks. Decentralisation
of certain activities such as testing and inspection may be one of the consequences
for the logistics network layout.
Reusable item networks
Yet another type of networks can be found in systems of directly reusable items such
as reusable packages. Although in literature we only found one comprehensive case
study on logistics network design falling into this area (Kroon and Vrijens, 1995)
there appears to be enough evidence to attempt a rough characterisation of this
network class. As described in detail in Section 4.2 the above case considers a closed
loop network for reusable packages. Upon return to a central provider responsible for
the entire life cycle, packages can be directly reused. In this context timing of returns
is reported to be an important element of uncertainty. Moreover, transportation and
procurement of new packages are major cost factors. Finally, the logistics network
has a decentralised, single–level structure extending a previously existing network.
We put these observations in a more general context as follows. Reusable items
requiring only minor ‘reprocessing’ steps such as cleaning and inspection can be
expected to lead to a rather flat network structure comprising a small number of
levels, e.g., corresponding to depots. Moreover, a closed loop chain structure seems
natural in this context since there is no distinction between ‘original use’ and ‘reuse’.
This applies, e.g., for many sorts of reusable packages such as bottles, crates, pallets
(Bloemhof–Ruwaard and Salomon, 1997), plastic boxes (Trunk, 1993) and containers
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(Crainic et al., 1993). Determining the number of items required to run the system
and prevention of loss are important issues in this closed loop situation (Goh and
Varaprasad, 1986). Moreover, a fairly large number of reuse cycles and absence of
other processing steps makes transportation a major cost component (Flapper, 1996).
This may be a reason for a decentralised network including depots close to customer
locations. Availability and service aspects point to the same direction. On the other
hand, decentralisation renders balancing of item flows an important task in reusable
item networks (see Crainic et al., 1993).
To conclude, we note that the line between ‘reusable items’ and more traditional
items that are used multiple times is rather thin. The networks described above
show much similarity with other closed loop systems such as, e.g., transportation
fleet systems or video rental systems.
4.5 Vehicle routing issues
In addition to the strategic decisions considered in the previous sections, Reverse Lo-
gistics also gives rise to more tactical and operational distribution issues as explained
in the introduction to this chapter. In this section we complement the above analysis
of product recovery networks by briefly addressing related vehicle routing issues.
While determining vehicle routes and schedules is certainly an important task
in Reverse Logistics it is not directly clear whether this is essentially different from
other, more traditional logistics environments. Remarkably enough, literature on
this issue is fairly limited. Figuratively speaking, moving things from B to A may
not look much different from moving them from A to B. This is the more true if
the transportation operation is outsourced. For a third party it may not matter
much whether a specific shipment represents a ‘forward’ or ‘reverse’ movement in its
customer’s supply chain. In a recent study in the context of the Dutch electronics
take–back legislation most carriers were found not to distinguish both cases in their
planning (Romijn, 1999).
Yet some slight differences may be observed between collection and distribution,
between inbound and outbound transportation. In particular, it has been pointed
out that time pressure is often lower in the reverse channel. Picking up empty trans-
portation packages such as reusable containers or pallets is less time–critical than full
delivery shipments. Similarly, taking back disposed electronic equipment from a mu-
nicipal collection site is less urgent than delivering new ones to a retailer, the more
so since economic viability of many recycling systems relies on fixed disposal fees
charged to new products rather than on the market value of the recoverable goods.
In many cases, it is the accumulation capacity (and goodwill) of the sender which
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mainly restricts the timing of Reverse Logistics flows. For example, a supermarket
can be expected to refuse used packaging to take up precious storage space. Similarly,
collection sites, e.g., for disposed household appliances make use of containers, which
need to be picked up once they are full. As a result of the weaker time constraints
Reverse Logistics transportation can be expected to leave more room for efficient
planning and optimisation than traditional ‘forward’ shipments. In this context,
Jagdev (1999) reports on experiences concerning Reverse Logistics route planning
at Burnham, a major US logistics service provider. He concludes that cost–revenue
tradeoffs and vehicle loading time considerations are important aspects for deter-
mining efficient vehicle routes in a Reverse Logistics context, rather than relying on
purely distance based planning. Another difference between collection tours and de-
livery tours concerns the number of stops. Given the large number of stops per tour,
e.g., in public waste collection arc oriented planning approaches have been proposed
in literature as opposed to traditional node oriented methods (compare Eiselt et al.,
1995). However, applicability in a Reverse Logistics context seems limited. In most
cases, as e.g. in the examples presented in Section 4.2, the number of simultaneous
sources of product returns is much smaller than for household waste collection and,
in fact, even smaller than the number of demand locations for forward distribution.
All in all the above differences between forward and reverse channel vehicle routing
appear to be rather limited. As for the network design issues discussed in the previous
sections the major challenge may arise from the combination of both channels. Even
if used products are returned to the original production location examples range from
full integration of forward and return shipments on the one hand (e.g. reusable beer
bottles) to complete separation on the other hand (e.g. toner cartridges returned via
public mail services). Many reasons are possible for separating forward and reverse
distribution even in a closed–loop situation, including different volumes, different
handling requirements, and different timing. Moreover, integrating shipments may
be complicated by vehicle loading restrictions. Rear–loaded vehicles often imply a
first–in–first–out access to the load, such that collection and delivery stops cannot
be mixed arbitrarily. On the other hand, the aforementioned timing flexibility in
the reverse channel may facilitate integration of forward and reverse distribution. In
the extreme case, planning of transportation routes may be completely forward flow
driven, as in the example of reusable beer bottles, and return products are collected
ad hoc along with the delivery tours.
In general, combined forward and reverse distribution gives rise to vehicle routing
problems with delivery and collection stops. A similar situation has been addressed
in a traditional logistics context for the combination of supply and delivery, e.g., in
the grocery industry. So–called vehicle routing problems with backhauling have been
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formulated, for which several solution algorithms have been proposed (see, e.g., Toth
and Vigo, 1999). Again the question arises whether this issue is substantially different
for Reverse Logistics. Beullens et al. (1999a,b) argue that Reverse Logistics trans-
portation problems are characterised by a relatively large fraction of pick–up cus-
tomers as compared to more traditional settings and by a relatively large fraction of
customers with both pick–up and delivery requests (denoted as exchange customers).
The authors compare the impact of these parameters on the relative performance of
different routing strategies, in particular separating versus combining delivery and
pick–up tours. Based on a probabilistic analysis they conclude that the benefit of
combined routing increases with the fraction of exchange customers and with the
similarity of total delivery and collection volumes. Therefore, combined routing may
prove particularly attractive in a Reverse Logistics context. The authors also em-
phasize the limitations to combined routing due to vehicle loading restrictions (see
above). Expected benefits of combined routing may therefore be traded off against
investments in special vehicle types allowing for more flexible access.
Chapter 5
A Facility Location Model for
Recovery Network Design
This chapter is concerned with quantitative decision models for an efficient design
of logistics networks in a product recovery context. We start by reviewing literature
in Section 5.1. Based on the characteristics identified in the previous chapter we
then present a generic recovery network model in Section 5.2 and discuss its gener-
ality and limitations. Section 5.3 illustrates the model by means of two numerical
examples. In particular, the impact of product return flows on the network design
is highlighted. Section 5.4 presents a more systematic sensitivity analysis and in-
vestigates factors that determine network robustness. Finally, a number of model
extensions is discussed in Section 5.5.
5.1 Recovery network design models in literature
Having characterised product recovery networks in the previous chapter we now ad-
dress corresponding quantitative modelling issues: How can the properties of recovery
networks appropriately be captured in quantitative models? How can the relevant
tradeoffs in designing efficient recovery networks be captured mathematically to give
quantitative decision support?
For logistics network design in a more traditional context, facility location mod-
els based on mixed integer linear programming (MILP) have become a standard
approach. Numerous models have been presented in literature ranging from sim-
ple uncapacitated plant location models to complex capacitated multi–level multi–
commodity models. At the same time, various solution algorithms have been pro-
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posed relying on combinatorial optimisation theory. We refer to Mirchandani and
Francis (1989) and Daskin (1995) for a detailed overview of models and solution
techniques.
Given this large body of research, MILP facility location models appear to be a
natural starting point for recovery network design. The question then arises whether
traditional models are flexible enough to include product recovery aspects. In other
words, how do the differences between traditional production–distribution networks
and recovery networks identified in Section 4.3 materialise in corresponding quanti-
tative models?
As pointed out before, quantitative models have been presented in all of the case
studies referred to in Chapter 4. Moreover, Realff et al. (1999) have proposed an
extended model related with the carpet recycling study at DuPont (Ammons et al.,
1997). Finally, Mar´ın and Pelegr´ın (1998) have developed an additional recovery
network design model without a direct link to an industrial case. In this section
we review these models, point out common characteristics and special features, and
compare them with traditional facility location models from literature.
Table 5.1 summarises the major characteristics for each of the recovery network
models. First, we indicate whether the integral network from disposer market to
reuse market is modelled or only the ‘reverse’ network part from the disposer market
to reprocessing. Second, we state whether the model explicitly takes into account
a closed loop network structure or whether disposer and reuse market are modelled
independently. Third, we consider the flow drivers for both the disposer and reuse
market. A market–push from the disposer side indicates that whatever is released
must be collected, whereas in a pull situation collection volumes may be decided upon,
possibly up to a maximum available quantity. In the mathematical programming
formulation these drivers are reflected in equality restrictions versus upper bounds, on
the corresponding flow variables. Similarly, a market–pull from the reuse side refers
to a given demand that must be satisfied, whereas sales volumes may be chosen in a
push situation, again possibly up to some limit. Furthermore, we indicate the number
of reuse options (dispositions) distinguished and how they are selected. Different
dispositions may either have a fixed volume ratio or involve some more room for
decision making. In addition, we list a number of model characteristics analogous
with classifications of traditional facility location models, namely the number of
network levels (for both fixed and free locations), the set of potential locations, the
use of capacity restrictions (uncapacitated, capacitated, capacity to be selected),
the number of time periods considered, and the number of inbound commodities
distinguished. Finally, we state the type of mathematical programming formulation
and the chosen solution method.
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Considering Table 5.1, most of the models can be characterised as single–period,
multi–level, capacitated, discrete location models. All models are formulated as an
MILP, with the exception of one continuous non–linear model (Louwers et al., 1999)
and one pure LP model (Thierry, 1997). The number of network levels for which
locations are to be determined varies between one and three. In addition, Spengler
et al. (1997) consider general network flows between any two types of facilities, in
order to model recycling process chains. Finally, Thierry (1997) proposes a pure
allocation model, where all locations are fixed. Capacities for the various network
activities, such as collection, storage, and processing may be fixed or be selected from
a set of levels. Three models are uncapacitated (Kroon and Vrijens, 1995; Krikke
et al., 1999; Marin and Pelegrin, 1998). Moreover, almost all models are stationary
in the sense that they only consider a single time period. Only Realff et al. (1999)
analyse network performance in a dynamic environment. While facility locations and
capacities must be fixed for the entire planning horizon in this model, time–varying
supply of recyclable material may lead to varying processing and transportation vol-
umes. Furthermore, both single–commodity models addressing the recovery of one
type of product and multi–commodity models distinguishing several types of input
resources have been proposed. Finally, it is worth noting that almost all models
are solved using standard commercial optimisation software. Only in two cases cus-
tomised solution algorithms are developed (Barros et al., 1998; Marin and Pelegrin,
1998).
The above observations do not distinguish these models essentially from tradi-
tional facility location models. All aspects may also be encountered in models for
a conventional production–distribution setting. In contrast, distinctive model prop-
erties arise as a consequence of novel market drivers. Conventional production–
distribution networks are mainly demand–driven. Ideally, it is customer demand,
which drives the entire supply chain. Consequently, traditional network design mod-
els typically consider demand to pull goods flows through the network. In other
words, demand is the major exogenous factor to the decision problem. This is not
true for recovery network design. As discussed in Chapter 4 recovery networks form
a link between two markets and face exogenous factors also on the supply side. This
is also reflected in the above models. Note that none of them is entirely pull driven
but includes a supply–push either for the disposer market or the reuse market (or
both). Mathematically this means that network flows may be subject to, possibly
conflicting, constraints on the supply and on the demand side.
Another particular characteristic of the above models is due to the inspection and
separation stage in recovery networks (compare Chapter 4). As explained before,
product recovery in general involves multiple dispositioning options due to technical
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and quality restrictions. Therefore, most of the above models include a splitting
of incoming return flows into different recoverable fractions. They may represent
fractions of different materials in the case of recycling networks or different forms of
recovery in remanufacturing networks (compare Chapter 4). If the different fractions
arise in a fixed ratio, as in most of the above models, the model formulation is
equivalent to multi–commodity network flows in a traditional sense. If fractions are
only restricted by some bounds, as in Berger and Debaillie’s model the situation is
more complex. In this case, the optimisation problem involves an additional degree
of freedom. The logistics network design and the form of recovery are then optimised
simultaneously.
Finally, the interaction between forward and reverse channel in closed loop net-
works also gives rise to some model modifications. Thierry (1997) and Berger and
Debaillie (1998) explicitly model facility sharing of both channels. In both exam-
ples the ‘forward’ distribution network is fixed. Thierry assumes that return flows
are allocated to the existing ‘forward’ facilities for reprocessing and redistribution.
Berger and Debaillie consider additional inspection centres to be set up for returns
preprocessing. Subsequently, return flows are again allocated to existing facilities
for further handling. In a more general perspective designing closed loop logistics
networks may involve decisions as to which activities of the forward and reverse chan-
nel to integrate or separate. From a modelling perspective, one may think of this
situation as a special type of multi–commodity flows that are oriented in opposite
directions. Moreover, integration benefits due to economies of scales may require a
more differentiated modelling of fixed cost terms. We return to this aspect in more
detail in Section 5.5.
We conclude that current models for recovery network design are fairly similar to
traditional facility location models, in particular to the class of multi–level warehouse
location models. Major differences are due to additional flow constraints reflecting
supply restrictions concerning the disposer market. The models include supply–push
constraints rather than being entirely driven by a demand–pull. Other modelling
modifications are due to multiple return flow dispositions and to possible interaction
between forward and reverse channel. As a consequence, most of the models have a
multi–commodity flow character.
In Chapter 4 supply uncertainty was identified as a main characteristic of recovery
networks. Therefore, it is remarkable that uncertainty is not addressed explicitly
in any of the above models. All models are purely deterministic and only treat
uncertainty in a conventional way via scenario and parametric analysis. Given the
prominent role of uncertainty in product recovery one may wonder whether this
approach is appropriate or whether it primarily reflects the computational difficulty
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of stochastic models. Recently, Newton et al. (1999) have advocated a different road
by proposing a model for robust network design. In subsequent sections we analyse
the impact of uncertainty on recovery network design in more detail. To this end,
we first formulate a generic model summarising the essential characteristics of the
individual models discussed above.
5.2 A generic recovery network model
As a basis for a systematic quantitative analysis of recovery networks we now for-
mulate a general network design model making use of the network characteristics
identified in Chapter 4 and the models from literature discussed in the previous sec-
tion. As explained above, currently available recovery network design models have
much similarity with classical warehouse location models. Therefore, we start from
the latter and proceed by incorporating specific recovery network characteristics.
For the general network topology we refer to Section 4.3.1. Recall that recovery
networks form a logistics link between two markets, namely a disposer market where
the recoverer collects used products and a reuse market where he sells recovered
products (compare Figure 4.2). This defines the network boundaries. In addition,
we consider three intermediate levels of facilities, following the groups of activities
identified in Section 4.3.1. More specifically, we include disassembly centres where
Figure 5.1: Structure of the recovery network model
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the inspection and separation activities are carried out, factories for the re–processing
and possibly new production, and distribution warehouses. Moreover, we distinguish
two dispositions for the collected goods, namely recovery and disposal. Recovery may
not be feasible for all used products collected, which is revealed during inspection in
the disassembly centres. The general structure of this network is displayed in Figure
5.1.
Within this framework, the network design problem considered in this chapter
concerns deciding upon the number of facilities, their locations and the allocation of
the corresponding goods flows. Analogous with traditional facility location models
we can translate this problem into a MILP optimisation problem by modelling po-
tential facility locations as binary and goods flows as continuous decision variables.
The objective then is to minimise the sum of investment and operational costs. In
achieving this goal, two main constraints need to be taken into account, in addition
to logical conditions such as flow conservation and using opened facilities only. First,
any solution must comply with the market conditions of both the disposer and the
reuse market. Second, technical and economic restrictions of the dispositioning op-
tions must be met. We formalise the network design problem using the following
notation.
Index sets
I = {1, ..., Np} set of potential plant locations
I0 = I ∪ {0}, where 0 denotes the disposal option
J = {1, ..., Nw} set of potential warehouse locations
K = {1, ..., Nc} set of fixed customer locations in disposer and reuse market
L = {1, ..., Nr} set of potential disassembly locations
Variables
Xfijk = forward flow: fraction of demand of customer k to be served from
plant i and warehouse j; i ∈ I, j ∈ J, k ∈ K
Xrkli = reverse flow: fraction of returns from customer k to be returned
via disassembly centre l to plant i; k ∈ K, l ∈ L, i ∈ I0
Uk = fraction of unsatisfied demand of customer k; k ∈ K
Wk = fraction of uncollected returns of customer k; k ∈ K
Y pi = indicator opening plant i; i ∈ I
Y wj = indicator opening warehouse j; j ∈ J
Y rl = indicator opening disassembly centre l; l ∈ L
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Costs
cfijk = unit variable cost of serving demand of customer k from plant i and
warehouse j, including transportation, production, and handling cost;
i ∈ I, j ∈ J, k ∈ K
crkli = unit variable cost of returns from customer k via disassembly centre l
to plant i; including transportation and handling cost minus produc-
tion cost savings at plant i; k ∈ K, l ∈ L, i ∈ I
crkl0 = unit variable cost of disposing returns from customer k via disassem-
bly centre l, including collection, transportation, handling, and dis-
posal cost; k ∈ K, l ∈ L
cuk = unit penalty cost for not serving demand of customer k; k ∈ K
cwk = unit penalty cost for not collecting returns of customer k; k ∈ K
fpi = fixed cost for opening plant i; i ∈ I
fwj = fixed cost for opening warehouse j; j ∈ J
frl = fixed cost for opening disassembly centre l; l ∈ L
Parameters
dk = demand of customer k in the reuse market; k ∈ K
rk = returns from customer k in the disposer market; k ∈ K
γ = minimum disposal fraction
We then formulate the general recovery network design model (RNM) as follows.
min !
∑
i∈I
fpi Y
p
i +
∑
j∈J
fwj Y
w
j +
∑
l∈L
frl Y
r
l
+
∑
i∈I
∑
j∈J
∑
k∈K
cfijk dk X
f
ijk +
∑
k∈K
∑
l∈L
∑
i∈I0
crkli rk X
r
kli
+
∑
k∈K
cuk dk Uk +
∑
k∈K
cwk rk Wk
subject to ∑
i∈I
∑
j∈J
Xfijk = 1− Uk ∀k ∈ K (5.1)∑
l∈L
(
∑
i∈I
Xrkli +X
r
kl0 ) = 1−Wk ∀k ∈ K (5.2)
γ
∑
i∈I0
Xrkli ≤ Xrkl0 ∀k ∈ K, l ∈ L (5.3)
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∑
k∈K
∑
l∈L
rkX
r
kli ≤
∑
j∈J
∑
k∈K
dkX
f
ijk ∀i ∈ I (5.4)∑
j∈J
Xfijk ≤ Y pi ∀i ∈ I, k ∈ K (5.5)∑
i∈I
Xfijk ≤ Y wj ∀j ∈ J, k ∈ K (5.6)∑
i∈I0
Xrkli ≤ Y rl ∀k ∈ K, l ∈ L (5.7)
Y pi , Y
w
j , Y
r
l ∈ {0, 1} ∀i ∈ I, j ∈ J, l ∈ L (5.8)
0 ≤ Xfijk, Xrkli, Uk,Wk ≤ 1 ∀i ∈ I, j ∈ J, k ∈ K (5.9)
This formulation, indeed, very much resembles a conventional multi–level warehouse
location model. Equations (5.1) and (5.2) express the market conditions and en-
sure that all customer demand and returns are taken into account. Inequalities (5.5)
through (5.7) are the usual facility opening conditions and (5.8) and (5.9) specify the
domain of each variable. However, there are some product recovery specific elements
(marked in boldface) that should be noted. First, the variables Xkl0 together with
constraints (5.3) reflect the additional degree of freedom concerning the dispositioning
decision as discussed in the previous section. Note that there is no demand corre-
sponding to the flow
∑
l
∑
k rkXkl0. The inequalities enforce a minimum disposal
fraction for each inbound flow at the disassembly centres, to comply with technical
and economic (in-)feasibility of product recovery. Second, constraints (5.4) display
the required co–ordination between supply and demand. For each plant, incoming
flows may not exceed outgoing flows. A possible gap represents the production of new
products. While expressing a standard flow conservation condition, the particularity
of constraints (5.4) is their dependence on two sets of exogenous parameters, namely
dk and rk, that need to be balanced. We discuss the impact of this constraint on
the mathematical structure of the model in more detail in Section 5.4. It should be
noted that the absence of a disposal option on the plant level does not limit gener-
ality. Any surplus can already be disposed of at the disassembly centres rather than
being shipped on to a plant.
We remark that the flow variables in above formulation correspond to paths from
the disposer market to the plants and from the plants to the reuse market, respec-
tively. As in conventional multi–level location models an equivalent arc oriented
formulation is obtained by introducing flow variables Xfij :=
∑
k dkX
f
ijk expressing
the goods flow between location i and j (and analogously for all other transporta-
tion links). We prefer the above formulation here since it can be shown to have
a tighter LP–bound (analogous with a conventional multi–level warehouse location
74 Chapter 5. A Facility Location Model for Recovery Network Design
re
v
e
rs
e
/
in
te
g
ra
l
n
e
tw
o
rk
o
p
e
n
/
c
lo
se
d
lo
o
p
d
is
p
o
se
r
m
a
rk
e
t
d
ri
v
e
r
re
u
se
m
a
rk
e
t
d
ri
v
e
r
#
d
is
p
o
si
ti
o
n
s
d
is
p
o
si
ti
o
n
in
g
#
n
e
tw
o
rk
le
v
e
ls
(fi
x
ed
+
fr
ee
)
p
o
te
n
ti
a
l
lo
ca
ti
o
n
s
ca
p
a
c
it
ie
s
#
p
e
ri
o
d
s
#
in
bo
u
n
d
co
m
m
o
d
it
ie
s
m
a
th
e
m
a
ti
ca
l
p
ro
g
ra
m
m
in
g
so
lu
ti
o
n
m
e
th
o
d
integr both both both 2 upper 5 discr uncap 1 1 MILP comm
bds (2+3) solver
Table 5.2: RNM model characteristics
model, compare Erlenkotter, 1978), which improves solver performance. Moreover,
some specific scenario analysis is facilitated as we explain in Section 5.4. On the other
hand, it should not be overlooked that the above path oriented formulation may result
in a fairly large number of (continuous) variables in the order of |I| × |J | × |K|.
To see that the RNM is, indeed, a fairly general model that captures many differ-
ent recovery situations we compare the above formulation with the aforementioned
recovery network design models from literature. To this end, Table 5.2 summarises
the characteristics of the RNM analogous with Table 5.1 above.
First of all, it should be noted that the RNM encompasses several alternative
market situations. Since the parameters dk and rk can be selected independently
any customer may belong to the disposer market, the reuse market or both. In this
way, both closed loop and open loop networks can be modelled: If dk × rk > 0 then
customer k belongs to both the disposer and the reuse market, which allows for closed
loop flows. In contrast, dk × rk = 0 indicates a distinction between both markets
and entails an open loop. Furthermore, both push and pull drivers describing the
economics of the disposer and reuse market can be expressed. Large penalty costs cwk
result in small values of Wk and hence by (5.2) in a collection obligation. In contrast,
collection driven by a demand–pull, e.g. due to production cost savings, is captured
by setting cwk = 0 for all k. Similarly, through the value of c
u
k both a push and a pull
approach to the end market for recovered products can be modelled.
As discussed above, the RNM distinguishes two dispositions of returned products,
namely recovery and disposal. This appears to be sufficient to capture the inspection
issue in product recovery and the fact that returned goods can, in general, not all
be reused in the same way. It is easy to extend the model to more recovery alterna-
tives. Since constraints (5.3) are inequalities rather than prescribing a fixed disposal
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fraction, the RNM also includes the recovery policy optimisation element discussed
in the previous section. In this way, the impact of the logistics network design on
alternative recovery policies can be taken into account. Recall that transportation
costs may have a significant impact on economic viability of product recovery op-
tions. In this context, it should be noted that the ‘disassembly centres’ may refer
to any form of inspection and separation installations rather than being restricted
to mechanical disassembly in a strict sense. What is essential is that feasibility of
recovery options for the individual products is determined at this stage. Similarly,
‘disposal’ may include any form of recovery that is outsourced to a third party, e.g.,
material recycling. We only require this flow to leave the network at the disassembly
centres.
For the rest, the model is kept as simple as possible, adapting an uncapacitated,
single–period, single–commodity formulation. While all of these characteristics are
easy to extend to fine–tune the model to specific applications it seems that this
does not add to the general understanding of product recovery networks. Finally,
as discussed before, the focus of our investigation is on the modelling of Reverse
Logistics situations rather than on algorithmic issues. Therefore, commercial solvers
are used for treating the RNM. Examples in Section 5.3 show that solution times for
this approach are acceptable for reasonable problem instances .
In spite of the flexibility of the RNM it is worth noting some aspects that are not
taken into account in the above formulation. First of all, the RNM is purely deter-
ministic, just as the above models from literature, and does not explicitly capture the
uncertainty that is typical of many product recovery settings. We address this issue
in detail in the next two sections. Second, being a static model the RNM does not in-
clude the dynamic aspect of gradually developing and extending a recovery network.
We return to this point in Section 5.4, too. Maybe the most important limitation
of the RNM concerns a limited distinction between new and recovered products. As
discussed above, the gap in inequality (5.4) represents the volume of new production,
alternative to product recovery. Subsequently, both product categories are treated
as perfect substitutes, only distinguished by possibly different prices, which can be
incorporated in the variable cost parameters. Distinguishing demand for new and
recovered products requires a multi–commodity extension of the RNM formulation.
Finally, it should be noted that the above RNM formulation does not take into ac-
count synergies in integrating forward and reverse processes. We discuss these and
other model extensions in more detail in Section 5.5.
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5.3 Examples
We can now use the RNM to analyse the economics of product recovery networks
quantitatively. In particular, we can investigate the impact of the ‘reverse’ goods
flows on the network design, which is relevant for several reasons. On the one hand,
recovery networks are not set up independently ‘from scratch’ in many cases but are
intertwined with existing logistics structures, in particular if products are recovered
by the OEM. The question then arises whether to integrate collection and recovery
with the original ‘forward’ distribution network or rather to separate both channels.
To this end, it is important to know how much product recovery is restricted by the
constraints that are implied by existing logistics infrastructure. This question is the
more important since many companies have gone through a major redesign phase of
their logistics networks recently, notably in Europe. Global logistics structures have
replaced national approaches. However, in many cases product recovery has not been
taken into account yet. Therefore, one may wonder whether product recovery requires
another fundamental change in logistics structures or whether it can efficiently be
integrated in existing networks. On the other hand, supply uncertainty has been
identified as a major characteristic of recovery networks in Chapter 4. To assess the
consequences of supply uncertainty for the logistics network design it is helpful to
first analyse the impact of (deterministic) supply variations. In other words, how
robust are recovery networks with respect to return flow variations? An answer to
this question at the same time concerns modelling appropriateness. Hence, we will
see more clearly whether a deterministic model such as the RNM appears adequate
for recovery network design or whether more advanced approaches are required, such
as stochastic or robust optimisation techniques.
In this section we illustrate the impact of goods return flows on logistics networks
by means of two examples concerning copier remanufacturing and paper recycling,
respectively. The examples are inspired by real–life industrial cases and parameters
are chosen in a realistic order of magnitude. However, we do not pretend to model
any specific company’s business situation.
5.3.1 Example 5.1: Copier Remanufacturing
Our first example follows in broad terms the direction of several case studies on copier
remanufacturing (see, e.g., Thierry et al., 1995; Ayres et al., 1997). As discussed
earlier, major manufacturers such as Xerox, Canon, and Oce´ are remanufacturing
and reselling used copy machines collected from their customers. To be considered
for remanufacturing a used machine must meet certain quality standards, which are
checked during an initial inspection at a collection site. Remanufacturing is often
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carried out in the original manufacturing plants using the same equipment. Ma-
chines that cannot be reused as a whole may still provide a source for reusable spare
parts. The remainder is typically sent to an external party for material recycling. In
this example, we focus on the remanufacturing and recycling/disposal options. As
mentioned before, our model may be extended to include additional recovery options
such as spare parts dismantling. However, this extension does not change the essence
of our analysis.
We consider the design of a logistics network for copier remanufacturing in a
European context. To this end, we assume that a copier manufacturer serves retailers
in 50 major European cities (capitals plus cities with more than 500,000 inhabitants).
Customer demand at each retailer is assumed to be proportional to the number
of inhabitants of the corresponding service region. As a first step, we consider a
‘traditional’ situation without product recovery. In this case, we need to determine
a standard ‘forward’ production–distribution network, i.e. determine locations for
plants and distribution warehouses and allocate the resulting goods flows. We restrict
the possible plant locations to the 20 capitals, whereas warehouses may be located
in any of the 50 cities considered. Moreover, for the sake of simplicity we assume
that all relevant costs are location independent. Table 5.3 summarises the parameter
settings for this example (ignoring the return flow parameters for the time being.)
For this example the RNM formulation reduces to a standard 2–level warehouse
location problem involving 70 binary variables, 50050 continuous variables, and 3550
constraints. We solve this problem with a standard MILP–solver of CPLEX 6.0
based on LP–relaxation. Solution time on an IBM RS6000 computer is in the order
of one minute. The solid lines in Figure 5.2 show the resulting optimal forward
network, consisting of one central manufacturing plant in Frankfurt and five regional
warehouses in Frankfurt, London, Barcelona, Milan, and Belgrade. For the sake of
clarity, flows to and from the customers are omitted. Each customer is assigned to
the closest warehouse. Total costs for this solution amount to k¿ 44,314.
Let us now assume that product recovery is introduced as an additional activity,
which has to be integrated into the existing forward network. Suppose that the return
volume of used products amounts to 60% of the sales for each retailer. Moreover,
due to environmental regulation and service considerations all returned products
have to be collected. After inspection 50% of the returned products turn out to be
remanufacturable while the remainder has to be sent to an external material recycler.
To design the return network, locations for the inspection/disassembly centres and
allocations of the return goods flows need to be determined. Note that this includes
a dispositioning decision for the remanufacturable machines, which may but do not
have to be reused. We assume that inspection centres can be located in any of
5.3. Examples 79
Figure 5.2: Optimal sequential network
for copier remanufacturing
Figure 5.3: Optimal integrated network
for copier remanufacturing
the 50 cities. Other parameters are again summarised in Table 5.3. The design of
the return network for fixed forward locations results in a MILP problem with 50
binary and 5350 continuous variables and 5401 constraints, which we solve again with
standard CPLEX routines. The dotted lines in Figure 5.2 show the optimal return
network, comprising six regional inspection centres located in Frankfurt, London,
Paris, Valencia, Milan, and Budapest. Moreover, it turns out that all machines that
are technically acceptable should actually be remanufactured. Total costs (including
the forward network) are k¿ 45,366. We see that forward and return network are
very similar in this example. This may not be surprising since the degree of freedom
for the return network design is fairly limited due to the fixed forward structure.
To assess the impact of this restriction let us now consider an integral design
optimising both forward and return network simultaneously. We again use the pa-
rameters as in Table 5.3. The resulting MILP program now has 120 binary and
102,600 continuous variables and 8,620 constraints. Solving this problem in CPLEX
requires about 10 minutes. Figure 5.3 shows the optimal integrated network for this
example. It turns out that the optimal network now decomposes into two parts with
manufacturing plants in Paris and Berlin, respectively. Clearly, the structure of this
solution differs significantly from the network in Figure 5.2. Hence, we see that the
product return flow can even change the optimal design of the forward network part.
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Due to the additional goods flows product recovery is a driver for decentralisation
in this example. However, considering the cost effects puts this picture in a different
perspective: total costs for the integrated solution amount to k¿ 45,246, which comes
down to savings of less than 1% with respect to the sequential approach. Hence, we
conclude for this example that the sequential and the integrated recovery network
design approach lead to different solutions but that cost differences are negligible. In
other words, the fixed forward network structure does not impose significant restric-
tions on the design of an efficient return network. Clearly, this is good news for the
manufacturer starting to engage into product recovery. Essentially the same results
have been found in many other scenarios for varying input parameters. Before ad-
dressing this sensitivity analysis in more detail in Section 5.4 let us consider a second
example.
5.3.2 Example 5.2: Paper Recycling
This case is motivated by the European paper recycling business. Waste paper com-
prises about 35% of total household waste volume in Europe. At the same time,
increasing demand for pulpwood in paper production puts a heavy burden on forest
ecosystems. Therefore, paper recycling has been a major issue for at least twenty
years. As early as in 1975, Glassey and Gupta investigated maximum feasible re-
cycling rates given the state of pulp and paper technology. They propose a simple
LP model to determine production, use, and recovery of paper. Gabel et al. (1996)
point out that the level of recycling also has important consequences for national
economies by influencing geographical allocation of industrial activities. In this con-
text, Bloemhof et al. (1996) studied the impact of mandated recycling quotas on the
European paper industry. They show that forcing high levels of recycled content,
taken as a measure to reduce Western Europe’s solid waste problem, would severely
hit Scandinavian industry. In view of the low population in the Nordic countries,
these major pulp producers would have to import waste paper in order to produce
recycled paper. Based on a LP network flow model the authors conclude that it is
preferable both from an ecological and economic perspective to produce high quality
paper, mainly containing virgin pulp, in Scandinavia while locating paper produc-
tion with a high content of recycled pulp close to the population centres in Western
Europe. Current observations from industry appear to confirm these findings (see
Brown–Humes, 1999).
In this context, we consider the design of a logistics network for a European pa-
per producer. Customers and potential facility locations are the same as in Example
5.1. However, we now have to take into account an additional cost element, namely
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Figure 5.2: Optimal sequential network
for paper recycling
Figure 5.3: Optimal integrated network
for paper recycling
raw material transportation. We assume that pulpwood is exclusively supplied from
forests in Scandinavia and add its transportation as a location dependent element
to the production costs. Moreover, we assume that transporting pulpwood is sig-
nificantly more expensive than transporting paper. The last column of Table 5.3
summarises the parameter settings for this example.
Again, we first consider a pure ‘forward’ network without collection and recycling.
Problem size and solution times are similar to Example 5.1. The bold lines in Figure
5.4 show the resulting optimal solution consisting of a central production plant in
Stockholm and five regional warehouses in Stockholm, Hamburg, Zaragoza, Milan
and Krakow. Total costs for this solution amount to k¿ 19,570.
We now include recycling of waste paper. For this purpose, pre–processing centres
need to be installed where collected paper is sorted and compacted and then trans-
ported to a production plant (compare Wang et al., 1995). In our model, processing
centres play the same role as disassembly centres in Example 5.1. We assume that
a maximum of 70% of the sales volume is available for collection at each customer.
(For comparison note, e.g., that EU directives set minimum targets of recycled paper
content for packaging material of 60%.) In line with current policy we assume that
there are no take–back obligations for used paper. Hence, collection follows a pull
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approach. Residual waste paper volumes are assumed to be taken care of by com-
petitors and local authorities. Finally, we assume that 10% of the collection volume
is extracted at the pre–processing centres as being non–recyclable. The dotted lines
in Figure 5.4 indicate the optimal collection network in this case. Six regional pre–
processing centres are located in Stockholm, London, Paris, Milan, Hannover and
Wroclaw. Moreover, due to the large distance from the processing site collection in
southern Europe turns out not to be economically attractive, including the Iberian
peninsula, southern Italy, and the Balkan. Total costs of this network (including the
fixed forward locations) amount to k¿ 17,990.
Finally, for this example also we consider an integral design optimising forward
and return network simultaneously. Parameters are again as in Table 5.3. Figure
5.5 shows the resulting optimal solution. As in Example 5.1 the optimal network
now decomposes into two parts. A plant in Stockholm now only serves the northern
and north-eastern part of Europe, while all other countries are served from a new
plant in Brussels. Note that this result is in accordance with what we observe in
industry, as discussed at the beginning of this subsection. The collection strategy
has also changed when compared to the sequential approach. With the exception of
Athens and Palermo collection is now beneficial at all locations. As a consequence,
the number of pre–processing centres has increased to eight. However, what is even
more significant is that the total network cost decreased to k¿ 14,540, which is
about 20% lower than for the sequential design. Hence, in contrast with Example
5.1, optimising the forward and return network simultaneously not only leads to a
different solution than a sequential approach but also results in a significant cost
reduction in this case. The reasons for these different results are explained in the
next section.
5.4 Parametric analysis and network robustness
In order to understand the differences between the two examples presented in the
previous section, we now analyse the impact of the return flows in the RNM more
systematically. For this purpose, we first place this issue in a formal, mathemat-
ical context and reconsider our model from this perspective. Then we derive an
explanation for our observation by analysing structural differences between the two
exemplary cases and verify our hypotheses in additional numerical experiments. Fi-
nally, we apply our findings to the initial set of case studies from literature.
From a mathematical perspective, investigating the impact of the return flows on
the network design comes down to a parametric analysis of the RNM with respect
to the parameters rk. Therefore, we can make use of the well developed theory of
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parametric mixed integer linear programming (see, e.g., Geoffrion and Nauss, 1977).
Considering the MILP formulation introduced in Section 5.2 we see that each rk
occurs both in the objective function and in constraint set (5.4). This is a significant
difference with traditional ‘forward’ uncapacitated facility location models which can
be formulated such that (demand) volume parameters occur only in the objective
function (see, e.g. Mirchandani and Francis, 1989). In the latter case the objective
function is known to be piecewise linear and concave in the volume parameters and is
therefore easy to compute on an arbitrary interval (Jenkins, 1982). For the recovery
network it is the co–ordination of exogenous supply and demand represented by
constraint set (5.4) that makes things more difficult. It is worth noting that these
constraints, which couple the forward and the return network, somewhat resemble
a capacity restriction for the recovery activities. In this sense, product return flows
introduce a capacity issue into an otherwise uncapacitated network model. Using
the arc oriented formulation sketched in Section 5.2 the RNM can be reformulated
such that the parameters dk and rk occur only in the right–hand side. Therefore,
the minimum cost function can be concluded to be piecewise linear in rk for each k.
However, it is not necessarily concave. For computation we can use Jenkins’ heuristic
in this situation (Jenkins, 1982).
Figure 5.6 shows the minimum costs for Examples 5.1 and 5.2 as a function of
the return rate λ ∈ [0; 1] where rk = λdk for all k. The solid lines refer to the
cost function of the integrated design optimising both forward and return network
simultaneously, whereas the dotted line indicates the costs of the sequential approach.
Not surprisingly, both approaches coincide for small return rates. For larger values
of λ costs for both approaches differ, indicating that for these cases the return flows
change the optimal design of the forward network. However, in the copier example the
cost difference is negligible on the entire interval whereas costs for both approaches
deviate significantly in the paper recycling example.
To explain the different impact of the return flows we consider the cost structures
in both examples. First of all, it should be noted that the forward flows will, in
general, dominate the optimal network structure since they are more important than
return flows in terms of volumes, values, and time-criticality. Therefore, return flows
can only be expected to influence the overall network structure significantly in the
case of a major difference between the cost structures of the forward and return
channel. In the electronics example geographical cost drivers are very similar for both
channels. Demand and return volumes are distributed along the same geographical
patterns and forward and return flows correspond with each other. Therefore, it is
not surprising that optimal solutions for the forward and return network are also
fairly similar and the impact of the returns on the overall structure is small. In
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Figure 5.6: Network costs as function of the return rate
contrast, there is an important difference between the cost elements of the forward
and the reverse channel in the paper example. The structure of the forward network is
dominated by costly raw material transportation from a fixed source on the boundary
of the geographical area considered (i.e. forests in Scandinavia). In contrast, costs
of the return network are independent of this source and are determined by the
locations of the major customers (i.e. the population centres in Western and Central
Europe). It is due to this difference in ‘centres of gravity’ that product recovery has
a significant impact on the overall network structure in the paper recycling example.
By substituting virgin input resources, recycling literally ‘pulls’ the network away
from the original source towards the vicinity of the customers.
We have carried out a series of numerical experiments to test our argumentation
and conclude that the similarity between supply and demand side both in terms
of geographical distribution and cost structure is indeed a major determinant of
the impact of product recovery on the overall network structure. We have varied
parameters in the copier example over a large range without finding any case with
a significant cost difference between the integral and the sequential design approach.
This includes relaxing proportionality of returns and demand per customer, i.e., a
non–uniform return rate. We have considered different return rates in different parts
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of Europe motivated, e.g., by regulation or customer attitudes (e.g. high return rates
in Northern and Western Europe, intermediate return rates in Southern Europe and
low return rates in Eastern Europe.) Still the cost deviation we observed between
both design approaches was marginal.
We only found a relevant impact of product recovery on the overall network struc-
ture when including a major structural difference between forward and reverse chan-
nel as in the paper recycling example. However, even in this case, product returns do
not always change the optimal forward network design. The economic incentive for
product recovery is another important factor in this context. Lower production cost
savings, lower penalty costs for not collecting returned products, and lower disposal
costs all result in a smaller impact of the return flow since ‘mismatching’ returns
can then be avoided altogether at low cost (to the producer). Finally, the number
and uniformity of potential facility locations also appears to influence the cost devia-
tion between the optimal integrated and sequential network design. Fewer potential
locations tend to increase sensitivity.
We conclude that existing forward distribution networks do not form a barrier
for setting up an efficient logistics structure for product recovery in many cases.
Hence, product recovery can often be implemented efficiently without requiring ma-
jor changes in existing production–distribution networks. Moreover, from a mod-
elling perspective this means that forward and return networks may be addressed
separately, which significantly reduces the problem sizes. Care must be taken if for-
ward and reverse channel differ largely with respect to geographical distribution and
cost structure and return volumes are substantial.
Even if return flows do not have a significant impact on the forward network,
the return part of the network may still be sensitive to changes in return volumes.
In terms of the Figure 5.6 this refers to the changes in the slope of the minimum
cost function. Sensitivity of the return network is an important aspect, e.g., when
extending product recovery from a low volume activity to a larger scale. It should be
noted that the situation is similar to traditional warehouse location models, for which
a fairly robust behaviour with respect to moderate parameter changes and a flat cost
function are well known (see, e.g., Daganzo, 1999). In our numerical experiments
we have observed a similar behaviour for the RNM. Moderate changes in the system
parameters result in small changes of the recovery network design, if any. For larger
parameter variations the significance of network changes depends, in particular, on
the investment costs for the disassembly centres. Sensitivity tends to increase along
with investment costs until only one centre is opened. Other factors that tend to
increase return network sensitivity include a decreasing minimum disposal fraction γ
and, as for the forward network, a decreasing number of potential locations.
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Factor Forward Network Return Network
Geographical difference between
disposer and reuse market +
Different cost structures of
forward and reverse channel ++
Incentives for product recovery + (+)
Few potential locations (+) +
High investment costs +
Low minimum disposal fraction (+) +
++ = large impact on sensitivity
+ = impact on sensitivity
(+) = limited impact on sensitivity
Table 5.4: Determinants of network sensitivity to return flow variations
Given the structural parallels with traditional warehouse location models there
does not seem to be a strong reason for requiring essentially new approaches to deal
with uncertainty in recovery network models. In other words, while the general
level of uncertainty can be expected to be significantly higher in a product recovery
environment its consequences for the logistics network design do not seem to be more
dramatic than in other contexts. Therefore, a deterministic MILP approach together
with scenario analyses seems appropriate for recovery network design. While it is
certainly true that stochastic or robust network optimisation may yield solutions
that are not optimal for any single scenario, the above observations suggest that
the cost difference with a solution from a detailed scenario optimisation is small.
Moreover, the computational effort for evaluating a large number of scenarios seems
more than counterbalanced by the exploding problem sizes of stochastic or robust
optimisation models, unless special problem structure can be exploited.
Rather than for taking into account stochastic variations, the dependence of the
network structure on the return volumes may be more important for long–term non–
stationary considerations. Since product recovery is a fairly recent field many com-
panies gradually extend their collection and recovery activities from moderate scale
pilots to large scale business processes. For this strategic transition, multi–period
extensions of the RNM may be worth considering. To keep problem sizes tractable
exploiting the above results concerning the insensitivity of the forward network may
be helpful. Results by Realff et al. (1999) provide a first step in this direction. Eski-
gun and Uzsoy (1998) have proposed another model that is worth mentioning in this
context, considering product recovery management in a capacity extension setting.
Furthermore, insights from Stuart et al. (1999) in a slightly different context may
be valuable. Rather than considering geographical aspects, the authors address an
optimal process design during a product lifecycle. For this purpose, a large–scale
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Figure 5.7: Network sensitivity to return variations in exemplary cases
multi–period MILP production planning model has been developed, which explicitly
takes into account dependencies between sales and future returns. Fixed costs are
charged for intermediate process adjustments.
Table 5.4 summarises the above empirical results and lists the major factors deter-
mining the impact of product recovery on the logistics network design. We conclude
this section by applying our observations to estimate network robustness for the set of
case studies discussed in Chapter 4. See Table 4.1 to recall the major characteristics
of each case. Figure 5.7 places each of these cases in a two–dimensional space indi-
cating network sensitivity analogous with the above analysis. (The numbering refers
to Section 4.1.) The horizontal and vertical axis refer to sensitivity with respect to
return flows of the forward and return network, respectively.
We can divide the cases in two major clusters depending on the relation between
disposer and reuse market. The first cluster contains cases with a closed loop struc-
ture and a close link between forward and reverse channel. The second group refers to
cases where disposer market and reuse market are commercially and geographically
separated. From our analysis we conclude that product recovery can be expected to
be easy to integrate efficiently in existing logistics structures for the examples of the
first cluster. This is in line with the real-life solutions we find in the cases. In 4 out
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of the 5 cases of this cluster the recovery network is built upon a previously existing
logistics structure. Further differentiation within the groups is based on the factors
discussed above. In contrast, the cases in the second cluster may require an integral
network design approach according to our findings. However, since product recovery
forms an entirely new business channel in all of these cases rather than supplementing
existing ‘virgin’ production, a sequential network design does not seem a natural op-
tion anyway. Hence, the need to consider the entire network simultaneously appears
not to be conflicting with the companies’ business situations here.
5.5 Extensions
As pointed out before, the RNM is meant as a basic model capturing the major
aspects of logistics network design in a product recovery context. The model can
be extended in many ways to address more specific situations. In this section we
discuss some extensions of the RNM which seem particularly relevant in a product
recovery context. As discussed in Section 5.2, the model can be characterised as
an uncapacitated, static, single–commodity, deterministic facility location problem.
Analogous with the traditional location problem, the RNM can be modified into a
capacitated, dynamic, multi–commodity, stochastic model. Moreover, it can include
both revenues and costs as objective function and can be used in a multicriteria
optimisation context. We do not consider these extensions in detail here since they are
well known from other contexts (see, e.g., Mirchandani and Francis, 1989). Instead,
we focus on additional elements that appear to be specific of product recovery, namely
economics of integration and technology impact. We shortly discuss these issues
below and show how to integrate them in the RNM formulation.
Integrating forward and reverse locations
Installing multiple facilities at the same location may give rise to synergies due to,
e.g., sharing buildings and common equipment. This may be relevant, in particular,
in considering the integration of forward and reverse channel activities. On the
internal logistics level, including warehouse planning, integration versus separation
of inbound and outbound flow handling has been mentioned as one of the major
Reverse Logistics issues (Rogers and Tibben–Lembke, 1999; de Koster and van de
Vendel, 1999). On the other hand, it should be noted that the forward and reverse
network parts turned out to be quite similar in the above numerical examples, even
without taking synergies into account explicitly.
In the model, synergies of integration may be captured by a reduction of fixed
costs. We illustrate this approach for the case of combining warehouses and disas-
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sembly centres. Define:
fsl = savings in fixed costs for opening an integrated warehouse–disassembly
facility at location l, as compared to fwl + f
r
l , l ∈ J ∩ L.
Y sl = indicator opening an integrated warehouse–disassembly facility at loca-
tion l, l ∈ J ∩ L.
In the RNM add −fsl Y sl to the objective function and add the following three con-
straints: Y sl ≤ Y wl ; Y sl ≤ Y rl ; 0 ≤ Y sl ≤ 1. Note that in any optimal solution we
have Y sl = min(Y
w
l ;Y
r
l ) and hence the new decision variable Y
s
l will automatically
be integer valued.
Combining forward and reverse transportation
In a similar way, we can model joint distribution and collection. The benefit of
combined transportation is clear when a warehouse and a disassembly centre are
located together and the same fleet is used for delivery and collection. In the extreme
case one may assume that collection has no due dates and can be carried out along
with the next delivery visit, using the forwarding vehicles at no extra costs. Typically
however, even if combined, collection activities do imply additional costs due to the
use of additional resources (Beullens et al., 1999a,b). On the strategic decision level
we suggest to model the savings of combined transportation on a given path as
proportional to the minimum of the corresponding forward and reverse flow. Note
that this is in line with current practice, e.g., in the softdrink industry where collection
of reusable packaging is sometimes taken into account in the form of a cost supplement
to ‘forward’ transportation costs. Define:
cskli = unit variable cost savings for combining transportation on reverse path
kli with transportation on forward path ilk, l ∈ J ∩ L.
Xskli = fraction of total returns of customer k on path kli combined with deliv-
eries on path ilk, l ∈ J ∩ L.
For each path ilk for which potential savings are defined we now add the term
−csklirkXskli to the objective function. Moreover, we add the following three con-
straints: rkXskli ≤ dkXfilk; Xskli ≤ Xrkli; Xskli ≥ 0. Analogous with the previous
example we have rkXskli = min(dkX
f
ilk; rkX
r
kli) in any optimal solution. This ap-
proach may be further generalised by including savings from combined transporta-
tion of any two forward and reverse streams even if facilities and/or customers do
not coincide.
Selecting recovery processing technologies
Different technologies may result in different processing costs and different recovery
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yields. Moreover, applicable technology may be volume dependent. For example,
Arola et al. (1999) have compared an automated sorting line for plastics from dis-
assembled electronic goods with manual sorting. Automated sorting turns out to
be preferable only at high throughput rates. Since our network design involves de-
cisions on the number of disassembly centres and the assigned processing volumes
the selection of the best recovery technology and the outcomes of the model may be
interdependent. In that case, one may want to integrate technology selection into
the RNM.
To this end, we can follow the approach presented in the Multi–Activity Unca-
pacitated Facility Location Problem (Akinc, 1985). In addition to fixed costs for
opening recovery centres we include technology specific fixed and variable costs asso-
ciated with implementing and operating a specific technology at a specific recovery
centre. For selecting the mix of processing technologies at each site that minimizes
total costs define:
crklim = unit variable cost of returns from customer k via l to i using technol-
ogy m.
Xrklim = fraction of returns from k via l to i using technology m.
frlm = fixed cost to install processing technology m at disassembly centre l.
Y rlm = indicator installing processing technology m at disassembly centre l.
γm = minimum disposal fraction of technology m
In the objective function and in constraints (5.2), (5.3) and (5.4) we then substitute
crkli by c
r
klim, X
r
kli by
∑
mX
r
klim, X
r
kl0 by
∑
mX
r
kl0m and γ by γm. In (5.7) we
replace Xrkli by X
r
klim and Y
r
l by Y
r
lm. Moreover, we add the term
∑
l
∑
m f
r
lmY
r
lm
to the objective function and introduce the following additional sets of constraints:
Y rlm ≤ Y rl ∀ m, l; Y rlm ∈ {0; 1} ∀ m, l; 0 ≤ Xrklim ≤ 1 ∀ k, l, i,m. Finally, we can
relax the integrality constraints concerning the variable Y rl .
In addition to the above model extensions, it seems worthwhile to take a look at how
certain policies may be used to influence parameter values. We briefly indicate three
examples.
Value of information concerning quality of returns
Knowing product quality as soon as or even before products are returned by cus-
tomers can result in a number of advantages. First of all, this allows for better
maintenance during use and a better return policy depending on the product’s life–
cycle, which again may lead to a higher recovery potential (a lower value for γ) and
lower recovery costs (lower crkli). Second, inferior return products may be disposed
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of directly or treated locally, without shipping to a disassembly centre. Again, this
results in a lower value of γ in the model. Knowledge on product quality can, for ex-
ample, be supported by modern information technology including sensor–based data
recording devices, electronic data logs and information systems for product recovery
(Klausner et al., 1999).
Regional legislative requirements
We define R = {1, ..., Ne} regions with different local regulation and let Ke indicate
the set of customers in region e. One of the measures in legislative proposals con-
cerns the amount of goods diverted from landfill. A minimum recovery level ρe as a
percentage of total returns in region e can be incorporated in the RNM by adding
the constraint
∑
l
∑
k∈Ke X
r
kl0 ≤ (1− ρe)
∑
k∈Ke rk.
End–of–life management
Enhancing the product recovery strategy may be a measure to change model param-
eters. Consider the following examples: (1) product eco–design could lead to different
forward flow costs cfijk, lower reverse flow costs c
r
kli and a higher recovery potential
reflected in a lower value of γ; (2) a buy–back scenario where a cash payment is
offered to customers for returning end–of–use products may result in higher average
costs crkli but also in a higher return rate rk and, if refunding depends on the prod-
uct quality, a higher recovery potential (compare Klausner et al., 1999); (3) contract
redesign from sales towards lease contracts may lead to both a higher return rate rk
and a higher recovery potential, at the expense of higher forward flow costs.

Conclusions of Part II
The past two chapters have addressed distribution management in a Reverse Logistics
context. In particular, logistics network design issues have been analysed. A review
of ten recent case studies has illustrated that many companies are concerned with
setting up logistics infrastructures for the recovery of used products. Moreover, the
available business examples have been shown to be rather similar both in their scope
and in the overall network structure. In all cases the recoverer considers goods flows
beginning with the collection of used products and ending with the distribution of
recovered products. Intermediate activities include inspection and separation, re–
processing, and disposal steps. The typical logistics network structure encompasses
a convergent collection part, a divergent distribution part, and an intermediate part
related with the specific recovery processing steps. In particular, these networks
encompass both ‘reverse’ and ‘forward’ flows and hence show Reverse Logistics to be
a subset of a company’s overall logistics task.
A lack of control on the supply side both with respect to quantity and quality
appears to be the major distinction between product recovery networks and tradi-
tional production-distribution networks. While in traditional supply chains supply
is selected as a function of demand, Reverse Logistics inbound flows are partly ex-
ogenously determined. Rather than being entirely demand driven product recovery
networks therefore involve supply push drivers. As a consequence, companies face
a significant level of supply uncertainty on the one hand and the need to balance
supply and demand on the other hand. Considering recovery environments in more
detail, including product, market, and resource aspects we have seen that product
recovery networks can be subdivided into a number of classes. In particular, the
form of recovery appears to be a discriminating factor. Re-usable item networks,
remanufacturing networks, and recycling networks have been shown to have their
own typical characteristics.
Based on the insights from the case study analysis we have proposed a MILP
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model to support recovery network design. The model is similar to a multi–level
warehouse location model. One main difference concerns additional constraints, re-
flecting the need for coordination between supply and demand. To some extent, this
effect can be interpreted as a capacity constraint. Furthermore, the model involves
an additional degree of freedom due to returns dispositioning. The model has been
shown to be fairly general and to encompass different recovery situations, including
closed loop versus open loop structures, push versus pull drivers, and the possible
admission of a regular production source alternative to product recovery.
The model has been illustrated numerically in two cases concerning copier reman-
ufacturing and paper recycling. Moreover, this analysis has allowed to investigate the
impact of Reverse Logistics flows on the layout of logistics networks. In particular,
we have addressed the question of whether adding a recovery network to an existing
forward network entails substantially higher costs than the simultaneous design of
both the forward and the reverse network part.
Numerical results have shown product recovery networks to be fairly robust in
several respects. As in many traditional distribution networks, moderate parameter
changes result in small changes, if any, in the optimal facility locations and the corre-
sponding network design. What is more, we have seen that forward flows, in general,
dominate the network layout. Return flows appear to have a significant impact on
the overall network structure only in the case of both a major structural difference
between forward and reverse channel costs and high return volumes. The latter case
has been illustrated in the paper industry example where recycling reduces the de-
pendence on the raw material sources, which largely dominated the original forward
channel structure. Consequently, product recovery ‘pulls’ activities geographically
closer to the customers. However, in many other cases, such as in the copier reman-
ufacturing example, Reverse Logistics flows do not have a relevant impact on the
structure of the outbound network part.
This is good news since product recovery can in many cases be implemented with-
out requiring major changes in existing ‘forward’ production–distribution networks.
Moreover, separate networks can be expected to be easier to deal with organisation-
ally. A company can create a new, dedicated organisational unit to deal with return
flows. Therefore the cost of coordination and restructuring tends to be lower.
From a methodological point of view the observed robustness means that forward
and return networks can be modelled separately in many cases, which significantly
reduces the problem sizes. Moreover, the experimental results lead us to the conclu-
sion that supply uncertainty has a limited effect on the logistics network design and
that deterministic modelling approaches appear to be appropriate for recovery net-
work design in many cases. Long-term non-stationary effects such as starting up and
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extending product recovery activities may be an argument for multi–period models,
which certainly deserve further attention.

Part III
Reverse Logistics:
Inventory Management Issues
97

Chapter 6
Inventory Systems with
Reverse Logistics
As explained in Chapter 1 this part of the thesis is dedicated to inventory manage-
ment issues in Reverse Logistics. Complementing the spatial considerations addressed
in the preceding chapters inventory management is concerned with the temporal co–
ordination of subsequent business processes and, eventually, between supply and
demand. Inventory management has been investigated in much detail during the
past fifty years. Different reasons for stock–keeping have been distinguished, such as
lotsizing stock, safety stock, and seasonal stock. Corresponding management issues
that have been addressed include determination of process decoupling points, opti-
mal order policies, and expected stock levels. Countless quantitative models have
been proposed for inventory management including, in particular, numerous classes
of deterministic and stochastic inventory control models. We refer to Silver et al.
(1998) for a detailed discussion of inventory management. Recent developments in
supply chain management have led to an increasing effort to reduce inventory levels
on a global scale. Just–in–time philosophies and vendor–managed–inventories are
some of the concepts pointing in this direction (compare Tayur et al., 1998).
It will come as no surprise that inventory management also plays a role in a Re-
verse Logistics context. As discussed in Section 4.3 inventories may be kept between
any two subsequent activities of a product recovery network. For example, one may
postpone transportation of collected used products to an inspection site until a suf-
ficient number of products has accumulated. Similarly, inspected products may only
be reprocessed once demand has depleted previous stocks. One may think of similar
examples for other Reverse Logistics channels, e.g., reuse of commercial returns or
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impairment and disposal of sensitive asset returns (compare Table 1.1).
In this chapter we investigate inventory management issues in a Reverse Logistics
context in more detail. To this end, we take a look at a number of case studies in
Section 6.1 below. Although material available from literature turns out to be fairly
limited we observe some common characteristics in Section 6.2 and compare them
with a conventional supply chain context. Section 6.3 concludes this chapter with a
detailed literature review on mathematical inventory models in Reverse Logistics.
6.1 Exemplary business cases
Probably the best known example of Reverse Logistics related inventory management
concerns rotable spare parts. In many applications, both civilian and military, spare
parts for maintenance are kept in a closed loop as much as possible. Upon failure
(or preventive maintenance) a part in the field is replaced by a spare part from
inventory. Subsequently, the failed part is returned to the maintenance provider,
inspected and repaired if possible and added to the spare parts inventory again.
Examples are manifold and include military equipment, aircraft and railway engines
and machine tools. Moreover, we recall from Chapter 2 the example of IBM’s spare
parts network for computer components. Inventory control in rotable spare parts
systems has been investigated extensively since the 1960s. Sherbroke’s METRIC
model introduced in 1968 has become a standard, which is at the basis of many
subsequent contributions. Rotable spare parts systems are characterised by a closed–
loop behaviour where the number of parts is constant. Consequently, demand and
returns are highly correlated. Every return of a failed part is accompanied by a
simultaneous demand for a replacement part. Conversely, since not all returned
parts may indeed be repairable new parts may have to be injected into the system
from time to time. Major issues in rotable spares inventory management include
determining the number of parts in the system, the number and location of stock
points, and the allocation of inventories.
Literature on business practice concerning other examples of inventory manage-
ment in a Reverse Logistics context is surprisingly scarce. While it is not difficult to
imagine corresponding issues, as sketched in the introduction to this chapter, detailed
case descriptions are widely lacking. In what follows we discuss a number of sources
providing initial information in this direction.
• In a recent study, Elmendorp (1998) has addressed the management of reusable
packaging by a major brewery in Belgium and The Netherlands. The company
is using a deposit based system encompassing two types of bottles, some twenty
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types of crates, and four types of barrels covering the major share of prod-
ucts sold on the national market. Products are distributed via retailers and
a company–owned trade organisation. Upon delivery of new products empty
packaging is collected from the retailers and the trade organisation back to the
brewery where it is stored, cleaned and refilled. Availability of empty packaging
is an important constraint on the production process. The study distinguishes
three planning levels concerning the inventory of reusable packaging material.
On a long–term basis the total numbers of bottles, crates, and barrels required
are assessed, based on sales forecasts and estimated circulation frequencies.
Seasonality is an important factor at this stage. On a medium–term basis ac-
tual orders for new packaging are placed. On a short–term basis bottles may be
placed in different crates, the production sequence may be adjusted, and taking
back packaging from retailers may, to some extent, be expedited. The study
reports in detail on the forecasting of packaging returns. Based on the data
available at the company, namely ingoing and outgoing flows at the brewery, it
turns out that delivery and returns develop largely in parallel, as a consequence
of the companies collection policy. Given this absence of a visible time lag, the
author concludes that returns may be modelled as an autonomous time series
and that including sales information does not improve forecasting quality.
• Toktay et al. (1999) consider inventory management for Kodak’s single–use
cameras (see also Chapter 1). Printed circuit boards for the production of
these cameras are either bought from overseas suppliers or remanufactured
from the cameras returned by the customers via photo laboratories. The issue
is to determine a cost–efficient order policy for the external supplies. Major dif-
ficulties arise from the fact that return probabilities and market sojourn–time
distribution are largely unknown and difficult to observe. The authors propose
a closed queueing network model to address these issues. They consider a base
stock order policy and develop a Bayesian approach to update estimates of
the unknown parameters. The value of more detailed information concerning
the return process is then assessed by comparing the long–run average costs
of different informational structures, including ignoring past sales; estimating
the return distribution based on aggregate data and based on individual cam-
era data; and complete information on the return distribution. The authors
conclude that estimating the number of cameras in the market based on sales
information can reduce inventory costs significantly. Moreover, estimating the
distribution of the market sojourn–time on an aggregate basis yields satisfac-
tory results such that tracking return data per camera does not seem to pay off.
102 Chapter 6. Inventory Systems with Reverse Logistics
The latter confirms earlier results by Kelle and Silver (1989a) in the context of
reusable containers.
• A somewhat surprising application of inventory control with Reverse Logistics is
pointed out by Rudi and Pyke (1999). They report on a study at the Norwegian
National Insurance Administration concerning the supply of medical devices
such as wheelchairs and hearing aids to handicapped people. In the cadre of
the Norwegian health insurance system people in need are supplied with these
medical devices free of charge. Once the devices are no longer needed they
are returned to the insurance administration where they are inspected. Based
on their state they are then either refurbished and stocked for future use or
scrapped, possibly after dismantling reusable parts. The issue in this system
is to control the purchasing of new devices and to decide whether or not to
refurbish a returned item. The authors present a simple support system for the
refurbishment decision assuming relevant costs and benefits to depend linearly
on the age of a specific item.
Recently, several studies have addressed the use of end–of–use returns as an alter-
native source for spare parts. Integrating used product returns extends the classical
spare parts systems discussed above. In particular, the closed loop character of the
system is relaxed since there is no direct link, in general, between used product
returns and demand for spare parts.
• As an example consider the case of IBM presented in Chapter 2. As discussed,
used computer equipment which cannot be refurbished may be dismantled to
recover reusable spare parts. Dismantling is cheaper both than purchasing
new parts and than repairing failed parts from the field in many cases. On
the other hand, availability of used products for dismantling turns out to be
difficult to forecast, which complicates order decisions on other sources. Note
in particular that used product returns, which may be supposed to depend
primarily on past sales or lease issues, are not related with demand for spare
parts and may therefore raise parts inventory levels. We address the integration
of dismantling into IBM’s spare parts planning in detail in Chapter 9.
• Driesch et al. (1997) report on a similar situation for car parts at Daimler–
Benz. Broken engines returned by customers are remanufactured in a dedicated
recovery facility for use either as entire engine or as collection of spare parts. In
both cases engines are disassembled completely, which gives rise to two kinds
of component inventories, namely dismantled parts of yet unknown quality
and remanufactured, i.e. reusable, parts. Again there is no direct one–to–one
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relation between inbound and outbound goods flows since a customer returning
a failed engine does not necessarily purchase a remanufactured engine and has
no link with spare parts demand either. The authors propose an MRP–scheme
for controlling the purchasing and recovery operations in this system.
• Finally, Van der Laan (1997) investigates a similar system at Volkswagen. The
company offers remanufactured car exchange parts as a cheaper alternative to
new parts. For this purpose, used car parts are taken back through national
importer organisations to a central recovery facility in Germany. Returned
parts are remanufactured by a subcontractor and are then sold by Volkswagen
through the national importers to car dealers. If remanufactured parts do
not cover demand new parts are offered for the same price. The challenge
in this system is to control the inventories of returned and remanufactured
parts. Note that even upon looking at spare parts only, this system still differs
from classical examples in that demand and supply are not directly linked.
In the case study a simple EOQ–based reorder policy for the remanufactured
inventory is investigated. Performance is found to be satisfactory if parameters
are updated regularly, corresponding to the product life–cycle.
6.2 Characteristics of recoverable inventory man-
agement
Although the material on current business practice concerning inventory management
in a Reverse Logistics context is rather limited a number of observations can be
made, considering the examples in the previous section. From an inventory control
perspective, all the cases discussed have a fairly similar structure. Figure 6.1 presents
a general framework, which is adapted from Van der Laan (1997).
In all of the examples one may distinguish items in two states namely recoverable
items returned from a market and serviceable items that can directly meet demand.
Some recovery process transforms recoverable items into serviceables. As examples
consider empty versus re–filled beverage containers (see Elmendorp, 1997), returned
versus inspected printed circuit boards (see Toktay et al., 1999), and used versus
remanufactured car parts (Van der Laan, 1997). In general, both recoverable and
serviceable items may be stocked, leading to a system of two serial inventories.
The supply of returned items is fully exogenously determined in all of the above
cases. The recoverer has no means to influence the timing or quantity of returns.
Instead, returns forecasting appears to be a major issue. Moreover, excess stock
may possibly be disposed of. In addition, all examples include an alternative supply
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Figure 6.1: Framework for inventory control with Reverse Logistics
source that is fully controllable to replenish the serviceable stock. One may think
of the supply of ‘virgin’ printed circuit boards (Toktay et al., 1999), medical devices
(Rudi and Pyke, 1999), and computer spare parts (see Chapter 2) for example.
It should be noted that the above situation resembles the distribution manage-
ment setting discussed in Section 4.3 in that the logistics system considered forms
a link between two exogenous drivers, namely (recoverable) supply and demand.
The relation between both processes appears to be one main discriminating factor
characterising different recovery situations. As discussed above, classical spare parts
systems rely on a closed loop situation where every return triggers an instantaneous
demand. In other situations the causal relation appears to be reversed, in that de-
mand entails a subsequent return, typically after a certain time lag. We recall the
cases of single–use cameras (Toktay et al., 1999) and beverage containers (Elmen-
dorp, 1997) as examples. In yet other situations, there may be no closed loop at all
and no direct relation between demand and returns. As discussed above the latter
holds, for example, for the returns of used computer equipment for dismantling and
the demand for spare parts at IBM (see Chapter 2).
In addition, note that the above framework once more encompasses both Reverse
Logistics flows and conventional ‘forward’ flows, just as the location models discussed
earlier. In this sense, the above cases provide another argument for not considering
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Reverse Logistics in isolation but embedded in the overall logistics context.
Comparing Figure 6.1 with a traditional inventory control context (see, e.g., Silver
et al., 1998) two major distinguishing factors can be observed, namely an exogenous
inbound flow on the one hand and multiple supply options for the serviceable stock
on the other. However, both features as such are not new. Parallels and differences
with classical spare parts systems have already been discussed above. As pointed out
by Van der Laan (1997) another inventory control context with exogenous inbound
flows is cash balancing. This refers to the management of a bank’s local cash which
is raised by customer deposits and lowered by customer withdrawals. The cash level
may be controlled by transfers to and from a central cash. Cash balancing models
have been studied in literature since a long while (see Inderfurth, 1982, for a review).
Considering the above framework they may provide a potential starting point for
developing inventory models in a Reverse Logistics context. While we defer the
detailed analysis of corresponding quantitative models to subsequent chapters we
note at this point that application of cash balancing models in a Reverse Logistics
context is mainly limited by its restrictive leadtime assumptions. Transfers between
local and central cash usually do not consume much time. In contrast, leadtimes for
both the recovery process and ‘virgin’ supply in a Reverse Logistics context may be
substantial and, in addition, different for both channels.
Previous inventory models with multiple supply options mainly concern emer-
gency supplies (see, e.g., Moinzadeh and Nahmias, 1988). Typically, a slow but
cheaper supplier and a fast but more expensive supplier are considered. Orders are
placed at the cheap supplier unless the inventory level drops below a critical point.
In that case, an emergency order is placed at the fast supplier to avoid stockouts. In
this way, emergency supply models are a direct extension of lost–sales models. The
major difference between this setting and the framework as displayed in Figure 6.1
is the fact that both the regular and the emergency supplier are always available.
In contrast, availability of product returns for recovery is exogenously determined.
Hence, there may not always be a choice as to which source to use at a given moment.
Nevertheless, emergency supply models may be worth considering as a starting point
for Reverse Logistics inventory models. We analyse the impact of both the exogenous
inbound flow and the alternative supply options on quantitative inventory models in
detail in Chapters 7 and 8.
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6.3 A review of inventory models in Reverse Logis-
tics
Given the limited number of published case studies on inventory management in a
Reverse Logistics context it is remarkable that a fairly substantial number of quan-
titative models has been proposed for this issue. Some are developed as extensions
to classical spare parts models. Others are inspired by the recent interest in Reverse
Logistics and product recovery management. In general, the contributions tend to be
mainly mathematically oriented and the link with business examples is rather loose.
In this section we review literature concerning quantitative inventory control models
within the scope of the framework sketched in Figure 6.1. From a mathematical in-
ventory theory perspective, deterministic and stochastic models can be distinguished,
and the latter can be further subdivided into periodic and continuous review models.
We treat each of these groups separately below.
As pointed out before, repairable spare parts models have been investigated in
much detail for at least four decades. Revisiting this material does not seem to add
to our analysis. Therefore, we do not consider models in the sequel where returns
are limited to product or parts failures that immediately generate a replacement
demand. For a detailed discussion of repairable spare parts models we refer to the
standard reviews by Pierskalla and Voelker (1976), Nahmias (1981), and Cho and
Parlar (1991). Additional recent references are discussed by Guide and Srivastava
(1997).
6.3.1 Deterministic Models
In deterministic inventory control models information on all the components of the
framework presented in Figure 6.1 is assumed to be known with certainty. In partic-
ular, demands and returns are known a priori for the entire planning horizon. Using
the taxonomy of inventory theory Table 6.1 lists deterministic models from literature
that fall within the scope of the above framework. For each model discrete versus
continuous demand and decision epochs are specified as well as a stationary versus
dynamic approach. Moreover, the planning horizon and the objective function’s cost
criterion are indicated. Some of the models explicitly take into account the two types
of inventory distinguished in Figure 6.1 whereas others consider a single aggregated
stock–point only. Similarly, a varying number of decision variables may be involved.
In particular, disposal of excess returns may or may not be allowed. In addition,
we show whether fixed costs and leadtimes are included. Finally, we distinguish re-
search contributions focussing on the cost evaluation of a fixed decision policy class,
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Table 6.1: Deterministic inventory models with Reverse Logistics
parametric optimisation within a given class of policies, and global optimisation of
the policy structure.
The deterministic models can primarily be subdivided into static and dynamic
models. The former correspond with the mindset of the classical economic order
quantity (EOQ) seeking an optimal tradeoff between fixed setup and variable holding
costs. Several authors have proposed extensions to this model taking return flows
into account. A first model of this type was proposed by Schrady as early as in 1967.
The model comes down to the system in Figure 6.1 with constant demand and return
rates and fixed leadtimes for external orders and recovery. Disposal is not allowed.
The costs considered are fixed setup costs for external orders and recovery and linear
holding costs for serviceable and recoverable inventory. The author proposes a control
policy with fixed lotsizes for procurement and recovery where each procurement order
is followed by n identical recovery batches. Expressions for the optimal value of n
and for the optimal lotsizes are derived analogous with the classical EOQ model.
In particular, the optimal procurement–lotsize equals the EOQ formula for the ‘net’
demand rate (i.e. demand minus returns) in the case of identical holding costs for
serviceables and recoverables.
Mabini et al. (1992) have proposed an extension to the above model including
a stockout service level constraint. Moreover, a corresponding multi–item system is
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discussed in which different items share the same repair facility. Numerical solution
methods are proposed for both situations.
Subsequently, Richter (1994) has considered Schrady’s model for alternating pro-
curement and recovery batches (i.e. n = 1 in the above setting) and analyses the
dependence of the cost function on the return rate. He shows that costs are convex
in the return rate if holding costs for recoverables do not exceed serviceable holding
costs. This result may be useful if the return rate can be influenced, e.g., by means
of disposal. Richter (1996, 1997) extends the analysis to the case of multiple con-
secutive procurement and recovery batches. He shows that the optimal solution to
a relaxed problem, where the number of setups may be non–integer, uses multiple
consecutive batches for at most one of the sources. Moreover, this result is used
to characterise situations where it is advantageous to achieve return rates of 0% or
100%, respectively.
Teunter (1998) considers the same model anew for a modified disposal policy.
Rather than assuming a constant disposal rate all returns occurring during a certain
time span are disposed, while all returns thereafter are accepted again. Disposal
involves a linear cost per item. Moreover, the author assumes different holding costs
for recoverable, recovered, and procured items. Expressions for the optimal lotsizes in
this policy are derived. Furthermore, it is shown, as in Richter’s analysis (1996), that
the number of consecutive batches equals one either for recovery or for procurement
(or both) in any optimal solution when ignoring integrality constraints on the number
of setups.
It should be noted that all of the above results are somewhat heuristic in that they
optimise parameter values for predetermined policies without studying optimality of
the policy itself. To the best of our knowledge there are no results that specify the
structure of an optimal policy.
Besides the above static models a few dynamic lotsizing models similar to the
classical Wagner–Whitin–model (Wagner and Whitin, 1958) have been proposed for
a Reverse Logistics context. Most of these models consider a single stock point,
hence aggregating the two types of inventory distinguished in Figure 6.1. Richter
and Sombrutzki (2000) discuss applicability of the original Wagner–Whitin–model
in Reverse Logistics situations. Reversing the time axis they argue that the tradi-
tional model can be interpreted as looking for optimal recovery batches for returned
products that are accumulating. Note that this interpretation does not include an
alternative procurement option nor disposal. Moreover, demand is not a restricting
factor.
Beltran and Krass (1997) consider dynamic lotsizing for an inventory point facing
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both demand and returns. This comes down to the original Wagner–Whitin–model
with the exception that (net) demand may be positive or negative. Moreover, the
inventory may be both raised by procurement and decreased by disposal. Both
actions involve fixed plus concave costs. The authors show that the zero–inventory–
property, which is well known for the original model, has to be modified here. Rather
than assuming zero inventory at any order epoch, it can be shown that there is a
period of zero inventory between any two actions (procurement or disposal) in an
optimal policy. Due to returns a procurement order may sometimes be delayed
beyond the first occurrence of inventory depletion. This more general structure
complicates the computation of an optimal policy. The authors propose a dynamic
programming algorithm which is of complexity O(N3) in the general case and of
O(N2) under additional restrictions on the cost functions.
Finally, Minner and Kleber (1999) address the situation in Figure 6.1 in an opti-
mal control context. In addition to demand and returns, all actions, namely procure-
ment, recovery, and disposal are modelled as non–stationary continuous processes.
Optimality conditions are derived under a linear cost structure. The optimal control
policy is shown to change at discrete points only and be extremal, in the sense that
recovery and disposal actions always cover all or nothing. This allows for an easy
solution algorithm. Results are illustrated in a scenario with seasonality and a fixed
time lag between demand and returns.
6.3.2 Stochastic Periodic Review Models
As listed in Table 6.2 several periodic review inventory models have been proposed
in literature that fit in the framework of Figure 6.1. In addition to the characteristics
discussed in the previous subsection the form of stockout handling is indicated for
each model, namely backordering versus lost sales. Moreover, we specify assumptions
on the demand and return processes and on their relation. As discussed in Section
6.1 both processes may be linked by a fixed or stochastic time lag or be independent.
In most of these contributions an optimal policy is sought for procurement, re-
covery, and/or disposal decisions. One main distinction can be made between models
considering one aggregated stock point and more detailed models explicitly taking
into account the two types of inventory indicated in Figure 6.1. Within the former
class, models differ mainly with respect to the assumptions concerning the relation
between demand and returns. Whisler (1967) analyses a single inventory where each
issued item returns after a stochastic market sojourn time. Similar to Beltran and
Krass (1997, see above), the inventory level may be increased or decreased instanta-
neously by means of procurement and disposal. Considering an equivalent queueing
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Toktayetal(1999)
BuchananandAbad(1998)
Cohenetal(1980)
Beltranetal(1997)
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Inderfurthetal(1998)
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model the structure of an optimal control policy under linear costs is shown to be
characterised by two critical numbers L < U . Whenever the inventory level at
a review epoch lies outside the interval [L,U ] it is optimal to order up to L or
dispose down to U , respectively. For intermediate inventory levels the optimal action
depends on additional parameters. In the case of Poisson distributed demand and
exponentially distributed market sojourn times it is optimal not to take any action.
A similar situation has been analysed by Kelle and Silver (1989). They assume
issued items to be returned after a stochastic time lag or to be lost eventually. Since
the average net demand is positive no disposal option is included. On the other hand,
fixed procurement costs are taken into account. The authors formulate a chance–
constrained integer program, which can be transformed into a dynamic lotsizing
model with possibly negative demand, based on an approximation of the cumula-
tive net demand. Note that this model differs from the extended dynamic lotsizing
model discussed in Subsection 6.2.1 (Beltran and Krass, 1997) in that disposal is not
included. Therefore, it can be transformed further into an equivalent conventional
Wagner–Whitin model.
In their model concerning the case study on reusable cameras (see Section 6.1)
Toktay et al. (1999) also assume a stochastic sojourn time and a certain loss fraction
in the market. Based on a six node closed queueing network they determine an
optimal base stock level to control procurement decisions assuming Poisson demand.
As discussed above, much attention is paid to an efficient estimation of unknown
parameters of the return process.
Buchanan and Abad (1998) modify Kelle and Silver’s model by assuming for each
period that returns are a stochastic fraction of the number of items in the market.
Note that this comes down to an exponentially distributed market sojourn time.
Moreover, in each period a fixed fraction of items from the market is lost. Under
these conditions the authors derive an optimal procurement policy depending on
two state variables, namely the on–hand inventory and the number of items in the
market.
Cohen et al. (1980) consider a similar system assuming a fixed market sojourn
time. Moreover, a given fraction of demand in each period will not be returned. In
addition, a certain fraction of on hand inventory is lost due to decay in every period.
The authors propose a heuristic order–up–to policy which is shown to be optimal
in the case of a market sojourn time of one period. In the general case the target
inventory level may occasionally not be attainable if returns are too high. The special
case of a one period market sojourn time is also analysed by Beltran et al. (1997).
Taking additional fixed costs into account they show optimality of a conventional
(s, S)–reorder policy under some technical assumptions.
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Finally, Simpson(1970) assumes demand and returns to be independent with a
positive expected net demand. He proposes a heuristic for computing an order–up–
to level under linear costs and a stochastic procurement leadtime when neglecting
intermediate backorders cleared by returns.
A first model explicitly considering the two distinct inventories for serviceables
and recoverables (see Figure 6.1) has been proposed by Simpson (1978). He considers
the trade–off between material savings due to reuse of old products versus additional
inventory carrying costs. Period demand and returns are modelled as generally dis-
tributed random variables that are independent except for possible correlation within
the same period. Optimality of a three parameter (L,M,U) policy to control pro-
curement, recovery, and disposal is shown when neither fixed costs nor leadtimes are
involved. The policy can be interpreted as ‘recover while serviceable stock is below
M ’ and then adjust the echelon stock (i.e. the sum of both inventories) according to
Whisler’s (L,U)–policy.
Inderfurth (1996,1997) has extended Simpson’s model by considering the impact
of non–zero leadtimes both for procurement and recovery. He shows that it is the
difference between both leadtimes which determines the system’s complexity. If lead-
times are equal Simpson’s policy can be shown to remain optimal by considering an
appropriate inventory position rather than the net stock (analogous with Veinott’s
classical state reduction technique; see Veinott, 1966). In all other cases growing di-
mensionality of the underlying Markov model prohibits simple optimal control rules.
A similar result holds if recoverables cannot be stored but need to be recovered or
disposed of immediately. In this case Whisler’s (L,U)–policy is optimal for equal
leadtimes and for a procurement leadtime excess of one period. All other cases result
again in fairly intractable situations.
Finally, Inderfurth et al. (1998) present a model for assigning returned products
to alternative recovery options or disposal, which gives rise to a two–level divergent
inventory system. Demand for each option and returns are again assumed to be
independent. The expected total net supply from returns is positive and there is
no additional procurement source in this model. The issue is to find an optimal
policy for allocating returns to the alternative options taking into account holding
and backorder costs. The authors show the optimal policy to have a complicated
structure and propose a simple critical number policy as an approximation.
6.3.3 Stochastic Continuous Review Models
Finally, a number of continuous review models within the above framework has been
proposed as listed in Table 6.3. All of these models are stationary and analyse
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stockout – back back back – back back
# stockpoints 1 1 1 1 2 2 2
# items 1 1 1 1 1 1 1
# decision variables 1 2 3 / 4 2 3 3 / 4 4 / 5
disposal + - + - - - +
fixed costs - + + + + + +
leadtimes - + + - - + +
demand process comp Pois Pois Pois Pois Pois Pois
renew
return process comp Pois Pois Pois Pois Pois Pois
renew
relation demand / returns indep indep indep expon indep indep indep
lag
evaluation / parameter opt. / pol par par par par eval eval
policy opt.
Table 6.3: Continuous review inventory models with Reverse Logistics
the infinite horizon system behaviour. Focus is on a general cost analysis and on
determining optimal parameter values for predetermined control policies. In contrast,
results on optimal policy structures are few. In almost all cases demand and returns
are modelled as independent Poisson process.
As in the previous subsection the proposed models can be divided into two groups
considering, respectively, a single aggregated stockpoint or distinct recoverable and
serviceable inventories. Within the former class Heyman (1977) analyses disposal
policies to optimise the trade–off between additional inventory holding costs and
production cost savings. He models demand and returns as general independent
compound renewal processes. Since both recovery and procurement are instantaneous
no stockouts occur. Ignoring fixed costs the system is controlled by a single parameter
disposal level strategy: incoming returns exceeding this level are disposed of. The
author shows equivalence of this model with a single server queuing model. For the
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case of Poisson distributed demands and returns he derives an explicit expression for
the optimal disposal level. Furthermore, he proves optimality of the one parameter
policy in this case. For generally distributed demands and returns an approximation
is given.
Muckstadt and Isaac (1981) consider a similar model where the recovery process
is explicitly modelled as a multi–server queue. In contrast with the above approach
disposal decisions are not taken into account. The costs considered comprise service-
able holding costs, backorder costs, and fixed procurement costs. A control policy
is proposed that controls procurement according to a traditional (s,Q)–rule whereas
returned products directly enter the recovery queue. Values for s and Q are de-
termined based on an approximation of the distribution of the net inventory. In a
second step these results are carried over to a two echelon model.
Van der Laan et al. (1996a,b) propose an alternative procedure for determining
the control parameters in the above (s,Q)–model based on an approximation of the
distribution of the net demand during the procurement leadtime. A numerical com-
parison shows this approach to be more accurate in many cases. Moreover, the model
is extended with a disposal option, for which several policies are compared numer-
ically. The authors recommend to base disposal decisions on two critical numbers
limiting the recovery queue length and an appropriately defined inventory position,
respectively.
Yuan and Cheung (1998) model dependent demand and returns by assuming an
exponentially distributed market sojourn time. Moreover, items may eventually be
lost with a certain probability. Leadtimes for both recovery and procurement are zero
and there is no disposal option. The authors propose an (s, S) reorder–order–up–to
policy for procurement based on the sum of items on hand and in the market. It
should be noted that this implies the number of items in the market to be observable.
The long–run average costs for this policy are calculated based on a two–dimensional
Markov process. A numerical search algorithm is proposed for finding optimal control
parameter values.
Teunter (1999) distinguishes serviceable and recoverable stock and once more as-
sumes demand and returns to be independent Poisson processes. The performance of
an EOQ–based heuristic is evaluated. To this end, lotsizes for procurement and re-
covery are determined in a deterministic model (see Teunter, 1998, discussed above).
Whenever the serviceable stock is depleted a recovery order is placed if enough re-
coverable items are on hand for the predetermined lotsize. Otherwise a procurement
order is placed. Numerical results are given that document a good performance of
this heuristic.
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Van der Laan et al. (1999a,b) present a detailed analysis of different policies to
control serviceable and recoverable stock in the above setting, taking into account
non–zero leadtimes for both sources. In particular, a push- and a pull–driven recovery
policy are considered. In the first case, all returned items are recovered as soon as
the recoverable stock is sufficient to achieve a certain lotsize. In the second case,
recovery is controlled by an (s, S) policy based on the serviceable inventory position,
defined as serviceable inventory on hand minus backorders plus outstanding (recovery
or procurement) orders. Procurement is controlled by an (s, S)–policy concerning
the serviceable inventory position in both cases. Long–run expected costs for both
policies are computed by evaluating a two–dimensional Markov process. Control
parameter values are determined via enumeration. The authors indicate that the
above inventory position has some drawbacks in the case of a large difference between
the leadtimes of the two sources. Therefore, Inderfurth and van der Laan (1998)
propose a modified inventory position for this case. The essence of this approach
is to take only those outstanding orders into account that are within a certain time
window.
Van der Laan and Salomon (1997) extend the above model to include a disposal
option. For the pull-strategy an upper bound on the recoverable inventory is proposed
as disposal trigger. For the push–strategy the recoverable inventory is limited by
the recovery lotsize anyway and disposal is therefore controlled on the basis of the
aforementioned inventory position. The authors show that a disposal option can
significantly reduce the system costs by avoiding excessive stock levels, in particular
for large return rates. A detailed numerical analysis is presented concerning the cost
impact of various parameters.

Chapter 7
Impact of Inbound Flows
As revealed in the previous chapter, one of the major distinguishing characteristics of
inventory control in a Reverse Logistics context is the need for integrating a largely
exogenously determined goods inflow. In this chapter we address this issue in more
detail and quantify the impact of inbound goods flows on inventory dynamics and
appropriate control strategies. For the sake of focus we start from a basic situation
allowing for a detailed analysis. Subsequently, potential extensions and limitations
of this approach are discussed. As with many of the models discussed in the pre-
vious chapter, we therefore aggregate the two inventory types distinguished in the
framework of Figure 6.1 into a single stock point. Moreover, we assume demand
and returns to be independent. Finally, we do not include a disposal option, hence
procurement is the only means to control the system. One may view this setup as
the common core of the models discussed in Chapter 6. Our goal is to identify appro-
priate decision rules in the above setting and to investigate the impact of the return
flow on the system’s performance.
The material of this chapter is organised as follows. In Section 7.1 we formally
introduce our model and notation. Section 7.2 addresses the special case of unit
demand and return quantities. Deriving analytic expressions for the relevant dis-
tributions we prove optimality of a conventional (s,Q)–policy for the procurement
decisions. What is more, we show the cost function to have the same structure as in
a traditional inventory model without returns, which allows for an easy computation
of optimal control parameter values. In the subsequent sections we extend this ap-
proach to the case of general demand and return distributions. Section 7.3 provides
the key result, showing that our model can be transformed into an equivalent classi-
cal inventory model without returns if procurement is controlled by an (s, S)–order
policy. Optimality of an (s, S)–policy for our model is shown in Section 7.4. In
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Section 7.5 we use the analytic results to evaluate the impact of different return flow
characteristics numerically. Section 7.6 concludes the chapter by discussing possible
extensions to the model and delineating the scope of the results.
7.1 A basic inventory model with item returns
Following the above motivation we consider a standard single item stochastic in-
ventory model extended with a stochastic inbound item flow. For the time being,
item returns are assumed to immediately raise the serviceable stock level. For an
illustration one may think of situations where returned products can be reused di-
rectly without major re–processing, such as reusable packaging (compare Table 3.1).
However, we remark that this assumption is for notational convenience mainly and
does not limit the generality of the model essentially. In Section 7.6 we show how
a recovery process involving a positive leadtime can be incorporated in this setting
following a standard state–redefinition approach.
For ease of presentation we consider a discrete time setting (see Section 7.6 again
for extensions to a continuous time model). We assume the following sequence of
events. At the beginning of each period the inventory level is reviewed. A decision is
taken on procurement orders, which are delivered after a fixed leadtime of τ periods.
Subsequently, demand and returns arrive throughout the period. Any unsatisfied
demand is backordered. Let
D+n = demand in period n;
D−n = returns in period n;
Dn = D+n −D−n , net demand in period n .
We assume (Dn)n∈IN to be independent identically distributed as an integer random
variable D and let pi = IP{D = i}, i ∈ ZZ. Note that this assumption allows for
stochastic dependence between demand and returns within the same period. For
example, replacement demand triggered by returns can be taken into account. In
contrast, there is no dependence across periods, provided that both demand and
returns are themselves i.i.d. sequences. We recall from the previous chapter that the
relation between the demand and return process is one of the distinguishing elements
between the different models in literature. Independence or a (possibly stochastic)
time lag are the two major options that have been considered. We defer a more
detailed discussion concerning the appropriateness of these assumptions to Section
7.6. To describe the system’s state let
Yn = net stock at the beginning of period n before ordering;
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An = replenishment order size in period n;
Xn = net stock at the beginning of period n after ordering
and receipt of replenishments;
In = inventory position at the beginning of period n
defined as Yn + outstanding replenishments.
As explained above, we do not include a disposal option and therefore restrict An
to be nonnegative for all n. Obviously, this assumption only makes sense if the
average demand outweighs the average returns since otherwise the inventory level
would increase to infinity. We therefore assume
IE[D] > 0 . (7.1)
The objective is to minimise the long–run average cost per time, considering fixed
order costs and convex shortage and holding costs. Note that linear order costs are
not relevant since any stable policy necessarily orders IE[D] units per time on average.
Let
K = fixed cost per replenishment order;
G(x) = expected one period holding and backorder costs when
starting with a stock level x (after ordering and receipt),
and assume G(.) to be convex and G(x)→∞ for |x| → ∞.
We reconsider Tables 6.2 and 6.3 to place the above model in the context of the
literature reviewed in the previous chapter. As pointed out before, the above setup
concurs with most of the earlier approaches in that it considers a single stock point.
Hence, focus is on the behaviour of the end–item level rather than on a detailed
modelling of the recovery channel. Within this perspective, the above model is
rather general in that it includes both fixed costs and leadtimes, thus taking into
account lotsizing as well as safety stock effects. On the other hand, it does not
include a disposal option whereas a few of the previous contributions do. We discuss
the tradeoff in terms of tractability between the different assumptions at the end of
this chapter. The main difference with most of the single–stock models in Table 6.2
is the independence assumption of demand and returns. It is shown in this chapter
that this assumption allows for fairly comprehensive results. Its justification from
a practical perspective is discussed in Section 7.6. Considering the continuous–time
models in Table 6.3 it should be noted that the above model encompasses batch
demand and return distributions, rather than being restricted to Poisson processes.
Most of all, the above setup resembles the models of Muckstadt and Isaac (1981) and
Yuan and Cheung (1998). Besides the more general demand and return distributions
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the only difference with the former is a slightly more restrictive recovery process (see
Section 7.6). The difference with the latter concerns the independence of demand
and returns versus an exponentially distributed market sojourn time. Both of these
contributions do not include results on optimal policy structures.
Finally, it should be noted that the above model is essentially a standard stochas-
tic inventory model up to the difference that demand may be both positive and
negative. In the subsequent sections we show that the model can be transformed
into an equivalent model with nonnegative demand only.
7.2 The unit demand case
We start by analysing our model for the special case of unit transaction sizes. Hence,
we assume in this section that the net demand per period equals plus or minus one.
This allows us to give explicit expressions for the relevant probability distributions,
which simplifies the presentation of the major ideas. In the subsequent sections we
follow the same approach to analyse the general demand case.
It should be noted that assuming unit transaction sizes in the above periodic re-
view model is equivalent to a continuous review model where demand and returns are
independent Poisson processes and the expected interarrival time equals the review
period. Since this may be the most relevant direct application of the unit transaction
case we take a continuous review perspective in this section. Hence, let us assume
that demand and returns are independent Poisson processes and that a procurement
order may be placed at any arrival epoch.
To comply with notational conventions we replace the period index n by a con-
tinuous argument t in this section. Moreover, let
λD = demand intensity;
λR = return intensity;
γ = return ratio defined as λR/λD;
D(t1, t2) = net demand in time interval [t1, t2),
and let G(x) denote a cost rate per time, which is incurred while the net stock equals
x. Note that assumption (7.1) implies that γ < 1. Moreover, for γ = 0 the model
reduces to a conventional continuous review inventory model with Poisson demand
(see, e.g., Federgruen and Zheng, 1992).
The objective is to find an order policy for this model that minimises the long–run
average costs. In the conventional case, i.e. γ = 0, it is well known that it is sufficient
to optimise within the class of (s,Q)–policies based on the inventory position (see,
e.g. Zheng, 1991). Under this rule a replenishment order of size Q is placed whenever
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the inventory position drops to s. In this case the steady state distribution of I(t)
is uniform on {s + 1, s + 2, ..., s + Q}. At the end of this section we show that an
(s,Q)–policy is also optimal in the case γ > 0. Therefore, we restrict our analysis
to (s,Q)–policies now and in addition require s and Q to be integer. As in the
conventional case we have the relation
X(t) = I(t− τ)−D(t− τ, t), (7.2)
where I and D are independent. To characterise the long–run behaviour of X we
therefore consider the steady state distributions of the inventory position and the
leadtime demand.
The inventory position I(t) forms a homogeneous continuous–time Markov pro-
cess with state space I := ZZ∩ [s+1,∞) under the above assumptions. Note that, in
contrast with traditional inventory models, the state space here is unbounded from
above. The non–zero transition rates are given by
lim
∆t→0
1
∆t
P{I(t+ ∆t) = k|I(t) = l} =

λD k = l − 1, l ≥ s+ 2
λD for k = s+Q, l = s+ 1
λR k = l + 1, l ≥ s+ 1 .
Since 0 ≤ γ < 1 the process I(t) is ergodic and is known to have the following
stationary distribution (see, e.g., Muckstadt and Isaac, 1981).
Proposition 7.1 Let 0 ≤ γ < 1. Then
is+k := lim
t→∞P{I(t) = s+ k} =

1− γk
Q
1 ≤ k ≤ Q
(γ−Q − 1) γk
Q
Q < k .
(7.3)
Proof:
It is easily verified that (7.3) satisfies the equilibrium equations of the process I(t)
(see also Muckstadt and Isaac, 1981) .

Note in particular that the steady state distribution of the inventory position is
not uniform in this model. Let I∞ denote a random variable with this probability
distribution, (in the sequel, analogous notation is used for other variables). From
(7.3) we get
IE[I∞] = s+
Q+ 1
2
+
λR
λD − λR and Var[I∞] =
Q2 − 1
12
+
λDλR
(λD − λR)2 .
Next let us consider the distribution of the leadtime demand.
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Proposition 7.2 For γ > 0 the distribution of the net demand during a leadtime
period is given by
dk := P{D(t− τ, t) = k} = e−(λD+λR)τ√γ(−k) Ik(2τ
√
λRλD) ∀ k ∈ ZZ ,
where Ik(2z) = zk
∑∞
l=0
z2l
(l+k)!k! for z ∈ IR denotes the k-th modified Bessel function.
For γ = 0 we have limλR→0 P{D(t− τ, t) = k} = e−λDτ (λD τ)k/ k! .
Proof:
We verify the expression for k ≥ 0. For negative k the proof runs analogously.
Supposing k ≥ 0 we have
P{D(t− τ, t) = k} =
∞∑
l=0
P{D+(t− τ, t) = l + k} · P{D−(t− τ, t) = l}
= e−(λD+λR)τ (τλD)k
∞∑
l=0
τ2l
λlD
(l + k)!
λlR
l!
= e−(λD+λR)τ
√
γ
(−k)
Ik(2τ
√
λRλD).

Note that Ik(2z) can efficiently be approximated numerically (see Abramowicz and
Stegun, 1970). Since the above distribution is independent of t we write D(τ) rather
than D(t− τ, t) from now on. From the definition of D we immediately get
IE[D(τ)] = τ(λD − λR) and Var[D(τ)] = τ(λD + λR) .
By (7.2) the above results can be used to characterise the steady state distribution
of X(t), though not in an easy, closed form expression. For the first two moments
we get
IE[X∞] = s+
Q+ 1
2
+
λR
λD − λR − τ(λD − λR) (7.4)
Var[X∞] =
Q2 − 1
12
+
λDλR
(λD − λR)2 + τ(λD + λR) . (7.5)
Note that for fixed control parameters both the mean and the variance of the net
inventory in steady state increase with λR.
We now have all the prerequisites to analyse the behaviour of the cost function.
Let C(s,Q) denote the long–run expected average costs per time for given control
parameters s and Q. In the usual way, by considering individual replenishment cycles
and applying the renewal reward theorem (see, e.g., Hadley and Whitin, 1963) we
have
C(s,Q) = K
λD − λR
Q
+ IE[G(X∞)] . (7.6)
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By virtue of relation (7.2) we can rewrite this expression in terms of the inventory
position. To this end, let G˜(l) denote the expected inventory cost rate at time t+ τ
when the inventory position at time t equals l, i.e.
G˜(l) := IE[G(X(t+ τ)) | I(t) = l] = IE[G(l −D(τ))].
Using (7.3), the cost function can then be written as
C(s,Q) = K
λD − λR
Q
+ IE[ G(I∞ −D(τ))]
= K
λD − λR
Q
+
∞∑
l=s+1
il G˜(l)
=
1
Q
[c+
Q∑
l=1
(1− γl)G˜(s+ l) + (γ−Q − 1)
∞∑
l=Q+1
γl G˜(s+ l)] , (7.7)
where c := K(λD − λR). However, in contrast with the conventional model, this
expression involves an infinite sum with coefficients depending on the control param-
eters s and Q. This complicates the analysis of C(s,Q) in this form for the return
flow model. The following proposition shows how this difficulty can be overcome by
rewriting the cost function further.
Proposition 7.3 Let
H(k) := (1− γ)
∞∑
l=0
γlG˜(k + l) . (7.8)
Then H(k) is convex in k and
C(s,Q) = [c+
s+Q∑
k=s+1
H(k)] / Q . (7.9)
Proof:
Inserting (7.8) into the righthandside of (7.9) yields
[c+
s+Q∑
k=s+1
H(k)] / Q
= [c+ (1− γ)
s+Q∑
k=s+1
∞∑
l=0
γlG˜(k + l) ] / Q =
= {c+ (1− γ) [
Q∑
l=1
G˜(s+ l)
l∑
k=1
γk−1 +
∞∑
l=Q+1
G˜(s+ l)
Q∑
k=1
γl−k ] } / Q
= [c+
Q∑
l=1
(1− γl)G˜(s+ l) + (γ−Q − 1)
∞∑
l=Q+1
γl G˜(s+ l) ] / Q ,
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which is equal to C(s,Q) according to (7.7). Moreover, G˜(l) = IE[G(l−D)] is convex
due to the convexity of G and therefore H(k) is convex as a sum of convex functions.

The advantage of expression (7.9) is that it has exactly the same structure as the
cost function in a conventional (s,Q)–model. Therefore, we can apply the sequential
procedure proposed by Federgruen and Zheng (1992) to compute the optimal control
parameters. This result is summarised in the following corollary.
Corollary 7.4 The optimal control parameters s and Q of the above inventory model
with return flow can be found in a linear search by successively evaluating the min-
imum costs C∗(Q) := C(s∗(Q), Q) for increasing Q, where s∗(Q) denotes the op-
timal reorder level for given order quantity Q. The iteration starts with s∗(1) =
arg mink∈ZZ H(k) and exploits the fact that s∗(Q)−1 ≤ s∗(Q+1) ≤ s∗(Q). Moreover,
−C∗(Q) is unimodal and the search can be stopped as soon as C∗(Q+ 1) ≥ C∗(Q).
Proof:
The proof follows directly from Proposition 7.3 and the results from Federgruen and
Zheng (1992). 
Equations (7.8) and (7.9) show how a stochastic item return flow can be incor-
porated into the setting of a traditional inventory model. Replacing the conditioned
inventory cost rate function G˜(.) by a moving–average like modification turns out
to be key. This relationship may be further interpreted as follows. Suppose that
returned and new items are kept in two distinct inventories (with the same cost pa-
rameters). Demand is assumed to be served with preference from returned items.
Only if there are no returned items on–hand, demand is served from new items.
Moreover, suppose that procurement orders are controlled according to an (s,Q)–
policy based on an inventory position of new items only. We refer to this model as
‘two–bucket model’ while the model considered so far is simply called ‘return flow
model’. The following proposition shows that both models are equivalent and that
H(.) is the inventory cost rate in the ‘two–bucket’ model conditioned on the new
inventory position.
Proposition 7.5 Let C˜(s,Q) denote the long–run expected average costs for given
control parameters s and Q in the above ‘two bucket’ inventory model. Then
C˜(s,Q) = C(s,Q) = [c+
s+Q∑
k=s+1
H(k)] / Q
and H(.) is the expected inventory cost rate conditioned on the inventory position of
new items.
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Figure 7.1: System dynamics in the two–bucket model
Proof:
Define inventory positions K(t) and L(t) for new and returned items respectively via
the following updating rules:
each return triggers a transition (K,L)→ (K,L+ 1)
each demand triggers a transition (K,L)→

(K,L− 1) L > 0
(K − 1, 0) if L = 0,K > s+ 1
(s+ Q, 0) L = 0,K = s+ 1
See Figure 7.1 for a graphical representation.
Clearly, we have K(t) + L(t) = I(t) + κ , with some constant κ. Without loss of
generality we may choose κ equal to zero. Moreover, since the cost parameters are
identical the two models are indeed equivalent and we have C˜(s,Q) = C(s,Q).
To interpret the function H(.) in the setting of the two–bucket model, note that
(K,L)(t) is a two-dimensional Markov process on ZZ∩[s+1, s+Q]×ZZ≥0 in continuous
time with non–zero transition rates
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lim
∆t→0
1
∆t
P{(K,L)(t+ ∆t) = (k, l)|(K,L)(t) = (m,n)}
=

λD for k = m− 1, m ≥ s+ 2, l = n = 0
λD k = s+Q, m = s+ 1, l = n = 0
λD k = m, l = n− 1, n ≥ 1
λR k = m, l = n+ 1, n ≥ 0 .
(7.10)
We show that the steady state distributions of K(t) and L(t) are independent. Solv-
ing the equilibrium equations for (7.10) gives
pikl := lim
t→∞P{(K,L)(t) = (k, l)} =
1− γ
Q
γl for s+ 1 ≤ k ≤ s+Q, 0 ≤ l ,
which implies
ρk := lim
t→∞P{K(t) = k} =
1
Q
for s+ 1 ≤ k ≤ s+Q
and
ql := lim
t→∞P{L(t) = l} = (1− γ) γ
l for l ≥ 0 .
Thus, pikl = ρk ql and the two processes are independent. Moreover, note that (ρk)k
is independent of γ and (ql)l independent of s and Q. Now we can write
C˜(s,Q) = C(s,Q)
=
c
Q
+
1
Q
s+Q∑
k=s
H(k)
=
c
Q
+
s+Q∑
k=s
ρkH(k) .
Hence, H(.) is the conditioned inventory cost rate in the two–bucket model.

Proposition 7.5 shows that the inventory position in the return flow model can be
decomposed into two independent parts, one being independent of the return flow
and the other independent of the control parameters. The return flow only affects
the average inventory – and hence the average cost rate – between two transitions of
the new item inventory position. In Section 7.3 we show that this result also holds
in a more general context. We conclude the analysis of the unit demand case by
showing optimality of (s,Q)–order policies.
Proposition 7.6 There exists an (s,Q)–order policy for the above inventory model
with return flow that is average cost optimal among all history-dependent order poli-
cies with decision epochs at the moments of demand or return occurrence.
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Proof:
The proof runs analogous with the traditional case, i.e γ = 0. We only sketch the
main steps. A more detailed proof for the general demand case is given in Section 7.4.
Due to relation (7.2) the total cost function only depends on the inventory position
and not on the quantities ordered at individual epochs, just as in the conventional
model (see, e.g., Arrow et al., 1958). Hence, it suffices to consider control policies
based on the inventory position. Moreover, as discussed above, the model is equiv-
alent to a discrete time model by considering the system state at transition epochs.
For the discrete model general results on average cost Markov decision problems (see,
e.g., Sennott, 1989) assure the existence of a stationary average cost optimal policy.
Average cost optimality of an (s,Q)–policy follows since any stationary policy based
on the inventory position in the above model is equal to an (s,Q)–policy up to a
transient phase. 
7.3 General demand case: Analysis of the cost
function
Let us now return to the general demand, periodic review case as introduced in
Section 7.1. Two main difficulties complicate the development, compared to the unit
demand case. On the one hand, the analysis of the cost function is more involved since
the relevant probability distributions can, in general, not be calculated explicitly. On
the other hand, more effort is required for establishing the optimal policy structure
since a stationary policy is not automatically a critical number policy in this case.
For notational convenience we assume that τ equals zero, i.e. replenishment orders
are delivered immediately. A positive leadtime can easily be incorporated in the same
way as in the previous section. We defer a more detailed discussion to Section 7.6
together with the introduction of an explicit recovery process. For the case without
item returns, i.e. positive demand only, it is well known that the long–run average
costs are minimized by an (s, S)–order policy (see, e.g., Zheng, 1991). Under this
rule a replenishment order is placed so as to bring the inventory level back to a
target level S whenever it drops to or below the reorder level s. In the next section
we prove this class of policies to be optimal also for our return flow model. In this
section we first analyse the structure of the cost function for a given (s, S)–policy. To
this end, we make use of a similar decomposition approach as for the unit demand
case. The main result of this section is a transformation of the return–flow model
into an equivalent standard inventory model without returns.
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Hence, assume that replenishment orders are controlled according to an (s, S)
policy. In this case the begin of period stock level after possible ordering evolves as
follows.
xn+1 =
{
xn − dn if dn < xn − s
S else
Recall that dn may be negative. Therefore, (Xn)n∈IN ⊂ [s+1,∞) is again unbounded
from above, in contrast with traditional inventory models. Similar to Figure 7.1 we
can split the process (Xn) in two parts such that the portion capturing the return
flow is independent of the control parameters. To this end let S := {s + 1, . . . , S}
and define processes (Kn), (Ln) recursively by
k0 := x0, kn+1 :=
{
kn −max{0, dn − ln} if dn < kn + ln − s
S else,
l0 := 0, ln+1 := max{0, ln − dn} .
Figure 7.2 shows a realisation of these processes. Note that the dynamics are the
same as in the ‘two–bucket’ model introduced in Proposition 7.5. Therefore, one may
again interpret Ln as stock that is built up by returns whereas Kn denotes newly
procured items. Again, demand is served with returned items first.
Considering Figure 7.2 it turns out that all particularities induced by the return flow
are captured by the process (Ln) whereas (Kn) behaves like a standard inventory
process. Moreover, it is intuitively clear from the figure that the processes (Kn)
and (Ln) are independent in the long–run. This allows us to reduce the analysis of
the inventory process (Xn) to an analysis of Kn and to incorporate Ln in the cost
coefficients. The approach is similar to a busy period analysis in priority queueing
models.
To make these observations rigorous, note that xn = kn + ln for all n and that
(Kn, Ln) is a two–dimensional Markov process on I := S×IN with transition matrix
IP k,k
′
l, l′ := IP{Kn+1 = k′, Ln+1 = l′|Kn = k, Ln = l} given by
IP k,k
′
l, l′ = 1 k=k′pl−l′ + 11l′=0[1 k>k′pl+k−k′ + 11k′=S
∑
i≥0
pl+k−s+i] ,
for k, k′ ∈ S, l, l′ ∈ IN and 1A(x) denoting the indicator function of the set A(x).
The next two Lemmas show that Xn has a stationary distribution in product form.
To this end, first note that (Ln) is a random walk with drift on the positive half
line. The corresponding transition matrix is
IQl,l′ := IP{Ln+1 = l′|Ln = l} = 1 l′ 6=0pl−l′ + 11l′=0
∑
i≥0
pl+i
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Figure 7.2: Decomposition of the inventory process
Due to assumption (7.1) this process converges:
Lemma 7.7 The random walk (Ln) is ergodic. In particular (Ln) admits a unique
stationary distribution (ql)l≥0 that is independent of s and S.
Proof:
Ergodicity of the random walk under the condition IE[D] > 0 has been shown by
Meyn and Tweedie (1993, p.270). Since the process (Ln) does not depend on the
control parameters s and S the same holds for its limiting distribution. 
Next, we show independence of the limit behaviour of (Ln) and (Kn).
Lemma 7.8 Let pi(k, l) be a IP–invariant probability distribution on I. Then for
any fixed k ∈ S, pi(k, .) is a IQ–invariant measure on IN .
Proof:
First assume l′ > 0. Then we have
pi(k′, l′) =
∑
k∈S
∑
l≥0
pi(k, l)IP k,k
′
l, l′
=
∑
k∈S
∑
l≥0
pi(k, l)11k=k′pl−l′
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=
∑
l≥0
pi(k′, l)pl−l′
=
∑
l≥0
pi(k′, l) IQl,l′ .
To complete the proof for the case l = 0 let ρk =
∑
l≥0 pi(k, l) for k ∈ S. Then
pi(k′, 0) = ρk′ −
∑
l′>0
pi(k′, l′)
= ρk′ −
∑
l′>0
∑
l≥0
pi(k′, l) IQl,l′
= ρk′ −
∑
l′≥0
∑
l≥0
pi(k′, l) IQl,l′ +
∑
l≥0
pi(k′, l) IQl,0
= ρk′ −
∑
l≥0
pi(k′, l) +
∑
l≥0
pi(k′, l) IQl,0
=
∑
l≥0
pi(k′, l) IQl,0

Corollary 7.9 If pi(k, l) is a IP–invariant probability distribution on I then there
exists a probability distribution (ρk) on S such that pi(k, l) = ρkql for all k ∈ S and
all l ∈ IN .
Proof:
For k ∈ S define ρk =
∑
l≥0 pi(k, l). For ρk = 0 the proof is evident. Hence, assume
ρk > 0. Due to Lemma 7.8 pi(k, l)/ρk is a IQ–invariant probability distribution on
IN . According to Lemma 7.7 the invariant distribution of IQ is unique. Therefore,
pi(k, l)/ρk = ql for all l ∈ IN which completes the proof. 
Corollary 7.9 provides us with the prerequisites to transform the return–flow model
into an equivalent inventory model without return flow. To this end, consider a
standard (s, S)–inventory model with demand distribution (p˜i)i∈IN defined by
p˜0 :=
∑
l≥0
ql
∑
j≥0
pl−j and p˜i :=
∑
l≥0
qlpi+l for i ≥ 1, (7.11)
fixed order costs K and expected one–period holding and backorder costs
H(k) :=
∑
l≥0
qlG(k + l) (7.12)
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for a given inventory level k ∈ S. Note that H(k) may be infinite. However, we
show in the next section that infinity of H(k) for some k implies infinite average
costs for any control policy. Denote the long–run average costs per time for a given
(s, S)-policy in this model by C˜(s, S). It is well known (see, e.g., Federgruen and
Zheng, 1992) that in this standard model the limiting probability distribution of the
stock–level is given by the unique solution (ρ˜k)k∈S of the equation
ρk′ =
∑
k≥k′
ρkp˜k−k′ + 11k′=S
∑
k
ρk
∑
i≥0
p˜k−s+i for k′ ∈ S . (7.13)
The next Lemma shows that (ρ˜k) is the limiting distribution of the process (Kn).
Lemma 7.10 The Markov chain (Kn, Ln) is ergodic. In particular, pi(k, l) := ρ˜kql
is the unique invariant distribution of IP and has a product form.
Proof:
Let pi(k, l) be an arbitrary probability distribution on I. Due to Corollary 7.9 it
suffices to consider distributions of the form pi(k, l) = ρkql, with a probability distri-
bution (ρk) on S and (ql) from Lemma 7.7. pi is IP–invariant if and only if
ρk′ql′ =
∑
k∈S
∑
l≥0
ρkqlIP
k,k′
l, l′ ∀ k′ ∈ S , l′ ∈ IN .
For l′ > 0 this equation holds independent of (ρk) as seen in the proof of Lemma 7.8.
For the case l′ = 0 we have the following equivalences:
ρk′q0 =
∑
k∈S
∑
l≥0
ρkqlIP
k,k′
l, 0
⇐⇒ ρk′ =
∑
k∈S
ρk
∑
l≥0
qlIP
k,k′
l, 0 + ρk′(1− q0)
=
∑
k∈S
ρk11k≥k′
∑
l≥0
qlpl+k−k′ +
∑
k∈S
ρk11S=k′
∑
i≥0
∑
l≥0
qlpl+k−s+i
+ ρk′
∑
l≥0
ql
∑
j≥1
pl−j (7.14)
=
∑
k≥k′
ρkp˜k−k′ + 11k′=S
∑
k∈S
ρk
∑
i≥0
p˜k−s+i
⇐⇒ ρk′ = ρ˜k′ ∀k′ ∈ S , (7.15)
where (7.14) uses IQ–invariance of (ql) and (7.15) follows from (7.13). This completes
the proof. 
This leads us to the main result of this section:
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Proposition 7.11 For any given (s, S)–policy the return–flow model and the above
standard inventory model yield the same long–run average costs per time, i.e.
C(s, S) = C˜(s, S) ∀s < S
Proof:
We use the split–variable formulation (Xn) = (Kn + Ln) for the stock–level in the
return–flow model. From the stationary distributions of (Kn) and (Ln) we get
C(s, S) =
∑
k∈S
∑
l≥0
ρkql [G(k + l) +K
∑
i≥0
pk−s+l+i]
=
∑
k∈S
ρk[H(k) +K
∑
i≥0
p˜k−s+i] = C˜(s, S).

As in the previous section, the above results make the machinery of classical in-
ventory theory available for the return flow model. In particular, standard algorithms
may be used for computing optimal control parameters. Applications are discussed
in more detail in Section 7.5.
7.4 General demand case: Optimal policy struc-
ture
In this section we show that an (s, S)–order policy is average cost optimal in the
return flow model. For traditional inventory models optimality of an (s, S)–policy
under the condition of backordering unsatisfied demand is well known. A remarkably
direct proof has been given by Zheng (1991). His approach relies on considering a re-
laxed model including disposal, for which optimality of an (s, S)–order policy follows
from deriving a bounded solution of the optimality equation of the corresponding
Markov decision process. Optimality in the original model follows since both models
differ in at most one period. In the return flow case this last conjecture fails since
the state space is unbounded from above for any order policy. Therefore, we follow
a more classical approach here, based on the limit behaviour of a discounted cost
model. To this end, we exploit general theory of Markov decision processes that has
been well developed in the past two decades. In particular, we make use of Sennott’s
results on infinite state Markov decision processes with unbounded costs (Sennott,
1989).
We proceed in three steps as follows. First, we note that optimality of a nonsta-
tionary (s, S)–policy for the finite horizon discounted cost case follows from Scarf’s
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well–known K-convexity proof. Then we show convergence of the finite horizon to
the infinite horizon discounted costs. Finally, analysing the limit behaviour for dis-
count factors approaching one yields an optimal (s, S)–policy for the average cost
model.
In the sequel we consider our model in terms of Markov decision processes with
state variable Yn and decision variable An as defined in Section 7.1. Note that the
quantity ordered in any state y ∈ ZZ may be bounded by y¯ − y for any y¯ with
G(y¯) > G(y∗)+K, where y∗ is a minimiser of G. Any policy ordering more than this
quantity is dominated by first ordering upto y∗ (if y < y∗, otherwise do not order at
all) and postponing the remainder of the order. Hence, we may assume finite action
sets without loss of generality. In the sequel we use the following standard notation.
Let
V Nα (y) = infimum of the expected N–period α–discounted costs
given an initial stock level y;
Vα(y) = infimum of the expected infinite horizon α–discounted costs
given an initial stock level y.
In his seminal paper Scarf (1960) proves optimality of a nonstationary (s, S)–
order policy for a discounted cost finite horizon inventory model with backordering
and K–convex one–period expected costs. He shows by induction that K–convexity
of the expected costs over n periods implies optimality of an (s, S)–rule in period
N−n which again yields K–convexity of the n+1–period expected costs. It has been
pointed out earlier that Scarf’s proof does not require positive demand (Heyman and
Sobel, 1984). In fact, the entire proof remains valid for i.i.d. demand realisations
admitting both positive and negative values. Since K–convexity of the one–period
cost function holds in our return–flow model (as we have assumed G(.) to be even
convex) we get optimality of an (s, S)–policy for the finite horizon total discounted
cost criterion.
In another seminal contribution to inventory control theory Iglehart (1963) ex-
tends Scarf’s results to an infinite horizon setting. We follow this approach for the
return flow model. By exploiting more recent advances in the theory of Markov
decision processes a slightly more compact proof is given. For this step we require
an additional assumption. As pointed out in the previous section the function H(k)
defined in (7.12) is not necessarily finite. Note that by Proposition 7.11 and standard
results in traditional inventory models (see, e.g., Zheng, 1991) H(k) is the expected
average cost per time incurred during a first passage from inventory level k to or
below level k − 1 when no orders are placed. Therefore, if H(k) is infinite for all
k, any order policy yields infinite long–run average costs in the return flow model.
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Since in this case the problem is somewhat ill–posed it makes sense to require H(k)
to be finite for at least one k. Basic algebraic manipulation shows that H(k) must
then be finite for all k as follows. Using IQ–invariance of (ql) we have
H(k) = q0G(k) +
∞∑
l=1
∞∑
l′=0
ql′pl′−lG(k + l)
= q0G(k) +
∞∑
i=−∞
pk−i
∞∑
l′=max(0,k−i+1)
ql′G(l′ + i) .
Note that the incomplete sum
∑∞
l′=max(0,k−i+1) ql′G(l
′+i) = H(i)−∑k−il′=0 ql′G(l′+i)
is infinite if H(i) is so. Hence, H(i) =∞ implies H(i+ l) =∞ for all l with pl > 0.
Convexity of G(.) then yields H(k) = ∞ for all k. This motivates the following
assumption:
H(k) <∞ ∀ k ∈ ZZ. (7.16)
We can now use Sennott’s results to show convergence of the finite horizon discounted
cost setting:
Lemma 7.12 For every 0 < α < 1 there exists an (s, S)–order policy that is α-
discounted cost optimal for all starting states y in the infinite horizon return flow
model.
Proof:
Sennott (1989) shows convergence of successive approximation to the infinite horizon
discounted cost function under the condition that Vα(y) is finite for all y and α.
Moreover, this condition is shown to hold if there exists a stationary policy inducing
an ergodic Markov chain and yielding finite average costs in steady state. In the
return flow model any (s, S)–policy induces an ergodic Markov chain as shown in
Section 7.3. Moreover, by Proposition 7.11 we have C(S − 1, S) ≤ H(S) +K which
is finite for all S due to (7.16). Hence, we have
lim
N→∞
V Nα (y) = Vα(y) for y ∈ ZZ , 0 < α < 1.
Therefore, using Scarf’s argument, Vα(.) is again K–convex and satisfies the opti-
mality equation
Vα(y) = min
a≥0
{11a>0K +G(y + a) + α
∞∑
i=−∞
pjVα(y + a− i)}, (7.17)
which implies discounted cost optimality of an (s, S)–order policy. 
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It remains to be shown that the solution of the discounted cost model converges
to an average cost optimal policy for α→ 1. Sufficient conditions have been given by
Sennott (1989) for general Markov decision processes. We show that these conditions
hold in our return flow model.
Lemma 7.13 Let (αn)n∈IN be a sequence of discount factors converging to 1 and
let (sαn , Sαn) be a sequence of corresponding discounted cost optimal policies in the
return flow model. There exists an accumulation point (s1, S1) of the policy sequence
and any accumulation point yields an average cost optimal policy.
Proof:
Sennott shows this convergence result for general infinite state Markov decision pro-
cesses satisfying three conditions:
(i) Vα(y) <∞ for all y and α;
(ii) there exist y0 ∈ ZZ and a nonnegative N such that
hα(y) := Vα(y)− Vα(y0) ≥ −N for all y and α;
(iii) for every y there exists a nonnegative My such that hα(y) from (ii) satisfies
hα(y) ≤My and there exists an action a(y) such that
∑
z Pyz(a(y) )Mz <∞.
We verify these conditions in the return flow model. (i) has already been shown in
the proof of Lemma 7.12.
For (ii), note that hα(y) ≥ −K if y0 < Sα as a consequence of (7.17). Hence, it
suffices to show that (Sαn) is bounded from below. Let SH = arg minH(y). Since
G(y) → ∞ for |y| → ∞ there exists an S such that G(y) > H(SH)/(1 − p˜0) for all
y ≤ S. We show that S < Sαn for all n.
Assume that sα < Sα ≤ S for some α = αn. Let ∆ = SH − Sα and let
cα(sα, Sα; y) be the expected alpha–discounted costs in the return flow model when
using policy (sα, Sα) and starting in level y. By considering cycle costs we show that
cα(sα, Sα; sα) > cα(sα + ∆, Sα + ∆; sα) in contradiction to optimality of (sα, Sα).
Analogous with H(y) let Hα(y) denote the expected alpha–discounted costs in-
curred during a first passage from inventory level y to or below level y − 1 when no
orders are placed. Note that for each sample path starting in sα the inventory levels
under policies (sα, Sα) and (sα+∆, Sα+∆) differ by exactly ∆ in all periods (except
for the starting state). It is therefore sufficient to show that Hα(y) > Hα(y + ∆) for
all y ≤ Sα.
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We have
Hα(y + ∆) ≤ 11− p˜0H(y + ∆) =
1
1− p˜0
∑
l≥0
qlG(y + ∆ + l) ∀ y (7.18)
< G(y) for y ≤ Sα ≤ S (7.19)
≤ Hα(y) ∀ y , (7.20)
where (7.18) follows from the monotonicity of costs in α, (7.19) uses the definition of
S and ∆ and convexity of G(.), and (7.20) holds since cycle costs dominate the one
period costs for all α. This completes the proof of (ii).
Choosing y0 < S in accordance with (ii) yields hα(y) ≤ K for y < y0. Hence,
in (iii) we may chose My = K for all y < y0 and it suffices to show (iii) with sums
restricted to z > y0. Sennott shows that (iii) holds if there exists a stationary pol-
icy inducing an irreducible, ergodic Markov chain with finite average costs in steady
state. In this case My can be chosen as the expected cost of a first passage from y to
y0 under the given policy. As we have seen in the previous section any (s, S)–policy
induces an ergodic Markov chain on [s + 1,∞) ∩ ZZ in the return flow model and
yields finite average costs according to (7.16). Consider the policy (y0 − 1, y0) and
choose My as above. If ql > 0 for all l ≥ 0 the induced chain is also irreducible and
we are done. If ql = 0 for some l, Sennott’s proof shows
∑
z Pyz(a(y))Mz < ∞ for
all recurrent states y. Convexity of G(.) then assures this sum to be finite also for
the transient states. This shows condition (iii) and completes the proof. 
This completes the optimality proof of (s, S)–order policies in the return flow model.
We summarise the results in the following proposition.
Proposition 7.14 There exists a stationary (s, S)–order policy that is average cost
optimal among all order policies in the return flow model.
Proof:
The proof is an immediate consequence of Lemmas 7.12 and 7.13. 
7.5 Numerical examples
The results in the previous sections show that the proposed return flow inventory
model bears essentially the same mathematical structure as a conventional (s, S)–
model. From a managerial perspective another important question is the quantitative
impact of the goods returns on the expected system costs. To address this issue we
have carried out a number of numerical experiments exploiting the above results.
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This section summarises the major results grouped around three issues, namely (i)
the variation of the system costs in terms of the return flow, (ii) the performance of
simple heuristic policies, and (iii) the value of enhanced return information.
Throughout this section we make use of the following example of a periodic review
system. Demand and returns per period are Poisson distributed with mean λD and
λR respectively. (Note that this choice allows to characterise the return distribution
by a single parameter.) Replenishment orders are delivered after a fixed leadtime τ .
The cost function encompasses fixed order costs K per order and linear holding and
backorder costs ch and cb per item per period. In what follows we take λD = 10,
τ = 5,K = 50, ch = 1, cb = 100, while λR is varied in the interval [0, λD).
Some general remarks may be in order, concerning the numerical implementation
of the results of the previous sections. For the computation of both the transformed
cost function H(.) and the transformed demand probability distribution (p˜i)i≥0 in
(7.11) the stationary distribution (qi) of the random walk (Ln) is required. In general,
(qi) will be computed by numerically solving the stationarity equation for IQl,l′ .
However, due to the infinite state space some additional considerations are required.
In the case of finite demand batch sizes, i.e. pi = p−i = 0 for all i > imax for some
integer imax, an efficient approximation scheme can be used exploiting geometric tail
behaviour of the stationary distribution (see, e.g., Tijms, 1994). In this way matrix
dimensions assuring good convergence accuracy can be kept small. Using generating
functions it is shown that liml→∞ql/ql+1 = η where the constant η is obtained as
the smallest root outside the unit circle of the polynomial r(x) = xN −∑2Ni=0 pN−ixi.
For infinite batch sizes some additional truncation or rounding is required.
Let us now consider the impact of the goods return flow on the expected system
costs. To this end, we compute a pair of optimal control parameters (s∗, S∗) and
the corresponding average costs in the above example for a sequence of values of λR.
As explained in Section 7.3, we can use standard optimisation algorithms for this
purpose. Specifically, we apply the well–known method due to Zheng and Federgruen
(1991), which relies on a linear search in the (s, S)–plane limited by upper and lower
bounds.
Figure 7.3 shows the optimised system costs C(s∗, S∗) and a decomposition into
the different cost components as a function of the return ratio γ := λR/λD. Table
7.1 summarises the results.
While the precise form of the cost curves depends, of course, on the input param-
eter values, a number of observations have been confirmed in a wide range of settings.
First of all, it is not surprising that both s∗ and S∗ − s∗ are decreasing in γ. The
higher the demand fraction that can be served by returns the less and the less often
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Figure 7.3: Cost impact of the return ratio
new items need to be ordered. Furthermore, total costs appear to be rather stable as
long as γ is not close to one. Depending on parameter settings the cost function may
moderately decrease or increase in γ. For return ratios close to one, though, total
costs increase steeply. This is in accordance with earlier numerical results reported
by Van der Laan and Salomon (1997). For an explanation, it is useful to consider the
different cost components. Holding costs show a similar behaviour as total costs. For
moderate values of γ additional stock caused by item returns appears to be roughly
compensated for by a smaller reorder level whereas return ratios close to one entail
excessive on–hand stock. Note that for high return ratios replenishment orders are
rare and the on–hand inventory essentially behaves as an M/M/1 queue which is well
known to ‘explode’ for high traffic intensity. Fixed order costs, on the other hand,
tend to decrease towards zero along with the fraction of demand to be served from
new items. The impact of this effect on total costs depends on the value of the cost
parameters. Finally, backorder costs appear to be fairly stable.
To conclude, it seems that the return flow has a rather modest impact on the
optimised expected inventory costs unless the return ratio is close to one, resulting
in high on–hand inventory. It should be noted that this comparison does not include
variable order costs. Incorporating per unit order costs cv, the average variable order
costs for a given return ratio equal λD(1 − γ)cv. To take the resource savings of
product recovery into account, this linearly decreasing term should be added to the
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Optimal policy Long–run average costs
return ratio s∗ S∗ S∗ − s∗ total fixed holding backorder
0.0 59 88 29 44.1 14.7 26.3 3.0
0.1 55 83 28 43.3 13.8 26.7 2.8
0.2 50 78 28 42.4 12.4 26.5 3.5
0.3 46 72 26 41.4 11.7 26.3 3.3
0.4 42 66 24 40.3 10.9 26.2 3.2
0.5 37 60 23 39.1 9.5 25.7 3.9
0.6 33 54 21 37.8 8.3 25.9 3.6
0.7 29 47 18 36.4 7.2 25.8 3.4
0.8 24 40 16 35.2 5.4 26.1 3.7
0.9 19 31 12 35.8 3.5 28.7 3.6
0.975 12 19 7 58.2 1.4 52.6 4.3
Table 7.1: Optimal replenishment policy for varying return ratio
above cost components.
Standard material management tools often do not allow for explicit modelling
of stochastic item inflows. Therefore, approximations are used to deal with return
flows. We illustrate the performance of the following approaches to approximating
the – possibly negative – net demand per period by a demand distribution with a
nonnegative domain.
• Neglect returns: The return flow is not taken into account for determining the
order policy. Hence, the parameter values (s∗(0), S∗(0) ) are used for all values
of γ.
• Netting: Returns are cancelled against demand. The net demand distribution
is approximated by a first moment fit within a class of standard demand distri-
butions. In the numerical example a Poisson distribution with mean λD − λR
is used.
• Two moment approximation: The net demand distribution is approximated by
a two moment fit. The numerical example is based on a compound Poisson
distribution with a discrete uniform distribution of the batchsize. (Note that
the chosen distribution must be such that its mean goes to zero for a return
ratio close to one, while the variance grows to infinity.)
Each of these approaches leads to a conventional inventory model for which opti-
mal control parameters can be computed with standard methods. Figure 7.4 shows
the resulting expected costs in the original model for each of these approaches. Not
surprisingly, the deviation from the optimal policy increases with the return ratio.
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Figure 7.4: Performance of alternative approximations
Moreover, the two moment fit appears to yield fairly good results for the entire range
of return ratios. In contrast, a simple netting approach seems satisfactory only for
relatively moderate return volumes. Otherwise, underestimating the system’s vari-
ability entails a significant cost increase. Note that the variance of demand in the
netting approximation decreases in γ while it increases in the actual system. ‘Netting’
implicitly assumes that returns occur exactly when they are needed (i.e. simultaneous
with demand), which is not true in the exact model. Therefore, netting implies an
underestimation of the required safety stock and hence frequent backorders. Further-
more, it can be observed that ignoring returns in determining the control parameters
may entail significant overstocks even for rather low return ratios and therefore is
not a satisfactory approach.
Finally, we address the issue of information requirements. As discussed before, a
high level of uncertainty is often stated as one of the main characteristics of Reverse
Logistics environments. This is reflected in the above model in the growing coefficient
of variation of the net demand as a function of the return ratio. However, the above
analysis suggests that the exogenous character of the return flow concerns more than
additional uncertainty only. Even if perfect information on the return flow were
available it would be the potential mismatch between supply and demand that adds
to the complexity in the inventory system. To assess the impact of both factors
specifically we compare the original model with two alternative scenarios as follows.
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Figure 7.5: Value of information and control
To estimate the impact of uncertainty we consider a situation with perfect return
information where return volumes are known beforehand for each period. Since an
optimal order policy may have a complex structure in this case and can no longer
be easily determined we use a myopic heuristic that only takes returns into account
that arrive within the next procurement leadtime period. It should be noted that
this is equivalent to assuming returns to undergo a recovery process having the same
leadtime τ as procurement. We show in Section 7.6 that an (s, S)–order policy is still
optimal in this case. Comparing this ‘perfect information’ scenario with the original
situation gives an indication of the value of enhanced return information and hence
of the potential savings that companies may realise through improved forecasting.
In a second scenario we assume that the timing of returns is no longer exogenously
determined but can be actively controlled. While the overall return ratio cannot be
changed, all returns can now be forced to coincide with a demand epoch. Note that
this is equivalent to a standard (s, S)–model where the above ‘netting’ approach is
exact. Comparing the costs of this scenario with the base case reflects the potential
benefit of improving a company’s control over its Reverse Logistics channel.
Figure 7.5 shows the minimum expected cost functions for the three scenarios,
based on the above parameter settings. Since controlling the timing of returns in-
cludes the option of not interfering at all it comes as no surprise that the full control
scenario yields the lowest costs in all cases. What is more important is the differ-
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ence between the perfect information and the full control setting with respect to the
asymptotic behaviour for large return ratios. Just as in the original situation, costs
in the perfect information setting ‘explode’ as the return ratio approaches one. In
contrast, controlling the timing of returns allows to reduce inventory costs towards
zero. Hence, high stocklevels in situations with large return volumes may not be that
much a matter of uncertainty but rather a matter of supply and demand imbalances.
These results illustrate that companies should consider more than forecasting when
looking for ways to efficiently integrate reverse goods flows into their materials man-
agement. Active return control, e.g., by means of specific take–back offers or closer
relations with customers may entail significant additional benefits.
7.6 Extensions
We conclude our analysis by reconsidering the modelling assumptions and discussing
possible extensions. As pointed out, the analysis presented for a discrete time setting
can easily be carried over to a continuous time setting analogous with standard
inventory models. To this end, assume demands and returns to be generated by a
compound Poisson process. Letting (pi)i∈ZZ denote the batchsize distribution and
G(l) the expected variable costs incurred during an interoccurrence period starting
with stock level l the continuous time model can be transformed into an equivalent
discrete time model as in Section 7.2. We refer to Zheng and Federgruen (1991)
for a discussion of more general compound renewal demand processes, which applies
analogously to the return flow model.
Recovery process and leadtimes
Furthermore, a recovery process transforming returned items into serviceable items
can be factored in, analogous with leadtime handling in traditional inventory models,
under the condition that the recovery leadtime does not exceed the procurement lead-
time. To be specific, we assume that each returned item undergoes some reprocessing.
Therefore, returns during period n are added to the serviceable stock only at the be-
ginning of period n+ τR for some fixed recovery leadtime τR, which we assume to be
smaller or equal to the procurement leadtime τ . Analogous with traditional inventory
systems a replenishment decision in period n only affects the stock level after period
n+τ . Moreover, at that moment all outstanding orders and recovery work in progress
at period n will have arrived. This motivates the definition of a modified inventory
position at the beginning of period n (before ordering) as I˜n := Yn + outstanding or-
ders + recovery work in progress. Note that I˜n follows the same dynamics as the net
stock in the original model. Moreover, let D˜n :=
∑n+τ−1
i=n D
+
i −
∑n+τ−τR
j=n D
−
j denote
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the effective net demand during the procurement leadtime, distributed as an integer
random variable D˜. Then we have Xn+τ = I˜n +An − D˜n, and D˜n is independent of
I˜n. As in standard inventory models it is therefore sufficient to consider order poli-
cies depending on the (modified) inventory position. Moreover, the decision–relevant
variable costs are G˜(x) := IE[G(Xn+τ )|I˜n+An = x] = IE[G(x−D˜)] which are convex
in x. (Note that recovery costs and work–in–progress inventory are irrelevant in this
context since they cannot be influenced.) This puts the extended model in the form
introduced in Section 7.1.
Note that the recovery leadtime may also be stochastic as long as it does not
exceed the procurement leadtime. In the case τR > τ the above approach fails since
I˜n and D˜n are no longer independent. In this case a more complex state variable
is required distinguishing returns in individual periods and one may not expect an
easily tractable optimal policy structure. As a heuristic one may modify I˜n such as to
only take into account returns increasing the serviceable inventory within the next τ
periods (similar with the leadtime modification proposed by Inderfurth and van der
Laan, 1998). From a practical perspective the condition τR ≤ τ does not seem very
restrictive. In many examples, recovering returned items is much faster, indeed, than
producing or procuring new ones, in particular if the original product structure is
preserved. In the example of IBM, procurement leadtimes for new spare parts often
exceed a month whereas dismantling and testing parts from returned used machines
is carried out internally within a week. A similar relation has been pointed out for
Kodak’s single–use camera production (see Toktay et al., 1999).
Disposal
A more serious limitation of our model concerns the absence of a disposal option.
The numerical results in the previous section clearly indicate that disposal may be
required to avoid excessive stock levels, in particular in the case of high return rates.
In most real–life examples some disposal option can be expected to be available,
possibly against additional costs. Including disposal in our model means allowing
replenishment order sizes an to be negative. When (procurement and recovery)
leadtimes are zero the model is then equivalent to a cash–balancing model (compare
Section 6.1). In this case a double–sided (s, S)–policy is known to be optimal under
some additional technical assumptions (Constantinides, 1976).
However, leadtime handling becomes substantially more difficult in this case.
Since disposal immediately affects the on–hand stock the inventory position will, in
general, no longer be sufficient to capture the system’s state for an optimal policy.
Therefore, a multi–dimensional state space is required and a simple optimal policy
structure cannot be expected. Inderfurth (1997) has shown that the situation be-
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comes easier for the special case of equal leadtimes for recovery and procurement
where returns may be disposed of upon arrival. In this case, all decisions again affect
the same future period and a simple critical number policy is optimal. While this
study excludes fixed order costs one may expect a similar result for that case. To
sum up, the above discussion shows that some trade–off has to be made between
leadtime and disposal modelling to assure optimality of a simple control policy in
inventory models with returns. In the general case more detailed information (in the
form of a more complex state space) is required for mathematically optimal decisions.
In practical applications one may therefore resort to more simple heuristics. In our
model, controlling disposal by a critical upper bound on the on–hand stock may be
a natural choice.
Independence of demand and returns
As discussed in Chapter 6, the relation between demand and return is one of the
discriminating factors between the different inventory models that have been pro-
posed for Reverse Logistics. It is easy to see that the proofs in the previous sections
largely rely on the independence between both processes. This assumption appears
to be justified in applications as, e.g., IBM’s spare parts dismantling where there is
no direct causal relation between demand and returns. However, in other cases it
may be more natural to assume returns to follow demand with a certain time lag.
Specifically, several authors have assumed an exponentially distributed delay time
(see Chapter 6). Our model can be extended to this special case as follows.
Assume that each item sold is eventually returned with a probability p > 0,
whereas it is lost with probability 1 − p. Items that will return have an exponen-
tially distributed sojourn time in the market, sojourn times of different items are
independent and include possible time on backorder. This model can be described as
a two–dimensional Markov process (In,Mn) where In denotes the inventory position
as before and Mn denotes the number of items in the market. By comparing sample–
paths starting in states (i,m+ 1) and (i+ 1,m) one can show that an optimal policy
only depends on the state variable In + Mn. Moreover, the stationary distributions
of (In)n∈IN and (Mn)n∈IN turn out to be independent so that the average cost func-
tion can again be written in the form of relation (7.12) with an appropriately chosen
function H(i). Hence, the above results for determining an optimal policy can be
applied to this extended model, too.
However, it should be noted that the process Mn may not be directly observ-
able in many practical situations. Therefore, the above exponential model should
rather be seen as an easily tractable approximation. The approach relies crucially on
the memoryless–property of the exponential distribution. For other market–sojourn
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time distributions far more complex state information is required for a mathemat-
ically optimal policy. In this case, assuming independence between demand and
returns essentially means to ignore some part of the information that is available
on future returns. The impact of this omission very much depends on the specific
context. In general, one may expect demand information to be important for re-
turns forecasting in cases of highly irregular demand (e.g. due to seasonal peaks) and
rather short market sojourn times. For example, Toktay et al. (1999) report on an
average market sojourn time of 8 weeks for Kodak’s single–use cameras. Similarly,
Goh and Varaprasad (1986) show that about 70% of reusable softdrink bottles are
returned within the same month and more than 95% within two months. However,
in other cases the time in the market is much longer. Durable products such as elec-
tronics equipment or cars are typically only returned after several years. In this case,
variability in the market sojourn time is large compared to the inventory system’s av-
erage time between ordering. Therefore, exploiting the correlation between demand
and returns may primarily be useful for updating the return rate during a product
lifecycle rather than for controlling individual orders. To sum up, we conclude that
assuming independent demand and returns is at least a good approximation in many
cases, which yields a simple and easily implementable control policy.
As pointed out earlier, the analysis in this chapter has focused on the end–item level.
The next chapter considers the logistics design of the recovery channel in more detail.

Chapter 8
Impact of Multiple Sources
8.1 Tradeoffs between recovery and procurement
Another major characteristic of inventory systems in a Reverse Logistics context as
identified in Chapter 6 concerns the presence of multiple, alternative supply sources,
namely recovery of used products versus procurement of new ones. In the previous
chapter we assumed that the goods return flow directly affects the serviceable inven-
tory and cannot be influenced. Therefore, procurement orders have, in fact, been the
only means to control the system. Let us now turn to a more detailed picture of the
inbound channel were the recovery of returned products is also a decision variable
(see Figure 6.1). To this end, we assume that returned products are collected in a
distinct inventory upon arrival. The serviceable stock can then be replenished alter-
natively by means of procurement or by processing recoverable stock. In addition
to lotsizing and safety stock considerations the choice between both sources then
becomes an important issue in achieving efficient system performance.
As discussed in Chapter 6 multiple supply sources in traditional inventory systems
mainly concern regular versus emergency deliveries. A tradeoff is made between a
higher procurement price and a leadtime reduction. However, the reasoning in a
Reverse Logistics context appears to be a different one. Rather than a leadtime
reduction, it is the restricted availability of the cheaper (recovery) source that calls
for an alternative supply source in this case. In contrast, leadtimes are longer for
procurement than for recovery in many cases (compare Section 7.6).
It is clear from the discussion in the previous chapter that one may not expect that
mathematically optimal solutions to this problem have a simple structure, in general.
In fact, we have seen in Section 7.6 that the problem often becomes intractable even
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under additional simplifying assumptions. When explicitly distinguishing the above
two types of inventories an optimal policy structure is only known for the case of
negligible fixed costs and equal leadtimes for both sources (Simpson, 1978; Inderfurth,
1997; see also Section 6.3). From a practical point of view it therefore seems more
important to come to a good understanding of the major tradeoffs governing the
above situation in order to derive appropriate heuristic decision rules.
Assuming recovery to be cheaper and to have the shorter leadtime of both sources,
the considerations driving the procurement decision appear to be very similar to the
analysis in the previous chapter. Expecting all available recoverable items to be used
before resorting to additional new supply, procurement decisions should depend on
the aggregated stock rather than on the two individual inventory levels. Note that
this brings us back to the model of Chapter 7. Therefore, one may expect a critical
number policy based on the aggregated stock to be reasonable for procurement de-
cisions here. In the next section we illustrate additional effects due to fixed recovery
costs. Should the recovery leadtime, indeed, exceed the procurement leadtime sub-
stantially one may think of procurement as a kind of emergency supply. In this case
the serviceable inventory level may become a more appropriate trigger for order de-
cisions than the aggregated stock. Traditional two–source models may then provide
a reasonable approximation. We repeat, however, that a recovery leadtime excess
does not seem typical of many Reverse Logistics environments and therefore do not
address this case in the remainder of our analysis.
Control of the recovery process deserves some more detailed considerations. Driv-
ers for building up a distinct inventory of returned products rather than recovering
them immediately may be twofold. First, fixed setup costs of the recovery process
may call for a sufficiently large lotsize. Second, holding costs for the recoverable
inventory may be lower than for serviceables due to lower inventory valuation. On
the other hand, delaying recovery of returned items implies a loss of responsiveness to
demand and may therefore require higher safety stocks. In addition, stock volumes
may be larger for this strategy if only a certain fraction of the returned products can
actually be recovered, e.g., due to quality limitations which are only identified during
the recovery process.
Van der Laan (1997) provides a detailed analysis of different strategies for con-
trolling the recoverable stock. In particular, push versus pull driven strategies are
compared. In the first case the recoverable stock is flushed whenever it exceeds a
certain trigger level. The recoverable inventory is mainly motivated by economies of
scale in the recovery process and therefore has a lotsizing stock character primarily.
Note that the model in Chapter 7 can be interpreted as a recovery–push model with
a critical lotsize of one (see Section 7.6). In the second case the recovery process
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is demand driven and is initiated whenever the serviceable inventory drops below a
certain trigger level (under the additional condition that the available recoverable
stock is sufficient for a certain minimum recovery lotsize). This approach is closer to
a ‘just in time’ philosophy where activities are postponed until actually required. It
should be noted that these push–versus–pull considerations are very similar to issues
discussed for logistics network design in Section 5.1. They again reflect the role of
Reverse Logistics as a link between the market forces on the supply and demand side.
In contrast with conventional supply chain philosophy Reverse Logistics processes are
not entirely demand driven. Instead, exogenous factors on the demand and supply
side need to be matched. Delineating the impact of both drivers gives rise to the
push–pull issues discussed above. As for the networks in Chapters 4 and 5 one cannot
conclude in general that either a push or a pull strategy is superior in controlling the
recovery process in the above inventory system. Based on the above discussion one
may expect that a pull approach involves higher total inventories but a lower service-
able stock. The net result of this tradeoff in a concrete example depends on specific
parameter values. In particular, the holding cost differences between recoverable and
serviceable stock play an important role.
In this context it is worth mentioning that some authors have recently discussed
the appropriate determination of inventory carrying costs in a Reverse Logistics con-
text (see Corbey et al., 1999; Teunter et al., 2000). They have pointed out that
linear holding costs in a Reverse Logistics setting cannot always be interpreted as
a first order approximation of opportunity costs, in contrast with what is common
practice in traditional inventory models. Therefore, the authors argue that the use
of linear holding costs may be questionable from a discounted cash–flow perspective.
While we do not enter this discussion in detail here we note that holding costs include
other aspects such as storage capacity and the risk of obsolescence. Moreover, the
proficiency of different cost criteria, such as average costs versus net present value,
does not appear to be an issue that is specific to Reverse Logistics. Therefore, we
follow common practice and assume a linear cost charged for carrying inventory.
8.2 The capacity aspect of product returns
In the previous section we have argued that a critical number policy based on the
aggregated stock level may often be appropriate for controlling procurement orders in
a Reverse Logistics environment. Some additional observations are worth mentioning
that concern the effect of fixed costs of the recovery process. In particular, it may be
surprising to note that an optimal procurement policy is not necessarily monotonous
in the recoverable stock level. In contrast, an increase in the number of recoverable
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products on hand may justify a larger procurement volume in order to exploit a
future recovery opportunity.
To make things concrete consider the following simple example. Consider the
framework of Figure 6.1 in a stationary, deterministic context ignoring the disposal
option. We address a periodic review system and assume the following sequence
of events. At the beginning of each period both the serviceable and recoverable
inventory level is reviewed. Then procurement and recovery orders are placed and
delivered immediately. Subsequently, demand and returns are realised. End of period
stock gives rise to linear holding costs, backorders are not allowed. The average order
and inventory costs are to be minimised. We use the following notation.
dn = demand in period n;
rn = returns in period n;
Isn = serviceable stock at the beginning of period n before ordering;
Irn = recoverable stock at the beginning of period n before ordering;
Qpn = procurement order size in period n;
Qrn = recovery order size in period n;
Kp = fixed procurement costs per order;
Kr = fixed recovery costs per order;
hs = linear holding costs for end of period serviceable inventory;
hr = linear holding costs for end of period recoverable inventory.
The system dynamics are then given by Isn+1 = I
s
n + Q
p
n + Q
r
n − dn and by
Irn+1 = I
r
n −Qrn + rn.
In the following example assume dn = 4 and rn = 1 for all n and set Ks = Kr = 2
and hs = hr = 1. Intuitively, one may expect that it is optimal in each period
either to recover everything or to raise the the serviceable inventory to dn = 4 by
procurement. However, the following policy turns out to be optimal instead (omitting
the period index for ease of notation).
(Qp, Qr)(Is, Ir) =

(0, 0) if Is ≥ 4
(0, Ir) if Is + Ir ≥ 4, Is < 4
(4− Is, 0) if Is + Ir < 4, Ir 6= 2
(5− Is, 0) if Is + Ir < 4, Ir = 2
(8.1)
See Figure 8.1 for a graphical illustration. Considering the transitions shows this
policy to have a unique recurrent set consisting of the states (0, 1), (0, 2) and (1, 3)
(marked in grey). Moreover, the average costs amount to 13/3 per period.
It should be noted that the above policy is non–monotonous in the columns Is = 0
and Is = 1. In both cases, one more item than we may intuitively expect is procured
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serviceable stock
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ck 0 1 2 3 4 5
1 (4,0) (3,0) (2,0) (0,1)
2 (5,0) (4,0) (0,2)
3 (4,0) (0,3) no action
4 (0,4)
5 recover all
Figure 8.1: Non–monotonous optimal policy
for Ir = 2. The explanation of this effect is that the additionally procured item allows
us to satisfy demand in the following period by means of recovery only. Otherwise
an additional procurement order would be required. If, on the other hand, the initial
recoverable inventory is lower than 2 then the additional serviceable stock required
to render recovery sufficient in the next period is too large to pay off.
It is worth noting that a similar effect is known for inventory systems with a
capacity restriction on the replenishment size. Also in that case a higher stock level
may call for a larger order–size if this allows for a better capacity utilisation in
subsequent periods. More specifically, Chen and Lambrecht (1996) show an optimal
policy to have the following structure: If the inventory level is below some critical
bound an order of full capacity is placed; if the inventory is above some other bound
no order is placed; between both bounds the optimal order size does not necessarily
decrease monotonously in the inventory level but may have cyclic patterns depending
on the relation between the EOQ–lotsize and the capacity limit. This parallel with
the above Reverse Logistics example emphasizes once more the capacity aspect of
product returns. The available recoverable stock can be interpreted as a (variable)
capacity limit on the recovery process. We recall that we have observed a similar
effect in the network design models in Chapter 5.
We conclude this section by showing that the proposed policy is indeed optimal
in the above example. Optimality can be verified by solving the optimality equation
of the corresponding dynamic programming problem. More easily, however, the
following considerations show that this policy is even the unique (up to transient
states) optimal stationary policy. To this end recall that the above policy yields
an average cost of 13/3 = 4 1/3. To find candidate policies achieving the same or
lower average costs consider a lower bound c(.) on the direct costs in state (Is, Ir).
We recall that holding costs concern the inventory at the end of a period, after
demand and return realisation. Since this is equal to the inventory at the beginning
of the subsequent period (before ordering) the average costs remain unchanged when
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serviceable stock
re
co
ve
ra
b
le
st
o
ck 0 1 2 3 4 5
1 3 4 5 6 5 6
2 4 5 6 7 6 7
3 5 6 7 8 7 8
4 6 7 8 9 8 9
5 7 8 9 10 9 10
Table 8.1: Lower bounds on one period costs
assigning the holding costs to the starting inventory in each period. Under this re–
allocation the costs incurred in state (Is, Ir) are at least Is + Ir. Moreover, in any
state with Is < 4 at least one setup is required entailing additional costs of 2. This
yields the lower bounds c(Is, Ir) as indicated in Table 8.1.
Note that there are at maximum three states yielding costs that do not exceed
the above average of 4 1/3, namely S := {(0,1);(0,2);(1,1)}. Furthermore, note that
in this deterministic setting each recurrent state is visited with the same frequency.
Therefore, a recurrent cycle can include at most one state with costs of 6 or two
states with costs of 5 in addition to S without exceeding the average cost of 4 1/3.
Finally, taking into account that all states in S require a procurement setup and that
Irn+1 = I
r
n unless an additional (recovery) setup is paid shows that (0, 1)→ (0, 2)→
(1, 3) is indeed the only possible cycle leading to average costs of at most 4 1/3.
Conclusions of Part III
The past three chapters have addressed inventory management in a Reverse Logistics
context. Several business examples have illustrated the issues that companies face as
they incorporate flows of secondary resources in their material management. Com-
paring these scenarios with traditional inventory management situations, two main
aspects appear to give rise to additional complexity. On the one hand, one needs
to incorporate exogenous inbound goods flows, which may raise stocklevels. On
the other hand, multiple alternative supply sources need to be coordinated, namely
the recovery of returned goods and the procurement of new ones. A special class
of examples of recoverable inventory management that has been around for a long
time concerns rotable spare parts systems. However, more recent examples involving
end–of–use product returns appear to be significantly different in that inbound and
outbound flows do not form a closed loop where every return triggers an immediate
demand for a replacement. Therefore, efficient inventory management in a Reverse
Logistics environment has been shown to require novel approaches.
In general, inbound goods flows complicate the mathematical analysis of inven-
tory systems due to a loss of monotonicity and a lack of an upper bound on the
stocklevel. However, it has been shown in Chapter 7 that inbound goods flows can
be incorporated in the structure of standard inventory control models under certain
conditions. In particular, demand and returns have been assumed to be independent
and disposal has not been included. In this case, the stocklevel can be decomposed
into a part that behaves as in a conventional inventory system and a part that is
independent of replenishment orders. As a consequence, the return flow model can be
transformed into an equivalent standard inventory model without returns. Standard
algorithms can then be applied to determine optimal parameters for controlling re-
plenishment orders. Moreover, applying general theory on Markov decision processes
an (s, S)–order policy has been shown to be optimal under these conditions.
The presented approach relies crucially on the independence of demand and re-
153
154 Conclusions of Part III
turns. While in many applications returns are dependent on previous demand we
have argued that the scale of this time lag is often much larger than the planning
horizon of individual order decisions. Therefore, assuming demand and returns to
be independent in the short run appears to be justified in many cases. Rather than
for determining individual replenishment decisions the correlation between demand
and return may be exploited for updating the system’s parameters in the course of
a product lifecycle.
In many other, more general inventory models with Reverse Logistics one may
not hope for an easily tractable optimal policy structure. However, we have seen that
the above model may serve as a basis for developing reasonable heuristics for these
cases. Specifically, approaches have been discussed for factoring in a disposal option
and a refined modelling of the recovery channel involving an additional stockpoint.
Moreover, external drivers influencing supply and demand have been shown to give
rise to tradeoffs between push and pull controlled processes. In the previous part of
this thesis it has been discussed in the context of logistics network design that the
available volume of recoverable products can be interpreted as a capacity constraint
on the recovery process. It is worth mentioning that this perspective is supported by
an analysis of the corresponding inventory economics. It has been shown that inven-
tory models including a Reverse Logistics source may result in similar mathematical
structures as capacitated inventory control models.
Numerical examples have shown that the volumes of Reverse Logistics flows tend
to have a rather limited impact on the overall inventory costs if properly taken into
account in the replenishment decisions. The value recovered from returned prod-
ucts may therefore be expected to outweigh a possible increase in inventory costs in
many cases. Only for very high return ratios disposing of recoverable products may
be required in order to avoid excessive stocklevels. However, to assure good perfor-
mance it is crucial to take Reverse Logistics flows explicitly into account in inventory
management. Simplistic approaches, such as ignoring product returns until they are
actually available or netting demand and returns, may entail a significant cost bur-
den. In order to approximate the behaviour of the inventory system appropriately
both the volume and the variability of Reverse Logistics flows need to be taken into
account.
Finally, recall that Reverse Logistics flows impose new challenges on inventory
management due to a growing level of uncertainty. Enhanced information on future
product returns, e.g., by means of improved forecasting or monitoring may therefore
help to reduce inventory costs. However, even larger savings may be realised by
extending a company’s control over its inbound goods flows. Rather than reacting
to whatever Reverse Logistics flows arise companies should therefore look for ways
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to actively manage used goods flows as a resource to satisfy customer demand.

Part IV
Reverse Logistics:
Lessons Learned
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Chapter 9
Integration of Product
Recovery into Spare Parts
Management at IBM
In this chapter we return to the business example of IBM. For the general context of
IBM’s Reverse Logistics activities we refer to Chapter 2. Now focus is on the integra-
tion of returned used equipment into the spare parts management more specifically.
Applying conclusions from the previous chapters we propose a systematic logistics
concept for this channel. The material presented in this chapter summarises the
results of a joint study in co–operation with IBM’s spare parts logistics division in
Amsterdam.
Section 9.1 below describes the initial situation and discusses deficiencies con-
cerning the way used equipment dismantling is dealt with at present. Section 9.2
delineates process alternatives and formulates a number of concrete decision prob-
lems. In Section 9.3 performance of the different options is compared quantitatively.
To this end, a small simulation model is developed. Section 9.4 condenses our con-
clusions into a number of recommendations.
9.1 The current dismantling process
As discussed in Chapter 2 IBM manages an extensive spare parts network to support
its service activities. Figure 9.1 sketches the network structure for Europe, the Middle
East, and Africa (EMEA). Similar networks cover America, Asia, and the Pacific
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Figure 9.1: Current dismantling channel in the IBM spare parts network
region. The stock points for spare parts form a divergent multi-echelon structure
where the allocation of each part depends on part value and service constraints. A
central buffer (CB) in Amsterdam feeds lower level stock points, such as country
stock rooms (CSR) and branch offices (BO). In addition to regular new buy, supply
sources for the CB include manufacturing surplus, surplus from other geographical
regions, and brokerage. Moreover, as explained in Chapter 2, for many parts a repair
process is available. In that case, defective parts from the customer base are returned
upwards in the network. They are kept in a distinct stock marked as ‘available for
repair’ (AFR) and are repaired as needed. Parts from all of these supply sources
must meet a common quality standard indicated as certified service parts (CSP).
The CB is controlled according to an MRP–policy. Based on forecasts, future
orders are planned for which supply sources are selected on price and availability.
Planned orders are reviewed in a four-weekly cycle and may be adjusted until they
arrive within a time fence where orders are ‘frozen’.
As discussed in Chapters 2 and 6, dismantling of returned used machines has
recently emerged as a complementary source of spare parts. In addition to refur-
bishment of returned equipment for extended use, extracting parts for use as spare
parts is an opportunity to recover value from used machines. This option is the more
attractive since the economic and technical lifespan of individual parts often substan-
tially exceeds that of the complete machine. In order to guarantee quality standards,
9.1. The current dismantling process 161
parts from dismantled machines need to be carefully tested and possibly repaired
before they can be reused. Typically, these latter costs are significantly lower than
those for buying new parts. In addition, availability of new parts may be limited as
a consequence of short innovation cycles. In general, maintaining a manufacturing
process for spare parts only is not economical. In this case, dismantling may provide
a valuable source for parts during the remainder of the service horizon. The cost
differences between dismantling and the traditional repair channel are less salient.
Yet dismantling may have some cost advantage since parts from used equipment are
not necessarily ‘defective’, in contrast with exchange parts returned from the field.
Therefore, one may expect higher yields and possibly allow for simpler test processes
to meet quality standards. To sum up, dismantling is an opportunity for reducing
service parts procurement costs by recovering value from returned machines.
Dismantling has initially been set up on a small scale for retrieving high value
parts from end–of–lease equipment. Making use of dismantling as a source of parts
has largely been a manual process that is not supported by the overall planning
system. As return volumes of end–of–life equipment are increasing, due to commercial
and environmental considerations (see Chapter 2), limitations of this approach are
becoming apparent.
More specifically, the current dismantling process feeding the CB in Amsterdam
is as follows. Returned machines that cannot be reused as a whole are offered for dis-
mantling. Based on experience and on forecast demand, engineers determine which
parts to dismantle from a given machine. Physically, dismantled parts are then added
to the AFR stock so as to undergo the same process as repair parts. However, ad-
ministratively adding dismantling parts to the AFR stock is not possible. Therefore,
dismantling parts are kept track of as a distinct type of stock (DIS). Since this stock
is not visible to the service parts planning and ordering system no automatic orders
on the DIS stock are generated. Consequently, dismantling parts need to be pushed
manually into the CSP stock by cancelling orders on other, more expensive sources
and substituting them with supply from the DIS stock. Since this artificial distinc-
tion between physical and administrative handling cannot be made with external
repair vendors, dismantling is restricted to parts for which test- and repair-processes
are available in-house. In addition to supplying the CB, dismantling is also carried
out locally, feeding individual CSRs. In these cases dismantling parts often undergo
a simplified test process only, rather than the complete process of the repair channel.
However, for reasons of quality standards parts from such local dismantling processes
are restricted to use within the local organisation and may not be propagated through
the network.
The above description shows that dismantling is not integrated as a regular source
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in the spare parts planning in the current situation. It is easy to see that this state
of affairs involves a number of shortcomings. First, there is no concise disman-
tling rule determining which parts to extract from a given machine. The current,
purely experience–based dismantling decision bears the risk of missing dismantling
opportunities (that would reduce parts procurement costs) on the one hand, and of
dismantling parts that are not used on the other hand. Second, dismantling is not
actively used for procuring parts. Considerable effort is required to work around
system limitations and to push dismantling parts into the network. This entails the
risk of not using parts that are available from dismantling and a waste of resources
in artificial activities. Third, control of other sources does not take dismantling into
account. This may result in lost opportunities for saving parts costs since orders are
placed on more expensive sources and parts from dismantling are no longer needed
when they become available. Finally, the technical processes for making dismantling
parts ready for reuse are not defined in a consistent way. Uncritical consideration
of dismantling parts as being equivalent to repair parts may be overly conservative
and result in a loss of savings opportunities for parts that are still functional. To
overcome these drawbacks a systematic process is sought for integrating dismantling
as a regular element into the parts planning.
9.2 Logistics alternatives for integrating disman-
tling
It should be noted that the above situation can be embedded in the framework
developed in Section 6. Dismantling corresponds with the ‘recovery’ channel while
the regular ‘procurement’ channel encompasses several sources here, in particular
new buy and repair. Moreover, for each part the ‘serviceable stock’ represents the
entire network stock, which is replenished via the central buffer. To address the goal
of developing an appropriate logistics concept for parts dismantling systematically
we can distinguish process design and control issues. The prior concern the logistics
structure of the dismantling process. The latter can be further divided into the need
for a dismantling decision rule and the co–ordination with other supply sources. We
address each of these issues in a separate subsection below.
9.2.1 Design of the dismantling channel
First of all, the processing steps need to be clearly defined which a part from a re-
turned machine has to undergo before being reused. This refers to both technical
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steps and their logistics linkage. In general, processing includes the actual disman-
tling, upgrading and testing, and possibly repair. Both from a quality and a cost
perspective, testing is the main step in this channel.
The engineering division is responsible specifying for the test processes that are
needed to bring a dismantling part to a certified quality level compatible with service
parts quality requirements. In this context the relation between the dismantling
channel and the traditional repair channel is of major importance. In fact, ‘repair’
to a large extent consists of testing. The same procedure may therefore be applied
to dismantled parts. However, as discussed above, parts from returned equipment
can, in general, be expected to be in a better condition than returned exchange
parts. Therefore, testing dismantled parts may be an option even if there is no repair
process. Moreover, in some cases returned machines may be tested as a whole rather
than on an individual part level. These so called ‘box tests’ are mainly applicable to
‘simple’ parts such as PC components.
From a logistics angle one needs to define the parts flow through the different
processing steps and their co–ordination. The most simple approach is to add dis-
mantled parts to the AFR stock. In this case, integration of dismantling is mainly
a question of overcoming limitations of the current information and control system.
This solution seems appropriate if quality differences between dismantled parts and
returned exchange parts are small or if the costs of the actual ‘repair’ steps are small
relative to the test costs. Otherwise, dismantled parts should be distinguished from
the AFR stock even if the physical processes for both parts categories are partly the
same.
In the case of a distinct dismantling channel one needs to decide upon inventory
buffers decoupling the individual processing steps. As testing is the main value–
adding activity in this channel, postponement of this step appears to be worth con-
sidering. In contrast, since costs for dismantling tend to be small and since normally
only a few parts are retrieved from a given machine, stocking entire machines to
postpone dismantling does not seem to make sense. Another reason for immedi-
ate dismantling concerns uncertainty with respect to the machine content. It turns
out that the components that are actually found in a returned machine may differ
significantly from what would be expected according to specifications. Possible ex-
planations for this phenomenon include product model variations, a lack of adminis-
tration concerning product modifications during use, and a lack of control concerning
changes made by the customer. Therefore, reliable information on the content of a
returned machine is only known after inspection. Dismantling while the machine is
handled requires little additional effort.
For the test activities postponement considerations may be more relevant. Anal-
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ogous with the repair channel one may keep an inventory of dismantled parts, on
which (test–)orders are placed as needed. Alternatively, one may test dismantled
parts immediately and push them into the CSP stock. Note that this brings us back
to the considerations on the push versus pull control of the recovery process as dis-
cussed in Chapter 8. As explained earlier the pull approach has the advantage of
postponing the expenses for testing and reducing the risk of unnecessary activities,
which is typically reflected in a smaller holding cost for the intermediate inventory.
On the other hand, a push approach can be expected to lead to smaller total inven-
tories by reducing throughput times and eliminating defective parts. We compare
both approaches numerically in Section 9.3.
In the case of a box test parts cannot be removed from the returned machine
before having been tested. Therefore, postponing the test operation until parts are
needed implies stocking entire machines in this case. On the other hand, the above
reasoning suggests that parts should be dismantled directly once testing has been
completed. Therefore, essentially the same alternative channel structures apply as
above. While in the above setting the ‘recovery process’ in terms of Figure 6.1
concerns testing it now includes both testing and dismantling.
9.2.2 Dismantling decision rule
In addition to the process design, operational control rules need to be specified in
order to integrate dismantling into the parts planning. This includes determining
which parts to dismantle from a specific machine that has been returned. Since
dismantling opportunities, in general, do not occur exactly at times when parts are
needed a tradeoff has to be made between building up additional inventory and
potential savings in procurement costs. More specifically, comparing the direct cost
implications of dismantling with those of disposing a certain part suggests dismantling
those parts for which the expected holding costs incurred until the moment of use
are less than the cost difference between dismantling and testing on the one hand
and procurement costs for alternative supply plus disposal costs on the other hand.
This rule, which boils down to specifying a critical dismantling horizon for each
part, has been proposed by Inderfurth and Jensen (1998) for a deterministic MRP–
setting with product return flows. We remark that the ‘expected moment of use’
should also take into account commercial and technological developments such as
potential parts design changes. Therefore, one may consider upper bounds on the
dismantling horizon, independent of the cost parameters. Furthermore, availability of
an appropriate test process should be reflected in the ‘test costs’. It is worth pointing
out that dismantling decisions for different parts are fairly independent since testing
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is the dominant cost factor. Only in the case of box testing should an integrated
measure on the individual parts be used to decide whether or not to test a given box.
It should be noted that the above decision rule is somewhat heuristic in that
it only takes into account the given part and ignores effects on future deliveries.
Moreover, it is not immediately clear which ‘alternative supply source’ to consider
to estimate the procurement cost savings appropriately. We analyse the impact of
the critical dismantling horizon numerically in the next section. Finally, we remark
that the above rule is equivalent to the disposal policy discussed in Chapter 8. Given
a demand forecast a critical time span until use is equivalent to a critical level of
serviceable plus recoverable stock.
9.2.3 Co–ordination with other sources
Establishing dismantling as a regular parts source also has an impact on the control
of the other procurement sources. For good system performance, ordering decisions
on all sources need to be co–ordinated. Since the dismantling channel involves lower
costs and shorter leadtimes than new buy and repair it is straightforward that order
triggers for these two sources should take into account both the serviceable stock
and a possible inventory of dismantled parts. A more complex issue is the question
of how to deal with expected future dismantling opportunities that are not known
yet. In Section 7.5 we have seen that simplistic approaches such as ignoring future
product returns or netting may be highly suboptimal. More specifically, in applying
the previous results to the present context one may expect that ignoring future
dismantling opportunities until they actually occur leads to excessive stock levels.
On the other hand, relying on machine returns that are not yet known with certainty
entails a higher risk of shortages since supply may vary and the dismantling volume
may turn out lower than predicted.
In the model in Chapter 7 we have seen how stochastic recovery opportunities
can be appropriately incorporated by computing a modified demand distribution.
However, it should be noted that this approach requires the distribution of the return
process to be known. This is not the case for the current situation at IBM. In contrast,
little historical data is currently available on machine returns. Therefore, treating
returns as an unknown factor may be the only option to start with. Gradually,
more detailed data may then be collected to develop appropriate return forecasting
schemes.
We recall in this context that machines available for dismantling stem from sev-
eral sources, namely end–of–lease returns, trade–in equipment, and environmental
take–back. Therefore, one may consider different forecasting approaches for each
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category. For example, one may expect that fairly detailed information can be ob-
tained concerning the lease channel. Data on the installed base and on current lease
contracts may provide a basis for estimating related product returns. Other return
categories appear to be more difficult to forecast. Past sales and product life–cycle
information may provide a rough indication of the expected level of returns. We
emphasize anew that the machine return process differs substantially from returns
of defective exchange parts. As pointed out before, machine returns are not directly
correlated with spare parts demand, in contrast with defective parts returns. There-
fore, the variability of the net demand tends to be much higher. Moreover, the time
between issue and return of a spare part primarily depends on technical parameters
such as failure rates, which can be estimated by quality control methods. In contrast,
the market sojourn time of a machine depends on customer preferences in the first
place and involves many factors that are difficult to assess, such as economic welfare
and technological progress.
In the next section we investigate the performance of alternative approaches to
dealing with future dismantling opportunities and assess the cost savings potential of
improved forecasting information. Moreover, we analyse the impact of a more active
return strategy that does not consider machine returns as a purely exogenous factor.
9.3 Performance of alternative planning approaches
We choose a simulation approach to compare the performance of the different logistics
alternatives for integrating dismantling into the spare parts planning discussed in the
previous section. While the results of Chapters 7 and 8 permit a direct computation
of some of the performance measures simulation allows for a greater flexibility in
considering various modelling modifications. We use our analytic results as a point
of reference for judging the empirical outcomes. In the next subsection the simulation
model is presented. Subsequently we report on the main numerical results.
9.3.1 A simulation model
The structure of the simulation model is illustrated in Figure 9.2 for the case of
individual parts tests. In the case of box tests the dismantling step is placed between
testing and CSP stock. The first two columns of Table 9.1 summarise notation. The
parts sample given in the remaining columns is addressed later. In the sequel we
discuss the major modelling choices and assumptions.
• Machine return process: As discussed above, little historical data is currently
available concerning machine returns. Experience suggests that machines arrive
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Figure 9.2: Structure of the simulation model
in rather small batches. We model machine returns as a stationary compound
Poisson process with intensity λR and a batchsize that is uniformly distributed
on [1; bu]. While in reality the return volume can be expected to vary during
the product life cycle we opt for a stationary approach in view of the lack of
reliable data. Rather than trying to model the product life cycle explicitly,
which requires the specification of numerous parameters we suggest evaluating
the stationary model for different return flow levels. Furthermore, we consider
the supply of individual parts. Recall that synergies in dismantling multiple
parts are small. Specifically, we assume any arriving machine to be actually
available for dismantling and to contain the part under consideration. Hence,
dispositioning is beyond the scope of this model. We briefly address the impact
of the dispositioning approach in the next section.
• Selection: Upon arrival of a returned machine a dismantling decision is taken
based on the relation between current inventory level and expected demand.
Following the argumentation in Section 9.2.2 a part is dismantled if its expected
time in stock is lower than a certain critical level, which needs to be specified
yet. Otherwise it is scrapped or salvaged externally for a (possibly negative)
unit cost of cs.
• Dismantling: The dismantling process is modelled with a fixed processing time
τd and a unit cost cd. As discussed earlier, economies of scale with respect to
batchsizes appear not to play a major role at this stage. Moreover, we do not
take capacity limitations into account since small arrival batches and a short
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processing time result in fairly small work in process queues.
• DIS stock: Following the discussion in Section 9.2.1 we consider the option of
an intermediate stock point in the dismantling channel, postponing the test
operation until required. Alternatively, items may be pushed through the test
stage immediately. In the case of box testing the DIS stock concerns entire
machines, otherwise it contains dismantled parts analogous with AFR stock in
the repair channel. We follow the current AFR approach and value DIS stock
at CSP value minus unit costs of the intermediate processes. DIS stock is then
charged with a unit holding cost of hr calculated as a fixed rate h times the
stock value.
• Test process: The test process again involves a fixed leadtime τr and a unit
cost cr. A tested item is accepted with probability pr and rejected otherwise.
Test outcomes are independent of each other.
• CSP stock: As in the current system we value CSP stock at the weighted average
cost (WAC) for the individual parts. Holding costs hs are again determined as
h times stock value per time.
• Orders on traditional channel: Since the focus of this analysis is on integrating
dismantling as a new source into the current system we aggregate all existing
sources in a single ‘traditional channel’ source with leadtime τn and variable
cost cn. As explained earlier, the current major sources concern new buy and
repair. In the next section we comment on the robustness of our results with
respect to modelling both sources explicitly.
• Spare part demand: Demand is modelled as a stationary Poisson process with
rate λD. Recall that we prefer a stationary approach over a life cycle model
as explained above. Demand in a stockout situation is taken care of via an
emergency supply. Hence, there is no backlogging.
The above model encompasses three sets of decisions, namely concerning the selec-
tion step, control of the test process, and control of traditional channel orders. We
compare the performance of the different strategies discussed in the previous section.
More specifically, we consider the following options.
As in the actual current planning system, orders on the ‘traditional’ channel are
controlled by a periodic review policy with a review period of one month. Since
we neglect fixed order costs a single–parameter order–up–to policy is appropriate.
The corresponding inventory position includes on–hand CSP stock plus outstanding
orders plus expected yield of DIS stock and work in process. We consider three
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alternatives for setting the order–up–to level Sn, analogous with the approaches
discussed in Section 7.5. First, we choose Sn such that 95% of the demand can be
served directly from stock in the case of no dismantling. Parallel to Section 7.5 we
refer to this policy as ‘neglect’ in the sequel. Second we reduce the order level by
the expected dismantling contribution during a leadtime plus review period (denoted
by ‘netting’). Third, we adjust Sn such that the true servicelevel with dismantling
equals 95%. As this policy uses stochastic information on the return process it is
denoted by ‘forecasting’.
For the test process we consider a push and a pull approach. In the first case, each
item is tested as soon as it is available so that there is no DIS stock. In the second
case, test orders on the DIS stock are placed periodically, at the same review epochs
as in the traditional channel. In each period as many items as available are released
to the test stage as to bring the downstream inventory (CSP stock plus expected yield
from test work in process) up to a target level Sr. We slightly adjust Sr depending
on the policy for setting Sn. In the case of the conservative ‘neglect’ policy Sr is
set to the expected demand during a test leadtime plus review period. For the more
proactive ‘netting’ and ‘forecasting’ policies we increase Sr by a safety margin which
is set according to the usual ‘normal loss approximation’ of the expected shortage
per replenishment cycle (see, e.g., Silver et al., 1998).
Finally, the critical level Hd for the expected storage time of a dismantled part
is set to the expected procurement cost savings divided by the unit holding costs,
namely [ cn + cs − (cd + cr)/pr] / [(cd + cr)h ]. Note that the holding costs in this
expression are based on the dismantling channel costs rather than on the WAC since
the latter depends itself on Hd. In addition, we restrict Hd to a maximum of two
years, to take into account engineering design changes that limit parts reusability.
9.3.2 Numerical results
We implemented the above model using the commercial software package Arena on
a Pentium II PC. In this section we discuss our empirical results. We consider the
five parts specified in Table 9.1. While the data presented does not coincide with any
specific IBM parts the parameter settings reflect the relevant orders of magnitude.
The monetary unit of all data is dollar and time is measured in months. Parts
1 through 3 concern relatively cheap parts with a high demand volume. Parts 1
(memory) and 2 (CD ROM drive) fall into the PC sector, Part 3 (monitor) is used
in several product categories. Parts 4 (hard–disk assembly) and 5 (processor card)
concern larger equipment having a smaller demand and being more expensive. Part
2 involves a ‘box test’ whereas all other parts are tested individually. The cost
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Figure 9.3: Performance comparison for Part 1
advantage of the dismantling channel as compared to the mix of other sources ranges
from 25% (Part 1) to over 90% (Part 5). For each part the leadtime of the entire
dismantling process, which is carried out in–house at IBM, is about one week, whereas
leadtimes for traditional channels are in the order of several weeks to a few months.
Table 9.2 lists the simulation results for these parts for a potential dismantling
volume of 30% of the demand. For each part a comparison is given of the six alterna-
tive policy combinations discussed above. Moreover, a base case without dismantling
is added as a point of reference. Results for each case are based on 5 replications
of a simulation during 5000 periods with a warm–up phase of 100 periods. For all
statistics the 95% confidence intervals are in the order of one percent. Table 9.2
shows the values of the control parameter and performance indicators for each case.
More specifically, we indicate the resulting service level (as the fraction of demand
satisfied directly from stock), the actual fraction of demand covered by dismantling,
the average inventory cost, and the average stock levels, including CSP stock and DIS
stock. The former is further divided into the contribution of the traditional channel
and the dismantling channel, respectively, which determines the CSP stock value. In
addition, Figure 9.3 illustrates the results for Part 1 graphically.
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Part 1
base pull push pull push pull push
negl. negl. net net fcst fcst
Sn 477 477 477 357 339 379 355
Sr – 240 – 240 – 240 –
Hd – 15 15 15 15 15 15
Servicelevel 0.95 1.00 1.00 0.93 0.93 0.95 0.95
dism. cover – 0.3 0.3 0.3 0.3 0.3 0.3
avg. inv. cost 975 1568 1602 783 642 852 709
CSP stock 97.5 152.0 182.0 65.0 73.0 74.0 80.6
from trad. 97.5 115.0 127.4 51.3 51.1 56.0 56.4
from dism. – 37.0 54.6 13.7 21.9 18.0 24.2
DIS stock – 38.9 – 36.5 – 36.6 –
Part 2
base pull push pull push pull push
negl. negl. net net fcst fcst
Sn 578 578 578 443 405 450 411
Sr – 173 – 168 – 168 —
Hd – 24 24 24 24 24 24
Servicelevel 0.95 1.00 1.00 0.94 0.94 0.95 0.95
dism. cover – 0.3 0.3 0.3 0.3 0.3 0.3
avg. inv. cost 3000 5914 6290 2487 1761 2476 1841
CSP stock 75.0 174.0 202.9 72.8 56.8 76.2 59.4
from trad. 75.0 112.6 142.0 41.6 39.8 41.0 41.6
from dism. – 61.4 60.9 31.2 17.0 35.2 17.8
DIS stock – 41.0 – 29.8 – 29.9 –
Part 3
base pull push pull push pull push
negl. negl. net net fcst fcst
Sn 386 386 386 296 272 305 281
Sr – 120 – 120 – 120 –
Hd – 24 24 24 24 24 24
Servicelevel 0.95 1.00 1.00 0.93 0.94 0.95 0.95
dism. cover – 0.3 0.3 0.3 0.3 0.3 0.3
avg. inv. cost 3102 5487 6147 2421 1875 2667 2070
CSP stock 51.7 113.9 135.7 49.8 41.4 54.1 45.7
from trad. 51.7 71.2 95.0 28.5 29.0 32.1 32.0
from dism. – 42.7 40.7 21.3 12.4 22.0 13.7
DIS stock – 23.6 – 16.5 – 16.6 –
Part 4
base pull push pull push pull push
negl. negl. net net fcst fcst
Sn 33 33 33 26 25 30 28
Sr – 13 – 15 – 15 —
Hd – 24 24 24 24 24 24
Servicelevel 0.95 0.97 0.99 0.90 0.91 0.95 0.95
dism. cover – 0.3 0.3 0.3 0.3 0.3 0.3
avg. inv. cost 1092 1345 1408 850 814 1123 1024
CSP stock 9.1 11.2 15.2 7.9 8.8 10.2 11.0
from trad. 9.1 7.6 10.0 5.0 5.8 6.7 7.3
from dism. – 3.6 5.2 2.9 3.0 3.5 3.7
DIS stock – 4.9 – 2.5 – 3.1 –
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Part 5
base pull push pull push pull push
negl. negl. net net fcst fcst
Sn 9 9 9 8 7 9 8
Sr – 4 – 5 – 5 –
Hd – 24 24 24 24 24 24
Servicelevel 0.95 0.95 0.98 0.94 0.92 0.95 0.95
dism. cover – 0.3 0.3 0.3 0.3 0.3 0.3
avg. inv. cost 4200 4625 3795 3605 2616 4332 3189
CSP stock 4.2 3.9 5.7 3.8 4.0 4.3 4.8
from trad. 4.2 2.9 3.7 2.6 2.5 3.0 3.1
from dism. – 1.0 2.0 1.2 1.5 1.3 1.7
DIS stock – 2.4 – 1.4 – 1.8 –
Table 9.2: Simulation results
We make the following observations. The largest performance differences are
found between the alternative approaches for taking into account the expected future
dismantling supply in setting the order up to level Sn of the traditional channel. As
in Section 7.5 we see that neglecting future product returns results in excessive stocks
whereas a ‘netting’ approach underestimates the risk of stockout and may lead to
an unaccepted service level. The scale of the cost reduction from a conservative
‘neglect’ policy to an optimised forecasting based approach depends on the product
return volume and ranges from about 10% for the ‘slow mover’ Part 5 to more
than 60% for the high volume parts 1–3. We recall that the currently available
data on product returns is fairly limited and may allow for little other options than
neglecting dismantling inflow until it is has actually arrived. The cost difference
between ‘neglect’ and ‘forecasting’ should therefore be seen as an indication of the
savings potential of building up accurate product return data.
The impact of the additional DIS stock point appears to be rather limited: the
performance differences between a pull and push control of the dismantling channel
are fairly small. In line with our argumentation in Section 8.1 we find that a pull
approach leads to a higher total stock volume whereas a push approach involves a
higher CSP stock. The net effect of this tradeoff depends on the specific parameter
settings. As a general tendency, we find that a pull policy tends to be slightly superior
in combination with a ‘neglect’ approach whereas a forecasting–based policy may
benefit from a dismantling push. The only exception to this rule is found for Part
5 where the extremely high procurement cost differences result in an advantage for
the push policy in all cases.
Finally, we find that no reusable parts are disposed of in any of the cases con-
sidered. For all but Part 1 the cost–oriented maximum storage time for dismantled
parts largely exceeds the technically determined limit of two years. Moreover, the
actual throughput times turn out to be in the order of a few weeks in all cases, which
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is far below the critical limit Hd. Therefore, all dismantling policies make use of the
maximum dismantling potential. In particular, all dismantling policies result in the
same supply mix and hence in the same overall procurement costs. (In contrast, note
that the procurement costs in the ‘base’ case are higher and that this cost difference,
which amounts to λR(bu + 1)(pr(cn + cs) − cd − cr − cs)/2, is not included in the
results in Table 9.2.) We conclude that the above results are very robust with respect
to changes in Hd and hence that determining the maximum allowable storage time
more exactly has little effect.
The above results are confirmed in a broader setting. Table 9.3 summarises the
simulation outcomes for product return volumes allowing dismantling to cover 10%,
30%, and 50% of the demand, respectively. For each case, the resulting servicelevel
and the average holding cost is given. Results in italics indicate that the target
servicelevel of 95% is not met. In addition to the above policies, we include two
scenarios assessing in more detail the value of information concerning product returns.
As in Section 7.5 we consider the cases that product returns are known beforehand
(‘perfect information’) and that timing of returns can be influenced (‘full control’).
In both cases we assume a dismantling push strategy. Figure 9.4 displays per part the
cost deviation with respect to the base case for all policies meeting the servicelevel
constraint.
Figure 9.4: Cost comparison for different return rates
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We see essentially the same results as discussed above. Not surprisingly, the
performance differences between the alternative policies increase with the average
dismantling contribution. Moreover, they tend to be the more important the larger
the product return volume during a traditional channel leadtime period. While cost
deviations are within +/- 50% for the low demand parts 4 and 5, they increase beyond
100% for the high volume parts.
It is worth noting that the additional benefit of certainty or even control con-
cerning product returns appears to be rather small here. In most cases costs of the
‘push forecasting’ policy exceed those under ‘perfect information’ by less than 10%
and those under ‘full control’ by some 20%. One may expect this result to be a con-
sequence of the fairly smooth return process and, in particular, of the small return
batches. In the case of a more erratic return process involving large product batches
the benefits of an active return policy may be more prominent.
9.4 Recommendations
Based on our findings we come to the following recommendations concerning the
integration of dismantling into IBM’s spare parts management. The above results
emphasize the importance of an integral logistics process design. Merely adding
dismantling as an additional parts supply option without adapting the control policy
of the existing sources results in poor logistics performance where high stock levels
partly cancel out the procurement cost benefits.
Explicitly taking into account future dismantling volumes turns out to be key to
establishing an efficient logistics concept. Reliable forecasting information results in
a substantial reduction of stocklevels even for moderate product return rates. Infor-
mation is the more important the higher the potential dismantling volume during
the leadtime period of the alternative sources. Given these results, taking a seri-
ous effort to build up a reliable base of information concerning the product return
processes is strongly recommended. We have seen that probabilistic information on
the return process may be sufficient from a logistics control perspective and that the
additional benefit of detailed channel monitoring may be limited. However, it should
be noted that estimating the relevant return process parameters may be facilitated
significantly by a more active role in the return channel. This may be a major argu-
ment for adopting an active product return policy rather than perceiving the inflow
of used products as an external given.
With respect to the design of the dismantling channel one may distinguish several
situations. If parts dismantled from used equipment require largely the same process-
ing as repairable exchange parts returned from the field and incur approximately the
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same costs then adding them to the existing AFR stock may be the easiest solution.
In this case, incorporating dismantling is a matter of adapting information systems
in the first place. Otherwise, dismantling should be established as a distinct chan-
nel. It turns out that the cost advantage of postponing the processing of dismantled
parts until they are needed by means of an intermediate stockpoint is rather small
and may often even be more than offset by an increase in the overall stock level.
Taking into account the administrative cost for managing an additional stockpoint,
a pull controlled dismantling channel therefore does not seem appropriate. Instead,
dismantled parts should be pushed immediately into the CSP stock. It should be
noted that this result also raises some questions concerning the appropriateness of
the current AFR–stock concept. In principle, the above reasoning also applies to the
repair channel. Reconsidering the corresponding logistics processes may therefore be
worthwhile.
Finally, we conclude that inventory cost considerations hardly appear to be a valid
reason for disposing of reusable parts. We have seen that procurement cost savings
largely outweigh the additional holding costs for dismantled parts in many cases.
Therefore, one may expect disposal only to become relevant at the end of a product
lifecycle, when there is a risk of dismantled parts not to be reused at all. To this
end, dismantling for a given part should be terminated once the available inventory
is sufficient to cover the remainder of the service horizon. Otherwise, all parts for
which a dismantling process is available should be recovered. This information can
be easily implemented in the form of a ‘keep list’ analogous with the selection of
machines for refurbishment (compare Chapter 2). The above results show that the
major tradeoff determining whether or not to dismantle a certain part concerns the
investment costs for setting up the necessary test processes, rather than additional
holding costs.

Chapter 10
Conclusions
We have begun our investigation in Chapter 1 by pointing out that goods flows in
today’s business environments are no longer unidirectional. Rather than following
a clearly ordered hierarchy, supply chain members form general networks and the
corresponding goods flows involve loops. Goods flows opposite to the traditional
supply chain direction becoming increasingly important has given rise to the notion
of ‘Reverse Logistics’. In Chapter 3 we have indicated several categories of such
‘reverse’ flows. Although including traditional elements such as warranty returns
and by–product recycling the recent interest in Reverse Logistics is mainly driven by
the growing importance of used product and commercial returns. Throughout this
thesis we have illustrated the relevance of reverse goods flows to companies’ business
activities by giving numerous examples stretching from copier remanufacturing to
carpet recycling and from single–use cameras to reusable packaging. In particular,
we have taken a closer look at return flow management at IBM, which we have seen
to include used equipment recovery on the product, component, and material level.
To round up our investigation we now return to the research questions formulated in
Chapter 1.
Which logistics issues arise in the management of ‘reverse’ goods flows?
In Chapters 4 and 6 we have analysed numerous case studies illustrating current
business practice. We have seen that ‘reverse’ goods flows are typically managed by
the receiving party and hence that Reverse Logistics is a form of inbound logistics.
Moreover, we have observed that the overall logistics task that companies face in this
context is about bridging the gap between a former owner, releasing a product, and
another future owner.
In Chapters 4 and 5 we have focussed on the spatial aspect of this gap, which
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led us to distribution management issues in Reverse Logistics. We have seen that
many standard logistics tasks, such as transportation planning and vehicle routing,
also arise in a Reverse Logistics context. In particular, logistics network design is
an important issue. Companies need to take decisions on appropriate locations for
collection and inspection sites and processing facilities for the returned products.
Moreover, they strive for a good choice between consolidation and separation of the
arising goods flows.
In Chapters 6–8 we have considered the temporal aspect of Reverse Logistics,
namely inventory management issues. This concerns the timing of product recov-
ery activities, in the first place. We have discussed that companies are looking for
decisions on when to carry out the required inspection, disassembly, or repair steps
of their reverse channel in order to strike a good tradeoff between processing costs
and customer service. In particular, a balance is to be made between supply– and
demand–driven activities. To this end, one needs to decide on the deployment of
inventory to decouple individual transformation and transportation processes.
What are the differences between Reverse Logistics and traditional ‘forward’ logis-
tics?
We conclude from our analysis that the distinction between ‘forward’ and ‘reverse’
logistics is not that much a matter of ‘direction’. The differences between individual
forward and reverse flows, between distribution and collection, between assembly and
disassembly appear to be rather limited and do not lead to essentially different logis-
tics decision problems. What does make Reverse Logistics different is the interaction
between forward and reverse flows.
We have seen that a company’s ‘reverse’ inbound flows in most cases entail sub-
sequent ‘forward’ outbound flows. Therefore, logistics co–ordination must take into
account market conditions both on the demand and the supply side. In conven-
tional supply chain theory it is the end customer’s demand that drives the entire
chain. Supply is an endogenous variable which each party decides upon according
to its needs. In a Reverse Logistics context, however, boundary conditions on the
supply side are much more restrictive. At present, timing, quantity and quality of
‘reverse’ inbound flows are largely exogenously determined and may, in addition, be
difficult to forecast. This observation is the most evident in the case of legislative
take–back obligations. However, even purely economically motivated reverse flows
form a significantly less homogenous input resource than conventional ‘virgin’ supply.
The above argumentation supports the frequently heard claim that Reverse Lo-
gistics is characterised by a high level of uncertainty. A lack of information on various
aspects of reverse goods flows is, indeed, one of the difficulties that companies strug-
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gle with in their Reverse Logistics initiatives. However, we also see that uncertainty
is only one aspect of a more general phenomenon. Even if product returns were
completely known beforehand difficulties might arise from an imbalance between ex-
ogenous supply and demand forces. Therefore, we conclude more broadly that it is
a lack of supply control, that complicates Reverse Logistics management.
To some extent the above characteristics surely reflect a general lack of expe-
rience in the young field of Reverse Logistics where many companies still follow a
fairly reactive policy. As reverse goods flows are becoming more important one may
expect companies to engage in a more active role towards return management rather
than to perceive reverse flows as an external given. In particular, recent advances
in electronic information technology may have a substantial impact in this context.
For example, remote product monitoring and sensoring may offer opportunities for
collecting extensive return data early in the process and hence reduce uncertainty
significantly. This again may provide the means for a more advanced return man-
agement actively controlling the resource potential of ‘reverse’ goods flows. However,
given that the goods in a ‘reverse’ flow are, by definition, derivatives of previous
business activities rather than being limited to their role as future input resources
one may expect some tension between supply and demand in Reverse Logistics to
remain.
How can the characteristics of Reverse Logistics appropriately be captured in quanti-
tative models that support decision making?
In several examples it has been shown how traditional logistics models can be adapted
to a Reverse Logistics context. Following the above argumentation decisions should
not be based on Reverse Logistics considered in isolation but should view the overall
logistics context. As a consequence, the modelling scope may be broader than in some
of the traditional domains. In this sense, Reverse Logistics models concur with recent
supply chain management philosophy. The limited supply control in Reverse Logis-
tics typically translates into additional restrictions in the corresponding quantitative
models. To some extent, they can be interpreted as capacity restrictions. To capture
the inherent uncertainty stochastic models may be a natural choice. However, we
have seen that the impact of stochastic variations on solutions to the relevant logistics
problems is very much dependent on context. Therefore, more simple deterministic
approaches may sometimes be preferable.
In Chapter 5 a modelling framework has been introduced for logistics network
design in a Reverse Logistics context. We have shown how traditional multi–level
warehouse location models can be adapted accordingly. Moreover, we have seen that
stochastic variations of the inbound ‘reverse’ flows often have rather limited effect
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on this strategic decision problem. Furthermore, we have explained under which
conditions the overall network design problem may be decomposed into separate
‘forward’ and ‘reverse’ parts.
Chapters 7 and 8 have analysed inventory control models in a Reverse Logistics
setting. Exogenous inbound flows have been shown to entail a loss of monotonicity in
the mathematical models, which complicates their analysis. In addition, the selection
from multiple supply alternatives has been identified as another major distinction
with traditional models. However, it has been shown that these models can be
transformed into equivalent standard models under some conditions. Furthermore,
we have pointed out that on this operational level variations in the ‘reverse’ goods
flow have, indeed, a major impact on logistics costs and need to be taken into account
explicitly to avoid poor decision making.
We conclude that traditional operational research logistics models provide a good
starting point, which can be adapted to develop appropriate Reverse Logistics models.
Having said this, it is time to look ahead again and to consider open issues appearing
on the research agenda. Research on Reverse Logistics is surely still far from exhaus-
tive. Additional case study material would be more than welcome to further refine
the picture. Specifically, we would like to draw attention to the following issues.
• Probably the most challenging issue concerns the shift towards an active return
management. As discussed above one may expect companies to look for ways
to increase control over inbound goods flows as secondary resources gain fur-
ther importance and Reverse Logistics develops into a standard supply chain
element. Another reason for this development is the altering view on a com-
pany’s products, which are increasingly perceived as a comprehensive set of
services rather than being limited to physical goods. Reverse Logistics flows
for repair and end–of–use handling are integral parts of such a product concept.
Systematic research addressing opportunities to facilitate the development to-
wards an active return management would be highly relevant. In particular,
analysing the impact of modern information technology in this context appears
to be more than worthwhile: which data should be collected and how can it be
exploited in an optimal way?
• Return forecasting is a somewhat related issue. In most of our models we
have assumed information on the stochastic properties of product returns to be
known. In practice, however, the relevant parameters are not directly observ-
able in many cases and need to be estimated instead. This issue has recently
been addressed in detail in the context of single–use cameras (Toktay et al.,
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1999). Earlier investigations concern refillable bottles (Goh and Varaprasad,
1986; Kelle and Silver, 1989). However, as discussed in Chapter 6 these ap-
proaches are primarily applicable for short return cycles. For durable products
which are only returned after a market-sojourn time of several years other
methods appear to be needed to estimate relevant return data.
• Another relevant topic that has been largely neglected concerns returns dis-
positioning. Today, most Reverse Logistics models focus on a single product
recovery option. However, as we have seen many companies deal with several
recovery alternatives, such as product, component, and material reuse. Disposi-
tioning is often based on a simple fixed hierarchy, e.g., preferring product reuse
to component reuse. However, this approach may be far from optimal: Extract-
ing an expensive component which can serve as a spare part may yield larger
savings than remanufacturing a complete machine which eventually turns out
to be non–remarketable. A systematic analysis of more advanced dispositioning
strategies would therefore be desirable.
• Although including examples of different categories of ‘reverse’ goods flows our
analysis is somewhat biased towards end–of–use product returns. To refine
our findings an additional focus on commercial returns specifically would be
valuable. Empirical evidence provided by Rogers and Tibben–Lembke (1999)
appears to be a promising starting point in this direction. To the best of our
knowledge corresponding quantitative analyses are few.
• Quantitative Reverse Logistics models currently available, as discussed in this
thesis, largely focus on external logistics. In contrast, quantitative results on the
impact of ‘reverse’ goods flows on internal logistics issues such as warehouse de-
sign and internal routing are largely lacking. Since empirical evidence indicates
these issues to be a major concern in the practical implementation of Reverse
Logistics initiatives (see, e.g., Stock, 1998; Rogers and Tibben–Lembke, 1999)
a systematic analysis of the corresponding tradeoffs would surely be relevant.
• We have argued in the introduction that quantitative research in Reverse Lo-
gistics in this early stage should focus on developing and analysing appropriate
models. Consequently, this is where we have put the emphasis of our contri-
bution. As the field matures computational aspects may also deserve attention.
As we have seen Reverse Logistics models tend to have a fairly large scope and
may therefore be computationally expensive. Therefore, developing efficient
solution techniques may be helpful to make Reverse Logistics models easy to
apply.
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Considering the above issues it is clear that Reverse Logistics offers many challenging
opportunities both from a research and a business practice perspective. Hopefully, the
research presented in this thesis can contribute to stimulating further developments.
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Samenvatting
Hergebruik van afgedankte producten en materialen is een fenomeen van steeds groter
belang. In de ge¨ındustrialiseerde landen wordt afvalvoorkoming steeds meer herkend
als een belangrijk doel. Klanten vereisen in toenemende mate dat bedrijven de milieu-
schade beperken die uitgaat van hun producten en processen. Tevens stellen steeds
meer landen het terugnemen en het op een milieu-vriendelijke manier verwerken van
gebruikte producten wettelijk verplicht. Tegelijkertijd ontdekken bedrijven steeds
meer kansen om milieu-vriendelijk handelen te combineren met financie¨le voordelen
die voortkomen uit het besparen van productiekosten en het ontsluiten van nieuwe
marktsegmenten. Al deze redenen hebben ertoe geleid dat het economische belang
van producthergebruik enorm is toegenomen gedurende het afgelopen decennium.
Remanufacturing van kopieermachines, nylon–recycling uit tapijtafval en hergebruik
van ‘wegwerp-camera’s’ zijn slechts enkele van de talloze voorbeelden.
Lange tijd was onderzoek naar producthergebruik vooral gericht op technische
aspecten, zoals productontwerp en op marketing aspecten. Pas in de laatste jaren
wordt er aandacht besteed aan de logistieke aspecten van producthergebruik. Uit lo-
gistiek oogpunt leidt hergebruik tot nieuwe goederenstromen van consumenten naar
producenten. Het managen van deze goederenstromen tegen de richting van de tradi-
tionele logistieke keten in is het aandachtsveld van het recent opgekomen vakgebied
‘retourlogistiek’.
Producthergebruik is echter niet de enige reden die leidt tot goederenstromen die
‘de omgekeerde kant op’ gaan. Terugname van onverkochte producten is een ander
voorbeeld van steeds groter belang. Doordat de krachtverhoudingen in de logistieke
keten verschuiven zijn producenten gedwongen een groot deel van het marktrisico
te dragen en eventuele overschotten van hun afnemers terug te nemen en te vergoe-
den. Daarnaast zijn retourzendingen van producten en onderdelen voor reparatie een
voorbeeld van retourstromen dat al heel lang bestaat.
In de literatuur is nog geen overeenstemming bereikt over de precieze afbakening
van het begrip retourlogistiek. In dit proefschrift wordt retourlogistiek gedefinieerd
203
204 Samenvatting
als het besturen van goederenstromen die gekenmerkt zijn door een drietal karakte-
ristieken, te weten
• retourstromen gaan tegen de richting van de traditionele logistieke keten in;
daarmee onderstrepen retourstromen de algemenere observatie dat logistieke
systemen vandaag geen eenduidig geordende structuur hebben maar algemene
netwerken van organisaties omvatten; retourstromen moeten dan ook niet ge-
ı¨soleerd worden bekeken maar als onderdeel van een groter logistiek geheel;
• retourstromen hebben betrekking op secundaire goederen waarvan het oor-
spronkelijk gebruik is afgesloten of onmogelijk geworden;
• het begrip retourlogistiek drukt het perspectief van de ontvanger uit en heeft
daarmee betrekking op inkomende goederenstromen.
Dit proefschrift richt zich op besluitvorming in de retourlogistiek. In de traditionele
‘voorwaartse’ logistiek zijn kwantitatieve modellen een krachtig hulpmiddel gebleken
voor het ondersteunen van beslissingen. Voor veel beslissingsproblemen zijn stan-
daardmodellen ontwikkeld zoals locatie-modellen, voorraad-modellen en routerings-
modellen, die algemeen geaccepteerd en veelvuldig toegepast zijn. Gezien de kor-
te historie van het gebied ontbreken dergelijke standaardmodellen voor de retour-
logistiek nog en is het nog niet duidelijk of traditionele modellen voldoende flexibel
en robuust zijn voor toepassingen in de retourlogistiek. Terwijl het aantal individuele
bijdragen op dit gebied de laatste jaren sterk is toegenomen is er nog geen overkoe-
pelende algemene visie bereikt. De tijd lijkt daarom nu rijp voor een systematische
analyse van besluitvorming in de retourlogistiek. Dit proefschrift heeft als doel bij
te dragen tot een dergelijke algemene visie.
Als basis voor deze analyse gaan wij uit van een reeks case studies. In de re-
cente literatuur worden veel voorbeelden besproken die inzicht geven in de huidige
praktijksituatie omtrent retourlogistiek. Daarnaast steunt dit proefschrift op directe
ervaringen uit een praktijkcase over retourlogistiek bij IBM. Door het naast elkaar
leggen van deze voorbeelden worden karakteristieken duidelijk van kwesties in de re-
tourlogistiek en kunnen deze worden geconfronteerd met meer traditionele logistieke
situaties. Uitgaande van deze vergelijking wordt dan een vertaalslag gemaakt naar
kwantitatieve modellen. Op deze manier probeert dit proefschrift bij te dragen aan
het beantwoorden van de volgende onderzoeksvragen.
Welke logistieke kwesties doen zich voor bij het managen van retourstromen?
Om deze vraag te beantwoorden zijn talrijke casestudies besproken. We hebben
gezien dat goederenretourstromen in het algemeen inderdaad door de ontvanger ge-
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managed worden en dat retourlogistiek daarom een vorm van inkomende logistiek
betreft. De algemene logistieke taak waarmee bedrijven in deze context geconfron-
teerd zijn is het overbruggen van de kloof tussen een voormalige eigenaar, die zich
van een product ontdoet en een nieuwe toekomstige eigenaar.
Het ruimtelijk aspect van deze kloof leidt tot distributie-vraagstellingen in de
retourlogistiek. We hebben gezien dat zich veel standaard logistieke taken zoals
transport-planning en voertuig-routering ook in een retourlogistieke context voor-
doen. In het bijzonder is het ontwerp van logistieke netwerken een belangrijke kwestie
gebleken. Bedrijven moeten beslissingen nemen met betrekking tot geschikte locaties
voor het inzamelen, inspecteren en bewerken van geretourneerde goederen. Daar-
naast moeten afwegingen worden gemaakt tussen het consolideren en het separeren
van de ontstane goederenstromen.
Het temporeel aspect van retourlogistiek heeft betrekking op voorraad-manage-
ment vraagstellingen. Dit betreft in eerste instantie de timing van het bewerken van
de geretourneerde goederen teneinde deze te kunnen hergebruiken. Wij hebben gezien
dat bedrijven beslissingen moeten nemen met betrekking tot wanneer de benodigde
inspectie, disassemblage of reparatie–activiteiten worden uitgevoerd om een goede
balans te realiseren tussen productiekosten en service naar de klant. In het bijzonder
moeten afwegingen worden gemaakt tussen vraag– en aanbod–gedreven activiteiten.
Wat zijn de verschillen tussen retourlogistiek en traditionele ‘voorwaartse’ logistiek?
Uit de gepresenteerde analyse blijkt dat het verschil tussen voorwaartse logistiek
en retourlogistiek niet zozeer een kwestie van de ‘richting’ is. De verschillen tussen
individuele voorwaartse en achterwaartse stromen, tussen distributie en collectie,
tussen assemblage en disassemblage lijken in het algemeen nogal klein en leiden niet
tot essentieel andere logistieke beslissingsproblemen. Wat retourlogistiek we´l anders
maakt is de interactie tussen voorwaartse en achterwaartse stromen.
We hebben gezien dat retourstromen voor bedrijven in veel gevallen opvolgende
voorwaartse stromen veroorzaken. Daarom moet bij de logistieke coo¨rdinatie reke-
ning worden gehouden met marktfactoren zowel aan de vraag als aan de aanbod kant.
In de traditionele theorie stuurt de vraag van de klant de gehele logistieke keten
aan. Inkomende stromen worden gezien als endogene variabelen waarover iedere
partij op basis van haar behoefte beslist. In de context van retourlogistiek zijn de
randvoorwaarden aan de aanbod kant echter veel restrictiever. In de huidige situatie
zijn timing, kwantiteit en kwaliteit van retourstromen voor een groot deel exogeen
gegeven en zijn ze vaak zelfs moeilijk te voorspellen. Dit is het meest duidelijk in het
geval van wettelijke terugname-verplichtingen. Maar ook puur economisch gedreven
retourstromen stellen een veel minder homogene resource voor dan conventionele
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grondstoffen of halffabrikaten.
Deze argumentatie steunt de vaak gehoorde stelling dat retourlogistiek geken-
merkt wordt door een hoog niveau van onzekerheid. Inderdaad blijkt gebrek aan
informatie met betrekking tot diverse aspecten van retourstromen een van de moei-
lijkheden waarmee bedrijven worstelen in hun omgang met retourlogistiek. Onzeker-
heid is echter maar e´e´n aspect van een dieperliggend verschijnsel. Ook al waren
retourstromen van tevoren perfect bekend dan nog kunnen zich problemen voordoen
als gevolg van een onbalans tussen aanvoer en afname. Daarom concluderen wij in
een wijder perspectief dat het een gebrek aan controle is dat retourlogistiek extra
moeilijk maakt.
Voor een deel zijn deze karakteristieken zeker het gevolg van het gebrek aan erva-
ring op het vrij recente gebied van retourlogistiek, waardoor veel bedrijven een nogal
reactieve aanpak volgen. Naar mate het belang van retourstromen verder toeneemt
valt te verwachten dat bedrijven naar een actievere rol gaan streven in het managen
van hun goederenretouren. In het bijzonder zouden recente ontwikkelingen in de
elektronische informatie-technologie kunnen worden gebruikt voor het verzamelen
van gedetailleerde informatie over retourstromen in een vroeg stadium van het proces
om op deze manier onzekerheid te verminderen. Dit zou wederom de basis kunnen
vormen voor een geavanceerdere besturing van retourstromen, warbij men ernaar
streeft actief het resource-potentieel van goederenretouren te controleren. Aangezien
retourstromen per definitie afgeleiden zijn van eerdere business processen is echter te
verwachten dat er enige spanning tussen aanvoer een afname zal blijven bestaan in
de retourlogistiek.
Hoe kunnen de karakteristieken van de retourlogistiek adequaat worden ingebed in
kwantitatieve modellen voor beslissingsondersteuning?
Er zijn in dit proefschrift meerdere voorbeelden gegeven die laten zien hoe tradi-
tionele logistieke modellen kunnen worden aangepast voor de context van retour-
logistiek. De bovenstaande argumenten geven aan dat beslissingen niet gebaseerd
moeten zijn enkel op retourstromen maar dat een wijder perspectief vereist is dat
rekening houdt met de overkoepelende logistieke context. In deze zin past retourlo-
gistiek goed in de recente ontwikkelingen omtrent integraal ketenbeheer. Het gebrek
aan controle in de retourlogistiek komt in de kwantitatieve modellen terug in de
vorm van bijkomende restricties. De inherente onzekerheid kan een argument zijn
voor het gebruik van stochastische modellen. Het blijkt echter dat de invloed van
stochastische variaties op de oplossing van de relevante logistieke problemen sterk
afhangt van de context. Daarom kunnen eenvoudigere deterministische aanpakken
soms de voorkeur verdienen.
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In dit proefschrift is met name aandacht besteed aan twee typen modellen, te
weten locatie–modellen en voorraad-modellen. Voor beide soorten zijn algemene
model-kaders voorgesteld. In het eerste geval is aangegeven hoe traditionele ware-
house-locatie-modellen kunnen worden gemodificeerd. In het bijzonder is gebleken
dat stochastische variaties in de omvang van de retourstromen vaak een geringe in-
vloed hebben op dit strategisch niveau. Daarnaast is aangegeven onder welke con-
dities het opzetten van het gehele netwerk kan worden opgesplitst in twee separate
problemen die betrekking hebben op voorwaartse dan wel achterwaartse stromen.
In de voorraad-modellen is aangegeven dat exogene inkomende goederenstromen
een verlies aan monotoniciteit tot gevolg hebben in de wiskundige formuleringen. Dit
maakt de analyse moeilijker. Een ander verschil met traditionele modellen betreft
de keuzemogelijkheid uit alternatieve aanvoerbronnen. We hebben echter gezien
dat voorraad-modellen met retourstromen onder bepaalde condities getransformeerd
kunnen worden in equivalente standaard modellen. De onafhankelijkheid van aanvoer
en afname speelt een centrale rol in deze context. Daarnaast is gebleken dat stochas-
tische variaties in de retourstromen op dit operationele niveau wel degelijk van invloed
zijn en daarom expliciet gemodelleerd dienen te worden om tot de juiste beslissingen
te komen.
Ook na het afronden van deze analyse blijven er ruim aspecten van retourlogistiek
die verdere aandacht in het onderzoek verdienen. In het bijzonder lijkt de overgang
naar een actief retourmanagement veel uitdagingen te bieden. Daarnaast is er een
grote behoefde een verdere gedetailleerde case studies. Dit proefschrift is bedoeld
als een bijdrage om verdere ontwikkelingen op het gebied van retourlogistiek aan te
moedigen.
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