We propose a locally stationary linear model for the evolution of high-dimensional financial returns, where the time-varying volatility matrix is modelled as a piecewise constant function of time. We introduce a new wavelet-based technique for estimating the volatility matrix, which 10 combines four ingredients: a Haar wavelet decomposition, variance stabilization of the Haar coefficients via the Fisz transform prior to thresholding, a bias correction, and extra time-domain thresholding, soft or hard. Under the assumption of sparsity, we demonstrate the interval-wise consistency of the proposed estimators of the volatility matrix and its inverse in the operator norm, with rates which adapt to the features of the target matrix. We also propose a version of 15 the estimators based on the polarization identity, which permits a more precise derivation of the thresholds. We discuss the practicalities of the algorithm, including parameter selection and how to perform it online. A simulation study shows the benefits of the method, which is illustrated using a stock index portfolio.
INTRODUCTION
The estimation of volatility matrices, i.e., covariance matrices of multivariate asset returns, has been a fundamental problem in financial statistics at least since the seminal work of Markowitz (1952 Markowitz ( , 1959 . Allocating a Markowitz-efficient portfolio in practice requires accurate estimation 25 of the associated volatility matrix and its inverse. In another interesting application, an estimate of the volatility matrix is required in the estimation of factors and their loadings in the factor analysis of panels of asset returns, see, e.g., Motta et al. (2011) .
Volatility, be it univariate or multivariate, is a model-dependent quantity, and its interpretation and estimation varies between models. For example, considering the univariate situation, in the 30 ARCH model (Engle, 1982) and its many subsequent variants (Lunde & Hansen, 2005) , volatility is understood as the variance of the returns process conditional on its own past values; in stochastic volatility modelling (Taylor, 1986; Andersen et al., 2009) it is the variance conditional on a possibly external random process; in the non-stationary deterministic approach of Starica & Granger (2005) , Fryzlewicz (2005) and Fryzlewicz et al. (2006) , it is the unconditional local 35 variance of the returns process.
The latter approach offers a particularly easy way of introducing non-stationarity into volatility modelling. This is desirable, as some authors point out that the typical stylized facts of financial returns data, i.e., heavy-tailed marginal distribution and significant autocorrelation of absolute values and squares, can be better explained by resorting to non-stationary models, see, e.g., Mikosch & Starica (2004) , Starica & Granger (2005) and Fryzlewicz et al. (2008) for arguments in the univariate case. Janeway (2009) goes further and claims that traditional models' stationarity might have been a contributing factor in the recent financial crisis. In this work, we consider multivariate volatility to be the local unconditional covariance matrix of asset returns, which varies over time. Rodriguez-Poo & Linton (2001) and Herzel et al. (2006) both assume a 45 similar model, and use kernel smoothing for estimation.
When a fixed bandwidth is used, kernel volatility estimators are non-adaptive, which means they evolve at the same speed, irrespective of the current market conditions, which many practitioners find undesirable from the point of view of transaction costs. Thus, it makes sense to seek more adaptive estimators of multivariate volatility, which would adjust their speed of evolution 50 as necessary. One such estimator is proposed by Härdle et al. (2003) , who search for the longest interval of approximate constancy of volatility via iterative hypothesis testing.
In this work, we model the time-varying multivariate volatility as piecewise-constant, with the number of change-points possibly increasing with the sample size and approaching each other in rescaled time. This ensures that each component of our volatility matrix, viewed as a curve 55 over time, can approximate an arbitrary piecewise-continuous curve in the limit. We propose a new wavelet-based technique for adaptive estimation of the time-evolving correlation matrix and covariance matrix of multivariate returns. The method combines Haar wavelets, nonlinear wavelet thresholding and the variance-stabilizing Fisz transformation. Haar wavelets are natural here as they furnish estimators which automatically adapt, interval-wise, to the piecewise con-60 stant volatility in terms of their rates of convergence. These estimators are fast to compute and are also valid at the right-hand end of the data, i.e., at the current time t = T .
We also propose an extra thresholding step in the time domain, which ensures that our estimator remains useful also in the high-dimensional setting, where the number of assets considered is perhaps even higher than the effective number of observations for each asset, provided the target where σ j (u) is a positive left-continuous piecewise-constant function of u ∈ (0, 1], bounded from above and away from zero, with an unknown number of jumps of unknown locations and magnitudes. The vector random variables ε t = (ε 1,t , . . . , ε p,t )
T are independent, and distributed 85 as ε t ∼ N {0, Γ(t/T )}, where the elements of the p × p matrix Γ(t/T ) = {ρ i,j (t/T )} p i,j=1
are such that ρ i,i (u) ≡ 1, and ρ i,j (u) (i = j) is a left-continuous piecewise-constant function, with an unknown number of jumps of unknown locations and magnitudes. Let Σ(t/T ) = {c i,j (t/T )} p i,j=1 denote the variance matrix of X t,T , and let D(t, T ) be a diagonal p × p matrix with σ i (t/T ) (i = 1, . . . , p) on the diagonal. We have the decomposition Σ(t/T ) = 90 D(t/T ) Γ(t/T ) D(t/T ). Marginally, each X j,t,T follows the univariate model of Fryzlewicz et al. (2006) .
Here, Σ(u), or alternatively the pair {D 2 (u), Γ(u)}, can be viewed as the time-dependent parameter of the proposed model. Note that Σ(u) is defined over the interval (0, 1], which is common practice in nonparametric regression in order to enable meaningful estimation theory. We 95 assume that the jumps in Σ(u) can approach each other in rescaled time, and therefore Σ(u) can approximate continuous or piecewise continuous volatility matrices. Piecewise-constant modelling of multivariate volatilities was also considered by Härdle et al. (2003) .
HAAR-FISZ ESTIMATION OF THE VOLATILITY MATRIX Σ(u)
3·1. Methodology and theory
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We first consider the estimation of a single time-varying component of the matrix Σ(u), i.e., the function c i,l (u), from a single stretch of observations {X i,t,T X l,t,T } T t=1 . Our theoretical results concern the quality of the estimation of the entire matrix Σ(u) in the operator norm. The starting point to our estimation procedure is the formulation
where the noise ξ i,l,t,T is such that E(ξ i,l,t,T ) = 0. The Gaussianity of X t,T implies that
Our estimator of c i,l (u) will be based on Haar wavelets, which we briefly introduce below; there are several excellent monographs on wavelets in statistics, including Vidakovic (1999) .
The input to our Haar-Fisz estimation algorithm is the vector {X i,t,T X l,t,T } T t=1 : here, we assume that T is an integer power of two and denote J = log 2 T . The algorithm follows.
Step 1. For all of the following combinations of indices: (η, υ) = (i, i), (l, l), (i, l), compute 110 the Haar decompositions of {X η,t,T X υ,t,T } T t=1 , obtaining the quantities s
with elements:
Step 2. Obtain the variance-stabilized coefficients via the Fisz transformation
Step 3. Denote µ
Step 4. Take the inverse Haar transform ofμ (i,l) j,k to obtain an initial estimateĉ i,l (t/T ) of the covariance function c i,l (t/T ).
Step 5. Correct the estimate by replacing its value on each interval of constancy by the local 120 average of the sequence {X i,t,T X l,t,T } T t=1 over the same interval. Denote this bias-corrected estimate byc i,l (t/T ).
Step 6. If i = l, apply additional thresholding in the time domain, i.e., construct the final estimate by either of the two operations
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In view of (2) and the fact thats
j,k can be viewed as a variance-stabilized, or studentized, version of the Haar coefficient d
j,k . This variancestabilization step permits the use of a threshold λ independent of scale j or location k. This is in the spirit of the Haar-Fisz transform; see, e.g., Fryzlewicz & Nason (2004) and Fryzlewicz
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(2008), both inspired by Fisz (1955) . We refer to this variance stabilization as the Fisz transformation of d
The bias correction in step 5 is non-standard in a wavelet estimation context, but essential for the time-domain thresholding in step 6 to ensure that zero covariances are estimated as exactly zero with high probability, which helps reduce the overall estimation error in the operator norm 135 under the assumption of sparsity.
As with the hard-and soft-thresholding covariance estimators proposed for independent and identically distributed data (Bickel & Levina, 2008; Rothman et al., 2009) , our estimators are also not guaranteed to be positive-definite in finite samples for an arbitrary true covariance structure and arbitrary λ 1 . Even outside the estimation context, hard-or soft-thresholded covariance ma-140 trices are not automatically positive-definite, as argued in Bickel & Levina (2008) . However, as our results later demonstrate, our estimators converge to a positive definite limit with probability tending to one. Also,Σ (s) (t/T ) is guaranteed to be positive-definite for arbitrary finite samples, provided that λ 1 is large enough. This is because unlike hard thresholding, soft thresholding is a continuous operation and hence as λ 1 increases,Σ (s) (t/T ) converges continuously to the matrix 145 containingc i,i (t/T ) on the diagonal and zeros elsewhere, which is positive-definite. Therefore, Σ (s) (t/T ) will necessarily be positive-definite from a certain λ 1 onwards.
Shrinkage-type estimators for stationary covariance matrices have also been considered, e.g., in Haff (1980) , Dey & Srinivasan (1985) and Ledoit & Wolf (2003) . In some nonparametric models, one route to obtaining nonparametric function estimators which are exactly zero on 150 parts of their domain is through the fused lasso approach of Tibshirani et al. (2005) , and our time domain thresholding could in some cases serve as an alternative to this technique.
In order to analyse the behaviour of our estimator, we first introduce some notation. For
With v 2 denoting the l 2 norm of a vector v, the operator norm of 155 M is defined as M = sup{ M v 2 : v 2 = 1}, and for symmetric matrices, e.g., covariance matrices, is given by M = max 1≤i≤p |λ i (M )|. It is well known (Golub & Van Loan, 1989, Section 2.3. 3) that for symmetric matrices, we have M ≤ max l i |m i,l |. Further, let Σ = (c i,l ) p i,l=1 be any constant volatility matrix. We define a class of sparse constant volatility matrices as U {c 0 (p)} = {Σ : c i,i = 1, max i p l=1 I(c i,l = 0) ≤ c 0 (p)}, and a class of in-160 vertible sparse constant volatility matrices as U {c 0 (p),
Our main result follows. 
Further, assume that diag
and that its size p is at most of order O(T ζ ) for some fixed ζ > 0. Assume also that the elements of diag{(Σ(I)} are uniformly bounded from below and above by constants. Recall the notation
Let the thresholds λ and λ 1 satisfy
for some C > 0, where a p,T tends to zero as T → ∞ but no faster than O(T −ζ ), and
The following holds with probability of at least 1 − C 1 a p,T for some positive C 1 :
(a) The estimatorΣ (h) (u) is constant for u ∈ I and such thatc
for some positive C 2 .
The parameter δ, which appears in step 3 of the estimation algorithm and impacts the magnitudes of J * and β, is required to be less than 1 for various technical reasons, including guaran-185 teeing uniform strong asymptotic normality of d
j,k . The lower its value, the less strict the assumptions (i) and (ii) of Theorem 1, i.e. the larger the class of volatilities Σ(u) for which our method is applicable, but, potentially, the worse the error bounds in statements (b) and (c). The variance-type condition (3) specifies how large, or how isolated, the nearest change-point needs to be before our estimator reacts to it.
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The reason why p is not allowed to grow exponentially with T is that log(p)/(T |I|) needs to tend to zero to lead to consistency; however, the only assumption about I is that |I| ≥ T δ−1 with δ being possibly arbitrarily close to zero.
The application of the variance-stabilizing Fisz transformation in the computation of f
allows the threshold λ to be independent of c i,l (u). The lower bound for the threshold λ 1 is also 195 independent of c i,l (u) as it is calibrated under the hypothesis that, locally, c i,l (u) = 0. Parameter a p,T determines the probability with which the results of Theorem 1 hold; the higher the desired probability, the worse the error bounds. As in the stationary set-up of Bickel & Levina (2008) , the magnitude of the error bounds specifies how fast the sparsity parameter c 0 (p) is permitted to grow with p before consistency fails.
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The convergence rates in Theorem 1 depend on |I|, so the estimator exhibits interval-wise adaptation to the features of the target matrix. In practice, heuristically speaking, this means that our estimator, whose explicit form appears in statement (a) of Theorem 1, will tend to be based on longer samples of data, thereby leading to more slowly-changing estimated volatility, in periods when the true volatility is changing slowly or not at all, and on shorter samples in periods 205 of rapid changes in volatility. To the practitioner, the first potential benefit of this property is reduction of unnecessary transaction costs, incurred as a result of changes in estimated volatility, in periods of slowly changing volatility, compared to non-adaptive estimators such as those based on GARCH-type models or exponential smoothing. The second potential benefit is faster reaction to significant changes in volatility in comparison with non-adaptive estimators.
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The extra thresholding in the time domain ensures stable invertibility of our estimator and hence accurate estimation of the precision matrix as evidenced in statement (c) of Theorem 1. The latter is of importance in tasks such as optimal portfolio allocation in Markowitz's meanvariance paradigm. A similar consistency result can be formulated for theΣ (s) (u) estimator, but we omit it for lack of space.
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3·2. Alternative approach via polarization identity
In this section, we propose an alternative to the initial estimatorĉ i,l (t/T ), based on the polarization identity
). Note that F is a nonlinear smoothing operator, since it involves the nonlinear operation of thresholding by λ. Thus, in general, by the polariza-220 tion identity,
In this section, we propose and motivate the following alternative toĉ i,l (t/T ):
Both X i,t,T + X l,t,T and X i,t,T − X l,t,T follow the multiplicative models X i,t,T + X l,t,T = σ
i,l (t/T ), and therefore computeĉ P i,l (t/T ), we can use the algorithm of §3·1 with {(X i,t,T ± X l,t,T ) 2 } T t=1 as input. It is possible to derive the exact distribution of the corresponding Haar-Fisz coefficients of (X i,t,T ± X l,t,T ) 2 , denoted f
j,k , under the null hypothesis of the local constancy of σ ± 2 i,l (t/T ) over the corresponding sub-interval, which leads to a more accurate, non-asymptotic selection of the threshold λ. To see 230 this, first note that
which, under the local hypothesis of constancy of σ
However, by Lemma 1 of Fryzlewicz et al. (2006) ,
in (4) is distributed as 2Y − 1, where Y ∼ β(2 J−j−2 , 2 J−j−2 ). Knowledge of this distribution can lead to the choice of λ based on the exact quantiles of the beta distribution; this contrasts with the results of Theorem 1 235 where the choice of λ is based on strong asymptotic normality arguments. The distribution of the Haar-Fisz coefficients is only readily available in the case of the polarized estimatorĉ P i,l (t/T ); indeed, it is not clear how to obtain the exact distribution of f (i,l) j,k , i.e., the Haar-Fisz coefficients in the computation of the non-polarized estimatorĉ i,l (t/T ), when i = l.
As an example of how the knowledge of the distribution of f
can help in selecting 240 the threshold λ, which can possibly depend on the scale j and will therefore be denoted bỹ λ j , consider the case where the true volatility is constant, Σ(u) = Σ. To ensure that our initial polarized estimatorΣ P (u) = {ĉ P i,l (t/T )} p i,l=1 is also constant with probability no less than 1 − a p,T , it is sufficient to require that pr( i,l j,k s∈{+,−} |f
| ≥λ j ) to be independent of j and using the Bonferroni inequality, the above is im-
j ) = a p,T , which can easily be solved numerically for each j separately using the quantiles of the relevant beta distribution.
PRACTICALITIES, ONLINE ALGORITHM AND SIMULATION STUDY
4·1. Current interval of stationarity In the following, we takeΣ(u) to denoteΣ (h) (u) orΣ (s) (u), andc i,l (u) to denote the entries 250 ofΣ(u). Having observed X s,T , (s = 1, . . . , t), the practitioner will be particularly interested in Σ(t/T ), the value of the estimator at the current time t. In the algorithm of §3·1, each estimatē c i,l (t/T ) is a possibly thresholded average of {X i,s,T X l,s,T } s over a certain interval T K i,l ending at s = t. Empirically, it has been found thatΣ(t/T ) is more stably invertible if all of its entries are, possibly thresholded, averages of {X i,s,T X l,s,T } s over an interval T K ending at s = t whose 255 length is constant over i and l. In practice, we choose K to be the shortest out of the intervals K i,l over all i and l.
In this and the following paragraph, we use the notation T K t to emphasize the dependence of the common interval T K, selected as above, on the current time t. In an online setting,Σ(t/T ) will be recalculated with the arrival of each new observation X t,T , leading to a certain sequence 260 of intervals of stationarity {T K t } t . Let their lengths be denoted by |T K t |. As an example, if the sequence |T K t | progresses over time t as . . . , 64, 64, 64, 16, 64, 64, . . ., then the 16 is likely to be the result of a type-I error, i.e. detection of a change-point when there are none, and will lead to the estimatorΣ(t/T ) having an unnecessary blip for the corresponding t. To rectify this, we propose to use a smoothed version of T K t , denoted byT K t and constructed such thatT K t ends 265 at t and |T K t | = Mode(|T K t−m+1 |, . . . , |T K t |). We use m = 10 in the remainder of the paper. This ensures elimination of blips such as those in the above example.
Due to the dyadic structure of the Haar transform, the intervalsT K t are likely to be of dyadic length, as in the example from the previous paragraph. However, in an online context, as a new observation arrives, the interval of stationarity should ideally have the property that its length 270 either increases by one if no new change-point is detected, or drops to the smallest permitted length if a new change-point is detected. To enforce this property, we define intervalsT K t , ending at t and satisfying |T K t | = |T K t−1 | + 1 if |T K t | = |T K t−1 |, and |T K t | = |T K t | otherwise, so that, e.g., |T K t | = (64, 64, 64, 64, 16, 16) (64, 65, 66, 67, 16, 17) . The intervalsT K t are used in the computation ofΣ(u) in the remainder of the paper.
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4·2. Selection of λ 1 Intuitively, the time-domain threshold λ 1 should be as small as possible while enabling stable invertibility ofΣ(t/T ). A natural candidate for λ 1 is the lower bound of its permitted theoretical range from Theorem 1, that is, {2T −1 |I| −1 (2 log p + log a −1 p,T )} 1/2 . The length T |I| is obviously unknown, but its nearest observable proxy is |T K t |, which leads to our first proposed 280 choice of λ 1 , termed universal and defined by λ u 1 = {2|T K t | −1 (2 log p + log a −1 p,T )} 1/2 . Selection of a p,T is briefly discussed in §4·3. From our technical results in Appendix A, it can be seen that the particular form of λ u 1 is the effect of the Bonferroni inequality, and thus λ u 1 is likely to overestimate the amount of thresholding required.
Again from the technical results, it is apparent that λ 1 represents a bound, with high proba-285 bility, on the entries of the sample correlation matrix of size p × p, for a sample of length T |I|, under the assumption that the true correlation is I p , the identity matrix of size p × p. A more precise bound than that furnished by the Bonferroni inequality can be obtained, e.g., by using the distributional results for the maximum entry of the sample correlation matrix, also called its coherence, by Jiang (2004) , based on the Chen-Stein Poisson approximation method; see also 290 the refinements of this result in Li et al. (2012) , Cai & Jiang (2011) and Cai & Jiang (2012) . In §5, we use the following generic method for selecting λ 1 . To guard against λ u 1 being possibly too high, we start with λ 1 = λ u 1 and gradually decrease it as long as a certain stability condition is satisfied: for example, the condition number ofΣ(t/T ) is above a pre-specified positive constant, or the portfolio weights resulting fromΣ(t/T ) satisfy a certain desired constraint, 295 e.g. are not too unbalanced, which is a type of exposure constraint, a different form of which was also discussed, e.g., in Fan et al. (2012) . If λ u 1 itself does not yieldΣ(t/T ) satisfying the desired stability condition, λ 1 should be increased until the condition is satisfied: note that as λ 1 increases,Σ(t/T ) converges to a diagonal, and thus stably invertible, matrix.
It is also possible to select λ 1 by applying the cross-validation technique of Bickel & Levina 300 (2008) to the sample correlation matrix computed over the intervalT K t .
4·3. Simulation study
We investigate the performance of our method, in an online context, in a set-up where Σ(u) changes abruptly at a certain point u 0 . We consider the case where the change is caused by the introduction of one common factor to m = p/2 of the components of X t,T , which can be viewed 305 as a caricature of a situation where some of the markets suddenly become more highly correlated.
We simulate p-variate Gaussian returns X t,T of length T = 2048. We are particularly interested in the more challenging problem of estimating the cross-covariance, rather than the marginal volatility, so we use σ i,i (u) ≡ 1 throughout. The returns are mutually uncorrelated for t ≤ 1024. For t ≥ 1025, we have cov(X i,t,T , X j,t,T ) = ρ 2 if 1 ≤ i = j ≤ m, and 0 otherwise.
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Over the entire time horizon T = 2048, we apply a moving window [k, k + 255] for k = 1, . . . , 1793, and for each k, compute our estimatorΣ
, that is, compute the estimator at the right edge, indexed k + 255, of the currently available data. The competitor is the estimatoȓ Σ (s) k , the sample covariance estimator over the interval [k, k + 255], thresholded using the same λ 1 asΣ (s) , for a fair comparison. We do not use any of the selection rules for λ 1 from §4·2 as all 315 of them rely on the intervalT K t , which does not feature at all in the sample covariance estimator.
In computingΣ
k , we use δ = 0.5, which leads to the 3 finest scales of the Haar transform being disregarded and to the minimum length of the intervals of constancy ofΣ (s) k being 8, a p,256 = log −1/2 (256), the same rate as that furnished by classical universal thresholding in one-dimensional wavelet setting, and λ = {2 (2 log p + (1 − δ) log T − log a p,T )} 1/2 , which 320 is the lower end of the permitted range of λ from Theorem 1. Soft thresholding has been found to perform better than hard, and hence we use the former. For completeness, we note than an alternative to this choice of λ would be to use the polarization identity approach, or simply finetune λ so that, e.g., empirical residuals in model (1) for each j pass a certain test for independence and identical distribution, as described in the univariate case in Fryzlewicz et al. (2006) .
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To quantify the estimation accuracy, we use the quantities MSE(
F , averaged over 100 simulations, where · F denotes the Frobenius norm and Σ k is the true volatility matrix at time k + 255. The range of k in the summations corresponds 330 exactly to the first 250 trading days after the change in the volatility matrix at t = 1024, and therefore these error measures are designed to capture how our adaptive and the non-adaptive sample covariance estimator react to the change.
From Table 1 , it is clear that our adaptive estimatorΣ (s) outperforms the non-adaptive estimatorΣ (s) for the higher values of ρ, and is not much worse for ρ = 0.3. This is unsurprising as being able to react quickly to a change in the correlation structure matters more if the change is more significant. The results seem to be relatively robust with respect to λ 1 for the estimation of Σ k . For the estimation of Σ −1 k , the differences between the two estimators are more striking for the lower values of λ 1 , as these lead to better control of the bias, although not so for p = 50, where too low a value of λ 1 is likely to lead to instabilities in terms of invertibility. normalized so that their sample variance over T days equals one.
As in §4·3, we apply a moving window [k, k + 255] for k = 1, . . . , 3841, and for each k, compute our estimatorΣ
, that is, compute the estimator at the right edge, indexed k + 255, of the currently available data. Except for λ 1 , we use the same parameter values as in §4·3. LetΓ (s) k be the associated correlation estimator, i.e.,Γ
To select λ 1 , we follow the advice from §4·2 and aim to select the lowest value of λ 1 that still guarantees stable invertibility ofΣ
k . For λ 1 taking values 1/10, 2/10, . . . , 9/10, we compute the condition number c k , defined as the ratio of the largest and the smallest eigenvalues, ofΓ k , which in turn lead to some extremely large values of b k . These numerical instabilities do not appear to be present for λ 1 ≥ 5/10, so our recommendation would be to set λ 1 to 5/10 or 6/10 for this portfolio.
In Figure 1 , the largest peak in the marginal volatility of FTSE 100 corresponds to the most 360 severe phase of the recent financial crisis; this is also when FTSE 100 and S&P 500 become more correlated. There is a drop in the proportion of zeros inΣ (s) k around the same time, which serves as yet another piece of evidence for the common wisdom that markets tend to become more correlated in times of crises. The adaptive character of the estimators is apparent, with some smooth sections but also some sharp jumps.
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A. PROOFS Lemmas 1 and 2 concern the case where the marginal volatilities σ i (u) are known and equal to one, i.e., where the matrix D(u) is the identity matrix. In that case, the difference is that we have f
2 } −1/2 and that the time-domain thresholding uses a constant threshold λ 1 . Lemma 3 reverts to the setting of §3·1. LEMMA 1. Assume that the true volatility matrix Σ(u) is constant and such that Σ(u) = Σ ∈ U{c 0 (p)}, and that its size p is at most of order O(T ζ ) for some fixed ζ > 0. Further, let the thresholds λ and λ 1 satisfy λ ≥ {2(2 log p + (1 − δ) log T + log a
, where a p,T tends to zero as T → ∞ but no faster than O(T −ζ ). The following holds with probability of at least 1 − C 1 a p,T for some positive C 1 :
Proof. Note thatc (|f where C, C 1 , C 2 , . . . are generic fixed positive constants throughout the proof. We now find a bound for 385 the right-hand side term under the assumption that λ ≤ C(log T ) 1/2 . Of course the same bound will be also valid for higher values of λ. Assessing first the probability term, we have pr |f
By the convexity of u(
Using this, we bound (A2) by pr |d
Starting with A, we have
Since ε i,t are Gaussian, there exist
Because of this, we are able to apply Theorem 1 and the Corollary underneath it from Rudzkis et al. (1978) . In the notation of that paper, computing first the quantity ∆, we get ∆ = 2 (J−j)/2 /{2 max(K, 1)}. Since λ is logarithmic in T , the parameterδ j → 0 uniformly over j as is detailed below, and 2
, as T → ∞, uniformly over j, for all a > 0. By Theorem 1 from Rudzkis et al. (1978) , we uniformly bound (A4) from above by the Gaussian tail probability C exp{−λ 2 /2 (1 + c 2 i,l − 2|c i,l |δ j )/(1 + c 2 i,l )}. Turning now to B, we have
The random variable on the left-hand side of the argument of the probability function in (A5) is almost the same as that in (A4), except some different signs in the sum, which have no impact on our bounds. So, it is 400 boundable by the corresponding Gaussian tail probability under the same conditions as A. In fact, we can chooseδ j to be such that the thresholds in (A4) and (A5) are equal, so that there is an exact match between the convergence rates. Equating the thresholds, we get λ
for α > 0 uniformly over j. Thus, we bound A + B from above by
tuting this in (A1), we bound it by C 2 T 1−δ exp(−λ 2 /2). Thus, using the Bonferroni inequality again, the probability of f (i,l) j,k not exceeding λ uniformly over all j, k, i, l can be bounded from above by C 3 p 2 T 1−δ exp(−λ 2 /2). Bounding this by the sequence C 3 a p,T , we have λ ≥ {2(2 log p + (1 − δ) log T + log a −1 p,T )} 1/2 , which proves the constancy of our estimatorΣ (h) with the required probability, 410 for the range of λ's as in the statement of Lemma 1.
We now show thatc
i,l is zero if the true covariance c i,l is zero, uniformly over i, l, with the required probability. Under the scenario that all |f (i,l) j,k | ≤ λ, this is equivalent to showing that |s (i,l) 0,1 | > λ 1 for any i, l with probability not exceeding a multiple of a p,T . Using the same technique as above, for a fixed (i, l) we bound pr(|s (i,l) 0,1 | > λ 1 ) ≤ C 4 exp(−λ 2 1 T /2). Thus, using the Bonferroni inequal-415 ity again, we have pr(max i,l |s
Bounding this by C 5 a p,T , we obtain λ 1 ≥ {2T −1 (2 log p + log a −1 p,T )} 1/2 . Finally, we show that applying such a threshold λ 1 does not ruin the estimation of c i,l in the case c i,l = 0. Under the scenario that all |f (i,l) j,k | ≤ λ, this is equivalent to showing that |s (i,l) 0,1 | < λ 1 for any i, l with probability not exceeding a multiple of a p,T . For a fixed (i, l), we have pr(|s
Assuming that the threshold on the right-hand side is so low that the normal approximation still works, which is sufficient to consider as the worst-case scenario, we bound the above by
To obtain a uniform bound across the entire matrix, we first find the number of non-zero c i,l 's. Recalling that Σ ∈ U{c 0 (p)}, we have i l I(c i,l = 0) ≤ 425 i max i l I(c i,l = 0) ≤ pc 0 (p). Thus, by the Bonferroni inequality, we have pr(min i,l |s
Bounding the above by C 6 a p,T , we get 2T −1/2 {log p + log c 0 (p) + log a −1
which is satisfied as the left-hand side has a lower order of magnitude than the right-hand side by the assumptions of Lemma 1. This completes the proof of statement (a) of Lemma 1.
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For the proof of statement (b), we first calculate the error in estimating the non-zero entries. Proceeding as above, we have pr( max
. Equating this to C 7 a p,T , we get λ 3 = 2T −1/2 {log p + log c 0 (p) + log a −1 p,T } 1/2 , which shows that the maximum error is λ 3 with the required large probability. On the other hand, we have shown above that our estimator has a zero error for c i,l = 0, uniformly over the entire matrix with probability at 435 least 1 − C 1 a p,T . Putting together these two facts, we bound 
Further, assume that Σ(I) ∈ U{c 0 (p)}, and that its size p is at most of order O(T ζ ) for some fixed ζ > 0. Let the thresholds λ and λ 1 satisfy C(log T ) 1/2 ≥ λ ≥ 2 2 log p + (1 − δ) log T + log a 
where A = {|s Finally, we show that applying such a threshold λ 1 does not ruin the estimation of c i,l in the case
