We introduce a new Bayesian approach to the variable selection problem which we term Bayesian Shrinkage Variable Selection (BSVS ). This approach is inspired by the Relevance Vector Machine (RVM ), which uses a Bayesian hierarchical linear setup to do variable selection and model estimation. RVM is typically applied in the context of kernel regression although it is also suitable in the standard regression context. Extending the RVM algorithm, we include a proper prior distribution for the precisions of the regression coeffi-
Introduction
Variable selection in regression is a classical problem which has been investigated extensively [1, 18] . Over the last ten years, a fusion of approaches have been proposed by researchers in fields such as statistics, data-mining and Machine-Learning.
For example, (author?) [3] utilizes an ensemble of basic models which he refers to as bagging to determine which modeling variables are important. Support Vector Regression [11] formulates the variable selection problem in terms of optimization.
(author?) [13] reviews much of the traditional model selection literature. Besides the computational approaches mentioned, Bayesian ideas and computation have also come to the fore [15, 5, 20] and are reviewed in [9] . More recently [6] introduce the use of intrinsic priors into Bayesian model selection. [14] explicitly connect some of the classical criteria for model selection with the Bayesian approach.
Consider the following familiar linear regression model,
where y is an n-dimensional vector of responses, X is the n × p dimensional design matrix and ε is an n-dimensional vector of independent noise variables N p (0, σ 2 I p ).
Some of the components of the vector β may be zero indicating that the corresponding variables play no role in the prediction of y. We would like to determine the subset of variables that contribute most significantly to the model. [14] point out that a common strategy for this variable selection problem has been to select a model that maximizes a penalized sum of squares criterion. Enumerating individual subsets by an index γ = 1, ..., 2 p , let
where β is the least squares estimate for the γth subset. Following this, the model selection can be realized by maximizing
or equivalently minimizing SSE γ / σ 2 + F q γ where q γ is the number of variables in the γth subset, F is a fixed constant, σ 2 is an estimate of σ 2 and SSE γ = y ′ y − SS γ . Familiar criteria are obtained with various choices of F including C p , and, approximately, AIC for F = 2, and BIC when F = log n. This is surprising since all three approaches had distinct motivations. C p [18] was motivated as an unbiased estimate of predictive risk, AIC [1] minimized the relative entropy between the chosen model and the unknown true model, while BIC [19] was an asymptotic approximation to the Bayes factor.
A Bayesian alternative to the criteria above can be obtained by the maximization of the marginal likelihood conditioned over the model current subset, p(y|γ), or if a prior distribution on the discrete model space γ is present, by the maximization of a function of the form g(γ) ∝ p(γ|y). Focusing on a particular conjugate prior setup, [14] revealed the connection between the criteria of the form (3) and this Bayesian approach. Such a structure can be obtained only through the use of conjugate pri-ors which provide analytical tractability. Furthermore, [8] provides a general MCMC stochastic search procedure for model selection beyond the linear model. It is important to note that all of the approaches to model selection referenced above require a combinatorial search algorithm to search through the discrete space of models.
Although very effective, the search techniques discussed in [8] may require a tremendous number of Markov Chain search steps as the number of variables in the model becomes large.
[23] synthesized several current ideas in the Machine Learning literature and offered two important hybrid algorithms for model selection in linear and binary regression contexts. In particular, by combining Kernel transformations of independent variables with some elements of Bayesian heirarchical modeling he created the Relevance Vector Machine (RVM ). This approach is able to efficiently reduce the huge feature space created by the kernel transformations to a very parsimonious and predictive set of features improving significantly upon the less statistical support vector regression method. A notable feature of the RVM algorithm is that it does not employ a combinatorial search algorithm, but instead employs a continuous optimization over a hierarchical structure that iteratively shrinks unnecessary coefficients out of the model. This continuous approach typically converges in a finite number of steps and provides very fast model selection for large number of variables without the concern of Monte-Carlo noise or incomplete optimization. A number of extensions to the RVM have been offered, see [24, 12] .
While [23] Section 3 explains how the hierarchical structure is exploited to efficiently fit the model and describes the steps in the proposed BSVS algorithm. It also analyzes the form of the joint posterior and justifies the elimination of shrunken variables from the model.
Next, Section 4 and 5 focus on deriving the marginal likelihood which is used to determine an optimal model. Because the marginal likelihood function is analytically intractable, one may either compute it through simulation or approximation. We choose to derive a Laplace approximation which is evaluated at the posterior mode.
We also provide a simulation based technique which results in more accurate solutions.
Section 6 presents comparisons of the proposed method along with alternatives to both simulated and real data examples. Conclusions are discussed in Section 7.
A Bayesian Heirarchical Linear Regression Model.
The heirarchical linear model proposed by (author?) [23] , is quite standard in all aspects but one. The model proposes,
Here a standard linear model likelihood is assumed, p(y|β,
along with a conjugate normal prior on the regression coefficients and an inverse gamma distribution on the error variance,
In lieu of the regression prior σ 2 λ −1 I, [23] introduced the flexibility of a nonspherical prior distribution over the regression coefficients,
As seen in (5), the prior distribution of the regression coefficients are centered at the origin in agreement with the standard null hypothesis,
are independent and identically distributed with a gamma distribution,
where v i is the ith diagonal of V, µ is the inverse scale parameter, η = α + 1, and α is the shape parameter. By definition v i > 0, µ > 0 and η > −1. We choose µ ≈ 0 to obtain a nearly uniform density when η = 0. Notice that when η = 0, this becomes an exponential distribution. For η > 0, although density remains nearly uniform, the mode and the mean of the distribution grow larger. Finally, ν and λ are the shape and the scale parameters of the prior error variance distribution which is inverse gamma distributed.
In order to motivate Tipping's model, consider a very basic Bayesian linear model.
If the prior mean is a null vector, and the prior covariance is σ 2 λ −1 I the following "ridge" estimator is obtained
where λ is to be set or estimated and σ 2 is the error variance. As λ → ∞, the regression coefficients shrink towards zero, or to be more general, to the mean vector specified by the prior distribution. Analogously in the RVM, as we iteratively maximize the posterior, the growing diagonals of V −1 will force the irrelevant regression coefficients closer and closer to zero. As stated in Section 1, this idea was introduced to select bases in the kernel regression case where the number of variables is equivalent to the number of observations. However, it is completely applicable to standard linear regression as well.
Sparsity is obtained via the combination of these two particular priors, p(β i |σ 2 , v i ) will reveal that the marginal prior density of the regression coefficients is a product of univariate t densities,
with a scale of (2µσ 2 )/(2η + 2) and degrees of freedom of 2η + 2. η controls the concentration of these t densities around zero, with larger values encouraging further shrinkage. As µ → 0 and/or η → ∞ this density becomes a point mass at zero.
Here we fix µ to be a very small number (e.g. machine epsilon) and adjust η to control shrinkage. For a given value of µ, varying the η values will lead to distinct independent t density priors on β i s. For instance, η = 0 will correspond to a t density ii. In Section 4, we approximate the marginal likelihood integral using a Laplace approximation [21] . The Laplace approximation requires a Taylor series ex-pansion around the mode of the function, hence it is useful to compute this estimator.
The joint posterior can be written as the product of the posterior distribution of the parameters and the marginal distribution of the data,
Since p(y) is only a function of the observed measurements and is a constant,
Having specified a complete hierarchical model, the joint posterior distribution of the parameters is obtained as
where
The conditional distributions of the parameters can now easily be derived from this joint distribution.
i. The regression coefficients are distributed as multivariate normal conditional on the error variance σ 2 and the prior covariance of the regression coefficients V.
ii. The error variance is distributed as inverse scaled chi-square conditional upon all other parameters.
Thus,
iii. The prior precisions of the regression coefficients, conditional on all other parameters, follow a gamma distribution.
where η * = 3/2 + η and
Deriving the full set of conditional distributions has several uses. As is frequently done, we may utilize these to simulate from the posterior distribution using Gibbs sampling. Such an approach would allow us to computing traditional Bayes estimators for the regression coefficients. In Section 3 we'll show how to use the conditional distributions to maximize the posterior in a surprisingly simple and effective way. As mentioned, maximization will also facilitate our Laplace approximation technique for the marginal likelihood.
Computing Posterior Modes

Conditional maximization
(author?) [17] proposed an optimization algorithm to find the joint posterior modes, see also [7] . Let
be the unnormalized joint posterior distribution of the parameter set θ = (
then these values satisfy the equations
These equations may be rewritten in terms of conditional and marginal distributions.
. . .
Equation (22) imply that the joint posterior mode θ can be obtained via iterative conditional maximizations.
Obtaining the posterior modes
Since the conditional posterior distributions obtained in equations (14), (16), and (18) are well-known distributions with readily available modes, the Lindley-Smith optimization algorithm becomes rather appealing to implement. The modes for the distributions in equations (14), (16), and (18) respectively are
where ν * , λ * were defined earlier in Eq. (16).
Algorithm 1 is a pseudo-algorithm for the conditional maximization step of the Bayesian Shrinkage Variable Selection (BSVS ) procedure. m denotes the maximum number of iterations.
Algorithm 1: BSVS posterior mode estimation via the Lindley-Smith algorithm //Initialization
Set the initial values
4 An analytical approximation for the marginal likelihood.
In Section 1 we noted that Bayesian model selection utilizes the marginal likelihood as a criterion for choosing the optimal combination of predictor variables. Our marginal likelihood, p(y|η), will be a function η, the shape parameter of the distribution v i . Recalling Eq. 9 this results in additional shrinkage of the vector β toward zero resulting in fewer variables being selected.
Critical to the above discussion is derivation of the marginal likelihood p(y|η).
Hence we need to integrate the joint posterior over all parameters,
where θ = (β, σ 2 , V) ′ . In the case of the hierarchical model developed in Section 2, the calculation is intractable and instead we compute a Laplace approximation. Our goal is to maximize this approximation to the marginal likelihood with respect to η. This will result in more parsimonious and hence more generalizable model. For purposes of simplicity, we work with an approximation to the log-marginal likelihood,
for those independent variables x i which provide no explanatory value. The analysis of the Hessian given in Appendix A reveals that, as µ → 0, the prior precisions and the regression coefficients related to irrelevant independent variables will tend toward ∞ and 0 respectively. In fact we can see that along these irrelevant dimensions, curvature approaches ∞ as we converge to the solution meaning that the joint posterior density becomes a singular density along those dimensions. Under the support of the data, we claim these variables to be insignificant and suggest their removal from the model.
We will carry on with the integration procedure after we remove these irrelevant variables from the model as along these dimensions the joint posterior density has no volume in the limit.
This leads us to consider the conditional distribution of the contributing dimensions given the others that tend toward 0 at the mode. Let us divide the parameter vector θ into two pieces, θ † and θ ‡ , where θ ‡ contains the dimensions along which the posterior becomes singular in the limit, i.e. the parameters tend to 0, and
We propose to marginalize the conditional density p(θ † |y, θ ‡ = 0) in order to find the appropriate quantity for model evaluation,
Intuitively, when conditioning on certain β i , and v i being identically zero, we would simply drop the related explanatory variables and coefficients from the model and evaluate the Laplace approximation on the reduced model corresponding to the parameters in θ † . Appendix A establishes that the two sets of parameters, θ ‡ and θ † become nearly independent at the mode since the pairwise covariances between the elements of both sets diminish to 0 in the limit. Hence the conditional distribution p(y, θ † |η, θ ‡ = 0) is just the marginal distribution. The Laplace approximation applied only to the joint distribution of (θ † , y) will be accurate to its usual order of approximation. We write log of Eq. (13) as
The Laplace approximation to the log-marginal likelihood can now be evaluated as
Hence, for a given value of η, it is appropriate to approximate the marginal likelihood of the model using a Laplace approximation over joint distribution of data and those parameters that did not converge to zero. In the examples of Section 6 we'll use this result to choose the optimal model.
Marginal Likelihood Calculation via Importance Sampling
As will be seen in Section 6, Laplace approximation may fail in certain circumstances.
We therefore consider other approaches to computing the marginal likelihood. β and σ 2 can be analytically integrated out of the joint posterior given in Eq. 13. The resulting marginal likelihood conditioned on the model is,
; see also [8, eqs 3.11,3.12] .
The marginal likelihood conditioned over η can now be obtained through integration as
where the expectation is taken over the prior distribution of V.
The quantity of interest is the marginal likelihood conditioned over the parameter η which controls the amount of shrinkage imposed on the model size. Although the integration over β and σ 2 is analytically tractable as shown above, the integration over V is not. The marginal likelihood of the data given η can then be expressed as We choose to do this since directly sampling from the prior may result in inefficient estimates of p(y|η); see [16] . In cases where the posterior is concentrated relative to the prior, most of the samples obtained from the prior distribution will be in regions that are not supported by the data. Only a few samples will come from the likelihood region which will eventually lead to an estimate that is an average of a few "useful" samples. Let us write a consistent estimator for the marginal likelihood given above.
The pieces in the numerator and the denominator of eq. 34 can respectively be estimated as
Setting
which is a weighted average of the density of the sampling distribution evaluated at the corresponding samples values of the parameter.
In order to ensure efficient sampling, we define a hypercube around the mode of the joint posterior in order to obtain a sampling region over i v i . This box is constructed in the following form:
where v i is the modal value of v i , σ v i is the inverse curvature at the mode and k is to be chosen to adjust the width of the box. In Section 6, BSVS 1 , BSVS 2 and BSVS 3 correspond to values k = 100, k = 1000 and k = 10000 respectively.
Examples
In this section we analyze four sample data sets. Two simulated data sets were analyzed based upon methodologies given in [6] , [15] and [26] . Real data sets analyzed were the Hald data [25] and the Ozone data [4] . Model selection accuracy was evaluated by comparing AIC, BIC, calibrated empirical Bayes (CEB ) [14] , and our BSVS respectively. BIC corresponds to those constants set to n and 1/2. CEB chooses c and w by maximizing the marginal likelihood of c and w conditioned over the current model; see [14] . All three methods use an Metropolis-Hastings stochastic search as described in [8] to propose candidate models.
Simulated Data Examples
6.1.1 Example 1.
Our first example considers the simulated methodology utilized in [6] . Three independent variables, x 1 , x 2 , and x 3 , containing 20 independent uniform(0,10) random variables are generated. The true model is given by
with β 0 = β 1 = 1, β 2 = 2 and ε ∼ N (0, 2 2 ). [6] consider as predictors all main effects, quadratic effects and interactions so that the full model is given by:
where ε ∼ N (0, σ 2 ). Experiments tabulated models chosen in 100 replications simulated with the above methodology.
This is a very difficult model selection problem due to the extremely high correlation between x i and x 2 i as well as x i and x i x j where i, j ∈ 1, 2, 3. In fact, cor(x i , x 2 i ) ≈ .97 while cor(x i , x i x j ) ≈ .70. While selecting the correct model is most desirable, it is clear that models of order two which include only functions of x 1 and x 2 provide evidence of an effective algorithm. Table 1 In larger sample sizes, BSVS selects the exact model slightly less often than CEB but selects an equivalent two term model more often than the other methods. We feel that two factors may play a role in the ambiguity of the results. First the number of MonteCarlo samples used in the importance sampling step was only 1000 which may be insufficient to accurately approximate the marginal likelihood. More fundamentally, the method is based on joint maximization of the posterior distribution which is heavily dependent upon sample size and noise variance.
Here we extend a simulation protocol described by [15] and later [26] creating a data set with a large number of significant but highly correlated predictors. [26] classifies this as a hard test problem due to size, p = 60 variables, n = 120, and the pairwise correlation induced among the variables. To increase difficulty, we construct Fig 1 panels (b) -(e). There one can see that after a significant decrease, the marginal likelihood increases with η before stabilizing. For models with larger numbers of variables, panels (b) and (c), the selected models are far from the truth. As the models become sparser, panels (d) and (e), the approximation becomes better and correct models are often chosen.
In Fig 1 panel (a) the search over η is illustrated using BSVS 1,2,3 . For all three cases, BSVS is maximized at approximately the same η value and all three methods choose the same model for the majority of data sets generated. BSVS 1 , BSVS 2 and BSVS 3 miss the correct model in 7%, 11% and 11% of the generated data sets respectively, in which cases the model omits a single variable.
Example 3.
The data for our first real example is the familiar Hald data [25] which has been analyzed by [10] and recently by [6] . The data consists of n = 13 observations on a dependent variable y (heat evolved during a chemical reaction) with p = 4 independent variables (see the wle package in R). Thus, there are 2 4 = 16 possible models under consideration assuming that an intercept is always included. Although the use of this particular data data set does not illustrate the ability of our method to choose models when p is large, the fact that it has been well studied over the years makes it attractive as a benchmark data set. Figure 2 (b) plots correlations among explanatory variables. Again, the significant correlations suggest that model selection is difficult in this case. For reference, [6] and [2] compared models using intrinsic Bayes factors and found model {x 1 , x 2 } to be preferred over competing models {x 1 , x 4 } and
A search over η in increments of 0.01 yields a value of η = 0.09 that maximizes the approximate log-marginal likelihood, Fig. 2(a) . If one desires to obtain an η value at a higher precision, a golden section search can be conducted over a narrower interval around the value 0.09.
As seen in Table 3 , except for AIC, all criteria identify subset {x 1 , x 2 }, as did above referenced studies. A conventional F -test fails to detect the significance of these variables due to high collinearity; see Fig. 2(b) .
In this example we use the ozone data analyzed by [4] and more recently by [6] ; a description is given in Table 5 . The original data set contains 13 variables and 366
observations. The modeled response is the daily maximum one-hour averaged ozone reading in Los Angeles over 330 days in 1976. All p = 12 predictors are considered and incomplete observations are deleted which leaves n = 203 observations. For validation, the data was split into a training sample containing 178 observations with a test set containing 25 observations.
We consider models including main effects, quadratic and two-way interaction terms which provide 2 90 possible models. BSVS and comparable methods were applied to the training data. An interval search over η for the BSVS method was conducted. Table 4 gives results for the various methods. Two levels of sampling, 1,000 and 10,000 were attempted for the Monte Carlo based proposal algorithms. While Although restricting themselves to a reduced subset of 10 variables, (author?)
[6] report a superior model containing the 9 terms, {x 6 , x Given a particular model evaluation criterion, the variable selection problem can be viewed as an discrete optimization over binary variables. Several classes of model selection procedures exist and all tackle the optimization problem directly. As we've discussed, Bayesian approaches tend to evaluate models based on marginal likelihoods and utilize Monte Carlo approaches to search the discrete model space, [6] , [8] , [15] .
Others have opted for various related scoring rules such as AIC [1] , BIC [19] , or cross-validation [22] . Such rules can be utilized with a wide range of search strategies such as the aforementioned Monte-Carlo strategies or, for example, genetic algorithms [26] .
BSVS takes a distinctly different strategy, converting the discrete optimization problem into a continuous search over a one dimensional parameter η through a particular heirarchical Bayesian model. Because continuous optimization in a one dimensional space will typically converge in a finite number of steps, the algorithm does not require a possibly arbitrary decision about when to stop the greedy search.
Elimination of the need to search over the binary model space may be a tremendous advantage especially in large scale problems.
We have experimented on these methods in four settings. BSVS using the Laplace approximation experienced problems in the large simulated data set of Ex. 6. Proof of Lemma 1. The solutions for β k and v k at the mth iteration can be written
where C 1 , C 2 and C 3 are finite constants. Then, since lim µ→0 lim m→∞ β 
Proof of Lemma 2. To prove this we will use the identity
It is easily seen that the most significant (as in magnitude) summand in the calculation of |C| will be the main diagonal which tends toward ∞ at a rate proportional to x 6m as x → 0 for ∃c ∈ R. If c −1 ij is the entry at the ith row and the jth column of C −1 we can write
where C −i,−j is a minor of C with ith row and jth column removed. Hence in the computation of c −1 ij , C −i,−j will have lost one of its major entries which leads |C −i,−j | to ∞ at a slower rate than |C|. From this it follows that c −1 ij → 0 for every i, j ∈ {1, 2, ..., m}. 
Proof of Theorem 1. Using the matrix inversion in block form
Notice C satisfies the assumptions made in Lemma 1, thus, C −1 → 0. From this it easily follows that A † → A −1 , B † → 0, C † → 0. Tables   Table 1: Example 1 . Proportion of correct model x 1 , x 2 , and 2 variable models excluding x 3 out of 100 simulations. σ = 2, 5 and n = 20, 100. n = 20, σ = 2 n = 100, σ = 2 n = 20, σ = 5 n = 100, σ = 5 AIC 
