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We attempt to resolve the vast, contradictory literature on bias against women in academic science. 
Claims of sexism span a wide range of evaluation contexts; over 17,000 academic articles on these 
topics have been published since 2013, with massively-inconsistent results. This has spurred debate 
within academic science, leading to sweeping claims not representative of the full research corpus. 
We review the empirical evidence of bias in each of six evaluation contexts: (a) tenure-track hiring, 
(b) grant funding, (c) teaching ratings, (d) journal acceptances, (e) salary, and (f) recommendation 
letters. We also explore the gender gap in productivity. We highlight analyses addressing causal 
factors, focusing on studies with sufficient power to make reliable generalizations. We conclude 
that bias may be a factor in at most two of the six contexts, teaching ratings and salary. However, 
uncertainties and mitigating factors in these two domains preclude greater confidence. In the 
remaining four contexts (tenure-track hiring, grant funding, journal acceptances, and 
recommendation letters) we find no compelling evidence of gender bias. We suggest that several 
sources of cognitive bias underpin claims of sexism in academic science, resulting in minimization 
of the most robust forms of evidence, reliance on findings indicating bias, and exclusion of 
counterevidence from the largest and most powerful studies. Given the substantial level and range 
of resources directed toward reducing sexism in academic science, it is essential to develop a clear 
understanding of precisely where such efforts are justified, to ensure that they address empirically-







A staggering number of articles have been published about women in STEMi, reflecting research 
across a wide range of disciplines--psychology, sociology, economics, philosophy, biology, physics, 
and mathematics. It would be impossible to cover this literature in anything less than a monograph. 
However, our aim is not to cover this literature, but rather, to uncover it and dissect findings from 
every paradigm to achieve a synthesis. Previous work has argued that what happens early in 
development influences later gender representation in scientific careers: Early socialization 
differences, stereotypes, teachers’ and parents’ attitudes affecting later choices of AP courses, 
college majors, and occupations (Ceci, Ginther, Kahn & Williams, 2014). We do not reprise the 
evidence for early social factors here. Instead, our focus is on claims of bias against women PhDs 
pursuing tenure-track academic careers in science.    
Claims of Gender Bias 
Sweeping claims of gender bias are ubiquitous, found in prestigious journals and popular science 
outlets, alike. Consider a few examples, as the backdrop for our empirical analysis. 
“A vast literature of sociology research shows time after time, women in science are 
deemed to be inferior to men and are evaluated as less capable when performing 
similar or even identical work. This systemic devaluation of women results in an 
array of real consequences: shorter, less praise-worthy letters of recommendation; 
fewer research grants, awards, and invitations to speak at conferences; and lower 
citation rates for their research. Such wide-ranging devaluation of women's work 
makes it harder for them to progress in the field…..These are just a few of the 





higher for women in science than for their male counterparts.” (Astrophysicist 
Alison Coil, 2017, Wired Magazine) 
 
"Considerable research has shown…evaluation criteria contain arbitrary and 
subjective components that disadvantage women. Women faculty are paid less, are 
promoted more slowly, receive fewer honors, and hold fewer leadership positions 
than men. These discrepancies do not appear to be based on productivity, the 
significance of their work, or any other measure of performance." (National 
Academy of Sciences, 2006, “Beyond Bias and Barriers,” pp. 4-5) 
 
 “Women in academia contribute more labor for less credit on publications, receive 
less compelling letters of recommendation, are expected to do more service work, 
receive systematically lower teaching evaluations despite no differences in teaching 
effectiveness …receive less start-up funding as biomedical scientists … 
(Publications)led by women take longer to publish and are cited less often …(and) 
are accepted more frequently when reviewers are blinded to the identities of the 
authors…When fictitious or real people are presented as women in randomized 
experiments, they receive lower ratings of competence from scientists, worse 
teaching evaluations from student)…In sum, there is considerable evidence that 
women face persistent barriers in academia and science.” (Witteman et al., 2019, 






Figure 1. Claims of gender gaps in grants and salary. Source: Shen (2013), Nature News. 
Against this backdrop of sweeping claims of gender bias, we examine evidence in six key 
evaluation contexts: (a) tenure-track hiring, (b) grant funding, (c) teaching ratings, (d) journal 
acceptances, (e) salary, and (f) recommendation letters. We provide a synthesis across these six 
evaluation contexts to reconcile contradictory claims. We also review the literature on gender 
differences in publication rates, since publishing productivity can mediate evaluation in most of the 
six domains.  
Why is it important to examine the ubiquitous claims of bias against women in academic science? 
These claims--published in the highest-impact, most trusted journals and periodicals (e.g., Nature, 





Scientists, academic administrators, teachers, policymakers, funders, and informed citizens are 
aware of these claims, which consequently influence decisions about resources, laws, policies, and 
practices throughout the academy. Thus, a critical examination of the current status of the evidence 
for these claims is warranted. 
We focus on academic tenure-stream jobs in science. Although scientific research increasingly 
occurs both in private, non-profit sectors and non-tenure-track academic positions, tenure-track jobs 
are often seen as the pinnacle of employment by scientists, well-paid and secure, and faculty in 
them educate the next generation of scientists.  
As we review the empirical evidence related to each of the six evaluation contexts, we focus on 
articles with sufficient power to make reliable generalizations. We highlight analyses addressing 
causal factors–the best being randomized experiments, and the second best being naturally-
occurring events offering opportunities to test the impacts under investigation. When experiments 
are unavailable, we examine multivariate analyses controlling for confounding factors. In all, we 
discuss ~200 key studies on how fairly women are evaluated. We strived to include studies that are 
sound methodologically even if they contradict each other or our personal views. Finally, we base 
our conclusions on data published in these articles, which sometimes diverges from interpretations 
the authors or others made about these data. 
An earlier review found that all scientific fields are not equal in their representation of women 
(Ceci et al. 2014), and therefore may not be equivalent in their evaluation of women. Consequently, 
wherever possible, we differentiate between fields. Ceci et al. also found shifts over the time period 
from the 1970s to the 2010s in the phenomena of interest--unsurprising in light of changing social 





emphasize publications from 2013 to 2020.  
Why This Literature is Not Appropriate for Meta-Analysis 
For several reasons, the literature is not suitable for meta-analysis. First, there have been meta-
analyses that we review (e.g., Bornmann et al., 2007; Marsh et al., 2009; Tomkins et al., 2017b). 
However, we show that what is needed is not another quantitative aggregation of findings across 
disparate studies (see below), but rather a dissection of the key studies to determine if they mean 
what many people (including some of their authors) think they mean. Our approach dissects 
individual key studies rather than combining them. Later, when we discuss journal acceptances, we 
show how meta-analysis leads to mistaken conclusions because the individual studies, when 
dissected, prove to be incomparable.  
Second, the extreme heterogeneity of dependent variables, covariates, and methodologies renders 
the assumption questionable that observations are drawn from a single distribution. Few studies 
within each evaluative domain use the same dependent measures. For example, in studies of 
recommendation letters, some use frequencies of agentic vs. communal words, others use 
frequencies of standout vs. grindstone words (and their valence is ambiguous--e.g., are grindstone 
words like “hard-working” positive?); still others use letter length, drive vs. achievement words, 
writer status, positive/negative emotion words, etc.; and similar variability in dependent measures 
exists in the other domains. Different studies often use dissimilar methods (randomized 
experiments, correlational studies) and control for different factors. Furthermore, the studies often 
cover different decades, countries (with different academic systems), disciplines or combinations of 
disciplines, and career stages. Such heterogeneity across studies can result in misleading meta-





inferences and spurious conclusions (e.g., Lipsey 2003; Stone & Rosopa 2017).  
Thus, we attempt to dissect and systematize a body of research via reanalysis and reinterpretation, 
rather than by meta-analysis. When possible, to compare the magnitude of effects across studies, we 
calculate the percent-SDs represented by these effects; when juxtaposing claims, we emphasize the 
most powerful forms of evidence (randomized experiments, quasi-experiments, and large statistical 
analyses that are able to control variables).  
Background 
Historically in the U.S., men were more likely to earn baccalaureates than women. In 1900, only 
19% of college degrees went to women. This number rose steadily throughout the century, with the 
exception of during WWII (influenced by the 1944 GI Bill, 41% of B.A. recipients were female in 
1939 but only 27% in 1950)iii. By 1982, women received slightly more than 50% of B.A.s, and by 
the turn of the century 57%, after which the percent-female stabilized. Women’s educational 
ascendancy does not stop with the baccalaureate: they also earn more Masters degrees (59%) and 
PhDs (53%). Nevertheless, math-intensive fields have a much lower representation of women. 
Figure 1 shows women’s representation among baccalaureate, PhD, and tenure-track appointments. 
We used two national data sets to divide these into the most mathematically-intensive fields, 
Geosciences, Engineering, Economics, Mathematics/Computer Science, and Physical Science 







Figure 2: Percentage-Female High School Graduates, Bachelor’s, PhDs, and Tenure-Track 
Assistant Professors by major field. GEMP stands for math-intensive fields; LPS stands for life 
sciences, psychology/behavioral sciences, and social sciences. (Source for degrees: WebCaspar. 
Source of assistant professor data: NSF Survey of Doctorate Recipients (SDR)). 
 
The trends in Figure 2 have been interpreted as indicating a leaky pipeline and have generated 
numerous studies measuring whether men and women are evaluated differently in science, 
particularly in math-intensive (GEMP) fields. In what follows, we consider claims of gender bias in 























II. A SEARCH FOR GENDER BIAS IN SIX EVALUATION CONTEXTS 
1. Evaluation Context 1: Tenure-Track Hiring 
Sweeping claims are frequently made that STEM hiring is biased against women:  
“Even after earning STEM degrees, women are less likely to be hired into STEM 
jobs compared with equally qualified men.” (Cech & Blair-Loy 2019)  
“Research has pointed to bias in peer review and hiring…a female applicant had 
to…publish at least three more papers in a prestigious science journal or an 
additional 20 papers in lesser-known specialty journals to be judged as productive 
as a male applicant.” (Hill, Corbett, & Rose: American Association of University 
Women 2010, p. 24) 
Before synthesizing the findings on tenure-track hiring, we discuss the validity of three forms of 
evidence. 
Cross-sectional comparisons. Figure 1 shows that the percentage of female GEMP tenure-track 
untenured professors in 1994-2015 was approximately equal to the percentage of new female PhDs 
in GEMP fields. However, in LPS, this percentage was 12–16 percentage points (ppt.) lower than 
new PhDs. This difference does not necessarily indicate a bias against LPS newly-minted PhD 
women to enter tenure-track, nor does it mean that in GEMP, women and men are equally likely to 
enter tenure-track. Such conclusions require data on the percent female in the cohorts feeding each 
year’s tenure-track. In fields where women constitute steadily increasing percentages of PhDs, 
cross-sectional contemporaneous comparisons will always over-estimate gender differences in the 





Unfortunately, many claims of bias in tenure-track hiring are based on such contemporaneous cross-
sectional percentages. We mention a few examples of such flawed evidence: “Between 1969 and 
2009, the percentage of doctorates awarded to women in the life sciences increased from 15% to 
52%. Despite the vast gains at the doctoral level, women still lag behind in faculty appointments. 
Currently, only 36% of assistant professors and 18% of full professors in biology-related fields are 
women. The attrition of women from academic careers…undermines the meritocratic ideals of 
science and represents a significant underuse of the skills that are present in the pool of doctoral 
trainees” (Sheltzer & Smith 2014). However, given the growth in the percentage-female among 
PhDs in life sciences over these decades, it is unwarranted to expect the percentage-female of 2009 
full professors (who received PhDs during 1980-1995) to be anywhere near 52%. 
In another example, the European Commission’s “She Figures 2018” constructed a Glass Ceiling 
Index (GCI) defined as “a relative index comparing the proportion of women in academia (grades 
A, B, and C) with the proportion of women in top academic positions (grade A positions; equivalent 
to full professors in most countries) in a given year” (p.125). They then inappropriately used the 
contemporaneous data to conclude, “Women face greater difficulties than men in advancing to the 
highest academic positions in all the countries examined.” 
In a third example of using flawed cross-sectional evidence, Golbeck (2016) argued for biases 
driving the underrepresentation in 2014 of women faculty in statistics/biostatistics. She showed 
women earned 46% of PhDs in statistics/biostatistics that year but comprised only 33% of 
untenured, tenure-eligible professors, “It…indicates that there is a giant hole in the academic 
career pipeline, as almost half of all new doctoral recipients in statistics or biostatistics were 





Evidence based on actual or synthetic cohorts. To compare women’s transition from PhD to 
tenure-track, one can use actual cohorts (longitudinal data) or “synthetic cohorts,” matching 
professors to the PhD cohorts feeding them. For instance, in 1993, the majority (the middle 50 
percent) of tenure-track GEMP assistant professors received PhDs in 1985-1990. Determining how 
likely women were to become assistant professors in 1993 requires comparing percentage-female of 
GEMP PhDs in 1985-1990 to percentage-female of GEMP assistant professors in 1993.  
We have done these calculations using NSF’s Survey of Doctorate Recipients (SDR). Figure 3 
shows that for fields in which women are most underrepresented--the math-intensive GEMP fields--
the “percentage-female assistant professors” is either approximately the same as the “percentage-
female PhDs” in the relevant feeder years, or is greater (as in 2010). The prima facie evidence, 
therefore, suggests that female applicants for GEMP tenure-track positions have been slightly more 
likely to be hired than men since 1993. This advantage, while small, runs counter to the belief that 
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Figure 3. Percentage of female tenure-track (tt) assistant professors in 1994-2017 and 
females in the relevant PhD cohorts, by major field. Data calculated from NSF’s SDR. 
Relevant PhD years are the period when the middle 50% (25th-75th percentile) of the 
Assistant Professors in the corresponding year graduated.  
The pattern is different for LPS fields, where women’s representation is much greater: the 
percentage-female of tenure track (tt) assistant professors in LPS is always lower than the 
percentage-female in the relevant feeder years. The gap was smallest in the mid-90s--less than 4 
ppt.--growing to 8 ppt. in 2017. The percentage-female of tt assistant professors has hardly changed 
since 2010, hovering between 49%-50%, despite increases in the feeder pool of PhDs.  
We have done a similar synthetic-cohort analysis for the transition from PhD to tenure-track 
assistant professor for statistics, to compare to Golbeck’s (2016) cross-sectional contemporaneous 
results. For the same period, women were 37% of the 2013-5 tt assistant professors but 40% of new 
PhDs in statistics/biostatistics in the feeder cohorts (2005-2009), only a 3 ppt. difference in 
proceeding to tenure-track, in contrast to Golbeck’s claimed 13 ppt. difference. 
Others have used similar methods: Kessel and Nelson (2011) found that women PhDs had similar or 
higher probabilities than men of entering assistant professorships in 100 top “highly quantitative” 
departments, but not in other STEM fields. They based this on a comparison of the percent-female 
among PhDs conferred 1996-2005 compared to faculty in 2007. Ceci et al. (2014) compared the 
percent-female among PhDs to the percent-female among assistant professors 5 to 6 years post-
PhD, with similar results. And in philosophy–the humanities field most like GEMP in gender 
composition and quantitative emphasis–among 2008-2013 PhDs, “40% of men…eventually landed 





tenure-track employment was about 25% better (p=0.037)” (Allen-Hermanson 2017, p.5). 
Economics is the one quantitative field where synthetic-cohorts indicate otherwise. The Committee 
on the Status of Women in the Economics Profession creates synthetic cohorts annually (e.g., 
CSWEP 2019), showing the percentage females among tt assistant professors (7 years post-PhD) 
was similar to the percentage female among PhDs only through 2004. However, for the next 8 PhD 
cohorts, the percentage female assistant professors stagnated despite growth among PhDs. 
Longitudinal (panel) data allow tracking individuals from PhDs to jobs. Two studies used the 
longitudinal capability of NSF’s SDR. Wolfinger et al. (2008) found that among PhDs 1981-1995, 
women were 7% less likely than men to transition to tenure-track. However, using a longer range of 
the SDR and differentiating among fields, Ginther and Kahn (2009) found that among those with 
1973-2001 PhDs, women and men in physical sciences/engineering were equally likely to transition 
to tenure-track, while in life sciences, women were 7.7 ppt. less likely. For social sciences, Ginther 
and Kahn (2014) found women 3.7% less likely. These analyses all controlled for PhD department 
rank, but not for publication productivity. Interestingly, both Wolfinger et al. and Ginther and Kahn 
(2009) found the largest female demographic–unmarried single women–were 15% more likely than 
men to transition to tenure-track. 
Even if men and women of the same cohort proceed at different rates to tenure-track, this does not 
prove bias in hiring, because not every PhD desires or applies for tenure-track jobs. Surveys 
consistently show women are more likely than men to abandon their tenure-track aspiration as they 
advance through training: “The percentage of female (UK biochemistry) doctoral students who 
reported planning for a research career was 72% in the first year of the program but fell to just 





in interest between the same time period” (Salinas & Bagni 2017, p. 722). 
In the U.S., women are twice as likely as men to abandon their careers after childbirth (Cech & 
Blair-Loy 2019; Skibba 2019). Goulden et al. (2009) found leakage from research careers among 
postdocs especially apparent among women with children or planning to have children (28% 
leakage for women vs. 16% for men), while women without children and family plans were as 
likely as men to pursue the tenure-track. Martinez et al. (2007) found in a survey of 1,300 NIH 
postdocs that 21% of women vs. 7% of men said that plans to have children/additional children 
were extremely important in planning research careers. Finally, Ecklund and Lincoln’s (2011) 
survey of 3,455 biologists, astronomers, and physicists in top-20 departments found that four times 
as many female graduate students and 50% more female postdocs worried that a science career 
would keep them from having a family: “It is not surprising then that by the time they reach the 
postdoctoral level, women are much less likely than men to report considering a tenure-track job at 
a research university.”  
Because of women’s lower application rates to tenure-track jobs, two studies limited analysis to 
women entering academic jobs. In computer science, Way et al. (2016) found that more highly-
ranked departments hired women at (insignificantly) higher rates than men, holding publications, 
PhD dept. prestige, geography, and postdoc experience constant. An earlier study by Clauset et al. 
(2015) used the same methodology on more fields but had no information on applicants’ 
publications or postdocs, and found women were placed in lower-ranked departments than men. 
Combining these two findings suggests that publications and postdocs accounted for the entirety of 
the hiring-gender-gap in prestigious departments. 





measure the likelihood of proceeding from PhD to tenure-track, not whether there is bias. The latter 
requires examining the hiring process itself. A few studies have attempted this. These avoid both the 
cross-sectional problem and the problem of including in the denominator PhDs who may not 
desire/apply for academic jobs.  
The largest is a National Research Council NRC (2010) study of 545 tenure-track and 97 tenured 
faculty hires during 1995-2003 at 89 research-intensive U.S. universities in five GEMP fields plus 
the LPS field of biology. They found, “The percentage of applications from women are consistently 
lower than the percentage of PhDs awarded to women. There are, however, substantial differences 
among the disciplines in how much they are lower. In electrical engineering, mathematics, and 
physics, the percentage of women applying for faculty positions is only modestly lower than the 
percentage of women receiving PhDs. However, in the fields with the largest representation of 
women with PhDs--biology and chemistry--the percentage of PhDs awarded to women exceeds the 
percentage of applications from women by a large amount” (p.47-8). This is shown in Table S-2 of 






Table 1. Percentage of women among applicants, interviewees, and those offered positions in 545 
tenure-track positions (NRC, 2010, p. 7). 
This table also shows that in all disciplines, women who did apply were invited to interview and 
offered positions at rates higher than men: “Women fared well in the hiring process at Research I 
institutions, which contradicts some commonly held perceptions of research universities. If women 
applied for positions, they had a better chance of being interviewed and receiving offers than male 
job candidates had” (NRC 2010, p. 4-5). Similar results were reported for a later period (2000-
2005) by Glass and Minnotte (2010) who studied 3,077 applicants for 63 tenure-track jobs in 19 
scientific fields at a large research university. We have re-calculated from their data the following 








   Percent female Likelihood of proceeding to next stage 
  Males  Females  




Offered   26.3% 72.6%  76.9% 
 
Hired   27.4% 
    
Table 2. Source: Adapted from Glass and Minnotte (2010) Table 1. 
There are Canadian reports of hiring that, although older and smaller, accord with the findings 
above. At the University of Western Ontario, across departments in 1992-1999 women were 23.2% 
of applicants, 30.4% of interviewees, and 36.2% of hirees for tt jobs (Seligman 2001). At Simon 
Frasier University and University of British Columbia in 2001, of 4,525 applicants, women were 
more likely than men to be one of the 105 hired, comprising 38.9% of applicants but 41.0% of those 
hired (Kimura 2002). 
An online report of hiring at U.C. Davis (9/2009-10/2014) again shows increasing percentages-
female as we move through the hiring process. By our calculation, overall 31.0% of the applicants, 
36.5% of those interviewed, and 40.7% of those hired were women. There was considerable 
heterogeneity, but in all fields but biology, the percent-females hired surpassed the percent-female 






Percent Female in U.C. Davis Academic Hiring (11/2009-10/2014)  
                                               Applied         Interviewed            Hired 
Agr/environmental sci 32.4% 30.2% 42.5% 
Biological Sci 37.6% 34.0% 27.3% 
Engineering 15.0% 20.0% 25.0% 
Math and Phys. Sc 15.2% 31.4% 23.1% 
Soc. Sci 34.0% 43.0% 38.5% 
Medicine 25.2% 34.2% 46.8% 
Veterinary Medicine 23.1% 28.6% 34.8% 
Humanities 45.0% 51.0% 57.1% 
Education 62.3% 63.2% 62.5% 
All (incl Law/Bus/Ed/Hum)  31.0% 36.5% 40.7% 
Table 3. Data recovered from U.C. Davis public web page; no longer posted. 
In sum, these accounts find that women applicants were less likely to apply for tenure-track 
positions, but when they did apply they were usually more successful than men in being hired, 
particularly in GEMP fields. Salinas and Bagni (2017) reviewed the European literature on hiring 
bias and concluded: “…this (underrepresentation) is not due to discrimination against women, but 





applicant enters the recruitment process, she has an equal chance to be offered the position 
compared to her male counterparts” (p. 731).  
Experiments in hypothetical hiring. The above studies and others like them document pro-female 
hiring, but not its cause. To explore whether women are favored in tenure-track hiring because they 
are stronger candidates, some studies have conducted experiments or quasi-experiments in which 
identically-qualified males and females vie for jobs. These studies may not mirror hiring by search 
committees because (a) when faculty evaluate hypothetical applicants, there is nothing at stake and 
they can engage in “virtue-signaling” by rating females higher and (b) actual hiring is influenced by 
discussions among committees or departments, conversations missing from the experiments.  
An early experimental study of tenure-track hiring by Steinpreis et al. (1999) sent 238 academic 
psychologists one of two CVs of a scientist for hypothetical new PhDs, either with a female or male 
name. Male candidates were more likely to be recommended for a tenure-track job by both male 
and female psychologists. (Steinpreis et al. also studied promotion but found no gender difference.) 
Williams and Ceci (2015) studied a stratified national sample of 872 faculty from two GEMP fields 
(engineering and economics) and two LPS fields (biology and psychology) to determine preferences 
for identically-qualified males and females possessing outstanding credentials. Figure 4 shows that 
for their main experiment (N=363), faculty expressed a 2-to-1 preference for hiring women. This 
pro-female preference was similar across fields, types of institution, and gender and rank of faculty. 
The only group that did not show it was male economists, who showed no preference. The 
difference between Steinpreis et al. (1999) and Williams and Ceci (2015) may reflect a sea change 






Figure 4. Percentage of faculty members ranking the applicant as top candidate. Based on Williams 
and Ceci (2015). 
In a natural experiment, French economists used national exam data for 11 fields, focusing on PhD-
holders who form the core of French academic hiring (Breda & Hillion 2016). They compared 
blinded and nonblinded scores and discovered pro-female bias that strongly increased with a field’s 
male-dominance. Male candidates in fields dominated by women (literature, foreign languages), 
were given a small boost over expectations based on blind ratings, whereas females’ rank in male-
dominated fields (math, physics, philosophy) increased over expectations by ~10 ppts. (40% SD), 
giving them a substantial advantage in academic hiring.  
Experimental studies of hiring for non-faculty jobs. Although this synthesis focuses on tenure-
track evaluations, a large research corpus exists on non-tenure-track hiring. Hundreds of 





hiring such as lab managers, civil servants, software engineers, and postdocs. Some of these studies 
are very highly cited and influence readers’ beliefs about bias in academic hiring even though they 
do not involve tenure-track hiring. We mention a few here. 
Moss-Racusin et al. (2012) examined hiring of undergraduate applicants for lab manager; 127 
science faculty at 6 universities evaluated identical application materials with either a male or 
female name. Applicants were depicted ambiguously, with some strengths but mediocre GPAs. 
Males were rated significantly more hirable, competent, and deserving of higher pay than equally-
qualified females. This study of hiring for lab managers is probably the most-cited study of gender 
bias in academic hiring. 
Eaton et al. (2019) examined hiring hypothetical postdocs (rather than assistant professors) in 
biology and physics, giving CVs to 251 biology and physics faculty at eight large public 
universities. Physics faculty rated men significantly higher (p<.001) in hirability and competence. 
Biology faculty rated men and women equally competent (p=.70), while women were 
insignificantly more hirable (p=.18). The authors caution that the CVs they used were “rather weak, 
generally sending a ‘don’t hire me’ signal in today’s highly competitive job market…We believe the 
apparent disjuncture between our findings and (Williams & Ceci’s) can be resolved by considering 
the difference in the strength of the application materials used in each study.”  
A final article that is often cited in discussions of bias is Koch et al.’s (2015) meta-analysis of 136 
experimental studies of hypothetical hiring situations (not tenure-track jobs). In fact, Koch’s 
conclusions help explain why tenure-track hiring is not likely to be biased. They found that bias was 
drastically reduced or absent when experienced professionals with motivation to make careful 





high competence (.02 SD). Tenure-track hiring checks all three of Koch’s boxes: faculty are 
experienced professionals, applicants have high observable competence (CVs, talks, interviews), 
and faculty are motivated to make careful decisions about prospective lifetime colleagues.  
In sum, there is no compelling evidence of anti-female tenure-track hiring, notwithstanding the 
claims to the contrary. In LPS fields in particular, female PhDs are less likely than males to apply 
for tenure-track jobs, and this is the primary reason there remain fewer women in LPS tenure-track 
jobs than in feeder PhD cohorts. With one exception (biology at U.C. Davis), evidence from hiring 
records indicate that women who apply for tenure-track jobs receive offers at a higher rate than men 
do. Consequently, in GEMP fields, women who receive PhDs are either equally or more likely than 
men to enter tenure-track jobs. Identical-CV quasi-experiments, which two decades ago revealed 
bias against women, today do not routinely do so. Identical-CV quasi-experiments for non-tenure-
track jobs, particularly when candidates don’t have identifiably-high qualifications and evaluators 
are not experienced professionals, are not applicable to hiring tenure-track faculty. 
2. Evaluation Context 2: Grant Funding 
Next we address the frequent claim of bias in grant reviews: “Understanding and targeting 
potential sources of bias in grant selection processes could be particularly important in improving 
the career advancement of women” (Alvarez et al. 2019, p.e9). Before summarizing this literature, 
it is important to note that men may be more likely to be awarded grants because they have more 
publications, either because (i) in most fields and years, male PIs were older and had a larger corpus 
of publications, and/or (ii) women STEM researchers publish less than men in the same cohort and 
field (see Productivity section below). Most academics believe that PIs who have been successful in 





grant agencies agree and instruct reviewers to consider the publication record of PIs. Is this bias? 
We do not believe it is, as long as the same criteria are applied equally to men and women, and as 
long as one’s publication record does actually predict future research success.  If so, to identify bias 
in grant funding, analysis should control for PI’s past productivity, or at the very least for their age 
and academic rank.  Very few do, as we show below. We also discuss the limited data that 
addresses whether past publications of men and women are rewarded to the same extent in grant 
awards. 
In recognition of these reasons for tilting grant evaluations towards more senior (and thus more 
male) applicants, many agencies have separate research funds for early career scientists.  In 
addition, some agencies have excluded information on past accomplishments and/or asked 
reviewers to de-emphasize these. We discuss these as well.  
There have been several reviews of the grants literature (e.g., Ceci 2018; Ceci & Williams 2011; 
Ceci et al. 2014). Here, we briefly review the pre-2006 studies and meta-analyses and then describe 
more recent studies in detail. 
Grants Before 2006  
Many early studies examined funding agencies outside the US. In a highly-cited article, Wenneras 
and Wold (1997) found Sweden’s Medical Research Council (MRC) postdoctoral fellowships 
biased against women, even after controlling for research productivity. However, their methodology 
was problematic (see, e.g., S4 in Ceci & Williams 2011; Hansson 2009), and their data was lost, 
precluding re-analysis. Sandstrom and Hallsten (2007) analyzed the same Swedish MRC 
postdoctoral fellowships in 2004, using better statistical methodology. In contrast to Wenneras and 





subsequently in Wold & Chrapkowska 2004) note that institutional changes at the MRC over this 
period may have improved women’s success rates.  
There were many other studies of grants from this early period; some that found bias against 
women, a few that found bias against men, but most found small and insignificant gender 
differences (Ceci & Williams 2011; Grant et al. 1997). In their meta-analysis, Bornmann et al. 
(2007) found that the probability that women were funded relative to men (odds ratio) averaged 7% 
lower for women, with variation across studies, ranging from 22% higher for women to 23% higher 
for men. However, they (along with colleagues) conducted a second meta-analysis of the same data 
two years later (Marsh et al. 2009), employing an improved methodology, and found “no evidence 
for any gender effects in favor of men and even some evidence of an effect in favor of women….This 
lack of gender difference for grant proposals is very robust" (p. 1311). For postdoctoral 
fellowships, they did find “a small, but highly statistically significant difference in favor of men,” 
but concluded that “the size of this effect is sufficiently small that we still interpret them as 
supporting a gender similarity hypothesis” (p.1311).  
We do not discuss all 21 early studies separately, but we summarize the few pre-2006 studies of 
U.S. granting agencies. A study of 1997-2004 funding cycles (Hosek et al. 2005) found that women 
received smaller amounts of funding than men at NIH (2001-2003 grant cycles), although an earlier 
study of NIH (Emery 1992) found no gender difference. At the NSF, Hosek et al. found wide 
differences year-to-year, ranging from advantage-women to advantage-men, with no time trend and 
no overall gender difference. A final study of earlier grants found that women and men at Harvard 
Medical School in 2001-2003 had similar grant success, “controlling for academic rank, grant 





207), and also similar ratios in the proportion-of-money-awarded-to-money-requested.  
Also, we note that only one pre-2006 study besides Wenneras and Wold (1997) had controls for 
research productivity: Bornmann and Daniel’s (2005) study of German Boehringer Ingelheim Fonds 
for post-graduate fellowships in 1985-2000 found no gender bias, with productivity controls. 
In sum, pre-2006 evidence suggests that while some agencies evaluated men and women 
differently, on average they did not. Moreover, even if the flawed Wenneras and Wold (1997) 
research correctly identified bias, a later study of the same agency (Sandstrom and Hallstein 2008) 
showed no bias existed by 2004, or even that women were favored.   
Grants Beginning in 2006iv   
Marsh et al.’s 2009 meta-study found that pre-2006 European agencies were more likely to have 
been biased against women than agencies elsewhere. However, more recent analyses of European 
agencies revealed no bias: Mutz, Bornmann, and Daniel (2015) analyzed nearly 8,500 proposals 
submitted to the Austrian Science Fund between 1999 and 2009, concluding, “We found that the 
final decision was not associated with applicant’s gender or with any correspondence between 
gender of applicants and reviewers” (p. 121). However, long-term post-doctorate fellowships by the 
European Molecular Biology Organization reported large differences favoring men (20%) in 
success rates in 2006, which persisted when all references to PI gender were removed, suggesting 
men’s proposals were viewed as stronger by blinded reviewers (Ledin et al. 2007). Another 
European agency that showed some gender differences post-2005 was Van der Lee and Ellemers’ 
(2015) study of early career awards by the Netherlands Organization for Scientific Research. They 
found that in 2010-2012, women’s average success rate was lower than men’s (around 4 ppt. out of 





significant (and actually tilts toward pro-female bias) after controlling for gender differences in 
discipline.  
There are many more studies of U.S. granting agencies. Figure 5 reproduces a graph based on the 
2020 NIH Data Book. It suggests that even without controls for productivity, the success rates of 
new (i.e., Type 1) R01s (NIH’s largest grants category) have been identical for men and women for 
over twenty years. This graph also indicates that the success rates have been higher for men for 
renewals of projects that already had an R01 (Type 2 R01s), although even this gap disappeared in 
2003, 2015, and 2019. 
 
Figure 5. NIH R01-Equivalent Grants: Success Rates by Gender and Type of Application (NIH 





Nevertheless, there has been considerable research on whether there are gender differences in NIH 
R01 Type 1 and Type 2 awards after controlling for applicant characteristics (experience, 
productivity, M.D. vs. PhD, etc.). The first external study of bias at the NIH (Ley & Hamilton, 
2008) found near-equal success rates for men and women PhDs in 2003-2007 for Type 1 R01s. 
However, there was a small male advantage among MDs, and a larger one among experienced 
researchers (for MDs and PhDs separately and combined). On the other hand, there was a female 
advantage for career development awards. This study had no productivity controls, which was likely 
responsible for the male advantage of experienced researchers. (They did not study Type 2 R01s.) 
Similarly, Polhaus et al. (2011) found that success rates for 2001-2008 NIH R01 Type 1 
applications were overall gender-neutral, and that women had lower success rates than men did for 
some R01 renewals (Type 2). Here, too, there were no productivity controls (and no age controls, 
just “first R01 vs. later R01s”).  
In contrast, Eblen et al. (2016) studied NIH R01s during 2010-2013 and found that, controlling for 
the ranking and type of the PI’s institution, as well as age, experience, race, degree and previous 
NIH funding–but not research productivity–women were 10 percent less likely to be funded (i.e., 
odds ratio .1 lower). This result differs from Ley and Hamilton (2008) and Polhaus et al. (2011), 
probably because Eblen combined R01 Type 1 and Type 2 (renewal) applications.  
Ginther, Kahn, and Schaffer (2016) is the only study of NIH R01s that controlled for productivity: 
Without controls, men and women had equal success rates in R01s (2006-2010) (with numerically 
lower rates among MDs), but when controls for productivity were included, women were more 
likely to receive grants. Among experienced researchers, with publication and other controls, 





(receiving priority scores). Since this was the only NIH study controlling for productivity, it 
suggests that the male advantage occasionally reported for experienced researchers was due to 
productivity differences, a topic we revisit below. 
At the NSF, a large-scale analysis of fifteen years of grants across all six NSF directorates is 
currently under review. It finds no evidence of gender bias in any area of funding, with the 
exception of bias in favor of females in engineering when aggregated over the 2001-2016 period.  
There are two studies of the Canadian Institutes of Health Research’s (CIHR) grants in biomedicine. 
Tamblyn et al. (2018) analyzed these for 2012-2014. Their data included two controls for 
productivity (h-index and past funding success). Their abstract emphasizes that past funding success 
has a larger positive effect for men than women, concluding “there is evidence of bias (against 
women) in peer review” (p. E489). However, their complicated regression results–with numerous 
interaction terms between gender and other variables–include other findings that, when viewed 
separately, indicate bias against men (larger positive effect of h-indexes for women, higher scores 
for women having no previous grants and a zero h-index). Consequently, their study does not 
indicate clear bias in either direction. 
In a second study of CIHR, Witteman and her colleagues (2019) compared men’s and women’s 
results for 2011-2016 for two kinds of grants, one with an explicit emphasis (75%) on PIs’ 
qualifications (past accomplishments, leadership, publications), and the other with an explicit 
emphasis (75%) on the project rather than PIs’ accomplishments. They did not have productivity 
controls (but did have age data). Interestingly, when reviewers were told to give 75% emphasis to 
PIs’ publications, leadership, etc., women had a probability of success 4.0 ppt. (25%) lower than 





0.9 ppt. (6%) lower for women.  
As another example of how using productivity measures helps men, their proposals to use NASA’s 
Hubble space telescope between 2001 and 2012 were granted more often than women’s--23% vs. 
19%. Dissecting the 2017 cycle, at the first stage where 150 astronomers evaluated 1100-1200 
proposals, there was no gender difference in ratings. However, at the second stage when a 
committee with access to the PI’s track record decided among the highest-rated proposals, men’s 
proposals were more likely to be granted. NASA then implemented a double-blind review process 
in which proposals excluded all identifying material. The result was a slightly higher success rate 
for women than men, 8.7% vs. 8.0% (Strolger & Natarajan, 2019). 
Clearly, an emphasis on, or mere knowledge of, productivity can lead to lower grant success for 
women. This is not bias if PIs’ past publications provide important information about the likelihood 
of grant success and future productivity. However, this leads to a related question of whether 
reviewers evaluate publication records of men and women differently. If they do, and assuming that 
men’s and women’s publications are equally predictive of later productivity, this could harm 
women. No one has demonstrated such differential evaluation (notwithstanding that Tamblyn et al. 
2018 believe they did.) The best way to answer this question is with a true experiment in which 
different evaluators are given the same proposal with male and female names. There is only one 
such experiment, also based on NIH R01s. Forscher et al. (2019) did an audit-study experiment, 
manipulating PI names on 48 NIH grants and sending them to reviewers for initial R01 evaluations. 
They controlled for everything about the application (including past productivity). They found no 
significant gender differences in ratings, with only tiny numerical perturbations across a very large 





One analysis of gender differences in grant funding reported “bias” against women even after 
double-blinding. Kolev et al. (2019) analyzed the Gates Fdn.’s Global Challenges Exploration. This 
grant differs from research agencies’ grants: a) it is open to laypersons; b) the reviewers are not 
experts; c) reviewers are each given 100 single-page proposals that include no information about the 
author; they rank their top proposal, then rank the next 5; and (d) reviewers never confer to reach a 
consensus. Women were ~15% less likely than men to receive a high score despite double-blinding. 
Wording of the proposals was associated with this gender gap (e.g., use of broader language by 
males). Like Ledin et al.’s (2007) finding of a 20% advantage for male-authored proposals 
following gender-blinding, Kolev et al.’s 15% male advantage after gender-blinding suggests men’s 
proposals were viewed as stronger, although women’s funded research was more successful. 
Taken together, these results indicate that after 2005, there is no overall pattern of gender bias, and 
this is particularly true when controlling for research productivity (Table 4), a finding that not only 
accords with several large-scale NIH and NSF studies, but also with Forscher et al.’s powerful 
random-assignment experiment. Using different analytic methods, others have come to similar 
conclusions (e.g., Dehdarirad et al. 2015). One caveat is that evidence from Europe is more mixed.





If the evaluation of research grants by granting agencies controlling for productivity is not biased, 
then women’s lower rate of funding relative to their representation among PhD-level researchers 
could be due to two factors: 1) women’s lower average research productivity, which we examine 
later, and/or, 2) the fact that women apply less often for funding, even after being initially funded, 
and especially after being declined for funding. This lower application rate of women as a factor in 
their lower funding has been documented repeatedly (e.g., Hosek et al. 2005; Ginther et al. 2016; 
Ley & Hamilton 2008; Waisbren et al. 2008; Broder 1993; Polhaus et al. 2011; Rockey 2014).  
3. Evaluation Context 3: Teaching Ratings 
There are frequent claims that students downrate female instructors: “(Women) receive 
systematically lower teaching evaluations despite no differences in teaching effectiveness” 
(Witteman et al. 2019). Tentatively, our synthesis supports this claim, despite some older reviews 
and meta-studies that argued oppositely: 
“A recent review … of three dozen or so studies showed that a majority found male and female 
college teachers not to differ in the global ratings they receive from their students. In those 
studies in which statistically significant differences were found, more of them favored women 
than men. However, across all studies, the average association between gender and overall 
evaluation of the teacher, while favoring women, is so small (average r=.02) as to be 
insignificant in practical terms. (Feldman 2007, p. 97) 
Since Feldman’s claim, evidence has amassed revealing female instructors are downrated. Here, we 
describe this research on student evaluations of courses (but not the less relevant research on student 
evaluations of single videos, lectures, and the like; e.g., Graves et al., 2017; Basow, Codos & 





SD) to aid comparisons across studies.  
There is prima facie correlational evidence of bias against female instructors, the largest being 
Rosen’s (2018) analysis of nearly 8 million Rate-My-Professor ratings where gender was assigned 
by an algorithm: Men on average had a very small advantage (around .06 SD) in ratings of “overall 
quality.” However, for some subjects, the differences were as large as 1/3rd SD.  
Evaluations might differ by level and course content or instructor’s experience, all of which could 
be correlated with gender. Several studies control for these. For instance, in economics classes at a 
state university, the gender difference for 1000 evaluations was ~0.28 SD in favor of men 
(McPherson, Jewell & Kim 2009).  
However, gender differences in teaching evaluations even with these controls may underestimate 
bias if students can choose their courses and professors, since students may avoid faculty they 
wouldn’t like. This is precluded in studies of identical required courses for which students are 
randomly assigned to professors. Boring (2017) compared professors at a French university in six 
mandatory social science courses. She found that both male and female students rated women lower 
on overall satisfaction. Similarly, Mengel et al. (2019) found that when Dutch students were 
randomly assigned to instructors in multi-section business and economics courses, female 
instructors received lower evaluations from both female and male students, ~0.20 SD 
(approximately 20,000 evaluations). A third study (Wagner et al. 2016) analyzed 688 evaluations 
with random assignment of 2-faculty teaching teams--some same-gender, others cross-gender--in 
social studies courses at a Dutch university with international masters students. Self-selection into 
courses but not instructors was allowed. Applying various controls, women received lower 





a gender difference of ~0.38 SD in 1,090 ratings for a randomly-assigned introductory political 
science course for which most content was online, but there was some interaction via office hours 
and email with two actual professors (similar-aged), one male and one female. 
The most unequivocal evidence of bias comes from MacNell and colleagues (2015). Students taking 
an on-line anthropology/sociology course were randomly told their instructor was Paula or Paul by 
random assignment. Regardless of what they were told, they randomly had a women or man as an 
instructor. (The latter randomization is necessary to eliminate the possibility of students reacting to 
gender differences in the tone, content, or language of online communication.) Although this study 
had only 43 students, the instructor received significantly higher ratings when called Paul, 
especially by female students. In contrast, the differences by actual gender were insignificant. We 
estimate this gender difference at ~0.5 SD.  
Gender differences may differ by subject. For more mathematical courses or male-dominated 
courses, the studies are contradictory. In Rosen’s correlational study (with neither controls nor 
random assignment), quantitative courses revealed small, insignificant gender differences (female 
instructors 0.04 SD better in math, 0.004 better in chemistry; males 0.03 better in psychology). In 
humanities and some non-mathematical courses, however, men got much higher evaluations than 
women (with differences 0.24 to 0.38 SDs in English, history, communications, and political 
science) while biology, economics, and business fell in-between (0.15, 0.14, and 0.19 SDs, 
respectively). This dovetails with Price et al.’s (2017) study at a Swedish engineering school where 
computer science had mostly males and environmental engineering had about half women. In the 
former, there were insignificant gender differences in evaluations of “good teaching” and “high 






However, other studies have reported the opposite. Rivera and Tilcsik (2019) found in a large U.S. 
university (with 100,000 evaluations) that in male-dominated subjects, gender differences were 
large (we calculated 0.25 SD without controls, 0.49 SD with controls). In contrast, in the least male-
dominated subjects, there were tiny, insignificant gender differences in evaluations. Similarly, 
Mengel et al. (2019), with random assignment, found the gender differences were largest for 
courses with strong mathematical content (0.32 SD when male students rated, 0.28 when females 
rated). For courses without math, differences were smaller (17% SD for male raters, 4% for 
females).  
Although students rate women instructors lower, this does not mean they learn less if they are 
taught by women. Mengel et al. (2019) found that instructor gender did not affect grades or study 
hours. (Other studies also found learning did not depend on instructor gender.)  
Some studies analyzed words students use to describe professors. Mitchell & Martin (2018) found 
that students were more likely to refer to male instructors as “Professors” and to females as 
“Teachers.” In Rate-My-Professor, students more often referred to female teachers as “bossy” and 
males as “assertive” (Miller 2015). Words such as “genius” were used more often to describe male 
teachers.  
In sum, the evidence supports the claim that women instructors are penalized for being women, 
independent of the content and delivery of their courses and students’ actual learning. Effect sizes 
indicating penalties for women consistently range between 0.10-0.50 SDs. There is disagreement 
about which subjects result in women being most penalized; further research is needed to reconcile 





Teaching evaluations are sometimes considered in tenure decisions. Wagner et al. (2016) reported 
that at their Dutch university, “women are 11 percentage points less likely to attain the teaching 
evaluation cut-off for promotion to associate professor compared to men.” Clearly, gender bias in 
ratings argues against their use for high-stakes personnel decisions unless one can ensure ratings are 
gender-fair.  
At the start of this section we used the word “tentatively” in concluding we found bias. We are 
aware of a paper pending a post-revision publication decision that may render this conclusion less 
clear-cut, because it finds no student bias in teaching evaluations. Because of this study’s size and 
design, if it succeeds in peer review it would somewhat temper our conclusion regarding bias, 
although we would still tilt toward the bias view. 
4. Evaluation Context 4: Journal Acceptances 
A frequent claim is that women have their journal and conference submissions held to a higher 
standard than men do (e.g., Budden et al. 2008; Ferber & Teiman 1980; Knobloch-Westerwick et al. 
2013; Murray et al. 2019; Roberts & Verhoef 2016; Walker et al. 2015; Lortie et al. 2007): 
“Research on anonymous refereeing shows fairly clearly that biases play a role in evaluating 
work” (Budden et al. 2008). If women’s publications are more likely to be rejected, this could 
explain why they publish less than men. A first pass at testing this would be to evaluate if the 
acceptance rate was lower for women’s articles. Studies have used journals’ administrative data on 
submission/acceptance rates to address this question. In Table 5 we summarize studies measuring 
gender differences in publication decisions, including analyses of premier journals such as Science 
(Berg 2017, 2019), Nature (McGillivray & De Ranieri 2018), PNAS, and Cortex (Brooks & Della 





italicized p-values between .05 and .15. Some studies are based on a single journal, others on 
several. The numbers of observations differ widely. Studies also differ by field and time period. 
Many of these articles also test homophily--higher evaluations given to one’s own gender. 
Homophily is itself a major topic in the evaluation of grants, journal acceptances, teaching 
evaluations, recommendation letters, etc., that we defer to a future paper. 
In Table 5, the vast majority of gender differences in acceptance or its components--being sent for 
outside review (as opposed to being desk-rejected), reviewer scores, editorial choices post-review, 
etc.--are not significant at the 5% or even 15% level. When a female disadvantage is identified, it is 
usually small in magnitude. Also, there are occasional instances of female advantage. In the 
following discussion, we highlight articles with large samples, and/or patterns that replicate across 
studies.  
Berg (2017) analyzed acceptance rates of articles submitted to Science. He studied 2,650 published 
manuscripts in 2015 and a similarly-sized not-accepted sample. He found no significant gender 
differences for either, with numerically higher acceptance rates for junior first-author women and 
lower rates for senior women. Berg and his team have since analyzed a larger set of 66,057 articles 
published in Science between 2010-2017 (Berg 2019), but have published to date only results for 
“Reports.” As in their 2015 sample, there are no significant gender differences in acceptances over 
the period 2010-2017 for either first author or corresponding author. Year-to-year and across fields, 
gender’s advantages in acceptance rates switch. The only regularities are (a) in physical sciences, 
acceptance rates for male “corresponding authors” were higher than for females for the period 
2012-2016 (although the same before and after), while acceptance rates were equal for first authors 





for either author. 
Murray et al. (2018, 2019) studied ~30,000 submissions to the biosciences journal eLife in 2012-
2017. Editors encouraged full submissions (i.e., articles were not desk-rejected) for men at a higher 
rate than for women (male/female odds ratio OR=1.118, p<.01 with controls for country and year; 
1.072 without controls). Without controls, there were no gender differences for acceptances of full 
submissions for first authors (OR=1.015, p=.56), while acceptance rates were higher for male 
corresponding authors (OR=1.057 p=.047) and for male last authors (OR=1.070, p=.018). Yet the 
abstract mentions the gender difference for last authors, but omits mention of the insignificant first-
author gender difference. 
Unfortunately, the paper does not provide estimated gender differences in acceptance rates with 
controls for field and time for either corresponding, first, or for last authors in separate regressions. 
Instead, its models with controls simultaneously include 3 gender variables--for corresponding, last, 
and first authors. These coefficients will tend to be insignificant because of extreme 
multicollinearity among these three variables, and their coefficients will have ambiguous 
interpretations. 
Comparing these studies, Berg (2019) and Murray et al. (2018/2019) both find that gender 
differences based on first authors are insignificant. However, they have very different results for 
corresponding authors in biology. This may be because Berg included the years 2011 and 2012 
(when female acceptance was higher), or because the journals have different reviewing policies.  
If the entire corpus of studies in Table 5 is considered, there are no consistencies. Considering all 
studies (with or without weighting by size), most have insignificant gender differences. Thus, there 





(e.g., against women in physical sciences in 2010-16 and possibly in evolution/ecology, but bias 










Table 5. Breakdown of journal acceptance rates as a function of discipline and time period. 
Yet even if we observe gender differences in acceptances, this might not indicate bias–if the quality 
of articles submitted by women and men differ on average. For instance, if men have higher quality 
papers, this alone could lead to lower publication rates for women than men. The only studies that 
control for experience, past publications, faculty rank, or age either show no gender differences in 
acceptances (Card et al. 2019; Samuels 2018; Blank 1991; Tomkins et al. 2017a), or higher 
acceptance rates for women (Lerbach & Hanson 2017; Tudor & Yashar 2018). 
Card et al. (2019) argued that although there was no gender difference between acceptance rates, 





men’s and women’s accepted articles are similar. Instead, they argue that only (forward) citations to 
the accepted articles signal quality. Analyzing citations, Card et al. found, in economics, accepted 
women’s articles had higher citations, and from this concluded that bias against women exists 
despite similar acceptance rates. This may be the case in economics, particularly since there is 
evidence from another study, Hengel (2017), showing that the quality of the writing in published 
articles in economics by women was higher than men’s, while the time until their articles were 
finally accepted was longer, suggesting bias. However, many reviews across STEM fields have 
found no differences in citation rates per article (including Ceci et al. 2014; Lynn et al. 2019) which 
by Card et al.’s logic suggests no overall bias against women. Some articles do find lower citations 
per article for women in a single journal or field (e.g., Maliniak et al. 2013; Odic & Wojcik 2019). 
Again, using Card’s logic, this suggests bias by the journal in favor of women.  Maliniak et al. 
instead interpret their finding of lower citations for women as bias by the readers against women. 
Clearly, it is difficult to know what information we can learn from gender differences in citations 
per article.  
Due to difficulties controlling quality, some have investigated double-blind reviewing (i.e., neither 
authors nor reviewers know the identity of the other, abbreviated DBR) or even triple-blind (TBR) 
where neither authors, editors, or reviewers know each other’s identity, compared to single-blind 
(SBR) where only the author is unaware of the identity of the reviewers. The best way to compare 
DBR to SBR is to randomly assign papers. Several examples of this are listed at the bottom of Table 
5. The first was Blank’s (1991) DBR experiment at the American Economic Review. She found that 
DBR did not change women’s acceptance rates (p=.88) relative to men’s after controlling for 
quality (proxied by the author’s institutional prestige). One issue with contrasting DBR v. SBR is 





presentations). Blank (1991) found that about half of the referees did in fact know the author’s 
identity/gender. However, even when she used the subsample who did not know the author’s 
identity/gender, she still found an insignificant impact of DBR on the gender difference in 
acceptances (p=.38).  
The second randomized experiment was by Tomkins et al. (2017a) of reviewers for a (published) 
conference. Half of the program committee members were randomly assigned to DBR where they 
did not see author identity, and each of the 500 articles was assigned to half-DB reviewers. Double-
blinding did not significantly change the ratio of women’s-to-men’s number of bids to review the 
articles (p=.27) nor the review scores (p=.18), although point estimates suggest women fared better 
with DBR. 
The third randomized experiment was by Carlsson et al. (2012) where half of the reviewers of 940 
submissions for an economics conference were randomly assigned to DBR. They found no 
significant difference in the scores given to women in the non-blind v. blind sample (p-values from 
.60 to .99) nor any significant gender difference in the average scores.  
These are the only randomized-control trials of journal/conference acceptances that we know of. In 
the previous section on grants, we described two randomly-assigned double-blind experiments on 
grants (Ledin et al. 2007 and Kolev et al. 2019), both of which found that gender differences (in 
grant awards) remained even with double-blinding of reviewers. 
Other studies comparing DBR and SBR looked at differences in journal acceptance rates when a 
journal moved from SBR to DBR. In a highly-cited article, Budden and her colleagues (2008) 
reported that the acceptance rate for women increased 33% (9.3 ppt.) for the journal Behavioural 





when they are not contrasted with similar before/after cases with no “treatment” change. (In 
economics terms, one needs to use “differences-in-differences.”) Following publication by Budden 
et al., others noted that ecology journals that did not change from SBR to DBR also witnessed an 
increase in women’s acceptance rates during the same period, suggesting that DBR had not caused 
the change (Engqvist & Frommen 2008; Hammerschmidt et al. 2008; Webb et al. 2008; Whittaker 
2008).  
The Royal Society of Chemistry (2019) found that moving from SBR to DBR significantly 
increased relative acceptance rates of women by very small amounts (.3 to 1.0 ppt.). They too did 
not contrast this with similar journals that did not change policies. Roberts and Verhoef (2016) 
found that while there was no significant gender gap in reviewer scores averaged over two EvoLang 
SBR conferences, scores for women were higher than men’s in a following conference after it 
became DBR, concluding “double-blind reviewing at EvoLang 11 reveals gender bias.” However, 
examination of their results shows that from EvoLang9 to EvoLang10 (both SBR), women’s scores 
also increased relative to men’s, and the increase from EvoLang10 to EvoLang11 was not 
significantly different from the previous trend. Moreover, Cuskley et al. (2019) repeated Roberts 
and Verhoef’s analysis for the following EvoLang12 conference--still double-blinded--and found no 
female advantage, again undermining the claim of bias. Ostby (2013) also did a before/after SBR-
to-DBR in an international relations journal, finding no effect of moving to DBR (or any overall 
gender difference in acceptance either before or after DBR). The main lesson from studies of 
moving from single to double-blind is that without appropriate counterfactuals, they cannot be used 
to identify bias.  





different gendered names. Such experiments have only used student or post-doc reviewers, who 
lack faculty’s skills, knowledge, and time to fully evaluate the work. In some experiments, students 
rated the same manuscript lower when it had a female name (Krawczyk & Smyk 2016; Knobloch-
Westerwick et al. 2013), and in others, students were gender-fair (Borsuk et al. 2009).  
In sum, there is no compelling support for the claim of systematic gender bias in journal 
acceptances. Some individual studies sometimes favor men, several favor women, but most find no 
differences. Overall, the literature in Table 5 provides no evidence that women’s acceptance rates 
are systematically lower than men’s.  
Returning to the earlier discussion regarding the need to dissect rather than meta-analyze studies, 
we note that Tomkins et al. (2017b) conducted a meta-analysis of the effects of double-blind 
reviewing on women’s acceptance rates. Their meta-analysis was based on their own paper and four 
others we discussed above. Two of these studies (Budden; Roberts & Verhoef) were shown by later 
research to have erroneously attributed effects to blind reviewing that were actually due to other 
factors. Another study finds an insignificant effect (Blank), and the fourth study is an online 
experiment of students’ evaluations (Knoblock-Westerwick). (The mid-section of Table 8 in 
Tomkins et al. shows that the highest-ranked effects came from studies that we questioned.) Thus, 
averaging studies that are mistaken, misunderstood, or alleged to prove things they do not prove can 
result in erroneous inferences in meta-analysis. This supports our decision to dissect and 
systematize studies that have addressed the question being asked here, which was whether double-
blinding improves the likelihood of women’s work being accepted. 
5. Evaluation Context 5: Salary 





fields are rated more highly, given higher starting salaries” (Dutt et al. 2016).  
Are male faculty paid more than women in STEM? The literature on academic STEM salary 
gender gaps, which one of the authors (SK) has spent decades researching, tends to be based on 
individual institutions or organizations and limited by lack of controls for important 
confounding factors. Rather than reprise this entire literature, we focus on the most recent 
AAUP survey and on new analyses we have done for the present synthesis that control for 
variables crucial to assess the true gender gap. Thus, this section is purposely briefer than others 
because of its reliance on the best evidence. 
The AAUP (2019) conducts an annual Faculty Compensation Survey. A summary of the results 
from its 2018-2019 survey of more than 950 colleges and Universities states, “The data also 
show a significant gender salary gap, as women in full-time faculty positions were paid, on 
average, 81.6 percent of the salaries of their male counterparts.” However, on the AAUP 
website was a more qualified claim: “The differences are attributable primarily to an unequal 
distribution of employment between men and women in terms of institution type and faculty 
rank.” Their results show that within-school category (Doctoral, Masters, Baccalaureate, and 2-
year schools) and within-rank, there were much smaller gender gaps, ranging from 10.6% (i.e., 
89.4% female/male salaries) for Full Professors in doctoral institutions, to 2.6% for Full 
Professors in baccalaureate schools, and 0.7% for Assistant Professors in 2-year schools. 
Overall, these ratios had not changed between 2008-09 and 2018-19. Thus, much of the pay gap 
is explained by gender differences in rank and type of school.  
If one further divides the faculty by field, even more of the salary variance can be explained. We 





analyses similar to AAUP and found very similar results, assuring us we are using comparable 
data: On average, the gender pay gap for fulltime academics is 17.7%. If we control for faculty 
rank (and tenure status) within each school category, the average difference falls to 9.0%. 
Further adding controls for experience (years since PhD) and weekly hours worked, the gap falls to 
7.2%. Finally, also adding category of PhD institution, temporary resident status, and primary work 
activity (research, teaching, administration) narrows the unexplained pay gap to 6.9%. There are 
interesting differences across fields. All math-intensive GEMP fields had smaller unexplained 
salary gaps (controlling for other factors)--4.53%. In contrast, the non-GEMP STEM fields had 
larger gaps--7.25%--and in biological sciences, 8.21%. 
We have also looked at how the gender salary gap changes over careers. There are smaller gaps in 
academic salaries for new STEM PhDs--only 5.1% in GEMP, and in biology, new female PhDs 
actually earn more than men. However, the more years of experience, the more women’s salary is 
disadvantaged. For instance, at 15 years post-PhD, in biology men earn 8.1% more than women. In 
contrast, the gender salary gap remains at 4.5% at 15 years post-PhD in GEMP fields. 
Some of the unexplained gender-salary gap may be due to implicit bias (although this seems 
unlikely in biology where starting salaries are higher for women). However, there are many possible 
alternative explanations. Given the substantial gender gap in publications, it is conceivable that this 
could account for the remaining small gender gap. Relatedly, some of the pay gap may be due to 
women’s work discontinuities for family leave or desire to keep jobs flexible (Goldin 2014). 
(However, in the SDR, women with children have higher salaries ceteris paribus, which could 
indicate positive selection–the most-able women get married and have children–similar to what we 





likelihood of asking for higher salaries or threatening to leave. Without specific data on 
publication/productivity, leaves, and past employment, it is impossible to know how much of the 
6.9% unexplained pay gap is attributable to bias.  
In sum, we conclude that the evidence supports the claim that women are paid less than men, 
although the magnitude of the gap is much smaller than claimed, in some situations has 
disappeared, and even here there are uncertainties: the unexplained salary gaps may be due to 
factors not controlled for, particularly publications.  
6. Evaluation Context 6: Recommendation Letters 
One factor frequently mentioned regarding why women are underrepresented in GEMP is 
differences in recommendation letters: “(Women) receive less compelling letters of 
recommendation” (Witteman et al. 2019). Studies of letters of recommendation for applicants for 
academic positions often contrast the frequency of agentic and communal words, constructs from 
social role theory (Eagly et al. 2000). Agentic words connote active, take-charge, leadership 
characteristics (e.g., confident, ambitious, independent), whereas communal words connote “other-
oriented” concern for others (e.g., kind, cooperative, sympathetic). Other researchers have 
contrasted “standout” adjectives that convey exceptional talent (e.g., outstanding, amazing, 
unrivaled) vs. “grindstone” words, like hard-working, diligent, and reliable, which may convey 
women’s “effort compensates for their deficiencies in ability” (Blue et al. 2018). Some studies have 
examined positive and negative emotion words, others have examined power and achievement 
words. Finally, some studies examined “doubt-raisers” that damn with faint praise, such as “She is 
unlikely to become a superstar, but she is very solid” (Madera et al. 2019). 





summarized this research: “female candidates are half as likely as male candidates to receive an 
excellent letter or to have ‘standout’ adjectives like ‘excellent,’ ‘outstanding’ or ‘extraordinary’ 
...”). However, Dutt et al. (2016) noted that most studies lack strong controls for characteristics of 
applicants. If members of one gender have superior accomplishments (e.g., productivity), this might 
influence writers’ word choice. The few studies that attempted to control for applicants’ 
characteristics did so by covarying the number of publications, institutional prestige of PhD, and 
presentations (Madera et al. 2009; Schmader et al. 2007). Even these miss other information such as 
writers’ knowledge of the candidate’s contribution to each publication, status of letter writer, impact 
of journals, etc. 
As seen in Table 6, there is no compelling evidence for the assertion that letters for women 
(compared to those for men) are shorter, more communal, less agentic, and contain fewer standout 
terms, more doubt-raisers, more negative emotions, or are written by lower-status authors. For every 
study that documents gender bias, there is at least one that finds none or even the reverse. Support 
for this conclusion is underscored by the largest study--Bernstein et al. (2020)--that found a near 
total absence of gender differences for applicants in physics and social science. Neither the gender 
of the applicant, the gender or rank of the writer, nor the discipline mattered for 6 of 7 dependent 
variables (letter length, agentic, communal, standout, grindstone, achievement/power, positive 
emotion). The few significant differences were more likely to advantage female candidates (more 
positive emotion words, more mention of the word “brilliant”). Thus, we conclude that no 





Table 6. Breakdown of studies of academic letters of recommendation. 
7. Gender Gaps in Research Productivity 
“One of the most consistent findings in the literature on research productivity is that women tend 
to have somewhat lower publication rates than men.” (Abramo et al. 2007)  
Although research productivity is not an evaluation context per se, productivity mediates academic 
labor-market evaluations, such as hiring, grants, salary, tenure/promotion, and letters of 
recommendation. Here we summarize research measuring gender differences in publishing 
productivity. Because of space limitations, we do not summarize causes of these differences 
(although see earlier section on journal acceptances).  
Beginning with Cole and Zuckerman (1984), numerous studies have documented that academic 
women publish less than men. Studies fall into three categories: (1) those base on self-reported 
publications in surveys; (2) records from individual universities, granting agencies, or sets of 
journals; and (3) bibliometric analysis of the entire published corpus of research over some period, 
enabled by computerization of records in Web of Science and Scopus. As will be seen, the 
majority–but not all–of these studies have found substantial productivity gaps revealing men 
publish more articles than women. Reiterating our earlier reason for not meta-analyzing these data, 
the different studies are based on very different populations (ranks, disciplines, nations, career 
points), dependent measures (e.g., annualized publications, career-long publications, publications in 





studies group a subset of social science fields, while others group a different but overlapping subset. 
Such heterogeneity obscures interrelationships among variables and enables erroneous inferences 
and spurious conclusions (Lipsey 2003; Stone & Rosopa 2017). 
For instance, bibliometric and journal-based studies by definition only include scientists who have 
at least one publication within the window of time analyzed, thus excluding those who have none. 
We have analyzed the STEM PhDs in the NSF SDR survey and found that women are more likely 
than men to have zero publications in a given five-year period. Consequently, bibliometric analysis 
represents a different sample than survey data and will find more gender-equal publication records, 
since it includes only those who are research-active. Similarly, cumulative publication records 
covering long periods will find more gender inequality because women have shorter research 
careers and more career interruptions.  
We begin by discussing survey-based studies. Some surveys show that the gender publications gap 
starts in graduate school. Lubienski et al. (2018) examined the publications of ~1,300 graduate 
students at a large R1 university and found that males both submitted more articles than women 
(59% or .54 SD more) and published more (69% or .53 SD more), with differences larger in natural 
sciences and engineering than in humanities, education or social science. Pezzoni et al. (2016) 
reported on publications of 933 U.S. graduate students (PhD cohorts 2004-2009) at Cal Tech and 
found that female students published 8.5% fewer articles, with the greatest difference in biology 
(13%) and the smallest in physics (5.5%). Feldon et al. (2017) analyzed data from 100 US graduate 
programs in biology and reported that male first-year PhD students published 15% more articles 
than females (2014-2016, self-report), despite women working more hours.  





postdocs published 34% more than females. Van Arensbergen et al. (2012) (confirmed by van den 
Bessalaar and Sandstrom 2016) found that among Dutch scientists in the three years post-PhD, there 
was no overall significant difference in publications. This dovetails with a similar result in the U.S. 
by Lubienski in social sciences; average publications of men and women were equal in psychology 
but economics publications of men were 75% higher. 
Past the postdoctoral stage, several analyses of U.S. surveys find time trends in gender publication 
gaps. Xie and Shauman compared faculty publications over consecutive 2-year windows in 
nationally representative cross-sectional surveys, to identify time trends from 1969 to 1973 to 1988 
to 1993. Without controls, the gender publication gap started at 37% in 1969 and fell to about 26% 
by 1993. With controls for experience, rank, university type and other factors, it fell to 9.6%. Perna 
(2001) used the same 1993 NSF survey as Xie and Shauman for 1993, except she limited analysis to 
refereed articles and divided by rank. She found the gender productivity difference was 16% for 
assistant professors, only 3% among associate professors, and 12% for full professors with 13-20 
years of experience.  
Ceci et al. used a different survey, the SDR, to study refereed articles in two 5-year periods: 1991-
1995 and 2004-2008. They found the 1991-1995 male publication advantage without controls was 
22.5%, similar to Xie and Shauman’s 1993 estimate without controls. By 2004-2008, the average 
gap fell to 19.6%, a very modest decrease. Ceci et al. also found that the level and trend in the 
productivity gender gap differed by seniority, falling from 24.5% in 1990-95 to 6.2% in 2004-2008 
for assistant professors, from 24.1% to 20.0% for associate professors, and from a 11.6% gap in 
1990-95 to higher women’s average publications in 2004-2008 for full professors. 





measuring gender differences in publications. Elsevier (2017) mined the Scopus data base of 62 
million documents from 1996-2000 and 2011-2015. They measured the number of publications for 
each person with at least one publication in each 5-year period for 12 “geographies,” comparing 
1996-2000 to 2011-2015. As a bibliometric study, it excludes people with zero publications in these 
five-year spans, and thus will measure smaller gender gaps than studies based on surveys. Indeed, 
the gap that Elsevier identified for the U.S. in 1996-2000 was only 5%, far less than the gaps 
estimated by Ceci et al. for either 1991-1995 or 2004-2008.  Overall, the gender publication gap 
seemed to fall from the early 1970s to 2008. 
Elsevier’s two comparison periods give us a sense of time trends between the late 1990s through 
2015. Elsevier found that for the U.S. overall, the gender difference in publications doubled from 
1996-2000 to 2011-2015, to 10%.  
Elsevier also broke down their productivity figures by country. In all countries except Japan, the 
gender gap started small but increased: For instance, in the 28 EU countries as a whole, the gap rose 
from 4% to 13%; in the UK from 8% to 25%; in Canada from 9% to 24% and in Brazil from 6% to 
20%. In Japan, the gap was remained stable around 30%. (This is quite different from the 56% 
Japanese productivity gap measured by Aiston and Jung, 2015, based on self-reported STEM 
academic productivity from in the 2008 “Changing Academic Profession” survey, which included 
about 1500 academics.) 
The second major bibliometric study is Huang et al.’s (2020). They reconstructed the complete 
publication history from Web of Science of over 1.5 million authors from 1955-2010. Their 
population was defined differently than other studies: They included all authors with at least 2 





Thus, they not only excluded people with zero publications, but excluded everyone who published 
anything after 2010. This means it excludes all scientists who are currently research-active, who are 
perhaps the cohorts we are most interested in. 
Huang et al. also found considerable gender publication gaps over authors’ research lifetimes (from 
their first to last publication): a male advantage of 27% (13.2 papers vs. 9.6 papers). Despite the 
large differences in average papers per person, there was no gender difference in median 
publications per person. The difference in averages was entirely due to the top tail, where men 
dominate. Others also found men more likely to be top publishers: Kelchermans and Veugelers 
(2013) found that men were ~3 times as likely as women to be persistently top performers in 
science at a single university, similar to what Odic and Wojcik (2019) found for psychology.  
However, the large gender difference that Huang et al. found in average publications is over entire 
research careers, not per year. They found that annual productivity differences between research-
active men and women (i.e. in the period starting with their first publication and ending with their 
last) – calculated as the number of publications divided by the years between first to last article – 
was functionally negligible (1.33 v. 1.32) per year. (With 1.5 million authors, all estimated 
differences are statistically significant.) However, their appendix indicates substantial heterogeneity 
across fields–ranging from a 7.5 ppt. male advantage to a 5.2 female advantage–and across 
countries: the U.S. had a 6.6 ppt. male advantage, Canada 7.3%, the UK 9.5%, and other Western 
European countries had similar gaps. However, some Eastern European and African countries had 
female advantages (e.g. Serbia 25.0%, Kenya 22.7%). 
If the world-average annualized gender gap is zero but the career gender gap is substantial, this 





their publishing careers. Huang et al. found that men on average published over a span of 11.0 
years, women over a span of 9.3 years (a 16% difference). Further, Huang et al. found no time trend 
in the gender gap of annualized publications (averaged over the research lifetimes), from those who 
ended their research careers in the 1950s to those who ended them in 2000-2010. However, they did 
identify an increasing gender gap in lifetime publications over these generations, primarily due to 
increasingly shorter publishing careers for women, a point underscored by Eagly (2020). 
We round out this abbreviated review of publication differences with a final important point: As we 
have found with many other aspects of scientific careers, there is generally no one-size-fits-all 
across fields, with heterogeneous gender publication gaps. We highlight some notable field 
differences. 
Biology--where women now make up more than half of new U.S. PhDs and with the most women 
in Huang’s multi-decade census of authors--is the field with the largest female disadvantage in 
annualized publications (7.5 ppt.) and in total productivity (37.7%), and the second largest 
difference in career lengths (19.6%). In Ceci et al. in 1990-95, life sciences had one of the largest 
gender gaps among assistant professors and full professors (each 35%). However, by 2003-8, these 
gaps fell (to less than 20%) although they were still significant. Symonds et al. (2006) estimated 
publication differences among 168 life scientists (UK and Australia) 1993-2005 and found a 
remarkably similar gender difference in long-term productivity of 40%.  
Psychology also has large gender publication gaps (a 4.6 ppt. male advantage in annualized 
publications in Huang and a 23.5 ppt. advantage in total productivity). Moreover, Ceci et al. found 
that psychology’s gender imbalance grew from 1990-95 to 2003-2008 (e.g., among assistant 





mid-career men outperformed women in publications by 63% in psychology. Odic and Wojcik 
(2019) analyzed authors in the top 125 journals of psychology from 2003 to 2018 and found that 
controlling for seniority, (published) men had a 22% publication advantage over (published) 
women.  
In contrast, in the GEMP fields, while women comprise a smaller percentage of scientists, the 
gender differences in publications is smaller and shrinking. Huang et al.’s annualized publications 
in these fields showed either female advantages or very small male ones (2.6 ppt., 5.2 ppt., and 2.1 
ppt. female advantage in engineering, computer science, and physics respectively, and 0.8 ppt. male 
advantage in math), although their career lengths were similar to the overall average. In Ceci et al., 
the publication gaps in the GEMP fields engineering and math/computer science started out 
substantial and significant in 1990-95 for assistant professors, but fell and became insignificant by 
2003-8; among associate professors and full professors, the gaps in these fields were small and 
insignificant in 1990-1995, and by 2003-2008 there were female advantages in math/computer 
science (significant for associates) and among associates in engineering. Duch et al. (2012), in a 
study of 4,292 faculty in top U.S. research universities, also found a similar ordering of fields: 
gender publication gaps in engineering were smaller than in psychology, which, in turn, had smaller 
gaps than in biology. 
In social sciences besides psychology, two fields stand out as opposites. Political science had a large 
female advantage in annualized publications and a 3.3 ppt. female advantage in total impact 
(Huang). (Neither Ceci et al. nor Van den Bessalaar and Sandstrom separated this field from social 
sciences.) In contrast, Van den Bessalaar and Sandstrom found that economics men had a 28% 





the productivity gap among economists increased from 1990-1995 to 2005-2008 (from 22% to 
52%), a concerning trend. (Huang et al. did not separate out economics.) 
In sum, gender productivity differences are smallest in GEMP fields (except economics), and 
largest and growing in biology, psychology and economics. 
In sum, although there are substantial differences across countries, epochs, ranks, and fields, the 
evidence from the U.S. and the more developed countries shows that men on average publish more 
than women in science. This is partially the result of men remaining active and publishing and 
working longer; and relatedly, partially due to some women not publishing at all in given 5-year 
periods, and it is also due to a small percentage of very productive men. While this gap seems to 
have narrowed from the 1960s, it may have risen in the past two decades.  
III. CONCLUSIONS 
This synthesis began by noting claims of gender bias spanning every facet of evaluation--hiring, 
grant funding, teaching ratings, journal acceptances, salary, and recommendation letters. How do 
these claims stack up against the empirical evidence? Our synthesis (which involved three years of 
effort) covered all types of evidence, evaluating what each study actually found--which was 
sometimes different from what its authors asserted. We conclude that, with some notable 
exceptions, sweeping claims of bias are based on selectively-chosen evidence and ignore important 
counter-evidence. Most domains are associated with mixed evidence, but the bulk of studies--
including rare randomized experiments--do not support unqualified claims of bias. 
Two exceptions were noted in which there appears to be evidence of bias: teaching ratings and 





study that, if accepted, may moderate our conclusion of bias somewhat. In the latter, although we 
found 4%-8% salary gender gaps for otherwise similar scientists, these gaps are smaller than 
claimed, and although they may result from bias, they may also result from (missing/unavailable) 
productivity data, career discontinuities or reductions in hours worked, or less-aggressive salary 
negotiations. In the other four domains, the evidence, while mixed, overwhelmingly favors the 
conclusion of gender-neutral hiring, grant funding, journal acceptances, and recommendation 
letters. An important caveat is that this conclusion is restricted to tenure-track academia--we did not 
synthesize literature on non-professorial positions or STEM jobs in industry. 
In sum, reliance on bias-confirming findings and ignoring of counterevidence has resulted in 
sweeping claims that do not always accord with the full corpus of findings, and sometimes are 
diametrically opposed to it. Many of the articles reporting bias in a given context cited articles 
reporting bias in other contexts. For instance, an article reporting bias in grant awards tends to cite 
articles reporting bias in hiring, salary, and/or journal acceptances. Often, authors do not cite 
articles that find no gender bias. Rarely did we find the opposite--an article that does not find 
gender bias citing articles that also did not find bias in other domains.  
Consider: Despite the evidence against anti-female bias in academic hiring presented earlier, most 
people’s beliefs about bias appear to be based on Moss-Racusin et al.’s (2012) study of 
ambiguously-competent BA-level applicants for a lab-manager position. This study continues to be 
cited more than all contradictory studies combined, despite contrary studies being much larger and 
focusing on highly-competent tenure-track applicants--clearly a far more relevant comparative 






Figure 6. Google Scholar citations to four experiments on academic hiring. The two largest studies 
are cited least often. 
As another example of selective citation, Wenneras and Wold (1997) continues to be cited much 
more than the study that nullified their findings, and also more than large meta-studies (Fig. 7). 
Similarly, the earlier of these meta-analyses (Bornmann et al. 2007), which found signs of gender 
bias, continues to be cited more than the study by many of the same authors (Marsh et al. 2009) that 






Figure 7. Google Scholar cites to four studies on grant funding.  
What could be responsible for such selective citation? One possibility is confirmation bias: People 
who believe there is bias will preferentially notice or believe articles that document bias (see 
Honneycutt & Jussim 2020; Stewart-Williams et al. 2020). A second possibility is sociological: 
Researchers operate in separate networks, and different articles become well-known within them. A 
third possibility relates to storytelling: A researcher finding evidence of bias may want to locate it 
within a similar literature. A final possibility concerns publication bias, which could manifest itself 
in several ways: Perhaps because bias in STEM is topical, controversial, and/or interesting, journals 
are more likely to publish articles that elaborate this story. Or, if editors themselves believe there is 
systemic bias, they may be more likely to accept articles that tell a story of bias.  
In conclusion, the full range of findings provides little compelling evidence of gender bias in the 





support of their beliefs they selectively cite congruent evidence and ignore contrary findings. It is 
essential to base conclusions on the full range of evidence, filtered for methodological 
shortcomings. Scientists can promote objective reviewing of literature by expanding searches to 
uncover articles representing diverse viewpoints and dissecting empirical findings for alternative 
explanations. Editors can publish pieces representing the full continuum of ideas. Failure to take 
these steps can lead to massive misunderstanding of the true state of science. 
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i Searching (women or female or gender) and (stem or science or engineering or math) and (faculty 
or academ* or universit*) yields 17,100 new researches in Google since mid-2013. Using a 
different methodology, Elsevier’s (2019) massive analysis of gender research across 27 countries 
concluded the growth has been even greater: “Between 2011 and 2015, there are over 23,000 
gender research papers, more than two and a half times (2.7 factor of growth) the number of papers 
published between 1996 and 2000.” 
ii Witteman et al., to their credit, also list areas in which women are advantaged. 
iii All numbers are from the U.S. National Center for Education Statistics (nces.ed.gov)(2018ab). 
The historical data are from nces.ed.gov/pubs93/93442.pdf. 
iv We omit studies of grants that did not estimate gender differences in success of grant 
applications. This includes Magua et al. (2017), Kaatz et al. (2016), Warner et al. (2017), Jagsi et al. 
(2009), Lerchmueller and Sorenson (2018), and Chandler (2018). 
