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Introduction
In most large-scale distributed applications, such as social web platforms, publish/subscribe (P/S) systems are suitable for communication between software components that are deployed over a large number of sites. P/S systems follow a manyto-many communication pattern, allowing a decoupling between senders and receivers to interact with publishers and subscribers [10] . Recently, social web platforms, such as Facebook and Twitter, have become real-time social communication ones, focusing on the dissemination, processing and caching of fresh data. So, it is important and reasonable that end users expect on-the-fly data, which is immediately available to all, interested other end users [5] . And, there has been increasing emphasis in managing end-to-end message delivery performance and message order-based consistency, which have been addressed in distributed collaborative applications. Especially, for on-the-fly based on the global views uses the whole set of vectors [1] , used for traditional reliable group communications [1] . In some WSNs, such as pre-planned and time-lines ones [18, 19] , it is not considerable to manage the global views. In the proposed protocol based on local views, all ancestors before the multicast message are sent and received between the brokers. But, from brokers to subscribers, only the immediate predecessors are disseminated instead of all ancestors. Its features might result in its very low communication overhead between brokers and subscribers because the immediate predecessors are in the structure of one-dimensional vector. But, all ancestors are in the structure of two-dimensional context graph [16] .
In the global views of the whole set of vectors, every broker can manage a vector per group that represents its knowledge for the number of multicast messages generated by other members, as same as each member in the protocol of Birman et al. [1] . In some WSNs, which can manage global view without high loads, every broker can aggregate, send and receive the whole set of group vectors for causal ordering by gossip protocols and fire synchronization [18] . In the proposed protocol based on global views, between the sensor brokers, the whole set of vectors, which represents the knowledge for the number of multicast messages are sent and received. But, from brokers to subscribers, only the timestamp that represents the gossip round in which the immediate predecessor are generated are disseminated. Especially, in the protocol, the timestamp is represented in the way of colors, which stands for the gossip round. And broker A and B can generate a message per gossip round. That means that the proposed protocol needs onedimensional vector, whose size is the number of brokers because of one color per sensor broker. The protocol is appropriate for sensor networks in a pre-planned manner time-lines ones [18] because it is not a high burden to manage global membership views. Therefore, these two versions of causally ordered delivery protocols are highly scalable and suitable for the area of the applications requiring only the minimum causal information with flexible consistency.
The Proposed Protocol

2-1. Basic Idea
Figure 1. A Wireless Sensor Network
In P/S systems of our two proposed protocols, brokers are publishers to send topics to their subscribers and subscribers receive messages matching their interests through their chosen brokers by gossip-style disseminations. Recently, much research has been devoted to designing broker selection methods that best suits application needs [7, 17, 20] . The brokers might gossip about the information based on the subscribers' needs, while guaranteeing the causally ordered delivery [7, 17] . Researches on P/S systems in WSNs [20] have mainly focused on mobile subscribers relying on broker-based infrastructure. In figure 1 , we can see that each sensor broker manages a sensor grid and a moving subscriber can migrate to another sensor grid.
In the protocol based on the context graph [16] , although each broker is based on its local view of gossiping, if a message includes the context graph, as a consequence, it is possible for the other brokers to know what they should have received. In the protocol, in the first step of sending a message, when every broker generates a multicast message, it puts its ID, the sequence number and the group lists of all groups that it participates on the message. In the second step, the broker attaches the message to all leaf nodes in its context graph. Then, the multicast message becomes the leaf and the parent messages of it become the immediate predecessors. In the last step, the broker sends the message including all ancestors of it to other brokers like as the protocol of [16] . On the other hand, when the broker disseminates the multicast message to subscribers, it includes only the parent messages, that are immediate predecessors, instead of all ancestors in the context graph. The size of the immediate predecessors is only one-dimensional vector because every broker can generate a message per gossip round. But, the size of the context graph is two-dimensional vector. Therefore, from brokers to subscribers, the size of the information for causal ordering could be reduced. When a broker receives the multicast message, if the broker has received all ancestors, then the broker delivers it. And when a subscriber receives it, if the subscriber has received the immediate predecessors, then the subscriber delivers it.
In the protocol for the pre-planned WSNs [19] , every broker manages one vector per group, whose element has the number of multicast messages sent to other brokers. In these WSNs, every broker can gossip about the multicast messages based on global views because it knows about every other broker. And it is not considerable for every broker to manage global views like in an environment of [18] . In the existing protocol [1] , every member should include the whole set of group vectors without distinguishing brokers (publishers) and subscribers. But, our proposed protocol is based on P/S systems for pre-planned WSNs. In the protocol, in the first step of sending a message, when every broker generates a multicast message, it posts the current gossip round timestamp on it. In the second step, the broker updates every element of the whole set of group vectors. Then the broker updates all elements of a one-dimensional vector, whose elements represent the gossip round timestamp of all immediate predecessor messages of the newly generated message. So, in the protocol, the one-dimensional vector is called as the immediate predecessor vector. In the last step, the broker sends the message including the whole set of group vectors to other brokers, like as the protocol of [1] . On the other hand, when the broker disseminates the multicast message to subscribers, it includes only the immediate predecessor vector of length N, where N is the number of all brokers, instead of the whole set of group vectors, which is two-dimensional vector. When a broker receives the multicast message, if the broker verifies the whole set of group vectors, then the broker delivers it and when a subscriber receives the message, if the subscriber verifies the immediate predecessor vector, then the subscriber delivers it.
Therefore, two versions of our proposed protocols result in its very low cost communication overhead in between brokers and subscribers because there is different causal order information between communication groups, from brokers to brokers and from brokers to subscribers.
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Algorithm Description
Figure 2. Each Gossip Round Represented in Each Color
In this section, we describe our proposed protocol for pre-planned WSNs through examples of figure 2 and 3, which show how in detail each broker generates a multicast message and aggregates causally ordered delivery information. As same as the protocol of Birman et al. [1] , in our proposed protocol, a vector timestamp (VT) per group, piggybacked on a multicast message counts the number of messages that causally precedes it. So, the notation g α : VT[i] counts multicast messages sent in the group g α by a process i. In general, gossip protocols take O (logN) gossip rounds to reach all nodes [4] , where N is the number of nodes. In each gossip round, every process has initiated a gossip message exactly once and gossips about it to f ≥ 1 other processes, called as fan-out (f) or gossip targets, at random. So, each gossip round can be characterized as a unique notation represented using a color. The proposed protocol needs logN + α colors because the maximum number of gossip rounds in which all processes receive all messages eventually is logN and α may be application specific for buffering. As shown in figure 2, if two messages m(A 1 ) and m'(D 1 ) have been sent at the same gossip round, then they are independent of each other and represented in the same color, that is yellow.
This example of figure 2 shows how in detail each broker participating in G 1 = {A, B, C} and G 2 = {A, C, D} aggregates the information of causally ordered delivery and sends it to subscribers. The example of figure 2 sets α to 1. So, it needs 3 colors because logN is 2 and α is 1. The stale messages might be removed periodically to respect the maximum number of gossip rounds as same as pbcast [4] . Also, our proposed protocol uses the epoch, which is incremented by 1 whenever all colors (in Figure 2 , red->yellow->blue) have been completed exactly once, distinguishing new message from previous message sent by the same process in the same color. As shown in figure 2, A 1 and A 2 in red can be distinguished by the epoch 1 and 2. In Figure 2 , in the first round, broker A generates the message and makes it with ID "A", the epoch "1" and the current gossip round color "red", as "red A1 ". At the beginning, the vector of the immediate predecessors is all 0, that is {0, 0, 0, 0}. In the second round, broker A and D generate each message, and make it with ID "A" and "D", the epoch "1" and the current gossip round color "yellow", as "yellow A1 " and "yellow D1 ", respectively. On receiving "red A1 ", the broker A and D update the vector of the immediate predecessors, as {red, 0, 0, 0}. On being the fourth round, the epoch is incremented by 1 because red->yellow->blue have been completed exactly once. So, in the fourth round, broker A and B generate each message, and make it with ID "A" and "B", the epoch "2" and the current gossip round color "red", as "red A2 " and "red B2 ", respectively. On receiving "yellow B1 ", all brokers update the vector of the immediate predecessors, as {yellow, blue, 0, yellow}.
Figure 3. An Example of the Vector of the Latest Gossip Rounds from Sensor
Brokers to Subscribers Figure 3 shows how in detail broker groups G 1 ={A,B,C} and G 2 ={A,C,D} gossip about the multicast messages including one-dimensional vector to subscribers={S 1 ,S 2 ,S 3 ,S 4 }, whose element is the gossip round timestamps of the immediate predecessors, represented in colors(as shown in Figure 2 , red->yellow->blue). In between brokers, the two-dimensional the whole set of vectors (a vector per group) are sent and received, like as the previous protocol [1] . But from brokers to subscribers, the vector of the group round timestamps of the immediate predecessors is disseminated, instead of the whole set of all group vectors. In the example of Figure 3 , subscriber S1 subscribes to vector C in G 1 , S 2 and S 3 subscribe to A or B in both G 1 and G 2 , and S 4 subscribe to D in G 2 . The current color in the vector is all 0 at the beginning. Every broker makes the causal ordering in what order is "red A1 " -> "yellow A1 " = "yellow D1 " -> "blue B1 " -> "red A2 " = "red B2 ". S1 receives all messages from Broker B. It discards "yellow D1 ", because it does not belong to G 2 . On receiving "yellow A1 ", S 2 requests "red A1 " to A because it knows that it did not receive "red A1 " based on the piggybacked vector of the group round timestamps of the immediate predecessors, {red,0,0,0}. On receiving "red B2 ", S 3 requests all messages it has not received to B. On receiving "yellow A1 ", S 4 requests the "red A1 " to D. And S 4 discards all messages from broker B because it does not belong to G 1 . As figure 3 shows, the size of the vector is the number of brokers because one color represents only one sensor broker and every broker gossips about the message per one gossip round. It is surely the main cause of highly scalable, guaranteeing flexible consistency. 
Proof of the Protocol
The only way to assign a value to GT S [i] greater than GT m1 [i] is to deliver a message from S that was sent subsequent to m1 and such a message would be causally dependent on m 1 . From Relation (1) and Relation (2) it follows that GT S [i]< GT m2 [i] . By application of the rules of our protocol, the k+1st message delivered by S cannot be m 2 .
2. In the absence of failures, every message in overlapping groups is indeed delivered (Liveness). Proof: Suppose there is a multicast message m sent by process p i in overlapping groups that can never be delivered to process p j . The rule of the protocol implies that for some i, 
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Figure 4. Each Context Graph Sent and Received between Brokers in
Overlapping Groups
Algorithm Description
In this section, we describe our proposed protocol based on each local view of gossiping by using a context graph [16] through examples of figure 4, 5 and 6. If each broker is based on its local view and a message includes the context graph, it is available for the other brokers to receive because the context graph is defined in terms of the semantics of send and receive messages as shown in figure 4 . These examples from row (1), column (d) to row (4), column (a) of figure 4 show how in detail each broker = {A, B, C, D} participating in G1 = {A, B, C} and G2 = {A, B, D} generates a multicast message, puts ID, the sequence number and the group lists on it, and attaches it to the leaf nodes of the context graph. Column (D) is the context graph of broker D, column (C) is for C, column (B) is for B and column (A) is for A. In figure 4 , "G 1 " is the name of group G 1 and "A 1 " is the message generated by A at first. When A receives a multicast message, A verifies that all ancestor messages preceding it have been already received, comparing its context graph with the included all ancestors. In row (1), column (A), A generates the first multicast message and makes it as "G 1 G 2 -A 1 ", with ID "A", the group lists "G 1 G 2 " and sequence number "1". Then, A makes its context graph with G 1 G 2 -A 1 as the root and sends the message G 1 G 2 -A 1 including the context graph to other brokers. In this case, because there is no preceding message, there is no the included context graph in G 1 G 2 -A 1 . In row (1) Figure 5 shows the summary of the information of the immediate predecessors of the corresponding messages at each gossip round as shown in figure 4 . In between brokers, the context graph is sent and received, like as the previous protocol [16] . But from brokers to Figure 6 shows how in detail broker groups G1={A,B,C} and G2={A,B,D} gossip about the multicast messages including the immediate predecessors of it to subscribers={S1,S2,S3,S4}. In the example of figure 6 , there are the context graph of D in G2, the one of C in G1 and the one of B and the one of A in G1 and G2, respectively. Subscriber S1 subscribes to C, S2 and S3 subscribe to A or B, and S4 subscribe to D. In figure 6 , let m < m' denote the process that sent or received m' had either sent m or already received m and m and m' are represented in different colors. And let m = m' denote two messages m and m' that are independent of each other have been sent at the same logical time and represented in the same color. Each broker makes causal ordering in what order is G1G2-A1 (red, circle) -> G1G2-A2 (yellow, rectangle) = G1G2-B1 (yellow, diamond) -> G1-C1 (blue, pentagon) = G1-D1 (blue, hexagon). In the case of S1, the causal ordering (G1G2-A1< G1G2-A2 = G1G2-B1 < G1-C1 = G1-D1) is validated. On receiving G1-C1, S1 requests G1G2-B1 to its broker because it knows that G1G2-A2 has already received and G1G2-B1 is not received by verifying the included immediate predecessors [G1G2-A2= G1G2-B1]. In the case of S2 and S3, the causal ordering (G1G2-A1 < G1G2-A2 = G1G2-B1 < G1-C1 = G1-D1) is validated. On receiving G1G2-A2, S2 requests G1G2-A1 to its broker by verifying [G1G2-A1]. On receiving G1-C1, S3 requests G1G2-A2 and G1G2-B1 to its broker. In the case of S4, the causal ordering (G1G2-A1 < G1G2-A2 = G1G2-B1) is validated. On receiving G1G2-B1, S4 requests G1G2-A1 to its broker. As figure 6 shows, the least information of causally ordered delivery is transmitted from brokers to subscribers. It is surely the main cause of highly scalable.
Figure 6. An Example of Immediate Predecessors from Brokers to Subscribers
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Proof of the Protocol
Define:
Let pi denote a participant process, M denote the set of messages processes exchange with each other, < (read "precedes") be a transitive relation on M and mj be a member of M. Let E be a set of edges whose element is (mj, mk) and Ga = (Ma, Ea) denote the directed acyclic graph representation of < in every process of a group G. Rule 1:
If G1G2-m' < G1G2-m, attach an every E (G1G2-m' , G1G2-m) in Ga. 1. Causality is never violated (Safety). Proof:
Consider the actions of a process pj, that is involved in both overlapping groups G1 and G2 and receive two messages G1G2-m1 and G1G2-m2 such that G1G2-m1 < G1G2-m2. Case 1:
G1G2-m1 and G1G2-m2 are both transmitted by the same process pj. This case is trivial. Under rules, in the protocol, G1G2-m2 can only be delivered after G1G2-m1 has been delivered. Case 2:
G1G2-m1 and G1G2-m2 are transmitted by two distinct processes pi and pi'. By induction on the messages received by pj, we will prove that G1G2-m2 cannot be delivered before G1G2-m1. Assume that G1G2-m1 has not been delivered and pj has received k messages. Since G1G2-m1< G1G2-m2, we
The first message delivered by pj cannot be G1G2-m2. Recall that if no messages have been delivered to pj, there are no edges and predecessors in Gpj. There is no immediate predecessor of G1G2-m2 in Gpj. By the rules, G1G2-m2 cannot be delivered by pj. Inductive step:
Suppose pj has received k messages, none of which is a message G1G2-m such that G1G2-m1< G1G2-m. If G1G2-m1 has not yet been delivered, then there is no edge, E (G1G2-m1's predecessor, G1G2-m1) and there is no node, an immediate predecessor, G1G2-m1 in Gpj.
If a new node, G1G2-m1 is a leaf, there can be an edge from G1G2-m1's predecessor to G1G2-m1 comprising of one-length, hence, E (G1G2-m1's predecessor, G1G2-m1). Therefore, if we can see the case that the existence of a path comprising of longer than one-length edge from G1G2-m1's predecessor to G1G2-m2 implies, then we cannot see the case that there exist any path comprising of one-length edge from G1G2-m1's predecessor to G1G2-m2 in Gpj. From Relations (1) and (2), it follows that there is no immediate predecessor of G1G2-m2 in Gpj. By application of the rules of the protocol, the k+1st message delivered by pj cannot be G1G2-m2.
Every message in overlapping groups is indeed delivered (Liveness). Proof:
Suppose there is a multicast message G1G2-m sent by process pi in overlapping groups G1 and G2 that can never be delivered to process pj. The rules of the protocol imply that the number of immediate predecessors happened before G1G2-m in Gpj is smaller than the number of immediate predecessors piggybacked on G1G2-m. The number of messages that must be delivered to pj before G1G2-m is finite. Communication links are fair-loss, but correct processes can construct reliable communication links on top of fair-loss links by periodically retransmitting messages. So, in the absence of failures and after some finite time, all these messages will have arrived at pj. If every such message had been delivered, then we would have known that the number of immediate predecessors happened before G1G2-m in Gpj is bigger than the number of immediate predecessors piggybacked on G1G2-m and G1G2-m could be delivered; contradiction. So, there exists at least another message G1G2-m' which will not be delivered to pi and should be before G1G2-m. If G1G2-m' is in a waiting buffer, then the number of immediate predecessors piggybacked on G1G2-m' is smaller than that of immediate predecessors piggybacked on G1G2-m. We can thus apply the same reasoning to G1G2-m' as to G1G2-m, which completes the proof by finite decreasing induction.
Performance Evaluation
We consider a system composed of a finite set of brokers (publishers) that communicate by message passing. In the system, there is also a set of subscribers. For simplicity, we assume that there is not more than one broker per node of the network. Brokers and subscribers can be implemented in the context of topic-based P/S like as [4] and joining/leaving can be viewed as subscribing/unsubscribing from the topic. The system is asynchronous. Brokers can only fail by crashing (i.e., we do not consider Byzantine failures). A broker that never fails is correct. For simplicity, we do not include process recovery in the model. We assume further that failures are independent. The probability of a message loss does not exceed a ε > 0, ε=0.05. The number of broker crashes does not exceed f < n. The probability of a broker crash during a run is bounded by τ = f / n, τ=0.01. At every round, each broker has an independent uniformly distributed random view of size l of subscribers like as [4] , [6] . These views called as uniform views are not constant, but continue evolving. The subset of subscribers in the uniform view to which a broker gossips a message, are chosen randomly according to a uniform distribution. We are interest in how our proposed protocols, based on P/S systems with difference causal order information between communication groups, from brokers and to brokers and from brokers and subscribers, scale better than other probabilistic protocols without distinguishing P/S ones like as [4, 6] . We try to attempt to capture the degree of scalability achieved with our proposed protocols and confirm the results obtained from our simulations in terms of the analysis presented in [4, 6] . Figure 7 shows the expected number of gossip steps necessary to reach all subscribers as a function of the number of subscribers. The number of steps increases with the logarithm of the number of subscribers, which is also demonstrated in [6] . But we can see our proposed protocol especially for WSNs needs smaller steps than the previous one [4, 6] . Also, figure 8 shows the expected number of subscribers reached by a message m after a finite gossip steps grows. We can see that our proposed protocol using minimal history information converges faster than the previous one [4, 6] . As expected like in [6] , the eventual convergences is captured with probability ≒1. We can see that our proposed protocols are faster than the previous ones [4, 6] . And also we are interested in that as a function of the number of gossip steps after the message has been sent, the probability of
Related Works
There have been a large number of academic researches on P/S systems, classified into topic-based, attribute-based, and content-based depending on the matching model. In many P/S systems designed for enterprise environments, subscribers establish affinity with brokers and connect to their chosen brokers. A subscriber sends subscriptions and receives the messages matching their interests published at its chosen broker. Content-based P/S networks scale to large numbers of publishers and subscribers by having brokers summarize subscriptions from subscribers and downstream brokers based on coverage relationships between subscriptions. In some P/S systems like completely decentralized P2P without dedicated brokers, structured overlay techniques like DHT (CAN [11] , PASTRY [13] , and CHORD [14] ) for distributing subscriptions and messages in dynamics such as node churns and unreliable links are usually used. PASTRY [13] uses routing based on address prefixes built over distributed index trees, CHORD [14] forwards messages based on numerical differences with their destinations and CAN [11] routes messages in a d-dimensional space. In comparison, there is much less dynamics in a cloud-based P/S.
And there are researches based on the P (publish)/S (subscribe) paradigm in the area of sensor network communications to approach the problem of querying sensors from mobile nodes [7, 17] . Directed Diffusion [7] can be seen as publish-subscribe mechanism, which is implemented using the tree-based architecture rooted at the publisher. SENSTRACT [17] is mapping from queries to topics and the corresponding underlying sensor network structure. SENSTRACT [17] is a tree-based P/S system structured by service providers as roots, representing one of the data-centric routing protocols for data dissemination of sensor networks. Cross Reality is about connecting "location-specific 3D animated constructs" in virtual worlds to in-building sensors [8] . The global behavior of the WSN constructed with limited functionality of sensors is achieved, in part, through data fusion, which often depends on the time of occurrence of fused sensor readings. So, recently, protocols for physical time synchronization in sensor networks have been published [18] . One of our proposed protocol is based on gossip protocols for completely decentralized distributed applications, such as an environment of [19] and guarantees causal message ordering, which is somewhat similar to temporal message ordering [12] , based on logical time not physical time. [19] is based on gossip protocols and firefly synchronization [18] , for the management policy distribution and synchronization over a number of nodes in an application level.
Conclusions
In this paper, we present two versions of broker-based causal order multicast protocols in P/S systems. In the protocol based on local views of gossiping, each broker sends and receives the multicast message including all ancestors of the context graph. But, from brokers to subscribers, each broker disseminates the multicast message including only the immediate predecessors instead of all ancestors. The immediate predecessors are in the structure of the one-dimensional vector, while all ancestors are the two-dimensional of the context graph. In the first step of sending a message, when every broker generates a multicast message, it puts its ID, the sequence number and the group lists of all groups that it participates on the message. In the second step, the broker attaches the message to all leaf nodes in its context graph. Then, the multicast message becomes the leaf and the parent messages of it become the immediate predecessors. In the last step, the broker sends the message including all ancestors to other brokers, but it including only the immediate predecessors, instead of all ancestors of the context graph to subscribers. In the protocol based on global views of gossiping, every broker sends and receives the multicast message including the whole set of group vectors. But, from brokers to subscribers, each broker disseminates the multicast message including only the immediate predecessors instead of the whole set of group vectors. The immediate predecessors are in the structure of the one-dimensional vector, while the whole set of group vectors are two-dimensional structure. In the first step of sending a message, when every broker generates a multicast message, it posts the current gossip round timestamp on it. In the second step, the broker updates every element of the whole set of group vectors. Then the broker updates all elements of the immediate predecessor vector. In the last step, the broker sends the message including the whole set of group vectors to other brokers, but it including only the immediate predecessor vector of length N, where N is the number of all brokers, instead of the whole set of group vectors. These features might result in its very low cost communication overhead between brokers and subscribers because there is difference causal order information between communication groups, from brokers and to brokers and from brokers and subscribers. Therefore, these two versions of the proposed protocol might be significantly scalable in P/S applications requiring only the minimum causal information of message delivery with flexible consistency.
