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	 近年，IoT や AI/機械学習が注目されるに伴い企業が IT の投資にかけるコス
トは業種ごとに異なっており，その投資額は年々増加している．日本情報シス
テム・ユーザ協会(JUAS)による『企業 IT 動向調査 2018』[JUAS	18]では，東証
一部上場企業向けに 2018 年度ユーザ企業を対象とした IT 予算に関する投資額







































もり方法として，	LOC 法が 55%と半分以上を占めている．また，	FP 法での規






















































































































































































































[27 億円の賠償巡り新たな IT 裁判始まる，文化シャッタが提訴]	
	 アルミ建材大手の文化シャッタ社が，販売管理システムの開発が頓挫した責
任は委託先の日本 IBM 社にあるとして，2017 年 11 月，約 27 億 4000 万円の損
害賠償を求めて，東京地方裁判所へ日本 IBM 社を提訴した．同社は 2017 年度第
2 四半期決算(2017 年 7-10 月)で，販売管理システムの開発継続断念に伴う 17
億 4500 万円の特別損失を計上済み．同システムの開発委託で日本 IBM 社に支払
った費用などの返還を求めている．		
	 文化シャッタ社が既存の販売管理システムを刷新するプロジェクトを始めた
のは 2015 年 3 月，文化シャッタ社は日本 IBM 社に RFP(Request	For	Proposal)
の作成を委託．その RFP に基づき複数のソフトウェア開発ベンダから提案を受
けたうえで，日本 IBM 社をシステム構築の委託先として選定した．	










予定より数カ月遅れ，両社は稼働時期を 2016 年 7 月から 11 月に延期．新たな
日程を前提に，同年 8 月にユーザ受け入れテストを始めた．ここで問題が噴出
した．		 	






	 日本 IBM 社は立て直しを図るため，10 月末にプロジェクトマネジャ(PM)を交
代させるとともに，米セールスフォース・ドットコム社の技術担当者もプロジ
ェクトに参画させたがその後，受け入れテスト工程で発生した追加工程の費用
支払いをめぐって文化シャッタ社との間で意見が対立．日本 IBM 社は 2017 年 1
月から作業を中断した．この時点で見つかっていた不具合は 1000 件ほど．日本
IBM 社はこのうち約 800 件を「プログラムのバグでなく仕様の変更に当たる」
とし，バグは 200 件弱と主張した．文化シャッタ社はこの分類に異論を唱えつ
つも，システムの早期稼働を優先．まず日本 IBM 社がバグと認めた 200 件弱の
不具合のみを修正してシステムを稼働させるよう，日本 IBM 社に要請した．	







	 日本 IBM 社が 5 月に提示した具体案は，標準機能とシステム要件の適合性を

















表 2-1 損害賠償請求一覧 [Keisan 10] 
発生年	 原告	 被告	 倍賞請求金額	 原因	
2018 年	 文化シャッタ	 IBM	 27 億円	 要件定義の不十分により当初の見積も
り工数からの大幅な工数の超過	
2008 年	 放送会社	 ソフトウェア開発ベンダ	 19.3 億円	 開発要素設計書において，全ての要件
を決めきれなかったことによるスケジ
ュールが遅延	
2006 年	 ソフトウェア開発ベンダ	 IT 発注企業	 25 億円	 要件定義の不十分により当初の見積も
り工数からの大幅な工数の超過	
2002 年	 ソフトウェア開発ベンダ	 大手通信業者	 １億円	 要件変更による追加請求	
2002 年	 システム開発ベンダ	 書籍管理・配送	 0.6 億円	 要件定義の不十分により当初の見積も
り工数からの大幅な工数の超過	
2001 年	 国民健康保険組合	 ソフトウェア開発ベンダ	 2.5 億円	 プロジェクト管理の能力不足とユーザ
の不参加によるスケジュールの遅延	
1998 年	 ソフトウェア開発ベンダ	 石材加工・販売業者	 1.2 億円	 納品後，信頼性や品質の低いシステム
の為	









	 ソフトウェア見積もりには大きく 2 種類の見積もり技法がある．1 つ目がソ
フトウェアの大きさ,つまり規模を算出するための「規模見積もり」と 2 つ目が，
作業にかかる工数を算出する「工数見積もり」である[Hatsuda 06]．規模見積も







また，COCOMO を提唱した Dr.Boehm は著書「Software	Engineering	Economics」
[BOEHM	81]の中でソフトウェアの工数を見積もる分類は以下の 7 分類あること





















































































































































とから LOC では，アセンブラ，COBOL，FORTRAN，PASCAL，PL/I 等の手続き型言
語を中心に経験則(表 2-4)が蓄積されてきている．	
 
また，その中でも代表的なモデルが Doty 法と Putnam 法である．以下，Doty 法
と putnam 法について説明する． 
＜Doty モデル＞	
Doty モデルは比較的小さいシステム向けのモデルである．初期段階における総
開発工数は以下の式 2.1 で定義されている．尚，定数に関しては表 2-5 になる．	



























表 2-5 Doty モデルの係数表 
アプリケーション	 オブジェクトコード	 ソースコード	
a	 B	 a	 b	
全体（総平均）	 4.790	 0.991	 5.258	 1.057	
指揮管制	 4.573	 1.228	 4.089	 1.263	
科学技術計算	 4.495	 1.068	 7.054	 1.019	
事務処理	 2.895	 0.784	 4.495	 0.781	

























	 1979 年に Allan	Albrecht が発表した方法に，ファンクションポイント





























システム特性係数	＝	（合計値	×	0.01）	＋	0.65	 	 	 	 	 （式 2.3）	
	









































分の工数が増加するという考え方である．そこで CoBRA 法モデルは次式 2.6 で
定義されている[Briand 98] [IShitani 06]． 
	
	 	 	 𝒆𝒇𝒇𝒐𝒓𝒕＝𝜶×𝒔𝒊𝒛𝒆×(𝟏+ 𝑪𝑶𝒊)	 	 	 	 	 （式 2.6）	



















































	 		PM = A×Size!× EM!!!!! 	 	 	 	 	 （式 2.7）	
	




E は式 2.8 として置換	
	
◆	ポスト・アーキテクチャ・モデル	 	 	






COCOMOⅡ	Model	Definition	Manual([Center 00] [Ellis 95]では努力乗数の関係を
プラットフォームの難しさ(PDIF)や再利用要求(RUSE)，開発スケジュール制約
などを定義しており，利用者のこの努力乗数に対して，「きわめて高い」や「非










































































































































































	 本研究のデータ提供元は，一般財団法人	経済調査会[Keizai	15]が 2001 年〜
2012年度までに大企業から中小企業までの344社を対象にアンケートを実施し，










































されなかった．レベル 2 では部分的に要求された．レベル 3 では適度に要求さ


























































































































































































































































	 重回帰分析は，複数個の独立した説明変数 xijと目的変数 yiの間に以下式 3.1
の線形の関係があることを仮定する．	
	
 𝒚𝒊 = 𝜶+ 𝜷𝒋𝒌𝒋!𝟎 𝒙𝒊𝒋 + 𝜺𝒊  𝜺𝒊~𝑵 𝟎,𝝈𝟐 ，𝒊 = 𝟏,𝟐…𝒏  （式 3.1）	





	 重回帰式の例として，式 3.2 の目的変数に対して 2 つの説明変数がある場合
について以下示す．y の x1,x2に対する重回帰式は以下のようになる．	
	
	 𝒚𝒊 = 𝜷𝟎 + 𝜷𝟏𝒙𝒊𝟏 + 𝜷𝟐𝒙𝒊𝟐 + 𝜺𝒊                𝜺𝒊 ~ 𝑵(𝒏,𝝈𝟐)		 	 （式 3.2）	
	
β0は定数項，β1は y の xi1に対する偏回帰係数，β2は y の xi2に対する偏回帰
係数である．この式 3.2 に実データの n 組の y，x1，x2を代入し残差がもっとも
小さくなる係数α，β1，β2の組み合わせを最小二乗法から重回帰式を求める．	
予測値と残差が式 3.3，式 3.4 となる．	
	𝒚𝒊 = 𝜷𝟎 + 𝜷𝟏𝒙𝒊𝟏 + 𝜷𝟐𝒙𝒊𝟐		 	 	 	 	 		 （式 3.3）	
	𝒆𝒊 = 𝒚𝒊 − 𝒚! = 𝒚𝒊  −  (𝜷𝟎 + 𝜷𝟏𝒙𝒊𝟏 + 𝜷𝟐𝒙𝒊𝟐)		 	 	 	 （式 3.4） 
	
このような残差平方和は以下となる．	𝑺𝒆 = 𝒆𝒊 𝟐𝒏𝒊!𝟏 		







𝝏𝑺𝒆𝝏𝜷𝟎 = −𝟐 {𝒚𝒊  −  (𝜷𝟎 + 𝜷𝟏𝒙𝒊𝟏 + 𝜷𝟐𝒙𝒊𝟐)𝒏𝒊!𝟏 } = 𝟎		 	 						（式 3.6）	
𝝏𝑺𝒆𝝏𝜷𝟏 = −𝟐 𝒙𝒊𝟏{𝒚𝒊  −  (𝜷𝟎 + 𝜷𝟏𝒙𝒊𝟏 + 𝜷𝟐𝒙𝒊𝟐)}𝒏𝒊!𝟏 = 𝟎	 	 						（式 3.7）	
𝝏𝑺𝒆𝝏𝜷𝟐 = −𝟐 𝒙𝒊𝟐{𝒚𝒊  −  (𝜷𝟎 + 𝜷𝟏𝒙𝒊𝟏 + 𝜷𝟐𝒙𝒊𝟐)}𝒏𝒊!𝟏 = 𝟎	 	 						（式 3.8）	
	
したがって式 3.6 から式 3.8 より，以下の正規方程式が導出される．	
	𝜷𝟎𝒏+ 𝜷𝟏 𝒙𝒊𝟏 + 𝜷𝟐 𝒙𝒊𝟐 = 𝒚𝒊	 	 	 	 					 （式 3.9）	
	𝛃𝟎 𝐱𝐢𝟏 + 𝛃𝟏 (𝐱𝐢𝟏)𝟐 + 𝛃𝟐 𝐱𝐢𝟏𝐱𝐢𝟐 = 𝐱𝐢𝟏𝐲𝐢	 	 	 	 						（式 3.10）	
	𝜷𝟎 𝒙𝒊𝟐 + 𝜷𝟏 𝒙𝒊𝟏𝒙𝒊𝟐 + 𝜷𝟐 (𝒙𝒊𝟐)𝟐 = 𝒙𝒊𝟐𝒚𝒊	 						 	 						（式 3.11）	
	
ここで yi,	xi1，xi2それぞれの期待値を𝑦，𝑥!，𝑥!とすると式 3.9 は以下となる．	
	𝜷𝟎 = 𝒚𝒊𝒏 − 𝜷𝟏 𝒙𝒊𝟏𝒏 − 𝜷𝟐 𝒙𝒊𝟐𝒏 = 𝒚! − 𝜷𝟏𝒙𝟏 − 𝜷𝟐𝒙𝟐	 					 						（式 3.12）	
	
∴	𝒚𝒊 = 𝜷𝟎 + 𝜷𝟏𝒙𝟏 + 𝜷𝟐𝒙𝟐	 								 	 		 						（式 3.13）	
	
つまり式 3.13 より，推定された重回帰式は点[𝑥!, 𝑥!,𝑦]を通ることになる．	
式 3.12 を式 3.10,式 3.11 に代入し，β0 を消去すると	
	




となり，式 3.14，式 3.15 を整理すると，以下となる．	𝜷𝟏 (𝒙𝒊𝟏)𝟐 − 𝒙𝒊𝟏 𝟐𝒏 + 𝜷𝟐 𝒙𝒊𝟏𝒙𝒊𝟐 − ( 𝒙𝒊𝟏)( 𝒙𝒊𝟐)𝒏 	 	= 𝒙𝒊𝟏𝒚𝒊 − ( 𝒙𝒊𝟏)( 𝒚𝒊)𝒏  𝒏𝒊!𝟏 	 	 	 	 	 	 （式3.16）	




𝑺𝟏𝟏 = (𝒙𝒊𝟏 − 𝒙𝟏)𝟐𝒏𝒊!𝟏 = 𝒙𝒊𝟏𝟐 − ( 𝒙𝒊𝟏)𝟐𝒏 		 				 	 	 	 （式3.18） 
	
𝑺𝟐𝟐 = (𝒙𝒊𝟐 − 𝒙𝟐)𝟐𝒏𝒊!𝟏 = 𝒙𝒊𝟐𝟐 − ( 𝒙𝒊𝟐)𝟐𝒏 		 				 	 	 	 （式3.19） 
	𝑺𝟏𝟐 = (𝒙𝒊𝟏 − 𝒙𝟏)(𝒙𝒊𝟐 − 𝒙𝟐)𝒏𝒊!𝟏 = 𝒙𝒊𝟏𝒙𝒊𝟐 − ( 𝒙𝒊𝟏)( 𝒙𝒊𝟐)𝒏 	 	 				 	 （式3.20） 
	
𝑺𝒚𝒚 = (𝒚𝒊 − 𝒚)𝟐𝒏𝒊!𝟏 = 𝒚𝟏𝟐 − ( 𝒚𝒊)𝟐𝒏 	 	 				 	 	 	 （式3.21） 
	𝑺𝟏𝒚 = (𝒙𝒊𝟏 − 𝒙𝟏)(𝒚𝒊 − 𝒚)𝒏𝒊!𝟏 = 𝒙𝒊𝟏𝒚𝒊 − ( 𝒙𝒊𝟏)( 𝒚𝒊)𝒏 	 	 				 	 （式3.22） 
	𝑺𝟐𝒚 = (𝒙𝒊𝟐 − 𝒙𝟐)(𝒚𝒊 − 𝒚)𝒏𝒊!𝟏 = 𝒙𝒊𝟐𝒚𝒊 − ( 𝒙𝒊𝟐)( 𝒚𝒊)𝒏 	 	 				 	 （式3.23） 
	
したがって，式 3.18 から式 3.23 を式 3.16，式 3.17 に代入すると以下となる．	
	𝜷𝟏𝑺𝟏𝟏 + 𝜷𝟐𝑺𝟏𝟐 = 𝑺𝟏𝒚	 		 	 	 	 	 	 （式3.24） 
51 
 
	𝜷𝟏𝑺𝟏𝟐 + 𝜷𝟐𝑺𝟐𝟐 = 𝑺𝟐𝒚	 		 	 	 	 	 	 （式3.25） 
	
この連立方程式を行列にした場合，以下となる．	
	𝑺𝟏𝟏 𝑺𝟏𝟐𝑺𝟏𝟐 𝑺𝟐𝟐 𝜷𝟏𝜷𝟐 = 𝑺𝟏𝒚𝑺𝟐𝒚 		 	 	 	 	 	 （式3.26）	
式 3.26 の両辺に左から逆行列
𝑺𝟏𝟏 𝑺𝟏𝟐𝑺𝟏𝟐 𝑺𝟐𝟐 !𝟏をかけると以下となる．	
∴
𝜷𝟏𝜷𝟐 = 𝑺𝟏𝟏 𝑺𝟏𝟐𝑺𝟏𝟐 𝑺𝟐𝟐 !𝟏 𝑺𝟏𝒚𝑺𝟐𝒚 		
= 𝟏𝑺𝟏𝟏𝑺𝟐𝟐!𝑺𝟏𝟐𝟐 𝑺𝟐𝟐 −𝑺𝟏𝟐−𝑺𝟏𝟐 𝑺𝟏𝟏 𝑺𝟏𝒚𝑺𝟐𝒚 		
= 𝟏𝑺𝟏𝟏𝑺𝟐𝟐!𝑺𝟏𝟐𝟐 𝑺𝟐𝟐𝑺𝟏𝒚 −𝑺𝟏𝟐𝑺𝟐𝒚−𝑺𝟏𝟐𝑺𝟏𝒚 𝑺𝟏𝟏𝑺𝟐𝒚 	 	 	 	 	 （式3.27）	
	
以上より，偏回帰係数β1，β2が求めるパラメータとなる．	
また，式 3.12 を式 3.5 に代入すると，以下となる．	
	𝑺𝒆 = {𝒚𝒊  −  (𝜷𝟎 + 𝜷𝟏𝒙𝒊𝟏 + 𝜷𝟐𝒙𝒊𝟐) }𝟐𝒏𝒊!𝟏 		      = {𝒚𝒊  − 𝒚− 𝜷𝟏 𝒙𝒊𝟏 − 𝒙𝟏 − 𝜷𝟐 𝒙𝒊𝟐 − 𝒙𝟐 ) }𝟐𝒏𝒊!𝟏 		      = 𝑺𝒚𝒚 + 𝜷𝟏𝟐𝑺𝟏𝟏 + 𝜷𝟐𝟐𝑺𝟐𝟐 − 𝟐𝜷𝟏𝑺𝟏𝒚 − 𝟐𝜷𝟏𝑺𝟐𝒚 + 𝟐𝜷𝟏𝜷𝟐𝑺𝟏𝟐		      = 𝑺𝒚𝒚 + 𝜷𝟏(𝜷𝟏𝑺𝟏𝟏 + 𝜷𝟐𝑺𝟏𝟐)+ 𝜷𝟐(𝜷𝟏𝑺𝟏𝟐 + 𝜷𝟐𝑺𝟐𝟐)− 𝟐𝜷𝟏𝑺𝟏𝒚 − 𝟐𝜷𝟏𝑺𝟐𝒚		      = 𝑺𝒚𝒚 − (𝜷𝟏𝑺𝟏𝒚 + 𝜷𝟐𝑺𝟐𝒚)		 	 	 	 	 	 （式3.28）	
	





𝑺𝒚𝒚  = (𝒚𝒊 − 𝒚)𝟐𝒏𝒊!𝟏 		= {𝒚𝒊 − 𝜷𝟎 + 𝜷𝟏𝒙𝒊𝟏 + 𝜷𝟐𝒙𝒊𝟐 + 𝜷𝟎 + 𝜷𝟏𝒙𝒊𝟏 + 𝜷𝟐𝒙𝒊𝟐 − 𝒚}𝟐		= {𝒚𝒊 − 𝜷𝟎 + 𝜷𝟏𝒙𝒊𝟏 + 𝜷𝟐𝒙𝒊𝟐 }𝟐 + { 𝜷𝟎 + 𝜷𝟏𝒙𝒊𝟏 + 𝜷𝟐𝒙𝒊𝟐 − 𝒚}𝟐		+𝟐 {𝒚𝒊 − 𝜷𝟎 + 𝜷𝟏𝒙𝒊𝟏 + 𝜷𝟐𝒙𝒊𝟐 } {𝒚𝒊 − 𝜷𝟎 + 𝜷𝟏𝒙𝒊𝟏 + 𝜷𝟐𝒙𝒊𝟐 − 𝒚}		
	
ここで，式 3.6 より，𝟐 {𝒚𝒊  −  (𝜷𝟎 + 𝜷𝟏𝒙𝒊𝟏 + 𝜷𝟐𝒙𝒊𝟐)𝒏𝒊!𝟏 } = 𝟎	 であるため，上
式は以下となる．	
	𝑺𝒚𝒚  = {𝒚𝒊 − 𝜷𝟎 + 𝜷𝟏𝒙𝒊𝟏 + 𝜷𝟐𝒙𝒊𝟐 }𝟐		+ { 𝜷𝟎 + 𝜷𝟏𝒙𝒊𝟏 + 𝜷𝟐𝒙𝒊𝟐 − 𝒚}𝟐		 	 	 	 	 （式3.30）	
一方，𝑺𝑹 = (𝜷𝟏𝑺𝟏𝒚 + 𝜷𝟐𝑺𝟐𝒚)とおくと式 3.28 は以下となる．	
	𝑺𝒚𝒚 = 𝑺𝒆 + 𝑺𝑹			 	 	 	 	 	 	 （式3.31）	
	
したがって，式 3.30 と式 3.31，𝑺𝒆 = {𝒚𝒊  −  (𝜷𝟎 + 𝜷𝟏𝒙𝒊𝟏 + 𝜷𝟐𝒙𝒊𝟐) }𝟐𝒏𝒊!𝟏 より式
3.32 となる．	
	∴ 𝑺𝑹 = {𝒚𝒊  −  (𝜷𝟎 + 𝜷𝟏𝒙𝒊𝟏 + 𝜷𝟐𝒙𝒊𝟐) }𝟐𝒏𝒊!𝟏 		 	 	 	 （式3.32）	
	
求めた回帰式が有効であるためには実測データ yiと予測値𝒚𝒊 = 𝛽! + 𝛽!𝑥!! +𝛽!𝑥!!の相似基準として寄与率(決定係数)を利用する．寄与率 R2は以下の式で表
すことが出来る．	
	𝐑𝟐 = 𝐒𝐑𝐒𝐲𝐲 = 𝐒𝐲𝐲!𝐒𝐞𝐒𝐲𝐲 = 𝟏− 𝐒𝐞𝐒𝐲𝐲	 	 	 	 	 	 （式3.33）	
	
R2は説明変数が増えると自動的に大きくなる性質がある．そこで以下の式のよ











解析ツール R を使用し，lm 関数のパラメータには式 3.35 の重回帰モデルを使
用した．	
	 𝒆𝒇𝒇𝒐𝒓𝒕~ 𝐂𝐎𝟏+ 𝐂𝐎𝟐+ 𝐂𝐎𝟑+ 𝐂𝐎𝟒+ 𝐂𝐎𝟓+		𝐂𝐎𝟔+ 𝐂𝐎𝟕+ 𝐂𝐎𝟖+ 𝐂𝐎𝟗+ 𝐂𝐎𝟏𝟎	 （式3.35）	



















R の step 関数を使い，変数選択を実施した．実施した結果が以下となる．	
 
Coefficients: 
                                    Estimate    Std. Error    t value   Pr(>|t|)     
(Intercept)                           3.553       34.341    0.103     0.9176     
機能性                              16.358      6.001    2.726     0.0065 **  
信頼性                              27.528      5.261    5.233  1.94e-07 *** 
プラットフォーム                    -2.275      5.948    -0.382  0.7022     
開発スケジュール要求                 3.391       5.681    0.597    0.5507     
発注要件の明確度と安定度             12.352      5.943    2.078  0.0379 *   
参画割合                             -2.438      4.854    -0.502  0.6156     
先行モデルの流用と標準モデルの採用   -2.812      4.416    -0.637  0.5243     
プロジェクト管理の経験と能力         -24.633     5.913    -4.166  3.30e-05 *** 
アナリストの経験と能力               -4.371      5.051    -0.866  0.3869     
SE.PG の経験と能力                   1.214       4.346    0.279    0.7801     
--- 
Signif. codes:  0 ‘***’ 0.001 ‘**’ 0.01 ‘*’ 0.05 ‘.’ 0.1 ‘ ’ 1 
 
Residual standard error: 160.3 on 1300 degrees of freedom 
Multiple R-squared:  0.07007, Adjusted R-squared:  0.06291  




Step:  AIC=13320.34 
見積もり工数 ~ 機能性 + 信頼性 + プラットフォーム + 開発スケジュール要求 + 発注要件の明確度と安定度 + 参画
割合 + 先行モデルの流用と標準モデルの採用 + プロジェクト管理の経験と能力 + アナリストの経験と能力 
                                     Df  Sum of Sq      RSS    AIC 
- プラットフォーム                       1      3257  33392051  13318 
- 参画割合                            1      5948  33394741  13319 
- 開発スケジュール要求                 1      8744  33397538  13319 
- 先行モデルの流用と標準モデルの採用   1      9727  33398521  13319 
- アナリストの経験と能力                 1     18908  33407702  13319 
<none>                                             33388794  13320 
- 発注要件の明確度と安定度            1      115424  33504217  13323 
- 機能性                              1     192901  33581695  13326 
- プロジェクト管理の経験と能力           1     446778  33835572  13336 
- 信頼性                              1     711131  34099924  13346 
 
Step:  AIC=13318.47 
見積もり工数 ~ 機能性 + 信頼性 + 開発スケジュール要求 + 発注要件の明確度と安定度 + 参画割合 + 先行モデ
ルの流用と標準モデルの採用 + プロジェクト管理の経験と能力 + アナリストの経験と能力 
 
                                     Df  Sum of Sq      RSS    AIC 
- 参画割合                            1  6196  33398247  13317 
- 開発スケジュール要求                 1   8958  33401009  13317 
- 先行モデルの流用と標準モデルの採用   1   11614  33403665  13317 
- アナリストの経験と能力                 1   19468  33411519  13317 
<none>                                             33392051  13318 
- 発注要件の明確度と安定度            1    112237  33504288  13321 
- 機能性                             1    189650  33581701  13324 
- プロジェクト管理の経験と能力          1    451336  33843387  13334 





Step:  AIC=13316.71 
見積もり工数 ~ 機能性 + 信頼性 + 開発スケジュール要求 +  
    発注要件の明確度と安定度 + 先行モデルの流用と標準モデルの採用 +  
    プロジェクト管理の経験と能力 + アナリストの経験と能力 
 
                                      Df  Sum of Sq       RSS    AIC 
- 開発スケジュール要求                 1     8080   33406327  13315 
- 先行モデルの流用と標準モデルの採用   1     11867   33410114  13315 
- アナリストの経験と能力                1  19037   33417283  13316 
<none>                                             33398247   13317 
- 発注要件の明確度と安定度            1    106371   33504618  13319 
- 機能性                             1    192483   33590730  13322 
- プロジェクト管理の経験と能力           1     465550   33863797  13333 
- 信頼性                              1     706343   34104589  13342 
 
Step:  AIC=13315.03 
見積もり工数 ~ 機能性 + 信頼性 + 発注要件の明確度と安定度 +  
    先行モデルの流用と標準モデルの採用 + プロジェクト管理の経験と能力 +  
    アナリストの経験と能力 
 
                                      Df  Sum of Sq       RSS    AIC 
- 先行モデルの流用と標準モデルの採用   1      12469   33418796  13314 
- アナリストの経験と能力                 1     18965   33425292  13314 
<none>                                             33406327   13315 
- 発注要件の明確度と安定度             1     107407   33513733  13317 
- 機能性                              1     196018   33602345  13321 
- プロジェクト管理の経験と能力           1     465056   33871382  13331 






Step:  AIC=13313.52 
見積もり工数 ~ 機能性 + 信頼性 + 発注要件の明確度と安定度 +  
    プロジェクト管理の経験と能力 + アナリストの経験と能力 
 
                                 Df   Sum of Sq    RSS      AIC 
- アナリストの経験と能力          1    18982    33437778  13312 
<none>                                       33418796   13314 
- 発注要件の明確度と安定度       1    96547   33515343  13315 
- 機能性                         1    186112   33604908  13319 
- プロジェクト管理の経験と能力    1    490991   33909787  13331 
- 信頼性                        1    726759    34145555  13340 
 
Step:  AIC=13312.26 
見積もり工数 ~ 機能性 + 信頼性 + 発注要件の明確度と安定度 +  
    プロジェクト管理の経験と能力 
                                Df    Sum of Sq       RSS    AIC 
<none>                                       33437778   13312 
- 発注要件の明確度と安定度       1     87553   33525331  13314 
- 機能性                         1     182034   33619812  13317 
- 信頼性                         1     745855   34183634  13339 
- プロジェクト管理の経験と能力    1     844863   34282641  13343 
Call: 
lm(formula = 見積もり工数 ~ 機能性 + 信頼性 + 発注要件の明確度と安定度 + プロジェクト管理の経験と能力, 
data = dat5) 
 
Coefficients: 
                 (Intercept)                        機能性                        信頼性   
                      -1.792                        15.650                        28.002   
    発注要件の明確度と安定度  プロジェクト管理の経験と能力   

























変数を増減させた結果，AIC が一番小さい AIC=13312.26 が一番あてはまりのよ
い統計モデルということになる．したがって生産性変動要因は「機能性」，「信
頼性」，「発注要件の明確度と安定度」，「プロジェクト管理の経験と能力」


















尚，ピアソンの積率相関係数の式は，rを相関係数とし，𝑥 = {𝑥!}，𝑦 = {𝑦!}それ
ぞれの相加平均を𝑥，𝑦とした場合以下の数式で示すことができる．	






表 3-2 生産性変動要因の相関係数一覧  
 CO1 CO3 CO3 CO4 CO5 CO6 CO7 CO8 CO9 CO10 
CO1	 1.00	 0.30	 0.24	 0.07	 0.33	 0.04	 0.21	 0.00	 0.05	 0.15	
CO2	 0.30	 1.00	 0.13	 0.09	 0.00	 0.01	 0.01	 -0.09	 -0.10	 0.07	
CO3	 0.24	 0.13	 1.00	 0.00	 0.25	 0.08	 0.23	 0.11	 0.11	 0.20	
CO4	 0.07	 0.09	 0.00	 1.00	 0.03	 0.07	 -0.02	 0.00	 0.00	 -0.03	
CO5	 0.33	 0.00	 0.25	 0.03	 1.00	 0.20	 0.29	 0.10	 0.17	 0.22	
CO6	 0.04	 0.01	 0.08	 0.07	 0.20	 1.00	 0.08	 0.12	 0.07	 0.14	
CO7	 0.21	 0.01	 0.23	 -0.02	 0.29	 0.08	 1.00	 0.16	 0.13	 0.19	
CO8	 0.00	 -0.09	 0.11	 0.00	 0.10	 0.12	 0.16	 1.00	 0.55	 0.23	
CO9	 0.05	 -0.10	 0.11	 0.00	 0.17	 0.07	 0.13	 0.55	 1.00	 0.17	




















表 3-3 相関係数の値と相関（参考値） 
























	 	𝑺𝟏𝟏𝑺𝟐𝟐 − 𝑺𝟏𝟐𝟐	=	0	 	 	 	 	  
	 ⇔	
𝑺𝟏𝟐𝟐𝑺𝟏𝟏𝑺𝟐𝟐  =  1	
	 ⇔	 𝒓𝒙𝟏𝒙𝟐𝟐  = { 𝑺𝟏𝟐𝑺𝟏𝟏𝑺𝟐𝟐}𝟐  =  1	
	 ⇔	 𝒓𝒙𝟏𝒙𝟐  =  ±1	 	 	 	 	 	 （式3.40） 
 






ものである．すべての VIF が 2 より小さい場合，多重共線性は発生していない













1.24	 1.12	 1.14	 1.02	
 
  



















































	 収集したデータから，見積もり工数と 10 の生産性変動要因を業種ごとに抽出





果が式 3.41 から式 3.49 となった．尚，統計ソフトは R を使い，使用した関数
は step 関数を利用し分析した．		
	
[建設業]	𝐞𝐟𝐟𝐨𝐫𝐭𝟏  =  𝟐𝟏.𝟎 + 𝟏𝟒.𝟎 ∗ 𝐂𝐎𝟐 + 𝟏𝟒.𝟐 ∗ 𝐂𝐎𝟑 − 𝟐𝟒.𝟎 ∗ 𝐂𝐎𝟓 + 𝟔.𝟖 ∗ 𝐂𝐎𝟗		 （式 3.41）	
	
[製造業]	𝐞𝐟𝐟𝐨𝐫𝐭𝟐 =  −𝟒𝟕.𝟖 +  𝟏𝟑.𝟗 ∗ 𝐂𝐎𝟐 + 𝟏𝟔.𝟔 ∗ 𝐂𝐎𝟓		 	 	 （式 3.42）	
	
[電気・ガス・熱供給・水道業]	𝐞𝐟𝐟𝐨𝐫𝐭𝟑  =  −𝟏𝟐𝟒.𝟎 + 𝟔𝟖.𝟓 ∗ 𝐂𝐎𝟒  +  𝟏𝟏𝟔.𝟐 ∗ 𝐂𝐎𝟓 −  𝟏𝟏𝟎.𝟏 ∗ 𝐂𝐎𝟗		 （式 3.43）	
	
[情報通信業]	𝐞𝐟𝐟𝐨𝐫𝐭𝟒  =  −𝟓𝟓.𝟔 +  𝟐𝟗.𝟐 ∗ 𝐂𝐎𝟐 +  𝟐𝟖.𝟑 ∗ 𝐂𝐎𝟑		+ 𝟐𝟗.𝟑 ∗ 𝐂𝐎𝟒  −  𝟐𝟗.𝟒 ∗ 𝐂𝐎𝟗 （式 3.44）	
	
[流通業]	𝐞𝐟𝐟𝐨𝐫𝐭𝟓  =  −𝟏𝟒.𝟒 +  𝟑𝟐.𝟕 ∗ 𝐂𝐎𝟐  + 𝟏𝟗.𝟕 ∗ 𝐂𝐎𝟓   −  𝟐𝟕.𝟕 ∗ 𝐂𝐎𝟖		 （式 3.45）	
	




[サービス業]	𝐞𝐟𝐟𝐨𝐫𝐭𝟕  =  −𝟑𝟓.𝟑 +  𝟑𝟒.𝟐 ∗ 𝐂𝐎𝟏 + 𝟐𝟏.𝟗 ∗ 𝐂𝐎𝟐   −  𝟐𝟐.𝟐 ∗ 𝐂𝐎𝟗		 （式 3.47）	
	
[公務]	𝐞𝐟𝐟𝐨𝐫𝐭𝟖  =  𝟓𝟕.𝟐 +  𝟑𝟎.𝟑 ∗ 𝐂𝐎𝟏  −  𝟐𝟑.𝟏 ∗ 𝐂𝐎𝟗		 	 	 （式 3.48） 
 




	 式 3.42 から式 3.49 より，各業種ではどのように生産性変動要因が影響して
いるのかについて以下考察を述べる．	
	 機能性(CO1)については「サービス業」と「公務」の 2 業種が抽出された．偏















































































































































































































建設業	 	 -	 1.03	 1.10	 	 -	 1.09	 	 -	 	 -	 	 -	 1.05	 	 -	
製造業	 	 -	 1.00	 	 -	 	 -	 1.00	 	 -	 	 -	 	 -	 	 -	 	 -	
電気・ガス・熱供給・
水道業	
	 -	 	 -	 	 -	 1.00	 1.03	 	 -	 	 -	 	 -	 1.03	 	 -	
情報通信業	 	 -	 1.04	 1.03	 1.01	 	 -	 	 -	 	 -	 	 -	 1.02	 	 -	
流通業	 	 -	 1.01	 	 -	 	 -	 1.01	 	 -	 	 -	 1.02	 	 -	 	 -	
金融業，保険業	 	 -	 1.02	 	 -	 1.01	 	 -	 	 -	 	 -	 1.01	 	 -	 	 -	
サービス業	 1.11	 1.11	 	 -	 	 -	 	 -	 	 -	 	 -	 	 -	 1.02	 	 -	
公務	 1.00	 	 -	 	 -	 	 -	 	 -	 	 -	 	 -	 	 -	 1.00	 	 -	
その他	 	 -	 1.02	 1.12	 	 -	 1.18	 1.04	 1.13	 	 -	 	 -	 	 -	








































































































	 	 𝑧!"  !  !!!!!!	 ! !!!!!!! ・・・・・・・	 ! !!"!!" ! !!!!"	 	 	 （式 4.1）	
	
k は因子数，i 番目の観測対象の m 個の共通因子が fi1,fi2,…fikである．ajkは因
子 k	の観測変数	j	に対する因子負荷量，djは独自因子からの観測変数に対す
る係数であり，観測変数 j が独自因子 j から受ける影響の程度の指標である．
また，uij	は独自因子スコアを示し，観測対象 i の観測変数 j の独自因子であ
り，共通因子からは説明が出来ないデータの振る舞いを説明する．つまりこれ
らを用いて k 個の構成概念を示すことになる．因子モデルを仮定するには 3 つ
の仮定が考えられる．	




















































因子数	 固有値	 因子数	 固有値	
1	 2.281	 6	 0.781	
2	 1.533	 7	 0.760	
3	 1.061	 8	 0.700	
4	 0.983	 9	 0.558	





































	 𝑧! = 𝑧!!𝑧!!𝑧!! ，𝐴 = 𝑎!! … 𝑎!!⋮ ⋱ ⋮𝑎!! … 𝑎!" ， 𝑓! = 𝑓!!⋮𝑓!" 	
𝑢! = 𝑢!! … 0⋮ ⋱ ⋮0 … 𝑢!" ，𝐷 = 𝑑!! … 0⋮ ⋱ ⋮0 … 𝑑!" 	
	 𝑧!  = 𝐴𝑓! + 𝐷𝑢!       （式4.3） 












		 	 E 𝐴𝑓! + 𝐷𝑢! 𝐴𝑓! + 𝐷𝑢! ! = 𝐴𝐴! + 𝐷	 	 	 	 （式4.5）	
となるので，𝑧!はN!(０,𝐴𝐴! + 𝐷!)に従うことになる．	
ここで，Σ = 𝐴𝐴! + 𝐷!として，平均ベクトルが０，分散共分散行列がΣの多変
量正規分布は以下となる．		
p(z|Σ) = (2π)!!! Σ !!!𝑒𝑥𝑝 − !! 𝑧′Σ!!𝑧    （式4.6） 
 
そして，式4.6に従うそれぞれ独立な観測対象を𝑧!  (𝑖 = 1,2,…，𝑛)をまとめた行
列Zとするとデータとして得られる確率は以下の確率分布の積となる． p(Z |Σ) = 𝑝(𝑧!|Σ)!!!!      （式4.7） 
式4.7に対数をとると，以下の式となる．		𝑙𝑜𝑔p Z Σ = − !! 𝑡𝑟 Σ!!𝑧!𝑧!! + !! 𝑙𝑜𝑔 Σ!!!!!! − 𝐶  （式4.8） 
= − !! 𝑡𝑟 Σ!! !! 𝑧𝑧!!!!! + !! 𝑙𝑜𝑔 Σ!! − 𝐶  （式4.9）	




	 𝐿𝐿 Σ Z = 𝑙𝑜𝑔 Σ!! − 𝑡𝑟(Σ!!𝑅)    （式4.11） 
















分散は内積𝒇𝟏・𝒇𝟐で，各因子の標準偏差はスカラー値， 𝑓! ， 𝑓! で表現できる．
つまり以下の式4.12が成り立つ．	𝑟!!,!! = 因子１と因子２の共分散因子１の標準偏差・因子２の標準偏差 = !!・!!!! !!    （式4.12） 
	
	 各因子の標準偏差は１であり且つ，𝑓!・𝑓! = 𝑓! 𝑓! 𝑐𝑜𝑠𝜃から，以下式4.13が
成り立つ．	




!!ラジアンとなるため，𝑟!!,!! = 𝑐𝑜𝑠 !!=0となり無相関












 4.3.1 節の因子パターンの推定からは，因子数が 2 または 3 どちらにするのか
判断することが難しかった．そこで因子数が 2 の前後を含めた因子数が 1 から
3 と，因子数 3 の前後を含めた因子数が 2 と 4，つまり因子数 1 から 4 までのそ
れぞれのパターンでどの因子数が最適なのか確認し評価した．その結果が以下
となる．尚，因子数が 1 の場合は解の推定方法は最尤推定，回転は初期解(none)





Factor Analysis using method =  ml 
Call: fa(r = business, nfactors = 1, rotate = "none", fm = "ml") 
Standardized loadings (pattern matrix) based upon correlation matrix 
                                     ML1     h2   u2 com 
機能性                              0.44  0.1909  0.81   1 
信頼性                              0.12  0.0150  0.98   1 
プラットフォーム                    0.44  0.1924 0.81   1 
開発スケジュール要求                 0.04  0.0016  1.00   1 
発注要件の明確度と安定度            0.55  0.3064  0.69   1 
参画割合                            0.25  0.0634  0.94   1 
先行モデルの流用と標準モデルの採用   0.48  0.2351  0.76   1 
プロジェクト管理の経験と能力           0.38  0.1454  0.85   1 
アナリストの経験と能力                0.37  0.1389  0.86   1 





                 ML1 
SS loadings     1.48 
Proportion Var   0.15 
 
Mean item complexity =  1 
Test of the hypothesis that 1 factor is sufficient. 
 
The degrees of freedom for the null model are  45  and the objective function 
was  1.09 with Chi Square of  1867.92 
The degrees of freedom for the model are 35  and the objective function was  
0.49  
 
The root mean square of the residuals (RMSR) is  0.09  
The df corrected root mean square of the residuals is  0.1  
 
The harmonic number of observations is  1721 with the empirical chi square  
1305.08  with prob <  1.3e-251  
The total number of observations was  1721  with Likelihood Chi Square =  
833.76  with prob <  1.8e-152  
 
Tucker Lewis Index of factoring reliability =  0.436 
RMSEA index =  0.115  and the 90 % confidence intervals are  0.108 0.122 
BIC =  572.99 
Fit based upon off diagonal values = 0.71 
Measures of factor score adequacy              
                                                ML1 
Correlation of scores with factors               0.81 
Multiple R square of scores with factors         0.65 




Factor Analysis using method =  ml 
Call: fa(r = business, nfactors = 2, rotate = "promax", fm = "ml") 
Standardized loadings (pattern matrix) based upon correlation matrix 
                                     ML1   ML2     h2   u2  com 
機能性                            -0.05   0.63  0.3774  0.62  1.0 
信頼性                            -0.19   0.36  0.1212  0.88  1.5 
プラットフォーム                     0.10   0.41  0.2064  0.79  1.1 
開発スケジュール要求               -0.03   0.09  0.0076  0.99  1.3 
発注要件の明確度と安定度           0.13   0.51  0.3212  0.68  1.1 
参画割合                           0.14   0.15  0.0547  0.95  2.0 
先行モデルの流用と標準モデルの採用  0.19   0.36  0.2107  0.79  1.5 
プロジェクト管理の経験と能力         0.82  -0.19  0.6044  0.40  1.1 
アナリストの経験と能力               0.71  -0.14  0.4632  0.54  1.1 
SE.PG の経験と能力                 0.29   0.22  0.1735  0.83  1.9 
 
                     ML1   ML2 
SS loadings            1.36  1.18 
Proportion Var         0.14  0.12 
Cumulative Var        0.14  0.25 
Proportion Explained   0.53  0.47 
Cumulative Proportion  0.53  1.00 
 
 With factor correlations of  
      ML1   ML2 
ML1  1.00  0.32 




Mean item complexity =  1.4 
Test of the hypothesis that 2 factors are sufficient. 
 
The degrees of freedom for the null model are  45  and the objective function 
was  1.09 with Chi Square of  1867.92 
The degrees of freedom for the model are 26  and the objective function was  
0.11  
 
The root mean square of the residuals (RMSR) is  0.04  
The df corrected root mean square of the residuals is  0.05  
 
The harmonic number of observations is  1721 with the empirical chi square  
234.96  with prob <  1.5e-35  
The total number of observations was  1721  with Likelihood Chi Square =  
192.63  with prob <  2.3e-27  
 
Tucker Lewis Index of factoring reliability =  0.842 
RMSEA index =  0.061  and the 90 % confidence intervals are  0.053 0.069 
BIC =  -1.09 
Fit based upon off diagonal values = 0.95 
Measures of factor score adequacy              
                                                ML1   ML2 
Correlation of scores with factors               0.86  0.80 
Multiple R square of scores with factors         0.74  0.64 
























 fac(r = r, nfactors = nfactors, n.obs = n.obs, rotate = rotate,  で:  
   A loading greater than abs(1) was detected.  Examine the loadings carefully. 
 
警告メッセージ:  
 fac(r = r, nfactors = nfactors, n.obs = n.obs, rotate = rotate,  で:  
































	 因子 1	 共通性	 独自因子	
機能性	 0.44	 0.191	 0.81	
信頼性	 0.12	 0.015	 0.98	
プラットフォーム	 0.44	 0.192	 0.81	
開発スケジュール要求	 0.04	 0.002	 1.00	
発注要件の明確度と安定度	 0.55	 0.306	 0.69	
参画割合	 0.25	 0.063	 0.94	
先行モデルの流用と標準モデルの採用	 0.48	 0.235	 0.76	
プロジェクト管理の経験と能力	 0.38	 0.145	 0.85	
アナリストの経験と能力	 0.37	 0.139	 0.86	






	𝐵𝐼𝐶＝𝜒! − log (𝑑)𝑑𝑓       （式4.17） 
	
■因子１のケース	
	 因子負荷量が 0.4 以上を基準に考えた場合，表 4-2 より因子１は「機能性」，
「プラットフォーム」，「発注要件の明確度と安定度」，「先行モデルの流用








表 4-4 因子適合度の評価 




表 4-3．2 因子で実行した因子分析結果 
	 因子 1	 因子 2	 共通性	 独自因子	
機能性	 -0.05	 0.63	 0.38	 0.62	
信頼性	 -0.19	 0.36	 0.12	 0.88	
プラットフォーム	 0.10	 0.41	 0.21	 0.79	
開発スケジュール要求	 -0.03	 0.09	 0.01	 0.99	
発注要件の明確度と安定度	 0.13	 0.51	 0.32	 0.68	
ユーザの参画割合	 0.14	 0.15	 0.05	 0.95	
先行モデルの流用と標準モデルの採用	 0.19	 0.36	 0.21	 0.79	
プロジェクト管理の経験と能力	 0.82	 -0.19	 0.60	 0.40	
アナリストの経験と能力	 0.71	 -0.14	 0.46	 0.54	









表 4-4 の適合度指標より，因子数 1 と因子数 2 それぞれの RMSEA と BIC を検証
し，それぞれの結果がRMSEAf1=0.115	>	RMSEAf2=0.061，BICf1=572.99	>	BICf2=-1.09




そこで因子数が 2 の表 4-3 から共通性を観察すると，「信頼性(CO2)」，「開発





Factor Analysis using method =  ml 
Call: fa(r = business_next2, nfactors = 2, rotate = "promax", fm = "ml") 
Standardized loadings (pattern matrix) based upon correlation matrix 
                                    ML1   ML2   h2    u2  com 
機能性                             -0.11   0.57  0.30  0.70  1.1 
プラットフォーム                     0.02   0.43  0.19  0.81  1.0 
発注要件の明確度と安定度           -0.01   0.62  0.38  0.62  1.0 
先行モデルの流用と標準モデルの採用  0.09   0.45  0.24  0.76  1.1 
プロジェクト管理の経験と能力         0.86  -0.06  0.72  0.28  1.0 
アナリストの経験と能力               0.63   0.04  0.41  0.59  1.0 
 
                        ML1   ML2 
SS loadings            1.14  1.09 
Proportion Var          0.19  0.18 
Cumulative Var         0.19  0.37 
Proportion Explained    0.51  0.49 
Cumulative Proportion   0.51  1.00 
 
 With factor correlations of  
     ML1  ML2 
ML1  1.0  0.3 






Mean item complexity =  1 
Test of the hypothesis that 2 factors are sufficient. 
 
The degrees of freedom for the null model are  15  and the objective function 
was  0.75 with Chi Square of  1284.54 
The degrees of freedom for the model are 4  and the objective function was  
0.01  
 
The root mean square of the residuals (RMSR) is  0.01  
The df corrected root mean square of the residuals is  0.03  
 
The harmonic number of observations is  1721 with the empirical chi square  
10.94  with prob <  0.027  
The total number of observations was  1721  with Likelihood Chi Square =  
11.67  with prob <  0.02  
 
Tucker Lewis Index of factoring reliability =  0.977 
RMSEA index =  0.033  and the 90 % confidence intervals are  0.012 0.056 
BIC =  -18.13 
Fit based upon off diagonal values = 1 
Measures of factor score adequacy              
                                                 ML1   ML2 
Correlation of scores with factors               0.88  0.79 
Multiple R square of scores with factors         0.77  0.62 
Minimum correlation of possible factor scores    0.54  0.24 
93 
 
表 4-5．2 因子で実行した因子分析結果 
	 因子 1	 因子 2	 共通性	 独自因子	
機能性	 -0.11	 0.57	 0.30	 0.70	
プラットフォーム	 0.02	 0.43	 0.19	 0.81	
発注要件の明確度と安定度	 -0.01	 0.62	 0.38	 0.62	
先行モデルの流用と標準モデルの採用	 0.09	 0.45	 0.24	 0.76	
プロジェクト管理の経験と能力	 0.86	 -0.06	 0.72	 0.28	
アナリストの経験と能力	 0.63	 0.14	 0.41	 0.59	
 





なった．そして，累積寄与率も 25%から 37%と改善された．したがって，表 4-5
の因子負荷量と独自係数の結果から式4-1に適用した場合，式4-18から式4-23
となる．	𝑧!!  = (−0.11)𝑓!!	 +  0.57𝑓!! +  0.83𝑢!!		 	 					 	 （式4.18）	
	z!!  =       0.02𝑓!!	  +  0.43𝑓!! +  0.90𝑢!!		 	 					 	 （式4.19）	
	z!!  = (−0.10)𝑓!!	 +  0.62𝑓!! +  0.79𝑢!!		 	 				 	 	（式4.20）	
	z!!   =        0.09𝑓!!	 +  0.45𝑓!! +  0.87𝑢!!		 	 				 	  （式4.21）	
	z!!   =        0.86𝑓!!   −   0.06𝑓!! +  0.53𝑢!!		 	 				 	 	（式4.22）	





表 4-6 因子間相関 





表 4-7 相関係数の値と相関（参考値） 
相関係数	 相関	−𝟏 ≤ 𝒓 ≤ −𝟎.𝟕	 強い負の相関	−𝟎.𝟕 ≤ 𝒓 ≤ −𝟎.𝟒	 中程度の負の相関	−𝟎.𝟒 ≤ 𝒓 ≤ −𝟎.𝟐	 弱い負の相関	−𝟎.𝟐 ≤ 𝒓 ≤ −𝟎.𝟐	 ほとんど相関なし	𝟎.𝟐 ≤ 𝒓 ≤ 𝟎.𝟒	 弱い正の相関	𝟎.𝟒 ≤ 𝒓 ≤ 𝟎.𝟕	 中程度の正の相関	𝟎.𝟕 ≤ 𝒓 ≤ 𝟏	 強い正の相関	
 
 





















































	 𝑣!  =   𝑎!!×𝑓!                      +  𝑢! 	𝑣!  =   𝑎!"×𝑓!                     +  𝑢! 	𝑣!  =   𝑎!"×𝑓!                     +  𝑢! 	𝑣!  = 𝑎!"×𝑓!                        +   𝑢! 	𝑣!  =                         𝑎!"×𝑓!  +   𝑢! 	𝑣!  =                         𝑎!"×𝑓!  +   𝑢! 	 	 	 						（式4.24）	
	







		 	 	 	 						（式 4.25） 




測変数の分散共分散行列は(𝐴𝑓 + 𝑢)(𝐴𝑓 + 𝑢)′の期待値を計算することで以下と





	 式 4-27 より分散共分散行列について母数の関数で表現することを構造化と
呼び，Σを構造化された分散共分散行列と言われ，共分散構造分析(SEM：
Structural	Equation	Model)と呼ばれる．	
4.5 節まではの探索的因子分析から 2 因子つまり 2 つの構成概念を抽出した．	
そしてそれぞれの因子と観測変数の関係性を導いた．まず，探索的因子分析か
ら抽出した因子構造が正しいかどうか確認する．そして，観測したモデル以外









































































































モデル𝟏： 𝑭𝒂𝒄𝒕𝒐𝒓𝟏 =~ 𝑪𝑶𝟖 + 𝑪𝑶𝟗	 	𝑭𝒂𝒄𝒕𝒐𝒓𝟐 =~ 𝑪𝑶𝟏 + 𝑪𝑶𝟑 + 𝑪𝑶𝟓 + 𝑪𝑶𝟕		 	 	
	 		𝑭𝒂𝒄𝒕𝒐𝒓𝟐 ~ 𝑭𝒂𝒄𝒕𝒐𝒓𝟏		 	 	 	 							（式4.28） 
	
モデル𝟐： 𝑭𝒂𝒄𝒕𝒐𝒓𝟏 =~ 𝑪𝑶𝟏 + 𝑪𝑶𝟑 + 𝑪𝑶𝟓 + 𝑪𝑶𝟕 + 𝑪𝑶𝟖 + 𝑪𝑶𝟗		 （式4.29）	
	
モデル𝟑： 𝑭𝒂𝒄𝒕𝒐𝒓𝟏 =~ 𝑪𝑶𝟖 + 𝑪𝑶𝟗 + 𝑪𝑶𝟏𝟎		𝑭𝒂𝒄𝒕𝒐𝒓𝟐 =~ 𝑪𝑶𝟏 + 𝑪𝑶𝟑 + 𝑪𝑶𝟓 + 𝑪𝑶𝟕	 





図 4-4 モデル１パス図 
 
 
モデル𝟒： 𝑭𝒂𝒄𝒕𝒐𝒓𝟏 =~ 𝑪𝑶𝟖 + 𝑪𝑶𝟗		𝑭𝒂𝒄𝒕𝒐𝒓𝟐 =~ 𝑪𝑶𝟏 + 𝑪𝑶𝟑 + 𝑪𝑶𝟓 + 𝑪𝑶𝟕 + 𝑪𝑶𝟏𝟎		
	 		𝑭𝒂𝒄𝒕𝒐𝒓𝟐 ~ 𝑭𝒂𝒄𝒕𝒐𝒓𝟏		 	 	 	 						（式4.31） 
	
モデル𝟓： 𝑭𝒂𝒄𝒕𝒐𝒓𝟏 = 𝑪𝑶𝟖 + 𝑪𝑶𝟗		𝑭𝒂𝒄𝒕𝒐𝒓𝟐 = 𝑪𝑶𝟏 + 𝑪𝑶𝟑 + 𝑪𝑶𝟓 + 𝑪𝑶𝟕 + 𝑪𝑶𝟏𝟎		                    𝑭𝒂𝒄𝒕𝒐𝒓𝟑 = 𝑪𝑶𝟐		 	 	 	 	 	



















図 4-8 モデル 5 パス図 
 
 











lavaan (0.5-23.1097) converged normally after  40 iterations 
 
  Number of observations                          1729 
 
  Estimator                                         ML 
  Minimum Function Test Statistic                42.170 
  Degrees of freedom                                 8 
  P-value (Chi-square)                            0.000 
 
Model test baseline model: 
 
  Minimum Function Test Statistic              1292.977 
  Degrees of freedom                                15 
  P-value                                        0.000 
 
User model versus baseline model: 
 
  Comparative Fit Index (CFI)                     0.973 





Loglikelihood and Information Criteria: 
 
  Loglikelihood user model (H0)              -13232.417 
  Loglikelihood unrestricted model (H1)      -13211.333 
 
  Number of free parameters                         13 
  Akaike (AIC)                                26490.835 
  Bayesian (BIC)                              26561.754 
  Sample-size adjusted Bayesian (BIC)          26520.454 
 
Root Mean Square Error of Approximation: 
 
  RMSEA                                        0.050 
  90 Percent Confidence Interval            0.036  0.065 
  P-value RMSEA <= 0.05                          0.482 
 
Standardized Root Mean Square Residual: 
 




  Information                                 Expected 





                   Estimate  Std.Err  z-value  P(>|z|) 
  f1 =~                                                
    CO8               1.000                            
    CO9               1.349    0.196    6.865    0.000 
  f2 =~                                                
    CO1               1.000                            
    CO3               0.852    0.076   11.247    0.000 
    CO5               1.264    0.103   12.307    0.000 
    CO7               1.275    0.108   11.825    0.000 
 
Regressions: 
                   Estimate  Std.Err  z-value  P(>|z|) 
  f2 ~                                                 
    f1                0.194    0.029    6.722    0.000 
 
Variances: 
                   Estimate  Std.Err  z-value  P(>|z|) 
   .CO8             0.451    0.057    7.919    0.000 
   .CO9              0.420    0.101    4.167    0.000 
   .CO1              0.517    0.023   22.663    0.000 
   .CO3             0.514    0.021   24.560    0.000 
   .CO5              0.470    0.027   17.642    0.000 
   .CO7             0.883    0.038   23.000    0.000 
    f1               0.382    0.060    6.391    0.000 




表 4-10  適合度評価 
指標	 モデル 1	 モデル 2	 モデル 3	 モデル 4	 モデル 5	
RMSEA	 0.050	 0.185	 0.076	 0.063	 0.093	
CFI	 0.973	 0.585	 0.914	 0.940	 0.833	
TLI	 0.950	 0.309	 0.862	 0.904	 0.755	
SRMR	 0.031	 0.103	 0.059	 0.044	 0.072	
AIC	 26490	 26985	 31557	 31518	 36056	
BIC	 26561	 27051	 31639	 31600	 36149	
 
 









◆Comparative Fit Index(CFI) 




				𝑪𝑭𝑰 =  𝟏− 𝛘𝟐分析モデル!𝒅𝒇分析モデル𝛘𝟐独立モデル!𝒅𝒇独立モデル  	 	 	 	 						（式 4.33） 
χ2値と自由度は以下となる．	
				𝝌𝟐独立モデル  =  𝒕𝒓 (𝒅𝒊𝒂𝒈(𝑺)!𝟏𝑺 − 𝒍𝒐𝒈 𝒅𝒊𝒂𝒈 𝑺 !𝟏𝑺 − 𝒑	 
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			                          =  𝒑− 𝒍𝒐𝒈 𝒅𝒊𝒂𝒈 𝑺 !𝟏𝑺 − 𝒑	 
			                          =  −𝒍𝒐𝒈 𝒅𝒊𝒂𝒈 𝑺 !𝟏𝑺 	 	
 
		∴	𝒅𝒇独立モデル  =  𝟏𝟐𝒑(𝒑− 𝟏)	 	 	 	 						（式 4.34） 
	
◆Tucker-Lowis Index(TLI)または NonNormed Fit Idex(NNFI) 
	 TLI	に関しても同様に１に近い方が適合度良いモデルである．	
 
				𝑻𝑳𝑰 = (𝑻𝒃/𝒅𝒇𝒃)!(𝑻𝒉/𝒅𝒇𝒉)𝑻𝒃𝒅𝒇𝒃 !𝟏  	 	 	 	 	 	 （式4.35） 







◆Root Meen Square Residual(RMR) 
	 RMRは，モデルによって説明できなかった標本共分散（相関）行列の大きさを
し評価している．		
 𝑹𝑴𝑹 =  𝟐𝒑 𝒑!𝟏 𝚺𝚺(𝑺𝒋𝒍 − 𝛔𝒋𝒍)𝟐	           （式 4.36） 
モデルで説明できなかった標本共分散行列の残りの部分を１要素あたりの平均
として算出している．つまり平均的な残差共分散行列の値である．データとモ








	 SRMR は，RMR を標準化した指標である．標準化残差平方平均であり，標本分
散・共分散とモデルにより再現される分散・共分散の差である残差によってモ
デルの適合を検討する指標である．下限値は 0 であり，0 に近いほど適合して
いることになる．		
 𝑺𝑹𝑴𝑹 =  𝟐𝒑 𝒑!𝟏 𝚺𝚺( 𝑺𝒋𝒍𝑺𝒋𝒋𝑺𝒍𝒍 − 𝝈𝒋𝒍𝝈𝒋𝒋𝝈𝒍𝒍 )𝟐	         （式 4-37） 























表 4-11  係数に関する推定結果 
モデル	 推定値	 標準誤差	 Z 値	 P 値	
f1=~	CO1	 0.506	 0.027	 18.497	 0.00	
f1=~	CO3	 0.444	 0.028	 15.974	 0.00	
f1=~	CO5	 0.618	 0.028	 22.432	 0.00	
f1=~	CO7	 0.498	 0.027	 18.163	 0.00	
f2=~CO8	 0.677	 0.051	 13.290	 0.00	
f2=~CO9	 0.792	 0.058	 13.585	 0.00	























表 4-12 信頼区間一覧 








































































































性変動要因と因子との関係で考えられる 4 つのモデルを作成した．それら 5 つ
のモデルから測定方程式，構造方程式を作成し，共分散構造分析を実施した．
その結果から探索的因子分析と同様に適合度指標を用いて，全体評価を実施し










	 そこで，今回の抽出した因子モデルから，3 章で定義した 9 業種のそれぞれ




























































	 対象とした業種とそれらサンプルサイズとその相対度数を表 5-1 に示す．デ
ータが多い順に製造業が 410 件，流通業が 316 件，金融業が 236 件となり，デ





















































導出したモデルを使い，以下のモデル式を統計解析ツール R の lavvan パッケー
ジによる，measurementInvariance 関数を使い分析した．その結果を表 5-2 に
示す．モデルの適合度指標は，4 章と同様に，AIC，BIC，CFI，RSMEA での適合
度指標を使用した．これら指標に基づき，どのモデルが最も望ましいか評価し
た．表 5-2 の結果から，CFI が 0.911，RFMEA が 0.056，AIC と BIC が最小とな
る制約条件が最も厳しい fit.means(model5)を選択した．	
	 この選択した model5 を元に，因子負荷量，観測変数の切片，観察変数の残差，
潜在変数の平均をグループにし，等値制約したモデルを作成した．統計解析ツ
ールは R の sem パッケージを使い，多母集団同時分析を実施した．その結果を




表 5-3 因子の分散と因子間の相関係数 
No	 業種	 因子１分散値	 因子２分散値	 因子間相関係数	
1	 金融業・保険業	 0.35	 0.12	 0.33	
2	 情報通信業	 0.35	 0.20	 0.30	
3	 公務	 0.47	 0.17	 0.32	
4	 サービス業	 0.38	 0.24	 0.23	
5	 その他	 0.43	 0.23	 0.05	
6	 電気・ガス・熱供給・水道業	 0.44	 0.15	 0.16	
7	 流通業	 0.31	 0.19	 0.42	
8	 建設業	 0.25	 0.07	 0.17	
9	 製造業	 0.29	 0.16	 0.70	
 

































































































図 5-1 金融業・保険業のパス図 
 







図 5-3 公務のパス図 
 








図 5-5 その他業種のパス図 
 








図 5-7 流通業のパス図 
 























変数が p 個の場合，(𝑥!!, 𝑥!!, … 	 𝑥!", )， 𝑥!!, 𝑥!!, … 	 𝑥!", のユークリッド距離は以下
の式 5.1 で表すことが出来る．	
	























以下，式 5.2 から式 5.5 はウォード法の平方和と増分を表した式であ
る．	
	𝑆! = (𝑥!"# − 𝑥!・!)!!!!!!!!!      （式 5.2） 
	𝑆! = (𝑥!"# − 𝑥!・!)!!!!!!!!!     （式 5.3） 
	𝑆!! = 𝑆! + 𝑆! +Δ𝑆!"      
        （式 5.4） 
	














図 5-10 業種別デンドログラム 
















































供給・水道業，建築業（以下グループ 1）は BtoB の開発プロジェクト，流通業






















	 本章では，前章の確認的因子分析から抽出した 2 因子モデルを使い，業種別


































































	 本論文の 2 章では，歴史の古い見積もり技法である PMBOK で推奨されている
類推法(トップダウン法)，ブレイクダウン法，統計手法そして，要因に関する






	 第 4 章では，生産性変動要因を観測変数として，探索的因子分析を実施した．
因子数を見つけるためにスクリープロットやカイザー・ガットマン基準から因
子数が 1 から 4 を検証し，因子数が 3 以上のモデルでは不適会が出力され因子
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の因子と因子負荷量から因子 1 は「上流工程での管理能力」，因子 2 は「開発
のしやすさ」と因子の命名した．また，この 2 因子モデルのパラメータ検証を
行い，2 因子 6 観測変数であることを示した．	
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