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Abstract
Criteria for strict monotonicity, lower local uniform monotonicity, upper local uniform monotonic-
ity, and uniform monotonicity of Musielak–Orlicz spaces over any σ -finite and complete measure
space, endowed with the Amemiya norm are given. The fact that the spaces are considered over ar-
bitrary σ -finite measure space is essential because, as it is shown in Example 3, the Musielak–Orlicz
spaces need not be strictly monotone even if their restrictions to the nonatomic part and the purely
atomic part are strictly monotone.
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Let R, R+ and N stand for the sets of reals, nonnegative reals and natural numbers,
respectively. Let (T ,Σ,µ) be an arbitrary σ -finite and complete measure space that does
not reduce to finite number of atoms only. A map Φ :T × R → [0,+∞] is said to be a
Musielak–Orlicz function if:
(1) There is a null set T0 ∈ Σ such that Φ(t, ·) is an Orlicz function for any t ∈ T \T0, that
is, Φ(t, ·) is convex, even, vanishing at zero, left continuous on R+ and not identically
equal to zero;
(2) For any u ∈R, the function Φ(· , u) is Σ -measurable.
Let L0 = L0(T ,Σ,µ) denote the space of all (equivalence classes of) Σ -measurable
real functions defined on T . Given any Musielak–Orlicz function Φ , we define on L0
a convex modular IΦ by the formula
IΦ(x) =
∫
T
Φ
(
t, x(t)
)
dµ.
The Musielak–Orlicz space LΦ generated by a Musielak–Orlicz function Φ is defined by
the formula
LΦ = {x ∈ L0: IΦ(λx) < ∞ for some λ > 0}.
This space is usually considered under one of the following two norms (see [6,15,18–20,
23]): the Luxemburg norm
‖x‖Φ = inf
{
λ > 0: IΦ(x/λ) 1
}
and the equivalent Orlicz norm
‖x‖0Φ = sup
{∣∣∣∣
∫
x(t)y(t) dµ
∣∣∣∣: IΨ (y) 1
}
,
where Ψ is the complementary function to Φ in the sense of Young, i.e.,
Ψ (t, u) = sup
v>0
{|u|v − Φ(t, v)} for µ-a.e. t ∈ T and all u ∈R.
We have the Young inequality
|uv|Φ(t,u) + Ψ (t, v) for µ-a.e. t ∈ T and all u,v ∈R,
and for u,v  0, the equality holds iff Φ ′+(t, u) = v or Ψ ′+(t, v) = u (for the definition
of Φ ′+, see the next page).
We will use in LΦ the norm defined by
‖x‖AΦ = inf
k>0
1
k
(
1 + IΦ(kx)
)
,
which is called the Amemiya norm and it is (see [7]) equal to the Orlicz norm (there is no
proof published of this fact for all Musielak–Orlicz spaces).
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in [12]. In the case when Φ has only finite values and does not depend on the parameter t
see also [6,15,18–20,23].
Both (LΦ,‖ · ‖Φ) and (LΦ,‖ · ‖AΦ) are Banach function lattices (for the definition of
Banach function lattices, called also Köthe spaces see [2] and [14]). We write shortly LΦA
in place of (LΦ,‖ · ‖AΦ).
By Φ ′+,Φ ′− we denote the right-hand side and left-hand side derivatives of Φ(t, ·)
and, respectively, by Ψ ′+,Ψ ′− derivatives of Ψ (t, ·). The following inequalities hold for
µ-almost all t ∈ T and any a ∈R and ε > 0:
Ψ ′−
(
t,Φ ′+(t, a)
)
 a  Ψ ′+
(
t,Φ ′−(t, a)
)
,
Φ ′−
(
t,Ψ ′+(t, a)
)
 a Φ ′+
(
t,Ψ ′−(t, a)
)
,
Ψ ′+
(
t,Φ ′−(t, a) − ε
)
< a < Ψ ′−
(
t,Φ ′+(t, a) + ε
)
,
Φ ′+
(
t,Ψ ′−(t, a) − ε
)
< a < Φ ′−
(
t,Ψ ′+(t, a) + ε
)
,
Ψ ′+
(
t,Φ ′+(t, a) − ε
)
 a  Ψ ′−
(
t,Φ ′−(t, a) + ε
)
,
Φ ′+
(
t,Ψ ′+(t, a) − ε
)
 a Φ ′−
(
t,Ψ ′−(t, a) + ε
)
.
For any x ∈ LΦ we define
kx = inf
{
k > 0: IΨ
(
Φ ′+
(· , k∣∣x(·)∣∣)) 1},
kx = sup
{
k > 0: IΨ
(
Φ ′+
(· , k∣∣x(·)∣∣)) 1},
K(x) =


∅ if kx = ∞,
[kx,∞) if kx < ∞ and kx = ∞,
[kx, kx ] if kx < ∞ and kx < ∞.
We have k ∈ K(x) iff ‖x‖AΦ = 1k (1 + IΦ(kx)) (see [6] and [23]).
Let Ω denote the nonatomic part of T and N denote the purely atomic part of T . Then
the measure space (T ,Σ,µ) can be written as the direct sum
(Ω,Σ ∩ Ω,µ/Ω) ⊕ (N ,2N ,µ/2N ).
We say that Φ satisfies the growth condition ∆ if Φ/Ω satisfies the ∆2-condition (Φ/Ω
∈ ∆2 for short) and Φ/N satisfies the δ02-condition (Φ/N ∈ δ02 for short). Recall (see
[6] and [20]) that Φ/Ω ∈ ∆2 if there exist a null set B ∈ Σ ∩ Ω, a constant K > 0
and a nonnegative Σ -measurable function h on Ω such that
∫
Ω
Φ(t,h(t)) dµ < ∞ and
Φ(t,2u)KΦ(t,u) for all t ∈ Ω \ B and u h(t).
If t ∈ N , we write n ∈ N in place of t ∈ N and Φn(u) in place of Φ(n,u). We say
that Φ/N ∈ δ02 if there are K > 0, a > 0 and a sequence (cn)∞n=1 in [0,+∞] such that∑∞
n=m cn < ∞ for some m ∈N and the inequality
Φn(2u)KΦn(u) + cn
holds for all n ∈N and u ∈R satisfying Φn(u) a (see [20]).
Recall that if X is a Banach function lattice and x ∈ X, then x is said to be order
continuous if ‖xn‖ → 0 for any sequence (xn) in X such that 0  xn  |x| and xn → 0
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is possible that Xa = {0}. This is the case when X is equal to L∞ or L1 ∩L∞, for example.
If the measure space (T ,Σ,µ) is purely atomic, then (LΦ)a 
= {0} for any Musielak–Orlicz
function Φ . However, if the measure space (T ,Σ,µ) is nonatomic, we have (LΦ)a 
= {0}
if and only if the set {t ∈ T : Φ(t, ·) is finitely valued} has a positive measure, actually
supp(LΦ)a = {t ∈ T : Φ(t, ·) is finitely valued} in this case. Consequently, if Φ does not
depend on the parameter t and the measure µ is nonatomic, then (LΦ)a 
= {0} if and only
if Φ is finitely valued (this is of course the case of Orlicz spaces).
A Banach function lattice X is said to be order continuous (X ∈ (OC) for short) if
Xa = X. It is well known that order continuity of a Banach function lattice X as well as of
an element x ∈ X is preserved if we change a norm ‖ · ‖ in X into another one ||| · ||| that is
equivalent to ‖·‖. It is also well known that (LΦ)a = EΦ , where EΦ = {x ∈ L0: IΦ(λx) <
∞ for any λ > 0}, when the measure space is nonatomic and that in the purely atomic case,
we have (lΦ)a = hΦ , where
hΦ =
{
x = (xn)∞n=1: ∀λ>0 ∃nλ∈N
∞∑
n=nλ
Φn(λxn) < ∞
}
.
It is also known that hΦ is the closure of the space of all real sequences x = (xn) with finite
number of coordinates different from zero in the norm topology in lΦ . Moreover (see [6]
and [20]), for a nonatomic measure, we have LΦ = EΦ if and only if Φ ∈ ∆2 and for the
purely atomic measure the equality lΦ = hΦ holds if and only if Φ ∈ δ02 . From now on, in
this paper, by EΦ we denote (LΦ)a for any measure space (T ,Σ,µ) (considered in this
paper). We have EΦ = LΦ iff Φ ∈ ∆.
It can be easily proved that if F := {t ∈ Ω: Φ(t, ·) is finitely valued} and S := F ∪N ,
then S = suppEΦ . We have a more precise result. Namely, there is an ascending sequence
(Tn) in S ∩ Σ such that ⋃n Tn = S and χTn ∈ EΦ for any n ∈ N, see [13]. If we consider
the space LΦ we have a similar result, i.e., there is an ascending sequence (Tn) in Σ such
that
⋃
n Tn = T and χTn ∈ LΦ for any n ∈N.
In the following “Φ < ∞” denotes that Φ(t, ·) is finitely valued for µ-a.e. t ∈ T and
“Φ > 0” denotes that Φ(t, ·) vanishes only at zero for µ-a.e. t ∈ T . By AΦ we mean the set
{t ∈ T : ∃u>0Φ(t,u) = 0} and by BΦ the set AΦ ∩S. Recall that for q(t) := limu→∞ Φ(t,u)u ,
we have
q(t) = sup{u > 0: Ψ (t, u) < ∞}= lim
u→∞Φ
′+(t, u) = limu→∞Φ
′−(t, u)
for µ-a.e. t ∈ T .
In geometry of Banach spaces, considering a concrete geometric property A , it is
convenient to denote by (A) the class of all Banach spaces with property A . Recall
monotonicity properties for Banach lattices. Let (X,,‖ · ‖) be a Banach lattice with a
partial order “.” Then X is said to be strictly monotone (X is SM or X ∈ (SM) for short)
if for every x, y ∈ X with 0  y  x and x 
= y there holds ‖y‖ < ‖x‖. X is said to be
uniformly monotone (X is UM or X ∈ (UM) for short, see [2,21,22]) if for any ε ∈ (0,1)
there is δ(ε) ∈ (0,1) such that ‖x − y‖  1 − δ(ε) for all x, y ∈ X such that 0  y  x,
‖x‖ = 1 and ‖y‖ ε.
X is said to be lower (upper) locally uniformly monotone (X is LLUM (respectively
ULUM) or X ∈ (LLUM) (respectively X ∈ (ULUM) for short) whenever given any x ∈ X+
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‖y‖ ε (respectively ‖x + y‖ 1 + δ(x, ε) if y  0 and ‖y‖ ε). Recall that the notions
LLUM and ULUM are distinguished by the spaces EΦ and hΦ for both (the Luxemburg
and the Amemiya) norms and that the above monotonicity properties of Banach lattices
are strongly related to the approximation problems (see [2–5,11,16,17]) as well as to the
ergodic theory (see [1]).
Nakano [21, Chapter VIII, Classification of modulars, Section 48, Modular functions],
presented in Theorems 48.7–48.9 some sufficient conditions for the so-called first norm and
second norm (which correspond to the Orlicz norm and the Luxemburg norm, respectively)
to be uniformly monotone. Those sufficient conditions are formulated in terms of respec-
tive properties of the modular or the conjugate modular. However, in that general case, the
necessity of the conditions was not proved and it seems to be impossible in such a general
case. In the case of Musielak–Orlicz spaces we are able to present necessary and sufficient
conditions for various monotonicity properties (not only for the uniform monotonicity) for
both (the Luxemburg and the Amemiya) norms.
In our paper criteria for all monotonicity properties of Musielak–Orlicz spaces endowed
with the Amemiya norm are found without any restriction on the generating Musielak–
Orlicz function and without any restriction on the σ -finite measure space.
Before starting to prove some new results, we cite some auxiliary lemmas. We will use
notation X for any Banach function lattice considered in this paper.
Lemma 1. X is SM iff for every x ∈ X such that ‖x‖ = 1 for every atom {j} included in
supp(x),
‖xχT \{j}‖ < ‖x‖
and for every measurable set C ⊂ Ω ∩ supp(x) such that µ(C) > 0, we have
‖xχT \C‖ < ‖x‖.
Proof. See [10, Theorem 8]. 
Lemma 2. X is UM iff for any x ∈ X such that ‖x‖ = 1 and for every ε > 0 there is δ > 0
such that for any measurable set C such that ‖xχC‖ > ε, we have
‖xχT \C‖ < ‖x‖ − δ.
Proof. See [10, Theorem 6]. 
Lemma 3. Let Φ ∈ ∆ and Φ > 0. Then for any ε > 0 there exists δ > 0 such that IΦ(x) δ
whenever x ∈ LΦ and ‖x‖ ε.
Proof. See [9, Lemma 1.4]. The lemma is proved there for the Luxemburg norm only, but
in view of the equivalence of the Luxemburg and Amemiya norms this result is valid for
the Amemiya norm too. 
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‖x − y‖AΦ  ‖x‖AΦ − IΦ(y).
In particular if B ∈ Σ , then
‖xχT \B‖AΦ  ‖x‖AΦ − IΦ(xχB),
which is something partially opposite to the triangle inequality for the norm ‖ · ‖AΦ .
Proof. See Remark 3.1 in [11]. 
2. Results
Note that considering Musielak–Orlicz spaces, we can assume without loss of generality
that our measure restricted to N is the counting measure, i.e., µ({j}) = 1 for every atom
{j} ⊂N .
Really, it is sufficient to note that the Musielak–Orlicz sequence space lΦ over the
counting measure with Φn(u) = Ψn(u)wn, where wn is a sequence of positive numbers
and Ψ = (Ψn) is Musielak–Orlicz function, is order linearly isometric (the isometry in this
case is just the identity operator) to the Musielak–Orlicz space lΨ over the measure space
(N ,2N ,µ) with µ({n}) = wn for all n ∈N .
We start with strict monotonicity of LΦA space. We will use the notation (Φ ◦ x)(t) :=
Φ(t, x(t)).
Lemma 5. Let Φ be a Musielak–Orlicz function and q(t) = limn→∞(Φ(t, u)/u). For any
set A ∈ Σ the following conditions are equivalent:
(1) For any x ∈ LΦ with support contained in A, we have K(x) = ∅;
(2) IΨ (qχA) < 1 or (IΨ (qχA) = 1 and IΦ((Ψ ′− ◦ q)χA) = ∞).
Proof. (1) ⇒ (2) We need to prove that ¬(2) ⇒ ¬(1). Note that ¬(2) means that
IΨ (qχA) > 1 or IΨ (qχA) = 1 and IΦ((Ψ ′− ◦ q)χA) < ∞. Assume first that IΨ (qχA) > 1.
Take a sequence (Tn) in Σ such that T1 ⊂ T2 ⊂ T3 ⊂ · · · , ⋃n∈N Tn = T and χTn ∈ LΦ for
any n ∈ N. Since IΨ (Φ ′+ ◦ (nχTn∩A)) → IΨ (qχA), we have that there exists m ∈ N such
that
IΨ
(
Φ ′+ ◦ (mχTn∩A)
)
> 1.
Consequently K(mχTm∩A) 
= ∅, which means that ¬(1).
Assume now that IΨ (qχA) = 1 and IΦ((Ψ ′− ◦ q)χA) < ∞. Define y = (Ψ ′− ◦ q)χA. We
have IΦ(y) < ∞, so y ∈ LΦ .
Given any k  1, we have
IΨ (Φ
′+ ◦ ky) IΨ (qχA) = 1
and
IΨ (Φ
′+ ◦ ky) IΨ (Φ ′+ ◦ y) = IΨ
(
Φ ′+ ◦
(
(Ψ ′− ◦ q)χA
))
 IΨ (qχA) = 1.
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(2) ⇒ (1) If IΨ (qχA) < 1, then for each x ∈ LΦ such that suppx ⊂ A and for each
k > 0, we have
IΨ (Φ
′+ ◦ kx) IΨ (qχA) < 1.
Consequently kx = ∞, whence K(x) = ∅.
Assume now that IΨ (qχA) = 1 and IΦ((Ψ ′− ◦ q)χA) = ∞. Suppose that there exists
x ∈ LΦ such that supp(x) ⊂ A and K(x) 
= ∅. We may assume without loss of generality
that x  0. Since
∀k>0IΨ (Φ ′+ ◦ kx) IΦ(qχA) = 1, (1)
it follows that there exists k0 > 0 such that
IΨ (Φ
′+ ◦ k0x) = 1, (2)
because otherwise K(x) would be empty. Notice that k0 ∈ K(x) and therefore IΦ(k0x)
< ∞. From (1) and (2), we obtain
Ψ ◦ (Φ ′+ ◦ k0x) = Ψ ◦ (qχA) µ-a.e. in T .
If for some t ∈ T we have Ψ (t, q(t)) = 0, then Ψ ′−(t, q(t)) = 0, so k0x(t) Ψ ′−(t, q(t)).
Next consider the case, when Ψ (t, q(t)) > 0. From strict monotonicity of Ψ (t, ·), we get
Φ ′+(t, k0x(t)) = q(t). Consequently k0x(t)  Ψ ′−(t, q(t)). Indeed, assume for the con-
trary that k0x(t) < Ψ ′−(t, q(t)). Let ε > 0 be such that k0x(t) < Ψ ′−(t, q(t)) − ε. Then
Φ ′+(t, k0x(t))Φ ′+(t,Ψ ′−(t, q(t)) − ε) < q(t), a contradiction.
From the inequality
k0x(t) Ψ ′−
(
t, q(t)
)
,
for µ-a.a. t ∈ T , we get IΦ((Ψ ′− ◦ q)χA) IΦ(k0x) < ∞, a contradiction which finishes
the proof. 
Before starting to our next theorem, recall that AΦ = {t ∈ T : ∃u>0Φ(t,u) = 0}.
Theorem 1. The space LΦA is SM if and only if one of the following conditions holds:
(1) µ(AΦ) = 0;
(2) µ(AΦ ∩ Ω) > 0 and IΨ (q) 1;
(3) µ(AΦ ∩ Ω) = 0, µ(AΦ ∩N ) > 0, and for every atom {j} ⊂ AΦ one of the following
conditions holds:
(a) IΨ (qχT \{j}) < 1,
(b) IΨ (qχT \{j}) = 1 and IΦ((Ψ ′− ◦ q)χT \{j}) = ∞.
Proof. We write ‖ · ‖ instead of ‖ · ‖AΦ in the whole proof. In the proof of the sufficiency
we will use Lemma 1. Suppose that µ(AΦ) = 0, i.e., Φ > 0. Take any x ∈ LΦ and any
B ∈ Σ ∩supp(x). Then ‖xχB‖ > 0. By the assumption µ(AΦ) = 0, we have IΦ(xχB) > 0.
From Lemma 4 we get
‖xχT \B‖ ‖x‖ − IΦ(xχB) < ‖x‖.
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k > 0,
IΨ (Φ
′+ ◦ kx) IΨ (q) 1,
so kx = ∞. Hence
‖x‖ = lim
k→∞
(
1
k
+ IΦ(kx)
k
)
= lim
k→∞
(
IΦ(kx)
k
)
= lim
k→∞
∫
T
Φ(t, kx(t))
k|x(t)|
∣∣x(t)∣∣dt
=
∫
T
lim
k→∞
Φ(t, kx(t))
k|x(t)|
∣∣x(t)∣∣dt = ∫
T
q(t)
∣∣x(t)∣∣dt.
Consequently, LΦA is uniformly monotone.
Now assume that condition (3) holds. Take any x ∈ LΦ such that ‖x‖ = 1 and fix C ⊂
Ω ∩ supp(x). Since µ(AΦ ∩ C) = 0, so in the same way as above we get ‖xχT \C‖ <
‖x‖. Next fix any {j} ⊂ N ∩ supp(x). Then ‖xχ{j}‖ > 0. In virtue of Lemma 5 and the
assumption that (a) or (b) from condition (3) holds, we have that K(xχT \{j}) = ∅. Consider
two cases.
(1) K(x) = ∅. Then
‖x‖ = lim
k→∞
IΦ(kx)
k
= lim
k→∞
(
1
k
IΦ(kxχ{j}) + 1
k
IΦ(kxχT \{j})
)
 ‖xχ{j}‖ + ‖xχT \{j}‖ > ‖xχT \{j}‖.
(2) K(x) 
= ∅. Fix any l ∈ K(x). Since K(xχT \{j}) = ∅,
‖xχT \{j}‖ = lim
k→∞
1
k
(
1 + IΦ(kxχT \{j})
)
<
1
l
(
1 + IΦ(lxχT \{j})
)
 1
l
(
1 + IΦ(lx)
)= ‖x‖.
Necessity. Assume that no of conditions (1)–(3) is satisfied. Assume first that
µ(AΦ) > 0. Since
µ(AΦ) = µ(AΦ ∩ Ω) + µ(AΦ ∩N ),
we have that µ(AΦ ∩ Ω) > 0 or µ(AΦ ∩N ) > 0.
First assume that µ(AΦ ∩ Ω) > 0. Since condition (2) is not satisfied, IΨ (q) > 1. Take
B ∈ Σ such that B ⊂ AΦ ∩ Ω , 0 < µ(B) < ∞ and IΨ (qχT \B) > 1. Fix (Tn)n∈N in Σ
such that T1 ⊂ T2 ⊂ T3 ⊂ · · · , ⋃n∈N = T and χTn ∈ LΦ for any n ∈N. By the Beppo–Levi
theorem, we get
IΨ
(
Φ ′+ ◦ (nχTn\B)
)→ IΨ (qχT \B) > 1.
Therefore
IΨ
(
Φ ′+ ◦ (mχTm\B)
)
> 1 for some m ∈N. (3)
384 Y. Cui et al. / J. Math. Anal. Appl. 303 (2005) 376–390Define x = mχTm\B . Obviously x ∈ LΦ . By (3) there exists l ∈ N such that ‖x‖ = 1l (1 +
IΦ(lx)). Define y = x + a(Φ)l χB , where
a(Φ)(t) := sup{u 0: Φ(t,u) = 0}.
Obviously x  y and x 
= y. Moreover
‖y‖ 1
l
(
1 + IΦ(ly)
)= 1
l
(
1 + IΦ(lx) + IΦ
(
a(Φ)χB
))= 1
l
(
1 + IΦ(lx)
)= ‖x‖.
Consequently ‖y‖ = ‖x‖, which means that LΦA is not strictly monotone.
Now assume that µ(AΦ ∩ Ω) = 0 and µ(AΦ ∩ N ) > 0. Since condition (3) is not
satisfied, there exists {j} ⊂ AΦ ∩N such that neither (a) nor (b) in condition (3) is satisfied.
From Lemma 5 there exists x ∈ LΦ such that supp(x)∩{j} = ∅ and K(x) 
= ∅. In a similar
way as in the previous case we get that LΦA is not strictly monotone. 
Now we will consider strict monotonicity of EΦA . Recall that the set S is the support
of EΦ and BΦ = AΦ ∩ S. First, we need to prove the following
Lemma 6. For every set A ∈ Σ ∩ S the following conditions are equivalent:
(1) For every x ∈ EΦ with support in A we have K(x) = ∅;
(2) IΨ (qχA) < 1 or (IΨ (qχA) = 1 and IΦ((Ψ ′− ◦ q)χA) = ∞).
Proof. The proof of this lemma is similar to that of Lemma 5. The only thing we need to
prove is that if y := (Ψ ′− ◦ q)χA, IΦ(y) < ∞ and IΨ (qχA) = 1, then y ∈ EΦ . Take any
k  1 and observe that (Φ ′+ ◦ky)(t) = q(t) for µ-a.e. t ∈ A. Then from the Young equality,
we have
IΦ(ky) + IΨ (qχA) =
∫
A
q(t)ky(t) dt.
Therefore
IΦ(ky) = k
∫
A
q(t)y(t) dt − IΨ (qχA) = k
(
IΦ(y) + 1
)− 1 < ∞,
and consequently y ∈ EΦ . 
Theorem 2. The space EΦA is SM if and only if one of the following conditions holds:
(1) µ(BΦ) = 0;
(2) µ(BΦ ∩ Ω) > 0 and IΨ (qχS) 1;
(3) µ(BΦ ∩ Ω) = 0, µ(BΦ ∩N ) > 0, and for any atom {j} ⊂ BΦ one of the following
conditions holds:
(a) IΨ (qχS\{j}) < 1,
(b) IΨ (qχS\{j}) = 1 and IΦ((Ψ ′− ◦ q)χS\{j}) = ∞.
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To prove our next theorems, we need further two lemmas.
Lemma 7. If the set AΦ ∩N is infinite and IΨ (qχT \{i})  1 for each i ∈ AΦ ∩N , then
IΨ (q) 1.
Proof. Take any two different atoms {j} and {k} from AΦ . Since IΨ (qχT \{j})  1 and
IΨ (qχT \{k}) 1, so IΨ (q) < ∞. Hence ∑i∈AΦ∩N Ψi(qi) IΨ (q) < ∞.
Given any ε > 0, there is i0 ∈ AΦ∩N such that Ψi0(qi0) < ε. By our assumption
IΨ (qχT \{i0}) 1, we get
IΨ (q) = IΨ (qχT \{i0}) + Ψi0(qi0) 1 + ε.
From the arbitrariness of ε > 0, we get the thesis. 
In the same way we can prove
Lemma 8. If the set BΦ ∩N is infinite and IΨ (qχS\{i})  1 for each i ∈ BΦ ∩N , then
IΨ (qχS) 1.
Theorem 3. The following conditions are equivalent:
(1) EΦA ∈ (LLUM);
(2) EΦA ∈ (SM).
Proof. The implication LLUM ⇒ SM holds for any Banach lattice. To end the proof we
need to show the opposite implication. Assume that EΦA ∈ (SM). This means that one of
the three conditions of Theorem 2 holds. We will show that those three conditions yield
that EΦA ∈ (LLUM).
Assume now that µ(BΦ) = 0, that is, Φ(t, ·) vanishes only at zero for µ-a.e. t ∈ S.
Take x, y ∈ EΦA with ‖x‖AΦ = 1, 0  y  x and ‖y‖AΦ  ε > 0. From Lemma 4, we have
‖x − y‖AΦ  ‖x‖AΦ − IΦ(y). We need only to show that IΦ(y)  σ(ε), where σ(ε) > 0
does not depend on y but on ε only. Assume for the contrary that this is not true. Then
there exists a sequence (yn) such that 0  yn  x, ‖yn‖AΦ  ε > 0 for all n ∈ N and
IΦ(yn) → 0 as n → ∞. It is obvious that the condition IΦ(yn) → 0 as n → ∞ im-
plies that the sequence (Φ ◦ yn)(t) := Φ(t, yn(t)) converges to zero in measure. Since
suppyn ⊂ S for any n ∈ N, Φ(t, ·) vanishes only at zero for µ-a.e. t ∈ S, and the mea-
sure µ is σ -finite, we conclude that there is a subsequence (ynk ) of (yn) that converges to
zero µ-a.e. in S. We will show that this gives the contradiction ‖ynk‖AΦ → 0 as k → ∞.
To show this, it is enough to prove that IΦ(λynk ) → 0 as k → ∞ for any λ > 0. Given
any λ > 0 one can find a finite subset B of N such that IΦ(λxχT \B) < +∞. It is ob-
vious that Φ(t, λynk (t)χT \B(t))Φ(λx(t)χT \B(t)). Therefore, the Lebesgue dominated
convergence theorem yields IΦ(λynχT \B) → 0 as k → ∞. By the continuity of Φ(t, ·)
at zero for µ-a.e. t ∈ T and by the finiteness of B , it is obvious that IΦ(λynkχB) → 0
as k → ∞. In consequence, IΦ(λynk ) → 0 as k → ∞. By the arbitrariness of λ > 0, this
means that ‖ynk‖A → 0 as k → ∞, which is a contradiction finishing the proof.Φ
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proof of Theorem 1).
If µ(BΦ ∩ Ω) = 0 and µ(BΦ ∩N ) > 0, then condition (3) of Theorem 2 holds. There
are two cases to consider.
(i) If card (BΦ ∩N ) < ∞, then the proof is similar to the case, when µ(BΦ) = 0.
(ii) If card (BΦ ∩N ) = ∞, then IΦ(qχS)  1 by Lemma 8, and consequently EΦA ∈
LLUM (see the proof of Theorem 1). 
Theorem 4. The following conditions are equivalent:
(1) LΦA ∈ (SM) and Φ ∈ ∆;
(2) EΦA ∈ (SM) and Φ ∈ ∆;
(3) LΦA ∈ (ULUM);
(4) EΦA ∈ (ULUM);
(5) LΦA ∈ (LLUM);
(6) LΦA ∈ (UM);
(7) EΦA ∈ (UM).
Proof. It is obvious that (1) ⇒ (2). Assume that condition (2) holds. By Φ ∈ ∆ we have
EΦA = LΦA , so (2) ⇒ (1), and finally (1) ⇔ (2).
The implications: (6) ⇒ (3) ⇒ (4), (6) ⇒ (5) and (7) ⇒ (4) are obvious. For the impli-
cations: (4) ⇒ Φ ∈ ∆ and (5) ⇒ Φ ∈ ∆ see [11, Theorem 2.3]. Consequently, we have the
implications: (6) ⇒ (3) ⇒ (4) ⇒ (2), (6) ⇒ (5) ⇒ (1), (7) ⇒ (4) ⇒ (1). Since (6) ⇒ (7),
to end our proof we need only to show that (1) ⇒ (6).
Assume that LΦA is SM and Φ ∈ ∆. Therefore, one of the conditions of Theorem 1
holds.
If µ(AΦ) = 0, i.e., Φ(t, ·) vanishes only at zero for µ-a.e. t ∈ T , then LΦA is UM. The
proof is based on Lemmas 3 and 4. For details see [11].
Now let µ(AΦ ∩Ω) > 0 and IΦ(q) 1. Then LΦA is UM (see the proof of Theorem 1).
Assume now that condition (3) of Theorem 1 holds. There are two cases to consider.
(1◦) If card (AΦ ∩N ) = ∞, then IΦ(q) 1 by Lemma 7, and consequently LΦA ∈ (UM).
(2◦) If card (AΦ ∩N ) < ∞, then the proof is based on Lemma 2. Fix x ∈ X such that
‖x‖AΦ = 1 and ε > 0. Observe first that LΦA(T \ AΦ) is UM. Consequently, it is not
difficult to prove (see Lemma 2) that there is δ1 > 0 such that for any set C ∈ Σ
satisfying µ(C ∩AΦ) = 0 and ‖xχC‖AΦ > 0, we have ‖xχT \C‖AΦ < ‖x‖AΦ − δ1. Next
take any {j} ⊂ AΦ . Since LΦA is SM, we have ‖xχT \{j}‖AΦ < ‖x‖AΦ . Define
δ2 := inf
{‖x‖AΦ − ‖xχT \{j}‖AΦ : {j} ⊂ AΦ ∩N }.
Since card (AΦ ∩N ) < ∞, we have that δ2 > 0. It is easy to see that δ := min{δ1, δ2}
is the number we are looking for. 
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In this section we will consider some special cases of theorems from the previous section
and at the end we will present some interesting examples.
We start with the case of Orlicz spaces, that is, with the case when Φ(t,u) does not
depends on t . It is important to notice that in case of Orlicz spaces we cannot assume
without loss of generality that the purely atomic part of the measure is just the counting
measure. Our argumentation presented at the beginning of Section 2 transmit Orlicz spaces
into Musielak–Orlicz spaces.
Theorem 1 in case of Orlicz spaces has the following form.
Theorem 5. For any Orlicz function Φ and any σ -finite and complete measure µ the
following conditions are equivalent:
(1) LΦA ∈ (SM);
(2) Φ > 0 or Ψ (q)µ(T ) 1.
The following example illustrates Theorem 5.
Example 1. Let Φ(u) = max(0, |u| − 1). Then Ψ (u) = |u| if |u| 1 and Ψ (u) = +∞ if
|u| > 1. Moreover, q = limu→+∞(Φ(u)/u) = 1. Since Φ vanishes on the interval [0,1],
LΦ0 is SM if and only if Ψ (1)µ(T ) 1 which is equivalent to µ(T ) 1. It is shown in [8]
that in case of a nonatomic measure, we have LΦA = L1 + L∞ and
‖x‖AΦ = ‖x‖L1+L∞ := inf
{‖w‖L1 + ‖v‖L∞ : x = w + v, w ∈ L1, v ∈ L∞}
=
1∫
0
x∗(t) dt,
where x∗ is the nonincreasing rearrangement of x. Therefore, the space L1 +L∞ endowed
with the above classical norm is SM if and only if µ(T ) 1, and SM is equivalent to UM
in this space.
Theorem 2 in case of Orlicz spaces has the following form.
Theorem 6. For any Orlicz function Φ and any σ -finite and complete measure µ the
following conditions are equivalent:
(1) EΦA ∈ (SM);
(2) Φ > 0 or Ψ (q)µ(S) 1.
Therefore in case of Orlicz spaces, EΦA is SM iff L
Φ
A is SM whenever S = T .
Next take any Musielak–Orlicz function Φ and restrict ourselves to a nonatomic mea-
sure µ only. Then we get the following
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IΨ (q) 1.
Remark 1. It follows from the proof of Theorem 1 that if IΨ (q)  1, then LΦA is equal
to the weight space L1(q) (with the weight q). Note that by Corollary 1, if the condition
Φ > 0 is not satisfied and the measure µ is nonatomic, then the condition IΨ (q)  1 is
necessary for the equality LΦA = L1(q) (with equality of the norms). We will see that in
case of the counting measure the situation is much more complicated than in case of a
nonatomic measure. Indeed, in the following example neither Φ > 0 nor IΨ (q)  1 but
LΦA = L1.
Example 2. Let
Φ1(u) = max
(
0,2|u| − 2),
Φ2(u) = Φ3(u) = · · · = |u|.
The conjugate function Ψ of Φ has the form:
Ψ1(u) =
{ |u| for |u| 2,
∞ otherwise,
Ψ2(u) = Φ3(u) = · · · =
{0 for |u| 1,
∞ otherwise.
Therefore IΨ (q) = 2.
Next we compute ‖x‖AΦ for any x ∈ lΦA . We have
‖x‖AΦ = inf
k>0
1
k
(
1 + IΦ(kx)
)= inf
k>0
1
k
(
1 +
∞∑
n=1
Φn
(
k|xn|
))
= inf
k>0
1
k
(
1 + Φ1(k|x1|)
)+ ∞∑
n=2
|xn|.
So, to show that
‖x‖AΦ =
∞∑
n=1
|xn|,
it is enough to prove that
inf
k>0
1
k
(
1 + Φ1
(
k|x1|
))= |x1|,
which is easy, so we omit the details.
It is also interesting (as Example 2 shows) that the space lΦA can be isometric to l1 even
if not all Φi that define Φ are linear.
Example 2 shows that Corollary 1 does not work for the counting measure, when we
have the following
Y. Cui et al. / J. Math. Anal. Appl. 303 (2005) 376–390 389Corollary 2. If µ is the counting measure and Φ = (Φi) is Musielak–Orlicz function, then
lΦA ∈ (SM) if and only if Φ > 0 or for any atom {j} ⊂ AΦ one of the following conditions
holds:
(1) IΨ (qχT \{j}) < 1;
(2) IΨ (qχT \{j}) = 1 and IΦ((Ψ ′− ◦ q)χT \{j}) = ∞.
Next example shows that it is not true in general that if LΦA(Ω,Σ ∩ Ω,µ/Ω) ∈ (SM)
and LΦA(N ,Σ ∩N ,µ/N ) ∈ (SM), then LΦA(T ,Σ,µ) ∈ (SM). However, it is true if we
assume additionally that Φ(t,u)/u → ∞ as n → ∞ for µ-almost all t ∈ T (it is so-called
(∞)-condition, see [11]).
Example 3. Let T = [0,1] ∪ {2,3, . . .} with µ defined as the Lebesgue measure on [0,1]
and the counting measure on {2,3, . . .}. Define the Musielak–Orlicz function Φ by
Φ(t,u) = max(0, |u| − 1) for t ∈ [0,1] ∪ {2},
Φ(n,u) = |u| for n ∈ {3,4, . . .}.
The space LΦA([0,1]) is isometric to L1([0,1]) (see Example 1) and the space
LΦA({2,3, . . .}) is isometric to l1({2,3, . . .}) (see Example 2) (in both cases with the iden-
tity isometry), but for any Lebesgue measurable set A ⊂ [0,1] we have ‖χA∪{2}‖AΦ = 1 =‖χA‖AΦ = ‖χ{2}‖AΦ . We will compute ‖χA∪{2}‖AΦ for any measurable set A ⊂ [0,1]. First,
notice that
inf
0<k1
1
k
(
1 + IΦ(kχA∪{2})
)= inf
0<k1
1
k
(
1 +
∫
A
Φ(t, k) dt + Φ(2, k)
)
= inf
0<k1
1
k
= 1.
We also have
inf
k1
1
k
(
1 + IΦ(kχA∪{2})
)= inf
k1
1
k
(
1 +
∫
A
Φ(t, k) dt + Φ(2, k)
)
= inf
k1
1
k
(
1 + µ(A)(k − 1) + k − 1)= inf
k1
1
k
(
µ(A)k − µ(A) + k)
= inf
k1
(
µ(A) − µ(A)
k
+ 1
)
= 1.
Finally
‖χA∪{2}‖AΦ = min
{
inf
0<k1
1
k
(
1 + IΦ(kχA∪{2})
)
, inf
k1
1
k
(
1 + IΦ(kχA∪{2})
)}= 1.
Therefore, by Examples 1 and 2 both spaces LΦA([0,1]) and LΦA {2,3, . . .} are uniformly
monotone, but LΦA(T ) is not even strictly monotone (see Theorem 1).
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