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Resumo. O foco desse trabalho e´ estudar sistemas de arquivos paralelos, seus
elementos e apresentar o Saturnus, um simulador em desenvolvimento para sis-
temas como esses. A proposta consiste em utilizar o mesmo para extrair dados
e gerar informac¸o˜es, com foco no balanceamento de carga atrave´s do ambiente
estudado, mostrando experimentos e possı´veis usos para a ferramenta.
1. Introduc¸a˜o
Sistemas de arquivos paralelos (SAPs) vem sendo adotados em diversas empresas e la-
borato´rios de pesquisa ao redor do mundo como uma soluc¸a˜o para o armazenamento de
grande volume de dados. Sua principal vantagem e´ o acesso paralelo a va´rias partes de
um mesmo arquivo em diversos nodos de armazenamento. Projetos como [Siddeq e Ro-
drigues 2016], onde o tempo gasto com o armazenamento, transmissa˜o e, principalmente,
processamento (compressa˜o e descompressa˜o) de dados e´ crucial e ate´ alvo de pesquisas
recentes, necessitam de diversas ferramentas que sirvam como base para obter resultados
cada vez melhores. A utilizac¸a˜o de sistemas de arquivos como esses tendem a auxiliar
no desempenho dessas aplicac¸o˜es, principalmente em chamadas de escrita e leitura de
arquivos.
Embora va´rias opc¸o˜es desses sistemas existam, como OrangeFS e Lustre, muitos
projetos de pesquisa ainda tem como objetivo aprimorar ou criar novos SAPs. Entretanto,
durante essa fase, utilizar, testar e prototipar sa˜o tarefas muito custosas em questa˜o de
dinheiro e tempo, o que leva muitos grupos de pesquisa a recorrerem ao uso de simulado-
res. Uma das principais dificuldades e´ compreender com clareza como cada elemento do
sistema contribui para o desempenho das aplicac¸o˜es [Inacio et al. 2015].
Com foco nisso, este artigo apresenta o desenvolvimento de um simulador para
SAP, produzido no Laborato´rio de Pesquisa em Sistemas Distribuı´dos (LAPESD) da
UFSC e desenvolvido sobre o framework DESMO-J[Go¨bel et al. 2013], utilizando uma
abordagem de simulac¸a˜o discreta e baseada em eventos. Com esse tipo de simulac¸a˜o,
quando ocorrem requisic¸o˜es de execuc¸a˜o de determinada tarefa, sinais de mudanc¸a de
estado sa˜o enviados para o sistema, sendo esses chamados de eventos, eliminada a neces-
sidade de executar o ambiente inteiro durante todo o perı´odo de simulac¸a˜o. Consequen-
temente, o software possui a vantagem de ser executado em ma´quinas mais modestas e
distintas, com pouco poder de processamento, reduzindo assim os custos de seu uso.
2. Fundamentac¸a˜o Teo´rica
Embora va´rios trabalhos sobre simulac¸a˜o de sistemas de arquivos paralelos existam, como
[Yonggang et al. 2013, Molina-Estolano et al. 2009], a ide´ia principal de cada um deles
na˜o e´ a mesma proposta nesse artigo. [Yonggang et al. 2013] tem uma abordagem vol-
tada para algoritmos de agendamento de operac¸o˜es de entrada e saı´da, enquanto [Molina-
Estolano et al. 2009] foca em aspectos de sincronismo de dados, como locking, localidade
de dados e estrate´gias de replicac¸a˜o de dados.
[Settlemyer 2009] introduz o HECIOS, que modela de uma forma muito mais
complexa os elementos de cache do sistema, o que reduz a flexibilidade do software para
testes mais ra´pidos e com foco em outros aspectos, como o assunto principal desta pes-
quisa que, atrave´s do desenvolvimento do Saturnus, tem a finalidade de avaliar o balan-
ceamento de carga em diferentes ambientes.
3. Saturnus
Visando reduzir a complexidade de uso do simulador, ele foi desenvolvido sobre uma
abstrac¸a˜o de um SAP, com algumas influeˆncias do sistema OrangeFS, abrangendo pro-
priedades como particionamento de arquivo, comunicac¸a˜o cliente-servidor, entre outros.
Ale´m disso, ate´ o presente momento, alguns elementos, como a camada de rede, na˜o
foram modelados ou implementados. O co´digo fonte se encontra disponı´vel na inter-
net(https://github.com/lapesd/saturnus).
O funcionamento do Saturnus se baseia em 9 paraˆmetros de entrada: nu´mero de
clientes, nu´mero de segmentos, nu´mero de servidores de dados, nu´mero de faixas, ta-
manho de bloco, tamanho de requisic¸a˜o, tamanho de faixa, padra˜o de acesso e tipo de
arquivo. As sub-requisic¸o˜es, os eventos do sistema, sa˜o enviadas aos nodos de armazena-
mento com base em um algoritmo round-robin, de acordo com o nu´mero de faixas, sendo
o primeiro nodo escolhido aleatoriamente em cada ma´quina cliente. Ale´m disso, e´ utili-
zada uma distribuic¸a˜o normal com me´dia baseada no tamanho de faixa e desvio padra˜o
de 0.1% para computar seus devidos tempos de execuc¸a˜o.
A Figura 1 mostra um exemplo onde ma´quinas clientes esta˜o gerando requisic¸o˜es,
que sa˜o divididas em sub-requisic¸o˜es, de acordo com os tamanhos de bloco, de requisic¸a˜o
e de faixa, e enviadas ao sistema de arquivos. O seguinte conjunto de paraˆmetros foi
utilizado: arquivo compartilhado, acesso sequencial, nu´mero de faixas = 3, nu´mero de
clientes = 2, nu´mero de segmentos = 1, tamanho de bloco = 1024, tamanho de requisic¸a˜o
= 512, tamanho de faixa = 256 e nu´mero de servidores = 5. Desse modo, e´ possı´vel
analisar quais sa˜o, por exemplo, os melhores tamanhos de bloco, de requisic¸a˜o e de faixa
para determinadas situac¸o˜es.
4. Resultados Preliminares
A Figura 2 mostra o que ocorre com a variac¸a˜o do nu´mero de faixas em relac¸a˜o ao tempo
necessa´rio para executar as requisic¸o˜es, resultante da simulac¸a˜o. Ou seja, qual a influeˆncia
de se adicionar mais servidores de dados ao sistema. O experimento apresenta uma me´dia
dos tempos de execuc¸a˜o para cada nu´mero de faixa, onde cerca de 110 execuc¸o˜es fo-
ram registradas. O seguinte conjunto de paraˆmetros e´ utilizado: nu´mero de clientes =
3, nu´mero de segmentos = 5, tamanho de bloco = 2048, tamanho de requisic¸a˜o = 1024,
Figura 1. Exemplo ba´sico de funcionamento do simulador.
tamanho de faixa = 512, tipo de arquivo = ”Compartilhado”, nu´mero de servidores =
11 e padra˜o de acesso = ”Sequencial”. Com essas informac¸o˜es, conseguimos perceber
que, embora o nu´mero de servidores de dados recebendo requisic¸o˜es aumente, o tempo
na˜o reduz no mesmo ritmo, em virtude de sincronizac¸o˜es necessa´rias entre requisic¸o˜es,
principalmente por causa do padra˜o de acesso sequencial utilizado.
Figura 2. Evoluc¸a˜o do tempo de execuc¸a˜o conforme nu´mero de faixas.
A Figura 3 mostra o tamanho da fila de sub-requisic¸o˜es de cada servidor de dados
a cada intervalo de uma unidade de tempo. Os paraˆmetros usados foram os mesmos do
experimento anterior, pore´m com contagem de faixa fixada em 4. Para esses testes, o
software selecionou aleatoriamente os nodos de armazenamento 0, 1, 5 e 7. E´ possı´vel
perceber que, embora tenhamos 4 servidores, muitas vezes, como ha´ a necessidade de
manter sincronia entre requisic¸o˜es, os eventos na˜o sa˜o distribuı´dos de maneira uniforme.
5. Conclusa˜o e Trabalhos Futuros
O presente trabalho trouxe uma breve introduc¸a˜o sobre o funcionamento do Saturnus,
sua estrutura interna e alguns resultados ja´ obtidos. Conforme informac¸o˜es extraı´das
dos experimentos, podemos perceber que, embora ainda seja um modelo simples, ele
ja´ consegue modelar o recebimento de requisic¸o˜es em servidores de armazenamento e
Figura 3. Fila de sub-requisic¸o˜es durante uma execuc¸a˜o.
representa´-las de maneira adequada. Ale´m disso, mecanismos que mante´m sincronia entre
requisic¸o˜es, existentes em SAPs reais, tambe´m ja´ esta˜o presentes no mesmo.
Projetos que tenham como objetivo estudar ou utilizar SAPs de alguma ma-
neira sa˜o beneficiados com o desenvolvimento deste software, ja´ que o mesmo reduz o
tempo gasto com testes em ambientes reais e permite aos usua´rios inferirem as melhores
configurac¸o˜es para seus ambientes de uma maneira muito ra´pida. Para futuros trabalhos,
a modelagem de outros elementos, como servidores de metadados e camadas mais com-
plexas de rede, sa˜o os alvos. Ale´m disso, a realizac¸a˜o de mais testes para aprimorar a
acura´cia do modelo proposto tambe´m e´ um dos focos.
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