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Abstrak 
Frequent pattern mining memainkan peran penting di dalam data mining. Salah satu metode yang digunakan adalah 
metode asosisi. Metode asosiasi digunakan untuk mencari dan menganalisa data transaksi penjualan yang terjadi. Hal 
ini dapat dilakukan dengan memeriksa perilaku pelanggan terkait dengan produk - produk yang dibeli. Dengan 
menggunakan aturan asosiasi, kita dapat mengetahui seberapa sering item yang dibeli bersama-sama dalam suatu 
transaksi. Salah satu algoritma yang digunakan adalah Eclat. Eclat pada dasarnya adalah pencarian algoritma depth-
first menggunakan persimpangan yang ditetapkan. Kelebihan dari Eclat adalah proses dan performa penghitungan 
support dari semua itemsets dilakukan dengan lebih efisien dibandingkan dengan algoritma HUI-miner apriori. Akan 
tetapi dalam penelitian ini diperoleh hasil algoritma HUI-miner lebih efektif dan lebih stabil dari segi waktu jika di 
bandingkan dengan eclat. 
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Abstract 
Frequent pattern mining memainkan peran penting di dalam data mining. Salah satu metode yang digunakan adalah 
metode asosiasi. Metode asosiasi digunakan untuk mencari dan menganalisa data transaksi penjualan yang terjadi. Hal 
ini dapat dilakukan dengan memeriksa perilaku pelanggan terkait dengan produk - produk yang dibeli. Dengan 
menggunakan aturan asosiasi, kita dapat mengetahui seberapa sering item yang dibeli bersama-sama dalam suatu 
transaksi. Salah satu algoritma yang digunakan adalah Eclat. Eclat pada dasarnya adalah pencarian algoritma depth-
first menggunakan persimpangan yang ditetapkan. Kelebihan dari Eclat adalah proses dan performa penghitungan 
support dari semua itemsets dilakukan dengan lebih efisien dibandingkan dengan algoritma HUI-miner apriori. Akan 
tetapi dalam penelitian ini diperoleh hasil algoritma HUI-miner lebih efektif dan lebih stabil dari segi waktu jika di 
bandingkan dengan eclat. 
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PENDAHULUAN 
Saat ini, pertumbuhan jumlah toko 
yang menyediakan perlengkapan suku 
cadang dan aksesoris sepeda motor 
semakin banyak. Selain itu perbedaan 
harga produk – produk yang ditawarkan 
juga tidak jauh berbeda antara satu toko 
dengan toko yang lain. Supaya suatu toko 
dapat memiliki keunggulan dengan toko 
lainnya, salah satu cara yang dapat 
ditempuh adalah dengan mengetahui pola 
beli pelangan dengan menganalisa data 
transaksi penjualan. Dengan mengetahui 
pola beli pelanggan, diharapkan toko 
dapat mengetahui jenis barang yang 
sering dibeli bersamaan sehingga dapat 
menambah keuntungan penjualan.  
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Frequent pattern mining memainkan 
peran penting di dalam data mining. 
Frequent pattern mining memiliki tujuan 
untuk menemukan pola tertentu dari 
database. Salah satu metode yang 
digunakan adalah metode asosisi. Metode 
asosiasi digunakan untuk mencari dan 
menganalisa data transaksi penjualan 
yang terjadi. Hal ini dapat dilakukan 
dengan memeriksa perilaku pelanggan 
terkait dengan produk - produk yang 
dibeli. Dengan menggunakan aturan 
asosiasi, kita dapat mengetahui seberapa 
sering item yang dibeli bersama-sama 
dalam suatu transaksi. Salah satu 
algoritma yang digunakan adalah Eclat. 
Eclat pada dasarnya adalah pencarian 
algoritma depth-first menggunakan 
persimpangan yang ditetapkan. Eclat 
menggunakan basis data dengan tata letak 
vertikal. Setiap item disimpan bersama 
dengan sampulnya (juga disebut tidlist) 
dan menggunakan pendekatan 
berdasarkan persimpangan untuk 
menghitung dukungan dari suatu itemset. 
Dengan cara ini, dukungan dari itemset X 
dapat dengan mudah dihitung dengan 
hanya memotong penutup dari dua 
himpunan bagian. Kelebihan dari Eclat 
adalah proses dan performa penghitungan 
support dari semua itemsets dilakukan 
dengan lebih efisien dibandingkan dengan 
algoritma HUI-miner apriori. 
Association rule mining adalah 
salah satu metode untuk mencari relasi 
yang menarik antara variabel pada sebuah 
basis data yang besar. Konsep ini 
diperkenalkan oleh Agrawal et al1 dengan 
menggunakan kasus transaksi pada 
supermarket yang disimpan pada sistem 
point of sales (POS) untuk menemukan 
barang yang dibeli bersama oleh 
konsumen. Metode ini dinamakan market 
basket analysis. 
Market basket analysis adalah 
sebuah metode untuk mencari set item 
yang sering dalam satu set transaksi. 
Tujuan dari market basket analysis adalah 
untuk menemukan perilaku atau pola 
belanja pelanggan supermarket, 
perusahaan mail-order, toko online, dll. 
Secara khusus, market basket analysis 
akan mencoba untuk mengidentifikasi set 
produk yang sering dibeli bersama-sama. 
Masalah utama di dalam 
menemukan itemset, misalnya yang 
terkandung di dalan transaksi adalah 
terdapat banyak sekali kemungkinan 
itemset yang muncul, yang membuat 
pendekatan naif menjadi tidak layak 
karena waktu eksekusi yang lama 
(Goethals, 2013)(2). Namun, ada 
pendekatan yang lebih canggih dengan 
dua algoritma dikenal dengan nama 
Apriori dan Eclat yang paling populer. 
Keduanya mengandalkan pencarian top-
down dalam kisi subset dari item. 
Contohnya pada gambar 1 yang 
menunjukkan relasi antara item set yang 
berbeda. 
 
Gambar 1. Subset bagian untuk lima item 
 
Untuk struktur pencarian, kedua 
algoritma mengatur kisi bagian sebagai 
pohon prefix, misalnya pada gambar 2 
memiliki lima item. Dalam pohon set item 
yang digabungkan dalam sebuah node 
yang memiliki prefix yang sama berkaitan 
dengan beberapa perintah yang acak, 
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namun memiliki urutan tetap di dalam 
item (dalam contoh item lima, urutan ini 
hanya a, b, c, d, e). Dengan struktur ini, 
item set yang terkandung dalam simpul 
dari pohon dapat dibangun dengan mudah 
dengan cara berikut: Ambil semua item 
yang bagian tepinya mengarah ke node 
memiliki label dan tambahkan item yang 
berhasil dengan urutan yang tetap dari 
item. Perhatikan bahwa dengan cara ini 
hanya memerlukan satu item untuk 
membedakan antara item set yang 
diwakili dalam satu node yang relevan 









Gambar 2. Pohon prefix untuk lima item 
Algoritma Eclat ( Equivalence Class 
Transformation) adalah sebuah program 
yang digunakan untuk menemukan set 
item yang sering (Zaki et al. 1997)4, 
algoritma ini menggunakan yang 
melakukan pencarian depth first pada kisi 
bagian dan menentukan dukungan set 
item dengan memotongkan daftar 
transaksi. Versi saat ini dari program ini 
hanya dapat menemukan set item yang 
sering. Algoritma ini tidak mendukung 
pengelompokan item / clustering (Zaki et 
al, 1997.)4, tetapi algoritma ini dapat 
mendukung diffset (Zaki dan Gouda 
2003)5 dan beberapa varian algoritma 
lainnya.  
Algoritma Eclat melintasi pohon 
prefix di urutan pertama. Algoritma ini 
memperluas item set barang hingga 
mencapai batas antara item set yang 
sering dan jarang terjadi, kemudian 
kembali ke awal untuk mengerjakan 
awalan berikutnya (dalam urutan 
leksikografis berkaitan dengan urutan 
tetap dari item)6. Eclat menentukan 
support dari item set yang ditetapkan 
dengan membangun daftar pengenal 
transaksi yang mengandung item set. 
Caranya dengan memotong dua daftar 
pengenal transaksi di dalam dua set item 
yang berbeda hanya dengan satu item dan 
bersama-sama membentuk item yang 
ditetapkan saat diproses.  
Sebuah cara mudah untuk 
merepresentasikan transaksi untuk 
algoritma Eclat adalah dengan 
menggunakan matriks bit, di mana setiap 
baris sesuai dengan item masing-masing 
kolom untuk transaksi (atau sebaliknya). 
Bit adalah set di dalam matriks ini jika 
item yang sesuai dengan baris terkandung 
di dalam transaksi yang sesuai dengan 
kolom, selain itu akan dihapus.  
Pada dasarnya ada dua cara untuk 
merepresentasikan matriks bit: Baik 
sebagai matriks bit yang benar, dengan 
satu bit memori untuk setiap item dan 
transaksi, atau menggunakan daftar untuk 
setiap baris di dalam kolom bit yang 
ditetapkan. (cara kedua ini setara dengan 
menggunakan daftar pengenal transaksi 
untuk setiap item.). Cara 
merepresentasikan bit matrix ini 
tergantung pada kepadatan dataset. Pada 
mesin 32 bit, representasi bit matrix 
dengan cara pertama akan menggunakan 
memori dengan lebih efisien jika rasio dari 
bit set ke bit bersih lebih besar dari 1:31. 
Namun, penggunaan rasio ini tidak 
dianjurkan untuk untuk memutuskan 
antara matrix bit yang benar dan jarang, 
karena dalam proses pencarian, karena 
saat persimpangan dilakukan, jumlah bit 
set akan berkurang. Oleh karena itu 
representasi jarang harus digunakan 
bahkan jika rasio dari bit untuk bit bersih 
lebih besar dari 1:31 (Bogelt, C.2003)3. 
10 
Journal of Informatics and Telecommunication Engineering, 1 (1) (2017) : 8-13 
11 
 
Pseudocode algoritma Eclat dapat dilihat 
pada gambar dibawah ini 
 
 
Gambar 3. Pseudocode Eclat 
(Xu, G.2011)7. Web mining and social 
networking 
Algoritma akan menghasilkan itemset 
sering dengan memotong tidlist dari 
semua pasangan yang berbeda dari atom 
dan mengevaluasi dukungan dari kandidat 
berdasarkan hasil tidlist (baris 5-6). 
program akan memanggul prosedur 
rekursif dengan itemset sering yang 
ditemukan pada tingkat saat ini (baris 11). 
Proses ini berakhir ketika semua itemset 
sering telah dilalui. Untuk menyimpan 
penggunaan memori, setelah semua 
itemset sering untuk tingkat berikutnya 
telah dihasilkan, itemset pada tingkat saat 
ini dapat dihapus. 
Dalam data mining dan association 
rule learning, lift adalah pengukuran 
kinerja model penargetan (aturan 
asosiasi) untuk memprediksi atau 
mengklasifikasikan kasus yang memiliki 
peningkatan respon, diukur terhadap 
target model pilihan yang acak. Sebuah 
model penargetan melakukan pekerjaan 
yang baik jika respon dalam target jauh 
lebih baik daripada rata-rata untuk 
populasi secara keseluruhan. Kurfa lift 
juga dapat dianggap sebagai variasi dari 
kurva penerima operasi karateristik, yang 
dikenal sebagai kurfa lorenz ( Tufféry. 
2011)8. 




dengan mengamati rasio dukungan untuk 
mengetahui apakah X dan Y adalah 
independen. 
Misalnya, populasi memiliki tingkat 
respon rata-rata 5%, tetapi model tertentu 
telah mengidentifikasi segmen dengan 
tingkat respon 20%. Kemudian segmen 
yang akan memiliki lift 4.0 (20% / 5%). 
Misalnya, terdapat sebuah data yang telah 
digali 
 










Dimana antecedent adalah infomasi 
yang dapat kita kontrol, sedangkan 
consequent adalah variabel yang akan 
dicoba untuk diprediksi.  
Sebagian besar dari algotitma data mining 
akan mempertimbangkan aturan ini:  
 Aturan 1 : A adalah 0 
 Aturan 2 : B adalah 1  
Support dari aturan 1 adalah 3/7 yang 
terdiri dari antecedent A dan consequent 
0. Support dari aturan 2 adalah 2/7 yang 
terdiri dari antecedent B dan consequent 
1.  
Support dapat ditulis sebagai berikut : 
 
 
Confidence untuk aturan 1 adalah 3/4 
karena tiga dari 4 data di antecedent A 
memiliki consequent 0. Sedangkan 
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confidence di aturan 2 adalah 2/3 karena 
dua dari tiga data di antecedent B memiliki 
consequent 1. Confidence dapat ditulis 
sebagai berikut : 
 
Lift dapat dicari dengan membagi support 
dengan probabilitas dari anteseden. 
Sehingga:  
 lift dari aturan 1 adalah 3/4 : 4/7 = 
1.3125 
 lift dari aturan 2 adalah 2/3 : 3/7 = 
1.56  
 
Jika sebuah aturan memiliki lift 1, dapat 
dikatakan bahwa probabilitas 
kemungkinan munculnya antecedent dan 
consequent adalah independent. Ketika 
dua event independent, maka tidak ada 
aturan yang dapat disimpulkan. Jika lift 
bernilai positif, maka probabilitas 
kemungkinan munculnya antecedent dan 
consequent adalah dependent, sehingga 
dapat dibuat aturan untuk memprediksi 
munculnya data 9. 
Algoritma dalam high-utility 
itemset mining dapat diklasifikasikan 
kedalam 2 perbedaan paradigm yaitu 














Algoritma vertical mining 
menggunakan inverted-list seperti 
struktur data untuk pekerjaannya. 
Algoritma ini pertama-tama menghasilkan 
semua high-utility itemset tunggal dan 
kemudian melanjutkan ke generasi kedua, 
ketiga dan seterusnya. Namun, solusi 
dasar pendekatan vertical mining 
sederhana dan telah terbukti berkinerja 
lebih baik dibandingkan dengan 
pendekatan tree-based algoritma. Namun, 
biaya join operation umumnya lebih tinggi 
untuk small-size itemset dibandingkan 
dengan biaya join operation untuk large-
size itemset. 
Pada algoritma HUI-Miner, 
Algoritma ini menemukan high-utility 
itemset tanpa generasi kandidat. Ini 
menciptakan sebuah struktur vertikal 
bernama Utility-List (UL) untuk setiap 
item dan kemudian menemukan high-
utility item darinya. Algoritma 2 
menunjukkan pseudo-code dari HUI-
Miner. Di sini, daftar Utility berisi itemset, 
utilitas transaksi dan utilitas item; Utilitas 
internal adalah kuantitas yang terkait 
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HASIL DAN PEMBAHASAN 
Ujicoba data menggunakan dataset 
kosarak.dat yang memiliki baris transaksi 
990.002 dan 41.270 items. 
 




Eclat HUI Miner 
ms FI ms FI 
0.10 15001 10 7969 9 
0.20 10687 6 9312 5 
0.30 10110 5 8152 4 
 
Dari hasil tabel tersebut dapat disajikan 
dalam bentuk grafik seperti berikut : 
 
 




Gambar 6. hasil frequent itemset yang di 




Kesimpulan yang bisa diambil dari 
hasil uji data adalah Hui miner lebih 
efektif dari segi waktu jika di bandingkan 
dengan eclat. Frequent yang ditemukan 
hanya berbeda satu buat itemset saja di 
setiap perubahan nilai minimum support. 
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