Abstract-Multiple antenna (MIMO) devices are widely used to increase reliability and information bit rate. Optimal error rate performance (full diversity and large coding gain), for unknown channel state information at the transmitter and for maximal rate, can be achieved by approximately universal spacetime codes, but comes at a price of large detection complexity, infeasible for most practical systems. We propose a new coded modulation paradigm: error-correction outer code with spaceonly but time-varying precoder (as inner code). We refer to the latter as Ergodic Mutual Information (EMI) code. The EMI code achieves the maximal multiplexing gain and full diversity is proved in terms of the outage probability. Contrary to most of the literature, our work is not based on the elegant but difficult classical algebraic MIMO theory. Instead, the relation between MIMO and parallel channels is exploited. The theoretical proof of full diversity is corroborated by means of numerical simulations for many MIMO scenarios, in terms of outage probability and word error rate of LDPC coded systems. The full-diversity and full-rate at low detection complexity comes at a price of a small coding gain loss for outer coding rates close to one, but this loss vanishes with decreasing coding rate.
I. INTRODUCTION
Multiple antennas (MIMO) has become an important means to combat channel fading as well as to increase channel capacity. Since the pioneering work [25] , [42] , a great amount of research effort has been focused on characterizing the fundamental limits of MIMO communications that are now well understood in many aspects. In particular, when the channel is subject to slow fading, a fundamental tradeoff as to how to optimally exploit the multiple antennas has been characterized in [52] .
Code design problems for multi-antenna channels without channel state information at the transmitter have first been addressed by Tarokh et al. in [40] , in which the notion of space-time codes was introduced. By spanning the message D. Duyck and M. Moeneclaey are with Ghent University, StPietersnieuwstraat 41, 9000 Gent, Belgium, {dduyck,mm}@telin.ugent.be.
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over both spatial and temporal dimensions, full spatial diversity can be achieved. The elegant construction of orthogonal space-time codes enables a simple decoding at the receiver side [2] , [40] . Unfortunately, the benefit of simplicity is obtained at the cost of rate; more specifically, at most one independent symbol per channel use can be transmitted. Furthermore, the rate of orthogonal space-time codes decreases with the number of transmit antennas, while the ergodic capacity of a MIMO channel linearly increases with the minimum of the number of receive and transmit antennas. While the highly structured codes have a poor spectral efficiency, the random coding argument [18] , [52] suggests that there exists a space-time code with finite length that can achieve the fundamental diversity-multiplexing tradeoff (DMT). Guided by the diversity-multiplexing tradeoff, approximately universal [41] , i.e., DMT optimal for all channel statistics, structured space-time codes designs have been proposed [4] , [19] , [20] , [41] . The key to obtain approximately universal space-time codes with a finite code length is the non-vanishing properties of the product of the min{n T , n R } smallest singular values of the codeword matrices for increasing signal-to-noise ratio, where n T and n R are the number of transmit and receive antennas, respectively. In particular, this criterion coincides with the non-vanishing determinant criterion when n T = n R [19] , [20] . Interestingly enough, when the MIMO channel is diagonal, i.e., a parallel channel, the criterion is reduced to the product-distance criterion, well known for code design for single-antenna block fading channels [3] , [6] , [44] .
In general, the MIMO channel can be decomposed by the singular value decomposition into a diagonal channel preceded by a random unitary matrix rotating the channel input. Despite the diagonal channel being present in the singular value decomposition, there is a fundamental difference between MIMO and parallel channels when the channel state is unknown at the transmitter side. In fact, by carefully examining the criterion for approximate universality [20] , [41] , constraints on the codeword structure are imposed in order to guarantee a "good" performance for the worst-case rotation incurred by the channel matrix. Such a phenomenon does not exist for diagonal/parallel channels. To guarantee good performance in any MIMO channel, precoding over at least n 2 T dimensions is needed for MIMO, while we only need to code over n T dimensions for parallel channels. A direct consequence of the increased precoding dimensionality is the decoding complexity. While there exist efficient decoding algorithms for such problems (see [28] , [34] and references therein), the complexity still grows in polynomial time with the dimension for the best-case scenarios and in exponential time for the worst cases.
The advantages of approximately universal space-time code designs are quite clear: high spectral efficiency, high diversity gains even without channel codes, and short block length. On the other hand, error-correction codes with relatively large block lengths are used in most modern communication systems. As a result, a common paradigm of coding for multi-antenna systems is the concatenation of an error correction code (also referred to as outer code) and a spacetime code (also referred to as space-time precoder, or inner code). That is, a long coded block is split into many sub-blocks that are space-time precoded individually. While the precoder is designed without the consideration of an outer channel code, the actual error performance depends on multiple space-time blocks. Although using a well-designed space-time precoder can only improve the overall error rate performance, it comes at the price of high decoding complexity, as mentioned above. In fact, it turned out in some cases that the use of spacetime codes in conjunction with channel codes does not bring extra gain but unnecessary decoding complexity (e.g. when the coding rate of the channel code is sufficiently low to recover a portion of the spatial diversity [26] ). Therefore, the conventional paradigm, to design space-time codes without considering the presence of an outer code, may not be efficient when it comes to the trade-off between performance and complexity.
Inspired by the connection between MIMO and parallel channels (the MIMO channel is a parallel channel with random precoder) as well as the observation that the outer codeword spans over a large amount of channel uses, we propose a new coded modulation paradigm: error correction codes with space-only but time-varying precoder. The rationale behind this is to avoid the worst-case rotations (denoted as corrupt precoders in this paper) that are the main factor of deterioration in uncoded MIMO communication. The time-varying aspect of the space-only precoder reduces the effect of the worstcase rotations to a fraction of the transmission time, which can then be compensated by the outer code. Note that spaceonly precoders have been considered in the literature when channel state information was available at the transmitter (e.g. through feedback), see [31] and references therein.
The main contribution of this paper is as follows. We first observe that the MIMO channel corresponds to a parallel channel with a precoder that is random, but then remains fixed once it is chosen. We then extend the framework of signal space diversity for parallel channels to explain why full transmit diversity is not achieved with fixed space-only codes for MIMO. This new framework allows us to prove Theorem 1, claiming that time-varying space-only precoders achieve full diversity on any MIMO channel, thereby proposing an alternative to approximately universal space-time codes with a much smaller detection complexity.
The rest of the paper is organized as follows. The system model, notation and problem statement are presented in Sec. II and we also clearly define what we mean by full-rate spacetime codes. In Sec. III, we interpret MIMO as parallel channels with a random precoder and explain that this randomness requires an extension of the study on signal space diversity for parallel channels. We first illustrate this extension by means of a toy example in Sec. IV, where the channel gains, the precoder elements and the transmit symbols are all real-valued.
Next, the extension of the signal space diversity framework is formalized in Sec. V, by introducing the concepts of bad and corrupt precoders. This new framework is then used to prove that fixed space-only codes do not achieve full diversity (Sec. VI) in contrary to time-varying space-only precoders (Sec. VII). Theorem 1 is then corroborated by presenting extensive numerical results in Sec. VIII.
II. SYSTEM MODEL
Notation: we write scalars, vectors and matrices as x, x and X. X † and x † are the Hermitian transposes of X and x. The Landau symbols f (n) = O(g(n)) and f (n) = Ω(g(n)) respectively denote f (n) ≤ kg(n) and f (n) ≥ kg(n) for some positive k. The equation sign f (γ) . = g(γ), introduced in [52] , is equivalent to lim γ→∞
log γ . Similar meanings hold for≤ and≥.
A. Channel model
We consider a point-to-point MIMO channel H = [h i,j ] ∈ C nR×nT with n T transmit antennas and n R receive antennas, where h i,j ∼ CN (0, 1) is the complex path gain from transmit antenna j to receive antenna i. We assume that all path gains are independent. The channel state information is perfectly known at the receiver side, but unknown at the transmitter side, i.e., no feedback channel is available. The channel is assumed to vary slowly, so that it remains constant during the transmission of at least one outer codeword. A channel use is referred to as the event where the transmitter sends n T symbols simultaneously from its n T transmit antennas. Assuming a total of N c channel uses per codeword, the discrete-time complex baseband equivalent channel equation is given byỹ
whereỹ t ,w t ∈ C nR×1 denote the received vector and noise vector at instant t, andx t ∈ C nT ×1 denotes the symbol vector transmitted at instant t. The additive white Gaussian noise vectorw t has i.i.d. entries,w t,i ∼ CN (0, 1). The transmit vectorx t satisfies E[||x t || 2 ] = n T , ∀ t. This way, γ is the average signal-to-noise ratio per symbol (SNR) per transmit antenna 1 . The instantaneous mutual information is denoted as I(x t ;ỹ t |H) and depends on the channel realization H.
The channel realization H can be decomposed by a singular value decomposition as H = U ΣV † , where U ∈ C nR×nR and V ∈ C nT ×nT are unitary matrices, uniformly distributed in the set of all unitary matrices (see App. A for more background), and Σ ∈ R nR×nT is a diagonal matrix with the non-negative singular values σ i , i = 1, . . . , min(n R , n T ), of H on its diagonal. As in [22] , [52] , we define the ordered normalized fading gains α = [α 1 , . . . , α min(nR,nT ) ], where
given by [33] , [52] 
Because H is known at the receiver, the following transformation can be performed,
where w t follows the same distribution asw t . Because the transformation matrix U † is invertible, no information is lost by this transformation (which can be proved by for example the data processing inequality [10] ) , i.e., I(x t ; y t |Σ, V ) = I(x t ;ỹ t |H).
Let us now consider (3) in the cases n R > n T and n R < n T , where Σ is not square. When n R > n T and Σ is tall, the last n R − n T received symbols in y t contain only noise due to the fact that the bottom n R − n T rows of Σ are zero. Hence, when we consider n R > n T in the following, then, allowing an abuse in notation, y t , w t and Σ refer to the top n T rows of the actual vectors y t , w t and Σ, respectively. As a result, an equivalent n T × n T MIMO channel is obtained, of course taking into account the actual singular value distribution as a function of n R and n T (see (2) ). When n R < n T and Σ is fat, the last n T − n R columns of Σ are zero, so that the last n T − n R columns of V are not important, which will be considered in Sec. VII.
The outage probability [5] , [37] is expressed as
where R is the spectral efficiency and E t [.] denotes the temporal mean. The SNR-exponent of the outage probability, known as the diversity order, is
where we assumed fading distributions where the limit in (6) exists.
B. Full rate space-time and space-only coding
In this paper, full-rate STCs are considered where we define full-rate codes as schemes that transmit, on average, a linear transformation of min(n T , n R ) independent 2 M -QAM symbols at each channel use, corresponding to m coded bits per channel use, where m = min(n T , n R ) log 2 M . Hence, the number of channel uses per codeword is N c = Note that it is possible to convey n T independent symbols per channel use, which is larger than min(n T , n R ) when n R < n T . However, transmitting min(n T , n R ) independent symbols maximizes the multiplexing gain (the speed at which the constellation size may grow with the SNR γ) that can be achieved without leading to a degradation of the error rate for increasing SNR [52] . Secondly, the capacity of an n T × n R MIMO channel is the same as the capacity of an n R × n T MIMO channel (hence with n R transmit antennas and n T receive antennas) [24] , [42] , [47] , so that transmitting more symbols on the n T × n R MIMO channel than the maximum that can be conveyed on the n R × n T MIMO channel would not correspond to the limits of the channel, and thus lead to a significant loss in coding gain 3 . STCs are characterized by the number of space and time dimensions, n T and k, respectively, denoted as an n T × k STC. When the number of time dimensions k reduces to one, the STC becomes a space-only code. An n T × k STC (consisting of n T k elements) yields k symbol vectors
We first consider the case that n R ≥ n T . The STC X l is obtained from mk coded bits through a sequence of operations. The sequence of mk coded bits is split in n T k groups of m/n T bits which are mapped to one of M points, M = 2 m/nT , belonging to an M -QAM constellation Ω z . Denoting as z l the n T k-dimensional symbol vector that results from mapping the l-th block of mk coded bits, the linear precoding involves
where P l is a well chosen unitary matrix in C nk×nk and E[|z l,j | 2 ] = 1, j = 1, . . . , n T k. Next, the n T kdimensional vectorx vec,l is split in k column vectors of length n T , yielding the STC matrix X l or the k vectors {x (l−1)k+1 , . . . ,x (l−1)k+k }. Because E[|z l,j | 2 ] = 1 and P l is unitary, the componentsx t,i satisfy E[|x t,i | 2 ] = 1, ∀ i, t. In the case that n R < n T , full-rate codes transmit, on average, a linear transformation of n R independent M -QAM symbols each channel use. Hence, z l only contains n R k independent components. For example, (n T − n R )k components of z l can be put to zero. To satisfy the constraint that E[||x t || 2 ] = n T , ∀ t, we set the mean square magnitude of the n R k non-zero components of z l equal to nT nR .
C. Problem formulation
The approximately universal STCs that are optimal in terms of uncoded error rate for an n T × n R MIMO channel are n T × n T full-rate full-diversity STCs (hence k = n T ). The precoder P l = P is constant, has dimension n 2 T × n 2 T and its n 4 T elements are optimized to maximize the coding gain (see for example [4] , [8] , [26] , [30] , [36] , [40] ). A prohibitive objection is that the detection complexity of optimal STCs is very complex, e.g., it increases exponentially with n 2 T for exhaustive ML-detection. For example, when 16−QAM and n T = 3 transmit antennas are used, the detection complexity is O (16 9 ) . Although a recent study shows that the complexity of near-ML decoding can be reduced to growing in polynomial time with the dimension for the best-case scenarios, by using lattice reduction and linear preprocessing [28] , it is yet to be verified whether the same conclusion holds with error correcting codes and soft decoding. We propose full-rate time-varying space-only codes, hence k = 1 so that P l only has dimension n T × n T , but P l varies with l. In Sec. VII, we prove that full diversity is achieved. Because the STC is space-only, the notation simplifies:x t = P t z t , t = 1, . . . , N c , where
nT , which is the Cartesian product of n T constellations Ω z . We denote our new precoder type by the EMI code, where EMI (Ergodic Mutual Information) refers to the temporal mean of the mutual information. The detection complexity of exhaustive ML-detection now increases exponentially with min(n T , n R ) which is the lowest possible ML detection complexity for full-rate STCs. For example, when Ω z = 16−QAM and n T = n R = 3, the detection complexity is O (16 3 ) for exhaustive ML-decoding, which is feasible.
The overall received signal-to-noise ratio per information bit is denoted as
, where E b is the ratio of the energy of the received symbol vector and the number of information bits conveyed per transmitted symbol vector, so that
nR , where R = mR c is the spectral efficiency and R c is the coding rate. When the constraint
nT nR .
III. MIMO VS. PARALLEL CHANNELS
The channel equation (3) is that of a parallel channel Σ (which corresponds to min(n T , n R ) parallel channels), with precoded input V †x t , with the particular feature that the precoder V † is random. We denote the input of this parallel channel by
which belongs to a discrete constellation that is random (through V ) and variable in time (through the time-varying precoder P t ). Allowing a small abuse in notation (by dropping the time-index), we denote this constellation by Ω x , so that x t ∈ Ω x . It is clear that x t is a linear transformation of z t ,
where the precoder V t = V † P t is random and varies in time within the duration of a codeword if P t is time-varying. When P t is deterministic or uniformly distributed in the set of all unitary matrices (denoted as M(n T , n T )) and independent from V , then V t is also uniformly distributed in M(n T , n T ) (see Lemma 5 in App. A). Hence, in the case that a fixed space-only precoder P t = P is used, the MIMO channel corresponds to a parallel channel with a random precoder V † P , and when our proposed time-varying space-only precoder P t is used, the MIMO channel corresponds to a parallel channel with a random time-varying precoder V t .
For a given channel realization and a given channel use, Ω x is fixed and we can determine the mutual information between input and output of this parallel channel, I(x t ; y t |Σ, V ) = I(x t ; y t |H). Inserting x t in Eq. (3), we have that
Note that only the top min(n T , n R ) components of the column vector x t are important, by the structure of Σ; hence, the complete vector x t is considered when n R ≥ n T , and the top n R components of x t otherwise. The mutual information I(x t ; y t |Σ, V ) between input and output of a parallel channel is well known [22] , [45] and recalled in Eq. (12), where
Using the normalized fading gains, the mutual information can be expressed as in Eq. (13), where
and where s t,i = (x t,i − x ′ t,i ) and R{.} takes the real part. The parallel channel model with precoding is well known for the study of signal space diversity (SSD) (see [6] for uncoded and [13] , [23] for coded communication over parallel channels). In SSD, full transmit diversity is achieved when V t is chosen so that s t,i = 0, i = 1, . . . , min(n T , n R ), ∀ t, where
Mostly, the fading gain distribution that is considered for parallel channels is Rayleigh fading, which yields a maximum transmit diversity of min(n T , n R ). However, the fading gain distribution of the singular values in Σ is not Rayleigh [33] , [42] , yielding a maximum transmit diversity of nr, which will be made more formal in Sec. VII.
Consider a parallel channel with a constant deterministic precoder, V t = V co . For any coding rate R c , it holds that full transmit diversity is not achieved when V co is a bad precoder.
Definition 1:
We define bad precoders V bad as the set of precoders so that ∃ i ∈ {1, . . . , min(n T , n R )}, z, z ′ = z, satisfying s t,i = 0. More importantly, if V co is not a bad precoder, full transmit diversity is achieved (see [6] for more background). This is well known but it is particularly interesting for the following reason.
Consider a constant space-only precoder P t = P , so that V t = V † P = V ′ is random but not time-varying within the duration of a codeword. By Lemma 5 in App. A, the distributions of V ′ and V are the same, hence the distributions of H and HP are the same. As a consequence, the space-only precoder P achieves the same error rate performance as for uncoded MIMO (without precoding, or with P = I), which only achieves a diversity order of n R (which is proved in Sec. VI). Contrary to parallel channels, the loss of transmit diversity is not caused by bad precoders, which have a zero probability of occurrence due to the continuous space of the realizations of V ′ . Hence, the notion of bad precoders, established in the SSD framework for parallel channels with constant deterministic precoders, needs to be extended to the case of random precoders, to explain this loss of transmit diversity (also denoted as spatial diversity). This extension will be exemplified through a toy example (in which the constellation Ω z and the precoder are taken real valued, allowing a geometrical
(−1,1)
The system model of the toy example is illustrated. The coded bits are first mapped to a point in the constellation Ω z (empty circles), which is transformed to a point in the constellation Ω x (filled circles). The projections of the points of Ω x on the coordinate axes (marked by crosses) illustrates the component interleaving. The first and second component of x t , x t,1 and x t,2 , ∀t, are affected by the fading gains β 1 and β 2 , respectively. illustration) in Sec. IV, and will be formalized in Sec. V for MIMO.
IV. TOY EXAMPLE
For the toy example, we consider a classical system model with two flat non-ergodic parallel channels with Rayleigh fading and BPSK symbols at the precoder input (see for example [6] , [12] ), which allows a geometric illustration. The system model is
where β 1 and β 2 are i.i.d. and Rayleigh distributed, E[β
T where Q is a standard twodimensional rotation matrix parametrized by the angle θ and z t,i ∈ {±1}, and where w t,i ∼ N (0, 0.5). Because each component of x t is transmitted on another fading gain, this scheme is also denoted as component interleaving. The rotation of z is illustrated in Fig. 1 . According to Def. 1, bad precoders are rotation matrices Q with rotation angle θ ∈ θ bad = {kπ/4, k = 0, . . . , 7}, in which case some crosses in Fig. 1 coincide.
In the literature, only deterministic rotations were studied. Here, we study two other cases:
• θ is random, but fixed once it is chosen (Sec. IV-A);
• θ is random and independently generated at each channel use (Sec. IV-B).
The first case is similar to a non-ergodic MIMO channel, where the channel is random but remains constant during the transmission of an outer codeword. The second case is similar to a non-ergodic MIMO channel with a time-varying spaceonly precoder P t at its input.
A. Random rotation
It is well known [6] , [13] , [23] that a diversity order of two (denoted as full diversity in this section) is achieved for any coding rate R c ≤ 1 (including uncoded communication) when a fixed deterministic rotation matrix Q is used and
In the context of MIMO, it is more interesting to consider a random rotation matrix Q. Despite the fact that Pr(θ ∈ θ bad ) = 0 when p(θ) = 1 2π , full diversity is not achieved as proved by the following lemma.
Lemma 1: In a point-to-point flat parallel Rayleigh fading channel as given in (14) with a fixed but random precoder Q where θ follows a uniform distribution in [0, 2π], the diversity order can not be larger than 1.5 for any coding rate 0.5 < R c < 1.
Proof: See App. B. From the proof of Lemma 1, it is clear that corrupt precoders (and not bad precoders) are the main cause of the full diversity loss. We formally define corrupt precoders in Sec. V, but for this section, consider corrupt precoders as the set of rotations where θ ∈ [0, γ −0.5 ] 4 . The probability to have such a corrupt precoder is proportional to γ −0.5 . When a precoder is corrupt, then the mutual information is strictly smaller than one in the event of one bad fading gain (see App. B for a formal definition of bad fading). In this case, a coding rate larger than one-half leads to a spectral efficiency that is larger than one, yielding an outage event. The probability of a bad fading gain, which yields an outage event in conjunction with a corrupt precoder, is proportional to γ −1 . The probability of corrupt precoders is unfortunately non-negligible. Lemma 1 is corroborated by means of numerical simulations, presented in Fig. 2 . When the rotation angle is zero, we have a bad precoder and no transmit diversity is achieved. When the rotation angle is constant and different from {kπ/4}, full transmit diversity is achieved. However, when the rotation angle is random, full transmit diversity is not achieved. Outage probability
The outage probability of a parallel channel with two states does not achieve full diversity when the input constellation is rotated with a rotation angle that is random (uniform in [0, 2π]) but fixed once it is chosen. For reference, the outage probabilities with a fixed rotation (with θ = 0 and 27 degrees, corresponding to a bad and good rotation) are given. Other simulation parameters: Ω z =BPSK and R c = 0.9.
B. Random time-varying rotation
The effect of corrupt precoders can be easily reduced by using multiple random precoders, say N , during the transmission of one codeword. We leave a formal description for Sec. VII but qualitatively describe what happens in the case of the toy example. The probability to have one bad fading gain behaves as 1 γ (the probability of having two bad fading gains is not dominant, as it behaves as 1 γ 2 and thus automatically leads to full diversity). Given that one fading gain is bad, the mutual information at high SNR converges to one and two for corrupt and non-corrupt precoders, respectively. The mutual information is averaged over these N precoders. We have to consider at most one corrupt precoder as the probability to have a corrupt precoders behaves as γ −0.5 , so that two corrupt precoders in conjunction with a bad fading gain also automatically yield full diversity. In that case, the mutual information for large SNR, averaged over N precoders, converges to 2
), so that any coding rate smaller than 1 − 1 2N yields full diversity. A similar reasoning is valid for MIMO, which is formalized in the next sections.
V. BAD AND CORRUPT PRECODERS FOR MIMO
The definition of bad precoders was given in Def. 1. Bad precoders decrease the maximal mutual information that can be achieved. Listing the bad precoders is laborious and is fortunately not required for the theoretical analysis of fixed and time-varying space-only codes in the remainder of the paper. For completeness, we illustrate the bad precoders for Ω z = 4−QAM and a 2 × 2 MIMO channel in App. C.
Bad precoders are defined to yield at least one component of s t with a zero magnitude. The following lemma proves that at most n T − 1 components of s t can have a zero magnitude.
Lemma 2: At most n T − 1 elements of s t can have a magnitude equal to zero.
Proof: If n T elements of s t have a zero magnitude, then ∃ z, z ′ = z, satisfying x t = x ′ t , which is impossible, because V t is a bijection (see Lemma 5 in App. A).
As illustrated in the toy example in Sec. IV, the loss of transmit diversity for space-only codes is caused by corrupt precoders, which is an uncountable set of precoders that behave similarly as bad precoders, in the sense that a number of components of s t have a vanishing magnitude with the SNR, instead of being zero for bad precoders. We distinguish between two sets of precoders, S c,1 and S c,2 , which we both refer to as corrupt precoders. The first set is relevant in the case where n R ≥ n T .
Definition 2: We define the set S c,1 of corrupt precoders as the set of precoders so that ∃ z, z ′ = z, satisfying |s t,i | ≤ γ −0.5 , ∀ i > 1. For the case that n R < n T , we define corrupt precoders as follows.
Definition 3: We define the set S c,2 of corrupt precoders as the set of precoders so that ∃ z, z
Even without determining the structure of these precoders, we can derive their probability of occurrence.
Lemma 3: The probability that a random precoder falls in the set of corrupt precoders is
for the sets S c,1 and S c,2 , respectively. Proof: See App. D. In the remainder of the paper, we use the notation S c , which refers to S c,1 or S c,2 , when n R ≥ n T and n R < n T , respectively. As we will see in Sec. VI, the probability Pr(S c ) is non-negligible and causes the loss of transmit diversity.
VI. FIXED SPACE-ONLY CODES
Consider a unitary but fixed space-only precoder P t = P , hence V t is random (uniformly distributed in the set of all unitary matrices M(n T , n T ) (Lemma 5)), but fixed once it is chosen. Because V t remains constant during the transmission of an outer codeword, we drop the index t in the vectors x t , y t and w t , and denote
is formed, which has the same distribution as H because V ′ has the same distribution as V † . As a consequence, a fixed space-only precoder does not achieve transmit diversity.
In Sec. III, the relation between MIMO and parallel channels was given. More specifically, a MIMO channel is equivalent to a parallel channel with random precoding. The probability of having a bad precoder (Def. 1) is zero, but corrupt precoders cause the diversity loss, which is formalized in the following lemma.
Lemma 4: In a point-to-point flat fading n T × n R MIMO channel with a fixed n T × n T precoder P t = P , there exists a coding rate R c < 1 above which the receive diversity is achieved (i.e., the outage SNR exponent is d out = n R ) due to corrupt precoders V ′ ∈ S c . Proof: See App. F. In accordance with the terminology of parallel channels with precoding, the loss of transmit diversity is caused because the random precoder falls too often in the set of corrupt precoders, or more precisely, because the probability to have a corrupt precoder does not converge fast enough to zero. Note that S c,1 contains precoders with constraints on n T − 1 components of s t . A larger set, having constraints on less than n T − 1 components can be defined as well, but leads to a less tight lower bound on the outage probability when using the same proof techniques as in App. F.
Adopting a time-varying precoder P t , uniform in the set of unitary matrices, within the coherence time of the channel (thus, assuming that the MIMO channel remains constant) has no effect on the diversity order for an uncoded scenario with respect to a fixed space-only code P . The reason is that the new channel H ′ = U ΣV t still has the same distribution as H,
VII. TIME-VARYING SPACE-ONLY CODES, ACHIEVING FULL RATE AND FULL DIVERSITY
We propose to reduce the effect of corrupt precoders by averaging the mutual information over N unitary precoders V t = V † P t during the transmission of a codeword. We create N realizations V t by changing P t after every Nc N channel uses. When N is finite, the time-varying space-only code is denoted as EMI-N code. In this section, we assume that N = N c and N c → ∞; the corresponding time-varying space-only code is denoted as EMI code. The convergence properties of the EMI-N code are discussed in Sec. VIII-B. By letting P t being uniformly distributed in the set of all unitary matrices M(n T , n T ), the matrix V t is also uniformly distributed in M(n T , n T ) (Lemma 5). Furthermore, by drawing P t independently at each channel use, V t changes independently at each channel use.
Note that the bottom n T − n R elements of z are zero when n R < n T , see Sec. II-B.
Theorem 1: In a point-to-point flat fading n T × n R MIMO channel, using a coding rate R c < 1 and using n T × n T precoders P t , randomly generated for each channel use, being uniformly distributed in the set of all unitary matrices M(n T , n T ), full diversity is achievable.
Proof: See App. G. Note that in (59) in App. G, we used the fact that the temporal mean equals the sample mean, i.e.,
where the expectation at the right side in (16) is over V t , uniformly distributed in the set of unitary matrices M(n T , n T ), for a fixed t. This is valid for the EMI code. Theorem 1 corroborates experimental results in the literature. For example, in [27] , [32] , the precoder P t was made variable by multiplying an initial precoder P 0 by a diagonal matrix A t including e j2πθi(t) on the i-th diagonal element, where θ i (t) varies each channel use. The overall precoder P 0 A t is unitary and time-varying 5 . Because the multiplication with A t corresponds to adding a time-varying phase to the complex baseband signal at each transmit antenna, the scheme was referred to as phase sweeping. Simulation results in [27] , 5 Note however that P 0 At is not uniform in the set of unitary matrices. [32] suggest that full diversity is achieved in the presence of an error-correcting code with a particular coding rate. Theorem 1 now proves that full diversity is actually achievable (through the outage probability) for codes with any coding rate smaller than one, as long as P t is uniform in the set of unitary matrices.
VIII. NUMERICAL RESULTS
In this section, we corroborate Theorem 1 by numerically determining the outage probability for the EMI-N code, which are also compared with the outage probabilities of approximately universal space-time codes. Despite being an unfair comparison taking into account the detection complexity, it allows to assess the loss of coding gain as a price for the reduced detection complexity associated with the EMI code. The outage probabilities are achievable lower bounds of the word error rate (WER) of practical coded systems. Therefore, it is useful to compare the outage probabilities with the WER of a coding scheme having the EMI code as inner code and an error-correcting code as outer code.
In Sec. VIII-A, we discuss the optimization of LDPC codes as outer code in such a coding scheme. Next, the convergence properties of the EMI-N code to the EMI code are discussed in Sec. VIII-B. In the last two subsections, we present the numerical results for the n T × n R MIMO channel with n R ≥ n T and n R < n T , respectively.
The outage probabilities and WERs of the LDPC coded modulations are determined by means of Monte Carlo simulations. If the decoding complexity of exhaustive ML-detection of the STCs was too high, then sphere decoding is performed [1] , [7] , [46] . More specifically, soft output sphere decoding is performed [7] , so that the Tanner graph of the LDPC code gets a soft input from the detectors of the STC. Iterative decoding and detection is performed, where after every 10 LDPC decoding iterations, a new detection of the STC is performed. The LDPC code is decoded by means of the sumproduct algorithm on the Tanner graph. The total number of decoding iterations is limited by 100.
The computation of (12) in the numerical calculation of the outage probability is in some cases (e.g. for approximately universal STCs, large constellation size or too many transmit antennas) time consuming because the constellation Ω x might be very large. Therefore, the inner sum over (12) is simplified by using a sphere decoder. The sphere decoder outputs a list of maximum likelihood metrics d 2 (y t , √ γΣx ′ t ) for all closest constellation points to the constellation point with the highest likelihood [1] . The list size is limited to 1000.
A. LDPC code optimization for the EMI code
We focus on binary LDPC codes
. Irregularity is introduced through the standard bit and check node degree distributions, characterized by the polynomials λ(x) and ρ(x), here from an edge perspective [39] .
It is worth citing [43] , [50] , [51] and references therein, where the degree distributions of LDPC codes have been optimized for Gaussian and ergodic MIMO channels. However, optimizing these degree distributions for a non-ergodic MIMO channel (hence, where the random channel remains constant during the whole codeword) has not yet been performed to the best knowledge of the authors. In Sec. III, we have explained that the non-ergodic MIMO channel is equivalent to a parallel channel with a random precoder. To the authors' best knowledge, only [12] presented a tool to optimize the degree distributions of an LDPC code for parallel Rayleigh faded channels with precoding. We therefore utilized the techniques from [12] to generate the degree distributions of the LDPC code.
We briefly describe the techniques developed in [12] , where coded modulations (including the precoding matrix, the mapping function and the error-correcting code) were optimized to yield a WER closely approaching the outage probability. The off-line optimization, done using a geometric approach, was limited to at most B + 1 times the effort for Gaussian channels, where B is the number of parallel channels, here min(n T , n R ). The geometric approach involves optimizing the coded modulation, e.g. via EXIT charts, in B + 1 well chosen points in the B-dimensional fading plane. More specifically, in B fading points on the B axes of the fading plane close to the outage boundary, plus one fading point on the ergodic line (α 1 = . . . = α B ). The outage boundary limits the set of fading gain vectors for which the instantaneous mutual information is smaller than the spectral efficiency. More details on the outage boundary and the optimization of the outage probability through a proper selection of the precoding matrix and the constellation Ω z can be found in [13] .
The main difference between the current channel equation (see Eq. 10) and the channel model in [12] is that the precoder V t is random. Hence, the instantaneous mutual information I(x t ; y t |Σ, V t ) does not only depend on the instantaneous realization of Σ, but also on the precoder realization V t (Fig.  3b shows the variation of the instantaneous mutual information with V t ). Because of the dependence on V t , an outage boundary for the singular values {σ i , i = 1, . . . , min(n R , n T )} cannot be defined based on I(x t ; y t |Σ, V t ). However, when the EMI-code is used, the mutual information is averaged over all unitary precoders in M(n T , n T ), so that the mutual information E t [I(x t ; y t |Σ, V t )] only depends Σ. We define the corresponding outage boundary as the set of singular values {σ i , i = 1, . . . , min(n R , n T )} which yield E t [I(x t ; y t |Σ, V t )] = R. In practice, we approximate E t [I(x t ; y t |Σ, V t )] by averaging I(x t ; y t |Σ, V t ) over a large number (e.g. 100) of randomly generated matrices V t . Fig. 3a illustrates such an outage boundary. As a consequence, the same method as in [12] can be applied to generate LDPC code degree distributions when using the EMI inner code.
B. Maximal coding rate for the EMI-N code
Theorem 1 proved that full diversity is achieved by the EMI code for any coding rate R c < 1. When P t changes a finite number of times N during a codeword transmission, (16) and thus the proof in App. G, are not valid. The maximum coding rate yielding full diversity may be smaller than for the EMI code. In this section, we provide an upper bound on the maximal coding rate yielding full diversity for the EMI-N code, together with supporting numerical results.
As the probability of occurrence of corrupt precoders is strictly larger then γ −nr , the occurrence of corrupt precoders amongst the N precoders observed during the transmission of a codeword has to be considered. To derive the maximal coding rate yielding full-diversity, the maximal mutual information that can be achieved between input and output, when the input is transformed by a corrupt precoder, needs to be determined. Then, through a similar formula as Eq. (63), the maximal coding rate could be determined.
For example, consider the different classes of bad precoders for the 2 × 2 MIMO channel and Ω z = 4-QAM, which are given in Eq. (38) . Each type of bad precoder corresponds to a maximum achievable mutual information I(x t ; y t |Σ, V t ), which for the precoders from (38) are given by {2, 2, log 2 9, log 2 12, log 2 12}. This can be verified analytically or by means of simulation. Next, different subsets of the set of corrupt precoders will have a maximal mutual information that converges to the maximal mutual information of one of the bad precoders for increasing SNR. Each subset will have to be defined more precisely than in Defs. 2 and 3, i.e., some subsets will have more than one pair of z, z ′ yielding |s t,i | ≤ γ −0.5 for some i. Therefore, some subsets might have a smaller probability of occurrence than what is given in Lemma 3.
A detailed study of this behaviour is outside the scope of this work. However, we can provide an upper bound on the maximal coding rate yielding full diversity, by assuming an optimistic case. Instead of averaging I(x t ; y t |Σ, V t ) over V t = V † P t by changing P t , we can consider the average of I(x t ; y t |H) over N realizations of H, corresponding to a block fading MIMO channel with N states. The achievable diversity order for a block fading MIMO channel with N blocks is upper bounded by [26] 
Hence, by putting d up ≥ nr, we get after some calculus that
Further work must verify whether this bound is tight for the EMI-N code.
The theoretical analysis is laborious, but conjectures can be made from the numerical simulations by comparing the diversity order of the EMI-N code with that of the EMI code, which achieves full diversity (Fig. 4) . When using N = 2, it may be conjectured that the bound in Eq. (18) is achieved as full diversity is still achieved for a coding rate R c = 0.75. When using N = 10, full diversity is still achieved for a coding rate R c = 0.9. However, at a coding rate R c = 0.95, which corresponds to the bound in Eq. (18), full diversity is not achieved.
Because it is difficult to design very high coding rate errorcorrecting codes (see [48] and references therein), coding rates larger than R c = 0.9 almost never occur in practice. Therefore, we only consider the EMI-10 code, achieving full diversity at coding rates smaller than or equal to R c = 0.9, in the remainder of the paper, unless mentioned otherwise. 
(b) The mutual information I(xt; yt|Σ, Vt) largely varies with Vt while (σ1, σ2) is on the outage boundary, especially when σ1 ≫ σ2. For a given Σ, the values of 100 mutual informations I(xt; yt|Σ, Vt) are displayed, each corresponding to a realization of Vt. The adopted SNR is E b /N0 = 13 dB. Fig. 3 : At the left side, the outage boundary is shown for 2 × 2 MIMO with Ω z = 4-QAM and R = 3.6 bpcu, which is the set of singular values (σ 1 , σ 2 ) where E t [I(x t ; y t |Σ, V t )] is equal to R. We approximated E t [I(x t ; y t |Σ, V t )] by averaging I(x t ; y t |Σ, V t ) over 100 randomly generated matrices V t . The variation of I(x t ; y t |Σ, V t ) with V t is illustrated at the right side, where (σ 1 , σ 2 ) are located on the outage boundary (the outage boundary is a one-dimensional line, so that only one parameter, e.g. σ 1 , is sufficient to characterize the location on this line). (b) The outage probabilities of the EMI-10 for R = {3.6, 3.7, 3.8} bpcu are shown. It may be conjectured that full diversity is achieved for rates R ≤ 3.6 bpcu, which corresponds to Rc = 0.9. Fig. 4 : It can be numerically verified whether the EMI-N code (EMI-2 at the left side and EMI-10 at the right side) achieves full diversity by comparing its outage probability to that of the EMI-code, which always achieves full diversity. Simulation parameters: 2 × 2 MIMO with Ω z = 4-QAM and different rates.
C. Numerical results for the
When n R ≥ n T , a transformation of n T independent symbols are transmitted at each channel use. We compare the outage and error rate performance of the EMI-10 code with STCs from the literature that are optimal in terms of uncoded error rate (e.g., [4] , [21] and [8] ) or optimal in terms of error rate assuming a genie condition (e.g., [8] and [26] ). We also include the error rate performance without precoding (which is equivalent to a fixed space-only code) for reference.
First, let us consider the 2 × 2 MIMO channel and Ω z = 4-QAM. Fig. 5 compares the performances of the Golden code [4] with the EMI-10 code and the case without precoding. The performance of other STCs, such as [8] , [26] were also tested, but their error rates are slightly larger than that of the Golden code, so that they are not displayed for clarity. The LDPC code of R c = 0.9 is a regular (3, 30) LDPC code, which showed the best performance among other tested LDPC codes of the same coding rate. The code length of the LDPC code is N b = 5760. As theoretically proved in Theorem 1, full diversity is achieved by the EMI code. The focus of this paper was on full rate, full diversity, and low decoding complexity. Of course, the significant reduction in complexity comes at the expense of a loss in coding gain (the EMI and EMI-10 code For a coding rate R c = 0.9 (i.e., R = 3.6 bpcu) and a 2 × 2 MIMO channel, the outage probabilities of the EMI and EMI-10 code achieve full diversity and perform at 1.5 and 2 dB from the outage probability of the Golden code. "Out" stands for outage probability, the other curves represent the WER of a practical system with an error-correcting code.
respectively require 1.5 and 2 dB more energy to have the same error rate performance than the Golden code). However, as shown in Figs. 6 and 7, this loss in coding gain vanishes when the coding rate decreases. More spefically, the loss in coding gain is around 0.5 dB when R c = 0.75 and 0 dB when R c = 0.55. In Figs. 6 and 7 , the outage probability of the EMI and EMI-10 code coincide, so that the EMI code is not shown for clarity. Similarly, the error rates of the Golden code and the STCs from [8] , [26] Next, we consider the 2×3 and 3×3 MIMO channels using Ω z = 4-QAM. Figs. 8 and 9 compare the performances of approximately universal STCs (the Golden code [4] for n T = 2 and the Perfect STC [21] for n T = 3) with the EMI-10 code and the case without precoding. Other STCs, such as [8] , [26] for n T = 2, have a similar or slightly degraded error rate performance, so that they are not displayed for clarity. The LDPC code of R c = 0.9 is again a regular (3, 30) LDPC code and the code length of the LDPC code is N b = 5760. Full diversity is achieved by the EMI-10 code and as for the 2 × 2 MIMO channel, the significant reduction in complexity comes at the expense of a loss in coding gain when the coding rate is close to one. When R c = 0.9, this loss is approximately 1.5 dB.
Finally, we consider a larger constellation size for the 2 × 2 MIMO channel, using Ω z = 16-QAM (Fig. 10) . The other parameters, such as the degree distributions, coding rate and the code length are the same. The performance of the EMI-10 code is compared with those of the Golden code, the For a coding rate R c = 0.55 (i.e., R = 2.2 bpcu), the horizontal SNR-gap between the outage probabilities of the EMI-10 code and the Golden code has vanished. Other simulation parameters: 2 × 2 MIMO, "Out" stands for outage probability, the other curves represent the LDPC code WER. cyclotomic code [26] and Aladdin-Pythagoras code [8] . The loss in coding gain of the EMI-code is not larger than 1.5 dB.
D.
Numerical results for the n T × n R MIMO, n R < n T When n R < n T , a transformation of, on average, n R independent symbols are transmitted at each channel use. For the 2×1 MIMO channel, the Alamouti code [2] is well known to be optimal in many ways, e.g. in terms of uncoded error rate. The loss of coding gain of the EMI-N code is quite large (e.g., more than 3 dB for R c = 0.9) when the coding rate is close to one, but decreases with the coding rate (e.g., around The EMI-10 code also achieves full diversity for R c = 0.9 (i.e., R = 3.6 bpcu) and the 2 × 3 MIMO channel, performing at approximately 1.5 dB from the Golden code. "Out" stands for outage probability, the other curves represent the LDPC code WER.
For completeness, we also show the outage probability of the EMI-N code for the 3×1 MIMO channel (Fig. 12) , which corroborates Theorem 1, i.e., full diversity is achieved, also when n R < n T .
IX. CONCLUSION For unknown channel state information at the transmitter, we proposed a new coded modulation paradigm: outer errorcorrection code with space-only but time-varying precoding. Full diversity is proved in terms of the outage probability and verified by means of numerical simulations. The proofs are based on the relation between MIMO and parallel channels. For most coding rates, using ten space-only precoders per codeword is sufficient and the error rate performance of LDPC coded modulations approaches the outage probability. The detection complexity of space-only codes is significantly smaller than for approximately universal space-time codes, coming at a price of coding gain loss for coding rates R c Same slope Fig. 9 : Also for the 3 × 3 MIMO channel and R c = 0.9 (i.e., R = 5.4 bpcu), full-diversity is achieved by the EMI-10 code, again performing at approximately 1.5 dB from the approximately universal code, denoted as perfect STC. "Out" stands for outage probability, the other curves represent the LDPC code WER.
close to one (e.g. 1.5 dB for R c = 0.9), which fortunately vanishes with decreasing coding rate. ACKNOWLEDGEMENT Dieter Duyck thanks Dr. Gareth Amery from the Mathematical Sciences department of the University of Kwazulu Natal, for the interesting discussions on multivariate statistical theory. Dieter Duyck also thank the University of Kwazulu Natal, where the work leading to this paper has taken place.
APPENDIX

A. Random Unitary Matrices
When a unitary matrix is uniformly distributed in the set of all unitary matrices with a particular dimension, then formally, it is uniformly distributed in the Stiefel manifold with respect to the Haar measure. This section is not a part of our contribution, but we briefly summarize the concepts of Stiefel manifold and Haar distribution. For a thorough description, we refer to [9] , [33] . A unitary matrix V ∈ C nT ×nT belongs to the Stiefel manifold M nT ,nT , which is the set of all unitary matrices in C nT ×nT In order to consider a probability density function (pdf) for V , a means for integration must be defined first, as the integral of the pdf over the considered space, here the Stiefel manifold, equals one. In the Stiefel manifold, Riemann integration is not applicable so that Lebesgue integration, which is a generalization of Riemann integration to more general spaces, is required [9, Sec. I.D]. A Riemann integral is the sum of the volumes of hyperrectangles under the considered function and thus partitions the support of that function, while Lebesgue integration partitions the function output, so that it can be used to integrate functions with a support in more general spaces, such as manifolds. However, it requires the definition of a measure [9, Sec. I.D], which is a generalized volume element, for example to measure the volume of the support where the function output belongs to a particular interval. A measure µ, defined on a group G, is a Haar measure if
where E is a measurable subset of G [9, Sec. I.D] and gE = {g.e : e ∈ E}. In this case, consider E to be a subset of M nT ,nT and G to be the unitary group of degree n T . Consider the probability measure
where dV is the differential volume element of M nT ,nT ( Mn T ,n T dV = Vol(M nT ,nT )) and Vol(M nT ,nT ) is the total volume of M nT ,nT [17, Vol(Mn T ,n T ) , which is the uniform distribution in the Stiefel manifold. Hence, the considered Haar measure implies a uniform distribution, and there exists exactly one probability measure which is Haar. Therefore, matrices that are uniform within the Stiefel manifold with respect to the Haar measure are also denoted to be Haar-distributed [16, Sec. 4.6] .
Note that Lebesgue integration is often avoided by using Jacobians, which actually determine the differential volume element dV [17, Sec. 3.2] . Similarly to the Stiefel manifold M nT ,nT , one can also consider other Stiefel manifolds M i,j for some i and j.
The following lemma collects some useful properties of unitary matrices.
Lemma 5: Consider the unitary matrices D, U, V ∈ C nT ×nT , where U and V are independent and uniformly distributed in M nT ,nT , and D is deterministic. Then 1) The linear transformation
Proof:
, yielding a bijection. Consider any c in M nT ,1 . Consider Q so that c = Q a ||b|| . Matrix Q always exists; more specifically, Q = CA † , where C and A are unitary matrices with c and a ||b|| on its first column, respectively. Hence c = QU b ||b|| , where QU is uniformly distributed in M nT ,nT (see third bullet). Hence QU can be considered as another realization of the random matrix U (hence with the same probability density by the uniformity) and thus c as the corresponding realization of the random a ||b|| , with the same probability density. Since this holds for any c, all unitary vectors have the same probability density, yielding the uniform distribution in M nT ,1 . 2) For each D, there exists exactly one U yielding U ′ (because D is a bijection), so that p(U ′ ) = p(U ). 3) For each U , there exists exactly one V yielding U ′ because U is a bijection. Hence,
which yields the claim.
B. Proof of Lemma 1
The diversity order is upper bounded by the diversity order of the outage probability, P out = 2π 0 p(θ)P out|θ dθ, where
where θ l = argmin
γ is a sufficient condition to have that P out≥ 1 γ 1.5 . Let us study the mutual information when θ ∈ [0, T θ ]. Similarly as in Eq. 12, we express the mutual information between BPSK input and output of the parallel channel in Eq. (25) , where • denotes the component-wise multiplication, also known as the Hadamard product or Schur product, and β = [β 1 β 2 ]. As was first done in [52] and then later in [22, App. I] for Rayleigh fading, we define the normalized fading gains α i = − log β 2 i log γ , so that the mutual information can be expressed as in Eq. (26), where
and where
We denote α i as an ǫ-bad fading gain when α i ≥ 1 + ǫ and as an ǫ-good fading gain when α i ≤ 1 − ǫ, for ǫ > 0.
The outline of the remainder of the proof is as follows. We first determine a region A in the space of (α 1 , α 2 ) where the mutual information, given a fading point in that region, is smaller than the spectral efficiency (the spectral efficiency R = mR c equals 2R c in this case) corresponding with a coding rate R c > 0.5. The outage probability will then be given by the integral A p(α)dα. As we are only interested in the SNR-exponent of the outage probability, we can simplify the integral following the same lines as in [52, Sec. III-B], [22] , by replacing p(α) by q(α),
because log(γ) 2= 1, e −γ −α 1 decreases exponentially with γ if α i < 0 and approaches 1 and e for α i > 0 and α i = 0 respectively, so that we only have to consider α ∈ R 2,+ where we can drop the exponential term. The set R 2,+ corresponds to all positive real-valued two-dimensional vectors. Hence,
As in [22] , we can apply the dominated convergence theorem [11, Theorem 1.6.7] to determine the diversity order (Eq. (6))
When θ → 0, we have that for each x t and i,
More specifically, for each x t and i, there exists exactly one
As a consequence, |s t,i |≤T θ and it is easy to verify that lim γ→∞ f (α i , |s t,i |≤T θ , w t,i ) = 1 if α i > 0. The mutual information for large γ can now be written as
where, for all x t ,
where ǫ = |1 − max i α i |. Hence, if there exists one ǫ-bad fading gain, α i ≥ 1 + ǫ, then it can be shown that the mutual information is 1 − Ω (γ −ǫ ), thus strictly smaller than one. Therefore, Pr(I (x t ; y t |α, θ ≤ T θ ) < 2R c ) = 1 when R c > 0.5 and α ∈ A ǫ = {α :
} is the indicator function). As a consequence, for every ǫ > 0 and R c > 0.5, we have that 
This holds for any ǫ > 0, and the bound in Eq. (34) can be made tight taking the infinum inf ǫ d out (ǫ) (see e.g. [22] , [23] , [35] ). Combining with (23), we obtain d out ≤ 0.5+d
1.5.
C. Bad precoders for Ω z = 4-QAM and 2 × 2 MIMO
Given Ω z , all bad precoders can be identified, for example by listing all possible difference vectors z − z ′ and consequently determining the structure of the precoder so that ∃ i where s t,i = 0. It can be verified that for Ω z = 4−QAM (corresponding to m = 4), the bad precoders V bad is the set in Eq. (38) , where ω, ψ, φ, θ ∈ [0, 2π] and where
For each precoder V t ∈ V bad , the maximum mutual information I(x t ; y t |V t ) can be determined. It can be verified that for the first two types of bad precoders in Eq. (38) , the maximal mutual information is m 2 = 2. This laborious study of bad precoders is only necessary to analyze the case with the timevarying precoder when a small finite number of unitary matrices is used. Fortunately, the average mutual information when N precoders are used rapidly converges to the expectation of the mutual information, E t [I(x t ; y t |V t )], which corresponds to N → ∞ (see Sec. VIII-B). In Theorem 1, we assume that N → ∞ and thus only consider E t [I(x t ; y t |V t )]. The convergence properties to this case for finite N are discussed in Sec. VIII-B.
D. Probability of corrupt precoders
Before we determine the probability of corrupt precoders, we consider the following Lemma.
Lemma 6: Consider two independent random variables X and Y which are up to a constant χ 2 -distributed with parameter 2a and 2b, respectively. Then the random variable
where β(a, b) is the Beta-distribution with parameters a and b, respectively.
Consider the unitary matrix V t , which is uniformly distributed in the set of all unitary matrices M(n T , n T ) (see App. A). Consider any pair z, z ′ ∈ Ω z and define
It follows from Lemma 5 that v t is uniform in M nT ,1 . As a consequence of the uniform distribution, it is shown in [17, Theorem 3.1] that v t can be constructed as
where g ∼ CN (0, I). Hence,
where g ∼ CN (0, I).
) (up to a constant), we have that nT i=2 |v t,i | 2 ∼ β(n T − 1, 1) and |v t,i | 2 ∼ β(1, n T − 1) by Lemma 6. Now, we can determine the probability that {|s t,i | 2 ≤ γ −1 , i > 1} for this given pair z, z ′ ∈ Ω z , denoted by PCP (pairwise corruption probability), as
The PCP is upper and lower bounded as follows
Because v t is proportional to s t , we have
which is γ
by App. E. Hence,
The probability of a corrupt precoder is bounded as
yielding Pr(S c,1 )
The lower bound in (45) 
The proof for Pr(S c,2 ) follows the same lines by considering the components {s t,i , i = 1, . . . , r} instead of {s t,i , i = 2, . . . , n}.
E. Asymptotic cdf of Beta distribution
We are interested in Pr(y < x) for small x, where y ∼ β(1, n T −1) or y ∼ β(n T −1, 1). The cdf of a Beta-distributed random variable Y with parameters a and b is
Hence,
where it is assumed that |x| < 1 in (48).
F. Proof of Lemma 4
The achievability is shown by simply using one transmit antenna and maximum-ratio combining (ML detection) at the receiver. For the converse, we lower bound the outage probability as follows.
whereS c is the complement of S c and V l = argmin
First, let us study P out|V ′ =V l , which is the outage probability given that V ′ = V l . The outline of the remainder of the proof is the same as in the proof of Lemma 1 (App. B). We determine a region A in the space of α where the mutual information (given in Eq. 13) is smaller than a particular spectral efficiency R. The outage probability, given by A p(α)dα, can then be simplified following the same lines as in [52, Sec. III-B], [22] because we are only interested in its SNR-exponent. More specifically, it can be verified that [52, Sec. III-B], [22] A p(α)dα= A∩R min(n T ,n R ),+ q(α)dα,
where q : R min(nT ,nR),+ → R :
In order to determine the diversity order (Eq. (6)), we can apply the dominated convergence theorem [11, Theorem 
Consider first the case that n R ≥ n T . For corrupt precoders, ∃ z c , z 
and ǫ > 0. Hence, there exists a coding rate so that the spectral efficiency mR c is always larger than or equal to the mutual information, given that α ∈ A ǫ,1 . For this coding rate, the outage probability is
Noting that Pr(S c,1 )=γ
and thus P out≥ 1 γ n T −1 P out|V ′ ∈Sc,1 ; and following the same lines as in [52, Theorem 4] , [23] , we obtain the SNR-exponent
(57) The infinum is (n R − n T + 1)(1 + ǫ), which is achieved when α nT = . . . = α 2 = 0 and α 1 = 1 + ǫ. This holds for each ǫ > 0, and the bound in Eq. (57) can be made tight taking the infinum inf ǫ d out (ǫ) (see [23] ), hence we obtain d out ≤ n R . Now consider the case that n R < n T . For corrupt precoders, ∃ z c , z ′ = z c , satisfying |s i | 2 ≤ γ −1−ǫi , ǫ i ≥ 0, ∀ i = 1, . . . , n R . In the case of a corrupt precoder, we observe that for large γ, lim γ→∞ f (α i , s i , w i ) = 1 if α i > 0. 
Hence, for large γ, the mutual information is therefore m − Ω e −γ − max i (α i +ǫ i ) , for all α ∈ R nR,+ . Hence, there exists a coding rate so that the spectral efficiency mR c is always larger than or equal to the mutual information. For this coding rate, the outage probability P out|V ′ ∈Sc,2= 1. Noting that Pr(S c,2 )=γ −nR and thus P out≥ 1 γ n R P out|V ′ ∈Sc,2 , we obtain that d out ≤ n R .
G. Proof of Theorem 1
Similarly to S c , we define a larger set S c,3 , which is the set of precoders V t so that ∃ i ≤ min(n T , n R ), z, z ′ = z, satisfying |s t,i | 2 ≤ (log γ) −p , for any p > 0. The probability Pr(V t ∈ S c,3 ) → 0 for large γ (see App. H). Denoting I(x t ; y t |Σ, V t ) as I(V t ), we can write E t [I(V t )] as I(V t ) (worst case). Thus, we have that
By definition ofS c,3 , |s t,i | > (log γ) −p , so that for large γ, 
Hence, if min(nT ,nR) i=1 1{α i < 1} ≥ 1 (1{.} is the indicator function), then I(V l ) → m for large γ. More specifically, I(V l ) → m for large γ when α ∈ A ǫ , where
for ǫ > 0. Note that the fading gains are ordered, so that this set is equivalent to A ǫ = {α : α 1 ≥ . . . ≥ α min(nT ,nR) > 0 : α min(nT ,nR) < 1−ǫ}, ǫ > 0. In other words, Pr(I in ≤ R) ≤ Pr(Ā ǫ ). Hence, for large γ and any ǫ, ǫ 2 > 0, the outage probability is upper bounded by Pr(Ā ǫ ), whereĀ ǫ = {α :
1{α i ≥ 1 − ǫ} = min(n T , n R )} orĀ ǫ = {α : α 1 ≥ . . . ≥ α min(nT ,nR) > 0 : α min(nT ,nR) ≥ 1 − ǫ}. Following the same lines as before (or see [23] , [52] ),
By letting ǫ 2 → 0 + , we obtain d out = n T n R for any R c < 1.
H. Probability of S c,3
Similarly as in App. D, we consider v t = V t z−z ′ ||z−z ′ || , uniform in the Stiefel manifold M nT ,1 , so that s t = ||z − z ′ ||v t ; and we consider the PCP so that (n T − 1)(log γ)
where (68) follows from s t being proportional to v t , where (69) follows from App. E noting that |v t,i | 2 ∼ β(1, n T − 1) (see App. D). Hence, for large γ, Pr(S c,3 ) → 0.
