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Building the Tangent and Adjoint odes of theOean General Cirulation Model OPA with theAutomati Dierentiation tool TAPENADEM.H. Tber∗ , L. Hasoët∗ , A. Vidard† , B. Dauvergne∗Thème NUM  Systèmes numériquesProjet TropisRapport de reherhe n° 6372  Novembre 2007  28 pagesAbstrat: The oean general irulation model OPA is developed by theLODYC team at Paris VI university. OPA has reently undergone a majorrewriting, migrating to FORTRAN95, and its adjoint ode needs to be re-built. For earlier versions, the adjoint of OPA was written by hand at a highdevelopment ost. We use the Automati Dierentiation tool TAPENADEto build mehanialy the tangent and adjoint odes of OPA. We validate thedierentiated odes by omparison with divided dierenes, and also with anidential twin experiment. We apply state-of-the-art methods to improve theperformane of the adjoint ode. In partiular we implement the Griewankand Walther's binomial hekpointing algorithm whih gives us an optimaltrade-o between time and memory onsumption. We apply a spei strat-egy to dierentiate the iterative linear solver that omes from the impliit timestepping sheme.Key-words: OPA, general irulation model, TAPENADE, Automati Dif-ferentiation, reverse mode, Adjoint Code, Chekpointing
∗ INRIA Sophia Antipolis, Frane
† INRIA Grenoble, Frane
Constrution des odes Tangent et Adjoint dumodèle de irulation générale oéanique OPApar l'outil de Diérentiation AutomatiqueTAPENADERésumé : Le modèle de irulation générale oéanique OPA est développépar l'équipe LODYC de l'université Paris VI. La nouvelle version 9 d'OPAonstitue une évolution majeure, ave en partiulier une migration vers FORTRAN95.Les odes Linéaire Tangent et Adjoint d'OPA, qui auparavant étaient érits à lamain, doivent don être redéveloppés. Nous utilisons l'outil de DiérentiationAutomatique TAPENADE pour onstruire les odes Tangent et Adjoint d'OPA9. Nous validons les dérivées obtenues par omparaison ave les DiérenesDivisées et sur deux appliations test inluant des expérienes jumelles. Nousutilisons le shéma de hekpointing réursif binomial de Griewank et Waltherpour améliorer les performanes du ode adjoint. Nous utilisons une stratégiespéique pour diérentier le solveur linéaire itératif provenant du shémaimpliite d'avanement en temps. Nos résultats montrent un oût raisonnable,tant en onsommation mémoire que pour le temps d'exéution de l'adjoint.Mots-lés : OPA, Cirulation Oéanique, TAPENADE, DiérentiationAutomatique, mode inverse, Code Adjoint, Chekpointing
Tangent and Adjoint dierentiation of OPA 31 IntrodutionThe development of tangent and adjoint models is an important step in ad-dressing sensitivity analysis and variational data assimilation problems in Oe-anography. Sensitivity analysis is the study of how model output varies withhanges in model inputs. The sensitivity information given by the adjointmodel is used diretly to gain an understanding of the physial proesses. Indata assimilation, one onsiders a ost funtion whih is a measure of themodel-data mist. The adjoint sensitivities are used to build the gradient fordesent algorithms. Similarly the tangent model is used in the ontext of theinremental algorithms [3℄ to linearize the ost funtion around a bakgroundontrol. For the previous version 8 of the Oean General Cirulation ModelOPA [17℄, Weaver et al [22℄ developed the numerial tangent and adjoint odesby hand using lassial tehniques [5, 19℄. Sine then, the OPA model has un-dergone a major update. Partiularly the new versions are fully rewritten inFORTRAN95. In this paper, we report on the development of tangent andadjoint odes of OPA using the Automati Dierentiation (AD) tool TAPE-NADE [12℄. A brief desription of the OPA model and the onguration usedin this work is given in the next setion. In setion 3 we present the prini-ples of AD and how they are reeted into the funtionalities of the AD toolTAPENADE. In setion 4 we fous on the most interesting diulties that weenountered in the appliation of AD to suh a large ode. Setion 5 showssome experiments that validate our derivatives and presents two illustrativeappliations, fousing on omputational aspets rather than impliations foroeanography. An outlook of further work is given in the onlusion.2 The Oean General Cirulation Model OPADeveloped by the LODYC team at Paris VI university, OPA is a exible oeanirulation model that an be used either in a regional or in a global oeanonguration. OPA is the oean model omponent of NEMO (Nuleus ForEuropean Modelling of the Oean) and is widely used in the sienti om-munity. Moreover it is beoming a major ator in operational oeanography(Merator, ECMWF, UK-Met oe) Its formulation is based on the so-alledprimitive equations for the temporal evolution of oean veloity urrents, tem-RR n° 6372
4 Tber et al.perature and salinity in its three horizontal and vertial dimensions. Theseequations are derived from Navier-Stokes equations oupled with a state equa-tion for water density and heat equation, under Boussinesq and hydrostatiapproximations.Let us introdue the following variables: U the veloity vetor, U =
Uh + wk (the subsript h denotes the loal horizontal vetor), T the poten-tial temperature, S the salinity, p the pressure and ρ the in-situ density. Thevetor invariant form of the primitive equations in an orthogonal set of unitvetors linked to the earth are written as follows
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ρ = ρ (T, S, p)where ∇ is the generalized derivative vetor operator, t the time, z the vertialoordinate, ρ0 a referene density, f the Coriolis aeleration, and g the gravityaeleration. DU, DT and DS are the parametrization of small sale physis formomentum, temperature and salinity, inluding surfae foring terms. A fulldesription of the model basis, disretization, physial and numerial detailsan be found in [17℄.Through this paper, OPA is used in its global free surfae ongurationORCA-2. In this onguration the model uses a rotated grid with poles onNorth Ameria and Asia in order to avoid the singularity problem on the NorthPole. The spae resolution is roughly equivalent to a geographial mesh of 2°by 1.3° with a meridional resolution of 0.5° near the Equator (see gure 1). TheVertial domain, spreading from the surfae to a depth of 5000m, is meshedusing 31 levels with levels 1 to 10 in the top 100 meters. The time step is 96minutes so that there are 15 time steps per day. The model is fored by heat,freshwater, and momentum uxes from the atmosphere and/or the sea-ie.INRIA
Tangent and Adjoint dierentiation of OPA 5
Figure 1: ORCA 2 MeshThe solar radiation penetrates the upper layers of the oean. Zero uxes ofheat and salt are applied through the bottom. On the lateral solid boundariesa no-slip ondition is also applied. Initialization of the model for temperatureand salinity is based on the Levitus et al. (1998) limatology with a null initialveloity eld. For more details about the spae time-domain and the oeanphysis of ORCA-2, we refer to the page dediated to this onguration in theoial website of NEMO-OPA1.The onguration ORCA-2 is routinely used by MERCATOR/Meteo-Franeto ompute the oeani omponent of their seasonal foreasting system. Thesize of OPA-9, 200 modules dening 800 proedures with over 100 000 lines ofFORTRAN95, makes it the largest appliation dierentiated by TAPENADEto date. The omputational kernel whih is atually dierentiated aountsfor 330 proedures.1http://www.lody.jussieu.fr/NEMO/general/desription/ORCA_ong.html
RR n° 6372
6 Tber et al.3 Priniples of AD and the tool TAPENADETAPENADE [12℄ is an AD tool developed by the Tropis2 team at INRIA.Given the soure of an original program that evaluates a mathematial fun-tion, and given a seletion of input and output variables to be dierentiated,TAPENADE produes a new soure program that omputes the partial deriva-tives of the seleted outputs with respet to the seleted inputs.Basially, TAPENADE does that by inserting additional statements into aopy of the original program. Like other AD tools, TAPENADE is based onthe fundamental observation that the original program P, whatever its size andrun time, omputes a funtion F, X∈IRm 7→ Y ∈IRn whih is the ompositionof the elementary funtions omputed by eah run-time instrution. In otherwords if P exeutes a sequene of elementary statements Ik, k ∈ [1..p], then Patually evaluates
F = fp ◦ fp−1 ◦ · · · ◦ f1 ,where eah fk is the funtion implemented by Ik. Therefore one an apply thehain rule of derivative alulus to get the Jaobian matrix F ′, i.e. the partialderivatives of eah omponent of Y with respet to eah omponent of X.Calling X0 = X and Xk = fk(Xk−1) the suessive values of all intermediatevariables, i.e. the suessive states of the memory throughout exeution of P,we get
F ′(X) = f ′p(Xp−1) × f
′
p−1(Xp−2) × · · · × f
′
1
(X0) . (1)The derivatives f ′k of eah elementary instrution are easily built, and mustbe inserted in the dierentiated program so that eah of them has the values
Xk−1 diretly available for use. This proess yields analyti derivatives, thatare exat up to numerial auray.In pratie, two sorts of derivatives are of partiular importane in sien-ti omputing: the tangent (or diretional) derivatives, and the adjoint (orreverse) derivatives. In partiular, tangent and adjoint are the two sorts ofderivative programs required for OPA, and TAPENADE provides both. Thetangent derivative is the produt Ẏ = F ′(X) × Ẋ of the full Jaobian times adiretion Ẋ in the input spae. From equation (1), we nd
Ẏ = F ′(X) × Ẋ = f ′p(Xp−1) × f
′
p−1(Xp−2) × · · · × f
′
1
(X0) × Ẋ (2)2http://www-sop.inria.fr/tropis/ INRIA
Tangent and Adjoint dierentiation of OPA 7whih is most heaply exeuted from right to left beause matrix×vetor prod-uts are muh heaper than matrix×matrix produts. This is also the mostonvenient exeution order beause it uses the intermediate values Xk in thesame order as the program P builds them. On the other hand the adjointderivative is the produt X = F ′∗(X) × Y of the transposed Jaobian times aweight vetor Y in the output spae. The resulting X is the gradient of thedot produt (Y · Y ). From equation (1), we nd
X = F ′∗(X) × Y = f ′∗1 (X0) × · · · × f
′∗
p−1(Xp−2) × f
′∗
p (Xp−1) × Y (3)whih is also most heaply exeuted from right to left. However, this uses theintermediate values Xk in the inverse of their building order in P.Regarding the runtime ost for obtaining the derivatives, both tangent
Ẏ and adjoint X ost only a small multiple of the original program P. Theslowdown fator is less than 4 in theory. In pratie it an be less than 2 forthe tangent, whereas it an reah up to 10 for the adjoint for a reason disussedbelow. Despite its higher ost, the adjoint ode is still by large the heapestway to obtain gradients. To get the gradient with the tangent mode wouldrequire m runs of the tangent ode, one per dimension of X, whereas this ostis independent from m with the adjoint mode.The diulty of the adjoint mode lies in the fat that it needs the inter-mediate values Xk in reverse order. To this end, TAPENADE basially uses atwo-sweeps strategy, alled Store-All. In the rst sweep (the forward sweep),a opy of the original program P is run, together with Push statements thatstore intermediate values on a stak just before they get overwritten. In theseond sweep (the bakward sweep), the derivative statements ompute theelementary derivatives f ′∗k (Xk−1) for k = p down to 1, using Pop statementsto restore the intermediate values as they are required. This inurs a ost inmemory spae as the maximum stak size needed is attained at the end ofthe forward sweep, and is thus proportional to the length of the program P.There is also a runtime penalty for these stak manipulations. TAPENADEimplements a number of strategies [11℄ to mitigate this ost, based on statidata-ow analysis of the program's ontrol ow graph, reduing the number ofvalues Xk that need to be stored. However for very long programs suh as OPA,involving unsteady simulations, Store-All an not work alone. TAPENADEombines it with a storage/reomputation trade-o alled hekpointing.RR n° 6372
8 Tber et al.Chekpointing redues the maximum stak size at the ost of dupliatedexeutions. Consider a piee C of the original program P. Chekpointing C asillustrated on gure 2 means that during the main forward sweep, C pushesno value on the stak. When the bakward sweep reahes bak to the plaewhere intermediate values are now missing on the stak, it runs C a seondtime, this time with the Store-All strategy i.e. pushing values on the stak.The bakward sweep an then resume safely. To run C twie requires thatenough of its input values, a snapshot, are stored but the size of a snapshotis generally muh less than the stak size used by C. Obviously, this also slowsdown the adjoint program. When C is well hosen, hekpointing an dividethe peak size of the stak by a fator of two. Chekpoints an be nested, inwhih ase both the stak's peak size and the adjoint runtime slowdown angrow as little as the logarithm of the size of P. In its default mode, TAPENADEapplies hekpointing to eah proedure all.
successive
sweeps
C{
Figure 2: Chekpointing applied to the program piee C. Rightwards arrowsrepresent forward sweeps, thik when they store intermediate values on thestak, thin otherwise. Leftwards arrows represent bakward sweeps. Blakdots are stores, white dots are retrieves. Small dots are Push and Pops, bigdots are snapshots.TAPENADE apaity to generate robust and eient tangent and adjointodes has been demonstrated on several real-world test appliations [15, 7, 1,13, 16℄. Regarding the appliation language, it an handle programs writtenin FORTRAN. Taking into aount the new programming onstruts providedby FORTRAN95 has required an important programming eort in the pastfew years, mostly to handle modules, strutured data types, array notation,pointers, and dynami memory alloation. Sine the new OPA 9 is now writtenin FORTRAN95, dierentiation of OPA is a very realisti test for the newTAPENADE 2.2. INRIA
Tangent and Adjoint dierentiation of OPA 9There exist several other AD tools. Restriting to the tools whih, likeTAPENADE, operate by soure transformation, provide tangent and adjointmodes, use global program analysis to optimize the dierentiated ode, andhave demonstrated their appliability on large industrial odes, we an men-tion TAF [4℄ a pioneer of AD for meteorology, now the standard AD tool forthe popular MIT Global Cirulation Model. Unlike TAPENADE's, the adjointmode of TAF regenerates the intermediate values Xk by reomputation froman given initial point. This is alled a Reompute-All strategy. Comparisonwith Store-All strategy is getting blurred by nested hekpointing, as the ad-joint odes grow more alike as more hekpoints are inserted. OpenAD [20℄,suessor of ADIFOR and ADIC, uses the Store-All strategy. There are ex-periments to also apply OpenAD to the MIT GCM. The tool Adol-C [10℄,although using operator overloading instead of soure transformation, is verypopular and has been applied suessfully to many industrial appliations. Itsadjoint mode an be seen as an extension of the Store-All strategy: not onlythe intermediate values are stored on the stak, but also the omputation graphto be dierentiated. This allows the AD tool to perform further optimizationson this graph, at the ost of a higher memory onsumption.4 Applying TAPENADE to OPAWe generated working tangent and adjoint odes for the omputational kernelof OPA, using TAPENADE. Depending on the nal appliation (f setion5), the atual funtion to dierentiate as well as the input and output vari-ables may be dierent, but the tehnial diulties that we enountered areessentially the same. This setion desribes these points.4.1 FORTRAN95 onstrutsThe new OPA 9 uses extensively the modular onstruts of FORTRAN95. Wehad to extend the all-graph internal representation of TAPENADE to handlethe nesting of modules and proedures. Essentially this nesting is mirroredinto the dierentiated ode.Beause a module an dene private omponents, subroutines in the dif-ferentiated modules do not have aess to all variables of the original module.RR n° 6372
10 Tber et al.Therefore the dierentiated module must ontain its own opy of all the originalmodule's variables, types, and proedures. This is a hange in TAPENADE'sdierentiation model: the dierentiated ode annot just all or use parts ofthe original ode; it must ontain its own opies of those. In other words, thedierentiated ode need not be linked with the original.The interfae mehanism of FORTRAN95 is a way to implement over-loaded proedures. This is stati overloading, whih is resolved at ompiletime. Therefore we had to extend TAPENADE type-heking phase to om-pletely solve the alls to interfaed proedures. Conversely, TAPENADE isnow able to generate interfaes on the dierentiated proedures, so that thegeneral struture of the ode is preserved.The array notation of FORTRAN95 is used systematially in OPA. At thesame time, dierentiation requires that many alls to intrinsi funtions besplit to propagate the derivatives. When these funtions are used on arrays("elemental" intrinsis) TAPENADE must generate a ode whih is far fromtrivial. For instane the single statement from OPA:zws(:,:,:) = SQRT(ABS(psal(:,:,:)))generates in the adjoint modeabs1 = ABS(psal(:,:,:))mask = (psal(:,:,:) .GT. 0.0)...WHERE (abs1 .EQ. 0.0)abs1b = 0.0ELSEWHEREabs1b = zwsb(:, :, :)/(2.0*SQRT(abs1))END WHEREWHERE (.NOT.mask(:, :, :))psalb(:, :, :) = psalb(:, :, :) - abs1bELSEWHEREpsalb(:, :, :) = psalb(:, :, :) + abs1bEND WHEREWithout going in too muh detail into the adjoint dierentiation model, weobserve that the test that is needed to protet the dierentiated ode againstINRIA
Tangent and Adjoint dierentiation of OPA 11the non-dierentiability of SQRT at 0, as well as the test that ontrols thedierentiation of ABS, have been turned into WHERE onstruts to keep theruntime benets of array notation. Some temporary variables are introduedautomatially to store ontrol-ow deisions (e.g. abs1 and mask), althoughTAPENADE still doesn't do this in an optimal way on the example.OPA uses pointers and dynami memory alloation (alls to ALLOCATE andDEALLOCATE). This is an appliation for the pointer analysis now availablein TAPENADE, nding whether a variable has a derivative, even when thisvariable is aessed through a pointer. Unfortunately, dynami alloation ishandled partly, i.e. only in the tangent mode of TAPENADE. In the adjointmode, we have no general strategy for memory alloation and TAPENADEsometimes annot produe a working ode. We understand that the adjoint ofan alloate should be a DEALLOCATE, and vie-versa, but some hanges mustbe made by hand on the dierentiated ode to make it work.4.2 Chekpointing and hidden variablesOPA reads and writes several data les, not only during the pre- and post-proessing stages, but also during the omputational kernel itself. Soure termssuh as the wind stress are being read at intermediate time steps. Also, somemodules and proedures dene private SAVE variables, whose value is preservedbut annot be aessed from outside. Although unrelated, these two pointsare just examples of a ommon problem: they an make a proedure nonreentrant".If a alled proedure modies an internal SAVE variable, it beomes impos-sible from the outside alling ontext to all the proedure a seond time withan idential result. Similarly if the alled proedure reads from a previouslyopened le, and just moves the read pointer further in the le, then it beomesimpossible to all the proedure twie and obtain the same values read.Non reentrant proedures are a problem for the hekpointing strategy ofthe adjoint mode. We saw in setion 3 that hekpointing relies on alling thehekpointed piee twie, in suh a way that the seond all is equivalent to therst. To this end, a suient subset of the exeution ontext, the snapshot,must be saved and restored. Hidden variables like an internal SAVE variable orthe read pointer inside an opened le annot be saved nor restored in general.
RR n° 6372
12 Tber et al.When hekpointing would require hidden variables to be put in the snapshot,then hekpointing should be forbidden.Similarly, when a proedure only alloates some memory, the alloationmust not be done twie. If this proedure is hekpointed, then one mustdealloate the memory when restoring the snapshot before the dupliate all.TAPENADE is not yet able to do this automatially.TAPENADE has some funtionalities to ope with this hidden variablesproblem, but in all ases interation with the user is neessary. First, TAPE-NADE issues a warning message when a subroutine annot be hekpointedbeause of a private SAVE variable. The message is issued only when this vari-able would be part of the snapshot for this proedure. When this happenedfor OPA, we just turned by hand the variables in question into publi globalvariables in the original ode. In priniple this ould also be done automati-ally. However there are only a handful suh variables, thus developing this isnot our priority.When a subroutine is not reentrant beause of I/O le pointers or beauseof isolated memory alloation or dealloation, then TAPENADE lets the userlabel the subroutine so that it must not be hekpointed. For OPA, we tookanother strategy: we modied the main I/O subroutines so that they alwaysrst make sure that the le is opened and then only use diret read into thele without using a read I/O pointer. Thus all I/O subroutines are reentrant.4.3 Binomial ChekpointingAutomati Dierentiation of OPA is one of the most ambitious appliationsof TAPENADE so far. It means building the adjoint of a piee of ode thatperforms an unsteady nonlinear simulation over a very large number of timesteps. Eah time step omputes a new state whose size ranges in the hundredsof megabytes. In adjoint mode if no hekpointing was applied, whih meansthat all intermediate values were to be stored on a stak, we ould exeuteonly a handful of time steps before we run out of memory even on our largestworkstation. Chekpointing is ompulsory to ompute the adjoint over severalthousands of time steps, whih is our goal.We saw in setion 3 that TAPENADE applies hekpointing at the levelof subroutine alls, i.e. eah all is hekpointed. This easy strategy is often
INRIA
Tangent and Adjoint dierentiation of OPA 13far from optimal. On one hand several alls are better not hekpointed, andTAPENADE now oers the option to mark seleted alls for not hekpointing.On the other hand, hekpointing should be applied at other loations. Forexample at the top level of the simulation program is a loop over many timesteps. We denitely need an eient hekpointing sheme applied at thislevel of time iterations.One lassial solution used by TAF on the MIT GCM ode [14℄, is alledmulti level reursive hekpointing. Basially, it splits the omplete time inter-val into a small number of equidistant intervals, then apply the same strategyto eah of the sub-intervals. For instane 64 time steps an be split into 4large intervals of 4 small intervals of 4 time steps, as skethed on gure 3. Thisonsumes a maximum of 9 simultaneous snapshots, and the average numberof dupliate exeutions for a time step is 2.25. In a more realisti situation,1000 time steps an be split into 10 large intervals of 10 small intervals of10 time steps, and one an gure out that this onsumes a maximum of 27simultaneous snapshots, and the average number of dupliate exeutions for atime step is 2.7.
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14 Tber et al.However, it was shown in [21℄ that this strategy is not optimal. Under thereasonable assumptions that all time steps ost the same run time, and thatthe snapshot needed to run again from time step n to n+1 is the same as to runfrom step n to any later step n + x, Griewank and Walther have haraterizedthe optimal distribution of nested hekpoints, whih follows a binomial law.With this optimal strategy, both spatial and temporal omplexity of the adjointode grow logarithmially with respet to the number of time steps of theoriginal simulation. In other words, both the slowdown fator whih growslike the number of times eah time step is exeuted, and the memory whihgrows like the number of simultaneous snapshots, grow logarithmially withthe total number of time steps.In real appliations, run-time and memory spae do not behave symmetri-ally. One an always wait a little longer for the result, whereas the memoryspae is bounded. Therefore the maximum number of snapshots d that anbe stored simultaneously is xed. Then [8℄ shows that the optimal strategygives a slowdown fator that grows only like the dth root of the total number oftime steps, whih is still very good. Figure 4 shows the optimal hekpointingstrategy for the same problem as gure 3 i.e. 64 time steps with memory for9 snapshots. The average number of dupliate exeutions for a time step isonly 2. For the more realisti situation (1000 time steps and memory for 27snapshots) the average number of dupliate exeutions is only 2.57.We implemented this optimal strategy in the adjoint ode of OPA. Wemade our rst experiments by hand modiation of the adjoint ode produedby TAPENADE. Still, TAPENADE produed automatially the proeduresthat store and retrieve the snapshot, and therefore the hand modiation wasbenign: given the number of time steps, a general proedure3 shedules theoptimal sequene of ations (store snapshot, retrieve snapshot, run time step,run adjoint time step) to dierentiate the omplete simulation. Further ver-sions of TAPENADE will fully automate this proess. Figure 5 shows theperformanes on OPA. They are in good agreement with the theory. Notie inpartiular the two small inetion points on the urve around 150 iterationsand 800 iterations. Going bak to the optimality proof in [8℄, we see thatthe optimal strategy is partiularly eient when the number of time steps is3A FORTRAN95 implementation of this sheduling proedure an be found in www.inria-sop/tropis/ftp/Hiham_Tber/
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tly
η(d, t) =
(d + t)!
d!t!where d is the number of snapshots and t is the number of dupliate exeutionsallowed per time step. For our target mahine d = 15 and we nd η(15, 2) =
136 and η(15, 3) = 816, whih orresponds to the inetion points of gure 5.For the previous version OPA 8, the adjoint was written by hand. Neverthe-less, even a hand-written adjoint must implement strategies to retrieve inter-mediate states in reverse order that is, something very lose to hekpointing.Looking at this hand-written adjoint, we rst observe that the hekpointingstrategy is neither multi level nor optimal binomial. It is more like a single levelstrategy, with one snapshot stored every xed number of time steps. During thereverse sweep, states between two stored snapshots are rebuilt approximatelyusing linear interpolation. The advantage is that few time steps are evaluatedtwie, and therefore the slowdown fator remains well below 4. We an see atleast two drawbaks. First, this hand manipulation requires deep knowledge ofthe original program and of the underlying equations. This method does notblend easily with Automati Dierentiation. It is not yet automated in anyAD tool and therefore tedious and error-prone ode manipulations would stillbe neessary. Seond, this introdues approximation errors into the omputedderivatives, whose mathematial behavior is unlear. The gradient obtained inthe end is used in omplex optimizations or data-assimilation loops, and smallerrors may result in poor onvergene. In any ase, for very large numbers oftime steps, we believe a trade-o between exat binomial hekpointing andapproximate interpolation is worth experimenting. Interpolation is probablygood enough for many variables that vary very slowly, and whih ould bedesignated by the end-user, and only the other variables would need to bestored.4.4 Iterative linear solverThe OPA model solves an ellipti equation at the end of eah time step, usingan iterative method that generates a sequene of approximations of the exatsolution. The mehanial appliation of AD on this kind of methods gives asequene of derivatives of the approximate solutions with the same number
INRIA
Tangent and Adjoint dierentiation of OPA 17of iterations as the original solver. The reason is that AD keeps the ow ofontrol of the original program in the dierentiated program. In partiular theonvergene tests are still based only on the non-dierentiated variables. Nat-urally, one may ask whether and how AD-produed derivatives are reasonableapproximations to the desired derivative of the exat solution. The issues ofderivative onvergene for iterative solvers in relation to AD are disussed in[6, 9, 2℄.OPA provides two alternative algorithms to solve the ellipti equation:PCG for Preonditioned Conjugate Gradient, and SOR for Suessive Over-Relaxation method. Both algorithms give orret results for the original ode,but PCG is generally preferred thanks to its eieny and vetorization prop-erties. However, the AD-dierentiated ode gives dierent results using the twoalgorithms. Figure 6 ompares the AD-derivatives with approximate deriva-tives obtained by divided dierenes. We see that the derivatives obtainedwith the SOR algorithm remain orret when the number of time steps in-reases. On the ontrary, the derivatives obtained with the PCG algorithmbeome ompletely wrong after 80 time steps. Notie that this ours in tan-gent mode as well as in adjoint mode: the derivatives obtained with PCG,although wrong, remain idential in tangent and adjoint. Our explanation isthat eah iteration of PCG involves the omputation of salar produts of vari-ables that depend on the state vetor, thus making the numerial algorithmnonlinear even though the ellipti equation is linear. In [6℄, Gilbert has shownthat the appliation of AD to a xed point iteration gives a derivative xedpoint iteration that onverges R-linearly to the desired derivative in partiularin the ase of a large ontrative iterate or seant updating. Unfortunatelythis is not the ase for quasi-Newton iterative solvers suh as PCG, for whihthere is no similar onvergene result to our knowledge.To solve this problem for the tangent-dierentiated OPA we exploit thelinearity of the ellipti system, and for the adjoint-dierentiated OPA we ex-ploit the self adjointness property of the ellipti operator [22℄. We an thususe the original PCG routine itself to solve for the dierentiated linear sys-tems. Pratially, we do this using the so-alled blak-box feature providedin TAPENADE. Figure 6 shows that (here for the tangent mode) the PCGgives the same auray as the SOR solver.
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Figure 6: evolution of the relative error between tangent derivative and divideddierenes, for the three strategies: SOR and straightforward AD, PCG andstraightforward AD, PCG with the blak box strategy
INRIA
Tangent and Adjoint dierentiation of OPA 19In another experiment, we tried to use straightforward AD with the PCGsolver, but this time xing the number of PCG iterations to some very highvalue. We observed that the derivatives beome oherent again with divideddierenes. This ould be another way to solve our problem, but it is ertainlyexpensive and the hoie of the high iteration number is deliate. This prob-lem denitely deserves further study, and onrms the general reommendationnot to dierentiate solvers of a nonlinear kind, and use a blak-box strategyinstead.5 Validation Experiments5.1 Corretness testThe lassial way to hek for orretness of the automatially generated tan-gent and adjoint odes is as follows:1. Choose an arbitrary input X and and arbitrary diretion Ẋ. Computethe Divided Dierene
DD =
F (X + εẊ) − F (X)
εfor a good enough small ε.2. Using the tangent dierentiated program, ompute Ẏ = F ′(X) × Ẋ.3. Using the adjoint dierentiated program, ompute X = F ′∗(X) × Ẏand nally hek that (DD · DD) = (Ẏ · Ẏ ) = (X · Ẋ). We performed thistest for the omplete global ORCA-2 simulation on 1000 time steps and itsderivative odes. The results are shown in table 1. The values math, andTable 1: Dot produt test for 1000 time steps
(DD · DD) (ε = 10−7) 4.405352760987440e+08
(Ẏ · Ẏ ) 4.405346876439977e+08
(X · Ẋ) 4.405346876439867e+08
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(Ẏ · Ẏ ) and (X · Ẋ) math very well, up to the last few digits, whih showsthat the tangent and adjoint odes really ompute the same derivatives, onlyin a dierent omputation order as shown by equations (2) and (3). The valuesof (DD · DD) and (Ẏ · Ẏ ) don't math so well, beause of the weakness of theDivided Dierenes approximation. Figure 7 shows this weakness: For a small
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es with respet to AD-generatedderivatives, omputed for various values of of the step size εvalue of ε, the dominant error is due to mahine auray. For a large valueof ε, the dominant error is due to the seond derivatives of F . The best εminimizes both errors, but annot eliminate them ompletely.5.2 Sensitivity analysis on a long simulationOne of the main appliation of adjoint models is the sensitivity analysis i.e. thestudy of how model output varies with hanges in model inputs. Using diretor statistial methods would require many integration of the non linear modelwhile one adjoint model integration is enough to ompute this sensitivity. As anexample, gure 8 shows the output map of the sensitivity of the North Atlantimeridional heat ux at 29°N to hanges in the initial sea surfae temperature(SSTt0) over one year integration period, starting January 1, 1998. This is
INRIA
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omputing the gradient respet to SSTt0 of
J =
∫ tN
t0
∫∫
Ω
T.v dxdzdtwhere Ω is the zonal ross setion at 29°N in the North Atlanti, T is thetemperature and v is the meridional urrent veloity.Contours in gure 8 show where variation of initial SST would eet themost upon heat transport at 29°N. It shows large sale patterns mainly loatednorth of the 29°N parallel and in the Caribbean sea with a strong spot oMoroo. These results are onsistent with those obtained by Marotzke et al.([18℄)This map was omputed by the TAPENADE-generated adjoint of OPA onthe global ORCA2 grid, over 5475 time steps (1 year). This experiment wasdone with the SOR algorithm as the iterative linear solver. The TAPENADE-generated adjoint omputed this sensitivity map in a time that is only 8.03times that of the original simulation.5.3 Data AssimilationFor further validation of the automatially generated derivatives, we arriedout a data assimilation experiment. This was done in a so-alled twin ex-periment framework whereby the diret model trajetory is used to generatesyntheti observations. The initial sea surfae temperature is perturbed bya white noise and it has to be reovered using variational data assimilationtehniques. Syntheti observation are given by the sea surfae height (SSH)and the sea surfae salinity (SSS) generated from the model's original outputsstarting from the unperturbed SST.The ost funtion to be minimised is
J(SST (t0)) =
∫ tN
t0
‖ SSH(t) − SSHo(t) ‖2 + ‖ SSS(t) − SSSo(t) ‖2 dt (4)Where the supersript o stands for syntheti observation and SSH(t) and
SSS(t) are model output.For omputing ost issues, only the Antarti zoom of ORCA2 is onsid-ered, the minimisation is done an iterative gradient searh algorithm whereRR n° 6372
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Figure 8: Sensitivity map of the North Atlanti heat transport at 29°N (dottedline), with respet to hanges in the initial surfae temperature
INRIA
Tangent and Adjoint dierentiation of OPA 23the gradient of J is umputed using adjoint tehniques. Figure 9 illustratesthe performane of the optimization loop for an integration period of 1 monthi.e. 450 time steps. The ost funtion dereases by two orders of magnitude.Figure 10 indiates that the true solution (top panel) is reovered with agood approximation (bottom panel) from the randomly perturbed one(middlepanel), showing the quality of the derivatives obtained.
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Figure 9: Twin experiment: Convergene of the ost funtion
6 Conlusion and OutlookThe eort to build the tangent and adjoint odes for the previous version 8of the OPA oean General Cirulation Model has ost several months devel-opment from an experiened researher. For the new version OPA 9 writtenin FORTRAN95, the use of the AD tool TAPENADE signiantly reduesthis eort. Our rst numerial appliations show the quality of the derivativesobtained. This works validates the hoie of AD as the strategy to obtain thetangent and adjoint for OPA 9, and for the versions to ome.At the same time, OPA is the largest FORTRAN95 appliation dierenti-ated with TAPENADE. This work has pointed at a number of limitations of
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Figure 10: Twin experiment: True eld (top), Initial perturbed eld (middle)and identied optimal sea surfae temperatures (bottom)
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Tangent and Adjoint dierentiation of OPA 25TAPENADE that have been lifted. Other limitations remain, suh as the non-reentrant proedures, whih need to be addressed in future work. Suessfuldierentiation of OPA denitely inreases our ondene in TAPENADE.This works is also an additional illustration of the superiority of the bi-nomial hekpointing strategy, ompared to multi level hekpointing. By thestandards of other appliation elds, e.g. CFD, a slowdown of the adjoint odeof only 7 for a nonsteady simulation on 1000 time steps would be onsideredvery good. By the standards of weather simulation or oean modeling how-ever, sientists expet yet faster adjoints, at the ost of a radial approxima-tion. Even if we onsider that these approximations hange the mathematialnature of the optimization proess, we understand they are neessary and weshall study how they an be proposed as an option by the AD tool.This work has underlined several diretions for further researh in AD andAD tools. Some of them are already being studied by researhers in our groups.Considering the appliation language, two onstruts need to be dierentiatedbetter: The next experiment to be made very soon is to apply TAPENADE tothe parallelized version of OPA. This is neessary before the generatedtangent and adjoint odes an be used in prodution ontext. The OPA soure makes extensive use of the preproessor diretives suhas #IFDEF. TAPENADE does not deal with these diretives beause theydo not respet the syntati struture of a ode. Handling these diretivesin the AD tool is in our opinion hopeless. What might be done though,is to generate dierentiated odes for eah possible preproessed ode,and devise a tool to put the diretives bak into the dierentiated odes.This is made easier if the dierentiated ode losely follows the strutureof the original, as is the ase with TAPENADE.Considering speially adjoint dierentiation, we hope to obtain more eientode through a more systemati exploitation of self-adjointness, e.g. of theellipti operator. We also hope to optimize the hekpointing strategy. Inits present version, TAPENADE applies hekpointing to eah proedure all.Using proling information, we believe we an detet several proedure alls forwhih hekpointing is useless or ounter-produtive. TAPENADE is alreadyable to use this information to produe a better adjoint.RR n° 6372
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