We study the network coding problem of sum-networks with 3 sources and n terminals (3s/nt sum-network), for an arbitrary positive integer n, and derive a sufficient and necessary condition for the solvability of a family of so-called "terminal-separable" sum-network. Both the condition of "terminal-separable" and the solvability of a terminal-separable sum-network can be decided in polynomial time. Consequently, we give another necessary and sufficient condition, which yields a faster (O(|E|) time) algorithm than that of Shenvi and Dey ([18], (O(|E| 3 ) time), to determine the solvability of the 3s/3t sum-network.
by weak decentralized code, each "equivalent family of regions" is assigned the same coding vector, and for any two regions, their coding vectors are linearly independent if and only if they belong to different equivalent families.
Combining the developed region decomposition and weak decentralized code methods, we give a sufficient and necessary condition for the solvability of a class of 3s/nt sum-network, termed terminalseparable region graph, for arbitrary n ∈ Z + . The condition can be verified in polynomial time. Moreover, as two simple corollaries of our result, we prove that: (1) A 3s/2t sum-network is always solvable if each source-terminal pair is connected; (2) A 3s/3t sum-network is unsolvable if and only if the basic region graph has some certain fixed structure.
Following the technical line of this paper, we can also completely characterize the solvability of 3s/4t
sum-network. Limited by space of this paper, we leave the results of 3s/4t sum-network to a future paper.
This paper is organized as follows. In Section II, we introduce the network coding model of sumnetwork. The method for region decomposition and for decomposing the basic region graph is presented in Sections III and IV. The method of weak decentralized code for 3s/nt sum-network is presented in V.
We characterize solvability for terminal-separable 3s/nt sum-network in Section VI. Finally, the paper is concluded in Section VII. (a) 
, where S 1 = {1, 4, 5}, S 2 = {2, 6, 7}, S 3 = {3, 8, 9}, R ′ 1 = {10, 12, 13}, R ′ 2 = {11, 14, 15, 16}, T 1 = {18}, T 2 = {19}, T 3 = {17, 20} and D ′ = {S 1 , S 2 , S 3 , R ′ 1 , R ′ 2 , T 1 , T 2 , T 3 }. In (c), although R ′ 1 contains link 13, which is an incoming link of link 20 ∈ T 3 , R ′ 1 is not a parent of T 3 . This is because link 20 is not the leader of T 3 . (Note that lead(T 3 ) is link 17.)
II. MODELS AND NOTATIONS
In this paper, we always denote [n] = {1, 2, · · · , n} for any positive integer n.
A k-source n-terminal (ks/nt) sum-network is a directed, acyclic, finite graph G = (V, E), where V is the node (vertex) set and E is the link (edge) set. There is a set of k vertices {s 1 , s 2 , · · · , s k } ⊆ V called sources and a set of n vertices {t 1 , t 2 , · · · , t n } ⊆ V called terminals (sinks) such that each source s i generates a message X i ∈ F and each terminal t j wants to get the sum k i=1 X i by linear network coding, where F is a finite field. Generally, for the sake of simplification, each link e of G is further assumed to be error-free, delay-free and can carry one symbol in each use.
For any link e = (u, v) ∈ E, u is called the tail of e and v is called the head of e, and are denoted by u = tail(e) and v = head(e), respectively. Moreover, we call e an incoming link of v (an outgoing link of u). For two links e, e ′ ∈ E, we call e ′ an incoming link of e (e an outgoing link of e ′ ) if tail(e) = head(e ′ ).
For any e ∈ E, denoted by In(e) the set of incoming links of e.
To aid analysis, we assume that each source s i has an imaginary incoming link, called X i source link (or source link for short), and each terminal t j has an imaginary outgoing link, called terminal link. Note that the source links have no tail and the terminal links have no head. As a result, the source links have no incoming link. For the sake of convenience, if e ∈ E is not a source link (resp. terminal link), we call e a non-source link (resp. non-terminal link).
We assume that each non-source non-terminal link e of G is on a path from some source to some terminal. Otherwise, e has no impact on the network coding of G and can be removed from G.
Let i.e., the vector with all components being one.
For any linear network coding scheme, the message transmitted along any link e is a linear com-
c i X i of the source messages, where c i ∈ F. We use the vector of coefficients, d e = (c 1 , · · · , c k ), to represent the message M e and call d e the global encoding vector of e. To ensure the computability of network coding, the outgoing message, as a k-dimensional vector, must be in the span of all incoming messages. Moreover, to ensure that all terminals receive the sum k i=1 X i , if e is a terminal link of the sum-network, then d e = k i=1 α i =ᾱ. Thus, we can define a linear network code of a ks/nt sum-network as follows:
Definition 2.1 (Linear Network Code):
A linear network code (LC) of G over a field F is a collection of vectors C = {d e ∈ F k ; e ∈ E} such that (1) d e = α i if e is the X i source link (i = 1, · · · , k);
(2) d e ∈ d e ′ ; e ′ ∈ In(e) if e is a non-source link.
The code C = {d e ∈ F k ; e ∈ E} is said to be a linear solution of G if d e =ᾱ for all terminal link e.
The vector d e is called the global encoding vector of link e. The network G is said to be solvable if it
We use RG(D) to denote the region graph of G about D, i.e., RG(D) = (D, E D ). If (R ′ , R) is an edge of RG(D), we call R ′ a parent of R (R a child of R ′ ). For R ∈ D, we use In(R) to denote the set of parents of R in RG(D).
Remark 3.4:
Note that the leader of each source region is the corresponding source link and the source links have no incoming link. So the source regions have no parent. Moreover, since G is acyclic, then clearly, RG(D) is acyclic.
For R, R ′ ∈ D, a path in RG(D) from R ′ to R is a sequence of regions {R 0 = R ′ , R 1 , · · · , R K = R} such that R i−1 is a parent of R i for each i ∈ {1, · · · , K}. If there is a path from R ′ to R, we say R ′ is connected to R and denote R ′ → R. Else, we say R ′ is not connected to R and denote R ′ R. In particular, we have R → R for all R ∈ D.
Definition 3.5 (Codes on Region Graph): A linear code (LC) of the region graph RG(D) over the field
F is a collection of vectorsC = {d R ∈ F k ; R ∈ D} such that
, where S i is the X i source region;
The codeC is said to be a linear solution of RG(
said to be feasible if it has a linear solution over some finite field F. Otherwise, it is said infeasible. Any linear solution of RG(D) can be extended to a linear solution of G. In fact, we have the following lemma.
Lemma 3.6: Let D be a region decomposition of G andC = {d R ∈ F 3 ; R ∈ D} be a linear solution of RG(D). Let d e = d R for each R ∈ D and each e ∈ R. Then C = {d e ; e ∈ E} is a linear solution of G.
Proof: For each link e ∈ E, by Definition 3.1, there is a unique R ∈ D such that e ∈ R. So C is well defined. By Definition 3.5, we have d e = α i for each X i source link e and d e =ᾱ for each terminal link e. Moreover, suppose e ∈ E is a non-source link. By the same discussion as in the proof of Lemma For the region graph RG(D) in Fig. 1 
is a linear solution of RG(D) and we can obtain a linear solution of G 1 by Lemma 3.6. However, the region graph RG(D ′ ) in Fig. 1 (c) is not feasible because for any linear code, by condition (2) of Definition 3.5,
B. Basic Region Graph
In this subsection, we shall define a special region decomposition D (1) For any R ∈ D * * and any e ∈ R \ {lead(R)}, In(e) ⊆ R;
(2) Each non-source region R in D * * has at least two parents in RG(D * * ).
Accordingly, the region graph RG(D * * ) is called a basic region graph of G.
For example, one can check that for the network G 1 in Fig. 1 (a) , the region graph RG(D) in Fig. 1 (b) is a basic region graph of G 1 . However, the region graph RG(D ′ ) Fig arbitrary directed acyclic networks with k sources and n sinks (terminals), including multicast networks and sum-networks. We list these results for sum-network as the following theorem.
Theorem 3.8:
The ks/nt sum-network G has a unique basic region decomposition, hence has a unique basic region graph. Moreover, the basic region decomposition and the basic region graph can be obtained in time O(|E|).
(1) of Definition 3.7, we can easily see that for any R ∈ D * * and any e ∈ R, d e ∈ d lead(R) . 
Example 3.10:
We consider two examples of sum-network in Fig. 2 , which can also be found in [18] .
In Fig. 2 (a) , let
Then D * * = {S 1 , S 2 , S 3 , P 1 , P 2 , T 1 , T 2 , T 3 } is its basic region decomposition. The basic region graph is shown in Fig. 3 (a) . If C = {d e ∈ F 3 ; e ∈ E} is a linear solution of G, the global encoding vector of all links in the same region must be the same. For example,
etc. So we can view each region as a node and consider coding on the basic region graph RG(D * * ). We will show in Section VI. C that RG(D * * ) is infeasible. So the original network is unsolvable.
In Fig. 2 
The basic region graph is shown in Fig. 3 (b) . We will also show in Section VI. C that its basic region graph is infeasible. So this network is unsolvable.
Lemma 3.11:
Suppose Θ ⊆ D * * and for each j ∈ [n], there is a Q ∈ Θ such that Q → T j . If the sum of source messages
This lemma is obvious because if a region can receive the sum, then all its down-link regions can receive the sum.
Example 3.12: Consider the region graph RG(D * * ) in Fig. 4 (a) . Let Θ = {Q, T 1 }. Then the sum
we can obtain a linear solution of RG(D * * ). We remind the reader that for k = 3, the vectors
are the global encoding vectors of the source messages X 1 , X 2 , X 3 respectively, andᾱ = α 1 + α 2 + α 3 =
(1, 1, 1) is the global encoding vector of the sum If
, then we can reduce the number of terminal regions. In fact, without loss of generality, assume T j → T n for some j ∈ {1, · · · , n−1}.
is feasible, then naturally, the sum k i=1 X i can be transmitted to all T j ∈ Θ. Conversely, if the sum can be transmitted to all T j ∈ Θ, then by Lemma 3.11, RG(D * * ) is feasible. So we can reduce the number of terminal regions to n − 1. For this reason, we can assume that
Since each non-source non-terminal link e of G is on a path from some source to some terminal, then by Definition 3.1 and 3.3, each region R ∈ D * * is on a path from some source region to some terminal region in RG(D * * ). Moreover, each terminal region T j has no child. Otherwise, since RG(D * * ) is acyclic, then by tracing child from T j , we can always find a path from T j to some other terminal region T j ′ , which contradicts to the assumption that
. Thus, the following assumption is reasonable.
Assumption 1:
The terminal regions have no child and for each region R ∈ D * * , R → T j for some terminal region T j . (1) If R ∈ Θ, then R ∈ reg(Θ);
(2) If R ∈ D * * and In(R) ⊆ reg(Θ), then R ∈ reg(Θ).
We define reg
Consider the region graph in Fig. 4 (a) . We can find the super region reg(R 2 , R 3 , R 4 ) as follows. First, we list all regions in a way that each region is before all of its children. For exam-
Then we can check all regions one by one to obtain reg(R 2 , R 3 , R 4 ). In fact, by Definition 3.13, we have
Consider the region graph in Fig. 4 (b) . By a similar discussion, we can check that reg(R 2 , R 4 ) =
In general, since RG(D * * ) is acyclic, regions in D * * can be sequentially indexed as
Definition 3.13, it is easy to see that the following Algorithm 1 output the super region reg(Θ) in time O(|D * * |).
Remark 3.14: From condition (2) of Definition 3.5 and 3.13, we can easily prove, using induction, that
Also by Definition 3.13, it is easy to see that for any subsets
. In this paper, we will always hold this fact as self-evident.
The following two lemmas are some other properties of super region.
Lemma 3.15: Suppose Θ 1 and Θ 2 are two subsets of D * * . Then reg(Θ 1 ) ∩ reg(Θ 2 ) = reg(Θ), where
We still need to prove that reg(
, and by Definition
and by Definition 3.13,
can be transmitted to Q by a linear network code. Formally, we have the following lemma.
Lemma 3.16:
This lemma is obvious and we omit its proof.
D. Weak Decentralized Code On Super Region
For any set A, a collection
are mutually disjoint and
. Thus, for each ∆ i , we can pick an arbitrary a i ∈ ∆ i and denote
For any subset Ω ⊆ D * * and any collectionC Ω = {d R ∈ F k ; R ∈ Ω}, we callC Ω a code on Ω. In the following, we give an approach to construct a code on a super region. Such a code has some interesting property and is the basis of our code construction for three-source sum-network.
Definition 3.17:
to be R-closed if K ≥ 2 and reg(∆ j ) = ∆ j for all j ∈ {1, · · · , K}.
In Definition 3.17, it must be that Q 1 , Q 2 belongs to different equivalent classes. This is because if
and we have K = 1, which contradicts to the condition that K ≥ 2. Thus, by proper naming, we can always assume that Q 1 ∈ ∆ 1 and Q 2 ∈ ∆ 2 .
Definition 3.18 (Weak Decentralized Code on reg(Q
As a simple result of linear algebra, if |F| ≥ K − 1, then we can always find a set of vectors
k satisfying the condition of Definition 3.18. Thus, if |F| ≥ K − 1, then we can always construct an I-weak decentralized code on reg(Q 1 , Q 2 ).
An example of weak decentralized code: (a) depicts a super region reg(Q 1 , Q 2 ) and (b) depicts a weak decentralized code on reg(
An example of weak decentralized code is given in Fig. 5 . Moreover, weak decentralized code has the following property.
Lemma 3.19:
We have the following two cases:
Then by Definition 3.13 and 3.18, we have R ∈ reg(∆ j ) = ∆ j . Again by Definition 3.18, we have
Case 2: In(R) ∆ j for all j ∈ {1, 2, · · · , K}. Since R has at least two parents (Definition 3.7), then
A special case of weak decentralized code is that each ∆ j contains a single element, i.e., reg( and at most n terminal regions. Without loss of generality, we assume RG(D * * ) has exactly n terminal regions. Recall that S i (i ∈ {1, 2, 3}) denote the X i source region and {T j ; j ∈ [n]} denote the set of n terminal regions.
For each i ∈ {1, 2, 3}, by Lemma 3.15, we have
where {i 1 , i 2 } = {1, 2, 3}\{i}. So by Definition 3.13, we have reg
Thus, the three subsets reg
To design codes on RG(D * * ), we find it convenient to decompose RG(D * * ) into mutually disjoint parts according to the connection condition of the source-terminal pairs. In Subsection A, we will give a method to decompose RG(D * * ) and show some useful properties of such decomposition.
A. Decomposition of RG(D * * )
We first specify some subsets of D * * , which leads to a decomposition of RG(D * * ) and will play an import role in our study.
Definition 4.1:
We specify some subsets of D * * as follows.
If the subset I = {i 1 , · · · , i ℓ }, we also denote Ω I = Ω i 1 ,··· ,i ℓ and Λ I = Λ i 1 ,··· ,i ℓ .
Example 4.2:
We show some examples of the subsets in Definition 4.1 for the region graphs in Fig. 4 .
For the region graph in Fig. 4 (a). By Definition 3.13, we have reg(
, Ω 2,3 = {Q} and
For the region graph in Fig. 4 (b) , by Definition 3.13, reg( Since for each {i 1 , i 2 } ⊆ {1, 2, 3}, the super region reg(S i 1 , S i 2 ) can be found by Algorithm 1, so the subset Π can be found by Algorithm 1 in time O(|D * * |).
Note that RG(D * * ) is acyclic and the terminal regions have no child (Assumption 1), then regions in
and ℓ < ℓ ′ if R ℓ is a parent of R ℓ ′ . Then the collection {Ω I , I ⊆ [n]} can be found by tracing the parents back for all terminals. See the following Algorithm 2:
Note that R → T j if and only if R is labelled with j by Algorithm 2.For each R ∈ D * * \Π, let
; R is labelled with j}. Then for each I ⊆ [n], we have Ω I = {R; I R = I}. Clearly, the time complexity of Algorithm 2 is O(|D * * |).
Decomposing D * * into the subsets Π and Ω I , I ⊆ [n], will be used to construct linear solution of
Then we can potentially obtain a linear solutionC of RG(D * * ) by letting
C Ω I . By Theorem 4.3, Π and all subsets Ω I , I ⊆ [n], are mutually disjoint. So the codeC is well defined. This method will be used to prove Theorem 4.9.
Lemma 4.4:
Let R ∈ D * * . Then R ∈ D * * \Π if and only if S i → R for all i ∈ {1, 2, 3}.
is a finite graph, we can always find a path
Conversely, suppose S i → R for all i ∈ {1, 2, 3}. Then there is a path
Since S 1 has no parent (Remark 3.4), then by Definition 3.13, S 1 / ∈ reg(S 2 , S 3 ). By Definition 3.13 and
. Similarly, we can prove R / ∈ reg(S 1 , S 2 ) and R / ∈ reg(S 1 , S 3 ). So by (1) of Definition 4.1, R / ∈ Π. Thus, R ∈ D * * \Π.
Clearly, if there is an S i and a T j such that S i T j , then the sum can't be transmitted to T j and RG(D * * ) is unsolvable. So we assume that S i → T j for all i ∈ {1, 2, 3} and j ∈ [n]. Then by Lemma (2) of Definition 4.1, we have the following remark.
Remark 4.5:
For each j ∈ [n], we have T j ∈ Ω j .
B. Terminal-separable Region Graph
In this subsection, we define a class of special region graph called terminal-separable region graph and prove that for such region graph, the feasibility is determined by code on Π.
Definition 4.6 (Terminal-separable Region Graph):
The region graph RG(D * * ) is said to be terminal-
By Theorem 4.3, it is O(|D * * |) time complexity to determine whether RG(D * * ) is terminal-separable.
According to Example 4.2, the region graph in Fig. 4 (b) is terminal-separable. However, the region graph in Fig. 4 (a) is not terminal-separable because Ω 2,3 = {Q} = ∅.
In general, if a region graph is not terminal-separable, then it can be viewed as a terminal-separable region graph with fewer terminal regions. If the new one is feasible then the original one is feasible.
However, if the new one is infeasible then the original one is not necessarily infeasible. For example, for the graph in Fig. 4 (a) , we can view T 1 and Q as two terminal regions and construct a linear code to transmit the sum 3 i=1 X i to T 1 and Q. Then by Lemma 3.11, the sum can be transmitted from Q to T 2 and T 3 . (See Example 3.12.) Lemma 4.7: Suppose RG(D * * ) is terminal-separable. Then for each j ∈ [n], the following hold.
3) For each Q ∈ Λ j , there is a path {Q,
Proof: 1) By Remark 4.5, we have T j ∈ Ω j .
Since RG(D * * ) is terminal-separable, then for any R ∈ Ω j , by Definition 4.6 and (2), (3) of Definition
, then by 1) and Definition 3.13,
If |Λ j | = 1, say Λ j = {Q}, then by (1), (3) of Definition 4.1, we have Q ∈ reg(S i 1 , S i 2 ) for some
, which contradicts to the proved result that Λ j
3) For each Q ∈ Λ j , by (3) of Definition 4.1, Q has a child, say
is terminal-separable, then by Definition 4.6, Ω I = ∅ for all I ⊆ [n] of size |I| > 1. So it must be that 
, each equivalent class is divided into some subclasses and each subclass corresponds to a unique coding vector.
For further discussion, we need the following definition.
Definition 4.8:
A collection of vectorsC Π = {d R ∈ F 3 ; R ∈ Π} is said to be a feasible code on Π if it satisfies the following three conditions:
The following theorem shows that to determine feasibility of RG(D * * ), it is sufficient to determine existence of a feasible code on Π. Proof:
be the constraint ofC on Π. Then by Definition 3.5,C Π satisfies conditions (1), (2) of Definition 4.8.
Moreover, by 1) of Lemma 4.7,
Moreover, for each Q ∈ Λ j , by 3) of Lemma 4.7, there is a path
Then by Lemma 3.16, we can construct a codẽ Remark 4.10: LetC Π = {d R ∈ F 3 ; R ∈ Π} be a feasible code on Π. We can always assume that
Lemma 4.11: LetC Π = {d R ∈ F 3 ; R ∈ Π} be a feasible code on Π. The following hold:
Proof: 1) is a direct consequence of Definition 3.13 and conditions (1), (2) of Definition 4.8.
2) By claim 1), we have {d
In this section, we generalize the weak decentralized code on one super region (Definition 3.18) to Π, which is the union of three super regions (Definition 4.1). Our discussions begin with a most general partition of Π and its refinement. Then we define week decentralized code on the so called "R-closed partition of Π"(Definition 5.5.). Note that the construction of the R-closed partition of Π will be left to next section.
A. Partition of Π and Its Refinement
Let I = {∆ 1 , · · · , ∆ K } be a partition of Π. As mentioned before, for each ∆ i ∈ I, we can choose an arbitrary R ∈ ∆ i as a representative element and denote
. On the other hand, for each R ∈ Π, we have R ∈ ∆ i for some ∆ i ∈ I. We will use ∆ i and [R] interchangeably. We further assume that
for each pair {i, j} ⊆ {1, 2, 3}. Thus, K ≥ 3 and by proper naming, we can assume
For each [R] = ∆ i ∈ I and {j 1 , j 2 } ⊆ {1, 2, 3}, we denote
For i ∈ {1, 2, 3} and {j 1 , j 2 } = {1, 2, 3}\{i}, we denote
Given a partition I = {∆ 1 , · · · , ∆ K } of Π as above, we can further refine it as follows:
In what follows, an equivalent class of I refers to ∆ i (or 2), the collection of all subclasses of I is still a partition of Π.
(a) 
Example 5.2:
Consider the region graph in Fig. 7 (a) . One can check that reg(S 1 , S 2 ) = 
We call I 0 the trivial partition of Π. Clearly, each equivalent class [R] ∈ I 0 has only one non-empty subclass, i.e., itself.
B. Weak Decentralized Code on Π
In this subsection, we construct weak decentralized code on Π. All coding vectors will be taken from
where F is a sufficient large field. Also note that for k = 3, the vectors α 1 = (1, 0, 0), α 2 = (0, 1, 0), α 3 = (0, 0, 1) andᾱ = (1, 1, 1) .
First, we give a lemma for constructing coding vectors.
Lemma 5.3:
Let F be a sufficiently large field. Then for any K ≥ 3, there exist K sets of vectors
1,3 , β
3 and the following properties are satisfied:
(1) For any ℓ ∈ {4, · · · , K} and {i 1 , i 2 } ⊆ {1, 2, 3}, β
2,3 } for all ℓ ∈ {4, · · · , K}, then γ, γ ′ and γ ′′ are linearly independent;
Proof: The proof is given in Appendix A.
We give an example of sets of vectors satisfying properties (1)−(4) of Lemma 5.3. For simplicity, we assume that F = GF (p) for a sufficiently large prime p.
Example 5.4:
} satisfies all conditions of Lemma 5.3.
Convention:
To unify the notations, we also denote β 
2,3 = α 2 + α 3 . Similarly, we denote β 
Definition 5.5:
, 2, 3} and j ∈ {1, · · · , K}.
For example, for the region graph in Fig. 7 (a) , the partition I c in Example 5.2 is an R-closed partition of Π. Fig. 6.) . LetC Π = {d R ; R ∈ Π} be constructed by assigning each vector in K ℓ=1 B ℓ to all regions in the corresponding subclass. Specifically, let
for each i ∈ {1, 2, 3} and R ∈ [S i ] j 1 ,j 2 , where {j 1 , j 2 } = {1, 2, 3}\{i};
for each i ∈ {4, · · · , K}, each subset {j 1 , j 2 } ⊆ {1, 2, 3} and each R ∈ [∆ i ] j 1 ,j 2 .
Definition 5.6:
The codeC Π constructed as above is called an I-weak decentralized code on Π. Fig. 7 (b) illustrates an I c -weak decentralized code for the region graph in Fig. 7 (a) , where I c is as in Example 5.2.
To discuss the property of weak decentralized code on Π, we need the following conception.
Definition 5.7 (Independent Set):
called an I-independent set if the following three conditions hold: 
for any equivalent class R ∈ I;
Example 5.8: Consider the partition
We can check that {S 1 , R 2 , R 3 } is an I c -independent set. We can also check that {R 1 , R 2 , R 4 } is not an I c -independent set
is not an I c -independent set because {R 1 , R 3 , R 5 } ⊆ ∆ 4 , violating condition (2) of Definition 5.7;
The following theorem is an important property of weak decentralized code on Π.
Theorem 5.9:
Π} be an I-weak decentralized code on Π. The following hold:
3) If Q and Q ′ belong to two different subclasses of some
Proof: 1), 3) are obvious by the construction ofC Π .
To prove 2), we fix {i 1 , i 2 } ⊆ {1, 2, 3}. For each j ∈ {1, · · · , K}, let 
Note that in the construction of I-weak decentralized code, Λ 1 , Λ 2 , · · · , Λ n are not taken into consideration. So in general, an I-weak decentralized code is not necessarily a feasible code on Π. In the next section, we will construct a partition I c of Π, called a normal partition of Π, such that RG(D * * ) is feasible if and only if the I c -weak decentralized code on Π is a feasible code on Π.
VI. NETWORK CODING FOR 3-SOURCE n-TERMINAL TERMINAL-SEPARABLE SUM-NETWORK
In this section, we always assume RG(D * * ) is a terminal-separable region graph with 3 source regions and n terminal regions, where n is an positive integer. We will characterize the feasibility of RG(D * * ) and show that it can be determined in polynomial time. Recall that by Theorem 4.9, we just need to determine the existence of a feasible code on Π.
A. Some Examples
In this subsection, we use three examples to show the basic idea of determining feasibility of RG(D * * ).
Example 6.1:
Let RG(D * * ) be the region graph in Fig. 7 (a) . In Example 5.2, we have seen that 
LetC Π = {d R ∈ F 3 ; R ∈ Π} be an arbitrary feasible code on Π. By Remark 4.10, we assume d R = 0 for all R ∈ Π. The following process yields a partition of Π.
First, we consider S 3 . Since {S 3 , R 7 } = Λ 4 , then by 2) of Lemma 4.11,
For the coding vectors d S 3 , d R 7 , d R 8 and d R 9 , note that if we know one of them, then we can use the above relation to obtain all of them. As an example, let us see how
Second, consider R 1 . Since {R 1 , R 5 } = Λ 2 and {R 2 , R 5 } = Λ 1 , then by 2) of Lemma 4.11, we have
Moreover, by Fig. 7 (a) , R 6 ∈ reg(R 1 , R 2 ). Then by 1) of Lemma 4.11,
Again by the condition {R 3 , R 6 } = Λ 5 and 2) of Lemma 4.11, we have d Fig. 7 (a) .) Then for any ∆ i , if we know the coding vector of one region in ∆ i , then we can obtain the coding vectors of all other regions in ∆ i .
LetC Π be the I c -weak decentralized code constructed in Fig. 7 (b) . It is easy to check thatC Π is a feasible code on Π. So RG(D * * ) is feasible. 
Example 6.2:
Let RG(D * * ) be the region graph in Fig. 8 (a) . By Definition 3.13, reg(S 1 , S 2 ) = {S 1 , S 2 , P 2 , P 3 }, reg(S 1 , S 3 ) = {S 1 , S 3 } and reg(S 2 , S 3 ) = {S 2 , S 3 , P 1 }. By (2) of Definition 4.1,
LetC Π = {d R ∈ F 3 ; R ∈ Π} be an arbitrary feasible code on Π.
Consider S 1 . Since {S 1 , P 1 } = Λ 1 and {P 1 , P 2 } = Λ 2 , then by 2) of Lemma 4.11, we have
Then by 1) of Lemma 4.11, we have d P 2 ∈ α 1 , α 2 . Thus,
Moreover, since P 3 ∈ reg(S 1 , P 2 ) (See Fig. 8 (a) .), then by 1) of Lemma 4.11,
which implies that
Again by {S 3 , P 3 } = Λ 3 and 2) of Lemma 4.11, we have
So we obtain a subset
We remark that (VI.1) can not be satisfied because we can check that
Thus,C Π can not be well constructed. By Theorem 4.9, RG(D * * ) is infeasible.
Example 6.3:
Let RG(D * * ) be the region graph in Fig. 8 (b) . By Definition 3.13, reg(S 1 , S 2 ) = {S 1 , S 2 , P 2 , P 3 }, reg(S 1 , S 3 ) = {S 1 , S 3 , P 4 , P 5 } and reg(S 2 , S 3 ) = {S 2 , S 3 , P 1 }. By (2) 
LetC Π = {d R ∈ F 3 ; R ∈ Π} be an arbitrary feasible code on Π. Consider S 1 ∈ Π. By the same discussion as in Example 6.2, we can find a subset [S 1 ] = {S 1 , P 1 , P 2 , P 3 } such that
We now derive a contradiction. Firstly, as in Example 6.2, we have
Thus, there exists no feasible code on Π and we conclude that RG(D * * ) is infeasible.
In general, if RG(D * * ) is terminal-separable, then we can always find a partition I c of Π such In this subsection we formally describe our method, which is a generalization of the idea of last subsection.
Firstly, we need a definitions. 
Definition 6.4:
We can check that no pair of equivalent classes of I 3 are connected.
The above example also gives an illustration of constructing normal partition of Π.
Π} be the trivial partition of Π. A normal partition of Π can be obtained from I 0 by a series of contraction.
Specifically, we have the following definition. By previous discussion, the partition I c in Example 6.3 is a normal partition of Π. We can also check that the partition I c in Example 6.1 is a normal partition of Π.
Consider the partition
It is easy to check that I c is obtained from I 0 by a series of contraction by combining two connected equivalent classes. In this example, we have [
. So I c is a normal partition of Π.
As we have seen in the last subsection, for a feasible code on Π, the coding vectors of regions in two connected equivalent classes are determined by each other. Thus, we can combine such two equivalent classes together. Specifically, we have the following lemma.
Lemma 6.7: LetC Π = {d R ; R ∈ Π} be a feasible code on Π and I c be a normal partition of Π. Then
Proof: The proof is given in Appendix B.
By Definition 6.6, it is easy to check that the following Algorithm 3 outputs a normal partition of Π.
Algorithm 3: Partitioning algorithm (Π):
Clearly, the While-loop of Algorithm 3 has at most |I 0 | = |Π| rounds. In each round, we need to determine wether there are two connected equivalent classes, which can be done in time O(n) by Definition 6.4. So Algorithm 3 can output I c in {|Π|, n}-polynomial time.
An example of infeasible region graph.
We remark that for a given region graph, there could be several normal partitions of Π. Consider the region graph in Fig. 9 .
Then I c and I ′ c are both normal partitions of Π. However, we will show that to determine whether RG(D * * ) is feasible, it is sufficient to construct one normal partition of Π (as Algorithm 3 does).
Definition 6.8 (Compatibility):
} is a partition of Π. We say that I is compatible if the following three conditions hold:
(2) No pair of equivalent classes of I are connected;
The following theorem is one of the main results of this section.
Theorem 6.9: Let
Moreover, it is {|Π|, n}-polynomial time complexity to determine whether RG(D * * ) is feasible.
By Definition 6.6 and Theorem 6.9, to determine feasibility of RG(D * * ), we start with the trivial partition I 0 of Π and combine the pair of connected equivalent classes step by step. If
some {i, j} ⊆ {1, 2, 3} in some step, then RG(D * * ) is infeasible. Else, by at most |Π| steps, we can obtain a partition I c of Π satisfying conditions (1), (2) Before proving Theorem 6.9, we first give some lemmas.
Lemma 6.10:
If I is a compatible partition of Π, then we can construct an I-weak decentralized code on Π.
Proof:
are connected, which contradicts to condition (2) of Definition 6.8.
Thus, I is R-closed and we can construct an I-weak decentralized code on Π.
Lemma 6.11:
If I is a compatible partition of Π, then the I-weak decentralized code is a feasible code on Π and RG(D * * ) is feasible.
Proof: LetC Π = {d R ; R ∈ Π} be an I-weak decentralized code on Π. We need to prove thatC Π is a feasible code on Π. Note that 1), 2) of Theorem 5.9 corresponds to (1), (2) of Definition 4.8 respectively.
So we only need to prove thatC Π satisfies condition (3) of Definition 4.8, i.e.,ᾱ ∈ d R ; R ∈ Λ j for all j ∈ [n]. We have the following two cases:
Case 1: There is an [R ℓ ] ∈ I c such that Λ j intersects with at least two different subclasses of [R ℓ ].
Suppose {Q, Q ′ } ⊆ Λ j and Q, Q ′ belong to two different subclasses of [R ℓ ]. By 3) of Theorem 5.9,
Case 2: For each [R ℓ ] ∈ I, Λ j intersects with at most one subclass of [R ℓ ]. Then by condition (2) of Definition 6.8 and condition (1) of Definition 6.4, Λ j intersects with at least three equivalent classes in
, 2, 3}. Then by Definition 5.7, we can find a subset {Q,
By the above discussion,C Π satisfies conditions (1)- (3) of Definition 4.8. SoC Π is a feasible code on Π.
Now we can prove Theorem 6.9.
Proof of Theorem 6.9: If I c is compatible, then by Lemma 6.11, RG(D * * ) is feasible.
Conversely, suppose RG(D * * ) is feasible. By Theorem 4.9, there is a feasible codeC Π = {d R ∈ F 3 ; R ∈ Π} on Π. We shall prove I c satisfies conditions (1)- (3) of Definition 6.8.
. By Definition 3.5 and Lemma 6.7,
Moreover, by Definition 6.6, no pair of equivalent classes of I c are connected. Thus, I c satisfies conditions (1), (2) of Definition 6.8.
We can prove condition (3) by contradiction. Suppose
and {i 1 , i 2 } ⊆ {1, 2, 3}. By Lemma 6.7 and (V.2), we have
Moreover, sinceC Π is a feasible code on Π, by 1) of Lemma 4.11, we have
and by condition (3) of Definition 4.8,
and I c satisfies condition (3) of Definition 6.8.
By the above discussion, I c is compatible. Finally, we prove the time complexity. We have seen that 
C. Some Simple Cases of Three-source Sum-network
The following theorem gives some families of terminal-separable region graph that is feasible. 
(4) n ≤ 2.
Proof: 1) Suppose condition (1) holds. Let A be the subset of [n] such that |Λ j | = 2 for all j ∈ A and
. Then for each j ∈ A, Λ j is an equivalent class and for each R ∈ Π\(∪ j∈A Λ j ), {R} is an equivalent class. By Definition 6.8, I is compatible. By Lemma 6.11, RG(D * * ) is feasible. Fig. 10 is an example of such region graph and feasible code.
2) Suppose condition (2) holds. is compatible. So by Lemma 6.11, RG(D * * ) is feasible. Fig. 11 (b) is an example of such region graph and feasible code. (4) holds. If n = 1, the conclusion is trivial. So we assume n = 2. We have the following three cases:
4) Suppose condition
In this case, the condition (1) holds and by proved result, RG(D * * ) is feasible.
Case 2:
In this case, the condition (1) holds and by proved result,
Case 3:
, then the conclusion is trivial. So we assume
We have the following two subcases:
Case 3.1: Q 1 = S i for some i ∈ {1, 2, 3}. Without loss of generality, assume Q 1 = S 1 . By 2) of Lemma
Similarly, we have Q 3 ∈ reg • (S 2 , S 3 ). So condition (3) holds and by the proved result, RG(D * * ) is feasible.
Case 3.2: 
we can still construct a feasible code on Π. So RG(D * * ) is still feasible.
1 , β
2,3 }, · · · , B 6 = {β The first necessary and sufficient condition for solvability of 3s/3t sum-network is given by Shenvi and Dey [18, Th.1] . We remark that the conditions in [18] can be easily derived from Corollary 6.16. In fact, by interchanging the name of S 2 and S 3 and replacing the name of T 1 , T 2 , T 3 by T 2 , T 3 , T 1 respectively, condition (C-IR) can be restated as
Let e 1 = lead(P 2 ) and e 2 = lead(P 1 ). Then we can check that e 1 , e 2 satisfy the conditions 1)−6) of [18,
For example, for the network in Fig. 2 (a) , its basic region graph is in Fig. 3 (a) and satisfies the condition (C-IR ′ ). Let e 1 = lead(P 2 ) = (v 1 , v 3 ) and e 2 = lead(P 1 ) = (v 2 , v 4 ). Then e 1 , e 2 satisfy the conditions 1)−6) of [18, Th.1] .
Similarly, for the network in Fig. 2 (b) , its basic region graph is in Fig. 3 (b) and satisfies the condition (C-IR ′ ). Let e 1 = lead(P 2 ) = (v 1 , v 4 ) and e 2 = lead(P 1 ) = (v 3 , v 5 ). The condition was characterized by some simple structural properties of some certain partitions on a part of the region graph and also can be judged using a very simple polynomial time algorithm. As a result, the solvability of 3s/3t sum-networks was characterized by using a single forbidden structure. Our method can further develop a completely characterization on the solvability of 3s/4t sum-networks. Limited by the space, we leave it to a future paper.
[20] B. K. Rai and N. Das, "Sum-Networks: Min-Cut=2 Does Not Guarantee Solvability," IEEE Communications Letters, vol. 17, no. Now suppose K > 3 and the sets B 1 , · · · , B K−1 satisfy properties (1)−(4). We want to construct
2,3 } such that the sets B 1 , · · · , B K−1 , B K satisfy properties (1)−(4). The key is to carefully choose a vector β (K) ∈ F 3 \ ᾱ and let 0 = β
.
and let
By assumption, B 1 , · · · , B K−1 satisfy property (2) of Lemma 5.3, then for any ℓ ∈ {1, · · · , K − 1} and
Now, we prove that
2,3 } for all ℓ ∈ {4, · · · , K}. We have the following three cases:
ℓ=1 B ℓ . By induction assumption, γ, γ ′ and γ ′′ are linearly independent.
ℓ=1 B ℓ and γ ∈ B K . We have the following two subcases: Case 2.1: So by (A.2),
In all cases, γ, γ ′ and γ ′′ are linearly independent. Thus, We give an example of the above construction. For simplicity, we let F = GF (p) for a sufficiently large prime p.
When K = 4, we have
1,3 = 2α 1 + 3α 3 and In what follows, we supposeC Π = {d R ∈ F 3 ; R ∈ Π} is a feasible code on Π. By Remark 4.10, we can assume that d R = 0 for all R ∈ Π.
To prove Lemma 6.7, the key is to prove that all equivalent class [R] ∈ I c satisfies the following property:
To prove this, we first prove three lemmas. In both cases, we have d Q ′ ∈ d Q , which proves the second claim. 2) If Λ j = {P ′ , P ′′ } ⊆ Π \ {S 1 , S 2 , S 3 } and P ′ ∈ reg • (S j 1 , S j 2 ) for some {j 1 , j 2 } ⊆ {1, 2, 3}, then P ′′ ∈ reg • (S j 1 , S j 3 ) or P ′′ ∈ reg • (S j 2 , S j 3 ), where {j 3 } = {1, 2, 3}\{j 1 , j 2 }.
Proof: 1) By 2) of Lemma 4.7, Λ j reg(S j 1 , S j 2 ) and Λ j reg(S j 1 , S j 3 ). So if Λ j = {S j 1 , P }, then P / ∈ reg(S j 1 , S j 2 ) ∪ reg(S j 1 , S j 3 ). Thus, we have P ∈ Π \ (reg(S j 1 , S j 2 ) ∪ reg(S j 1 , S j 2 )) = reg • (S j 2 , S j 3 ).
2) By 2) of Lemma 4.7, Λ j reg(S j 1 , S j 2 ). Moreover, by assumption of this lemma, P ′′ / ∈ {S 1 , S 2 , S 3 }.
So if P ′ ∈ reg • (S j 1 , S j 2 ), then P ′′ ∈ reg • (S j 1 , S j 3 ) ∪ reg • (S j 2 , S j 3 ).
For example, if Λ j = {S 1 , P }, then P ∈ reg • (S 2 , S 3 ); If Λ j = {P ′ , P ′′ } ⊆ Π\{S 1 , S 2 , S 3 } and P ′ ∈ reg Fig. 12 .
(a) Lemma C.4: Suppose P 2 , P 3 ∈ reg • (S 2 , S 3 ) such that Λ 1 = {S 1 , P 2 } and Λ 2 = {S 1 , P 3 }. Then RG(D * * ) is feasible.
Since by 2) of Lemma 4.7, Λ 3 reg(S 1 , S 2 ), then by (C.2), Λ 3 ∩ (regS 1 , S 3 )\{S 1 } = ∅. Assume
Moreover, by (C.2) and (C.3), Λ 3 ∩ reg(S 1 , S 2 )\reg(S 1 , P 2 ) = ∅. Then we can assume Q 3 ∈ Λ 3 ∩ reg(S 1 , S 2 )\reg(S 1 , P 2 ). We can check that I is compatible. By Lemma 6.11, RG(D * * ) is feasible. An illustration is given in Fig.   16 .
Let
Case 2: Λ 3 ∩ reg(S 1 , P 2 ) = ∅ and |Λ 3 | ≥ 3. Similar to Case 1, we can prove that RG(D * * ) is feasible.
Case 3: Λ 3 ∩ reg(S 1 , P 2 ) = ∅ and |Λ 3 | = 2. Since by 2) of Lemma 4.7, Λ 3 reg(S 1 , S 2 ) and Λ 3 reg(S 1 , S 3 ), then by (C.2) and (C.3), Λ 3 = {P 3 , P 4 } for some P 3 ∈ reg(S 1 , S 2 )\reg(S 1 , P 2 ) and P 4 ∈ Fig. 17 .
Thus, if RG(D * * ) is infeasible, then (C.3) is violated. So Λ 3 ⊆ reg(S 1 , P 2 ) ∪ reg(S 1 , S 3 ). Combining assumptions of this lemma, we derived condition (C-IR). Now we can prove Theorem 6.15. We will prove the necessity and sufficiency separately.
