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We discuss some families of languages which have originally arisen from 
the study of mathematical models for the development of some biological 
organisms. We shall, therefore, call them families of developmental l nguages. 
From the computer scientist's point of view, they are all families consisting 
of languages which are generated by context-free grammars, with the difference 
that at each step of a derivation every symbol in the sentential form is rewritten. 
Thus, the behavior of these systems is similar to the behavior of other grammars 
in which context-free type rules are applied simultaneously at several points 
in a sentential form. Such grammars have been under active investigation i  
recent years. 
Subfamilies (128 of them) of our largest family of development languages are 
determined by various biologically and mathematically meaningful restrictions. 
Due to the parallelism in their definition, each of the families will contain lan- 
guages which are not context free. However, they are all subfamilies of the 
context-sensitive languages. We investigate the closure properties of these 
families of languages, and we find that, in contrast o other recently studied 
families with parallelism, they are closed under only a few operations. In fact, 
none of them is an AFL  or a pre-AFL. We also give a number of examples of 
how to prove that these families are or are not closed under various operations. 
The significance of our results is discussed from the point of view of both 
formal language theory and developmental biology. 
1. INTRODUCTION 
In  recent years, an entirely new area of research has begun to give rise to 
famil ies of formal  languages: developmental biology. In  the  next  few paragraphs,  
we give a short  survey of the work done in this direction. 
L indenmayer  (1968) has proposed some mathemat ica l  models  for the  
deve lopment  of f i lamentous organisms. In  some of these models,  s imple (i.e., 
* Parts of this paper were presented at the 5th Annual Princeton Conference on 
Information Sciences and Systems. 
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not branching) filaments are represented by linear arrays of automata whose 
next states are determined by their present states and the states of their 
neighbors. A basic difference between Lindenmayer's models and the tradi- 
tional yon Neumann-type c llular automata [see, for example, Codd (1968)] 
is that Lindenmayer allows cell division by inserting two or more new cells 
(or possibly none) in place of a given cell under certain circumstances. Thus, 
growth and shrinkage can take place at any point in the array, not just at the 
ends. 
Lindenmayer (1968, 1971) has proved the usefulness of his models by 
showing how the development of a variety of organisms can be demonstrated 
using them. Baker and Herman (1970, 1972) wrote a simulator for 
Lindemayer models and demonstrated it by testing out some hypotheses 
concerning the formation of heterocysts in blue-green algae. Some examples 
of early work on Lindenmayer models are van Dalen (1971), Rozenberg and 
Doucet (1971), Herman (1969, 1970, 1971, 1972), and Feliciangeli and 
Herman (1973). A comprehensive treatment is given by Herman and 
Rozenberg (1974). 
Lindenmayer (1971) has investigated the power of those models in which 
the behavior of a cell is independent of its neighbors. (These are referred to as 
informationless Lindenmayer models in some publications and as 0L-systems 
in others.) He has found that even these simple systems are capable of 
generating cellular arrays corresponding to developmental stages of some 
organisms, e.g., lower plants, snail embryos, and leaves. He has also considered 
the set of all the arrays which are descriptions of the organisms of a homo- 
geneous population and called this set a developmental language. He has found 
that the ordering which exists among certain families of formal languages 
[i.e., regular, context free, context sensitive, recursively enumerable; see, 
for example, Hopcroft and Ullman (1969)] can be utilized to provide us 
with an ordering of developmental l nguages. This gives us for the first time 
a complexity measure which can distinguish primitive from more advanced 
types of development. 
The developmental l nguages associated with informationless Lindenmayer 
models are also interesting from the point of view of formal anguage theory. 
The behavior of an informationless Lindenmayer model resembles the 
behavior of a context-free grammar, except hat all symbols are nonterminals 
and the context-free rules are applied simultaneously to all symbols in a 
string. In recent years, there has been great interest in grammars which 
operate on sentential forms by replacing several nonterminals simultaneously. 
Examples of such grammars are the scattered context grammars of Greibach 
and Hopcroft (1969a), the parallel leveled grammars of Nash and Cohen 
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(1969), and the absolutely parallel grammars of Rajlich (1972). The way 
Lindenmayer models operate is even more parallel than the absolutely 
parallel grammars. All symbols are simultaneously replaced, irrespective of 
the length of the sentential form. 
One may put various restrictions, usually justified by biological or mathe- 
matical considerations, on the set of Lindemayer models. For example, we 
shall call a Lindenmayer model deterministic if for each symbol there is 
exactly one string to replace it; we shall call it propagating if no symbol can be 
replaced by the empty string. Thus, a developmental language can be 
deterministic ornondeterministic, propagating or nonpropagating. (Note that 
the word "deterministic" is used here in a different way from what is standard 
in language theory. However, our usage is now well-established in the study 
of developmental systems.) 
Seven restrictions, each providing us with a subfamily of the family of all 
developmental l nguages, have been investigated. The various combinations 
of these seven restrictions yield a total of 128 families of languages. A few of 
these families are in fact the same, but we shall not be concerned with that 
here. 
In view of the recent emphasis on abstract families of languages (AFL's) 
in formal anguage theory, it is natural to ask whether most, or even any, of 
these 128 families form an AFL. The major result of this paper is that none 
of the 128 families of developmental l nguages form an AFL or even a pre-AFL 
[Ginsburg and Greibach (1969) and Ginsburg, Greibach, and Hopcroft 
(1969)]. This is especially interesting when we consider that the scattered 
context languages, the parallel eveled languages, and the absolutely parallel 
languages all form AFL's. 
Of additional interest is the way our major result is proved. We show that 
there is a language which is in each of the 128 families, but which has an 
inverse homomorphic mage which is in none of them. Lack of closure under 
inverse homomorphism indicates why it is difficult to find classes of acceptors 
which define the families of developmental l nguages. [See, for example, 
Rozenberg (1973).] The proof of the fact that the inverse homomorphie 
image is in none of the families employs some novel techniques. This is 
important, since formal language theory is badly in need of techniques for 
showing the noncontainment of a given language in a given family. 
Having shown that AFL theory is not immediately applicable to families 
of developmental l nguages, the question of whether there is any biological 
significance to studying closure properties of various families of develop- 
mental languages still remains. The answer appears to be a cautious "yes". 
For example, the union of two developmental l nguages arises with the 
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recognition that two species which until now have been considered ifferent 
are in fact the same. It is easy to find examples of this in biology. For example, 
according to Marsh and Rippingale (1964), a species of cones, named Conus 
gruneri by its discoverer, was later decided to be young specimens of the 
species Conus litteratues. 
Concatenation makes sense, since it can be the case that two parts of an 
organism develop independently and any pair which is put together f om two 
individually acceptable parts is an acceptable organism. 
More surprisingly, even homomorphisms and inverse homomorphisms 
have been used in biological contexts. This is because it is to a large extent 
arbitrary what we consider the units of an organism to be, and so the symbols 
of a developmental l nguage may denote not only cells but whole assemblies 
of cells or even parts of cells. Thus, for example, Lindenmayer (1971) has 
several developmental l nguages for the red alga Callithamnion roseum. In 
one, the symbols denote whole branches; in another, symbols are used for 
such small units as cell walls. Clearly, a homomorphic relation must exist 
between different developmental l nguages describing the same organism at 
different levels. 
The fact that closure properties have meaningful biological interpretations 
is only one reason for studying them. In Hopcroft and Ullman (1969), we 
find three additional reasons: 
(i) it helps to characterize a family of languages; 
(ii) it helps to show that a certain language is in a certain family; 
(iii) it helps to prove the proper containment of one family in another. 
Due to the fact that the families of developmental l nguages are not closed 
under most of the standard operations, the first of these reasons does not at 
this time apply to them. The second and third reasons are acceptable in our 
context, and, in fact, we have found appropriate examples. However, at this 
early stage of the development of this subject, it seems more reasonable to 
prove closure properties if and when needed, rather than investigating all 
standard closure properties (15-20 of them) for each of the 128 families. 
We shall, therefore, adopt the following attitude. We shall prove a single 
theorem which will be sufficient to show that none of the 128 families is an 
AFL (or pre-AFL). For the purpose of demonstration, we shall prove 
positive results about one of the families. This family is closed under all the 
AFL operations except inverse homomorphism. Finally, we shall list a series 
of negative results to demonstrate our claim that developmental l nguages 
tend to be not closed under standard operations. In particular, we shall prove 
CLOSURE OF DEVELOPMENTAL LANGUAGES 105 
that some of the families are not closed under any of the six AFL  operations. 
In proving both the positive and negative results, we shall develop some 
techniques generally applicable to developmental l nguages. One particularly 
interesting technique will be the synchronization f Lindenmayer models. 
2. DEFINITIONS 
In this section, we shall give formal definitions of all the families of languages 
which we shall be dealing with. For motivation of the particular choice of 
definitions, as well as examples, the reader is referred to the earlier publications 
listed in the introduction. 
We shall assume that Z is a fixed infinite set of symbols. An EOL-system 
is a 4-tuple _L = (G, g, 3, F) ,  where G is a finite nonempty subset of 27, 
called the alphabet, g ~ G + is the initial string, 3 is a function mapping G 
into nonempty finite subsets of G*, and F C G is the set of permissible final 
symbols. 
Let p E G +, p = PlPz ""P~, where P ie  G for 1 ~< i ~ n. Then we say 
that q ~ G* is immediately derivable f romp iff there exist strings ql ..... q~ 6 G* 
such that q = qtq2 "'" qn and, for 1 ~< i ~< n, q~ ~ ~(p,). We denote this by 
p ~ L q, or p ~ q if it is clear what _L is. Also, E ~ L q iff q = E (E denotes the 
empty string). 
For anyp, q 6 G*, we say that q is derivable f romp iff either q = p or there 
exists ql, q2 ..... qr such thatp = ql, q = qr, and for 1 <~ i < r, q~ ~L_ qi+l • 
In such a case, we write p *~L q or p *~ q, and we say that qt, q2 .... , qr is a 
derivation of q from p. 
For every EOL-system L_ = (G, g, 5, F) ,  the language L(_L) is defined by 
*~ q}. L(L_) = {q ~F* ]g L 
A language (set of strings over a finite alphabet) L is said to be an EOL- 
language iffL = L(_L) for some EOL-system_L. 
THEOREM 1. There are EOL-languages which are not context free. 
Proof. Let _L = ({a}, a, 3,{a}), where 8(a) = {aa}. Then, L(_L) = 
{a ~* I i ~> 0}. L(L_) is not context free. This is an easy consequence of the 
"uvwxy  theorem". [See, for example, Theorem 4.7 in Hopcroft and 
Ullman (1969). Note a 2. means a(~5.] 
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THEOREIVl 2 (Rozenberg and Doucet). Every EOL-language is context 
sensitive. 
Proof. One can prove [see, for example, Rozenberg and Doucet (1971), 
Lemma 4.8] that for every EOL-system L ~ (G,g, 3, F), there exists a 
constant CL such that, for all p eL(L), there is a derivation ofp from g such 
that the length of all strings in this derivation isbounded by C L times l(p) + l, 
where l(p) is the length ofp. From this, it follows that L(_L) can be accepted 
by a linear bounded automaton and is therefore context sensitive. 
For further results comparing EOL-languages to the Chomsky hierarchy, 
the reader should consult Lindenmayer (1971), Rozenberg and Doucet (1971), 
and Herman and Rozenberg (1974). 
EOL-systems, as defined above, are a general type of system without 
cellular interactions based on Lindenmayer models for biological develop- 
ment. (The E stands for extension, indicating that we extended the original 
definition of Lindenmayer by introducing the specified subset F of G into the 
definition. The 0 stands for 0-sided, as opposed to the 1-sided or 2-sided 
models in which a cell is influenced by one or both of its neighbors, respec- 
tively. The L stands for Lindenmayer.) One may attempt to argue that many 
EOL-systems are biologically impossible, e.g., the ones which allow a cell to 
divide into thousands of cells in one step. However, this can happen. In a 
single egg cell of the fruit fly, there may at some point be thousands of nuclei, 
and it then divides into that many new cells simultaneously. Compare, for 
instance, Kume and Dan (1968) on superficial cleavage. In any case, it is 
interesting to investigate those systems, where cell division into more than two 
cells is disallowed. For people who are interested in basic problems of morpho- 
genesis, it is also reasonable to ask whether unequal division of a cell into two 
different cells is a necessary condition for certain kinds of development. Thus, 
we shall be concerned with various ubclasses of the class of EOL-systems and 
of the class of EOL-languages. 
There are seven possible restrictions on EOL-systems we shall investigate. 
(i) _L -- (G, g, 3, F )  is said to be unary (U) iff G has only one element. 
EOL-systems over a one-letter alphabet have been extensively studied and 
characterized by Rozenberg and Doucet (1971) and Herman et al. (1973). 
They refer to organisms which are filaments made up from similar cells. 
Languages generated by unary EOL-systems can be considered to be sets of 
numbers in unary notation. 
(ii) _L = (G, g, 3, F )  is said to be normal (N) iffg E G (i.e., g is a single 
symbol). In biological terms, those organisms which develop.from a single 
cell are normal. 
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(iii) _L • <G, g, 3, F )  is said to be deterministic (D) iff for all a 6 G, 
3(a) has exactly one element. At the intuitive level, it is often assumed that 
organisms are deterministic and the only reason we cannot predict their 
future development from their present state is because we do not have 
complete information on their present state. 
(iv) _L = <G, g, 3, F )  is said to be propagating (P) iff for all a ~ G, 3(a) 
does not contain e. Thus, in a propagating EOL-system, a cell cannot simply 
disappear. 
(v) _L ~- <G, g, 3, F )  is said to be symmetric (S) iff for all a ~ G, 
~(a) = E~(a)]r, 
i.e., for every string p in 3(a), there is a string q in S(a), which is the same asp 
written in the reverse order. Symmetric EOL-systems are important in 
investigating the role of polarity in development [Herman (1971, 1972)]. 
(vi) _L = <G, g, 3, F) is said to be limited (L) iff for all a a G, 3(a) 
contains only strings of length not greater than two. Division into more 
than two cells is an unusual biological phenomenon. (However, see earlier 
remarks on superficial cleavage.) 
(vii) _L = <G, g, 3, F )  is said to be full (F) iff F = G. In a full EOL- 
system, we consider all stages of the development to be part of the develop- 
mental language, while choosing F to be a proper subset of G allows us to 
restrict our attention to some subset of strings produced by the EOL-system. 
Full EOL-systems are also called 0L-systems; this was the original notion 
introduced by Lindenmayer (1971), van Dalen (1971), and Rozenberg and 
Doucet (1971). 
We shall use the letters U, N, D, P, S, L, and F in front of E0L to denote 
the restrictions we are working under. Thus, "DSEOL-system" will be an 
abbreviation for "deterministic, symmetric EOL-system". Similarly, a 
language L will be said to be a DSEOL-language if there exists a DSEOL- 
system L such that L ---- L(L_). 
Thus, we have 128 families of languages, some identical to others. We 
shall use the notation Y(DSEOL) to denote the family of DSEOL-languages. 
Earlier publications usually restricted their attention to one or another of 
the 128 families defined above. For example, Rozenberg and Doucet (1971) 
discusses 5 (FEOL)  and ~(UFEOL) .  They show in particular (Theorem 2.1) 
that J--(FEOL) is not closed under U, h-l, N R, as well as some other opera- 
tions. 
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THEOREM 3. All the 128 families discussed above contain languages which 
are not context free. 
Proof. The language L(_L) of Theorem 1 is in each of the 128 families 
since it is a UNDPSLFEOL-language. 
It is interesting to note that every element of o~(UNDPSLFEOL) is 
isomorphic either to {a} or to {ad] i  >~ 0}. 
3. DEVELOPMENTAL LANGUAGES Do NOT FORM AFL 's  
One theorem suffices to show that none of the 128 families is an AFL  or 
pre-AFL. 
THEOREM 4. There exists a language L and a homomorphism h such that L 
is in each of the 128 families of developmental languages but h-l(L) is in none 
of them. 
Proof. Let a, b ~ Z. Let L : {a ~ f i >~ 0}, and let h(a) ---- a and h(b) : E. 
By the proof of Theorem 3, L is in all the 128 families. Let K denote h-l(L), 
K : {x 6 {a, b}* ] the number of a's in x is 2 i for some i ~> 0}. We need to 
prove that K is in none of the 128 families. Clearly, it is sufficient o show 
that K is not an EOL-language. We assume the contrary and show that this 
leads to a contradiction. 
Suppose _L : (G,g,  3,F)  is an EOL-system such that K : L(_L). Since 
K C F* and K C {a, b}*, K C (F c~ {a, b}*). So we may let_/_. = (G, g, 3, {a, b}) 
and still have L(_L) = K. 
Let n denote the number of symbols in G, let t > 1 be such that, for any 
q e G and any x ~ 3(q), the length of x is less than or equal to t, and let m 
be the length of g. 
The essence of our proof will be the following. K contains all strings of the 
form (abZ) 2~. We shall choose such a string in which I and i are so large that 
some symbols in G must occur repeatedly in a derivation of this string and 
must give rise to different subderivations. Then we put these subderivations 
together in a different way, obtaining a derivation of a string in which the 
number of a's is not 2 ~ for any i > 0. 
We choose I = t 2~" and i such that 2' > (m + 1)t ~'~2". The reasons for this 
choice will become apparent during the following argument. For typo- 
graphical reasons, we shall use e to denote 2*. 
Let g ~- Po , Pl ..... p~ = (abZ) ~ be a fixed derivation of (abe) *. We shall refer 
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to this fixed derivation as the derivation D, and we shall picture the successive 
lines p~ of D as being placed one above the next as shown in Fig. 1. We shall 
use s~. to denote the length of pj,  for 0 ~ j ~ r. We shall associate with D 
two functions ¢1 and ¢2. 
D J(v) 
Py, Py*v 




PY I ii 
The function ¢1 merely represents the derivation D in two-dimensional 
notation; so it maps pairs of integers into elements of the alphabet G. For 
0~<j~<r ,  1 ~k<~sa,  
¢1(J, k) = the kth symbol ofps. 
For the definition of ¢~, note that any symbol occurring in any of the pj's 
gives rise in the derivation D to a unique substring of Pr (possibly empty). 
¢~ maps pairs of integers into integers. For 0 ~ j ~< r, 1 ~ k ~< s~., 
¢2@ k) = the number of a's in the unique substring ofpr , derived 
from the kth symbol in pj in the derivation D. 
We shall also define ¢ by 
¢(j, k) = (¢1(J, k), ¢2(J, k)). 
The following is obvious. 
PROPOSITION 1. For O ~ j ~ r, 
sj 
Y', ¢2(j, k) = e. 
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Note also that for 1 <~k ~<sr, ¢2(r, k) ~ {0,1}. Let x be the smallest 
number j such that for 1 ~ h ~< sj, ¢~(j, k) e {0, 1}. Since g = P0 has m 
symbols and 2 i > m, we have from Proposition 1that 
O<x~r .  
We will need arbitrarily long derivations D' which agree with the derivation 
D for the first x + 1 lines but which produce only 2 i a's just as D does. 
Accordingly, we prove the following proposition. 
PROPOSITION 2. There exists an integer z such that 0 < z ~ 2 2n and such 
that for each positive integer v, there exists a derivation po',pl',p2', .... P~-I , 
p,', .... p'+~, by L [call it D'(v)] such that Pr+~ ~ {a, b}* and, forO ~ j ~ x, 
1 <~h ~s j ,  
¢(/, k) = ¢'(j,  h), 
where ¢' is defined for D'(v) in the same way as ¢ is defined for D. 
Proof of Proposition 2 
First we will establish that line p~ is at least 2 2n lines from the end of the 
derivation D. 
By the definition of x, there exists a k, 1 ~ k ~ sx_l, such that 
¢2(x -- 1, k) > 1. The length d of the substring in Pr which is derived in D 
from the kth symbol ofpx_ 1 must have the following properties. 
(i) d ~ l, since the kth symbol of Px-1 gives rise to at least two a's in 
p , ,  and the distance between a's in Pr is I. 
(ii) d ~ V -~+1, since in each step, a symbol can divide into at most t 
symbols. 
Thus, we have that 
t ~= l < d ~ t ~-~+1, 
and so 
r - -  x ~ 2 2~. 
There are too many lines of D between Px and Pr for the set of symbols on 
every line to be disjoint, even when we take into account which symbols give 
rise to a's in p~. 
Since n is the number of symbols in G, and for x <~ j ~< r, 1 ~< k ~< sj, 
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~2(J, k) ~ {0, 1}, there must be integers x 1 and x2 such that x ~ x 1 < x2 
x + 2 2~ ~ r and 
{¢(x~, k) I 1 ~< k ~< s~) c {¢(.~, k) [ 1 ~ k ~< s~}. 
That is, for every symbol in p%, the same symbol occurs in P~I in such a way 
that the two occurrences give rise to the same number of a's in p~. in the 
derivation D. (Recall that ¢ is the vector valued function made up from Cx 
and ¢2 .) 
I f  we let z = x2 --  x l ,  the proposition follows. To form D'(1), replace the 
derivation from each symbol in line Px~ of derivation D by a derivation from a 
corresponding symbol on line p~.  This gives us a derivation of length r + z, 
with the last string consisting of a's and b's, with exactly U a's. Furthermore, 
the number of a's derived from any individual symbol in the first x + 1 
strings remains the same. Similarly, a derivation D'(v + 1) can easily be 
formed from D'(v) by replacing the derivation from each character in line 
P~2 of D'(v) by a derivation from a corresponding character in line P'xl of D'(v). 
From now on, we let z denote a fixed integer of the type whose existence 
we proved in Proposition 2. Our next objective will be to modify the derivation 
D so that an incorrect number of a's will be produced. 
For 0 ~< j ~< x, let ¢b(j) be defined by 
q~(j) = max{¢2(j, k) f 1 ~< k ~ sj). 
Thus, q)(j) is the maximum number of a's derived from any element ofpj .  
Clearly, ~b(x) = 1. 
We now inductively define a decreasing sequence of subscripts j l ,  j~ ,... 
as follows: 
(i) J l  = X. 
(ii) Ju+l = ju -- v • z, where v is the smallest positive integer such that 
• (j~ --  v • z) > ~(Ju). I f  there is no such number v, then Ju+l, J~+z ,... are 
undefined. 
We now establish that the sequence J l ,  J~ ,... is defined for at least n q- 1 
terms. 
It follows from our definition that if ju+l < j~- -w 'z  ~'~ju, then 
(b(j~ --  w" z) = ¢(ju). So (b(j~+~ + z) = (b(j~). For all j, 
~(j)  <~ t .~( j  + 1), (1) 
and, accordingly, 
¢(j.+~) < t , .  ~(ju). 
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It follows that for all u for whichj~ is defined, 
¢(j~) ~ t~-~'. (2) 
(Remember: ~(Jl) = ~(x) = 1.) 
From Proposition 1, it follows that 
~(0) >/elm, 
and, therefore, it follows from (1) that 
qS(j) >~ e/(mP). (3) 
For u ~< n, we must show that J~+a is defined whenever j~ is defined. 
From (2) it follows that ~(j~) is relatively small, since q}(j~) ~< t "~-1) <~ 
t z(~-l). There is an integer v such that 0 ~< ju - -  v • z < z. But for 0 ~ j  < z, 
inequality (3) says that ~(j)  is relatively large, i.e., q}(j) >~ (e/m" P) > (elm" t"). 
Now, ¢(j~ -- v" z) > (e/m" t z) >~ t~"-1~ ~> ~(L) ,  provided (e/m. t z) >/t z~"-l~ 
or, equivalently, e >/m • t "'~. By Proposition 2, z ~ 2 2~, so m • t ~'~ 
m • t ~'~ < 2 i ~ e, by the definition of e. Thus , j  1 ,j~ ,...,J~+l are all defined, 
and Jl > J2 > "'" > Jn+l. 
Now we will find a symbol which occurs on two of the lines Jl ,...,J~+l 
and produces a different number of a's from each occurrence. 
Let k 1 , k a ,..., k~+l be numbers uch that for 1 ~< u ~< n -t- 1, 
¢(/ . )  = ¢2(L, k~). 
Since there are only n symbols in G, there must be a u 1 and a us, 
1 ~u s<u l~n- l -  1, suchthat 
By the definition of the j~, 
¢~(j.~, k.~) > ¢~(J.2, k.~), 
and there exists a positive integer v such that j% -- j% = vz. 
To simplify the notation, let y denote j,1 (so that J"2 = Y + vz). Let k 1 
denote k,  , and let h a denote k u . Let E 1 be the subderivation of D starting 
from the kith symbol of line y, and let E~ be the subderivation starting from 
the hath symbol of line y + vz (see Fig. 1). Proposition 2 insures that we can 
extend the derivation D to a suitable derivation D'(v). Let E~' be the sub- 
derivation starting from the k2th symbol of line y + vz of D'(v) (see Fig. 1). 
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Now, both E 1 and E~' contain r -- y lines, and both have the same top symbol. 
Accordingly, we can construct a new derivation D" from D'(v) by removing 
the subderivation E 2' and replacing it by the subderivation E 1 . The number 
d of a's produced by D" is the number of a's produced by D'(v) (the same 
number of a's which D produces) minus the number of a's produced by 
E2' plus the number of a's produced by E 1 [i.e., 
d = 2' --  ¢2'(Y + vz, k2) + ¢2(Y, kl) 
= 2' --  CdY q- vz, ks) + CdY, kl)]. 
We know that Cs(Y, kl) > q~2( Y q- vz, ks) , so 2 i -- (~2( Y + vz, k2) q- (~.,( y, kl) = 
d > 2'. Also, Cs(Y, kl) ~ 2* and q~s(Y q- vz, ks) /> 1, so 
d = 2' --  Cs(Y + vz, ks) + Cs(Y, kO < 24 + 2i ---- 24+l- 
The derivation D" leads to a string which is not in the language K, since 
24 < d < 2 '+1. Accordingly, there is no EOL-system for K, and Theorem 4 
is established. 
THEOREM 5. None of the 128 developmental f milies is an AFL or a 
pre-AFL. 
Proof. That the families are not AFL's or pre-AFL's follows immediately 
from Theorem 4, which shows that they are not closed under inverse 
homomorphism. 
4. SOME POSITIVE CLOSURE PROPERTIES 
In this section, we shall give some sample proofs which show that certain 
developmental families are closed under certain operations. We shall con- 
centrate on the family ff(PEOL) because it is closed under all the AFL 
operations except for inverse homomorphism, and the propagating restriction 
makes the proofs simpler than they would be for ~"(EOL). 
The following definitions and theorems will be made use of repeatedly in 
this section. 
Let_/, ~ (G, g, 3, F )  be an EOL-system. We define a synchronized versionL_' 
of_/. as follows: For every symbol a~F,  let a 'EZ ' - -G .  (If a @ b, then 
a' ~ b'.) LetF '  ~ {a' [ a ~F}. Let 
f E Z - -  (G U F') and g' 6 27 -- (G t3 F '  u (f}). 
114 GABOR T. HERMAN 
With any set S of strings from G*, we associate a set A(S)  as follows: 
The string 
bib 2 "'" b r ~ A(S) 
iff there exists a string ala 2 "." ar ~ S such that, for I ~ i ~ r, either b i = a i 
or ai eF  and b i = a(. Thus, 
A(S) C (G w F')*. 
Note that if S is nonempty, then A(S) is also nonempty. Using this notation, 
the synchronized version of _L is 
L' = <G w F' W {f,g'},g', 3' ,F),  
where 8' is defined as follows: 
3'(g') = A({g}). 
For any a ~ G --  F, 3'(a) = A(3(a)). 
For any a' ~F' ,  3'(a') = A(3(a)). 
For any a eF  t3 {/}, 3'(a) = {f}. 
THEOREM 6. For any EOL-system L_, ilL_' is the synchronized version of L_, 
then L(L') = L(L). 
The proof of this theorem is easy and is therefore omitted. 
We list in passing some of the properties of synchronization. _L' is always 
normal. If_L is propagating, then so is L'. If_L is normal and symmetric, or_L 
is normal and limited, then L_' is symmetric or limited, respectively. L '  is 
never unary or full, and, unless F is empty, _L' is not deterministic. 
We shall call an EOL-system L_ ~ <G, g, ~, F )  synchronized iff it has the 
following property: For any p, qeG*  such that p*~ q and p @ q, if 
p ¢ (G -- F)*, then q qIF*. (That is, if a string contains an element ofF, then 
all other strings derivable from it contain some element not in F.) Since for 
any PEOL-system _L, the synchronized version _L' is synchronized and propa- 
gating, we have the following immediate consequence of Theorem 6. 
THEOREM 7. For any PEOL-language L, there exists a synchronized 
PEOL-system L_ such that L = L(L). 
In view of the comments following Theorem 6, an analogous result holds 
for a number of other cases, e.g., for E0L or NSLEOL-languages. However, 
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we shall restrict our attention to PEOL-languages and prove the following 
main theorem of this section. 
THEOREM 8. The family Y(PEOL)  is closed under union, concatenation, 
E-free closure, a-free homomorphism, and intersection with regular sets. 
Proof. Let L, K ~ ~-(PEOL) and _L - (G, g, 3, F ) ,  _K = (H,  h, 4, E )  be 
synchronized PEOL-systems such that L = L(_L) and K = L(K).  We can 
assume, without loss of generality, that (G-  F)c~ (H-  E )= ~.  Let 
s, sa, sz, andfbe  different symbols of 27 - -  (G ~9 H). 
(i) L u K = L( (G  U H u {f, s}, s, ~b, F u E)), where ~b is defined as 
follows. 
¢(s) = {g, h). 
For all a ~ G - -  F, ~b(a) = 3(a). 
For all a ~ H - -  E, ~b(a) - -  ~(a). 
For all a ~F  U E U {f}, ~b(a) = {f}. 
(ii) L • K = L ( (G  u H u {f, s, sl , sz} , s, ~b, F u E)), where ~b is defined 
as follows: 
~(s)  = (SlS~}, 
~(Sl )  = {Sl, g}, 
~(s~) = {s~,  h) .  
For all a c G - -  F, ~b(a) = 3(a). 
For all a ~ H - -  E, $(a) = ,}(a). 
For all a ~ F t_; e U {f}, ~b(a) = {f}. 
(iii) L + ~ L ( (G  U {f, s}, s, ~b,F)), where ~b is defined as follows: 
~(s) = {s, s,, g). 
For all a ~ G - -  F, ~b(a) = 3(a). 
For all a ~ F w {f}, ~b(a) = {f}. 
(iv) Without loss of generality, we may assume that the e-free homo- 
morphism h is such that M 53 (G U {f}) ~ ;~, where M is the set of symbols 
occurring in strings h(a), for a ~F. 
h(L) = L ( (G  u M u {f},g, ~b, M)) ,  
where ~b is defined as follows: 
043[24/2-2 
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For all a ~ G -- F, ~b(a) = 8(a). 
For all a ~ F, ~b(a) = {h(a)}. 
For all a ~ M u {f}, ~(a) = {f}. 
(v) Let R be a regular set defined by the deterministic finite automaton 
M ~- (Q, A, )t, qo, D) ,  where A C 27. When proving that L 63 R ~ ~-(PEOL), 
we may assume, without loss of generality, that A = F. Also, we may assume 
that the set of final states, D, is not empty. Otherwise, R = ~ andL 63 R = ~,  
and, clearly, ~ ~ ~'(PEOL). Thus M = (Q, F, A, q0, D),  where D is not 
empty. 
L n R -~ L ( (F  u {f, s} u Q × G × Q, s, ~b, F>), 
where ~b is defined as follows: 
~b(s) = {[qo, g l ,  ql][ql, g2 , qe] "'" [qm--1, g.~ , q~] [ 
gx , g~ ,'", g~ ~ G, gig2 "'" gm= g, 
qx, q~ ,'", q~ ~ O and q~ E D}. 
For all [q, a, p] ~ Q × (G - -F )  × Q, 
~b([q, a, p]) • {[q, ax, qx][qx, a2, q2] "'" [qt, at+a, P] I 
ax, a~ ,..., at+ 1 ~ G, a la  ~ "" a~+ 1 ~ 8(a), 
qx , q~ ,..., q~ ~ Q }. 
For all [q, a, p] ~ Q × F × Q, 
t{a}, if h(q, a) = p, 
¢([q, a, p]) = ~{f}, otherwise. 
For all a EF U {f}, ~b(a) = {f}. 
This completes the proof of Theorem 8. The same result holds for the 
family ~(EOL).  A direct proof of closure under intersection with regular sets 
is essentially more difficult in the case of o~(EOL). It follows from the fact [see, 
for example, Herman (1973), Corollary 2] that for every E0L system _L, there 
exists a PEOL system _L' such that L(_L') = L(_L) - -  {e}. 
As a corollary, we have some examples of families which show that h -1 
is independent of the other AFL operations, a fact originally published by 
Greibach and Hopcroft (1969b). 
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5. SOME NEGATIVE CLOSURE PROPERTIES 
In contrast with the last section, we shall now show that the developmental 
family 5 (DEOL)  is not closed under any of the six AFL operations. As we 
have already mentioned, such negative closure results are more typical of the 
developmental families than the positive results of the last section. We shall 
make good use of the following preliminary results about DEOL-languages. 
THEOREM 9. Let a, b ~ Z, a va b. 
(i) I f  L is a DEOL-language, then {aa, ab, ba} is not a subset of L. 
(ii) {a, aa} is not a DEOL-language. 
Proof. (i) Let_L = (G,g,  3,F)  be a DEOL-system. In this case, for every 
element p of G*, there exists a unique q such thatp =>_L q. For all nonnegative 
integers n, we define function ;t ~ from G* into G* as follows: For every 
element p of G*, 
;~o(p) = p, 
Aa(p) = the unique q such thatp  ~L  q, and for n >~ 1, 
A-+a(p) = Aa(A,(p)). 
It  is easy to show that for all nonnegative integers n and m and for every p, 
q ~ G*, 
A.+m(p) _ ~-(A~(p)), 
A.(pq) = a.(p)a.(q). 
Now assume that {aa, ab, ba} CL(L_). That means that there exist i , j, and k 
such that 
Ai(g) = aa, 
A~(g) = ab, 
Ak(g) = ba. 
First, we shall show that in such a case i > j. Otherwise, we would have that 
ab ----- AJ(g) 
= a~-,(a,(g)) 
-- AJ-i(aa) 
= A J " (a )~J " (a ) ,  
which is clearly impossible irrespective of the value of AJ-i(a). 
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Similarly, we can prove that i > k. 
Now assume that j > k. ( If  k ~ j ,  the argument would be completely 
analogous.) In this case 
ab = hi(g) 
= hJ- (hk(g)) 
= hJ-k(ba) 
= 
I t  follows that hJ-k(a) is either E, or b, or ab. 




I t  follows that either hi-k(b) = E and h~-k(a)= aa, or ) t i - k (b )= a and 
Zi-k(a) = a, or ai-k(b) = aa and hi-k(a) = e. In any case, 








But from this it follows that h~-k(a) = a, contradict ing that it is either e, or b, 
or ab. 
This contradict ion is due to the assumption that {ha, ab, ba}CL(L_ ) ,  
where _L is a DEOL-system. Hence, (i) is proved. 
(ii) Let_L = (G,  g, 3, F )  be any DEOL-system such that {a, aa} CL(_L). 
Let  h be defined as above. Then  there exist an i and a j  such that 
~,~(g) = a, 
?d(g) = aa. 
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I f j  < i, 
a = A (g) 
- -  
Ai-J(aa) 
= A~-J(a)Ai-~(a). 
This is impossible. Therefore, i < j, and 
aa  = 
= AJ - i (a) ,  
and, therefore, 
aaaa -- AJ-i(a)A~-i(a) 
- AJ-i(aa) 
= AJ-~(A~(g)) 
= A2J- i (g) .  
It follows that aaaa EL(L). Hence, {a, aa} cannot be a DEOL-language. 
THEOREM 10. The family o~-(DEOL) is not closed under union, con- 
catenation, E-free closure, e-free homomorphism, and intersection with regular sets. 
Proof. Let a, b, c, and d be distinct elements of Z', and let 3 be a mapping 
such that 
3(a) == 3(d) = {b) and 3(b) = 3(c) - {a). 
Let G = {a, b, c, d}. 
(i) L = L( ~ G, ab, 3, G) ) and K = L( ( G, aa, 3, G) ) are DEOL-languages. 
{ab, ha} CL and {aa} C K. Hence, by Theorem 9(i), K uL  is not a DEOL- 
language. 
(ii) L =L( (G ,  a, 3, G)) is a DEOL-language such that {a, b} CL. 
Hence, {ab, ba, aa} CL • L, proving thatL • L is not a DEOL-language. 
(iii) I f L  is defined as in (ii), {ab, ba, aa} CL +, proving that L + is not a 
DEOL-language. 
(iv) L = L(<G, cd, 3, G)) is a DEOL-language such that {cd, ab, ba} CL. 
Let h be the E-free homomorphism such that h(a) ~ h(c) : h(d) : a and 
h(b) : b. Then {aa, ab, ba} C h(L), proving that h(L) is not a DEOL-language. 
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(v) Let L = {a ~* [ i ~> 0). By the proof of Theorem 1, L is a DEOL- 
language. Let R ~- {a, aa}. R is a regular set. By Theorem 9(ii), L ~ R = 
{a, aa} is not a DEOL-language. 
It is easy to see that Theorem 10 would remain valid if we replaced 
~-(DEOL) by a number of other families, e.g., ~(DPEOL) ,  ~'(DFEOL),  
~-(DSEOL), f f (DPSLFEOL) ,  etc. We have already mentioned that similar 
results have been proved by Rozenberg and Doucet (1971) for ~(FEOL)  and 
~(UFEOL) .  Thus, our claim that developmental families are generally not 
closed under various standard operations is justified. 
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