Abstract. It is well-known that any compact Lie group appears as closed subgroup of a unitary group, G ⊂ U N . The unitary group U N has a free analogue U + N , and the study of the closed quantum subgroups G ⊂ U + N is a problem of general interest. We review here the basic tools for dealing with such quantum groups, with all the needed preliminaries included, and we discuss as well a number of more advanced topics.
Introduction
The unitary group U N has a free analogue U + N , whose standard coordinate functions u ij ∈ C(U + N ) still form a unitary matrix, whose transpose is unitary too, but no longer commute. To be more precise, consider the following universal C * -algebra:
This algebra has a comultiplication, a counit and an antipode, constructed by using the universal property of C(U + N ), according to the following formulae: ∆(u ij ) = k u ik ⊗ u kj , ε(u ij ) = δ ij , S(u ij ) = u * ji
Thus U + N is a compact quantum group in the sense of Woronowicz [51] , [52] . We are interested here in the closed subgroups G ⊂ U + N , the main examples being: (1) The compact Lie groups, G ⊂ U N . ( 2) The duals G = Γ of the finitely generated groups Γ =< g 1 , . . . , g N >.
(3) Deformations of the compact Lie groups, with parameter q = −1. (4) Liberations, half-liberations, quantum permutation groups, and more.
We will present the basic tools for dealing with such objects. The whole text is basically self-contained, notably containing an explanation of Woronowicz's papers [51] , [52] , with an updated terminology and notations, and under the assumption G ⊂ U + N , which simplifies a number of things. There is as well some supplementary material, concerning some additional methods, which are more recent and specialized.
Disclaimer. The closed subgroups G ⊂ U + N that we discuss here do not cover several interesting examples of "functional analytic" quantum groups, such as:
(1) The q-deformations of the compact Lie groups G ⊂ U N , with general Drinfeld parameter q ∈ T, or with general Woronowicz parameter q ∈ R. For a functional analytic treatment of these quantum groups, we refer to [49] , [51] . ( 2) The locally compact groups G ⊂ GL N (C), and their various known quantum group versions. For some general theory and some examples here, struggling however with the existence of the Haar measure, we refer to [33] , [40] . ( 3) The quantum group type objects underlying the combinatorics of certain "specially patterned" random matrices. The subject here is very wide, and for a number of such constructions, we refer for instance to [30] , [37] .
We believe, however, that there is a way of linking the present material with all these constructions. Regarding (1), a natural idea here, which has not been tried yet, would be that of studying first the q-deformations of the easy quantum groups, at q = ±i. Regarding (2), the half-liberation machinery from [19] applies a priori to the locally compact case as well, and this remains to be explored. Finally, regarding (3), some advances here should normally come along the lines of [12] , and of subsequent papers.
Regarding the possible applications of all this, the problem is open. Our belief is that the closed subgroups G ⊂ U The paper is organized in 4 parts, as follows:
(1) Sections 1-2 are an introduction to the closed subgroups G ⊂ U Acknowledgements. I would like to thank Julien Bichon, Alex Chirvasitu, Benoît Collins, Steve Curran, Uwe Franz, Ion Nechita, Adam Skalski, Roland Speicher and Roland Vergnioux, for substantial joint work on the subject, and for their heavy influence on the point of view developed here. Thanks to Poufinette, too.
Operator algebras
In order to introduce the compact quantum groups, we will use the space/algebra correspondence coming from operator algebra theory. Let us begin with: Proposition 1.1. Given a Hilbert space H, the linear operators T : H → H which are bounded, in the sense that ||T || = sup ||x||≤1 ||T x|| is finite, form a complex algebra with unit, denoted B(H). This algebra has the following properties:
(1) B(H) is complete with respect to ||.||, and so we have a Banach algebra. (2) B(H) has an involution T → T * , given by < T x, y >=< x, T * y >.
In addition, the norm and the involution are related by the formula ||T T * || = ||T || 2 .
Proof. The fact that we have indeed an algebra follows from:
||S + T || ≤ ||S|| + ||T || , ||λT || = |λ| · ||T || , ||ST || ≤ ||S|| · ||T || Regarding now (1) , if {T n } ⊂ B(H) is Cauchy then {T n x} is Cauchy for any x ∈ H, so we can define the limit T = lim n→∞ T n by setting T x = lim n→∞ T n x.
As for (2) , here the existence of T * comes from the fact that φ(x) =< T x, y > being a linear map H → C, we must have φ(x) =< x, T * y >, for a certain vector T * y ∈ H. Moreover, since this vector is unique, T * is unique too, and we have as well:
(S + T ) * = S * + T
Regarding the last assertion, we have ||T T * || ≤ ||T || · ||T * || = ||T || 2 . Also, we have:
| < x, T * T x > | ≤ ||T * T || By replacing T → T * we obtain from this ||T || 2 ≤ ||T T * ||, and we are done.
In what follows we will be interested in the algebras of operators, rather than in the operators themselves. The axioms here, coming from Proposition 1.1, are as follows: Definition 1.2. A unital C * -algebra is a complex algebra with unit A, having a norm a → ||a|| which makes it into a Banach algebra (the Cauchy sequences converge), and having as well an involution a → a * , which satisfies ||aa * || = ||a|| 2 , for any a ∈ A.
As a basic example, B(H) is a C * -algebra. More generally, any closed * -subalgebra A ⊂ B(H) is a C * -algebra. The celebrated Gelfand-Naimark-Segal (GNS) theorem states that any C * -algebra appears in fact in this way. We will be back to this later on. One very interesting feature of Definition 1.2, making the link with several branches of abstract mathematics, comes from the following basic observation: Proposition 1.3. If X is an abstract compact space, the algebra C(X) of continuous functions f : X → C is a C * -algebra, with norm ||f || = sup x∈X |f (x)|, and involution f * (x) = f (x). This algebra is commutative: f g = gf , for any f, g ∈ C(X).
Proof. Almost everything here is trivial. Observe also that we have indeed:
Finally, we have f g = gf , since f (x)g(x) = g(x)f (x) for any x ∈ X.
In order to work out the precise space/algebra correspondence coming from Proposition 1.3, we will need some basic spectral theory. Let us begin with: Definition 1.4. Given a complex algebra A, the spectrum of an element a ∈ A is
where A −1 ⊂ A is the set of invertible elements.
As a basic example, the spectrum of a usual matrix M ∈ M N (C) is the collection of its eigenvalues. Also, the spectrum of a continuous function f ∈ C(X) is its image.
Given an element a ∈ A, its spectral radius ρ(a) is by definition the radius of the smallest disk centered at 0 containing σ(a). We have the following result: Proposition 1.5. Let A be a C * -algebra.
(1) The spectrum of a norm one element is in the unit disk.
(2) The spectrum of a unitary element (a * = a −1 ) is on the unit circle. (3) The spectrum of a self-adjoint element (a = a * ) consists of real numbers. (4) The spectral radius of a normal element (aa * = a * a) is equal to its norm.
Proof. Here (1) is clear, by using the formula 1/(1 − x) = 1 + x + x 2 + . . . Regarding now the middle assertions, we can use here the elementary fact that if f is a rational function having poles outside σ(a), then σ(f (a)) = f (σ(a)). Indeed, by using the functions z −1 and (z + it)/(z − it), we obtain the results. From (1) we obtain ρ(a) ≤ ||a||. For the converse, if we fix ρ > ρ(a), we have:
By applying the norm and taking n-th roots we get ρ ≥ lim ||a n || 1/n . In the case a = a * we have ||a n || = ||a|| n for any exponent of the form n = 2 k , and by taking n-th roots we get ρ ≥ ||a||. This gives the missing inequality ρ(a) ≥ ||a||.
In the general case aa * = a * a we have a n (a n ) * = (aa * ) n , and we get ρ(a) 2 = ρ(aa * ). Now since aa * is self-adjoint, we get ρ(aa * ) = ||a|| 2 , and we are done.
We are now in position of proving a key result: Theorem 1.6 (Gelfand). Any commutative C * -algebra is the form C(X), with its "spectrum" X = Spec(A) appearing as the space of characters χ : A → C.
Proof. Given a commutative C * -algebra A, we can define indeed X to be the set of characters χ : A → C, with the topology making continuous all the evaluation maps ev a : χ → χ(a). Then X is a compact space, and a → ev a is a morphism of algebras ev : A → C(X). We first prove that ev is involutive. We use the following formula:
Thus it is enough to prove the equality ev a * = ev * a for self-adjoint elements a. But this is the same as proving that a = a * implies that ev a is a real function, which is in turn true, because ev a (χ) = χ(a) is an element of σ(a), contained in R.
Since A is commutative, each element is normal, so ev is isometric, ||ev a || = ρ(a) = ||a||. It remains to prove that ev is surjective. But this follows from the Stone-Weierstrass theorem, because ev(A) is a closed subalgebra of C(X), which separates the points.
In view of Gelfand's theorem, we can now formulate: Definition 1.7. Given an arbitrary C * -algebra A, we write A = C(X), and call X a noncommutative compact space. Equivalently, the category of the noncommutative compact spaces is the category of the C * -algebras, with the arrows reversed.
When A is commutative, the space X considered above exists indeed, as a Gelfand spectrum, X = Spec(A). In general, X is something rather abstract, and our philosophy here will be that of studying of course A, but formulating our results in terms of X. For instance whenever we have a morphism Φ : A → B, we will write A = C(X), B = C(Y ), and rather speak of the corresponding morphism φ : Y → X. And so on.
Finally, let us review the other fundamental result regarding the C * -algebras, namely the representation theorem of Gelfand, Naimark and Segal. We will need: Proposition 1.8. For an element a ∈ A, the following are equivalent:
(1) a is positive, in the sense that σ(a) ⊂ [0, ∞).
Proof. Regarding (1) =⇒ (2), observe that σ(a) ⊂ R implies a = a * . Thus the algebra < a > is commutative, and by using the Gelfand theorem, we can set b = √ a.
The implication (2) =⇒ (3) is trivial, because we can set c = b. Observe that (2) =⇒ (1) is clear too, because we have (1), we proceed by contradition. By multiplying c by a suitable element of < cc * >, we are led to the existence of an element d = 0 satisfying −dd * ≥ 0. By writing d = x + iy with x = x * , y = y * we have dd
But this contradicts the elementary fact that σ(de), σ(ed) must coincide outside {0}.
We will need as well the following definition: In the commutative case, A = C(X), the states are of the form ϕ(f ) = X f (x)dµ(x), with µ being positive/strictly positive in order for ϕ to be positive/faithful and positive. In analogy with the fact that any compact space X has a probability measure µ, one can prove that any C * -algebra A has a faithful positive state ϕ : A → C. See [39] . With these ingredients in hand, we can now state: Theorem 1.10 (GNS theorem). Let A be a C * -algebra.
(1) A appears as a closed * -subalgebra A ⊂ B(H), for some Hilbert space H.
(2) When A is separable (usually the case), H can be chosen to be separable. (3) When A is finite dimensional, H can be chosen to be finite dimensional.
Proof. In the commutative case, where A = C(X), this algebra can be represented on
we have a probability measure on X. In general now, we can pick a faithful positive state ϕ : A → C, then let H = l 2 (A) be the completion of A with respect to the scalar product < a, b >= ϕ(ab * ), and finally represent A on this space via T a (b) = ab. For details here, we refer to [39] .
Quantum groups
The quantum groups are abstract objects, generalizing the usual groups. The most basic examples are the group duals. Let us recall indeed that associated to any discrete group Γ is its group algebra C * (Γ), obtained as enveloping C * -algebra of the usual group * -algebra C[Γ] = span(Γ). This algebra has a canonical trace, given by tr(g) = δ g,1 on the generators. With these conventions, we have the following result: Proposition 2.1. Let G be a compact abelian group, and Γ = G be its Pontrjagin dual, formed by the characters χ : G → T. We have then a Fourier transform isomorphism
which transforms the comultiplication, counit and antipode of C(G), given by
into the comultiplication, counit and antipode of C * (Γ), given on generators by:
Moreover, the Haar integration over G corresponds to the canonical trace of C * (Γ).
Proof. The first assertion follows from the basic properties of the Pontrjagin duality, and from the Gelfand theorem. The proof of the second assertion, regarding ∆, ε, S, is routine.
As for the last assertion, regarding the standard traces, this is clear too.
In the non-abelian case now, there is still of lot of similarity between the algebras of type C(G), and those of type C * (Γ). As a basic result here, we have:
Proposition 2.2. The comultiplication, counit and antipode of both the algebras C(G), with G compact group, and C * (Γ), with Γ discrete group, satisfy:
In addition, in both cases the square of the antipode is the identity, S 2 = id.
Proof. For the algebras of type C(G), all the above formulae are well-known, coming via the Gelfand space/algebra correspondence from the following identities:
As for the algebras of type C * (Γ), the formulae in the statement are all trivial.
The above results suggest looking for a joint axiomatization of the algebras of type C(G) and C * (Γ). However, this is quite tricky, due to some analytic issues with (3). Instead of getting into this, we will assume that G is a compact Lie group, and that Γ is a finitely generated group. These assumptions are related, due to: Proposition 2.3. Given a compact abelian group G, and a discrete abelian group Γ, related by Pontrjagin duality, G = Γ and Γ = G, the following are equivalent:
(1) G is a compact Lie group, G ⊂ U N .
(2) Γ is finitely generated, Γ =< g 1 , . . . , g N >.
Proof. Assuming that we have a representation π : G ⊂ U N , we know from Peter-Weyl theory that π decomposes as a sum of characters, π = g 1 ⊕ . . . ⊕ g N , and we obtain in this way generators for Γ = G. Conversely, assuming Γ =< g 1 , . . . , g N >, the direct sum
With these observations in hand, we can now go ahead, and formulate: Definition 2.4. A Woronowicz algebra is a C * -algebra A, given with a unitary matrix u ∈ M N (A) whose coefficients generate A, such that:
In this case, we write A = C(G) = C * (Γ) and call G a compact matrix quantum group, and Γ a finitely generated discrete quantum group. Also, we write G = Γ, Γ = G.
As a basic example, we have the algebra A = C(G), with G ⊂ U N , with the matrix formed by the standard coordinates u ij (g) = g ij . Indeed, ∆, ε, S are given by the formulae in the statement, due to the following formulae, valid for the unitary matrices:
The other basic example is the algebra A = C * (Γ), with Γ =< g 1 , . . . , g N >, together with the matrix u = diag(g 1 , . . . , g N ). Indeed, the comultiplication, counit and antipode of this algebra are by definition given by the formulae in the statement.
As a first general result now, regarding the above objects, we have:
Proposition 2.5. For a Woronowicz algebra, the maps ∆, ε, S satisfy the usual conditions for a comultiplication, counit and antipode, as in Proposition 2.2 above, at least on the dense * -subagebra A ⊂ A generated by the coordinates u ij .
Proof. This is clear, because all the three formulae in Proposition 2.2, as well as the supplementary formula S 2 = id, are trivially satisfied on the generators u ij . By linearity and multiplicativity, all these formulae are therefore satisfied on A.
At the level of the new examples now, we first have: Proposition 2.6. The following universal algebras are Woronowicz algebras,
and so the underlying noncommutative spaces O
Proof. This follows from the fact that if a matrix u is orthogonal/biunitary, then so are the matrices u Proof. Here (1) is clear from definitions, with the remark that, in the context of Definition 2.4 above, the formula S(u ij ) = u * ji shows thatū must be unitary too. The assertion (2) follows from the Gelfand theorem. Finally, (3) follows from definitions, with the remark that in a group algebra we haveḡ = g −1 , and so g =ḡ if and only if g 2 = 1.
In order to construct more examples, we can look for intermediate objects for the inclusion U N ⊂ U + N . There are several possible choices here, and the "simplest" ones, from a point of view that will be explained in detail later on, are as follows: Proof. This is elementary, by using the fact that if the entries of u = (u ij ) half-commute, then so do the entries of u [16] , [19] . In order to distinguish the various quantum groups that we have, we can use: Proposition 2.9. Given a closed subgroup G ⊂ U + N , consider its "diagonal torus", which is the closed subgroup T ⊂ G constructed as follows:
This torus is then a group dual, T = Λ, where Λ =< g 1 , . . . , g N > is the discrete group generated by the elements g i = u ii , which are unitaries inside C(T ).
Proof. Since u is unitary, its diagonal entries g i = u ii are unitaries inside C(T ). Moreover, from ∆(u ij ) = k u ik ⊗ u kj we obtain ∆(g i ) = g i ⊗ g i , and so these unitaries g i ∈ C(T ) are group-like. We conclude that we have C(T ) = C * (Λ), and so T = Λ. Now back to our basic examples of quantum groups, we can formulate:
Theorem 2.10. The basic examples of compact quantum groups are as follows,
and these quantum groups are non-isomorphic, distinguished by their diagonal tori.
Proof. The fact that we have quantum groups as above is something that we already know.
Regarding now the diagonal tori, these are as follows, with • being by the half-classical product, subject to relations abc = cba between the standard generators:
Now since the discrete groups in this diagram are clearly non-isomorphic, this shows that the corresponding quantum groups are non-isomorphic as well, as claimed.
Representation theory
In order to reach to some more advanced insight into the structure of the closed subgroups G ⊂ U + N , we can use representation theory. Let us begin with: Definition 3.1. Let (A, u) be a Woronowicz algebra, and consider its dense * -subalgebra A ⊂ A of "smooth elements", generated by the standard coordinates u ij .
(
The corepresentations are subject to making sums, r + p = diag(r, p), tensor products, (r ⊗ p) ia,jb = r ij p ab , and taking conjugates, (r) ij = r * ij .
we use the notations F ix(r) = Hom(1, r), and End(r) = Hom(r, r). (4) Two corepresentations r ∈ M n (A), p ∈ M m (A) are called equivalent, and we write r ∼ p, when n = m, and Hom(r, p) contains an invertible element.
For A = C(G) we obtain in this way the representations of G, as a consequence of the Gelfand space/algebra correspondence. For A = C * (Γ), observe that any group element g ∈ Γ is a one-dimensional corepresentation. We will see later on that, up to equivalence, each corepresentation of C * (Γ) splits as a direct sum of group elements. We will need as well the following standard fact: Proposition 3.2. The characters of corepresentations, given by χ r = i r ii , satisfy:
In addition, given two equivalent corepresentations, r ∼ p, we have χ r = χ p .
Proof. The three formulae in the statement are all clear from definitions. Regarding now the last assertion, assuming that we have r = T −1 pT , we obtain:
We conclude that r ∼ p implies χ r = χ p , as claimed.
In order to work out the analogue of the Peter-Weyl theory, we need to integrate over G. Things here are quite tricky, and best is to start with a definition, as follows:
The Haar integration of a Woronowicz algebra A = C(G) is the unique positive unital tracial state G : A → C subject to the invariance conditions
provided that such a state exists indeed, and is unique.
As a basic example, given a compact Lie group G ⊂ U N , the algebra A = C(G) has indeed a Haar integration, which is the integration with respect to the Haar measure of G. Moreover, this latter measure can be obtained by starting with any probability measure on G, and then performing a Cesàro limit with respect to the convolution.
In analogy with this fact, we have the following result:
Theorem 3.4. Any Woronowicz algebra has a Haar integration, which can be constructed by starting with any faithful positive unital state ϕ ∈ A * , and taking the Cesàro limit
where the convolution operation for states is given by φ * ψ = (φ ⊗ ψ)∆.
Proof. As already mentioned, this is well-known in the commutative case, A = C(G).
In the group dual case, A = C * (Γ), the result follows from Proposition 2.1 when Γ is abelian, the Haar functional being given by Γ g = δ g,1 , for any g ∈ Γ. When Γ is no longer abelian, the result still holds, and this is something well-known, and standard.
In the general case now, everything is quite tricky. We refer here to Woronowicz's paper [50] , and also to the paper of Maes and Van Daele [35] , with the remark that our assumption G ⊂ U + N , which implies S 2 = id, simplifies quite a number of things. Now back to representations, the basic integration result that we will need is:
Proposition 3.5. For any corepresentation r ∈ M n (A), the operator
is the orthogonal projection onto the space F ix(r) = {x ∈ C n |r(x) = x ⊗ 1}.
Proof. The invariance conditions in Definition 3.3 applied to ϕ = r ij read:
Thus we have rP = P r = P , and this gives the result. See [50] .
With these results in hand, we can now develop the Peter-Weyl theory:
Theorem 3.6. The corepresentations of a Woronowicz algebra (A, u), taken modulo equivalence, are subject to the following Peter-Weyl type results:
(1) Each representation appears as a sum of irreducible corepresentations. Also, each irreducible corepresentation appears inside a tensor product of u,ū. (2) The characters of irreducible corepresentations have norm 1, and are pairwise orthogonal with respect to the scalar product < a, b >= G ab
with the summands being pairwise orthogonal with respect to <, >.
Proof. This follows as in the classical case, with the various statements involving the Haar functional basically coming from Proposition 3.5 above. See Woronowicz [51] .
As a first application of these results, we have:
Theorem 3.7. Let A f ull be the enveloping C * -algebra of A, and let A red be the quotient of A by the null ideal of the Haar integration. The following are then equivalent:
(1) The Haar functional of A f ull is faithful.
, inside the algebra A red . If this is the case, we say that the underlying discrete quantum group Γ is amenable.
Proof. This is well-known in the group dual case, A = C * (Γ), with Γ being a usual discrete group. In general, the result follows by adapting the group dual case proof, by replacing where needed group elements by irreducible corepresentations. See [38] .
The above results suggest that the "combinatorics" of a discrete quantum group Γ, appearing via A = C * (Γ), should come from the fusion rules on Irr(A). This is indeed the case, and a whole theory can be developed here. See [16] , [25] , [29] .
Let us explain now Woronowicz's Tannakian duality result from [52] , in its "soft" form, worked out in [36] . The precise definition that we will need is: Definition 3.8. The Tannakian category associated to a Woronowicz algebra (A, u) is the collection C = (C kl ) of vector spaces
where the tensor powers, taken with respect to colored integers
• =ū and multiplicativity.
Observe that C is indeed a tensor category, and more precisely is a tensor subcategory of the tensor category formed by the spaces M kl = L(H ⊗k , H ⊗l ), where H ≃ C N is the Hilbert space where u ∈ M N (A) coacts, and where the tensor powers H ⊗k with k colored integer are defined by
• =H ≃ H and multiplicativity. The Tannakian duality result, in its "soft" form, is as follows:
Theorem 3.9. Given a Woronowicz algebra (A, u) with u ∈ M N (A), with associated Tannakian category C = (C kl ), we have
where v denotes the fundamental corepresentation of C(U + N ). Proof. If we denote by A ′ the universal algebra on the right, we have a morphism A ′ → A, because the canonical morphism C(U + N ) → A factorizes through the ideal defining A ′ , by definition of the Tannakian category C = (C kl ). Conversely now, the fact that we have an arrow A → A ′ follows from Woronowicz's Tannakian duality results in [52] , but there is as well a direct, Hopf algebra proof for this, worked out in [36] .
Generally speaking, knowing the Tannakian category of a Woronowicz algebra A solves most of the fundamental problems regarding A. As an illustration here, let us discuss the computation of the Haar state of A. The formula is very simple, as follows: Theorem 3.10. Assuming that A = C(G) has Tannakian category C = (C kl ), the Haar integration over G is given by the Weingarten type formula
for any colored integer k = e 1 . . . e k and any multi-indices i, j, where D k is a linear basis of C kk , δ π (i) =< π, e i 1 ⊗ . . . ⊗ e i k >, and
Proof. We know from Proposition 3.5 above that the integrals in the statement form altogether the orthogonal projection P e onto the space F ix(u ⊗k ) = span(D k ). By a standard linear algebra computation, it follows that we have P = W E, where E(x) = π∈D k < x, ξ π > ξ π , and where W is the inverse on span(T π |π ∈ D k ) of the restriction of E. But this restriction is the linear map given by G k , and so W is the linear map given by W k , and this gives the formula in the statement. See [8] .
Basic examples
We will show now that the Tannakian categories of the main 6 quantum groups appear in the simplest possible way: from certain "categories" of set-theoretic partitions.
In order to explain this material, let us begin with:
is called a category of partitions when it is stable under the following operations:
, when the middle symbols match. Here, in the definition of the second operation, we agree that the connected components that can appear in the middle, when concatenating, are erased afterwards.
The relation with the Tannakian categories comes from:
with the Kronecker type symbols δ π ∈ {0, 1} depending on whether the indices fit or not.
The assignement π → T π is categorical, in the sense that we have
, T * π = T π * where c(π, σ) are certain integers, coming from the erased components in the middle.
Proof. All three formulae are indeed elementary to establish. See [15] .
In relation now with the quantum groups, we have the following notion:
N is called easy when we have
for any colored integers k, l, for a certain category of partitions D ⊂ P .
As we will see in what follows, this formalism covers many interesting examples of groups and quantum groups. Let us first go back to the examples that we have. These quantum groups are all easy, coming from certain categories of pairings, as follows: 
with the corresponding categories of partitions being the following ones:
(1) P 2 , NC 2 are respectively the categories of pairings, and of noncrossing pairings, and P * Proof. The results for O N , U N go back to Brauer's paper [21] , their free versions are worked out in [8] , and the half-liberated results are from [16] , [19] , the idea being as follows: Let us discuss now some more examples, which are of the same nature as the 6 basic ones. The idea is that we can twist the basic quantum groups, as follows: Proposition 4.5. We have quantum groups as follows, obtained via the twisted commutation relations ab = ±ba, and twisted half-commutation relations abc = ±cba,
where the signs forŪ N correspond to anticommutation for distinct entries on rows and columns, and commutation otherwise, and the other signs come from functoriality.
Proof. This is clear indeed, by proceeding as in the proof of Proposition 2.6, with the signs forŪ * N being those producing an inclusionŪ N ⊂Ū * N , and with those forŌ N ,Ō * N producing inclusionsŌ N ⊂Ū N andŌ * N ⊂Ū * N . For details here, we refer to [1] . In order to study the easiness properties of these quantum groups, we will need: Proposition 4.6. We have a signature map ε : P even → {−1, 1}, given by ε(π) = (−1) c , where c is the number of switches needed to make π noncrossing. In addition:
(1) For π ∈ P erm(k, k) ≃ S k , this is the usual signature.
(2) For π ∈ P 2 we have (−1) c , where c is the number of crossings. (3) For π ∈ P obtained from σ ∈ NC even by merging blocks, the signature is 1.
Proof. The fact that the number c in the statement is well-defined modulo 2 is standard, and we refer here to [1] . As for the remaining assertions, these are as well from [1] :
(1) For π ∈ P erm(k, k) the standard form is π ′ = id, and the passage π → id comes by composing with a number of transpositions, which gives the signature.
(2) For a general π ∈ P 2 , the standard form is of type π ′ = | . . . | ∪...∪ ∩...∩ , and the passage π → π ′ requires c mod 2 switches, where c is the number of crossings. (3) For a partition π ∈ P even coming from σ ∈ NC even by merging a certain number n of blocks, the fact that the signature is 1 follows by recurrence on n.
We can make act the partitions in P even on tensors in a twisted way, as follows: Proposition 4.7. Associated to any partition π ∈ P even (k, l) is the linear map
and the assignement π →T π is categorical.
Proof. This is routine, by using ingredients from Proposition 4.6. See [1] .
With these notions in hand, we can now investigate the twists, as follows:
Theorem 4.8. The quantum groups from Proposition 4.5 appear as Schur-Weyl twists of the quantum groups in Theorem 4.4, in the sense that forḠ we have
for any colored integers k, l, where D ⊂ P 2 ⊂ P even is the category of partitions for G. In addition, the diagonal tori for G,Ḡ coincide.
Proof. All this is quite routine, by following the proof of Theorem 4.4 above, and adding signs where needed. The final assertion is clear as well. For details, see [1] .
As a first application of all this, we have:
Theorem 4.9. In the N → ∞ limit, the law of the main character χ u is as follows:
(1) For O N , U N we obtain Gaussian/complex Gaussian variables. Proof. We know from the Peter-Weyl theory that the moments of χ u are the dimensions of the spaces F ix(u ⊗k ). Now since with N → ∞ the linear maps T π become linearly independent, the asymptotic moments of χ u count the corresponding pairings, and modulo some standard facts from classical and free probability, this gives the result. See [1] .
At a more advanced level, the Weingarten integration formula from Theorem 3.10 takes a particularly simple form, the Gram matrix being given by G kN (π, σ) = N |π∨σ| , where |.| is the number of blocks. For applications of this formula, see [1] , [8] , [9] , [15] .
Reflection groups
The quantum groups that we considered so far, namely O N , U N and their liberations and twists, are obviously of "continuous" nature. In order to have as well "discrete" examples, the idea will be that of looking at the corresponding quantum reflection groups.
Let us begin with a study of the quantum permutations. For this purpose, we will need the following functional analytic description of the usual symmetric group: Proposition 5.1. Consider the symmetric group S N .
(1) The standard coordinates v ij ∈ C(S N ), coming from the embedding S N ⊂ O N given by the permutation matrices, are given by v ij = χ(σ|σ(j) = i). (2) The matrix v = (v ij ) is magic, in the sense that its entries are orthogonal projections, summing up to 1 on each row and each column. (3) The algebra C(S N ) is isomorphic to the universal commutative C * -algebra generated by the entries of a N × N magic matrix.
Proof. The assertions (1,2) are both clear. If we set A = C * comm ((w ij ) i,j=1,...,N |w = magic), we have a quotient map A → C(S N ), given by w ij → v ij . On the other hand, by using the Gelfand theorem we can write A = C(X), with X being a compact space, and by using the coordinates w ij we have X ⊂ O N , and then X ⊂ S N . Thus we have as well a quotient map C(S N ) → A given by v ij → w ij , and this gives (3) . See Wang [47] .
With the above result in hand, we can now formulate: Proof. Here the first assertion is standard, by using the elementary fact that if u = (u ij ) is magic, then so are the matrices u
Regarding (1), given a closed subgroup G ⊂ U + N , it is straightforward to check that Φ(δ i ) = j u ij ⊗ δ j defines a coaction map precisely when u = (u ij ) is a magic corepresentation of C(G), and this gives the result. Also, (2) is clear from Proposition 5.1.
Regarding now (3), it is elementary to show that the entries of a N × N magic matrix, with N ≤ 3, must pairwise commute. At N = 4 now, consider the following matrix:
This matrix is magic for any two projections p, q, and if we choose these projections as for < p, q > to be not commutative, and infinite dimensional, we conclude that C(S + 4 ) is not commutative and infinite dimensional as well, and so not isomorphic to C(S 4 ).
Finally, at N ≥ 5 we can use the standard embedding S Proof. The assertions here are both standard, by performing an analysis similar to the one in the proof of Theorem 4.4, and of Theorem 4.9. For full details, see [6] .
Following now [3] , we can formulate a key definition, as follows:
and we call K ⊂ G the quantum reflection group associated to G.
Here the fact that K is indeed a closed subgroup of G comes from the fact that if u = (u ij ) has the property that its entries are normal, and are such that p ij = u ij u * ij form a magic matrix, then the same holds for u
As basic examples here, for G = O N , U N we obtain the groups K = H N , K N , which are the hyperoctahedral group H N = Z 2 ≀ S N , and its complex version
The free analogues of these results are as follows: Proof. The fact that we have indeed decompositions as above is standard, and can be checked by constructing a pair of inverse isomorphisms, at the algebra level.
More generally now, we have the following result: Theorem 5.6. The basic 6 basic unitary quantum groups and the 6 basic twisted unitary groups have common quantum reflection groups, as follows,
N by intersecting with U * N . These quantum reflection groups are all easy, the corresponding categories of partitions being
where P even , P * even , P even are the straightforward multi-block analogues of the categories P 2 , P * 2 , P 2 , and P * even = P even ∩ P * even , NC even = P even ∩ NC, N C even = P even ∩ NC.
Proof. Here the self-duality claim can be proved by using the various formulae in Proposition 4.6 above, and the easiness assertion is routine, by proceeding as in the proof of Theorem 4.4. For details regarding these results, we refer to [1] , [2] , [6] .
Our claim now is that, in the case of the above quantum groups, G can be in fact reconstructed from K. In order to explain this material, we will need: Definition 5.7. Given two closed subgroups G, H ⊂ U + N , with fundamental corepresentations denoted u, v, we construct a Tannakian category C = (C kl ) by setting
and we let < G, H >⊂ U + N be the associated quantum group. That is, the corresponding fundamental corepresentation w must satisfy Hom(w ⊗k , w ⊗l ) = C kl .
Here the fact that C = (C kl ) is indeed a Tannakian category is clear from definitions. As for the notation <, >, this comes from the fact that in the classical case, where G, H ⊂ U N , the closed subgroup of U N that we obtain is indeed the one generated by G, H.
In the easy case we have the following result: In addition, the same holds for the twisted easy quantum groups.
Proof. All the assertions are clear from the Tannakian correspondence between easy or twisted easy quantum groups, and categories of partitions.
We can now go back to the quantum reflection groups, and formulate: Proof. This follows indeed by using the criterion in Proposition 5.8 above.
There are many other interesting things that can be said about the reflection groups constructed above. We refer here to the survey paper [6] , and to [2] , [3] , [34] .
Classification results
We discuss here various classification questions for the closed subgroups G ⊂ U + N , in the easy case, and in general. As a first, fundamental result, from [16] , we have: Theorem 6.1. There is only one intermediate easy quantum group
Proof. We have to compute the categories of pairings NC 2 ⊂ D ⊂ P 2 .
Step I. Let π ∈ P 2 − NC 2 , having s ≥ 4 strings. Our claim is that:
(1) If π ∈ P 2 − P * 2 , there exists a semicircle capping π ′ ∈ P 2 − P * 2 . (2) If π ∈ P * 2 − NC 2 , there exists a semicircle capping π ′ ∈ P * 2 − NC 2 . Indeed, both these assertions can be easily proved, by drawing pictures.
Step II. Consider now a partition π ∈ P 2 (k, l) − NC 2 (k, l). Our claim is that:
This can be indeed proved by recurrence on the number of strings, s = (k + l)/2, by using Step I, which provides us with a descent procedure s → s − 1, at any s ≥ 4.
Step III. Finally, assume that we are given an easy quantum group O N ⊂ G ⊂ O + N , coming from certain sets of pairings D(k, l) ⊂ P 2 (k, l). We have three cases:
Regarding now the arbitrary easy quantum groups S N ⊂ G ⊂ O + N , we first have: Theorem 6.2. The classical and free easy quantum groups are as follows, Proof. The construction and study of O * N go back to [15] , [16] , the quantum groups
N are from [10] , and the constructions of the family H Γ N and of the series H ⋄k N , as well as the proof of the classification result, are from [41] .
All this is quite technical, and in what follows, our purpose will be just of extending Theorem 6.1 above. In order to cut a bit from complexity, we will use: Proposition 6.4. For a liberation operation of easy quantum groups G N → G + N , the following conditions are equivalent:
(1) The category P 2 ⊂ D ⊂ P associated to G = (G N ), or, equivalently, the category Proof. All this is well-known, basically going back to [15] , the idea being that the implications (1) ⇐⇒ (2) ⇐⇒ (3) are all elementary, and that (1) ⇐⇒ (4) follows by using the cumulant interpretation of the Bercovici-Pata bijection [17] , stating that "the classical cumulants become via the bijection free cumulants". See [14] , [15] .
We can now extend Theorem 6.1, as follows: Now by taking intersections, we are led to the following result:
Theorem 6.7. We have interesection/generation diagrams of easy quantum groups and of categories of pairings, in Tannakian correspondence, as follows,
where P S 2 ⊂ P 2 is the set of pairings which, when flattened, have the same number of •, • symbols, modulo S, and where the remaining categories appear as intersections.
Proof. We already know from Theorem 4.4 that the correspondence holds for the upper and lower rows. As for the middle row, the proof here is standard as well.
Regarding the intersection/generation claim, which states that any square subdiagram A ⊂ B, C ⊂ D is subject to the conditions A = B ∩ C, D =< B, C >, this is clear for the pairings, and for the quantum groups this follows by using Proposition 5.8. See [2] .
The above quantum groups can be characterized as follows:
are precisely those constructed in Theorem 6.7 above.
Proof. According to [42] , the only easy quantum groups O N ⊂ G ⊂ U N are the compact groups O N,S , with S ∈ {2, 3, . . . , ∞}. Thus, we must have
On the other hand, we know as well from Theorem 6.1 that we must have G Proof. This is clear, because the formula G class = G ∩ U N means by definition that we have C(G class ) = C(G)/J, where J is the commutator ideal of C(G).
Let us investigate now the group dual subgroups Λ ⊂ G, whose knowledge is very useful as well. We have already met, in Proposition 2.9 above, the diagonal torus T ⊂ G. The construction there has the following generalization: Proposition 7.2. Given a closed subgroup G ⊂ U + N and a matrix Q ∈ U N , we let T Q ⊂ G be the diagonal torus of G, with fundamental representation spinned by Q:
This torus is then a group dual, T Q = Λ Q , where Λ Q =< g 1 , . . . , g N > is the discrete group generated by the elements g i = (QuQ * ) ii , which are unitaries inside C(T Q ).
Proof. This follows indeed from Proposition 2.9 because, as said in the statement, T Q is by definition a diagonal torus, and so is a group dual, as indicated.
With this notion in hand, we have the following result, coming from [50] : Proof. This follows indeed from Woronowicz's results in [50] .
Summarizing, if we agree that the group duals are the correct generalization of the "tori" from the classical case, we are led to the following definition: Our aim now is to show that T plays indeed the role of a maximal torus for G. Let us first develop some general theory for these maximal tori. We first have: Proposition 7.5. Given a closed subgroup H ⊂ G, the tori of G, H are related by
with the intersection operation being the usual one, taken inside G.
Proof. Let I = ker(C(G) → C(H)). At Q = 1 we have, indeed:
In general, the proof is similar.
Let us study the injectivity properties of the construction G → T . We would like for instance to show that this construction is "strictly increasing" with respect to ⊂. In other words, we would need a result stating that passing to a subgroup H ⊂ G should decrease at least one of the tori T Q . As a first statement in this direction, we have: Proposition 7.6. Given a closed subgroup G ⊂ U + N , the following two constructions produce the same closed subgroup G ′ ⊂ G:
′ =< Λ| Λ ⊂ G >, the closed subgroup generated by the group duals Λ ⊂ G.
⊂ G be the two subgroups constructed above. Since any torus T Q is a group dual, we have G In view of this, it looks reasonable to formulate:
constructed above is an equality, i.e. when G is generated by its tori.
At the level of basic examples of such quantum groups, we have:
Proof. This is elementary, but not trivial, the proofs being as follows:
(1) For G = U N we have T Q (G) = Q * T N Q, where T N ⊂ U N are the diagonal matrices, and so by Proposition 7.5 we obtain that for G ⊂ U N we have T Q (H) = Q * T N Q∩H. Now since any group element U ∈ H is diagonalizable, U = Q * DQ with Q ∈ U N , D ∈ T N , we have U ∈ T Q (H) for this value of Q ∈ U N , and this gives the result.
(2) This follows from Proposition 7.6 above, or directly from Theorem 7.3.
In order to obtain more results, we can use Tannakian duality. We have:
where u Q = diag(g 1 , . . . , g N ) is the fundamental corepresentation of T Q ⊂ G.
Proof. The Tannakian category associated to G ′ =< T Q |Q ∈ U N > is given by:
We conclude that the equality G = G ′ is equivalent to the following collection of conditions, one for any pair k, l of colored integers, as in [36] :
Moreover, by Frobenius duality we can restrict the attention if we want to the spaces of fixed points, and this gives the conclusion in the statement. See [36] , [51] .
In order to apply the above result, we can use the following formula, from [13] : Proposition 7.10. The intertwining formula T ∈ Hom(u ⊗k , u ⊗l ), with u = QvQ * , where v = diag(g 1 , . . . , g N ), is equivalent to the collection of conditions
one for each choice of the multi-indices i, j, where
Proof. It is enough to prove the result at Q = 1, and here we have:
Thus we have obtained the relation in the statement, and we are done.
Now by putting everything together, we obtain:
for any Q ∈ U N implies T ∈ Hom(u ⊗k , u ⊗l ), and this, for any k, l.
Proof. This follows indeed from Proposition 7.9 and Proposition 7.10 above.
The above result is of course something quite technical, rather waiting to be applied in various concrete situations. In general, understanding the structure of the decomposable subgroups G ⊂ U + N , and the injectivity properties of the maximal torus construction G → T , are definitely interesting problems, that we would like to raise here.
There are as well several explicit conjectures regarding the maximal tori, the general idea being that the knowledge of T solves most of the problems regarding G. See [13] .
Matrix models
In this section we discuss matrix modelling questions for the closed subgroups G ⊂ U + N . We use the following matrix model formalism:
with X being a compact space, and with K ∈ N.
The "best" kind of models are of course the faithful ones. However, since having an embedding C(G) ⊂ M K (C(X)) forces the algebra C(G) to be of type I, and so G to be coamenable, we cannot expect such models to exist, in general. For instance O Proof. Here the fact that we have a morphisms as in (1,2) is clear, because the antidiagonal matrices half-commute. The faithfulness of these models can be proved by using representation theory methods, and more specifically Theorem 4.4. See [5] , [7] , [19] .
In order to deal now with the non-amenable case, let us go back to Definition 8.1. In the group dual case G = Γ, a matrix model π : C * (Γ) → M K (C(X)) must come from a group representation ρ : Γ → C(X, U K ). Now observe that when ρ is faithful, the induced representation π is in general not faithful, its target algebra being finite dimensional. On the other hand, this representation "reminds" Γ. We say that π is inner faithful.
We have in fact the following notions, coming from [4] : Definition 8.3. Let π : C(G) → M K (C(X)) be a matrix model.
(1) The Hopf image of π is the smallest quotient Hopf C * -algebra C(G) → C(H) producing a factorization of type π : C(G) → C(H) → M K (C(X)).
(2) When the inclusion H ⊂ G is an isomorphism, i.e. when there is no non-trivial factorization as above, we say that π is inner faithful.
In the case where G = Γ is a group dual, π must come from a group representation ρ : Γ → C(X, U K ), and the above factorization is simply the one obtained by taking the image, ρ : Γ → Γ ′ ⊂ C(X, U K ). Thus π is inner faithful when Γ ⊂ C(X, U K ). Also, given a compact group G, and elements g 1 , . . . , g K ∈ G, we have a representation π : C(G) → C K , given by f → (f (g 1 ), . . . , f (g K )). The minimal factorization of π is then via C(G ′ ), with G ′ = < g 1 , . . . , g K >, and π is inner faithful when G = G ′ . We refer to [4] , [20] , [22] for more on these facts, and for a number of related algebraic results. In what follows, we will rather use analytic techniques. Assume indeed that X is a probability space. We have then the following result, from [11] , [48] : Proof. This was proved in [11] in the case X = {.}, using idempotent state theory from [28] . The general case was recently established in [48] .
The truncated integrals where T e ∈ M N p (C) with e ∈ {1, * } p is given by (T e ) i 1 ...ip,j 1 ...jp = X tr(U Proof. This follows indeed from the definition of the various objects involved, namely from φ * ψ = (φ ⊗ ψ)∆, and from ∆(u ij ) = k u ik ⊗ u kj . See [5] .
As a first application, we can further investigate the faithful models, by using: Definition 8.6. A stationary model for C(G) is a random matrix model
having the property G = (tr ⊗ X )π.
Observe that any stationary model is faithful. Indeed, the stationarity condition gives a factorization π : C(G) → C(G) red ⊂ M K (C(X)), and since the image algebra C(G) red follows to be of type I, and therefore nuclear, G must be co-amenable, and so π must be faithful. For some background on these questions, we refer to [38] .
As a useful criterion for the stationarity property, we have:
Proposition 8.7. For π : C(G) → M K (C(X)), the following are equivalent:
(1) Im(π) is a Hopf algebra, and (tr ⊗ X )π is the Haar integration on it.
(2) ψ = (tr ⊗ X )π satisfies the idempotent state property ψ * ψ = ψ. Proof. Let us factorize our matrix model, as in Definition 8.3 above:
Now observe that the conditions (1,2,3) only depend on the factorized representation π ′ : C(G ′ ) → M K (C(X)). Thus, we can assume G = G ′ , which means that we can assume that π is inner faithful. We can therefore use the formula in Theorem 8.4:
(1) =⇒ (2) This is clear from definitions, because the Haar integration on any quantum group satisfies the equation ψ * ψ = ψ.
(2) =⇒ (1) Assuming ψ * ψ = ψ, we have ψ * r = ψ for any r ∈ N, and the above Cesàro limiting formula gives G = ψ. By using now the amenability arguments explained after Definition 8.6, we obtain as well that π is faithful, as desired.
In order to establish now (2) ⇐⇒ (3), we use the formula in Proposition 8.5: ..ip,j 1 ...jp (2) =⇒ (3) Assuming ψ * ψ = ψ, by using the above formula at r = 1, 2 we obtain that the matrices T e and T 2 e have the same coefficients, and so they are equal. (3) =⇒ (2) Assuming T 2 e = T e , by using the above formula at r = 1, 2 we obtain that the linear forms ψ and ψ * ψ coincide on any product of coefficients u Proof. This follows indeed from a routine Haar measure computation, which enhances the algebraic considerations from the proof of Theorem 8.2. See [7] .
There are many other interesting examples of stationary models, including the Pauli matrix model for the algebra C(S + 4 ), discussed in [6] . We refer to [7] and to subsequent papers for more on this subject, and for some recent results on the non-stationary case as well. There might be actually a relation here with lattice models too [27] .
Finally, many interesting questions arise in relation with Connes' noncommutative geometry [24] , and we refer here to [18] , [23] , [26] , [31] . Also, we refer to [20] , [22] , [43] , [44] for more specialized analytic aspects, and to [32] and subsequent papers for free de Finetti theorems [32] , in the spirit of Voiculescu's free probability theory [45] .
