Abstract. We investigate leaky integrate-and-fire models (LIF models for short) driven by Stepanov and µ-almost periodic functions. Special attention is paid to the properties of a firing map and its displacement, which give information about the spiking behaviour of the system under consideration. We provide conditions under which such maps are well-defined for every t ∈ R and are uniformly continuous. Moreover, we show that the LIF model with a Stepanov almost periodic input has a uniformly almost periodic displacement map. We also show that in the case of a µ-almost periodic drive it may happen that the displacement map corresponding to the LIF model is uniformly continuous, but is not µ-almost periodic (and thus cannot be Stepanov or uniformly almost periodic). By allowing discontinuous inputs, we generalize some results of previous papers, showing, for example, that the firing rate for the LIF model with a Stepanov almost periodic drive exists and is unique. This is a starting point for the investigation of the dynamics of almost-periodically driven integrate-and-fire systems. The work provides also some contributions to the theory of Stepanovand µ-almost periodic functions.
Introduction
Integrate-and-fire models are commonly used for modelling the activity of neuronal cells (see for example [17, 20, 22, 37] ). Although they are not able to capture all the electrophysiological phenomena, as a part of a big neural network, they are computationally more efficient than, for example, the classical Hodgkin-Huxley model (see for example [17, 19] ), and their biological relevance is in some cases satisfactory. In particular, the so-called leaky integrate-and-fire model 1 x(t) = −σx(t) + f (t) for a.e. t ∈ R,
where σ ≥ 0, is one of the models in the center of interest of neuroscientists. This model dates back to Lapicque (see [25] ), who discovered that the voltage x across the cell membrane decays exponentially to its resting state x r and only an external input f , which might be current injected via an electrode or the impulse from a pre-synaptic neuron, might cause the increase of the voltage. Spiking (or firing), that is emitting an action potential, is introduced to this simple dynamics by adding the resetting condition
which says that after the dynamical variable reaches a certain threshold x ϑ at some time s, it is immediately reset to its resting value x r and the dynamics continues again from the point (t, x r ).
It should be emphasised that in this context it seems to be quite natural to consider almost periodic forcing terms. Indeed, many neurons will respond to the current step with a spike train with (eventually) steady state of periodic firing, and therefore, even if the action potential is generated periodically by each neuron at the pre-synaptic level, the signal a given post-synaptic neuron receives may be no longer periodic as a sum of periodic inputs with incommensurable periods; clearly, such a signal is almost periodic (for more details see [17] ). One of the ways to qualify neurons response to such signals, is to measure the so-called firing rate and the regularity of the interspike intervals along the generated post-synaptic signal.
In the paper we work mainly with Stepanov and µ-almost periodic functions, because such functions satisfy quite general regularity conditions (for more details see Section 2), and thus we are able to cover quite wide range of LIF models, including models with discontinuous inputs. On the other hand, it seems that without any assumption involving some kind of (almost) periodicity of the forcing term, it would be very hard (if not impossible) to provide a complete description of the behaviour of the firing map and its displacement, since, as we mentioned above, these models are (to some extent) periodic in nature.
The paper is organized as follows. In Section 2 we recall some basic definitions and facts concerning almost periodic functions. Special attention is paid to Stepanov and µ-almost periodic functions. Section 3 is devoted to the study of the mean value of µ-almost periodic functions. In particular, it is shown that in general the mean value of µ-almost periodic functions may not exist. In Section 4 firing map and its displacement are investigated. We begin with presenting some general properties of such maps. For example, we provide the conditions under which Φ and Ψ are well-defined for every t ∈ R and are (uniformly) continuous (see Proposition 4.4 and Theorem 4.11). Then we move on to the discussion of the firing map and its displacement for LIF models driven by almost periodic functions. Among other things, we show that the LIF model with a Stepanov almost periodic input has a uniformly almost periodic displacement map (see Theorem 4.18) . We also show that there are LIF models driven by µ-almost periodic functions with (uniformly continuous) displacement maps which fail to be µ-almost periodic (see Example 4.22) . In Section 5 an application of the above-mentioned results to the qualitative theory of almost periodic functions is indicated. Section 6 contains a result on the existence and uniqueness of the firing rate for LIF models (see Theorem 6.14 below), which generalizes analogous result for PI models from [7] and [27] . Let us add that, although it seems that the transition from σ = 0 to σ ≥ 0 should be straightforward, it is not and the proof of Theorem 6.14 is based on the result concerning the dynamics of mappings of the real line with almost periodic displacements established by J. Kwapisz in [24] . We end the main part of the paper with Section 7 dealing with the approximation of Stepanov almost periodic functions with Haar wavelets. In the Appendix we return to the mean value of (uniformly) almost periodic functions and present some remarks on its relationship with the antiderivative of such functions. Therefore, apart from our interest in integrate-and-fire models, this work provides a few contributions to the theory of almost periodic functions.
Limit-periodic and almost periodic functions
In this section we fix notation and recall some basic definitions and facts concerning limit-periodic and almost periodic functions, which will be needed in the sequel.
Notation. Throughout the paper by L 0 (R) we will denote the family of all equivalence classes of real-valued Lebesgue measurable functions defined on R. Furthermore, by L p loc (R), where p ∈ [1, +∞), we will denote the family of all equivalence classes of real-valued functions defined on R which are locally Lebesgue integrable with p-th power. Very often, by abuse of notation, we will refer to elements of the families L 0 (R) and L p loc (R) as functions and we will simply write f ∈ L 0 (R) or f ∈ L p loc (R). The Lebesgue measure on R will be denoted by µ. Given a function f : R → R by f τ , where τ ∈ R, we will denote the function f τ : R → R defined by the formula f τ (t) = f (t + τ ) for t ∈ R.
At the beginning of this section let us recall the notion of a limit-periodic function. Definition 2.1. A function f : R → R is called limit-periodic (in the sense of Bohr) if it is the limit of a uniformly convergent sequence (f n ) n∈N of continuous periodic functions 3 .
Remark 2.2. Clearly, every continuous periodic function is limit-periodic. On the other hand, the function f : R → R defined by the formula
is an example of a limit-periodic function which is not periodic (cf. [5] ).
Although there are various classes of almost periodic functions known in the literature (see for example [3, 8, 10] and the references therein), in this paper we are going to deal with only three of them; namely, we are going to consider functions almost periodic in the sense of Bohr and Stepanov as well as functions almost periodic in the Lebesgue measure. Let us begin with the definition of a relatively dense set.
Definition 2.3.
A set A ⊆ R is said to be relatively dense if there exists a positive number l such that the intersection A ∩ (x, x + l) is non-empty for every x ∈ R. In this case, any number l with this property is said to characterise the relative density of the set A.
Definition 2.4. A continuous function f : R → R is called almost periodic in the sense of Bohr (or uniformly almost periodic) if for any ε > 0 the set of all ε-almost periods of f , defined as
is relatively dense.
Remark 2.5. Equivalently, Bohr almost periodic functions can be defined as uniform limits of sequences of generalized trigonometric polynomials P n (t) =
, where a j , b j ∈ R and λ j ∈ R (see [13] ). Let us also add that Bohr almost periodic functions are uniformly continuous and bounded (see [6, 13] ).
Remark 2.6. The vector space AP (R) of all uniformly almost periodic functions is a Banach space when endowed with the supremum norm · ∞ (see for example [3, 13, 14] ).
Remark 2.7. Any limit-periodic function is uniformly almost periodic. On the other hand, the class of all limit periodic functions is identical with the class of all uniformly almost periodic functions all whose Fourier exponents are rational multiples of the same number (see [6, Theorem, p. 34] ). Thus, for instance, the function f : R → R defined by the formula f (t) = cos(πt) + cos( √ 5t), t ∈ R, is an example of a Bohr almost periodic function which is not limit-periodic. Now, let us pass to the definition of an almost periodic function in the sense of Stepanov.
Let us also observe that for every r 1 , r 2 > 0 there exist a, b > 0 such that a f S
, and therefore in the sequel we will assume that r = 1.
Remark 2.9. Clearly, any uniformly almost periodic function is S p -almost periodic for every p ∈ [1, +∞). However, the continuous function f : R → R defined by the formula
is an example of a S 1 -almost periodic function which is not uniformly almost periodic (see for example [26, p. 212] is a Banach space (see [3] ). This space can also be obtained as the closure of the set of all generalized trigonometric polynomials in the Banach space {f ∈ L p loc (R) : f S [3, 6] ).
Before we recall the definition of a function almost periodic in the Lebesgue measure we need to introduce the following
Remark 2.13. Clearly, if f, g ∈ L 0 (R), then for every η > 0 we have
Definition 2.14 ( [31, 32] ). A function f ∈ L 0 (R) is said to be almost periodic in the Lebesgue measure µ (or µ-almost periodic) if for arbitrary numbers ε, η > 0 the set of all (ε, η)-almost periods of f , defined as µE{ε, η, f }:
It turns out that the set of all (ε, η)-almost periods of a µ-almost periodic function is, in a sense, 'quite big' as evidenced by the following proposition, whose proof we omit, since it is technical and follows from [32, Lemma, p. 195 Remark 2.17. It can be easily shown that every S p -almost periodic function is µ-almost periodic. On the other hand, the function f : R → R given by
is an example of a continuous (and thus locally integrable) µ-almost periodic function which is not S p -almost periodic for any p ∈ [1, +∞) (for more details see [9] ). However, if a µ-almost periodic function is (essentially) bounded, then it is S p -almost periodic for every p ∈ [1, +∞) (see [32, Theorem 7] or [35, Theorem 4.11] ).
In the sequel we will also need the notion of a D-convergence.
The function f is said to be the D-limit of the sequence (f n ) n∈N .
is the D-limit of a D-convergent sequence of µ-almost periodic functions, then f is µ-almost periodic (see [32, Theorem 6] 
In the same paper it was also shown (although not explicitly stated) that the functional    ·    is a complete F -norm on the vector space M(R) of all µ-almost periodic functions.
Mean value
In this section, we recall the concept of the mean value of an almost periodic function and we discuss its properties. Special attention is paid to the mean value of µ-almost periodic functions.
Before passing to further considerations let us recall the following The following example shows that the mean value of a continuous µ-almost periodic function may not exist.
(let us note that we could change the order of summation and integration in the above estimate, since on each interval [0, T ] only finitely many functions f n do not vanish; cf. also [18, Theorem 12.21] ). This shows that
Now we are going to provide a sufficient condition guaranteeing that the mean value of a locally integrable µ-almost periodic functions exists. However, first we need the following 
then M{f } exists and is finite, and moreover M{f } = lim N →+∞ M{f N }.
Before we proceed to the proof of Theorem 3.6, several remarks are in order.
Remark 3.7. Let us observe that if f is a µ-almost periodic function, then the truncated function f N is µ-almost periodic for every N > 0 (cf. [32, the proof of Theorem 9] and see [33, p. 172] ), and since it is also bounded, we infer that f N is S p -almost periodic for every p ∈ [1, +∞) (cf. Remark 2.17). In particular, the mean value M{f N } exists and is finite (see Remark 3.2). If, in addition, the function f is assumed to be almost everywhere non-negative, then the mapping N → M{f N } is non-decreasing and the limit lim N →+∞ M{f N } exists (we do not exclude here that the limit is equal to +∞).
Proof of Theorem 3.6. In view of the assumption, for ε = 1 and N ≥ N 0 we have
which shows that M{f } = m and ends the proof.
Remark 3.8. Let us note that if a locally integrable function f : R → R has finite mean value M{f }, then for every α ∈ R we have
It is also known that for functions almost periodic in the sense of Bohr or Stepanov (with any p ∈ [1, +∞)), the limit in (3) exists uniformly in α ∈ R (see [26, Now, we will proceed to the study of further properties of the mean value, which will be needed in the sequel.
Proposition 3.9 (cf. [27, Lemma 3.7] ). Let f ∈ S 1 (R) be almost everywhere non-negative. Then M{f } = 0 if and only if f (t) = 0 for almost all t ∈ R.
Proof. It is obvious that f ≡ 0 a.e. implies M{f } = 0. The remaining part was proved in [27] .
Clearly, if in Proposition 3.9 the function f is uniformly almost periodic, then the equality M{f } = 0 implies that f (t) = 0 for every t ∈ R.
In the case of µ-almost periodic functions we have the following Theorem 3.10. Let f : R → R be a locally integrable µ-almost periodic function which is almost everywhere non-negative. Then M{f } = 0 if and only if f (t) = 0 for almost all t ∈ R.
Proof. Since the sufficiency part is obvious, let us assume that M{f } = 0 and suppose that f does not vanish almost everywhere. Then, there exist a point u ∈ R, together with positive numbers ε, η and a Lebesgue measurable set
, f }, where ω is a number which characterizes the relative density of the set µE{
, f } (clearly, we may assume that ω > 1).
and thus
So, we have
and hence 1 2nω
This contradicts the fact that M{f } = 0.
Remark 3.11. The difference between non-negative µ-almost periodic functions and non-negative S p -almost periodic functions is the following: for S p -almost periodic functions we have M{f } = 0 or M{f } > 0, while for µ-almost periodic functions from the negation of the condition M{f } = 0 it does not follow that M{f } > 0, since the mean value may not exist.
Example 3.12. Let us note that, in general, M{f } = 0 does not imply that f (t) = 0 a.e. on R, even if f is non-negative. Let us take for instance the function f : R → R defined by the formula f (t) = e −t 2 /2 for t ∈ R. Then, for every T > 0, we have
which shows that M{f } = 0, even though f (t) > 0 for every t ∈ R.
Remark 3.13. Let us observe that the mean value M is a continuous functional on the space AP (R) or S p (R) with p ∈ [1, +∞), which means that
The next example shows, however, that, if a sequence (f n ) n∈N of µ-almost periodic functions is D-convergent to f , then it may happen that M{f n } → M{f }, even if M{f } exists and is finite.
Example 3.14. For every n ∈ N let
0 for other x ∈ R, and let us note that the functions f n are locally integrable and 1-periodic, and thus µ-almost periodic.
It is easy to show that the sequence (f n ) n∈N is D-convergent to the zero function f . However, M{f n } → M{f }, since M{f n } = 1 for n ∈ N and M{f } = 0.
Firing map and its displacement
The following section is devoted to the study of the firing map and the displacement map corresponding to the LIF model (1)- (2) . Starting in Subsection 4.1 with the discussion of some general properties of the above-mentioned maps, we then move to the investigation of the firing map and its displacement for the LIF model driven by Stepanov and µ-almost periodic functions.
4.1.
General properties of the firing map and its displacement. Since throughout the rest of the paper we will consider leaky integrate-and-fire models with a locally integrable almost periodic input, first we need to rewrite the definition of the firing map for that setting.
The firing map Φ corresponding to the system (1)- (2) is defined as
Remark 4.2. Let us observe that if by x(·; t, 0) we denote the solution of (1) originating from the point (t, 0), then, equivalently, the value of the firing map at t may be defined by the formula Φ(t) = inf{t * > t : x(t * ; t, 0) ≥ 1}. Therefore, roughly speaking, the firing map assigns to each point t ∈ R the time Φ(t) at which the trajectory of (1) originating from (t, 0) reaches the threshold. (1)- (2) driven by the locally integrable 2-periodic function f : R → R given by
It can be checked that the firing map Φ corresponding to such a model has the formula
It may happen that the firing map Φ is not well-defined for every t ∈ R, meaning that for some τ ∈ R the set appearing in the definition of Φ(τ ) is empty. However, we have the following known result which describes necessary and sufficient conditions for Φ to be well-defined for every t ∈ R; for Readers' convenience we will provide its proof, since the proof presented in [28] contains a minor gap.
The firing map Φ corresponding to the system (1)-(2) is well-defined for every t ∈ R if and only if lim sup
Before we pass to the proof of Proposition 4.4, let us observe that if the value Φ(t) is well-defined for some t ∈ R, then it has to satisfy the implicit equation
Proof of Proposition 4.4. Suppose that the condition (4) is satisfied and fix t 0 ∈ R. Then lim sup t→+∞
σu du = +∞, and hence there exists t * > t 0 such that
Now, let us assume that Φ : R → R is well-defined for every t ∈ R. In particular, by (5), for t = 0 and every n ∈ N we have
here Φ n denotes the n-th iterate of Φ and, by definition, we set Φ 0 (0) = 0. Moreover, let us observe that the increasing sequence Φ n (0) n∈N is unbounded, since otherwise we would have n ≤ a 0 |f (u) − σ|e σu du < +∞ for n ∈ N and some a ∈ (0, +∞) which is independent of n, and a contradiction with the local integrability of f would follow. Thus lim n→∞ Φ n (0) = +∞ and lim n→∞
σu du = +∞, which proves the claim. (1)- (2) is well-defined on R if and only if for some t ∈ R all the iterates Φ n (t) are well-defined.
From Proposition 4.4 we get the following corollary, which in the case of the PI model was stated in [27] . . If M{f } > σ, then the firing map Φ corresponding to the LIF model (1)- (2) is well-defined for every t ∈ R.
Proof. For simplicity, let us set
It is easy to see that
indeed, it suffices to change the order of integration in the second integral on the right-hand side of (6).
Now, we will show that for every n ∈ N there exists t n ≥ n such that N (t n ) > n. Suppose on the contrary that there is some n such that
Let g(t) := e σt t 0 f (u) − σ du. Then (7) can be equivalently rewritten as
Applying Gronwall's inequality (see, for example, [4, Corollary 1.4]), we infer that
for t ≥ n. 4 We do not exclude the case when the mean value M{f } is infinite.
Therefore,
Passing to the limit in (8) with t → +∞, yields M{f } − σ ≤ 0. This, however, leads to a contradiction.
This shows that for every n ∈ N there exists t n ≥ n such that N (t n ) > n, and thus lim sup
To end the proof it suffices now to apply Proposition 4.4.
Remark 4.7. Let us note that the firing map Φ corresponding to the system (1)-(2) may be not well-defined for every t ∈ R even if the function f ∈ L 1 loc (R) is such that f − σ > 0 a.e. on R; to see this it suffices to consider the function f : R → R given by f (t) = σ + e −(σ+1)t . However, it should be observed that if f ∈ L 1 loc (R) is such that f (t) − σ ≥ 0 for a.e. t ∈ R and Φ(t 0 ) is defined for some t 0 ∈ R, then Φ(t) is defined for every t ≤ t 0 . For functions f such that the difference f − σ is negative on some set of positive Lebesgue measure, the above claim may not hold; to see this it suffices to consider the PI model and the function f : R → R given by f (t) = sin t for t ∈ R, since then we have Φ(2π) = 3π, but
, which shows that Φ(
) is not well-defined.
In our further considerations we will also need the following simple result on the monotonicity of the firing map (for a similar result for the PI model see [27] ).
is such that f (t) − σ > 0 for a.e. t ∈ R and suppose that Φ(t 0 ) is defined for some t 0 ∈ R, where Φ is the firing map corresponding to the LIF model (1)- (2) . Then Φ(s) is well-defined for every s < t 0 and Φ(s) < Φ(t 0 ).
Proof. First, let us note that in view of Remark 4.7 Φ(s) is defined for every s < t 0 . Now, on the contrary, let us suppose that Φ(t 0 ) ≤ Φ(s). Then
This leads to a contradiction. Therefore, Φ(t 0 ) > Φ(s).
Remark 4.9. Similar result to Lemma 4.8 holds also in the case when f (t) − σ ≥ 0 for a.e. t ∈ R. Then, in the claim one needs to replace the strict inequality Φ(s) < Φ(t 0 ) with Φ(s) ≤ Φ(t 0 ).
Since it will be easier to formulate our next result in terms of the displacement map, we proceed now with the following Clearly, the displacement map is well-defined only for those t's for which the value Φ(t) is welldefined. Then of course Ψ(t) ≥ 0, since Φ(t) ≥ t by definition. Roughly speaking, the value Ψ(t) says how long we have to wait for the next firing if the previous firing was at time t.
Our next result describes sufficient conditions for the displacement map to be uniformly continuous. 
Then the displacement map Ψ : R → R corresponding to the LIF model (1)- (2) is bounded and uniformly continuous. Moreover, inf t∈R Ψ(t) > 0.
Proof. First, let us note that in view of the assumption (ii) and Proposition 4.4 the firing map Φ and the displacement map Ψ are well-defined for every t ∈ R.
The boundedness of the displacement map Ψ follows from the following estimate
Now, we are going to prove that Ψ is uniformly continuous. We start with observing that, in view of the assumption (i), for every t ∈ R the integral t+1/ς t f (u)du can be estimated from above by a constant independent of t. Indeed, there exists δ 0 > 0 such that
and so, if k ∈ N is the smallest number such that 1/ς ≤ kδ 0 , then
Now, for a given ε > 0 choose δ > 0 such that
Take arbitrary points t, τ ∈ R such that |t − τ | ≤ δ. Without loss of generality, we may assume that t ≤ τ . Then Φ(t) ≤ Φ(τ ) and
Our aim is to estimate the above integrals. For the sake of simplicity let us denote them (starting from the left) by I 1 , I 2 and I 3 . Then
and
For the integral I 3 we have
, taking into account all the above estimates, we get
This shows that the firing map Φ is uniformly continuous. Then, of course, the displacement map Ψ is also uniformly continuous.
Finally, we will show that inf t∈R Ψ(t) > 0. Let us observe that
and therefore
Moreover, in view of the assumption (i), there is δ > 0 such that
If inf t∈R Ψ(t) = 0, then there would exist a real number t 0 such that Ψ(t 0 ) ≤ δ. So we would have
which, clearly, is impossible. This shows that inf t∈R Ψ(t) > 0.
Let us add that the continuity of the firing map for the PI and LIF models with locally integrable forcing term was investigated, for example, in [27] and [28] , respectively. In particular, in [28] the following result was established (here we added the missing assumption that the firing map Φ is well-defined) (2) is defined for every t ∈ R. If f (t) − σ > 0 for a.e. t ∈ R, then the firing map is continuous on R.
Remark 4.13. Let us note that in Proposition 4.12 the assumption that f (t) − σ > 0 for a.e. t ∈ R cannot be replaced (even if f is periodic) with a weaker condition: f (t) − σ > 0 for t belonging to a set of positive Lebesgue measure. To see this it suffices to consider the PI model driven by the locally integrable 2-periodic function f : R → R given by f (t) = 1 for t ∈ [2k, 2k + 1], k ∈ Z, 0 otherwise, since then Φ(0) = 1, but lim t→0 + Φ(t) = 2 (see also Example 4.3).
4.2.
Firing map and its displacement for LIF models with (almost) periodic input. In this subsection we investigate the properties of the firing map and its displacement for the LIF models driven by (almost) periodic functions. Special attention is paid to µ-almost periodic inputs and the (somewhat unexpected) behaviour of such models.
We start with the following Proposition 4.14. Let us assume that f ∈ L 1 loc (R) is µ-almost periodic and such that f (t) − σ ≥ 0 for a.e. t ∈ R. The firing map Φ corresponding to the LIF model (1)- (2) is well-defined for every t ∈ R if and only if there exists a Lebesgue measurable set A ⊆ R with µ(A) > 0 such that f (t) − σ > 0 for a.e. t ∈ A.
Proof. The proof of necessity is obvious, so let us proceed to the sufficiency part. From the assumptions it follows that there exist a point u ∈ R, together with two positive numbers ε, η and a set B ⊆ A ∩ [u, u + 1] with µ(B) = ε such that f (t) − σ ≥ η for a.e. t ∈ B. Reasoning analogous to that in the proof of Theorem 3.10 leads to the following estimate
where the number ω characterizes the relative density of the set µE{
, f − σ}. Thus, we get lim sup
This, in view of Proposition 4.4, implies that the firing map Φ is well-defined for every t ∈ R.
Remark 4.15. Let us note that Proposition 4.14 extends Proposition 3 from [27] to LIF models and µ-almost periodic forcing terms, since for a S 1 -almost periodic function such that f − σ ≥ 0 a.e. on R, the existence of a set A with the requested properties is equivalent with the condition: M{f } > σ.
Moreover, let us also add that Proposition 4.14 does not follow from Corollary 4.6, since for µ-almost periodic functions the mean value may not exist (cf. Example 3.3). Now, let us recall a well-known result concerning the periodically driven models; the idea behind this results can be traced to the paper of J. P. Keener, F. C. Hoppensteadt and J. Rinzel (see [22] ), although no rigorous formulation (i.e. similar to the following one) can be found there. (2) is well-defined for every t ∈ R. Then Φ(t + ω) = Φ(t) + ω for t ∈ R, and thus the displacement map of Φ is ω-periodic.
Proof. The proof follows easily from the properties of definite integrals of periodic functions and the fact that ω + inf A = inf(ω + A) for non-empty sets A ⊆ R.
As observed in the above proposition, periodically driven LIF models have periodic displacement maps (which, in particular, allows to view Φ as a lift of a degree one circle map, and therefore to explore its dynamics and the properties of the spike trains by tools of circle maps theory; see e.g. [16, 22, 28, 30] ). Therefore, a natural question arises whether for an almost periodic input f the corresponding firing map has always almost periodic displacement.
Before we address this question, let us, firstly, consider the case of a limit-periodic forcing term.
Theorem 4.17. Let f : R → R be a limit-periodic function. Moreover, assume that there exists ς > 0 such that f (t) − σ > ς for t ∈ R. Then the firing map corresponding to the LIF model (1)- (2) has limit-periodic displacement.
Proof. Since f is limit-periodic, there exists a sequence (f n ) n∈N of continuous periodic functions uniformly convergent to f on R. Clearly, we may assume that f n (t) − σ > ς for all t ∈ R and n ∈ N.
By Proposition 4.4 the firing maps Φ and Φ n (and their displacements Ψ and Ψ n ), which correspond to the LIF model (1)- (2) driven by f and f n , respectively, are well-defined for every t ∈ R. Moreover, in view of Theorem 4.11 (or Proposition 4.12) and Proposition 4.16, we infer that the displacement maps Ψ n are continuous and periodic.
Let us also observe that in order to show that the displacement map Ψ is limit-periodic, it suffices to show that the sequence (Φ n ) n∈N is uniformly convergent to Φ on R, since sup t∈R |Ψ(t) − Ψ n (t)| = sup t∈R |Φ(t) − Φ n (t)|.
2 ε for all n ≥ N. Let n ≥ N and fix t ∈ R. Suppose that Φ n (t) > Φ(t). We calculate that
the last inequality in the above chain of inequalities follows from the fact that Φ(t) − t ≤ 1/ς for t ∈ R (cf. the proof of Theorem 4.11). Simultaneously,
Therefore, |Φ n (t) − Φ(t)| ≤ ε for all n ≥ N. When Φ(t) > Φ n (t) we arrive at the same conclusion. As a result, Φ is the uniform limit of (Φ n ) n∈N . This ends the proof. Now we will pass to the case of an almost periodic input.
Theorem 4.18. Let f : R → R be a S 1 -almost periodic function. Moreover, assume that there exists ς > 0 such that f (t) − σ > ς for a.e. t ∈ R. Then the firing map Φ corresponding to the LIF model (1)-(2) has uniformly almost periodic displacement Ψ.
Remark 4.19. Let us note that in the above result we can also assume that f is S p -almost periodic for some p ∈ [1, +∞) or even uniformly almost periodic, since AP (R) ⊆ S p (R) ⊆ S 1 (R) (see Remark 2.9 and Remark 2.12).
Proof of Theorem 4.18. Clearly, the firing map Φ and the displacement map Ψ are defined for every t ∈ R. Furthermore, the maps Φ and Ψ are continuous in view of Proposition 4.12.
Without loss of generality we may assume that ς < 1. Given ε > 0 let τ ∈ S 1 E{
. Now, fix t ∈ R and suppose that min{Φ(t), Φ(t + τ ) − τ } = Φ(t). From the definition of the firing map the following equality can be easily derived:
Since τ ∈ S 1 E{
, f }, elementary calculations show that
where k ∈ N is the smallest integer such that Φ(t) ≤ t + k. Furthermore, since f (u) − σ > ς for a.e. u ∈ R, we infer that
Let us note that Φ(u) − u ≤ 1/ς for any u ∈ R, and thus k ≤ (1/ς + 1). So by (9)- (11) and the above observation, we get
The case min{Φ(t),
for every t ∈ R, which means that the set E{ε, Ψ} is relatively dense as it contains the relatively dense set S 1 E{
, f }. This, in turn, shows that Ψ is uniformly almost periodic and ends the proof.
Since a uniformly almost periodic function is uniformly continuous we have the following Corollary 4.20. Let f : R → R be a S 1 -almost periodic function. Moreover, assume that there exists ς > 0 such that f (t) − σ > ς for a.e. t ∈ R. Then the firing map Φ corresponding to the LIF model (1)-(2) and its displacement Ψ are uniformly continuous.
Remark 4.21. Corollary 4.20 is also a consequence of Theorem 4.11, since it can be shown that every almost everywhere non-negative S 1 -almost periodic function satisfies the condition (i) of Theorem 4.11 (for more details see [9, 31] ; cf. also Theorem 5.1 below). Now, we move to the investigation of the firing map and its displacement for LIF models driven by a locally integrable µ-almost periodic functions. We begin with an example showing that in the 'µ-almost periodic setting' it may happen that the displacement map, although uniformly continuous and bounded, fails to be almost periodic in any sense considered in this paper. This somewhat unexpected phenomenon has interesting consequences, since, for example, it allows to establish some results in the theory of almost periodicity (for more details see Section 5 below). Furthermore, for the sake of simplicity, let us put
Note that for a given n ∈ N and z ∈ A n we have B n,k (z)∩B n,l (z) = ∅ for distinct k, l ∈ {0, . . . , 2 n−1 − 1}, and moreover B n,k (z) ⊆ (z, z + 1) for k ∈ {0, . . . , 2 n−1 − 1}. Observe also that the sets C n are pairwise disjoint. Now, let us define the locally integrable functions f n : R → R by the formulas:
and let us note that for each n ∈ N the function f n is 2 n -periodic, since x ∈ C n if and only if x ± 2 n ∈ C n .
We shall show that the locally integrable function f : R → R given by
is µ-almost periodic. In fact, we are going to show that f is the D-limit of the sequence (g k ) k∈N of locally integrable periodic functions, where
Fix ε > 0 and η ∈ (0, 1), and choose N ∈ N such that 2 −(N +1) < ε. Then, for every k ≥ N and every z ∈ Z \ {0}, we have
view of Remark 2.13, we obtain that D(η; f, g k ) ≤ 2ε for k ≥ N. This proves that the sequence (g k ) k∈N is D-convergent to f , and thus the function f is µ-almost periodic (see Remark 2.19). Now, we would like to show that the displacement map Ψ corresponding to the PI model driven by the function f is uniformly continuous and bounded. To this end we are going to apply Theorem 4.11. Since the assumption (ii) of Theorem 4.11 is satisfied with ς = 1, it suffices to show that f satisfies the assumption (i). We claim that
First, observe that given any u ∈ R and m ∈ N, there exist z ∈ Z and k ∈ {0, . . . , 2 m−1 − 1} such that
and therefore to obtain (14) it suffices to estimate the integral of the function f on every interval of the form
where z ∈ Z and k ∈ {0, . . . , 2 m−1 − 1}.
Let us consider the following five cases.
Case 2: If z ∈ A n for some n ∈ N and n > m, then there exists l ∈ {0, . . . , 2 n−1 − 2 n−m } such that
Case 3: If z ∈ A n for some n ∈ N and n = m, then
Case 4: Suppose that z ∈ A n for some n ∈ N and n < m ≤ 2n. Then, it is easy to show that there exists exactly one number l ∈ {0, . . . , 2 n−1 − 1} such that
Case 5: Suppose that z ∈ A n for some n ∈ N and 2n < m. Then
Summarizing, in each case, we have
, which in connection with (15) proves (14) . This, in turn, implies that the function f satisfies the assumption (i) of Theorem 4.11, and therefore the displacement map Ψ corresponding to the PI model driven by the function f is bounded and uniformly continuous.
Moreover, for n ∈ N and z ∈ Z put B n (z) = (z + 1 − 1 n+1
, z + 1), and for each fixed n ∈ N let us define the locally integrable 2 n -periodic function f n : R → R by the following formula
Similarly to Example 4.22, it can be shown that the locally integrable function f : R → R, given by
is µ-almost periodic as the D-limit of a sequence of periodic functions. Let us note that f is well-defined, since z∈An B n (z) ∩ w∈Am B m (w) = ∅ if n = m. It is easy to see that the function f is not S 1 -bounded, and hence it cannot be S 1 -almost periodic (cf. Remark 2.11).
Our aim is now to show that the displacement map Ψ corresponding to the PI model driven by the µ-almost periodic function f , which clearly is well-defined for every t ∈ R and Lebesgue measurable, is also µ-almost periodic. In fact, we are going to show that for a given m ∈ {2, 3, . . .} we have
which would imply that 2
, Ψ} (cf. Remark 2.13). In particular, this would mean that for every ε, η > 0 the set µE{ε, η, Ψ} is relatively dense.
Observe also that in order to prove (17) with fixed m ≥ 2 and w ∈ Z, it suffices to show that for every z ∈ Z we have |Ψ(t + 2 m w) − Ψ(t)| ≤ 1 m + 1 ,
), (18) since then
So let us fix m ∈ {2, 3, . . .} and w ∈ Z, and take arbitrary z ∈ Z. By (16) there exists exactly one n ∈ N such that the integer z belongs to A n .
Case 1: Suppose that n ≤ m. Then, because 2 n |2 m , we infer that f (t + 2 m w) = f (t) for every t ∈ [z, z + ]. Moreover, in view of the fact that
we get Φ(t) ≤ Φ(z + 1) ≤ z + for every t ∈ [z, z + 1]. Hence,
which proves that Φ(t+ 2 m w) = Φ(t) + 2 m w for t ∈ [z, z + 1]. This, in turn, shows that the condition in (18) is satisfied if z ∈ A n with n ≤ m. . This proves that in the considered case the condition (18) is satisfied.
Therefore, the displacement map Ψ is µ-almost periodic, and since Ψ is bounded (cf. the proof of Theorem 4.11), by Remark 2.17, we see that Ψ is S p -almost periodic for every p ∈ [1, +∞).
Finally, we are going to show that the function Ψ is not uniformly continuous, and hence it cannot be uniformly almost periodic. If z ∈ A n , then Φ(z + 1 − (cf. the formulas (19) and (20)), and thus
which clearly shows that Ψ is not uniformly continuous.
Remark 4.24. Let us add that the characterization of those locally integrable µ-almost periodic inputs for which the LIF model (1)- (2) has µ-almost periodic (or S p -almost periodic) displacement map is still open.
We end this section with a continuity result for displacement maps corresponding to LIF models driven by S 1 -almost periodic functions.
For simplicity, let us put C = {f ∈ S 1 (R) : there exists a f > 0 such that f (t) − σ > a f for a.e. t ∈ R}, and let us observe that C is a convex set. Clearly, C is a metric space with the metric induced by the S 1 -norm.
Theorem 4.25. The mapping T : C → AP (R), which to every S 1 -almost periodic function f ∈ C assigns the displacement Ψ of the firing map Φ corresponding to the LIF model (1)-(2) driven by f , is continuous.
which shows that Φ(t) ≤ Φ(t) + ε.
Summing up, we have shown that for a given t ∈ R we have |Φ(t)− Φ(t)| ≤ ε. However, let us observe that the chosen δ does not depend on t, and therefore, we may conclude that sup t∈R |Φ(t)− Φ(t)| ≤ ε.
To end the proof it suffices to note that sup t∈R |Φ(t) − Φ(t)| = sup t∈R |Ψ(t) − Ψ(t)|, where Ψ and Ψ denote the displacements of the firing maps Φ and Φ, respectively.
Applications to the theory of almost periodicity
In this very short section we give an example of an application of the results established in Section 4.2 to the theory of almost periodic functions.
Let us recall the following characterization of S 1 -almost periodic functions.
Theorem 5.1 (see [9, 31] To the best of our knowledge, so far it has not been known whether the condition (22) 
which is not S 1 -almost periodic.
Proof. Let us consider the locally integrable µ-almost periodic function f : R → R defined in Example 4.22. It was shown that f satisfies the condition (23) . If f were S 1 -almost periodic, then due to Theorem 4.18, the displacement map Ψ corresponding to the PI model driven by the function f would be uniformly almost periodic. However, it was shown in Example 4.22 that Ψ is not µ-almost periodic, and hence it cannot be uniformly almost periodic. The obtained contradiction proves our claim.
Firing rate for the LIF model
The following section is devoted to the study of the firing rate for the LIF model. We start with the following Definition 6.1. Let t ∈ R. The limit Fr(t) = lim n→∞ n Φ n (t) (whenever it exists) is called the firing rate of the LIF model (1)- (2); here Φ n denotes the n-th iterate of the firing map corresponding to the LIF model. Remark 6.2. Let us note that in the definition of the firing rate Fr(t) we implicitly assume that all the iterates Φ n (t) are well-defined. In particular, this means that the firing map Φ must be well-defined for every t ∈ R (cf. Remark 4.5).
Before we proceed further, let us recall a result on the existence of the firing rate for the PI model. is such that the firing map Φ corresponding to the PI model is well-defined for every t ∈ R. If M{f } exists, then for every t ∈ R the firing rate Fr(t) for the PI model also exists, and moreover
Let us consider a simple example illustrating Theorem 6.3.
Example 6.4. Let f : R → R be a uniformly almost periodic function given by the formula f (t) = 2 + cos(t) + cos( √ 2t). Then the firing rate for the PI model driven by the function f equals
In some situations the existence of the firing rate implies also the existence of the mean value.
Proposition 6.5. Suppose that σ = 0 and that f ∈ L 1 loc (R) is such that f (t) ≥ 0 for a.e. t ∈ R. If for some s ∈ R the firing rate Fr(s) for the PI model exists
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, then also the mean value M{f } exists, and moreover M{f } = Fr(s).
Proof. First, let us observe that (Φ n (s)) n∈N is an increasing sequence such that lim n→∞ Φ n (s) = +∞ (cf. the proof of Proposition 4.4). In particular, Fr(s) ≥ 0.
Suppose that Fr(s) is finite. Given ε > 0 let k 0 ∈ N be such that for all k ≥ k 0 we have
From Theorem 6.3 and Proposition 6.5 we get the following Corollary 6.6. Suppose that σ = 0 and that f ∈ L 1 loc (R) is such that f (t) ≥ 0 for a.e. t ∈ R. If for some s ∈ R the firing rate Fr(s) exists, then the mean value M{f } and the firing rates Fr(t), t ∈ R, exist, and moreover Fr(t) = M{f } ∈ [0, +∞] for t ∈ R. Corollary 6.6 can be viewed as a result on the invariance of the firing rate closely related with the following known
If the firing rate Fr(t) for the LIF model (1)-(2) exists for some t ∈ R, then it exists for every s ∈ R and Fr(s) = Fr(t).
Remark 6.8. Let us add that the fact that the firing rate for integrate-and-fire models with righthand side of the form F (x, t), if exists, does not depend on the initial point was observed in [7] . The function F was assumed to be sufficiently regular so that the corresponding differential equation had a unique solution starting from any initial condition and had to be either decreasing in x for all t, or satisfy the condition: F (0, t) > 0 for every t ∈ R. However, no general conditions on F (apart from the very simple ones corresponding to PI models) guaranteeing the existence of the firing rate were given. Now, we would like to find a result similar to Theorem 6.3 in the 'LIF setting'. To this end, let us recall a few facts from the rotation theory.
Definition 6.9. The rotation number of t ∈ R with respect to f : R → R is defined as the limiting average displacement
provided the limit exists.
Remark 6.10. In the theory of integrate-and-fire models the rotation number of a point t ∈ R with respect to the firing map Φ is called the average interspike interval.
Definition 6.11. The pointwise rotation set of f : R → R is defined as
Theorem 6.12 (cf. [24, Theorem 1 and Theorem 2]). Suppose that a non-decreasing function f : R → R admits a decomposition f (t) = t + g(t), where g : R → R is uniformly is almost periodic and inf t∈R g(t) > 0. Then ̺ p (f ) = {r} for some r ∈ R.
Remark 6.13. Let us add that J. Kwapisz in [24] gave a thorough description of rotation sets and rotation numbers for functions with uniformly almost periodic displacements. Now, we can move to the main result of this subsection.
Theorem 6.14. Let f : R → R be a S 1 -almost periodic function and assume that there exists ς > 0 such that f (t) − σ > ς for a.e. t ∈ R. Then for every t ∈ R the firing rate for the LIF model (1)-(2) driven by f exists, and moreover Fr(t) = Fr(0) ∈ (0, +∞) for t ∈ R.
Proof. Since f is a S 1 -almost periodic function and f (t) − σ > ς > 0 a.e. on R, the displacement map Ψ corresponding to the LIF model driven by f is uniformly almost periodic (see Theorem 4.18).
Moreover, in view of Lemma 4.8 and Theorem 4.11 (cf. also Remark 4.21), the firing map Φ satisfies the assumptions of Theorem 6.12, and so there is a number r ∈ R such that ̺ p (Φ) = {r}, that is,
Now, we will show that r > 0. For every n ∈ N we have
where ψ := inf t∈R Ψ(t) > 0 and Φ 0 (t) := t, and thus r ≥ ψ > 0. This shows that the firing rate Fr(t), which in this case is the multiplicative inverse of the rotation number ̺(Φ, t) exists and is positive. To end the proof it suffices to apply Proposition 6.7. The question whether for LIF models the firing rate can be expressed in terms of the mean value of the drive (as it is for PI models) still remains open. The following example shows, however, that if such an expression exists it must depend not only on the mean value of the input. We are going to define two S 1 -almost periodic functions with the same mean value which give rise to LIF models with different firing rates.
Example 6.16. Let us consider two locally integrable periodic (and thus S 1 -almost periodic) functions f, g : R → R given by f (t) = 2 for t ∈ k ln 3, k ln 3 + ln 2 , k ∈ Z, 3 for t ∈ k ln 3 + ln 2, (k + 1) ln 3 , k ∈ Z and g(t) = 3 − log 3 2.
It is easy to see that M{f } = M{g} = 3 − log 3 2.
Now, we will show that the firing rates Fr f and Fr g for the LIF model (1)-(2) with σ = 1 driven by f and g, respectively, are different. First. let us note that, in view of Theorem 6.14, the firing rates Fr f (t) and Fr g (t) exist for every t ∈ R and Fr f (t) = Fr f (0), Fr g (t) = Fr g (0).
By Φ f and Φ g let us denote the firing maps corresponding to the inputs f and g. Since Φ f (0) = ln 2, Φ Finally, it suffices to note that Fr f (0) = Fr g (0).
At the end of this section, let us point out that establishing the existence and uniqueness of the firing rate is an important issue, since it allows to qualitatively characterise the spike train of a given model via the average frequency of firing, independently of the initial condition. This result for the LIF model in both cases of (locally integrable) periodic and Stepanov almost periodic drive was achieved by studying the displacement map Ψ and showing that it is periodic or, correspondingly, uniformly almost periodic. In the situation of a sufficiently regular periodic forcing (see [28] ), periodic displacement allowed to project the firing map onto the circle and view it as a lift of the orientation-preserving circle homeomorphism, for which the existence and uniqueness of the rotation number follows immediately from the classical Poincaré rotation theory. However, in the almost periodic case we needed to rely on the much more recent results of [24] on the maps of the real line with almost periodic displacements. Investigating the dynamics of such maps, which would lead to more detailed description of the corresponding spike trains, is also much more challenging. However, asserting the almost periodicity of the displacement map Ψ opens up the possibility of using some results on different almost periodic structures (see e.g. [2] ).
Approximation of S
p -almost periodic functions by Haar wavelets
As we have seen in Section 4, giving an exact arithmetic formula for the firing map Φ is in general not an easy task. However, it is much easier to obtain the formula for Φ, when the forcing term f is a piece-wise constant function (see Example 4.3). Thus, in the case of almost periodic inputs, it seems that it would be better if we could use Haar series rather than Fourier series to approximate such functions.
Our aim in this section is to provide the answer to the following question: Is it possible to approximate Stepanov almost periodic functions by Haar wavelets with any desired accuracy in the appropriate almost periodic norm?
Before we proceed further, let us recall some facts from the wavelet theory. ,1) (t), where χ A denotes the characteristic function of the set A ⊆ R.
To simplify the notation for k ∈ Z and j = 2 m + r, where m is a non-negative integer and r = 1, 2, . . . , 2 m , let h k,1 (t) = χ [k,k+1) (t) and h k,j (t) = 2 1 2 m h 2 m (t − k) − r + 1 .
The collection {h k,j : k ∈ Z, j ∈ N} is called the Haar system. Since h k,j ∈ L q (R) for every 1 ≤ q ≤ +∞ and supp h k,j ⊆ [k, k + 1], given a S p -almost periodic function f : R → R (where 1 ≤ p < +∞), we can define the Haar-Fourier coefficients a k,j := R f (u)h k,j (u)du.
Let us also define the projection operators P n , n ∈ N, on S p (R) by (P n f )(t) = +∞ k=−∞ n j=1 a k,j h k,j (t) for t ∈ R.
Observe that for each t ∈ R only finitely many values h k,j (t) are non-zero, and so the sum in (25) is in fact finite, which means that the projections P n f are well-defined on R. Moreover, it should be clear that P n f ∈ L p loc (R). For a thorough treatment of the wavelet theory we refer the Reader to [40, 41] . Now, let us pass to the main part of this section. We begin with the following simple the function h j : R → R defined as
