The region-based association analysis has been proposed to capture the collective behavior of sets of variants by testing the association of each set instead of individual variants with the disease. Such an analysis typically involves a list of unphased multiple-locus genotypes with potentially sparse frequencies in cases and controls. To tackle the problem of the sparse distribution, a two-stage approach was proposed in literature: In the first stage, haplotypes are computationally inferred from genotypes, followed by a haplotype co-classification. In the second stage, the association analysis is performed on the inferred haplotype groups. If a haplotype is unevenly distributed between the case and control samples, this haplotype is labeled as a risk haplotype. Unfortunately, the in-silico reconstruction of haplotypes might produce a proportion of false haplotypes which hamper the detection of rare but true haplotypes. Here, to address the issue, we propose an alternative approach: In Stage 1, we cluster genotypes instead of inferred haplotypes and estimate the risk genotypes based on a finite mixture model. In Stage 2, we infer risk haplotypes from risk genotypes inferred from the previous stage. To estimate the finite mixture model, we propose an EM algorithm with a novel data partition-based initialization.
Introduction
The advanced genotyping technology has made it possible to conduct genome-wide association studies (GWAS) on complex diseases in recent years (Hindorff et al., 2009; Stranger et al., 2011) .
Genome-wide association studies systematically analyze genetic variation across the genome by its effects on phenotypic traits. The early landmark study using these technologies was the Wellcome Trust Case Control Consortium (WTCCC), which reported genetic association results for over 500,000 single nucleotide polymorphisms (SNPs) in seven disease sample sets of 2000 individuals each and 3000 control individuals (WTCCC, 2007) . Most of these studies were based on the socalled common-disease-common-variant hypothesis that the variants being sought are common to many individuals with the disease. To date, these studies have identified hundreds of signposts associated with disease. But the search for causative variants derived from them has been remarkably less successful, with only a handful of causative variants discovered in follow-up sequencing studies.
The so-called winner's curse, where the detected effect is likely stronger in the GWAS sample than in the general population, is one of factors underpinning this phenomenon (Zöllner and Pritchard, 2007; Zhong and Prentice, 2008) . On the other hand, many of the variants found have had only a weak effect on the risk of disease and therefore explained only a small proportion of the risk. Moreover, the signals in these studies might not always be pointing to a few common genetic variants but instead to many rare variants, each of which causes relatively few cases (Robinson, 2010; Li et al., 2010) . The rapid increase in the number and the volume of GWAS provides an unprecedented opportunity to examine effects of rare variants on disease susceptibility. This also gives rise to a challenging problem of search for multiple variant sets in a high-dimensional genotype space. A popular strategy, suggested by the block-like structure of the human genome, is to segment each chromosome into a list of genetically meaningful regions. The multilocus haplotype, the ordered allele sequences on a chromosome, provides a unit of analysis for capturing linear and non-linear correlations among variants (Schaid et al., 2002; Zhang et al., 2003; van Greevenbroek et al., 2008; Li et al., 2011) . In general, if a particular haplotype of a pre-specified group of SNPs is unevenly distributed between the case and control samples, this haplotype is highlighted as a risk haplotype.
Identifying risk haplotypes is an important but hard task in genetics, because haplotypes are often unknown and sparsely distributed. In practice, what we can observe are genotypes not haplotypes.
As each genotype is made up by two unknown haplotypes, the underlying haplotypes have to be inferred. Direct, laboratory-based haplotyping to infer the unknown phase are expensive ways to obtain haplotypes. So, people prefer to infer haplotypes from observed genotypes by using the computational software such as PHASE (Stephens et al., 2001; Scheet et al., 2006) . Many existing procedures suffers from the problem caused by sparsely distributed genotypes, where the resulting haplotype can also be sparsely distributed. To deal with the haplotype distribution sparsity, a number of haplotype clustering methods have been developed in literature (Molitor et al., 2003; Tzeng et al., 2006; Browning and Browning, 2007; Zhu et al., 2010 , and references therein). However, computational inferred haplotypes may contain both true and false haplotypes, resulting in a high false discovery rate of risk haplotypes. This paper aims to improve over PHASE to achieve a more precise classification of haplotypes and subsequently improve the power of identifying risk haplotypes.
We first propose a finite mixture model for directly clustering genotypes on the basis of their prospective frequencies. The main advantage of the proposed model over the other existing methods is that it can reduce haplotyping-error effects on grouping rare haplotypes. Moreover, using the estimated prospective frequencies derived from a retrospective study to estimate genotype (and haplotype) disease odds ratio is known to be asymptotically consistent even though the prospective frequency estimators may not be (Prentice and Pyke, 1979) . The rationale behind the proposal is as follows. We assume that haplotypes of a specific chromosome segment can be classified as risk or non-risk (neutral and protective) and that the corresponding genotypes can be grouped into three categories ν = 0, 1, 2, where in category ν, the genotypes contain ν risk haplotypes. Given the total number of individuals with genotype j and risk category ν, we further split the number into the accounts of individuals with disease or without disease. This gives rise to the genotype frequency contingency table, where rows stand for the disease status (case or control) and columns for genotypes. We can directly assess whether two genotypes belong to the same group by their column similarity in the table. Formally, given its risk category, we regard each genotype account in cases as a random variable following a binomial distribution. Then, integrating over its risk category, each genotype account in cases can be viewed as a random variable following a threecomponent binomial mixture model. So, we fit each column in the above contingency table by a binomial distribution with the disease-penetrance as the success probability and infer the grouping of these columns through use of three-component binomial mixtures. The fitted mixture model is then utilized to decide whether or not a specific genotype belong to a risk group. Consequently, the number of potential risk genotypes to be examined further is substantially reduced. This helps us reduce the error of identifying risk haplotypes in the haplotype thresholding stage.
We employ the expectation-maximization (EM) algorithm to calculate the maximum likelihood estimator for the proposed mixture model. The EM algorithm can guarantee monotone convergence to a local maximum. On the other hand, it needs to choose initial values in order to reach a local maximum which is close to the global maximum. The existing methods for initialization include: multiple random initializations, initially grouping the data and among others (Karlis and Xekalaki,2003) . In this paper, we propose a new initialization procedure by grouping the estimated genotype frequencies. We conduct simulation studies on the proposed method in both prospective and retrospective design settings, showing that our method can outperform the approach of Zhu et al. (2010) in most cases. We also apply both the proposed method and the method of Zhu et al. (2010) to the Coronary Artery Disease (CAD) and Hypertension (HT) data in the Wellcome Trust Case Control Consortium (WTCCC), identifying potential risk haplotypes for each pre-specified chromosomal region.
The rest of the paper is organized as follows. The proposed methodology is introduced in Section 2. The simulation studies and real data applications are presented in Sections 3 and 4.
Discussions and conclusion are made in Section 5. The details on the haplotype reconstruction software PHASE and the EM algorithm can be found in the Appendices.
Methodology
Consider a case-control sample with N 0 controls and N 1 cases, typed at m SNP markers in a candidate region, yielding unphased genotype set G. Suppose that G contains distinct genotypes G j , 1 ≤ j ≤ J * with counts N 0j , N 1j in controls and cases respectively. To tackle the issue of extremely rare genotypes, we first collapsed these genotypes by defining the set
where we say that G j is extremely rare if its prospective frequency is less than 0.1%. A pilot simulation indicates that the collapsing of extremely rare genotypes can improve the accuracy of genotype co-classification (the data are not shown here). By the term "extremely rare genotype", we imitate the similar concept in the literature (e.g., Panoutsopoulou et al., 2013) , where an allele is called rare if its frequency is less than 1%. With a slight abuse of notation, we still denote these non-extreme genotypes as G 1 , ..., G J−1 with accounts N 0j , N 1j , 1 ≤ j ≤ J − 1, and the set G c by G J with the collapsed account N 0J and N 1J in controls and cases respectively. We write
Let H 2 denote all haplotype pairs reconstructed from G by using the software PHASE (Stephens et al., 2001) . A brief introduction to PHASE can be found in the Appendix I.
Two-stage procedure
We introduce the following two-stage approach for finding risk haplotypes. In Stage 1, genotypes are clustered and risk genotypes are derived, whereas in Stage 2 the odds ratio thresholding is employed to infer risk-haplotypes. As the reconstructed haplotypes may contain errors, to reduce the effect of hapolotying errors on clustering, we co-classify genotypes instead of the inferred haplotypes in Stage 1. The details are given below. 
where θ = (q 0 , q 1 , q 2 , π 0 , π 1 , π 2 ) T with 0 ≤ q ν ≤ 1, 0 ≤ π ν ≤ 1, ν = 0, 1, 2, π 0 + π 1 + π 2 = 1, and
with N j = N 0j + N 1j . Note that q 0 , q 1 and q 2 are the unknown disease penetrances for genotypes which contain 0, 1, and 2 risk haplotypes respectively.
The (incomplete) likelihood of θ given data N can be calculated by
We take the maximum likelihood estimator (MLE)θ to estimate the unknown parameter θ. We employe the so-called expectation-maximization (EM) algorithm (McLachlan and Basford, 1988) to calculateθ. To this end, we introduce the following complete log-likelihood
where I = {(I 0j , I 1j , I 2j ) T : 1 ≤ j ≤ J}and (I 0j , I 1j , I 2j ) T are unknown group membership indicators defined by
The further details on the EM algorithm can be found in the Appendix II.
Let the prospective frequencies of G j in the controls and cases be estimated bŷ
respectively. Note that under the null hypothesis that the j-th genotype is not risk to the disease, then X = (N 0j +N 1j )p 1j approximately follows a binomial distribution f ((N 0j , N 1j ) T |q 0 ) which can be further approximated by the Normal distribution with meanq 0 and varianceq 0 (1 −q 0 )/(N 0j + N 1j ). In light of this fact, we can determine the risk status of genotype G j by checking whether the value of the following Z-test statistic is larger than the critical value µ j , i.e.,
Therefore, the risk-genotype group (which consists of genotypes with at least one risk haplotype) can be estimated by
where
and µ j is determined by
with ε being a pre-specified constant. In the simulation studies later, around 100 different genotypes will be involved in each dataset. Using the Bonferroni correction, we set ε = 0.05/100 so that the total probability of type I errors involved in the thresholding is less than 0.05. Similarly, in the real data analysis section below, we will use the Bonferroni correction to set a different value of ε.
Stage 2 (haplotype thresholding): We introduce the following approach for identifying risk haplotypes, where only genotypes identified as in risk groups in Stage 1 are subject to further analysis. Let H 2 a be all haplotype pairs corresponding to G r , which are derived from H 2 directly by taking advantage that G r is a subset of G. Let H a = (h 1 , ..., h K ) T be all the distinct haplotypes in H 2 a with accounts n 0k and n 1k , k = 1, ..., K in controls and cases respectively. For each k, we define
Note that H a may contain non-risk haplotypes when G a carries genotypes of a risk haplotype paired with a non-risk haplotype. For example, in the so-called dominant inheritance mode, risk haplotypes are often paired with non-risk haplotypes in producing genotypes. Therefore, to find risk haplotypes, we need to further threshold H a . It is well-known that the prospective frequency-based penetrance estimators with case-control data can be biased. However, the odds ratio estimator based on the prospective frequencies is asymptotically unbiased (Prentice and Pyke, 1979) . So, we use the odds ratio to judge whether a haplotype is risk or not. Here, non-risk haplotypes are defined as haplotypes which are neutral or protective to the disease. The technical details are described as follows.
We first calculate the odds ratio between h k and H a − {h k } by
where adding 0.5 to the OR for the continuity correction was suggested by Agresti (1999) . By simulations, Agresti (1999) showed that in finite sample settings, the above estimator performed much better than the estimator without continuity correction. Note that under the null hypothesis in which the underlying odds ratio is one, the distribution of the estimated odds-ratio OR k is asymptotically Normal distributed as
See Agresti (1999) . Then, based on the above asymptotic distribution, we calculate the risk haplotype set H r by
where c 1 is a pre-specified critical value.
Multiple testing method
To compare the proposed method to the multiple testing procedure of Zhu et al. (2010) , we briefly describe their procedure as follows. In their procedure, a subsample A containing N 
1k ), 1 ≤ k ≤ K be their retrospective frequencies in controls and cases respectively. Screening stage: We perform a respective frequencies-based screening by calculating an estimated risk haplotype set as follows:
where c 0 is a pre-specified constant (c 0 = 1 in our later simulations) and
. 
Simulation studies
In this section, via simulations we will examine the performance of the proposed methods in terms of the estimated L 1 bias and the average of sensitivity and specificity under various scenarios.
Here, we suppose that the disease-penetrance of a genotype depends only on the number of risk haplotypes contained in that genotype. As each genotype consists of two haplotypes, we have three types of penetrance:
where H r and Hr stand for risk and non-risk haplotypes respectively. Denote the relative risk measures by λ 1 = f 1 /f 0 and λ = f 2 /f 0 . Letθ be the estimator of θ, and H r and Hr the estimated true risk and non-risk haplotype sets respectively. Let T r and Tr be the true risk and non-risk haplotype sets. Then, by the L 1 bias we mean the L 1 distance betweenθ and θ. By the sensitivity and specificity of H r and Hr, we mean the positive discovery rate and the negative discovery rate:
We take the average AVSS = (sen + spe)/2 to assess the performance of a haplotype classification procedure.
Performance of the proposed data partition-based initialization
To compare the proposed data partition-based initialization (Method 2) to the random initialization (Method 1) in the Appendix I, we generated 30 genotype datasets on 10 single nucleotide polymorphisms (SNPs), each dataset, containing N 0 controls and N 1 cases, was obtained by the following two steps: In the step 1, we used the software MS (Hudson, 2002) to simulate 2(N 0 + N 1 )
haplotypes with a mutation rate of 2. We randomly chose m r of these haplotypes and labeled them as risk haplotypes. To save the space, we considered only N 0 + N 1 = 5000 and m r = 10. The results for other values of N 0 + N 1 and m r were similar. In the step 2, the disease states of the above genotypes were simulated from the multiplicative inheritance model with q 0 = 0.1 and λ = 3. Note that the number of genotypes depends on the mutation rate and was varying across 30 datasets.
The comparison was based on the log-likelihood, the run time, estimated bias and classification error rate (CER). The estimated bias can be calculated by sum all the absolute values of the differences betweenθ and the true θ. Note that genotypes in each dataset could be divided into three (true) groups, say G ν , ν = 0, 1, 2 as we knew the number of risk haplotypes which each genotype contained in the simulation. We pretended that we did not know which haploypes were risk (therefore, we did not know the group memberships of these genotypes). We then inferred their memberships by fitting a three-component binomial mixture model to each of 30 datasets. By using the estimated posterior probabilities, τ νj , ν = 0, 1, 2, of group memberships derived from the EM algorithm, we assigned the j-th genotype to the groupĜ ν , ν = 0, 1, 2 if τ νj = max t τ tj . Here, we labeled three estimated groups according to the ordered penetrancesq 0 ≤q 1 ≤q 2 . This is a computationally simple approach to solving the so-called label switching problem in finite mixture models (Richardson and Green, 1997) . Our experience indicates it is effective for estimating our binomial mixture model. More advanced but time-consuming approach can be found in Stephens (2000) . The accuracy of three estimated groups was evaluated by the CER defined as
where we counted the total number of misclassified genotypes divided by the total number of the genotypes. The results were summarized in Figure 1 in terms of the box-whisker plots of the estimated biases, the CERs, likelihood values, and time-costs over 30 datasets for Methods 1 and 2 respectively. The result shows that Method 2 substantially outperformed Method 1. Therefore, we decided to initialize the EM algorithm by use of Method 2 in the remaining simulations as well as the real data analysis below.
[Put Figure 1 here.]
Performance of the proposed two-stage method
Note that the proposed two-stage method is based on the prospective likelihood model although real data were obtained from retrospective studies. By the simulations below, we addressed whether the proposed method could outperform the multiple-testing procedure of Zhu et al. (2010) in both prospective (i.e., cohort) and retrospective (i.e., case-control) studies.
Setting 1 (cohort design): We generated 30 datasets, each with N 1 case-genotypes and N 0 control-genotypes. They were obtained by the following steps. In the first two steps, we adopted the same approach for generating N 0 + N 1 genotypes which contained m r risk haplotypes as we did before. In the third step, we simulated the disease status of each genotype by sampling from a Bernoulli distribution. The Bernoulli distribution took q 0 , or λ 1 q 0 , or λq 0 as a success probability according to whether the genotype contained zero, one or two risk haplotypes, where the relative risk measure λ 1 is specified as follows. For the recessive inheritance mode, λ 1 = 1. For the multiplicative inheritance mode, λ 1 = √ λ. For the dominant inheritance mode, λ 1 = λ. We coded the inheritance modes by IM = 1, 2, 3 respectively for the multiplicative, the dominant, and the recessive. Note that the values of (N 0 , N 1 ) may vary across different datasets. We considered various combinations of (N 0 + N 1 , m r , IM, q 0 , λ), where N 0 + N 1 = 3000, 5000, m r = 5, 10, 20, IM = 1, 2, 3, q 0 = 0.1, λ = 1, 1.4, 1.8, 2.2, 2.6, 3, 3.4, and 3.8 respectively.
For each scenario, we applied both the proposed method and the multiple testing method to 30 datasets and calculated their AVSS values respectively. For each of the three inheritance modes, we plotted the means of these AVSS values over 30 datasets against λ. The results displayed in Figure 2 show that on the cohort data, the proposed two stage method performed substantially better than the multiple testing method in all the scenarios defined above. The improvement was achieved by using model-based genotype clustering. This is not surprising, because Yeung et al. (2001) has already showed that the model-based clustering is often superior over non-model based clustering.
[Put Figure 2 here.]
Setting 2 (case-control design): We generated 30 datasets, each of which were simulated by the following two steps. In
Step 1, to generate N 1 case-genotypes, we first drew 2N 1 haplotypes by using the software MS with mutation rate of 2, of which m r haplotypes were labeled as risk haplotypes. We then randomly paired these haplotypes to form N 1 case-genotypes. Let G j , 1 ≤ j ≤ J be all the different genotypes contained in the N 1 cases and r 1j , 1 ≤ j ≤ J be the retrospective frequencies. These case-genotypes formed three groups according to the number of risk haplotypes which each genotype contained: Each genotype in Groups 0, 1 and 2 contained two non-risk haplotypes, only one risk-haplotype, and two risk haplotypes respectively. In
Step 2, we generated N 0 control-genotypes, which also had genotypes G j , 1 ≤ j ≤ J but with population retrospective frequencies q 0j , 1 ≤ j ≤ J. We first let q 0j , 1 ≤ j ≤ J depend on the pre-specified constant d by
where For each dataset, the cumulative frequencies of Groups 0, 1, and 2 in controls are r g 0 + 1.5d, r g 1 − 0.5d, and r g 2 − d respectively, whereas the corresponding frequencies in cases are r g 0 , r g 1 and r g 2 respectively. It can be proved that the odds ratios of Groups 1 and 2 to Group 0 are increasing in the value of d.
We applied the proposed two-stage method and the multiple testing method to these casecontrol data. The mean curves of the AVSS values with one standard error up and down were plotted against the d values in Figure 3 . The results again demonstrate that the proposed twostage method can be more powerful than the multiple testing method in detecting risk haplotypes.
However, the AVSS gain was decreasing in the number of risk haplotypes, m r , as well as the underlying odds ratios in Groups 1 and 2. In particular, the AVSS gain can be negative when there were many risk-haplotypes presented in the data. This is due to the effect of unbalanced case and control sample sizes in the finite sample size setting, because our model in Stage 1 is a prospective model.
[Put Figure 3 here.]
Real data analysis
We applied the proposed two-stage procedure to the GWAS genotype datasets on coronary artery disease (CAD) and hypertension (HT) obtained by Affymetrix 500K SNP chips in the WTCCC study (WTCCC, 2007) . The data were downloaded from the European Genotype Archive (EGA) with formal data access permission of the WTCCC Data Access Committee. Each dataset contained 2000 unrelated cases as well as 3000 unrelated controls. The controls came from two sources: 1500 from the 1958 British Birth Cohort (58C) and 1500 from the three National UK Blood Services (NBS). There were about 500600 SNPs across the human genome, which are genotyped. We first pre-processed the data by excluding the SNPs which meet one of the following criteria: (1) the p-value of Fisher test for Hardy-Weinberg equilibrium is less than 10 −8 in controls; (2) the p-value of the chi-square test between 58C and NBS is less than 10 −8 ; (3) the minor allele frequency is less than 1%; (4) the calling score is less than 95%. After the exclusion, around 4897746 SNPs remained for the analysis. To reduce the dimension of the genotypes, we segmented the genome into regions of 8 SNPs according to their positions on the chromosomes, obtaining 61218 regions and the corresponding genotype datasets G k , k = 1, 2, ..., 61218. Note that the long region will dilute the effects of risk SNPs and can result in many rare genotypes, whereas the short region will miss interactions between SNPs. The region length of 8 was chosen to achieve a compromise between the above aspects by using a pilot study. Also note that as we excluded the SNPs with bad callings, the numbers of cases and controls are varying across the different regions.
Note that {G k : k = 1, ..., 61218} contained 1983537 genotypes in total for the CAD data This yielded c 1 ≈ 5. After performing the proposed two-stage method on the datasets, we obtained the estimated risk and non-risk haplotype sets,Ĥ r andĤr), for the CAD and the HT respectively.
Finally, we carried out a genomic control on the above results by taking advantage of the fact that there were two sub-populations in controls. The genomic control can eliminate these false haplotypes generated by the PHASE and population substructures from the selected list of risk haplotypes. In the genomic control, we run the chi-square tests on the association of two control sub-populations with each estimated risk haplotype. We eliminated these estimated risk haplotypes with p-values for the above chi-square tests less than < 30%. Here, 30% was chosen by the simulations, aiming to filter out false risk haplotypes. The details are omitted but can be obtained from the authors.
The genomic control gave the final risk-haplotype set as displayed in Tables 1, 2 , 3, and 4 below.
In the tables, each haplotype has been assigned to a physically closest gene on the basis of the information provided the GWAS catalog and the genetic information from the British 1958 Birth cohort.
See Welter et al. (2014) and the web page at http://www2.le.ac.uk/projects/birthcohort/1958bc.
In the CAD case, we did rediscover the CAD risk genes TNIK in chromosome 3, CDKN2B in chromosome 9, BTG1 in chromosome 12, and A2BP1 in chromosome 16, which were found by the previous study (Welter et al., 2014) . Among these genes, Zhu et al. (2010) identified only CDKN2B. In the HT case, we also identified a number of variants which were potentially associated with hypertension. Compared to the multiple testing approach of Zhu et al. (2010) , where 7 CAD-associated genes and 2 HT-associated genes were declared, our approach was much powerful by finding more than 80 CAD-associated haplotypes and 11 HT-associated haplotypes. However, we were not able to confirm other existing discoveries in the literature (Welter et al., 2014) . A possible reason is that we set a very stringent level for the odds ratio thresholding based on the Bonferroni adjustment for multiple testing. It is well-known that the Bonferroni adjustment is very conservative.
[Put Tables 1, 2, 3 and 4 here.]
Discussion and conclusion
We are currently at an era of extraordinary growth in the data describing human genetic variation and its correlation with complex traits. The recent development of bio-technologies allows an international consortium of geneticists to revolutionize genetic research through large scale genome wide association studies (GWAS). Although these studies have identified hundreds of loci at very stringent levels of statistical significance across many different human traits, these loci are only able to explain a small fraction of the population risk. To address the issue, new models and new hypotheses have been proposed, which pose challenges to conventional statistics underlying much of our genetic analysis. For example, GWAS analyses are most commonly performed by testing the association of individual variants with the disease, ignoring the potential interactions between the variants. It is believed that the region or gene-based analysis is more powerful in capturing the collective activity of sets of variants by testing the association of the group instead of each component individually with the disease.
In this paper, we have adopted the region-based strategy that segments the genome into 61218 regions with around 8 SNPs each. For each region, a list of distinct genotypes with their frequencies in cases and controls have been worked out. The problem facing us is of the sparse distribution of these genotypes. To circumvent it, people often first infer haplotypes from the genotypes and then cluster the haplotypes into a number of groups. The association analysis is conducted on the basis of the inferred groups, for example, by using multiple Z-tests (Zhu et al., 2010) . There is a drawback of the above approach: The in-silico reconstruction of haplotypes can generate a proportion of false haplotypes which may hamper the finding of rare but true haplotypes. We have proposed an alternative two-stage approach to the association analysis with GWAS data. Our major contribution is to develop a method for co-classifying genotypes in terms of their penetrances to the disease. In Stage 1, we cluster the genotypes through a finite mixture model, followed by estimating the risk genotypes. In Stage 2, we infer the risk haplotypes from the estimated risk genotypes by using the software PHASE and the odds ratio thresholding. We have proposed a novel data-partition-based initialization for the associated EM algorithm.
We have examined the performance of the proposed procedure by simulations and applications to the CAD and HT data generated from the WTCCC. Compared to the standard multiple Ztesting method, the proposed procedure has been shown to be more powerful in terms of sensitivity and specificity for detecting the true risk haplotypes. (Hochberg, 1988) .
Step 1: We calculate the p-value for each haplotype h k ∈ H a . Note that under the null hypothesis in which the underlying odds ratio is one, the distribution of the estimated odds-ratio OR k is asymptotically Normal distributed as stated in the equation (2.2). Then, the p-value can be approximated by
where Φ(·) is the standard normal distribution function and φ(n 0k , n 1k , n 0k , n 1k ) is defined in the equation (2.3).
Step 2: We calculate the adjusted p-values by ordering the p-values as
where m a is the size of H a . The adjusted p-values are then defined bỹ
We assign the corresponding haplotype to the risk group ifp (j) ≤ 0.05.
We have applied the above modified procedure to both simulated and real data, obtaining improved simulation results displayed in Figures 4∼5 as well as the additional risk-haplotypes identified from the real data analysis in Table 5 .
[Put Figure 4 here.]
[Put Figure 5 here.]
[Put Table 5 
Appendix II: EM algorithm
The EM algorithm consists of two steps.
E-
Step: Given the current estimator θ (t) and the data, the conditional expectation of the complete log-likelihood can be calculated by
νj log π
where the expectation is taken with respect to the distribution of I and the estimated posterior probability of the j-th genotype being in the group ν, τ
.
M-
Step: We update the current estimate θ (t) by maximizing Q with respect to θ. This is equivalent to solving the following equations ∂Q ∂π ν = 0, ∂Q ∂q ν = 0, ν = 0, 1, 2, subject to π 0 + π 1 + π 2 = 1. For ν = 0, 1, 2, we obtain the updated estimate θ (t+1) via
The existing EM theory suggests that the value of the log-likelihood function at the updated estimate is not decreasing in the sense that l(θ (t+1) |N) ≥ l(θ (t) |N). We alternatively repeat the Eand M-steps until l(θ (t+1) |N) − l(θ (t) |N) is less than a pre-specified number η, say η = 0.0001.
Choosing initial values for the EM algorithm is an important step in finding a maximum of the likelihood. There are various ways to do that such as random initialization and data partition. See Karlis and Xekalaki (2003) for a review. Here, we consider the following two methods to initialize the EM algorithm.
Method 1 (random initialization):
We randomly choose i 0 initial values (say i 0 = 100) of θ and run the EM algorithm with each chosen initial value. We take the best one among these runs in terms of maximizing the log-likelihood.
Method 2 (data partition):
Note that as pointed out before, the prospective frequencies of G j in the controls and cases can be estimated bŷ
respectively. We first exclude the outlying frequencies in {p 1j ,p 0j }, which have values of 0 or 1, to obtain robust means of a partition. Then, letting c = (max jp1j − min jp1j )/3, we partition the frequencies into three sets as follows:
and
Note that the prospective frequency is increasing in the number of risk haplotypes which it carries. So, we expect that S 2 , S 1 and S 0 mainly contain the frequencies corresponding the sets of genotypes with two risk haplotypes, with one risk haplotype, and with no risk haplotypes respectively. We choose the following initial values for estimating q ν and π ν , ν = 0, 1:
where |S ν | denotes the cardinality of S ν . 
