We present the tables of feasible parameters of primitive 3-class Q-polynomial association schemes and 4-and 5-class Q-bipartite association schemes (on up to 2800, 10000, and 50000 vertices, respectively), accompanied by a number of nonexistence results for such schemes obtained by analysing triple intersection numbers of putative open cases.
Introduction
Much attention in literature on association schemes has been paid to distance-regular graphs, in particular to those of diameter 2, also known as strongly regular graphs -however, their complete classification is still a widely open problem. The tables of their feasible parameters, maintained by A. E. Brouwer [4, 5] , are very helpful for the algebraic combinatorics community, in particular when one wants to check whether a certain example has already been proven (not) to exist, to be unique, etc. Compiling such a table can be a challenging problem, as, for example, some feasibility conditions require calculating roots of high degree polynomials.
The goal of this work is to present the tables of feasible parameters of Q-polynomial association schemes, compiled by the third author, and accompanied by a number of nonexistence results obtained by the first two authors.
Recall that Q-polynomial association schemes can be seen as a counterpart of distance-regular graphs, which, however, remains much less explored, although they have received considerable attention in the last few years [10, 22, 24, 25] due to their connection with some objects in quantum information theory such as equiangular lines and real mutually unbiased bases [21] .
More precisely, let A 0 , . . . , A D and E 0 , . . . , E D denote the adjacency matrices and the primitive idempotents of an association scheme, respectively. An association scheme is P -polynomial (or metric) if, after suitably reordering the relations, there exist polynomials v i of degree i such that
If this is the case, the matrix A i can be seen as the distance-i adjacency
We are not aware of any progress towards its proof. The discovery of a feasible set of parameters of counter-examples (see [27] ) casts some doubt on the conjecture, and in the very least shows that this will likely be difficult to prove. Moreover, the problem of classification of association schemes which are both P -and Q-polynomial (i.e., Q-polynomial distance-regular graphs) is still open. We refer the reader to [12] for its current state.
Recall that, for a P -polynomial association scheme defined on a set X, its intersection numbers p k ij satisfy the triangle inequality: p k ij = 0 if |i − j| > k or i + j < k, which naturally gives rise to a graph structure on X. Perhaps, due to the lack of such an intuitive combinatorial characterization, much less is known about Q-polynomial association schemes when the P -polynomial property is absent (which also indicates that there should be much more left to discover). To date, only few examples of Q-polynomial schemes are known which are neither P -polynomial nor duals of Ppolynomial schemes [25] -most of them are imprimitive and related to combinatorial designs. The first infinite family of primitive Q-polynomial schemes that are not also P -polynomial was recently constructed in [28] . Due to Conjecture 1.1, it seems that the most promising area for constructing new examples of Q-polynomial association schemes which are not P -polynomial includes those with few classes, say, in the range 3 ≤ D ≤ 6. The tables of feasible parameters of primitive 3-class Q-polynomial association schemes and 4-and 5-class Q-bipartite association schemes presented in Section 3 may serve as a source for new constructions.
The parameters of P -polynomial association schemes are restricted by a number of conditions implied by the triangle inequality. On the other hand, the Q-polynomial property allows us to consider triple intersection numbers with respect to some triples of vertices, which can be thought of as a generalization of intersection numbers to triples of starting vertices instead of pairs. This technique has been previously used by various researchers [7, 9, 15, 18, 19, 20, 33, 34] , mostly to prove nonexistence of some strongly regular and distance-regular graphs with equality in the socalled Krein conditions, in which case combining the restrictions implied by the triangle inequality with triple intersection numbers seems the most fruitful. Yet, while calculating triple intersection numbers when the P -polynomial property is absent is harder, we managed to rule out a number of open cases from the tables. This includes a putative Q-polynomial association scheme on 91 vertices whose existence has been open since 1999 [11] .
The paper is organized as follows. In Section 2, we recall the basic theory of association schemes and their triple intersection numbers. In Section 3, we comment on the tables of feasible parameters of Q-polynomial association schemes and how they were generated. In Section 4, we explain in details the analysis of triple intersection numbers of Q-polynomial association schemes and prove nonexistence for many open cases from the tables. Finally, in Section 5, we discuss the generalization of triple intersection numbers to quadruples of vertices.
Preliminaries
In this section we prepare the notions needed in subsequent sections.
Association schemes
Let X be a finite set of vertices and {R 0 , R 1 , . . . , R D } be a set of non-empty subsets of X × X. Let A i denote the adjacency matrix of the (di-)graph (X,
) is called a (symmetric) association scheme of D classes (or a D-class scheme for short) if the following conditions hold:
(1) A 0 = I |X| , which is the identity matrix of size |X|,
which is the square all-one matrix of size |X|,
The nonnegative integers p k ij are called intersection numbers: for a pair of vertices x, y ∈ X with (x, y) ∈ R k and integers i, j (0
The vector space A over R spanned by the matrices A i forms an algebra. Since A is commutative and semisimple, there exists a unique basis of A consisting of primitive idempotents
e., projectors onto the common eigenspaces of A 0 , . . . , A D ). Since the algebra A is closed under the entry-wise multiplication denoted by •, we define the Krein parameters
It is known that the Krein parameters are nonnegative real numbers (see [13, Lemma 2.4] ). Since both {A 0 , A 1 , . . . , A D } and {E 0 , E 1 , . . . , E D } form bases of A, there exists matrices P = (P ij ) D i,j=0
and Q = (Q ij ) D i,j=0 defined by
The matrices P and Q are called the first and second eigenmatrix of (X, {R i } D i=0 ). Let n i , 0 ≤ i ≤ D, denote the valency of the graph (X, R i ), and m j , 0 ≤ j ≤ D, denote the multiplicity of the eigenspace of A 0 , . . . , A D corresponding to E j . Note that n i = p 0 ii , while
, is called a P -polynomial ordering of relations. An association scheme is said to be P -polynomial if it admits a P -polynomial ordering of relations. The notion of an association scheme together with a Ppolynomial ordering of relations is equivalent to the notion of a distance-regular graph -such a graph has adjacency matrix A 1 , and A i (0 ≤ i ≤ D) is the adjacency matrix of its distance-i graph (i.e., (x, y) ∈ R i precisely when x and y are at distance i in the graph), and the number of classes equals the diameter of the graph. It is also known that an ordering of relations is Ppolynomial if and only if the matrix of intersection numbers L 1 , where
, is a tridiagonal matrix with nonzero superdiagonal and subdiagonal [1, p. 189] -then p k ij = 0 holds whenever the triple (i, j, k) does not satisfy the triangle inequality (i.e., when |i − j| < k or i + j > k). For a P -polynomial ordering of relations of an association scheme, set
, and c i = p i 1,i−1 . These intersection numbers are usually gathered in the intersection array {b 0 , b 1 , . . . , b D−1 ; c 1 , c 2 , . . . , c D }, as the remaining intersection numbers can be computed from them (in particular, a i = b 0 − b i − c i for all i, where b D = c 0 = 0). For an association scheme with a P -polynomial ordering of relations, the ordering E 1 , . . . , E D is called the natural ordering of eigenspaces if (P i1 ) D i=0 is a decreasing sequence. Dually, for an association scheme (X,
, is called a Q-polynomial ordering of eigenspaces. An association scheme is said to be Q-polynomial if it admits a Q-polynomial ordering of eigenspaces. Similarly as before, it is known that an ordering of eigenspaces is Q-polynomial if and only if the matrix of Krein parameters L * 1 , where
, is a tridiagonal matrix with nonzero superdiagonal and subdiagonal [1, p. 193 ] -then q k ij = 0 holds whenever the triple (i, j, k) does not satisfy the triangle inequality. For a Q-polynomial ordering of eigenspaces, set a 
For an association scheme with a Q-polynomial ordering of eigenspaces, the ordering A 1 , . . . , A D is called the natural ordering of relations if (Q i1 ) D i=0 is a decreasing sequence. Unlike for the P -polynomial association schemes, there is no known general combinatorial characterization of Q-polynomial association schemes.
An association scheme is called primitive if all of A 1 , . . . , A D are adjacency matrices of connected graphs. It is known that a distance-regular graph is imprimitive precisely when it is a cycle of composite length, an antipodal graph, or a bipartite graph (possibly more than one of these), see [5, Thm. 4.2.1] . The last two properties can be recognised from the intersection array as
) and a i = 0 (0 ≤ i ≤ D), respectively. We may define dual properties for a Q-polynomial association scheme -we say that it is Q-antipodal if
. All imprimitive Q-polynomial association schemes are schemes of cycles of composite length, Q-antipodal or Q-bipartite (again, possibly more than one of these). The original classification theorem by Suzuki [31] allowed two more cases, which have however been ruled out later [8, 32] . An association scheme that is both P -and Q-polynomial is Q-antipodal if and only if it is bipartite, and is Q-bipartite if and only if it is antipodal.
A formal dual of an association scheme with first and second eigenmatrices P and Q is an association scheme such that, for some orderings of its relations and eigenspaces, its first and second eigenmatrices are Q and P , respectively. Note that this duality occurs on the level of parametersan association scheme might have several formal duals, or none at all (we can speak of duality when there exists a regular abelian group of automorphisms, see [5, §2.10B] ). An association scheme with P = Q for some orderings of its relations and eigenspaces is called formally self-dual. For such orderings,
holds -in particular, a formally self-dual association scheme is P -polynomial if and only if it is Q-polynomial, and then its intersection array matches its Krein array.
Any primitive association scheme with two classes is both P -and Q-polynomial for either of the two orderings of relations and eigenspaces. The graph with adjacency matrix A 1 of such a scheme is said to be strongly regular (an SRG for short) with parameters (n, k, λ, µ), where n = |X| is the number of vertices, k = p 0 11 is the valency of each vertex, and each two distinct vertices have precisely λ = p 1 11 common neighbours if they are adjacent, and µ = p 2 11 common neighbours if they are not adjacent. In the sequel, we will identify P -polynomial association schemes with their corresponding strongly regular or distance-regular graphs.
By a parameter set of an association scheme, we mean the full set of p k ij , q k ij , P ij and Q ij described in this section, which are real numbers satisfying the identities in [5, Lemma 2.2.1, Lemma 2.3.1]. We say that a parameter set for an association scheme is feasible if it passes all known condition for the existence of a corresponding association scheme. For distance-regular graphs, there are many known feasibility conditions, see [5, 12, 34] . For Q-polynomial association schemes, much less is known -see Section 3 for the feasibility conditions we have used.
Triple intersection numbers
For a triple of vertices x, y, z ∈ X and integers i, j, k (0 ≤ i, j, k ≤ D) we denote by x y z i j k (or simply [i j k] when it is clear which triple (x, y, z) we have in mind) the number of vertices w ∈ X such that (x, w) ∈ R i , (y, w) ∈ R j and (z, w) ∈ R k . We call these numbers triple intersection numbers.
Unlike the intersection numbers, the triple intersection numbers depend, in general, on the particular choice of (x, y, z). Nevertheless, for a fixed triple (x, y, z), we may write down a system of 3D 2 linear Diophantine equations with D 3 triple intersection numbers as variables, thus relating them to the intersection numbers, cf. [19] : 3) where (x, y) ∈ R r , (x, z) ∈ R s , (y, z) ∈ R t , and
Moreover, the following theorem sometimes gives additional equations. 
Note that in a Q-polynomial association scheme, many Krein parameters are zero, and we can use Theorem 2.1 to obtain an equation for each of them.
Tables of feasible parameters for Q-polynomial association schemes
In this section we will describe the tables of feasible parameter sets for primitive 3-class Qpolynomial schemes and 4-and 5-class Q-bipartite schemes.
These tables were all completed using the MAGMA programming language (see [2] ). Any parameter set meeting the following conditions was included in the table:
(1) The parameters satisfy the Q-polynomial condition.
(2) All p k ij are nonnegative integers, all valencies p 0 jj are positive.
(3) For each j > 0 we have np 0 jj is even (the handshaking lemma applied to the graph (X, R j )).
(4) For each j, k > 0 we have p 0 jj p j jk is even (the handshaking lemma applied to the subconstituent
is divisible by 6 (the number of triangles in each graph (X, R j ) is integral).
(6) All q k ij are nonnegative and for each j the multiplicity q 0 jj (i.e., the dimension of the E jeigenspace) is a positive integer (see [5, Proposition 2.2.2]). (7) For all i, j we have
(the absolute bound, see [5, Theorem 2.3.3] and the references therein).
(8) The splitting field is at most a degree 2 extension of the rationals (see [26] ).
We note that there are many other conditions known for the special case of distance-regular graphs. It was decided to apply these conditions after the construction of the table, and those not meeting these extra conditions were labelled as nonexistent with a note as to the condition not met. We leave as an open question whether if any of these conditions could be generalized to any cases beyond distance-regular graphs; this (perhaps faint) hope is the main reason that they are included in the table.
We begin with the tables for Q-bipartite schemes, since this case is somewhat simpler than the primitive case. Schemes which are Q-bipartite are formally dual to bipartite distance-regular graphs. As a consequence, the formal dual to [5, Theorem 4.2.2(i)] gives the Krein array for the quotient scheme of a Q-bipartite scheme (see [24] ). Namely, if the scheme has Krein array
. . , c * D } and q 2 11 = µ * , then the Krein array of the quotient is:
we obtain m = 2, so the quotient structure is a strongly regular graph. A database of strongly regular graph parameters up to 5000 vertices can be generated very quickly. From there, we note that the quotient scheme has multiplicities 1, m 2 , m 4 , and that 
and
From this it is clear that the multiplicities determine all the parameters of the scheme.
In the 4-class case, the parameters are entirely determined by the quotient's multiplicities (with a chosen Q-polynomial ordering) and m 1 . To search, we take a strongly regular graph parameter set, choose one of two possible orderings for its multiplicities, calling its multiplicities m 0 = 1, m 2 , m 4 . From the absolute bound, we have 1
, and from the positivity of c * 2 we have
, checking the conditions above. Given that we are iterating over SRG parameters together with two orderings and one integer, this search is very fast. The limitation of the table to 10000 vertices is mainly readability and practicality. The third author has unpublished tables (without comments or details) to 100000 vertices, and could probably go much further without trouble.
We note that Q-bipartite schemes with 5-classes are very similar, except we must iterate over both m 1 and m 3 . Again, this is a very quick search, but the relative scarcity of 5-class parameter sets makes listing up to 50000 vertices, with annotation, manageable. The table actually goes slightly higher, to 50520 vertices, because of the existence of an example on that number of vertices.
The trickiest search was the primitive 3-class Q-polynomial parameter sets. In this case, there is no non-trivial quotient scheme to build on.
We use the following observation. Proof. Assume not. If a matrix A i has only two distinct eigenvalues, it is either complete, contradicting the fact that it is a 3-class scheme, or a disjoint union of more than one complete graph, contradicting the fact the scheme is primitive. Therefore, the only case left to consider is when A 1 , A 2 , A 3 all have three distinct eigenvalues. (We note in passing that this implies that the corresponding graphs are all strongly regular. In this case, the scheme would be called "amorphic", for more on amorphic schemes see [17] ). After reordering the eigenspaces and noting that the P -matrix is nonsingular, we are left with the following for P :
where n = 1 + n 1 + n 2 + n 3 , and d = b + c − a, e = −1 − a − c. Solving for Q = nP −1 we obtain:
We arrive at our final contradiction: since each column contains a repeated entry, the Q-matrix cannot be generated by one column via polynomials.
We note that, in fact, all Q-polynomial D-class schemes must have a relation with D +1 distinct eigenvalues. However, the above theorem and its proof is sufficient for our needs.
From this we conclude that each 3-class primitive Q-polynomial scheme has an adjacency matrix, which we label A 1 , which has four distinct eigenvalues. Then the corresponding 4 × 4 intersection matrix L 1 has four distinct eigenvalues. From this matrix, all of the other parameters may be determined. In particular, from [5, Proposition 2.2.2], the left-eigenvectors of L 1 , normalized so their leftmost entry is 1, must be the rows of P .
The rest of the parameters can be derived from the equations:
However, checking the Q-polynomial condition is done before the computation of all parameters. We use the following theorem, a proof of which can be found in [27] . It is not hard to show that without loss of generality we can take T 01 to be 0, implying that the first column of U is an eigenvector of L 1 . We only then need to iterate over the three (nontrivial) eigenvectors of L 1 to check this condition. If the Q-polynomial condition is met, the rest of the parameters are computed and checked for the above conditions.
The schemes are then split into cases, depending on whether there is a strongly regular graph as a relation, and whether the splitting field is rational or not:
(1) Diameter 3 distance-regular graphs (DRG for short).
(2) No diameter 3 DRG, there is a strongly regular graph as a relation, the splitting field is the rational field.
(3) No diameter 3 DRG, there is a strongly regular graph as a relation, the splitting field is a degree-2 extension of the rational field.
(4) No diameter 3 DRG, there is no strongly regular graph as a relation, the splitting field is the rational field.
(5) No diameter 3 DRG, there is no strongly regular graph as a relation, the splitting field is a degree-2 extension of the rational field.
We note that we do not have any examples of primitive, 3-class Q-polynomial schemes with an irrational splitting field, but there are open parameter sets of such. It would be interesting to determine if these exist. We also point out that all the feasible parameter sets known to us have rational Krein parameters. Case 1. For DRG's, we iterated over the number of vertices, intersection array and valencies. The order was n, b 0 = n 1 , b 1 , n 2 (noting n 2 is a divisor of n 1 b 1 ), then b 2 (noting b 2 must be a multiple of n 3 gcd(n 2 ,n 3 ) , where n 3 = n − n 1 − n 2 ), from which the rest could be determined. When there is no DRG, it is tempting to try to formally dualize the above process. However, the Krein parameters of a scheme do not have to be integral, or even rational. For this reason, it seemed more advantageous to iterate over parameters that needed to be integral, namely the parameters p k ij . All arithmetic was done in MAGMA using the rational field, or a splitting field of a degree two irreducible polynomial over the rationals. Floating point arithmetic was avoided to minimize numerical errors.
For the rest of the cases, L 1 and the valencies were iterated over. In particular, the parameters a = p 1 12 , b = p 1 13 and c = p 2 13 , together with n, n 1 , n 2 determine the rest of L 1 , noting that a + b ≤ n 1 − 1 and c ≤ n 1 − n 1 a n 2
. Any matrix without 4 distinct eigenvalues or with an irreducible cubic factor in its characteristic polynomial was discarded.
Cases 2 and 3. In these cases, we iterate over strongly regular graphs first, with parameters (n, k, λ, µ). We choose A 3 to be the adjacency matrix of the strongly regular graph relation, and L 1 , L 2 to be fissions of the complement. Given this, the choice of n 1 will determine n 2 . The possibilities for n 1 can be narrowed by observing that p 1 33 = µ, n 3 = k and p 1 33 n 1 = p 3 13 n 3 , implying that n 1 is divisible by n 3 gcd(n 3 ,µ) . Using similar identities, we find b is divisible by
. After choosing these parameters all of L 1 follows.
Cases 4 and 5. In these cases, we know L 1 , L 2 and L 3 all have 4 distinct eigenvalues. Therefore, we can assume n 1 is the smallest valency, and that a ≤ b. Using a is divisible by n 2 gcd(n 1 ,n 2 ) , b is divisible by n 3 gcd(n 1 ,n 3 ) , and n 2 divides an 1 , we choose n 1 , a, n 2 , b, c, from which the rest is determined. This is the slowest part of the search, and the reason the primitive table goes to 2800 vertices.
We close with some comments on the irrational splitting field case. The 2-class primitive Qpolynomial case is equivalent to (primitive) strongly regular graphs. The only case where strongly regular graphs have an irrational splitting field is the so-called "half-case", when the graph has valency n−1 2 . Such graphs do exist, for example the Paley graphs for non-square prime powers q with q congruent to 1 modulo 4. We note that no primitive Q-polynomial schemes with more than 2 classes and a quadratic splitting field are known. All feasible parameter sets we know of are 3-class and have a strongly regular graph relation (case 3). The corresponding strongly regular graphs are also all unknown (see [4] ). We have no feasible parameter set for case 5. However, one case 5 parameter set satisfied all criteria except the handshaking lemma. It is listed below, though not included in the online table. Given this, we expect feasible parameter sets for case 5 to exist, but may be quite large. 
Nonexistence results
We derived our nonexistence results by analyzing triple intersection numbers of Q-polynomial association schemes. For some choice of relations R r , R s , R t , the system of Diophantine equations derived from (2.3) and Theorem 2.1 may have multiple nonnegative solutions, each giving the possible values of the triple intersection numbers with respect to a triple (x, y, z) with (x, y) ∈ R r , (x, z) ∈ R s and (y, z) ∈ R t . However, in certain cases, there might be no nonnegative solutionsin this case, we may conclude that an association scheme with the given parameters does not exist.
Even when there are solutions for all choices of R r , R s , R t such that p t rs = 0, sometimes nonexistence can be derived by other means. We may, for example, employ double counting. 
Proof. Count the number of pairs (w, z) with (x, z) ∈ R s , (y, z) ∈ R t , (w, x) ∈ R i , (w, y) ∈ R j and (w, z) ∈ R k .
We consider the special case of Proposition 4.1 when a triple intersection number is zero for all triples of vertices in some given relations. Corollary 4.2. Suppose that for all vertices x, y, z of an association scheme with (x, y) ∈ R r , (x, z) ∈ R s , (y, z) ∈ R t , x y z i j k = 0 holds. Then, w x y k s t = 0 holds for all vertices w, x, y with (w, x) ∈ R i , (w, y) ∈ R j and (x, y) ∈ R r .
Proof. Apply Proposition 4.1 to all (x, y) ∈ R r , with m ≤ 1 and α 1 = 0. Since β ℓ and λ ℓ (1 ≤ ℓ ≤ n) must be nonnegative, it follows that n ≤ 1 and β 1 = 0.
Computer search
The sage-drg package [35, 34] by the second author for the SageMath computer algebra system [29] has been used to perform computations of triple intersection numbers of Q-polynomial association schemes with Krein arrays that were marked as open in the tables of feasible parameter sets by the third author [36] , see Section 3. The package was originally developed for the purposes of feasibility checking for intersection arrays of distance-regular graphs and included a routine to find general solutions to the system of equations for computing triple intersection numbers.
For the purposes of the current research, the package has been extended to support parameters of general association schemes, in particular, given as Krein arrays of Q-polynomial association schemes. Additionally, the package now supports generating integral solutions for systems of equations with constraints on the solutions (e.g., nonnegativity of triple intersection numbers) -these can also be added on-the-fly. The routine uses SageMath's mixed integer linear programming facilities, which support multiple solvers. We have used SageMath's default GLPK solver [23] and the CBC solver [14] in our computations -however, other solvers can also be used if they are available.
We have thus been able to implement an algorithm which tries to narrow down the possible solutions of the systems of equations for determining triple intersection numbers of an association scheme such that they satisfy Corollary 4.2, and conclude inequality if any of the systems of equations has no such feasible solutions.
(1) For each triple of relations (R r , R s , R t ) such that p t rs > 0, initialize an empty set of solutions, obtain a general (i.e., parametric) solution to the system of equations derived from (2.3) and Theorem 2.1, and initialize a generator of solutions with the constraint that the intersection numbers be integral and nonnegative. All generators (r, s, t) are initially marked as active, and all triple intersection numbers (r, s, t; i, j, k) (representing x y z i j k with (x, y) ∈ R r , (x, z) ∈ R s and (y, z) ∈ R t ) are initially marked as unknown.
(2) For each active generator, generate one solution and add it to the corresponding set of solutions. If a generator does not return a new solution (i.e., it has exhausted all of them), then mark it as inactive.
(3) For each inactive generator, verify that the corresponding set of solutions is nonemptyotherwise, terminate and conclude nonexistence.
(4) Initialize an empty set Z.
(5) For each unknown triple intersection number (r, s, t; i, j, k), mark it as nonzero if a solution has been found in which its value is not zero. If such a solution has not been found yet, make a copy of the generator (r, s, t) with the constraint that (r, s, t; i, j, k) be nonzero, and generate one solution. If such a solution exists, add it to the set of solutions and mark (r, s, t; i, j, k) as nonzero, otherwise mark (r, s, t; i, j, k) as zero and add it to Z.
(6) If Z is empty, terminate without concluding nonexistence.
(7) For each triple intersection number (r, s, t; i, j, k) ∈ Z and for each nonzero (a, b, c; d, e, f ) ∈ {(r, i, j; s, t, k), (s, i, k; r, t, j), (t, j, k; r, s, i)}, remove all solutions from the corresponding set in which the value of the latter is nonzero, mark (a, b, c; d, e, f ) as zero, mark all nonzero (a, b, c; ℓ, m, n) with (ℓ, m, n) = (d, e, f ) as unknown, and add a constraint that (a, b, c; d, e, f ) be zero to the generator (a, b, c) if it is active.
(8) Go to (2).
Note that generators and triple intersection numbers are considered equivalent under permutation of vertices, i.e., under actions (r, s, t) → (r, s, t) π and (r, s, t; i, j, k) → ((r, s, t) π ; (i, j, k) π (1 3) ) for π ∈ S 3 .
The above algorithm is available as the check quadruples method of sage-drg's ASParameters class. We ran it for all open cases in the tables from Section 3, and obtained 29 nonexistence results for primitive 3-class schemes, 92 nonexistence results for Q-bipartite 4-class schemes, and 11 nonexistence results for Q-bipartite 5-class schemes. The results are summarized in the following theorem.
Theorem 4.3. A Q-polynomial association scheme with Krein array listed in one of Tables 1, 2 and 3 does not exist.
Proof. In all but two cases, it suffices to observe that for some triple of relations R r , R s , R t , the system of equations derived from (2.3) and Theorem 2.1 has no integral nonnegative solutions - Tables 1 and 2 list the triple (r, s, t), while for all examples in Table 3 , this is true for (r, s, t) = (1, 1, 1) . Note that the natural ordering of the relations is used.
Let us now consider the cases 225, 24 and 1470, 104 from Table 1 . In the first case, the Krein array is {24, 20, 36/11; 1, 30/11, 24}. Such an association scheme has two Q-polynomial orderings, so we can augment the system of equations (2.3) with six equations derived from Theorem 2.1. Let w, x, y, z be vertices such that (x, z), (y, z) ∈ R 1 and (w, x), (w, y), (x, y) ∈ R 3 . Since p 3 11 = 22 and p 3 33 = 3, such vertices must exist. We first compute the triple intersection numbers with respect to x, y, z. There are two integral nonnegative solutions, both having [3 3 1] = 0. On the other hand, there is a single solution for the triple intersection numbers with respect to w, x, y, giving [1 1 1] = 3. However, this contradicts Corollary 4.2, so such an association scheme does not exist.
In the second case, the Krein array is {104, 70, 25; 1, 7, 80}. Let w, x, y, z be vertices such that (x, y), (x, z) ∈ R 1 , (w, y), (y, z) ∈ R 2 and (w, x) ∈ R 3 . Since p 1 12 = 70 and p 1 32 = 250, such vertices must exist. There is a single solution for the triple intersection numbers with respect to x, y, z, giving [3 2 3] = 0. On the other hand, there are four solutions for the triple intersection numbers with respect to w, x, y, from which we obtain [3 1 2] ∈ {15, 16, 17, 18}. Again, this contradicts Corollary 4.2, so such an association scheme does not exist. This completes the proof. Since some of the parameters from Table 1 also admit a P -polynomial ordering, we can derive nonexistence of distance-regular graphs with certain intersection arrays. We have also found an intersection array for a primitive Q-polynomial distance-regular graph of diameter 4, which is listed in [5] and [3] , and for which, to the best of our knowledge, nonexistence has not been previously known. Table 1 are formally selfdual for the natural ordering of relations, while 2197, 126 is formally self-dual with ordering of relations A 2 , A 3 , A 1 relative to the natural ordering. In each case, the corresponding association scheme is P -polynomial with intersection array equal to the Krein array. The case 2106, 65 is not formally self-dual, yet the natural ordering of relations is P -polynomial with intersection array {125, 108, 24; 1, 9, 75}. In all of the above cases, Theorem 4.3 implies nonexistence of the corresponding association scheme, so a distance-regular graph with such an intersection array does not exist.
Consider now a distance-regular graph with intersection array {53, 40, 28, 16; 1, 4, 10, 28}. Such a graph is formally self-dual for the natural ordering of eigenspaces and therefore also Q-polynomial. Augmenting the system of equations (2.3) with twelve equations derived from Theorem 2.1 gives a two parameter solution for triple intersection numbers with respect to three vertices mutually at distances 1, 3, 3. However, it turns out that there is no integral solution, leading to nonexistence of the graph.
Remark 4.7. The non-existence of a distance-regular graph with intersection array {53, 40, 28, 16; 1, 4, 10, 28} also follows by applying the Terwilliger polynomial [15] . Recall that this polynomial, say T Γ (x), which depends only on the intersection numbers of a Q-polynomial distance-regular graph Γ and its Q-polynomial ordering, satisfies:
where η is any non-principal eigenvalue of the local graph of an arbitrary vertex x of Γ. Furthermore, by [5, Theorem 4.4.3(i) ], η satisfies 
Infinite families
The data from Tables 1, 2 Proof. Consider a Q-polynomial association scheme with Krein array (4.3). Besides the Krein parameters failing the triangle inequality, q 1 11 is also zero. Therefore, in order to compute triple intersection numbers, the system of equations (2.3) can be augmented with four equations derived from Theorem 2.1. We compute triple intersection numbers with respect to vertices x, y, z such that (x, y), (x, z) ∈ R 1 and (y, z) ∈ R 2 . Since p 2 11 = r(r + 2)(r 2 − 1)/4 > 0, such vertices must exist. We obtain a four parameter solution (see the notebook QPoly-d3-1param-odd.ipynb on the sage-drg package repository for computation details). Then we may express Clearly, the above triple intersection number can only be integral when r is even. Therefore, we conclude that a Q-polynomial association scheme with Krein array (4.3) and r odd does not exist.
The next family is a two parameter family of Krein arrays
This Krein array is feasible for all integers m and r such that 0 < 2(r 2 − 1) ≤ m ≤ r(r − 1)(r + 2) and m(r + 1) is even. A Q-polynomial association scheme with Krein array (4.4) is Q-bipartite with 4 classes and 2m 2 vertices. One may take the Q-bipartite quotient of such a scheme (i.e., identify vertices in relation R 4 ) to obtain a strongly regular graph with parameters (n, k, λ, µ) = (m 2 , (m − 1)r 2 , m + r 2 (r 2 − 3), r 2 (r 2 − 1)), i.e., a pseudo-Latin square graph. Therefore, we say that a scheme with Krein array (4.4) is of Latin square type.
There are several examples of Q-polynomial association schemes with Krein array (4.4) for some r and m. For (r, m) = (2, 6) and (r, m) = (3, 16), this Krein array is realized by the schemes of shortest vectors of the E 6 lattice and an overlattice of the Barnes-Wall lattice in R 16 [25] , respectively. For (r, m) = (2 ij , 2 i(2j+1) ), there are examples arising from duals of extended Kasami codes [5, §11.2] for each choice of positive integers i and j. In particular, the Krein array obtained by setting i = j = 1 uniquely determines the halved 8-cube.
In the case when r is a prime power and m = r 3 , the formal dual of this parameter set (i.e., a distance-regular graph with the corresponding intersection array) is realized by a Pasechnik graph [6] . Proof. Consider a Q-polynomial association scheme with Krein array (4.4) . Since the scheme is Q-bipartite, we have q k ij = 0 whenever i + j + k is odd or the triple (i, j, k) does not satisfy the triangle inequality. This allows us to augment the system of equations (2.3) with many equations derived from Theorem 2.1. We compute triple intersection numbers with respect to vertices x, y, z such that (x, y), (x, z) ∈ R 1 and (y, z) ∈ R 2 . Since p 2 11 = r 2 (r 2 − 1)/2 > 0, such vertices must exist. We obtain a one parameter solution (see the notebook QPoly-d4-LS-odd.ipynb on the sage-drg package repository for computation details) which allows us to express
Clearly, the above triple intersection number can only be integral when m is even. Therefore, we conclude that a Q-polynomial association scheme with Krein array (4.4) and m odd does not exist.
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The last family is given by the Krein array This Krein array is feasible for all odd r ≥ 5. A Q-polynomial association scheme with Krein array (4.5) is Q-bipartite with 5 classes and 2(r + 1)(r 2 + 1) vertices. One may take the Qbipartite quotient of such a scheme to obtain a strongly regular graph with parameters (n, k, λ, µ) = ((r + 1)(r 2 + 1), r(r + 1), r − 1, r + 1) -these are precisely the parameters of collinearity graphs of generalized quadrangles GQ(r, r). The scheme also has a second Q-polynomial ordering of eigenspaces, namely the ordering E 5 , E 2 , E 3 , E 4 , E 1 relative to the ordering implied by the Krein array. For r ≡ 1 (mod 4) a prime power, the Krein array (4.5) is realized by a scheme derived by Moorhouse and Williford [27] from a double cover of the C 2 (r) dual polar graph. Proof. Consider a Q-polynomial association scheme with Krein array (4.5). Since the scheme is Qbipartite, we have q k ij = 0 whenever i + j + k is odd or the triple (i, j, k) does not satisfy the triangle inequality. This allows us to augment the system of equations (2.3) with many equations derived from Theorem 2.1. We compute triple intersection numbers with respect to vertices x, y, z that are mutually in relation R 1 . Since p 1 11 = (r − 1)/2 > 0, such vertices must exist. We obtain a single solution (see the notebook QPoly-d5-1param-3mod4.ipynb on the sage-drg package repository for computation details) with Clearly, the above triple intersection number can only be integral when r ≡ 1 (mod 4). Therefore, we conclude that a Q-polynomial association scheme with Krein array (4.5) and r ≡ 3 (mod 4) does not exist.
Quadruple intersection numbers
The argument of the proof of Theorem 2.1 ([5, Theorem 2.3.2]) can be further extended to s-tuples of vertices (see Remark (iii) in [5, §2.3] ). In particular, we may consider quadruple intersection numbers with respect to a quadruple of vertices w, x, y, z ∈ X. For integers h, i, j, k (0 ≤ h, i, j, k ≤ D), denote by w x y z h i j k (or simply [h i j k] when it is clear which quadruple (w, x, y, z) we have in mind) the number of vertices u ∈ X such that (u, w) ∈ R h , (u, x) ∈ R i , (u, y) ∈ R j , and (u, z) ∈ R k .
For a fixed quadruple (w, x, y, z), one can obtain a system of linear Diophantine equations with quadruple intersection numbers as variables which relates them to the intersection numbers (or to the triple intersection numbers).
The following analogue of Theorem 2.1 allows us to obtain some additional equations. Q hp Q ir Q js Q kt w x y z h i j k = 0 for all w, x, y, z ∈ X.
Proof. Since E i is a symmetric idempotent matrix, one has w∈X E i (u, w)E i (v, w) = E i (u, v). where σ(w, x, y, z) = u∈X E p (u, w)E r (u, x)E s (u, y)E t (u, z).
On the other hand, by (2.1), where m ℓ is the rank of E ℓ (i.e., the multiplicity of the corresponding eigenspace), and by (2.2), Q hp Q ir Q js Q kt w x y z h i j k , which completes the proof.
The condition of Theorem 5.1 is satisfied when, for example, an association scheme is Qbipartite, i.e., q k ij = 0 whenever i + j + k is odd (take p + r and s + t of different parity). Suda [30] lists several families of association schemes which are known to be triply regular, i.e., their triple intersection numbers x y z i j k only depend on i, j, k and the mutual distances between x, y, z, and not on the choices of the vertices themselves:
• strongly regular graphs with q 1 11 = 0 (cf. [7] ),
• Taylor graphs (antipodal Q-bipartite schemes of 3 classes),
• linked systems of symmetric designs (certain Q-antipodal schemes of 3 classes) with a * 1 = 0,
• tight spherical 7-designs (certain Q-bipartite schemes of 4 classes), and
• collections of real mutually unbiased bases (Q-antipodal Q-bipartite schemes of 4 classes).
Schemes belonging to the above families seem natural candidates for the computations of their quadruple intersection numbers. However, the condition of Theorem 5.1 is never satisfied for primitive strongly regular graphs, while for Taylor graphs the obtained equations do not give any information that could not be obtained through relating the quadruple intersection numbers to the triple intersection numbers. This was also the case for the examples of triply regular linked systems of symmetric designs that we have checked. However, in the cases of tight spherical 7-designs and mutually unbiased bases, we do get new restrictions on quadruple intersection numbers. So far, we have not succeeded in using this new information for either new constructions or proofs of nonexistence.
