Abstract: In this article, we consider models for experiments in which the stress levels are altered at intermediate stages during the exposure. These experiments, referred to as step-stress tests, belong to the class of accelerated models that are extensively used in reliability and life-testing applications. Models for step-stress tests have largely relied on the cumulative exposure model (CEM) discussed by Nelson. Unfortunately, the assumptions of the model are fairly restrictive and quite unreasonable for applications in survival analysis. In particular, under the CEM the hazard function has discontinuities at the points at which the stress levels are changed.
Introduction
In many applications in the physical and biomedical sciences, experimental conditions may change during the exposure duration. For example, travellers to high mountainous regions or mountain climbers frequently experience acute mountain sickness (AMS) or altitude sickness. To avoid/decrease symptoms, it is recommended that individuals acclimatize by slowly increasing their elevation. Tables for altitude climbers and deepsea divers are available that specify the length of time at each altitude. This staged ascent/descent provides protection by 'delaying' or eliminating the onset of symptoms.
In a recent article by Greven et al. [6] , the authors examine the effects of water contamination on fish, in particular on swimming performance. The underlying hypothesis was that fish exposed to toxins may exhibit a lower threshold for fatigue. Fatigue was induced by increasing the stress, in this case water velocity, at fixed time points during the experiment. Stress tests are also routinely used to assess cardiac function, with the speed and elevation of the treadmill being increased progressively during the experiment.
In the first example, the stress levels were increased with the hope that a gradual increase would significantly prolong the time to symptoms when compared to a direct ascent/descent to the final altitude. In the remaining two examples, the experiment was designed to reduce the time to fatigue by gradually increasing the stress levels.
All the examples describe what are commonly termed 'step stress tests' in the reliability literature.
Step-stress experiments are a particular type of accelerated test routinely used in life-testing experiments. With an increased emphasis on quality and reliability, many products manufactured today have extremely long times to failure on the average. The products, however, must undergo rigorous testing to determine the effect of different stress factors on the reliability and performance. In accelerated testing, the items or units are subjected to higher stress levels than normal. This increased stress induces shorter failure times. Using a model relating the stress levels and failure distributions, it is often possible to determine the properties of the underlying failure distribution under normal operating conditions.
In a standard step-stress experiment, all individuals or items are subject to an initial stress level. The stress is gradually increased at pre-specified times during the exposure. The stress factor may refer to the dose of a drug, elevation of the treadmill, temperature, voltage, and pressure. It is surprising that there are very limited applications of stepstress tests in the survival literature: most references on accelerated testing are found in the reliability literature.
Key references in the broad area of accelerated testing include the books by Nelson [12] , Meeker and Escobar [9] , and Bagdonavicius and Nikulin [1] .
Step-stress models have been studied quite extensively in the literature using the CEM formulation discussed earlier by Nelson [11] , [12] . The reader may refer to the work of DeGroot and Goel [5] , Miller and Nelson [10] , Bai, Kim and Lee [2] , Khamis and Higgins [8] , Xiong [14] , Xiong and Milliken [15] , Gouno and Balakrishnan [7] , and Balakrishnan et al. [4] for some other important developments on step-stress testing. Balakrishnan [3] has recently provided a synthesis of exact inferential results and optimal accelerated tests in the context of exponential step-stress models.
In Section 1.2, we will formally introduce the CEM and discuss its properties and limitations. We introduce a new model that accounts for the possibility that units will not show immediate effects of the stress change. We model this 'lag' effect using a piecewise continuous hazard function. The new model includes the CEM as a limiting case. We discuss both likelihood and least-squares type estimators and assess their
Model Description
The standard formulation for step-stress experiments uses the cumulative exposure model discussed by Nelson [12] . The CEM relates the survival distribution of the units at one stress level to the next level. A key assumption of the model is that the residual life of the experimental units depends only on the cumulative exposure they have experienced, with no memory of how this exposure was accumulated.
If we look at the assumptions of the model in terms of the hazard function, we notice that it translates to discontinuities at the points at which the stress levels are changed. In other words, the effect of the change in stress level is instantaneous. This is clearly not reasonable for most applications: the effect of a change in stress will produce an increase in the risk but it seems quite likely that one will observe a lag or latency period. The assumption of an instantaneous jump in the hazard function, though unrealistic leads to a more simple and tractable model.
We consider a more realistic step-stress model that accounts for these latency periods using a piecewise hazard model. This new model reduces to Nelson's model under certain limiting conditions.
1.2.1
Step-stress models with latency Consider a simple experiment wherein the stress is changed only once during the exposure duration. We assume that the hazard function associated with the initial and elevated stress levels are constant. All n individuals or items are exposed to the same initial stress level x 1 . Subjects are continuously monitored, and at some pre-specified time point τ 1 , the level of the stress is increased to x 2 . The effect of increasing the stress is not seen immediately: we assume that there is a known latency period δ before the effects are completely observed. In the interval [τ 1 , τ 2 ] where τ 2 = τ 1 + δ, the hazard slowly increases.
The piecewise hazard function is assumed to have the following form:
where τ 2 > τ 1 and both time points are known. The parameters a and b in the model are chosen to ensure the hazard function h(t) is continuous. Therefore, a and b satisfy
The hazard is constant in the intervals [0, τ 1 ] and [τ 2 , ∞). In the interval (τ 1 , τ 2 ), the hazard changes linearly. The parameter b measures how quickly the effects of the increased stress are observable. In this model, we assume that both τ 1 and τ 2 are known. We can easily extend this model to the case when both these constants are unknown.
We call this the Cumulative Risk Model (CRM) model, to emphasize the accumulated effects of the stress on the lifetimes. Using the definition of the hazard function in (1.1), the survival function (SF), S(t) may be written as
The corresponding probability density function (PDF), f(t), is
The Cumulative Hazard (CH) function is
( 1.4) If we assume that the hazard functions are constant at both stress levels x 1 and x 2 , then the cumulative hazard function for Nelson's CEM is
It is clear that, in (1.4), if we let δ = (τ 2 − τ 1 ) → 0 with δb → (θ 2 − θ 1 ), then the CRM converges to the above CEM formulation of Nelson.
To compare Nelson's CEM with this new model, we plot the cumulative hazard for the two models. A graph is provided in Figure 1 .1 for τ 1 = 1, τ 2 = 3. The cumulative hazard function for both models is identical up to τ 1 . At τ 1 , the CEM is linear with a slope θ 2 , while the CRM is quadratic. After τ 2 , the CRM is linear as well.
In the next section, we derive the estimators of a and b for the CRM using the maximum likelihood approach.
Maximum Likelihood Estimators for the CRM
be the ordered failure times. Here n 1 , n 2 and n 3 = n − (n 1 + n 2 ) denote the number of failures that occur before τ 1 , between τ 1 and τ 2 , and beyond τ 2 , respectively. The likelihood function as a function of a and b is given by: 6) where I 1 = {1, . . . , n 1 }, I 2 = {n 1 +1, . . . , n 1 +n 2 } and I 3 = {n 1 +n 2 +1, . . . , n}. We use the convention that i∈Ij (.) = 0 if I j is an empty set. Note that if n 1 > 0, n 2 > 0, n 3 > 0, then (n 1 , n 2 , t n1+1 , . . . , t n1+n2 , i∈I1 t i , i∈I2 t i ) is a complete sufficient statistic. The following observations are clear from the form of the likelihood function in (1.6):
• If n 2 > 0, then the MLE's of a and b always exist.
• If n 2 = 0, then the MLE's of a and b exist if both n 1 > 0 and n 3 > 0.
• If n 2 = 0 and either one of the two remaining counts is zero, then, the MLE's of a and b do not exist.
The derivation of the maximum likelihood estimators is provided in the appendix, along with the expressions for the observed Fisher Information. We note that the MLE of b can be obtained as the solution of the non-linear equation
here, T = n i=1 t i and
Once the MLE of b,b, is obtained as the solution of (1.7), then the MLE of a, sayâ, is simplyâ
Remark: Suppose n 2 = 0. In this case, we can easily see from (1.7) that
Remark: Suppose the ratio θ2 θ1
is known. The case of the known ratio is often intuitive in a reliability setting. We may have a physical model that relates the stress levels and the corresponding mean failure times. This is equivalent to saying that the ratio a b is a known quantity, say α. In this case,
(1.11)
Least Squares Estimators
In this section, we propose an alternative method for estimating a and b that does not require solving a non-linear equation. This method is based on least squares and yields estimators that are in explicit form. Since the cumulative hazard function for the CRM is simple, it is natural to obtain a and b by minimizing the least squares distance between the empirical cumulative hazard function and the fitted hazard function with respect to the unknown parameters. The estimators of a and b, sayã andb, can be obtained by minimizing
with respect to the unknown parameters a and b. Here, H(t i ) andĤ(t i ) are the cumulative hazard function and the estimated cumulative hazard function respectively. We use the standard non-parametric estimator given bŷ
The cumulative hazard function H(t) has a simple form given in (1.4) using which a andb can be obtained as follows:
, where
(1.14)
Data Analysis
In this section, we analyze the data from Greven et al. [6] . In the paper, the authors consider the swimming performances of two groups of fish. The first group consisted of offspring where the parents were exposed to a contaminant. The second group was a control group with the same characteristics except for the lack of exposure to the chemical. The fish were placed in a chamber where the flow rate of the water was maintained at 15 cm/ sec. After 90 minutes, the flow rate was increased every 20 seconds by 5 cm/ sec. The time at which the fish could no longer maintain its' position in the chamber was recorded which is the fatigue time. We assumed for simplicity that there was only one stress level. The empirical cumulative hazard suggests that the first increase has a significant effect: the effect of subsequent increases is not evident. For each dataset, we obtained the MLE's and the LSE's based on the cumulative risk model. Since τ 2 is unknown, we used a discrete optimization method to obtain an estimate from the data. The results of the two analyses are given in Tables 1.1 and 1.2. The tables also provide the approximate and bootstrap (parametric) confidence intervals for the two estimators. 
. Empirical and Predicted CH Functions: Test Group
We computed the Kolmogorov-Smirnov (KS) distance between the empirical distribution function and the estimated CDF based on the CRM. For the control group, the KS distance using the MLEs (LSEs) was 0.3302 (0.2639), with corresponding p values of 0.0736 (0.2422). For the test group, the KS distance using the MLEs (LSEs) was 0.2128 (0.1946) with corresponding p values of 0.4564 (0.5726). These results reveal that the CRM model does provide an excellent fit to the data. Figure 1 .2 provides an overlay plot of the empirical cumulative hazard function and the predicted CH function based on the least squares fit of the CRM. The model is clearly able to isolate the 'change point'. We can say that there is approximately a 2 minute delay before the effects of the flow rate increase are really observable. This observation also provides some rationale for considering the case of a single stress level. The overlay plot does not show the quadratic nature of the cumulative hazard function: if we magnify the region from 90 minutes to 95 minutes, that trend is visible.
Simulation Results
To assess the performance of the MLE's and the least squares type estimators, a simulation study was conducted. We considered different sample sizes and different values for the parameters. For each combination of sample size and parameter values, the bias and the square root of the mean squared errors (RMSE's) are reported for both estimators in Tables 1.3-1.10. All the simulations are performed using RAN2 random deviate generator of Press et al. [13] .
Each pair of tables uses the same parameter values: the second table in the pair assumes a fixed ratio. All the results are based on 1000 replications. For one simulation with n = 25, τ 1 = 100, τ 2 = 150, θ 1 = 0.01, θ 2 = 0.02, we also provide the sampling distribution of the MLE's of a, b, θ 1 and θ 2 . These distributions are presented in Figures  1.3-1 .6 and these figures display that the distributions are skewed and not close to normal. We would, therefore, recommend against using confidence intervals based on normality unless the sample sizes are large.
From the tables, we can observe that, as expected, the average bias and the MSE's decrease as the sample size increases. When the ratio θ2 θ1
is known the performance of the estimators are better. The RMSE for the estimator ofθ 2 for a known ration of 4 is twice the RMSE ofθ 2 for a known ration of 2. This can be seen from the form of the estimators. When the sample size is small, the LSE outperforms the MLE, but as the sample size increases, the MLE clearly is superior. For fixed τ 1 , if τ 2 increases, the estimates of θ 2 are not as good, although the performance of the estimator of θ 1 does not change significantly. This is intuitive since, as τ 2 increases, the number of failures n 3 will decrease. For fixed τ 1 , τ 2 and θ 1 , when θ 2 increases the performances of the estimators deteriorate.
Conclusions
This new model for a step-stress experiment was motivated by the limitations of Nelson's CEM. Our formulation in terms of a piecewise hazard function provides a more realistic model for biomedical applications and reduces to the standard CEM of Nelson in the limiting case. We have developed both likelihood estimators as well as estimators based on least squares. The performance of these estimators have been evaluated using a simulation study. The least-squares estimators, obtained in closed form, perform extremely well for small samples. In addition to the simulation results, we have used a real dataset to fit the new model. The model is extremely flexible and provides an excellent fit to the fatigue data. .
(1.18)
Using the observed asymptotic variances ofâ andb, approximate confidence intervals can be easily constructed.
