Abstract. The use of type Ia supernovae as distance indicators for cosmology has initiated a search for theoretical arguments supporting the empirical calibration methods applied. To this end, as a first step, a sound understanding of the origin of the observed diversity in type Ia supernova properties is needed. Here we present a first systematic study of effects resulting from changing some physical parameters of three-dimensional deflagration models of thermonuclear supernovae. In our study we vary the progenitor's carbon-to-oxygen ratio and its central density prior to ignition because both properties are not well determined by stellar evolution theory and they may change from supernova to supernova. Next we compute for these explosion models the nucleosynthesis yields in a post-processing step. This, in addition, allows us to study variations in the progenitor's metallicity by means of different 22 Ne mass fractions in the initial composition. We find that the progenitor's carbon-to-oxygen ratio and its central density affect the energy release of the models and thus the expansion velocity of the supernova. Moreover, we find that changing the metallicity and the central density changes the production of radioactive 56 Ni and thus affects the luminosity. In contrast, the carbon-to-oxygen ratio has little effect on the 56 Ni production. Implications of the found variations of the explosion energy and the produced 56 Ni mass for the type Ia supernova diversity are discussed.
Introduction
Type Ia supernovae (SNe Ia) have become a major tool to determine cosmological parameters. As a consequence of their uniformity of properties and their enormous brightness they are suitable to be applied in cosmological distance measurements. However, they cannot be claimed to be perfect "standard candles", as they show a significant intrinsic scatter in their peak luminosities as well as other characteristics. Therefore their cosmological application rests on empirical corrections of the peak luminosities based on correlations with other observables (e.g. Phillips, 1993) . Only such empirical corrections facilitated distance measurements of SNe Ia at high redshifts which have led to the spectacular conclusion that the expansion of universe currently accelerates (Riess et al., 1998; Perlmutter et al., 1999) . One possibility to technically take this result into account is by a cosmological constant in the Einstein equations eventually indicating a dark energy component of the universe (for a review see Leibundgut 2001 ).
This underscores the need for a theoretical reasoning of the correlation of characteristics that are yet established only empirically. A theoretical understanding will help to answer Send offprint requests to: F. K. Röpke questions, such as a possible affliction of calibration procedures with evolutionary effects.
In the astrophysical standard model (see , SNe Ia are associated with thermonuclear explosions of carbon/oxygen white dwarf (WD) stars. The optical event is powered by the decay of radioactive species (e.g. 56 Ni) produced in the thermonuclear burning. Numerical simulations on the basis of this scenario provide an approach to the understanding of calibration methods. Recently, there has been much progress in the three-dimensional modeling of the explosion process Reinecke et al., 2002a,c,b; Gamezo et al., 2003) and the question arises whether it is possible to reproduce the SN Ia diversity by varying the initial parameters of such models. This will be addressed in the present study where we restrict the survey to so-called deflagration models of thermonuclear supernovae which can be summarized as follows.
After ignition near the center of the WD the flame propagates outward in the subsonic deflagration mode, i.e. it is mediated by thermal conduction of the degenerate electron gas. This outward burning produces an inverse density stratification in the gravitational field of the WD star with dense fuel on top of hot and light ashes. Consequently, due to buoyancy (Rayleigh-2 F. K. Röpke et al.: Type Ia supernova diversity in three-dimensional models Taylor) instabilities burning bubbles form that rise into the fuel leading to shear flows. Kelvin-Helmholtz instabilities generate strong turbulence given the fact that the Reynolds number typical for the situation is of the order of 10 14 . Resulting from this, turbulent eddies decay to smaller scales thereby forming a turbulent energy cascade. The interaction of the thermonuclear flame with these turbulent motions is the key feature of the deflagration model for SNe Ia. A laminar flame would burn far too slowly to release sufficient energy for an explosion of the star. However, the wrinkling of the flame due to turbulence and the accompanying flame surface enhancement increase the net burning rate and accelerate the flame. This defines the deflagration model of thermonuclear supernova explosions as a problem of turbulent combustion. Reinecke et al. (2002b) and Gamezo et al. (2003) could show that this model indeed leads to an explosion. Whether it reproduces all aspects of observed supernovae is still not fully explored (e.g. Kozma et al., 2005) . Gamezo et al. (2004) and Höflich et al. (1998) claim that a hypothetical transition from the deflagration mode of flame propagation to a supersonic detonation needs to be invoked at later phases of the explosion. We set aside such a transition because its physical origin in not understood (Niemeyer, 1999) . Moreover, even in such a case the initial deflagration stage will be essential for understanding the SN Ia diversity since large fractions of the energy and the radioactive 56 Ni (which powers the lightcurve) are produced here and nonlinear effects in flame propagation are extremely sensitive to the initial conditions. The crucial role played by three-dimensional effects in deflagration SN Ia models calls for multi-dimensional simulations to study the diversity of such events. Most previous attempts to unveil the origin of the SN Ia diversity were, however, based on one-dimensional models (Bravo et al., 1993 (Bravo et al., , 1996 Höflich et al., 1998; Umeda et al., 1999a; Iwamoto et al., 1999; Domínguez et al., , 2001 . These are hampered by introducing free parameters due to incomplete description of the relevant physics in addition to the initial parameters they intend to study. The description of the turbulent mixing as well as the effective flame velocity is not inherent in one-dimensional models but rather accomplished in a parametrized way. Due to the free parameters empirical onedimensional models are not sufficiently predictive to nail down explanations for the diversity of SNe Ia, but they can nevertheless provide valuable clues for possible trends. Systematic studies based on three-dimensional models overcome the ambiguity of the turbulent flame velocity and mixing. By correctly modeling these effects, multi-dimensional deflagration models contain no tunable parameters and possess a high predictive power. However, due to the challenging computational demands of three-dimensional models, the available studies of initial parameters are very incomplete.
Applying a simplified setup we present the first systematic survey of the impact of initial parameters on three-dimensional SN Ia models. The price of the simplicity (and possibly incompleteness) of our models is that we cannot set the absolute scale of the effects in the presented parameter study. Nevertheless, we are able to point out the trends of effects from varying the initial parameters.
We restrict this first systematic study to variations of the central density, the initial carbon-to-oxygen (C/O) ratio and the metallicity of the progenitor just prior to ignition. Our intention is to test the parameters independently, setting aside any realistic evolution of the progenitor system. For detailed progenitor evolution studies we refer to e.g. Nomoto & Iben (1985) , Hernanz et al. (1988) , Bravo et al. (1996) , Umeda et al. (1999b) , Langer et al. (2000) , and Domínguez et al. (2001) . Important parameters that are not addressed in this study are for instance rotation and the way of flame ignition (see e.g. Woosley et al., 2004) . Some effects of the ignition conditions on SN Ia models and nucleosynthesis have been recently discussed by Travaglio et al. (2004) .
In Sect. 2 we describe the numerical schemes we apply to model SNe Ia explosions and the nucleosynthesis, followed by a discussion of the parameter space to be explored in Sect. 3. The features of the explosion models will be compared in Sect. 5, and Sect. 6 describes the nucleosynthetic yields of these models. Conclusions are drawn in Sect. 7
Numerical Model
The numerical model applied in our study consists of two parts. In a first step we simulate the hydrodynamics of the explosion process. Here, the description of the nuclear processes is very coarse. With the information gained from tracer particles advected in this simulation we perform a nucleosynthetic postprocessing as a second step. This enables us to infer the production of the individual isotopes. Both methods will be briefly described in the following.
Explosion dynamics
The deflagration model of thermonuclear supernova explosions as outlined in Sect. 1 was implemented in a numerical scheme by Reinecke et al. (1999a Reinecke et al. ( , 2002a . We refer to these works for the details of the applied techniques and will only mention the basic aspects here.
The major problem of SN Ia simulations is the vast range of relevant scales. The thickness of the flame is tiny compared with the dimensions of the WD star and the turbulent cascade interacts with the flame down to the so-called Gibson scale where the turbulent velocity fluctuations become comparable with the laminar flame speed. Neither the internal flame structure nor the Gibson scale can be resolved in multidimensional simulations in the foreseeable future and thus the flame propagation and turbulence effects have to be adequately modeled in numerical simulations.
Seen from the size of the WD star, it is well justified to regard the unresolved flame as a discontinuity separating the fuel from the ashes. Then the description of flame propagation has to track this interface and a technique well-suited for this purpose is the so-called level set method (Osher & Sethian, 1988) . It is widely used in simulations of combustion problems in engineering. In this technique, the flame front is associated with the zero level set of a scalar field G. For numerical reasons, G is chosen to be a signed distance function with respect to the flame front. To model the flame propagation we evolve the G-field according to the scheme described by Reinecke et al. (1999b) .
In this scheme the effective flame velocity has to be provided. To this end, the notion is essential that turbulent combustion proceeds in different regimes (e.g. Peters, 2000) . For most parts of the supernova explosion the so-called flamelet regime applies, where the flame as a whole is wrinkled by turbulence. Here, the flame propagation is known to decouple from the microphysics of the burning process and to be determined by the turbulent motions exclusively (Damköhler, 1940) . These, however, are derived from a subgrid scale model implemented first in SN Ia simulations by Niemeyer & Hillebrandt (1995) . It describes the effects turbulence on unresolved scales. In this sense our model can be regarded as a Large Eddy Simulation (LES) well-known from computational fluid dynamics. Since flame propagation is modeled in our simulations, supplementary simulations of the physical processes on small scales have to be provided that ensure the validity of the underlying assumptions. In this spirit Röpke et al. (2003 Röpke et al. ( , 2004a showed that flame propagation proceeds in a stabilized way below the Gibson scale.
The hydrodynamics is modeled based on the PROMETHEUS implementation (Fryxell et al., 1989) of the piecewise parabolic method (Colella & Woodward, 1984) . The equation of state of the WD material comprises contributions from a variably degenerate and relativistic electron gas, ions following the Boltzmann statistics, a photon gas and eventually electron/positron pairs.
The correct way to incorporate the nuclear burning would require a full reaction network. However, due to the restricted computational resources only a very simplified description of the nucleosynthesis is possible concurrent with the explosion simulation. Our implementation follows the approach suggested by Reinecke et al. (2002a) , who include five species, viz. α-particles, 12 C, 16 O, "Mg" as a representative of intermediate mass elements and "Ni" representing iron group nuclei 1 . The fuel is assumed to be a mixture of carbon and oxygen. At the initial high densities burning proceeds to nuclear statistical equilibrium (NSE) composed of α-particles and "Ni". Depending on temperature and density in the ashes, the NSE composition changes, which has significant impact on the explosion dynamics (Reinecke et al., 2002a) . Once the fuel density drops below 5.25 × 10 7 g cm −3 due to the expansion of the WD, burning is assumed to terminate at intermediate mass elements. Below 1 × 10 7 g cm −3 burning is switched off, since it is then expected to leave the flamelet regime and to enter the so-called distributed burning regime. Here turbulence penetrates the internal structure of the flame. This effect is ignored in the present study but was addressed by Röpke & Hillebrandt (2005b) .
In order to achieve a more detailed analysis of the nucleosynthetic yields of the simulated supernova explosion we advect tracer particles with the fluid motions recording tempera- ture, density, and internal energy as a function of time. These data then serve as input for a nucleosynthetic postprocessing.
Nuclear postprocessing
The nuclear postprocessing determines the nucleosynthetic yields of the explosion models a posteriori from the data recorded by the tracer particles. The applied method is similar to that described by Thielemann et al. (1986) (there labeled as method (a) simple postprocessing). Its application to SNe Ia explosions is discussed in detail by Travaglio et al. (2004) . The employed nuclear reaction network code was kindly provided by F.-K. Thielemann. It comprises 384 isotopes which are listed in Table 1 and takes into account β-decays, electron captures, photo-disintegrations, two-body reactions, and three-body reactions. A detailed description of the network is given by Thielemann et al. (1996) and Iwamoto et al. (1999) . As Brachwitz et al. (2000) and Thielemann et al. (2003) discussed previously, the new electron capture and β-decay rates by and Martínez-Pinedo et al. (2000) are included in the network.
Since the description of the nuclear reactions in the hydrodynamic explosion simulation is coarse and Y e is assumed to be constant at a value of 0.5, the internal energy recorded by the tracer particles is employed to calculate a realistic temperature form a high-temperature equation of state (Timmes & Swesty, 2000) combined with an improved nuclear reaction network (cf. Travaglio et al., 2004 ).
The nucleosynthesis is calculated separately for each tracer particle. To level out variations in the data from the hydrodynamic simulation, the minimal temperature is set to 10 9 K. This measure guarantees stability of the nuclear reaction network code. Subsequently, the maximum temperature T max is checked. If it does not exceed 2 × 10 9 K, then the corresponding material is treated as unprocessed. This approach is justified since the fuel consists only of 12 C, 16 O, and 22 Ne, which below 2 × 10 9 K will burn hydrostatically, not significantly contributing to the nucleosynthetic yields over the simulated period of time.
For tracers with T max > 2 × 10 9 K the following procedure is applied:
1. Nuclear statistical equilibrium (NSE) is assumed if the temperature of the current time step t i is larger than 6 × 10 9 K, i.e. the strong reactions can be neglected and only the "weak" nuclear network is applied updating Y e . Otherwise the full reaction network is employed. cannot be reached in a limited number of steps, the time step is again halved and we resume with point 2 of the scheme. If this measure fails, the tracer is ignored in the final result. Fortunately the number of such cases could be drastically reduced to at most one out of [27] 3 . When reaching NSE the new abundances are calculated for the updated Y e at t i+1 . 4. If the abundance of an isotope drops below 10 −25 , it is set to zero.
Parameter space
The initial parameters we explore in our study (the carbon mass fraction X( 12 C), the central density ρ c , and the metallicity Z of the WD at ignition) are treated as independent. This allows to disentangle the effects of the individial parameters on the explosion process. Nontheless, the parameter space is chosen in agreement with values suggested by stellar evolution, as described below.
Different values for the central density of the WD and the carbon-to-oxygen ratio of its material are applied in the explosion model itself. Contrary to that, we vary the metallicity only in the nucleosynthesis postprocessing. The nomenclature of the models is given in Table 2 .
Variation of the carbon mass fraction
The origin of the diversity in the carbon mass fraction has been studied by Umeda et al. (1999b) by numerically evolving the corresponding binary systems with 3-9 M ⊙ WD progenitor stars. They found it to depend on the metallicity and the zero-age main sequence (ZAMS) mass of the WD progenitor, as well as on the mass of the companion star. These in turn determine the mass of the WD, M WD,0 , just prior to the onset of accretion. The main outcome of the survey was that X( 12 C) in the core of the WD decreases with increasing M WD,0 and that the direct dependence of X( 12 C) on the metallicity is small although the correlation between the ZAMS mass and M WD,0 depends sensitively on it (Umeda et al., 1999a) . Taking into account the conditions ensuring that the WD will accrete mass until reaching M Ch , Umeda et al. (1999b) infer that X( 12 C) may vary in the range from ∼0.36 to ∼0.5. These values apply only to the convective core of the WD. The accreted material is assumed to be processed to a C/O ratio of ∼1, leading to a gradient of the carbon mass fraction inside the WD. This effect will be ignored in our model, were we postulate a uniform C/O ratio throughout the entire star employing values of 0.30, 0.46, and 0.62 for X( 12 C) (cf. Table 2 ).
Variation of the central density
The variation of the central density in SN Ia progenitors just before the ignition of the flame is even more difficult to constrain. At least two effects determine the value of ρ c . The first is the accretion history of the binary system (see Langer et al., 2000 , for a detailed study of the accretion process). There seems to be only a narrow window in the range of possible accretion ratesṀ in which carbon can be ignited centrally, avoiding off-center ignitions and gravitational collapse due to high electron-capture rates. Nomoto & Iben (1985) report on two centrally ignited models with ρ c = 1.7 × 10 9 g cm −3
and ρ c = 5.2 × 10 9 g cm −3 , respectively, and Bravo et al. (1996) find models in the range 1.8 × 10 9 g cm −3
ρ c 6.3 × 10 9 g cm −3 . However, the exact range of that window is uncertain and depends additionally on the white dwarf mass and temperature. Initially cooler WDs are shifted to rather high central ρ c 1.3 × 10 10 g cm −3 (Hernanz et al., 1988) . The second effect is the establishment of the thermal structure of the WD. Cooling due to plasmon neutrino losses and neutrino bremsstrahlung have to be taken into account (Iwamoto et al., 1999) , and a (most uncertain) contribution may come from the convective Urca process (Paczyński, 1972; Barkat & Wheeler, 1990; Mochkovitch, 1996; Lesaffre et al., 2005) . Bravo et al. (1993) calculate models for central densities at ignition of 2.5 × 10 9 g cm −3 , 4.0 × 10 9 g cm −3 , and 8.0 × 10 9 g cm −3 , and Iwamoto et al. (1999) use values of 1.37 × 10 9 g cm −3 and 2.12 × 10 9 g cm −3 . We assume central densities of 1.0 × 10 9 g cm −3 and 2.6 × 10 9 g cm −3 (see Table 2 ). Unfortunately it is not yet possible to apply higher central densities, since then electron captures will become dynamically important. Although electron captures are correctly treated in the nuclear postprocessing, this effect is not implemented in the current explosion models.
Variation of the metallicity
Our ignorance concerning realistic progenitor evolution is evident in the approach to prescribe the metallicity Z of the progenitor independent of the other parameters. Detailed stellar evolution calculations (e.g. Umeda et al. 1999b; Domínguez et al. 2001) have shown that it strongly influences the progenitor's central density and also the C/O ratio. Nevertheless, in the spirit of our exploration of possible effects in the explosion models, we set aside a realistic progenitor description and treat the metallicity as an independent parameter. A direct effect of the metallicity of the WD's progenitor is the 14 N abundance after the CNO burning phase. In Helium burning it is then converted mostly to 22 Ne. For simplicity, we assume a uniform distribution of this 22 Ne, which is only justified in regions mixed by pre-ignition convection.
An analytic estimation of the effect of the metallicity on the 56 Ni production was given by Timmes et al. (2003) . They suggest a variation of Z ranging from 1/3 to 3 times solar, based on observations of field white dwarfs. Following this suggestion we vary the 22 Ne abundance in our models to simulate a variation in metallicity Z. In particular we explore Z ⊙ (corresponding to X( 22 Ne) = 0.025), 0.5Z ⊙ , and 3Z ⊙ (cf. Table 2 ).
Simulation setup
A rather large number of simulations is required to cover the parameter space we aim at. We therefore have to minimize the computational expenses by applying a simple setup for the individual models. Our calculations span only one spatial octant and assume mirror symmetry to the other octants. Full-star simulations (Röpke & Hillebrandt, 2005a) have shown that this approach does not miss large-scale flame features and thus -although being a simplification -does not restrict the validity of the model. The simulations were set up on a Cartesian computational grid that was equally spaced in the inner regions.
To capture the expansion of the WD, the outer grid cells were widened exponentially. Recently, Röpke (2005) showed that with a comoving computational grid the evolution can be followed to homologous expansion. This, however, is not applied in the present models. The resolution of the individual runs was rather low -the computational domain was divided in [256] 3 grid cells corresponding to a central grid resolution of 10 6 cm. In each direction the grid length in the outer 35 zones was increased subsequently by a factor of 1.15. As was pointed out by Reinecke et al. (2002c) the chosen resolution still guarantees the explosion characteristics to be numerically converged (possibly with the exception of the latest stages of the burning where intermediate mass elements are produced). However, with this resolution it is not possible to set up reasonable multipoint ignition scenarios, since only a very small number of seed-bubbles could be resolved. This is certainly a drawback because Reinecke et al. (2002b) showed that such models give rise to more vigorous explosions. We restrict our simulations to the centrally ignited model c3_3d_256 model of Reinecke et al. (2002c) in which the spherical initial flame geometry is perturbed with three toroidal rings (see the upper left panel of Fig. 1 ). Note that we initially incinerate the same volume in all models, which does not correspond to the same mass for different central densities. This ensures the same initial numerical resolution of the flame front.
For the construction of the WD near the Chandrasekhar mass we follow the procedure described by Reinecke (2001) . We assume a cold isothermal WD of a temperature T 0 = 5 × 10 5 K. With the chosen values for the carbon mass fraction of the material and the central density we integrate the equations of hydrostatic equilibrium using the equation of state described in Sect. 2.1. Depending on the central densities and compositions the masses of the resulting WDs vary slightly: for ρ c = 1.0×10 9 g cm −3 and ρ c = 2.6×10 9 g cm −3 the WD masses amount to 1.367 M ⊙ and 1.403 M ⊙ , respectively. As tested by Reinecke (2001) , the construction procedure guarantees stability of the WD over a time longer than simulated.
The [n trace ] 3 tracer particles are distributed in an n trace × n trace × n trace equidistant grid in the integrated mass M 0 (r), the azimuthal angle φ, and cos θ, so that each particle represents the same amount of mass. In order to improve the tracer particle statistics, a random offset to the coordinates was applied. This offset was chosen small enough to keep the tracer particles in their individual mass cells. The values of the density, the temperature and the internal energy at the tracer particle's location and its coordinates were recorded every ∼1 ms. This allows for an accurate reconstruction of the trajectories as well as the final velocities and the thermodynamical data. In the models presented in the following we set n trace = 27. To test the representation of the model in the tracer particles in cases of low central densities, this number was increased to 35 in test calculations, as will be discussed below.
Explosion models
The explosion simulation for the exemplary case of model 2_2_X (the metallicity does not affect the explosion dynamics in our implementation) at four different times is illustrated in Fig. 1 . The isosurface indicating the position of the flame front is rendered from the zero level set of the scalar field G. The computational grid plotted in these snapshots visualizes our setup with uniform grid cells in the inner region and an exponential growth of the grid spacing further out. Our initial flame configuration is shown in the upper left snapshot of Fig. 1 . In the subsequent snapshots the growth of instabilities and an increasing wrinkling of the flame front are visible. Once the flame enters the exponentially growing part of the grid, the resolution of flame features becomes coarser. However, at this stage the expansion of the WD decreases the density of the fuel to values where burning has largely ceased in our model. Thus the coarse flame resolution in late stages of the simulation does not affect the results. Fig. 2 shows the total energy production of our models. Due to the simple setup, all explosions are weak, but trends can clearly be identified. The energy releases of the different models are listed in Table 3 , which also provides the masses of produced iron group elements ("Ni") and intermediate mass elements ("Mg") . In Figs. 3 and 4 the energy generation rates and the evolution of the turbulent energies in our models are plotted, respectively. Results of explosion models: produced masses of iron group elements ("Ni") and intermediate mass elements ("Mg"), nuclear energy release, and total energy at the end of the simulations. 
Variation of the progenitor's C/O ratio
The effects of a variation of the progenitor's carbon-to-oxygen ratio on the SN Ia explosion models have been described by Röpke & Hillebrandt (2004) . We extend the discussion here. Considering the explosion energetics first, Fig. 2 shows that a higher carbon mass fraction leads to an increased energy production for fixed central densities. Values are given in Table 3 . For both central densities the nuclear energy releases of the models increase by 12% (∼27% in the total energies) changing X( 12 C) from 0.30 to 0.62. The observed trend is not surprising and can easily be explained by the burning process. The predominant effect is certainly the difference in the mean binding energy of the fuel. A higher carbon mass fraction increases the total energy generation for the simple reason that the binding energy of 12 C is lower than that of 16 O so that it releases more energy by fusion to iron group elements. A minor effect could be that the laminar burning velocity increases with X( 12 C) (Timmes & Woosley, 1992) . This, however, is negligible in our models, since already after a few time steps the flame propagation is completely determined by the turbulent flame speed. It is noteworthy that the evolution of the energetics in the model does not show a strong temporal shift. The energy generation rate peaks at comparable times for the models with different carbon mass fractions (cf. Fig. 3 for the temporal evolution of the energy generation rate 2 ). Fig. 2 reveals that the total energies of our models are very similar for the largest part of energy generation and differ only in the late phases. In this point our findings disagree with Khokhlov (2000) . Although he speculates that a decreasing X( 12 C) would result in weaker explosions, he claims that the reason is a delay of the development of the buoyancy instabilities, which seems to be only a minor effect in our simulations. The reason for the difference in the interpretation of the results is possibly that the models of Khokhlov (2000) were apparently not evolved beyond the maximum of energy generation so that it is difficult to distinguish between a delay and an overall lower energy production.
Contrary to the explosion energetics, the produced masses of iron group elements are unexpected. The working hypothesis by Umeda et al. (1999a) predicting a larger production of 56 Ni for larger carbon mass fractions was based on the speculation that the resulting increased energy release would enhance buoyancy effects and thus accelerate the turbulent flame propagation. Consequently, more material would be burnt at high velocities producing larger fractions of iron group elements. As emphasized by Umeda et al. (1999a) , this hypothesis can only be tested in multi-dimensional simulations which treat the turbulent flame velocity in an unparametrized way. This is provided by our approach, but surprisingly our models do not support the hypothesis. The energies in our models evolve similar in the first part of the explosion and no enhanced turbulent flame propagation is visible regardless of the carbon mass fractions. The similar temporal evolutions of the energetics in our models correspond to a striking similarity in the flame morphology. Fig. 5 illustrates the flame front in models with differ- 
for a single non-burning rising bubble of size L subject to a gravitational acceleration g (Davies & Taylor, 1950) . The Atwood number At characterizes the contrast between the density inside the bubble (ρ i ) and outside it (ρ o ):
In a supernova explosion, the situation is, of course, much more complex since bubbles burn and will merge. Nevertheless, it is clear that the effective gravitational acceleration (At g) determines the flame propagation velocity -not only directly on the largest scales but also over the mechanism of the interaction of the flame with generated turbulence. This effect can only be revealed in multidimensional calculations, as presented here. Fig. 6 shows the mean effective gravitational acceleration (At g) experienced by the flame front. Only minor differences are visible here. The data point at t = 0.0 s is unphysical, since the material behind the flame had not been burnt at this instant and thus there is no density contrast over the flame yet. With temporal evolution there is a competition between a rapidly decreasing gravitational acceleration due to the expansion of the star in the explosion and an increasing density contrast over the flame along with lower fuel densities (cf. Timmes & Woosley, 1992) . As seen from Fig. 6 , finally the decreasing gravitational acceleration dominates this competition. Because of the very similar evolutions of the large-scale buoyancy effects, there are little differences in the evolutions of the turbulent energies in models with varying carbon mass fractions (see Fig. 4 3 ). If the larger energy from burning carbon-rich fuel was directly converted to work expanding the ashes, buoyancy effects and an acceleration of the turbulent flame propagation should be observable in our simulations. The only way to bypass these effects is that the energy is buffered in a larger fraction of α-particles present in the NSE. This fraction indeed increases with higher temperatures and the consequences are twofold. 3 The values of E turb are not significant at late times since those are derived from the subgrid energy which depends on the length of the grid cells. In the outer regions which the flame enters at late times, those are elongated and therefore E turb rises again after reaching a peak at t ∼ 0.65 s and t ∼ 1.05 s for ρ c = 2.6 × 10 9 g cm −3 and ρ c = 1.0 × 10 9 g cm −3 , respectively. For a uniform grid it would be expected to monotonically decrease after these peaks (cf. Röpke, 2005) . First, the binding energy of the ashes is lowered and less energy is released from thermonuclear burning. Second, distributing the energy on an increased number of particles in the ashes decreases their temperature. Both effects lead to an increase in the density of the ashes which suppresses the buoyancy effects. Hence the turbulent flame propagation velocity in carbon-rich fuel models is lowered to values comparable to those found in oxygen-rich fuel simulations. As a consequence similar masses of fuel are burnt at particular fuel densities. To corroborate this, we plot the fuel density at the average flame front location over the burnt mass in Fig. 7 . Fig. 8 proves that the effect of energy buffering in the α-particles indeed applies for our models, here shown for the models with a central density of 2.6 g cm −3 . Between 0.2 s and 0.9 s the ashes contain significant amounts of α-particles. The maximum mass fraction of α-particles increases by about 20% when changing the carbon mass fraction from 0.30 to 0.62. This effect is capable of compensating the differences in the fuel binding energies according to the following estimate. At t ∼ 0.6 s (the energy generation rate peaks here, cf. Fig. 3 ) the ashes in the model 2_2_X contain about 21% α-particles and 79% "Ni". If there was no change in the amount of α-particles along with changing the C/O ration in the models, the nuclear energy release would increase for about 22% changing X( 12 C) from 0.30 to 0.62. In contrast, taking into account the observed 20% increase in the α-particles in the ashes, the nuclear energy release difference reduces to ∼5%.
This self-regulation mechanism has an important consequence. Since it suppresses increased buoyancy effects which would otherwise arise with larger carbon mass fractions in the fuel, similar amounts of fuel are consumed by the flame at stages where burning terminates in NSE. Therefore the amount of produced iron group elements is nearly kept constant for different C/O ratios in the fuel.
The α-particles buffer the energy only temporarily. With further expansion and cooling of the WD they are converted to iron group elements ("Ni") releasing the stored energy. This is the reason why the energies in the models diverge at later times. Then, however, the fuel density has dropped to values where burning terminates in intermediate mass elements and hence the synthesis of iron group elements is unaffected. Therefore the models with different carbon-to-oxygen ratios produce similar amounts of iron group elements. Interestingly, we find even a slight decrease in the production of iron group elements for an increasing carbon mass fraction of the model. The same holds for the intermediate mass nuclei in the high central density models while the trend is reversed in the models with lower central densities (cf. Table 3 ).
Variation of the central density
For higher central densities at ignition, the explosion turns out to be more vigorous for a fixed carbon mass fraction in the WD material (cf. Fig. 2, Table 3 ). Here, the nuclear energy releases differ about 26% and the total energies vary about 34%.
As for an increased carbon mass fraction, a higher density of the fuel accelerates the laminar burning (Timmes & Woosley, 1992) . Again, this has little impact on our models since burning proceeds laminar only in the first few time steps. Two other effects are more significant here.
First, for the higher central density, obviously more material is present at sufficiently high densities so that it can potentially be burnt to iron group elements.
Second, for higher central densities the effective gravitational acceleration (At g) experienced by the flame is higher in the first ∼0.9 s (cf. Fig. 9 ). This increases the development of flame structures resulting from the non-linear stage of the buoyancy instability. As a result, the turbulent cascade will develop more quickly (cf. Fig. 4 ) and the turbulence-induced boost of of the effective flame propagation velocity sets in earlier. This is shown in Fig. 10 , where snapshots of the flame evolutions at fixed times for models with different central densities at ignition are given.
Consequently, the production of iron group elements increases with higher central densities, while the amount of intermediate mass elements decreases.
Nucleosynthesis
After the nucleosynthesis postprocessing the abundances of the individual isotopes in the ashes are unveiled. Additionally, the parameter of the progenitor's metallicity comes into play here by assuming a certain fraction of the material to be composed of 22 Ne.
The lightcurves of SNe Ia are powered by the radioactive decay of 56 Ni and 56 Co. Therefore their peak luminosities are determined by the nucleosynthetic yields of the explosions rather than the energetics. Consequently, the nucleosynthetic postprocessing of explosion models can shed some light on the observed diversity of SN Ia events. 56 Co decay is slow and thus the peak luminosity is a function of the produced amount of 56 Ni. A compilation of the 56 Ni masses derived from all our models by nucleosynthetic postprocessing can be found in Table 4 .
Although we will focus here on the effect of initial parameters on the production of 56 Ni, we will first discuss the overall picture of the nucleosynthesis yields.
The final yields
The freeze-out masses after completion of the β-decays are plotted in Figs. 11 to 13 for different models. Here the usual normalization to the solar abundances and the 56 Fe mass fraction was applied. Values are given in Table 6 in the online material. Fig. 11 shows a comparison between models with different carbon mass fractions for fixed ρ c = 2.6 × 10 9 g cm −3 and for solar metallicity. Obviously, the carbon mass fraction has only little effect on the final abundances. Though some variation is visible for the intermediate mass elements (Mg to Ca), there is practically no difference in the iron group yields for the different models. This is expected from the analysis of the explosion process in the previous section. Due to the energy buffering in the α-particles, burning to NSE consumes almost identical masses of fuel, while the recombination of the α-particles at the end of complete NSE burning leads to an additional energy release that varies with the C/O ratio. Therefore the incomplete burning in the models that follows burning to NSE proceeds differently in the various models.
The variations in the final yields due to different central densities are illustrated in Fig. 12 . Here, the models X_2_2 are plotted, i.e. the C/O ratio is fixed to 0.81 and the metallicity is solar. The model with lower central density produces more intermediate mass elements, but the variations are small. In contrast, for higher central densities, there is a visible increase in the abundances of iron group isotopes, viz. titanium, vanadium, chromium, manganese, iron, cobalt, and nickel. The two effects that contribute to an increased mass consumption in complete NSE burning with higher ρ c were discussed in Sect. 5.2. The resulting final yields are a natural consequence of these effects.
Changes in the progenitor's metallicity resulting in different abundances of 22 Ne in the WD material have a large impact on the final yields. To illustrate this influence, we consider the models 2_2_X for 0.5 Z ⊙ , 1.0 Z ⊙ , and 3.0 Z ⊙ (cf. Fig. 13 ). The variation of the 22 Ne abundance is obvious and caused by the representation of the progenitor's metallicity in the different mass fractions of that isotope in our simulations. The production of chromium, manganese and iron isotopes is increased for higher metallicity, especially for isotopes with two more neutrons than the symmetric nuclei ( 54 Fe, 58 Ni). An exception is 56 Fe which was used to normalize the abundances. This trend holds analogously for intermediate mass elements. In particular, one observes a higher abundance of 26 Mg, 30 Si, 34 S, 38 Ar and 42 Ca with increased metallicity. Comparing the models 2_2_2 and 2_2_3 the change is by a factor of 11 for 26 Mg and a factor of approximately 3 for the other isotopes (cf. Table 6 in the online material). The other models not present in the table give similar factors for identical metallicities. The increase of neutron-rich isotopes is caused by the fact that a higher progenitor's metallicity results in an increased 22 Ne mass fraction, which serves as a source of a neutron excess. Table 4 . 56 Ni masses synthesized according to the nucleosyntehsis postprocessing.
Impact of the C/O ratio on the 56 Ni mass
Contrary to the previous section, we analyze here the nucleosynthesis yields right after the explosion. The production of radioactive species is given in Table 7 in the online material.
Fig. 14 shows the 56 Ni production for the models in dependence of the carbon mass fraction of the progenitor. The central densities are fixed to ρ c = 1.0 × 10 9 g cm −3 and ρ c = 2.6 × 10 9 g cm −3 , respectively. The metallicities of the models shown here are set to Z = Z ⊙ . We note only minor changes in the 56 Ni masses (about 2%) for both central densities, which is not surprising given the small variations in the flame morphology and advancement discussed in Sect. 5.2.
It should be noted in Fig. 14 that the trend of 56 Ni production has opposite directions for different central densities.
While this feature is in accordance with the total production of iron group elements in the explosion models for low central densities, it is reversed for the high central density case (cf. Table 3 ). In order to check whether an under-representation of NSE-material in tracer particles in the low density case was the origin, we recalculated these models with the number of tracers increased to 35 3 . The trend of decreasing 56 Ni production with higher carbon mass fraction was weaker, but had still the same direction. Since the variations are at the percent level, it is beyond the accuracy of our models to judge whether the trend is of physical nature or an artifact of our simulation.
The result of the 56 Ni production in the explosion phase being largely independent of the carbon mass fraction supports the conjecture of Röpke & Hillebrandt (2004) carbon-to-oxygen ratio of the progenition WD star. This conjecture was only based on the cumulative production of all iron group elements and is now confirmed by the derivation of the exact amounts of 56 Ni via nucleosynthetic postprocessing.
Impact of the central density on the 56 Ni mass
For fixed C/O ratios of 0.81 and solar metallicities our models produce 0.286 M ⊙ of 56 Ni for ρ c = 1.0 × 10 9 g cm −3 and 0.305 M ⊙ of 56 Ni for ρ c = 2.6 × 10 9 g cm −3 , i.e. from the lower to the higher central density the 56 Ni production increases for 7%. These changes go along with the higher overall production of iron group nuclei at higher central densities (cf. Table 3 ). The reasons for this effect have been discussed in Sect. 5.2.
Although somewhat larger than the changes found in the case of varying carbon mass fraction, the effect is still rather small. However, our study covers only parts of the effects resulting from changing the central densities of the models. With a further increasing central density, electron captures will become important and the 56 Ni production is expected to decrease while the total mass of iron group elements should still increase. Unfortunately, in the current study this effect could not be consistently modeled, but it will be addressed in forthcoming work.
6.4. Impact of the metallicity on the 56 Ni mass Timmes et al. (2003) proposed an analytic model for the effect of the progenitor's metallicity on the 56 Ni production in SN Ia explosions. Their reasoning is based on the assumptions that most of the 56 Ni is produced between the 0.2M ⊙ and the 0.8M ⊙ mass shells in NSE and that the Y e is constant during burning in that region. This is motivated by one-dimensional models. Furthermore, they take into account only the species with the atomic mass A (X i /X highest mass fraction; in a first step 56 Ni and 58 Ni. Under these assumptions they derive a linear correlation between Z and the produced M( 56 Ni):
resulting from conservation of mass and charge, 
giving the initial Y e of the white dwarf right before the explosion under the assumption of a uniform distribution of 22 Ne and 56 Fe. When the presence of 54 Fe is taken into account the factor 0.057 in Eq. (3) changes to 0.054 (cf. Timmes et al., 2003) .
For a comparison of this analytic prediction with our models we set X( 56 Fe) = 0 in Eq. (6) since here the initial Y e is determined by 22 Ne only. We set X( 22 Ne) = 0.025Z, wherẽ Z = Z/Z ⊙ . If Eq. (6) is now substituted into Eq. (4), the following equation is obtained
atomic mass A To compare this linear dependence of the 56 Ni mass onZ with our simulations, a linear regression following
was applied to our data. Here M 0 denotes the extrapolated value M( 56 Ni) atZ = 0. Values for m and M 0 for the different models are given in Table 5 . The coefficient of correlation is 0.9999 in all cases, which suggests a good agreement of our data with a linear dependence, but, of course, more data points would be desirable for a definite statement.
To compare the slope of (7), i.e. −0.0659, with the fits to our data, we give values for −m/M 0 in Table 5 . The agreement is reasonable keeping in mind that Eqs. (3) and (7) were derived by assuming 56 Ni and 58 Ni to be the two most abundant isotopes in NSE with a constant Y e . However, a significant amount of 56 Ni seems to be produced in regions where the assumption of constant Y e breaks down.
Thus, the analytical model introduced in Timmes et al. (2003) provides an excellent explanation for the effect of the metallicity. Based on models different from the ones applied here this was recently confirmed by Travaglio et al. (2005) .
Conclusions
In the present paper the impact of several progenitor parameters on three-dimensional SN Ia explosion models has been studied for the first time in a systematic way. Here, we investigated the effects of the progenitor's central density, its carbon mass fraction, and its metallicity. Of course, there may be several other parameters that possibly affect the light curve of SNe Ia (rotation of the progenitor, morphology of the ignition spot(s), a delayed detonation at varying densities, asphericities etc.), which were not addressed in the present survey.
A first important point to note is that our numerical implementation as well as the underlying astrophysical model are evidently robust against variations of the initial conditions to a reasonable degree. On the one hand, the variations in the resulting features are relatively small. A deviation in orders of magnitude should have been reason for concern, but all our models seem to be well-behaved. On the other hand, the model is not too robust in the sense that variations of the initial parameters do show effects on the results, i.e. an intrinsic variability is preserved. The degrees of freedom expected for a SN Ia explosion are at least not entirely artificially suppressed in our model. Hence our model fulfills the requirements 2, 3, and 4 stated by .
Another point is the absolute scale of the results. Given the limited resources of computational time and storage space, we had to restrict the models to a resolution of [256] 3 grid cells per octant. Although such models reach numerical convergence in global characteristics (Reinecke et al., 2002c) , it is not possible to apply multi-spot ignition scenarios at this resolution which would produce more vigorous explosions. As a consequence, the explosion energy of all our models is rather low and the 56 Ni production falls short the nickel mass of a prototype SN Ia (Contardo et al. (2000) find 0.41M ⊙ of 56 Ni for SN1994D). These restrictions exclude the possibility of finding the absolute scale of effects and hence requirement 1 of is not met in the current study. However, there is a fair chance that models with more elaborate initial flame representations will agree better with the absolute values of observed quantities (see e.g. Travaglio et al., 2004) . Nevertheless the present parameter study should reveal the correct trends of the variation of SN Ia properties.
A major uncertainty lies in the range of variation of the progenitor parameters. Although we applied values that are common in literature, our parameter space is not derived from a realistic stellar evolution of the progenitor.
Keeping this in mind, the maximum variation in 56 Ni of about 27% found in our parameter study can be regarded as a strong hint that the variations of the progenitor properties taken into account here provide a significant contribution to the scatter in SN Ia luminosities. However, it seems unlikely that these are sufficient to explain the full range of diversities in "Branch normal" SNe Ia. Of course, more elaborate models are required to assess this.
Regarding the diversity of 56 Ni production in our models resulting from the variation of the initial parameters, the following trends were found: -The progenitor's carbon-to-oxygen ratio has only little impact on the amount of produced 56 Ni. This is in strong contrast to the common assumption that the C/O ratio be a major source of luminosity variation in SN Ia explosions. The "working hypothesis" of Umeda et al. (1999a) could not be confirmed by our models. The reason for this effect could be unveiled by our three-dimensional simulations. Since flame propagation in the deflagration stage is mainly determined by the turbulent motions of the material, the explosion dynamics is not altered as long as the buoyancy effects that generate the turbulence are comparable. This is given in our models at stages of iron group nuclei synthesis. Different energy releases resulting from differences in the fuel binding energies are compensated by a varying amount of α-particles present in the ashes. These buffer the temperature of the ashes and thus the densities are not altered substantially ensuring the same buoyancies. Consequently, the explosion dynamics is similar in the stages of iron group element synthesis for models with different C/O ratio in the fuel resulting in a small variation of the produced 56 Ni of only about 2%. -The central density affects the 56 Ni production. The variation found in our models amounts to about 7%. This is explained by the fact that for higher central densities more material is burned under conditions where iron group elements are produced. Moreover, a higher central density increases the mean gravitational acceleration experienced by the flame front and thus enhances the generation of turbulence thereby accelerating the flame propagation. Due to this effect even more material is processed at higher densities where the reactions terminate in iron group elements. -A greater effect (assuming that our parameter space is reasonable) was found for a variation of the metallicity in the nuclear postprocessing. By varying the 22 Ne mass fraction from 0.5 to 3 times solar, a variation of the produced 56 Ni mass of about 20% was found. Our models were consistent with the analytical prediction of a linear relation between the metallicity and X( 56 Ni) by Timmes et al. (2003) .
The effects of varying C/O ratios and central densities of the progenitor on the supernova explosion are based on effects of the turbulent flame propagation and can thus only be revealed by three-dimensional models.
However, we have to emphasize an important limitation of the results. Our analysis addresses only changes in the explosion process itself. For comparability of the simulations we assumed identical initial flame configurations. The ignition process, however, may be influenced by the carbon-to-oxygen ratio of the progenitor (Woosley et al., 2004) . Since different initial flames can have large impact on the explosion dynamics (e.g. Reinecke et al., 2002b; Gamezo et al., 2003; Calder et al., 2004; Röpke & Hillebrandt, 2005a) , the C/O ratio may still be an important parameter via this mechanism.
We emphasize an incompleteness of the present survey towards higher densities, at which electron captures in the ashes become important. These shift the burning products to neutronrich isotopes, favoring 58 Ni instead of 56 Ni. This effect would be taken into account in our postprocessing procedure, however electron captures may also become dynamically important with increasing central densities, since they reduce the electron pressure in the ashes. Unfortunately, this effect could not consistently be modeled in the current study. The explosion model assumes Y e = 0.5. Effects of higher central densities will be addressed in forthcoming investigations.
Comparison with one-dimensional models
The effect of a variation in the carbon mass fraction of the progenitor on the produced 56 Ni mass was studied by Höflich et al. (1998) . They applied a one-dimensional delayed detonation model. For a central density of 2.6 × 10 9 g cm −3 , solar metallicity and a presumed deflagration-to-detonation transition at a density of 2.7 × 10 7 g cm −3 they calculated a model with a C/O ratio of 1/1 (DD21c in their notation) and a model with C/O reduced to 2/3. Here they find a decrease of the produced M( 56 Ni) of about 14%. Assuming that a transition to detonation at such low densities as applied here does not alter the production of iron peak elements, a comparison with our models is possible.
However, the results of Höflich et al. (1998) are in contrast with ours. This may be mainly due to the fact that the modeling of the correct implications of the C/O ratio on the explosion results requires an accurate description of the multidimensional effects that dominate the flame propagation. Bravo et al. (1993) investigated the impact of the ignition density on the 56 Ni production for one-dimensional deflagration models. For models with a central density of 2.5 × 10 9 g cm −3 (R2 in their notation) and 4.0×10 9 g cm −3 (R4) they find differences of about 7% which is in good agreement with our results.
Although our results regarding the change in 56 Ni production varying the metallicity are in good agreement with the analytical prediction by Timmes et al. (2003) and with the study by Travaglio et al. (2005) , they disagree with the findings of Höflich et al. (1998) . They report an only ∼5% effect on the 56 Ni production changing the metallicity from 0.1Z ⊙ to 10Z ⊙ . Contrary to this, the result of Iwamoto et al. (1999) that an increase of the metallicity from zero to solar decreases the 56 Ni production for about 8% is consistent with our results.
Cosmological significance
In order to discuss the cosmological significance of our results, we take on a very simplistic view on the mechanism of the light curve. Following "Arnett's rule" (Arnett, 1982) we assume that the total mass of 56 Ni immediately determines the peak luminosity of the SN Ia event. Furthermore we assume that a larger energy released in the explosion leads to a more rapid decline of the light curve (Pinto & Eastman, 2000) . It has to be noted, however, that this may only be a second-order effect in the light-curve shape. The main parameter here is the opacity given by the distribution of heavy elements (Mazzali et al., 2001) . This can only be adequately addressed in detailed synthetic light curve calculations and will be ignored here.
In the context of this simplification, we note that none of the tested parameters reproduces the peak luminosity-light curve shape relation by lowering the produced 56 Ni mass accompanied by an increased energy release. While the carbon-tooxygen ratio of the progenitor has little effect on the peak luminosity, it could alter the width of the light curve. The opposite holds for the progenitor's metallicity. Here, the peak luminosity can be vary by about 20%, but the explosion dynamics is unaffected. The central density prior to the ignition changes both the 56 Ni production and the energy release. Unfortunately our study is incomplete here. At higher values for the central density, the produced 56 Ni mass could decrease due to electron captures while the energy release may still increase. This has to be tested in forthcoming studies.
Another aspect is that we have ignored the interrelation of the parameters by stellar evolution here. This, however, predicts a lower C/O ratio for higher metallicities (cf. Umeda et al., 1999b) . The effects of both parameters in this combination may possibly reproduce the trend of the peak luminosity-light curve shape relation.
The final conclusions on the cosmological significance of the variations in the explosions found in the present study need to be drawn on the basis of synthetic light curves derived from our models. This is subject of a subsequent publication.
