Abstract. Many applications require the establishment of mappings between ontologies. Such mappings are established by domain experts or automated tools. Errors in mappings can introduce inconsistencies in the resulting combined ontology. We consider the problem of identifying the largest consistent subset of mappings in hierarchical ontologies. We consider mappings that assert that a concept in one ontology is a subconcept, superconcept, or equivalent concept of a concept in another ontology and show that even in this simple setting, the task of identifying the largest consistent subset is NP-hard. We explore several polynomial time algorithms for finding suboptimal solutions including a heuristic algorithm to this problem. We experimentally compare the algorithms using several synthetic as well as real-world ontologies and mappings.
Introduction
Many semantic web applications (e.g., building predictive models from disparate data sources, assembling composite web services using components from multiple repositories) rely on mappings to bridge the semantic gaps between disparate ontologies. Such mappings may be established by domain experts, or automated tools designed to discover such mappings from data [1, 9] . This is inherently an error prone process. Errors in mappings can make the resulting ontology inconsistent. Consider for example an ontology with a single concept (say c a ) and another ontology with a single concept (say c b ). Consider the following set of mapping between the ontologies: (1) c a ≺ c b and (2) c b ≺ c a where ≺ denotes strict subconcept relationship. Obviously both these mappings cannot simultaneously hold. To ensure the consistency of the resulting ontology, one of the two mappings has to be discarded. While in this case the ontologies were simple and mappings were straightforward, in general, because of the large number of concepts and mappings involved, it is necessary to automate the process of identifying and eliminating inconsistencies.
In this paper we consider the problem of identifying the maximum subset of consistent mappings between hierarchical ontologies. We show that this problem is NP-hardeven in the restricted setting of mappings that assert that a concept in one ontology is a subconcept, superconcept, or equivalent concept of a concept in another ontology. We introduce several polynomial time algorithms for finding suboptimal solutions to the problem. We experimentally compare the algorithms using several synthetic as well as real-world ontologies and mappings.
Problem Description
We first introduce notations and definitions that we use in formalizing the problem of identifying the maximum subset of consistent mappings between hierarchical ontologies.
Definition 1 (Concept and Relationships).
A concept (or a class) represents a collection of objects or individuals. We consider two types of relationships between any pair of concepts:(1) strict subconcept relation (≺) and equivalence relation(≡).
Definition 2 (Ontology).
An ontology O x : C x , R x where x ∈ N is a twotuple of a non-empty finite set of concepts C x and a finite set of relationships R x between those concepts.
In our setting each ontology can be represented as a directed graph (called the ontology graph) where the each vertex is a set of equivalent concepts in the transitive closure of the ontology and a directed edge exists between two nodes in the graph if and only if a relationship exists between the concepts associated with two nodes (Note the edge is directed from the subconcept towards the superconcept). 
Definition 3 (Ontology Graph). The ontology graph associated with a given ontology
Note that each concept in the ontology is associated with one and only one vertex in its associated ontology graph. In addition, if any two concepts are related through an equivalence relation they must have the same associated node in the ontology graph.
Remark 1 (Simplifying Assumption).
Given an ontology O x : C x , R x , it is fairly straightforward to generate the corresponding ontology graph G Ox : V Ox , E Ox . Note that we are actually merging all the equivalent classes in an ontology into a single vertex in the corresponding ontology graph. Since this merging is just the conceptual merging in the representation and not the actual merging of classes in the ontology, for simplicity, we will assume that the input ontologies do not contain any equivalence relationships. As a result, all the relationships contained in an ontology are subconcept relationships (hierarchical ontologies). This implies that all the vertices in the corresponding ontology graph have a single concept associated with them.
Definition 4 (Inconsistent). An ontology
Each subset of relationships in R x that lead to some relationship c
in the transitive closure of the ontology is said to be a set of conflicting relationships. For any inconsistent ontology there may be one or more sets of conflicting relationships and each set may contain two or more relationships that conflict as a whole. Proof. The proof (for the if direction) is by contradiction and follows from the fact that there is one-to-one mapping between concepts and relationships in ontology to vertices and edges in ontology graph. As such any concept associated with a vertex participating in a cycle will have a subconcept relationship with itself in the transitive closure of R x . The reverse direction of the statement follows in a similar way.
Definition 5 (Consistent

Definition 6 (consistent).
We define function consistent: O −→ { , ⊥} as:
the function consistent can be implemented using the topological ordering algorithm with a running time of O (|V| + |E|) where |V| is the number of vertices and |E| is the number of edges in the graph [11]. Alternatively, we have a running time of O (|C| + |R|) where |C| is the number of concepts and |R| is the number of relationships in the ontology.
Given any two different ontologies O x : C x , R x and O y : C y , R y the Mappings define the relationships between any two concepts in the ontologies. 
Definition 7 (Mapping Relationship
)
Definition 8 (Mapping Set).
Given O x and O y , a mapping set M x:y is a finite set of mapping relationships.
Given ontologies O x , O y , and mapping set M x:y , we can generate a merged ontology by using the relationships specified in the mapping set M x:y . We denote the merged ontology by O z : C z , R z . In addition we use the following notations:
This merged ontology can be represented by a graph called mapping graph. Given a pair of ontologies O x , O y and a mapping set M x:y , the corresponding mapping graph is G Mx:y : V Mx:y , E Mx:y where, 
Mapping edge c
Mapping edge -V Mx:y is finite non-empty set of vertices -E Mx:y is finite set of labeled directed edges such that each edge is one of the following:
• an ontology edge corresponding to some subconcept relationship specified in either ontology.
• an mapping edge corresponding to some subconcept or superconcept relationship specified in mapping set.
• an mapping edge corresponding to some equivalence relationship specified in mapping set. Table 1 lists down how each relationship is being represented in the mapping graph.
The mapping graph intuitively differs from the ontology graph in the sense that it allows to distinguish between the edges corresponding to the relationships in the ontologies and the edges corresponding to the mapping relationships. In addition it can contain bidirectional edges corresponding to the equivalence relationships in the mapping set.
Remark 2 (Converting Mapping Graph to Ontology Graph).
A mapping graph G Mx:y can be easily converted to the corresponding ontology graph G O Mx:y by first copying all the non-mapping edges and unidirectional mapping edges to the ontology graph and then merging the vertices that are combined by the bidirectional mapping edges. 
Proof outline. Since the given ontologies are consistent, they must be both DAGs by Theorem 1. Moreover, for the vertices corresponding to these DAGs to participate in a cycle in the mapping graph, there must be a path that goes from one DAG to the other DAG and back to the first DAG. Consequentially, two directed edges with opposite directions must exist between vertices in the two DAGs. Since the edges between the two DAGs are due to the mapping set, at least two of the edges in any cycle must be the mapping edges as specified above.
Remark 3. We can observe that each cycle can in turn be represented as a chain of relationships which will lead to inconsistency in the ontology. Hence, any such chain would contain at least two mapping relationships which must be either (c Intuitively, a consistent mapping set is maximal if adding any more mapping to it will lead to inconsistencies. Note that for any given pair of consistent ontologies and a set of mappings between them there can be, in general, multiple maximal consistent mapping subsets. Furthermore, the user might have preferences over the mappings to be retained in the solution. A simple way to specify such preferences is by assigning weights to the individual mappings. We will often use shorthand notation ω Σ (M x:y ) to represent sum of weights of all relationships in M x:y . In the rest of the paper, we will assume weighted mapping sets. If the ω function is not specified, we will assume each mapping has a unit weight. So a maximum consistent mapping subset is a maximal consistent mapping subset with the most weight. Again, for any given pair of consistent ontologies and a weighted mapping set between those two ontologies, there can be multiple maximum consistent mapping subsets.
Definition 11 (Weighted Mapping Set). Given a pair of ontologies
Definition 12 (Maximum Consistent Mapping Subset). Given a pair of ontologies
Definition 13 (Feedback Arc Set (FAS)). Given a directed graph G : V, A where V is the set of vertices and A is the set of directed edges (arcs), feedback arc set of G is a subset of edges, A ⊆ A such that G : V, A \ A is acyclic.
We now introduce the definition of Minimum Feedback Arc Set in Bipartite Tournament MFASBT [8] . 
Definition 14 (MFASBT). Given a bipartite tournament graph
Problem Formulation
We now formally introduce the problem we are trying to solve in terms of the notation and definitions introduced above. Given O x , O y , M x:y , and some k ∈ N, is there M x:y ⊆ M x:y such that all the following are true: 
Decision Version (McM
1. consistent O M x:y = .
Eliminating Inconsistent Mappings
We first show that the decision problem McM d is NP-complete. We then proceed to describe several efficient algorithms for finding sub-optimal solutions to the optimization version of the problem. We consider three polynomial time algorithms for McM m which provide suboptimal solutions to McM.
Naïve Approach
A simple approach to identifying a maximal consistent subset of M x:y is to start with the set M x:y , initially empty, and add to it mappings from M x:y \ M x:y one at a time, in decreasing order of their weights, as long as the combined ontology O M x:y remains consistent. The correctness of the algorithm follows by construction and a straightforward analysis shows that the running time of the algorithm is O |M| (|C| + |R| + |M|) (Recall |C| = |C x | + |C y |, |R| = |R x | + |R y |, and |M| = |M x:y |).
Biased Approach
It follows from Remark 3 that given a pair of strict partial order ontologies O x , O y and a mapping set M x:y the resulting combined ontology is guaranteed to be consistent if M x:y contains only mappings relations of type ≺ or of type . This is because in such a case the associated mapping graph is guaranteed to be acyclic. This observation leads to the following biased algorithm: Let M ≺ and M be the subsets of mapping relations (respectively) of type ≺ and in M x:y . We start with the subset M x:y initialized to one of the mapping subset that has the larger weight among M ≺ and M . We add to M x:y , mappings one at a time, from M x:y \ M x:y , in decreasing order of their weights, as long as the combined ontology O M x:y remains consistent. The correctness of the algorithm follows by construction and a straightforward analysis shows that the running time of the algorithm is also O |M| (|C| + |R| + |M|) .
Graph-Based Approach
We proceed to describe a solution for McM m that is inspired by an algorithm introduced by Demetrescu and Finocchi for finding a feedback arc set in a weighted directed graph [2] . We start with the mapping graph G Mx:y constructed from a given pair of ontologies O x , O y and a set of mappings M x:y . Recall that the edges in G Mx:y are of two types: (1) those corresponding to relations in O x and O y ; and (2) the edges corresponding to mappings in M x:y . The basic idea is to identify and remove a minimal feedback arc set in G Mx:y while preserving all the edges of type (1). We construct G W , a weighted version of G Mx:y by assigning infinite weights to edges of type (1) and weights that reflect user preferences for mappings in M x:y to edges of type (2) . The edges in a minimal feedback arc set of G W correspond precisely to the mappings that need to be removed from M x:y in order to obtain a maximal consistent mapping subset of M x:y . As computed by Demetrescu and Finocchi, the worst runtime complexity of this algorithm is O (|V| |E|) which in our case turns out to be O |C| |R| + |M| . Moreover this algorithm guarantees an approximation ratio bounded by the length (in terms of number of edges) of the longest simple cycle in the graph. We note that Demetrescu and Finocchi's algorithm for MFASBT works by removing edges with the minimum weight. Consequently, we need a procedure to assign weights to the edges in the Ontology Graph. To ensure that only the mapping edges are removed in our solution we assign an infinite weight to all the non-mapping edges. Approaches to assign weights to non-mapping edges include assigning unit weight to all non-mapping edges. The user preference of mappings can be incorporated by assigning user defined weights to the mappings.
Evaluation and Results
Since there are no benchmarks available for evaluating the performance of algorithms for identifying maximal consistent subsets of mappings between ontologies, we used randomly generated ontologies and mapping sets. We chose parameters of the distribution used to generate the ontologies based on a survey of real world ontologies published by Wang et. al. [15] . We say that an algorithm outperforms another if the cardinality of the solution (maximal consistent mapping subset) returned by it exceeds that of the solution returned by the other. Our first set of experiments were designed to compare the sub-optimal solutions computed by the Naïve, Biased and Graph based approaches with each other. The graph-based approach yielded the best result on 88% of the cases; The Biased approach provided the best result in 7% of the cases; and the Naïve approach yielded the best result 5% of the cases.
Our second set of experiments focused on the execution time of the algorithms on some real world ontologies and mappings taken from [4] . The results of these experiments are shown in Table 2 . Interestingly, in this case, the graph based algorithm executes significantly faster than the other two algorithms. This can be explained by the fact that the mappings used were specified by experts and contained few inconsistencies. In such a setting the resulting mapping graph contains few cycles and the graph based algorithm is able to terminate quickly. However, the other algorithms need to check for consistency whenever they try to add a mapping to the solution set, and hence, they end up performing poorly. Our third set of experiments were designed to compare the best of these three approaches with the brute force approach. The latter exhaustively enumerates all possible subsets of M x:y , checks each of them for consistency and outputs a maximum consistent subset. To permit exhaustive enumeration, we had to limit the cardinality of the mapping set to a maximum of 31. We found that in 97% of the cases, the heurstic solution was as good as the optimal solution. Morever, in the cases where the heuristic solution differed from the optimal, the cardinality of the set of mappings in the heuristic solution differed from the optimal solution by atmost 2.
Summary and Discussion
We showed that the problem of identifying the maximum subset of consistent mappings between hierarchical ontologies is NP-hard. We explored introduce several polynomial time algorithms for finding suboptimal solutions to the problem in the restricted setting of mappings that assert that a concept in one ontology is a subconcept, superconcept, or equivalent concept of a concept in another ontology. These algorithms can be extended in a natural way to deal with more expressive mappings between hierarchical ontologies e.g., those that assert the equivalence of a concept in a target ontology with a concept that is formed by Union, Intersection or Difference of two or more concepts in the source ontology. The task of specifying the mappings has been extensively studied in the semantic web, database and the ontology communities in various contexts including ontology mapping, ontology matching, ontology alignment, ontology merging and ontology integration (see survey papers [1] , [3] , [9] , and the book [6] ). The Ontology Alignment Evaluation Initiative is a coordinated international initiative that is aimed at developing a set of common metrics and benchmarks for evaluating ontology alignment methods [5] . A variety of techniques for automating the specification of mappings between ontologies have been explored. These include schema based approaches, instance based approaches or a combination of the two (see [6] for a detailed discussion of these methods). Of related interest is the work in learning from heterogeneous data sources in presence of mapping errors [12] . Ensuring consistency of mappings, specially in large ontologies, has been identified as one of the major challenges in ontology integration [14] . Barring a few exceptions ( [13] , [10] , [7] ) the problem of eliminating inconsistent mappings has received limited attention in the literature. To the best of our knowledge, the the problem of finding the maximum consistent subset of mappings has not been studied.
