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We systematically generate the perturbative expansion for the two-particle spin susceptibility in
the Feynman diagrammatic formalism and apply this expansion to a model system - the single-band
Hubbard model on a square lattice. We make use of algorithmic Matsubara integration (AMI)
[A. Taheridehkordi, S. H. Curnoe, and J. P. F. LeBlanc, Phys. Rev. B 99, 035120 (2019)] to
analytically evaluate Matsubara frequency summations, allowing us to symbolically impose analytic
continuation to the real frequency axis. We minimize our computational expense by applying graph
invariant transformations [Amir Taheridehkordi, S. H. Curnoe, and J. P. F. LeBlanc, Phys. Rev.
B 101, 125109 (2020)]. We highlight extensions of the random-phase approximation and T-matrix
methods that, due to AMI, become tractable. We present results for weak interaction strength
where the direct perturbative expansion is convergent, and verify our results on the Matsubara axis
by comparison to other numerical methods. By examining the spin susceptibility as a function
of real-frequency via an order-by-order expansion we can identify precisely what role higher order
corrections play on spin susceptibility and demonstrate the utility and limitations of our approach.
The Hubbard model [1] has become a laboratory for
the development of numerical tools in correlated electron
systems. The single-band model on a two-dimensional
(2D) square lattice is believed to be the minimal model to
capture features of high-temperature superconductivity
[2] yet remains a complex numerical problem that has
motivated the development of numerous novel numerical
algorithms [3, 4].
The single-particle properties of that model have been
investigated by a wide variety of different methods, from
non-perturbative approaches such as dynamical Mean-
field theory (DMFT) [5, 6] and dynamical cluster ap-
proximation (DCA) [7, 8] to perturbative methods such
as diagrammatic Monte Carlo (DiagMC) [9–16]. Under-
standing the role of two-particle excitations - for experi-
ments on cuprates [17–21] as well as for numerical calcu-
lations of model systems [22–30] - is of particular impor-
tance due to the subtle connections between spin exci-
tations, antiferromagnetic order, superconductivity and
pseudogap phenomena. Despite the wide range of exist-
ing numerical algorithms the ability for numerical work
to make concrete connections to experiment has been
largely hampered by the challenges associated with evalu-
ating the necessary two-particle spin and charge response
functions.
There exists a greater issue that, in addition to the
complexity of two particle response functions, many
numerical methods are constructed around the finite-
temperature Matsubara formalism and provide results in
an abstract imaginary time/Matsubara frequency space.
While results for physically relevant properties on the
so-called ‘real-time/frequency’ axis can be obtained but
require numerical analytic continuation procedures for
which solutions are not unique [31–35]. As a result, the
numerical analytic continuation process dominates the
uncertainty of the result and compromises any attempt
at high-precision numerics [36–38]. In principle, this is-
sue can be avoided through a textbook application of the
residue theorem to resolve the Matsubara summations,
resulting in analytical expressions for which analytic con-
tinuation is the simple substitution of iΩn → Ω + i0+.
For low order diagrams this can be done by hand but
for higher order corrections the resulting expressions be-
come incomprehensibly complicated. For that reason this
known solution is discarded for all but the most weakly
correlated electron systems. We have recently overcome
this particular road-block with the method of algorith-
mic Matsubara integration (AMI) [39], a procedure that
automates the construction of such analytic results and
in principle allows for a direct evaluation of arbitrary dia-
grammatic expansions composed of thousands of analytic
terms on the real-frequency axis. In order to compute
two-particle susceptibilities the number of diagrams to
be evaluated using AMI is quite large and grows quickly
with expansion order. In addition, there still remains a
general sign problem [40, 41] as well as a more fundamen-
tal fermionic sign due to cancellation between diagrams
in the expansion. In order to suppress the second issue,
one opportunity lies in the construction of sign-blessed
diagram groups by application of graph invariant trans-
formations (GIT) that can effectively be combined with
AMI [42].
In anticipation of these developments, we present the
spin susceptibility of the 2D Hubbard model, beyond ran-
dom phase approximation (RPA) [43, 44], T-matrix ap-
proximation (TMA) [45, 46] and low-order vertex correc-
tions [47], in the real-frequency domain without need for
any ill-posed numerical analytic continuation procedures.
Hubbard model: We consider the single-band Hubbard
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2Hamiltonian [3, 48],
H =
∑
〈ij〉σ
tijc
†
iσcjσ + U
∑
i
ni↑ni↓ − µ
∑
iσ
niσ, (1)
where tij is the hopping amplitude, c
(†)
iσ is the annihila-
tion (creation) operator at site i, σ ∈ {↑, ↓} is the spin,
U is the onsite Hubbard interaction, niσ = c
†
iσciσ is the
number operator, µ is the chemical potential, and 〈ij〉
restricts the sum to nearest neighbors. For a two dimen-
sional square lattice we take tij = −t, resulting in the
free particle energy dispersion
(k) = −2t[cos(kx) + cos(ky)]− µ. (2)
Transverse spin susceptibility: The expansion for the
transverse spin susceptibility is straightforwardly repre-
sented in position (r) and imaginary time (τ) space and
is defined as [24]
χT (x, x
′) = 〈T S+(x)S−(x′)〉, (3)
where T is the time-ordering operator, x = (r, τ),
and S+/− are spin-ladder operators which are given by
S+(x) = S
†
−(x) = c
†
↑(x)c↓(x). One could instead con-
struct the diagrammatic series for the longitudinal spin
susceptibility χL(x, x
′) = 〈T Sz(x)Sz(x′)〉 [30], however,
the spin-rotation invariance of the Hubbard Hamiltonian
[49, 50] implies that χT = 2χL; we note that the dia-
grammatic series for the transverse spin susceptibility is
substantially simpler.
Constructing diagrams and integrands: We use pertur-
bation theory to evaluate the transverse spin susceptibil-
ity defined by Eq. (3). We construct the perturbative
expansion and using standard Wick decomposition we
represent the result as a series of Feynman diagrams [51–
53] that can then be evaluated in the momentum and
frequency space. Each transverse susceptibility diagram
in the series has the property that the particle lines in
the principle loop (a unique fermionic loop that involves
the two external vertices) have spin ↑, while anti-particle
lines have spin ↓. Furthermore, since the on-site Hubbard
interaction only occurs between solid lines with different
spins we only consider diagrams that satisfy this crite-
rion.
First, we systematically generate all the topologically
distinct transverse susceptibility diagrams up to a trun-
cation order mc by following the procedure described in
Ref. 42. In order to reduce the diagrammatic space we
neglect all diagrams with tadpole insertions by apply-
ing the chemical potential shift µ → µ − n¯U/2, where n¯
is the number of electrons per site [54, 55]. Generally,
a mth order susceptibility diagram will have m interac-
tion lines and 2m+ 2 fermionic lines; with fixed external
frequency iΩ and momentum q, energy and momentum
conservation at each interaction imply that there will be
m + 1 independent (internal) frequencies and momenta.
Following the method outlined in Refs. 39 and 42, we
Figure 1. Top row : Examples of ladder-like diagrams which
must be excluded from the ETM series. Bottom row : Exam-
ples of non-ladder-like diagrams which must be included in
the ETM series. The dashed lines identify where the ladder-
like diagrams split into independent parts (there are no com-
mon independent frequency-momenta variables to the left and
right). Solid and wavy lines are fermionic and interaction
lines, respectively.
assign frequency (Xj) and momenta (Kj) variables to
each fermionic line, where Xj and Kj are linear com-
binations of the independent frequencies and momenta.
Applying the Feynman rules, a diagram Dζm of order m
with topology ζm is evaluated as:
Dζm(iΩ,q, β, µ) =
(−1)m+FζmUm
(2pi)2m+2βm+1
×
∑
{km+1}
∑
{νm+1}
2m+2∏
j=1
Gj0(j , Xj). (4)
Here, Fζm is the number of fermionic loops, β is the in-
verse temperature, {km+1} and {νm+1} are sets of (inde-
pendent) internal momenta and frequencies, respectively,
j = (Kj) represents the particle dispersion energy of
the jth line and Gj0(j , Xj) = (Xj − j)−1 is the bare
Green’s function assigned to the jth solid line.
We first symbolically evaluate the Matsubara sums in
Eq. (4) by utilizing the residue theorem. Although con-
ceptually straightforward, the complexity of the result-
ing analytic expressions requires an automated machin-
ery. For this we follow the AMI procedure, described in
Refs. 39 and 42, to automatically construct and store the
analytic expressions for the Matsubara sums. Finally, we
use an integration procedure [42, 56] to evaluate the mo-
menta sums of the diagrams. Since the integrands are
functions of continuous variables both Monte Carlo and
deterministic approaches can be applied [57], and so long
as the internal {km+1} space is not discretized the results
are automatically in the thermodynamic limit.
As an order by order expansion, the perturbative series
of the transverse spin susceptibility is then written as
χ
(mc)
T (iΩ,q, β, µ) =
mc∑
m=0
∑
ζm
Dζm(iΩ,q, β, µ), (5)
where the sum over ζm is over all unique topologies of
order m, here summed to a cutoff order mc. The di-
3Table I. Diagrammatic space reduction of the transverse spin
susceptibility up to fourth order at half-filling. In the second
row, n(m) is the number of diagrams at each order m (not
including diagrams with tadpole insertions), and (n
(m)
NL ) is the
number of non-ladder-like diagrams at each order m. In the
last row, n
(m)
g is the number of groups of equal diagrams at
each order m, and (n
(m)
g,NL) is the number of groups of equal
non-ladder-like diagrams at each order m.
m 0 1 2 3 4
n(m)(n
(m)
NL ) 1(1) 1(0) 4(3) 17(10) 101(22)
n
(m)
g (n
(m)
g,NL) 1(1) 1(0) 3(2) 6(3) 71(16)
rect evaluation of Eq. (5) is a challenging task due to
the factorial increase of the number of diagrams with or-
der [58] as well as a factorial increase in the number of
integrated terms after applying AMI. Therefore, to re-
duce the diagrammatic space we propose an alternative
procedure, which we call extended T-matrix (ETM), to
approximate the transverse spin susceptibility by only
evaluating a subset of susceptibility diagrams. We cat-
egorize diagrams into two types: ladder-like diagrams,
those that can be factored into two (or more) indepen-
dent integrals, and non-ladder-like diagrams, which can-
not be factored. Examples of such diagrams are shown
in Fig. 1. We define χ
(mc)
NL to be the sum of all the non-
ladder-like diagrams up to a truncation order mc; then
the transverse spin susceptibility is approximated by
χ
(mc)
ETM (iΩ,q, β, µ) =
χ
(mc)
NL (iΩ,q, β, µ)
1− Uχ(mc)NL (iΩ,q, β, µ)
. (6)
In a general sense, χ
(mc)
NL and U play the same roles in
the transverse spin susceptibility expansion as the bare
Green’s function and self-energy do in the diagrammatic
expansion of the full Green’s function [59, 60], but here
for a very specific set of diagrams. Eq. (6) reduces to the
RPA for longitudinal spin susceptibility and to the TMA
for transverse spin susceptibility at mc = 0 (χ
(0)
NL is the
bare bubble), while in the mc →∞ limit it recovers the
direct expansion of Eq. (5). This provides a systematic
bridge between those coarse approximations and the ex-
act result and we expect that Eq. (6) with mc ≥ 1 will
provide more reliable results when compared to the RPA
and TMA approaches. We therefore have two methods
available to us: the direct order-by-order evaluation of all
topologies via Eq. (5) and the ETM scheme which results
in fewer diagrams to be evaluated.
By taking advantage of the inherent symmetry of the
half-filled Hubbard model on a square lattice the dia-
grammatic space can be further reduced. We apply the
GIT procedure [42] to identify exactly canceling and ex-
actly equal diagrams at half-filling. The complete dia-
grammatic space reduction is shown in Table I. In order
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Figure 2. Transverse spin susceptibility χ
(mc)
T formc = 0, 1, 2
and 3 and χ
(3)
ETM vs. Matsubara frequency iΩ at U/t = 2,
βt = 5 and µ/t = 0 for q = (pi, pi). We also present χ
(4)
T (iΩ =
0), TMA, DF [61], and fRG results from Ref. [30].
to calculate the transverse spin susceptibility up to third
order via Eq. (4), we need to evaluate only 11 diagrams
in total. For the ETM approach this number is further
reduced to only six diagrams at third order, and by 4th
order the number of non-ladder-like diagrams drops dras-
tically with ≈ 80% of the diagrams being ladder-like.
Numerical results and comparisons: We first consider
the order-by-order evaluation of χT on the Matsubara
axis at q = (pi, pi). Results for truncation order mc = 0
to 4 are shown in Fig. 2. We consider a weak coupling
parameter regime which has been of interest for algo-
rithm development due to the long correlation length of
the model, a fact that necessitates very careful finite size
scaling for many numerical methods [3, 4]. For com-
parison we include high-quality results from functional-
Renormalization Group (fRG) from Ref. [30] and our re-
sults from the dual-fermion (DF) technique [61], as well
as the evaluation of the TMA. The parameter regime of
U/t = 2 at βt = 5 has been chosen precisely because it
is the cusp where Uχ
(0)
T ≈ 1 and the TMA breaks down
resulting in a diverging negative value at iΩ = 0 while
the result at all other frequencies is overestimated by the
TMA. In contrast, the order by order expansion is exactly
equivalent to the reference data at iΩ 6= 0 and shows a
systematic tendency at iΩ = 0 towards the reference fRG
and DF data sets. By truncation order mc = 4 the dis-
crepancy of χ
(4)
T compared to the fRG and DF results is
≈ 2% and 5% respectively. Also shown are results for
χ
(3)
ETM which is in precise agreement with the fRG and
DF results for iΩ 6= 0. At iΩ = 0 the third-order ETM re-
sult does not suffer the divergence of the TMA although
it underestimates the value even in comparison to the di-
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Figure 3. Transverse spin susceptibility vs. inverse temper-
ature at different truncation orders mc = 0, 1, 2 and 3. The
TMA and DF results are also shown for comparison. Data
are for Top: U/t = 1, Bottom: U/t = 2 with µ/t = 0 at
q = (pi, pi) and iΩ = iΩ0 = 0.
rect second order expansion. It seems that the infinite
resummation of non-ladder-like diagrams included in the
ETM approach does not contain new information, how-
ever it provides a path to an approximate solution while
evaluating fewer diagrams.
Having now verified the precise convergence at a nom-
inal temperature of βt = 5 we display the order-by-order
temperature dependence of the direct expansion, χ
(mc)
T
at q = (pi, pi) for the zeroth bosonic frequency at weak
coupling. Results are shown in Fig. 3 for U/t = 1 and
2. We include results of the dual-fermion (DF) method
[29, 61, 62], which for this parameter range is essentially
exact [63], as well as comparison to the TMA. One im-
mediately notes the deviation of the TMA result from
the DF benchmark even at U/t = 1 for temperatures
above βt = 2, which translates into a severe divergence
for U/t = 2 above βt = 1. The TMA therefore has
an extremely limited range of applicability within con-
densed matter systems even for very weak interactions
and high temperatures. In contrast, the order-by-order
expansion remains stable, showing a systematic improve-
ment, and we see that higher orders become more impor-
tant at lower temperatures and larger U/t values. The
data point q = (pi, pi) and iΩ = iΩ0 is the point where
the convergence of the transverse susceptibility series is
slowest. However, for non-zero Matsubara frequencies
the convergence of the series is extremely fast, often by
second or third order (see the Supplemental Materials for
a non-zero frequency comparison).
We now turn to one of our main results, the order-by-
order contribution of diagrams [O(m)] with m = 0, 1, 2,
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Figure 4. Top: Imaginary part of the mth order trans-
verse spin susceptibility diagrams [O(m)] vs. real frequency
Ω. Bottom: The third order transverse spin susceptibility
χ
(3)
T ; TMA, χ
(2)
ETM as well as χ
(2)
NL, are also shown. Data are
for βt = 5, U/t = 2 with µ/t = 0 at q = (pi/3, pi/2). We set
Γ/t = 0.02 in the symbolic analytic continuation iΩ→ Ω+iΓ.
and 3 to the imaginary part of the transverse spin suscep-
tibility as a function of real frequency (see Supplemental
Materials for Re[χT ] results). The top frame of Fig. 4
shows the contribution to χ
(3)
T at each separate order.
As the order increases we find that higher order terms
contribute significant corrections only for a range of fre-
quencies near Ω = 0 which adjust the slope of the ω → 0
limit of χT . Otherwise the contributions are largely un-
structured until one reaches the band edge near ω/t = 4.
The reduced contribution at higher frequency is expected
and is similar to that seen on the Matsubara axis.
Recall that the ETM approximation originates from
the evaluation of a subset of diagrams with non-ladder-
like structure χ
(m)
NL , the result of which is inverted using
Eq. (6). We produce χ
(2)
ETM for real-frequencies using
χ
(2)
NL and compare this in the lower frame of Fig. 4 to the
TMA and the direct expansion up to third order χ
(3)
T .
We see that, for this value of U/t, the TMA underesti-
mates both the peak amplitude and low frequency slope
(and performs worse for larger values of U/t - see Sup-
plemental Materials). In contrast χ
(2)
ETM is nearly identi-
cal to the third order direct expansion - it captures the
same slope at low frequency, peak location, and high fre-
quency amplitude. This comparison is rather impressive
given that the third order direct expansion includes 23
diagrams while the ETM at second order includes only
4. The computational savings created by reducing the
diagrammatic space comes at the cost that the uncer-
tainty in the ETM approximation is very sensitive to the
inversion of Eq. (6) and therefore requires high precision
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Figure 5. Left : third order transverse susceptibility χ
(3)
T
as a function of real frequency Ω along the momentum cut
(0, pi) → (2pi, pi). Right : Frequency cuts along Ω = 0.5 to 3.
Data are for βt = 5, U/t = 2, and µ/t = 0. We set Γ/t = 0.02
in the symbolic analytic continuation iΩ→ Ω + iΓ.
results in order to maintain accuracy.
Finally, we show on the left in Fig. 5 the dependence
of the third order spin susceptibility on both q and real
frequency, Ω, along q = (0, pi) to q = (2pi, pi) in the first
Brillouin zone. On the right we plot the corresponding
susceptibility along several fixed-frequency cuts ranging
from Ω/t = 0.5 to 3. One notes two important fea-
tures: a set of two dispersive peaks and a broad peak
near q = (pi, pi) that widens and flattens as frequency is
increased. This behavior is reminiscent of inelastic neu-
tron scattering results on undoped LSCO [64, 65] where
low energy cuts exhibit a single peak near q = (pi, pi)
that splits at higher energies into a set of two disper-
sive peaks. Those materials have been understood, how-
ever, with linear-spin-wave models that estimate values
of U/t ≈ 8, well beyond the convergence of our series
at low orders [18]. Precisely how spin excitations evolve
from weak to strong coupling in Hubbard models has yet
to be understood. Our method might be extended to
larger values of U/t via renormalization procedures, but
such work has yet to be accomplished.
Concluding remarks: We have computed a direct per-
turbative diagrammatic expansion of the spin suscepti-
bility evaluated on the real frequency axis facilitated by
AMI. We point out that there is no conceptual hurdle in
generating and evaluating higher order diagrams. AMI
automates this process and provides an analytic result
in frequency space that can be expressed on the real
frequency axis by simple substitution without resorting
to numerical analytic continuation methods. The stan-
dard methods of numerical analytic continuation (such
as MAXENT or pade-approximants), while known to be
ill-posed, have been central in the theoretical analysis
of both single and two-particle properties of materials.
With the advent of AMI, this no longer need be the case
for any problem where direct perturbative expansions are
convergent.
This methodology has the advantage that is it con-
ceptually very simple and appears to be systematically
controllable. The analytic expressions generated by AMI
to solve the 2D square lattice with Hubbard interaction
remain valid in any dimensionality for any single-band
dispersion. Moreover, the AMI procedure is not limited
to Hubbard interactions and can be applied to any fre-
quency independent interaction [39, 42]. The procedures
outlined in this work can therefore be applied to the di-
agrammatic expansion of the polarization function rele-
vant to screening problems such as the GW approxima-
tion. We anticipate that the application of AMI to other
interactions on lattice systems will open many avenues of
advancement in condensed matter physics.
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