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KNOT CONCORDANCE IN HOMOLOGY COBORDISMS
JENNIFER HOM, ADAM SIMON LEVINE, AND TYE LIDMAN
Abstract. Let ĈZ denote the group of knots in homology spheres that bound homology balls,
modulo smooth concordance in homology cobordisms. Answering a question of Matsumoto, the
second author previously showed that the natural map from the smooth knot concordance group
C to ĈZ is not surjective. Using tools from Heegaard Floer homology, we show that the cokernel
of this map, which can be understood as the non-locally-flat piecewise-linear concordance group, is
infinitely generated and contains elements of infinite order.
1. Introduction
Two knots K0,K1 ⊂ S3 are called smoothly concordant if there is a smoothly embedded annulus
A in S3 × [0, 1] with Ki = A ∩ (S3 × {i}) for i = 0, 1. The knot concordance group C consists of
knots in S3 modulo smooth concordance, under the operation induced by connected sum. The goal
of this paper is to study various generalizations of the knot concordance group, where we consider
knots in other 3-manifolds and surfaces in 4-dimensional cobordisms between them.
A homology cobordism between two closed, oriented 3-manifolds Y0, Y1 is a smooth, compact,
oriented 4-manifold W such that ∂W = −Y0unionsqY1 and the inclusions ι : Yi →W induce isomorphisms
ι∗ : H∗(Yi;Z)→ H∗(W ;Z).
We say that Y0 and Y1 are homology cobordant if there is a homology cobordism between them.
A homology 3-sphere is a closed, oriented 3-manifold Y such that H∗(Y ;Z) ∼= H∗(S3;Z). Here
we will focus on those homology 3-spheres which are homology cobordant to S3, or equivalently
those which bound homology 4-balls; we call such manifolds homology null-cobordant. Two knots
K0 ⊂ Y0 and K1 ⊂ Y1 are homology concordant, denoted (Y0,K0) ∼ (Y1,K1), if they cobound a
smoothly embedded annulus in some homology cobordism between Y0 and Y1 (or in other words if
there exists a smooth homology cobordism between the pairs (Y0,K0) and (Y1,K1)).
Let CZ denote the group of knots in S3, modulo homology concordance.1 A knot K ⊂ S3
represents the trivial element in CZ if and only if it bounds a smoothly embedded disk in some
homology 4-ball. Note that CZ is naturally a quotient of C. It is unknown whether the quotient
map C → CZ is injective (i.e., whether a knot that bounds a disk in a homology 4-ball must also
bound a disk in the standard 4-ball); this question is challenging because most familiar concordance
invariants of knots in S3 descend to CZ.
Let ĈZ denote the group of pairs (Y,K), where Y is a homology null-cobordant homology 3-sphere
and K is a knot in Y , modulo homology concordance. The identity element in ĈZ is represented
by knots that bound a smooth disk in a homology ball, or equivalently, knots that are homology
The first author was partially supported by NSF grant DMS-1552285 and a Sloan Research Fellowship.
The second author was partially supported by NSF grants DMS-1405378 and DMS-1707795.
The third author was partially supported by NSF grant DMS-1709702.
1Our notation for CZ and ĈZ follows Davis and Ray [DR16], who studied more general groups CR and ĈR of knots
modulo concordance in R-homology cobordisms, where R can be any localization of Z. Here, we focus only on integer
homology, although many of the results actually extend to rational homology as well.
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concordant to the unknot in S3. As in C, the group operation is induced by connected sum, which
now changes the ambient manifold, as
(Y1,K1) # (Y2,K2) = (Y1 # Y2,K1 #K2).
The inverse of (Y,K) is given by (−Y,Kr); that is, we reverse the orientation of the ambient
manifold and also reverse the string orientation of the knot. There is a natural inclusion ϕ : CZ ↪→ ĈZ.
A pair (Y,K) is in the image of ϕ if and only if K is homology concordant to some knot J ⊂ S3.
Answering a question posed in the 1970s by Matsumoto [Kir97, Problem 1.31], the second author
showed in [Lev16] that ϕ is not surjective. Our main theorem builds on this result, as follows:
Theorem 1.1. The subgroup CZ ⊂ ĈZ is of infinite index. More specifically,
(1) ĈZ/CZ is infinitely generated. Moreover, in order to generate ĈZ/CZ, one needs to consider
knots in infinitely many distinct three-manifolds.
(2) ĈZ/CZ contains a subgroup isomorphic to Z.
Theorem 1.1 can be interpreted in terms of non-locally-flat piecewise-linear concordance. As
background, every knot K ⊂ S3 bounds a piecewise-linear (PL) disk in B4, obtained by taking
the cone over K. Such a disk is smooth except at the cone point. Resolving a conjecture of
Zeeman [Zee64], Akbulut [Akb91] proved that the same need not hold for an arbitrary contractible
4-manifold: he exhibited a contractible 4-manifold X and a knot K ⊂ ∂X such that K does not
bound a PL disk (even with singularities) in X. However, Akbulut’s example bounds a smoothly
embedded disk in a different contractible 4-manifold X ′, meaning the obstruction is not intrinsic to
K. Note that a knot K ⊂ Y bounds a PL disk in some homology 4-ball X if and only if (Y,K) is in
im(ϕ); this can be seen by adding or deleting neighborhoods of cone point singularities. The main
result of [Lev16] gives a pair (Y,K) such that Y bounds a contractible manifold X but K does not
bound a PL disk in X or in any other homology ball X ′ with ∂X ′ = Y . By the same token, two
pairs (Y0,K0), (Y1,K1) ∈ ĈZ differ by an element of CZ if and only if K0 and K1 cobound a PL
annulus in some homology cobordism from Y0 to Y1. Thus, the quotient ĈZ/CZ can be interpreted
as the group of knots in homology null-cobordant homology spheres modulo PL concordance in
homology cobordisms. (PL concordances in Y × I have also been studied under the name almost
concordance by Celoria [Cel16].)
Remark 1.2. The arguments also apply to the group of knots in integer homology spheres that
bound rational homology balls, modulo concordances in rational homology cobordisms.
One of the main difficulties in understanding ĈZ/CZ is a paucity of invariants. Indeed, in order for
a concordance invariant to descend to an invariant on ĈZ/CZ, we need the invariant to vanish on all
knots in S3, which is typically not a desired property of a knot invariant. Rather, our strategy for
proving Theorem 1.1 is to study the interrelations among different numerical concordance invariants
derived from Heegaard Floer homology. For a knot in S3, certain of these invariants satisfy relations
that need not hold for a knot in an arbitrary 3-manifold, and the failure of any of these relations
for a knot K ⊂ Y gives an obstruction to K being homology concordant to a knot in S3. (These
relations typically hold because the Heegaard Floer homology of S3 is particularly simple.)
As an example of this approach, associated to any homology sphere Y , there is an even integer
d(Y ) (defined by Ozsva´th and Szabo´ [OS03a]) which is invariant under homology cobordism. If
two knots are homology concordant, then their r-surgeries are homology cobordant for any r ∈ Q;
in particular, for each n ∈ Z, d(Y1/n(K)) is an invariant of the class of (Y,K) in ĈZ. Ni and Wu
[NW15, Proposition 1.6] proved that for any knot K ⊂ S3 and any positive integers m and n,
(1.1) d(S31/m(K)) = d(S
3
1/n(K)).
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Therefore, the same must be true for any knot K ⊂ Y that is homology concordant to a knot in S3.
Critically, the proof of (1.1) relies on the fact that the ambient manifold is S3 (or, more precisely,
on the fact that the reduced Heegaard Floer homology of S3 is trivial), and its failure to hold for
knots in other 3-manifolds gives a new, elementary proof of the non-surjectivity of ϕ:
Example 1.3. Let Y = Σ(2, 3, 13), thought of as −1/2-surgery on the right-handed trefoil T2,3, and
let K ⊂ Y denote the core of the surgery solid torus. Akbulut and Kirby [AK80] showed that Y
bounds a contractible 4-manifold. For any n ∈ Z, note that Y1/n(K) = S31/(n−2)(T2,3); this is true
because T2,3 and K have the same exterior, and the meridian of K is given by µ− 2λ, where λ and
µ are the longitude and meridian of T2,3, respectively. In particular, we have:
d(Y1/2(K)) = d(S
3) = 0
d(Y1/3(K)) = d(S
3
1(T2,3)) = d(Σ(2, 3, 5)) = −2.
Since these are not equal, K cannot be homology concordant to any knot in S3. (The same
argument works with Y ′ = Σ(2, 3, 25) = S3−1/4(T2,3), which bounds a contractible 4-manifold by
work of Fickle [Fic84].)
Building on (1.1), given a knot K in a homology sphere Y , define
θ(Y,K) = max
m,n>0
∣∣d(Y1/m(K))− d(Y1/n(K))∣∣ ,
which is finite by Proposition 1.4 below, and is evidently invariant under homology concordance.
It is clear from (1.1) that for any knot K ⊂ S3, we have θ(S3,K) = 0. Moreover, we show that
θ(Y,K) is bounded from above in terms of HFred(Y ), the reduced Heegaard Floer homology of Y .
Let
NY = min{n ≥ 0 | Un ·HFred(Y ) = 0}.
In Sections 2 and 3, we will prove the following two results:
Proposition 1.4. Let K be a knot in a homology sphere Y . Then θ(Y,K) ≤ 2NY .
Proposition 1.5. There exists a family of pairs (Yj ,Kj) such that each Yj bounds a smooth con-
tractible 4-manifold and θ(Yj ,Kj) is unbounded as j →∞.
Proof of Theorem 1.1 (1). If ĈZ/CZ were generated by the classes of knots in a finite set of homology
spheres Z1, . . . , Zm, then every knot in any homology null-cobordant homology sphere would be
homology concordant to some knot of the form
J ⊂ a1Z1 # · · ·# amZm,
where a1, . . . , am ∈ Z. The orientation-reversal and connected-sum formulas for Heegaard Floer
homology imply that
(1.2) Na1Z1#···#amZm = max{NZi | ai 6= 0}.
Thus, Proposition 1.4 would give a universal bound on θ(Y,K) for all (Y,K) ∈ ĈZ, contradicting
Proposition 1.5. 
Remark 1.6. Since the d-invariants of surgery are not concordance homomorphisms, we are unable
at present to show that the elements in our infinite generating set are of infinite order.
The proof of the second item of Theorem 1.1 relies on two other invariants, τ and ε, coming
from the Heegaard Floer homology package. Ozsva´th and Szabo´ [OS03b, Section 5] defined an
invariant τ(Y,K) ∈ Z associated to any knot K in a homology sphere Y , and they showed that
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it induces a group homomorphism τ : CZ → Z; recent work of Raoux [Rao16] shows that τ is
actually a homomorphism on all of ĈZ. For knots K ⊂ S3, the invariant ε(K) ∈ {−1, 0, 1}, defined
by the first author [Hom14b], is likewise a concordance invariant and satisfies a “sign-additivity”
property under connected sums. It is also worthwhile to mention Ozsva´th–Stipsicz–Szabo’s Υ
invariant, which associates to each K ⊂ S3 a continuous, piecewise linear function ΥK : [0, 2]→ R
and induces a homomorphism C → C0([0, 2],R) [OSS17]. All three of these invariants can be
understood in terms of filtrations on the knot Floer complex of K. In Section 4, we prove:
Theorem 1.7. The invariants ε and Υ both extend to knots in arbitrary homology 3-spheres, are
invariant under homology concordance, and satisfy the same additivity properties as for knots in
S3.
See Propositions 4.11 and 4.12 for the precise statements regarding additivity.
For the purposes of studying ĈZ/CZ, the key property of τ and ε is the following:
Proposition 1.8 ([Hom14a, Proposition 3.6(2)]). Suppose K is a knot in S3. If ε(S3,K) = 0,
then τ(S3,K) = 0.
Corollary 1.9. If ε(Y,K) = 0 and τ(Y,K) 6= 0, then K ⊂ Y is not homology concordant to any
knot in S3.
In order to apply this obstruction, we need examples of knots with ε = 0 and τ 6= 0. We prove
the following in Section 6:
Proposition 1.10. Let M denote +1-surgery on the (2, 3)-cable of the left-handed trefoil, let Y =
M #−M , and let K ⊂ Y denote the connected sum of the core of the surgery in M with the unknot
in −M . Then (Y,K) represents an element of ĈZ, and:
(1) τ(Y,K) = −1;
(2) ε(Y,K) = 0; and
(3) ΥY,K is not identically 0.
Proof of Theorem 1.1 (2). By Proposition 4.7, τ and ε are invariants of homology concordance.
Consider the pair (Y,K) from Proposition 1.10. Since ε(Y,K) = 0 but τ(Y,K) = −1, (Y,K)
is not homology concordant to any knot in S3. By Propositions 4.10 and 4.11, it follows that
τ(#n(Y,K)) = −n and ε(#n(Y,K)) = 0. Hence (Y,K) generates an infinite cyclic subgroup of
cokerϕ. 
We conclude this section with several remarks that suggest further avenues of research.
Remark 1.11. The Z subgroup of ĈZ/CZ constructed in the proof of Theorem 1.1 (2) is not necessar-
ily a direct summand. To produce a direct summand, one would need a surjective homomorphism
ψ : ĈZ → Z (i.e., a homology concordance invariant that is additive under connected sum) which
vanishes on ϕ(CZ). None of the aforementioned invariants have this property.
Remark 1.12. We do not know whether there exists a knot J ⊂ S3 with ε(S3, J) = 0 but ΥJ 6≡ 0,
although this may well be due to the paucity of computed examples. If it can be shown that no
such knot exists, then the relationship between Υ and ε would provide another obstruction to a
class (Y,K) ∈ ĈZ lying in imϕ, analogous to Corollary 1.9. (For an example of a knot J ⊂ S3 with
ΥJ(t) ≡ 0 but ε(J) 6= 0, see [Hom16].)
Remark 1.13. We may also consider a slight variant on the definition of ĈZ. Let Ĉ′Z denote the
subgroup of ĈZ consisting of all pairs (Y,K) such that Y bounds a homology 4-ball X in which K
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is freely nulhomotopic. (Two equivalent formulations of this condition are that K represents the
trivial element of pi1(X), and that K bounds an immersed disk in X.) The preceding discussion
shows that CZ is contained in Ĉ′Z. We do not know whether Ĉ′Z = ĈZ. Clearly, if Y bounds a
contractible 4-manifold X, then every K ⊂ Y gives an element of Ĉ′Z. However, not every homology
3-sphere which bounds a homology 4-ball bounds a contractible manifold; a counterexample is
Σ(2, 3, 5) # −Σ(2, 3, 5), by Taubes’ theorem on periodic ends [Tau87]. The question of whether
Ĉ′Z = ĈZ can be rephrased as follows: given a homology 3-sphere which bounds at least one homology
4-ball, and given a class γ ∈ pi1(Y ), must there be some (potentially different) homology 4-ball X ′
with ∂X ′ = Y such that γ vanishes in pi1(X ′)? In the context of 4-manifold topology, Ĉ′Z is arguably
a more appropriate generalization of the concordance group than ĈZ, since it measures the failure
of immersed disks to be replaced by embedded ones. However, distinguishing the two groups seems
like a difficult problem.
In any case, the pairs (Yj ,Kj) with which we prove Proposition 1.5 all lie in Ĉ′Z, since the
manifolds Yj bound contractible 4-manifolds. It follows that Ĉ′Z/CZ is infinitely generated. We do
not know whether the (Y,K) from Proposition 1.10 lies in Ĉ′Z, but it seems likely one can find an
element of Ĉ′Z satisfying the same conclusions.
Remark 1.14. One can also consider the analogues of CZ and ĈZ in the topological category. Namely,
we say knots (Y0,K0) and (Y1,K1) are topologically homology cobordant if they cobound a locally
flat embedded annulus in a topological homology cobordism between Y0 and Y1 (which need not
carry any smooth structure), and we let CZ,top and ĈZ,top denote the corresponding concordance
groups, as in [DR16]. Note that every homology 3-sphere bounds a contractible topological 4-
manifold, so there is no restriction on which pairs (Y,K) are represented in ĈZ,top. We do not know
whether the natural inclusion ϕ : CZ,top → ĈZ,top is an isomorphism.
Organization. In Sections 2 and 3, we prove Propositions 1.4 and 1.5, respectively, which together
give the proof of Theorem 1.1 (1). In Section 4, we show that τ , ε, and Υ are invariants of
homology concordance and prove several properties of these invariants. In Section 5, we review
a generalization of Ozsva´th and Szabo´’s mapping cone surgery formula due to Hedden and the
second author, which computes the knot Floer homology of the core of a Dehn surgery. In Section
6, we use this formula to prove Proposition 1.10. Unless otherwise specified, singular homology will
be taken with Z-coefficients. When considering Heegaard Floer homology groups, we work over
F = Z/2Z.
Acknowledgements. This project began while the first and third authors were members at the
Institute for Advanced Study and the second was down the road at Princeton University. We are
grateful to both institutions for the ideal working environment. We would also like to thank John
Etnyre, Stefan Friedl, Robert Lipshitz, Dan Margalit, Yi Ni, Danny Ruberman, and Eylem Yildiz
for helpful conversations.
2. d-invariants and concordance
In this section, we will study the invariants NY and θ(Y,K) defined in the introduction, culmi-
nating in the proof of Proposition 1.4.
As noted above, for any knot K in a homology sphere Y , and any n ∈ Z, the integer d(Y1/n(K))
is an invariant of the homology concordance class of K. When Y = S3, Ni and Wu showed that the
d-invariants of all Dehn surgeries on K can be recovered from the knot Floer complex of K [NW15,
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Proposition 1.6]. In particular, for 1/n surgeries, the d-invariant is determined by the invariant
V0(K), which is a nonnegative integer defined in [NW15, Section 2.2]. (See also [Ras03].)
Theorem 2.1 (Ni–Wu [NW15]). Let K be a knot in S3. Let d+ and d− be the d-invariants of +1-
and −1-surgery on K respectively. Then,
d(S31/n(K)) =

d− if n < 0
0 if n = 0
d+ if n > 0.
Moreover, d+ = −2V0(K) and d− = 2V0(K), where K denotes the mirror of K.
The proof of Theorem 2.1 breaks down when the ambient manifold Y has nontrivial reduced
Heegaard Floer homology, but it can be modified to give bounds on d(Y1/n(K)). We will focus only
on the case where n > 0. As in the introduction, define
θ(Y,K) = max
m,n>0
∣∣d(Y1/m(K))− d(Y1/n(K))∣∣
NY = min{n ≥ 0 | Un ·HFred(Y ) = 0}.
The following lemma establishes that θ(Y,K) is finite and proves Proposition 1.4 from the intro-
duction.
Lemma 2.2. Let K be a knot in an integer homology sphere Y .
(1) We have θ(Y,K) ≤ 2NY . In particular, for any knot K in a homology sphere Y , the
invariant θ(Y,K) is well-defined.
(2) If (Y,K) ∼ (Y ′,K ′), then θ(Y,K) = θ(Y ′,K ′).
Proof. (1) We will make use of the mapping cone formula for computing the Heegaard Floer homol-
ogy of fractional surgery on K ⊂ Y given in [OS11]. Rather than reviewing this, we simply point
out a few key properties of this formula. While the last two properties listed below are proved only
for knots in S3 by Ni and Wu [NW15], the arguments easily extend to the general case. (We will
revisit the mapping cone formula in the case where n = 1 in Section 5.)
(a) For any n 6= 0, the Heegaard Floer homology of 1/n-surgery fits into an exact triangle
H∗(A) H∗(B)
HF+(Y1/n(K))
Φ1/n,∗
where H∗(B) is a sum of infinitely many copies of HF+(Y ) and H∗(A) is an infinite sum of
Heegaard Floer homologies of large surgeries on K.
(b) When n is positive, Φ1/n,∗ surjects onto UNH∗(B) for N  0 [NW15, Proof of Lemma 2.8].
(c) When n is positive, the minimum grading of an element in ker Φ1/n,∗ in the image of UN
for N  0 is given by d(Y )− 2V0(K) [NW15, Proof of Proposition 1.6].
With this, we can now quickly give the proof. The exact triangle in Property (a) yields the short
exact sequence
0→ coker Φ1/n,∗ → HF+(Y1/n(K))→ ker Φ1/n,∗ → 0.
From Property (b), we deduce that UNY coker Φ1/n,∗ = 0 when n > 0.
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j + 1
1
2j + 2
L1j
L2j
Figure 1. Diagram for (1, 2j + 2) surgery on the 2-bridge link Lj . The box repre-
sents j + 1 full right-handed twists, and there are j pairs of left-handed twists. The
coefficients 1 and 2j + 2 describe the surgery that produces Mj .
Thus, when n > 0, by Property (c), the lowest grading of an element in HF+(Y1/n(K)) in the
image of UN for all N  0 is at least d(Y )− 2V0(K)− 2NY . This implies that
d(Y )− 2V0(K)− 2NY ≤ d(Y1/n(K)) ≤ d(Y )− 2V0(K)
for all integers n > 0. (For the second inequality, recall that d(Y1/n) is equal to the minimum grading
of an element in UN HF+(Y1/n) for N  0.) In particular, |d(Y1/m(K)) − d(Y1/n(K))| ≤ 2NY for
all positive integers m,n, as desired.
(2) We observe that if (Y,K) ∼ (Y ′,K ′), then Y1/n(K) is homology cobordant to Y ′1/n(K ′) for
all n and in particular d(Y1/n(K)) = d(Y
′
1/n(K
′)). Therefore, θ(Y,K) = θ(Y ′,K ′). 
3. Infinite generation
As noted in the introduction, to complete the proof that ĈZ/CZ is infinitely generated (Theo-
rem 1.1 (1)), we must simply find a family of pairs (Yj ,Kj) ∈ ĈZ for which θ is unbounded as
j →∞. We will arrange that each Yj bounds a contractible manifold, which guarantees that these
elements are actually contained in the subgroup Ĉ′Z (see Remark 1.13).
For j ≥ 1, let Lj ⊂ S3 denote the 2-bridge link shown in Figure 1. Using the standard notation
for 2-bridge links, the link Lj corresponds to the continued fraction [−2, . . . ,−2︸ ︷︷ ︸
2j
, 2j + 2]. Denote
the components of Lj by L
1
j and L
2
j , and observe that there is an involution of S
3 which exchanges
the two components. (This involution is easier to see after performing flypes to make the diagram
symmetric.) Note that lk(L1j , L
2
j ) = 1 with suitable orientation.
Let Jj be the knot in S
3 obtained from L2j by performing +1 surgery on L
1
j and blowing down.
It follows that S3n(Jj) = S
3
1,n+1(Lj) for any integer n. In particular, let Yj = S
3−1(Jj) = S31,0(Lj),
and let Kj ⊂ Yj denote the core circle of the surgery solid torus from the surgery on Jj . By zero-
dot replacement, we see that Yj bounds a Mazur-type contractible 4-manifold built from a single
1-handle and a single 2-handle. Let Kj ⊂ Yj denote the core circle of the surgery solid torus. The
main result of this section is as follows:
Theorem 3.1. For each j ≥ 1, we have
θ(Yj ,Kj) = 2
⌈
j
2
⌉
.
In particular, θ(Yj ,Kj) is unbounded as j →∞.
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j + 1
j + 1
3j + 2
1 1
Figure 2. Starting with Lj (with framings 1 and 2j + 2), blow up j times.
j + 1
2j + 1
1 1
Figure 3. Sliding L2j over L
1
j .
For each integer n, note that (Yj)1/n(Kj) = S
3
1/(n−1)(Jj). (Compare Example 1.3.) In particular,
(Yj)1(Kj) = S
3, so d((Yj)1(Kj)) = 0, while for n > 1, Theorem 2.1 gives
d((Yj)1/n(Kj)) = d(S
3
1/(n−1)(Jj)) = −2V0(Jj).
Thus, Theorem 3.1 will follow immediately from the following statement:
Proposition 3.2. For each j ≥ 1, we have
V0(Jj) =
⌈
j
2
⌉
.
Rather than computing V0(Jj) directly from the complexes CFK
∞(S3, Jj), which are difficult to
determine explicitly, we will compute V0(Jj) indirectly as follows. Let Mj = S
3
2j+1(Jj), and let s0
denote the unique self-conjugate Spinc structure on Mj . We first show that Mj is homeomorphic
to a certain Seifert fibered space that bounds a positive-definite plumbing. Using Ozsva´th and
Szabo´’s algorithm from [OS03c], we compute d(Mj , s0). This computation together with a formula
of Ni and Wu [NW15, Proposition 1.6] (similar to Theorem 2.1 above) will determine V0(Jj).
Lemma 3.3. For any j ≥ 1, the manifold Mj = S32j+1(Jj) is a Seifert fibered space of type
(2; (2j + 1, 2j), (2j + 1, j + 1), (2j + 3, j + 2)).2
Proof. We begin with the surgery diagram for Mj shown in Figure 1, with the two components of
Lj labeled 1 and 2j+2. Perform j positive blowups to undo the clasps between the two components
as in Figure 2, which increases the framings of L1j and L
2
j to j + 1 and 3j + 2 respectively. Next,
slide L2j over L
1
j to obtain the diagram shown in Figure 3, with framing 2j + 1 on the resulting
2Many notational conventions for Seifert fibered spaces exist in the literature; ours follows that of Saveliev [Sav02,
Section 1.1.4].
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j + 1
2j + 1
2
2 2
1
Figure 4. Sliding the blowup curves.
k
1 2
2
−1
(a)
k − 1
0 1
2−2
−1
(b)
k − 20 1
2
−2
−2
−1
(c)
Figure 5. Inductively blowing up to untwist L2j .
−2 −2
−2
−2
−2
j + 1
0 0 −1
Figure 6. The surgery diagram after untwisting and blowing down L2j . There are
j green, j red, and j blue curves, along with the one black curve.
curve. Perform a sequence of handle-slides of the blowup curves, with each curve (other than the
rightmost) sliding over the one to its right and acquiring framing 2, to obtain the diagram in Figure
4; note that L1j remains as a meridian of the one remaining 1-framed component.
Next, we perform a sequence of 2j negative blowups to untwist L2j , starting at the left side of
the diagram, using the inductive procedure shown in Figure 5. For the base case, we start with
k = 2j + 1 and ignore the two leftmost curves in Figure 5(a). In both the base case and the
induction step, blowing up twice produces Figure 5(c); the two blowup curves are colored red and
blue. The green, blue, and black curves on the right side of Figure 5(c) can be identified with those
on the left of Figure 5(a), with k replaced by k− 2, and we may repeat. (In the final iteration, the
middle green curve in Figure 5(a) starts with framing 1 rather than 2, and links the (j+ 1)–framed
curve L1j .) After these 2j blowups, the framing on L
2
j becomes 1, so we may blow it down and
obtain the diagram shown in Figure 6.
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−2i
−2
0 0
−2
−2
(a)
−2i
−2
0 0
−4
−2
(b)
−2i −2
0 0
−4
−2
(c)
−2i −2
0 0
−2 −2
(d)
−2i− 2
0
−2 −2
(e)
Figure 7. Inductively sliding the blue curves over the green and red curves, and
then canceling green-red pairs.
−2j
−1
−2 −2 −2 −2
j + 1
(a)
−2j − 1
−3 −2 −2 −2
−2
−1
j + 1
(b)
Figure 8. The surgery diagram after (a) sliding the blue curves and (b) blowing up once.
As shown in Figure 7, we next perform an inductive sequence of handleslides and cancellations.
Specifically, starting with Figure 7(a) with i = 1, a pair of handleslides makes the leftmost blue
curve becomes isotopic to the meridian of the next blue curve over, as in Figure 7(d). The leftmost
red and green curves can be cancelled as in Figure 7(e), which can be identified with Figure 7(a)
with i replaced with i + 1. After iterating this procedure j − 1 times, we obtain the diagram in
Figure 8(a), with j blue curves (all with framing −2) forming a chain. One more negative blowup
produces the diagram in Figure 8(b), which represents a plumbing of disk bundles over spheres.
(Note that this plumbing has indefinite intersection form.) By a sequence of slam dunks, we obtain
the rational Dehn surgery diagram in Figure 9(a), which represents the Seifert manifold
M(−1; (2j + 1,−1), (2j + 1,−j), (2j + 3,−j − 1).
By applying a Rolfsen twist to each of the colored components of the diagram, we see that Mj can
also be described as
M(2; (2j + 1, 2j), (2j + 1, j + 1), (2j + 3, j + 2))
(Figure 9(b)), as required. 
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−2j − 1 −2j+1j
−2j+3j+1
−1
(a)
2j+1
2j
2j+1
j+1
2j+3
j+2
2
(b)
Figure 9. Rational surgery descriptions of Mj as a Seifert manifold.
j + 2 2 2 2 2 2
2
j + 1
v1 v2 v3 v6 v2j+4 v2j+5
v4
v5
Figure 10. The labeled graph Γj .
Lemma 3.4. The d-invariant of Mj in the self-conjugate Spin
c structure s0 is given by
d(Mj , s0) =
{
− j2 − 1 j odd
− j2 j even.
Proof. Let Γj be the labeled graph in Figure 10. This graph has 2j + 5 vertices, which we label
v1, . . . , v2j+5. The labels of the vertices are given by m(v1) = j + 2, m(v5) = j + 1, and m(vi) = 2
for all other i. Let Xj denote the plumbing of 2-spheres specified by Γj . Using the rational
surgery picture in Figure 9(b) together with the continued fraction expansions 2j+1j+1 = [2, j + 1],
2j+3
j+2 = [2, j + 2], and
2j+1
2j = [2, . . . , 2︸ ︷︷ ︸
2j
], we see that ∂Xj = Mj . Let Aj be the symmetric matrix
associated to Γj , which presents the intersection form of Xj . By [NR78, Theorem 5.2], since
2− 2j
2j + 1
− j + 1
2j + 1
− j + 2
2j + 3
> 0,
Aj is positive-definite. Also, observe that Γj has only one bad vertex (v3), where bad here means
that m(v) is strictly less than the valence of v.
We recall a few basic facts from [OS03c] in order to compute the desired d-invariant. Let
Vj = (Z2j+5, Aj) be the lattice associated with the graph Γj , and let V ∗j be the dual lattice. Under
the identification of V ∗j with H
2(Xj), the first Chern classes of Spin
c structures on Xj correspond to
the set Char(Vj) of characteristic covectors in V
∗
j , i.e., linear functions α : V → Z with the property
that α(vi) ≡ m(vi) (mod 2). Identifying V ∗j with Z2j+5, the (rational) square of a covector α is
given by α2 = αTA−1j α. Additionally, two covectors α, α
′ restrict to the same Spinc structure on
Mj iff (α − α′)/2 = Ajx for some x ∈ Zn; we denote these equivalence classes by Char(Vj , s) for
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s ∈ Spinc(Mj). In particular, α restricts to s0 iff α = Ajx for some x ∈ Zn; this in turn implies
that
α2 = αTx = xTAjx.
The main theorem of [OS03c] then says that for each Spinc structure s on Mj , we have
d(Mj , s) = min
α∈Char(Xj ,s)
α2 − b2(Xj)
4
= min
α∈Char(Xj ,s)
α2 − 2j − 5
4
.
(The results of [OS03c] are stated for negative-definite plumbings; the version stated here follows
from orientation reversal.)
When j is odd, the covector α0 = (1, 0, . . . , 0) (i.e., α0(v1) = 1 and α0(vi) = 0 for i > 1) is
characteristic and restricts to s0. To see the latter statement, the equation Ax = α0 can be written
as
(j + 2)x1 + x2 = 1 x4 + (j + 1)x5 = 0
x1 + 2x2 + x3 = 0 x3 + 2x6 + x7 = 0
x2 + 2x3 + x4 + x6 = 0 xi + 2xi+1 + xi+2 = 0 for i = 6, . . . , 2j + 3
x3 + 2x4 + x5 = 0 x2j+4 + 2x2j+5 = 0
which has the integral solution
x1 = 1 x4 = −j − 1
x2 = −j − 1 x5 = 1
x3 = 2j + 1 xi = (−1)i+1(2j + 6− i) for i = 6, . . . , 2j + 5.
Hence, we see that αT0 A
−1α0 = 1. For any other α ∈ Char(V, s0), α2 must also be a positive integer,
so α0 has minimal square. Thus, we deduce that
d(Mj , s0) =
1− 2j − 5
4
= − j
2
− 1.
Similarly, when j is even, let α0 be the covector with α0(v5) = −1, α0(v2j+5) = 2, and α0(vi) = 0
for all other i. The equations are:
(3.1)
(j + 2)x1 + x2 = 0 x4 + (j + 1)x5 = −1
x1 + 2x2 + x3 = 0 x3 + 2x6 + x7 = 0
x2 + 2x3 + x4 + x6 = 0 xi + 2xi+1 + xi+2 = 0 for i = 6, . . . , 2j + 3
x3 + 2x4 + x5 = 0 x2j+4 + 2x2j+5 = 2
The solution we get is:
x1 = 1 x4 = −(j + 2)
x2 = −(j + 2) x5 = 1
x3 = 2j + 3 xi = (−1)i+1(2j + 8− i) for i = 6, . . . , 2j + 5.
Hence, α20 = −1·1+2·3 = 5. To check that α0 has minimal square, we claim that if α ∈ Char(V, s0),
then α2 ≡ 5 (mod 8), and hence α2 ≥ 5. To see this, suppose that α = Ajx for x ∈ Z2j+5. The
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equations (3.1) hold mod 2, which implies that xi ≡ i (mod 2) for i = 1, . . . , 2j + 5. We compute:
α2 = xTAjx
= (j + 2)x21 + (j + 1)x
2
5 + 2
∑
i 6=1,5
x2i + 2
∑
i 6=5,2j+5
xixi+1 + 2x3x6
= (j + 1)x21 − x23 + jx25 + x22j+5 +
∑
i 6=5,2j+5
(xi + xi+1)
2 + (x3 + x6)
2.
(Here, the sums are taken over all i = 1, . . . , 2j + 5 except for the specified values.) Since any odd
square is congruent to 1 mod 8, we see that
α2 ≡ (j + 1)− 1 + j + 1 + 2j + 4 ≡ 4j + 5 ≡ 5 (mod 8),
as required. It thus follows that
d(Mj , s0) =
5− 2j − 5
4
= − j
2
. 
Proof of Proposition 3.2. Ni and Wu’s formula for d invariants of integer surgeries [NW15, Propo-
sition 1.6] implies that
d(Mj , s0) =
j
2
− 2V0(Jj).
Combining this with the above results, we see that
V0(Jj) =
{
j+1
2 j odd
j
2 j even
as required. 
We conclude this section by mentioning a few other properties of the knots Jj ⊂ S3, which may
be of interest in other contexts.
Proposition 3.5. For each j ≥ 1, we have τ(Jj) = g4(Jj) = g(Jj) = j.
(Here g denotes the Seifert genus and g4 denotes the 4-ball genus.)
Proof. First, we claim that Jj admits a Seifert surface of genus j. It is easiest to see this surface in
Figure 3. The bottom component in this figure can be understood as Jj , sitting within a surgery
diagram for S3 given by the remaining framed components. (We ignore the framing 2j + 1.) The
Seifert surface is obtained by starting with a disk bounded by the bottom component and attaching
j tubes to make it disjoint from all of the green surgery curves. Thus, τ(Jj) ≤ g4(Jj) ≤ g(Jj) ≤ j.
To see the reverse inequalities, we adapt a contact-geometric argument given by Ray [Ray15].
The link Lj can also be depicted as in Figure 11(a). Viewing the exterior of L
1
j as a standard solid
torus, L2j is the same as the pattern knot Qj from [Ray15, Figure 9]. Blowing down L
1
j (with +1
framing) inserts a full negative twist in the 2j+ 1 strands of L2j that pass through it, producing Jj .
This knot has a Legendrian representative Jj given by the front projection in Figure 11(b), from
which it is easy to compute that tb(Jj) = 2j − 1 and rot(Jj) = 0. By Plamenevskaya’s inequality
[Pla04], we deduce that 2j − 1 ≤ 2τ(Jj)− 1, hence j ≤ τ(Jj), as required. 
Remark 3.6. Using Figure 11, it is not hard to show that each knot Jj is a (1, 1)-knot, which implies
that the knot Floer complex CFK∞(S3, Jj) can be computed explicitly from a genus-1 Heegaard
diagram. However, the number of generators of this complex grows quadratically as a function of
j, making a general description difficult.
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L2j
L1j
(a) (b)
Figure 11. (a) Alternate picture of Lj . The dashed portion indicates winding
multiple times. The curve L2j passes through the disk spanned by L
1
j 2j + 1 times,
j + 1 times in one direction and j in the other. (b) Legendrian representative for
Jj , obtained by blowing down L
1
j with framing +1 from the previous figure.
4. Concordance invariants from knot Floer homology
In this section, we discuss concordance invariants coming from the Heegaard Floer homology
package. The main goal is to show that the basic properties of certain concordance invariants (τ ,
ν, ν ′, ε, and Υ), which were originally only stated for knots in S3, hold in the more general setting
of homology concordance of knots in homology spheres. Since the knot Floer complex is insensitive
to orientations, we will suppress orientations from knots for the rest of the paper.
We assume that the reader is familiar with the knot Floer complex, defined by Ozsva´th and Szabo´
in [OS04]. We use the notation of [Hom17, Section 2.2]. That is, given a knot K in an integer
homology sphere Y , we let C = CFK∞(Y,K), which, upon choosing a filtered basis, decomposes
as a direct sum C =
⊕
i,j∈ZC(i, j), such that
∂(C(i, j)) ⊂
⊕
i′≤i
j′≤j
C(i′, j′).
We will assume throughout that C is reduced, i.e., that every term in the differential strictly lowers
either i or j. For any set X ⊂ Z2 which is convex with respect to the product partial order on
Z2 (i.e., if a < b < c and a, c ∈ X, then b ∈ X), let CX = ⊕(i,j)∈X C(i, j), which is naturally a
subquotient complex of C.
The key ingredient to extend the various Heegaard Floer concordance invariants for knots in S3
to homology concordance invariants of knots in arbitrary homology spheres will come from a result
of Zemke.
Proposition 4.1 ([Zem16]). If (Y1,K2) and (Y2,K2) are homology concordant, then there exist
filtered, grading-preserving F[U ]-equivariant chain maps
F : CFK∞(Y1,K1)→ CFK∞(Y2,K2) and G : CFK∞(Y2,K2)→ CFK∞(Y1,K1)
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such that F and G induce isomorphisms on homology.
We now give the definitions of the concordance invariants we are interested in. For t ∈ [0, 2],
s ∈ R, and C = CFK∞(Y,K), let
Cts(Y,K) = C
{
i, j |
(
1− t
2
)
i+
t
2
j ≤ s
}
.
Consider the maps
ιs : C{i = 0, j ≤ s} → C{i = 0},
vs : C{max(i, j − s) = 0} → C{i = 0},
v′s : C{i = 0} → C{min(i, j − s) = 0},
f ts : C
t
s(Y,K)→ C,
where ιs is inclusion, vs consists of quotienting by C{i < 0, j = s} followed by inclusion, v′s
consists of quotienting by C{i = 0, j < s} followed by inclusion, and f ts is inclusion. Recall that
C{i = 0} ' ĈF(Y ) and C{i ≥ 0} ' CF+(Y ). Also, let ρ : ĈF(Y )→ CF+(Y ) denote inclusion.
Definition 4.2. Let K be a knot in an integer homology sphere Y . Define
τ(Y,K) = min{s | im(ρ∗ ◦ ιs∗) ∩ UN HF+(Y ) 6= 0 ∀N  0}
ν(Y,K) = min{s | im(ρ∗ ◦ vs∗) ∩ UN HF+(Y ) 6= 0 ∀N  0}
ν ′(Y,K) = max{s | v′s∗(x) 6= 0 ∀x ∈ ĤF(Y ) s.t. ρ∗(x) 6= 0 and ρ∗(x) ∈ UN HF+(Y ) ∀N  0}
ΥY,K(t) = −2 min{s | im f ts∗ contains a non-trivial element in grading d(Y )}.
Remark 4.3. When Y = S3, these definitions agree with the definitions of τ , ν, ν ′, and Υ in [OS03b,
Section 1], [OS11, Definition 9.1], [Hom14a, Definition 3.1], and [Liv17, Definition 5.2] respectively.
In the definition of Υ, our use of the element of HF∞(Y ) in grading d(Y ) (as opposed to grading
0) guarantees that when K is the unknot in Y , ΥY,K ≡ 0.
Remark 4.4. Equivalently, we can define ν ′(Y,K) to be the maximum s such that the map induced
by the composition
C{i ≤ 0} → C{i = 0} → C{min(i, j − s) = 0}
is non-trivial on every maximally graded non-U -torsion element in HF−(Y ) ∼= H∗(C{i ≤ 0}), where
the first map is quotienting by C{i < 0} and the second is v′s. From this alternate definition, it
follows that ν and ν ′ are dual to one another in the sense that ν(−Y,K) = −ν ′(Y,K).
The invariant ε is defined via the relation between τ, ν, and ν ′. It is straightforward to verify
(cf. [OS03b, Proposition 3.1] and [OS11, Equation 34]) that
ν(Y,K) = τ(Y,K) or τ(Y,K) + 1 and ν ′(Y,K) = τ(Y,K)− 1 or τ(Y,K).
Just as in the case of knots in S3, we have:
Lemma 4.5. Let K be a knot in an integer homology sphere Y . The following three cases are
exhaustive and mutually exclusive:
• ν(Y,K) = τ(Y,K) + 1 and ν ′(Y,K) = τ(Y,K),
• ν(Y,K) = τ(Y,K) and ν ′(Y,K) = τ(Y,K)− 1,
• ν(Y,K) = τ(Y,K) and ν ′(Y,K) = τ(Y,K).
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Proof. The arguments in [Hom14a, Section 3] still apply when the ambient manifold is an arbitrary
integer homology sphere. For completeness, we sketch the argument here. Let τ = τ(Y,K).
Suppose that ν ′(Y,K) = τ − 1. Then there exists a cycle x ∈ ĈF(Y ) such that
(1) ρ∗([x]) is a non-zero element of UN HF+(Y ) 6= 0 for N  0,
(2) there exists y ∈ C{min(i, j − τ) = 0} with ∂y = v′τ (x), where ∂ denotes the differential on
C{min(i, j − τ) = 0}.
We may assume that y has non-trivial projection to C{i > 0, j = τ}. Then let y be the image of y
under projection to C{i > 0, j = τ}. Consider the projection
p : C{j = τ} → C{i > 0, j = τ}.
Choose y′ ∈ p−1(y). Consider z = ∂horzy′, where ∂horz denotes the differential on C{j = τ}. Then
z is a cycle in C{i ≤ 0, j = τ}. Consider the projection
q : C{max(i, j − τ) = 0} → C{i ≤ 0, j = τ}.
There exists a cycle z′ ∈ q−1(z) such that vτ∗([z′]) = [x], i.e., ν(Y,K) = τ . 
By the preceding lemma, the following is well-defined.
Definition 4.6. Let K be a knot in an integer homology sphere Y . Define
ε(Y,K) =

−1 if ν(Y,K) = τ(Y,K) + 1,
1 if ν ′(Y,K) = τ(Y,K)− 1,
0 otherwise.
Using Proposition 4.1, we can give a uniform proof that all of the invariants defined so far are
invariants of homology cobordism, proving a generalization of Theorem 1.7. This argument was
known to Zemke, but we include it for completeness.
Proposition 4.7. If K1 ⊂ Y1 and K2 ⊂ Y2 are concordant in a homology cobordism between Y1
and Y2, then
τ(Y1,K1) = τ(Y2,K2)
ν(Y1,K1) = ν(Y2,K2)
ν ′(Y1,K1) = ν ′(Y2,K2)
ε(Y1,K1) = ε(Y2,K2)
ΥY1,K1 = ΥY2,K2 .
Proof. Let Ci = CFK
∞(Yi,Ki). By Proposition 4.1, there exist filtered, grading-preserving F[U ]-
equivariant chain maps
F : C1 → C2 and G : C2 → C1
such that F and G induce isomorphisms on homology. Because these maps are filtered, they induce
maps
F : C1X → C2X and G : C2X → C1X
for any subset X ⊂ Z2 that is convex with respect to the product partial order on Z2.
Consider the following commutative diagram:
C1{i = 0, j ≤ s} ριs−−−−→ C1{i ≥ 0}yF yF
C2{i = 0, j ≤ s} ριs−−−−→ C2{i ≥ 0}.
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Since F∗ commutes with the U -action and is an isomorphism on H∗(Ci), it follows that τ(Y1,K1) ≥
τ(Y2,K2). By considering the analogous diagram with G, we obtain τ(Y1,K1) ≤ τ(Y2,K2). Hence
τ(Y1,K1) = τ(Y2,K2).
Similarly, the proof that ν(Y1,K1) = ν(Y2,K2) follows from considering the commutative dia-
gram
C1{max(i, j − s) = 0} ρvs−−−−→ C1{i ≥ 0}yF yF
C2{max(i, j − s) = 0} ρvs−−−−→ C2{i ≥ 0}.
An analogous diagram for v′s shows that ν ′, and hence ε, are homology concordance invariants.
Finally, the proof that ΥY1,K1 = ΥY2,K2 follows from considering the commutative diagram
Cts(Y1,K1)
f ts−−−−→ C1yF yF
Cts(Y2,K2)
f ts−−−−→ C2,
and the analogous diagram with G. 
Remark 4.8. For completeness, we note that an alternate proof that τ(Y1,K1) = τ(Y2,K2) follows
from Raoux’s work [Rao16, Corollary 5.4] (see also [OS03b]). There it is shown that if (Y,K) bounds
(W,Σ), where W is a rational homology ball then |τ(Y,K)| ≤ g(Σ). If (Y1,K1) and (Y2,K2) are
homology concordant, then Y1#− Y2 bounds a rational homology ball in which K1 #−K2 bounds
an embedded disk. Therefore τ(Y1 #−Y2,K1 #−K2) = 0, which implies that τ(Y1,K1) = τ(Y2,K2)
by Proposition 4.10 below.
Remark 4.9. The same arguments apply to prove that the invariants Vi [NW15], ν
+ [HW16], and
νn [Tru17] can be appropriately generalized to give invariants of homology concordance for knots
in arbitrary homology spheres.
The next three propositions show that τ , ε, and Υ have the same additivity properties for knots
in arbitrary homology spheres as they do for knots in S3.
Proposition 4.10 (Proposition 3.10 in [Rao16]). Let K1 and K2 be knots in integer homology
spheres Y1 and Y2, respectively. Then
(1) τ(−Y,K) = −τ(Y,K).
(2) τ(Y1 # Y2,K1 #K2) = τ(Y1,K1) + τ(Y2,K2).
Proposition 4.11. Let K1 and K2 be knots in integer homology spheres Y1 and Y2, respectively.
Then
(1) ε(−Y,K) = −ε(Y,K).
(2) If ε(Y1,K1) = ε(Y2,K2), then ε(Y1 # Y2,K1 #K2) = ε(Y1,K1).
(3) If ε(Y1,K1) = 0, then ε(Y1 # Y2,K1 #K2) = ε(Y2,K2).
Proof. (1) This follows from the definition of ε together with Remark 4.4.
(2) We shall only do the case where ε(Y1,K1) = ε(Y2,K2) = 0, which is the only case used in this
paper; the remaining cases follow similarly. Let τk = τ(Yk,Kk) and Ck = CFK
∞(Kk) for k = 1, 2.
Suppose that ε(Yk,Kk) = 0. Then ν(Yk,Kk) = τk and ν
′(Yk,Kk) = τk. Since ν(Yk,Kk) = τk, there
exists a cycle xk in Ck{max(i, j− τk) = 0} such that ρ∗ ◦ vτk∗([xk]) ∈ imUN ⊂ HF+(Yk) for N  0
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and ρ∗◦vτk∗([xk]) 6= 0. In particular, the image of xk under the quotient from Ck{max(i, j−τk) = 0}
to Ck{(0, τk)} is non-trivial.
Let τ = τ(Y1 # Y2,K1 # K2), which equals τ1 + τ2 by Proposition 4.10, and C = CFK
∞(Y1 #
Y2,K1 #K2), which is isomorphic to C1 ⊗ C2 by [OS04]. Then x1 ⊗ x2 is a cycle in C{max(i, j −
τ1 − τ2) = 0} and ρ∗ ◦ vτ∗([x1 ⊗ x2]) ∈ imUn ⊂ HF+(Y1#Y2), i.e., ν(Y1 # Y2,K1 # K2) = τ . A
similar argument shows that ν ′(Y1 # Y2,K1 #K2) = τ . Thus, ε(Y1 # Y2,K1 #K2) = 0.
(3) This is left as an exercise to the reader, following [Hom14a, Proposition 3.6]. (The case where
ε(K2) = 0 is treated above.) 
Proposition 4.12. Let K1 and K2 be knots in integer homology spheres Y1 and Y2, respectively.
Then for each t ∈ [0, 2],
(1) Υ−Y,K(t) = −ΥY,K(t).
(2) ΥY1#Y2,K1#K2(t) = ΥY1,K1(t) + ΥY2,K2(t).
Proof. Livingston’s proof for knots in S3 [Liv17, Theorem 6.2] carries through identically in arbi-
trarily homology spheres. 
However, as noted in the introduction, there is one property of τ and ε which does not generalize
to arbitrary homology spheres; its failure to generalize is crucial to our proof of Theorem 1.1 (2).
Proposition 4.13. Suppose K is a knot in S3, or more generally an integer homology sphere
L-space Y . If ε(Y,K) = 0, then τ(Y,K) = 0.
Proof. This follows from the proof of [Hom14a, Proposition 3.6(2)]; indeed, the only feature of the
ambient manifold used in the proof is that it is an integer homology sphere L-space. 
Proof of Corollary 1.9. The corollary follows from Propositions 4.7 and 4.13. 
5. The filtered mapping cone formula
Continuing with the notation from the previous section, let C = CFK∞(Y,K) be the reduced,
doubly-filtered knot Floer complex of a knot K in a homology sphere Y . The goal of this section
is to describe the surgery formula from [HL] for computing CFK∞(Y1(K), K˜), where K˜ is the core
circle of the surgery solid torus in 1-surgery on K. Essentially, this formula entails putting an
extra filtration on the mapping cone formula for HF+(Y1(K)) given by Ozsva´th and Szabo´ [OS08],
although some of our terminology is slightly different. (There is a similar formula for any nonzero
rational surgery.)
To begin, there is a U -equivariant, grading-preserving chain homotopy equivalence φ : C → C,
which restricts to a homotopy equivalence between the subcomplexes C{j ≤ s} and C{i ≤ s}. This
map φ need not behave well with respect to the other grading; that is, the j-coordinates of terms
in φ(x) are unrelated to the i-coordinate of x.
For each integer s, let A∞s and B∞s each denote a copy of the chain complex C, and write
A∞s =
⊕
i,j∈ZA
∞
s (i, j) and B
∞
s =
⊕
i,j∈ZB
∞
s (i, j). We define a pair of Z-filtrations I and J on
each of these complexes as follows:
I(A∞s (i, j)) = max(i, j − s) J (A∞s (i, j)) = max(i+ s− 1, j)
I(B∞s (i, j)) = i J (B∞s (i, j)) = i+ s− 1.
Let A−s (resp. B−s ) denote the subcomplex of A∞s (resp. B∞s ) with I < 0, let A+s (resp. B+s ) denote
the quotient, and let Aˆs (resp. Bˆs) be the subcomplex of A
+
s (resp. B
+
s ) with I = 0. The Maslov
(homological) grading on each complex A∞s (resp. B∞s ) is defined to be the Maslov grading on C,
KNOT CONCORDANCE IN HOMOLOGY COBORDISMS 19
shifted up by s(s− 1) (resp. s(s− 1)− 1). (The definitions of the A+s and B+s complexes agree with
those in [OS08]; the filtration J is introduced in [HL].)
Define maps v◦s : A◦s → B◦s and h◦s : A◦s → B◦s+1 as follows: v∞s is the identity map of C, and h∞s
is φ composed with multiplication by U s. Each of these maps is filtered with respect to both I and
J . (For v∞s , this is obvious; for h∞s , it uses the filtration property of φ.) In particular, v∞s (resp.
h∞s ) takes the subcomplex A−s into B−s (resp. B
−
s+1), and hence induces a map v
+
s : A
+
s → B+s
(resp. h+s : A
+
s → B+s+1), which agrees with the definition in [OS08]. Moreover, each of v∞s and h∞s
is homogeneous of degree −1 with respect to the (shifted) Maslov grading.
Let g denote the genus of K. Since we may assume C(i, j) = 0 whenever |j − i| > g, we observe
the following:
• If s > g, then for any nonzero A∞s (i, j), we have j ≤ i + g ≤ i + s − 1. Therefore,
I(A∞s (i, j)) = i = I(B∞s (i, j)) and J (A∞s (i, j)) = i + s − 1 = J (B∞s (i, j)). In particular,
the map v∞s : A∞s → B∞s is a filtered isomorphism (that is, it restricts to an isomorphism
on all filtration levels) with respect to both I and J .
• If s ≤ −g, then for any nonzero A∞s (i, j), we have i+ s− 1 ≤ i− g − 1 ≤ j − 1, and hence
I(A∞s (i, j)) = j− s and J (A∞s (i, j)) = j, while I(B∞s+1(i, j)) = i and J (B∞s+1(i, j)) = i+ s.
For each t, the map h∞s induces a map that takes A∞s {j ≤ t} quasi-isomorphically to
B∞s+1{i ≤ t− s}. Therefore, h∞s is a filtered quasi-isomorphism with respect to both I and
J .
For any integers a < b, let
Ψ∞a,b :
b⊕
s=a
A∞s →
b⊕
s=a+1
B∞s
be the map given by the sum of the maps v∞s : A∞s → B∞s (s = a+ 1, . . . , b) and h∞s : A∞s → B∞s+1
(s = a, . . . , b− 1), and let X∞a,b denote the mapping cone of Ψ∞a,b. It is easy to see that I and J give
X∞a,b the structure of a doubly filtered chain complex with an action of F[U,U−1]. Moreover, by the
above observations, for any a ≤ 1− g and b ≥ g, the doubly-filtered quasi-isomorphism type of X∞a,b
is independent of a and b. Thus, we may define X∞ = X∞1−g,g. Denote the differential on X∞ by
∂∞. Let X−, X+, and X̂ be the subcomplex, quotient, and subquotient complexes corresponding
to I < 0, I ≥ 0, and I = 0, each of which is the mapping cone of analogously defined maps:
Ψ∞ :
g⊕
s=1−g
A∞s →
g⊕
s=2−g
B∞s Ψ
− :
g⊕
s=1−g
A−s →
g⊕
s=2−g
B−s
Ψ+ :
g⊕
s=1−g
A+s →
g⊕
s=2−g
B+s Ψˆ :
g⊕
s=1−g
Aˆs →
g⊕
s=2−g
Bˆs.
Note that X∞ ∼= X− ⊗F[U ] F[U,U−1], so we may pass between them interchangeably.
The following theorem is the main result of [HL]:
Theorem 5.1. The chain complex X∞ is filtered quasi-isomorphic to CFK∞(Y1(K), K˜), where the
filtrations I and J on X∞ correspond to i and j on CFK∞(Y1(K), K˜).
Since [HL] has not yet appeared, we provide a brief overview of the proof of Theorem 5.1.
This follows along the lines of Ozsva´th and Szabo´’s original proof of the mapping cone formula
[OS08, OS11], together with ingredients from Hedden–Plamenevskaya [HP13], Manolescu–Ozsva´th
[MO10], and the third author [Lid13]. For any integer m ≥ 1, the proof of the surgery exact triangle
20 JENNIFER HOM, ADAM SIMON LEVINE, AND TYE LIDMAN
shows that CF◦(Y1(K)) is quasi-isomorphic to the mapping cone of a map
(5.1) CF◦(Y1+m(K))→
m⊕
CF◦(Y ).
Morally speaking, for sufficiently large values of m, this mapping cone is then identified with X◦;
in particular, CF◦(Y1+m) can be identified with the A complexes using Ozsva´th and Szabo´’s large
surgery formula, and the copies of CF◦(Y ) are identified with the B complexes. To be precise, this
argument goes through on the nose only for ĈF and the finite truncated versions CFδ for δ ≥ 0;
one then uses some algebraic manipulation to recover the analogous statements for CF+, CF−, and
CF∞.
The new ingredient in [HL] is to introduce extra knot filtrations on CF◦(Y ), CF◦(Y1(K)), and
CF◦(Y1+m(K)), coming from the meridian of K viewed as a knot in each of the three manifolds. In
Y , this meridian is just the unknot, so it induces the trivial filtration; in Y1(K) and Y1+m(K), the
meridian is isotopic to the core circle of the surgery solid torus. For m sufficiently large, the iden-
tification between CFδ(Y1(K)) and the mapping cone (5.1) is in fact a filtered quasi-isomorphism.
(This part involves keeping careful track of Spinc structures on the surgery cobordisms, and it
works only for the finite truncated versions CFδ.) Next, under the identification of (5.1) with X◦,
these filtrations are seen to correspond to J , as required. Indeed, on the As complexes, J coincides
(modulo a few changes owing to certain choices of orientation convention) with the filtration on
large surgery induced from the core circle, as described by Hedden and Plamenevskaya [HP13].
Using the two filtration functions I,J , we may view the vector space X∞ as a direct sum of
pieces
⊕
i,j X(i, j). Given a filtered basis for X∞, we may write ∂∞ = ∂ + ∂′, where ∂ consists of
the terms that preserve both filtrations and ∂′ consists of the terms that strictly drop at least one
of them. Since the action of U takes X(i, j) isomorphically to X(i− 1, j − 1), we can understand ∂
by looking only at the summands with i = 0. Each summand X(0, s) (with its internal differential
∂) can be identified with ĈFK(Y1(K), K˜, s), the associated graded complex of ĈFK(Y1(K), K˜) in
Alexander grading s. Hence H∗(X(0, s)) ∼= ĤFK(Y1(K), K˜, s). For −g < s < g, X(0, s) is easily
described as the mapping cone
(5.2) As{i ≤ 0, j = s} ⊕As+1{i = 0, j ≤ s} (hs, vs+1)−−−−−−→ Bs+1{i = 0},
while X(0,−g) = A−g+1(0,−g) and X(0, g) = Ag(0, g) (with vanishing differential). Note also that
X̂ is isomorphic to
⊕g
s=−g X(0, s) as a group. The higher differentials on ĈFK(Y1(K), K˜) (that is,
the ones that decrease the J grading) are given completely by the part of the internal differential
on Aˆs taking As(0, s) ⊂ As{i ≤ 0, j = s} ⊂ X(0, s) into As{0, j ≤ s−1} ⊂ X(0, s−1). (While all of
these differentials decrease J by 1, terms which shift J by more than 1 may nevertheless arise after
passing to a reduced model for ĈFK(Y1(K), K˜).) Note that this description essentially agrees with
the surgery formula for ĈFK(Y1(K), K˜) described by Eftekhary [Eft15], modulo some differences
in conventions and notation. (However, Eftekhary’s work does not describe the full doubly filtered
complex CFK∞(Y1(K), K˜).)
Typically, one wants to obtain a reduced model for CFK∞ (i.e., one in which every term in the
differential strictly lowers at least one of the filtrations), which makes it easy to read off invariants
such as τ , ε, and Υ as in the previous section. We may pass from X∞ to a reduced model via
the following “cancellation” procedure (see, e.g., [LOT08, Proposition 11.57]). In each summand
X(0, s), choose a basis {yi} for im(∂), and choose elements xi ∈ X(0, s) such that ∂(xi) = yi. Then
∂∞(xi) = yi + terms in lower filtration levels. The subcomplex of X∞ spanned (over F[U,U−1])
by all the {xi, ∂∞(xi)} is acyclic, and the quotient Q of X∞ by this subcomplex is a reduced
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Figure 12. The reduced model for CFK∞(M, J˜), drawn in the (i, j)-plane.
model for CFK∞(Y1(K), K˜). The generators for Q (over F[U,U−1]) are naturally in bijection with
the generators (over F) of ĤFK(Y1(K), K˜), and the differential is induced from the terms in ∂′
which are not-filtration preserving. As a practical matter, it is thus useful to begin by using the
individual complexes X(0, s) to compute ĤFK(Y1(K), K˜). We shall carry out a computation using
this strategy in Section 6.
6. The knot Floer complex for the core of surgery on a cable of the trefoil
Throughout this section, let J = T2,−3;2,3, the (2, 3)-cable of the left-handed trefoil. (Here, 2
denotes the longitudinal winding and 3 denotes the meridional winding.) Let M = S31(J), and let
J˜ ⊂M denote the knot obtained as the core of the surgery. In this section, we will use the mapping
cone formula from the previous section to compute CFK∞(M, J˜) and the associated invariants τ , ε,
and Υ, and use this computation to prove Proposition 1.10, which gives an infinite cyclic subgroup
of ĈZ/CZ. The main technical result of this section is the following proposition:
Proposition 6.1. Consider J = T2,−3;2,3 as above. Then CFK∞(M, J˜) is generated over F[U,U−1]
by generators A, . . . ,M , with differential as shown in Figure 12.3 (The Maslov gradings of the
generators are given in Table 1, below.)
Before proving this result, we show how it implies Proposition 1.10.
Corollary 6.2. The knot J˜ ⊂M satisfies:
τ(M, J˜) = −1
ε(M, J˜) = 0
ΥM,J˜(t) =
{
t 0 ≤ t ≤ 1
2− t 1 ≤ t ≤ 2.
3We apologize for any confusion resulting from our use of the letters J , K, and M in this context.
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Proof. To determine τ(M, J˜) and ε(M, J˜), consider the generator K (which is at (i, j) = (0,−1)).
The homology class of K in HF+(M) is a nontrivial element of both im(ρ∗ ◦ ι−1∗) and im(ρ∗ ◦v−1∗)
that is in the image of UN HF+(M) for all N  0, and moreover v′−1∗([K]) 6= 0. (See Definition 4.2.)
From this observation, it is straightforward to verify that τ(M, J˜) = ν(M, J˜) = ν ′(M, J˜) = −1,
and so ε(M, J˜) = 0.
For the computation of ΥM,J˜ , we first note that d(M) = −2, and the part of HF∞(M) in grading
−2 is generated by the cycle ξ = K + UG + UF . For any t ∈ [0, 2], ΥM,J˜(t) equals −2 times the
minimal value of s for which ξ ∈ Cts(M, J˜). When t ∈ [0, 1], we see that
[ξ] ∈ im(f ts∗) ⇐⇒ K ∈ Cts(M, J˜) ⇐⇒ s ≥ −
t
2
,
so ΥM,J˜(t) = t. The case when t ∈ [1, 2] follows symmetrically. 
Proof of Proposition 1.10. The homology sphere M does not bound a homology ball, since d(M) =
−2 as noted above. However, Y = M # −M does bound an integer homology ball, namely
(M r B3) × I. The knot K = J˜ # U ⊂ M # −M (where U denotes the unknot in −M) thus
represents an element of ĈZ, and it has the same values of τ , ε, and Υ as (M, J˜), by the additivity
properties of all three invariants. 
The rest of this section is devoted to proving Proposition 6.1 using the filtered mapping cone
formula of [HL] described in Section 5. It is also possible to obtain the same results using the
bordered minus theory of Lipshitz, Ozsva´th, and Thurston, which has not yet appeared.
The first step is understanding the filtered complex CFK∞(S3, J). From [Pet13, Section 5] (see
also [Hed05, Table 1.0.6]), ĈFK(S3, J) has rank 11, with gradings and differentials as depicted in
Figure 13. Therefore, we obtain a basis over F[U,U−1] for CFK∞(S3, J) with generators labelled
and drawn in the (i, j)-plane as in Figure 14(a). Further, we have computed the subquotient
complex C{i = 0} inside of CFK∞(J). The symmetry between C{i = 0} and C{j = 0} determines
C{j = 0}, except for the component of ∂∞ from C{(0, 0)} to C{(−1, 0)}, as the generators a and k
have the same Alexander and Maslov gradings. By U -equivariance, a large portion of the differential
∂∞ on CFK∞(J) is consequently determined. This information is summarized in Figure 14(a).
We must determine the rest of the differential on CFK∞(S3, J). We start by completing the
differential on the subquotient complex C{j = 0}, where it remains to determine the differentials of
a and k. The symmetry between C{i = 0} and C{j = 0} shows that the differential of either a or k
(or both) must be b. Since ε(J) = −1 [Hom14a, Theorem 2], it must be that, up to a change of basis,
the differential sends a to b and k to 0 by [Hom14a, Lemma 3.2]. Therefore, the differentials which
preserve one of the two Z-filtrations have been computed, and it remains to determine differentials
which strictly lower both filtration levels, i.e., “diagonal arrows”. By grading considerations and
(∂∞)2 = 0, the remaining components of ∂∞ are completely determined; the end result is shown in
Figure 14 (expressed in an F[U,U−1]-basis) and Figure 15 (expressed in an F-basis).
Next, we determine the self-chain homotopy equivalence φ : C → C identifying C{i ≤ 0} and
C{j ≤ 0}. Since H∗(C{i ≤ 0}) ∼= H∗(C{j ≤ 0}) ∼= F[U ], φ is unique up to chain homotopy. The
F[U ]-equivariant map on CFK∞ which fixes f and interchanges
a↔ k b↔ j c↔ i d↔ h e↔ g
induces such a chain homotopy equivalence, so we may assume that φ is given by this map. (The
constructions in the filtered mapping cone formula only depend on the chain homotopy type of φ.)
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(1)(0)
(−1)(0)(0)
(−2)(−1)
(−3)
(−4)
Figure 13. The Z-filtered complex ĈFK(S3, J), where J is the (2, 3) cable of the
left-handed trefoil.
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(b)
Figure 14. Left, a labeled F[U,U−1]-basis for CFK∞(S3, J) drawn in the (i, j)-
plane. Shown are the components of ∂∞ which are easily determined from
ĈFK(S3, J) and the symmetry between C{i = 0} and C{j = 0}. Note that a and k
have the same Maslov and Alexander grading. Right, the full complex CFK∞(S3, J)
expressed in terms of an F[U,U−1]-basis, obtained by using that ε(J) = −1 and other
homological considerations.
We now apply the formula of [HL] from Section 5 to compute CFK∞(M, J˜), which we summarize
in Table 1. Since g(J) = 3, the complex X∞ is a mapping cone
3⊕
s=−2
A∞s →
3⊕
s=−1
B∞s ,
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Figure 15. The complex CFK∞(K) expressed in terms of an F-basis.
with I and J filtrations as defined in Section 5. As discussed above, in order to pass from X∞ to
a reduced model for CFK∞(M, J˜), we begin by considering ĈFK(M, J˜).
We will work out ĈFK(M, J˜, 1) explicitly; the remaining computations are similar and left to
the reader. By (5.2), ĈFK(M, J˜, 1) is given by the mapping cone
(6.1) A1{i ≤ 0, j = 1} ⊕A2{i = 0, j ≤ 1} (h1, v2)−−−−−→ B2{i = 0}.
We depict A1, A2, and B2 in Figures 16(a), 16(b), and 16(c) respectively. The generators of Ai are
labeled with an i-subscript and the generators of Bi are labeled with a prime and an i-subscript.
The dark grey shaded regions in Figure 16 thus determine ĈFK(M, J˜, 1). The generators and
differentials of ĈFK(M, J˜, 1) are as follows:
∂(U−1b1) = j′2 ∂(U
−1b2) = U−1b′2 ∂(U
−1c′2) = U
−1b′2
∂(e1) = Ug
′
2 ∂(e2) = e
′
2 ∂(d
′
2) = e
′
2
∂(Ud1) = U
2h′2 + Uc1 ∂(a2) = a
′
2 ∂(U
−1b′2) = 0
∂(Uc1) = U
2i′2 ∂(k2) = k
′
2 + j2 ∂(e
′
2) = 0
∂(Uf2) = Uf
′
2 + Ug2 ∂(a
′
2) = 0
∂(j2) = j
′
2 ∂(k
′
2) = j
′
2
∂(Ug2) = Ug
′
2 ∂(Uf
′
2) = Ug
′
2
∂(U2h2) = U
2h′2 + U
2i2 ∂(j
′
2) = 0
∂(U2i2) = U
2i′2 ∂(Ug
′
2) = 0
∂(U2h′2) = U
2i′2
∂(U2i′2) = 0.
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It follows that ĤFK(M, J˜, 1) is generated by
(6.2) {U−1b2 + U−1c′2, e2 + d′2, U−1b1 + k′2, e1 + Uf ′2}.
We may likewise compute ĤFK(M, J˜) in the other Alexander gradings using the same techniques;
the results are summarized in the first three columns of Table 1.
Uc1
Ud1 e1
U−1b1
(a)
U−1b2
e2
a2
k2
Uf2
j2
Ug2
U2h2
U2i2
(b)
U−1c′2
d′2
U−1b′2
e′2
a′2
k′2
Uf ′2
j′2
Ug′2
U2h′2
U2i′2
(c)
Figure 16. Top left, A1. Top right, A2. Bottom, B2. The dark grey regions
comprise ĈFK(M, J˜, 1).
Next, we compute a reduced model for CFK∞(M, J˜) by the method described at the end of
Section 5. Recall that we consider the generators of ĤFK(M, J˜) as generators (over F[U,U−1]) of
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Generator Alexander gr. Maslov gr. ∂∞
A = U−1c3 3 8 U−1b3 + U−1c′3 = B
B = U−1b3 + U−1c′3 2 7 0
C = U−1b2 + U−1c′2 1 3 (Uj′3) ≡ 0
D = e2 + d
′
2 1 2 b2 + c
′
2 (+ U
2g′3) ≡ UC
E = U−1b1 + k′2 1 1 (U−1b′1) ≡ 0
F = e1 + Uf
′
2 1 0 b1 + Uk
′
2 (+ Ue
′
2 + Ua
′
2 + e
′
1) ≡ UE
G = k0 + a1 0 0 j0 + k
′
0 + b1 + Uk
′
2 = J + UE
H = j−1 + U−1c′0 −1 1 (j′−1) ≡ 0
I = Ug−1 + d′0 −1 0 Uj−1 + c′0 (+ Ug′−1) ≡ UH
J = j0 + k
′
0 −1 −1 (b′1) ≡ 0
K = Ug0 + Uf
′
0 −1 −2 Uj0 + Uk′0 (+ Ue′0 + Ua′0 + Ue′1) ≡ UJ
L = Uj−2 + U−1c′−1 −2 3 0
M = U2i−2 −3 2 U2j−2 + c′−1 = UL
Table 1. Summary of the generators of X∞ which survive in the reduced model
for CFK∞(M, J˜). The terms in parentheses become trivial in the reduced model,
leading to the congruences shown.
the reduced model for CFK∞(M, J˜) and compute the induced differential, each term of which lowers
at least one of the I and J filtrations. More precisely, we consider the basis for the (unreduced)
complex X∞ given by the filtered mapping cone and choose representatives for the generators of
ĤFK(M, J˜). The differential ∂∞ on CFK∞(M, J˜) decomposes as a sum ∂∞ = ∂ + ∂′, where ∂
preserves the bifiltration, and ∂′ lowers at least one of the filtrations. Choose a basis {yi} for im ∂,
and for each yi, choose an xi such that ∂xi = yi. We quotient CFK
∞(M, J˜) by the F[U,U−1]–
submodule spanned by {xi, ∂∞xi}. This produces the reduced model for CFK∞(M, J˜), and we can
write the induced differential on the reduced model for CFK∞(M, J˜) purely in terms of generators
of ĤFK(M, J˜).
We will carry out the above strategy explicitly for the generators of ĤFK(M, J˜) with Alexander
grading 1 (listed in (6.2)) with the help of Figure 16. We have
∂∞(U−1b2 + U−2c′2) = Uj
′
3
∂∞(e2 + d′2) = b2 + c
′
2 + U
2g′3
∂∞(U−1b1 + k′2) = U
−1b′1
∂∞(e1 + Uf ′2) = b1 + Uk
′
2 + Ue
′
2 + Ua
′
2 + e
′
1.
In order to compute the induced differential on the reduced model for CFK∞(M, J˜), we note that
(6.3) U−1b′1, e
′
1, a
′
2, e
′
2, j
′
3, Ug
′
3, Uk
′
3 + Uj3
are all in the image of ∂. Below, we choose preimages (under ∂) for each of the elements in (6.3),
and compute ∂∞ of these preimages:
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∂(U−1c′1) = U
−1b′1 ∂
∞(U−1c′1) = U
−1b′1
∂(d′1) = e
′
1 ∂
∞(d′1) = e
′
1 + c
′
1
∂(a2) = a
′
2 ∂
∞(a2) = a′2 + U
2k′3 + b2
∂(e2) = e
′
2 ∂
∞(e2) = e′2 + U
2g′3 + b2
∂(j3) = j
′
3 ∂
∞(j3) = j′3
∂(Ug3) = Ug
′
3 ∂
∞(Ug3) = Ug′3 + Uj3
∂(Uk3) = Uk
′
3 + Uj3 ∂
∞(Uk3) = Uk′3 + Uj3.
Thus, after quotienting by the F[U,U−1]-submodule S generated by
{U−1c′1, ∂∞U−1c′1, d′1, ∂∞d′1, a2, ∂∞a2, e2, ∂∞e2, j3, ∂∞j3, Ug3, ∂∞Ug3, Uk3, ∂∞Uk3},
it readily follows that Uj′3 and U−1b′1 are trivial. Similarly, we have that U2g′3 is trivial, as Ug′3+Uj3
and j3 are both in S. We also have that Ue
′
2 + Ua
′
2 + e
′
1 is trivial, as a
′
2 + U
2k′3 + b2, e′2 + U2g′3 +
b2, Uk
′
3 + Uj3, Ug
′
3 + Uj3, e
′
1 + c
′
1, and U
−1c′1 are all in S.
As the elements in (6.3) are linearly independent, they can be completed to a basis for im ∂,
and we may continue this procedure to compute the induced differential on a reduced model for
CFK∞(M, J˜). The differential on this reduced model for CFK∞(M, J˜) is summarized in the right-
most column in Table 1 and graphically in Figure 12, as required. 
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