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Résumé/Abstract
résumé : Cette thèse est dédiée à létude mathématique de quelques propriétés
dynamiques des biopolymères. Nous proposons une justication mathématique dune
relation de capacité non linéaire pour un lament dactine en utilisant léquation de
Poisson-Boltzmann. Nous introduisons aussi une première méthodologie pour établir
un modèle qualitatif simplié décrivant le couplage entre la dynamique dun biopoly-
mère chargé et son nuage ionique grâce à des e¤ets électrostatiques. Nous considérons
le cas dun lament dactine représenté par une chaîne de particules en zig-zag et nous
calibrons ce modèle à partir de données expérimentales sur la constante de raideur de
lactine. A partir dun modèle continu de dérive-di¤usion pour la densité des contre-ions
environnants, nous obtenons une équation de di¤usion discrète pour la dynamique des
charges ioniques qui se couple aux équations du mouvement des monomères dactine.
Des simulations numériques du modèle couplé montrent que des ondes mécaniques qui
se propagent le long du polymère peuvent générer des ondes de densité de charge avec
des intensités de lordre du pA, en accord avec des mesures expérimentales des courants
ioniques le long de lactine. Enn, nous étudions lexistence de breathers discrets dans
une version modiée du modèle de Peyrard-Bishop pour les uctuations douverture
dADN. Dans ce nouveau modèle, la fermeture des bases est entravée par une barrière
dénergie. En utilisant une nouvelle méthode de continuation à partir de linni, nous
prouvons pour des couplages faibles, lexistence de breathers de grande amplitude et
basses fréquences situées en dehors de zones de résonance. Ces résultats sont complétés
par des simulations numériques du modèle.
mots-clés : dynamique des biopolymères, laments dactine, couplage dynamique
aux ions condensés, modèle de dérive-di¤usion, ondes de densité de charge, breathers
discrets, modèle de Peyrard-Bishop pour lADN, continuation à partir de linni.
ii
iii
abstract: This thesis is dedicated to the mathematical study of some properties
of biopolymers dynamics. We propose a mathematical justication of a nonlinear
capacitance relation for an actin lament using the Poisson-Boltzmann equation. We
also introduce a rst methodology to derive a qualitatively simple model coupling the
dynamics of a charged biopolymer and its surrounding counterions via electrostatic
e¤ects. We consider the case of a single actin lament represented by a zig-zag chain
model. This model is calibrated using experimental data on the sti¤ness constant of
actin. We derive a discrete di¤usion equation for the density of ionic surrounding
charges in a one-dimensional grid along actin from de continuum drift-di¤usion model
describing counterion dynamics. Numerical simulations of the coupled model show
that mechanical waves propagating along the polymer can generate charge density
waves with intensities in the pA range, in agreement with experimental measurements
of ionic currents along actin. Finally, we study the existence of discrete breathers in a
modied version of the Peyrard-Bishop model for DNA breathing in which the reclosing
of base pairs is hindered by an energy barrier. Using a new kind of continuation
from innity, we prove for weak couplings the existence of large amplitude and low
frequencies breathers lying outside resonance zones. These results are completed by
numerical simulations of the model.
keywords: biopolymer dynamics, actin lament, dynamical coupling to condensed
ions, drift-di¤usion model, charge density waves, discrete breathers, Peyrard-Bishop
model for DNA, continuation from innity.
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Chapitre 1
Introduction
1.1 Contexte et problématique générale
Cette thèse est dédiée à létude mathématique de certains aspects de la dynamique
et de la physique des biopolymères ([13], [40]). Nous en abordons trois aspects dif-
férents : la justication mathématique dune relation de capacité non linéaire pour
un lament dactine, la modélisation mathématique du couplage des vibrations dun
lament dactine à la dynamique des ions en solution et lanalyse mathématique de la
dynamique des bases dADN.
Dans ce chapitre nous présentons la problématique générale des thèmes étudiés.
Nous commençons en décrivant les contextes physique et biologique dans lesquels notre
analyse mathématique sinsère.
1.1.1 Le lament dactine et son nuage ionique
Lactine (appelée G-actine) est la protéine la plus abondante dans les cellules ([2],
[11]). Les laments dactine (appelés F-actine) sont des polymères longs de G-actine
qui sorganisent dans une géométrie hélicoïdale double brin [18] (voir gure 1.1). Ils
exercent di¤érentes fonctions dans la cellule, ayant des fonctions dans la dynamique
cellulaire ou agissant dans le mécanisme de signalisation cellulaire. Les laments dac-
tine peuvent exister sous la forme de longs laments individuels, mais la plupart du
temps, que ce soit pour répondre à des fonctions cellulaires précises ou pour résister
à des contraintes mécaniques, ils sont organisés par la cellule en réseaux plus élaborés
[36].
En 1993, Lin et Cantiello [25] ont mis en évidence les propriétés électriques dun
lament dactine. Ils ont étudié le comportement électrodynamique dun lament isolé
placé en solution ionique et stimulé électriquement. Le milieu conducteur susceptible
de permettre lexistence des signaux ioniques le long du lament est le nuage ionique
1
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Fig. 1.1 Sucession des monomères de G-actine qui sorganisent en laments dactine
(F-actine) dans une structure en double hélice.
entourant la surface du polymère. Les ondes observées le long des laments électrique-
ment stimulés (voir section 1.2.1) sont qualitativement similaires aux enregistrements
des diverses types dondes observées dans les expériences physiques sur les lignes de
transmission non linéaires ([22], [29], [35]).
Les premiers modèles proposés pour expliquer ce phénomène de propagation des
ondes ioniques le long dun lament dactine ([23], [37]) assimilent un lament à une
ligne de transmission électrique. Le modèle proposé dans [37] suppose lexistence dun
e¤et dinduction attribué au mouvement hélicoïdal des ions en solution et est basé
sur une relation de capacité non linéaire, sans fournir cependant de justication de
ces hypothèses. A partir de ces modèles, des équations de Fisher [37] et de KdV [23]
sont obtenues pour décrire les ondes ioniques observées dans lexpérience de Lin et
Cantiello.
Dans cette thèse, nous proposons un autre modèle pour expliquer lexistence de
la capacité non linéaire (chapitre 2). Un lament dactine est assimilé à un cylindre
inniment long et le potentiel électrostatique dû au lament chargé et aux ions en
solution est décrit par léquation de Poisson-Boltzmann. Nous utilisons le théorème des
fonctions implicites pour montrer lexistence dune relation de capacité non linéaire du
même type que celle proposée dans [37] sans justication.
En plus, nous avons introduit une nouvelle méthode pour décrire le couplage des
vibrations dun lament dactine au mouvement des ions en solution, dû aux e¤ets
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électrostatiques (chapitre 3). Cette approche est nouvelle car les chaînes de particules
habituellement utilisées pour modéliser les vibrations des macromolécules intègrent
des e¤ets ioniques dans les potentiels e¤ectifs, mais la dynamique des ions nest pas
considérée. De récentes études sur la topologie de la répartition des charges sur la
surface de lactine [3] montrent quil existe dans chaque monomère une protubérance
fortemente chargée par rapport au reste du monomère. Dans notre modèle, une com-
pression ou un étirement local du lament changent sa densité de charge de surface
ce qui altère la distribution des ions en solution. Un lament dactine est représenté
par une chaîne en zig-zag dont chaque particule représente un monomère. Ce modèle
a été proposé par Zolotaryuk et al ([12], [42]) pour étudier la propagation des solitons
le long dune molécule isolée. La structure en zig-zag est capable de décrire certains
e¤ets non linéaires de la structure en double hélice dun lament dactine. Nous cali-
brons ce modèle pour lactine à partir de données expérimentales pour le calcul de sa
constante de raideur ([21], [26]). Le mouvement des ions en solution est représenté par
une équation de di¤usion spatialement discrète que lon obtient à partir dun modèle de
dérive-di¤usion continu, qui est couplée aux équations de mouvement des monomères.
Notre modèle doit être a¢ né, mais des simulations préliminaires montrent quune
onde élastique localisée le long de lactine est capable de générer une onde de densité
de charge (voir gure 1.2) dont lintensité est de lordre des courants ioniques obser-
vés expérimentalement par Lin et Cantiello [25] dans le cas de faibles concentrations
ioniques en solution.
Fig. 1.2 Schéma du mécanisme proposé : une onde mécanique localisée (ici de type
compression) se propage le long dun lament dactine et saccompagne dune propaga-
tion des ondes de densité de charge du nuage ionique. Les cercles noirs représentent les
charges à la surface de lactine et les cercles blancs correspondent aux ions en solution.
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1.1.2 LADN et la dynamique des bases.
LADN appartient à la classe des biopolymères. Il a la capacité de conserver et
de transférer linformation génétique. LADN est assemblé à partir de deux polymères
linéaires. Chaque monomère (appelé nucléotide) est composé de trois élements : un
sucre, une base et un phosphate. Les sucres et les phosphates dans tous les nucléotides
sont toujours les mêmes mais ils di¤èrent par les bases qui peuvent être de 4 types dans
2 catégories : Adenine (A) et Guanine (G) (purines) et Cytosine (C) et Thymine (T)
(pyrimidines). La structure en double hélice de la molécule dADN [39] est justiée par
le fait que les bases ont tendance à sassembler en paires par des liaisons dhydrogène,
en couples formés par une purine et une pyrimidine (soit A-T ou C-G). Ces couples ont
presque la même taille, de sorte que telles paires donnent une structure très régulière
sur les deux chaînes de nucléotides liées par des liaisons dhydrogène.
Fig. 1.3 (a) La structure en double hélice dADN. (b) Schéma des deux chaînes de
nucléotides, connectées par des liaisons dhydrogène entre les paires de bases.
Dans cette thèse, nous étudions la dynamique douverture des bases dADN (ou
lADN breathing) ([1], [38]). Nous montrons lexistence des solutions du type breathers
dans le modèle de Peyrard-Bishop ([32], [33], [31]) avec potentiel modié (chapitre
4). Le modèle de Peyrard-Bishop décrit à méso-échelle la dynamique des bases et la
caractérise à partir dun seul degré de liberté qui représente létirement et la compres-
sion des liaisons dhydrogène entre les bases qui composent une paire. Le potentiel
le plus simple pour décrire linteraction entre les bases adjacentes (inter-paires, noté
W dans la gure 1.4) est le potentiel harmonique. Le potentiel originalement utilisé
1. Introduction 5
pour décrire les interactions entre les bases dans la même paire (intra-paire, noté
V ) est le potentiel de Morse. Toutefois, les simulations numériques du modèle et les
expériences physiques [24] donnent des temps durant lesquels les bases restent complè-
tement fermées qui di¤èrent de plusieurs ordres de grandeur. Dans [34], Peyrard et al
ont introduit un nouveau potentiel intra-paire qui prend en considération une barrière
dénergie pour la refermeture des bases. En e¤et, le mouvement des bases ouvertes
est plus libre, incluant des rotations qui peuvent empêcher la refermeture des bases.
Il est donc naturel quun modèle qui représente un phénomène à méso-échelle intègre
des fonctions plus élaborées dans leurs potentiels pour mieux caractériser les degrés de
liberté qui ne sont pas décrits par le modèle. Ce nouveau potentiel permet alors une
meilleure adéquation avec les observations expérimentales.
Fig. 1.4 Le modèle de Peyrard-Bishop pour la dynamique de bases : les potentiels de
Morse (ligne pointillée) et modié (ligne continue) décrivent les interactions des bases
dune paire.
Peyrard et al ont aussi fait une étude numérique de ce modèle dans [34] qui a révélé
lexistence dun équilibre spatialement localisé du système autour duquel des solutions
du type breathers pourraient osciller. Ils ont prouvé mathématiquement quen fait cet
équilibre existe. Ce résultat est intéressant car il suggère lexistence dune nouvelle
classe de breathers, oscillant autour dun équilibre localisé du système, di¤érent de
léquilibre trivial dans lequel toutes les particules sont au repos. Du point de vue
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mathématique ce résultat est aussi très intéressant, car son analyse ne peut pas être
faite en utilisant des méthodes habituelles. Dans la méthode classique de la limite anti-
continue ([4], [5]), on part dune solution bien dénie quand la constante de couplage
entre oscillateurs voisins vaut zéro. Cependant, ici quand la constante de couplage tend
vers zéro, le site excité tend vers linni, ce qui rend le problème singulier.
Inspirés par la démonstration de lexistence de léquilibre perturbé de Peyrard
et al (basé sur le théorème de point xe de Banach), nous montrons dans cette thèse
lexistence de solutions périodiques dans le temps et localisées dans lespace (breathers)
qui oscillent au-delà de la barrière du potentiel. Ce résultat est valable pour les petites
constantes de couplage à condition que tous les multiples des fréquences du breather
soient à lextérieur de la bande des fréquences de phonons.
Lorsque la constante de couplage () est égale à zéro, le site excité est à linni, sur
le plateau du potentiel. Donc, les breathers sont obtenus à partir de linni pour des
valeurs petites de la constante de couplage , mais sans parvenir à zéro. Notre analyse
perturbative est e¤ectuée à proximité dune solution approchée pour  proche de zéro,
au lieu dune solution exacte pour  égale à zéro comme dans la limite anti-continue
classique [27]. En plus, la fréquence maximale des breathers discrets au-delà de la
barrière de potentiel tend vers 0 avec  et il nest donc pas possible de prolonger les
solutions pour une fréquence xe comme il est fait par exemple dans [27]. En e¤et, près
de leur fréquence maximale, les breathers au-delà de la barrière correspondent à des
modes localisés dun équilibre spatialement localisée. Lorsque  est petit, la particule
perturbée va à linni sur la partie plate du potentiel, ce qui provoque des oscillations
de basses fréquences.
Notre analyse mathématique a été complétée par des simulations numériques du
modèle dont les paramètres correspondent aux chaînes dADN homogènes. Lorsque la
fréquence des solutions calculées appartient à la bande de phonons, des simulations
numériques ont révélé lexistence de solutions "presque localisées" ayant de petites
oscillations à linni.
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1.2 Justication mathématique dune relation de capa-
cité non linéaire pour lactine
1.2.1 Résultats existants
Signaux ioniques le long des laments dactine : lévidence expérimentale
Lin et Cantiello [25] ont étudié le comportement électrodynamique dun lament
dactine (de longueur > 10m) placé en solution ionique et stimulé électriquement.
La gure 1.5 montre un schéma de lexpérience qui a été basé sur des techniques
de manipulation de laments dactine [41] et denregistrement des courants ioniques
transitant à travers de membranes cellulaires [17].
Les caractéristiques électriques des laments dactine ont été observées pour des
solutions avec forte (100 mM KCl) et faible (1 mM KCl) concentrations ioniques. Dans
cette thèse, nous nous intéressons aux courants obtenus dans les solutions avec faible
concentration en ions.
Quand le lament dactine est attaché aux pipettes, les expériences ont révélées la
présence de courants oscillants qui persistent longtemps après que limpulsion dentrée
a pris n (voir gure 1.6, côté droit). Cela nest pas le cas quand le lament nest pas
attaché aux électrodes (voir gure 1.6, côté gauche).
Fig. 1.5 Schéma de lexpérience physique de Lin et Cantiello. Deux petites pipettes
sont mises en continuité électrique avec le lament dactine et deux électrodes sont in-
troduites à travers les pipettes, une pour stimuler et lautre pour recueillir des courants
dions.
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Fig. 1.6 Résultats obtenus par Lin et Cantiello [25] pour une solution avec faible
concentration ionique (1 mM KCl) en réponse à un créneau de tension de 150 mV
pendant 32 ms. Côté gauche : signal électrique à la sortie sans le lament attaché à
lexpérience. Côté droit : réponse à la sortie avec le lament attaché.
Le modèle de capacité non linéaire de Tuszyn´ski et al
La modélisation proposée par Tuszyn´ski et al [37] revient à considérer un lament
dactine comme une ligne de transmission du courant dions. Chaque monomère (avec
le nuage dions environnant) est assimilé à un condensateur cylindrique, où le cylindre
intérieur chargé est constitué par lactine et des contre-ions adsorbés, le cylindre exté-
rieur de charge opposée est constitué de contre-ions et les deux cylindres sont séparés
par un espace vide de charges dont la dimension est de lordre de la longueur de Bjer-
rum (distance au delà de laquelle les uctuations thermiques dominent les interactions
électrostatiques), ce qui correspond à une couche de deux à trois molécules deau. Une
capacité non linéaire e¤ective est alors introduite sur cette base.
Un phénomène de capacité non linéaire reliant la variation de la charge Q au
voisinage dun monomère dactine à celle du potentiel électrostatique , de la forme
Q = C  b()2 +O(jj3) (1.1)
est supposé. Cette relation non linéaire est fondamentale dans létude mathématique
du modèle de ligne de transmission non linéaire proposé aussi par Tuszyn´ski et al
(voir la section suivante) dont certaines solutions pourraient correspondre aux signaux
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observés expérimentalement [25]. Cependant, un problème vient du fait que le terme
quadratique correctif dans (1.1) ne repose dans ce travail sur aucune justication
physique.
Par ailleurs, le¤et dinduction présent dans ce modèle est lui aussi fondamental
pour la dynamique non linéaire du modèle. Daprès Tuszyn´ski et al, cet e¤et pour-
rait être imputé à la structure hélicoïdale du lament dactine, qui provoquerait un
mouvement hélicoïdal des charges autour du polymère.
Fig. 1.7 Base physique du modèle de capacité non linéaire de Tuszynski et al : le
lament dactine est assimilé à un cylindre de rayon ra et la couche de contre-ions
est supposée à la distance B (longueur de Bjerrum) du lament. Il se forme donc un
cylindre vide des charges de rayon ra + B autour du lament.
Fig. 1.8 Le mouvement hélicoïdal des contre-ions (cercles gris) autour du lament est
aussi fondamental dans la dynamique du modèle de ligne de transmission de Tuszyn´ski
et al.
1. Introduction 10
Modèle de ligne de transmission de Tuszyn´ski et al
A partir des hypothèses physiques décrites dans la section précédante, Tuszyn´ski et
al proposent un modèle de ligne de transmission pour un lament dactine dans lequel
chaque monomère est assimilé à un élément électrique, possédant des propriétés de ca-
pacité, notée C0; dinduction, notée L et de résistance, notées, R1 et R2. Les résistances
prennent en compte les frottements visqueux pour le mouvement des charges dans la
direction du lament (R1) et leur déplacement transverse dans la couche de contre-ions
(R2). Lensemble constitué dun lament dactine et de son nuage de contre-ions est
représenté par une chaîne de tels éléments placés en série (voir gure 1.9).
Fig. 1.9 Le modèle de ligne de transmission de Tuszyn´ski et al : chaque monomère
dun lament dactine et son nuage de contre-ions est assimilé à un élément dun circuit
électrique possedant des propriétés de résistance, capacité et induction.
Notons Qn la charge correspondant aux contre-ions condensés autour du n-ième
monomère dactine, et Vn la di¤érence de potentiel entre la surface de lactine et la
couche de contre-ions:










(Qn+1   2Qn +Qn 1) + Vn+1   2Vn + Vn 1; n 2 Z: (1.2)
A ce modèle les auteurs ont ajouté une relation de capacité non linéaire
Qn = C0
 
Vn   bV 2n

(1.3)
où la constante b est supposée petite sans aucune justication physique. Si lon combine





Vn   bV 2n

= Vn+1   2Vn + Vn 1  R1C0 d
dt
 







Vn   bV 2n
   Vn 1   bV 2n 1   Vn+1   bV 2n+1	 :
(1.4)
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Etude mathématique du modèle Léquation (1.4) a été étudiée par Tuszyn´ski
et al en utilisant une approximation continue du potentiel Vn(t) = V (na; t); avec le
paramètre a petit.
Après un développement limité prenant en compte les dérivées de V jusquau 4eme









































Tuszyn´ski et al ont supposé que les dérivées en temps sont de lordre " (où " est un
paramètre petit ), le terme non linéaire b dans la capacité dordre "2 et a dordre "3,


















Cette équation sert ensuite de base pour lanalyse mathématique du problème.
Les auteurs ont analysé les solutions de léquation (1.6) en cherchant des ondes
progressives. Ainsi, la tension est devenue une fonction dune variable indépendante,
 = x   v0t, de sorte que V = V (). Léquation est ainsi devenue une équation di¤é-


















































où d0 est une constante dintégration.
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+ V 2 + V + " = 0;
avec un changement de variable a¢ ne bien choisi et un changement déchelle en temps,





+ U(1  U) = 0; (1.8)
où c dépend des paramètres du modèle. Cette équation possède pour c 6= 0 une solution
hétérocline reliant les équilibres U = 0 et U = 1: Pour c = 0 il existe une solution ho-
mocline à U = 1 et une famille dorbites périodiques entourant U = 0 avec des orbites
arbitrairement proches de lhomocline. Les solutions localisées de (1.8) sont proposées
dans [37] pour expliquer les signaux non linéaires mesurés expérimentalement par Lin
et Cantiello [25].
1.2.2 Résumé des résultats de la thèse
Dans le chapitre 2, nous proposons une justication mathématique pour la rela-
tion de capacité non linéaire pour un lament dactine introduite par Tuszyn´ski et al
dans [37]. Nous assimilons un lament dactine à un cylindre inniment long avec une
distribution des charges axisymétrique uniforme en surface.
Les concentrations des ions en solution à léquilibre sont données par la distribuition
de Boltzmann et le potentiel électrostatique dû aux ions en solution et à la surface
chargée du lament est donné par léquation de Poisson-Boltzmann qui sajoute aux
conditions aux limites qui prennent en compte la charge à la surface du lament et
lélectroneutralité du solvant à linni.
Nous supposons que la propagation des courants ioniques observés expérimentale-
ment sont localisés dans la couche de Debye (couche dions fortement liés au lament
ayant principalement des contre-ions, voir gure 1.10), ce que nous vérions être en
accord avec les ordres de grandeur expérimentaux. Cette première couche est entourée
dune couche plus di¤use qui sétend sur quelques multiples de la longueur de Debye
(notée  1) et au delà de cette distance le milieu est électriquement neutre.
La comparaison entre les échelles de temps caractéristiques de la di¤usion trans-
verse des ions dans la couche di¤use et celles des courants observés expérimentalement
nous permet de considérer que la couche di¤use répond de manière adiabatique à
des uctuations de charges dans la première couche. Ainsi, nous pouvons calculer
la distribution radiale des charges dans la couche di¤use à laide de léquation de
Poisson-Boltzmann qui décrit la situation stationnaire, avec une condition de raccord
à linterface avec la première couche. La couche di¤use agit donc comme un réservoir
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Fig. 1.10 (a) Structure ionique autour dun biopolymère. Une première couche de
contre-ions immobiles est suivie dune couche plus di¤use (ayant principalement des
contre-ions) appélée couche de Debye (r <  1): Pour r >  1 la solution est qua-
siment électriquement neutre. Les concentrations des ions positifs et négatifs sont
représentées par n+(r) et n (r); respectivement. (b) Potentiel électrique  dans la
couche de Debye.
dions qui apporte la quantité dions nécessaire pour compenser à tout instant la charge
en excès dans la première couche. Lensemble constitué par quelques monomères dac-
tine, la couche de Debye et la couche di¤use est assimilable à un condensateur e¤ectif
dont la caractéristique est non linéaire étant donné la non linéarité de léquation de
Poisson-Boltzmann.
Nous montrons le résultat suivant :
Théorème 1 Notons V (q) la variation du potentiel électrostatique à la limite de la
couche de Debye, exprimée en fonction de la variation de la charge q dans cette couche.
Cette fonction sinverse localement pour V  0 en
q(V ) = CV   aV 2 +O(jV j3);
avec C > 0 et a > 0:
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1.3 Etude du couplage entre la dynamique de lactine et
celle de son nuage ionique
Dans le chapitre 3 nous introduisons un modèle simplié décrivant le couplage entre
la dynamique des vibrations dun lament dactine et le mouvement des contre-ions
environnants.
Le lament dactine est décrit par une chaîne doscillateurs en zig-zag dans laquelle
chaque particule représente un monomère (noté Mn) ayant deux degrés de liberté :
les déplacements longitudinal (xn) et transverse (yn) à partir des positions déquilibre
établies par la structure en zig-zag. Les variations des distances entre les monomères





(V (dn;n+2) + U(dn;n+1)) ;
avec les potentiels U et V harmoniques. Il sagit de potentiels e¤ectifs prenant en
compte des interactions de di¤érentes natures (liaisons dhydrogène, contacts, interac-
tions hydrophobes,...). Nous avons déterminé les paramètres de ces potentiels à partir
de mesures expérimentales de la constante de raideur de lactine ([21], [26]).
Fig. 1.11 La chaîne en zig-zag : le pas de lhélice génétique est noté l et son diamètre
hl.
A ce modèle nous ajoutons une force électrostatique dûe à linteraction entre chaque
monomère et le nuage de contre-ions qui se situe dans son environnement immédiat.
Les interactions électrostatiques sont importantes car chaque monomère dactine pré-
sente une protubérance très fortement chargée par rapport à la partie restante du
monomère, sur laquelle les charges positives et négatives se compensent quasiment [3].
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La force électrostatique normale gn appliquée à chaque monomère est estimée de ma-
nière extrêmement simpliée, en assimilant chaque monomère à une charge ponctuelle
 q (avec q = 11e) située en Mn et la couche de Debye environnante à une distribution
de charges uniforme contenue dans une demi-sphère de rayon  1 autour de Mn: Si
lon note ~Qn la charge totale dans cette couche, on a



















où M désigne la masse dun monomère dactine.
Le modèle (1.10), calibré pour les laments dactine et linéarisé en 0; présente
des modes acoustique et optique dont les caractéristiques principales (fréquence maxi-
male et vitesse du son) sont du même ordre de grandeur que celles obtenues par
ben-Avraham et Tirion [9] pour un modèle tridimensionnel de lactine beaucoup plus
n.
Le mouvement des ions en solution est représenté par une équation discrète de dif-
fusion pour la densité de charges ioniques qui se couple au mouvement des monomères.
Nous assimilons lactine à un "cylindre moyen" inni de rayon ra = lh=2: Nous suppo-
sons ensuite une distribution de charges de surface axisymétrique (t; x) déterminée
par la position des monomères. La charge de surface dun monomère est considérée
comme principalement portée par un segment de largeur l=2 autour de son centre (voir
gure 1.12). Nous prenons une fonction paire su¢ sament régulière (x), identiquement
nulle pour jxj  1=2; positive telle que RR dx = 1: Cette fonction donne la densité de















Le point de départ pour décrire la dynamique des charges dans le nuage des contre-
ions est le modèle continu de dérive-di¤usion comportant une seule espèce dions. La
densité de charge (t; x; r) dans la couche de Debye et le potentiel électrostatique
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Fig. 1.12 La distribution des charges à la surface de lactine. En détail il est représenté
les protubérances fortement chargées dans chaque monomère, de largeur l=2 autour de
son centre (tiré de Angelini et al, 2006 [3]).
(t; x; r) dû à la couche de Debye et à la charge de surface de lactine vérient8>>>>>>>><>>>>>>>>:
@
@t
+ div J = 0;











(t; x; ra + 
 1) = 0:
(1.11)
Les constantes D et  désignent le coe¢ cient de di¤usion des ions et leur mobilité,
respectivement. Nous négligeons les charges ioniques se trouvant à lextérieur de la
couche de Debye et nous supposons que celle-ci compense la totalité de la charge de





(r; ; x)=ra < r < ra + 








): Nous approchons le courant dans la couche de Debye par
J   Dr  r; (1.12)
où  est une constante déterminée de telle façon quune charge ionique dans 
n de
densité  compenserait exactement la charge  q du monomère n: Si nous intégrons
la première équation de (1.11) sur 
n en considérant lapproximation (1.12), nous
















Nous remarquons que Qn = q est solution pour ce problème à léquilibre (xn est
indépendent de n et donc 2ra
Z an
an 1
 dx =  q). Notons par la suite Qn = q + qn:
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Si nous considérons que les déplacements des monomères xn sont tels que le centre
du monomère n se situe sur la surface de 












qn (F ( xn+1)  F (xn) + F (xn 1)  F (xn)) ;
(1.13)









Nous remarquons que les approximations faites ne sont valables que pour un sys-
tème électriquement neutre, an de maintenir la conservation de la charge.
Nous couplons les systèmes (1.10) et (1.13) en considérant que la quantité de charge




















q ~Qn(xn; Qn 1; Qn; Qn+1);
où Wn = V (dn 2;n) + V (dn;n+2) + U(dn 1;n) + U(dn;n+1): Les charges ioniques Qn =



























Nous étudions ce modèle à partir des simulations numériques qui montrent que des
ondes mécaniques localisées qui se propagent le long de la chaîne sont suscepticles de
générer des ondes de densité de charge au sein du nuage ionique. Des comparaisons
avec des résultats expérimentaux [25] montrent que lintensité des courants obtenus
est du même ordre de grandeur (pA) dans le cas des solutions avec faible concentration
ionique.
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1.4 Existence de breathers dans un nouveau modèle dADN
1.4.1 Résultats existants
Breathers discrets
Le modèle de Peyrard-Bishop admet des solutions sous la forme doscillations pé-
riodiques spatialement localisées, appellées breathers discrets ([31], [32], [33], [34]), qui
qualitativement correspondent au phénomène des uctuations douverture de lADN
ou breathing. Ces oscillations apparaîssent dans des systèmes non linéaires spatiale-
ments discrèts où les non linéarités peuvent conduire à la localisation de lénergie ([6],
[8], [16]).









k(yn   yn 1)2 + V (yn); avec pn = mdyn
dt
qui est associé à léquation de mouvement
myn + V
0
(yn)  k(yn+1   2yn + yn 1) = 0; n 2 Z; (1.14)
où m et k désignent la masse dune paire de bases et la constante de couplage, respec-
tivement.
Une chaîne doscillateurs non linéaires décrites par léquation (1.14) est appellée
chaîne de Klein-Gordon. On a V 0(0) = 0 et V 00(0) = !20 > 0: Le modèle de Peyrard-
Bishop utilise un potentiel de Morse V (x) = D(e ax   1)2:
Mathématiquement, une solution de (1.14) périodique en temps et spatialement
localisée est dénie par :









est appellée une solution du type breather discret.
Les premières solutions du type breathers pour les chaînes de Klein-Gordon ont été
trouvées numériquement ([10], [14], [15]), ainsi on ne savait pas si elles étaient exactes.
Cependant, en 1994, MacKay et Aubry ont prouvé lexistence des solutions du type
breather pour les chaînes de Klein-Gordon [27].
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Existence : le théorème de MacKay-Aubry La preuve dexistence de MacKay
et Aubry a comme principe lexistence des solutions exactes du type breathers pour
k = 0:
La technique utilisée a comme base le concept de continuation sur k: Pour k = 0
chaque oscillateur est indépendant et oscille dans le puits du potentiel V: Si lon xe y0
et une période T tels que la solution de y+V
0
(y) = 0 avec condition initiale y(0) = y0
et _y(0) = 0 est T périodique et si lon pose ~yn = y0 si n = 0 et ~yn = 0 si n 6= 0;
la solution du système (1.14) avec constante de couplage k = 0 et condition initiale
yn(0) = ~yn et _yn(0) = 0; est un breather pour ce système.
MacKay et Aubry ont utilisé le théorème des fonctions implicites pour continuer
la solution ~yn pour une constante de couplage k  0. Deux conditions sont nécessaires
pour leur preuve dexistence :
 Condition de non-résonance : la fréquence ! des orbites des oscillateurs isolés
doit vérier
n! 6= !0; 8n 2 N:
 Condition danharmonicité : les orbites des oscillateurs isolés soumis à un poten-




où I est laction de la courbe fermée qui dénit lorbite périodique. Laction est dénie
comme laire de la région délimitée par la courbe divisée par 2:
La condition de non-résonance signie que pour quil y ait existence dun breather
il est nécessaire quaucun multiple entier de la fréquence de la solution coïncide avec
celui dun mode normal à couplage nul. La condition danharmonicité signie que la
fréquence doit varier de façon non-dégénérée avec lamplitude.
Avec ces conditions, nous avons le théorème suivant [27] :
Théorème 2 (MacKay et Aubry) Si la solution ~yn de (1.14) à couplage nul vérie
les conditions de non-résonance et anharmonicité, alors elle admet une continuation
unique (à déphasage près) en tant que solution de (1.14) de même période, pour un
couplage assez petit. De plus, cette solution décroît exponentiellement suivant n:
En vue dappliquer le théorème des fonctions implicites, MacKay et Aubry ont re-
formulé la question de lexistence de solutions périodiques de (1.14) comme la recherche
de zéros dune fonction f((yn); k); où (yn) est une suite de fonctions périodiques et
f((~yn); 0) = 0. Linversibilité de
@f
@y
en (~yn) est vériée à partir des hypothèses de
non-résonance et danharmonicité. Cela permet dappliquer le théorème des fonctions
implicites et de démontrer lexistence des breathers.
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Dautres méthodes analytiques développées par James et al ([19], [20]), Aubry et al
[7] et Pankov [30] permettent de montrer lexistence de breathers dans dautres régimes
de paramètres.
Méthodes de calcul : la méthode de Newton Le problème de départ pour
le calcul de breathers est résoudre léquation de mouvement (1.14). Si lon écrit cette
équation fn(y; k) = 0; où y = (yn) et f = (fn) sont les suites des fonctions périodiques,
le problème est donc de trouver une suite yr telle que f(yr; k) = 0:
Lidée de la méthode de Newton est basée sur le fait de que si nous avons une
racine yn su¢ samment près de la vrai racine, nous pouvons linéariser la fonction f , ce
qui signie avoir
f(y; k)  f(yn; k) + f 0(yn; k)(y   yn);
où f
0
(yn; k) représente la di¤érentielle de f (matrice jacobienne dans le cas dune chaîne
nie). Ainsi, à partir dune solution approchée yn; on peut trouver un ra¢ nement yn+1
qui annule la fonction f linéarisée, ce qui se traduit par literation
yn+1 = yn   f 0(yn; k) 1f(yn; k):
Une des premières méthodes de calcul des breathers a été introduite par Marín
et Aubry [28]. Ils ont été inspirés de la preuve dexistence [27]. En utilisant comme
premier terme de Newton le breather trouvé à k = 0; ils cherchent un zéro de f pour
k = ": Ensuite, on calcule le breather pour k = 2" en utilisant comme premier terme de
Newton le breather trouvé pour k = " et ainsi de suite. La convergence de la méthode
de Newton est quadratique, cependant, il peut arriver de ne pas pousser la précision
aussi loin quon aimerait parce que la matrice jacobienne peut devenir singulière sur la
solution. Cela peut se traduire par lexistence de solutions multiples (les bifurcations)
et dans ce cas un ou plusieurs vecteurs propres sont associés à des valeurs propres
nulles.
Analyse non linéaire de la dynamique des breathers dans lADN avec po-
tentiel modié
An de mieux décrire la dynamique des breathers dans lADN, M.Peyrard et al [34]
ont introduit un nouveau potentiel Vh(yn) (voir gure 1.4) pour décrire linteraction
intra-paires dans le modèle de Peyrard-Bishop :
Vh(yn) =
8>><>>:
D (e yn   1)2 si yn < 0;







si yn > 1;
(1.15)
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où les paramètres D;E;  et  sont xés et les autres sont ensuite determinés pour
assurer la continuité de Vh(yn) et de ses première et seconde derivées. Le nouveau









k(yn   yn 1)2 + Vh(yn); avec pn = mdyn
dt
: (1.16)
Simulations numériques An détudier ce nouveau modèle, M.Peyrard et al
ont utilisé des simulations numériques pour observer si, comme dans le modèle avec
potentiel de Morse, le nouveau système avec le potentiel modié possède des solutions
périodiques localisées (breathers discrets). Le système inni (1.16) est remplacé par
une chaîne avec N = 512 particules et conditions aux limites xes. An de donner
naissance à un mode localisé, ils ont pris une chaîne en position déquilibre sauf pour
la particule centrale qui a une position initiale yc: Cela se traduit par :
yn(0) = 0 8n 6= 0; y0(0) = yc; pn(0) = 0 8n:
Cette condition initiale crée un mouvement de vibration fortement localisé centré
au site n = 0. Les valeurs maximum (ymax) et minimum (ymin) du mouvement de la
particule centrale ont été calculées ainsi que la fréquence 
 de loscillation et lénergie
du breather Eb. On peut observer dans la gure 1.13 les résultats de ces calculs pour
k = 0:01; valeur souvent utilisée dans les modèles pour lADN.
La gure 1.13 nous montre le comportement dynamique de la particule centrale.
Pour des petites perturbations (yc < 0:7), les modes localisés oscillent autour du point
de minimum du potentiel Vh(y) localisé en y = 0: Dans ce cas, les breathers trouvés sont
semblables au breathers observés en utilisant autres potentiels ayant un seul minimum
et donc ils peuvent être étudiés en utilisant les mêmes méthodes.
Une première bifurcation peut être observée quand lamplitude de lexcitation est
assez grande pour déplacer la particule au-delà de la bosse du potentiel. On obtient
alors un breather qui oscille entièrement au-delà le la bosse du potentiel Vh(y). Cette
bifurcation est associé à une forte baisse de la fréquence du breather, parce que les
oscillations ne se font plus au voisinage du minimum de Vh(y) mais sur le plateau du
potentiel de Morse.
Quand yc est augmenté au-delà de la bifurcation, lamplitude des oscillations dimi-
nue jusquà yc  1:67 où elle sannule et après elle commence à augmenter à nouveau.
Ce comportement indique que à yc  1:67 on a un équilibre statique du site et des
breathers oscillent autour de cette perturbation. Cet augmentation de yc nous amène
à une deuxième bifurcation parce que lamplitude du mouvement de cette particule
centrale peut tomber à nouveau dans le minimum du potentiel mais avec un grand
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valeur pour ymax : Cette second bifurcation est accompagnée aussi dune baisse de fré-
quence. On note que lamplitude du breather possède des discontinuités dans le deux
points de bifurcation, mais lénergie Eb est une fonction continue de yc:
Fig. 1.13 La gure de gauche représente les amplitudes minimales et maximales de
la particule perturbée. La gure de droite montre les fréquences des oscillations 
 de
la particule centrale et lénergie du système Eb. (tiré de Peyrard et al, 2009 [34] ).
Existence dun équilibre localisé Une preuve analytique de lexistence dun
équilibre spatialement localisé pour ce nouveau système est aussi présenté dans [34].
Cela représente la solution yn de :
k(yn+1   2yn + yn 1) = V 0h(yn); avec limn!1yn = 0: (1.17)
Léquilibre est spatialement symétrique avec yn = y n et quand la constante de
couplage k tend vers zero, on a
lim
k!0
y0 = +1 et lim
k!0
yn = 0 pour n 6= 0: (1.18)
Leur preuve dexistence est valable quand k  0 et est construite à partir dune
extension de la technique de la limite anticontinue. Dans la technique classique, on
part dune solution exacte de (1.17) pour k = 0: Cela signie que yn est point critique
du potentiel Vh et par le théorème des fonctions implicites on continue cette solution
pour k  0. Cependant, pour ce problème, dans le cas limite k = 0; le point critique
y0 est à linni et le problème devient singulier.
Dans ce cas, une solution de (1.17)-(1.18) peut être trouvé au voisinage dune
solution approchée ~yn(k): Cette solution initiale satisfait ~yn = 0 pour n 6= 0 et ~y0 est
le point critique du potentiel modié :
Vk(y) = Vh(y) + ky
2;
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auquel on incorpore la force de rappel dûe aux premiers voisins. Donc, pour k assez
petit, la solution de V
0










Une solution exacte yn(k) est alors obtenue pour (1.17)-(1.18) pour k  0 en
utilisant le théorème du point xe de Banach dans un voisinage de ~yn:
Peyrard et al ont montré le résultat suivant :
Théorème 3 (Peyrard, Cuesta-Lopez, James) Il existe k0 tel que pour 0 < k <




jyn(k)  ~yn(k)j = O(jk ln(k)j) quand k ! 0:
De plus, yn décroît exponentiellement vers 0 quand n! 1 et possède la symètrie
yn = y n:
1.4.2 Résumé des résultats de la thèse
Dans le chapitre 4, nous considérons la modication du modèle de Peyrard-Bishop
introduite par Peyrard et al (1.16) dans laquelle une barrière dénergie pour la ferme-
ture des bases est considérée, et démontrons lexistence de breathers dans ce système.
En utilisant une nouvelle technique de continuation à partir de linni, nous prou-
vons pour des petites constantes de couplage et des fréquences en dehors des zones de
résonance, lexistence de breathers de grande amplitude et basses fréquences oscillant
autour dun équilibre localisé. Ces résultats sont complétés par une simulation numé-
rique dans laquelle on obtient, pour des fréquences résonantes, des breathers discrèts
ayant à linni de petites oscillations non amorties.





h(yn) = k(yn 1   2yn + yn+1); n 2 Z; (1.20)
avec V
0
h(0) = 0 et V
00
h (0) = 1: Nous avons dabord établi pour k proche de 0; la forme
asymptotique des breathers dans un voisinage ni de ~yn: An davoir une approxima-
tion très localisée dans le site central n = 0; nous prenons y1 = y 1 = 0 et léquation







Si lon étudie cette équation dans un voisinage de léquilibre localisé approché ~y0 (1.19),















où x est périodique en temps et n;0 désigne le symbole usuel de Kronecker.





(x) = 0; (1.22)
où (x) = 1
2
(e x   1 + x). Quand k  ! 0; lamplitude de la solution approchée
(1.21) tend vers inni et sa fréquence vers 0:
La deuxième étape pour la preuve dexistence dune solution exacte du type brea-
ther de (1.20) au voisinage de yn est la condition de non résonance avec des ondes
planes. Les fréquences des phonons appartiennent à lintervalle [1;
p
1 + 4k] et la condi-
tion de non résonance exige que tous les multiples de la fréquence !b du breather
restent dehors de cet intervalle. Quand k varie, des langues de fréquences résonantes
saccumulent en (!b; k) = (0; 0): Deux régions résonantes adjacentes m et (m + 1) se
fusionnent au sommet Vm = (m 1; gm); avec gm = (2m) 1+(2m) 2 (voir gure 1.14).
Analysons quand la solution approchée yn est non résonante. Fixons dabord une
solution x de (1.22) avec fréquence ! < 1: Le breather (1.21) associé a pour fréquence
!(k) = !
p 2k ln(k): Si lon note m0(!)  2 le plus petit entier m tel que !(gm) >
m 1; alors pour tous les entiers m  m0; les valeurs critiques de la constante de









De cette façon, le breather approché (1.21) est non résonant pour k 2 ( m; m): Cela
nous permet dobtenir une innité dintervalles disjoints de valeurs du couplage sans
résonances qui saccumulent en 0; car lim
m!+1 m = 0 et limm!+1 m = 0:
Notre théorème dexistence dune solution exacte du type breather (proche de la
solution approchée (1.21) ) paramétrée par k  0 (avec x ou ! xé) est démontré pour
k dans une innité dintervalles disjoints [~ m; ~m]  ( m; m) qui saccumulent en 0;
dénis par les équations (4.17)-(4.19) (la continuation du breather ne peut pas être
obtenue dans un voisinage connexe de k = 0 à cause des résonances). Nous navons pas
un résultat dexistence dans lintervalle ( m; m) complet car notre preuve est basée
sur le théorème de contraction de Banach qui ne peut pas être appliqué trop près des
résonances.
Nous montrons le théorème suivant :
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Fig. 1.14 Les zones de fréquences !b non résonantes sont représentées en gris pour
di¤érents valeurs de la constante de couplage k .
Théorème 4 Fixons une solution T -périodique x de (1.22) (T > 2); notons yn le









léquation (1.20) admet une solution exacte yn du type breather proche de yn. La solu-
tion yn a pour fréquence !(k) et tend exponentiellement vers 0 quand n  ! 1:
Notre analyse mathématique est complétée par des simulations numériques du sys-
tème (1.20) pour des paramètres qui correspondent à une molécule homogène dADN.
Nous calculons trois branches di¤érentes de solutions du type breathers discrèts. La
première branche (y0(0) < 0:7) caractérise les breathers qui oscillent en dessous de la
barrière du potentiel, proche du point déquilibre y = 0 de Vh(y): Lexistence de ces
solutions a été prouvé dans [27] pour des constantes de couplage petites. La deuxième
branche (0:7 < y0(0) < 4:5) consiste en des breathers oscillant au delà de la barrière du
potentiel dont la preuve dexistence est donnée dans cette thèse. La troisième branche
(y0(0) > 4:5) correspond aux breathers oscillant des deux côtés de la barrière du poten-
tiel dont lexistence mathématique est un problème ouvert. Nous utilisons pour calculer
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ces branches des méthodes classiques de continuation de breathers. Cependant, pour la
continuation à partir de linni, la période des breathers oscillant au delà et des deux
côtés de la barrière du potentiel varie dans une bande très ne. Cela peut conduire à
un mauvais conditionnement quand la période T est donnée à lavance. Pour calcu-
ler telles solutions, il est plus convenable dinclure la période comme variable dans la
méthode de Newton et dimposer lamplitude du breather à la place.
Chaque branche de breathers est interrompue quand elle traverse les zones de ré-
sonance mais la continuation des solutions est retrouvée quand les branches sortent
des ces regions. Dans les régions de résonance, les breathers perdent leur localisation
spatiale et nous trouvons en général une queue oscillante quand n  ! 1:
Fig. 1.15 Les trois branches de breathers dans le modèle de Peyrard-Bishop avec
potentiel modié. Les zones de résonance sont représentées par les nes bandes hori-
zontales.
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Modèle de capacité non linéaire
pour un lament dactine
2.1 Lorigine de la capacité non linéaire
Nous introduisons maintenant un modèle qui décrit le¤et de capacité non linéaire
pour un ensemble constitué de quelques monomères dactine et des ions environnant.
Lespace moyen d entre les charges négatives élémentaires à la surface dun lament
dactine peut être estimé à environ 2; 5 A. Cette distance est bien plus petite que la
longueur de Bjerrum B = 7; 1 A (dans leau à 20C ), qui correspond à la distance au
delà de laquelle les uctuations thermiques dominent les interactions électrostatiques.
La théorie de condensation de Manning [3] prévoit quune fraction de la charge du
polymère est partiellement neutralisée par la "condensation" dans son proche voisinage
dun nuage de contre-ions présents en solution. La di¤usion de ces ions se fait librement
dans la direction du lament mais non dans la direction transverse, parce que ceux-
ci sont maintenus au voisinage de lactine par les interactions électrostatiques. Nous
nous limitons ici au cas des ions monovalents K+ introduits dans les expériences de
Lin et Cantiello , mais la présence dionsMg2+ (bien quen quantité inférieure dans ces
expériences) devrait jouer un rôle important sur la non linéarité de la capacité. En e¤et,
ceux-ci peuvent êtres adsorbés à la surface de lactine sur certains sites spéciques (ce
qui tend à annuler la charge négative en surface) et le¤et des correlations entre ces ions
nest probablement pas négligeable. Nous prenons également en compte la présence des
ions Cl  en solution. On notera respectivement n+ et n  la concentration des ions
K+ et Cl  et n0 leur concentration à linni.
Une hypothèse simplicatrice classique pour létude des charges autour de lactine
consiste à assimiler le lament à un cylindre inniment long (de rayon ra = 2; 5 nm)
avec une charge uniforme en surface (on notera  < 0 la densité de charge surfa-
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cique) en considérant une distribution des charges axisymétrique. Les concentrations
à léquilibre n+; n  des ions positifs et négatifs sont données par la distribution de
Boltzmann






où k représente la constante de Boltzmann, T la température,  le potentiel électro-















; avec r > ra (2.1)
où " désigne la permittivité diélectrique du solvant, (r) dépend uniquement de la








est le laplacien en coordonnées cylindriques
restreint aux fonctions radiales. Cette équation sajoute aux conditions aux limites qui




(ra) =  =" > 0 et lim
r!+1(r) = 0: (2.2)







Cela fait apparaître la longueur de Debye  1 comme la longueur caratéristique du
nuage de contre-ions au voisinage du lament ( représente le taux de décroissance
exponentielle du potentiel électrostatique et de la densité de charge en excès). Dans ce
qui suit nous nous intéressons aux signaux ioniques observés par Lin et Cantiello [2]
avec une solution de 1 mM KCl, ce qui correspond environ à  1 = 10 nm.
Nous supposons tout dabord que les courants ioniques observés expérimentalement
sont localisés dans une couche dont lépaisseur est de lordre de la longueur de Debye
(ces courants se propagent dans la direction axiale). Pour simplier nous prendrons
cette épaisseur égale à  1: Comme nous verrons plus loin, cette hypothèse est en
accord avec les ordres de grandeur expérimentaux. La dynamique des charges dans
la couche de Debye peut être inuencée par di¤érents e¤ets, notamment la di¤usion
dions, le trasnport par le solvant, linduction dûe au mouvement hélicoïdal des ions
ou le couplage mécanique avec la double hélice de lactine.
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Cette première couche de contre-ions fortement liés au lament est entourée dune
couche plus di¤use, qui sétend sur quelques multiples de N  1 de la longueur de De-
bye et au delà de cette distance le milieu est électriquement neutre. La di¤usivité des
ions K+ est denviron 2:10 9m2s 1 à 25C [1]. Le temps caractéristique N2  2=D de
la di¤usion transverse dans cette couche est de lordre de la microseconde (environ 2s
pour N = 6). Les signaux ioniques observés expérimentalement (voir gure 1.6) pos-
sèdent deux échelles de temps caractéristiques : une modulation quasi-périodique de
5ms et des oscillations plus irrégulières sur une échelle de lordre de 1ms: Nous consi-
dérons donc dans notre modèle que la couche di¤use répond de manière adiabatique
aux uctuations de charges dans la première couche. Cela nous permet dapprocher
la distribution radiale des charges dans cette couche (pour une position donnée le
long du lament et un temps xé) à laide de léquation de Poisson-Boltzmann qui
décrit la situation stationnaire, avec une condition de raccord à linterface avec la pre-
mière couche. Selon cette condition, la couche di¤use agit comme un réservoir dions
qui apporte la quantité dions nécessaire pous compenser à tout instant la charge en
excès dans la première couche. Lensemble constitué par quelques monomères dac-
tine (selon léchelle caractéristique de la variation axiale de densité de charge), leur
couche de Debye et la couche di¤use est donc assimilable à un condensateur e¤ectif,
dont la caractéristique est non linéaire étant donné la non linéarité de léquation de
Poisson-Boltzmann.
2.2 Comparaison des ordres de grandeur du courant dions
Nous faisons maintenant une comparaison dordres de grandeur entre notre hypo-
thèse de propagation des charges dans la couche de Debye et les expériences de Lin
et Cantiello [2]. La quantité des charges présente à léquilibre dans la couche de De-
bye peut être calculée numériquement à partir du modèle (2.1)-(2.2) ou en utilisant
lapproximation de Manning [3]. Nous allons étudier lordre de grandeur que nous in-
téresse à partir de lapproximation de Manning. Selon cette approximation, la fraction
 de la charge en surface compensée par la couche de Debye peut sapprocher par
  1   d=B  0; 65: Notons maintenant Qi la quantité de charge (positive) dans
la couche de Debye au voisinage dun ensemble de monomères (de longueur h ) et
v la vitesse moyenne des contre-ions dans la couche exprimée en m:s 1. Lintensité
du courant dions associé peut sapprocher par I = vQi=h = 2rav  2v10 10A:
Un problème délicat est ensuite destimer lordre de grandeur de v: Nous proposons
maintenant une estimation extrêmement simpliée, qui est cependant en accord avec
les courants dions mesurés expérimentalement.
La di¤érence de potentiel initialement appliquée aux bornes de lactine (pendant
2. Modèle de capacité non linéaire pour un lament dactine 34
Fig. 2.1 Le modèle de capacité non linéaire : les courants ioniques i sont supposés
localisés dans la couche de Debye et une couche plus di¤use qui sétend sur quelques
multiples de la longueur de Debye agit comme un réservoir dions qui apporte la
quantité dions nécessaire pour compenser à tout instant la charge en excès dans la
première couche.
un temps assez grand pour que le système atteigne un nouvel état déquilibre) est de
150 mV [2], la longueur du lament étant denviron 10 m: Un ion K+ (de mobilité
  7; 6:10 8 m2(V s) 1dans leau à 25C et à faible concentration) dans un champ
électrique uniforme E atteint une vitesse limite v = E qui est donc de lordre de
10 3m:s 1: Lorsque la tension aux bornes nest plus appliquée, nous supposons que la
di¤érence de potentiel initiale entre les deux couches de charges opposées aux extre-
mités du lament induit un écoulement transitoire avec des vitesses du même ordre de
grandeur. Nous supposons enn que ceci reste vrai dans la couche de Debye su¢ sam-
ment loin de la surface de lactine. En utilisant lordre de grandeur v  10 3m:s 1;
nous obtenons jIj  0; 2:10 12A: Or les pics dintensité mesurés expérimentalement
sont de lordre de 0; 4:10 12A (voir section 1.2.1) ce qui est très proche de notre esti-
mation.
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2.3 Etude mathématique de la capacité non linéaire
Nous utilisons le système (2.1)-(2.2) pour calculer la distribuition de charges axisy-
mètrique autour dun ensemble de monomères dactine de longueur h; avec la contrainte
que ra  h (pour que lapproximation dun cylindre inni soit valide) et que léchelle
caractéristique des variations de charge ionique le long du lament soit grande devant
h: On rappelle que le problème (2.1)-(2.2) possède une solution unique  = 0 pour
toute valeur xée  < 0 de la charge en surface (appliquer le théorème de Browder-
Minty, voir annexe). De plus, 0 est strictement négative et croissante sur [ra;+1)
(voir annexe). On note R = ra+ 1 le rayon correspondant à la couche de Debye. La
charge totale Qe < 0 (dûe aux ions et à lactine) dans ce domaine sécrit Qe = 2Rhqe
avec qe =  "00(R) < 0:
Lorsquune quantité de charge en excès Q est amenée dans la couche de Debye, la
charge totale dans ce domaine est alors Qe+ Q: La couche extérieure di¤use sadapte
alors de manière adiabatique pour compenser lexcès de charge et le potentiel extérieur
est déterminé par léquation de Poisson-Boltzmann avec une condition de raccord qui









; r > R;

0
(R) =  (qe + q)="; lim
r!+1(r) = 0;
(2.3)
avec Q = 2Rhq: On a bien sûr  = 0 pour q = 0 et la dépendance de la fonction  2
H2(ra;+1) par rapport à q est analytique. On considère maintenant le développement
à lordre 2 de  au voisinage de q = 0
(r) = 0(r) + q1(r) + q
22(r) +O
 jqj3 : (2.4)
On montre le résultat suivant.
Théorème 5 Notons V (q) = (R)  0(R) la variation du potentiel à la limite de la
couche de Debye. La fonction q 7 ! V sinverse pour V  0 en







: En plus, les coe¢ cients 1;2 du développement de
Taylor (2.4) dénissent des fonctions strictement positives sur [R;+1):
preuve. La preuve est basée sur le théorème des fonctions implicites pour une
fonction f bien choisie. Nous allons travailler dans les espaces de Sobolev à poids
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L2r(R;+1) et Hpr (R;+1) dénis dans lannexe A (ces espaces sinjectent continûment
dans L2(R;+1) etHp(R;+1)). On pose  = 0+U et on reformule (2.3) en f(U; q) =
0; où f désigne la fonction suivante






















où 0 est la solution du système (2.3) pour q = 0: Ainsi, on a bien f(0; 0) = 0: On
peut noter que lapplication f est analytique.
Lopérareur D1f(0; 0) : H2r (R;+1)! L2r(R;+1) R est déni par
D1f(0; 0):U =







Montrons que D1f(0; 0) est un homéomorphisme linéaire.
 D1f(0; 0) est bijectif.
Soit (W;w) 2 L2r(R;+1)  R: On doit montrer quil existe une unique fonction
V 2 H2r (R;+1) telle que D1f(0; 0):V = (W;w)
En e¤et,
D1f(0; 0):V = (W;w) =)




















(R) =  w="; lim
r!+1V (r) = 0
(car les fonctions de H1r (R;+1) tendent vers 0 à linni).
Par le théorème de Lax-Milgram (voir annexe), ce système admet une seule solution
V . Donc D1f(0; 0) est bijectif.
 D1f(0; 0) est continu car f : H2r (R;+1)R  ! L2r(R;+1)R est analytique.
Par le théorème des fonctions implicites, il existe un voisinage ouvert 
 de 0 dans
R tel quil existe une application analytique unique U : 
  R!W  H2r (R;+1) où
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W est un voisinage de 0 dans H2r (R;+1) telle que U(0) = 0 et f(U(q); q) = 0 pour
tout q dans 
:
La fonction V (q) = [(q)] (R)   0(R) = [U(q)] (R) représente la variation de
potentiel à la limite de la couche de Debye.
Si lon considère le développement à lordre 2 de  au voisinage de q = 0




V (q) = q1(R) + q
22(R) +O
 jqj3 :
Nous allons montrer plus bas que 1(R) > 0: La fonction V (q) est alors localement
inversible et le développement à lordre 2 de son inverse q(V ) au voisinage de V = 0
est donné par








Pour terminer la preuve du théorème il reste donc à montrer que les coe¢ cients
1; 2 de (2.4) dénissent des fonctions strictement positives sur [R;+1):
En utilisant le développement (2.4) dans (2.3) et en identiant les di¤érentes puis-
sances de q; on obtient8><>:








1(R) =  1="; limr!+11(r) = 0
(2.6)
et

















2(R) = 0; limr!+12(r) = 0:
(2.7)
Etudions dabord le système (2.6).
Notons quon ne peut pas avoir un ~R > R tel que 
0
1(
~R) = 0 puisque cela impli-
querait 1  0; ce qui contredirait le fait que 01(R) 6= 0. Pour voir cela, on note que
1  0 est la solution unique du problème
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8><>:









~R) = 0; lim
r!+11(r) = 0;
et ensuite les conditions 1( ~R) = 
0
1(
~R) = 0 impliquent 1  0 sur [R; ~R] par le
théorème de Cauchy-Lipschitz. Puisque 
0
1(R) < 0 et 
0
1 ne sannule pas, on a donc

0
1 < 0 sur [R;+1) et 1 est décroissante. Comme limr!+11(r) = 0; alors 1 > 0 sur
[R;+1):
Pour le système (2.7), supposons que lon a 2(R) < 0: Par léquation (2.7),

00
2 (R) < 0 (puisque 0 < 0), et donc 2 est décroissante sur une petite voisinage
de R: Comme lim
r!+12(r) = 0; 2 doit avoir un point de minimum
~R 2 (R;+1); avec
2( ~R) < 0. Par léquation (2.7) 
00
2 (
~R) < 0 ce qui est une contradiction. Si 2(R) > 0
et elle ne reste pas toujours positive sur [R;+1); par le même argument précédent
elle doit avoir un minimum ~R 2 (R;+1) tel que 2( ~R) < 0 ce qui nest pas possible.
Donc, 2 est positive sur [R;+1):
On obtient donc dans ce théorème une relation de capacité non linéaire avec un
e¤et local de saturation dû au coe¢ cient quadratique  a < 0: La relation (2.5) est du
même type de celle introduite sans justication dans le modèle de ligne de transmission
non linéaire de Tuszyn´ski et al ( voir [4] et section 1.2.1).
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Dynamique couplée dun lament
dactine et de son nuage ionique
Ce chapitre fait lobjet dun article en collaboration avec Guillaume James (LJK,
Université de Grenoble) et Michel Peyrard (Laboratoire de Physique, ENS Lyon) sou-
mis au journal Discrete and Continuous Dynamical Systems-Series S (DCDS-S) sous
le titre : Nonlinear lattice models for biopolymers : dynamical coupling to a ionic cloud
and application to actin laments.
abstract: This paper is a rst attempt to derive a qualitatively simple model
coupling the dynamics of a charged biopolymer and its surrounding counterions. We
consider here the case of a single actin lament. A zig-zag chain model introduced
by Zolotaryuk et al [25] is used to represent the actin helix, and calibrated using ex-
perimental data on the sti¤ness constant of actin [13]. Starting from the continuum
drift-di¤usion model describing counterion dynamics, we derive a discrete damped
di¤usion equation for the quantity of ionic charges in a one-dimensional grid along
actin. The actin and ionic cloud models are coupled via electrostatic e¤ects. Numer-
ical simulations of the coupled system show that mechanical waves propagating along
the polymer can generate charge density waves with intensities in the pA range, in
agreement with experimental measurements of ionic currents along actin [12].
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3.1 Introduction
Biopolymers can exhibit a variety of complex dynamical behaviors, such as structural
transitions in proteins [9] or the breathing of base pairs in DNA [16]. Simulating such
phenomena with all-atom models remains a formidable task, due to the large number
of degrees of freedom involved and the multiple time scales generated by the dynamics.
In addition, realistic models should take into account the e¤ects of the surrounding
solvent, which consists in water molecules and ions that greatly inuence the physical
properties and dynamics of biopolymers. Interestingly, nontrivial dynamical phenom-
ena also occur in the ionic clouds that condense around charged biopolymers. More
precisely, experiments performed by Lin and Cantiello have revealed that ionic signals
can propagate inside the ionic cloud surrounding actin laments [12].
To analyze the dynamics of biopolymers, an alternative to full molecular simu-
lations is the use of simplied lattice models which only retain a small number of
essential degrees of freedom per monomer and the main geometrical characteristics of
the molecular chain. Despite their relative simplicity, such models qualitatively repro-
duce experimental observations in di¤erent contexts such as DNA breathing [17] or
vibrationnal self-trapping in -helices [6].
Up to our knowledge, previous lattice models for biopolymers have separately stud-
ied on the one side the vibrational and conformational dynamics (see e.g. [16, 24, 21]
in the case of DNA), and on the other side the dynamics of condensed ionic charges
[11, 23, 20]. However, since the frequency spectrum of internal motions in biopolymers
is very large (ranging from picosecond to millisecond periods), a dynamical coupling
between slow internal motions and ionic charges may occur and produce interesting
phenomena.
The present paper is a rst attempt to derive a qualitatively simple model coupling
the dynamics of a charged biopolymer with the surrounding counterions. The polymer
itself is described by a nonlinear lattice introduced by Zolotaryuk et al consisting in
a zig-zag chain [25]. In addition, the polymer is embedded in a cloud of counterions
divided into xed cells and the charge density satises a discrete damped di¤usion
equation. Both models are nonlinearly coupled via electrostatic e¤ects.
Our contribution consists in three di¤erent results. Firstly, we calibrate the mech-
anical model of Zolotaryuk et al in the case of actin polymers, using available exper-
imental data for the stretching of actin laments [10, 13]. Secondly, starting from
the continuum drift-di¤usion model for ionic charge densities [2], we derive a spatially
averaged lattice model describing charge densities that is coupled to the above mech-
anical lattice. Our lattice model for charges is thus derived from rst principles, and
di¤ers from previous models based on physical assumptions that were not completely
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Figure 3.1: Schematic representation of a compression soliton propagating along a
biopolymer, and accompanied by a localized charge density wave in the cloud of con-
densed counterions. Black circles represent surface charges on the polymer, and white
circles denote counterions in solution.
justied. Indeed, previous models assumed an analogy between actin and a nonlinear
transmission line resulting in a KdV equation for ionic signals [11], the existence of
an induction e¤ect resulting from the possible helical motion of charges around the
polymer, and a formally introduced nonlinear capacitance e¤ect [23, 20]. Thirdly, we
numerically compute the amplitude of charge density waves resulting from an initial
localized compression of the polymer. The currents we obtain under low ionic strength
conditions lie in the pA range, which is consistent with intensities of ionic signals meas-
ured in experiments [12]. In addition we show that compression solitons propagating
along the polymer can generate a localized ionic wave in the pA range, propagating
steadily with almost no dispersion (the principle of this phenomenon is depicted in
gure 3.1). This phenomenon could have interesting biological implications since ionic
signals play an important role in cellular activities.
This work is of course preliminary, in particular because the description of the
electrostatic coupling between the surface charges on the polymer and the condensed
counterions is oversimplied. However, it yields physically realistic current intensities
despite its great simplicity, and provides a general methodology to couple polymer and
charge dynamics that will serve as a basis for a more realistic modelling.
The outline of the paper is as follows. The zig-zag chain model is described in
section 3.2 and calibrated in section 3.3. In section 3.4 we establish the lattice model
for ionic charges, and couple both models in section 3.5. Section 3.6 presents numerical
simulations of charge density waves generated by a local compression of the polymer.
Section 3.7 sums up our main results, highlights di¤erent directions in which the model
must be improved and lists some interesting problems that remain to be examined.
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3.2 Equations of motion of actin monomers
We begin by describing a very simplied model of the geometry of actin and giving
the equations of motion of his monomers.
3.2.1 Lattice model for an isolated actin lament
The actin lament can be represented by a simple helix of pitch l  5:9 nm or by a
double helix with 72 nm pitch [4, 8]. The helix diameter is hl  7:5 nm. We approx-
imate the simple helix by a very simplied planar zig-zag chain model introduced in
reference [25], where each monomer is treated as a material point (see gure 3.2). The
distance between rst neighbors on the helix is then a = l(h2 + 1=4)1=2. The di¤erent
types of interactions between monomers (e.g. covalent bonds, hydrogen bonds, elec-
trostatic forces, contacts interactions) are incorporated in e¤ective potentials. Elec-
trostatic interactions are signicant in view of recent results on the distribution of
surface charges on actin laments [1]. Indeed, each actin monomer has a protuberance
that is heavily charged ( 10 e, e denoting the elementary charge) compared to the
remainder of the monomer on which positive and negative charges almost compensate
(the total charge of the monomer is  11 e). As a result, a cloud of positive counterions
condenses around the actin lament, forming the Debye layer. We include therefore
in the equations of motion of monomers an electrostatic force due to this ionic cloud.
We note Mn the nth actin monomer. When n is odd, the monomer Mn is rep-
resented by a point of cartesian coordinates (xn + nl=2; yn   lh=2). If n is even, Mn
is represented by a point of coordinates (xn + nl=2; yn + lh=2). We note dm;n the
distance between the monomers Mm and Mn, which is given by
d2m;n = (xn   xm + (n m)l=2)2 + (yn + ym   lh)2; if (n m) is odd, (3.1)
d2m;n = (xn   xm + (n m)l=2)2 + (yn   ym)2; if (n m) is even. (3.2)




(V (dn;n+2) + U(dn;n+1)); (3.3)
where U and V are e¤ective potentials describing interactions between rst and second
neighbors respectively (see gure 3.2). We set
U(x) = 1(x  a0) +
k
2




and shall determine the parameters of these potentials from experimental data on actin
sti¤ness (see section 3.3).
3. Dynamique couplée dun lament dactine et de son nuage ionique 45
Figure 3.2: Schematic representation of a zig-zag molecular chain.
3.2.2 Inclusion of an electrostatic force due to the ionic cloud
We derive here a very crude approximation of the electrostatic force exerted by the






where n0 is the concentration of monovalent ions far from actin,  = 7; 08:10 10 USI
is the solvent permittivity, kB = 1; 38:10 23 J.K 1 the Boltzmann constant and T
the temperature. The Debye length characterizes the thickness of the di¤use layer of
counterions that is formed around the polymer.
Each monomer carries one negative charge  q with q = 11e. The electrostatic
force exerted on a given monomer by the ionic cloud is estimated in a simple way,
assimilating the nth monomer to a point charge  q located atMn and the surrounding
Debye layer to an uniform distribution of charges contained in a half-sphere of radius
 1 around Mn. This rough approximation only takes into account the electrostatic
interactions between each monomer and the cloud of counterions in its immediate
vicinity, and yields an electrostatic force normal to the chain. We note (0; g2k+1) the
components of the electrostatic force applied toM2k+1 and (0; g2k) those of the force






When the layer of ions and actin are at equilibrium, we have in particular eQn = q and
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Note that ge depends on the concentration of ions away from actin. If the ion concen-
tration is n0 = c mM.l 1, we have at 22C
ge   2:79 c pN : (3.8)













where M  7; 18:10 23 kg is the mass on one actin monomer. Note that system
(3.9) is nonlinear although potentials U; V in (3.3) are harmonic, due to geometric
nonlinearities.
3.3 Calibration of the actin model
Experiments [10, 13] on the sti¤ness constant of an actin lament are a good starting
point to calibrate our model from experimental data. These works study the elongation
L of a lament under an external force f applied to one end. The sti¤ness constant
K = f
0
(L) is found almost constant for strong or moderate constraints. However, K
decreases sharply with L when the external force lies below a certain threshold. In this
regime, actin behaves like a semi-exible polymer that undulates as a result of thermal
uctuations and the nonlinear relation giving K can be described using a worm-like
chain model [13, 14]. This regime is not correctly described by our model in which we
consider a zig-zag chain whose axis is straight when the chain is at rest. Therefore,
we restrict ourselves to the parameter regimes for which the sti¤ness constant of actin
remains almost constant.
We consider a lament of 2N+1 monomersM0; :::;M2N . The monomerM0 is kept
xed (x0 = 0) while an external force f is exerted on M2N in the axial direction. We
note respectively l1, l1h1 the pitch and diameter of the helix in this conguration. The
distance between rst neighbors on the chain is then a1 = l1(h21 + 1=4)
1=2. The total
lament length is L = Nl1 (we assimilate the chain to a straight lament corresponding
to the axis of the helix). The lament length at rest is Nl. The elongation of the
lament when applying the force is thus
L = N(l1   l):
In what follows we calculate l1 as a function of f and the unknown sti¤ness constant
k of U; V , and then determine the latter by comparison with experimental results. The
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transverse and axial components of the equilibrium equation for monomer M2N read
 2 l1h1
a1




U 0(a1) = f: (3.11)
Using the equation (3.10) in (3.11) and expressing a1 in terms of l1 and h1 we get the
system of equations








With this system one can calculate the pitch l1 and the diameter l1h1 as a function















 1=2 1 + k(a1   a0) =  ge: (3.17)
We can now estimate the parameters of the model from experimental results. We con-
sider reference values l0 = 5:9 nm, h0l0 = 7:5 nm, a0 = 8:06 nm for unstretched actin
(f = 0) at a concentration of monovalent counterions of 25 mM.l 1 (this concentration








Using (3.8) we have ge   69:75 pN. Therefore we get
1 = 37:48 pN and 2 =  13:73 pN.
Now we determine the sti¤ness constant k by adjusting the stress-strain relation with
an experimental curve. We consider gure 10-a of reference [13], which corresponds to
an unstretched lament with length Lc = 19:1m = Nl0. We therefore set N = 3238




L; L = N(l1   l0); Ka  35:5 nN:
We recover this result when xing k = 6N.m 1 in (3.4). Indeed, solving the system
(3.15)-(3.17) for (l1; h1; a1) for di¤erent values of f , we obtain the lament length Nl1
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Figure 3.3: Relation between applied stretching force f and lament length Nl1 for
k = 6 N:m 1, obtained by numerical resolution of (3.15)-(3.17). The concentration
in monovalent counterions is 25 mM:l 1. The lament length at rest is 19:1 m
(N = 3238).
represented in gure 3.3. This graph reproduces very precisely the linear part of gure
10-a of reference [13]. Note that when the concentration of ions in solution varies, the
sti¤ness constant k computed with our model remains practically unchanged.
With this set of parameters, it is now interesting to study how the pitch l and
diameter hl at equilibrium depend on the concentration of ions in solution. For this




2 + k(l   l0)
 1
= h; (3.18)
l(h2 + 1=4)1=2 = a; (3.19)
2h(h2 + 1=4) 1=2

1 + k(a  a0)

=  ge: (3.20)
We obtain only very small variations, at most of the order of 0:1 A for l and 0:4 A for
hl, when we change the ionic concentration.
To end this section, we note that equations (3.18)-(3.20) and potentials U; V can
be simplied. Indeed, consider the pitch l and diameter l h in the absence of ionic
cloud (i.e. for ge = 0) and dene a = l(h2 + 1=4)1=2 . System (3.18)-(3.20) yields
l = l0   2k ; a = a0  
1
k
and the values of l and l h are extremely close to those of l0 and h0l0. We have therefore
l  5:9 nm; l h  7:5 nm; a  8:1 nm:
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Equations (3.18)-(3.20) can be simplied in
h(l   l) = ge
4k
;
l(h2 + 1=4)1=2 = a;
h(h2 + 1=4) 1=2(a  a) =   ge
2k
:








where the potentials are now written in terms of the small deviations around the
structure in the absence of the ionic cloud, instead of using the equilibrium structure
as a reference.
3.4 Lattice model for counterion dynamics
In this section we use the classical drift-di¤usion system [2] to derive a lattice model
approximating the quantity of ionic charges in xed cells around actin. This model
is coupled with the above chain model because the charge density in the Debye layer
depends on the distribution of surface charges along actin, which is a function of
monomer positions.
In what follows, in order to analyze the dynamics of the ions in the continuous
uid medium that surrounds actin, we look at the system from a di¤erent perspective,
at a larger scale. At this level of description we can view the actin lament as a
simple cylinder, which carries charges which are distributed in an extended domain
around the center of each monomer. Therefore we consider now the actin lament as
an innite cylinder of radius ra = lh=2 and denote by x the axial coordinate. We begin
by constructing an equivalent axisymmetric charge distribution (t; x) associated with
monomer positions. The axial coordinate of the center of monomer n is xn(t) + nl=2
and we consider that the surface charge of the monomer is mainly contained in a
segment of width l=2 around his center [1]. A point with coordinate x belongs to this
segment when jx  xn(t)  nl=2j < l=4, i.e. for j2(x xn(t))l   nj < 1=2. The modulus of
the surface charge density on a monomer (centered at x = 0, for l renormalized to 2)
is assumed proportional to
(x) =
(
0; if jxj  1=2
2  4jxj; if jxj  1=2; (3.21)
(note that
R
R dx = 1). The equivalent surface charge distribution associated with
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 dx ra d =  q N:
We observe that when l  0;    q2ra
X
n
xn(t)+nl=2(x) and we recover the case of a
point charge distribution.
Actin is surrounded by a cloud of counterions which compensates its surface charge.
We will now introduce the drift-di¤usion model for these ions and make simplifying
assumptions leading to an equivalent electrical circuit. In the case of a single ion
species, the density of charge (t; x; r) in the Debye layer satises [2]
@
@t
+ div J = 0; (3.23)
where
J =  Dr  r; (3.24)
 denotes the ion mobility, D its di¤usion coe¢ cient and  the electric potential in
the Debye layer due to ions and surface charges. The potential  satises a Poisson
equation  =  =.
We neglect from now the ionic charges situated outside the Debye layer and suppose
that the latter compensates the total charge of actin. Furthermore, we divide the Debye
layer in an innity of cylindrical domains dened by

n = f(r; ; x)=ra < r < ra +  1; an 1 < x < ang;
with an = l2(n +
1
2). This discretization is useful for the analysis of the next section,
which couples the dynamics of the discrete actin model with that of the ionic cloud.
We perform the following approximation in the Debye layer
J   Dr  r: (3.25)
The term  corresponds to an electrical conductivity averaged in the domain 
n when
the actin is at rest. This approximation is similar to the one used to establish Ohms
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law for electrical circuits, in which the electrical conductivity is assumed constant in





so that a layer of ions of density  in 
n exactly compensates the charge of monomer
n when actin is at rest.







Integrating (3.23) over 
n using (3.25) and taking into account the no-ux boundary

























(we omit dependency in t in notations).
Now we approximate each term at the right side of (3.28). We note that for l  0

















































(Qn+1   2Qn +Qn 1): (3.29)
Also, using the Gauss theoremZZ
@
n
 r: !n dS = Qn

;
with the boundary conditions
@
@r
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and Qn = q is an equilibrium solution of (3:31).























To simplify equation (3.32) we assume small monomer displacements with jxnj < l=4,
so that the center of monomer n (for which x = xn(t) + nl=2) is inside the domain

n at r = ra. In equation (3.32), the coupling term involving monomer displacements
is then reduced to a sum of three terms. Then (after a change of variables in the























We recall that the function  appearing in (3.34) is dened by (3.21). Note that to
maintain the conservation of charge in (3.33) we are restricted to initial conditions
satisfying
P
n qn = 0, i.e. to neutral electrical systems.
3.5 Coupled model for actin and condensed counterions
In this section we sum up the main features of the two models established in the
previous sections, precise certains points concerning their coupling and briey compare
them to existing models.
We consider harmonic interaction potentials U and V corresponding to nearest








k = 6N.m 1; l  5:9 nm; a  8:1 nm:
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We x a Debye length  1 and consider the characteristic lengths l, hl, a of actin at
equilibrium determined by the system




l(h2 + 1=4)1=2 = a; (3.36)




The dependency of l, h and a with respect to the Debye length is in fact negligible.
We consider the case of small monomer displacements with jxnj < l=4. In that
case, the center of monomer Mn is located within the domain 
n at r = ra, but the
monomer also intersects the cell 
n+1 or 
n 1. The amount of charge eQn condensed
on Mn depends consequently on the charges Qn contained in the xed cells 
n;
n1
and on the displacements xn. We determine eQn with the following simple expression
eQn(xn; Qn 1; Qn; Qn+1) =
8><>:
Qn+1 + (1  )Qn if xn = l2(n+ );  2 [0; 12 ];
Qn 1 + (1  )Qn if xn = l2(n  );  2 [0; 12 ]:
(3.38)















q eQn(xn; Qn 1; Qn; Qn+1)
where
Wn = V (dn 2;n) + V (dn;n+2) + U(dn 1;n) + U(dn;n+1):
We set M  7; 18:10 23 kg and distances dm;n are dened in equations (3.1)-(3.2).
The ionic charges Qn = q + qn in the cells 











(F ( xn+1) F (xn) F ( xn)+F (xn 1));
(3.40)
where the nonlinearity F is dened by (3.34). Constants ;D denote respectively the
mobility and di¤usion coe¢ cient of the counterion species, and  is determined by the
Debye length via equation (3.26).
System (3.39)-(3.40) has a family of equilibria dened by xn = x0 (x0 arbitrary
constant), yn = 0, _xn = 0; _yn = 0 and qn = 0, corresponding to translations of the
chain at rest.
It is interesting to compare the dispersion relation of the model (3.39) with  = 0
(uncoupled limit) to that obtained by ben-Avraham and Tiron [3] with a much more
3. Dynamique couplée dun lament dactine et de son nuage ionique 54
realistic three-dimensional model of actin. Model (3.39) linearized at the ground state
has acoustic and optical modes whose dispersion relations are shown in reference [25]
(gure 2-b p.3886). The acoustic branch of this gure reproduces qualitatively the
acoustic branch obtained in [3] (gure 3 p.1236, branch noted a"). The optical
branch of [25] also reproduces an optical branch of [3] (branch marked d" in gure
3 p.1236). We will now compare these branches in a more quantitative way. We rst
compare the optical branches. Linearizing equation (3.39) and looking for solutions in










when !opt is expressed in s 1. The model of ben-Avraham and Tirion gives !opt =
0; 35:1012 s 1 when k = 0, which is of the same order of magnitude. The comparison
is quite satisfactory and it should be possible to match even more these two results
by allocating nonequal sti¤ness constants to the potentials U and V in our model.
Moreover, the slope at the origin on the acoustic branch gives the longitudinal sound
velocity cg in actin. Using equation (53) of [25] we get cg  1705 m.s 1. The value
obtained by ben-Avraham and Tirion is cg  1310 m.s 1. Both results are again of
the same order of magnitude. These comparisons with the more realistic model [3] are
therefore quite good given the simplicity of the zig-zag chain model.
Concerning ionic charges, equation (3.40) without the congurational coupling
terms consists in a linear and spatially discrete damped di¤usion equation. The non-
linearity resides therefore in the coupling to longitudinal actin deformation, and in
the nonlinear dynamics of actin itself which inuences the surrounding ionic charges.
Previously derived equivalent circuit models for actin are of a di¤erent type, including
an inertial term accouting for an induction e¤ect, as well as a nonlinear capacitance
e¤ect [23].
3.6 Numerical simulations
In this section we perform some numerical simulations of the coupled system actin-
ionic cloud (3.39)-(3.40) introduced in section 5. Simulations are done for a chain
of 1000 monomers with periodic boundary conditions. We consider the case of K+
counterions with mobility  = 7; 62:10 8m2(V.s) 1. Their di¤usion coe¢ cient is D =
1; 96:10 9m2s 1 at 25C. The Debye length is set to  1 = 10 nm, which corresponds
to low ionic strength experimental conditions considered in reference [12]. The Debye
layer is considered initially at equilibrium and the initial conditions taken for the chain
are described below.
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3.6.1 Single monomer compression
We x xn = l=5 if n = 1:::499, x500 = 0 and xn =  l=5 if n = 501:::1000. Consequently
the bonds between the monomers 499; 500 and 501 are compressed, which corresponds
to a compression of the central monomer at n = 500.
Figure 3.4 shows the system state after a very short time of 1; 8:10 11s. We can see
that the chain perturbation gives rise to a localized perturbation of the ionic charges.
This initial condition produces two dispersive elastic shock waves that propagate in
opposite directions along the chain. These waves and their dispersive tail (gure 3.5,
top) generate in turn charge density waves (gure 3.5, bottom). The propagation of
these charge density waves is clearly visible on the space-time diagram shown in gure
3.7. Lastly, gure 3.6 depicts the temporal evolution of the ionic current at monomer
n = 450. The main shock is followed by charge density waves with intensities of the
order of 1 pA, in agreement with experimental measurements of ionic currents along
actin performed by Lin and Cantiello [12].
Note however that ionic currents measured in [12] appear as transient states over
tenths of milliseconds, whereas our computations are performed on the ns time scale,
which lies well below the experimental resolution available from [12]. The charge
density waves we compute here are much faster and excited by elastic waves, whereas
the ionic signals observed in [12] result from an initial voltage pulse applied to actin in
solution. It is therefore not possible to compare the charge dynamics in both cases, but
we can however conclude that the current intensities we obtain are physically realistic.
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Figure 3.4: State of the system at an early stage (t = 1; 8:10 11s) after an initial
localized compression of the chain (see text). The upper plot gives the variation along
the chain of the axial distance between adjacent monomer centers, and the lower plot
shows the localized charge perturbation induced in the ionic cloud.
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Figure 3.5: Top gure : same plot as gure 3.4, at a later time t = 0; 36:10 9s. Two
shock waves and their dispersive tail are clearly visible. Bottom gure : current dqn=dt
in the ionic cloud induced by these elastic waves.
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Figure 3.6: Temporal evolution of the current intensity dqn=dt at monomer n = 450,
for the same initial condition as gure 3.4. The bottom gure provides a zoom of the
prole after the main shock.
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Figure 3.7: Space-time diagram showing jdqn=dtj in grey levels, for the same initial
condition as gure 3.4. White regions correspond to a vanishing current, and black
ones to intensities > 2,5 pA.
3.6.2 Compression soliton
Solitons form an interesting class of nonlinear waves due to their ability to transport
energy or information over long distances without changing form. Zolotaryuk et al
have shown that the zig-zag chain model supports soliton solutions, using both nu-
merical computations and amplitude equations based on multiscale expansions [25]
(see also [5, 22]). Such solutions exist in particular in our model with harmonic in-
teraction potentials due to the geometric nonlinearity of the system. Our previous
numerical simulations have shown that elastic waves generated by a localized polymer
compression can serve as carrier waves for charge density waves. We will now con-
sider an initial condition corresponding to a compression soliton, and show its ability
to generate a localized ionic wave with an intensity relevant at the biological scale,
propagating steadily with almost no dispersion.
Figure 3.8 represents an initial condition that generates a compression soliton (ve-
locities are not represented and are chosen such that the soliton propagates rightwise).
This initial condition is given by an analytical approximation of the soliton prole
computed in reference [25]. As previously the cloud of counterions is chosen initially
at rest. As shown by gure 3.9 (top plot), the soliton propagates rightwise accom-
panied by a small dispersion and a much smaller soliton propagating to the left. We
attribute these e¤ects to the imperfect initial condition, and to the coupling of the
soliton with the charge perturbation generated at the initial stage. The ionic waves
produced by the solitons are shown in gure 3.9 (bottom plot). The main soliton
3. Dynamique couplée dun lament dactine et de son nuage ionique 60
generates a charge density wave in the pA range, propagating steadily with almost no
dispersion, while the electric signature of the smaller soliton remains negligible.








































Figure 3.8: Initial horizontal and vertical perturbations of the polymer conguration
corresponding to a compression soliton.
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Figure 3.9: Top gure : solitary wave propagating rightwise, generated by the initial
perturbation of the chain given in gure 3.8. The larger soliton is accompanied by a
smaller one propagating in the opposite direction. Bottom gure : intensity dqn=dt of
the localized charge density wave generated by the main soliton.
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3.7 Conclusion
We have proposed a new methodology to couple a lattice model for the vibrations of a
charged biopolymer and the dynamics of its ionic cloud. We have considered the case
of a single actin lament, and used a zig-zag chain model introduced by Zolotaryuk
et al [25] to account for the helical structure of actin. We have calibrated this model
using experimental data on the sti¤ness constant of actin laments [13], and found
a good agreement between the optical and acoustic mode frequencies of the zig-zag
chain and those of a more realistic three-dimensional model of actin [3]. In addition
we have derived a discrete damped di¤usion equation for the quantity of surrounding
ionic charges, obtained using a drift-di¤usion model averaged in a one-dimensional
grid along actin. The actin and ionic cloud models have been coupled via electrostatic
e¤ects. Numerical simulations have shown that mechanical waves propagating along
the polymer can generate charge density waves with intensities in the pA range, in
agreement with experimental measurements of ionic currents [12].
The challenge of this study was to simultaneously include the discrete character of
actin dynamics and the dynamics of the counterions in solvent, which is intrinsically
continuous. This has been done by dividing the continuous ionic cloud system into
domains and determining an equation for the evolution of the charges in these domains.
This allowed us to reconcile the discrete and continuous aspects of the system, and
to derive a law for their coupled dynamics, but this has been done at the expense of
introducing some approximations.
This work will be extended in several directions. Firstly, although the current in-
tensities we obtain with such a simple model are encouraging, our approximation of
the electrostatic forces exerted on actin by the solvent is oversimplied. A more real-
istic coupling term will be derived using the Poisson-Boltzmann equation as described
in reference [7], taking into account dielectric boundary forces that were neglected in
our model. In addition a realistic modelling should incorporate the e¤ects of viscous
damping and thermal uctuations due to the solvent.
Secondly, we have focused in this paper on the derivation and calibration of the
model, and on the intensity of charge density waves generated by elastic waves. It
will now be interesting to investigate the dynamics of the model in more details,
and determine in particular if the coupling with surrounding charges could a¤ect the
dynamics of the polymer itself.
In addition, our approach could be applied to other charged biopolymers like DNA
or microtubules. The dynamics of ionic charges around microtubules can result in
interesting phenomena, e.g. an amplication of electrical signals detected in recent
experiments [19]. A lattice model for elastic vibrations of microtubules is available
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[18], and could be coupled to a model for ionic charges similar to ours. This model
for charge propagation gives an interesting alternative to existing ones [20] because it
relies on the physically well-established drift-di¤usion equations.
Lastly, it will be interesting to generalize our approach to include other modes
of actin like bending and twisting. In particular, modes acting on a slower timescale
may lead to interesting coupling e¤ects with counterion dynamics. This problem could
be considered e.g. for torsional motions, which are able to generate transient states
that persist for several seconds [15]. Since twisting and stretching modes are coupled,
twisting will a¤ect the counterion dynamics via an electrostatic coupling similar to the
one described in this paper. In particular, it would be interesting to see if torsion waves
could generate charge density waves along actin with periods of the order of a few ms.
Electrical signals of this type have been experimentally detected by Lin and Cantiello
[12], and this phenomenon is still lacking a well-established physical explanation.
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Chapitre 4
Existence de breathers dans le
modèle de Peyrard-Bishop avec
barrière de potentiel
Ce chapitre fait lobjet dun article en collaboration avec Guillaume James (LJK,
Université de Grenoble) et Antoine Levitt (LJK, Université de Grenoble) à paraître
dans Applicable Analysis sous le titre : Continuation of discrete breathers from innity
in a nonlinear model for DNA breathing.
abstract: We study the existence of discrete breathers (time-periodic and spatially
localized oscillations) in a chain of coupled nonlinear oscillators modeling the breath-
ing of DNA. We consider a modication of the Peyrard-Bishop model introduced by
Peyrard et al [27], in which the reclosing of base pairs is hindered by an energy bar-
rier. Using a new kind of continuation from innity, we prove for weak couplings the
existence of large amplitude and low frequency breathers oscillating around a local-
ized equilibrium, for breather frequencies lying outside resonance zones. These results
are completed by numerical continuation. For resonant frequencies (with one multiple
belonging to the phonon band) we numerically obtain discrete breathers superposed
on a small oscillatory tail.
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4.1 Introduction
The base pairs of DNA show large amplitude localized uctuations known as the
breathing of DNA. Despite the complexity of real DNA, this phenomenon is reproduced
by a much simpler nonlinear model discovered by Peyrard and Bishop [24, 25]. This
model considers only one variable for each base pair, the stretching yn of hydrogen











for an homogeneous DNA molecule. The interaction between two bases in a pair is
described by the potential V . The Peyrard-Bishop model considers a Morse potential
represented in gure 4.1 (the plateau of V corresponds to the dissociation of a base
pair for large yn). The potential W accounts for interactions between adjacent bases.
In what follows we consider a harmonic potentialW (yn; yn 1) = 2 (yn yn 1)2 ( > 0)
for simplicity, but nonlinear coupling e¤ects should be introduced to correctly describe
the thermal denaturation of DNA [12].
The Peyrard-Bishop model exhibits spatially localized oscillations denoted as dis-
crete breathers [25], which qualitatively correspond to DNA breathing. Such excita-
tions are common in spatially discrete and nonlinear systems [14], where nonlinearity
can lead to energy localization via modulational instability and inelastic collisions of
wave packets [11, 16]. Discrete breathers studied in experiments or numerical simu-
lations consist in a large class of spatially localized oscillations, such as metastable
states, oscillations with a certain degree of periodicity, or even chaotic oscillations
interacting with an extended background. Conversely, mathematical results on their
existence mostly concern time-periodic oscillations (see [20, 29, 5, 28, 1, 6, 23, 17, 18]
and references therein).
From a physical point of view, the link between DNA breathing and discrete breath-
ers is not yet rmly established because the uctuations detected in experiments and in
simulations of the Peyrard-Bishop model are di¤erent by several orders of magnitude
[26, 27]. However, progress has been made in this direction since a recent improvement
of the model was able to bring some key dynamical properties in the range measured
in experiments [27]. In the new model the Morse potential is replaced by a more elab-
orate one including an energy barrier for reclosing (see gure 4.2). The new potential
satises V 0(0) = 0, V 00(0) > 0 and possesses a unique local maximum at yb 2 (0; 1).
We have in addition






if y > 1; (4.2)








Figure 4.1: The Peyrard-Bishop model for DNA nonlinear dynamics, described by
Hamiltonian (4.1). The Morse potential V (y) = D (e y   1)2 :
where y is expressed in A in the physical model [26, 27]. The barrier for reclosing has
several physical origins. Firstly, all-atom molecular dynamics simulations show that
open bases can uctuate a lot, their motions including rotations which may hinder the
reclosing of the pairs. In model (4.1) where only a subset of the degrees of freedom
of the system are described, this e¤ect can be included via an energy cost for closing.
Indeed, the potentials of (4.1) are actually free energies that take into account all the
degrees of freedom which are not included in the model. Reclosing of a base pair will
decrease the entropy, bringing a gain in free energy. Secondly, open bases tend to form
hydrogen bonds with water molecules in the solvent. These bonds have to be broken
for closing, which gives an additional contribution to the energy barrier.
The model with potential barrier admits a new type of discrete breathers having
a single excited site which oscillates beyond the barrier for all times. Such solutions
were found numerically in reference [27]. In quantitative agreement with experimental
results, they signicantly increase the average lifetime of opening events, have a much
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Figure 4.2: Potential V with barrier for reclosing (full line), compared with a Morse
potential (dashed line).
stronger spatial localization and decrease the proportion of open base pairs by collect-
ing more vibrational energy.
In this paper, we prove the existence of spatially localized solutions which oscillate
beyond the potential barrier and are time-periodic (see theorem 3 p. 77). This result is
valid for small values of the coupling constant , and under a nonresonance condition
stipulating that all multiples of the breather frequency !b lie outside the phonon band.
As a consequence, breathers exist for parameters (!b; ) lying outside certain resonance
tongues accumulating near (0; 0).
Our proof is based on an extension of the concept of anticontinuum limit [20,
28]. For   0, breather solutions are proved to exist near a simple time-periodic
localized excitation involving only one oscillator. Our analysis di¤ers from the usual
anticontinuum limit in several ways.
Firstly, when  = 0 the excited site lies at innity on the plateau of the potential V .
In other words, breathers are obtained by continuation from innity" for arbitrarily
small values of , but without reaching  = 0. Our perturbative analysis is performed
near an approximate solution for   0, instead of an exact solution for  = 0 as
in the classical anticontinuum limit. Note that our result di¤ers from previous works
on continuation of periodic orbits from innity, which concern nite-dimensional and
asymptotically linear systems (see [15] and references therein).
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Secondly, the maximal frequency of discrete breathers beyond the potential barrier
goes to 0 with  and thus it is not possible to perform the continuation at xed
frequency as in [20]. Indeed, close to their maximal frequency, breathers beyond
the barrier correspond to (weakly-nonlinear) localized modes of a spatially localized
equilibrium yeqn . When  is small, y
eq
0 goes to innity on the at part of the potential,
which induces low-frequency oscillations.
Our analytical results are completed by numerical computations of discrete breath-
ers, for parameter values corresponding to an homogeneous DNA molecule. We use the
numerical method developed in [7, 10], i.e. breathers are dened as zeros of the time-T
map of the ow and computed using the Gauss-Newton method and path-following.
In addition to the discrete breathers oscillating beyond the barrier (theorem 3) and
the classical ones oscillating below [20, 18], we nd a new family of breather solutions
oscillating on both sides of the barrier. These solutions also appear from innity as
 ! 0 and the proof of their existence is still an open problem (it does not follow from
the present analysis which relies on specic scaling properties of breathers oscillating
beyond the barrier). In addition, when a multiple of the breather frequency lies in
the phonon band, we nd that breathers are replaced by almost localized" solutions
having a small ocillatory tail at innity. Such solutions are known as phonobreathers
or nanopterons (see [22] and references therein). They consist in a particular class
of multibreathers [5], hence their existence at small coupling follows from the usual
anticontinuum limit for oscillations below the potential barrier. However, along the
new solution branches investigated here, the proof of their existence by continuation
from innity remains an open problem.
The outline of the paper is as follows. In section 4.2, we explain the idea of
continuation from innity at low coupling for localized equilibria and discrete breathers
and state our main results. The existence of discrete breathers that oscillate beyond
the barrier is proved in section 4.3, and numerical computations are performed in
section 4.4.
4.2 Anti-continuum limit with small restoring force
We assume that the on-site potential V belongs to Ck+1(R) with k large enough. After
a rescaling, the dynamical equations of (4.1) are recast in the form
d2yn
dt2
+ V 0(yn) =  (yn+1   2yn + yn 1); n 2 Z; (4.3)
where V 0(0) = 0, V 00(0) = 1.
We begin by introducing in section 4.2.1 the idea of continuation from innity at
low coupling, in the simplest case of equilibria (following reference [27]). The case
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of discrete breathers is more delicate due to the existence of resonances, and will be
examined in sections 4.2.2 (construction of approximate breather solutions) and 4.2.3
(existence theorem).
4.2.1 Continuation of a localized equilibrium from innity
A spatially localized equilibrium of (4.3) was obtained in [27] by continuation from
innity, for small enough values of . It corresponds to a solution of
 (yn+1   2yn + yn 1) = V 0(yn); n 2 Z (4.4)
satisfying
lim
n!1 yn = 0: (4.5)




y0 = +1; lim
!0
yn = 0 for n 6= 0: (4.6)
This solution is constructed using an extension of the technique of anticontinuum limit
for maps [3, 4]. In the classical anticontinuum limit one starts from an exact solution
of (4.4)-(4.5) for  = 0 (yn is then a critical point of V for any n) and one uses the
implicit function theorem to continue this solution to   0. In the limit case  = 0 of
(4.6), the critical point y0 lies at innity and the problem becomes singular. However,
a solution of (4.4)-(4.5)-(4.6) can be found in the vicinity of a suitable approximate
solution ~yn. This initial guess satises ~yn = 0 for n 6= 0, and ~y0 is a critical point of
the modied potential
V(y) = V (y) + y
2;
which incorporates a restoring force due to nearest-neighbors (see gure 4.3).
With the particular potential (4.2) and for  small enough, the solution of V 0(~y0) =
0 in the interval [1;1) reads explicitly






An exact solution yeqn of (4.4)-(4.5) satisfying (4.6) is obtained in [27] for   0, using
the contraction mapping theorem in some neighborhood of ~yn. This solution has the
following asymptotic form (m;n denotes the usual Kronecker symbol).
Theorem 2 (Peyrard et al) There exists a constant 0 > 0 such that for all  2





jyeqn ()  ~yn() j = O( j  ln () j );  ! 0; (4.8)
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Figure 4.3: Potential V(y) = V (y) + y2.
where ~yn() =   1 ln ( 2E ) n;0. Moreover, yeqn decays to 0 exponentially as n ! 1
and has the symmetry yeq n = y
eq
n .
With the same kind of technique, we shall prove for   0 the existence of breathers
oscillating beyond the potential barrier at yb, in some nite-size neighborhood of ~yn.
4.2.2 Approximate breather solutions and resonances
We rst establish for   0 the asymptotic form of breather oscillations in a nite-size
neighborhood of ~yn. For n = 0 one rewrites equation (4.3) as
d2y0
dt2
+ V 0(y0) =  (y1 + y 1): (4.9)
In order to approximate a highly localized breather centered at n = 0, we set y1 =
y 1 = 0 and obtain
d2y0
dt2
+ V 0(y0) = 0: (4.10)
Let us examine problem (4.10) in a neighborhood of the equilibrium ~y0 given by (4.7).
Assuming y0(t) > 1 for all t 2 R and setting y0(t) = ~y0 + ~x(t), we get
V(~y0 + ~x) = ~D()  2 ln() (~x) + 2 U(~x) (4.11)
where ~D() is independent of ~x, (x) = 1
2
(e x 1+x) and U is an analytic function
satisfying U(0) = U 0(0) = 0. For solutions of (4.10), the frequency of oscillations
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around ~y0 in the limit of vanishing amplitude is therefore
q
V 00 (~y0) =
p 2 ln()(1+
O(j ln j 1)). Neglecting O() terms in (4.11) and setting ~x(t) = x(p 2 ln() t),
problem (4.10) yields the renormalized equation
d2x
dt2
+0(x) = 0; (4.12)
where 0(0) = 0, 00(0) = 1.
The potential  is soft, i.e. the frequency !(A) of periodic solutions x of (4.12) is a
decreasing function of their amplitude A = kxk1 (this property will be important for
our continuation procedure, see theorem 3). At small amplitudes this result follows
from the classical formula ([2], section 26, p. 241)
! = 1 +
1
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At large amplitudes, we use the fact that the period T = 2=! of a solution x with









H   (x) ; (4.13)
where a(H) < 0 and b(H) > 0 are implicitly dened by (a) = (b) = H. It follows
that T  2p2pH as H ! +1 (split (4.13) into two integrals for x < 0 and x > 0 and
use the change of variables (x) = y in each part), hence T increases with energy (or
equivalently amplitude) at large amplitudes. In addition, we have checked numerically
that this property remains true at nite amplitudes.
As a conclusion, an approximate breather solution of (4.3) for   0 is given by








 2 ln() t) ]; (4.14)
where x is time-periodic (with frequency ! < 1) and satises (4.12). When  ! 0, the
amplitude of this approximate solution goes to innity and its frequency goes to 0.
Now this raises the question of existence of an exact breather solution of (4.3) in the
vicinity of yn. An important condition for the existence of breathers is non-resonance
with linear waves [20, 22]. Equation (4.3) linearized at yn = 0 admits solutions in the
form of linear waves (phonons) yn(t) = A cos (qn  !qt), whose frequency satises the
dispersion relation
!2q = 1 + 2(1  cos q): (4.15)
Phonon frequencies belong to the band [1;
p
1 + 4], and the nonresonance condition
requires that all multiples of the breather frequency lie outside this interval. Figure
4.4 depicts the nonresonant breather frequencies !b when  is varied (shaded regions).
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Resonance tongues accumulate near (!b; ) = (0; 0), and themth and (m+1)th tongues
merge at a vertex Vm = (m 1; gm) with gm = (2m) 1 + (2m) 2.
In order to obtain an exact breather solution, we must rstly determine when
the approximate solution yn is itself nonresonant. Let us x a solution x of (4.12)
with frequency ! < 1. The corresponding approximate breather solution (4.14) has
frequency !() = !
p 2 ln() (maximal for  = e 1), which denes a graph in the
parameter plane (see gure 4.4). Let us denote by m0(!)  2 the smallest integer m
such that !(gm) > m 1. For all integers m  m0, critical coupling values m  e 1









and the approximate breather solution (4.14) is nonresonant for  2 ( m; m) (see
gure 4.4). This yields an innity of disjoint intervals of nonresonance accumulating
at  = 0, since limm!+1 m = 0 and limm!+1  m = 0.
In the next section we state the main result of this paper, i.e. the existence of exact
breather solutions close to the family of approximate solutions (4.14) parametrized by
  0 (x or equivalently ! being xed). As previously explained, breather continuation
cannot be performed in a connected neighborhood of  = 0 because of resonances.
We shall prove instead the existence of breathers in an innity of disjoint intervals
[~ m; ~m]  ( m; m) accumulating at  = 0. We do not have an existence result in the
entire nonresonance intervals ( m; m) because our proof is based on the contraction
mapping theorem, which cannot be applied too close to resonances.
4.2.3 Main results
In this section we assume V of class Ck+1 with k  4. We shall prove the existence
of exact breather solutions of (4.3) close to the ansatz (4.14), for small enough values
of  in a subset of C! = [mm0(!)( m; m) dened as follows (we introduce an appro-
priate cut-o¤ of nonresonant frequency intervals, and deduce a suitable cut-o¤ of the
nonresonant coupling intervals ( m; m)).
For  = 0, the bands of nonresonant frequencies correspond to the intervals (1;+1)
and ((m+ 1) 1;m 1) for all integers m  1 (see gure 4.4). We introduce

m = [m
2(m)+(m+1)2(1 (m)) ] 1=2; !m = [m2(1 (m))+(m+1)2(m) ] 1=2;
(4.17)
where the function  is dened by
(s) =
(
0 for 0  s  e;
0(ln s)
 r for s  e; (4.18)
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Figure 4.4: Nonresonant breather frequencies !b for di¤erent values of  (shaded
regions). Resonance tongues (white regions) correspond to the phonon band and
its submultiples. The curve provides the frequency !b = !() of the approximate
breather solution (4.14), for di¤erent values of  and the particular value ! = 0:65:
with 0; r 2 (0; 12). Clearly the frequencies 
m; !m lie between the resonant frequencies
(m+1) 1;m 1, with 
m < !m (since  < 1=2). Moreover, the decay of (m) implies
m 1   !m = o(m 2) as m ! +1, i.e. the distance between !m and m 1 is small
compared to the band of nonresonant frequencies ((m + 1) 1;m 1) (the same holds
true for 
m and (m + 1) 1). The power-logarithmic decay of  introduced in (4.18)
originates from the relative sizes of the rst and second terms of (4.11) and the xed-
point technique employed in the existence proof (see section 4.3). The whole proof
could be carried out for r = 0 in (4.18) (i.e. for constant ), but choosing r > 0 yields
an existence result for a larger set of parameters.
Now we consider the solutions ~m; ~ m of
!(~m) = !m; !(~ m) = 
m: (4.19)
When m! +1, it is lengthy but straightforward to check that

m = !
( m) [ 1 + 0m 1 (lnm) r + o(m 1 (lnm) r) ] > !( m) (4.20)
(use the identity m + 1 =
p
1 + 4 m (!
( m)) 1 in the denition of 
m). Con-
sequently we have for m large enough [
m; !m]  (!( m); !(m)) (band of nonres-
onant breather frequencies along the graph of !), which implies [~ m; ~m]  ( m; m).
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As a conclusion, for m large enough and  2 [~ m; ~m], the approximate breather solu-
tion (4.14) is nonresonant i.e. no multiple of its frequency belongs to the phonon
band. Moreover, for  2 [~ m; ~m] one stays far enough from resonances to obtain the
following existence result (see section 4.3).
In what follows we note Hpper(0; T ) the classical Sobolev space of T -periodic func-
tions with distributional derivatives up to order p belonging to L2per(0; T ). We also
consider Hpe (0; T ) = f y 2 Hpper(0; T ); y is even g and dene L2e(0; T ) similarly.
Theorem 3 Fix a solution x 2 H2e (0; T ) of (4.12), with period T > 2 given by (4.13)
and satisfying T 0(H) > 0. Let yn denote the approximate breather solution of (4.3)
dened by (4.14) for   0, with frequency !() = 2p 2 ln()=T . Let ~ m; ~m
denote the coupling values dened by (4.17)-(4.18)-(4.19) (for a xed r 2 (0; 12)) and
satisfying limm!+1 ~m = 0, limm!+1 ~ m = 0. Then for a large enough integer p and
all coupling constants  in the set
Sp = [mp[ ~ m; ~m ]; (4.21)
equation (4.3) admits an exact breather solution yn close to (4.14). The solution yn





 2 ln() t); (4.22)
with n 2 H2e (0; T ) and  n = n for all n 2 Z. The map  7! (n)n2Z is Ck from Sp to
`1(Z;H2e (0; T )). One has in addition k0kH2 = O(j ln j 1) and there exist constants
C;K > 0 such that for all n 6= 0
k n kH2  C (Kj ln jr 1=21=2)jnj: (4.23)
Note that theorem 3 gives an existence result at small coupling since the integer p in
(4.21) must be chosen large enough. The breather solutions (4.22) decay exponentially
in space according to estimate (4.23). They correspond to anharmonic oscillations
(see equation (4.12)) in some nite-size neighborhood of the localized equilibrium yeqn .
Consequently, our result goes beyond the weakly-nonlinear regime accessible via the
Lyapunov center theorem.
The next section is devoted to the proof of theorem 3.
4.3 Proof of theorem 3
In order to prove theorem 3, the rst step is to reformulate (4.3) as a xed point
problem for the sequence (n)n2Z of time-periodic functions. We recall that n is the
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small perturbation that separates the approximate breather solution (4.14) from the
exact solution (4.22). Since  n = n we shall only consider the semi-innite sequence
(n)n0. Our analysis will be valid for small enough values of  and nonresonant
breather frequencies !(). This leads us to consider  in the set Sp dened by (4.21),
where the integer p is chosen large enough.
We rst introduce a suitable scaling of n. To obtain the approximate solution
(4.14) we have neglected the third term of potential (4.11), which scales as the second
(principal) term times j ln j 1. Consequently we set 0 =  (ln ) 1u0 with u0 = O(1)
as  ! 0. Moreover, substituting (4.22) in equation (4.3) yields for n = 1
 2 ln  d
21
dt2
+ 1 =  ~y0 +  (2   21)   (ln ) 1u0 +O(21) +  x: (4.24)
In order to equilibrate the two last terms of (4.24) we thus set 1 =
p
 u1. For
simplicity we use the same scaling for all n  1, setting n = p un. We search the
sequence u = (un)n0 in
E = fu = (un)n0 2 `1(N0;H2e (0; T )); ku0kH2  0; kunkH2  1 for all n  1 g;
where 0 will be conveniently chosen. Since E is a closed subspace of `1(N0;H2e (0; T )),
it denes a complete metric space for the distance associated with kuk1 = Sup
n0
kunkH2 .
In what follows we express u as a xed point of a suitable map F dening a
contraction on E . Firstly, if x, 0 are xed and  is small enough then for all u 2 E the
sequence (yn) dened by (4.22) satises y0(t) > 1 for all t 2 R, and y0(t) lies beyond
the potential barrier. Using equation (4.9), expansion (4.11) and the spatial symmetry
of yn, we obtain
d2u0
dt2
+00(x)u0 =  1 g0(x; u0)  U 0(x+ u0) +p u1; (4.25)
where () =  (ln ) 1 (we shall often omit the argument  in notations) and g0(x; 0) =
 0(x+ 0) + 0(x) + 00(x) 0 = O(20) when 0 ! 0.
Now we consider the continuous linear operator A : H2per(0; T ) ! L2per(0; T ),
u 7! d2u
dt2
+00(x)u at the left side of (4.25). Since T 0(H) 6= 0 on the periodic solution
x of (4.12) (we have assumed T 0(H) > 0 in theorem 3), it is a classical result that KerA
is spanned by x0 (see e.g. [28], section 2.5). Denoting by Ae the restriction of A to even
functions we have therefore KerAe = f0g. Consequently, Ae : H2e (0; T )! L2e(0; T ) is
invertible since Ae is Fredholm with index 0. Then by Banachs isomorphism theorem
it follows that A 1e : L2e(0; T ) ! H2e (0; T ) is continuous. This allows us to rewrite
(4.25) in the form u0 = F;0(u0; u1), where F;0 : (H2e (0; T ))2 ! H2e (0; T ) is analytic
and dened by
F;0(u0; u1) = A 1e [ () 1 g0(x; ()u0)  U 0(x+ ()u0) + 1=2 u1]: (4.26)
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In the same way, let us reformulate (4.3) for n = 1 and n  2 using the new
variables un. One obtains
 2 ln  d
2u1
dt2
+ u1 =   1=2g(1=2 u1) +  (u2   2u1) + 1=2(~y0 + x+  u0); (4.27)
 2 ln  d
2un
dt2
+ un =   1=2g(1=2 un) +  (un+1   2un + un 1); n  2; (4.28)
where g(y) = V 0(y)  y = O(y2) as y ! 0. Since we choose  2 Sp in theorem 3, the
nonresonance condition !() 1 =2 N is fullled and the operator L : H2e (0; T ) !
L2e(0; T ), u 7!  2 ln  d
2u
dt2
+ u is invertible (with bounded inverse). Consequently we
rewrite (4.27)-(4.28) in the form un = F;n(un 1; un; un+1) (n  1), where the maps
F;n : (H2e (0; T ))3 ! H2e (0; T ) are Ck and dened by
F;1(u0; u1; u2) = L 1 [  1=2g(1=2 u1) +  (u2   2u1) + 1=2(x+ ()u0) ] + 1=2~y0;
(4.29)
F;n(un 1; un; un+1) = L 1 [  1=2g(1=2 un) +  (un+1   2un + un 1) ]; n  2:
(4.30)
To a sequence u = (un)n0 in E we now associate the sequence F(u) = (F;n(u))n0
dened by (4.26)-(4.29)-(4.30). We shall prove that F denes a contraction on E for
 2 Sp small enough. For this purpose the rst step is to estimate kL 1 kL(H2).
Lemma 4 Fix ! = 2=T < 1. There exists a constant C > 0 and an integer p 
m0(!) such that for all  2 Sp we have
kL 1 kL(H2e (0;T ))  C  1=2 j ln jr 1=2; (4.31)
where r 2 (0; 1=2) gives the logarithmic decay of the function  dened by (4.18).
proof. The operator L : H4e (0; T )  H2e (0; T ) ! H2e (0; T ) is unbounded, closed
and self-adjoint. Its spectrum (L) consists of simple eigenvalues 1   k2!2 with
!() = !
p 2 ln(), hence (see e.g. [19] p.272)




1  k2!2 = 2f(2) ;
where we note  = ! 1 >
p
e=2 and f(2) = Inf
k0
2   k2. If  2 Sp then  2
[ ~ m; ~m ] for some m  p, hence !2 2 [
2m; !2m]. This yields 2 2 [m2(1   (m)) +
(m+1)2(m);m2(m)+(m+1)2(1 (m))] (see denition (4.17)), where (m) 2 (0; 12)
is dened by (4.18). We have thus
2 2 [m2 + (2m+ 1)(m); (m+ 1)2   (2m+ 1)(m)];
4. Existence de breathers dans le modèle de Peyrard-Bishop avec barrière
de potentiel 80






Since limm!+1 ~m = 0 and limm!+1 ~ m = 0 in the denition of Sp,  can be
made arbitrarily small by choosing p large. Considering estimate (4.32) where  =
! 1( 2 ln()) 1=2 and   0, estimate (4.31) can be obtained without di¢ culty.
We are now ready to prove the following.
Lemma 5 Fix a solution x 2 H2e (0; T ) of (4.12), with period T > 2 given by (4.13)
and satisfying T 0(H) > 0. There exists a constant 0 > 0 and an integer p which must
be large enough, such that for all  2 Sp the map F is a contraction on E.
proof. As previously one can make  arbitrarily small by choosing p large. By
standard estimates (using the property g0(x; 0) =
@g0
@0
(x; 0) = 0 and the mean value
inequality), there exist constants x; x;0 ; x;0 > 0 such that for all u0; u1; ~u0; ~u1 2 E
and   x;0 ,
kF;0(u0; u1) kH2  x; (4.33)
kF;0(u0; u1) F;0(~u0; ~u1) kH2  x;0 [ ()ku0  ~u0 kH2+1=2 ku1  ~u1 kH2 ]: (4.34)
Now we x 0 = x in the denition of E . Since g(0) = g0(0) = 0, there exist constants
~x; r; 1; 1 > 0 such that for all ui; ~ui 2 E , for  2 Sp and   1, we have
kF;1(u0; u1; u2) kH2  ~x 1=2 [ kL 1 kL(H2) + j ln j ] (4.35)
(use denition (4.7)),
kF;n(un 1; un; un+1) kH2  r 1=2 kL 1 kL(H2) 8n  2; (4.36)
kF;1(u0; u1; u2) F;1(~u0; ~u1; ~u2) kH2  (4.37)
1 kL 1 kL(H2) [ 1=2 ()ku0   ~u0 kH2 + 1=2 ku1   ~u1 kH2 + ku2   ~u2 kH2 ]
and for all n  2
kF;n(un 1; un; un+1) F;n(~un 1; ~un; ~un+1) kH2  (4.38)
1 kL 1 kL(H2) [ kun 1   ~un 1 kH2 + 1=2 kun   ~un kH2 + kun+1   ~un+1 kH2 ]:
When  ! 0 in Sp, estimates (4.35), (4.36) give in conjunction with lemma 4
Sup
u2E ; n1
kF;n(un 1; un; un+1) kH2 = O(j ln jr 1=2); r 2 (0; 1=2): (4.39)
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With estimate (4.33) and 0 = x, it follows that F maps E into itself for  small




ku  v k1 = O(j ln j
r 1=2) (4.40)
when  ! 0 in Sp. Consequently F is a contraction on E when  2 Sp and p is large
enough.
Now lemma 5 and the contraction mapping theorem ensure that F admits a
unique xed point u() 2 E for all  2 Sp with p large enough. Moreover, the
map (u; ) 7! F(u) is Ck from `1(N0;H2e (0; T ))Sp to `1(N0;H2e (0; T )) (note that
0 =2 Sp), and F is a contraction on E uniformly in  2 Sp (see estimate (4.40)).
According to the uniform contraction theorem ([8] p.107), the map  7! u() is then
Ck from Sp to `1(N0;H2e (0; T )).
The sequence u() denes a solution of equations (4.25), (4.27), (4.28) by construc-
tion. Consequently, the sequence yn dened by (4.22) and
0 =  (ln ) 1 u0(); n = p ujnj()
denes a time-periodic and spatially bounded solution of (4.3), close to the approxim-
ate breather solution (4.14) for   0.
There remains to prove the spatial decay of yn stated in theorem 3. This follows
directly from the following lemma.
Lemma 6 There exist constants M;K > 0 and an integer p which must be large
enough, such that for all  2 Sp, for all n  1




proof. To simplify notations we omit the argument  of u(). Since u1 =
F;1(u0; u1; u2), estimate (4.39) yields ku1 kH2 = O(j ln jr 1=2) with r 2 (0; 1=2).
Since un = F;n(un 1; un; un+1), using equation (4.30) and lemma 4 one nds C > 0
such that for  2 Sp small enough and for all n  2
kun kH2  C j ln jr 1=2 ( kun k2H2+21=2 kun kH2+1=2 kun+1 kH2+1=2 kun 1 kH2 ):
(4.42)
Since kun kH2  1 we have for  small enough and for all n  2
kun kH2  2C j ln jr 1=2 1=2 ( kun+1 kH2 + kun 1 kH2 ): (4.43)
Let us note () = (2C) 1j ln j1=2 r  1=2 and introduce the auxiliary variable xn =
kun kH2   n 1 ku1 kH2 , where  2 (0; 1) satises the characteristic equation
      1 = 0: (4.44)
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Estimate (4.43) can be rewritten
fn
def
= xn   xn+1   xn 1  0; n  2;
where  > 2 for  small enough, x1 = 0 and (xn)n1 is bounded. From the discrete






where the kernel Gn;p = ( 1   ) 1 (jn pj   n+p 2) is positive. Consequently one
obtains kun kH2  n 1ku1 kH2 . From (4.44) we get  < (   1) 1 < 2 1, hence
estimate (4.41) follows.
This completes the proof of theorem 3.
4.4 Numerical computation of discrete breathers
In this section we complete the previous analytical results by numerical computations.
Section 4.4.1 recalls a numerical continuation method which allows to compute discrete
breathers close to machine precision [7, 10], and explains how it must be adapted in
our context where continuation from innity has to be performed. In section 4.4.2 we
compute three di¤erent branches of discrete breather solutions. The rst one consists
of discrete breathers oscillating in the rst potential well (these solutions have been
proved to exist at small coupling using the classical anticontinuum limit [20]). The
second branch corresponds to the new kind of discrete breathers described in section
4.2.2, which oscillate beyond the potential barrier. The third solution branch concerns
breathers oscillating on both sides of the barrier, for which no existence theorem is
available yet. In addition we examine resonant cases excluded from theorem 3, where
discrete breathers develop an extended oscillatory tail.






e y   12 if y < 0;





if y > 1;
(4.45)
originally introduced in reference [26]. For y < 0 this potential is identical to a
Morse potential, while for large values of y it decreases towards D after a hump
which describes the barrier for reclosing. The polynomial form for the intermediate
range of y provides a smooth matching between the two domains. As in reference
[26], y is expressed in A and we x  =  = 4 A 1, D = 0:0857 eV , E = 4 eV A 1.
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The other parameters are calculated to ensure the continuity of the potential and
of its rst and second derivatives. This yields A  0:1489 eV , a  2:3824 eV A 2,
b   3:76263 eV A 3 and c  1:55751 eV A 4. Particle masses are set to m = 300
atomic mass units in (4.1). Coupling constants  will be expressed in eV A 2.
Remark 7 The potential dened by (4.45) is piecewise analytic, but only C2 at y = 0
and y = 1. This lack of smoothness is not related to a physical phenomenon and
corresponds to an articial interpolation e¤ect. The analysis of section 4.3 should be
adapted to include example (4.45), since we previously assumed V at least C5. We do
not examine this problem here, since the lack of smoothness would introduce additional
technicalities without physical motivation.
4.4.1 Description of the numerical method
We begin by briey recalling classical continuation methods introduced to compute
discrete breathers of prescribed period [21, 7, 10].
The innite lattice (4.1) is replaced by a chain of N oscillators with periodic bound-
ary conditions. The problem of nding T -periodic solutions of (4.1) can be reformu-
lated as a xed point problem in R2N . To a vector of initial positions and velocities
X0 = (yn(0); _yn(0)) we associate T (X0) = X(T ), where X(T ) is the value at time T
of the solution of the dynamical equations with initial condition X0. A xed point of
T yields then a periodic orbit of (4.1).
Fixed points of T cannot be obtained by the Newton method without modications
because of the phase invariance of (4.1) (the xed points of T are not isolated). This
problem can be adressed by xing _yn(0) = 0 for all n, which forces the solutions
to be even in time. This approach was used in reference [21] where velocity variables
were entirely discarded, yielding a restricted time-T map in the subspace RN of particle
positions. However, the matrix appearing in Newton iterations is singular on any xed
point of this operator (a double non-semi-simple eigenvalue +1 of the Floquet matrix
related with T yields a simple eigenvalue +1 for the restricted Floquet matrix). This
leads to a rate of convergence that is only linear (whereas we would expect Newton
method to be quadratic), and causes ill-conditioning which limits accuracy to the
order of the square root of machine precision (i.e. for a computer working in double
precision, 10 7).
To recover full convergence rate and precision, one can work instead with the
restricted operator R : RN ! R2N dened by R(Y 0) = T (Y 0; 0) [7, 10]. Considering
F(Y ) = R(Y )   (Y; 0), the above xed-point problem is equivalent to minimizing
jjF(Y )jj2 (since we know that this quantity vanishes on any solution). This problem
can be solved iteratively using the standard Gauss-Newton algorithm. Given Yk 2 RN ,
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we choose Yk+1 2 RN so as to minimize the quantity jjF(Yk) + @F(Yk)(Yk+1   Yk)jj2
(classical linear least squares problem). Given a good initial guess Y0, one iterates this
procedure until convergence is obtained. This method does not have the limitation in
precision of the previous method, and can be proven to have quadratic convergence if
the starting point Y0 is close enough to a solution. In addition, it is useful to modify the
Gauss-Newton scheme using Broyden method [13], as the evaluation of the Jacobian
@R (whose computation time is roughly N times that of R) is the bottleneck of the
algorithm.
However, this method needs to be modied in the present case where solution
branches are continued from innity, on the at part of the on-site potential V . As
observed in [27] (see also gure 4.5 p. 85), the period of breathers oscillating beyond
the barrier or on both sides varies in an extremely narrow band. This leads to ill-
conditioning when T is prescribed and forces to guess a suitable T beforehand. To
compute such solutions it is therefore more convenient to include the period T as a
variable in the Newton method, and prescribe the amplitude y0(0) of the breather
instead. Then we set T = 2=
 to initiate the Newton method, where

 =











approximates for   0 a localized mode frequency in the limit of small amplitude os-
cillations around the localized equilibrium yeqn [27]. Solution branches are constructed
by path-following, i.e. we slowly vary amplitude and use the previous breather as a
new initial condition.
4.4.2 Numerical continuation of discrete breathers
In this section we use the numerical method described in section 4.4.1 to compute
branches of discrete breathers solutions. Our computations are performed on a lattice
with 40 sites and periodic boundary conditions. Iterations are stopped when kF(Yk)k1
and kYk+1   Ykk1 drop below an error tolerance of 10 8 (see section 4.4.1).
Fig. 4.5 represents the frequency of discrete breathers as a function of their amp-
litude y0(0), for  = 0:01. Three branches of solutions can be identied. The rst one
(y0 < 0:7) corresponds to breathers oscillating below the potential barrier. Such solu-
tions are well known [21], but we can note here an unusual nonmonotonic dependency
of frequency versus amplitude in the neighborhood of y0 = 0, due to the fact that V
is not C3 at the origin. The second branch (0:7 < y0 < 4:5) corresponds to breathers
oscillating beyond the barrier, described in section 4.2.2 and in theorem 3 for smooth
potentials. The last solution branch (y0 > 4:5) yields breathers oscillating on both
sides of the barrier, i.e. y0(t) ranges between the maximal value y0(0) > 4:5 and a
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negative minimal value. The existence of these solutions is still an open mathematical
problem.
For y0  0:7 and y0  4:5 we observe sudden rises in period. We hypothesize
a vanishing of the frequency at two particular values, in the neighborhood of which
discrete breathers spend a long time near an unstable localized equilibrium, forming
nearly homoclinic orbits. Note that frequency is computed for prescribed amplitudes
in our numerical scheme (see section 4.4.1). This method is well suited to compute
the new solution branches originating from the potential barrier e¤ect (since frequency
variations are very small along them), but the scheme is not e¢ cient in the regions
where frequency varies rapidly with amplitude and many resonances occur (see below).
The missing parts of the curves in gure 4.5 correspond to such parameter regimes.











Figure 4.5: Frequency !b of breather solutions as a function of the amplitude y0(0) at
the central site. Resonances with phonons, represented by black bands, prevent the
existence of breathers (only the rst ten resonance bands have been represented for
clarity). The coupling constant  is xed to 0:01.
To intuitively understand these results we consider the limiting case when only the
central site n = 0 oscillates, the other sites being kept to 0. In this case, breathers
oscillate in the potential V represented in gure 4.3 p. 73. We obtain a double-well
potential, and the branches of breather solutions of gure 4.5 correspond to oscillations
in a given well or in the two wells.
Now let us focus on the discrete breathers oscillating beyond the potential barrier,
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which we believe to play a key role in the dynamics of DNA breathing [27]. Figure 4.6
provides the temporal prole of this type of solution in a strongly anharmonic regime.
This prole is compared with the slightly improved version of approximation (4.14)







 t) ]; (4.47)
where 
 is dened by (4.46) and x is a periodic solution of (4.12) (note that the fre-
quencies of the approximate solutions (4.47) and (4.14) coincide at leading order in
, but their frequency mismatch is O(j ln ()j 1) and decays slowly as  ! 0). Ap-
proximation (4.47) reproduces fairly well the parabolic prole of breather oscillations
(this prole originates from the asymptotically linear behaviour of the renormalized
potential  at +1), but it only provides a crude approximation of breather solutions
with a logarithmic convergence as  ! 0. Figure 4.7 provides the spatial prole of a
discrete breather of the same type, showing its strong spatial localization.
In gure 4.5, each branch of discrete breathers is interrupted when it enters the
phonon band or one of its submultiples (thin black bands in gure 4.5), but it can
be continued again when leaving the resonance band. In resonant cases (i.e. when a
multiple of the breather frequency belongs to the phonon band), the breather generally
loses its spatial localization and is superposed on a small nondecaying oscillatory tail
as n! 1. Fig. 4.8 represents such oscillations for a lattice of 60 sites and  = 0:01.
Decreasing our error tolerance to 10 13, we observe that the oscillatory tail is generally
very small, typically of the order of 10 8.
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Figure 4.6: Temporal prole y0(t) of a discrete breather oscillating beyond the potential
barrier, obtained for  = 10 4: The solid curve corresponds to a numerically computed
breather, and the dashed curve to an approximate solution given by (4.47). The dash-
dot line indicates the localized equilibrium yeq0 :











Figure 4.7: Spatial prole yn(0) of a discrete breather oscillating beyond the potential
barrier, obtained for  = 0:14:
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Figure 4.8: Spatial prole of a resonant breather solution, superposed on a small
oscillatory tail. The sixth harmonic of the breather belongs to the phonon band. The
coupling constant is  = 0:01. The top plot gives the solution prole in semilogarithmic
scale. The bottom plot shows the details of the oscillatory tail (normal scale). A spline
interpolant (continuous line) reveals the periodicity of the spatial oscillations, which
involve only one normal mode.
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Dans cette thèse nous avons abordé deux sujets à propos de la dynamique des bio-
polymères. Le premier concerne la modélisation des vibrations des laments dactine
couplées au mouvement des ions en solution et le deuxième est létude des breathers
dans le modèle de Peyrard-Bishop pour la dynamique des bases dADN, avec un po-
tentiel modié prenant en compte une barrière dénergie pour la fermeture des paires
de bases.
En ce qui concerne létude du modèle actine/nuage ionique, nous pouvons mettre
en évidence les aspects suivants :
 Nous avons démontré lexistence dune relation de capacité non linéaire pour
lensemble actine/nuage ionique en assimilant lactine à un lament cylindrique inni-
ment long et en utilisant léquation de Poisson-Boltzmann pour le calcul du potentiel
électrique dû aux ions en solution et à la surface chargée du polymère, prenant en
compte des conditions aux limites qui sont liées à la charge à la surface du lament
et à électroneutralité du solvant à linni. Cette relation est du même type de celle
introduite par Tuszyn´ski et al sans justication.
 Nous avons proposé une nouvelle méthodologie pour coupler la dynamique des
vibrations dun lament dactine au mouvement des ions en solution grâce à des e¤ets
électrostatiques.
 Nous avons représenté un lament dactine isolé par une chaîne de monomères
en zig-zag qui est capable de décrire certains aspects non linéaires de la géométrie
du polymère et nous avons calibré ce modèle en utilisant des données expérimentales
pour le calcul de la constante de raideur de lactine. En plus, nous avons obtenu une
bonne comparaison entre les branches acoustiques et optiques de ce modèle et celles
dun modèle tridimensionnel de lactine beaucoup plus n.
 Nous avons dérivé une équation de di¤usion discrète pour le mouvement des ions
dans la couche de Debye à partir dun modèle de dérive-di¤usion continu, en travaillant
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dans une grille discrète unidimensionnelle le long de lactine.
 En utilisant ce modèle couplé actine/nuage ionique, nous avons observé à partir
des simulations numériques quune onde mécanique localisée qui se propage le long
de la chaîne est capable de générer une onde de densité de charge au sein du nuage
ionique.
 Nous avons comparé lintensité des courants obtenus dans nos simulations avec
celle des courants mesurés dans des expériences physiques. Nous avons obtenu le même
ordre de grandeur (pA) que pour des solutions ioniques avec faible concentration en
ions (Lin et Cantiello, 1993).
 Bien que notre modèle nexplique pas encore les signaux ioniques observés ex-
périmentalement, il met en évidence un nouveau mécanisme de génération dondes
de densité de charge qui sont susceptibles de jouer un rôle biologique. En plus, notre
méthode de couplage peut être appliquée à dautres biopolymères chargés, comme par
exemple les microtubules ou lADN.
A partir de ces résultats nous mettons en évidence quelques perspectives an davoir
un modèle amélioré :
 Echelles de temps. Dans les simulations numériques, les échelles de temps sont
beaucoup plus courtes par rapport à celles des expériences. En e¤et, cela peut reé-
ter une di¤érence dans notre description en relation au phénomène de propagation
des ondes ioniques observées expérimentalement. Dans notre modèle, cest lexcitation
mécanique qui induit les ondes de densité de charge. Par conséquent, léchelle de temps
est celle de la mécanique qui est plus rapide. Il est problable que dans les expériences
le phénomène soit entraîné par londe ionique. De cette façon, une question ouverte
serait dexpliquer comment elle peut rester localisée. Cela peut être lié au fait que le
lament est très chargé, ce qui devrait amener des non linéarités dans léquation de
di¤usion, même si le lament ne se déforme pas.
 Forces électrostatiques. Un autre question ouverte est de savoir comment modé-
liser, de manière plus réaliste, les interactions électrostatiques. En e¤et, le calcul des
forces de Coulomb dans notre modèle est très simplié et les forces diélectriques ne
sont pas prises en compte, mais elles peuvent être dominantes (Gilson et al, 1993).
Les interactions entre les monomères voisins sont également négligées. Lamélioration
dans le modèle de la modélisation des forces électrostatiques peut mettre en évidence
un aspect qui nest pas encore clair avec notre modèle : la capacité de perturbations
du nuage ionique de modier certaines ondes mécaniques.
 Modes plus lentement amortis. Les modes de torsion du lament sont plus lente-
ment amortis et persistent sur plusieurs secondes, ce qui peut nous donner des e¤ets de
couplage intéressants avec le nuage ionique. Le couplage de ces modes à la dynamique
des contre-ions (par des e¤ets électrostatiques similaires à ce que nous avons introduit)
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pourrait générer des ondes de densité de charge sur des temps de lordre de quelques
ms; comme dans les signaux ioniques mesurés dans lexpérience physique de Lin et
Cantiello.
 Modèle plus réaliste. En plus, les e¤ets du frottement visqueux et des uctua-
tions thérmiques dûs au solvant doivent être considérés à n dobtenir un modèle plus
réaliste.
Lanalyse mathématique du modèle de Peyrard-Bishop pour la dynamique des
bases dADN avec potentiel modié nous a apporté :
 Du point de vue physique, nous avons démontré lexistence dune nouvelle classe
de breathers qui oscillent au-delà de la barrière du potentiel autour dun équilibre
spatialement localisé.
 Du point de vue mathématique, la technique utilisée pour démontrer lexistence
de ces breathers di¤ère de la limite anticontinue classique dans plusieurs aspects im-
portants. Quand la constante de couplage k = 0; les sites perturbés sont à linni
sur le plateau du potentiel. Ainsi, notre technique a comme base la continuation des
solutions à partir de linni. Nous partons dune solution approchée pour k  0 au
lieu dune solution exacte pour k = 0 comme dans la limite anticontinue classique. La
fréquence des breathers tend vers 0 avec k ce que nous empêche de travailler avec une
fréquence xe (MacKay et Aubry, 1994).
Notre analyse mathématique a été complétée par des simulations numériques :
 Pour ce modèle modié, nous avons calculé trois branches de breathers :
1) ceux qui oscillent proche du point de minimum du potentiel dont lexistence
mathématique est assurée par le théorème dexistence de MacKay et Aubry pour des
constantes de couplage petites.
2) ceux qui oscillent des deux côtés de la barrière du potentiel dont lexistence
mathématique est encore un problème ouvert.
3) ceux qui oscillent au delà de la barrière du potentiel, dont nous avons démontré
lexistence.
 Lorsque la fréquence des solutions calculées appartient à la bande de phonons, des
simulations numériques ont révélé lexistence de breathers "presque localisés" ayant de
petites oscillations à linni.
Létude du modèle de Peyrard-Bishop modié peut être étendu dans plusieurs
directions :
 Létude de la stabilité linéaire des breathers au delà de la barrière du potentiel est
encore à faire. Cette étude pourrait être menée en développant une théorie de Floquet
adaptée à la continuation des breathers à partir de linni.
 La preuve dexistence des breathers qui oscillent des deux côtés de la barrière
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du potentiel fait encore défaut. Probablement cette analyse ne suivra pas la preuve
dexistence donnée dans cette thèse, car celle-ci est basée sur des propriétés spéciques
des breathers au-delà de la barrière du potentiel.
 Lanalyse mathématique des "breathers résonants" avec queue oscillante peut être
un problème intéressant. Ces solutions sont appelées phonobreathers et leur preuve
dexistence pour des constantes de couplage petites est faite en utilisant la limite
anticontinue classique. Cependant, pour ces nouvelles solutions trouvées ici, une preuve
dexistence basée sur la continuation à partir de linni est aussi une question ouverte.
Nous pouvons aussi mettre en évidence dautres problèmes concenant la dynamique
des biopolymères et les breathers :
 Les chaînes dADN circulaires fermées peuvent être un objet intéressant en ce
qui concerne la modélisation et létude mathématique des breathers. En e¤et, ces types
de chaînes peuvent être tordues ou présenter tours sur elles-mêmes, de sorte que laxe
de la double hélice dADN ne suit pas une courbe plane mais une autre hélice, appélée
superhélice. La superhélice dépend des variations thermiques et de la dynamique des
ions environnants ce qui peut introduire un nouveau système dynamique susceptible
de posséder des solutions périodiques et spatialement localisées, les breathers.
Les laments dactine ont aussi tendance à sorganiser sous la forme danneaux
quand ils sont placés dans des solutions ayant des ions positifs bivalents en concentra-
tions plus élevées que 20 mM (Tang et al, Eur. Biophys. J. 30 (2001), 477484).
Une étude préliminaire sur les vibrations non linéaires dans les chaînes fermées de
biopolymères a été faite par lauteur de cette thèse en utilisant un code développé et
mis à disposition par le professeur Juan FR Archilla (Groupe de physique non linéaire
de lUniversité de Seville). Il sagit détudier le modèle représentant une chaîne fermée
ayant deux degrés de liberté par monomère. Le modèle mathématique étudié considère




















(xn+1   2xn + xn 1)2 + (yn+1   2yn + yn 1)2
i1=2
avec
kn  2 sin(n=2) et n = n+1   n
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sont représentés dans la gure 5.1. Les constantes ; a;  et kmax désignent la constante
élastique délongation de la chaîne, la distance déquilibre entre deux monomères voi-
sins, la constante élastique de exion de la chaîne et la courbure maximale, respective-
ment. Une approximation continue de ce modèle (incluant un potentiel pour décrire les
charges mobiles du système) a été proposée par Gaididei et al (Yu. B. Gaididei, P. L.
Christiansen et W. J. Zakrzewski, Phys. Rev. E 74 (2006), 021914) pour létude de po-
lymères fermés ou autres systèmes biologiques fermés et de la relation charge/exion.
Ce modèle a été appliqué à létude des changements de conformation des ensembles
fermés de bactéries.
Fig. 5.1 Le modèle dune chaîne fermée dun biopolymère et ses variables.
Un problème intéressant est la recherche des solutions périodiques reversibles en
temps pour le système déquations de mouvement associé à lhamiltonien (5.1). Consi-
dérons un système avec m particules et des solutions un de fréquence !b dans lespace
de Fourier




Notant z = fzk;ng 2 RN ; où N = (1 + km)m; on cherche des solutions des équa-
tions dynamiques dans lespace de Fourier ce qui conduit à une équation non linéaire
f(z; ") = 0; où " désigne un paramètre du système qui peut être par example !b; 
ou : Une question qui se pose alors est la possibilité dun changement de la forme de
la chaîne en fonction des paramètres du système (solutions statiques ou périodiques
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stables) ou de la fréquence dans le cas des solutions périodiques.
De telles bifurcations ont été trouvées, en faisant varier les paramètres ,  ou kmax,
des solutions statiques stables liées au changement de la forme de la chaîne calculées
utilisant la méthode de Newton (voir gure 5.2).
Fig. 5.2 Bifurcation dun équilibre statique du système correspondant à un change-
ment de forme de la chaîne utilisant la méthode de Newton. Le paramètre varié ici est
kmax: Dans cet exemple, les valeurs des paramètres sont  = 1;  = 1 et kmax = 1; 414:
Cette étude préliminaire évoque plusieurs questions. Est-ce quil existe dautres
types de solutions statiques ? Du point de vue physique et mathématique, est-ce que
la variation de la fréquence peut produire un changement radical de la forme de la
chaîne ? Ces solutions dynamiques peuvent être stables ? Lanalyse de Floquet du sys-
tème pourrait permettre une étude des bifurcations de telles solutions.
Par ailleurs, est-ce que ce système admet des solutions du type breathers calculées
à partir de la limite anticontinue ? En e¤et, dans le cas de lADN et des laments
dactine, quand on représente la structure secondaire de la chaîne, on obtient un mo-
dèle avec deux degrés de liberté couplés à la exion de la chaîne. Cela amène à une
dégénérescence du système dûe à linvariance euclidienne, empêchant son analyse ma-
thématique par la méthode anticontinue classique. Ainsi, une analyse du même type
de celle développée dans cette thèse pour les breathers oscillant au delà de la barrière
du potentiel pour le modèle de Peyrard-Bishop modié devrait être adaptée pour les
systèmes dynamiques de dimension plus grande ayant des symétries de rotation et
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translation (Sepulchre et MacKay, Nonlinearity 10 (1997), 679-713).
Du point de vue biologique et de la modélisation, un potentiel décrivant lénergie
électrostatique du système pourrait y être incorporé. Dans le cas des laments dactine,
par exemple, il serait intéressant de coupler le modèle (5.1) à la dynamique des charges
ioniques environnantes en utilisant la méthodologie proposée dans cette thèse.

Annexe A
Les théorèmes de Browder-Minty
et Lax-Milgram
Dans le chapitre 2 nous utilisons lexistence dune solution unique pour le système :8<:  = sh(); r > ra0(ra) =  =" > 0 et lim
r!+1(r) = 0;
(A.1)





dr désigne le laplacien cylindrique restreint aux fonctions radiales.
Nous détaillons dans cette annexe comment montrer ce résultat à laide du théo-
rème de Browder-Minty pour les opérateurs monotones. Etant donné la géométrie




r (f(r))2 dr < +1: On considère de la même façon les espaces de So-
bolev à poids Hpr (ra;+1); dont les éléments ont des dérivées jusquà lordre p dans
L2r(ra;+1). Lespace des fonctions de la classe Hp dénies sur le domaine du plan
extérieur au cercle de rayon ra et à symétrie radiale sidentie alors à H
p
r (ra;+1): Par
ailleurs, les espaces L2r(ra;+1) etHpr (ra;+1) sinjectent continûment dans L2(ra;+1)
et Hp(ra;+1):
Une solution classique du problème (A.1) est une fonction dans H2r (ra;+1): Si lon















rsh ((r)) f(r)dr; 8f 2 H1r (ra;+1) (A.2)
car 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Le problème (A.2) a un sens dès que  2 H1r (ra;+1): Dans ce cas, on dit quune
solution de (A.2) est une solution faible de (A.1). Lexistence et lunicité de la so-
lution faible est établie par le théorème de Browder-Minty (voir H.Brezis, Analyse
fonctionnelle, Masson (1987) page 88) :
Théorème 6 (Browder-Minty) Soit E un espace de Banach réexif et A : E  !
E
0
une application continue, où E
0
désigne lespace dual de E; telle que





Alors, pour tout f 2 E0 il existe  2 E unique solution de léquation A() = f:
En vue dappliquer le théorème de Browder-Minty à lopérateur non linéaire continu




déni par le membre de droite de (A.2), vérions
les hypothèses du théorème :
 Montrons que (A(1) A(2)) (1   2) > 0; 81; 2 2 H1r (ra;+1) 1 6= 2:
Par dénition, A() : H1r (ra;+1)  ! R: Ainsi,














r (sh(1)  sh(2)) (1   2) dr > 0
81; 2 2 H1r (ra;+1); 1 6= 2:




































Ainsi, nous montrons 8f 2 H1r (ra;+1) lexistence dune solution unique  2
H1r (ra;+1) du problème (A.2). An de récupérer la solution classique et sa régularité,
on choisit ensuite f 2 D(ra; R) (R > ra) dans (A.2) (D(ra; R) désigne lespace des






D0(ra; R) et donc  2 H2(ra; R): Par récurrence on en déduit que  2 C1 sur (ra;+1)
A. Les théorèmes de Browder-Minty et Lax-Milgram 103
et vérie  = sh() sur (ra;+1): De plus, puisque  2 H1r (ra;+1); on a sh() 2
H1r (ra;+1) et donc  2 H2r (ra;+1): Enn, en intégrant par parties dans (A.2) et
en utilisant léquation di¤érentielle vériée par ; on obtient 
0
(ra) =  =": Donc 
vérie (A.2) au sens classique.
Remarque 8 Notons que la solution unique de (A.1) est strictement négative et crois-
sante sur [ra;+1): Pour montrer cela, on prend les mêmes arguments utilisés pour
létude du système (2.6) (pages 36 et 37) pour vérier quil nexiste pas un ~R > ra
tel que 
0
( ~R) = 0: De cette façon, puisque 
0
(ra) > 0 et 
0
ne sannule pas, on a
donc 
0
> 0 sur [ra;+1) et  est croissante. Comme lim
r!+1(r) = 0; alors  < 0 sur
[ra;+1):
Par ailleurs dans le chapitre 2, nous utilisons lexistence et lunicité de la solution
du système linéaire8<: U   ch(0)U =W; r > R; pour 0 2 H
2
r (R;+1);W 2 L2r(R;+1) xées:
U
0
(R) =  w=" et lim
r!+1U(r) = 0:
(A.3)
Pour montrer ce résultat, on applique le théorème de Lax-Milgram (voir aussi H.Brezis,
Analyse fonctionnelle, Masson (1987) ) à la forme bilinéaire dénie à partir de la
formulation faible du problème (A.3). Avant dénoncer le théorème de Lax-Milgram,
dénissons :
Dénition 9 On dit quune forme bilinéaire dénie sur un espace de Hilbert H;
a(u; v) : H H  ! R est
1. continue sil existe une constante C telle que
ja(u; v)j  Cjujjvj; 8u; v 2 H:
2. coercive sil existe une constante  > 0 telle que
ja(v; v)j  jvj2 8v 2 H:
Théorème 7 (Lax-Milgram) Soit a(u; v) une forme bilinéaire continue et coercive.
Alors, pour tout  2 H 0 il existe u 2 H unique tel que
a(u; v) =  (v); 8v 2 H:
Dans le cas (A.3) on aH = H1r (R;+1) et a(u; v) =  
+1Z
ra
ru
0
v
0
dr 
+1Z
ra
rch(0)uvdr;
 (v) =
+1Z
ra
rWvdr   ra
"
wv(ra):

