The electrocardiogram or ECG has been in use for over 100 years and remains the most widely performed diagnostic test for characterization of cardiac structure and electrical activity. Remarkably, current approaches to automated ECG interpretation originate from heuristics devised over 40 years ago. textbfObjective: We hypothesized that parallel advances in computing power, innovations in machine learning algorithms, and availability of large-scale digitized ECG data would enable extending the utility of the ECG beyond its current limitations, while at the same time preserving interpretability, an attribute which remains critical to medical decisionmaking. Methods: We identified 36,186 ECGs from the UCSF database that were 1) in normal sinus rhythm and 2) would enable training of specific models for estimation of cardiac structure or function or detection of disease.
Introduction
The electrocardiogram (ECG) is the most commonly performed cardiovascular diagnostic procedure, with more than 100 million ECGs obtained annually in the United States (1) , including use in 21% of annual health examinations (2) and 17% of emergency department visits (3) . The ECG tracing is a direct reflection of underlying cardiac physiology, since its morphologic and temporal features are produced from cardiac electrical and structural variations. The paradigm of ECG interpretation has remained largely unchanged for decades: both physicians and computer algorithms apply specific rules -initially established by empiric, manual analysis and codified by clinical guidelines -to interrogate the ECG tracing for evidence of underlying disease (4) .
Although modern ECG interpretation emphasizes binary classification (e.g. left ventricular hypertrophy or not), given the multiple physiologic and structural correlates of ECG signals, ECGs could be trained to estimate continuous parameters (i.e. a regression model), including structural and functional attributes of the heart. Moreover, for both classification and regression tasks, modern algorithms should also identify which components of the ECG signal drive their performance. Such an approach would provide the foundation not only to enable the discovery of new associations between the ECG signal and disease pathology, but also provide the transparency needed to reassure physicians and patients about the basis and validity of any automated diagnosis or parameter estimate.
Since their introduction over 40 years ago (5), computerized algorithms have assisted physicians in ECG interpretation and are largely based upon the same expert-designed rules used by physicians. These rules have themselves been largely unchanged for decades, and derive from empiric, manual analysis of ECGs from various disease cohorts (6) . Analysis performed in this way can only evaluate simple heuristics on a small subset of the total information contained in an ECG, and has led to the familiar menu of criteria by which ECGs are evaluated, such as an R-wave >12mm in lead aVL suggesting left ventricular hypertrophy, according to the modified Cornell criteria (7) . This traditional approach to ECG analysis does not readily account for high-level interactions between ECG signals from multiple leads, or small visually imperceptible yet informative changes which may exist in the signal, particularly in early disease stages.
Novel techniques to analyze digital ECG data at largescale would be foundational toward the goals of both improving algorithmic ECG interpretation and identifying novel ECG correlates of cardiac disease beyond existing criteria, all within a low-cost structure. A physician's ability to track disease could also be substantially augmented by the ability to monitor and integrate subtle changes in serial ECGs. Presently, there does not exist an automated, scalable, algorithmic method to perform detailed longitudinal tracking and comparison of ECGs.
Machine learning algorithms have recently demonstrated revolutionary performance in the fields of computer vision (8) and speech recognition (9) , and more recently in medical applications (10, 11) , but many of these innovative models suffer from being largely uninterpretable (12) . In high-stakes fields such as medicine, this limits the ability to understand successes or troubleshoot failures, potentially dampening physician adoption of an unfamiliar technology.
We aimed to develop and test an algorithmic framework that facilitates scalable analysis of ECG data, while preserving interpretable parallels to cardiac physiology. This approach aspires to expand the flexibility and scalability of algorithmic ECG analysis, laying the crucial foundation to perform a wide range of novel ECG-based tasks including improving accuracy, estimating quantitative cardiac traits, performing longitudinal tracking of serial ECGs, and monitoring disease progression and risk.
Materials and Methods
The source code for this project, including model weights, is available at https://bitbucket.org/rahuldeo/ecgai/.
A. Human Subjects Research. University of California, San Francisco (UCSF) institutional review board approval was obtained for this study.
B. Overview: Automated and interpretable ECG profiling for disease detection, tracking and discovery. We sought to develop an automated, scalable, and interpretable method to characterize 1) cardiac structure and 2) diastolic function; and 3) detect and track disease using patientspecific ECG profiles. Figure 1 demonstrates the analysis pipeline, data inputs and number of ECGs that were used in each step of algorithm development and validation. We termed the entire approach as ecgAI -referring to "artificial intelligence".
C. ECG Data. Standard 12-lead ECG data from 2010-2017 was obtained in XML format from the University of California, San Francisco (UCSF) clinical MUSE ECG database (MUSE Version 9.0 SP4, GE Healthcare, Wauwatosa, WI). Based on accompanying clinical and echocardiographic (echo) information (described below) we selected 36,186 ECGs, from which raw ECG voltage data was extracted for each of the 12 individual leads recorded over 10 seconds; 60% of data was sampled at a frequency of 500Hz, and 40% was sampled at 250Hz. As part of routine clinical care, each clinical ECG undergoes initial analysis by the GE software (MAC 5500 HD, Version 10, Revision F; Marquette 12SL; GE Healthcare, Wauwatosa, WI), and the interpretation is subsequently changed or confirmed by a UCSF cardiologist. We extracted standard ECG GE MUSE measurements, as well as final cardiologist-confirmed ECG diagnostic interpretations. Data from the UCSF electronic health record was obtained for relevant patients, including medical diagnoses, medications, specialty clinic referrals, and echo measurements.
D. Selection of studies for model development.
We selected a subset of ECGs to train models for estimation of cardiac structure and function and detection of disease. To facilitate model development, we restricted the analyses to those ECGs for which the GE/UCSF rhythm interpretation was normal sinus rhythm.
For cardiac structure models, we searched the UCSF echo database for all instances of patients with echos and ECGs collected within 30 days of one another and who had recorded measurements either of left ventricular mass or left atrial volume. We found 10082 (Table S1 ) and 8289 (Table  S2 ) studies, respectively, that met these criteria. For cardiac diastolic function, we performed a similar search and found 4205 instances of patients with an ECG and a recorded mitral annulus medial e' value on echo within 30 days of each other (Table S3 ). There were fewer instances of lateral e' values recorded within our database and we thus focused our efforts on the medial e' metric.
We selected four diseases for which to perform a clinical demonstration of automated detection and tracking of disease using patient ECG profiles: pulmonary arterial hypertension (PAH), hypertrophic cardiomyopathy (HCM), cardiac amyloidosis (CA) and mitral valve prolapse (MVP). We previously identified the PAH, HCM and CA patients as part of a parallel study on developing a computer vision pipeline for automated echo interpretation (13) . Briefly, on chart review HCM patients met guideline-based criteria (14) ; CA patients had both echo evidence of hypertrophy and confirmation of amyloidosis by biopsy or imaging; and PAH patients had an echo-indication of PAH and were on one of four PAH specific medications. MVP patients were identified by querying the UCSF echo database for patients with single or bileaflet MVP. Echo studies were subsequently over-read by a second board-certified cardiologist to confirm the diagnosis. We selected all ECGs corresponding to these patients that were available in XML format. To build classification models, we also matched each ECG to up to five ECGs matched by age (in 10 years bins), sex, year of study and race (the patient demographic information for ECGs in our archive has been organized in a python dictionary to facilitate the control selection process). Patient and study characteristics are described in Tables S4, S5 , S6, and S7.
E. ecgAI: a machine learning based approach to ECG segmentation. To develop novel models to extend the util-F Deriving patient-level ECG profiles ity of ECGs, we needed an efficient way to derive patientspecific ECG profiles, vectors of uniform length that capture the variation in ECG voltage over different leads. This first required a method to segment ECGs into their different components.
Historically, ECG segmentation has involved the application of a discrete or continuous wavelet transform to the raw ECG signal to help identify peaks (15) . Typically, the QRS complex is located first, and then heuristics are applied (e.g. march backwards no more than a certain number of milliseconds until the signal diminishes below a certain threshold) to determine the onset of the QRS and the onset and termination of the P and T waves. Additional heuristics can be introduced to deal with abnormal heart rhythms such as atrial fibrillation or premature beats as well as difficult to detect P-waves and abnormally shaped QRS complexes.
Although effective, such heuristic-based approaches tend to be challenging to develop, as one must enumerate the exceptions to this initial approach and devise new rules to accommodate them. In this work, we explored the development of an alternative, technically novel approach to train an ECG segmentation model, capitalizing on recent advances in machine learning in the fields of computer vision and signal processing.
E.1. Convolutional Neural Networks for ECG segmentation.
Building on our initial success in segmenting echos (13), we trained a convolutional neural network (CNN)-based model to delineate individual segments within the ECG. Convolutional neural networks and the broader approach of "deep learning" have revolutionalized the field of computer vision (16) . Deep learning involves training a multilayer model, where each layer achieves an expanded representation of the layer below it. The lowest level takes in raw data and learn how to perform an initial level of abstraction, such as recognizing edges in an image. Each subsequent layer takes as input the layer below it and builds ever more complex abstractions. The top layer can then be used for a classification task, such as recognizing the subject of an image or localizing objects within it (i.e. segmentation). Unlike heuristic-based approaches, CNN models do not require user-specified rules but instead rely on abundant amounts of labeled input data. They then learn the rules needed to perform the desired task.
As training data, we downloaded raw ECG voltage data from two sources: 112 ECGs from the PTB Diagnostic database (17) and 58 ECGs from the UCSF database. For each ECG, we extracted a two-second strip and manually assigned to each one millisecond block one of six possible labels: P wave, PR segment (termination of P wave to start of QRS), QRS complex, ST segment, T wave, and TP segment.
We then trained a multilayered neural network to detect these segments within an ECG. The architecture of our network was based on the U-net network (18) (2 A). Our network accepted a 12 x 2000 input vector and was composed of sequential contracting and expanding paths with a total of 32 convolutional layers, 5 max pool layers, and 3 deconvolutional layers. The output of this CNN is a vector of ECG segment classes, identical in length to the input vector. (Sup-
E.2. Enhancing ECG segmentation with Hidden Markov
Models. Although U-Nets can provide accurate segmentation of objects, they fail to take advantage of the obligate ordering of elements in a typical ECG. For example the ST segment must follow a QRS complex and T waves should follow the ST segment. We thus trained a second machine learning model known as a Hidden Markov Model to accept the output of the U-Net and provide improved segmentation. Hidden Markov models (HMM) consists of four elements (19): 1) an exhaustive set of different states, which in our case represent the different of segments of the ECG; 2) baseline probabilities of the states, reflecting the relative duration of the various segments; 3) the probability of moving from one state to another, which is captured in a transition probability matrix; and 4) an emission probability matrix. The emission probability matrix describes the probability of seeing a given state in the input data, conditional on the true underlying state. It addresses the issue that noisy input data, such as the output of the U-Net, has many examples where the true state is incorrectly assigned. The probabilities of these errors are not uniform -for example noise in the TP segment is sometimes interpreted as a new P wave, but one is unlikely to confuse the TP segment with a QRS complex. To train the HMM, we input baseline and transition probabilities based on our manually segmented data and allowed the model to learn emission probabilities from the U-Net output on the training data.
As a final step, we introduced a series of simple heuristic filters to eliminate implausibly short ECG complexes (i.e. <10 mseconds).
E.3. Validation of ECG segmentation.
Validation of segmentation performance was done in two ways. First we computed the Intersection over Union metric, or IoU, to compare the model output to manual labels. The IoU takes the number of pixels which overlap between the ground truth and automated segmentation (for a given class, such as the QRS complex) and divides them by the total number of pixels assigned to that class by either method. It ranges between 0 and 100.
Second, we calculated standard ECG intervals based on the CNN-segmented ECGs for all ECGs in our sample and compared these against 141,864 ECG intervals derived from the GE MUSE software (these were derived from the 35,466 ECGs for which all four intervals were computed by both methods). Concordance between intervals was assessed using absolute differences, as a percentage of the reference (MUSE) value.
F. Deriving patient-level ECG profiles.
Because ECG waveforms and intervals have corollaries to electrical and structural cardiac physiology, a crucial principle to our approach aimed to create a representation of the raw ECG data which preserves these features while still decreasing the feature space, making it tractable for analysis by interpretable machine learning algorithms. This approach also facilitates longitudinal tracking of clinically important features over time. To achieve this, we developed a 725-component A subset of ECGs were selected from the UCSF for training interpretable models to estimate cardiac structure and function and detect and track disease. Segmentation of these ECGs enabled computation of standard physiologic intervals, which were then compared with the output of the MUSE/UCSF reference data. ECGs with good agreement were used to derive a 725-element patientlevel ECG profile vector, which then served as input to train regression and classification models using the gradient boosting algorithm. The primary ECG features underlying each of these models was examined. Number of ECGs used for the various tasks are indicated in parentheses. H Disease detection and tracking: Training Gradient Boosted Models to Quantify Diseases ECG vector representation consisting of the following components, all of which were derived from corresponding segments of the CNN-segmented ECG. The PR interval, P-wave duration, QRS interval, heart rate, and QT intervals were calculated and averaged across all cardiac cycles and across 12-leads, and the five averaged values were included as five components in the ECG vector. For each of the following segments, the vector of raw-voltage amplitude from each of the 12 leads was resized to 20 pixels by linear interpolation, averaged across all cardiac cycles, and included as ECG vector components (totaling 720 components): the PR interval, the QRS complex and the ST-T-wave complex (including both the ST segment and the T wave).
This 725-component ECG vector representation was calculated for each study ECG and input into machine learning algorithms, as below, for estimation of cardiac structure and function and for disease detection. Distinct from inputing raw ECG voltage data into a neural network (20, 21) this vectorization process preserves meaningful representations of features within the ECG, facilitating interpretability.
G. ECG-Derived Estimates of Cardiac structure and
Function. The ECG patient vector was used as an input to train models to estimate left ventricular mass (indexed for body surface area, LVMi), left atrial volume (indexed, LAVOLi) and mitral annular medial e' (medial e'). Anticipating complex interactions among input features, as well as heterogeneity amongst patients (22), we employed a machine learning algorithm known as a Gradient Boosted Machine (23) (GBM), which is an ensemble regression-tree based technique. In this technique, a large number of decision trees are fit sequentially, with each successive tree being fit to the residuals of the prior tree, allowing each tree to become an expert in a subset of the data. In addition to being among the most powerful machine learning techniques for both classification and regression, the relative importance of input predictors in GBM models can be examined through variable importance analysis, providing results that are interpretable with respect to ECG representations of cardiac physiology. Individual GBM models were trained to estimate the three continuous structure and function metrics. We also generated dichotomous measures for each of these, treating controls as individuals with values below (for LVMi and LAVOLi) or above (medial e') the median value, and cases as individuals above or below the 10th percentile (Tables S5, S6 , and S7). Given that we noted occasional inaccuracy in both our CNN-HMM segmentation model as well as in the MUSE values, we limited our models to ECGs with substantial agreement (mean difference < 10%) across the RR, PR, QRS, and QT intervals. There was no appreciable difference in patient characteristics for this subset (Tables S1, S2 , and S3). Models were fit using the GBM function in the R caret package. Tuning parameters were selected in an automated manner using 3-fold cross-validation. Accuracy was assessed using 5-fold cross validation, with AUROC curves used to evaluate classification tasks and absolute differences (50th, 75th, and 95th percentiles) and Bland-Altman plots (24) used for continuous measures. Variable importance was extracted for each of the 725 features and averaged over cross-validation runs. To facilitate interpretation, values for voltage variation in ECG leads were binned so that each segment (e.g. QRS) was represented by 5 rather than 20 bins.
H. Disease detection and tracking: Training Gradient
Boosted Models to Quantify Diseases. In addition to quantifying cardiac structure, we also trained GBM models using similar methods to detect PAH, HCM, CA, and MVP. Separate GBM models were trained to output a probability for each disease based on an input ECG vector. To demonstrate the use of this approach to track longitudinal changes in disease over time, we selected all patients who had ECGs in two or more years, and took the median score per patient for each year. Scores were plotted as a function of year.
I. Statistical Methods. All analyses were performed using R 3.3.2 or python 2.7. Differences between case and control characteristics for the diseases detection models were performed using two-tailed Wilcoxon-Mann-Whitney tests, t-tests, or chi-square tests. Only a single value was taken per patient in these pairwise comparisons. The areas under the receiver operating characteristic curve for disease detection models were computed with the help of the pROC and hmeasure packages in R. Confidence intervals were generated by the method of Delong (25) , as implemented in the pROC package. The only predictor for these models was the patient-level disease score, as output by the GBM model.
Convolutional neural networks were developed using the TensorFlow python package (26) . Signal manipulation (such as linear interpolation for resizing) was performed using scikit-image (27) .
Results

J. Validation of ecgAI Machine
Learning-based ECG Segmentation. Our ecgAI algorithmic pipeline (Figures 2A  and 2B ) was trained on 170 manually segmented ECGs, and deployed on 36,186 sinus rhythm ECGs (Figure 1 ). Example output from the ecgAI model is shown in Figure 2C , with every time-step along the ECG tracing being classified as belonging to one of the six segments (illustrated in the Figure  by separate colors) .
The IoU metrics for ECG segmentation were 91 (P wave), 85 (PR segment), 94 (QRS complex), 88 (ST segment), 91 (T wave), and 92 (TP segment). As a second indirect validation of segmentation performance, standard ECG interval measurements were calculated based on ecgAI segmentation on 35,466 ECGs not included in the training set and compared against the reference MUSE values (Table 1) . Overall, intervals calculated from ecgAI-derived segmentation demonstrated good agreement with MUSE calculated intervals. Median absolute deviation between ecgAI-derived intervals was <6% when compared to MUSE interpreted intervals, with Heart Rate, PR, QRS and QT intervals exhibiting 0.6%, 3.0%, 5.6% and 4.4% median absolute deviation, respectively (Table 1) . Intervals from ecgAI-measurements 
K. ecgAI Performance to Quantify Cardiac Structure.
Though it is not standard to quantify the severity of cardiac structural abnormalities using ECGs, the presence of continuous measurements in the gold-standard echocardiographic studies enabled us to train ecgAI to estimate quantitative metrics. Median absolute deviation of ecgAI predictions against reference echo measurements varied by structure: the lowest deviation was for LVMi (16.5%), intermediate deviation was for mitral annulus medial e' (19.1%), and the greatest deviation was for LAVOLi (22.9%) ( Table 1) . For all three structural measurements, there was a tendency to overestimate low values and underestimate high values ( Figures 4A, 4B and S1), suggesting a more limited dynamic range for ECG compared to echo. When the continuous measurements for the cardiac structures were dichotomized, the model demonstrated strong discrimination for both left ventricular hypertrophy and diastolic dysfunction with AUROCs of 0.87 (95% confidence interval: 0.86-0.89) and 0.84 (95% CI 0.82-0.86) respectively ( Figure 4C, 4D ). Left atrial enlargement had a much lower AUROC of 0.62 (95% CI 0.60-0.64), most likely reflecting a failure of the ECG to correctly estimate large atrial volumes.
We identified those ECG components (waveform voltages and intervals from the 725-component patient-level ECG profile) which most strongly contributed to classification for each cardiac structural abnormality ( Figure 4E , F, Table S11 . For LVMi, QRS duration was the strongest predictor with a variable score of 4.0, followed by P wave duration (3.3), QT duration (1.7), the middle portion of the QRS from lead V3 (1.5, segments 8-12 out of a total of 20) and the middle portion of the ST-T complex from lead V1 (1.3, segments 12-16) ( Figure 4E , Table S11 ). Collectively, these reflect many of the classic criteria for left ventricular hypertrophy (28) .
For medial e' the strongest predictors were PR duration (3.1), QT duration (2.9), P wave duration (2.4), the middle portion of the ST-T complex from lead V1 (1.8, segments [8] [9] [10] [11] [12] , and heart rate (1.2). For LAVOLi, top predictors were QT duration (4.6), P wave duration (4.5), QRS duration (1.4), PR duration (1.3) and the middle portion of the QRS from lead V6 (0.97).
L. ecgAI Performance for Cardiac Disease Detection.
In addition to quantifying cardiac structure, we applied ecgAI toward disease classification and the discovery of ECG predictors of each disease. (Figure 5 ). The strongest discrimination was observed for a model for PAH which had an AUROC of 0.94 (95% CI 0.93-0.95). Key predictors for PAH included the middle portion of QRS from lead V1 (variable score = 4.5, segments 8-12), reflecting a tall R' ( Figure 5G , p<2x10 −16 ), followed by the latter and middle portions of the QRS from lead V1 (1.6, segments 12-16; 1.4 segments 12-16), reflecting a deep S wave; and the early portion of the P-PR complex from lead V3 (0.9, segments 4-8) and aVR (0.9, segments 4-8), presumably reflecting right atrial enlargement ( Figure 5A -5B, Table S12 ).
HCM had the next strongest discrimination with an AU-ROC of 0.91 (95% CI 0.90-0.92). The strongest predictors of HCM were the latter portion of the ST-T complex from lead V1 (3.8, segments 12-16), which can be markedly deeper in some HCM patients ( Figure 5H, p<2x10 −16 ), the P wave duration (3.5), QT duration (2.7), PR duration (2.4), and the middle portion of the QRS from lead aVR (1.3, segments 12-16) ( Figure 5C-5D , Table S12 ).
CA had an AUROC of 0.86 (95% CI 0.82-0.89), and the strongest predictors in this model were the early portion of the QRS from lead aVR (3.0, segments 4-8), which is blunted in voltage in CA patients (( Figure 5I, p=3x10 −7 ) , QRS duration (1.3), the middle and early portions of the QRS from lead I (1.2, segments 8-12; 1.1, segments 4-8) , and the earliest portion of the QRS from lead V1 (1.1, segments 0-4) ( Figure 5E -5F, Table S12 ).
The MVP showed the weakest discrimination, with an AUROC of 0.77 (95% CI 0.76-0.78, 5), a disease not known to strongly impact ECG morphology. The top predictors for MVP included PR duration (3.3), the early portion of the QRS from lead V2 (1.2, segments 4-8), the earliest portion of the QRS from lead V3 (1.2, segments 0-4), P wave duration (1.1) and QT duration (0.97) ( Figure S2 , Table S12 ).
M. Serial ECGs Analysis with ecgAI to Perform Within-Patient Disease Tracking. By applying ecgAI to serial
ECGs of PAH patients, we obtained a progression of scores over time corresponding to the degree to which the model estimated likelihood of PAH based on ECG features ( Figure  6A ). The dashed blue line represents the PAH score at which PAH is identified with 80% sensitivity and 90% specificity. Patients typically have scores that remain with a narrow range but there are some exceptions -and we highlight the three most prominent ones. Figure 6B shows a time course of ECG tracings for the individual depicted by the purple trajectory in Figure 6A ). In 2010 and 2011, ECG tracings do not have any marked abnormalities. In 2015 and 2017, ECG tracings appear increasingly abnormal, with a prominent R wave and T wave inversion in lead V1, and QRS changes and a tall prominent P wave in lead I. These progressive ECG changes over time correspond with the increasing PAH scores from 2010-2017.
Two other patients (trajectories colored in red and yellow) had precipitous decreases followed by subsequent increases in score ( Figure S3 ). In both cases, the ECG tracings from the high PAH score year appear abnormal, featuring prominent R waves in V1 and a more negatively directed QRS vector in lead I. In contrast (and for unclear reasons), the subsequent low PAH score ECG tracings for both individuals appear substantially different and more normal, with a decrease in R wave prominence in V1 and normalization of the QRS in lead I ( Figure S3B ). The GBM PAH score thus tracks well with visible morphological change in the ECG. Table 1 . Comparison of ecgAI-derived measurements and those derived from MUSE (ECG inervals) or 2-dimensional echocardiography (structure/function metrics). The absolute differences between ecgAI and reference values are reported as % of reference measurements in order to compare across metrics. For each metric, 50%, 75%, and 95% of studies have an absolute difference between automated and manual measurements that is less than the value included in the corresponding columns. IQR = interquartile range.
Fig. 3. Comparison of ecgAI (HMM+CNN) derived measurements and MUSE/UCSF values for four commonly reported ECG measurements.
Each scatterplot depicts 35,466 comparisons. The line y=x is drawn to help identify any bias. The unit for heart rate is beats per minute while that of the other three metrics is milliseconds.
Discussion
In keeping with a widespread adoption of machine learning across nearly every industry, there has been a dramatic increase in publications applying these methods to carry out routine diagnostic tasks in medicine. Most of these have emphasized matching or even outperforming practicing physicians, whether it be for interpreting retinograms (10), skin disorders (11), chest x-rays (29), mammograms (30) , bone x-rays (31), heart rhythm abnormalities (20) , or deciphering which view was collected by a cardiac sonographer (32, 33) . As the field matures, it will be important to think carefully about how exactly these automated interpretation models will be accommodated within the current clinical workflow. Our current work, similar to our prior work on echocardiography (13), proposes how fully automated interpretation might enable studies that otherwise would not be done, such as detecting and tracking adverse cardiac remodeling in asymptomatic patients in a primary care clinic. Nonetheless, for all these applications that hope to guide medical decisions, an important question is whether the machine learning algorithms can provide physicians and patients an adequate explanation as to why a certain automated diagnosis or recommendation was made (12) . Although in some examples that may be unnecessary -and a black box approach might suffice -in most cases where there is need of a complex decision, it is expected that a clear rationale is provided, ideally one which can be verified (in our case, visually) by the physician and potentially even by the patient.
Here we emphasize three facets of an artificial intelligence approach to ECG interpretation that differs from these prior works: 1) the use of machine learning to extend the utility of a diagnostic tool to applications beyond what would be possible by human readers; 2) the focus on eliciting interpretable features which can be used to both justify an automated diagnosis within clinical care and inspire new research on physiological correlates of disease; and 3) the demonstration of a flexible framework that permits estimation or classification for a broad range of cardiac metrics and diseases. Although feature extraction has long been part of the typical ECG analysis pipeline (34) , it has been performed primarily for the purpose of reducing the ECG to a simpler set of descriptors, since it was not tractable to input raw ECG data into classifier algorithms and yet maintain algorithm performance. The recent emergence of deep neural networks for ECG analysis (20, (35) (36) (37) arguably lessened both of these needs, making it possible to input raw ECG data and demonstrating performance gains for certain tasks. But neural networks, at least presently, are used at the cost of interpretability. Feature extraction within our framework aims instead to delineate portions of the ECG signal that have clinical meaning and culminates in the patient-level ECG profile, enabling the use of down-sampled raw data for machine learning. This results in outputs that are more interpretable, even compared to approaches where simple abstractions of the ECG signal, such as slopes, ratios, or displacement, are performed (28).
While we apply this approach to three structural and four disease entities, this framework can be expanded broadly to any application, many of which may not be readily apparent. Notably, the composition of the ECG feature vector could also be modified in future applications to incorporate diseasespecific knowledge in order to better capture specific aspects of cardiac physiology.
We believe that the enormous potential of applying machine learning to medicine must lie in its ability to illuminate patterns across large quantities of data in a way that preserves clinical interpretability, both to maintain physician and patient agency in decision-making and to enable knowledge discovery. And we suggest that this does not necessarily have to come at the cost of algorithm performance. In the case of ECG-disease correlates, there is ample evidence that previously recognized ECG-predictors represent only a fraction of informative features of any disease (35, 38) , making the case for data-driven discovery of novel ECG correlates. Applying our analysis framework to detect several diseases demonstrated strong discriminative ability to identify PAH (AU-ROC=0.94) and HCM (AUROC=0.91), and slightly weaker ability for CA (AUROC=0.86) and MVP (AUROC=0.77), using ECG inputs alone. Because the ECG is only one component upon which the clinical diagnosis for any of these diseases is made, most prior studies tend to highlight the association of various ECG features with disease status, rather than describing the global discrimination performance (39-45) -limiting our ability to directly compare our performance. In work bearing the most similarity to ours (41), the authors used various ECG features to identify HCM patients from non-HCM patients, and also reported strong performance across several global metrics for HCM detection. The focus of their approach, however, remained the optimization of predictive performance rather than enabling clinical interpretability through informative ECG features. Similarly, we emphasize the distinction between our approach and others which use manually-derived features or proprietary software, which significantly limits scalability and interpretability (46) . In our study, the ECG-based features identified as most strongly contributing to prediction for each disease have clear physiologic parallels -such as ECG-correlates of right ventricular hypertrophy in PAH and myocardial infiltration in CA -which conforms to our expectations based on pathophysiology, and increases confidence in and acceptance of model performance. Furthermore, the novel predictors identified by our models may provide inroads into future investigation.
It has long been recognized that serial ECGs can reflect changes in cardiac structure and morphology, which can also correlate with risk for adverse outcomes (47) . Prior efforts have illustrated that ECG features change with disease progression (48, 49) and even in response to treatment (50) . Our approach is well suited to perform algorithmic longitudinal ECG tracking, and has the advantage of not being limited to a priori derived ECG features, and instead can learn high level interactions or continuous feature weights from the data.
Although we used a specific machine learning pipeline to rapidly segmenting ECG in this work, other methods, including any of the existing heuristic based segmentation algorithms, could also be used to derive patient-level ECG profiles (51). We also note as an additional limitation that our models are currently optimized to analyze ECGs in normal sinus rhythm. To obtain ECG profiles for patients with more complex rhythms (such as the presence of premature or paced beats) will require expanding our training data and the states considered in our HMM, though we envisage these would be straightforward to train within a CNN-HMM framework. Furthermore, although large in scale, our data still derived from a single medical center.
Quantitative patient tracking using the output of multidimensional models is not performed routinely for ECGs or even echos, in part because of long-standing fears that it might obscure the diagnostic process (52, 53) . With the current wide-spread availability of digital data, we strongly believe such concerns should be revisited, both for the benefit of the physician and patient. To this end, a primary motivation of this work is to demonstrate how we can extract much more knowledge from our current low-cost input data, all in an automated manner, and yet remain transparent to physicians, patients, and researchers about the provenance of these insights. 
