We present an analytic study of the Potts model partition function on two different types of self-similar lattices of triangular shape with non integer Hausdorff dimension. Both types of lattices analyzed here are interesting examples of non-trivial thermodynamics in less than two dimensions. First, the Sierpinski gasket is considered. It is shown that, by introducing suitable geometric coefficients, it is possible to reduce the computation of the partition function to a dynamical system, whose variables are directly connected to (the arising of) frustration on macroscopic scales, and to determine the possible phases of the system. The same method is then used to analyse the Hanoi graph. Again, dynamical system theory provides a very elegant way to determine the phase diagram of the system. Then, exploiting the analysis of the basins of attractions of the corresponding dynamical systems, we construct various examples of self-similar lattices with more than one critical temperature. These multiple critical temperatures correspond to crossing phases with different degrees of frustration.
Introduction
In the analysis of critical phenomena and phase transitions the dimensionality of the lattice plays a key role (see, for a detailed review, the classic book [1] ). For instance, it is known that in the case of the Ising model on one-dimensional lattices without an external magnetic field the thermodynamics is rather uninteresting and long range correlations are exponentially suppressed. In the case of two-dimensional lattice models many interesting phase transitions do indeed occur and many exact results are known (see, for example, the classic review [2] ). The intriguing geometry of fractals, whose (Hausdorff) dimension is generically a non-integer number, allows one to explore the phase diagrams of lattices whose dimension lie between one and two as well.
Usually, fractals have simple and recursive definitions, they display a fine structure at arbitrarily small scales in a "self-similar" fashion. Fractals often appear in the analysis of dynamical systems [3, 4] . Here it will be shown that, in a sense, the converse is also true: namely, the computation of the partition function on a large class of fractal lattices can be reduced to the analysis of a dynamical system.
We will concentrate on the Potts model which is the most natural generalization of the Ising model. This model is able to describe both first and second order phase transitions (detailed reviews on its connections with other areas in physics and mathematics are [2] and [5, 6, 7, 8] ) thus it is an extremely important task to develop new methods in order to provide one with the exact phase diagram of the Potts model on interesting lattices. It is much harder to solve the Potts model for generic spin states number q rather than the Ising model: only the Ising model on a square lattice has been solved in the theormodynamical limit by Onsager [9] while the analytic solution of the Potts model in two dimensions on infinite square lattice is still to be found. Very few exact results of the Potts model are known in dimensions higher than one 1 (see [2] ).
The Sierpinski gasket
Let us consider the following recursive sequence of lattices which will be labelled as T (n) where the label n denotes the recursive step (Fig.1) . The lattice T (1) is nothing but a triangle. The lattice T (2) can be obtained from T (1) by adding three new vertices in the midpoints of the three edges of T (1) and joining them by three new edges in such a way that the original triangle T (1) is divided into four triangles and so on. Thus, the lattice T (n + 1) can be see as three lattices T (n) joined in such a way that each of the three triangles T (n) has just one vertex in common with each of the Figure 1 : T (1) is a lattice with three vertices and three edges, T (2) is a lattice with six vertices and nine edges, T (3) is a lattice with fifteen vertices and twentyseven edges and so on. In general, the number of vertices at step n is (3 n + 3)/2 while the number of edges is 3 n . The number of internal sites of T (n) is (3 n − 3)/2 and the number of external sites is always 3.
other two T (n) triangles. The n → ∞ limit leads to the well known fractal structure named Sierpinski triangle or Sierpinski gasket.
The most interesting characteristic of this lattice is that, unlike the Bethe lattice, the T (n) lattices (when n is very large) have many non-trivial closed paths. This is a very important characteristic since it is well known (see, for instance, [1] ) that the absence of non-trivial closed paths on a lattice can make the corresponding partition function trivial. For this reason, the phase diagram of fractal lattices without a large enough number of loops (such as the Koch snowflake) would be uninteresting.
Indeed, for n → ∞, T (n) can be considered as a lattice living in more than one dimension, its Hausdorff dimension
The only known lattices on which it is possible to find the exact partition functions of the Potts model are strip lattices of finite width. It is trivial to see that, for any finite width, the Hausdorff dimensions of these lattices is always one. Thus, even if strip lattices can often provide one with valuable informations on the thermodynamics of more realistic systems, it is clear that from the quantitative point of view they cannot go really beyond one dimensional physics. On the other hand, the class of T (n) lattices defined above live naturally in more than one dimension and for this reason the corresponding thermodynamics could be very interesting.
Dichromatic Polynomial and the Partition function
The most useful way to compute the Potts model partition function for the purposes of the present paper is through the dichromatic polynomial (for a detailed review see [31] ). This is a very powerful and pliant formalism suitable for a very wide range of application since it was designed to deal with generic types of lattices. The dichromatic polynomial K [X] of a lattice X coincides with the partition function of the Potts model on X (see, for instance, [5] ). It depends on the variable q, the number of spin states per site, and on the variable
where β = 1/k B T , k B is the Boltzmann's constant, T is the temperature and J is the coupling. It is also worth noting here that the ranges −1 ≤ v ≤ 0 and 0 ≤ v ≤ ∞ correspond to the antiferromagnetic regime and the ferromagnetic regime respectively. The dichromatic polynomial K [X] of a graph X can be computed by a successive application of the following rules:
1. (deletion-contraction algorithm) the dichromatic polynomial of a graph X in which two points are connected by an edge K [• − •] is equal to the sum of the dichromatic polynomial K [• •] of a graph obtained from X by removing the edge plus v times the dichromatic polynomial K [• = •] of a graph obtained from X by collapsing the edge 3 so that the external vertices of the edge are identified, i.e.
2. the dichromatic polynomial K [• ∪ X] of a graph X plus a point not connected with X, is equal to the product of the dichromatic polynomial of X times q, i.e.
3. the dichromatic polynomial of a single point is equal to q, i.e.
As far as the goals of the present work are concerned, the most important property of the definitions in Eqs. (2.2), (2.3) and (2.4) is that they are local rules: namely, such rules act on an edge (or on a point) and they do not depend on the structure of the graph far from the edge (or the point) on which they are acting.
The basic idea of the present paper is to directly exploit the recursive symmetry of the class of lattices T (n) in order to construct analytically the partition function of T (n) which will be denoted as K (n):
and certainly the use of the rules 1, 2 and 3 is a key point to achieve that.
The geometry of self-similar lattices suggests to search for an inductive procedure which should allow one to construct the partition function at step n + 1 from the informations of the step n. Thus, the question is, which is the minimal amount of physical informations coming from the step n needed in order to construct K(n + 1)?
Using properly Eqs. (2.2), (2.3) and (2.4) and introducing suitable geometrical coefficients characterizing the connectivity patterns of the vertices of the Sierpinski gasket, it is possible to derive the exact expression of the partition function K (n + 1) at step n + 1 in terms of the geometric coefficients of the step n. As it will be shown in the next sections, in this way one reduces the problem of computing K(n) to the problem of analysing a simple dynamical system which lead to a quite clear analysis of the thermodynamical properties of T (n) in the large n limit.
Connectivity coefficients of T (n)
In this section we will describe how the connectivity coefficients defined below appear as the natural set of variables to describe the phase diagram of the system. The lattices we are interested in have triangular shape and symmetry under 2π/3−rotations: the three external vertices • a , • b and • c of T (n) will be treated as marked points. Let us apply the rules of the dichromatic polynomial to every edge and to every internal vertex of the graph T (n) but without evaluating the three vertices 
where the connectivity coefficients are x(n), y(n) and z(n). So far, the expression (3.1) is a generic ansatz for any lattice with the same structure of external points • a , • b and • c and symmetry under 2π/3-rotations. Of course, the partition function K(n) and the connectivity coefficients satisfy the following relation
To clarify the above definitions, let us consider the simplest example: the partition function of T (1). It is easy to check that the connectivity coefficients of the triangle T (1) are
thus replacing (3.3) in (3.1) and recalling that
one immediately recovers the usual expression for the partition function of T (1). The physical interpretation of the connectivity coefficients in terms of the phase diagram of the system is quite transparent (see Fig.2-Fig.6 ). When n is very large (which is the thermodynamical limit), one can classify the phases of the system as follows: the range of temperatures in which
is a sort of a high temperature phase since, when the above inequalities hold, long range correlations are suppressed. This is clear from (3.1) because x(n) is the coefficient which corresponds to the terms of K(n) where the vertices • a , • b and • c of T (n) are not identified. Hence, the coefficient x(n) weighs the terms of K(n) which correspond to spin configurations of T (n) where the spins sitting at the vertices • a , • b and • c are not correlated.
On the other hand, if in the large n limit, one has
then (at least) one pair of the external vertices are identified (for definiteness, let us take • a and • b ). By definition of y (n) and z (n), this implies that in this phase it appears (at least) one huge path (let us call this path γ a←→b ) of neighbouring vertices which connects • a and • b such that all the spins sitting at the vertices of the path γ a←→b are in the same state. This is particularly interesting in the antiferromagnetic phase −1 ≤ v ≤ 0 since, at low temperatures, the spin degrees of freedom sitting on neighbouring vertices "would like to be" in different states. If, at low enough temperatures, it is not possible to satisfy the constraint of having neighbouring spins in different states one says that frustration appears. Therefore, the present variables are very well suited to detect the arising of frustration at macroscopic scales since, in the large n limit, the number of spin degrees of freedom belonging to path γ a←→b tends to infinity. The main goal of the present paper will be to establish if and when the Potts model on the Sierpinski gasket T (n) (and, in the next sections, on the Hanoi graph) in the large n limit has only the high temperatures phase or if a "frustrated phase" appears as well. As it will be explained in the next section, one can answer this question quite elegantly by means of the analysis of the fixed points of a suitable dynamical system. The next step is to exploit the self similarity of the Sierpinski gasket in order to derive a set of equations that relating the connectivity coefficients of the step n + 1 to the ones of the step n. Indeed, one could compute directly by "brute force" the three geometric coefficients x(n), y(n) and z(n): one should consider the Sierpinsky triangle after the n−th step and use the basic definitions in Eqs. (2.2), (2.3) and (2.4) without evaluating the three special points of T (n). However, it is very easy to see that in this way the number of terms to compute grows faster than exponentially with the number of edges. The connectivity coefficients in Eq. (3.1) are defined in order to avoid a brute force computation as it will be shown in the next section.
Decomposing K(n + 1)
In this section we will show how to express the partition function K(n + 1) of T (n + 1) and the coefficients x(n + 1), y(n + 1) and z(n + 1) at step n + 1 in terms of the coefficients x(n), y(n) and z(n) at step n. The vertices of T (n + 1) (which will be called • A , • B and • C ) will be the marked points. Each of the three T (n)−blocks composing T (n + 1) can be further decomposed into five terms according to Eq. (3.1). Then, one has to collect the terms which multiply [• A • B • C ] (they will form the coefficient x(n + 1)), all the terms which multiply [• A = • B • C ] (they will form the coefficient y(n + 1)) and all the terms which multiply [• A = • B = • C ] (they will form the coefficient z(n + 1)). After this step, one simply needs to collect the terms which arise according to the connectivity patterns of the vertices • A , • B and • C of T (n + 1) (see Fig.2-Fig.6 ). The result of this operations is the following dynamical system:
with the initial data given by
The functions f , g and h are homogeneous polynomials of degree 3 in the dynamical variables:
g(x, y, z; q) = 4qy 3 + q 2 xy 2 + 7y
h(x, y, z; q) = z 3 + 6yz 2 + 3qy 2 z. The first type of terms corresponds to the case in which three is no contraction between the external vertices. The second type of terms corresponds to the case in which two of the three vertices are contracted. The third type of terms corresponds to the case in which all the three external vertices are contracted. The contribution of the three types of terms to K(n) will be denoted as x(n), y(n) and z(n) respectively.
Figure 3:
Decomposition of the partition function K(n + 1) at step n + 1 using the definition of the geometric coefficients x(n), y(n) and z(n) at step n according to the connectivity patterns of the external vertices. The three blocks constituting T (n + 1) have to be decomposed keeping track of the connectivity of each block. From the first block one gets five terms, each one of them has to be further decomposed. track of the corresponding factor. In the picture, a specific path is followed up to the last step of the decomposition: x(n) (first step) y(n) (second step). It contributes to the coefficients x(n + 1) with a term
In this framework, the discrete evolution parameter n of the dynamical system (which is the recursive label of the Sierpinski triangles T (n)) corresponds to the size of the Sierpinski gasket T (n). Hence, the thermodynamical limit corresponds to the asymptotic analysis of the dynamical system in Eqs. (4.1) together with the initial data in Eq. (4.2) when n → ∞. It is also worth noting that, the temperature does not enter directly the dynamical system: in the present scheme, the dependence on the temperature (through v) only appears in the initial data in Eq. (4.2). On the other hand, the parameter q of the Potts model enters directly the equations of the dynamical system i.e. Eqs. (4.3), (4.4) and (4.5). The analysis can be performed for various interesting values of q; in the present paper we will focus on q = 1.1, q = 1.5 and q = 2. As it is well known in the theory of dynamical systems, the asymptotic behaviour is dominated by the attractive fixed points. In order to analyse the different phases of the Potts model on the Sierpinski triangle, one has to consider all the physically interesting ranges of v and then one has to study the corresponding evolutions of the dynamical system in Eqs. (4.1) for very large n.
The most evident gain of the present procedure can be seen as follows. If one would compute by "brute force" the partition function of the Potts model on the Sierpinski gasket after n steps, one should compute 5 2 n l terms using the definitions in Eqs. (2.2), (2.3) and (2.4). Therefore, roughly speaking, one should compute 2 It is convenient to exploit the homogeneity of the polynomials in Eqs. (4.3), (4.4) and (4.5) in order to reduce the above dynamical system to a system of two equations in two variables, η(n) and γ(n), as follows: 6) so that one gets a closed system for η and γ:
The formulation of the dynamical system in Eqs.(4.7) is also convenient as far as the physical interpretation is concerned since the high temperature phase corresponds to the range of temperatures for which, in the large n limit,
while, in the antiferromagnetic phase, frustration at macroscopic scales appears if
(see the discussion below Eqs.(3.5) and (3.6)). Indeed, from the physical point of view, one is interested in the thermodynamical large n limit of the Sierpinski gasket partition function K(n). Within the present framework, this corresponds to analyse the aymptotic behaviour of the dynamical system in Eqs. (4.7) in the large n limit for initial data of the form in Eq. (4.8) where v takes values both in the antiferromagnetic and in the ferromagnetic ranges.
In the section 6 we will show how to modify the initial data, corresponding to the Eq. (4.8) in order to consider different geometries of T (1).
Fixed points of the Sierpinski Gasket's dynamical system
Here, we will discuss the properties of the fixed points of the Sierpinski Gasket's dynamical system. The dynamical evolution will be analyzed in more details in the next sections.
The system in Eqs. (4.7) admits ten fixed points which, in general, depend on the parameter q only. Except for the stationary points henceforth named P 1 , P 2 and P 3 , whose coordinates are (η = 0, γ = 0), (η = − 2 ) respectively, the analytical expressions of the fixed points are rather cumbersome and not illuminating. Furthermore, the points P 1 , P 2 and P 3 are the most important in our analysis since, as it will be shown in the next sections, they are the only relevant points as far as the evolution of the initial conditions is concerned.
The existence range and stability properties of the ten fixed points are summarized in Table 1 (see also Fig.10 . It is worth noting a very peculiar feature of the present dynamical system. Even if the fixed point P 3 is unstable, it is relevant as far as the dynamics of the Sierpinski dynamical system is concerned: the technical reason is that such fixed points lies on the boundary of its own basin of attraction. This is a quite interesting feature as far as the theory of dynamical system is concerned.
Point
Allowed values of q
3 < q < 7 and 7 < q < ∞ unstable P10 3 < q < ∞ unstable Table 1 : Existence and stability of fixed points in the range 0 < q < ∞. These results are obtained from both analytical results and numerical integrations.
Potts model on Hanoi graph
In this section the previous method to analyse the phase diagram of the Potts model on Sierpinski lattice will be applied to another interesting class of triangular self-similar lattices known in the literature as Hanoi graph (see Fig.7 ). Hanoi graph is defined recursively: this class of lattices will be denoted as T h (n) while, as in the previous sections, the three marked points (or vertices) of T h (n) will be denoted as • a , • b and • c . The geometrical structure of the recursive transformation from the step n to the step n + 1 is quite similar to the one of the Sierpinski lattice but there is an important difference: the lattice T h (n + 1) can be see as three lattices T h (n) glued in such a way that the three triangles T h (n) constituting T h (n + 1) are pairwise joined to each other trough an edge. We will consider the three edges which are pairwise shared by the three T h (n) blocks at step n + 1 as bold edges: namely, in the following analysis, each of these three bold edges will be m simple edges in series of m simple edges in parallel (where m and m are positive integer numbers).
Figure 7:
According with the recursive definition of the Hanoi graph, the three n-blocks at step n + 1 are pairwise joined through edges.
Following the general procedure explained in sections 3 and 4, we expand the partition function of T h (n) in terms of the connectivity coefficients as follows,
This definition allows one to express the connection coefficients x(n + 1), y(n + 1) and z(n + 1) of T h (n + 1) in terms of the coefficients x(n), y(n) and z(n) of the step n along the same line used to analyze the Sierpinski gasket. The resulting discrete dynamical system is
2) the corresponding initial data is given by
3)
The functions f h , g h and h h are homogeneous polynomials of degree 3 and, in contrast with the ones for the Sierpinsky lattice, they include explicit dependence on the temperature, their explicit expressions being
The functions f (x, y, z; q), g(x, y, z; q) and h(x, y, z; q) on the right hand side of Eqs. It is worth to note here that in all the equations of the system there is a term which is the same as the corresponding term of the dynamical system in Eqs. (4.1) of the Sierpinski gasket multiplied by v 3 . Besides the terms which are similar to the corresponding terms of the Sierpinski gasket, in Eq. (5.4) for x(n + 1) there are three further terms. One term corresponds to the case in which all the three (bold) edges of T h (n + 1) have been deleted. Another term is proportional to v and corresponds to the case in which two (bold) edges of T h (n + 1) have been deleted while one has been contracted. The last new term is proportional to v 2 and corresponds to the case in which two (bold) edges of T h (n + 1) have been contracted while one has been deleted.
In Eq. (5.5) for y(n + 1) there are two new terms. One term is proportional to v and corresponds to the case in which two (bold) edges of T h (n + 1) have been deleted while one has been contracted. The last new term is proportional to v 2 and corresponds to the case in which two (bold) edges of T h (n + 1) have been contracted while one has been deleted.
In Eq. (5.6) for z(n + 1) there is only one new term: it is proportional to v 2 and corresponds to the case in which two (bold) edges of T h (n + 1) have been contracted while one has been deleted.
Again, the discrete evolution parameter n of the dynamical system corresponds to the size of the Hanoi graph itself. Hence, the thermodynamical limit corresponds to the asymptotic analysis of the dynamical system in Eqs. (5.2) together with the initial data in Eq. (5.3) when n → ∞. In order to analyse the different phases of the Potts model on the Hanoi graph, one has to study the corresponding evolutions of the dynamical system in Eqs. (5.2) for very large n.
It is useful to exploit the fact that the right hand sides of Eqs. (5.2) are homogeneous functions of degree 3 in order to reduce the dynamical system to a system of two equations in two variables. Thus, we take as basic variables η = y/x and γ = z/x:
The initial data corresponding to a simple triangle are
The formulation of the dynamical system in Eqs. (5.7) is also convenient as far as the physical interpretation is concerned since, as it has been already discussed (see the discussion below Eqs. (3.5) and (3.6)), the high temperature phase corresponds to the range of temperatures for which, in the large n limit,
Indeed, from the physical point of view, one is interested in the thermodynamical large n limit of the Potts model partition function on the Hanoi graph K h (n). Within the present framework, this corresponds to analyse the asymptotic behaviour of the dynamical system in Eqs. (5.7) in the large n limit for initial data of the form in Eq. (5.8) where v takes values both in the antiferromagnetic and in the ferromagnetic ranges.
On the other hand, one can also consider the initial data in Eqs. (6.3), (6.4) and (6.6).
Changing lattices and initial data
In this section, we will analyze the physical meaning of changing the initial data of both the dynamical system in Eqs. (4.1) and of the dynamical system in Eqs. (5.2). Let us consider a class of lattices which will be denoted as T (n) where the label n denotes the recursive step. They can be defined recursively as follows. T (1) is a lattice with three marked points (denoted as • a , • b and • c ) and with triangular symmetry: namely, it is symmetric under a 2π/3−rotation in the plane. There are two possibilities to proceed. Following the Sierpinski self-similar structure, T (2) can be obtained considering three T (1) blocks which pairwise share one marked point and so on (see, for instance, the example in Fig.8 (a) ). Otherwise, following the Hanoi self-similar structure, T (2) can be obtained considering three T (1) blocks which pairwise share one edge and so on (see, for instance, the example in Fig.8 (b) ). In both cases, the self-similar structure is the same as in the case of the Sierpinski gasket and Hanoi graph respectively but the "starting point" (namely, the first lattice T (1)) can be quite different. Indeed, the thermodynamical properties, such as the critical temperature indicating the arising of macroscopic frustration, are quite sensitive to the choice of the "starting point". Figure 8 : (a) The recursive step between the steps n and n + 1 is the same as in the Sierpinski gasket, therefore the dynamical system for this lattice is the same as that of Sierpinski but with different initial conditions. (b) The recursive relation between the steps n and n + 1 is the same as in the Hanoi graph, therefore the dynamical system for this lattice is the same as that of Hanoi but with Borromean 7 initial data.
It is very interesting to explore how the thermodynamical properties change according to the change of T (1). This task is made possible by the following observation: even if, when T (1) is not a simple triangle and so the lattices one obtains are neither the Sierpinski gasket nor the Hanoi graph, the dynamical systems which describe the thermodynamical properties of the Potts model on the lattices described above is exactly the same as in the Sierpinski case or in the Hanoi case. The reason is that in order to derive the dynamical system one has to define the connectivity coefficients at step n (see Eq. (3.1)) and then compare the step n with the step n + 1 and, to do this, one does not need any information about T (1) (besides, of course, its triangular symmetry). Therefore one can still use the dynamical systems in Eqs. .7) for Hanoi). The difference is just in the initial data which are in one-to-one correspondence with the "starting points" T (1). This remark provides one with a very simple way to construct systems with multiple phase transitions as it will be shown in the next section. 
Examples
Before analyzing the more interesting case of multiple phase transitions, here we will consider lattices in which all the edges are replaced by m edges in series or m edges in parallel (m and m being positive integer numbers greater than one) in such a way to respect the triangular symmetry (see Fig.9 ): these structures will be denoted as bold edges. As initial block T (1) we will consider a triangular lattice with a vertex in the barycentre connected to the three marked points of T (1). T (1) has two types of (bold) edges: the external (bold) edges which connect the marked points between themselves and the internal (bold) edges which connect one marked point with the barycentre of the T (1) (see Fig.9 ). Let us define the bold edge which connects two vertices (say • a and • b ) as the sub-lattice with two marked points such that the marked points coincide with the two vertices • a and • b . We will consider here only the cases in which the bold edge is made up by m simple edges in series joining the two vertices • a and • b or m simple edges in parallel joining the two vertices • a and • b (see Fig.9 ). Each of these two cases can be easily described in terms of two coefficients. Using the defining rules of the dichromatic polynomial (i.e. Eqs. (2.2), (2.3) and (2.4)) in the case of m edges in series, the corresponding bold edge can be characterized by two coefficients A 
The coefficient A edges with edges in series or parallel does not introduce new features in the phase diagram of the systems. In the ferromagnetic phase, neither the Sierpinski dynamical system nor the Hanoi dynamical system display interesting phase diagrams. However, it is reasonable to expect that self-similar lattices with Hausdorff dimensions higher than the Sierpinski Hausdorff dimension (but still less than two) could have richer ferromagnetic phase diagrams. This issue is worth to be further investigated. The clearest way to visualize the consequences of changing initial data is provided by the map of basins in the plane η-γ. The idea is to overlap the curves associated to the usual initial data (i.e. a triangle) or the 1-step Hanoi initial data and check how many times the curves cross the basins of the stable fixed points (see Fig. 10 ).
Multiple transitions
It will be now discussed how the previous construction can be used to generate self-similar lattices on which the Potts model manifests multiple phase transtions. In order for this to happen, one should find a suitable initial triangular lattice T (1) which generates initial data such that the corresponding curve in the η-γ plane crosses at least two boundaries between different basins of attraction. The different phases of the system correspond to different degrees of macroscopic frustration. In particular, the two non-trivial fixed points (η = − 2 ) is bigger than the amount of frustration when the system is in the basins of the other non-trivial fixed point. Therefore, these multiple critical temperatures represent sudden jumps in the number of macroscopic frustrated paths connecting the vertices of the self-similar lattice.
In Fig.10 we have drawn the basins of convergence of the Sierpinski map in the antiferromagnetic regime for (a) q = 1.1, (b) q = 1.5 and (c) q = 2. The continuous and the dashed lines in Fig.10 represent the initial data corresponding to the simple triangle and to the Hanoi triangle respectively. Namely, the continuous line in Fig.10 corresponds to the initial data for the Sierpinski dynamical system of an initial triangular lattice T (1) which is a simple triangle (see Eq. (4.2)). On the other hand, the dashed line in Fig.10 corresponds to the initial data for the Sierpinski dynamical system of an initial triangular lattice T (1) which is a one-step Hanoi triangle. The most complex phase diagrams occurr when one get closer and closer to q = 1: of course, this limit is very interesting for the analysis of percolation. In particular, Fig.10 (a) shows a fractal structure of the basins of attraction in the case of q = 1.1 (see in particular the region below the fixed point P 3 in which there is a brown wavy like structure "propagating" inside the green region). This makes difficult to consider the q → 1 + limit and, in particular, to compute numerically derivatives with respect to q in that limit. This issue is worth to be further investigated.
Sierpinski dynamical system
The basin map of the Sierpinski dynamical system for q = 2 ( Fig.10 (c) ) shows the presence of various critical temperatures which correspond to the continuous line of initial data crossing different basins of attractions. It is apparent that, in the case of the dashed line of initial data (which represents the one-step Hanoi triangle as initial data for the Sierpinski dynamical system), the number of sudden crossings from one basin of attraction to another increases substantially. In Fig.11 we showed a zoom of the ranges of temperature where the multiple phase transitions occur, with q = 2, for two different initial data: (a) simple triangle and (b) one-step Hanoi. On the horizontal axis in Fig.11 there is the temperature variable v, while on the vertical axis there are three possible coordinates corresponding to the three possible fixed points. Thus, for instance, in Fig.11 a plateau at the level of the fixed point P 2 corresponds to a range of temperatures in which the relevant fixed point is P 2 . The present method displays clearly the surprising complexity of the phase diagram corresponding to the Sierpinski dynamical system with many sudden jumps both for the triangle initial data and for the one-step Hanoi initial data.
Hanoi dynamical system
The previous examples are very interesting since to construct explicit examples of statistical systems with a simple enough Hamiltonian as well as with multiple critical temperatures is well known to be quite difficult (see, for instance, the discussion in [33] ). In the case of the Hanoi graph, the equations of the corresponding dynamical system depend explicitly on the temperature variable v so that it is not possible to describe the evolution of the dynamical system itself using the basins map as in the Sierpinski case, as it has been done in Fig.10 . Therefore, in the Hanoi case the dynamical evolution corresponding to Eqs. (5.7) with initial data in Eq. (5.8) will be represented, in Fig.12 with a map analogous to the one in Fig.11 . It is interesting to note that, unlike the Sierpinski case, in the case of the Hanoi dynamical system with initial data in Eq. (5.8) there is just one critical temperature v ∼ −0.77. An intuitive explanation for this is that one should expect that the complexity of the phase diagram increases as long as the Hausdorff dimension approaches to two. Therefore, it is a quite reasonable result that the phase diagram of the Potts model on the Sierpinski gasket is more complicated than the phase diagram corresponding to the Hanoi graph.
Conclusions
In the present paper, an analytic study of the Potts model partition function on self-similar triangular lattices has been presented. Two cases have been analyzed in details: the Sierpinski gasket and the Hanoi graph. The interest of both lattices lye in the fact that their Hausdorff dimensions are between one and two. This makes the corresponding thermodynamics very interesting theoretical arenas for the analysis of critical phenomena. The Potts model on the Sierpinski lattice has been analyzed using the formalism of the dichromatic polynomial. By introducing suitable geometric coefficients related to the connectivity pattern of the vertices of the Sierpinski gasket it is possible to reduce the computation of the partition function to a dynamical system. Then, using known results in the theory of dynamical systems, one can determine the possible phases of the system by analyzing the fixed points of the dynamical system itself. The same approach has been followed in the analysis of the Hanoi graph. Eventually, it has been shown that the formalism can be easily extended to other families of recursive lattices and initial conditions. The main advantage of the present method is that it allows to easily construct self-similar lattices with multiple critical temperatures which represent sudden jumps in the amount of frustration of the system. The problem is reduced to find suitable initial data for the dynamical systems corresponding to the Sierpinski gasket (the Hanoi graph has a less complex phase diagram, at least in the case of simple initial data) which cross more than once the boundary between two basins of attraction of the fixed points of the corresponding dynamical system. Therefore, self-similar lattices can give rise to a surprisingly complex phase diagrams.
