Abstract. We address the problem of performing simultaneously reachability analysis and minimization of real-time transition systems represented by timed automata, i.e., automata extended with a finite set of clock variables. The transitions of the automaton may depend on the values of the clocks and may reset some of the clocks. An efficient algorithm is presented for minimizing a system with respect to a given initial partition that respects the enabling conditions of the transitions of the timed automaton. Our algorithm generates the portion of the minimized system that is reachable from a given initial configuration in time polynomial in the input and the size of the minimal reachable system.
Introduction
Time plays an important role in the operation and correct functioning of many systems. The last few years there has been significant progress in the modeling and formal analysis of such systems that incorporate real-time. An attractive model for real-time systems that is being extensively investigated is the timed automaton (or timed graph) model [4, 14] . This is an extension of the familiar finite automaton (state machine) model by a finite set of clock variables. The transitions of the automaton may depend on the values of the clocks and can have the effect of resetting some of the clocks. The values of the clock variables increase continuously and spontaneously with the passage of time. The model has provided the foundation for studying a number of issues concerning real-time systems, including the computation of reachability information among the states of the system, providing bounds on the delays of events, the verification of temporal logic properties, the development of "timed" languages, and others [1, 4, 9, 13, 20] .
The global state of a timed system, called for clarity a configuration here, consists of the control state of the timed automaton and the values of the clocks. Thus, there is an infinite (in fact, uncountable) number of configurations. The main algorithmic tool that permits the finite analysis of such systems is the partition of the configuration space into a finite number of regions and the construction of an associated region graph [4] . Suppose that we can observe the transitions of the system. Configurations in the same region have the property that they are indistinguishable in terms of the future sequences of transitions that can occur. Thus, they all have the same reachability properties and can be collapsed yielding a graph on the regions, called the region graph. This graph can be used to check temporal logic properties of the timed system. The main problem is that the region graph has size exponential in the number of clocks and the size of the constants that appear in the enabling conditions of the transitions (i.e., their length when written in binary). There are PSPACE-completeness results [4, 13] indicating that in the worst case one cannot avoid incurring exponential complexity. However, this does not mean that it has to occur in every case. In particular, some configurations from different regions may be also indistinguishable. After merging these regions it is possible that we obtain a much smaller minimized graph. Usually we have an initial configuration and are only interested in the portion of the system that is reachable from it. Thus, we wish to construct the relevant minimal reachable graph of the system. The PSPACE-completeness results imply that there are cases where even this graph has exponential size. However, there are many cases where it is considerably smaller, and in these cases we would like to construct the graph directly without going first through the region graph. To take full advantage of this, it is desirable to construct the minimal reachable graph in time that is a low order polynomial function of its size.
Algorithms for performing simultaneously reachability analysis and minimization in general transition systems were proposed recently in [6, 7] and [19] . An advantage of the method of [19] is that it guarrantees a running time polynomial in the size of the output. Minimization is performed with respect to bisimulation equivalence [21] , that is, the algorithms compute the reachable part of the bisimilarity quotient. This can be used as a preprocessing step for checking any properties that cannot distinguish bisimilar states, which includes all properties expressed in standard linear and branching time temporal logics. Alur et al., adapted the method of [6, 7] to timed transition systems and showed how the approach can be utilized for model checking of temporal formulas [2, 3] . Here we shall develop a minimization algorithm based on the method of [19] .
We address the following problem. We are given a timed automaton G, an initial configuration p 0 , and an initial partition π of the configurations into blocks that respects the transitions of G; i.e., all configurations of a block have the same state component and the same enabled (immediate) transitions. We assume that every block is specified by a set of inequality constraints that place upper or lower bounds on the values of the clocks and their differences. Note that this is the type of constraints that are typically used in the enabling conditions in timed automata. We shall develop an algorithm that constructs the minimal reachable graph G m induced by the partition π in time polynomial in the size of the graph G m .
The general algorithm of [19] is developed at an abstract level in terms of abstract representations for classes of configurations and basic set operations on them such as set intersection, difference etc. The complexity of the algorithm is measured in terms of the number of these operations that are performed. The complexity is polynomial in the size of the final minimal reachable graph G m , provided we have also an efficient "termination" routine that checks the answer, i.e., whether a given graph is equal to G m . To apply the general algorithm to a concrete context, such as the model of timed transition systems in our case, we have to do two things: (1) implement efficiently the basic operations and (2) address the termination problem. The main technical obstacle for (1) is presented by the difference operation: the difference of two conjunctions of constraints (e.g., convex polyhedra) is not a conjunction (it is in general nonconvex). This obstacle is circumvented
