Abstract: The minimal projective bimodule resolutions of the exterior algebras are explicitly constructed. They are applied to calculate the Hochschild (co)homology of the exterior algebras. Thus the cyclic homology of the exterior algebras can be calculated in case the underlying field is of characteristic zero. Moreover, the Hochschild cohomology rings of the exterior algebras are determined by generators and relations.
Introduction
Fix a field k. Let Λ be a finite-dimensional k-algebra (associative with identity). Denote by Λ e the enveloping algebra of Λ, i.e., the tensor product Λ ⊗ k Λ op of the algebra Λ and its opposite Λ op . The Hochschild homology and cohomology of Λ are defined by HH m (Λ) = Tor respectively [27] . The Hochschild (co)homology of an algebra have played a fundamental role in representation theory of artin algebras: Hochschild cohomology is closely related to simple connectedness, separability and deformation theory [31, 1, 15] ; Hochschild homology is closely related to the oriented cycle and the global dimension of algebras [21, 24, 3, 18, 23] . Though Hochschild (co)homology is theoretically computable for a concrete algebra via derived functors, actual calculation for a class of algebras is still very convenient, important and difficult. So far the Hochschild cohomology was calculated for hereditary algebras [8, 20] , incidence algebras [7, 16] , algebras with narrow quivers [20, 8] , radical square zero algebras [9] , monomial algebras [10] , truncated quiver algebras [11, 34, 25] , special biserial algebras as well as their trivial extensions [32, 19] , and so on. The Hochschild homology was calculated for truncated algebras [24, 35, 30] , quasi-hereditary algebras [33] , monomial algebras [18] , and so on.
The exterior algebras play extremely important roles in many mathematical branches such as algebraic geometry, commutative algebra, differential geometry. It is well-known that the exterior algebras can be viewed as Z/2-graded algebras [22] . The graded exterior algebras (called Grassmann algebras as well [13] ) have applications in physics and their Hochschild (co)homology and cyclic (co)homology were known (cf. [22, 12, 13, 14] ). However, up to now the Hochschild (co)homology of the ungraded exterior algebras (called parity-free Grassmann algebras as well [13] ) are still unknown. In this paper we shall deal with this problem. Our method is purely algebraic and combinatorial. From now on all the exterior algebras are ungraded. The content of this paper is organized as follows: In section 1, we shall provide the minimal projective bimodule resolutions of the exterior algebras. In section 2, we shall apply these minimal projective bimodule resolutions to calculate the Hochschild homology of the exterior algebras and their cyclic homology in case the underlying field is of characteristic zero. In section 3, we shall apply these minimal projective bimodule resolutions to calculate the Hochschild cohomology of the exterior algebras. In section 4, we shall determine the Hochschild cohomology rings of the exterior algebras by generators and relations.
Minimal projective bimodule resolutions
Let Q be the quiver given by one point 1 and n-loops x 1 , x 2 , ..., x n with n ≥ 2. Denote by I the ideal of the path algebra kQ generated by R := {x 2 i |1 ≤ i ≤ n} ∪{x i x j + x j x i |1 ≤ i < j ≤ n}. For the knowledge on quiver we refer to [2] . Set Λ = kQ/I. Then Λ is just the exterior algebra over k (cf. [28] ). Order the paths in Q by left length lexicographic order by choosing 1 < x 1 < x 2 < · · · < x n , namely, y 1 · · · y s < z 1 · · · z t with y i and z i being arrows if s < t or if s = t, for some 1 ≤ r ≤ s, y i = z i for 1 ≤ i < r and y r < z r . Then Λ has a basis B = ∪ n i=0 B i , where
n . It is well-known that Λ is a Koszul algebra and its quadratic dual is just the algebra of polynomials k[x 1 , ..., x n ] (cf. [4] ). Now we construct a minimal projective bimodule resolution (P • , δ • ) of Λ. Denote by k x 1 , ..., x n the noncommutative free associative algebra over k with free generators x 1 , ..., x n . Denote by k x 1 , ..., x n m the k-subspace of k x 1 , ..., x n generated by all monomials of degree m. For each m ≥ 0, we firstly construct elements {f
It is well-known that the number of non-negative integral solutions of the equation
for any given positive integers n and m.
Note that we identify P 0 with Λ ⊗ Λ. Define δ m : P m → P m−1 by setting
is a minimal projective bimodule resolution of the exterior algebra Λ = kQ/I.
Proof. For Koszul algebra Λ we can construct its Koszul complex which is a minimal projective resolution of the trivial Λ-module k (cf. [4, Section 2.6]). Furthermore we can use the Koszul complex to construct the bimodule Koszul complex which is a minimal projective bimodule resolution of Λ (cf. [6, Section 9] ). Let X = k{x 1 , x 2 , · · · , x n }. We show that {f
Thus the assertion follows by induction on m. Secondly, {f
Indeed, by induction, one can show that each monomial in f
The quadratic dual of the Koszul algebra Λ is just the algebra of polynomials k[x 1 , ..., x n ] which is isomorphic to the Yoneda algebra
Therefore P • are just those projective bimodules in the bimodule Koszul complex of Λ (cf. [6, Section 9] 
Hochschild homology
In this section we calculate the k-dimensions of Hochschild homology groups and cyclic homology groups (in case char k = 0) of the exterior algebras.
Applying the functor Λ ⊗ Λ e − to the minimal projective bimodule resolu- 
Note that the meaning of the normal form above is completely different from that in the Gröbner basis theory (cf. [17] ). It follows from the formula above that σ m (λ ⊗ x 
are given by the same matrices if adequate bases are chosen, thus rank
i , j + 1) according to whether λ contains x 1 or not. In this way, neglected the sign (−1) j + (−1) m , this matrix is partitioned into a 2 × 2 partitioned matrix
where A is an
Proof of the Claim. Take any row of B. Assume that it corresponds to the element
Then, according to the definition of σ m , this row is just the vector whose components corresponding to
0 respectively, and other components are 0. Take any column of A. Assume that it corresponds to the element
Herex means x is deleted. This column is just the vector whose components corresponding to Note that under the chosen basis α is the matrix ((−1)
on the left by the invertible matrix
, we obtain
. Hence rank
0, otherwise.
we have
The lemma follows from the fact that rankτ m = rankσ m . 2 Lemma 2.
. We shall show that S m, r = T m, r for all 0 ≤ r ≤ n − 1 and m ≥ 1 − i.
Firstly, we have S m, n−1 = T m, n−1 for all m ≥ 1 − j: This follows from
Secondly, we have S 1−j, r = T 1−j, r for all 0 ≤ r ≤ n−1: Note that S 1−j, r = 
Proof. By Lemma 2, we have
In the last step we replace n − i with i. 
. Then U Proof
Note that as a vector space [Λ, Λ] is generated by all commutators 
Hochschild cohomology
In this section we calculate the k-dimensions of the Hochschild cohomological groups of the exterior algebras.
Applying 
Lemma 5. For m ≥ 0 we have
0, otherwise. we have rank
Proof. Obviously the complex (M
, where 0 ≤ i ≤ n, 0 ≤ j ≤ m, j i+1 +· · ·+j n = j, {s i+1 , ..., s n } = {1, ..., n}\{s 1 , ..., s i } and s i+1 < · · · < s n , the subspace of N m generated by all elements N(
sn of positive degree i and negative degree j in N m with {s t 1 , ..., s t m−j } ⊆ {s i+1 , ..., s n } and s t 1 < · · · < s t m−j . Clearly this subspace is 0 unless 0 Claim. BA = 0.
Proof of the Claim. Take any row of B. Assume that it corresponds to the element N(
Then, according to the definition of σ m+1 , this row is just the vector whose components corresponding to N( respectively, and other components are 0. Take any column of A. Assume that it corresponds to the element N(
). This column is just the vector whose components corresponding to , if p(i) = p(j) and char k = 2; 0, otherwise. Since σ m+1 preserves both positive degree and negative degree, we have
If char k = 2 then we have
The lemma follows from the fact that rank τ m+1 = rank σ m+1 . 2 Lemma 6. If char k = 2 and m ≥ 1 then
where we apply Lemma 5 and Lemma 2 in the first and the third steps respectively. By the proof of Lemma 4, we have rank τ m + rank τ m+1 = U 
which is the center of Λ. Since Λ is gradable, λ ∈ Z(Λ) if and only if all its components belong to Z(Λ). Thus it is enough to consider B ∩ Z(Λ). Note that
and dim k HH 0 (Λ) = 2 n−1 + 1 if n is odd. Case char k = 2 : In these case all maps in the complex (M
Remark 1. The case n = 2 was obtained in [5] .
Corollary 2. The Hilbert series of the exterior algebra
(1−t) n , if n is even and char k = 2;
2 n−1
(1−t) n + 1, if n is odd and char k = 2;
Proof. Note that
Hochschild cohomology rings
In this section we shall determine the Hochschild cohomology rings of the exterior algebras by generators and relations. Now we construct another minimal projective bimodule resolution (P
For each m ≥ 0, we firstly construct elements {g 
Proof. Clearly the complex P = (P
Applying the functor Hom Λ e (−, Λ), we have
Thus every element in P ′ * m can be represented as a linear combination of the elements in {λe 
Proof. Here we use the same strategy as that in [5] . Recall that the 
where w is a t-fold tensor and w Let µ : P → B be the natural inclusion and let π : B → P be a chain map such that πµ = 1 P . We have ∆(µP) ⊆ µP ⊗ Λ µP ⊆ B ⊗ Λ B: Indeed, fix an s with 0 ≤ s ≤ m, it is easy to see that g 
Let ∆
′ be the restriction of ∆ on P. Then ∆µ = (µ ⊗ µ)∆ ′ . Viewed as elements in P ′ * s and P ′ * t , η and θ can be represented by ηπ s and θπ t by the bar resolution respectively. Therefore
Since η( g
Lemma 9. Let Λ = kQ/I be the exterior algebra and char k = 2. Then the k-vector space HH m (Λ) has a basis {λe
m is contained in the subspace of Ker τ m+1 generated by {λe
. Thus the Lemma holds. 2
It follows from Lemma 9 that, as a k-algebra, HH * (Λ) is generated by {x i x j |1 ≤ i < j ≤ n} ∪ {x p e 1 q |1 ≤ p, q ≤ n} ∪ {e 2 st |1 ≤ s ≤ t ≤ n} which satisfy all relations in the following Table H . 
if i < s < t < j (H1.5) (x i x j )(x s x t ) = −(x s x i )(x t x j ) if s < i < t < j (H1.6) (x i x j )(x s x t ) = (x s x i )(x j x t ) if s < i < j < t (H2.1) (x i x j )(x s e Table F . Table F (F 1.1) u ij u st = u st u ij if i < j and s < t (F 1.2) u ij u st = 0 if {i, j} ∩ {s, t} = ∅ (F 1.3) u ij u st = −u is u jt if i < s < j < t (F 1.4) u ij u st = u is u tj if i < s < t < j (F 1.5) u ij u st = −u si u tj if s < i < t < j (F 1.6) u ij u st = u si u jt if s < i < j < t Proof. Case char k = 2: Firstly, as a k-algebra HH * (Λ) is generated by {x i x j |1 ≤ i < j ≤ n} ∪ {x p e 1 q |1 ≤ p, q ≤ n} ∪ {e 2 st |1 ≤ s ≤ t ≤ n}.
Thus we have an epimorphism of k-algebras ψ : kQ ′ → HH * (Λ) which maps u ij , v pq , w st to x i x j , x p e
