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Abstract
We consider the problem of ﬁnding an -optimal solution of a standard linear program with real data,
i.e., of ﬁnding a feasible point at which the objective function value differs by at most  from the optimal
value. In the worst-case scenario the best complexity result to date guarantees that such a point is obtained
in at most O(
√
n| ln |) steps of an interior-point method. We show that the expected value of the number
of steps required to obtain an -optimal solution for a probabilistic linear programming model is at most
O(min{n1.5,m√n ln(n)}) + log2(| ln |).
© 2007 Elsevier Inc. All rights reserved.
Keywords: Linear programming; Interior-point algorithm; Average complexity; Approximate solution
1. Introduction
The advent of interior-pointmethods has revolutionized the ﬁeld ofmathematical programming.
Most of the research has concentrated on the analysis of the worst-case behavior of interior-point
methods. The state-of-the-art results show that a linear program with integer data can be solved in
at most O(
√
nL) iterations, where L is the length of a binary coding of the data. As each iteration
requires at most O(n3) arithmetic operations, this implies that the corresponding interior-point
methods are polynomial, in contrast with some variants of simplex method whose worst-case
complexities are exponential. An inspection of the proof of the above mentioned complexity result
shows that at mostO(
√
nL) iterations are required to obtain a strictly feasible (i.e., interior) point
at which the objective function value differs by at most 2−L from the optimal value. Then it is
shown that by a rounding technique requiring at mostO(n3) arithmetic operations it is possible to
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obtain an (exact) optimal solution. The above mentioned complexity result has limited practical
value, because for large scale linear programs the value of the parameter L is extremely large.
Moreover, the above arguments do not apply to linear programs with real data. In many practical
applications it is sufﬁcient to obtain a feasible point x such that the objective function value at x
differs by at most  from the optimal value. Such a feasible point is called an -optimal solution.
Standard results from the theory of interior-point methods imply that an -optimal solution can be
obtained in at most O(
√
n| ln |) iterations for sufﬁciently small . It seems that this complexity
result cannot be improved in the worst-case analysis setting. However, practical experiments show
that interior-point algorithms work much better than shown by the worst-case complexity results.
Different attempts to explain this phenomenon are contained in the works of Ye [22], Anstreicher
et al. [2,3], and Huang [10] where a probabilistic analysis of the convergence of interior-point
methods is presented. The analysis of [2,3] is performed on Todd’s degenerate model, version 1
(TDMV1) introduced by Todd [17]. For Todd’s non-degenerate model (Model 1 with xˆ = sˆ = e
[17, p. 677]), Huang and Ye [11], Anstreicher et al. [4], and Ji and Potra [14] obtained bounds on
the average number of iterations needed by an interior-point method to ﬁnd a solution of the linear
programming problem, using various ﬁnite termination techniques. The analysis from [4,14] was
based on a technical result of Huang and Ye [11]. Unfortunately, there is a subtle error in this
technical result, which renders the proofs from [4,14] incorrect. For a detailed account of the
history of the developments of this area, please refer to [3].
The paper [14] had already been accepted for publication when the error in [11] was discovered.
Fortunately it was still possible to withdraw it from print. Recently, we found out that Huang
[10] has managed to correct the error involved in the technical result of [11]. We have checked
his new proof and we are convinced that it is correct. Since the result of Huang is published
in a journal that is not easily accessible, we include a proof in the Appendix of this paper. In
what follows we present a revised version of [14], based on the corrected technical result of
Huang [10].
The complexity results of [2,3,10] are obtained not for the original interior-point methods, but
for some hybrid algorithms consisting of an interior-point method combined with a ﬁnite termi-
nation criterion. In a more recent work by Todd et al. [18], a probabilistic analysis was performed
for a primal-dual “layered-step” interior-point algorithm for linear programming [21]. In order to
compare the average behavior of IPMs and the simplex methods, Huhn and Borgwardt [12,13]
recently presented a probabilistic analysis on the rotation-symmetry model of Borgwardt [5,6].
Just like other aforementioned papers, the IPMs analyzed in [12,13] also involve a termination
procedure.
In the present paper, we perform a probabilistic analysis for the “pure” interior-point method
without using any “ﬁnite termination” criterion. We terminate the interior-point method whenever
the primal-dual gap is less than . This is a very natural termination criterion and it is used by
most practical implementations. In this way only an -optimal solution is obtained, but this is
standard in most applications. We use the probabilistic linear programming model of Todd that
was considered in the above mentioned paper of Huang [10]. We show that on this model the
expected value of the number of iterations required by the “large step” predictor–corrector (P–C)
algorithm of Mizuno et al. [15] is at mostO(min{n1.5,m√n ln(n)})+ log2(| ln |). Our proof uses
some probabilistic results obtained in [10] as well as the quadratic convergence result obtained
for the algorithm by Ye et al. [23].
Throughout the paper ‖ · ‖ denotes both the l2-norm and the corresponding matrix norm.
Also X = diag(x) for any vector x. Obviously, ‖X‖ = max{|xi | : i = 1, . . . , n} = ‖x‖ =
(
∑n
i=1 x2i )1/2.
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2. The random LP model and a P–C algorithm
In [17] Todd introduced the following probabilistic linear programming model,
(RLP) min{eT x : Ax = b, x0},
where e = (1, . . . , 1)T ∈ Rn, A ∈ Rm×n is a random matrix whose elements are identically
independently drawn from N(0, 1) and b = Ae. Let F be a matrix whose rows form a basis of
Ker(A), the null space of A. Then the dual problem can be written in terms of s alone (see [19])
as
(RLD) min{eT s : Fs = c, s0},
where c = Fe and the elements of F are also identically independently drawn from N(0, 1). We
note that the rows of A form a basis of Range(AT ) which is orthogonal on Ker(A). Given A, there
are many methods for computing a basis of Ker(A), but most of them will not lead to a matrix
with elements being i.i.d. from N(0, 1). However, from [17] it follows that there is a basis of
Ker(A) having this property.
In [17] it is shown that the feasible regions of both RLP and RLD are non-empty. Moreover, the
problem is non-degenerate with probability one, and is endowed obviously with a natural initial
starting feasible pair, i.e., x0 = e, s0 = e. In particular, this shows that the relative interiors of
the feasible regions for RLP and RLD are non-empty, which allows application of interior-point
methods.
In the present paper we consider the primal-dual predictor–corrector (P–C) method proposed
by Mizuno et al. [15]. A typical iteration of the P–C algorithm begins with a pair (x, s) in a
neighborhood of the central trajectory,
N(1) =
{
(x, s) ∈ ◦F |‖Xs/ − e‖1,  = x
T s
n
}
, (1)
where 1 is a constant between 0 and 1, and
◦
F= {(x, s)|Ax = b, F s = c, x > 0, s > 0}
denotes the set of all strictly feasible primal-dual feasible pairs. The predictor part of the P–C
algorithm computes the primal-dual search directions u, v by solving a linear system of the form
Su + Xv = −Xs,
Au= 0,
AT w + v = 0 (2)
and a new pair is deﬁned as
x()= x + u,
s()= s + v, (3)
for some 01. Let () = x()T s()/n and X() = diag(x()). The step-length is chosen
by Mizuno et al. [15] to be the maximum value  ∈ (0, 1) such that
‖X()s()/() − e‖2 < 1 for all 0, (4)
where 2 is a constant bigger than 1. The values used in [15,23] are actually 1 = 14 and 2 = 12 .
By a simple continuity argument it is proved that (4) implies (x(), s()) ∈ N(2) (see [15]). Let
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us denote by ˆ the largest value of  < 1 such that (4) is satisﬁed. No closed-form expression
for ˆ has been given in the above mentioned papers. In fact, the results of [15] are obtained by
using some coarse lower bound for ˆ. In the following lemmas we show that a simple closed-form
expression for ˆ can be obtained.
Lemma 2.1. Let 0 < 1 < 2 < 1. Suppose (x, s) ∈ N(1), let u, v,w be given by (2), and
denote
 = Uv/, (5)
(i) if  = 0, then (x(), s()) ∈ N(2) for all 0 < 1,
(ii) if  = 0, then (4) holds if and only if  ˆ, where
ˆ= −tˆ +
√
tˆ2 + 4tˆ
2
, tˆ = −b +
√
b2 + ac
a
, (6)
a = ‖‖2, b = qT , c = 22 − ‖q‖2, q = (Xs − e)/. (7)
Proof. From the hypothesis, we have ‖q‖1. Deﬁne the function f : [0, 1) −→ R as
f () = ‖X()s()/() − e‖2,
where () = x()T s()/n. Since
X()s() = (1 − )Xs + 2Uv and () = (1 − ),
(see for example [15]) we have
f () = ‖q + t‖2 = ‖q‖2 + 2tqT  + t2‖‖2 ≡ g(t),
where t = h() ≡ 2/(1 − ). Clearly, if  = 0, then g(t) = ‖q‖22122 for all 0 < 1.
Otherwise, f ()22 is satisﬁed if and only if t ∈ [0, tˆ], where tˆ given in (6) is the unique
positive solution of g(t) = 22. From t = h(), it turns out that f ()22 is satisﬁed if and only if
 ∈ [0, ˆ], where ˆ given in (6) is the unique positive solution of h() = tˆ . Therefore, (4) holds
if and only if  ˆ. 
It is easily seen that (6) and (7) implies
ˆ = 2
1 +
√
1 + 4/tˆ
(8)
and
1/tˆ =
(
b +
√
b2 + ac
)/
c
=
(
qT  +
√
(qT )2 + ‖‖2(22 − ‖q‖2)
)/
(22 − ‖q‖2)
 (‖q‖‖‖ + ‖‖2)
/
(22 − ‖q‖2) (since |qT |‖q‖‖‖)
 ‖‖/(2 − 1) (since ‖q‖1). (9)
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By combining (8) with (9), we have
ˆ 2
1 +√1 + 4‖‖/(2 − 1) . (10)
For 1 = 14 and 2 = 12 the above inequality leads to the bound used in [23]:
1 − ˆ4‖‖. (11)
In what follows we will only consider the case when 1 = 14 and 2 = 12 so that (11) will always
be satisﬁed.
It is clear that if  = 0 then  = 1 leads immediately to an optimal primal-dual solution.
Consequently we will only consider the case when  = 0. Then, with ˆ given by (6) we deﬁne
the predictor pair
xˆ = x(ˆ) and sˆ = s(ˆ) (12)
and the new pair (x+, s+) is obtained by solving the system
Sˆuˆ + Xˆvˆ = ˆe − Xˆsˆ,
Auˆ= 0,
AT wˆ + vˆ = 0, (13)
with ˆ = xˆT sˆ/n, and by setting
x+ = xˆ + uˆ and s+ = sˆ + vˆ. (14)
The following result can be proved as in [15, Lemma 3].
Lemma 2.2. Suppose that the hypothesis of Lemma 2.1 is satisﬁed with 1 = 14 and 2 = 12 ,
(x+, s+) is computed as in (12)–(14) and assume that  = 0. Then
(x+, s+) ∈ N( 14 ) and (x+)T s+ = (1 − ˆ)xT s. (15)
The above lemma allows us to repeat the process and to obtain a sequence (xk, sk) ∈ N( 14 )
such that
(xk+1)T sk+1 = (1 − ˆk)(xk)T sk. (16)
By using (10) and (16) one can prove (see [15]) that
(xk+1)T sk+1
(
1 − C√
n
)
(xk)T sk, (17)
where C = 8−.25 = 0.594603558 . . . . The above relation implies that (xk)T sk2−L for k =
O(
√
nL). Moreover, asymptotically the primal-dual gap (xk)T sk converges Q-quadratically to
zero (cf. [23]).
In the next two sections, we will study the probabilistic behavior of the above P–C algorithm
for Todd’s random problems RLP and RLD. Our analysis will heavily depend on the upper bound
in (11).
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3. Technical results
In this section we assume that there is a unique non-degenerate optimal solution (x∗, s∗) to LP.
This assumption holds with probability one for Todd’s model described in the previous section.
We denote {i : x∗i > 0} by , and {i : s∗i > 0} by . Since (x∗, s∗) is strictly complementary, we
have
 ∩  = ∅ and  ∪  = {1, 2, . . . , n}.
Let the columns of A corresponding to the index set  form a matrix B, and the rest form a matrix
N. Under our assumption the matrix B is non-singular with probability one. Given a vector z ∈ Rn
and an index subset W ⊆ {1, . . . , n}, we denote by zW the vector of entries zi, i ∈ W . Deﬁne
	p = min
j∈
x∗j , 	d = min
j∈ s
∗
j , and 	 = min{	p, 	d}.
Obviously, 	 > 0.
It has been shown that the sequence (xk, sk) generated by the P–C algorithms satisﬁes (xk, sk) ∈
N( 14 ) (see Lemma 2.2). Therefore, we have
min(Xksk)
(xk)T (sk)
 3
4n
.
It is then straightforward to prove the following result of Güler and Ye [8]:
Lemma 3.1. If the sequence (xk, sk) is obtained by the P–C algorithm, then
xkj 
3	
4n
for each j ∈  and skj 
3	
4n
for each j ∈ .
Deﬁne D = X1/2S−1/2 and denote by PL the orthogonal projection onto the linear subspace
L of Rn. It is easily seen (cf. [1]) that the solution vectors u and v corresponding to the system of
linear equations (2) can be written as
u = −DPK(AD)(XS)1/2e and v = −D−1PR(DAT )(XS)1/2e, (18)
where K(AD) and R(DAT ) denote the null space of the matrix AD and the range of the matrix
DAT , respectively.
Lemma 3.2. If u and v are obtained from the linear system (2), then
‖u‖ 4n3	x
T s and ‖v‖ 4n3	x
T s.
Proof. From (18), following the proof in [23], we obtain
‖(D−1u)‖‖PK(AD)(XS)1/2e‖‖(XS)1/2e‖.
Therefore,
‖u‖ = ‖DD−1 u‖‖D‖‖(D−1u)‖
 ‖(XS)1/2 S−1 ‖‖(XS)1/2e‖‖S−1 ‖xT s
4n
3	
xT s.
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In proving the last inequality we have used Lemma 3.1. The upper bound for ‖v‖ can be proved
similarly. 
Lemma 3.3. If u and v are obtained from the linear system (2), then
‖u‖ 4n3	‖B
−1N‖xT s and ‖v‖ 4n3	‖B
−1N‖xT s.
Proof. From (2), we have Bu = −Nu. Therefore, we obtain
‖u‖ = ‖ − B−1Nu‖‖B−1N‖‖u‖ 4n3	‖B
−1N‖xT s.
From (2), we also have v = −BT w and v = −NTw. Hence, v = NT B−T v. Therefore,
‖v‖‖NT B−T v‖‖B−1N‖‖v‖.
By virtue of Lemma 3.2 we obtain the desired result for ‖v‖. 
Lemma 3.4. Under the hypothesis of Lemma 2.2 we have
(x+)T s+(xT s)2 · ,
where
=(x, s)
≡ 64n
3√n − mmaxj∈ ‖B−1aj‖
9	2
(
1 + 16n
2√n − mmaxj∈ ‖B−1aj‖
9	2
xT s
)
and aj denotes the jth column of the matrix A.
Proof. At each predictor step, from (2), we have
uj
xj
+ vj
sj
= −1, j = 1, . . . , n. (19)
From Lemmas 3.1 and 3.3, we have∣∣∣∣ujxj
∣∣∣∣  16n2‖B−1N‖9	2 xT s = 16
n3‖B−1N‖
9	2
, j ∈ . (20)
Combining (19) with (20), we obtain∣∣∣∣vjsj
∣∣∣∣ 1 +
∣∣∣∣ujxj
∣∣∣∣ 1 + 16n3‖B−1N‖9	2 , j ∈ . (21)
Similarly, we have∣∣∣∣vjsj
∣∣∣∣  16n3‖B−1N‖9	2 ,
∣∣∣∣ujxj
∣∣∣∣ 1 + 16n3‖B−1N‖9	2 , j ∈ . (22)
Hence,∣∣∣∣ujvjxj sj
∣∣∣∣  16n3‖B−1N‖9	2
(
1 + 16n
3‖B−1N‖
9	2

)
, j ∈ {1, . . . , n}.
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Recall that  = Uv/, so that
‖‖2 
n∑
j=1
[
16n3‖B−1N‖
9	2
(
1 + 16n
3‖B−1N‖
9	2

)
xj sj
]2
=
[
16n3‖B−1N‖
9	2
(
1 + 16n
3‖B−1N‖
9	2

)]2 n∑
j=1
(xj sj )
2

[
16n3‖B−1N‖
9	2
(
1 + 16n
3‖B−1N‖
9	2

)]2
(xT s)2.
Also
‖B−1N‖2 = 
max((B−1N)T (B−1N))
 trace((B−1N)T (B−1N))

∑
j∈
((B−1aj )T (B−1aj ))
 (n − m)max
j∈ ‖B
−1aj‖2.
By combining the above inequalities we obtain the desired result. 
Lemma 3.4 essentially proves the Q-quadratic convergence of the primal-dual gap for a non-
degenerate problem.Aswementioned before, the problemRLP is non-degeneratewith probability
one. The quadratic convergence of the primal-dual gap can be proved for degenerate problems
as well, but the proof becomes substantially more complicated (see [23]). In the next section, we
will use the upper bound given in Lemma 3.4 to analyze the probabilistic complexity of ﬁnding
an -optimal solution for our model.
4. The average number of iterations
Let us ﬁrst deﬁne k = (xk, sk), where  is as in Lemma 3.4. In order to estimate the number
of iterations required to obtain an -optimal solution, let us consider two phases. First, we count
the number of iterations required to reduce the duality gap such that
xT s 9	
2
256n3
√
n − mmaxj∈ ‖B−1aj‖ . (23)
In the worst-case scenario (17) implies
(xk)T sk
(
1 − C√
n
)k
(x0)T s0,
where C = 8−.25. Note that (x0, s0) = (e, e) is a feasible primal-dual pair. From the well-known
inequality ln(1 + x)x, it follows that (23) is satisﬁed after at most k1 iterations, where
k1 ≡
⌈√
n
C
ln
4n

⌉
,  ≡ 9	
2
68n3
√
n − mmaxj∈ ‖B−1aj‖ , (24)
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and  is the smallest integer greater than or equal to . Since the duality gap is reduced at each
step, kk1 for kk1. From Lemma 3.4 and (23), it follows that:
k 
64n3
√
n − mmaxj∈ ‖B−1aj‖
9	2
(1 + 1/(16n))
 68n
3√n − mmaxj∈ ‖B−1aj‖
9	2
= −1 for any kk1. (25)
From Lemma 3.4 and (25), we get
(xk+1)T sk+1−1((xk)T sk)2 for any kk1, (26)
where  is deﬁned in (24). Multiplying both sides of (26) by −1 and setting k ≡ −1(xk)T sk ,
we obtain that k+1(k)2 for kk1. It is easily seen from (23), (24) that k1 13 . If ,
then it follows from (23) and (24) that (xk1)T sk1, which indicates an -optimal solution.
Consequently we may assume that  > . Since  represents the accuracy of the approximate
solution it is reasonable to assume that  13 . In fact we are interested in the case where  is much
smaller. From the k1th iterate on we always have
k(k−1)2 · · · (k1)2k−k1 ( 13 )2
k−k1 for any kk1.
Clearly, ( 13 )
2k−k1 −1 implies k−1 which in turn implies that (xk)T sk. Hence, an -
optimal solution is produced in at most
K = log2(ln  − ln ) − log2 ln 3 + k1, (27)
iterations. From the deﬁnition of k1 and (27), we have
K = log2(ln  − ln ) −
√
n
C
ln  + O(√n ln n)
= log2(| ln |) + log2
(
1 + ln | ln |
)
−
√
n
C
ln  + O(√n ln n)
 log2(| ln |) +
(√
n
C
− 1
(ln 2)| ln |
)
ln(−1) + O(√n ln n), (28)
where the last inequality uses log2(1 + t) = ln(1 + t)/ ln 2 t/ ln 2. The expected value E[K]
for K is bounded by
E[K] log2(| ln |) +
(√
n
C
− 1
(ln 2)| ln |
)
E[ln()−1] + O(√n ln n). (29)
Eq. (24) indicates that
ln()−1 = ln
(
68n3
√
n − mmaxj∈ ‖B−1aj‖
9	2
)
=O(ln n) + ln
(
max
j∈ ‖B
−1aj‖
)
− 2 ln 	.
For the random model considered in this paper, any m components of {1, 2, . . . , n} form a basis
(which may not be feasible). Thus, we choose m elements from n elements for nm and have
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Cmn basic bases, one of which is the optimal basis. For any ﬁxed basis B¯, let ¯ be its index set and
¯ = {1, 2, . . . , n} \ ¯. As in the proof of [3, Lemma 5.4], we may write
‖B¯−1aj‖2 =
j
2j
for j ∈ ¯,
where j ∼ 2(m) and j ∼ |N(0, 1)|. Therefore
max
j∈ ‖B
−1aj‖ max
¯
max
j∈¯
√j
j

√
ˆ
ˆ
, (30)
where
ˆ = max
¯
max
j∈¯
j and ˆ = min
¯
min
j∈¯ j
are the maximum and minimum of (n − m)Cmn random variables, respectively. Thus, it is seen
from (30) that
ln
(
max
j∈ ‖B
−1aj‖
)
 ln ˆ
2
− ln ˆ.
However, in Lemmas A.2 and A.3 of the Appendix of [3], it is shown that E[ln ˆ] ln ((n − m)
Cmn
)+ ln(m), and E[− ln ˆ]O (ln((n − m)Cmn )), and therefore
E
[
ln
(
max
j∈ ‖B
−1aj‖
)]
O (ln(n)) + O (ln(Cmn )) .
Also, from Proposition A.1 of the Appendix (compare with [10, Theroem3.1]) it follows that:
E[ln 	] − 2 ln(n) − 2 ln (Cmn )− 1.
Hence, we have
E[ln()−1]  O(ln(n)) + O (ln (Cmn ))
 O (ln(n)) + O(min{n,m ln(n)}), (31)
where the last inequality follows from Cmn 2n and Cmn nm. The above inequality together with
1
ln 2| ln |
√
n
C
for  1
3
and C = 8−.25
implies
E[K] 
(√
n
C
− 1
ln 2| ln |
)
[O (ln(n)) + O (min{n,m ln(n)})]
+O(√n ln n) + log2(| ln |)
=
(√
n
C
− 1
ln 2| ln |
)
O(min{n,m ln(n)}) + O(√n ln n) + log2(| ln |).
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Finally, by using the fact that 0 < 1/(ln 2| ln |) < 1.5 for  13 we obtain the main result of our
paper.
Theorem 4.1. The expected number of iterations of the (P–C) algorithm required to obtain an
-optimal solution for random problems RLP and RLD is bounded above by
O(min{n1.5,m√n ln(n)}) + log2(| ln |).
We remark that the quantity log2(| ln |) is very small. For example, with a common stopping
tolerance  = 10−8, we have log2(| ln |) ≈ 4.2. Therefore, the expected number of iterations is
dominated byO(min{n1.5,m√n ln(n)}). For any small  > 0, our result shows that the complexity
bound in the preceding theorem is O(m
√
n ln(n)) + log2(| ln |) whenever m = O(n/ ln(n)). In
establishing E[ln 	] − 2 ln(n) − 2n − 1 [10, Theorem 3.1], Huang employed the fact that
Cmn 2n. A tighter bound for Cmn , i.e., Cmn  min{2n, nm}, is used in our analysis. With the help
of this tighter bound for Cmn , it is easily seen that E[ln 	] − 2 ln(n) − 2min{n,m ln(n)} − 1.
Therefore, Huang’s main result in [10] can also be further enhanced.
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Appendix
For the sake of completeness of our paper we prove a result of Huang [10] regarding the lower
bound for the expected value of ln 	.
For Todd’s non-degenerate random LP model considered in Section 2, any index set with m
elements has the same chance to be the optimal index set of the optimal basis since the variable xi
and si , i = 1, 2, . . . , n, are symmetric. The fact that a unique basic optimal solution exists with
probability one, together with the fact that there are Cmn basic bases, implies that the probability
of the set {1, 2, . . . , m} being chosen as a candidate of optimal index set  is one out of Cmn , i.e.,
P( = {1, 2, . . . , m}) = 1
Cmn
.
Let [B|N ] be the partition of A where B ∈ Rm×m and N ∈ Rm×(n−m). Let (xTB , 0)T be a basic
(not necessarily feasible) solution of Ax = Be + Ne, where e is a vector of ones of proper
dimension. First we know that B is non-singular with probability one. Thus xB can be expressed
as
xB = B−1(Be + Ne) = e −
√
n − mB−1t,
where t = −Ne/√n − m and t is independent of B since N is independent of B. It is easily
seen from Theorem 1 of [9, p. 168] that t ∼ N(0, 1). Let 
i ∼ N(0, 1), i = 0, 1, 2, . . . , m, be
mutually independent. Corollary 1 of [7] implies that each element of B−1t is distributed like

i/
0 (Cauchy distribution). Therefore, xi is distributed like 1 − √n − m
i/
0 for each i ∈ B.
Let
(
0, sTN
)T be the solution of Fs = Fe. Similarly, we can show that sj is distributed like
1 − √mj /0 for each j ∈ N , where 0, j ∼ N(0, 1), j ∈ N and all 0, j ∈ N are mutually
independent.
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Since the randomvariableY1 = j /0 has aCauchy distributionwith p.d.f. fY1(y1) = 1/((1+
y21 )),−∞ < y1 < ∞, (see [9, p. 142]), we have the distribution function of the random variable
sj = 1 − √mj /0,
F(u)= P(sj u) = P
(
i/0(1 − u)
/√
m
)
=
∫ ∞
1−u√
m
1
(1 + y21 )
dy1 = 12 −
1

arctan
(
1 − u√
m
)
.
Thus, the p.d.f. of sj is
fsj (u) = F ′(u) =
1

√
m(1 + m−1(1 − u)2) .
For simplicity, we still use F(u) and fsj (u) for its distribution and p.d.f. of the sj under sj 0.
Obviously, F(u) = P(sj u|sj 0) = 0 if u < 0 and for u0, we have
F(u) = P(sj u|sj 0) = 1
P(sj 0)
∫ u
0
1

√
m(1 + m−1(1 − u)2) du.
Also, it is easily seen that
P(sj 0) =
∫ ∞
0
1

√
m(1 + m−1(1 − u)2) du =
1
2
+ arctan(1/
√
m)

 1
2
.
Therefore, the conditional p.d.f. fsj (u) of sj under sj 0 satisﬁes
fsj (u) = F ′(u)
2

√
m(1 + m−1(1 − u)2) for u > 0. (32)
In the same manner, we can prove that the conditional p.d.f. fxi (u) of xi under xi0 satisﬁes
fxi (u)
2

√
n − m(1 + (n − m)−1(1 − u)2) for u > 0. (33)
Finally, in order for the set {1, 2, . . . , m} to become the optimal index set, we need to impose the
non-negativity of the basic solutions, i.e., the basic solutions
(
xTB , 0
)T
and
(
0, sTN
)T
are optimal
to (RLP) and (RLD), if and only if xi0, i = 1, 2, . . . , m and sj 0, j = m + 1,m + 2, . . . , n.
Hence, for the random model, under the condition that  = {1, 2, . . . , m}, 	 = min{	p, 	d} =
min{x1, . . . , xm, sm+1, . . . , sn}, where each sj and xi are random variables with their probability
density functions satisfying (32) and (33), respectively. It is easily seen from Proposition A.1 of
[3] that the p.d.f. f	(u) of 	 satisﬁes
f	(u) 
1
P( = {1, 2, . . . , m})
⎧⎨
⎩
m∑
i=1
fxi (u) +
n∑
j=m+1
fsj (u)
⎫⎬
⎭
 Cmn
{
2m

√
n − m(1 + (n − m)−1(u − 1)2) +
2(n − m)

√
m(1 + m−1(u − 1)2)
}
 nCmn .
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Choosing c = nCmn , we have f	(u)c and therefore,
E(ln 	) =
∫ ∞
0
ln u f	(u) du =
∫ 1
c
0
ln u f	(u) du +
∫ ∞
1
c
ln u f	(u) du

∫ 1
c
0
ln u f	(u) du − ln c
∫ ∞
1
c
f	(u) du

∫ 1
c
0
ln u f	(u) du − ln c.
Moreover,∣∣∣∣∣
∫ 1
c
0
ln u f	(u) du
∣∣∣∣∣ 
∫ 1
c
0
| ln u| f	(u) duc
∫ 1
c
0
| ln u| du = 1 + ln c.
Thus,
E(ln 	) − 2 ln c − 1 = −2 ln(nCmn ) − 1 − 2 ln n − 2 ln(Cmn ) − 1.
We have thus proved the following result.
Proposition A.1 (Huang [10, Theorem 3.1]). For Todd’s non-degenerate model 1 with xˆ = sˆ =
e [17], we have
E(ln 	) − 2 ln n − 2 ln(Cmn ) − 1.
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