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1. INTR~~UCT~~N 
In this paper, we consider the second order ordinary differential equation 
y”(t) + q(t>g(Y’(t>> + PWf(YW = 0 (’ = d/dt). (1.1) 
Our intention is to find conditions on the coefficients p and q under which 
all continuable solutions of (1.1) oscillate. By continuable, we mean a solution 
which is defined on a half-line [T, 00); such a solution is said to oscillate if it 
has arbitrarily large zeros. 
Throughout we shall be concerned with a superlinear restoring force f; 
that is f(u) is continuously differentiable and monotone increasing for all u, 
f(0) = 0 and s:T (&/j(u)) < co. This class of functions includes f(u) = 
/ u joL sgn u (0~ > 1). Occasionally our results apply to a larger class of func- 
tions f. In addition, p and q will always be assumed to be continuous (locally 
integrable would suffice) and g will be assumed to be locally Lipschitz 
continuous. Our procedure is to consider various classes of damping function 
g for each of which we seek the appropriate conditions on p and q which will 
serve as oscillation criteria. Sometimes we shall be able to express our 
criteria in the form of necessary and sufficient conditions for oscillation. 
In the absence of damping, there is a very large body of literature devoted 
to the corresponding equation 
r"(t) + PWf(YW = 0 (1.2) 
and most papers that deal with Eq. (1.1) treat the case in which the damping 
grows no faster than linear. As we shall see in Sections 2 and 3, this case may 
be fairly effectively dealt with by an appropriate transformation that relates 
the equation to one of the form (1.2). 
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When the damping has essentially nonlinear growth, such a reduction 
fails and it seems that one has to adopt a more ad hoc approach. We consider 
nonlinear damping in Sections 4 and 5 where we obtain an extension of an 
oscillation criterion due to Atkinson [l] for a positive restoring force and 
positive damping. 
We concluded with a few remarks on the difficulty of obtaining oscillation 
criteria for nonlinear damping which may become negative. 
In order to avoid repetition of the term, a solution of any differential 
equation considered will always mean a continuable solution. 
2. LINEAR DAMPING 
Equation (1.1) becomes 
y”(t) + 4(t) r’(t) + P(t)f(r(t)) = 0, (2.1) 
which we may also write as 
(r(t) Y’W + PM Nf(YM = 07 (2.2) 
where r(t) = exp( ji q(s) ds). I f  joa (du/r(u)) = CO, we may use the Liouville 
transformation T = $, (&/r(u)), y(t) = x(T) to obtain the equation 
(d24WT2) + At(T)) ~“(t(TNfWN = 0. (2.3) 
We shall denote the function p(t(T)) r”(t(T)) by p(T). The transformation 
leaves the oscillation properties invariant and so we may use oscillation 
criteria for (2.3) to obtain corresponding criteria for (2.1). This reduction 
was used by Wong [ll] to obtain oscillation criteria based on the results 
of Atkinson [l] and Waltman [lo] when the first integral of p(T) or of Tp( T) 
is infinite and by Kusano, Onose and Tobe [8] f  or obtaining criteria based on 
a more general oscillation result due to Kamenev [7] for (2.3) in which a 
certain weighted first integral of p( T) is infinite. By their analysis, some of the 
results of Baker and Erbe [2, 61 for linear damping have been recovered. 
We shall confine ourselves to formulating oscillation criteria that make use 
of the results of the author obtained in [3, 41. We introduce the notation 
F+(u) = max(O, F(u)), F-(U) = F+(u) - F(u). 
THEOREM 2.1. Let Jr (&/r(u)) = co, where r(t) = exp Jiq(s) ds, and 
assume that R(t) == Jp p(s) r(s - t) ds exists (possibly infnite) with 
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Em,,, JT R(s) ds > - co and Jo”Js” R_2(u)r(a - s)duds < 00. Then all 
solutions of (2.1) oscillate 23 
Jbm [R(s) + lrn R2(u) r(u - s) du] ds = co. 
s 
Proof. It is shown in [3, Theorem 2.31 that if R(T) = s: p(s) ds exists 
with lim,,, s: R(s) ds > -co and J-zsp R.“(u) da ds < 00, then all solu- 
tions of (2.3) oscillate iff jr (R(s) + jr R2(u) do) ds = co. If we translate 
this into a statement for (2.1) by way of the Liouville transformation we 
obtain the theorem as stated. 
Some of the conditions of the theorem are simplified if we impose additional 
sign and integrability conditions on p and q. Thus we have 
COROLLARY 2.2. Let p, q be integrable on [0, co) such that q(t) and 
f’(t) = St” ~(4 d s are nonnegative for sujkiently large t. Then all solutions of 
(2.1) oscillate ifJ 
Iorn [R(s) + j-= R2(u) r(u - s) du] ds = co. 
s 
Proof. The integrability of p and q imply that J’r (du/r(u)) = co and that 
R(t) exists. The additional nonnegativity conditions imply that 
R(t) = imp(s) T(S - t) ds 
= P(t) + jrn P(s) q(s) T(S - t) ds >, 0 
t 
for sufficiently large t, and so the remaining conditions on R in the statement 
of Theorem 2.3 become redundant. 
When Jr (du/r(u)) < co, the appropriate transformation is the Kummer 
transformation 
T = (s,” (du/r(u)))-‘, x(T) = Ty(t). 
The oscillation criteria for (2.1) d o not seem very suggestive in this case and 
we omit them (however, see [ll] for the case where p is positive). 
Generally speaking, oscillation criteria for (2.3) have involved the diver- 
gence to infinity of some integral of p; however, in [4, Sect. 21 we obtained 
the following 
THEOREM 2.3. Let f(u) = 1 II la sgn u (a > 1). 
(a) I f  p is periodic with least period w > 0, then all solutions of (2.3) 
oscillate ijf p has nonnegative mean, that is, Jr p(s) ds > 0. 
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(b) I f  p has a primitive which is an almost periodic function, not identically 
constant, then all solutions of (2.3) oscillate. 
We shall now apply this result to obtain oscillation criteria for (2.1) when 
the damping and restoring forces are periodic in t. 
THEOREM 2.4. Let f(u) = 1 u lo: g s n u (a > 1). Let p and q be periodic 
functions with least periods w1 , wz , respectively, such that w1 # 0 and q has 
mean zero. Then 
(a) If there exist integers m, n (not both zero) such that mwl = nw, , then 
all solutions of (2.1) oscillate 22 jy p(s) exp( $ q(u) da) ds > 0. 
(b) I f  the periods wl, w2 are incommensurate, then a su.cient condition 
for all solutions of (2.1) t o oscillate is that the function p(t) exp( $ q(s) ds) have 
an almost periodic primitive. 
Proof. Since q is periodic with mean zero, it follows that r(t) = 
exp( $, q(s) ds) is periodic and J’T (du/r(u)) = CO. Hence we may apply the 
Liouville transformation to obtain (2.3). Define Qs to be ~~* (&~/r(u)). If 
mwl = nwz , let T1 , T2 be any real numbers with T2 = T1 + nJ2, . If 
tZ ~n~W~ t, = q-2), then T2 = s; (du/r(u)) + n J? (duly(u)) = 
so’ z (du/r(u)), so that t2 = t, + nw2 = tl + mw, , and so 
P(TJ = p(Q r2(tJ = AtI + mwd r2(4 + nWZ) 
= P(G) r2W = P(TI). 
Thus p(T) is periodic with period n.Q, and its mean is SIQap(t( T)) r2(t( T)) dT 
= Jpp(t) r(t) dt. Part (a) of the theorem now follows from (a) of Theorem 
2.3. 
If the periods are incommensurate, then p(T) is almost periodic and has 
an almost periodic primitive iff p(t) r(t) h as one, and we apply (b) of Theorem 
2.3. 
Remarks. (1) The criterion for part (b) of the theorem will be satisfied, 
for example, if p has mean zero and one or both of p and CJ are trigonometric 
polynomials, and may also be applied when p and q are almost periodic. 
To establish in general whether or not an almost periodic function possesses 
an almost periodic primitive requires a careful examination of the Fourier 
exponents of the function. 
(2) Part (b) and the sufficiency direction of part (a) are still valid for 
linear (01 = 1) and sublinear f (0 < a: < 1) (see [4]). 
EXAMPLES. We conclude this section with some examples. 
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(1) Letfbe strongly nonlinear; with t = t + 1, take a(t) to be l/Z, p(t) to 
be [$(log t)-l (1 + 2 sin(log t)} - 2 cos(log t)]/F(log t)l12. Then r(t) = t and 
it may be verified that the Liouville transformation gives T = log t, 
P(T) = Ml + sin T)/T3/*) - ((2 cos T)/T1j2), P(T) = ST” ,o(s) ds = 
(1 + 2 sin T)/T1f2 and j’i P(S) ds = 2T1i2 + O(1) + co as T+ co. Hence 
all solutions of (2.1) oscillate. 
We remark that for this example, oscillation criteria deduced from the 
results of [6] (see also [7]) may not be applied, since they require that 
.f; 9(s) z’(s) ds = cc for some positive function +; it is not difficult to verify 
that no such function exists. 
(2) Let p(t) be periodic with least period w > 0 and mean zero. Then 
all solutions of y”(t) + p(t) (y’(t) + y”(t)) = 0 oscillate. For r(t) = 
exdj’h) 4 h as P eriod w and stp(s) Y(S) ds = exp(Jyp(s) ds) - 1 = 0. 
(3) Consider the equation y”(t) + cos ty’(t) - sin &y3(t) = 0. If w is 
irrational, then all solutions oscillate; if w = 1, then jz p(s) r(s) a5 = 
- s: sin s @ins ds < 0 and there exists a nonoscillatory solution. 
3. DAMPING WITH LINEAR GROWTH 
With some additional hypotheses on p and Q, the results of Theorem 2.1 
may be extended to the case where the damping force g grows no faster than 
a linear function. 
THEOREM 3.1, Assume that 
(i) 1 g(u)/ < K / u / for aZZ u and some constant K; 
(ii) p, q are integrable on [0, co); 
(iii) there is a constant k > 1 such that P*(t) > kP,(t) for t sz.@imztZy 
large, where P*(t) = jy p+(s) ds, P*(t) = J:&(s) ds. 
Then all solutions of (1.1) oscillate i f f  St” P(s) ds = co, where 
P(t) = J;p(s) ds. 
Proof ofsz@ciency. Suppose that d(t) is a nonoscillatory solution of (1.1). 
Then 
4”(t) + 4(t) rWN (b’(t) + PWf(W) = 0 
where 
Y(U) = &w~~ u #O, 
= 0, l.40 =o, 
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that is, 4 is a nonoscillatory solution of the equation 
r”(t) + P(t) ?4iwDY’w + Pwf(Y(tN = 0. (3.1) 
Let 4(t) = dt) r(C’W Th en by (i), 4 is integrable and sr d@(u) = CO, 
where j(t) = exp( $, 4(s) ds). S’ mce p, 4 are integrable, it follows that Y is 
bounded and that A(t) = jFp(s) P(s - t) ds exists. In fact, there exists Tl 
such that 
lexp (Jtsd(u)du) - 1 1 <(k - l)l(k + 3) for t, s > Tl 
and for t 3 Tl , we have 
that is, 
&P*(t) - 26k=:’ P*(t) < a(t) < 2FT;’ P*(t). 
By (iii), this implies that for t sufficiently large, 0 < (4/(K + 3)) P(t) < 
&) < (2@ + l)/@ + 3)) P(t). s imilarly, there exist constants Ki , K, > 0, 
such that for t, 7 sufficiently large, 
KlP2(t) < l+(t) P(t - T) ,< K2P2ft). 
Applying Theorem 2.1 to (3.1) now gives sr [P(s) + jr P”(u) do] ds = CO 
as a sufficient condition for oscillation. Since P > 0, Ly P”(u) do < 
(l-l/K)*P(s)J;P(u)du.H ence this condition is equivalent to St P(s) ds = CCL 
We postpone the proof of necessity until Section 5, where we shall obtain 
a more general nonoscillation result. 
4. DAMPING WITH NONLINEAR GROWTH-OSCILLATION CRITERIA 
One can trace the interest in the oscillatory behavior of (1.2) back to the 
original result of [I] that if p(t) > 0, then all solutions of y”(t) + p(t) yzn-l(t) 
= 0 (n > 1) oscillate iff sr tp(t) dt = co. 
Our aim in this section and the next is to extend this result to Eq. (1.1) 
when there is positive, nonlinear damping. This will occur as a corollary of 
Theorems 4.4 and 5.1. Before this, we require some preliminary lemmas, the 
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first of which shows that the derivatives of bounded monotone solutions of 
(1.1) are asymptotically zero, under appropriate conditions on p and 4. 
LEMMA 4.1. Let g(0) = 0 and suppose that P(t) = jr p(s) ds exists as a 
finite number and that q(t) E LAIO, co), where 1 < X < CO. Then ;f y is u 
bounded, eventually monotone solution of (1 .I), 
hi y’(t) = 0. 
Proof. We shall suppose that y(t) is positive and monotone increasing in 
[T, co) with lim,,, y(t) = c > 0. All of the other possibilities may be 
similarly treated. 
Since y’(t) 3 0 on [T, co) and y is bounded, we have 
lir-n y’(t) = 0. (4.1) t-tm 
Suppose that for some E,, > 0, we have 
$$jr’(t) 3 %J *
Define ~1 by (l/X) + (l/p) = 1. 
(4.2) 
We may without loss of generality assume that Ed is sufficiently small that 
/ g(u)1 < 1 whenever 1 u ] < co . It follows from (4.1) and (4.2) that there 
are disjoint intervals [TV , an] C [T, co) with lim,,, 7, = co, such that 
co = y’(~,) > y’(t) > ~‘(a,) = =&e. , whenever t E (T,, , 0,). Integrating (1.1) 
from 7, to on gives 
- g,, = - j-O” d4 g(y’W) ds - 1”” P(s) f b(s)) ds. (4.3) 
+n Tfi 
An integration by parts and application of the general mean value theorem 
for integrals gives 
I -hf (y(4) ds 793 
= PhJ f (y(4) - p(Tn> f Wn)) + lo” P(s) f ‘b+N y’(s) ds 
‘n 
= P(%>f (Y(%)> - Pkn)f (Ykn>> + w9J (f (Y(4) - f (Y(~n>>) (4.4) 
for some 0, E (TV , CT,), sincef’(y(s)) y’(s) > 0 for s 3 T. Defining C to be the 
LA norm of 4, P, to be SUP~~[~,,~,I 1P(t)1 and using (4.4), (4.3) and Holder’s 
inequality, we obtain the estimate 
he0 < C(u, - Tn)llS + 4P,f (c). 
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Since P(t) = syp(s) ds is finite, lim,,, P, = 0 and so 
4P,f(c) d &I for n 3 IV, 
say. This gives a, - TV 3 (~,/4C)u, n 3 N. But since y’(t) > +,, on [TV , u,], 
we have y(uJ - ~(T,J 3 (~,,/2) (~,/4C)u, n > N, clearly contradicting 
lim t+m y(t) = c. Therefore we must have i66,, y’(t) = 0, and the lemma is 
proved. 
For the remainder of this section we shall assume that there exist constants 
K, b with b > 1, such that 
O<g(u)sgn~<K[uI~ for all u, 
and we shall use y(u) to denote g(u)/u, if u # 0, 0, if u = 0. It follows that y 
is a bounded, nonnegative function of u and y(+(u)) is locally integrable for 
any continuous function 9(u). 
We shall use the symbol ,6 for min(b, 2) and whenever 1: p(s) ds exists 
and is finite, it will be denoted by P(t). 
For 1 < h < co, LA will be the space of Xth power integrable functions 
on [0, co) with the usual norm denoted by 1 * II . 
The next two lemmas show that certain types of nonoscillatory behavior 
are excluded by appropriate sign or integral conditions on p and q. 
LEMMA 4.2. (i) q(t) >z 0 f or sujiciently large t and the existence of 
P(t) 3 0 with P # L1 imply that there are no solutions of (1.1) which are 
ultimately positive and increasing (or negative and decreasing). 
(ii) q EL~/(~-B), p(t) > 0 for suficiently large t, with P $L1 imply that 
there are no bounded solutions of (1.1) which are ultimately positive and increasing 
(or negative and decreasing). 
Proof. Assume that y(t) is a solution of (1.1) which is positive and 
increasing on [to , co). We may also suppose that t, is large enough that any 
sign hypotheses hold on [to , co). Making the Riccati transformation 
2 = y’/f (y), we note that Z(t) > 0 and obtain 
-w) = -PW - q(t) AY’W) w - f ‘(r(t)) ZYt)* 
(i) In this case we have Z’(t) > -p(t), t > to, and integrating, we 
obtain 
z(t) 3 =%T) + 6 P(S) ds 2 j-t’ P(S) ds, 
NONLINEAR DAMPED OSCILLATION 281 
whenever to < t < T. Letting T + 00, we have Z(t) > P(t), t > t,, , and 
integrating again, 
contradicting the hypothesis that P 6 L1. 
(ii) For this case, we write the Riccati equation in the form 
[-W exp (L: q(s) YWN ds,) 1’ 
= (-P(t) - f’(r(tN ZVN exp (cf: *(4 Y(Y’(~)) ds) . 
Integrating this between t and T, where t,, < t < T, we have 
Z(t) = -W%(T) + jrW + f’(r(4) Z2(4hW ds, t 
where #B(S) = exp( li q(o) r(r’(u)) dcr). This yields the inequality 
‘w 3 pw exp QS!?(~) W(o)) do) A. (4.5) 
In this case we are assuming also that y(t) is bounded and so we apply Lemma 
4.2 to obtain lim,,, y’(t) = 0. Hence for o sufficiently large we have 
0 < y(y’(u)) < K(y’(~))~-l < K(y’(a))B-l (see definition of/?). So for s, t > to 
and sufficiently large, we have 
1 s,’ q(u) Y(Y’(~) do 1 G 6 K I QCJ)I(Y’(~)~-’ do 
< K 
(S 
IS, q(u),w’_~“)z-6 (JtSyyu),“-’ 
by Holder’s inequality, 
< K(I q \# * cB-l = K, , say, 
where 
h = (2 - /!?-I, c = li+i y(t). 
Using this estimate in (4.5) and the fact that p(t) > 0 for sufkkntfy large t, 
gives 
Z(t) > eeKo L’ p(s) ds 
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and we may use the nonintegrability of P to obtain the contradiction as 
before. 
The proof of the nonexistence of negative, decreasing solutions is similar. 
LEMMA 4.3. If either of the following two sets of hypotheses holds, then there 
are no solutions of (1.1) which are ultimately positive and decreasing (or negative 
and increasing). 
(i) [l + si j q(s)/ ds]-l $L1l(b-l) and p(t) > 0 for suficiently large t, 
p(t) f: 0 on any haZf-line. 
(ii) q(t) 3 0 for su#kiently large t, q ~Llt(~-e) and P(t) exists and is 
nonnegative for su@iently large t. 
Proof. We consider only the proof of nonexistence of positive, decreasing 
solutions, that for negative, increasing solutions being similar. Assume that 
y(t) is a positive solution of (l.l), monotone decreasing on [to , co) with t, 
large enough for any sign hypotheses to hold on [to , cc) 
(i) p(t) > 0 implies that y”(t) + q(t)g(y’(t)) < 0. Putting v = -y’, 
we have v’(t) + q(t)g(-v(t)) > 0 and so 
v’(t) + K I n(t)1 vb(t> > 0, t > to. (4.6) 
The hypothesis that p(t) + 0 on any half-line is to exclude the possibility 
that y(t) is eventually constant. Hence we may assume without loss of 
generality that v(t,,) > 0 and integrate (4.6) over an interval [to , t] on which v 
is nonvanishing, to obtain 
1 __- 
vb-l 
0 
& 3 -WJ - 1) j-1 I &)I ds> (4.7) 
where v. = v(t,). From (4.7) we see that v(t) must remain positive and in 
fact, 
v(t) > [c + d 1: 1 q(s)] ds]-l”b-l’, t > to , (4.8) 
where c = vtpb, d = K(b - 1). Now the hypotheses imply that 
[c + d JiO ] q(s)/ ds]-l $-Wb-“); however, 0 < jc v(s) ds <((to), and so 
(4.8) yields a contradiction. 
(ii) Define u(t) to be y’(t) exp(jiO q(s) y(y’(s)) ds). Then u(t) < 0, 
t > to . Arguing as in Lemma 4.2(ii), we obtain $, 1 q(s)] y(y’(s)) ds < K. , 
say, for all t 3 to . Therefore, if iii&,, u(t) < 0, it follows that 
I?&., y’(t) < 0, clearly impossible for a positive function y(t). We deduce 
that Et,m u(t) = 0. Now we modify an argument due to Coles [5]. Define 
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tB to be inf{t: u(t) = -l/n}. tn is well defined for n sufficiently large, and the 
sequence t, increases to infinity. We may write (1.1) in the form 
u’(t) + P(t) exp (( 4(s) Y(Y’(s)) ds) f(N) = 0. (4.9) 
Integrating (4.9) from t to t, , where t E [tnpl , tn) and using the definition of 
t II, we have 
0 > u(t) - u(tn) 
= f(YW> s,” PN C(s) ds + (nf’(y(r)) Y’(S) (I” P(u) 544 d”) 4 
where C(s) = exp( & q(u) ~(y’(u)) da). This last inequality may be written as 
F(t) - (” H(s)F(s) ds < 0, (4.10) 
t 
where 
F(t) = f( y(t)) s, tn ~(4 C(s) 6 
fq) = _ f’(r(tNr’(t) > 0 
f(YW) ’ . 
Applying Gronwall’s lemma to (4.10) gives F(t) < 0 for t E [tnpl , t,); that is, 
s 
tn 
~(4 46) ds < 0. t 
We may deduce that lim -rtao $-P(S) 4(s) ds < 0. But J:P(s) $(s) ds = 
4(t) P(t) - 4(T) P(T) + St P(s) 4’(s) ds. 
From the hypotheses, it follows that +, $‘, P are all nonnegative on [to , co) 
with lim T-m P(T) = 0, and we have already shown that+(T) < e% for T 3 to . 
It follows that lim,,, sfp(s) 4(s) ds > 0. This contradiction completes the 
proof of the lemma. 
Now we are ready to state the following oscillation criteria. 
THEOREM 4.4. Let 0 < g(u) sgn u < K 1 u lb for all u, where 6 > 1. Then 
(a) q, p eventually positive with [l + si q(s) ds]-1 $ L1/tb-l) and P 4 L1 
imply that all solutions of (1.1) oscillate. 
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(b) q EUJ(~-~), p eventually positive with P #L1 imply that all bounded 
solutions of (1.1) oscillate. 
(c) q eventually positive, q EL 1 l c2-o), P(t) exists and is eventually positive 
with P 6 L1 imply that all bounded solutions of (1.1) have oscillatory derivatives. 
Proof. In (a) and (b), the positivity hypothesis on p implies that any 
nonoscillatory solution y of (1.1) satisfies the inequality y”(t) sgn y(t) < 0 
for any sufficiently large value of t for which y’(t) vanishes. It is easily seen 
that this implies that any nonoscillatory solution must be ultimately monotone 
and now the result follows from the appropriate parts of Lemmas 4.2 and 4.3. 
In (c), we may only use the lemmas to conclude that any bounded non- 
oscillatory solution cannot be ultimately monotone, which is equivalent to the 
statement that its derivative oscillates. 
Remark. The condition q E L11(2--8) in (b) is stronger than the condition 
[l + i q(s) ds]-’ $L1ltb--l). 
5. DAMPING WITH NONLINEAR GROWTH-A NONOSCILLATION THEOREM 
In this section, we give a result that will enable us to complete the proof of 
Theorem 3.1 and to obtain the extension of Atkinson’s result referred to in 
the last section. For technical reasons, we have to impose an additional 
smoothness condition on g. 
THEOREM 5.1. Let the following conditions hold. 
(a) g(0) = 0 and th ere exist constants K, b, with b > 1, such that for all 
u, v with 1 u / < 1, 1 v j < 1, jg(u) -g(v)] < KI u - v I{/ u Ibe1 + ! v I”-‘}. 
(b) p cLl[O, CD) and there exist T, , k with k > 1, such that 
P*(t) = s,a p+(s) ds > k hw p-(s) ds = kP,(t) for all t 2 To . 
(c) q ~Ll/(~--8)[0, cc) [/3 = min(b, 2)]. 
Then ST P(s) ds < 00 implies that there is a nontrivial nonoscillatory solution 
of (1.1). 
Proof. We shall proceed along the lines of [3] in using the Schauder 
fixed point theorem to construct a nonoscillatory solution under the given 
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hypotheses. First we observe that condition (b) implies that for t > T,, , 
P(t) = jy (P+(S) - P-N) ds 3 ((k - 1)/N p*(t) 
2 ((k - 1)/24 jm (P+(s)  P-(S)) ds =((k - I)/24 P(t), t 
where P(t) = Jy 1 p(s)1 ds. Thus P E P[O, KI) implies that P EP[O, a~) and 
we note also that P(t) decreases monotonically to zero as t tends to infinity. 
Let c > 1 and define 
A= ,-:Z$?+lf @). (5.1) 
Choose T 3 T,, so large that 
P(T) < 1/2A, (5.2) 
I m P(s) ds < min(1, 1/2A), T  (5.3) 
and 
(5.4) 
(here we have used condition (c)). Define Y to be the space of functions y(t) 
which are bounded and absolutely continuous on [T, co) and whose deriva- 
tives are almost everywhere bounded above by some multiple of 
Q(t) = 2AP(t). W e make Y into a Banach space by providing the norm 
11 y 11 = Ijy Ilrn + 11 Q-ly’ IJoD , where j/ . l/oo is the uniform norm on [T, CO). 
For n = 1,2,..., define 99n to be the subset of functions y in 9’ which are 
constant on [T + 71, 00) and satisfy the inequalities 
ily - 4, ,< 1, (5.5) 
il Q-ly’ /Ia < 1, (5.6) 
I y’(h) - y’(h)1 < A [)J,., ds + K (r,:’ I p(s)V-@) ds)*-’ 
for all t, , t, E [T, T + n]. (5.7) 
.9Ym is a convex subset of 9 and by the Ascoli-Arzela theorem, SYn is compact. 
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Define the map T, on afl by 
(TWY) (t) =c - jm jm k?wg(Y’w) + P(4f(YWl &J ds, 
t s T<t<T+n, 
cc 30 
EC-.- 
s I P(~~(YW do 6 
T+n<t. 
7+n s 
Since for any function y  E Bm, y(t) is constant on [T + n, CO), the inte- 
grability of p and of P imply that T, maps B’a into Y. We now verify that 
T,(g,J C ga. Let y  E g,, . I f  T < t < T + n, we have 
l(T,y)' (t>l < K .b I ds)l I Y'W ds + A j,m IP(S)I 6 
by condition (a), (5.1) and (5.5). 
Now 
(5.8) 
I~‘(41 d Q(s) = 2A&h by (5.6), 
<2/@(T), since P is monotone decreasing, 
< 1, by (5.3), 
so that 
I Y’W < I Y’WT~ 
Applying Holder’s inequality and the monotonicity of Q, we have 
jtm I &)I  r’(s)l” ds G jt= I ds)l I Y’W ds 
< s m I ~(4 8%) ds (5.9) t 
d Q(t) (h” I ds)l l/c2-@) ds)2-a ( Ia Q(s) ds)B-I. 
Using the estimate (5.9) and (5.8) and then the inequalities (5.3) and (5.4), 
we have 
l(Tny)’ @)I d KQ(t) (s,” I q(~)l~‘~~-~) ds)2-D (s,“Q(s, ds)‘-l + AP(t) 
< 2&j(t) = Q(t). 
(5.10) 
A similar computation for tl , t, E [T, T $ n) gives 
I(Tny)’ (tz) - (Tny)’ (tdl < K (.r,“’ I q(W’c2-s) ds)‘-’ + AP(t) (5.11) 
1 
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and if t E [T, T + n), we have 
I(Tny) (t) - c I G l(Tny) (t) - (TRY) (T + 41 + l(Tny) CT + n> - c I 
< 1”” 23s) ds + srqn AP(s) ds, by (5.1) and (5.10), 
78 
< s m 2,4&s) ds < I, by (5.3). (5.12) t 
We also have 
(THY) (0 = (T,Y) P” + 4 for all t 3 T + n. (5.13) 
Equations (5.10) to (5.13) imply that T,,y E .c&?* . Finally, we show that T, is a 
continuous map. Let y, z E ~8’, with 11 y - z 11 < 6 (8 > 0). Let 
be denoted by u(S). We have for t E [T, T + a], 
l(Tn~)’ (4 - CT& WI 
< sp I 4b)l I dY’(SN - &‘W)l ds + irn I P(4 I f(Y(4 - fWNI ds 
< im I &)I K I Y’(S) - 49I {I Y’(s)P + I ~‘(WY ds + 0) ie I P(s)I ds 
by condition (a), the definition of a(8), and the fact I y’(s)/ , I x’(s)] are less 
than or equal to 1, for all s. By Holder’s inequality, (5.3), and (5.4) we get 
IVny) (0 - (Tn# @>I < @As + @9> p(t) = P + WPW?!(t)~ (5.14) 
Integrating this inequality gives, on using (5.3), 
l(Tny) (t) - (Tnz) @)I G 6 + (a(W2A). (5.15) 
It follows from (5.14) and (5.15) that T,, is continuous. Now we apply the 
Schauder fixed point theorem to obtain yn E 9n with T,,yn = yn and use the 
equicontinuity of the sequence yn on [T, co) to complete the proof of the 
theorem. 
The case b = 1 furnishes the remainder of the proof of Theorem 3.1 since 
conditions (a) reduces to g(0) = 0 and Lipschitz in a neighborhood of 0. 
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THEOREM 5.2. Let 01 > 1, b 2 1, j3 = min(b, 2). Assume that p(t), q(t) 
arepositivefor suficiently large t and that q E L1l(z-B)[O, cm). Then all solutions of 
r”(t) + 40) I r’(t)l” w y’(t) + P(t) I YWP sgny(t) = 0 
oscillate ;sf SD” t&t) dt = co. 
Proof. This extension of Atkinson’s result follows at once from Theorems 
4.4 and 5.1, since for positive p, the divergence to infinity of the integrals 
of tp and of P are equivalent. 
6. CONCLUDING REMARKS 
When the damping is linear, in principle any oscillation result for the 
undamped equation yields a corresponding result for the damped equation. 
In practice, the problem is to find conditions which transfer into easily 
digested criteria for the damped equation. 
For nonlinear damping, it is difficult to see how one can dispense with 
the condition of positive damping. The following example is an illustration 
of how Theorem 4.4(b) fails when q is negative. 
For 6 > 1, y(t) = t is a nonoscillatory solution of 
y,,(t) _ I r’(t)l” w y’(t) + I YW SgnY(t) = o 
f-0 log t 29 log t > 
t > 2. 
Here ,B = min(2, b), p(t) = l/(t” log t) so that P $ L1, and q(t) = 
to-z(log t)-l EUK-B) (and therefore satisfies the weaker integral condition 
of Theorem 4.4(b)). 
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