University of South Florida

Digital Commons @ University of South Florida
Graduate Theses and Dissertations

Graduate School

October 2021

Trilateration-Based Localization in Known Environments with
Object Detection
Valeria M. Salas Pacheco
University of South Florida

Follow this and additional works at: https://digitalcommons.usf.edu/etd
Part of the Robotics Commons

Scholar Commons Citation
Salas Pacheco, Valeria M., "Trilateration-Based Localization in Known Environments with Object
Detection" (2021). Graduate Theses and Dissertations.
https://digitalcommons.usf.edu/etd/9224

This Thesis is brought to you for free and open access by the Graduate School at Digital Commons @ University of
South Florida. It has been accepted for inclusion in Graduate Theses and Dissertations by an authorized
administrator of Digital Commons @ University of South Florida. For more information, please contact
scholarcommons@usf.edu.

Trilateration-Based Localization in Known Environments with Object Detection

by

Valeria M. Salas Pacheco

A thesis submitted in partial fulfillment
of the requirements for the degree of
Master of Science in Computer Engineering
Department of Computer Science and Engineering
College of Engineering
University of South Florida

Major Professor: Alfredo Weitzenfeld, Ph.D.
Marvin Andujar, Ph.D.
Shaun Canavan, Ph.D.

Date of Approval:
October 27, 2021

Keywords: Positioning system, Autonomous Mobile Robots, Visual Localization Technique

Copyright © 2021, Valeria M. Salas Pacheco

Dedication
To my family.

Acknowledgments
I would like to take this opportunity to acknowledge and thank those who made this work
possible.

Table of Contents
List of Tables ................................................................................................................................. iii
List of Figures ................................................................................................................................ iv
Abstract ............................................................................................................................................v
Chapter 1: Introduction ....................................................................................................................1
1.1 Problem Statement and Solution....................................................................................3
1.2 Contributions..................................................................................................................4
Chapter 2: Literature Review ...........................................................................................................5
2.1 Simultaneous Localization and Mapping.......................................................................5
2.1.1 Visual SLAM ....................................................................................................7
2.1.2 SLAM and Deep Learning ...............................................................................8
2.2 Visual Odometry ............................................................................................................9
2.3 Triangulation-Based Localization ................................................................................11
2.4 Trilateration-Based Localization .................................................................................12
Chapter 3: Architecture of the System and Localization Algorithm Implementation ...................14
3.1 Localization Algorithm Input Data and Pre-processing of the Data............................14
3.1.1 Object Detection Model ..................................................................................14
3.1.1.1 Collection of Data ...........................................................................15
3.1.1.2 Model Training and Evaluating ......................................................17
3.1.1.3 Processing of the Object Detection Model Results.........................20
3.1.2 Pre-processing of the Environment Data ....................................................21
3.1.3 Distance Detection Algorithm ....................................................................23
3.2 Trilateration Algorithm ................................................................................................25
3.3 Software Implementation .............................................................................................26
Chapter 4: Tests and Results ..........................................................................................................29
4.1 Distance Detection Algorithm Results.........................................................................29
4.2 Trilateration-Based Localization Algorithm Results .....................................................3
Chapter 5: Conclusions and Discussion .........................................................................................39
Chapter 6: Future Work .................................................................................................................41
References ......................................................................................................................................43

i

List of Tables
Table 1. Results of the training process of the object detection model .........................................19
Table 2. Results of the distance detection algorithm .....................................................................30
Table 3. Results of the trilateration algorithm before distance modification ................................34
Table 4. Results of the trilateration algorithm after distance modification ...................................35

iii

List of Figures
Figure 1. Relationship between SLAM, vSLAM and VO ...........................................................10
Figure 2. Triangulation elements and a point of reference. .........................................................11
Figure 3. Intersection of 3 circles formed by the distances r1, r2, r3, of a camera to the 3
known locations ...........................................................................................................12
Figure 4.

LabelImg’s interface ....................................................................................................16

Figure 5.

Comparison between pictures taken from different cameras ......................................17

Figure 6.

Object detection model results ....................................................................................18

Figure 7.

Example of a false positive and two false negative results .........................................19

Figure 8.

Bounding box showing coordinates (xmin, ymin) and (xmax, ymax). .........................20

Figure 9.

Comparison between two images and their bounding boxes ......................................21

Figure 10. Objects in the environment .........................................................................................22
Figure 11. 3D model of the environment where the localization algorithm is to be tested .........23
Figure 12. 2D diagram of the environment ..................................................................................24
Figure 13. Workflow of the localization algorithm .....................................................................27
Figure 14. Architecture of the localization system ......................................................................28
Figure 15. Results of the distance detection algorithm ................................................................31
Figure 16. Distance addition to distance measurement ...............................................................33
Figure 17. Results of trilateration algorithm before distance modification .................................36
Figure 18. Results of the trilateration algorithm after distance modification ..............................37

iv

Abstract
Many strategies for localization have been proposed, the majority of which rely on distance
calculations and estimates. The proposed approach is a method that combines image-based singlecamera localization techniques and the principle of trilateration to perform localization in a known
indoor environment. By using a camera, the proposed system can detect custom objects using
object detection in an indoor environment and calculate an approximation of the camera’s position.
To recognize the location, previous information such as the size of the environment and the
coordinates and sizes of the objects in the environment are given as input to the system together
with the distance to such objects that are calculated by a previously calibrated distance detection
algorithm.

v

Chapter 1: Introduction
Localization is a fundamental problem in autonomous mobile robot navigation. It refers to
the determination of the pose, including position and orientation of a mobile robot through the
analysis of sensory data [1]. Localization is one of the most basic skills required of an autonomous
robot because knowing the robot is located, is a prerequisite for making judgments about upcoming
actions.
In mobile robotics, self-localization is a major challenge and a fundamental problem, which
is the reason why localization techniques are very important. Self-localization refers to how a
mobile robot locates itself in its environment. If a mathematical model of the motion is known, a
mobile robot equipped with sensors to track its own motion can compute an estimate of its location
relative to the position where it started.
On the other hand, mapping refers to the problem of representing the environment in which
the robot moves. There are mobile robots’ systems that combine both the ability to localize the
robot’s pose, including position and orientation and the capacity to generate a map of the
environment they navigate.
There has been a significant effort to develop localization services that can be used both in
indoors and outdoors environments. The Global Positioning System (GPS), which cross-references
received signals from many satellites [2], is one of the most well-known localization methods,
however, when it comes to indoor location, GPS is not the most reliable option.
Indoor localization is the process of obtaining a device or user location in an indoor setting
or environment; it can be achieved using a variety of sensing technologies, such as triangulation
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using Wi-Fi signals or proximity detection using RFID tags [3]. Several studies related to mobile
robots’ localization rely on the principle of trilateration; for instance, those are based on the Wi-Fi
trilateration approach.
Trilateration can help determine the location of an agent by measuring distances and
applying geometry, using the geometric properties of triangles to estimate location. Three fixed
points are required to determine a mobile robot's indoor position using this method. These
distances can be provided by such signal measurement techniques like a received signal strength
(RSS), time of arrival of radio signals from transmitters (ToA) or time difference of arrival of
several radio signals (TDoA). Similar approaches are based on the triangulation method and using
measurement of arriving signal angle [4].
Considering the good performance of deep learning on the feature extraction and object
detection, many efforts have been made to bring together the advantages of deep learning and robot
localization and mapping. Deep learning can help improve many processes included in the
simultaneous localization and mapping, these processes include loop closure, depth estimation and
visual odometry.
The type of map provided, if any, as well as the characteristics of the sensors employed to
detect its environment, impact the formulation of the robot localization problem. The focus of this
thesis will be on the development of a system that uses a localization technique based on the
trilateration principle, while making use of deep learning by including object detection in images
taken from a single camera to provide robots or other vehicles with the option of localization in
indoor known environments.
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1.1 Problem Statement and Solution
Indoor positioning techniques open possibilities to develop various intelligent systems that
provide the user location-based information inside buildings or other closed environments. While
many methods have been developed for outdoor localization, the difficulty of indoor localization
remains a challenge. Added to the high accuracy requirement, an indoor positioning system should
also have low complexity and short online process time for mobile devices [5].
A trilateration-based self-localization algorithm for mobile robots in indoor environments
is proposed, which retrieves the robot position from a single image. The system should provide an
appropriate tool for the self-localization of mobile robots and other vehicles which are equipped
with cameras. The principle of trilateration will be used to determine the robot's position using the
position of the objects in the environment and the distance from the camera to the objects that will
be computed using the triangle similarity principle.
Deep learning will be used to apply an object detection model making use of TensorFlow’s
Object Detection API to identify custom objects in the environment to use; the information from
the detected bounding boxes, more specifically their size in pixels, will be used later as input to
calibrate a distance detection algorithm. The distance detection algorithm's output, as well as the
positions of the objects in the environment, will then be used as input data for the trilaterationbased localization algorithm.

1.2 Contributions
Many efforts have been made to develop new techniques that are accurate in locating an
agent in a closed environment. Techniques based on the trilateration principle, RFID tags, Wi-Fi
signal. In this case, only visual information was used to localize a camera within the environment.
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Many localization techniques nowadays use deep learning methods to improve the performance of
some of their modules. The novelty of this work is that it combines deep learning methods with
localization, by training a model with customized objects and using this information to obtain
distance to the objects in the environment. Other techniques also use visual data but the difference
is the object detection module, which could be used further to train a model with generic objects
that could also work for localization in unknown environments
.
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Chapter 2: Literature Review
This chapter reviews and summarizes research that is closely linked to the thesis's topic. It
discusses several mobile robots’ localization techniques.

2.1 Simultaneous Localization and Mapping
The simultaneous localization and mapping (SLAM) problem asks if it is possible for a
mobile robot to be positioned at an unknown location in an unknown environment and for the it to
incrementally build a map of this environment while simultaneously determining its location inside
this map [6]. In the last decade, SLAM for autonomous navigation has received a lot of attention
and this technique offers a solution to the key to mapping and localization for any truly autonomous
robot.
Both the trajectory of the robot and the location of all landmarks are predicted in real-time
in SLAM with no prior knowledge of the location nor the environment. SLAM is the process of
estimating the state of a robot equipped with on-board sensors while also building a representation
map of the environment that the sensors are perceiving, then robot state is described by its pose,
which is determined by both its position and orientation [7]. The state-based formulation of the
SLAM problem involves the estimation of a joint state composed of a robot pose and the locations
of observed stationary landmarks [8]. SLAM involves of several parts including landmark
extraction, data association, state estimation, state update and landmark update. The architecture
of a SLAM system includes two main components: the front end and the back end. The front-end
abstracts sensor data into models that are amenable for estimation, while the back end performs
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inference on the abstracted data produced by the front end. SLAM is best described in probabilistic
terminology [9]. Let us denote time by t, and the robot location by xt. For mobile robots on a 2D
environment, xt is usually a three-dimensional vector, comprising its two-dimensional (2-D)
coordinate in the plane plus a single rotational value for its orientation. The sequence of locations
is given by:
𝑋𝑇 = {𝑥0 , 𝑥1 , 𝑥2 , … , 𝑥𝑡 }
The initial location 𝑥0 serves as a point of reference for the estimation algorithm.
Odometry offers relative information between two consecutive locations. Let 𝑢𝑡 denote the
odometry that characterized the motion between time t − 1 and time t; such data might be obtained
from the robot’s wheel encoders or from other sensors. For noise-free motion, the odometry would
be sufficient to recover the poses from the initial location 𝑥0 . However, odometry measurements
are noisy, and path integration methods predictably differ from the truth [9]. Essentially, the SLAM
problem relies on retrieving a model of the world (map) and the sequence of robot locations from
the odometry and measurement data.
The advent of indoor mobile robotics applications has contributed to the popularity of
SLAM for these purposes since there is an increasing need for robust indoor localization systems
because indoor operation rules out the use of GPS to bound the localization error; furthermore,
SLAM provides an appealing alternative to user-built maps, showing that robot operation is
possible in the absence of an ad hoc localization infrastructure [7].
The future directions of SLAM include making improvements in all its parts by making
use of the advantages of new technologies like machine learning and deep learning. Deep learning
has had a transformative impact on computer vision, and it is already making substantial advances
into classical robotics, including SLAM. Multiple types of sensors are used for SLAM techniques,
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some of them use distance sensors such as laser sensors or SONAR sensors, some others use
merely visual information.

2.1.1 Visual SLAM
SLAM has been extensively researched, resulting in a wide range of solutions utilizing
various types of sensors such as sonar sensors, infrared sensors, and laser scanners. Because of the
abundant visual information accessible from passive low-cost video sensors compared to laser
scanners, visual based SLAM has recently gained popularity. The main difference to SLAM
systems based on other sensors is the need to generate depth information from consecutive camera
frames [10].
Visual simultaneous localization and mapping is essential for robots operating
autonomously with cameras and is also the core of vision-based applications, e.g., virtual and
augmented reality [11].
SLAM using cameras is referred to as visual SLAM (vSLAM) because it is based merely
on visual information. vSLAM can be used as a foundation technology for a variety of applications
and has been considered in the field of computer vision, augmented reality, and robotics [12].
Visual SLAM algorithms are particularly well suited to camera pose estimation in augmented
reality (AR) systems; however, AR systems aren't the only ones that can benefit from vSLAM
techniques.
With reasonably inexpensive cameras, visual SLAM may be deployed at a low cost.
Furthermore, because cameras capture a huge amount of data, they may be utilized to recognize
reference points at previously measured positions. Landmark detection can potentially be
integrated with graph-based optimization for SLAM implementation.
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Some existing vSLAM algorithms have shown to be effective, there are proposed
techniques for vSLAM [13]-[15] that use monocular, stereo or RGB-D cameras that have a high
level of consistency and map building precision and that can even accurately recognize dynamic
objects in the environment. Yet visual SLAM is not a problem that is considered to be solved
completely, especially when it comes to indoor environments.

2.1.2 SLAM and Deep Learning
With the remarkable success of deep learning (DL) methods in the field of computer vision,
there is a growing inclination of using deep learning approaches to visual SLAM.
Frontend visual odometry, backend optimization, loop closure detection, and mapping are
the four modules that make up state-of-the-art visual SLAM frameworks [15]. Loop closure has
the most potential to be solved with deep learning approaches as it is related to image classification
and retrieval problems. The purpose of loop closure detection is to enable the robot to recognize if
it has previously been in a particular scene or location before.
There have been efforts to merge deep learning and SLAM techniques [17]-[18] showing
interesting results; recently, most of the geometric vision tasks are now led by deep learning
models. Bruno and Colombini [17] propose a visual SLAM system that combines the potential of
deep learning-based feature descriptors with the traditional geometry-based vSLAM; the
experiments conducted on KITTI [19] and Euroc [20] datasets show that deep learning can be used
to improve the performance of traditional vSLAM systems, as the proposed approach was able to
achieve results comparable to the state-of-the-art SLAM.
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Not only loop closure can benefit from the deep learning advantages. The application of
deep learning can help different aspects of the SLAM problem. Recently, deep learning-based
methods have shown a good performance on pose and depth estimation [21], [22].
Most deep learning-based methods are built using supervised learning schemes that require
datasets with annotations. Annotating large amounts of data is challenging and costly, which limits
the potential application scenarios of these deep learning-based methods [11]. This is particularly
true in the context of visual SLAM because robots typically operate in completely unknown
environments; training deep neural networks with existing datasets is a possible solution to this
problem.
Deep learning has become the standard model for object detection and recognition.
Recently, there is progress on using CNN models for geometric vision tasks like depth estimation,
optical flow prediction or motion segmentation [10]. Applying the deep learning technology to
SLAM is essential to solve the problem of robot localization and mapping in the real dynamic
environment.

2.2 Visual Odometry
Visual odometry (VO) estimates the position and orientation of a platform by analyzing
the variations induced by the motion of a camera on a sequence of images [24]. According to the
survey papers in visual odometry and robotics [25] the link between vSLAM and VO can be
described as follows:
vSLAM = VO + global map optimization
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Odometry is an essential part of a SLAM or vSLAM system. The difference between visual
odometry and visual SLAM is that visual SLAM also applies loop closure for global map
optimization. The relationship between SLAM, vSLAM and VO is shown in figure 1.
Visual odometry determines the robot's pose and location from frame to frame, as well as
the map point's position. The direct technique of visual odometry depends on the image's pixel
intensity values directly, minimizing sensor space errors and avoiding feature matching and
tracking in the process [25]. The decision to align only the last pair of images rather than the
complete series reduces the algorithm's computational complexity to constant time regarding the
path length. This enables visual odometry systems to operate in real time [26].

Figure 1. Relationship between SLAM, vSLAM and VO
Deep learning is also useful when it comes to visual odometry and studying monocular
VO. Vikram et al. [27] proposed the DeepVO framework. The framework is made up of two
AlexNet layers that are concatenated at the end of the final convolutional layer to create fully
connected layers. DeepVO was evaluated in known environment and the results revealed a good
performance.
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2.3 Triangulation-Based Localization
A popular technique for localization in known environments relies in the traditional
triangulation principle. Triangulation methods are a vast class of localization algorithms that use
some measurement to estimate distances between anchors and then apply an optimization
procedure to determine an estimate pose that includes both position and orientation. Figure 2
adapted from [28] shows how triangulation works:

Figure 2. Triangulation elements and a point of reference. (Adapted from [28])
The triangulation-based localization is an example of a range-based localization, it uses the
geometric properties of triangle to estimate locations, which relies on angle measurements [29]. In
order to localize and estimate the robot pose (position and orientation) by triangulation, at least
two reference sites with known coordinates are necessary, if it includes a direction indicator such
as a compass. A minimum of three reference points is necessary otherwise [30].
Triangulation methods involve gathering a collection of (x, y, d) values, where d represents
an estimated distance from a device to an anchor at (x, y) and in the ideal case, where the distances
are not subjected to any measurement noise, these (x, y, d) values map out a surface given as [31]:
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𝑑 2 (𝑥, 𝑦) = (𝑥 − 𝑥0 )2 + (𝑦 − 𝑦0 )2
whose minimum value (𝑥0 , 𝑦0 )is the device location. A minimum of two angular lines are needed
for 2-dimensional space.

2.4 Trilateration-Based Localization
Trilateration refers to positioning an object based on the measured distances between the
object and multiple references at known positions by solving a system of equations [32].
The trilateration problem depends on measuring the distances between at least three target
objects and a receiver, which in the case of localization would be the robot. The equation system
to find the estimated location of an object using trilateration [36] is the form of:
(𝑝𝑖 − 𝑝0 )𝑇 (𝑝𝑖 − 𝑝0 ) = 𝑟𝑖 2

(1)

where 𝑝0 represents the unknown position of the object, 𝑝𝑖 the known position of the ith reference
point, and 𝑟𝑖 the measured distance between 𝑝0 and 𝑝𝑖 . Figure 3, adapted from [4] shows how
trilateration works in practice.

Figure 3. Intersection of 3 circles formed by the distances r1, r2, r3, of a camera to the 3 known
locations. (Adapted from [4]).
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With photography vision, the geometric relation between the world coordinates and the
image plane can also be obtained by lens transfer using image processing. The relative coordinates
of the mobile node can be derived with a single camera using co-linearity, or a dual camera using
geometric distance estimation [33]. In this paper, a single camera is used a distance detection
algorithm is described in the following chapter.
For localization methods that use trilateration or triangulation, prior knowledge of the
environment where the localization is to be done is necessary. Information such as the coordinates
and size of the objects or obstacles as well as measurements of the environment are useful for this
type of algorithms. The main difference between triangulation and trilateration is that the first can
also compute the orientation of the robot together with its position. In the three-node triangulation
system, three angles are often calculated between the robot heading and the directions to the
reference points. These angles are coupled with the robot coordinates and heading by nonlinear
equations.
Existing work shows the effectiveness of algorithms that use trilateration schemes [34][36] that can also serve as a useful tool for self-localization of mobile robots and other vehicles
equipped with cameras. Yu Zhou [35] proposes an algorithm that is derived from a nonlinear leastsquares formulation and provides an optimal position estimate from various reference points and
corresponding distance measurements.
Visual information can also be useful for trilateration-based localization techniques. Zhou
et. al [34] proposed a single-camera trilateration scheme which estimates the instantaneous 3D
pose of a regular forward-looking camera, which can be moving, based on a single image of
landmarks at known positions taken by the camera pose of a regular forward-looking camera.
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Chapter 3: Architecture of the System and Localization Algorithm Implementation
This chapter describes the architecture of the system, how the localization algorithm was
implemented and all the processes that were completed in order to acquire and process the data.
The object detection model details and its results will be discussed and the process to obtain the
distance between the camera and the objects in the environment.

3.1 Localization Algorithm Input Data and Pre-processing of the Data
Preprocessing and input data is necessary to run the proposed localization algorithm. This
data includes processed information from the objects detected in the images coming from the
object detection model, actual size measured in inches and coordinates of the objects in the
environment and the distance between the camera and the objects that is going to be calculated by
the object detection algorithm also described later in this chapter.

3.1.1 Object Detection Model
TensorFlow’s Object Detection API [37] is an open-source framework built on top of
TensorFlow that makes it easy to construct, train and implement object detection models. This API
was used to train and evaluate a custom object detection model. Model Zoo is a framework in
which pre-trained models are already available. This includes a collection of models that have been
pre-trained on the COCO [38], KITTI [19], and Open Images [40] datasets that detect many
generic objects.
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The architecture used for initializing the model was the SSD MobileNet V2 FPNLite
320x320 [37]. This is an SSD MobileNet V2 object detection model with FPN-lite feature
extractor, shared box predictor and focal loss, trained on COCO 2017 dataset with training images
scaled to 320x320. The images used for the training and tunning were both collected and labeled.
The collected images of the objects were used to train the model and also trained to detect
environment-specific objects, i.e., the model can distinguish, for example, between two different
chairs or two different tables. Thus, the model can recognize different objects of the same type in
order to correctly calibrate the camera in case two objects of the same type do not have the same
height by making use of the collected images.

3.1.1.1 Collection of Data
The SSD MobileNet V2 FPNLite 320x320 is a model architecture trained to detect 80
generic objects. For the implementation of the localization algorithm, we needed a model than
could detect custom objects since we needed the model to have the ability to distinguish between
two objects of the same kind.
The objects that are present in the environment for the tests include a desk chair, an
armchair, a sofa, a mini fridge, a shelf, a coffee table, and another small table. To train the model
for custom objects, a dataset of 100 images was collected by taking the photos with a laptop’s
camera. These images were then manually and randomly separated into two partitions: a train
partition with 90 images and a test partition with 10 images.
The images were then labeled using LabelImg [41], a graphical image annotation tool. The
annotations were saved as XML files in PASCAL VOC format, to be able to train the model.
Figure 4 shows LabelImg’s interface of an image in the train partition being labeled.
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After testing the model with the 10 images in the test partition, approximately 5 images
were taken with a cell phone’s camera to continue testing the model under different conditions.
This yielded very imprecise results due to the difference of the quality between the laptop camera
images and the images taken with the cell phone.
To solve this problem, 25 pictures of the environment were taken with a cell phone’s
camera and labeled to train the model again and have a more generalized model with respect to
light in the images and image quality. Figure 5 shows two different pictures of the environment
taken with the two cameras used to take the pictures that were used to test the object detection
model.
After the object detection model was showed a good precision percentage and no false
negatives in most of the pictures, tests were performed on both images taken with the laptop and
images taken with the cell phone, resulting both in sufficiently precise outcomes.

Figure 4. LabelImg’s interface. An image of the train partition is being annotated using the
LabelImg library.
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(a)
(b)
Figure 5. Comparison between pictures taken from different cameras. (a) Shows a picture of the
environment taken with a laptop’s camera, while (b) shows a picture of the same environment at
the same time of the day taken with a cellphone’s camera.

3.1.1.2 Model Training and Evaluating
After the data was collected, the model was trained making use of the images collected and
the annotation files. Figure 6 shows an example output of the object detection model in the
environment used for the tests.
The model was originally trained for 2000 steps using the first 90 images and their
respective annotations in the train partition and only one epoch. One step an amount of ‘batch size’
pictures are processed. In the configuration of our model, the batch size is 4, so in each step, 4
images are considered and since we have one epoch, the data is only seen one time by the model.
Initially, the model was tested only with the 10 images in the test partition, which were
taken with the same camera as the images in the training partition and showed satisfactory results.
However, when the model was tested with new pictures taken from a different camera, it revealed
inadequate results, showing both false negative and false positive results in some of the pictures.
Figure 7 shows an example of both the case of false positives and false negatives.
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False negatives are not as problematic as false positives. In the case of a false negative,
because of the way the system is programmed, it would not result in an incorrect outcome. The
system would only run the trilateration algorithm once it detects 3 known objects in the
environment, so if an object that is in the image does not appear as a detected object, the algorithm
would simply look for 3 other objects, or in the case of not getting 3 objects from a certain position,
it simply would not be able to locate the position of the camera. On the other hand, in the case of
a false positive, the system could falsely recognize an object that is not actually there, which would
affect the localization result.
Performance tuning was performed on the model by adding 25 new pictures taken from a
different camera and the model was trained for another 2000 steps to improve average precision
and recall and to have a more generalized model. This newly trained model showed better results
in terms of the number of false negatives and false positives. Table 1 shows the results of the
training process.

Figure 6. Object detection model results. The image shows an actual result of the object detection
algorithm in the environment used to test the localization algorithm.
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Figure 7. Example of a false positive and two false negative results. The yellow bounding box on
the right of the image shows how a false positive would look in an image tested with an object
detection model. On the left of the picture, there are two objects (a fridge and a table) that the
model is trained to recognize but did not.
Table 1. Results of the training process of the object detection model
Classification loss

0.089393936

Localization loss

0.029648613

Regularization loss

0.15168834

Total loss

0.27073088

Learning rate

0.07991781

Only when the model showed a good performance, based on the number of false positives
and false negatives, were results obtained. The results of the evaluation yielded an average
precision of 0.823 and an average recall of 0.732.
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3.1.1.3 Processing of the Object Detection Model Results
One important factor to consider in the next section is the size in pixels of the output
bounding boxes of the objects detected from the images in the object detection model. From the
bounding boxes, we have four coordinates that represent the minimum x, minimum y, maximum
x, and maximum y (xmin, ymin, xmax, ymax). These coordinates represent the bottom-left and topright coordinates of the bounding boxes in the images as shown in figure 8.
The accuracy of the bounding box size with respect to the size of the detected object is
extremely important since the size of the bounding box, more specifically its height in pixels, will
be passed as input information to the distance detection algorithm. The height of the bounding box
in pixels is given by:
𝑝𝑖 = (𝑦𝑚𝑎𝑥𝑖 ∗ 𝑖𝑚𝑎𝑔𝑒 ℎ𝑒𝑖𝑔ℎ𝑡 𝑖𝑛 𝑝𝑖𝑥𝑒𝑙𝑠) − (𝑦𝑚𝑖𝑛𝑖 ∗ 𝑖𝑚𝑎𝑔𝑒 ℎ𝑒𝑖𝑔ℎ𝑡 𝑖𝑛 𝑝𝑖𝑥𝑒𝑙𝑠)

Figure 8. Bounding box showing coordinates (xmin, ymin) and (xmax, ymax).
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where 𝑦𝑚𝑎𝑥𝑖 is the maximum y of object 𝑖, 𝑦𝑚𝑖𝑛𝑖 is the minimum y of object 𝑖 and 𝑝𝑖 is the
height in pixels of the bounding box that surrounds object 𝑖.
Figure 9 shows a comparison between (a) an image (purple bounding box) whose bounding
box is accurate with respect to the size of the object in the image and (b) an image whose bounding
box is of an imprecise size with respect to the detected object.

(a)

(b)

Figure 9. Comparison between two images and their bounding boxes. In the picture on the left, the
bounding box of the coffee table (purple color) is imprecise with respect to the object. In the image
on the right, the bounding box surrounds the coffee table more precisely.

3.1.2 Pre-processing of the Environment Data
The environment where the trilateration algorithm was tested is a 161” by 169” closed
indoor environment. The element contains 7 objects that were considered. The objects present in
the environment include: a chair (object 1), a shelf (object 2), a mini fridge (object 3), a small table
(object 4), a coffee table (object 5), a sofa (object 6) and an armchair (object 7). As shown, all the
objects are distinct. The objects are shown in figure 10.
The information of the environment is required as input to the localization algorithm for
multiple steps in the process of localization. First, the size of the objects in the environment in
inches was collected to introduce as input to the distance detection algorithm which will be
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discussed with further detail in the next section. This algorithm was applied to get estimate
distances from the camera to the objects detected by the object detection model.

Figure 10. Objects in the environment. (a) Object1. (b) Object 2. (c) Object 3. (d) Object 4. (e)
Object 5. (f) Object 6. (g) Object 7.

Only the height or the width of the objects was needed to calibrate the distance detection
algorithm; it was decided that the height was going to be used since it is perspective independent
as opposed to the width. Given that not all the elements in the environment are symmetrical, the
position of the camera could interfere with the collection of data since the width can change
significantly from one point of view to another.
Since we are working with a known environment, the next step was to collect the
coordinates of the elements in the environment. The coordinates collected were those at the center
of each object. These coordinates will be used as input data to the trilateration-based localization
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algorithm together with the output distances coming from the distance detection algorithm. In other
words, the elements in the environment are going to be used as landmarks or reference points for
the localization algorithm. These landmarks are the reference points that are going to be used to
implement the trilateration.
Figure 11 depicts an approximate 3D model of the configuration of the environment used
showing all the elements. Figure 12 shows a 2D diagram of how the environment is distributed
and the coordinates are collected.

Figure 11. 3D model of the environment where the localization algorithm is to be tested
3.1.3 Distance Detection Algorithm
The coordinates, as mentioned, must be measured in advance. On the other hand, the
distances to the objects must be measured in real time to apply the localization algorithm to locate
the position of the camera. By using a single camera, the only way of getting the distance from
such camera to an object is if we know in advance the size of the object and the focal length with
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respect to that object. Hence, it is necessary to calibrate a distance detection algorithm using the
triangle similarity principle which requires knowing two parameters prior to applying the
algorithm: the width or height in some distance measure of the object used as a marker, and an
initial distance of the camera to the marker. These parameters are used to calibrate the system, i.e.
to compute the initial focal length of each object. The focal length of object 𝑖 is given by:

𝑓𝑖 =

( 𝑝𝑖 ∗𝑑𝑖 )
ℎ𝑖

where 𝑝𝑖 is the height in pixels of the landmark object whose focal length 𝑓𝑖 is being calculated,
𝑑𝑖 is the initial distance from the camera to the object and ℎ𝑖 is the actual height of the object
previously measured in inches.

Figure 12. 2D diagram of the environment. The points inside the objects represent the center
coordinate of each object that was collected for the localization algorithm.

The focal lengths are initially calculated to calibrate the distance detection algorithm. The
distance detection algorithm was calibrated by calculating the focal length of the camera with
respect to each object in the environment. The focal lengths of the objects were calculated multiple
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times using several images from different perspectives and different distances in order to get a
better and more generalized focal length for each object. Then, the average of all the focal lengths
for an object was calculated. After the focal lengths of all objects are calculated and adjusted.
In subsequent images we simply need to find our object and make use of the computed
focal length to determine the distance to the object from the camera. The distance to object 𝑖 is
given by:
𝑑𝑖 =

( ℎ𝑖 ∗ 𝑓𝑖 )
𝑝𝑖

3.2 Trilateration Algorithm
For the localization algorithm as such, all input data was collected in the pre-processing
steps. This data includes information about the environment, the objects in the environment and
the output of the object detection model. Figure 13. Shows a flowchart of the steps to get to the
final localization algorithm.
Trilateration methods can be used to calculate robot localization (x, y) based on the
determination of absolute or relative measured distances to at least three known locations using
the trilateration general equation (1). Trilateration is applicable for both 2D and 3D motion. We
will only be considering 2D motion. Considering that we need the distance to at least 3 known
objects we can assume the following three equations:
(x − 𝑥1 )2 + (y − 𝑦1 )2 = 𝑟1 2
(x − 𝑥2 )2 + (y − 𝑦2 )2 = 𝑟2 2
(x − 𝑥3 )2 + (y − 𝑦3 )2 = 𝑟3 2
where (𝑥1 , 𝑦1 ), (𝑥2 , 𝑦2 ) and (𝑥3 , 𝑦3 ) are the coordinates of the three known locations given as
input to the algorithm and 𝑟1, 𝑟2 and 𝑟3 are the distance to such objects calculated by the distance
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detection algorithm used in advance. By solving the equation system, we end up with an x and a y
that represent the coordinates of the camera.

3.3 Software Implementation
The software to implement the localization algorithm is composed of three main modules:
object detection model, distance detection algorithm and the implementation of the trilateration
algorithm. Figure 14 shows the architecture of the system and how the data is passed between the
different software modules. In turn, the object detection module is divided into two sub-modules,
one sub-module for image collection and annotation and another sub-module for object detection
in images.
All software modules are written in Python 3.7 and are gathered in Jupyter notebooks. Two
Jupyter notebooks were used, one for the collection and annotation of images, and the second one
contains the sub-module to detect objects from images, the distance detection module, and the
implementation of the trilateration algorithm.
For the implementation of the software, CUDA and cuDNN were installed on the laptop,
which was an optional step, however, they were used for high-performance GPU acceleration. The
GPU used to run the training of the object detection model was an NVIDIA GeForce GTX 1660
Ti. With the GPU acceleration the model was able to train reasonably fast, at an approximate of
0.132 seconds per step.
To work in a clean environment, all the dependencies and libraries needed to run all the
modules and use GPU acceleration were stored inside a virtual environment.
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Figure 13. Workflow of the localization algorithm.

27

Figure 14. Architecture of the localization system.
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Chapter 4: Tests and Results

4.1 Distance Detection Algorithm Results
The precision of the distance detection algorithm is essential for the next step of the
localization algorithm to work accurately, for this reason, before proceeding with the next steps,
the proper functioning of the distance detection algorithm was made a priority.
Tests were carried out to test the accuracy of the distance detection algorithm where the
distance from the camera to multiple objects was measured. The accuracy of the algorithm depends
on several factors such as the pre-calibration of the focal lengths and the proper functioning and
precision of the object detection model. Occasionally, the object detection model does not detect
the pixel size of objects accurately. The height in pixels of the detected objects coming from the
object detection module, is part of the information needed by the algorithm together with the actual
size of the objects in inches and the focal lengths computed previously in the calibration process.
For this reason, it was also essential to train the model so that, as far as possible, the bounding
boxes were proportional to the real size of the objects detected in the images.
Table 2 shows the results of the distance measurement of the camera moving from 40 to
100 inches to each one of the objects in the environment in ranges of 5 inches, for a total of 13
images for each object. Figure 15 shows the graph of the same results. The results demonstrate a
good accuracy of the algorithm with an approximate average error of 2.25%. The accurate results
are fundamental to continue with the next step of applying trilateration to obtain estimated camera
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Table 2. Results of the distance detection algorithm
Real Distance to Object

Object 1

Object 2

Object 3

Object 4

Object 5

Object 6

Object 7

1

40

39.300495

41.3523453

37.351234

41.892473

40.34224

42.97541

39.903401

2

45

42.411298

44.0279375

45.426493

46.020923

45.42649

47.490924

43.453453

3

50

49.250332

49.9645782

49.2288543

53.201345

51.54327

51.973309

49.001594

4

55

53.798166

56.024724

55.6259645

57.102361

55.42347

55.035356

53.972027

5

60

57.444365

58.7745635

59.9136867

60.91047

59.90918

61.93527

56.338941

6

65

62.920185

63.2141235

67.5446342

66.017346

66.50822

64.016482

61.983746

7

70

68.177035

68.1770352

71.6576732

72.395329

71.00273

69.188209

68.958234

8

75

77.789321

74.1674572

76.928374

76.135601

76.09836

75.452185

74.990592

9

80

79.563807

82.5574679

81.5633538

78.379231

80.9242

80.998127

78.069029

10

85

85.231445

85.0093837

86.9960785

84.032224

86.82735

86.023618

83.929387

11

90

90.059504

91.073499

89.3123523

92.004918

91.35235

91.784066

89.010435

12

95

96.687952

93.6789358

95.9250019

94.281601

95.89264

96.642835

95.777021

13

100

98.299216

99.4623452

100.24541

101.09183

100.9783

99.064933

97.781038
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coordinates because the distance measurements are going to be used as input to the localization
algorithm.
100

90

Distance in inches

80

real distance to object
object 2
object 1

70

object 4
object 3
object 5

60

object 6
object 7
50

40
1

3

5

7
Pictures

9

11

13

Figure 15. Results of the distance detection algorithm.

4.2 Trilateration-Based Localization Algorithm Results
The results of the localization algorithm vary depending on the setup of the environment
and the objects and their positions that the algorithm detects. Trilateration error arises due to the
inaccuracy in measuring distances and mapping reference points and is heavily influenced by the
geometrical arrangement of the reference points and the object [42]. As a result, the crossing circles
may not intersect at the actual position of the camera, or even not at all. Thus, the result of the
trilateration is rather an approximation [35].
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To test the results of the algorithm, images were taken from several previously selected
points, without following any specific path. In these images, if the object detection model does not
detect at least 3 known objects, it was not possible to perform the localization; in this case, the
camera was rotated, and a new image was taken from the same point until the image detected at
least 3 known objects. In the case that more than 3 known objects are detected from the image, the
first three objects, ordered from largest image size to smallest image size with respect to pixel
height, were selected to perform the localization.
Initially, the localization algorithm was yielding very inaccurate or even completely
erroneous results. The reason for the erroneous results was that the distance algorithm was
calculating the distance to a point in the surface of the object, more specifically, the point closest
to the camera. This output distance did not match the distance to the center coordinate, which is
inconsistent and resulted in incorrect distance inputs to the trilateration algorithm, thus resulting
in inaccurate results.
The solution to this problem, was to add to the distances an amount equal to the average of
the sum of the distance from the center of the object to a horizontal point, a vertical point and a
diagonal point as shown in figure 16. This resulted in the distances being more accurate to the
distance from the camera to the center coordinate of each object.
Twenty-one 𝑞 values are measured in the environment beforehand, three for each of the
seven objects in the environment and the value added to each distance is given by:
𝑞𝑗 =

(𝑞𝑗 1+𝑞𝑗 2+𝑞𝑗 3)
3

where 𝑞𝑗 1 is the distance from the center of the object to a vertex in the object, 𝑞𝑗 2 is the distance
from the center of object 𝑗 to a parallel point in the vertical line of the object and 𝑞𝑗 3 is the distance
from the center of object 𝑗 to a perpendicular point in the horizontal line in object 𝑗.
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We end up with 7 𝑞𝑗 values where j corresponds to the number of elements in the
environment (𝑞1 , 𝑞2 , 𝑞2 , 𝑞3 , 𝑞4 , 𝑞5 , 𝑞6 , 𝑞7 ) and finally, the distances that are going to serve as input
to the localization algorithm are given by:
𝑑𝑖 = 𝑑𝑖 + 𝑞𝑗
where 𝑞𝑗 corresponds to the 𝑞 value of its respective object in the environment that 𝑑𝑖 refers to.

Figure 16. Distance addition to distance measurement. 𝑞𝑗 1, 𝑞𝑗 2 and 𝑞𝑗 3 represent the distances
from the center point to one vertex of the object, one point in the vertical line, parallel to the center
of the object and one point in the horizontal line, parallel to the center of the object.

This, although resulted in more accurate results, sometimes still yields imprecise results to
some extent depending on the perspective that the camera perceives the objects. Since most of the
objects are asymmetrical with respect either to the x-axis or to the y-axis, the amount added to the
distance does not always make the distance match the distance from the camera to the center of
the object perfectly, resulting in inaccurate results from the localization algorithm.
After this modification, most of the errors in localization are caused by inaccurate
measurements coming from the object detection module or erroneous distance detections. When
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testing the implementation of the localization algorithm, by manually making small changes to the
distances detected or to the coordinates of the objects, it was observed that the algorithm is
particularly susceptible to these changes because the output coordinates showed very inaccurate
results in those cases.
The results in table 3 show a sample of some real previously selected coordinates in the
environment and their respective calculated coordinates that resulted from the first test of the
trilateration algorithm before the distance modification and figure 17 shows the same results. The
results show an average error of 72.37782 inches.
On the other hand, table 4 shows the results after modifying the distance that was to be sent
as input for the localization and figure 18 shows the position of the coordinates in a graph that also
shows the elements in the environment. After the distance modification, the results show a much
smaller error of 4.075916 inches.
Table 3. Results of the trilateration algorithm before distance modification
Real (x, y)

Calculated (x, y)

(43, 40)

(61.1574511, 45.239363418)

(20, 64)

(24.0234897, 101.014567)

(35, 88)

(46.428702, 73.67587901)

(35, 104)

(58.0183847, 309.0134713)

(43, 88)

(39.7499321, 110.3401938)

(57, 103)

(223.9824095, 111.00248962)

(64, 110)

(60.4758222, 34.1029384)

(64, 130)

(88.092459, 115.243756)

(94, 88)

(93.462844024, 117.700404595)
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Table 3. (Continued)
Real (x, y)

Calculated (x, y)

(20, 127)

(15.7520944, 207.429375029)

(110, 125)

(198.389472, 96.497877)

(80, 120)

(130.2904785, 252.2098475)

(130, 110)

(151.2098457, 64.290458)

(150, 110)

(108.0925739, 97.9845572)

Table 4. Results of the trilateration algorithm after distance modification
Real (x, y)

Calculated (x, y)

(43, 40)

(39.65404721, 35.98077154)

(20, 64)

(17.634539549, 67.3563649)

(35, 88)

(36.076345, 85.9582598)

(35, 104)

(32.795446893, 99.9745688)

(43, 88)

(43.9098362, 89.393693)

(57, 103)

(55.6229456, 129.35734593)

(64, 110)

(62.5603566, 105.7290161)

(64, 130)

(66.36829356, 123.2790051)

(94, 88)

(119.47211466, 90.29563563)

(20, 127)

(21.00128487, 128.0298341)

(110, 125)

(106.024752345, 135.0923246)

(80, 120)

(83.732569, 125.9531366)
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Table 4. (Continued)
Real (x, y)

Calculated (x, y)

(80, 120)

(83.732569, 125.9531366)

(130, 110)

(131.9350518, 108.8021752)

(150, 110)

(146.20273487, 105.523025)

Figure 17. Results of trilateration algorithm before distance modification
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Table 3 show very inaccurate results, it can be seen how the real coordinates (blue dots) in
some cases are very far from the output from the localization algorithm (orange dots). This
happened due to the inconsistencies between the calculated distances and the coordinates being
used for the implementation of the localization algorithm. In the same table, it can be seen that the
algorithm even yields results of impossible coordinates since some of them are out of the
boundaries of the environment and some of them collide with the objects in the environment. We
can also see how in figure 18, despite the fact that certain outcomes are more accurate than others,
no calculated coordinates go beyond the limits of the environment.

Figure 18. Results of the trilateration algorithm after distance modification. The rectangles in the
graph represent the objects in the environment
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Table 4 and figure 18 show more accurate results after the modification of the distances.
This modification got rid of the inconsistencies of the calculated distances and the coordinates
for the localization algorithm.
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Chapter 5: Conclusions and Discussion
Localization is an essential task for autonomous mobile robots; there are several methods
and techniques for calculating the position of a robot in an environment, whether the environment
is outdoors or indoors, known or unknown. This thesis explores several of these methods, their
differences, and their different applications.
This thesis proposes a method for localization based on visual information from a single
camera. The algorithm applied uses the trilateration principle. The system was tested in a known
environment with objects of known positions to be used as landmarks and taking advantage of the
benefits of an object detection model that was also tested under many different conditions
regarding distribution of the objects, light in the room and quality of camera.
This work presented a system based in the trilateration algorithm which estimates the
position of a target object, e.g., a mobile robot or a camera. The results of the simulation tests
reveal that the method is fairly effective when computing the coordinates (x, y) of a camera.
The error in the trilateration algorithm increases when dealing with erroneous distance
measurements and reference points. Tests show that increasing the accuracy in distance
measurements before applying the trilateration algorithm, reduces the position estimate inaccuracy
in general.
At first, to test the localization algorithm, the center coordinates, and the distance to a point
in the surface of the objects were being used, this resulted in very imprecise results because the
center coordinate did not match the distance being calculated by the distance detection algorithm.
To obtain better results, to the distance calculated by the distance detection algorithm, a number
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equal to the average of the sum of the distance from the center of the object to a horizontal point,
a vertical point and a diagonal point was added. This resulted in more precise results in the
calculation of the coordinates of the camera. Following this change, most localization issues are
now caused by erroneous measurements from the object detection module.
When testing the localization algorithm's implementation, it was discovered that the
algorithm is particularly sensitive to distance measurement errors or inaccuracies in the
measurement of coordinates of objects in the environment. It was discovered that even small
adjustments of less than one inch to the recorded distances or object coordinates could cause
dramatic variations in the localization results.
In general, after the distance detection algorithm was optimized and the coordinates of the
objects in the system were carefully collected, the results of the simulation tests conducted showed
that the method is fairly effective when determining the camera's coordinates (x, y) in a known
environment.
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Chapter 6: Future Work
Initially the plan was to implement the localization algorithm on a robot with a raspberry
pi and a camera attached to the robot. In early stages of the research, the object detection model
was translated into TensorFlow Lite (TFLite) to run the model on the robot to continue with the
rest of the implementation, however, when installing the packages and libraries needed to run the
object detection model in the raspberry pi, some dependencies became corrupted resulting in the
malfunctioning of the NumPy library, which is extremely important for many operations in the
process of object detection.
The image in the raspberry pi was restored to once again install the necessary dependencies
to run the model, but the problem with NumPy persisted. It was then decided that both the object
detection model and the tests for the distance detection algorithm and the localization algorithm
would be run on a laptop. It is proposed that in future implementations of the system, the algorithm
is run on a robot with a camera.
To calculate the distance to objects without the need to previously know their sizes, using
the height of the camera and the point of contact where the object meets the ground is an option to
get the distance to an object. Distances to an object could also be calculated using a pair of cameras
calibrated relative to each other using the method of triangulation. By being able to solve the
problem of distance detection without the need of the objects’ information, the system would be
more generalized and could have more applications in more complex environments.
It is proposed to use triangulation for the purpose of localization instead of trilateration.
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An advantage of employing triangulation rather than trilateration is that by using
triangulation, the robot or camera's orientation, as well as its coordinates, can be determined. This
would be a great improvement since determining the tilt angle of the camera in a vertical plane is
critical for localization, navigation, and some high-level mapping.
No particular path was followed when performing the tests to assess the accuracy of the
localization algorithm, however, it is proposed that the algorithm is tested under different
conditions by following a previously set path and applying a particle filter or an Extended Kalman
filter to also include state estimation in the system.
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