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1-D nanostructured thin-films exhibit, amongst other properties, unique mechanical, electrical, thermal, and optical properties.
These depend strongly on several aspects, including size, dimension and density. A thorough characterization of a nanostructured
film requires extensive time and is a great effort in terms of human resources. This article presents a facile implementation of
an automatic quantitative method for the characterization of nanostructured thin-films using a SEM image-based automatic
characterization solution to evaluate the size distribution and surface area (areal density) of assembled structures on a large
scale. The implemented solution has been used to evaluate electrochemically deposited zinc oxide nanorod thin-films as well
as additional inorganic thin-films. To validate the results, the proposed characterization method was compared with manual
small-scale characterization methods.
1 Introduction
The miniaturization of electronics to the submicron scale
allows the electronics industry to develop devices with a
high scale of complexity at reduced cost. Nonetheless,
the current advance in electronics requires further develop-
ment/improvements in terms of miniaturization and perfor-
mance. One possible solution is diverse one-dimensional (1-
D) nanostructures, which have been manufactured from a wide
range of materials. Nanostructures are important due to their
high surface-to-volume ratio and their influence on the electri-
cal, optical and mechanical properties of the fabricated films.
Some examples include nanorods, nanowires and nanobelts,
based on polymers, metals and semiconductors. Some of these
newly emerging materials are forecasted to enable novel func-
tions and enhanced performance1–7. Widely spread semicon-
ductor nanostructures with efficient electron and exciton trans-
port properties are a promising material for nanoscale elec-
tronics, especially for optoelectronic devices8–13. Since small
changes in the properties of nanostructures have a great influ-
ence on device performance, overall device reliability depends
heavily on the consistency of the used nanostructures. For ex-
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ample, the morphology (areal density and diameter size dis-
tribution) of nanostructures strongly affects the properties of
thin-films. As a result, quantitative characterization is crucial
for fabricated nano-enhanced thin-films14.
The most common methods used to evaluate nanostructure
morphologies are Atomic Force Microscopy (AFM), Scan-
ning Electron Microscopy (SEM) and Transmission Electron
Microscopy (TEM), to name a few. Although these methods
provide high quality measurements, the time and human re-
sources that they demand restricts the total area that can be
scanned. Moreover, significant errors may arise from non-
uniform sample locations. In addition, data produced by these
methods tends to be quantitative only locally and can be misin-
terpreted for larger scale thin-films. Several researchers have
addressed the characterization problem to perform a quantita-
tive analysis of nanostructured thin-films. For instance, some
groups have proposed a simple algorithm to count particle size
distribution based on SEM and TEM images15,16. Also, some
studies describe a particular procedure to determine the areal
density of nanostructures from electron micrographs at dif-
ferent locations and magnifications by manual counting17,18.
More comprehensive studies on TEM images have been con-
ducted by Mondini et al., although their methods were based
on single images of one area of interest19. Additionally, biol-
ogists developed multiple mechanisms and algorithms to pro-
duce quantitative information regarding the number of cells in
the tissue, cell size and much more20. Nonetheless, the large
area thin-film analysis still remains an unexplored field.
This paper proposes a new quantitative approach for areal
density analysis and size distribution characterization of
nanostructures. The method proposed here is a program
that implements image-based morphological operations in
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a unique manner to assess SEM images of nanostructure-
enhanced thin films21. Moreover, the presented program has
image enhancing features, which significantly improve the
quality of acquired images. In this experiment, zinc oxide
nanorods (ZnO NRs) were selected as main research subject
for their high applicability in optoelectronics22–24. In addi-
tion, self-assembled gold quantum dots and InP-based nanos-
tructures were examined. Prior to the analysis, ZnO fabricated
thin-films were additionally characterized with AFM and X-
Ray Diffraction (XRD) to acquire information on the dimen-
sions and orientation of nanostructures. A series of SEM im-
ages was acquired and the proposed program based on the
developed algorithms was used to analyze the data. This al-
lowed the extraction of the areal density and size distribution
of nanostructures. Finally, to evaluate the program usability,
achieved data was manually verified.
2 Methods
2.1 ZnO nanorod fabrication
Zinc oxide NRs were used to verify the developed algo-
rithm. ZnO NRs were electrochemically deposited from 50
mM aqueous zinc nitrate (ZnNO) solutions (Sigma Aldrich,
99.999 %) on ITO-covered glass substrates (TFD, resistivity
20Ω/). The galvanostatic deposition method with undivided
three-electrode cell arrangement was adapted from Seipel et
al. and D’Alkaine et al.25,26. For 45 s, pre-cleaned ITO (work-
ing electrode) was halfway immersed in the zinc nitrate solu-
tion (Fig. 1(a)), at a distance of 2 cm from a 1 cm2 platinum
foil (auxiliary electrode). A standard calomel electrode (E0
= + 240 mV) was used as reference. The potential with re-
spect to the reference electrode was 650 µA/cm2. Moreover,
growth parameters were controlled and monitored with the po-
tentiostat/galvanostat PAR 270. For all experiments, solution
temperature and acidity were maintained at 80 ◦C and 5.3, re-
spectively.
2.2 Physical characterization and imaging of fabricated
films
To determine the dimensions and orientation of NRs, the fab-
ricated films were initially characterized using AFM (Veeco
D3100 AFM) and XRD (Philips X’pert Theta2Theta, Cu Kα
(λ = 1.54A˚), power = 40kV 50 mA). X-rays were used to an-
alyze the crystallographic orientation of the fabricated nanos-
tructures. As presented in Fig. 1(c), AFM inspection was per-
formed in three different locations of the sample. The same
figure shows how ZnO NRs were inspected by SEM imaging
(JEOL JCM-5000) using an imaging area of 85 x 100 µm (real
sampling area). This inspection was performed from top to
bottom starting from the air/solution edge, including the area
(a) Image of ITO sample
immersed in the zinc nitrate
solution
ITO Area
ZnO deposited area
(b) Area covered by ZnO
nanorods after deposition
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(c) Location of SEM and AFM images taken for
surface characterization
Fig. 1 Depicted ITO-covered glass sample and location of SEM and
AFM inspection areas.
where the NRs begin to form. In this regard, three 6 mm long
strips of ZnO NR SEM images were taken and analyzed.
2.3 Program implementation
A Matlab-based computation algorithm was implemented to
post-process SEM images and to quantitatively determine the
properties of ZnO NR films. The algorithm comprises two
stages. In the first stage, each SEM image is enhanced and
filtered to exclude all major artefacts. In the second stage,
the post-processed image undergoes a morphology-based seg-
mentation to calculate areal density and NR size distribution.
To make the algorithm steps easy to understand, diagrams in
Fig. 2 and Fig. 3 demonstrate the image enhancement and
NR recognition processes. Importantly, the program auto-
matically adapts enhancement parameters individually to each
image, resulting in better NR recognition and ambiguity-free
results. Detailed processing steps regarding animation and
source code are provided in supplementary information.
Processing starts with the loading of SEM images (step 1)
into a memory buffer. Each image is then cropped (step 2) to
exclude the embedded SEM parameter caption. Next, the im-
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1: Read SEM 
image file
2: Crop the SEM 
caption out
Padd the image 
before filtering 
3:Wiener filter
4-5: Bright artifact
map is created 
using Otsu’s 
thresholding
Padding is 
removed
6: Bright artifacts
are removed
Padd the image 
before filtering 
7: Gaussian 
smoothing is 
applied
Padding is 
removed
8-9: Dark artifact
map is created 
using Otsu’s 
thresholding
10: Dark artifacts
are removed
Fig. 2 SEM image artefact removal and enhancement.
age is padded with 128 pixels on each side to suppress edge-
related artefacts resulting from the filtering processes. This
prepared image is subjected to a Wiener filter (step 3), which
is a trade-off between speed and accuracy, with a kernel size
of 24x24 pixels27. In this application, the filter exaggerates
bright objects and smooths out the surroundings, allowing the
pin-pointing of such artefacts as dust particles. After filtering,
the padding is removed to revert the size of the image to its
original size. The filtered image is binarized (step 4) using a
thresholding algorithm based on the Otsu method28. The re-
sulting binary map serves as a mask, used to exclude artefacts.
At the next step, all bright artefact features are removed (step
6). However, to increase the accuracy of quantitative analy-
sis, all dark features are also investigated, since their presence
may indicate a scratch, for example. To create a map of dark
artefacts, the image corrected for bright artefacts is morpho-
logically dilated to fill the areas between NRs and preserve all
significant dark spaces. It is then padded with 128 pixels using
Wiener filtering, in the same way as before, and then Gaus-
sian filtered with a 16x16 pixel kernel (step 7). The padding
is subsequently removed and the image is binarized using a
thresholding algorithm (step 8-9). As previously, a mask that
excludes all significant dark artefacts from the image is cre-
ated (step 10). Both computed artefact masks are applied to
the original image, and areas occupied by artefacts are filled
with a value corresponding to the median of the image. These
maps are saved for later use to analyze NRs.
11: Get processed 
SEM image
12: GET SIZE DISTRIBUTION
Iteratively perform morphology-based 
segmentation for different nanorod’s 
radius value (1-10 pixels)
Save the size 
distribution
Exclude noise and 
unasigned pixels
COMPUTE THE AREAL DENSITY 
Size distribution data is used as follows:
(populated area)/(imaged area – artefact 
area – noise area)
Save areal density 
value
Fig. 3 Nanorod counting and areal density computation.
A quantitative study of NR films is presented in Fig. 3 and
consists of post-processed images that are morphologically
segmented in a loop, using circular features with decreasing
radius. In each loop step, the segmented fraction is subtracted
from the data, so that only smaller features are present in the
image at the following step. When the loop converges, a com-
plete size distribution of NRs is available. This data is sub-
sequently used to determine the areal density of the NR film.
The computation can be described with the following equa-
tion:
Areal density = 100·Size o f cropped image(Sum o f classi f ied nanorod areas−Arti f act areas−Unclassi f ied areas)%
(1)
2.4 Verification Mechanisms
To assure the reliability of results provided by the developed
software, verification was performed. The SEM image pre-
sented in Fig. 4 was used for verification purposes. Firstly, the
number of NRs was counted by two human subjects, a com-
mercial software package (Nikon NIS-Elements BR6.229) and
the developed program. A ruler function was used to man-
ually measure the diameters of NRs in an image segment,
while the developed program and the commercial software
performed an automated analysis. In the second step, human
subjects and the commercial software applied the threshold-
ing method to calculate the areal density ratio of NRs. The
developed software calculated this ratio on the basis of infor-
mation acquired during the first measurement: number and
size of NRs.Table 1 summarizes the results of the validation
procedure. Additionally, histograms and animations demon-
Fig. 4 Image used for verification purposes.
strating the image processing of SEM images of quantum dots
and InP nanostructured thin-films are provided in the supple-
mentary information.
3 Results
3.1 Physical Characterization
The AFM and XRD techniques were used to verify the sur-
face morphology and provide the reference point for further
analysis. The XRD pattern (Fig. 5) shows a dominating pres-
ence of vertically grown Zn(OH)2 crystals in (100) and (101)
orientations. These orientations were in agreement with the
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surface images from AFM (Fig. 6), where 200 nm tall rod-like
crystals were observed. The AFM images show clearly that
the areal density and NRs size distribution varies according to
location and a single image cannot be used to represent the
whole sample.
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Fig. 5 XRD crystallographic analysis. XRD of grown ZnO on
ITO/glass (red line) and its ITO/glass substrate (black line). Braggs
angles and the corresponding crystal orientation for ZnO are noted.
The ∗(100) and ∗(101) of the 2 theta angle correspond to Zn(OH)2
peaks.
(a) (b)
(c) (d)
Fig. 6 Atomic force microscopy images of nanorods on ITO glass
substrate: (a) water-air interface of the sample (location AFM1), (b)
vertical midway along the sample (location AFM2), (c) the end of
the sample (location AFM3), (d) 3-D representation of the atomic
force micrograph from a location AFM1.
3.2 Program implementation
Fig. 7 shows the main steps of SEM image enhancement,
while Fig. 8 presents the NR calculation steps performed by
the developed software. Additional high quality processing
animations are provided in supporting materials.
Fig. 7 The selected main steps of SEM images artefacts removal
and enhancement processing: (1) Original SEM image, (3) Wiener
filtering to identify bright artefacts, (8) Mask for significant dark
artefacts is computed, (10) SEM with marked all artefacts.
Fig. 8 The selected major steps of nanorods counting and areal
density computation; the amount of NR with following diameter: 0
(1494 nm), 2161 (332 nm), 15193 (166 nm), 17490 (total amount of
NR found in the image).
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3.3 Areal density ratio
Fig. 9 presents the average areal density of three strips, plotted
as a function of distance from the water-air interface. For both
the developed program and commercial Nikon software, it can
be observed a decrease in the areal density ratio of NRs as
the distance from the water-air interface increases to about 1.3
mm. Beyond this range, the areal density ratio of NRs begins
to increase steadily and saturates to 33 % and 18 %, according
to the developed program and Nikon software, respectively. In
addition, Fig. 9 presents the areal density for each strip in the
SEM images. As seen, areal density distributions at different
locations of the sample differ significantly.
 Developed algorithm
 Nikon NIS BR 6.2
ZnO Area
ITO Area
N
an
or
od
s 
ar
ea
l d
en
si
ty
 ra
tio
 [%
]
Distance from the ZnO layer edge [mm]
Fig. 9 Average of the nanorod areal density as a function of distance
from the water-air interface. Additional plots in the upper right-hand
corner (insert) present the areal density extracted from separate
SEM image stripes.
3.4 Diameter size distribution
Fig. 10 is a logarithmic plot showing the number of NRs with
distinct diameters based on data produced by the developed
program. These diameters are separated into different ranges.
The number of the smallest recognizable size (166 nm) is cor-
related with the image resolution and stands for the minimal
recognizable structure of 2 pixels diameter. All measurement
devices (SEM, AFM, etc.) provide a scaling line, which is
used to calculate the area of the analysed image and the re-
lation pixel/actual size: for ZnO SEM images 1 pixel = 83
nm. Accordingly, most of the NRs (> 80%) have a diameter
in the range of 166 nm to 332 nm, while the majority of the
remaining structures range from 332 to 498 nm in diameter.
The percentage of NRs with a diameter greater than 833 nm is
practically non-existent and can be considered negligible.
166 332 498 664 830 996
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105
106
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ou
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Nanorods diameter [nm]
Fig. 10 Nanorod diameter size distribution.
The 3-D plot presented in Fig. 11, combines diameter size
distribution data with distance from the water-air interface. An
interesting trend, similar to that in Fig. 10, can be seen for
NRs larger than 500 nm. Moreover, 3-D figure shows that the
whole film analyzed in this study consists largely of NRs with
a diameter of less than half a micron.
Fig. 11 Number of nanorods vs. NR diameter distribution and
distance from the water-air interface.
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3.5 Program verification
A validation of the developed program against the manual ref-
erence and commercial software is depicted in Table 1. Addi-
tionally, validation based on the various SEM images is pro-
vided in the supplementary information.
Table 1 Comparison between manual and automated counting
methods
Subject 1 Subject 2 Nikon NIS-BR6.2 Developed program
Counted nanorods 110 133 107 123
Areal nanorods density ratio 0.35 0.32 0.37 0.42
4 Discussion
The main goal of this study is to present an automated soft-
ware recognition approach to assess quantitative information
on nanostructured thin-films. Differing from other deposition
methods, the ECD method provides samples that are not per-
fectly uniform, and are, therefore, ideal for testing the capa-
bilities of the developed software. Although the XRD plot
(Fig. 5) shows a strong presence of Zn(OH)2 rather than ZnO,
the presence of vertically-oriented nanostructures, recognized
by AFM and SEM, was critical for this investigation.
The advantage of image enhancement processing is partic-
ularly visible in Fig. 9, where results provided by the devel-
oped software are compared with the commercial solution.
Although they all show a similar trend, a noticeable differ-
ence is present in areal density values. This divergence arises
from the distinct methods employed by our program and the
used commercial software. The former calculates areal den-
sity based on the size and number of NRs. It summarizes
NRs of a specific diameter and calculates areal density on the
basis of that information. The commercial software, on the
other hand, applies a simple ‘binarization and thresholding’
method. Furthermore, although it considers scratches as areas
without NR coverage, it does not subtract these areas from the
total inspected image area. This results in a reduced NR areal
density value. Our software pre-enhances images and anal-
yses areal density excluding scratches and artefacts from the
processing. Moreover, compared to the commercial software,
it shows lower areal density variation (error lines), which is
mostly attributed to artefact removal and a more precise cal-
culating method.
As mentioned earlier, both plots show a decreasing trend in
the surface area covered by NRs in the scanned region as the
distance of the scanning location increases from the water-air
interface. Additional plots in the upper-right hand corner of
Fig. 9 reveal another interesting trend - the areal density of
NRs also differs in the vertical axis along the sample. One
likely mechanism for the uneven horizontal packing of NRs in
the sample is geometric confinement due to water tension at
the interface, making it more favourable for nucleation. In
addition, the geometric configuration and size of the cath-
ode produces an uneven electric field distribution30. Due to a
slow diffusion rate, oxygen diffusion in particular reaches its
highest value at the water interface, effectively increasing ca-
thodic reactions31. Many groups have reported different elec-
tric field strengths in ECD leading to different growth mecha-
nisms, which seem to influence deposition properties signifi-
cantly32–34. The presented software in this study provides ev-
idence for further investigation and optimization of deposition
processes. In Fig. 10, the logarithmic scale provides quantita-
tive information about the size distribution of NRs in the ana-
lyzed area. This observation is in agreement with the physical
characterization provided by AFM and XPS at different loca-
tions. It is worth noting that the developed software provides
in-depth information on the size distribution of NRs, acquired
from a significantly larger sample area. Thus, it provides more
valuable information than a single imaging.
Associated with SEM image resolution, the images quality
is the main limitation in this approach. This obstacle can be
overcome by increasing image resolution or magnification. Of
these options, the first one requires a more advanced SEM de-
vice, while the second solution requires a significantly larger
number of images to investigate the same area. This brings
us back to the fundamental principle of sampling frequency,
namely the Shannon theorem, i.e., using a suitable accuracy
that achieves the required task35. Regardless of the imple-
mented solution, the developed software is capable of more
precise processing, resulting in narrower NR size distribution
ranges as demonstrated by analysis of additional structures.
A 3-D representation (Fig. 11) compiles all data acquired
by the developed software and provides quantitative informa-
tion about the size distribution of NRs on the sample surface.
All NRs below 330 nm present a fairly even areal distribution
along the sample surface, while the areal distribution of larger
NRs becomes more uncertain with increasing diameter size.
To measure the usability of the developed algorithms, we
performed a verification experiment on a small sample. The
number of NRs counted by our software proved almost equal
to the average value calculated by two human subjects, prov-
ing the validity of the achieved results. Differences in the areal
density ratio of NRs arise from differences in the measure-
ment method: our human subjects and the commercial soft-
ware used the thresholding method, while the developed pro-
gram calculated the number of NRs and their diameter. Since
the number of NRs calculated by the developed software has
been proven correct, it should describe more precisely the area
occupied by NRs than the simple thresholding method.
Although this implementation is based on analyzing the
hexagonal shape of nanostructures, it can be easily applied to
nanostructures of various shapes by implementing enhanced
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recognition features. This unique approach allows a precise
determination of the areal density and size distribution of
nanostructures over a significantly larger area than current ap-
proaches. Combining the functionality of the developed pro-
gram with a surface characterizing unit such as SEM or AFM
and automating it (via programming) would help to reach the
desired goal: improved quantitative characterization of nanos-
tructured thin-films, critical for nanoscale devices.
5 Conclusions
This study presents an autonomous characterization system
capable of extracting quantitative information on the areal
density and size distribution of fabricated nanostructures. This
unique approach allows a precise determination of the areal
density and size distribution of nanostructures over a signif-
icantly larger area than current approaches. Combining the
functionality of the developed program into a surface charac-
terising unit such as SEM or AFM and automating it (via pro-
gramming) would help to reach the desired goal: improved
quantitative characterization of nanostructured thin-films, a
critical for nanoscale devices.
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