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Recently, the singular value decomposition (SVD) was applied to standard Gaussian ensembles of
RandomMatrix Theory (RMT) to determine the scale invariance in the spectral fluctuations without
performing any unfolding procedure. Here, SVD is applied directly to the ν-Hermite ensemble and
to a sparse matrix ensemble, decomposing the corresponding spectra in trend and fluctuation modes.
In correspondence with known results, we obtain that fluctuation modes exhibit a cross-over between
soft and rigid behavior. By using the trend modes we performed a data-adaptive unfolding, and we
calculate traditional spectral fluctuation measures. Additionally, ensemble-averaged and individual-
spectrum averaged statistics are calculated consistently within the same basis of normal modes.
PACS numbers: 05.45.Tp,05.45.Mt,89.75.-k,02.50.Sk,02.10.Yn
I. INTRODUCTION
Standard Gaussian ensembles from RMT [1] have been
enormously successful in the modeling of the fluctuations
of quantum excitation spectra [2, 3], and recently have
been used for analyzing the brain functional network [6],
as well as in multivariate statistics to model the fluc-
tuations of eigenspectra of correlation matrices of other
complex systems [4, 5, 7]. More general random-matrix
ensembles introduce new statistical features that are ab-
sent in standard RMT, such as Gaussian instead of semi-
circular global eigenvalue densities [8], breakdown of the
scale invariance of the long-range fluctuation statistics
[9–11] and nonergodicity [8, 9, 12]. Before performing
the statistical study of the spectral fluctuations, one has
to realize an unfolding procedure, which separates the
global density of eigenlevels ρ(E) from the local fluctua-
tions ρ˜(E) = ρ(E) − ρ(E). This unfolding procedure is
not trivial, and has been shown that the statistical re-
sults can be sensitive to the particular unfolding method
applied [3, 9, 13–16, 23].
In [17], was proposed a data-adaptive and model-free
unfolding procedure, based on SVD, that expresses a
spectrum in an exact way as the superposition of global
and fluctuation normal modes. When the SVD is applied
to standard Gaussian ensembles, the normal modes asso-
ciated to the fluctuations are scale invariant and obey
specific power laws that distinguish between soft and
rigid spectra. Moreover, in [18], was showed that ap-
plying the SVD method directly to the quantum spectra,
it is possible to characterize the transition between the
extreme regular and chaotic cases and, hence, quantify
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the quantum chaos in systems described by RMT in a
straightforward way, without implementing any previous
unfolding procedure.
In the present contribution, we apply the SVD
method directly to a non-standard random-matrix spec-
tra, namely, the ν-Hermite ensemble and a sparse ma-
trix ensemble. We obtain in a direct way that, unlike
fluctuations of standard RMT ensembles which are scale
invariant and follow a power law [17, 18], in these cases
the scale invariance for the fluctuations is lost, with a
cross-over between soft and rigid properties at different
scales, in correspondence with known results [9–11], but
without implementing any previous standard unfolding
procedure, and therefore, avoiding the introduction of
possible artifacts. In order to calculate the traditional
fluctuation measures, we perform a data-adaptive unfold-
ing of the spectra employing the global modes. In par-
ticular, we compare our results for the nearest-neighbor
spacing distribution (NNSD) with the distribution of the
ratio of two consecutive level spacings P (r˜), which does
not depend on the local density of states, and therefore
it does not require unfolding [21, 22]. Furthermore, the
Fourier power spectrum P (f) of the fluctuations of sepa-
rate eigenspectra, averaged over the whole ensemble after
individual unfolding is applied, is calculated and then
compared with the so-called scree diagram which is an
ensemble-averaged property.
The paper is organized as follows. In Sec. II, we review
briefly how the SVD method acts on the ensembles, de-
composing each energy spectrum in trend and fluctuation
modes. In Sec. III, applying the SVD to the ν−Hermite
ensemble, we obtain the scree diagram which shows that
the fluctuation modes exhibit a cross-over between soft
and rigid behavior. Moreover, we calculate the NNSD,
the number variance Σ2, the ∆3 statistics, the distribu-
tion P (r˜), as well as the Fourier power spectrum of the
fluctuations of separate eigenspectra. In Sec. IV, we ap-
ply the SVD to a sparse matrix ensemble, and we also
calculate the same fluctuation measures as in the previ-
2ous section. In Sec. V, we present our conclusions.
II. SINGULAR VALUE DECOMPOSITION
Consider an ensemble of m = 1 . . .M level sequences
E(m)(n), with n = 1 . . .N levels. Each sequence consti-
tutes one of the rows of a M ×N dimensional matrix X,
which is interpreted as a multivariate time series,
X =

E(1)(1) E(1)(2) · · · E(1)(N)
E(2)(1) E(2)(2) · · · E(2)(N)
...
...
. . .
...
E(M)(1) E(M)(2) · · · E(M)(N)
 . (1)
SVD is a parameter-free matrix decomposition technique
that expresses X, in an exact and unique way, as
X = UΣVT =
r∑
k=1
σk~uk~v
T
k , (2)
where Σ is an M ×N -dimensional matrix with only di-
agonal elements which are the ordered singular values
σ1 ≥ σ2 ≥ . . . ≥ σr , with r ≤ Min[M,N ] = rank(X).
The vectors ~uk are orthonormal, and they constitute the
kth columns of the M ×M -dimensional matrix U. They
are called the left-singular vectors of X, and they span
its column space. Their physical significance will be ex-
plained further on. The vectors ~vk are orthonormal and
they constitute the kth columns of theN×N -dimensional
matrix V. They are called the right-singular vectors of
X, and they span its row space, therefore, they constitute
a basis of energy normal modes for the ensemble. The ex-
pression ~uk~v
T
k ≡ ~uk ⊗ ~vk indicates the the outer product
of ~uk and ~vk. A set {σk, ~uk, ~vk} is called an eigentriplet,
and defines completely the eigenmode of order k. Any
matrix row of X containing a particular eigenspectrum
can be written as,
E(m)(n) = E(n) + E˜(n) =
r∑
k=1
σkUmk~v
T
k (n), (3)
where λk = σ
2
k, can be interpreted as partial variances
that indicate how much a specific normal mode ~vk con-
tributes to the total variance of the ensemble, and the
matrix elements Umk serve as coefficients that express
a particular level sequence exactly as a weighted sum of
normal modes. The normal modes ~vk with k = 1, . . . , nT ,
that determine the global spectral properties E of a par-
ticular spectrum, behave monotonously and can easily be
distinguished by their large partial variances λk that are
orders of magnitude larger that the remaining λk with
k = nT + 1, . . . , r associated to the oscillating normal
modes of the fluctuations E˜. From the log-log plot of
the partial variances, known as scree diagram, we can
see that the oscillating modes follow the power law,
λk ∝ 1/kγ (4)
where γ = 2 in the Poisson limit and γ = 1 in the GOE
limit [17, 18].
In the following, we apply the SVD method to the
cases of the ν−Hermite ensemble and a sparse-matrix
ensemble.
III. ν−HERMITE ENSEMBLE
The ν−Hermite ensemble or ν−Gaussian ensemble
(here we use ν instead of β in order to avoid confusion
with the exponent of the power spectrum), is also called
the continuous Gaussian ensemble because the parameter
ν interpolates continuously between the classical Gaus-
sian ensembles of RMT, e.g., between the Poisson limit
(ν = 0) and GOE (ν = 1) [11, 19]. One of the most
convenient characteristics of the ν−Hermite ensemble is
its simple tridiagonal form, which has the important ad-
vantage of an unrivaled speedup and efficiency in numer-
ical simulations with large matrix dimensions [10, 11]. A
tridiagonal N × N random matrix from the ν−Hermite
ensemble is real and symmetric, and can be defined as,
AN,ν = σHN,ν = σ

H11 H12/
√
2 0 . . . 0
H12/
√
2 H22 H23/
√
2 0 . . .
0 H32/
√
2 . . . . . . 0
. . . 0 . . . HN−1,N−1 HN−1,N/
√
2
0 . . . 0 HN,N−1/
√
2 HN,N
 , (5)
where σ is a scale factor, and which is chosen as
σ = 1 here. The 2N − 1 distinct matrix elements
are independent random variables. The N diagonal el-
ements are independently distributed standard normal
random variables N (0, 1). The off-diagonal elements
Hm,m+1(m = 1, . . . , N−1) have a χ distribution withmν
degrees of freedom whose probability density is qN,ν(x) =
21−mν/2xmν−1 exp(−x2/2)/Γ(mν/2)(x ≥ 0).
It is known that for finite N , it can be difficult to un-
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FIG. 1: Scree diagrams of ordered partial variances λk for
ν−Hermite ensembles of M = 2500 spectra with N = 104
levels each, for ν = 1.0 (circles), ν = 0.1 (triangles), ν = 0.01
(squares) and ν = 0.001 (diamonds). Using the same symbols,
the inset displays the Fourier power spectrum P (f) of the
fluctuations of the separate eigenspectra, averaged over the
whole ensemble after individual unfolding is applied.
fold the eigenspectrum analytically. Therefore, in [10],
the unfolding was performed numerically as a polyno-
mial fit to the ensemble-averaged level density, and then,
the unfolded fluctuations were studied with Daubechies
wavelets. Furthermore, it was checked that other types
of wavelets lead to the similar results. In [11] a double
unfolding was performed, first unfolding with Wigner’s
semicircle law, and afterwards reunfolding by means of
a fit with Chebyshev polynomials. After this, Fourier
spectral analysis was applied to the unfolded fluctua-
tions. Both studies confirm that the interpolation be-
tween the Poisson and GOE limits is heterogeneous, with
soft behavior (1/f2 power spectrum) at the finest scales,
and rigid behavior (1/f power spectrum) at the coars-
est scales. In the analytical calculations, the cross-over
frequency is predicted to occur at f× = νN/2, whereas
in the numerical calculations the cross-over is smoothed
[11].
In Fig. 1, it is shown the scree diagram obtained apply-
ing SVD to a ν−Hermite ensemble of M = 2500 spectra.
As the cross-over becomes more obvious for large dimen-
sions [10, 11], spectra with N = 104 levels are chosen.
As we can see, the scree diagram clearly distinguishes
between the first k = 1, 2 trend components and the
k = 3, . . . , r higher-order fluctuation components, with
r = 2500. The fluctuation part of the scree diagram
shows the aforementioned cross-over behavior, which is
confirmed by the Fourier power spectrum of the fluctua-
tions of the individual eigenspectra (the lowest frequency
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FIG. 2: ∆3 statistic (upper) and number variance Σ
2 (lower)
for the ν−Hermite ensembles used to obtain the scree dia-
grams and the Fourier power spectra shown in Fig. 1. The
results correspond to ensemble averages.
is the constant DC term). In the present approach, pos-
sible artifacts introduced by applying traditional unfold-
ing techniques are avoided, e.g., the several points in the
Fourier spectrum at low frequencies that fall far below the
theoretical predictions in Ref. [11]. The normal modes
are generated by the data themselves, avoiding the ne-
cessity to compare between different models, as in the
case of studies with user-defined wavelets as in Ref. [10].
In order to obtain results for the traditional fluctua-
tion measures, we perform the data-adaptive unfolding
of the spectra E(m)(n) using the global part E(n) cal-
culated when we applied SVD to the ensemble [17]. In
Fig. 2, we show the results obtained for the long-range
fluctuation measures, ∆3 statistics and the number vari-
ance Σ2. In Fig. 3 we compare the results of calculating
the short-range fluctuation measure, NNSD, with the the
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FIG. 3: (left) Nearest neighbor spacing distribution (NNSD)
and (right) distribution P (r˜) for the ν−Hermite ensambles
used to obtain the ∆3 statistics and number variance Σ
2
shown in Fig. 2.
distribution of the ratio of two consecutive level spacings
P (r˜) (which, as same as the scree diagram, not require
unfolding to calculate it) [21, 22]. Here, r˜ is defined as
r˜n =
min(sn, sn−1)
max(sn, sn−1)
(6)
where sn = E(n+ 1)− E(n). As we can see, the results
for NNSD, obtained after applying the data-adaptive un-
folding, characterize the transition between the extreme
regular and chaotic cases in a very similar way to that
obtained with the distribution P (r˜).
IV. SPARSE MATRIX ENSEMBLE
In Ref. [9], an ensemble of sparse real symmetric ma-
trices was proposed starting from GOE, using a sparsity
parameter s which is the fraction of the N(N − 1)/2
independent off-diagonal matrix elements chosen to be
non-vanishing. All diagonal elements are kept nonzero.
The non-vanishing matrix elements Hij are chosen inde-
pendently and at random from a Gaussian distribution,
P (Hij) =
1√
2πσ2ij
exp
(
−H
2
ij
2σ2ij
)
, (7)
with σij = 1+δij. GOE statistics is recovered in the lim-
iting case of null sparsity s = 1 and Poisson statistics in
the case of maximum sparsity s = 0. For arbitrary spar-
sity, the spectral density ρ(E) is intermediate between a
Gaussian shape and a semicircle, and is difficult to de-
scribe analytically. Thus, Ref. [9] carried out a numer-
ical unfolding, fitting a polynomial of arbitrary degree
to the integrated level density of either a single realiza-
tion of the eigenspectrum (individual-spectrum unfold-
ing or self unfolding), or to the integrated level density
averaged over the whole ensemble (ensemble unfolding).
After this prior unfolding, a normal-mode analysis sim-
ilar to Eqs. (1)-(2) was applied to the ensemble of fluc-
tuations, in which case only fluctuation normal modes
and no trend normal modes are obtained. For interme-
diate sparsities 0 < s < 1, instead of the scale invariance
property of Eq. (4), a cross-over was observed for the
fluctuations with rigid behavior (γ = 1) for higher order-
numbers k (finer scales) and soft behavior (γ = 2) at
lower order-numbers (coarser scales). The location of the
cross-over k× was found to be proportional with the di-
mension of the spectrum, k× ∝
√
N , and shifts to higher
order-numbers k (finer scales) for lower sparsities s. An
ambiguity was found in the number variance fluctuation
measure Σ2 when calculated after individual-spectrum
unfolding or after ensemble unfolding, which however was
argued to be an artificial effect of the two types of un-
folding that were compared, and Ref [9] warned against
interpreting erroneously the sparse matrix model of being
non-ergodic.
In Fig. 4, we show the results of applying SVD to an
ensemble of M = 500 spectra of sparse matrices, each
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FIG. 4: Similar to Fig. 1, but for ensembles ofM = 500 sparse
matrices of dimension N = 2000, for s = 0.025 (circles), s =
0.01 (triangles), s = 0.005 (squares), 0.0025 ( diamonds) and
s = 0.0005 (asterisks). In both figures, the total variance of
the ensemble has been rescaled to unit variance
∑
k
λk = 1 to
allow comparison between ensembles with different s or ν.
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FIG. 5: ∆3 statistic (upper) and number variance Σ
2 (lower)
for the sparse-matrix ensemble used to obtain the scree dia-
grams and the Fourier power spectra shown in Fig. 4. The
results correspond to ensemble averages.
spectrum containing N = 2000 levels. The optimal en-
semble size is M ≈ N/4, because for M ≫ N/4 there is
a long tail of insignificant partial variances in the scree
diagram, whereas for M ≪ N/4 the range of scales of
the scree diagram becomes restrained, but the statisti-
cal properties do not depend on the particular choices of
N and M [17]. The scree diagram clearly distinguishes
between the first k = 1, 2 trend modes and k = 3, . . . , r
higher-order fluctuations modes, with r = 500. The fluc-
tuation part of the scree diagram exhibits the cross-over
behavior, and k× shifts towards higher order-numbers
(finer scales) for decreasing sparsity, in correspondence
to Ref. [9]. On the other hand, after individual unfold-
ing of the separate spectra of the ensemble, according
to Eq. (3), the same cross-over behavior is observed in
the Fourier power spectrum (note again that the low-
est frequency is the constant DC term and does not
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FIG. 6: (left) Nearest neighbor spacing distribution (NNSD)
and (right) distribution P (r˜) for the sparse-matrix ensam-
bles used to obtain the ∆3 statistics and number variance Σ
2
shown in Fig. 5.
belong to the fluctuations). The scree diagram is an
ensemble-averaged property and shows the collective be-
havior of the normal modes common to the whole ensem-
ble, whereas the Fourier power spectrum of the individ-
ual fluctuations is an individual-spectrum averaged prop-
erty. Thus, in the present framework, ensemble-averaged
and individual-spectrum averaged statistics can be stud-
ied consistently within the same basis of normal modes,
and avoid the ambiguities of the standard unfolding ap-
plied in Ref. [9].
Finally, as same as for the ν−Hermite ensemble, in
order to calculate the traditional fluctuation measures we
performed the data-adaptive unfolding of the spectra. In
Fig. 5, we show the results obtained for ∆3 statistics
and the number variance Σ2. In Fig. 6 we show the
results for NNSD and P (r˜). As before, the results for
NNSD, characterize the transition from GOE to Poisson
statistics in a very similar way to that obtained with the
distribution P (r˜), which does not require an unfolding
procedure to calculate it.
6V. CONCLUSIONS
We have applied directly SVD to non-standard
random-matrix spectra of the ν−Hermite and sparse ma-
trix ensembles. The reported cross-over of the fluctu-
ation statistics is obtained without performing previ-
ously any unfolding procedure, avoiding the introduc-
tion of possible artifacts. We also confirm again that the
data-adaptive unfolding, implemented employing SVD,
works well even for non-standard random-matrix spec-
tra, in such a way the traditional spectral fluctuation
measures can be systematically calculated. Moreover,
the application of SVD allowed us to calculate and com-
pare ensemble-averaged and individual-spectrum aver-
aged statistics in a consistent way within the same basis
of normal modes.
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