Spin and charge response to magnetic frustration in the Hubbard model by Liu, Yang
UNLV Retrospective Theses & Dissertations 
1-1-2000 
Spin and charge response to magnetic frustration in the Hubbard 
model 
Yang Liu 
University of Nevada, Las Vegas 
Follow this and additional works at: https://digitalscholarship.unlv.edu/rtds 
Repository Citation 
Liu, Yang, "Spin and charge response to magnetic frustration in the Hubbard model" (2000). UNLV 
Retrospective Theses & Dissertations. 3104. 
https://digitalscholarship.unlv.edu/rtds/3104 
This Dissertation is protected by copyright and/or related rights. It has been brought to you by Digital 
Scholarship@UNLV with permission from the rights-holder(s). You are free to use this Dissertation in any way that 
is permitted by the copyright and related rights legislation that applies to your use. For other uses you need to 
obtain permission from the rights-holder(s) directly, unless additional rights are indicated by a Creative Commons 
license in the record and/or on the work itself. 
 
This Dissertation has been accepted for inclusion in UNLV Retrospective Theses & Dissertations by an authorized 
administrator of Digital Scholarship@UNLV. For more information, please contact digitalscholarship@unlv.edu. 
INFORMATION TO USERS
This manuscript has been reproduced from the microfilm master UMI films 
the text directly from the original or copy submitted. Thus, some thesis and 
dissertation copies are in typewriter face, while others may be from any type of 
computer printer.
The quality of this reproduction is dependent upon the quality of the 
copy submitted. Broken or indistinct print, colored or poor quality illustrations 
and photographs, print bleedthrough, substandard margins, and improper 
alignment can adversely affect reproduction.
In the unlikely event that the author did not send UMI a  complete manuscript 
and there are missing pages, these will be noted. Also, if unauthorized 
copyright material had to be removed, a note will indicate the deletion.
Oversee materials (e.g., maps, drawings, charts) are reproduced by 
sectioning the original, beginning at the upper left-hand comer and continuing 
from left to right in equal sections with small overlaps.
Photographs included in the original manuscript have been reproduced 
xerographicaily in this copy. Higher quality 6" x 9" black and white 
photographic prints are available for any photographs or illustrations appearing 
in this copy for an additional charge. Contact UMI directly to order.
Bell & Howell Information and Leaming 
300 North Zeeb Road. Ann Arbor, Ml 48106-1346 USA 
800-521-0600
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
SPIN AND CHARGE RESPONSE TO MAGNETIC FRUSTRATION IN THE
HUBBARD MODEL
bv
Yang Liu
Bachelor of Science 
Shanghai University of Science and Technology. Shanghai. China
1987
A dissertation submitted in partial fulfillment 
of the requirements for
Doctor o f Philosophy D egree 
Departm ent o f P hysics 
College o f Sciences
Graduate C ollege 
University o f Nevada, Las Vegas 
August 2000
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
UMI Number 9989906
UMI*
UMI Mrcroform9989906 
Copyright 2001 by Bell & Howell Information and Learning Company. 
All rights reserved. This microform edition is protected against 
unauthorized copying under Title 17. United States Code.
Belt & Howell Information and Leaming Company 
300 North Zeeb Road 
P.O. Box 1346 
Ann Arbor, Ml 48106-1346
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
UNTV
UNIV
Dissertation Approval
The Graduate College 
University of Nevada, Las Vegas
July 20______ .2000
The Dissertation prepared by 
Yang Liu____________
Entitled
Spin and Charge Response to Magnetic Frustration In the Hubbard Model
is approved in partial fulfillment of the requirements for the degree of 
D octor o f Philosophy
Examination Committee Chair
Dean of the Gradtiate College
Examination Committee Member
Examination Committee Member
Graduate CoUt1Iegl^ ltltfKepre§etiït^ ^^à tf^ ^p re§ e n la tâ e
PR/1017-5Zn-00 n
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
ABSTRACT
Spin and Charge R esponse to  M agnetic Frustration 
in the Hubbard M odel
By 
Yang Liu
Dr.Changfeng Chen. Examination Committee Chair 
Professor of Physics 
University of Nevada, Las Vegas
Unusual normal-state properties of strongly correlated electron materials have been 
discovered in recent years. They can not be explained by traditional theories. Much 
work has been devoted to exploring the physical insight into these properties. In the 
dissertation, the study of spin and charge response to magnetic Grustration in the 
Hubbard Model is presented. Using exact diagonalization techniques, the eigenval­
ues and eigenvectors of a two-dimensional Hubbard model applied to a cluster with 
periodic boundary conditions have been obtained. Static and dynamic spin and 
charge correlation functions as well as one-particle excitation spectra have been cal­
culated. The effects of magnetic fimstration due to geometrical competition of differ­
ent electron hopping terms are studied for various doping and short-range Coulomb 
interaction parameters. The calculated results are discussed in the framework of 
many-body physics.
m
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CHAPTER 1  
INTRODUCTION
The magnetism in solid has attracted a lot of attention because of its tech­
nological importance [Ij and also because of its challenge to the condensed mat­
ter physics community to test and explain a large variety of unusual magnetic 
behavior[2,3, 4, 5, 6 , 7 , 8 ). The knowledge about magnetism dates back the ancient 
time. But it was until the establishment of quantum mechanics that people realized 
that magnetism of matter originates essentially from the electron correlation due to 
the fundamental properties of electrons: the electron's spin, the electron's kinetic 
(delocalization) energy, Pauli exclusion principle (Fermi statistics) and Coulomb re­
pulsion between electrons. In order to understand various magnetic behaviors of 
materials, it is also necessary to know the alignment of magnetic moments within 
materials. There are several major categories according to the characteristic of align­
ment of magnetic moments in materials. For example, diamagnetism is associated 
with the situation in which the atoms in materials exhibiting diamagnetism usually 
have filled electron shells and therefore no net magnetic moment. When subjected 
to an external magnetic field, their net magnetic moment, coming from the change 
in the orbital moment induced by the field, occurs and opposes the applied field, in 
the manner described by Lenz's law. In paramagnetism the atoms have permanent 
net magnetic moment produced by an unpaired electron spin and orbital angu­
lar momentum about the nucleus but the direction of these moments is randomly
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
pointed. When put into an applied magnetic field, they follow the direction of the 
field. For ferromagnetism in solid at temperature well below the Curie temperature, 
it is obtained when the magnetic moments of many atoms align parallel. And the 
antiferromagnetism describes that magnetic moment per atom is ordered in such a 
way that nearest-neighbor moments are aligned antiparallel[1 0 l.
Established theories can successfiilly explain lots of magnetic behaviors of ma­
terials. However, they are far from complete because people's understanding about 
magnetism depends on developments of materials. When each new generation of 
materials has been synthesized and more unusual phenomena have been found, they 
led people to deeper insight into the fundamental structure of many solids, both 
metallic and non-metallic. During the last few decades, many experimental dis­
coveries, including superfluid ^ffe[4j, heavy fermions[3, oj, fractional quantum Hall 
effect[6 }, high temperature superconductors [7, 8 , 9], and quantum spin chains[9|, 
have displayed a lot of puzzling magnetic properties which can not be explained in 
the traditional theoretical framework. Magnetic behavior in low dimensional system 
is one of them. Experimentalists have accumulated information on quantum mag­
nets and shown that a large number of low dimensional magnetic materials could 
not be classified within the standard classification of ferromagnets. Neel-ordered an- 
tiferromagnets, ferrimagnets and metamagnets. The questions in this area include 
the existence of energy gap, spin-liquid state, frustration effects, competition be­
tween singlet formation and antiferromagnetic order, the Haldane phenomenon, etc. 
Among them, one worth mentioning is the effects of magnetic frustration. Magnetic 
frustration is defined as a system's inability to simultaneously minimize the compet­
ing interaction energies between its components[12, 13J. In other words, magnetic 
frustration describes the situation where a  spin (or a  number of spin) in the system
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
cannot find an orientation to satisfy ail the interactions with its neighboring spins. 
Usually, magnetic frustration is caused by competition between different interac­
tions and by lattice structure. Systems are highly frustrated when the competing 
interactions are of similar magnitude, leading to a large degeneracy of ground states. 
In fact, a measure of the level of frustration in a system is the number of degenerate 
ground states. One kind of frustration is geometrical frustration[12, 13, 14. I 6 j. It 
exists in systems where the competition originates in the spatial arrangement of the 
components. Fig. 1.1 demonstrates such one of examples, a trio of Ising spins with 
nearest-neighbor-only antiferromagnetic interactions on a triangle. As can be seen, 
arranging any two of the neighboring spins into an up-down pair does not allow 
the remaining spin(s) to align either up or down without frustrating some of the 
interactions. The ground state for such a lattice therefore possesses a greater spin 
degeneracy than would exist on a comparable unfrustrated lattice. In an ideal geo­
metrically frustrated Heisenberg spin system without disorder, the ground states are 
not necessarily separated by energy barriers, leading to a continuum of equivalent 
ground states. Geometrical magnetic frustration can theoretically be obtained on 
any sort of lattice through a fortuitous combination of nearest-neighbor(NN) and 
further neighbor exchange energies.
AF/ AF
AF
Figure 1 . 1  Illustration of the frustration inherent in the combination of 
antiferromagnetdcaHy-coupled nearest-neighbor spins and a triangular
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
Such, geometrically frustrated magnetic systems have recently been realized in a 
wide variety of real materials[12|. There are several this kind of typical materials 
which have topologically rather different magnetic sublattices and have been exten­
sively studied by theorists. SrCr9pGai2 - 9pOx9 (SCGO) kagomé planes[L7,18,19] and 
^He adsorbed on various substrates [16] ( pure graphite, silver or graphite coated with 
^Ue or HD ) has two-dimensional comer-sharing triangles. GdsGasOizlGadolinium 
Gallium Garnet or GGG)[2 0 , 2 1 ] has three-dimensional comer-sharing triangles. 
The fluorine-based pyrochlore compounds (R2 M2 O7  and M+^F6)[22, 23, 24]
have comer-sharing tetrahedra. All these share some common features in their 
low temperature behavior, which can identify strong geometrical frustration in a 
magnetic material from the usual measurements of magnetic susceptibility, heat ca­
pacity, etc. For example, 1 ) these materials are antiferromagnetic {Qw < 0). 2) 
these materials show no long-range magnetic order down to temperature well below 
[0nr|. 3) the inverse susceptibility of these materials are linear in temperatures well 
below ]0xv|- ©w is called Weiss-theta which is a parameter to identify whether an 
antiferromagnetic system is frustrated or not. It is determined by a formula of the 
high-temperature susceptibility x  =  C/(T - 0;&r), where C is a constant. When 
0vv~ÎV, an AF system is nonfrustrated. When Qw «  Ty, the system is frus­
trated. At here TV is the ordering temperature. All three features above are also 
concerned as the three rules for identifying strongly geometrically frustrated mag­
net. The accumulated data from these materials also strongly suggest that there are 
some common anomalous natures to them, especially to their ground states. First of 
all, the existence of spin-glass-like transitions in the pure o^qrgen-based pyrochlore 
materials and the highly site-ordered single crystals of GGG demonstrates unequiv­
ocally that a highly disordered magnetic environment is not necessary for spin glass
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
behavior, and in fact that geometrical frustration in the presence of virtually no 
disorder can lead to a spin glass transition. This is important since all current the­
oretical models of spin glasses assume a completely random interaction. Secondly, 
a new magnetic ground state exists in geometrically frustrated antiferromagnetic 
materials, different from long-range antiferromagnrtic order and also different from 
spin glass order. The ground state character of geometrically frustrated magnetic 
systems is an unsolved problems and has been an active area of theoretical research. 
Both the nature of the ground state in different systems (e.g., lattice type, spin size 
and dimensionality) and the process of relaxation between metastable states under 
the influence of quantum and thermal perturbations have been the subject of contro­
versy. And the high degeneracy of ground states leads to the quite difficult question 
of how such a frustrated system will behave in the limit of very low temperatures 
(T J ) , since as T  0 the system should evolve toward a particular state.
The next important step is to find a theory which can describe magnetic behavior 
in low dimensional system. For many years, diagrammatic perturbation theory has 
been the major theoretical tool for treating interactions in metals, semiconductors, 
itinerant magnets, and superconductors. It is in essence aweak coupling expansion 
about free quasiparticles which is the core of Fermi liquid model. However, many 
new experimental discoveries mentioned above are not readily accessible from the 
weak coupling point of view. It is believed that the strongly interaction among 
electrons is the main cause of these unconventional magnetic behaviors of materi­
als. There are two main types of interaction in strongly correlated electron systems. 
One is short-ranged density-density electron interaction. The Hubbard model and 
the Anderson model contain this type of interaction (Originally the Hubbard model 
was proposed to investigate the origin of ferromagnetism, i.e., whether the Coulomb
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
interaction and the Pauli principle can lead to ferromagnetism). Another type of 
interaction is the spin exchange interaction. The Heisenberg model and the Kondo 
model handle this situation. Heisenberg pointed out that spin exchange interaction 
between localized electrons is the origin of magnetism, which is limited in an insu­
lating case. In the strong coupling limit, it can be shown that the Hubbard model 
reduces to the t-J model[lH.
The study of models of strongly correlated electrons is a difficult problem because 
there are no well-controlled analytical techniques to analyze them. So numerous 
groups use computational techniques to study these models. The exact diagonaliza­
tion of small systems[25, 26, 27} is one of them and is frequently used. The main 
content of this computational technique used for Hubbard model is that: First, 
the Hamiltonian matrix is reduced to a block-form by exploiting the symmetries 
inherent in the Hamiltonian. The most obvious symmetry is the number of parti­
cles in the problem which is usually conserved at least for fermionic systems. The 
electron densities is therefore a good quantum number and calculation at different 
densities are effectively independent. Total spin and its z  component also are good 
quantum numbers so states with different ferromagnetic moments are decoupled. 
Furthermore, because the atoms in solid lie on a periodic lattices and then there are 
corresponding translational and point group symmetries, space-group decomposition 
reduces the Hamiltonian matrix even more dramatically. Then, by using standard 
library subroutines, the block-form Hamiltonian matrix is diagonalized exactly. It is 
not surprising that it can provide accurate information about the many-body effects 
in the system since there is no approximation applied to the Hamiltonian. How­
ever, its limitation is also obvious. Due to extremely rapid growth of the number 
of many-body states with the system size and particle number, current computer
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
memory limitation restricts its application to very small systems only. Despite of 
this finite-size effects, as far as the small-cluster approach is concerned, the exact 
diagonalization approach does provide a rigorous and complementary method to 
study the many-body problems that may be extrapolated to macroscopic crystals. 
It is particularly useful in interpreting and predicting qualitative behavior produced 
by strong interactions.
The most common experiment techniques used to probe magnetic properties of 
low dimensional system include resonance methods (nuclear magnetic and electron 
paramagnetic resonance) and radiation scattering (neutron scattering, photoemis­
sion). Photoemission spectroscopy (FES)[28, 29] and inverse photoemission spec­
troscopy (IPES)[30j are used to determine the single-particle spectral weight. In 
a typical photoemission spectroscopy experiment, photons of a known energy are 
directed to a sample of the material being analyzed. An electron with initial energy 
Ei in the sample is ejected out with a kinetic energy E f. These electrons are col­
lected, and their energy analyzed. Using energy conservation, the initial energy is 
given by Ei=Ef -hi/, where hu is the photon energy, and é  the work function of 
the material. For the inverse photoemission spectroscopy, electrons are added to the 
system and photons are emitted. It produces final states with one Kctra electron. In 
the simplest non-interacting approximation, the photoemission spectrum provides 
the occupied density of states, while the inverse photoemission spectrum tests the 
unoccupied density of states of the system. However, in many electronic materials, 
the electron-electron interactions complicate the situation and many-body correla­
tion effects have to be considered, and therefore care must be taken in the analysis of 
the data. In this work, photoemission and inverse photoemission spectra are calcu­
lated in the sudden (one-step) approximation and checked against the sum rules. In
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
8practice, since many spectroscopic processes are fast and intrinsically short-ranged, 
the sudden (one-step) approximation and small-cluster approach can provide rather 
accurate description of many interacting systems, although careM modeling and 
insightful interpretation of the calculated results are always required.
We need to emphasize the importance of correlation function here[31|. For a 
many-body system, it can be dealt with either to an assembly of localized degree 
of freedom (e.g., a single atomic oscillator) or to a nonlocalized system (e.g., the 
amplitude of an electron wave function at position x at time t, given that at position 
x' at time t'). The many-body effects are then embodied in the repeated emission 
of Huyghens wavelets as the electron propagates through the medium ( which may 
consist of other electrons), giving rise to an infinite series of multiply scattered 
waves. In this way one can obtain the response of complex interacting system to 
simple forms of excitation without having to find the full eigenvalue spectrum, a 
task which is generally neither practicable nor of physical interest. Correlation 
function is closely related with this scattering theory. The low-lying excited states 
with energies near the ground state can often be simply described in terms of this 
kind of propagating modes. Because of their mode-like nature (with rather well- 
defined excitation energy wt as a function of the propagation wave-vector k) the 
quanta of these elementary excitations are referred to as quasiparticles. It is seen 
that the correlation function determines the excitation spectrum through its analytic 
properties in the complex energy plane. It also shows that the excitations produced 
by applied external fields can be formulated in term of correlation functions, leading 
to general expressions for measured quantities such as electrical conductivities and 
magnetic susceptibilities and correlation functions also give the averages needed to 
discuss properties of the ground state of the system (or, a t finite temperature, the
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
thermal equilibrium state). The phase transition phenomenon can also be reached 
via the elementary excitation concept. For some quantum systems, this may be 
studied at zero temperature by seeing how an excited state, of lower symmetry 
than the ground state, becomes degenerate with the ground state as the interaction 
strength is increased. This “softening” of the excitation energy will show up as a 
singularity of correlation function ( more commonly, the Green’s function) at the 
instability.
In Chapter 2, the model Hamiltonian, the method of calculation and some for­
mulas are introduced. The Hamiltonian is defined in the Hubbard formalism. In the 
system studied in this work, the first and second nearest-neighbor hopping terms 
are considered. The on-site Coulomb interaction is assumed to be the same on all 
sites. The method used in this work is the small-cluster approach. A cluster of a 
small number of lattice sites with periodic boundary conditions (PBC’s) is used to 
model an infinite system. It is equivalent to sampling a few high-symmetry points 
in the Brillouin zone. In solving this cluster Hubbard model, group theory is used 
to factorize the Hamiltonian of the concerned system into block-diagonal form by 
ecploiting the symmetries inherent in the Hamiltonian. First, the many-body states 
are sorted according to the total number of electrons in the cluster to ensure that 
there will be no mixing between states with a different number of electrons. Then, 
spin operators are applied to sort out states with definite spin indices. W ith a fixed 
number of electrons and definite spin index, the space-group synunetries are further 
ecploited and the original Hamiltonian matrix is decomposed into much smaller 
Jordan blocks. The solutions obtained by diagonalizing these blocks are exact solu­
tions of the fiill Hamiltonian for the cluster. With all the eigenstates and eigenvalues 
through the exact diagonalization of the Hamiltonian matrix, we can calculate any
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
10
correlation function of interest in the context of the small-cluster approach.
In Chapter 3, the goal is to find and discuss unique features of magnetically 
frustrated ground states in a two dimensional correlated system, we have adopted a 
two-dimensional Hubbard model applied to the 8 -site cluster with periodic bound­
ary conditions. Three kinds of parameters on ground states are concerned in our 
case. They are the competition of the electron kinetic hopping between nearest- 
neighbor and next-nearest-neighbor sites (the change of ratio s/t), the doping (the 
change of the number of electrons in the 8 -site cluster) and the short-range Coulomb 
repulsion (local charge density-density interaction term U). To get the eigenstates 
and eigenvalues of the Hamiltonian (3.1) upon the change of these three parame­
ters, exact diagonalization technique is used to the cluster with periodic boundary 
conditions. Using the sampling technique and knowledge of commutation of spin 
and space-group operators with Hamiltonian (3.1), we can simplify this system and 
factorize the Hamiltonian matrix, by group theory, into many much smaller Jordan 
blocks, which are then diagonalized to get eigenvalues and eigenvectors. After inves­
tigating the results of degeneracy of ground states, representations of ground states 
and the values of ground state energies, it is found that the geometrical frustration 
occurs near s/t=0.5. The doping definitely affects magnetic frustration. Sometimes 
it destroys the magnetic frustration. Sometime it enhances the magnetic frustration 
combined with the effect of short range Coulomb repulsion. For 6  and 8  electrons 
in the cluster, the spin order of the system prefers to be antiferrimagnet and is very 
robust. For 7 electrons in the cluster, the spin structure of the system shows a 
very rich variety ranging from ferromagnetic to antiferromagnetic in character with 
the change driven by the magnetic frustration. Through calculating equal-time 
spin-spin and charge-charge correlation functions, more information about spin and
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
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charge order is obtained. It is shown that the distribution of charges in this system 
is not influenced by the change of these three parameters, whereas the spin order is 
very sensitive to the change in these parameters.
In Chapter 4, we focus on the effect of magnetic frustration on the two-dimensional 
strongly correlated system in dynamic situation. For the purpose of checking whether 
the effect of this frustration exists in dynamic situation, the number of eigenstates 
among low excitation energy region above the ground state is examined. The result 
shows that the magnetic frustration has significant influence in the low excitation 
energy region under strong coulomb repulsion (large U term). In order to investigate 
whether the collective modes corresponding to spin and charge degrees of freedom 
appear in the excitation spectra and how the magnetic frustration affects on this 
issue, the dynamic charge-charge and spin-spin correlation functions are calculated. 
The results show that, in high excitation energy region, for 7 electrons, the magnetic 
frustration reduces spin-charge coupling, and for 6  and 8  electrons, the effects are 
weaker. In low excitation energy region, there is evidence for spin-charge separation 
in the cases of 6  and 8  electrons. Usually the magnetic frustration causes the lowest 
excitation peak in the spin spectra to move toward the ground state. However, 
the lowest peak S(Q,w) moves away from the ground state as s / t  approaches 0.5 
in a few cases. An explanation is that, due to the magnetic frustration, the holes 
prefer to accumulate in some specific Q points, such as along X(7r , 0 ) direction in 
our case, and this deforms the contour of the original Fermi surface, pushing the 
Fermi surface to higher energy region. This phenomenon indicates that magnetic 
frustration may enhance the spin-charge separation in low energy region under some 
conditions. To understand the nature of low-energy excitations near half filling, a 
comparison of the spectra of PES and IPES with those of corresponding dynamic
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
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correlation functions is made. It is shown that the spin-spin interaction contributes 
in most cases to low excitation energy area. In high excitation energy region, the 
contribution comes mostly from the charge-charge excitation.
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CHAPTER 2
THE MODEL AND METHOD
2.1 The Hubbard Model
On general grounds, the Hamiltonian of an assembly of N electrons on a given lattice 
can be written as
I -
where sums run from 1  to N, and r, labels the position of the i-th electron, h is 
the “one-particle” part of the Hamiltonian (i.e., it contains the orbital and kinetic 
energy plus all the interactions with external potentials like the lattice potential) 
while 1/  represents the electron-electron two-body interaction.
If we choose an orthonormal basis of single-particle states {àj}, by introducing 
creation and annihilation operators and Cjo- for electrons in state éj with spin 
o‘(<r = t  or i) , the Hamiltonian H  can be rewritten in the second quantized formalism 
as:
i? =  5 2 eicl^ Cia^  -  5 ] + (2.2)
«<r ij<r -  i jk t triF
where:
tij =  £(Rj - R j ) = - J dT(f>î{r)h{r)<f>j{T) =  (2.3)
{ij\t/\kL) =  j  d r d i / -  r i ) ^ t ( r l4 ( r )  (2.4)
6i is the orbital energy and Rj the position vector for site i. Both h and i/ have
13
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beea assumed to be spin-independent (the appropriate generalizations, to include, 
e.g., spin-dependence, are easily done). Energies will be normalized in such a way 
that ta = t(0) =  0. The following approximations will be made, which are however 
believed to retain the essential physics of strongly correlated electrons:
i) The orbital energy e, is assumed to be site independent for the same kind of 
(equivalent) lattice sites. It will become site dependent in disordered systems.
ii) It will be assumed that =  t(R i—Rj) decays fairly rapidly with the distance, 
so that only matrix elements between first- and second-nearest-neighbor sites need 
to be retained. For layered systems, both interlayer and intralayer hopping are 
considered although, the former is believed to be substantially smaller than the 
latter in some cases. We will then approximate fy as:
tij -
t for n.n. (ij) 
s for n.n.n. (ij) 
0  otherwise
iii) The electron-electron Coulomb interaction is assumed to be effectively screened 
when electrons are farther than adjacent sites apart. The dominant contributions
to the Coulomb interactions wül come from: i= j=k=l and j= l= i+ l= k + I: i.e., when
two electrons are on the same site (U) and in neighboring sites (K). we will then 
approximate (ij\u\kl) as
r U ifi= i= k= l 
(ij\u\kl) ~  < AT if j=l=i-t-l=k4-l (2.5)
[ 0  otherwise
With the above approximation, the so-called Hubbard Hamiltonian[50| can be 
written as:
S  =  Hband -F S u  -f H[C (2.6)
where
t<r (tj)<r <ij><r
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S u  = U Y ,  cît-CrfCÎj^ Ci; (2.8)
S k  = K  y  (2.9)
(ij)aa’
here the sum (ij) and {ij) are over INN and 2NN hopping. The Fig. 2.1 illus­
trates the Hamiltonian parameters in the standard Hubbard model.
— ( ) — (3)— ( ) — ( ) — C5— 0 — C )
s s
Figure 2.1 Illustration of the Hamiltonian parameters in the standard Hubbard 
model
On a given site in the Hubbard model, there can thus be either an up-spin or a 
down-spin electron, a hole, or simultaneously two electrons with opposite spin. For 
large Ü, double occupancy is disfavored. In particular, in the limit U /t —)-oo, double 
occupied sites will be of infinite energy, and effective low-energy Hamiltonian, i.e., 
the t—J  Hamiltonian (acting in the restricted Hilbert space of no double-occupancy), 
is known to be valid.
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2.2 The Small Cluster Approach
The small cluster approach proceeds from the promise that working with a crystal 
of M-atoms, with periodic boundary conditions imposed, is exactly equivalent to 
solving a bulk crystal, sampled at M points of the Brillouin zone. If this mini-crystal 
preserves the full symmetry of the lattice environment, then the sampled points 
will be points of high symmetry. Bloch’s theorem then labels the electron many- 
bady wave functions by one of M k  vectors of the first Brillouin zone. The standard 
approach takes the thermodynamic limit (M -4- oo), which replaces the finite grid in 
reciprocal space by a continuum that spans the Brillouin zone. Electron-correlation 
effects are then treated in an approximate fashion. The small-cluster approch takes 
the opposite limit: The number of sites is chosen to be a small number(M=8 in this 
work), restricting the sampling in momentum space to a few high-symmetry points. 
However, the interacting electronic system is solved exactly taking into account all 
electron-correlation effects. The one-electron band structure of these two method is 
identical when sampled at the common points in reciprocal space. The relationship 
of the many-body solutions (at equal electron concentration) for the macroscopic 
crystal and the small cluster is much more complicated due to uncontrolled finite- 
size effects in the latter. Nevertheless, the small-cluster approach does provide 
an alternate means of rigorously studying the many-body problem and (possibly) 
extrapolating these results to macroscopic crystals.
In the context of the many-body problem, the advantage of the small cluster 
approach is quite clear. In order to treat electron-electron interactions nonper- 
turbatively, one must take into account each electronic configuration explicitly, a 
problem whose scope grows mcponentially with the number of sites and electrons. 
Since the numerical solution of such a problem is in general very laborious and com­
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putationally expensive, exact results easily obtained with relatively small clusters 
with periodic boundary conditions are an appealing alternative for studying such a 
complex system.
The advantage of this sampling technique is billy realized when examing physical 
features that depend on the high-symmetry points of the crystal, as is often the case 
for electron band edges. Also, the small cluster approach can model short-range 
interactions quite effectively.
The small-cluster approach was proposed independently for the Hubbard model 
by Harris and Lange[32| and Falicov and Harris[33] with the exact solution of 
a two-site cluster. Subsequent work concentrated on the ground state[34| and 
thermodynamic[35| properties of the one-dimensional half-filled band Hubbard model 
on four- and six-site clusters.
The first truly three-dimensional case to be investigated was the eight-site sc clus­
ter. Ground-state properties at infinite[36| and finite[37} U and thermodynamic[36, 
37, 38] properties have been studied. The solution of the four-site square (sq) and 
tetrahedral (fee) clusters[39] marked the first time that group theory was used to 
factorize the Hamiltonian into block-diagonal form by using basis functions of def­
inite spin that transform according to irreducible representations of the full space 
group.
Takahashi[40| studied the ground-state spin as a function of electron filling in 
the infinite-f/ limit of the Hubbard model on a variety of clusters (up to 12 sites). 
Unfortunately, the use of free boundary conditions (instead of PBC’s) introduces 
strong surface effects that complicate extrapolation to the thermodynamic limit. 
The effect of geometry on the ground state has also been examined[41j for finite U.
The t — if — J  model was solved for seven electrons in eight-site fee bulk[42|
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and surface[43] clusters. The bulk calculation illustrates clearly the power of group- 
theoretical techniques, where a 1024x1024 matrix is diagonalized in closed form  
after being block-diagonalized. Recent work has concentrated on the square lattice 
at half-filling and with, one or two holes[44|. The cluster sizes are large (up to 18 
sites), so only the low-lying eigenvalues and eigenvectors were determined.
The small-cluster approach has also been applied to the study of real mate­
rials. It is quite successful in describing properties that depend on short-range 
many-body correlations. These include photoemission in transition metals[45|, alloy 
fbrmation[46j, surface photoemission[47| in Ni and Co. and surface magnetization[48j 
in Fe. This technique has also been applied to multiband versions of the Hubbard 
model that describes high-temperature superconductivity in the CuO^ planes[49].
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2.3 Symmetry Analysis
It is well known that the dimension of the Hamiltonian matrix grows exponentially 
with the size of the cluster (e.g., an M-site cluster with one orbital per site has 
dimensiou 4'''^  x 4^ ''^  ). Direct diagnolization of such matrices is usually very difficult 
even on a supercomputer. Therefore we have to simplify the system according to 
the symmetries inherent in the Hamiltonian and factorize the Hamiltonian matrix 
into many much smaller blocks.
Being faced by the task of efficiently simplifying the Hamiltonian matrix so that 
it may be solved, it is clearly advantageous first to seek out any simplifications which 
can be made rigorously on the basis of symmetry. To assist us in the search for the 
full symmetry-based simplification of the Hamiltonian matrix, we draw upon the 
resources of group theory.
If an space operator R leaves the Hamiltonian invariant, i.e., R commutes with 
H, there will be no matrix elements of H between eigenstates of R corresponding to 
different eigenvalues for the operator R[53{.
The significance of this result is that, in searching for eigenfunctions that di- 
agonalize the Hamiltonian, the search can be made separately within the classes 
of functions having different eigenvalues of a commuting symmetry operator since 
no off diagonal matrix elements of Hamiltonian will connect functions of different 
symmetry.
If there are several mutually commuting symmetry operators, all of which com­
mute with Hamiltonian, we can then choose basis functions which are simultaneous 
eigenfunctions of all these symmetry operators. It then follows that there are no 
matrix elements of Hamiltonian between states which differ in their classification 
according to any of the symmetry operators. Thus we may restrict our search for
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eigenfunctions of Hamiltonian to functions having a definite symmetry under a com­
plete set of mutually commuting symmetry operators. In the following, we discuss 
several such symmetry operators to be used in the calculations.
Number Operator
The total-number operator N  =  T.iania commutes with the Hamiltonian and is a 
conserved quantity. The many-body states may be labeled by the total number of 
electrons iV =  N  t  4-N | .
Space Group Symmetry
Each crystal environment presents a set of symmetry operations which leaves it in­
variant. These operations include identity elements, operational inverses, exhibit as­
sociativity, in other words, have all the properties of a group. The spatial symmetry 
is labeled by the irreducible representation of the space group that transforms ac­
cording to the many-body state. In our case of the Hubbard model, the space group 
that is symmorphic contains operations which involve both point and translational 
operations. The point operations consist of the various rotations and reflections the 
crystal admits about a given basis point. This space group is symmorphic because 
it consists only of point operations taken about a basis point.
To construct the character table, we can use several rules[53}:
(1) The number of irreducible representations equals the number of classes of 
group elements.
(2) The dimensionalities of the irreducible representations are determined by 
the fact that = h. Where h is the order of the group. Since we always have 
the one-dimensional representation (referred to as totally qnnmetrical, identical) in
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which, each group element is represented by units, we can always fill in the first row 
by =  1 , where is the k-th element of the group.
(3) The rows of the table must be orthogonal and normalized to h. with weighting 
factor iVfc, the number of elements in That is
T .  =  Mi, (2 .1 0 )
(4) The columns of the table must be orthogonal vectors normalized to That
IS
=  (2 .1 1 ) 
t -''fc
(5) Elements within the ith row are related by
iV,x“’(f,)iVtx“'(&) (2 .1 2 )
C
where cjki are the constants defined by the expression governing class multipli­
cation.
Now, we can select basis functions for different irreducible representations. Let 
a basis function belonging to the kth row of the jth  irreducible representation be 
denoted by Then by definition the result of operation with any element of the 
group ou can be expressed as a linear combination of and its partners as 
follows,
=  è  fA 'rü '(A )A . (2.13)
X= 1
where Ij is the dimensionality of the representation. Now, if we multiply through 
by sum over R, and use the great orthogonality theorem[53]
Z  (2.14)
R  h
, we obtain
E  =  r  (2.15)
R  h
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From, this equation we conclude that application of the operator
=  (2.16) 
"  R
to a basis function has the property of yielding zero unless the function being 
operated on belongs to kth row of T^K Moreover, we see that, if this condition is 
satisfied then the result of the operation is This gives us a prescription for 
generating all the partners of any given basis function. Also, if we set A =  fc. we 
obtain p^Vfe  ^  ^ i.e., is an eigenfunction of with eigenvalue unity. This
property serves to identify uniquely the labels of any basis function. Also, since 
is a linear operator, any linear combination of functions belonging to the kth row of 
(but coming from different choices of basis functions) such as will
also belong to that row and representation.
Assuming that function belongs to the kth row of the jth  irreducible rep­
resentation, and F is an arbitrary function in the space. By acting a projection
operator (Defined in Eq.(3.6)) on the function F, we can project out
=  (2.17)
which after normalization is a suitable basis function , then use of the transfer
operators p ^  yields all its partners, since p^tP* =
However, for multi-dimension representations, there is a  little difference[54j: 
let V be an operator which, is left invariant by all the operations of group G and 
let (/^,Ug^) represent the quantum mechanical matrix element of V with respect 
to the two functions, f  and g, with the indicated symmetry indices, then
(“) Vgjù =  0  i f  or ft'
(6 ) i f  j  = f  and fi = ft' the result is independent of ft.
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Thus there is no matrix element of V between functions of different symmetry 
indices. Since all functions in jth  representation are degenerate, we can use only the 
first element of every character matrix when projection is applied. This theorem 
and the fact that functions of different symmetry are orthogonal provide the entire 
incentive to use symmetrized functions in the projections. They assure us of a good 
measure of diagonaiization at the very outset.
Spin Symmetry
The electronic states can be further characterized by their spin symmetries[53]. 
Since the total spin, the total z-component of spin, and the total spin raising and 
lowering operators all commute with the Hamiltonian, the many-body states may 
be labeled by the total spin S and the total z component of spin m„ with every 
state in a given spin multiplet degenerate in energy.
Since all the models we consider are of bases of singly degenerate spherically 
symmetric orbitals, i.e., s-orbital like, the angular momentum of the many-body 
functions are pure spin, with no orbital angular momentum coming into play. The 
total z component of spin 5- =  j(iV t  S  J.) formed from the difference of these 
number operators, satisfies
SsWa =  (2.18)
i
the raising and lowering operators 5+ =  Yii and 5_ =  (5+)^ satisfy:
S±tif{ml, m l , ...) =  Y i j  -  ±  l)]W(Tn^ ±  I, ±  I , ...) (2.19)
i
the only nonzero value of [ |  — m* (m* ±  I)] is I. This occurs when m* =  
Those ti/j which are formally generated but are inconsistent with the Pauli principle 
because of double occupancy of a  spin-orbital function will vanish because of the 
antisymmetry of the determinants.
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For total spin operator S^:
.„) =  ( ^  +  2 ^  ...)
+  +  l)I^[f -  rn{{m{ -  1 )|&
x^(m ‘ + I . .... — 1,...) (2.20)
we can simplify the first term by noting that
2  Y  H  -  m*)
i> J  i  J #  i
=  -  Z W ) '  =  • '4  -  T  (2 -2 1 )i
thus the first coefficient is M f -f y . Since the only nonzero value for the square 
roots is unity, the second term also can be simplified.
If any spatial orbital is occupied by two electrons with paired spins, it appears 
in the second term with spins reversed, which produces just a sign change because 
of the antisymmetry. This term cancels the contributions in the first term of all
paired spins. This leaves us with the result
=  (M l +  + Z A  (2 .2 2 )
where are all the determinants which differ from by a single interchange 
of spin orientations between distinct spatial orbitals.
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2.4 Correlation functions
Correlation functions, which are directly related to observable phenomena, such 
as differential cross-section, contains information about the nature of many-body 
system. Let us consider a process in which the state of a system changes from an 
initial state described by the wave function |<p) to a state \<i>') by some influence 
from outside. In this process the ener^  of the system changes from a value E  to 
E', and conservation of energy requires that the energy changes by an amount u) = 
E' - E. Let us denote the operator which affects this change of state of the target 
by .4. Fermi’s Golden Rule, which tells us that the probability for the change to 
occur, including conservation of energy, is proportional to
\{é'\A\0)fS{üj + E , ,-E ,^ )
The total probability is obtained from this result by weighting it with the proba­
bility for occupation of the initial state, denoted by and summing over aU initial 
and final states. We are therefore led to introduce the function
+ (2.23)
into the interpretation of this kind of interaction; S{lj) is often called the scattering 
function. A  fundamental result of statistical mechanics tell us that the probability 
of finding a state with energy is proportional to e%p(—E^/kgT) where T  is the 
temperature and Arg is Boltzmann’s constant, and p^ =  ezp(—E ^/kgT )/Z  where 
the partition function Z  makes H p,^  =  1.
by using the well-known representation of the delta function
f(w) =  d t e - ^  (2.24)
in which the integration variable t  has the dimension of time (Planck’s constant is 
set equal to unity ). and by using the fact that the complex conjugate of a matrix
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element can be written in terms of the matrix element of the Hennitian conjugate 
of the operator, namely,
{4>'\A\<pY  =  (01-4+10') (2.25)
Using(2.24) and(2.25) in (2.23), we obtain
Siu}\ =  —  T  vJé\A-^\é'Vé'\p'^^^' (2.26)
27r7-oc
next, we define a Heisenberg operator
-4(f) = e‘" .^4e-“^  (2.27)
where 7{ is the Hamiltonian that describes the target system. Clearly,
(0'|e“^«'.4e-‘‘^ o|0) = (0'l-4(f)|0) (2.28)
When we insert this result into (2.26) the sum over the states |0') can be per­
formed by closure, i.e.
Z W W  =  1 (2.29)
O'
The correlation function of the variable .4 is defined to be (,4(fo) =  -4),
(-4+-4(f)) =  ^p^(0|A+-4(f)|0)
=  %-^Tre-^/^=^-4+-4(f) (2.30)
where Tr denotes the trace operation. In most cases <  .4 > =  0. The desired form 
for the scattering function as the Fourier transform of an correlation function is then
S M = f - r  (2.31)ZX  J —oo
In this form it is clear that S{uj) is the spectrum of spontaneous fluctuations in .4. 
So far we have omitted all reference to the change in the wavevector of the interaction
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that takes place in the scattering experiment. The wavevector dependence of the 
scattering function is hidden in the operator A. In the Bom approximation for 
scattering, the cross section is given by the expression(2.23) and .4 is the operator 
formed by taking matrix elements of the interaction operator between initial and 
final plane wave states. Thus, if the initial and final wave-vectors of the scattered 
radiation are k  and kf, respectively, and the interaction operator is k’(r), then
A{k) =  I  dre-'^’'V{r)e‘^  (2.32)
In most cases of interest, the dependence of the matrix element on k  and kf 
involves only the scattering vector Q = k — kf, and .4 is then the spatial Fourier 
transform. .4(Q), of the interaction operator. .4 always takes this simple form, -4(Q), 
when although the Bora approximation is not adequate for the true interaction
operator, it becomes so upon replacing the true interaction by a suitable pseudo­
potential as, for example, in the nonresonant nuclear scattering of slow neutrons, 
because V'(r) is Hermitian.
(0'|.4|ç))* =  J  d re-« ’-(0'lQ(r)|0)*
=  I  dre-'^{0\Q{rm
=  {(f>\A{-Qm  (2.33)
In view of this result, the ftdl frequency and wavevector dependent scattering 
function is obtained from (2.31) making the replacements .4+ -4(—Q, fo)ancL4(f)
A(Q,f).
Noting that we have discussed so far is materially altered by including the 
wavevector dependence of the scattering process and it is tempting, therefore, to 
continue keeping our notation simple and to omit explicit reference to the wavevec­
tor. However, we shall have occasion in subsequent discussions to use the fact that
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V'(r) is Hermitian and our bookkeeping will break down if we take A  in (2.31) to 
be Hermitian, i.e., if we delete the superscript +- on the left-hand operator in the 
correlation function. We choose to continue with the notation adopted in (2.31). If 
the wavevector dependence of the problem is to be omitted then =  A. while if 
the wavevector dependence is retained A'*’ =  A(—Q).
As far as spin operator S  and charge density operator N  are concerned. The 
equal-time {to = t) spin and charge correlation functions are defined as:
S{Q) =  (2.34)
and
-V(Q) =  |(0otiV_QxVQl0o) (2.35)
and the dynamical spin-spin and charge-charge correlation function are given by
5(Q,o/) =  - E „  + Eo) (2.36)
tf
and
:V(Q.w) = j Y ,  - E ,  + £■„) (2.37)
with
= and S Q = Y e ’^ ^ { r i i - n )  (2.38)
i i
where S f  is the Z  component of the spin operator and +  uq. |0o)
denotes the ground state, and |t/) is the uth. eigenvector with, eigenvalue E„. L is 
the total number of sites.
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CHAPTERS 
MAGNETIC FRUSTRATION AND STATIC SPIN AND CHARGE 
CORRELATION: GROUND STATE PROPERTIES
3.1 Introduction
The discovery of high-temperature superconductivity in layered copper oxides has 
spurred intense investigations because this kind of materials show unusual normal- 
state properties which can not be explained by current well-established theories[ll|. 
In experiment, strong anisotropies are observed, mainly caused by the two-dimension 
nature of the problem, and magnetic phases exist close to the superconducting re­
gions. In addition, there are several unexpected properties, such as the linear be­
havior of the d.c. resistivity with temperature, a Hall coefficient that is temperature 
dependent, the presence of short coherence lengths, and the energy dependence of 
the relaxation rate 1 /r, can not be described by a Fermi Liquid, a framework for 
understanding the effect of interactions in metals. This has motivated a lot of physi­
cists to develop new theoretical methods and numerical techniques to explain and 
get insights into these unusual properties. It is believed that the 2D Hubbard model 
is one appropriate model that must be solved to understand all these anomalous 
behaviors[55|, especially in half filling situation. Through solving it, one would like 
to know which features of the planes in the normal state are essential to achieving 
high T ’s.
The Hubbard model is the simplest many-particle model one can write down,
29
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which can not be reduced to a  single-particle theory. Usually, the Hubbard model is 
thought to describe the competition between chemical bonding (hopping term t and 
s), short range Coulomb repulsion (the U term), Pauli exclusion” and the corre­
lations between electron that they induce. Its analytic form is known only in one 
dimension[56]. In there the ground state, correlations and excitations have been 
understood in several ways. These innovative and diverse methods, such as, the 
Bethe ansatz solution[57|, bosonization[59], field theoretical methods[60|, the Lut- 
tinger and Tomonaga models[61|, and the perturbative renormalization group[62|, 
are used for solving one dimensional problems. They show that the spin-charge 
separation occurs and the spin and charge degrees of freedom of electrons obey the 
different dynamics. In two dimensional situation, so far there is no analytic form 
and the understanding is still far away from complete so the most usefril tools to 
explore two dimensional problems are numerical methods.
The propose of this chapter is to study the effects of geometrical frustration in 
the Hubbard model defined on a two-dimensional lattice with adjustable degrees of 
frustration by investigating the static spin-spin. charge-charge correlation functions, 
S(Q,w), and N(Q,w) and try to find out the insight into the role of the geometrical 
frustration in determining the electronic structures of the system. Here, the geo­
metrical frustration means that if we adjust the ratio of the second nearest neighbor 
and first nearest neighbor hopping (s/£) in the structure we use, the system is topo­
logically changed from one geometrical structure to another structure under some 
physical consideration though the lattice structure remains the same. The mag­
netic frustration is characterized by various magnetic (spin) correlation functions as 
well as the total ground state magnetization of the system. Unlike the Heisenberg 
and t-J models where there is explicit ferromagnetic or antiferromagnetic couplings
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between. localized magnetic moments (electronic spin in most cases), the Hubbard 
model deals with correlated but totally itinerant electrons. As a result, the manifes­
tation and characterization of magnetic frustration in the Hubbard model is more 
subtle. In this work we first examine several sets of quantities to study the degree of 
magnetic frustration in the system. The first is the degeneracy of the ground state 
manifold and the low-lying states. This is used to reveal the pile-up of low-lying 
states due to magnetic frustration. The second is various neighboring site spin-spin 
correlation fimctions in the ground state. This directly shows the nature of mag­
netic order in the system as a frmction of the Hamiltonian parameters. The third 
is the the total spin of the system. It checks the nature of the magnetic order in 
the whole system, thus reflecting the overall effect of magnetic frustration. These 
calculations demonstrate significant magnetic frustration induced by changing de­
gree of competition under various Hamiltonian parameters used in this work. We 
then calculate static spin and charge correlation frmctions for various momentum 
sampled in the present cluster model to study the effects of the magnetic frustration 
on the ground state spin and charge distribution in different k  directions. While we 
find little influence on the charge distribution by the changing degree of magnetic 
frustration, we see considerable sensitivity of the spin distribution.
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3.2 Hamiltonian and Method of Calculation
3.2.1 The Hamiltonian
The Hamiltonian describing the Hubbard model, which is defined on our eight-site 
cluster with periodic conditions plotted in Fig. 3.1, can be written as:
H = Hhoppmg +  S(/ (3.1)
with
Hijopping — f ^ 2  (3-2)
(ij)tr <ij><T
Hu = U Y  (33)
i<4
where we consider the first and second nearest-neighbor hopping with amplitude 
—t and —s respectively. The sum {ij) is over the first nearest neighbors for electron 
hopping between the two sublattices and the sum (ij) is over the second nearest 
neighbors for electron hopping within the substrate or the overlayer. U is the on­
site coulomb interaction parameter. This on-site Coulomb interaction is assumed 
to be the same on all sites in the ordinary Hubbard model. All the notations 
are standard in the Hubbard formalism. The factor 2 in equation (3.2) is due 
to the renormalization introduced by the periodical boundary conditions (all the 
summations in the Hamiltonian are taken over only the sites in the cluster).
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Figure 3.1 (A)The eight-site cluster with PBC’s in real space. The lattice constant 
is a. (B)The two-dimensional Brillouin zone with the four sampled high-symmetry 
points indicated
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3-2.2 Method of Calculation
The theoretical method used in this work is the small-cluster approach[25, 63j. A 
cluster of small number of lattice sites with periodic boundary conditions is used to 
model an infinite system. It is equivalent to sampling a few high-symmetry points 
in the Brillouin zone. This method has been widely used in the study of strongly 
correlated systems. Its advantage is that there is no approximation applied to the 
Hamiltonian. Quantum many-body problems are solved exactly in the numerical 
form. Therefore it provides accurate information about the many-body effect in the 
system. The limitation of this method is also obvious. First of all. due to extremely 
rapid of the number of many-body states with the system size and particle number, 
only very small systems can be studied using this approach. Secondly, because only 
a few points in the Brillouin zone can be used, it is hard to get the completely 
physical picture upon the whole range of the Brillouin zone. However, in prac­
tice, since many spectroscopic processes are fast and intrinsically short-ranged, they 
can be well described by the small-cluster approach. It is now generally accepted 
that the sudden (one-step) approximation and small-cluster approach provide rather 
accurate description of many interacting systems, although careful modeling and in- 
sightfiil interpretation of the calculated results are always required. For the cluster 
we consider, Dr.2Iheng delicately decomposed the size of Hamiltonian through the 
small-cluster approach[64|. In order to understand how this approach works, the 
procedures used by Dr.Zheng are cited below.
With two (one for each spin) orbitals on each site, there are 16 orbitals in the 
cluster shown in Fig. 3.1 (A). Simple combinatorial arguments yield 11440 many- 
body states in the neutral state of the cluster with seven electrons, 8008 states 
with 6  electrons and 12870 states with 8  electrons. The symmetries inherent in
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the Hamiltonian must be exploited in order to diagonalize the complete many-body 
Hamiltonian matrices. First, total number of electrons in the cluster is a good 
quantum number. It ensures that there wiU be no mixing between states with 
different number of electrons. Total spin and its z-component in the cluster also 
are good quantum numbers. Spin operators are applied to sort out states with 
dehnite spin indices. Furthermore, space-group decomposition reduces the sizes of 
Hamiltonian matrices in a very efficient way as will be described below.
The cluster studied in this work has C4  point-group symmetry. The space group 
of the system with the periodic boundary condition is the direct product of the C4 
group and the finite translational group of the periodic-cluster structure which, in 
the present case, is a four-element group, consisting of the identical translation and 
the translation that connects a site, say site 1 , in the cluster to other three sites, 
sites 2, 3, and 4, on the square lattice. The vectors that connect site 1 to sites 
5-8 are not included because in the charge-transfer model sites 1-4 and sites 5-8 
are assumed to be different. This symmetry arrangement corresponds to sampling 
the 7  point, the center of the two-dimensional Brillouin zone, the m point, the 
comer of the zone boundary, and the x  point, the center of the zone boundary [see 
Fig. 3.1 (B)J. The space group consists of 16 operations that belong to ten classes. 
There are ten irreducible representations, four at 7  ( 7 1  — 7 4 ), four at m  (mi —1 71 4) 
and two at x  (%i and Xz)- The first eight representations are one-dimensional and 
the last two two-dimensional. Two pairs of representations, mi-mz and rriz-m^ are 
degenerate due to time-reversal ^nnmetry. With a complete set of matrices that 
transform according to the irreducible representations, it is possible to project out 
sets of symmetrized basis states
9is =  (3.4)
R
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where is the j th  state in the subspace of spin S  {S may describe both total 
and z-component of spin), Pr the projection operator corresponding to the space- 
group element R, Xr the corresponding character, and the symmetrized basis 
state with definite spin S  and spatial symmetry /i. In cases where the irreducible 
representations are not one-dimensional, the (I x 1) element of the matrix represen­
tation is used to project out the symmetrized states as the basis set. The partner 
states, that are not needed in the diagonaiization of the Hamiltonian matrices but 
are necessary for the calculation of the spectra, can be obtained by applying to the 
above states the projection operator[53]
=  (3.5)
R
where dp is the dimension of the p-th irreducible representation, g the order of the 
space group, and the complex conjugate of the mn element of the matrix
representation of the p-th irreducible representation for the operation element R. 
By setting n =  1  and varying m  (> 1 ) in eq. (3.5), one can project out all dp states 
that transform according to P*.
Once the index j  in equation (3.4) runs through the whole subspace with fixed 
number of particles and definite spin index, all the symmetrized states are sorted 
and properly normalized. This procedure is repeated for all subspaces involved in a 
given physical process. Since group theory guarantees[53[ that Hamiltonian matrix 
elements between states belonging to different irreducible representations are always 
zero, the original Hamiltonian m atrix is now decomposed into smaller Jordan blocks 
with distinct particle-number, spin and spatial symmetries. The largest block is of 
order 296 corresponding to eight electrons in the cluster with a total spin S  = 1/2. 
It is significantly smaller than the original Hamiltonian matrix of order 12870, which 
in turn drastically reduces the required computation time. The solutions obtained
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by diagonalizing these blocks are exact solutions of the fuH Hamiltonian for the 
cluster-
In the computational implementation of the projection of symmetrized states, 
we used a real-number-only algorithm for the convenience of coding. Since there 
are imaginary numbers involved in the character table, linear combinations of the 
projection operators of the degenerate irreducible representations (i.e., mi-mz and 
mz-rrii pairs) are taken so that all characters used in the codes are real integers.
The price for so doing is the doubling of the size of the matrix blocks for the repre­
sentations involved. When dealing with larger matrices the codes can be modified 
to release this real-number-only restriction, thus avoiding the accompanied increase 
in the Hamiltonian matrix sizes.
3.2.3 Calculation of correlation functions
In this work we calculate several magnetic correlation functions to help characterize 
the magnetic firustration in the system. We also calculate static equal-time spin and 
charge correlation functions to study the spin and charge distribution in the system. 
The neighboring site magnetic correlation functions are defined as
U  = (3-6)
=  (3.7)
^  IiViV
=  7  E  S / )  (3.8)
=  7  E (5 f S/>^ 3/V/V (3.9)
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where Lk is the Arth nearest-neighbor (kNN)  magnetic correlation, L the number 
of sites in the cluster and < ... >  the ground state expectation value. In the cluster 
studied in this work there is a sum rule
Lq +  2Li + 2Lz +  2Lz =  S ^ ^ /N  (3.10)
where S~ is the total z-component of the spin of the cluster.
The static (equal-time) spin and charge correlation functions used in this chapter 
are defined as:
SiQ) =  j {(Po\S^qS^ \<Po) (3.11)
and
/V(Q) =  ^(0oliV_QiVQl(po) (3.12)
with
= and iVQ = ^ e^ « « -(m ) (3.13)
t i
where S f  is the Z  component of the spin operator and Ui = Ui  ^ + |0o)
denotes the ground state, and L is the total number of sites.
With all the eigenvalues and eigenstates of the system, corresponding to different 
values of parameters s and U, obtained through the exact diagonaiization of the 
Hamiltonian matrix, we can calculate these correlation functions in the context of 
the small-cluster approach. These pair spin and charge correlation functions contain
information on the spin order and charge order in the system.
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3.3 Results and Discussion
In order to investigate the efiFects of magnetic finistration as well as those of on-site 
Colombo interaction and doping on the ground states of the two-dimensional system, 
the ground states and their corresponding representations are first calculated using 
the Hamiltonian and computational model mentioned in the previous section. In 
our calculations, temperature T =  0 is considered and the nearest-neighbor hopping 
parameter t is chosen as the energy unit and the next nearest-neighbor hopping 
parameter s is set to be a sets of 0.1. 0.2, 0.3, 0.4. 0.45, 0.5, 0.55, 0.6, 0.7. 0.8. 0.9. 
1.0, representing the range of the magnetic finistration. Furthermore, the on-site 
coulomb repulsion parameter U is given by 1 .0 , 3.0, 5.0. 7.0, 10.0, 1 0 0 . Meanwhile, 
the situation of 6 , 7, and 8  electrons on 8 -site cluster are considered. The degree of 
degeneracy of the ground states, corresponding to various parameters is displayed 
in table 3.1. 3.2 and 3.3 by the irreducible representation and total spin. To simply 
show these representations, number 1. 2, 3, 4 are used to represent 7 i — 7 4 , 5, 7 to 
represent rrii — m2 and m 3 —m^ pairs, and 9.10 represent xi and x^. The spin shown 
in the tables omits a denominator 2 . It is obviously shown that the high degree of 
degeneracy occurs al s / t  = 0.5, for almost all different U^s parameters and electrons 
densities we choose. This result is a strong evidence of geometrical fimstration[12}. 
It is well known that the cause of magnetic finistration comes firom the differently 
competing interaction which are of similar magnitude. So the explanation [65] is 
that in the structure shown in Fig. 3.1, there is a parameter-dependent symmetry, 
which determines the degree of finistration in the system. For each site in the 
lattice, say site 1 , there are four nearest-neighbors (INN) and four next nearest- 
neighbors (2NN). When the ratio of the 2NN and INN hopping s/t=0.5, the ^rstem 
is topologically equivalent to a connected triangular ring structure (a tetrahedron),
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Le., a magnetically completely finistrated system, like a bulk fee lattice with first- 
nearest neighbor hopping only. When s/t=0 , the system is topologically equivalent 
to a bulk bcc lattice with first nearest-neighbor hopping only (with rescaled hopping 
parameters). By adjusting the ratio s /t, one can change the degree of the geometrical 
(magnetic) frustration in the system, although the lattice structure remains the 
same.
We first examine the degeneracy of ground state of the system with the number of 
electrons n =  6 , 7. and 8  under various Hamiltonian parameters. We use the ground 
state degeneracy as a measure for geometrical finistration because an increase in 
the ground state degeneracy is an indication that more states have been pushed 
into the ground state manifold due to competing interactions in the system. We 
then examine the magnetic (spin) nature of these states to determine whether the 
finistration is of magnetic character. By looking at the results in the three tables, 
it is noted that as the doping increases, in other words, the number of electrons is 
changed from 8  (half-filling) to 6  in our case, when the parameter U is not large, the 
degree of degeneracy decreases drastically, although the high degree of degeneracy 
at s/i=0.5 compared with those at the other ratio s / t  still exists. Here, the doping is 
equivalent to add holes into this two dimensional system. This means that the holes 
are one of major causes of determining magnetic finistration because they will break 
some degree of symmetry in the interactions between the spins. When a hole appears 
near a electron, it gives rise to the anisotropic nearest-neighbor exchange interactions 
surrounding the electron and reduces the set of spin orientations which minimize 
the system's net exchange energy and therefore reduces the degeneracy of ground 
states. The results show that when the short range Coulomb interaction is not 
large, doping plays an important role in determining the degree of frustration in the
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system. When the parameter U becomes large, the degree of degeneracy of ground 
states at s/t=0.5 decreases in the half-filling case (n= 8 ). In this case, the short range 
Coulomb repulsion {U term) becomes so strong it tends to suppress the magnetic 
frustration (the term of ratio sft). This is clearly seen in table 3.1. However, as seen 
in table 3.2 for the n=7 case where a hole is added to the 8 -site cluster, the degree 
of degeneracy of ground states at s/t=0.5 increases as U term becomes large. This 
phenomenon indicates when more configuration space is opened up by doping, much 
richer magnetic behavior becomes possible and the situation changes qualitatively 
from the half-filled case. Now the magnetic frustration induced by changing s / t  is 
most prominent in the large-ff cases. When doping is further increased to n= 6  case 
(that is, there are two holes in the 8 -site cluster), the situation is changed again. 
Here the change in s / t  has little effect on the ground state degeneracy, indicating 
the degree of magnetic frustration is not sensitive to the change.
The above results show that the s /f  induced magnetic frustration is most pro­
nounced near half-filling at large-17 values, where the Hubbard model is nearly 
equivalent to the t-J model. This is consistent with previous work on the t-J mod­
els where strong magnetic frustration effects have been observed. In this work we 
extend the study to include the cases where the Coulomb interaction is still moder­
ately strong but away from the region corresponding to the t-J model. It represents 
a large class of strongly correlated electron systems where the many-body effects are 
most difficult to assess because approximations in various limiting situations can­
not be applied. Despite the limitation of the small-cluster approach, this work can 
provide some qualitative insight into the problem of spin and charge correlation in 
systems with moderately strong electron correlation. It also provides a connection 
to various strong interaction models.
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Table 3.1 Degree of degeneracy for the ground state of 8  electrons
U\s 0.0 0.1 0.2 0.3 0.4 0.45 0.5 0.55 0.6 0.7 0.8 0.9 1.0
1.0 01,0 01,0 05,0 05,0 05,0 05,0 05,0 02,0 02,0 02,0 02.0 02,0 01.0
05.0 05,0 05,0 05,0 05,0 02,0 02,0 02,0 02,0 02,0
07.0 07,0 07,0 07.0 07,0
07.0 07,0 07,0 07,0 07,0
02,0
 02^0___________________________________
3.0 01,0 01,0 01,0 05,0 05,0 05.0 05,0 02,0 02,0 02.0 02,0 01,0 01.0
05.0 05,0 05,0 05,0 02,0 02,0 02.0 0,20
07.0 07.0 07,0 07.0
07.0
02.0 
02,0
5.0 01,0 01,0 01,0 01,0 01,0 05,0 02,0 02,0 02,0 01,0 01.0 01.0 01.0
05.0 02,0 02,0 02,0
07.0 05,0
07.0 05,0
07.0
07.0
7.0 0 1 , 0 0 1 , 0 0 1 , 0 0 1 , 0 0 1 , 0 0 1 , 0 09.0
1 0 . 0
0 1 , 0 0 1 , 0 0 1 , 0 0 1 , 0 0 1 , 0 0 1 . 0
1 0 . 0 0 1 , 0 0 1 , 0 0 1 , 0 0 1 , 0 0 1 , 0 0 1 , 0 0 1 , 0
0 1 , 0
0 2 , 0
0 1 , 0 0 1 , 0 0 1 , 0 0 1 , 0 0 1 , 0 0 1 , 0
1 0 0 . 0 0 1 , 0 0 1 , 0 0 1 , 0 0 1 , 0 0 1 , 0 0 1 , 0 0 1 , 0
0 1 , 0
0 2 , 0
0 1 , 0 0 1 , 0 0 1 , 0 0 1 , 0 0 1 , 0 0 1 , 0
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Table 3.2 Degree of degeneracy for the ground state of 7 electrons
U\s 0 . 0 0 . 1 0 . 2 0.3 0.4 0.45 0.5 0.55 0 . 6 0.7 0 . 8 0.9 1 . 0
1 . 0 01.3
01.3
02.3
02.3
04.1
03.1
1 0 , 1
09,1
1 0 , 1
09,1
1 0 , 1
09,1
1 0 , 1
09,1
09.1
09.1
1 0 . 1  
1 0 , 1
09.1
1 0 . 1
09.1
1 0 . 1
09.1
1 0 . 1
09.1
1 0 . 1
02,5 02,5
3.0 02.3
02.3
01.3
01.3
01.3
01.3
03.1
04.1
09.1
1 0 . 1
09.1
1 0 . 1
09.1
1 0 . 1
1 0 , 1
1 0 , 1
09.1
09.1
09.1
1 0 . 1
1 0 . 1
09,1
1 0 , 1
09,1
02,5 02,5 02,5
5.0 02.3
02.3
01.3
01.3
01.3
01.3
03.1
04.1
03.1
04.1
09.1
1 0 . 1
09.1
1 0 . 1
09.1
09.1
1 0 . 1  
1 0 , 1
09.1
1 0 . 1
1 0 . 1
09.1
04,3
03,1
03.3
04.3
02.5 02.5
7.0 01.3
01.3
02.3
02.3
01.3
01.3
03.1
04.1
03.1
04.1
04.1
03.1
03.1
04.1
09.1
09.1 
104
1 0 . 1
0 1 , 1 0 1 , 1 0 1 , 1 04.3
03.3
04.3
03.3
04.3
03.3
10.0 01,3 01,3 01,3 03,1 03,1 03,1 02,1 01,1 01,1 01,1 03,3 04,3 03.3
01.3 01,3 01,3 04,1 04,1 04,1 02,1 04.3 03.3 04.3
02.3 03,1
02.3 034
04.1
04.1
01.1
100.0 01,7 01,7 03,5 01,3 01,3 03,1 02,1 02,1 02,1 02,3 02,3 02,3 02,5
04,5 01,3 01,3 04,1 02,1
03.1
03.1
04.1
04.1
01.1
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Table 3.3 Degree of degeneracy for the ground state of 6  electrons
U\s 0 . 0 0 . 1 0 . 2 0.3 0.4 0.45 0.5 0.55 0 . 6 0.7 0 . 8 0.9 1 . 0
1 . 0 0 1 , 0
0 1 , 0
0 2 , 0
0 2 , 0
0 1 , 0 0 1 . 0 0 1 , 0 0 1 , 0 0 1 . 0 0 1 , 0
0 1 , 0
0 2 , 0 0 2 , 0 0 2 , 0 0 2 , 0 0 2 , 0 0 2 . 0
3.0 0 1 , 0
0 1 , 0
0 2 , 0
0 2 , 0
0 1 , 0 0 1 , 0 0 1 , 0 0 1 , 0 0 1 , 0 0 1 , 0
0 1 . 0
0 2 , 0 0 2 , 0 0 2 , 0 0 2 , 0 0 2 , 0 0 2 , 0
5.0 0 1 . 0
0 1 , 0
0 2 , 0
0 2 , 0
0 1 , 0 0 1 , 0 0 1 , 0 0 1 . 0 0 1 . 0 0 1 . 0
0 1 . 0
0 2 , 0 0 2 , 0 0 2 . 0 0 2 . 0 0 2 . 0 0 2 . 0
7.0 0 1 , 0
0 1 , 0
0 2 , 0
0 2 , 0
0 1 , 0 0 1 , 0 0 1 , 0 0 1 , 0 0 1 , 0 0 1 , 0
0 1 , 0
0 2 , 0 0 2 , 0 0 2 , 0 0 2 , 0 0 2 , 0 0 2 , 0
1 0 . 0 0 1 , 0
0 1 , 0
0 2 , 0
0 2 , 0
0 1 . 0 0 1 , 0 0 1 , 0 0 1 , 0 0 1 , 0 0 1 , 0
0 1 . 0
0 2 , 0 0 2 , 0 0 2 , 0 0 2 , 0 0 2 , 0 0 2 , 0
1 0 0 . 0 0 1 , 0
0 1 , 0
0 2 , 0
0 2 , 0
0 1 , 0 0 1 , 0 0 1 , 0 0 1 , 0 0 1 , 0 0 1 , 0
0 1 , 0
0 2 , 0 0 2 , 0 0 2 , 0 0 2 , 0 0 2 , 0 0 2 , 0
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
45
We now pay attention to the total spin in the ground states of the system with 
8 , 7 and 6  electrons. For the situation of 8 , 6  electrons, the total spin keeps the 
same value (S '=0) as the ratio s / t  and the parameter U change. This is consistent 
with the conclusion of previous work. The half-filled (n= 8 ) case is known to always 
have S' * = 0  in the ground state [58| and the two-hole doped (n= 6 ) case has been 
conjectured to also have the h' * = 0  ground state [63). This means the spin order 
in these two situations has an antiferromagnetic character, which is not influenced 
by the change of magnetic frustration. For the case of single-hole doping (n=7), 
the total spin minimizes at s/t=0.5. It is clearly seen that magnetic frustration 
does affect the spin order in this case. When the ratio s / t  approaches the maximum 
geometric frustration point (s/t=0.5), the spin structure changes from ferromagnetic 
to antiferromagnetic. The magnetic frustration driven by changing s f t  ratio in the 
n=7 case is illustrated in Fig. 3.2. Several trends are clearly seen here. First, as 
discussed above, the system is frilly ferromagnetic or nearly so when far away from 
s/i=0.5 and moves toward the frilly frustrated state with 5 * = l/2  when s/t=0.5 is 
approached. It is also clear that with increasing short-range Coulomb interaction 
(7. it becomes harder to suppress the ferromagnetic order in the system. Another 
point observation is that the magnetic structure is anisotropic with regard to the 
change in the ratio s / t .
We next examine the magnetic correlation functions Lk (Ar= 0 , 1 2 3). To demon­
strate the manifestation of magnetic frustration in these functions and to use them 
to characterize the magnetic frustration in the system, we show in Table 3.4 the re­
sults for tt=7 and U=100. Results under other interaction parameters for n=7 show 
similar but less pronounced features, and results for n= 6  and 8  show characters 
less indicative of the magnetic moment decrease toward s/t=0.5  which is consistent
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Figure 3.2 Spin in the U/t-s/t phase space for a 7-eIectron two-dimensional corre­
lated system under ground state
with the previous analysis of the ground state spin situation. From Table 3.4, it 
is noticed that,at s/t=0.5, Li vanishes and La is negative, indicating completely 
frustrated INN coupling and antiferromagnetic 2NN coupling. Near s/t=0.5, the 
system shows weak antiferromagnetic INN and 2NN correlation. These are char­
acteristics of magnetically frustrated system. They contribute to the formation of 
a large number of nearly degenerate states with different spin configurations in the 
ground-state manifold in the large-Cf limit.
It is also observed in Table 3.5 that Lq decreases with Uft. This raises an 
interesting question about the suitability of the t  — J  model as the large-U version 
of the Hubbard model. In other words, what value of CT is large enough to justify 
the use of the effective t —J  model instead of the more realistic Hubbard model. To
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Table 3.4 The magnetic correlation functions for various s / t  a t fixed 17/i=I00 with 
7 electrons. Also shown is the ground-state magnetization Sz of the system
s f t Lo Li L^ Ls Sz
0 . 0 0 0.2188 0.3750 0.1875 0.0938 7/2
0 . 1 0 0.2188 0.3750 0.1875 0.0938 7/2
0 . 2 0 0.2187 0.1576 0.0870 0.0367 5/2
0.30 0.2186 -0.0562 0.0302 0.0574 3/2
0.40 0.2186 -0.0594 0.0331 0.0577 3/2
0.45 0.2185 -0.0272 -0.0976 0.0312 1 / 2
0.50 0.2158 0 . 0 0 0 0 -0.1248 0.0312 1 / 2
0.55 0.2185 -0.0976 -0.0272 0.0342 1 / 2
0.60 0.2185 -0.0981 -0.0267 0.0312 1 / 2
0.70 0.2185 0.0264 -0.0525 0.0574 3/2
0.80 0.2184 0.0263 -0.0521 0.0572 3/2
0.90 0.2184 0.0261 -0.0517 0.0570 3/2
1 . 0 0 0.2184 0.1875 0.0627 0.0313 5/2
address this question, we notice that in the Iarge-17 limit, when all double-occupied 
states are projected out as in the case of the t — J  model, the on-site magnetic 
correlation function satisfies the sum rule
lo  =  7 =  n/(4L) =  7/32 =  0.2188 (3.14)
^ i
Here n=7 is the number of electrons and L= 8  is the number of sites in the cluster. 
From Table 3.4 it is seen that a t U/t=IOQ this sum rule is essentially satisfied with 
only slight deviation when s f t  increases. However, when we lower Uft  to values still 
considered to be large to moderate, there is significant change in the value of Lo- 
For example, at £//t=10, the calculated Lq is below the sum rule value by 6 %; at 
Uft  =5, it is below by about 15%. Since the sum rule (3.10) still has to be satisfied 
here, other magnetic correlation functions also wül be affected. Therefore, caution 
should be exercised in using the t  — J  model to interpret magnetic properties of 
the Hubbard systems. This may also apply to the interpretation of other physical
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Table 3.5 The magnetic correlation fonctions for various U/t at fixed s/t=0.5  with 7 
electrons. The system always has total magnetization 5 -= l/2  for parameters used 
here
Uft Lo Li Lg Lz
1 0 0 . 0 0.2185 0.0000 -0.1248 0.0312
50.0 0.2179 -0.0001 -0.1242 0.0310
1 0 . 0 0.2065 -0.0009 -0.1142 0.0275
5.0 0.1853 -0.0240 -0.0441 -0.0089
1 . 0 0.1499 -0.0165 -0.0411 -0.0017
properties.
The ground state energies corresponding to the different ratio s/t,  U and elec­
trons are plotted in Fig. 3.3. Usually as the ratio s /t increases, the ground state 
energy decreases due to the kinetic energy effect; when the on-site Coulomb interac­
tion parameter U increases, the ground state energy increases due to the interaction 
effect. We notice that in the large doping case (n= 6 ) the decrease in ground state 
energy is steepest, showing great sensitivity to the change in sft.  When doping 
level decreases to n=7 and then n= 8  cases, the ground state energy becomes less 
sensitive to the change in sf t ,  indicating the interaction term is more dominant. 
This is a reflection of the fact that with diminishing configurational space available 
for electron hopping process, the kinetic energy effect is reduced. We also notice 
that with increasing Uft, the ground state energy becomes less dependent on the 
ratio sft. This is another manifestation of the competition between the kinetic and 
interaction effect in the system. In the large-U cases and close to half-filling (n=7,8) 
the ground state energy is essentially independent of sft .  One interesting observa­
tion is that in the n=7 and U/f=100 case, the ground state energy first increases as 
s f t  approaches 0.5 before decreasing with further increase in sft .  This phenomenon 
seems to be associated with the dramatic change in magnetic order in the system.
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Figure 3.3 Ground-state energy vs. s /t  for n= 6 , 7. 8 .
For the purpose of exploring the deep insight of the magnetic frustration in two- 
dimension strong many-body qrstem in our case, the equal-time spin-spin correlation
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and charge-charge correlation are calculated. The next nearest-neighbor hopping 
parameter s is set to be a set whose range is the same as those above and the on-site 
coulomb repulsion parameter U is chosen to be 5.0, 10.0, and 100. The results of 
these correlations, corresponding to the number of eIectrons,6 , 7, and 8 . are plotted 
in Figs. 3.4- 3.9.
The first observation is that the result of equal-time charge-charge correlation 
function remains little changed when the ratio s / t  changes from 0 . 1  to 1 . 0  for almost 
all the parameter sets used in our calculations. This result shows that the change 
of magnetic frustration happened in this case does not cause the fluctuation of the 
density of charge particles. In other words, this computation of electron kinetic 
hopping (the change of ratio s/t)  with the change in the short range Coulomb 
interactiott (the U term) does not affect the concentration of charge in the system, 
which remain essentially uniform. Meanwhile, it is shown that the result of equal­
time spin-spin correlation function is very sensitive to the change of ratio s/t.  For 6  
and 8  electrons, there is a steep step occurred at the Ar-point M=(îr, 7r) when s / t  vs 
near 0.5. These phenomena show that the magnetic frustration is closely associated 
with the fluctuation of spin and the change of the spin order does not happen 
homogeneously. The change is in favor of some specific direction (in our case, this 
direction is at M  =  (tt, tt)). For the situation of 7 electrons, the firustration of spin 
order happens at all A: points sampled in the Brillouin zone. And the short range 
Coulomb repulsion also affects this spin-spin correlation function.
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3.4 Conclusion
We have constructed a periodic-cluster Hubbard model with geometric magnetic 
frustration. We have examined several magnetic correlation functions to first char­
acterize and then study the manifestation of magnetic finistration in the system and 
the physical consequences of the magnetic finistration as indicated by the ground 
state energy, spin, degeneracy, and by magnetic correlation functions. The influence 
of three kinds of parameters on ground states are considered in our case. They are 
the competition of the electron kinetic hopping (change of ratio s/t), the doping 
(change number of electrons in the 8 -site cluster) and the short range Coulomb 
repulsion( local charge density-density interaction term U).
To get the eigenstates and eigenvalues of the Hamiltonian (3.1) upon the change 
of these three parameters, exact diagonalization techniques are used to the cluster 
with periodic boundary conditions. Using the sampling technique and knowledge 
of commutation of spin and space-group operators with Hamiltonian (3.1), we can 
simplify this system and factorize the Hamiltonian matrix, by group theory, into 
many much smaller Jordan blocks, which are then diagonalized to get eigenvalues 
and eigenvectors.
After investigating the results of degeneracy of ground states, representations of 
ground states and the values of ground state energies, it is found that the geomet­
rical frustration occurs at near s /f=0.5. The doping will definitely affect magnetic 
frustration. Sometimes it destroys the magnetic finistration. Sometime it enhances 
the magnetic finistration combined with the effect of short range Coulomb repulsion. 
For 6  and 8  electrons, the spin order of the system prefers to be antiferromagnetic 
and is very robust. For 7 electrons, the spin order would like to be ferromagnetic 
when away from the magnetic finistration region, but under the effect of magnetic
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frustration, it shows predominantly antiferrimagnetic characteristic.
Through calculating equal-time spin-spin and charge-charge correlation func­
tions, more information about spin and charge order is obtained. It is shown that 
the distribution of charges in this system is not influenced by the change of Hamil­
tonian parameters and the associated change in the degree of magnetic frustration. 
Meanwhile, the spin-spin correlation function is very sensitive to the change in the 
degree of magnetic frustration in the system.
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CHAPTER 4
ELECTRONIC EXCITATIONS IN THE TWO- DINIENSIONLVL HUBB.VRD 
MODEL WITH ZvIAGNETIC FRUSTRATION
4.1 Introduction
In one-dimensional systems, it is known [6 6 ] that the low-energy excitations are 
not quasi-particles with charge e and spin 1/2 as in a Fermi Uquid[67], i.e., the 
Tomonaga-Luttinger liquid[6 8 , 6 6 ). That means the spin-charge separation occurs 
and the spin and charge degrees of freedom of electrons obey the different dynamics. 
In other words, they are decoupled into collective modes of spin and charge excita­
tions called spinons and holons. In Fig. 4.1, a very simple physical picture of how 
spinon and holon happen is illustrated. Usually, an electron carries with both spin 
(its magnetic moment) and its electrical charge. In one-dimensional systems these 
can, and generally do, become two separate entities which move independently as 
they form the spin and charge density eigenstates. The electron dissolves into its 
spin part (a spinon) and its charge part (a holon).
It is clearly not a Fermi liquid any more because the good quantum numbers look 
nothing like the old fermion quasiparticle labels. One of the characteristic features 
in this case is that, through the spectral function, the single sharp quasiparticle 
peak of the Fermi liquid is no longer seen. Instead two sharp features characterizing 
the spin and charge parts of the electron moving with different velocities (see Fig. 
4.2). Another is the asymptotic power-Iaw decay of the equal-time charge-charge
59
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C) O ( c )
Figure 4.1 A simple of spin-chaxge sepaxatiou in one dimension. Consider the ID i J  
model when an electron is removed from the antiferromagnetic Mott insulating state 
by a photon in a photo-emission experiment(a). This leaves behind a disruption in 
both the spin and charge order, (b) As electrons move into the vacant site, the 
locations of the spin and charge disorder separate. They have become distinct 
particles-a spinon and a holon
correlation function with oscillations, where k f^  =  2Arp is the Fermi momentum 
of spinless fermions (SF’s).
One of the fundamental questions about two-dimensional (2D) strongly corre­
lated electron systems is whether their spin and charge response shares some similar­
ity with the one-dimensional (ID) correlated systems[55, 69{. Many analytical and 
numerical studies have been devoted to investigating the possibilities of non-Fermi 
liquid and spin-charge separation in two-dimensional correlated systems including 
the Hubbard and t — J  models[70, 71, 72, 73, 74, 75, 76, 77, 78, 79]. The conclu­
sions from reported studies are sometimes contradictory. The understanding of the 
electronic properties is still far from complete.
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( a ) (b) ( c )
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A(k,w)
opk Vf^ k
Figure 4.2 The spectral function: the probability that an electron with momentum 
k  may be found with a given energy, (a) In a non-interacting system, electrons 
are eigenstates and so the probability is a delta function centered on the electron 
energy, e(fc). (b) In the Fermi liquid this probability is now spread out but retains a 
peak at the new quasiparticle energy. This peak sharpens k  —>■ Arp. (c) The spectral 
function of a one dimensional Luttinger liquid. There are now two singular features 
corresponding to the spinon and holon and they generally disperse with different 
velocities, and v„.
Because a hole, created by the angle-resolved photoemission spectroscopy ex­
periments, will decay into a holon and spinon if the spin-charge separation occurs, 
comparing the ARPES spectra with the single-particle and spin and charge excita­
tion spectra may demonstrate some nature of those elementary particles in solids. 
Photoelectron spectroscopy provides a direct measurement of the electronic and 
magnetic properties in electron systems[80]. Combined with spin-polarized detec­
tion capability, this technique is able to reveal very detailed features in electronic 
structures of materials systems. In the weak-interaction limit, photoelectron spec­
tra essentially map out the electronic energy spectra or the density of states (DOS) 
of the system, which can be directly compared with the results of single-particle 
theories with local-density-approximations (LDA). However, when interactions are 
strong the concept of single-particIe DOS becomes ill-defined. It is more appropriate
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to study one-particle excitation spectra that depend sensitively on the interactions. 
In general, the interaction-induced electron correlations cause non-trivial transfer 
of spectral weight. In this situation a many-body calculation and a thoughtful in­
terpretation of the results are of crucial importance for the understanding of the 
observed phenomena and the underlying physics. Most theoretical work in this field 
has focused on relatively "simple" models such as the Hubbard model and the t — J  
model, with the expectation of capturing the fundamental physics underlying the 
observed new phenomena. Significant progress along this line has been made in 
recent years[II].
In the simplest approximation, the photoemission spectrum provides the infor­
mation about occupied density of states and determines their energy-dispersion and 
symmetry character, while the inverse photoemission spectrum tests the unoccupied 
density of states located between the vacuum level and the Fermi energy not ac­
cessible to ordinary photoemission of the system[81|. This is just a noninteracting 
picture for photon energies in the soft-X-ray range. In many electronic materials, 
electron-electron interactions complicate the situation and many-body correlation 
effects have to be considered. When the interaction is strong enough such that inter­
action parameters are of the same order as the quasiparticle bandwidth, conventional 
theoretical techniques fail to account for some observed phenomena. This is espe­
cially true in the case of photoelectron spectroscopy where the excited states of the 
correlated systems must be properly described. A reliable theoretical/computational 
scheme must be devised to treat such strongly correlated systems. One of the most 
powerfiil techniques developed in recent years is the numerical computation of small 
systems, using quantum Monte Carlo or exact diagonalization schemes. The key 
issue in the study of photoelectron spectra of strongly correlated electron ^rstems
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is the role of the interactions in determining the spectral weight distribution. Ex­
tensive earlier experimental[82j and theoretical[83} work have established that the 
strong Coulomb interactions (mainly on-site, such as the U term in the ordinary 
Hubbard model) drive the spectral weight from “coherent” to “incoherent” part, 
yielding new spectral features beyond the energy range predicted by single-particle 
theories, and therefore a broadened overall spectral distribution, along with a reduc­
tion in the bandwidth and the exchange splitting in the low-energy-scale and an 
increase in the exchange splitting and spin polarization on the high-energy side of 
the spectrum. The physical insights gained from the studies of the Hubbard model 
and its variants are extremely helpfril in interpreting the results and extracting the 
relevant physics from experiments and more realistic calculations[84|.
In this chapter, the single-particle, spin and charge excitation spectra in two- 
dimensional Hubbard model with magnetic frustration will be presented and ana­
lyzed. Various parameter choices corresponding to different physical systems have 
been used to study the dependence of the spectral distribution on the magnetic 
frustration and the local Coulomb repulsion.
We employ a symmetry-projected exact-diagonalization approach to study the 
many-body Hamiltonian defined on a small cluster with periodic boundary condi­
tions. This approach has proven to be very good at treating strongly correlated 
systems. It is particularly usefiil in interpreting and predicting qualitative behavior 
produced by strong interactions. Coupled with other theoretical approaches, such 
as the real-space density-matrix renormalization group approach[85|. and band- 
structure calculation method[84j, the exact-diagonalization approach can provide 
accurate quantitative and material-specific results for strongly correlated systems. 
Ih. addition to using particle-number and spin symmetries to block and diagonalize
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the Hamiltoaiaa matrix, group theoretical techniques have been applied to project 
out symmetrized states according to the spatial symmetry of the system[25,63}. The 
full utilization of these symmetries has greatly facilitated the numerical computation 
of the spectra.
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4.2 Hamiltonian and Method of Calculation
4.2.1 The Hamiltonian
The Hamiltonian describing the Hubbard model, which is defined on our eight-site 
cluster with periodic conditions plotted in Fig. 3.1, can be written as:
H — -ffhopping "F Su  1^ -1)
with
^hopping —  ^ ('I —)
{i j )a <ij><r
Hu — U ^  c||.Ci^ c|^ Ci4, (4.3)
where we consider the first and second nearest-neighbor hopping with amplitude 
—t and —s respectiveljr.The sum {ij) is over the first nearest neighbors for electron 
hopping between the two sublattices and the sum {ij) is over the second nearest 
neighbors for electron hopping within the substrate or the overlayer. U is the on­
site Coulomb interaction parameter.This on-site Coulomb interaction is assumed 
to be the same on all sites in the ordinary Hubbard model. All the notations are 
standard in the Hubbard formalism. The factor 2 in eqs. (4.2) is due to the renor­
malization introduced by the periodical boundary conditions (all the summations 
in the Hamiltonian are taken over only the sites in the cluster).
4.2.2 Method of Calculation
In this work we study the case of seven electrons in the eight-site cluster, i.e., a highly 
correlated system. Since the dimension of the Hamiltonian matrix is very large (with 
16 orbitals in the cluster, it is 161/(16-7)171 =  11440), direct diagnolization of such
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a matrix is very difficult. Hence we have to utilize the symmetries inherent in the 
Hamiltonian and factorize the Hamiltonian matrix into smaller Jordan blocks.
We have implemented the particle number, total and z-component spin and 
space-group symmetry operations in the computer codes for the Hamiltonian fac­
torization. The many-body states are first sorted according to the particle num­
ber and the spin indices. Then they are further projected according to the ir­
reducible representations of the space group of the cluster with PBC. The group 
theory guarantees[53| that there are no nonzero Hamiltonian matrix elements be­
tween states belonging to different irreducible representations of the space group. 
A fiiU symmetry analysis for the cluster structure shown in Fig. 3.1 (a) has been 
given elsewhere. With the application of these symmetry operators, the original 
11440x11440 Hamiltonian matrix with seven electrons are decomposed into many 
much smaller Jordan blocks with the largest one of order 294. Similarly, the Hamil­
tonian matrix with six (eight) electrons corresponding to the photoemission (inverse 
photoemission) final states are reduced from the original 8008x8008 (12870x12870) 
to at most of order 192 (296).
4.2.3 Calculation of the Spectra
With all the eigenvalues and eigenstates of the system obtained through the exact 
diagonalization of the Hamiltonian matrix, we can calculate any correlation function 
of interest in the context of the small-cluster approach. The spin-resolved photoe­
mission spectrum (PES) and inverse photoemission spectrum (IPES) are defined 
as
Fpbs(w,o-) =  E  X S{u +  -E S^  + ^) (4.4)
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FipesM  = E  X S(uj -  F f +  E i' +  (4.5)
where |©o) is the ground state in the subspace of iV electrons with energy E^,  
and are eigenstates in the subspace of iV ±  1  electrons with energies E^~^.
The operator Ck^ destroys (creates) an electron with spin a  and composite 
index Ar, where k may include orbital and momentum indices. The chemical potential 
fi is determined from[8 6 |
^  = (l/2)(E ^+ ' -  E ^'-‘I (4.6)
In several reported cases, the ground state of the system is degenerate. In such 
situations, the spectra are calculated with each and every state in the ground-state 
manifold as the ground state, and the final results are obtained by averaging over 
the spectra contributed by all the states in the manifold. The discrete spikes in 
the calculated spectra, which are characteristic of small-cluster calculations, are 
intentionally not broadened with Gaussian to allow detail of the spectra and a good 
comparison with dynamic spin and charge correlation functions. We shall focus 
attention here on the general trend that is independent of fine details of the spectra. 
The calculated results are checked against the following sum rules:
j  FpBsi/^r(^)dciJ = Ntr (4.7)
J  FiPEs{^r<^)df^ = M — (4.8)
where M  is the total number of sites in the cluster and iVo- is the total number 
of electrons with spin tr in the ground state of the iV-electron system. These sum 
rules are satisfied in all the reported cases.
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It is usually expected that iuteractions will result in a broadening in the spectral 
distribution. The origin of the spectral broadening is that the state cjt,<r|<Po) and 
cjt^ |<Po) obtained by sudden annihilation and creation of an electron in the ground 
state of the iV-electron system are not exact eigenstates of the interacting system 
with iV ±  I electrons. Decomposed in a complete basis of eigenstates they have 
projections in virtually all of the final states with the same quantum numbers. As a 
result, certain portion (usually of high spin polarization) of the spectral weight will 
be transferred to the high-energy-scale, creating the so-called incoherent” part, or 
“sateUite peak” , and causing a broadening in the spectral distribution.
For a better understanding of the physics involved in the context of the exact 
diagonalization study of finite systems, we examine in more detail the spectral func­
tion in a many-body picture. Consider the photoemission case and assume that 
{vjf, l  =  1 , 2 ,...} and =  1 , 2 ,...} are the symmetrized complete basis sets
used in the construction of the Hamiltonian matrices for the iV- and (lY—l)-electron 
system, with corresponding energy spectrum (eigenvalues) {ef^} and respec­
tively. Configurational interactions mix virtually all the states with the same quan­
tum numbers. Consequently the zY-electron ground state and the (iV — I)-electron 
final states, with energies Eq and E^~^ respectively, can be expressed as
(4.9)
I
(4.10)
i
where and are the corresponding coefficients. The PES defined in eq. 
(4.4) now reads
FpEsKo-) =  E I  -  E^ ) (4.11)
nr^  I j
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It is clear that by destroying an electron in the ground state and then mapping 
it onto the (iV — l)-eIectron final states one is trying to match the set of states 
{c^,(T0f} to the set And the contribution of a rinatched” term to the PES
is determined by the product of the coefficients and It is important to 
note that these coefficients depend very sensitively on the structure of the energy 
(eigenvalue) spectrum. They decrease very rapidly with increasing energy. Therefore 
the spectral function corresponding to high-energy final states usually carries only 
negligible weight. The situation in the inverse photoemission spectra is similar.
4.2.4 Calculation of the correlation function 
The dynamical spin-spin and charge-charge correlation function are given by
s(Q,u)  =  }  E  l<»ia#lA,)i'';(w - E , + E „ )  (4.12)
^ ir
and
with
iV(Q,o/) = I(£^MVq|,Po)|^5(u;-E. +  Eo) (4.13)I* „
5 |  =  and Nq = '£ e ^ ^ ^ { m  -  n) (4.14)
i t
where S f  is the Z  component of the spin operator and Tij =  |0o) denotes
the ground state, and L is the total number of sites. With all the eigenvalues and 
eigenstates of the system, corresponding to different values of parameters s and 
U. obtained through the œcact diagonalization of the Hamiltonian matrix, we can 
calculate these correlation functions in the context of the small-cluster approach. 
These spin and charge correlation functions contain detailed information on the 
spin and charge order in the system.
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4.3 Results and Discussion
In chapter 3, it is shown that a geometric frustration occurs around s / t  =  0.5 as 
the competition between the nearest-neighbor hopping term t  and the next- nearest- 
neighbor hopping term s. In order to further check the effect of the frustration in 
dynamic situation, we examine the number of eigenstates in an energy window of 
0.2 t above the ground state and the associated spin state of these states. Under 
the Coulomb repulsion term 17=1, 3, 5, 7, 10 and 1 0 0 , the ratio of s / t  is chosen 
as 0.0, 0.1, 0.2, 0.3, 0.4, 0.45, 0.5, 0.55. 0.6. 0.7, 0.8. 0.9 and 1.0 for the cases of 
6 , 7 and 8  electrons. Tables 4.1, 4.2 and 4.3 show the results corresponding to the 
situation of 6 , 7 and 8  electrons respectively. From these tables, it is seen that when 
the interaction is strong, which means U is large, the number of eigenstates reaches 
its maximum as s/ t  is around 0.5. Also, these states exhibit a rich variety of spin 
states, demonstrating the build-up of magnetic frustration in the system. When 
the term U is small, this effect is not obvious for all cases of 6,7 and 8  electrons. 
These results indicate that the magnetic frustration plays an important role in the 
dynamic situation discussed here.
It is well known that the one-dimensional correlated systems show non-Fermi liq­
uid behavior, i.e., Tomonaga-Luttinger (TL) liquids [6 8 ]. A representative feature of 
the Tomonaga-Luttinger liquid is the spin-charge separation: decoupled collective 
modes corresponding to spin and charge degrees of freedom appear in excitation 
spectra. Similarly, the possibility of non-Fermi liquid behavior, i.e., Tomonaga- 
Luttinger liquid, is a very important topic in the two-dimensional correlated sys­
tems, which is directly related to the anomalous normal-state properties of high Tc 
cuprates. Many analytical and numerical works have been conducted to investigate 
this subject[70, 71, 72, 73, 74, 75, 76, 77, 78, 79}.
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Table 4.1 Number of eigenstates in low excitation region for 6  electrons
U\s 0 . 0 0 . 1 0 . 2 0.3 0.4 0.45 0.5 0.55 0 . 6 0.7 0 . 8 0.9 1 . 0
1 . 0 76 16 16 16 16 16 16 16 16 16 16 16 60
3.0 74 16 16 16 16 16 16 16 16 16 16 16 36
5.0 40 7 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1
7.0 40 7 7 1 1 1 1 16 1 1 1 1 1 1 1 1 5 4 1 1
1 0 . 0 4 1 7 8 1 1 1 1 1 1 1 1 1 1 5 4 4 4
1 0 0 . 0 4 1 1 7 7 16 16 16 4 4 4 4 4
Table 4.2 Number of eigenstates in low excitation region for 7 electrons
U\s 0 . 0 0 . 1 0 . 2 0.3 0.4 0.45 0.5 0.55 0 . 6 0.7 0 . 8 0.9 1 . 0
1 . 0 8 8 6 8 32 32 32 32 32 32 32 32 32 46 2 0
3.0 8 8 32 40 52 32 32 32 32 32 46 2 0 14 14
5.0 56 2 0 2 0 28 52 36 32 34 38 32 2 0 16 14
7.0 28 2 0 2 0 2 0 42 44 30 38 32 14 16 16 16
1 0 . 0 48 1 2 2 0 24 34 46 30 38 1 2 1 0 1 0 16 16
1 0 0 . 0 8 2 0 56 52 6 8 90 96 72 40 32 2 0 28 2 0
Table 4.3 Number of eigenstates in low excitation region for 8  electrons
U\s 0 . 0 0 . 1 0 . 2 0.3 0.4 0.45 0.5 0.55 0 . 6 0.7 0 . 8 0.9 1 . 0
1 . 0 16 72 24 24 24 24 24 24 24 24 24 56 60
3.0 9 9 9 34 24 24 24 24 24 24 56 7 7
5.0 4 4 4 4 2 0 23 1 0 6 6 3 1 1 1
7.0 4 4 4 4 4 8 67 18 3 1 1 1 1
1 0 . 0 4 4 4 4 4 4 25 8 1 1 1 1 1
1 0 0 . 0 91 92 1 0 0 130 164 178 198 168 1 1 0 52 1 1 8 7
The conclusion is far from complete. The results from different studies are contra­
dictory.
In this chapter, we wiU investigate the effect of magnetic frustration on the two- 
dimensional correlated systems and check whether this effect is a  important factor 
causing the spin-charge separation. One of valid ways to do this is to follow the
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way used in studying one-dimensional systems. So based on the eigenvectors and 
eigenvalues obtained from the methods we used in chapter 3, the dynamic charge- 
charge and spin-spin correlation functions and the single-particle spectral function 
(photoemission) are calculated. The ratio of s / t  is chosen as 0.0, 0.1, 0.3. 0.45, 0.5. 
0.55, 0.7, 0.9 and 1.0. Besides , the Coulomb repulsion term U is selected 10 (strong 
interaction), and the situations of 6 , 7 and S electrons (doping) are considered. The 
results of dynamic charge-charge and spin-spin functions are plotted from Fig. 4.3 
to Fig. 4.14. A log scale for these results is taken to emphasize spectra with small 
weight.
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Figure 4.3 Dynamic charge-charge correlation function for 7 electrons. The vertical 
dash line represents the ground state under the parameters shown in box.
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Figure 4.4 Dynamic spin-spin correlation function for 7 electrons. The vertical dash 
line represents the ground state under the parameters shown in box.
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The results for 7 electrons are first analyzed because the situation is near half- 
filling and exhibits a rich variety of magnetic behavior. From Fig. 4.3 to 4.6, it 
is seen that the width of excitation spectra of both dynamic charge-charge and 
spin-spin correlation functions, spanning along energy axis, at all two Q points.
and X(7t , 0 ) located in Brillouin zone, are shrunk when s / t  approaches to 
0.5 from both 0.0 and 1.0 and the width related to charge-charge correlation is shrunk 
more than that associated with spin-spin correlation. Usually, as s / t  increases, the 
total energy of the system increases and it causes the spectrum expands to high 
energy region. However, due to the geometric frustration, a lot of eigenstates are 
accumulated in low energy region so it gives rise to narrowing those spectra. This is 
why the phenomenon mentioned above occurs. The physical meaning of the dense 
and broad continuum of the spectra of a  charge-charge correlation function is that 
it manifests a substantial charge-spin interaction between spin and charge degree of 
freedom in two-dimensional correlated systems, which couples the charge excitations 
to the full Hilbert space[78|. Thus, the phenomenon mentioned above means that, 
as s /t  arrives at 0.5, the charge- spin interaction is reduced. In other words, the 
geometric frustration is one of reasons causing the spin-charge separation. For the 
cases of 6  and 8  electrons, the results are different. Most spectra broaden more 
as s / t  increases from 0.0 to 1.0. The effect of magnetic firustration is much less 
obvious in the high-energy region, while it is still seen in the low-energy region. 
This shows that the effect of magnetic firustration is quite sensitive to the electronic 
density of the system. This is easy to understand since, as shown in Chapter 3 and 
the present chapter, the build-up of magnetic frustration itself is sensitive to the 
electronic density in the qrstem.
It is known that the energy of the lowest excitation in N(Q,w) and S(Q,w) is
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a measure of the charge velocity Vc and the spin velocity u,, respectively. The 
difference of the velocities is a  direct demonstration of the characteristic of charge- 
spin separation for the one-dimensional TL liquids[87]. From this point of view, the 
same criterion can be used to explore the same characteristic for the two-dimensional 
correlated systems. In the situation of 7 electrons , it is hard to distinguish the 
difference of energies of the lowest excitations corresponding to N(Q,w) and 3(Q,w) 
at all two Q points, 'V/(7t. tt) and %(7r , 0 ), except the situation in which s /t  is 
around 0.5 at A'(x,0) point. It means that, in most cases, the degrees of freedom 
for both charge and spin are mixed in low energy region but, at ,Y(7r,G) point, the 
geometric frustration causes the spin-charge separation in the low energy region. 
In the situations of 6  and 8  electrons, the difference of the lowest excitation peaks 
corresponding to N(Q,w) and S(Q,w) exists at M (ir, tt) and X (7r, 0) even s/1 changes. 
It means that there is a spin-charge separation in the cases of 6  and 8  electrons. 
However, for 6  electrons at X (7r , 0 ) point, the geometric frustration lets a mixture 
of these two degrees of freedom. More information from the results of N'(Q,w) and 
S(Q,w) for 6  and 8  electrons will be discussed later. It needs to notice that the change 
of the ratio of s /t  gives rise to the change of the energy of the lowest excitation of 
both N(Q,w) and S(Q,w). That means that, influenced by the geometric frustration 
which causes the eigenstates accumulated in the low energy region, the lowest peaks 
in these spectra move to lower energy. This is why those peaks move close to the 
ground states when s / t  approaches to 0.5 from both 0.0 and 1.0, such as those 
situations of 7 electrons at point, of 8  electrons at M(T,vr). But, there are
some cases in which those lowest peaks of N(Q,w) or S(Q,w) shift a  little bit to 
higher energy region when s / t  reaches 0.5, for example, the situations of 7 electrons 
at % (x,0 ) point, of 6  electrons at X ( 7t , 0 ) point. A reasonable mcplanation is that.
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under the effect of geometric frustration, the holes prefer to accumulate in some 
specific direction, such as along -Y(7r , 0 ) direction in our case, and this deforms the 
contour of the original Fermi surface, for example, pushing the Fermi surface to 
move to high energy region in our case. This phenomenon indicates that geometric 
frustration will enhance the spin-charge separation in low energy region under some 
conditions.
To understand the nature of low-energy excitations near the half filling, we in­
vestigate the single-particle photoemission spectra F{q, w) of the two-dimensional 
Hubbard model using the exact diagonalization technique for finite-size cluster, and 
compare these spectra with those of dynamic charge-charge and spin-spin correlation 
functions. In this work, we consider the FES and IPES for a system with 7 electrons 
and the corresponding dynamic correlation functions, N(Q,w) and S(Q,w), for the 
system with 6  electrons and 8  electrons, respectively, to which the final states of 
F{q, w) belong. At here, the w in FpEs{<I, w) and w) is measured from the
6 -electron ground states and 8 -electron ground states, respectively. The comparison 
between PES and corresponding dynamic correlation functions are plotted into from 
Fig. 4.15 to Fig. 4.19 classified by Q points, r(0,0) and A(:r,0), and the ratio of 
s /t.  In the same way, the comparison between IPES and those dynamic correlation 
functions are plotted into from Fig. 4.20 to Fig. 4.24.
For the case of PES, it is found that, at X(w, 0 ) point, the state in low excitation 
energy is mostly attributed by spin-spin interaction although there is a peak of 
dynamic charge correlation function in low energy region but it does not match any 
peak of PES. It is mentioned that, when s / t  approaches 0.5, the peak of dynamic 
charge correlation function moves to lower energy and match the lowest peak of 
PES. It indicates that, under the effect of geometric frustration, the state in low
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
88
excitation energy, is contributed by both charge and spin interaction. It is also 
shown that, in high excitation energy area at X(7r,0) point, both charge and spin 
interaction give contribution to the excitation states of PES. For the case of IPES, in 
the low excitation energy region, the result Is the same as that happened in PES. In 
high excitation energy area, contrary to the situation in PES, the charge interaction 
gives most contribution to those states.
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Figure 4.15 Photoemission spectrum PES(Q.w) in a 7-eIectron ^rstem and excita­
tions of dynamic both charge and spin correlation functions, N(Q,w) and S(Q,w) 
with 6  electrons under U = 10 and s / t  =  0.1 at two Q points, r(0,Q) and X(7r , 0 ).
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Figure 4.16 Photoemissioa spectrum PES(Q.w) in a  7-eIectron qrstem and excita­
tions of dynamic both charge and spin correlation functions, M(Q,w) and S(Q,w) 
with 6  electrons under CT =  1 0  and s f t  =  0.3 at two Q points, F(0,0) and X (7t , 0 ).
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Figure 4.17 Photoemission spectrum PES(Q.w) in a 7-eIectron system and excita­
tions of dynamic both charge and spin correlation functions, N(Q,w) and S(Q,w) 
with 6  electrons under D~ =  10 and s / f  =  0.5 a t two Q points, F(0,0) and X(7t , 0 ).
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Figure 4.18 Photoemissioa spectrum PES(Q.w) in a 7-electron system and excita­
tions of dynamic both charge and spin correlation functions, N^(Q,w) and S(Q,w) 
with 6  electrons under (7 =  10 and s / f  =  0.7 at two Q points, F(0,0) and X (ît,0 ).
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
93
1
0.5
PES(Q,w)-Q(0,0), U=10, s/t=0.9
0.5
N(Q,w)-Q(0,0), U=10, s/t=0.9
S(Q,w)-Q(0,0), Û=10, s/t=0.9
0.5
- 10.0 0.0 10.0 20.0 
Energy ( unitoft)
30.0
1.5
1
0.5
PES(Q,w)-Q(7t,0), U=10, s/t=0.9
0 . 1
N(Q,w)-Q(7t,0), U=10, s/t=0.9
S(Q,w)-Q(ïr,0), U=10, s/t=0.9
0.5
JL_i t Lt Lux I 1_
- 10.0 0.0 10.0 20.0 
Energy (unitoft)
30.0
Figure 4.19 Photoemissiou spectrum PES(Q.w) in a 7-eIectron system and excita­
tions of dynamic both charge and spin correlation functions, N(Q,vr) and S(Q,w) 
with 5 electrons under U = 10 and s / t  =  0.9 at two Q points, r(Q,0) and X (7t , 0 ).
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Figure 4.20 Inverse photoemission spectrum IPES(Q.w) in a  7-eIectron system and 
excitations of dynamic both charge and spin correlation functions, N(Q,w) and 
S(Q,w) with 8  electrons under Î7 =  10 and s f t  =  0 . 1  at two Q points, F(0,0) and 
X(7t,0).
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Figure 4.21 Inverse photoemission spectrum IPES(Q.w) in a  7-eIectron ^rstem and 
excitations of dynamic both charge and spin correlation functions, N(Q,w) and 
S(Q,w) with 8  electrons under CT =  10 and s / t  =  0 . 3  at two Q points, F(O.O) and 
X(îr,0).
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Figure 4.22 Inverse photoemission spectrum IPES(Q.w) in a  7-electron system and 
excitations of dynamic both charge and spin correlation functions, N(Q,w) and 
S(Q,w) with 8  electrons under Cf =  10 and s ( t  =  0.5 at two Q points, F(0,0) and 
X (x,0).
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Figure 4.23 Inverse photoemission spectrum EPES(Q.w) in a 7-eIectron system and 
excitations of dynamic both charge and spin correlation functions, jM (Q ,w ) and 
S(Q,w) with 8  electrons under i7 =  1 0  and s / t  = 0.7 at two Q points, F(0,0) and 
X (ir,0 ).
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Figure 4.24 Inverse photoemission spectrum IPES(Q.w) in a 7-eIectron system and 
excitations of dynamic both charge and spin correlation functions, M(Q,w) and 
S(Q,w) with 8  electrons under Ü =  10 and s / t  =  0.9 at two Q points, F(0,0) and 
X(7r , 0 ).
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4-4 Conclusion
In this chapter we focus ou the effect of magnetic frustration on the two-dimensional 
strongly correlated system in dynamic situation. For the purpose of checking whether 
the effect of this frustration exists in dynamic situation, the number of eigenstates 
among low excitation energy region above the ground state is examined. The result 
shows that the magnetic frustration has significant influence in the low excitation en­
ergy region under strong Coulomb repulsion (large U term). In order to investigate 
whether the collective modes coresponding to spin and charge degrees of freedom 
appear in the excitation spectra and how the magnetic frustration affects on this 
issue, the dynamic charge-charge and spin-spin correlation functions are calculated. 
The results show that, in high excitation energy region, for 7 electrons, the magnetic 
frustration reduces spin-charge coupling, and for 6  and 8  electrons, the effects are 
weaker. Usually the magnetic frustration causes the lowest excitation peak in the 
spin spectra to move toward the ground state. However, the lowest peak S(Q,w) 
moves away from the ground state as s / t  approaches 0.5 in a few cases. An expla­
nation is that, due to the magnetic frustration, the holes prefer to accumulate in 
some specific Q points, such as along X ( 7t, 0) direction in our case, and this deforms 
the contour of the original Fermi surface, pushing the Fermi surface to higher en­
ergy region. This phenomenon indicates that magnetic frustration may enhance the 
spin-charge separation in low energy region under some conditions. To understand 
the nature of low-euergy excitations near half filling, a comparison of the spectra of 
PES and EPES with those of corresponding dynamic correlation functions is made. 
It is shown that the spin-spin interaction contributes in most cases to low excitation 
energy area. In high eccitation energy region, the contribution comes mostly from 
the charge-charge excitation.
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