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Re´sume´
Dans ce dossier je pre´sente l’ensemble des travaux de recherche que j’ai re´alise´s
pendant les anne´es 2007–2012. Depuis ma the`se doctorale (soutenue le 11 de´cembre
2006), mes travaux de recherche portent sur les risques de cre´dit et d’informations
asyme´triques, qui peuvent eˆtre classifie´s dans les quatre the`mes suivants : approche
de densite´ dans la mode´lisation de de´faut, optimisation de portefeuille avec les risques
de contrepartie et de contagion, risque d’informations asyme´triques sur le de´faut,
et me´thode de Stein. Les e´tudes de ces proble`mes font intervenir de diffe´rentes
the´ories mathe´matiques, comme par exemple grossissements de filtrations, controˆle
stochastique, me´thodes nume´riques probabilistes, et conduisent a` des questions
mathe´matiques inte´ressantes, souvent subtiles. Parmi ces sujets, certains sont issus
des motivations d’actualite´ financie`re et peuvent avoir des applications dans la
pratique ; d’autres sont des proble`mes mathe´matiques inspire´s par la finance mais
qui ont un caracte`re the´orique.
L’ensemble de ces travaux donne lieu aux publications et pre´publications comme
ci-dessous.
[J4] N. El Karoui, M. Jeanblanc, Y. Jiao – “What happens after a default :
the conditional density approach”, Stochastic Processes and their Applications,
120(2010), no.7, 151–180.
[J5] Y. Jiao, H. Pham – “Optimal investment with counterparty risk : a default
density modeling approach”, Finance and Stochastics, 15(2011), no.4, 725–753.
[J6] C. Hillairet, Y. Jiao – “Information asymmetry in pricing of credit deri-
vatives ”, International Journal of Theoretical and Applied Finance, 14(2011),
no.5, 611–633.
[J7] Y. Jiao – “Zero bias transformation and asymptotic expansions”, Annales de
l’IHP (B) Probabilite´s et Statistiques, 48(2012), no.1, 258–281.
[J8] C. Hillairet, Y. Jiao – “Credit risk with asymmetric information on the
default threshold”, a` paraˆıtre dans Stochastics.
[J9] N. El Karoui, M. Jeanblanc, Y. Jiao, B. Zargari – “Conditional pro-
bability and density ”, a` paraˆıtre dans Musiela Festschrift, T. Zariphopoulou,
M. Rutkowski and Y. Kabanov eds., Springer Verlag.
[J10] Y. Jiao, I. Kharroubi, H. Pham – “Optimal investment under multiple
defaults risk : a BSDE-decomposition approach”, a` paraˆıtre dans Annals of Ap-
plied Probability.
[J11] L. Bo, Y. Jiao, X. Yang – “Credit derivatives pricing based on Le´vy field
driven term structure”, Pre´publication soumise.
[J12] C. Hillairet, Y. Jiao –“Portfolio optimization with insider’s initial infor-
mation and counterparty risk”, Pre´publication soumise.
[J13] N. El Karoui, M. Jeanblanc, Y. Jiao – “Modelling successive defaults”,
en pre´paration.

TABLE DES MATIE`RES
1. Mode´lisation du risque de cre´dit . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1
1.1. Cas d’un seul de´faut. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2
1.2. Mode´lisation explicite de densite´ de de´faut. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 8
1.3. Cas de multi-de´fauts. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 16
2. Controˆle optimal avec le risque de contrepartie . . . . . . . . . . . . . . . . . . . . . . . 25
2.1. Optimisation avec une seul contrepartie. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 26
2.2. Investissement optimal avec risque de multi-de´fauts. . . . . . . . . . . . . . . . . . . . . . 32
3. Risque d’information asyme´trique. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 39
3.1. De´faut et informations. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 40
3.2. E´valuation avec l’information asyme´trique. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 42
3.3. Optimisation d’investissement avec l’information asyme´trique. . . . . . . . . . . . 46
4. De´veloppement asymptotique avec la me´thode de Stein. . . . . . . . . . . . . . 53
4.1. De´veloppement dans le cas gaussien. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 55
4.2. Le cas poissonnien. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 60
Bibliographie. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 63

CHAPITRE 1
MODE´LISATION DU RISQUE DE CRE´DIT
Le risque de cre´dit au sens classique de´signe le risque qu’un particulier ou une
entreprise ne rembourse pas sa dette a` l’e´che´ance. Du point de vue de mathe´matiques
financie`res, cette expression peut porter un sens plus large. Elle peut de´signer le risque
de de´faut d’une entreprise, le risque de contagion dans une crise financie`re, ou le risque
lie´ a` un changement brutal de la valeur d’un portefeuille d’actifs, conse´quence d’un
e´ve´nement qui n’est pas ne´cessairement issu de l’activite´ de transactions financie`res
(comme transition de cate´gorie dans une note de cre´dit, catastrophe naturelle, fraude
etc.). Un point commun de ces risques est que les flux de prix des produits financiers
avant l’e´ve´nement de contrepartie ne donnent pas toutes les informations du risque
de cre´dit. Il y a deux approches importantes dans la litte´rature classique : mode`les
structurels et ceux de forme re´duite. Dans l’approche structurelle initialement due
a` Merton [73] et ge´ne´ralise´e par Black et Cox [11], le temps de de´faut est mode´lise´
comme le premier passage d’un processus stochastique par une barrie`re. Le proces-
sus peut eˆtre la valeur d’un actif, le flux de cash d’une entreprise, ou encore une
combinaison des valeurs disponibles dans le marche´ financier qui sont sensibles a` des
e´ve´nements de contrepartie. La barrie`re est une constante dans [73, 11]. On peut
e´tendre ce mode`le au cas ou` la barrie`re est une variable ale´atoire (voir par exemple le
travail de Lando [68]), faisant un lien avec l’approche de forme re´duit, ou` on de´crit
le temps de de´faut comme un temps de saut d’un processus ponctuel et mode´lise di-
rectement les quantite´s figurant dans la formule d’e´valuation des produits financiers
lie´s au risque de cre´dit, comme notamment le processus d’intensite´. Cette approche
est plus utilise´e en pratique car elle est plus facilement adapte´e aux donne´es re´elles
du marche´. Les recherches dans cette direction contiennent par exemple les mode`les
d’intensite´ en lien avec les taux d’inte´reˆt comme [23, 80], et les travaux de Bieleki,
Jeanblanc et Rutkowski [56, 10, 9] ou` on utilise la the´orie de grossissement progres-
sif de filtrations (cf. [57, 58, 72]) a` e´tudier le risque de cre´dit dans un contexte tre`s
ge´ne´ral.
1
2 CHAPITRE 1. MODE´LISATION DU RISQUE DE CRE´DIT
Dans la litte´rature concernant ces deux approches de mode´lisation, beaucoup
de travaux portent sur les e´tudes “avant-de´faut”, c’est-a`-dire conditionne´es aux
e´ve´nements ou` le de´faut n’a pas eu lieu. Cependant, dans l’e´tude des risques de
contrepartie et de contagion et dans la mode´lisation des risques lie´s aux plusieurs
agents de´fautables, il est essentiel d’analyser l’impact, e´ventuellement de long-terme,
du de´faut d’un agent sur le reste du marche´. Les approches classiques ne sont pas
ade´quates pour ces proble`mes car elles imposent des contraintes restrictives sur ce qui
se passe apre`s un e´ve´nement de de´faut. Dans une se´rie de travaux en collaboration
avec N. El Karoui et M. Jeanblanc [27, 28, 29], nous avons propose´ une nouvelle
approche de mode´lisation base´e sur la distribution conditionnelle du temps de de´faut
τ par rapport a` une filtration de re´fe´rence F = (Ft)t≥0 qui repre´sente les informations
du marche´ qui ne sont pas directement lie´es a` l’e´ve´nement de de´faut. L’approche de
densite´ s’adapte naturellement dans le cadre de la the´orie de grossissement progressif
de filtrations en mettant l’accent sur l’ensemble “apre`s-de´faut”.
La transaction des produits de´rive´s de cre´dit sophistique´s en portefeuille demande
une e´tude des risques lie´s a` plusieurs e´ve´nements de de´faut. La mode´lisation de la
structure de corre´lation entre les e´ve´nements de de´faut est un sujet important pour le
risque de cre´dit a` multi-noms. On renvoie les lecteurs dans [35] pour un survol. Parmi
de nombreux travaux dans la litte´rature, les mode`les top-down comme ceux dans [81,
25, 8, 41, 69] e´tudient les de´fauts successifs et les pertes correspondantes. L’approche
de densite´ s’e´tend naturellement aux plusieurs de´fauts, dont le cadre ge´ne´ral contient
au meˆme temps les mode`les “bottom-up” pour les de´fauts non-ordonne´s et les mode`les
“top-down” pour le cas ordonne´. L’ide´e dans [29] est la suivante : si on essaie d’adapter
la me´thode d’intensite´ dans le cas de plusieurs de´fauts, la difficulte´ majeure est que
les produits financiers a` conside´rer peuvent continuer a` exister apre`s un ou plusieurs
de´faut, tandis qu’un mode`le d’intensite´ ne fournit pas assez d’information concernant
le comportement apre`s de´faut (meˆme si on conside`re un seul temps de de´faut), sauf
si l’hypothe`se d’immersion est ve´rifie´e. Notre approche consiste a` utiliser la loi et la
densite´ conditionnelle du vecteur des temps de de´faut par rapport a` la filtration de
re´fe´rence F, qui est une ge´ne´ralisation naturelle de [27]. La construction des mode`les
explicites est traite´e dans les travaux [29, 13] que je pre´senterai dans §1.2.
1.1. Cas d’un seul de´faut
On conside`re dans ce paragraphe le proble`me de mode´lisation d’un marche´ finan-
cier qui contient le risque de de´faut d’un actif. Dans ce cadre, on peut de´ja` observer les
ide´es importantes dans notre approche de mode´lisation et ses liens avec les mode`les
classiques. Intuitivement, l’information du de´faut de l’actif peut conduire a` des modi-
fications brutales des valeurs des produits financiers dans le marche´, et donc l’e´tude
de la filtration du marche´ est souvent plus complique´e que celle dans les proble`mes
classiques.
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Soient (Ω,A,P) un espace de probabilite´ complet qui mode´lise le marche´ financier
et F = (Ft)t≥0 une filtration de A qui de´crit les informations ge´ne´rales du marche´ qui
ne sont pas directement lie´es a` l’e´ve´nement de de´faut. On suppose que la filtration F
satisfait aux conditions habituelles (continue a` droite et comple`te). Dans la pratique,
la filtration F est souvent suppose´e eˆtre engendre´e par un mouvement brownien ou un
processus de Le´vy (e´ventuellement multi-dimensionnels). On de´signe par τ le temps
de de´faut de l’actif, qui est une variable ale´atoire strictement positive. L’observation
a` l’instant t de de´faut-ou-non de l’actif est mode´lise´e par la tribu σ(τ ∧ t). On de´signe
par D = (Dt)t≥0 la filtration (σ(τ ∧ t))t≥0 rendue usuelle. L’information du marche´
est alors mode´lise´e par la filtration G = (Gt)t≥0, le grossissement progressif de F
par D. En d’autres termes, on a Gt = Ft ∨ Dt pour tout t ≥ 0. Il s’ave`re que,
une fois connaˆıtre la distribution conditionnelle du temps de de´faut par rapport a`
la filtration F (qui est un processus en mesures ale´atoires), l’e´valuation des produits
financiers ne repose que sur le calcul stochastique par rapport a` la filtration F. Cette
me´thode nous donne des souplesses a` appliquer des divers outils de mathe´matiques
financie`res (optimisation, repre´sentation des martingales, etc). Les e´tudes classiques
sont principalement effectue´es sur l’ensemble “avant-de´faut” {t < τ}, on s’inte´resse
e´galement a` celui “apre`s-de´faut” {t ≥ τ}.
La the´orie de grossissement de filtrations (cf. [58, lemme 4.4]) donne des liens
explicites entre les processus F etG-adapte´s (resp. pre´visibles). En effet, tout processus
G-adapte´ X s’e´crit sous la forme
(1.1) Xt = X
0
t 1l{τ>t} +X
1
t (τ)1l{τ≤t}, t ≥ 0,
ou` X0 est un processus F-adapte´ et X1(·) est un processus F⊗B(R+)-adapte´, B(R+)
e´tant la tribu bore´lienne de R+. De fac¸on similaire, tout processus G-pre´visible Y
s’e´crit sous la forme
(1.2) Yt = Y
0
t 1l{τ≥t} + Y
1
t (τ)1l{τ<t}, t ≥ 0,
ou` Y 0 est un processus F-pre´visible et Y1(·) est une fonction P(F)⊗B(R+)-mesurable,
P(F) e´tant la tribu pre´visible de la filtration F.
On e´tudie d’abord les lois conditionnelles de de´faut par rapport aux diffe´rentes
filtrations. Pour tout t ≥ 0, on de´signe par µGt la loi conditionnelle de τ par rapport
a` la tribu Gt. C’est une Gt-mesure ale´atoire. Par de´finition, l’inte´grale d’une fonction
bore´lienne borne´e ou positive f par rapport a` µGt est l’espe´rance conditionnelle de
f(τ) par rapport a` la tribu Gt. En outre, la famille de variables ale´atoires (
∫
f dµGt )t≥0
de´finit une G-martingale. On peut ainsi conside´rer (µGt )t≥0 comme une G-martingale
en mesures ale´atoires. De fac¸on similaire, on de´signe par µFt la loi conditionnelle de τ
par rapport a` Ft. On peut e´tablir un lien explicite entre les mesures ale´atoires (sur
R+) µ
G
t et µ
F
t :
(1.3) µGt (du) =
µFt (1l{τ>t} · du)
µFt (1l{τ>t})
1l{τ>t} + 1l{τ≤t}δτ (du)
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ou` δτ est la mesure de Dirac en τ .
Pour calculer les espe´rances conditionnelles par rapport a` Gt, il est utile d’e´tendre
µFt en une Ft-mesure ale´atoire sur l’espace mesurable (Ω×R+,Ft⊗B(R+)) qui envoie
toute fonction positive Ft ⊗ B(R+)-mesurable Zt(·) en∫
R+
Zt(x)µ
F
t (dx) = E[Zt(τ) | Ft].
Par abus de langage, on utilise encore l’expression µFt pour de´signer la mesure ale´atoire
e´tendue. En outre, si Yt(·) est une fonction Ft⊗B(R+)-mesurable sur Ω×R+ qui est
positive ou borne´e, on de´signe par µFt (Yt(x) · dx) la mesure ale´atoire telle que∫
R+
Zt(x)µ
F
t (Yt(x) · dx) :=
∫
R+
Zt(x)Yt(x)µ
F
t (dx).
Avec ces notations, nous avons e´tabli le re´sultat suivant.
The´ore`me 1.1.1. — Soit T > 0 un nombre re´el qui de´signe la maturite´. Pour toute
fonction FT ⊗ B(R+)-mesurable YT (·) qui est positive ou borne´e, on a (1)
(1.4) EP[YT (τ) | Gt] =
∫
R+
E[µFT (YT (x) · dx) | Ft]
µFt (dx)
dµGt ,
ou` le quotient de´signe la de´rive´e au sens de Radon-Nikodym de deux Ft-mesures
ale´atoires sur l’espace mesurable (Ω× R+,Ft ⊗ B(R+)).
Ce re´sultat montre que, pour e´valuer les prix des produits de´rive´s sensibles au risque
de contrepartie en τ , il suffit de mode´liser la loi conditionnelle du temps ale´atoire par
rapport a` la filtration F, qui est en ge´ne´ral plus simple que celle par rapport a` la
filtration G. Dans les sous-paragraphes qui suivent, on pre´sente les roˆles joue´s par
ce the´ore`me dans diffe´rents contextes, ainsi que la comparaison avec des approches
classiques.
1.1.1. Hypothe`se de densite´. — Dans la litte´rature classique, il est standard
de ramener l’e´tude du G-compensateur du processus de de´faut (1l{τ≤t})t≥0 a` la
de´composition Doob-Meyer de la F-surmartingale de survie (P(τ > t | Ft))t≥0. Base´e
sur cette ide´e, la mode´lisation de la F-intensite´ de de´faut est fre´quente dans l’e´tude du
risque de cre´dit, et est particulie`rement commode lorsque le produit de´rive´ conside´re´
s’arreˆte a` l’instant de de´faut τ . Rappelons que la G-intensite´ de τ est par de´finition
le processus G-adapte´ λG tel que (1l{τ≤t} −
∫ t
0
λGs ds, t ≥ 0) soit une G-martingale.
On peut montrer que, si la G-intensite´ existe, alors il existe un processus F-adapte´
λF tel que λGt = 1l{t<τ}λ
F
t . Le processus λ
F est appele´ la F-intensite´ de τ . Cependant,
la F-intensite´ donne peu d’information sur les impacts de l’e´ve´nement de de´faut sur
la filtration F apre`s le temps de de´faut, sauf si certaines hypothe`ses d’inde´pendance
1. Ici on a aussi e´tendu µGt en une mesure ale´atoire sur (Ω×R+,Ft ⊗B(R+)) de fac¸on naturelle,
comme ce que l’on avait fait pour µFt .
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conditionnelle sont exige´es. Ainsi ce genre de mode`les ne sont pas suffisants pour
e´tudier les produits de´rive´s qui continuent a` exister apre`s le moment de de´faut.
Pour surmonter cette difficulte´, nous avons propose´ dans [27] l’approche de F-
densite´ comme une alternative pour la F-intensite´. Cette approche s’adapte naturel-
lement dans le cadre de mesure ale´atoire pre´sente´ plus haut. Remarquons que dans
les mode`les de taux d’inte´reˆt, l’approche de densite´ est aussi adopte´ par Brody et
Hughston [16]. On suppose que le temps de de´faut τ ve´rifie l’hypothe`se de densite´,
c’est-a`-dire que la loi conditionnelle de τ par rapport a` Ft admet une densite´ par
rapport a` la mesure de Lebesgue. Autrement dit, il existe une famille de fonctions
Ft ⊗ B(R+)-mesurables (ω, θ) 7→ αt(θ) telles que
(1.5) P(τ ∈ dθ | Ft) = αt(θ) dθ, t ≥ 0.
On peut distinguer les densite´s conditionnelles pour t ≤ θ, dites “avant-de´faut” et
celles pour t > θ, dites “apre`s-de´faut”. En effet, il existe un lien e´troit entre la
densite´ avant-de´faut et la F-intensite´, tandis que la densite´ apre`s-de´faut joue un roˆle
particulie`rement important sur l’e´tude du marche´ apre`s l’e´ve´nement de de´faut.
L’existence de F-intensite´ est ve´rifie´e sous l’hypothe`se de densite´, et dans ce cas-la`
la F-intensite´ peut eˆtre calcule´e explicitement comme
λFt =
αt(t)
St
=
αt(t)∫∞
t
αt(θ) dθ
ou` S est la surmartingale d’Aze´ma
(
St = P(τ > t|Ft)
)
t≥0
. En particulier, l’intensite´
ne de´pend que de la partie avant-de´faut des densite´s conditionnelles. Inversement,
pour tout θ ≥ t, la densite´ conditionnelle avant-de´faut est donne´e par la relation
αt(θ) = E[λ
G
θ |Ft]. Cependant, la densite´ apre`s-de´faut ne peut pas eˆtre de´duite de
l’intensite´ sans hypothe`se comple´mentaire (voir [37]).
Sous l’hypothe`se de densite´, la mesure ale´atoire µFt s’e´crit comme µ
F
t (dx) =
αt(x) dx. En particulier, l’espe´rance conditionnelle (1.4) admet une forme explicite
comme la suite.
Proposition 1.1.2. — Sous l’hypothe`se de densite´, pour toute fonction FT⊗B(R+)-
mesurable YT (·) qui est positive ou borne´e, on a
(1.6) E[YT (τ)|Gt] =
∫∞
t
E[YT (θ)αT (θ)|Ft] dθ
St
1l{τ>t} +
E[YT (θ)αT (θ)|Ft]
αt(θ)
∣∣
θ=τ
1l{τ≤t},
ou` St est la probabilite´ conditionnelle de survie P(τ > t | Ft).
La surmartingale S admet une de´composition de Doob-Meyer multiplicative de
la forme St = exp(−
∫ t
0
λFs ds)Lt ou` L est une F-martingale locale. Sous l’hypothe`se
d’immersion (appele´e aussi l’hypothe`se (H) dans la litte´rature) qui assume que toute
F-martingale est une G-martingale, le processus S est de´croissante, et donc on a
L = 1. L’hypothe`se d’immersion implique aussi que αt(θ) = αθ(θ) pour tout t ≥ θ.
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En particulier, par (1.6) on a
E[YT (τ)|Gt]1l{τ≤t} = E[YT (θ)|Ft]
∣∣
θ=τ
1l{τ≤t}.
Cette formule sur l’ensemble {τ ≤ t} ignore comple`tement la loi conditionnelle de
τ . Ainsi, l’hypothe`se d’immersion, qui est souvent suppose´e dans les e´tudes avant-
de´faut, devient inade´quate pour analyser l’impact d’un de´faut sur un produit de´rive´
qui continue a` exister apre`s le de´faut.
1.1.2. Caracte´risation des martingales. — En mathe´matiques financie`res,
les proprie´te´s de martingale jouent un roˆle essentiel pour l’e´valuation des produits
de´rive´s et la couverture. Dans ce sous-paragraphe, on discute la caracte´risation des
G-martingales en termes des F-martingales.
Soit Y une G-martingale qui se de´compose sous la forme
Yt = Y
0
t 1l{τ>t} + Y
1
t (τ)1l{τ≤t}
Comme τ est un G-temps d’arreˆt, on peut e´crire Y comme la somme de deux mar-
tingales dont l’une est arreˆte´e en τ et l’autre commence en τ :
Yt = Yt∧τ + (Yt − Yτ )1l{τ≤t} = Y bdt + Y adt
ou` Y bdt = Y
0
t 1l{τ>t} + Y
1
τ (τ)1l{τ≤t} et Y
ad
t = (Y
1
t (τ) − Y 1τ (τ))1l{τ≤t}. Inversement,
e´tant donne´s deux processus Y 0 et Y 1(·) qui sont F-adapte´ et F ⊗ B(R+)-adapte´
respectivement, il est naturel de se demander sous quelles conditions les processus
Y bd et Y ad deviennent des G-martingales (ou de fac¸on e´quivalente, le processus Y
devient une G-martingale). Nous avons e´tabli le re´sultat suivant (cf. [27, propositions
5.1 et 5.5])
The´ore`me 1.1.3. — Soient Y 0 et Y 1(·) deux processus qui sont F-adapte´ et F ⊗
B(R+)-adapte´ respectivement.
(1) Le processus G-adapte´ Y bd est une G-martingale (locale) si et seulement si le
processus F-adapte´ (Y 0t St +
∫ t
0
Y 1s (s)αs(s) ds)t≥0 est une F-martingale (locale),
ou de fac¸on e´quivalente, (Lt(Y
0
t +
∫ t
0
(Y 1s (s)− Y 0s )λFs ds)t≥0 est une F-martingale
(locale).
(2) Le processus G-adapte´ Y ad est une G-martingale (locale) si et seulement si, pour
tout θ ≥ 0, le processus F-adapte´ (Y 1t (θ)αt(θ))t≥θ est une F-martingale (locale).
Un des e´le´ments importants de la de´monstration est de montrer que, sous l’hy-
pothe`se de densite´, toute F-martingale est une G-semimartingale. C’est un analogue
d’un re´sultat classique de Jacod [52, the´ore`me 2.1] en the´orie de grossissement ini-
tial de filtrations (voir aussi [55]). En outre, toute F-martingale Y F (qui est une
G-semimartingale) se de´compose sous la forme Y F = MG + AG, ou` MG est une G-
martingale et AG est un un processus G-adapte´ de variation finie. On peut exprimer
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explicitement le processus (AGt = At1l{τ>t} +At(τ)1l{τ≤t})t≥0 comme
At =
∫ t
0
d〈Y F, S〉u
Su
, At(θ) = Aθ +
∫ t
θ
d〈Y F, α(θ)〉u
αu(θ)
.
Ces formules sont utiles dans la de´monstration du the´ore`me pre´ce´dent.
1.1.3. Changement de probabilite´s. — On discute maintenant le proble`me
de changement de probabilite´s sous l’hypothe`se de densite´. Comme dans le sous-
paragraphe pre´ce´dent, on suppose que τ admet une famille de densite´s conditionnelles
(αt(·))t≥0 par rapport a` la filtration F sous la probabilite´ P. Soit Q une mesure de
probabilite´ e´quivalente a` P dont la de´rive´e de Radon-Nikodym par rapport a` P sur
Gt est donne´e par une variable ale´atoire Gt-mesurable QGt = qt1l{τ>t} + qt(τ)1l{τ≤t}.
Le processus QG est une G-martingale avec QG0 = 1. D’apre`s le the´ore`me 1.1.3, on
obtient que le processus (qtSt +
∫ t
0
qs(s)αs(s)ds)t≥0 est une F-martingale et que
(Yt(θ)αt(θ))t≥θ est une F-martingale pour tout θ ≥ 0.
L’hypothe`se de densite´ pour le temps ale´atoire τ est encore ve´rifie´e sous la nouvelle
probabilite´ Q. La densite´ αQ de τ conditionnellement a` la filtration F est donne´e par
les formules suivantes
αQt (θ) = αt(θ)
qt(θ)
QFt
, t ≥ θ,(1.7)
αQt (θ) = EQ[α
Q
θ (θ)|Ft] =
1
QFt
EP[αθ(θ)qθ(θ)], t < θ,(1.8)
ou` QFt est l’espe´rance conditionnelle de Q
G
t par rapport a` Ft :
QFt = EP[Q
G
t |Ft] = qtSt +
∫ t
0
qt(u)αt(u)du.
La F-intensite´ de de´faut sous la probabilite´ Q est
λF,Qt = λ
F
t
qt(t)
qt
, t ≥ 0,
et la surmartingale d’Aze´ma de survie devient SQ = qS/QF.
Le changement de probabilite´s est un outil important dans la mode´lisation de la
densite´ conditionnelle. Avec cette me´thode, on peut syste´matiquement proposer des
mode`les de F-densite´ conditionnelle a` partir d’un mode`le qui est relativement simple.
On peut commencer par un mode`le standard d’intensite´ (e.g. le mode`le de Cox) ou`
l’hypothe`se d’immersion est satisfaite sous la probabilite´ initiale P. On cherche a`
construire une nouvelle mesure de probabilite´ Q e´quivalente a` P et qui co¨ıncide avec
P sur la tribu Gτ . Ce changement de probabilite´s ne modifie pas la partie avant-de´faut
du mode`le : la F-intensite´ λF ainsi que la densite´ avant-de´faut αt(θ), t ≤ θ restent
inchange´es. Cela est possible en prenant la de´rive´e de Radon-Nikodym de la forme
QGt = 1l{τ>t} + qt(τ)1l{τ≤t}
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ou` (qt(θ), t ≥ θ) est une famille de (P,F)-martingales positives telles que qθ(θ) = 1
pour tout θ ≥ 0. Par ailleurs, les processus (St/SQt , t ≥ 0) et (αQt (θ)St/SQt , t ≥ θ)
sont des (P,F)-martingales. En revanche, la proprie´te´ d’immersion n’est plus
ne´cessairement conserve´e sous la nouvelle probabilite´ Q, comme indique´ par Kusuoka
[67].
D’autres exemples de changement de probabilite´s dans la mode´lisation de densite´
conditionnelle seront pre´sente´s plus loin dans §1.2.2.
1.2. Mode´lisation explicite de densite´ de de´faut
Dans ce paragraphe, on pre´sente des mode`les explicites pour la famille de densite´
conditionnelle d’un temps ale´atoire τ par rapport a` une filtration de re´fe´rence F.
On suppose en outre que F0 est la tribu triviale. Le but est de trouver des crite`res
d’existence et des exemples d’une famille de (P,F)-martingales positives α(·) indexe´e
par R+ de sorte que, pour tout t, θ ≥ 0, le processus St(θ) :=
∫∞
θ
αt(u) du s’identifie
a` la (P,F)-probabilite´ conditionnelle (2) de survie relativement a` θ. Une observation
imme´diate est que, pour tout t ≥ 0, on a
(1.9)
∫ ∞
0
αt(u) du = 1, p.s.
Bien qu’il est facile de trouver des familles de martingales positives, il est plus difficile
d’en construire une qui ve´rifie cette condition a` partir d’une famille β(·) de martingales
positives donne´es. Une fac¸on na¨ıve d’assurer la condition (1.9) est d’effectuer un
proce´de´ de normalisation en prenant
αt(x) =
βt(x)∫∞
0
βt(u) du
, t ≥ 0.
Cependant, le processus α(x) ainsi obtenu n’est pas une martingale en ge´ne´ral. Cela
montre que la mode´lisation des densite´s en martingales est un proble`me de´licat.
On peut aussi conside´rer le proble`me de mode´lisation des densite´s conditionnelles
en plusieurs variables. Autrement dit, on cherche a` construire une famille de martin-
gales α(·) parame´tre´e par Rn+ (ou` n ∈ N, n ≥ 1) telle que
∫
Rn+
αt(x) dx = 1 p.s. quel
que soit t ≥ 0.
1.2.1. Densite´ dans le mode`le de Cox ge´ne´ralise´. — Dans l’approche struc-
turelle, le temps ale´atoire τ est le premier temps de passage d’un processus F-adapte´
Γ par une barrie`re Θ :
(1.10) τ := inf{t ≥ 0 : Γt ≥ Θ}.
ou` la barrie`re Θ est constante dans des mode`les classiques. Par conse´quent, τ est un
F-temps d’arreˆt, et donc la loi conditionnelle de τ n’admet pas de densite´ par rapport
2. Autrement dit, on a St(θ) = P(τ > θ | Ft) p.s. quels que soient t et θ positifs.
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a` la mesure de Lebesgue car P(τ > θ | Ft) = 1l{τ>θ} pour θ ≤ t. Ainsi il faut introduire
une barrie`re ale´atoire afin de retrouver un temps de passage qui admet des densite´s
conditionnelles.
Dans le mode`le de Cox [68], Γ est un processus croissant, continu a` droite et F-
adapte´, la barrie`re Θ est une variable ale´atoire qui est inde´pendante de F. On de´signe
par GΘ la loi de probabilite´ de survie de Θ, i.e., GΘ(t) = P(Θ > t). Par de´finition, on
a
P(τ > θ | Ft) = GΘ(Γθ) = P(τ > θ | F∞)
pour θ ≤ t. Donc l’hypothe`se d’immersion est ve´rifie´e pour le grossissement progressif
de F par τ sous la probabilite´ P.
Dans le cas ou` le processus Γ est absolument continu par rapport a` la mesure
de Lebesgue et la fonction GΘ est continuˆment diffe´rentiable, la variable ale´atoire τ
admet une densite´ conditionnelle α par rapport a` F. On a
αt(θ) = αθ(θ) = −G′Θ(Γθ)γθ
pour 0 ≤ θ ≤ t, ou` γ est la de´rive´e de Radon-Nikodym de Γ par rapport a` la mesure
de Lebesgue. Pour θ > t, on a
αt(θ) = E[αθ(θ) | Ft] = −E[G′Θ(Γθ)γθ | Ft].
On peut ge´ne´raliser ce re´sultat dans un mode`le ou` la barrie`re n’est pas
ne´cessairement inde´pendante de F : un temps ale´atoire τ induit par une barrie`re Θ
ayant une densite´ conditionnelle par rapport a` F ve´rifie l’hypothe`se de densite´.
Proposition 1.2.1. — On suppose qu’il existe une famille pt(·) de fonctions Ft ⊗
B(R+)-mesurables (t ≥ 0) telle que
GΘ(θ) := P(Θ > θ | Ft) =
∫ ∞
θ
pt(u) du.
On suppose en outre que le processus Γ est absolument continu par rapport a` la mesure
de Lebesgue et que γ est la densite´ correspondante, i.e. Γt =
∫ t
0
γs ds pour tout t ≥ 0.
Alors le temps ale´atoire τ de´fini dans (1.10) admet une densite´ conditionnelle α(·)
par rapport a` F qui ve´rifie la relation
αt(θ) = γθpt(Γθ) pour θ ≤ t.
1.2.2. Changement de probabilite´s. — Le changement de probabilite´s peut eˆtre
utilise´ a` construire des mode`les explicites de la densite´ conditionnelle.
On commence par une variable ale´atoire τ qui est inde´pendante de la filtration F
sous la probabilite´ initiale P, donc la densite´ conditionnelle de τ a` F est de´terministe.
Par un changement de probabilite´s on peut introduire une corre´lation non-triviale
entre τ et F. Ainsi la densite´ conditionnelle de τ sous la nouvelle probabilite´ est une
F-martingale non-triviale. On suppose que la loi de τ admet une densite´ α0 par rapport
a` la mesure de Lebesgue. En d’autres termes, P(τ > θ | Ft) = P(τ > θ) =
∫∞
θ
α0(u) du
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quels que soient t et θ dans R+. On de´signe par F
τ = (Fτt )t≥0 le grossissement initial
de la filtration F par τ , de´fini comme Fτt = Ft ∨ σ(τ).
Soit β(·) une famille de (P,F)-martingales positives parame´tre´s par R+ telle que
β0(u) = 1 quel que soit u ≥ 0. Comme τ est inde´pendant de F, on obtient que β(τ)
est une (P,Fτ )-martingale. On de´finit une nouvelle mesure de probabilite´ Q sur Fτ∞
de sorte que
dQ
dP
= βt(τ) p.s. sur Fτt .
Comme la filtration F est contenue dans Fτ , on peut calculer la densite´ mt de Q par
rapport a` P sur Ft : mt = E[βt(τ) | Ft] =
∫∞
0
βt(u)α0(u) du. La formule de Bayes
montre alors que
Q(τ ∈ B | Ft) = 1
E[βt(τ) | Ft]E[1l{τ∈B}βt(τ) | Ft] =
1
mt
∫
B
βt(u)α0(u) du
pour tout sous-ensemble bore´lien B de R+. On en de´duit le re´sultat suivant.
Proposition 1.2.2. — Soit τ une variable ale´atoire positive inde´pendante de F, qui
admet α0(·) comme la densite´ de sa loi de probabilite´. Soit Q une mesure de probabilite´
e´quivalente a` P sur F∞ ∨ σ(τ) dont la de´rive´e de Radon-Nikodym par rapport a` P est
e´gale a` βt(τ) sur Fτt (t ≥ 0). Alors le (Q,F)-processus de densite´ de τ est donne´ par
la formule
(1.11) αQt (u) =
βt(u)α0(u)∫
R+
βt(u)α0(u)du
, t ≥ 0.
Comme β0(u) = 1 pour tout u ∈ R, on obtient αQ0 (·) = α0(·). Donc la loi de τ reste
inchange´e dans le passage de P a` Q.
1.2.3. Me´thode de Filtrage. — Le changement de probabilite´s figure aussi dans
la me´thode de filtrage comme dans Kallianpur et Striebel [62] par construire des
mode`les explicites de densite´.
Soient W un P-mouvement brownien inde´pendante de τ dont la loi admet une
densite´ α0(·) par rapport a` la mesure de Lebesgue. On conside`re un processus d’ob-
servation, la solution d’une e´quation diffe´rentielle stochastique de la forme
(1.12) dYt = a(t, Yt, τ) dt+ b(t, Yt) dWt
ou` les fonctions a et b sont suffisamment re´gulie`res de sorte que (1.12) admette des
solutions et ou` b ne s’annule pas. La filtration F est engendre´e par Y . L’ide´e consiste
a` construire une mesure de probabilite´ Q sous laquelle τ est inde´pendante de F. A`
l’aide de cette probabilite´ auxiliaire, on peut calculer la F-densite´ conditionnelle de τ
sous la probabilite´ initiale P.
On introduit e´galement une filtration auxiliaire H = (Ht)t≥0 le grossissement initial
de la filtration de W par la variable ale´atoire τ . Comme τ est inde´pendante de W , on
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obtient que W est une (P,H)-mouvement brownien. Soit p(τ) la P-martingale locale,
solution de l’e´quation diffe´rentielle stochastique
dpt(τ) = pt(τ)σt(τ) dWt, p0(τ) = 1,
ou` σt(τ) = −a(t, Yt, τ)/b(t, Yt). De fac¸on plus directe, on de´finit
pt(u) := exp
(∫ t
0
σs(u) dWs −
∫ t
0
σs(u)
2 du
)
pour tout u ≥ 0 et on suppose que p(·) est une famille de (P,H)-martingales (en
supposant par exemple la condition Novikov sur σ(·)). Par conse´quent, p(τ) est une
(P,H)-martingale. On introduit une mesure de probabilite´ Q telle que dQ = pt(τ) dP
sur Ht. D’apre`s le the´ore`me de Girsanov, le processus Ŵ de´fini comme
dŴt = dWt − σt(τ) dt = 1
b(t, Yt)
dYt, t ≥ 0
est un (Q,H)-mouvement brownien, d’ou` Ŵ est inde´pendant de τ sous la probabilite´
Q.
On suppose dans la suite que la filtration engendre´e par Ŵ s’identifie a` F. Cette
condition est ve´rifie´e notamment lorsque l’e´quation diffe´rentielle stochastique dYt =
b(t, Yt) dŴt admet une solution forte (cela est vrai si par exemple la fonction b est
Lipschitzienne a` croissance line´aire). Soit β(·) := p(·)−1. Il s’ave`re que, pour tout
u ≥ 0, β(u) est la solution de l’e´quation diffe´rentielle stochastique
dβt(u) = −βt(u)σ(t, u) dŴt, β0(u) = 1.
La variable ale´atoire βt(u) est aussi la de´rive´e de Radon-Nikodym dP/dQ sur Ft.
D’apre`s la proposition 1.2.2, on a
P(τ ∈ du | Ft) = α0(u)βt(u)
mt
du,
ou` mt =
∫∞
0
α0(u)βt(u) du. Soit α(·) = α0(·)β(·)/m. Par la formule d’Itoˆ, on a
dαt(u) = αt(u)
(a(t, Yt, u)
b(t, Yt)
− ât
b(t, Yt)
)
dBt,
ou` ât = EQ[a(t, Yt, τ) | Ft] =
∫∞
0
a(t, Yt, u)αt(u) du et B est le (P,F)-mouvement
brownien de´fini par
dBt = dWt +
(a(t, Yt, τ)
b(t, Yt)
− ât
b(t, Yt)
)
dt.
On re´sume ce re´sultat dans la proposition suivante.
Proposition 1.2.3. — On suppose que, sous la probabilite´ P, la loi de τ admet une
densite´ α0(·) par rapport a` la mesure de Lebesgue, et que τ est inde´pendante du mou-
vement brownien W . Si le processus d’observation Y ve´rifie l’e´quation
dYt = a(t, Yt, τ) dt+ b(t, Yt) dWt,
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alors la (P,F)-densite´ conditionnelle de τ est
αt(u) =
α0(u)βt(u)
mt
,
ou`
βt(u) = exp
(∫ t
0
a(s, Ys, u)
b(s, Ys)2
dYs − 1
2
∫ t
0
a(s, Ys, u)
2
b(s, Ys)2
ds
)
, mt =
∫ ∞
0
βt(u)α0(u) du.
1.2.4. Intensite´ forward via les champs ale´atoires. — Dans ce sous-
paragraphe, on pre´sente un mode`le ou` la densite´ peut inclure des sauts pour
analyser l’impact des changements brutaux de qualite´ de cre´dit sur le pricing des
produits de´rive´s. On adopte un mode`le similaire au mode`le HJM (cf. [46]) et on
mode´lise l’intensite´ forward de de´faut en utilisant les champs ale´atoires qui ont e´te´
utilise´s pour mode´liser la courbe de taux d’inte´reˆt dans la litte´rature (cf. [64, 1]).
On de´signe par S(·) la famille de probabilite´s conditionnelles de survie de τ : St(θ) =
P(τ > θ | Ft), t, θ ≥ 0. On dit que τ admet une intensite´ forward si, pour tout t ≥ 0, il
existe une fonction Ft ⊗ B(R+)-mesurable λt(·) telle que St(θ) = exp(−
∫ θ
0
λt(u) du)
quel que soit θ ≥ 0. Il s’ave`re que le temps ale´atoire τ admet une (P,F)-intensite´
forward si et seulement s’il admet une (P,F)-densite´ conditionnelle. En outre, dans
le cas ou` ces conditions sont satisfaites, la (P,F)-densite´ conditionnelle α(·) ve´rifie la
relation αt(θ) = St(θ)λt(θ) pour tous t et θ dans R+. Donc pour la mode´lisation de
la densite´ conditionnelle, on peut commencer par celle de l’intensite´ forward.
Mode´lisation. — On mode´lise l’intensite´ forward λ(·) de τ par un champs ale´atoire
sur R+×Rd qui est une combinaison d’un champs ale´atoire gaussien Y G et une mesure
ale´atoire de Poisson compense´e Y P inde´pendante de Y G :
(1.13) dλt(θ) = µt(θ) dt+
∫
Rd
σt(θ, ξ)Y
G(dt, dξ) +
∫
Rd
γt−(θ, ξ)Y
P (dt, dξ).
On suppose que la structure de covariance de Y G est donne´e par une mesure de
noyau c sur Rd dont la restriction a` Rd\{0} admet une densite´ par rapport a` la mesure
de Lebesgue et telle que c({0}) > 0. En d’autres termes, pour tout (φ1, φ2) ∈ C∞0 (R+×
Rd)2, on a E[Y G(φ1)Y
G(φ2)] =
∫∞
0
∫
R2d
φ1(t, ξ1)φ2(t, ξ2)c(ξ1 − ξ2) dξ1dξ2dt, ou` par
abus de langage, c(ξ1 − ξ2) dξ1dξ2 de´signe la mesure sur Rd × Rd l’image inverse (3)
de la mesure c par l’application Rd × Rd → Rd qui envoie (ξ1, ξ2) en ξ1 − ξ2. Soient
FG = (FGt )t≥0 la filtration engendre´e par σ(Y G
(
[0, u] × A), u ≤ t, A ∈ Bb(Rd)
)
,
t ≥ 0, ou` Bb(Rd) de´signe l’ensemble des parties bore´liennes borne´es de Rd, et PG la
tribu de Ω× R+ des ensembles pre´visibles par rapport a` la filtration FG. On de´signe
3. En dehors de la diagonale de Rd×Rd cette mesure admet une densite´ par rapport a` la mesure
de Lebegues qui s’identifie a` la densite´ de la mesure c compose´e avec l’application (ξ1, ξ2) 7→ ξ1−ξ2 ;
dans la diagonale elle s’identifie a` la mesure d’inte´gration (sur la diagonale) multiplie´e par c({0}).
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par Φc l’espace vectoriel des fonctions PG ⊗ B(Rd)-mesurables h telles que
‖h‖c,T := E
[ ∫ T
0
∫
R2d
∣∣h(t, ξ1)h(t, ξ2)∣∣ c(ξ1 − ξ2)dξ1dξ2dt]1/2 < +∞
pour tout T > 0. L’inte´grale stochastique h · Y G est bien de´finie pour tout h ∈ Φc.
On suppose que le champs de Poisson compense´ Y P a une mesure d’intensite´
ν(dξ)dt, (t, ξ) ∈ R+×Rd, ou` ν est une mesure σ-finie sur Rd. Soient FP = (FPt )t≥0 la
filtration engendre´e par σ
(
Y P ([0, u] × A), u ≤ t, A ∈ Bb(Rd)
)
, t ≥ 0 et PP la tribu
des ensembles pre´visibles par rapport a` la filtration FP . On de´signe par Ψν l’espace
vectoriel des fonctions PP ⊗ B(Rd)-mesurables telles que
‖g‖ν,T := E
[ ∫ T
0
∫
Rd
∣∣g(t, ξ)∣∣2 ν(dξ)dt] < +∞
pour tout T > 0. L’inte´grale stochastique g · Y P est bien de´finie pour tout g ∈ Ψν .
On de´finit la filtration de re´fe´rence F comme FG ∨ FP . Les coefficients dans (1.13)
satisfont :
(1) µ = (µt(θ); (t, θ) ∈ R2+) est P⊗B(R+)-mesurable et tel que
∫ T
0
E
[|µt(θ)|]dt <∞,
P e´tant la tribu des ensembles F-pre´visibles,
(2) σ = (σt(θ, ξ); (t, θ, ξ) ∈ R+ × R+ × Rd) est PG ⊗ B(R+ × Rd)-mesurable et tel
que, pour tout θ ∈ R+, σ·(θ, ·) ∈ Φc,
(3) γ = (γt(θ, ζ)≥ 0; (t, θ, ζ) ∈ R+ × R+ × Rd) est PP ⊗ B(R+ × Rd)-mesurable et
tel que, pour tout θ ∈ R+, γ·(θ, ·) ∈ Ψν .
On introduit les inte´grales suivantes :
Iµ(t, θ) :=
∫ θ
0
µt(v) dv, Iσ(t, θ, ξ) :=
∫ θ
0
σt(v, ξ) dv, et Iγ(t, θ, ξ) :=
∫ ∞
0
γt(v, ξ) dv
pour tout (t, θ, ξ) ∈ R+ × R+ × Rd. On peut ve´rifier que, pour tout θ ≥ 0 et tout
T > 0,
∫ T
0
E
[|Iµ(t, θ)|] dt < +∞. En outre, pour tout θ ≥ 0, on a
Iσ(·, θ, ·) ∈ Φc, Iγ(·, θ, ·) ∈ Ψν et exp
(− Iγ(·, θ, ·))− 1 ∈ Ψν .
La proprie´te´ de F-martingale de la famille des probabilite´s de survie S(θ) est
e´quivalente a` la condition suivante : pour tout θ ≥ 0,
(1.14)
µt(θ) =
∫
R2d
σt(θ, ξ1)Iσ(t, θ, ξ2)c(ξ1 − ξ2) dξ1dξ2 +
∫
Rd
γt(θ, ξ)(1− e−Iγ(t,θ,ξ)) ν(dξ).
C’est une ge´ne´ralisation de la condition de non-arbitrage dans le mode`le HJM clas-
sique. Avec cette condition, on a
(1.15)
dSt(θ)
St−(θ)
= −
∫
Rd
Iσ(t, θ, ξ)Y
G(dt, dξ) +
∫
Rd
(
e−Iγ(t−,θ,ξ) − 1)Y P (dt, dξ),
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ou` S0(θ) = exp
(− ∫ θ
0
λ0(v) dv
)
. La dynamique de la densite´ conditionnelle est
(1.16)
dαt(θ)
αt−(θ)
= dMt(θ)− 1
λt−(θ)
dmt(θ).
ou` M(·) et m(·) sont deux familles de martingales parame´tre´es :
dMt(θ) = −
∫
Rd
Iσ(t, θ, ξ)Y
G(dt, dξ) +
∫
Rd
(
e−Iγ(t−,θ,ξ) − 1)Y P (dt, dξ), M0(θ) = 0,
dmt(θ) = −
∫
Rd
σ(t, θ, ξ)Y G(dt, dξ) +
∫
Rd
γt−e
−Iγ(t−,θ,ξ)Y P (dt, dξ), m0(θ) = 0.
On a la relation Mt(θ) =
∫ θ
0
mt(u) du.
E´valuation des obligations de´fautables. — On conside`re une obligation ze´ro-coupon
de´fautable dont le payoff est 1 euro s’il n’y pas de de´faut avant la maturite´ T , le
paiement au cas de de´faut s’effectue a` la maturite´ et est de la forme RT (θ) ou` RT (·)
est FT ⊗ B(R+)-mesurable. Le prix de cette obligation a` une date t ≤ T est
Vt = E
[
exp
(− ∫ T
t
rsds
)(
1l{τ>T} +RT (τ)1l{τ≤T}
) ∣∣Gt]
= 1l{τ>t}
[ ∫ ∞
T
K1(t, θ) dθ +
∫ T
t
K2(t, θ)
αt(θ)
St
dθ
]
+ 1l{τ≤t}K2(t, τ)
ou`
K1(t, θ) =
E
[
αT (θ) exp
(− ∫ T
t
rs ds
) ∣∣Ft]
St
,(1.17)
K2(t, θ) =
E
[
RT (θ)αT (θ) exp
(− ∫ T
t
rs ds
) ∣∣Ft]
αt(θ)
.(1.18)
Ces quantite´s jouent un roˆle cle´ dans l’e´valuation des obligations de´fautables. On
mode´lise le taux d’inte´reˆt r par un mode`le de Vasicek ge´ne´ralise´ :
(1.19) drt = κ(δ − rt) dt+
∫
Rd
ρt(ξ)Y
G(dt, dξ) +
∫
Rd
ψt(ξ)Y
P (dt, dξ),
ou` κ, δ sont des nombres strictement positifs, ρ·(·) et φ·(·) sont des fonctions de
volatilite´ de´terminsites, suppose´es eˆtre dans Φc et Ψν respectivement. On a
rt = r0e
−κt + δ(1− e−κt) +
∫ t
0
∫
Rd
e−κ(t−u)ρu(ξ)Y
G(du, dξ)
+
∫ t
0
∫
Rd
e−κ(t−u)φu(ξ)Y
P (du, dξ).
On montre que sous des hypothe`ses techniques (Hθ) comme ci-dessous, les deux
termes (1.17) et (1.18) peuvent s’exprimer comme la solution unique d’une e´quation
diffe´rentiel-inte´gral parabolique.
Hypothe`se (Hθ). — On suppose qu’il existe α ∈ ]0, 1[ tel que les conditions suivantes
soient satisfaites :
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(1) les fonctions a11(·), a22(·, θ) et a12(·, θ) sont (α/2)-lipschitziennes sur [0, T ],
(2) il existe une fonction bore´lienne J0 sur R
d telle que
sup
(t,θ)
max
(|φt(ξ)|, |γt(θ, ξ)|) ≤ J0(ξ) et que ∫
Rd
J0(ξ)
2
1 + J0(ξ)
ν(dξ) < +∞,
(3) il existe une fonction bore´lienne Jα,θ sur R
d telle que
∀ (s, t) ∈ [0, T ]2, max (|φt(ξ)− φs(ξ)|, |γt(θ, ξ)− γs(θ, ξ)|) ≤ Jα,θ(ξ)|t− s|α/2
et que ∫
Rd
Jα,θ(ξ)
2
1 + Jα,θ(ξ)
ν(dξ) < +∞,
(4) il existe une constante β(θ) ≥ 0 telle que, pour tout (x, y) ∈ R2 et tout t ∈ [0, T ],
on ait
a11(t)x
2 + 2a12(t, θ)xy + a22(t, θ)y
2 ≥ β(θ)(x2 + y2).
The´ore`me 1.2.4. — Soient θ ≥ 0 et ψ une fonction localement lipschitzienne sur
R. Si l’hypothe`se (Hθ) est ve´rifie´e, alors l’e´quation diffe´rentielle-inte´grale partielle
(1.20)
∂K
∂t
(t, x, y)− xK(t, x, y) + (Iθ +Dθ)K(t, x, y) = 0, K(T, x, y) = yψ(y)
admet une unique solution K˘ψ. En outre, on a
(1.21) E
[
αT (θ)ψ(λT (θ)) exp
(
−
∫ T
t
rs ds
) ∣∣∣∣Ft] = St(θ)K˘ψ(t, rtλt(θ)).
Les deux ope´rateurs Iθ et Dθ figurant dans le the´ore`me agissent sur l’espace des
fonctions en trois variables t, x et y qui sont diffe´rentiables en t et diffe´rentiables a`
l’ordre deux en (x, y). Ils sont de´finis comme
IθK(t, x, y) =
∫
Rd
(
K(t, x+ φt(ξ), y + γt(θ, ξ))−K(t, x, y)
− φt(ξ)∂K
∂x
(t, x, y)− γt(θ, ξ)∂K
∂y
(t, x, y)
)
ν(dξ),
(1.22)
DθK = a11(t)
∂2K
∂x2
+ a22(t, θ)
∂2K
∂y2
+ a12(t, θ)
∂2K
∂x∂y
.
+ κ(δ̂t(θ)− x)∂K
∂x
+ a(t, θ)
∂K
∂y
,
(1.23)
16 CHAPITRE 1. MODE´LISATION DU RISQUE DE CRE´DIT
ou`
δ̂t(θ) := δ + κ
−1
∫
R2d
ρt(ξ)Iσ(t, θ, ξ)c(ζ − ξ) dζdξ + κ−1
∫
Rd
φt(ξ)
(
e−Iγ(t,θ,ξ) − 1) ν(dξ),
a(t, θ) = µt(θ)−
∫
Rd
σt(θ, ζ)Iσ(t, θ, ξ)c(ζ − ξ) dζdξ −
∫
Rd
γt−(θ, ζ)
(
1− e−Iγ(t,θ,ξ)) ν(dξ),
a11(t) =
1
2
∫
R2d
ρt(ξ1)ρt(ξ2)c(ξ1 − ξ2) dξ1dξ2,
a22(t, θ) =
1
2
∫
R2d
σt(θ, ξ1)σt(θ, ξ2)c(ξ1 − ξ2) dξ1dξ2,
a12(t, θ) =
∫
R2d
σt(θ, ξ1)ρt(ξ2)c(ξ1 − ξ2) dξ1dξ2.
La preuve du the´ore`me repose largement sur les techniques pre´sente´es dans l’ou-
vrage [38] de Garroni et Menaldi concernant les e´quations diffe´rentiel-inte´grales para-
bolique. La nouvelle difficulte´ par rapport au cas traite´ dans [38] est que la condition
terminale ici est une fonction non-borne´e en ge´ne´ral et nous avons utilise´ un argument
de troncature.
Soit K˘ la solution de l’e´quation (1.20) pour le cas de la fonction constante ψ ≡ 1.
On de´duit du the´ore`me pre´ce´dent que
(1.24) K1(t, θ) =
St(θ)
St
K˘(t, rt, λt(θ)).
On suppose que le taux de recouvrement RT (·) est de la forme
RT (θ) = w0 + w1e
−f(λT (θ)),
ou` λT (·) est l’intensite´ forward, et f est une fonction positive localement lipschit-
zienne. Soit K˜ la solution de l’e´quation (1.20) pour ψ(y) = e−f(y). Alors on obtient
K2(t, θ) =
w0St
αt(θ)
K1(t, θ) +
w1St(θ)
αt(θ)
K˜(t, rt, λt(θ)).
Des illustrations nume´riques en re´solvant l’e´quation (1.20) montrent que la valeur des
obligations est de´croissante par rapport a` la probabilite´ de de´faut ainsi que les tailles
de sauts figurant dans la densite´ de de´faut.
1.3. Cas de multi-de´fauts
Dans ce paragraphe, on e´tend notre approche de mode´lisation a` plusieurs temps
de de´faut. On utilise comme avant un espace de probabilite´ complet (Ω,A,P) pour
mode´liser le marche´ financier et une filtration F = (Ft)t≥0 pour de´crire les informa-
tions du marche´ “sans de´faut”. On conside`re une famille de temps de de´faut mode´lise´s
par n variables ale´atoires τ1, . . . , τn.
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Soit G = (Gt)t≥0 le grossissement progressif de la filtration F par les temps
ale´atoires τ1, . . . , τn. Par de´finition G est la plus petite filtration contenant F qui sa-
tisfait aux conditions habituelles et telle que les temps ale´atoires τ1, . . . , τn soient des
G-temps d’arreˆts. En d’autres termes, la filtration G s’identifie a` (Ft ∨Nt)t≥0 rendue
habituelle, ou` Nt = σ(τ1 ∧ t, . . . , τn ∧ t). La tribu Nt peut aussi eˆtre identifie´e a` celle
engendre´e par l’application ale´atoire (It, τIt), ou` It := {i | τi ≤ t} et τIt := (τi)i∈It .
Toute variable ale´atoire Gt-mesurable Yt s’e´crit sous la forme
Yt =
∑
I⊂{1,...,n}
1l{τI≤t, τIc>t}Y
I
t (τI),
ou` Y It (·) est une fonction sur Ω × RI+ qui est Ft ⊗ B(RI+)-mesurable, l’expression
τI ≤ t de´signe la relation ∧i∈I(τi ≤ t) et l’expression τIc > t de´signe la relation
∧j∈Ic(τj > t),.
1.3.1. Loi conditionnelle. — Soit X une application mesurable de (Ω,A) vers un
espace me´trique E, muni de sa tribu bore´lienne B(E). On suppose que la variable
ale´atoire X contient toutes les informations de de´fauts. En particulier, les temps
ale´atoires τ1, . . . , τn sont σ(X)-mesurables. En d’autres termes, il existe des fonctions
bore´liennes v1, . . . , vn sur E telles que τi = vi(X) quel que soit i ∈ {1, . . . , n}. Pour
tout t ≥ 0, soit µt la loi de X conditionnellement a` la tribu Nt. C’est une Nt-mesure
ale´atoire sur (E,B(E)) qui envoie tout ensemble bore´lien A de E en P(X−1(A) | Nt).
Par de´finition, pour toute fonction bore´lienne borne´e f sur E, on a∫
E
f(x)µt(dx) = EP[f(X) | Nt].
Soit A0 une sous-tribu de A. Par abus de langage, on utilise encore l’expression µt
pour de´signer la A0 ∨Nt-mesure ale´atoire 1l⊗ µt sur (Ω×E,A0 ⊗B(E)), ou` 1l est la
A0-mesure ale´atoire d’identite´ sur (Ω0,A0).
On peut e´crire la mesure ale´atoire µt sous une forme de´compose´e. Pour tout sous-
ensemble I de {1, . . . , n}, soit µI la loi conditionnelle de X par rapport a` τI := (τi)i∈I .
On a
(1.25) µt(dx) =
∑
I⊂{1,...,n}
1l{τI≤t, τIc>t}
µI(1l{τIc>t} · dx)
µI(1l{τIc>t})
,
ou` µI(1l{τIc>t} · dx) est la mesure ale´atoire telle que, pour toute fonction bore´lienne
borne´e f sur E, on ait∫
E
f(x)µI(1l{τIc>t} · dx) =
∫
E
f(x)1l{vIc (x)>t}µI(dx) = EP[f(X)1l{τIc>t} | τI ],
ou` vIc = (vi)i∈Ic , et vi est la fonction de E vers R+ telle que vi(X) = τi, introduite
plus haut.
La construction au-dessus se ge´ne´ralise naturellement au cas d’une Gt-mesure
ale´atoire. On de´signe par µGt la loi conditionnelle de X par rapport a` Gt. Pour toute
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fonction bore´lienne borne´e f sur E, on a
µGt =
∑
I⊂{1,...,n}
1l{τI≤t, τIc>t}
ηFI,t(1l{τIc>t} · dx)
ηFI,t(1l{τIc>t})
,
ou` ηFI,t est la loi conditionnelle de X par rapport a` σ(τI) ∨ Ft, et la mesure ale´atoire
ηFI,t(1l{τIc>t} · dx) est de´finie par la relation∫
E
f(x)ηFI,t(1l{τIc>t} · dx) := E[f(X)1l{τIc>t} |σ(τI) ∨ Ft],
valable pour toute fonction bore´lienne borne´e sur E.
Dans le cas particulier ou` la loi conditionnelle de X relativement a` Ft posse`de une
densite´ (4) αt par rapport a` une mesure de´terministe η sur (E,B(E)), on a
ηFI,t(dx) = Cα(τI)µI(βt(x) · dx),
ou` βt(x) = αt(x)/α0(x), et
Cα(xI) =
(∫
RI
c
+
αt(x) dxIc
)(∫
RI
c
+
α0(x) dxIc
)−1
.
Donc on a
(1.26) µGt (dx) =
∑
I⊂{1,...,n}
1l{τI≤t, τIc>t}
µI(1l{τIc>t}βt(x) · dx)
µI(1l{τIc>t}βt(·))
=
µt(βt(x) · dx)
µt(βt(·)) .
1.3.2. Espe´rance conditionnelle. — Soit Yt(·) une fonction positive ou borne´e
sur Ω × E qui est Ft ⊗ B(E)-mesurable. On peut calculer l’espe´rance conditionnelle
E[Yt(X) | Gt] en utilisant la formule suivante
E[Yt(X) | Gt] =
∫
E
Yt(x)µ
G
t (dx).
Cependant, pour e´valuer les produits financiers au risque de cre´dit, il est ne´cessaire
de conside´rer les espe´rances conditionnelles de la forme E[YT (X) | Gt], ou` YT (·) est
FT⊗B(E)-mesurable. Pour cela, on peut conside´rer d’abord l’espe´rance conditionnelle
de YT (X) par rapport a` Ft∨σ(X). Pour tout t ≥ 0, soit µFt la loi conditionnelle de X
par rapport a` Ft. C’est une Ft-mesure ale´atoire sur (E,B(E)) qui peut eˆtre e´galement
conside´re´e comme une mesure de probabilite´ (5) sur (Ω×E,Ft⊗B(E)) (probabilite´ de
4. C’est-a`-dire que
E[f(X) | Ft] =
∫
E
αt(x)f(x) η(dx)
pour toute fonction bore´lienne borne´e f sur (E,B(E)).
5. Elle envoie toute fonction g : Ω× E → R borne´e et Ft ⊗ B(E)-mesurable en
E
[ ∫
E
g(ω, x)ηt(dx)
]
.
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transition). On de´signe par E[µFT (YT (x) ·dx) | Ft] la Ft-mesure ale´atoire sur (E,B(E))
qui envoie toute fonction bore´lienne borne´e f sur E en
E
[ ∫
E
f(x)YT (x)µ
F
T (dx)
∣∣∣∣Ft].
On peut e´galement la conside´rer comme une mesure de probabilite´ sur (Ω× E,Ft ⊗
B(E)). On a
E[YT (X) | Ft ∨ σ(X)] = E[µ
F
T (YT (x) · dx) | Ft]
µFt (dx)
(X),
ou` le quotient est la de´rive´e au sens de Radon-Nikodym, qui est une fonction Ft⊗B(E)-
mesurable sur Ω×E. On peut alors calculer l’espe´rance conditionnelle par rapport a`
Gt.
The´ore`me 1.3.1. — Pour toute fonction FT ⊗ B(E)-mesurable YT qui est positive
ou borne´e, on a la relation suivante :
EP[YT (X) | Gt] =
∫
E
E[µFT (YT (x) · dx) | Ft]
µFt (dx)
dµGt .
Dans le cas ou` µFt posse`de une densite´ αt(·) par rapport a` une mesure de´terministe η
pour chaque t ≥ 0, on a
(1.27) EP[YT (X) | Gt] =
∫
E
E
[
YT (x)αT (x)
αt(x)
∣∣∣∣Ft]µGt (dx).
Une autre fac¸on de calculer l’espe´rance conditionnelle par rapport a` Gt est d’intro-
duire pour chaque sce´nario de de´faut une de´rive´e au sens de Radon-Nikodym. Cette
me´thode est valable pour une variable ale´atoire ge´ne´rale. Soit Z une variable ale´atoire
(A-mesurable) sur Ω. On cherche a` calculer l’espe´rance conditionnelle E[Z | Gt]. Sans
perte de ge´ne´ralite´, on suppose que Z est positive. On introduit, pour chaque I ⊂
{1, . . . , n}, deux Ft-mesures ale´atoires ξI,t et ξZI,t sur (RI+,B(RI+)) telles que∫
RI+
g(sI) ξI,t(dsI) :=
∫
E
g(vI(x))1l{vIc (x)>t} ηt(dx),∫
RI+
g(sI) ξ
Z
I,t(dsI) :=
∫
E
g(vI(x))1l{vIc (x)>t} η
Z
t (dx)
pour toute fonction positive et bore´lienne g sur RI+, ou` ηt est la loi conditionnelle de
X par rapport a` Ft, et ηZt est la Ft-mesure ale´atoire sur (E,B(E)) telle que∫
E
f(x) ηZt (dx) = E[Zf(X) | Ft]
pour toute fonction positive et bore´lienne f sur E.
Proposition 1.3.2. — Pour toute variable ale´atoire positive Z, on a
(1.28) E[Z | Ft] =
∑
I⊂{1,...,n}
1l{τI≤t τIc>t}
dξZI,t
dξI,t
(τI),
20 CHAPITRE 1. MODE´LISATION DU RISQUE DE CRE´DIT
ou` les mesures ale´atoires ξI,t et ξ
Z
I,t sont conside´re´es comme des mesures sur (Ω ×
RI+,Ft ⊗ B(RI+)), et le quotient de´signe la de´rive´e au sens de Radon-Nikodym.
1.3.3. De´fauts successifs. — Soit (Ω,A,P) un espace de probabilite´ complet muni
d’une filtration de re´fe´rence F = (Ft)t≥0 satisfaisant aux conditions habituelles. On
suppose que la tribu F0 est engendre´e par les ensembles P-ne´gligeables. Dans ce
paragraphe, on conside`re des temps ale´atoires (τ1, . . . , τn) ordonne´s de sorte que τ1 ≤
. . . ≤ τn. Dans ce cas-la`, la filtration des de´fauts est engendre´e par le processus de
comptage N = (Nt)t≥0 de´fini comme
Nt =
n∑
i=1
1l{τi≤t}.
En effet, on a Nt := σ(τ1 ∧ t, . . . , τn ∧ t) = σ(Ns; s ≤ t). Pour tout i ∈ {1, . . . , n}, soit
τ(i) = (τ1, . . . , τi). Toute variable ale´atoire Nt-mesurable Yt s’e´crit sous la forme (6)
Yt =
n∑
i=0
1l{σi≤t<σi+1}y(i, τ(i)),
ou` y(i, ·) est une fonction B(Ri+)-mesurable pour tout i ∈ {0, . . . , n}. On peut re´e´crire
cette formule sous une forme re´duite comme Yt = y(Nt, τ(Nt)) et en de´duire que la
tribu Nt s’identifie a` σ(Nt, τ(Nt)). Dans le langage du paragraphe pre´ce´dent, on peut
conside´rer le vecteur ale´atoire τ := (τ1, . . . , τn) comme une application A-mesurable
de Ω dans le sous-ensemble ferme´ E de Rn+ qui consiste des vecteurs (t1, . . . , tn) tels
que t1 ≤ . . . ≤ tn. Le temps ale´atoire τi s’identifie a` la ie`me coordonne´e de τ .
Les re´sultats pre´sente´s dans le paragraphe pre´ce´dent admettent une forme plus
simple dans le cas de de´fauts successifs. En effet, pour tout sous-ensemble I de
{1, . . . , n}, l’ensemble {τI ≤ t, τIc > t} est non-ne´gligeable seulement si I est de
la forme {1, . . . , i} ou` 0 ≤ i ≤ n. En outre, dans le cas ou` I = {1, . . . , i}, on a
{τI ≤ t, τIc > t} = {τi ≤ t < τi+1}. La formule (1.25) dans le cas de de´fauts succes-
sifs devient
(1.29) µt(dx) =
n∑
i=0
1l{τi≤t<τi+1}
µ(i)(1l{τi+1>t} · dx)
µ(i)(1l{τi+1>t})
,
ou` µt est la loi de X conditionnellement a` Nt et µ(i) est celle conditionnellement a` τ(i),
X est une variable ale´atoire a` valeurs dans un espace me´trique telle que (τ1, . . . , τn)
soit σ(X)-mesurable.
Hypothe`se de densite´. — Dans le reste du paragraphe, on admet l’hypothe`se de den-
site´ du vecteur τ = (τ1, . . . , τn) conditionnellement a` la filtration F par rapport a`
la mesure de Lebesgue sur E. Autrement dit, on suppose qu’il existe une famille de
6. par convention τ0 = 0, τn+1 = +∞, R0+ = {0} et τ(0) est le vecteur vide.
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fonctions Ft ⊗B(E)-mesurables et strictement positives αt : Ω×E → R (t ≥ 0) telle
que, pour toute fonction bore´lienne borne´e f : E → R, on ait
E[f(τ) | Ft] =
∫
E
f(x)αt(x) dx P-p.s.
Ici l’expression dx de´signe la mesure de Lebesgue dx1 · · · dxn sur E. La famille (αt)t≥0
est appele´e la F-densite´ conditionnelle du vecteur τ (7). Pour simplifier la notation,
on e´tend le domaine de de´finition de la fonction αt a` Ω× Rn+ de sorte que αt prenne
la valeur 0 a` l’exte´rieur de Ω× E.
D’apre`s [85, Lemme 1], il existe une version ca`dla`g de la famille α (conside´re´e
comme un processus ale´atoire sur Ω̂ = Ω × E) qui est mesurable par rapport a`
la filtration F̂ = (Ft ⊗ B(E))t≥0. Par abus de langage, on de´signe encore par α la
version ca`dla`g du processus de densite´. Pour tout vecteur fixe´ x dans E, le processus
(αt(x))t≥0 est une F-martingale.
Espe´rances conditionnelles. — Pour tout vecteur x = (x1, . . . , xn) dans E, et tous
k, p ∈ {1, . . . , n} tels que k ≤ p, on de´signe par x(k:p) le segment (xk, . . . , xp). C’est
un e´le´ment dans Rp−k+1+ . Si f est une fonction inte´grable sur [t,+∞[ p−k+1, ou` t ≥ 0,
on note ∫ ∞
t
f(x(k:p))dx(k:p) :=
∫ ∞
t
dxk · · ·
∫ ∞
t
dxnf(xk, . . . , xn).
Par convention, pour tout i ∈ {1, . . . , n}, x(i+1,i) de´signe le vecteur vide.
Soit G = (Gt)t≥0 la filtration (Ft ∨ Nt)t≥0 rendue habituelle. On s’inte´resse a`
calculer les Gt-espe´rances conditionnelles. D’abord, la loi de τ conditionnellement a`
Gt est (voir (1.29))
µGt =
µt(βt(x) · dx)
µt(βt(x))
=
n∑
i=0
1l{τi≤t<τi+1}
µ(i)(1l{xi+1>t}βt(x) · dx)
µ(i)(1l{xi+1>t}βt(x))
,
ou` βt(x) = αt(x)/α0(x). Comme la loi conditionnelle de τ par rapport a` τ(i) est
(1.30) µ(i)(dx) =
α0(x)dx(i+1:n)δτ(i)(dx(i))∫
E
α0(x)dx(i+1:n)δτ(i)(dx(i))
,
δ e´tant la mesure de Dirac concentre´e en τ(i), on obtient
(1.31) µGt (dx) =
n∑
i=0
1l{τi≤t<τi+1}
αt(x)dx(i+1:n)
α
(i)
t,t (x(i))
δτ(i)(dx(i)),
ou` α
(i)
t,t (x(i)) de´signe l’inte´grale ∫ ∞
t
αt(x)dx(i+1:n).
7. Cette approche est aussi e´tudie´e dans [63].
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Si YT est une fonction FT ⊗B(Rn+)-mesurable qui est positive ou borne´e, on a (d’apre`s
(1.27) et (1.31))
(1.32) E[YT (τ) | Gt] =
n∑
i=0
1l{τi≤t<τi+1}
∫ ∞
t
dx(i+1:n)
E[YT (x)αT (x) | Ft]
α
(i)
t,t (x(i))
∣∣∣∣
x(i)=τ(i) .
C’est une conse´quence directe de (1.27).
Intensite´ du processus des pertes. — On introduit pour chaque k ∈ {0, . . . , n} une
filtration interme´diaire G(k) = (G(k)t )t≥0, de´finie comme F ∨D(k) (rendue habituelle),
ou` D(k) de´signe la filtration engendre´e par le processus
N (k) =
( k∑
i=1
1l{τi≤t}
)
t≥0.
Par de´finition, on a G(0) = F et G(n) = G. De plus, les filtrations G(i) et G arreˆte´es a`
τi se co¨ıncident, c’est-a`-dire que G(i)τi∧t = Gτi∧t pour tout t ≥ 0. En particulier, on a la
proprie´te´ suivante : toute G(i)-martingale arreˆte´e a` τi est une G-martingale. Cette ob-
servation nous permet de ramener le calcul de la G-intensite´ du processus N := N (n)
au calcul des G(i)-intensite´s. Rappelons que la G-intensite´ de N est par de´finition un
processus G-adapte´ λN tel que (Nt−
∫ t
0
λNs ds)t≥0 soit une G-martingale. La proposi-
tion pre´ce´dente montre que λN s’identifie a` la somme des λi (i ∈ {1, . . . , n}), ou` pour
chaque i, λi est la G(i)-intensite´ de τi, c’est-a`-dire un processus G
(i)-adapte´ tel que
(1l{τi≤t} −
∫ t
0
λitds)t≥0 soit une G
(i)-martingale (8).
Dans [27], un lien explicite entre la densite´ conditionnelle et l’intensite´ est e´tabli
pour un temps de de´faut (cf. §4.2 du loc. cit., voir aussi §1.1.1 infra). Cette me´thode
peut eˆtre utilise´e a` calculer la G(i−1)-intensite´ de τi. Le point cle´ est de de´terminer la
densite´ conditionnelle de τi par rapport a` la filtration G
(i−1). Pour cela, on applique
la formule (1.29) a` (F, τ1, . . . , τi−1) et X = (τ1, . . . , τn). En utilisant (1.26), on obtient
que la loi conditionnelle µG
(i−1)
t de τ par rapport a` G(i−1)t est∑
0≤j<i−1
1l{τj≤t<τj+1}
µ(j)(βt(x)1l{τj+1>t} · dx)
µ(j)(βt(x)1l{τj+1>t})
+ 1l{τi−1≤t}
µ(i−1)(βt(x)1l{τi>t} · dx)
µ(i−1)(βt(x)1l{τi>t})
,
qui est e´gale a`
∑
0≤j<i−1
1l{τj≤t<τj+1}
αt(x)dx(j+1:n)
α
(j)
t,t (x(j))
δτ(j)(dx(j))+1l{τi−1≤t}
αt(x)dx(i:n)
α
(i−1)
t,t (x(i−1))
δτ(i−1)(dx(i−1)),
8. Comme ce processus est ne´cessairement arreˆte´ a` τi, on obtient qu’il est une G-martingale. Donc
λ(i) est aussi la G-intensite´ de τi.
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compte tenu de (1.30). En particulier, on a
P(τi > θ | G(i−1)t ) =
∑
0≤j<i−1
1l{τj≤t<τj+1}
∫ ∞
t
dx(j+1:n)1l{xi>θ}
αt(τ(j), x(j+1:n))
α
(j)
t,t (τ(j))
+ 1l{τi−1≤t}
∫ ∞
t
dx(i:n)1l{xi>θ}
αt(τ(i−1), x(i:n))
α
(i−1)
t,t (τ(i−1))
quel que soit θ ≥ 0. On en de´duit que la densite´ conditionnelle αi|i−1t (θ) de τi par
rapport a` G(i−1)t est
1l{θ>t}
∑
0≤j<i−1
1l{τj≤t<τj+1}
∫ ∞
t
dx(j+1:i−1)
∫ ∞
θ
dx(i+1:n)
αt(τ(j), x(j+1:i−1), θ, x(i+1:n))
α
(j)
t,t (τ(j))
+ 1l{τi−1≤t}
∫ ∞
θ
dx(i+1:n)
αt(τ(i−1), θ, x(i+1:n))
α
(i−1)
t,t (τ(i−1))
.
D’apre`s [27, proposition 4.4.(1)], la G(i)-intensite´ de τi est donne´e par la formule
suivante :
λG
(i)
t = 1l{τi>t}
α
i|i−1
t (t)
P(τi > t | G(i−1)t )
= 1l{τi−1≤t<τi}
α
(i)
t,t (τ(i−1), t)
α
(i−1)
t,t (τ(i−1))
.
Proposition 1.3.3. — La G-intensite´ λN du processus des pertes N est donne´e par
la formule suivante :
λNt =
n∑
i=1
1l{τi−1≤t<τi}
α
(i)
t,t (τ(i−1), t)
α
(i−1)
t,t (τ(i−1))
.
Caracte´risation des G-martingales. — Soit YT (·) une fonction Ft⊗B(Rn+)-mesurable.
On e´crit E[YT (τ) | Gt] sous la forme
E[YT (τ) | Gt] =
n∑
i=0
1l{τi≤t<τi+1}y
i
t(τ(i)),
ou` (cf. (1.32))
yit(x(i)) =
∫ ∞
t
dx(i+1:n)
E[YT (x)αT (x) | Ft]
α
(i)
t,t (x(i))
.
On obtient alors que, pour tout i ∈ {0, . . . , n− 1},
α
(i)
t,t (x(i))y
i
t(x(i)) +
∫ t
0
yi+1s (x(i), s)α
(i+1)
s,s (x(i), s) ds
s’identifie a` ∫ ∞
0
E[YT (x)αT (x) | Ft] dx(i+1:n),
qui est la valeur d’une F-martingale en t. De fac¸on similaire, on a
ynt (x)α
(n)
t,t (x) = E[YT (x)αT (x) | Ft].
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Base´ sur cette observation, on e´tablit le re´sultat suivant (cf. [28])
The´ore`me 1.3.4. — Soit Y un processus G-adapte´ de la forme
Yt =
n∑
i=0
1l{τi≤t<τi+1}y
i
t(τ(i)),
ou` yit(·) est Ft⊗B(Ri+)-mesurable. Pour que le processus Y soit une G-martingale, il
faut et il suffit que les conditions suivantes soient ve´rifie´es :
(1) le processus (ynt (x)α
(n)
t,t (x))t≥0 est une F-martingale quel que soit x ∈ Rn+,
(2) pour tout entier i ∈ {0, . . . , n− 1} et tout e´le´ment x(i) dans Ri+, le processus
α
(i)
t,t (x(i))y
i
t(x(i)) +
∫ t
0
yi+1s (x(i), s)α
(i+1)
s,s (x(i), s), t ≥ 0
est une F-martingale.
La de´monstration consiste a` exprimer Y − Y0 comme la somme de n+1 processus
Y i := (Yτi+1∧t − Yτi∧t)t≥0, ou` i ∈ {0, . . . , n}. Le processus Y est une G-martingale si
et seulement si chacun des processus Y i est une G-martingale. Cela revient a` dire que
chaque processus Y i est une G(i+1)-martingale (9) car le processus est arreˆte´ a` τi+1.
En utilisant le calcul e´tabli pre´ce´demment sur la loi conditionnelle de τ relativement a`
une filtration interme´diaire, le crite`re des martingales dans le grossissement progressif
de filtration par un temps ale´atoire de´montre´ dans [27] (cf. la proposition 5.6 du loc.
cit.) donne le re´sultat souhaite´ par la me´thode de re´currence.
9. Par convention G(n+1) = G.
CHAPITRE 2
CONTROˆLE OPTIMAL AVEC LE RISQUE DE
CONTREPARTIE
Ce chapitre est consacre´ a` pre´senter mes travaux en collaboration avec H. Pham
et I. Kharroubi sur le proble`me d’investissement optimal dans le contexte du marche´
financier a` risque de contrepartie. Ces travaux sont motive´s par l’observation que le
de´faut d’un actif peut conduire a` des influences (parfois brutales) sur les autres. Dans
l’e´tude des produits financiers du risque de cre´dit, ce phe´nome`ne se refle`te comme
un saut instantane´ (appele´ saut de contagion dans [54, 15]) de l’intensite´ de de´faut
d’un actif lorsqu’une de ses contreparties fait faillite. Cette influence peut aussi eˆtre
de´crite par un saut de la valeur de l’actif au moment de de´faut.
Pour pouvoir incorporer le saut induit par le de´faut de contagion ou de contre-
partie, le marche´ financier que l’on mode´lise est un marche´ incomplet. Le proble`me
d’investissement optimal dans ce contexte (de marche´ incomplet) a e´te´ e´tudie´ dans un
cadre ge´ne´ral par Kramkov et Schachermayer [66]. Concernant le risque de cre´dit, ce
proble`me a e´te´ traite´ dans les travaux comme [12, 14, 21, 82]. Plus re´cemment, les
auteurs de [71, 4] utilisent l’approche d’e´quation diffe´rentielle stochastique re´trograde
applique´e sur la filtration globale du marche´ et donc fait intervenir des e´quations
diffe´rentielles stochastiques re´trogrades a` saut (cf. par exemple [74]). Dans un travail
en commun avec Pham [61], on s’inte´resse a` e´tudier les impacts de de´faut sur les
strate´gies d’investissement, en supposant l’existence de la densite´ de de´faut condi-
tionnellement a` la filtration de re´fe´rence qui repre´sente l’information du marche´ sans
risque de de´faut. On de´compose le proble`me initial en deux proble`mes d’optimisa-
tion, avant et apre`s de´faut, par rapport a` la filtration de re´fe´rence et ainsi conside´rer
deux proble`mes par rapport au marche´ complet. Ces deux proble`mes d’optimisa-
tion peuvent eˆtre re´solus par des me´thodes classiques (me´thode de dualite´ ou pro-
grammation dynamique, cf. El Karoui [26]) et conduisent a` une solution explicite du
proble`me initial. En outre, cette me´thode permet d’analyser le changement brutal de
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la strate´gie optimale au moment de de´faut sugge´re´ par l’expe´rience du marche´ finan-
cier. Des comparaisons nume´riques avec l’approche de Merton donnent une explication
au phe´nome`ne de vente a` la de´couverte pre`s du moment de de´faut.
L’approche de de´composition se ge´ne´ralise facilement au cas de plusieurs de´fauts
successifs. Avec Kharroubi et Pham [60], nous avons e´tudie´ le proble`me d’inves-
tissement optimal a` risque de de´fauts multiples (voir aussi [76]). En appliquant
re´cursivement l’approche de de´composition, nous avons pu relier le proble`me d’optimi-
sation a` une famille d’e´quations diffe´rentielles stochastiques re´trogrades et ainsi don-
ner une de´monstration explicite de l’existence et l’unicite´ de la solution du proble`me
d’optimisation sous l’hypothe`se de densite´. Du point de vue the´orique, cela donne une
nouvelle approche a` re´soudre une grande famille d’e´quations diffe´rentielles stochas-
tiques re´trogrades a` un nombre fini de sauts.
En outre, dans un travail avec Hillairet [50], nous avons adapte´ l’approche de
de´composition dans la the´orie des informations asyme´triques pour e´tudier le proble`me
d’investissement optimal dans un marche´ financier a` risque de contrepartie avec
diffe´rents niveaux d’information. Ce travail sera pre´sente´ plus loin dans le chapitre 3.
2.1. Optimisation avec une seul contrepartie
Dans ce paragraphe, on s’inte´resse au proble`me d’investissement optimal dans un
marche´ financier consistant d’un actif sans risque et un actif risque´ influence´ par un
autre actif (la contrepartie) qui peut faire faillite. L’actif risque´ continue a` exister au
marche´ meˆme si la contrepartie fait faillite. Cependant, si le de´faut de ce dernier a
lieu, le prix S de l’actif risque´ marque un saut brutal au moment de de´faut τ .
On mode´lise le marche´ financier par un espace de probabilite´ (Ω,G,P) et les
diffe´rentes informations par des filtrations. Les informations qui ne sont pas direc-
tement lie´es a` l’e´ve´nement de de´faut sont repre´sente´es par une filtration F = (Ft)t≥0,
suppose´e eˆtre engendre´e par un mouvement brownien W . Les informations globales
du marche´ sont donc de´crites par le grossissement progressif G = (Gt)t≥0 de la fil-
tration F par la filtration D = (Dt)t≥0 engendre´e par le processus de de´faut Dt =
σ(1l{τ≤s}, s ≤ t).
On fixe un temps de maturite´ fini T et suppose que le temps de de´faut (qui est
une variable ale´atoire positive sur l’espace de probabilite´ (Ω,G,P)) ve´rifie l’hypothe`se
de densite´ (1.5) sur [0, T ] : il existe une famille de fonctions Ft ⊗ B(R+)-mesurables
(ω, θ) 7→ αt(θ), t ∈ [0, T ] telles que
(2.1) P(τ ∈ dθ | Ft) = αt(θ) dθ, t ∈ [0, T ].
Par de´finition, pour tout θ ≥ 0, le processus α(θ) est une F-martingale sur [0, T ].
Le prix S de l’actif risque´ est un processus G-adapte´ sur [0, T ]. Il peut eˆtre e´crit
sous forme de´compose´e comme (voir (1.1))
(2.2) St = S
0
t 1l{t<τ} + S
1
t (τ)1l{t≥τ}, 0 ≤ t ≤ T,
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ou` S0 est un processus F-adapte´, et S1(·) est un processus F ⊗ B(R+)-adapte´ sur
[0, T ]. On suppose que le processus S0 ve´rifie une e´quation diffe´rentielle stochastique
de la forme
(2.3) dS0t = S
0
t (µ
0
t dt+ σ
0
t dWt), S
0
0 = S0− > 0, 0 ≤ t ≤ T.
Similairement, on suppose que, pour tout θ ∈ [0, T ], le prix apre`s-de´faut (S1t (θ), t ∈
[θ, T ]) ve´rifie l’e´quation suivante
dS1t (θ) = S
1
t (θ)(µ
1
t (θ) dt+ σ
1
t (θ) dWt), θ < t ≤ T,
S1θ (θ) = S
0
θ−(1− γθ),
(2.4)
ou` γθ est le saut proportionnel du prix de l’actif risque´, pourvu que l’e´ve´nement de
de´faut a lieu a` l’instant θ. Le processus γ est suppose´ eˆtre F-adapte´. On suppose aussi
que les contraintes suivantes sur les coefficients figurant dans les e´quations (2.3) et
(2.4) sont ve´rifie´es de sorte que ces e´quations aient des solutions strictement positives :
(i) positivite´ des volatilite´s : σ0t > 0 et σ
1
t (·) > 0,
(ii) condition d’inte´grabilite´
(2.5)
∫ T
0
( ∣∣∣∣µ0tσ0t
∣∣∣∣2 + |σ0t |2) dt+ ∫ T
θ
( ∣∣∣∣µ1t (θ)σ1t (θ)
∣∣∣∣2 + |σ1t (θ)|2) dt < +∞ p.s.
pour tout θ ∈ [0, T ],
(iii) positivite´ du prix : γt < 1 p.s. pour tout t ∈ [0, T ].
Conside´rons maintenant un agent qui investisse dans un portefeuille qui consiste
d’un actif sans risque de prix constant 1 (sans perte de la ge´ne´ralite´) et de l’actif
risque´ de prix S. La proportion que l’agent investisse dans l’actif risque´ a` l’instant
t est note´e comme πt, le processus π est G-pre´visible et donc se de´compose comme
(voir (1.2))
πt = π
0
t 1l{t≤τ} + π
1
t (τ)1l{t>τ}, t ∈ [0, T ],
ou` π0 est un processus F-pre´visible et π1(·) est une fonction P(F)⊗B([0, T ])-mesurable
sur Ω× [0, T ]× [0, T ]. La valeur X du portefeuille correspondant a` la strate´gie π ve´rifie
alors l’e´quation diffe´rentielle stochastique suivante
dXt = Xtπt
dSt
St
, t ∈ [0, T ].
En particulier, le processus X peut se de´composer comme
Xt = X
0
t 1l{t<τ} +X
1
t (τ)1l{t≥τ}, t ∈ [0, T ],
ou` les fonctions ale´atoires X0 et X1(·) ve´rifient les relations suivantes
dX0t = X
0
t π
0
t (µ
0
t dt+ σ
0
t dWt), X
0
0 = X0−,(2.6)
dX1t (θ) = X
1
t (θ)π
1
t (θ)(µ
1
t (θ) dt+ σ
1
t (θ) dWt), θ < t ≤ T,(2.7)
X1θ (θ) = X
0
θ−(1− π0θγθ).(2.8)
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Pour que les e´quations diffe´rentielle stochastique (2.6)—(2.8) admettent des solutions
strictement positives (pourvu que X0− > 0), il faut imposer certaines contraintes a`
la strate´gie π. On de´signe par A l’ensemble des couples (π0, π1(·)) tels que,
(i) le processus π0 soit F-pre´visible sur [0, T ],
(ii) la fonction ale´atoire π1(·) soit P(F)⊗ B([0, T ])-mesurable,
(iii) pour tout θ ∈ [0, T ]∫ T
0
|π0t σ0t |2 dt+
∫ T
θ
|π1t (θ)σ1t (θ)|2 dt < +∞ et π0θγθ < 1 a.s.
Tout e´le´ment (π0, π1(·)) ∈ A correspond a` une strate´gie d’investissement π (dite
admissible) de sorte que πt = π
0
t 1l{t≤τ} + π
1
t (τ)1l{t>τ}, on note π ∈ A et on de´signe
par Xπ le processus de valeur correspondant (dont le capital initial X0− > 0 est fixe´).
E´tant donne´e une fonction d’utilite´ U de´finie sur ]0,+∞[ qui ve´rifie les conditions
d’Inada, i.e. la fonction U est strictement croissante, strictement concave et de classe
C1 sur ]0,+∞[, telle que limt→0+ U ′(t) = +∞ et limt→+∞ U ′(+∞) = 0, le proble`me
d’investissement optimal consiste a` de´terminer la borne supe´rieure
(2.9) V0 := sup
π∈A
J0(π),
ou` J0(π) = E[U(X
π
T )].
Sous l’hypothe`se de densite´, la valeur d’utilite´ J0(π) se calcule comme
J0(π) = E[E[U(XT ) | FT ]]
= E[U(X0T )P(τ > T | FT ) + E[U(X1T (τ))1l{τ≤T} | FT ]]
= E
[
U(X0T )GT +
∫ T
0
U(X1T (θ))αT (θ) dθ
]
,
(2.10)
ou` GT = P(τ > T | FT ) =
∫∞
T
αT (θ) dθ. Cette formulation nous sugge`re d’introduire
une famille de proble`me d’optimisation “apre`s de´faut” comme dans la suite. Pour tout
(θ, x) ∈ [0, T ]× ]0,+∞[, on de´signe par A1(θ) l’ensemble des processus (Ft)θ<t≤T -
pre´visibles (π1t (θ), t ∈ ]θ, T ]) tels que∫ T
θ
|π1t (θ)σ1t (θ)|2 dt < +∞, p.s.
Si π1(θ) est un e´le´ment dans A1(θ), on de´signe par X1,x(π1(θ)) la solution de
l’e´quation diffe´rentielle stochastique (2.7) avec la condition initiale X1,xθ (π
1(θ)) = x.
On de´signe par V 1θ (x) la solution au proble`me d’optimisation suivant
(2.11) V 1θ (x) = ess sup
π1(θ)∈A1(θ)
J1θ (x, π
1(θ)),
ou` J1θ (x, π
1(θ)) := E[U(X1,xT (π
1(θ)))αT (θ) | Fθ].
On e´tablit le the´ore`me suivant qui est un proble`me d’optimisation global avant-
de´faut de´pendant de la strate´gie π0 et de la richesse initiale X0 :
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The´ore`me 2.1.1. — On de´signe par A0 la famille des processus F-pre´visibles π0
sur [0, T ] tels que
∫ T
0
|π0t σ0t |2 dt < +∞ et que π0θγθ < 1 p.s. pour tout θ ∈ [0, T ]. Alors
on a
(2.12) V0 = sup
π0∈A0
E
[
U(X0T )GT +
∫ T
0
V 1θ (X
0
θ (1− π0θγθ)) dθ
]
,
ou` V 1 est la solution du proble`me apre`s-de´faut (2.11).
La de´monstration de ce re´sultat repose sur un argument de se´lection mesurable (cf.
[86]) pour construire une strate´gie admissible (π0, π1(·)) dans A telle que π1(θ) soit
quasi-optimale pour tout θ ∈ [0, T ] relativement au proble`me d’optimisation (2.11) et
que π0 soit quasi-optimale pour le proble`me (2.12).
Les proble`mes d’optimisation (2.11) et (2.12) e´tant par rapport a` la filtration F
engendre´e par un mouvement brownien, on peut donc les re´soudre via des me´thodes
classiques. En particulier, le cas “apre`s de´faut” (2.11) peut eˆtre e´tudie´ par la me´thode
de dualite´. Pour tout θ ∈ [0, T ], on de´signe par Z(θ) la martingale locale sur [θ, T ]
de´finie comme
Zt(θ) = exp
(
−
∫ t
θ
µ1s(θ)
σ1s(θ)
dWs − 1
2
∫ t
θ
∣∣∣µ1s(θ)
σ1s(θ)
∣∣∣2 ds), θ ≤ t ≤ T.
On de´signe par U˜ la transforme´e de Legendre de U , de´finie comme
U˜(y) = sup
x>0
(
U(x)− xy).
On suppose que la condition d’e´lasticite´ asymptotique est ve´rifie´e pour la fonction
d’utilite´ U , autrement dit,
lim sup
x→+∞
xU ′(x)
U(x)
< 1.
The´ore`me 2.1.2. — Le processus V 1(x) dans le proble`me d’optimisation (2.11)
ve´rifie
V 1θ (x) = E
[
U
(
yˆθ(x)
ZT (θ)
αT (θ)
)
αT (θ)
∣∣∣Fθ],
ou` yˆθ(x) est la variable ale´atoire Fθ ⊗ B(]0,∞[)-mesurable solution de l’e´quation
E
[ZT (θ)
Zθ(θ)
I
(
yˆθ(x)
ZT (θ)
αT (θ)
) ∣∣∣Fθ] = x
et la fonction I est l’inverse de U ′. De plus, la valeur optimale du portefeuille est
Xˆ1,xt (θ) = E
[ZT (θ)
Zt(θ)
I
(
yˆθ(x)
ZT (θ)
αT (θ)
) ∣∣∣Ft], θ ≤ t ≤ T.
Dans le cas ou` la fonction d’utilite´ est de la forme (i.e. dans la classe CRRA)
U(x) =
xp
p
, 0 < p < 1, x > 0,
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on peut calculer la valeur optimale du portefeuille comme la suite (1)
Xˆ1,xt (θ) =
x
E
[
αT (θ)
(
ZT (θ)
αT (θ)
)−q ∣∣∣Fθ] ·
E
[
αT (θ)
(
ZT (θ)
αT (θ)
)−q ∣∣∣Ft]
Zt(θ)
, θ ≤ t ≤ T,
ou` q = p/(1− p). En outre, on a
V 1θ (x) =
xp
p
(
E
[
αT (θ)
(ZT (θ)
αT (θ)
)−q ∣∣∣Fθ])1−p, θ ∈ [0, T ].
Il s’ave`re que V 1θ (x) peut s’e´crire sous la forme
(2.13) V 1θ (x) = U(x)K
p
θ ,
ou`
Kθ = E
[
αT (θ)
(ZT (θ)
αT (θ)
)−q ∣∣∣Fθ].
On peut utiliser la programmation dynamique a` e´tudier le proble`me d’optimisation
“avant de´faut”. Pour tout t ∈ [0, T ] et tout ν ∈ A0, on de´signe par A0(t, ν) l’ensemble
des strate´gies π0 ∈ A0 telles que π0.∧t = ν.∧t. On conside`re la version dynamique du
proble`me d’optimisation (2.12) comme la suite (ou` t ∈ [0, T ])
(2.14) Vt(ν) = ess sup
π0∈A0(t,ν)
E
[
U(X0T (π
0))GT +
∫ T
t
V 1θ (X
0
θ (π
0)(1− π0θγθ)) dθ
∣∣∣Ft],
ou` X0(π0) est la solution de l’e´quation diffe´rentielle stochastique (2.6) correspondant
a` la strate´gie π0. Soit Y le processus ca`dla`g de´fini comme Yt = Vt(ν)/U(X
0
t (ν)), ou`
X0(ν) est la solution de l’e´quation diffe´rentielle stochastique (2.6) pour π0 = ν. Graˆce
a` la relation (2.13), le processus Y peut s’e´crire sous la forme
(2.15) Yt = p ess sup
π0∈A0(ν,t)
E
[
U
(X0(π0)
X0(ν)
)
GT +
∫ T
t
U
(X0θ (π0)
X0t (ν)
)
(1− π0θγθ)pKpθ dθ
∣∣∣Ft].
On de´signe par Lb+(F) l’ensemble des processus F-adapte´s, positifs et ca`dla`g Y˜ tels
que le processus ξν(Y˜ ) de´fini comme
ξνt := U(X
0
t (ν))Yt +
∫ t
0
U(X0θ (ν))(1− νθγθ)pKpθ dθ, t ∈ [0, T ]
1. De fac¸on similaire, on peut aussi calculer explicitement ces processus pour la fonction d’utilite´
logarithmique U(x) = ln(x). On a
Xˆ
1,x
t (θ) =
xαt(θ)
αθ(θ)Zt(θ)
, θ ≤ t ≤ T
et
V 1θ (x) = αθ(θ) ln
( x
αθ(θ)
)
+ E
[
αT (θ) ln
(αT (θ)
ZT (θ)
) ∣∣∣Fθ
]
, θ ∈ [0, T ].
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soit borne´ infe´rieurement par une F-martingale. Il s’ave`re que le processus Y est
dans la classe Lb+(F) ; de plus, il est la plus petite solution dans L
b
+(F) de l’e´quation
diffe´rentielle stochastique re´trograde
(2.16) Yt = GT +
∫ T
t
f(θ, Yθ, φθ) dθ −
∫ T
t
φθ dWθ, t ∈ [0, T ],
ou`
(2.17) f(t, Yt, φt) = p ess sup
ν∈A0
[
(µ0tYt + σ
0
t φt)νt −
1− p
2
Yt|νtσ0t |2 +Kpt
(1− νtγt)p
p
]
.
The´ore`me 2.1.3. — La strate´gie optimale πˆ0 du proble`me (2.12) s’identifie a`
l’e´le´ment dans A0 ou` la borne supe´rieure (2.17) est atteinte.
Si la condition d’inte´grabilite´ suivante est satisfaite :
∫ T
0
∣∣Kt
σ0t
∣∣2p/(1−p) dt < ∞ p.s.,
la borne supe´rieure dans (2.17) est atteinte ponctuellement. Autrement dit, on a
(sce´nario par sce´nario)
(2.18) f(t, Yt, φt) = p sup
π∈R, πγt<1
[
(µ0tYt + σ
0
t φt)π −
1− p
2
Yt|πσ0t |2 +Kpt
(1− πγt)p
p
]
.
Il s’ave`re que le terme f(t, Yt, φt) n’est pas lipschitzienne en ge´ne´ral par rapport
aux parame`tres (Yt, φt). L’existence et l’unicite´ de la solution pour l’e´quation (2.16)
reposent sur un argument de troncature pour le domaine de π dans (2.18).
Dans les tests nume´riques, on a compare´ la strate´gie optimale dans notre mode`le
avec celle dans le mode`le classique de Merton ou` le risque de de´faut n’est pas pris
en conside´ration. Quand il y a une perte (resp. gain) au de´faut, i.e. γ > 0 (resp.
γ < 0), la strate´gie optimale est plus petite (resp. grande) que la strate´gie de Merton.
De plus, la strate´gie est de´croissante par rapport a` γ. Quand le risque de de´faut est
grand, la strate´gie optimale s’e´loigne de la strate´gie de Merton, plus pre´cise´ment, pour
une valeur de γ fixe´e, plus la probabilite´ de de´faut est grande, plus l’investissement
optimal a` l’actif risque´ est petit quand γ > 0, et est grand quand γ < 0. La fonction
de valeur optimale est en ge´ne´ral plus petite de celle dans le mode`le de Merton a`
cause du risque de contrepartie. Il existe ne´anmoins certaines exceptions :
1) quand il y a un gain au de´faut, on peut profiter du de´faut et obtenir une meilleure
fonction de valeur ;
2) quand il y a une forte probabilite´ de de´faut et une grand perte au de´faut, l’in-
vestisseur peut effectuer une strate´gie de vente a` de´couverte et faire un pari sur
l’arrive´e de de´faut avant la maturite´ pour faire du profit.
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2.2. Investissement optimal avec risque de multi-de´fauts
On conside`re un marche´ financier repre´sente´ par un espace de probabilite´ (Ω,G,P)
qui est sensible a` l’impact de n e´ve´nements successifs (2) de de´faut qui ont lieu aux
temps ale´atoires finis et strictement positifs τ1 ≤ . . . ≤ τn respectivement. Soit
F = (Ft)t≥0 la filtration qui repre´sente les informations qui ne sont pas sensibles
a` ces e´ve´nements, suppose´e eˆtre engendre´e par un mouvement brownien W . Soit
L = (L1, . . . , Ln) un vecteur de n marques correspondant a` ces e´ve´nements de de´faut.
Ce sont des variables ale´atoires G-mesurables prenant valeurs dans un espace polonais
E. Par exemple, Li peut repre´senter la perte d’un portefeuille a` cause du de´faut a`
l’instant τi.
SoitG la filtration le grossissement progressif de F par les temps ale´atoires τ1, . . . , τn
et les marques L1, . . . , Ln, qui repre´sente les informations totales du marche´. En
d’autres termes, on note G = F ∨ D1 ∨ · · · ∨ Dn, ou` Dk = (Dkt )t≥0 est la filtration
continue a` droite associe´e a` la filtration (D˜kt )t≥0 avec
D˜kt = σ(Lk1l{τk≤s}, s ≤ t) ∨ σ(1l{τk≤s}, s ≤ t).
De fac¸on e´quivalente, G est la plus petite filtration continue a` droite qui contient F et
telle que, pour tout k ∈ {1, . . . , n}, τk soit un G-temps d’arreˆt et Lk est une variable
ale´atoire Gτk -mesurable.
Pour tout entier k, soit ∆k l’ensemble des vecteurs (θ1, . . . , θk) dans R
k
+ tels que
θ1 ≤ . . . ≤ θk. Pour tout e´le´ment θ = (θ1, . . . , θn) ∈ ∆n et tout ℓ = (ℓ1, . . . , ℓn) ∈ En,
on de´signe par θk et ℓk les vecteurs tronque´s (θ1, . . . , θk) et (ℓ1, . . . , ℓk) respectivement
(k ∈ {0, . . . , n}), ou` par convention on note θ0 = ℓ0 = ∅. De fac¸on similaire, on
note τ k = (τ1, . . . , τk) et Lk = (L1, . . . , Lk). Pour tout t ≥ 0, on de´signe par Ωkt
l’e´ve´nement {τk ≤ t < τk+1}, ou` par convention Ω0t := {t < τ1} et Ωnt := {τn ≤ t}. De
fac¸on similaire, on note Ωkt− := {τk < t ≤ τk+1} avec les conventions Ω0t− := {t ≤ τ1}
and Ωnt− := {τn < t}.
Soient V etW deux espaces polonais. On de´signe par PF(V,W ) l’ensemble des fonc-
tions de´finies sur R+×Ω×V et a` valeurs dansW qui sont P(F)⊗B(V )-mesurables, ou`
P(F) de´signe la tribu pre´visible associe´e a` F. Similairement, on de´signe par OF(V,W )
l’ensemble des fonctions Z : R+ × Ω× V → W telles que, pour tout t ≥ 0, l’applica-
tion (ω, v) 7→ Z(t, ω, v) soit Ft ⊗ B(V )-mesurable. Dans le cas ou` W = R, on utilise
l’expression simplifie´e PF(V ) et OF(V ) pour de´signer PF(V,R) et OF(V,R).
Rappelons que tout processus G-adapte´ (resp. G-pre´visible) Z = (Zt)t≥0 se
de´compose sous la forme
Zt =
n∑
k=0
1lΩkt Z
k
t (τ k,Lk), (resp. Zt =
n∑
k=0
1lΩkt−Z
k
t (τ k,Lk)), t ≥ 0,
2. Quitte a` rajouter les statistiques d’ordre dans la famille de marques (et augmenter le domaine
E), on peut facilement ramener l’e´tude des e´ve´nements de de´faut ge´ne´raux au cas des de´fauts suc-
cessifs.
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ou` Zkt est un e´le´ment dans OF(∆k × Ek) (resp. PF(∆k × Ek)).
On suppose que l’hypothe`se de densite´ est ve´rifie´e pour le couple (τ ,L), i.e., il
existe une fonction α ∈ OF(∆n × En) telle que, pour toute fonction bore´lienne f sur
∆n × En et tout t ≥ 0, on ait
(2.19) E[f(τ ,L) | Ft] =
∫
∆n×En
f(θ, ℓ)αt(θ, ℓ) dθ η(dℓ), p.s.,
ou` dθ = dθ1 . . . dθn est la mesure de Lebesgue sur R
n, et η(dℓ) est une mesure
bore´lienne sur En de la forme
η(dℓ) = η1(dℓ1)
n−1∏
k=1
ηk+1(ℓk, dℓk+1),
ou` η1 est une mesure bore´lienne non-ne´gative sur E et ηk+1(ℓk, dℓk+1) est un noyau
de transition sur Ek × E.
Conside´rons un portefeuille qui consiste de d actifs dont le processus de valeur est
de´crit par un processus G-adapte´ S (a` valeurs dans Rd). On peut l’exprimer sous
forme de´compose´e comme
St =
n∑
k=0
1lΩkt S
k
t (τ k,Lk),
ou` Sk est un e´le´ment dans OF(∆k × Ek). On suppose que le processus Skt ve´rifie
l’e´quation diffe´rentielle stochastique suivante (3)
(2.20) dSkt (θk, ℓk) = S
k
t (θk, ℓk) ∗ (bkt (θk, ℓk)dt+ σkt (θk, ℓk)dWt), t ≥ θk
pour tout θk = (θ1, . . . , θk) ∈ ∆k et tout ℓk = (ℓ1, . . . , ℓk) ∈ Ek, ou` W est un
mouvement brownien m-dimensionnel par rapport a` la filtration F et bk et σk sont des
vecteurs en fonctions qui consistent de d e´le´ments et dm e´le´ments dans PF(∆k×Ek),
respectivement. On suppose aussi que les prix des actifs marquent des sauts a` chaque
instant de de´faut. Autrement dit, on suppose que γk (k ∈ {0, . . . , n}) sont des e´le´ments
dans PF(∆k×Ek+1) tels que, pour tout θk+1 = (θ1, . . . , θk+1) ∈ ∆k+1 et tout ℓk+1 =
(ℓ1, . . . , ℓk+1) ∈ Ek+1, on ait
(2.21) Sk+1θk+1(θk+1, ℓk+1) = S
k
θ−
k+1
(θk, ℓk) ∗ (1d + γkθk+1(θk, ℓk+1)),
ou` 1d est le vecteur dans R
d dont toutes les coordonne´es sont e´gales a` 1.
Soit T < +∞ une date de maturite´ fixe´e. Une strate´gie d’investissement a` la
maturite´ T s’e´crit comme un processus G-pre´visible π de la forme
πt =
n∑
k=0
1lΩkt−π
k
t (τ k,Lk), t ∈ [0, T ],
3. Si x = (x1, . . . , xd) et y = (y1, . . . , yd) sont deux vecteurs dans R
d, l’expression x ∗ y de´signe
le vecteur (x1y1, . . . , xdyd) ∈ R
d.
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ou` πk est un e´le´ment dans PF(∆k×Ek,Rd). Le processus π repre´sente les richesses que
l’investisseur met dans les d actifs respectivement. Par abus de langage, on confond
π a` la famille (πk)nk=0. On suppose que toute strate´gie d’investissement satisfait a` la
condition d’inte´grabilite´ suivante : pour tout (θk, ℓk) ∈ ∆k × Ek, on a
(2.22)
∫ T
0
(
|πkt (θk, ℓk) · bkt (θk, ℓk)|+ |πkt (θk, ℓk) · σkt (θk, ℓk)|2
)
dt < +∞, p.s.
Ainsi la valeur du portefeuille Xπ associe´e a` la strate´gie π est bien de´finie et ve´rifie
les relations suivantes :
Xπt =
∑n
k=0 1lΩktX
π,k
t (τ k,Lk), t ∈ [0, T ],(2.23)
dXπ,kt (θk, ℓk) = π
k
t (θk, ℓk) · (bkt (θk, ℓk) dt+ σkt (θk, ℓk)dWt), t ∈ ]θk, T ],(2.24)
Xπ,k+1θk+1 (θk+1, ℓk+1) = X
π,k
θ−
k+1
(θk, ℓk) + π
k
θk+1
(θk, ℓk) · γθk+1(θk, ℓk+1).(2.25)
Pour simplifier les notations, dans le cas ou` il n’y a aucune ambigu¨ıte´ sur la strate´gie
d’investissement π, on utilise les expressions X et Xk pour de´signer Xπ et Xπ,k,
respectivement.
Pour tout k ∈ {0, . . . , n} et tout (θk, ℓk) ∈ ∆k(T )× Ek, on fixe un sous-ensemble
ferme´ et convexe Ak(θk, ℓk), ou` ∆k(T ) de´signe l’intersection de ∆k avec [0, T ]
k. Soient
p > 0 un nombre re´el et U la fonction d’utilite´ exponentielle de la forme
U(x) = − exp(−px), x ∈ R.
On de´signe par A la famille des strate´gies d’investissement π = (πk)nk=0 qui ve´rifient
les conditions suivantes :
(i) pour tout k ∈ {0, . . . , n} et tout (θk, ℓk) ∈ ∆k(T )× Ek, le processus πk(θk, ℓk)
prend valeurs dans Ak(θk, ℓk) ;
(ii) pour tout k ∈ {0, . . . , n} et tout (θk, ℓk) ∈ ∆k(T ) × Ek, le processus
U(Xπ,k(θk, ℓk)) est de classe (D) ;
(iii) pour tout k ∈ {0, . . . , n− 1} et tout (θk, ℓk) ∈ ∆k(T )× Ek, on a
E
[ ∫ T
θk
∫
E
U
(
Xπ,ks (θk, ℓk) + π
k
s (θk, ℓk) · γks (θk, ℓk, ℓ)
)
ηk+1(ℓk, dℓ) ds
]
.
Pour tout k ∈ {0, . . . , n}, on de´signe par Ak l’ensemble des processus πk qui figurent
comme la kie`me composante dans l’une des strate´gies dans la famille A.
On introduit une famille de processus auxiliaires αk ∈ OF(∆k × Ek), ou` k ∈
{0, . . . , n}, issue du processus de densite´ α de´fini dans (2.19). On pose αn = α et on
de´finit de fac¸on re´cursive les processus αk (k ∈ {0, . . . , n− 1}) comme
(2.26) αkt (θk, ℓk) =
∫ ∞
t
∫
E
αk+1t (θk+1, ℓk+1) dθk+1 ηk+1(ℓk, dℓk+1).
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Par de´finition, on ve´rifie que
P(τk+1 > t | Ft) =
∫
∆k×Ek
αkt (θk, ℓk) dθk η(dℓk), P(τ1 > t | Ft) = α0t ,
ou` dθk = dθ1 · · · dθk, η(dℓk) = η1(dℓ1) · · · ηk(ℓk−1, dℓk).
Le proble`me d’investissement optimal dans le contexte de´crit au-dessus consiste a`
de´terminer la borne supe´rieure comme la suite
(2.27) V 0(x) = sup
π∈A
E
[
U(XT (x)−HT )
]
,
ou` XT (x) est la solution aux e´quations diffe´rentielles stochastiques (2.24)–(2.25) a`
condition initiale Xπ0− = x, et
HT =
n∑
k=0
1lΩk
T
HkT
est une variable ale´atoire GT -mesurable et borne´e qui repre´sente le payoff d’un ac-
tif que l’investisseur devrait de´livrer a` la maturite´ T . Notre me´thode consiste a`
de´composer ce proble`me d’optimisation en n+1 proble`mes par rapport a` la filtration
F et puis les re´soudre re´cursivement. Pour cela on introduit une famille de proble`mes
d’optimisation comme la suite. On pose
(2.28) V n(x,θ, ℓ) := ess sup
πn∈An
E
[
U(XnT (x)−HnT )αnT (θ, ℓ)
∣∣Fθn].
En outre, pour k ∈ {0, . . . , n− 1}, on de´finit (de fac¸on re´cursive en k)
V k(x,θk, ℓk) := ess sup
πk∈Ak
E
[
U(XkT (x)−HkT )αkT (θk, ℓk)+∫ T
θk
∫
E
V k+1(Xkθk+1(x) + π
k
θk+1
· γkθk+1(ℓk+1),θk+1, ℓk+1) ηk+1(ℓk, dℓk+1) dθk+1
∣∣∣∣Fθk],
(2.29)
ou` x > 0 et (θk, ℓk) ∈ ∆k(T )× Ek.
Les proble`mes d’optimisation (2.28) et (2.29) peuvent eˆtre re´solus par la me´thode
de programmation dynamique. Soient k un indice dans {0, . . . , n} et νk un e´le´ment
de Ak. Pour tout t ∈ [0, T ] on de´signe par Ak(t, νk) l’ensemble des processus πk ∈ Ak
tels que πk·∧t = ν
k
·∧t. On introduit la version dynamique des proble`mes d’optimisation
(2.28) et (2.29) comme
(2.30) V nt (x,θ, ℓ, ν
n) := ess sup
πn∈An(t,νn)
E
[
U(XnT (x)− H˜nT (θ, ℓ))
∣∣Ft], t ∈ [θn, T ],
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ou` H˜nT (θ, ℓ) + p
−1 lnαT (θ, ℓ), et
V kt (x,θk, ℓk, ν
k) = ess sup
πk∈Ak(t,νk)
E
[
U(XkT (x)− H˜kT (θk, ℓk)αkT (θk, ℓk)+∫ T
t
∫
E
V k+1θk+1(X
k+1
θk+1
(x) + πkθk+1· γkθk+1(ℓk+1),θk+1, ℓk+1) ηk+1(ℓk, dℓk+1) dθk+1
∣∣∣∣Ft],
(2.31)
ou` t ∈ [θk, T ], et H˜kT (θk, ℓk) := HkT + p−1 lnαkT (θk, ℓk).
Le fait que U est la fonction d’utilite´ exponentielle sugge`re que le processus de
valeur V n devrait s’e´crire sous la forme
V nt (x,θ, ℓ, ν
n) = U(Xnt (x)− Y n(θ, ℓ)), t ∈ [θn, T ],
ou` Y n ∈ OF(∆n × En,Rm) est inde´pendant de νn. En outre, par de´finition (2.28) le
processus (V nt (x,θ, ℓ, ν
n))t∈[θn,T ] est une sur-martingale, et elle est une martingale
lorsque la borne supe´rieure essentielle est atteinte. Cela montre que le processus Y n
(s’il existe) doit ve´rifier l’e´quation diffe´rentielle stochastique re´trograde
Y nt (θ, ℓ) = H
n
T (θ, ℓ) +
1
p
lnαT (θ, ℓ)
+
∫ T
t
fn(r, Znr ,θ, ℓ) dr −
∫ T
t
Znr · dWr, t ∈ [θn, T ],
(2.32)
le ge´ne´rateur fn e´tant un processus dans PF(Rm ×∆n × En) de´fini comme
fn(t, z,θ, ℓ) = inf
π∈An(θ,ℓ)
{p
2
|z − σnt (θ, ℓ)′π|2 − bn(θ, ℓ) · π
}
= −λnt (θ, ℓ) · z −
1
2p
|λnt (θ, ℓ)|2 +
p
2
inf
π∈An(θ,ℓ)
∣∣∣z + 1
p
λnt (θ, ℓ)− σnt (θ, ℓ)′π
∣∣∣2,(2.33)
ou` λn est un e´le´ment (4) dans PF(∆n × En,Rm) tel que σnλn = bn. Dans le cas
du marche´ financier sans risque de de´faut, des e´quations diffe´rentielles stochastiques
re´trogrades de forme similaire a` (2.33) ont e´te´ e´tudie´es dans [79, 51].
Similairement, pour k ∈ {0, . . . , n − 1}, le processus de valeur V k devrait s’e´crire
sous la forme
V kt (x,θk, ℓk, ν
k) = U(Xkt (x)− Y kt (θk, ℓk)), t ∈ [θk, T ],
ou` le processus Y k ∈ OF(∆k×Ek) ne de´pend pas de νk. En outre, si un tel processus
Y k existe, il doit ve´rifier l’e´quation diffe´rentielle stochastique re´trograde suivante :
Y kt (θk, ℓk) = H
k
T (θk, ℓk) +
1
p
lnαkT (θk, ℓk)
+
∫ T
t
fk(s, Y ks , Z
k
s ,θk, ℓk) ds−
∫ T
t
Zks · dWs, t ∈ [θk, T ],
(2.34)
4. On suppose ici l’existence d’un tel processus. C’est une conse´quence de l’hypothe`se de non-
arbitrage sur S.
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le ge´ne´rateur fk ∈ PF(Rm+1×∆k ×Ek) e´tant de´fini comme (λk est un e´le´ment dans
PF(∆k × Ek,Rm) tel que σkλk = bk)
fk(t, y, z,θk, ℓk) = inf
π∈Ak(θk,ℓk)
{
p
2
|z − σkt (θk, ℓk)′π|2 − bkt (θk, ℓk)′π
+
1
p
U(y)
∫
E
U
(
π · γkt (θk, ℓk, ℓ)− Y k+1t (θk, t, ℓk, ℓ)
)
ηk+1(ℓk, dℓ)
}
= −λkt (θk, ℓk) · z −
1
2p
|λkt (θk, ℓk)|2 + inf
π∈Ak(θk,ℓk)
{
p
2
∣∣∣z + 1
p
λkt (θk, ℓk)− σkt (θk, ℓk)′π
∣∣∣2
+
1
p
U(y)
∫
E
U
(
π · γkt (θk, ℓk, ℓ)− Y k+1t (θk, t, ℓk, ℓ)
)
ηk+1(ℓk, dℓ)
}
.
(2.35)
L’existence et l’unicite´ des solutions des e´quations diffe´rentielles stochastiques
re´trogrades (2.32) et (2.34) sont de´licates car les ge´ne´rateurs fk ne satisfont pas a`
la condition lipschitzienne ou celle de croissance quadratique en ge´ne´ral. Pour sur-
monter cette difficulte´, on choisit soigneusement une famille d’espaces fonctionnels et
conside`re la re´solubilite´ des e´quations re´trogrades dans ces espaces fonctionnels. Pour
tout t ∈ [0, T ] on de´signe par S∞c ([t, T ]) l’espace des processus continus F-adapte´s
m-dimensionnels sur [t, T ] qui sont essentiellement borne´s. L’espace S∞c ([t, T ]) est
naturellement muni d’une semi-norme telle que
‖Y ‖S∞c ([t,T ]) := ess sup
(s,ω)∈[t,T ]×Ω
|Ys(ω)|.
En outre, on de´signe par L2W ([t, T ]) l’ensemble des processus F-pre´visibles m-
dimensionnels tels que
E
[ ∫ T
t
|Zs|2 ds
]
< +∞.
Pour tout k ∈ {0, . . . , n}, on de´signe par S∞c (∆k × Ek) l’ensemble des e´le´ments
Y k ∈ OF(∆k × Ek) tels que
‖Y k‖S∞c (∆k,Ek) := sup
(θk,ℓk)∈∆k(T )×Ek
ess sup
(t,ω)∈[θk,T ]×Ω
|Y kt (ω,θk, ℓk)| < +∞.
On de´signe par L2W (∆k × Ek) l’espace des processus Zk dans PF(∆k × Ek,Rm) tels
que, pour tout (θk, ℓk) ∈ ∆k(T )× Ek, on ait
E
[ ∫ T
θk
|Zkt (θk, ℓk)|2 dt
]
< +∞.
The´ore`me 2.2.1. — On suppose qu’il existe une constante C telle que, pour tout
k ∈ {0, . . . , n}, tout (θk, ℓk) ∈ ∆k(T )× Ek et tout t ∈ [θk, T ], on ait
|λkt (θk, ℓk)| ≤ C p.s.,(2.36)
|HkT (θk, ℓk)|+ | lnαkT (θk, ℓk)| ≤ C p.s.,(2.37)
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alors il existe une unique solution
(Y k, Zk)nk=0 ∈
n∏
k=0
S∞c (∆k × Ek)× L2W (∆k × Ek)
du syste`me d’e´quations diffe´rentielles stochastiques re´trogrades (2.32) et (2.34). En
outre, pour toute strate´gie π ∈ A on a V kt (x,θk, ℓk, πk) = U(Xπ,kt −Y kt (θk, ℓk)) quels
que soient k ∈ {0, . . . , n}, x ∈ Rd et (θk, ℓk) ∈ ∆k × Ek. Les bornes supe´rieures
essentielles qui de´finissent (V k)nk=0 sont atteintes en toute strate´gie πˆ = (πˆ
k)nk=0 qui
re´alise ponctuellement les bornes infe´rieures figurant dans (2.33) et (2.35).
La de´monstration de l’existence de la solution (Y k, Zk)nk=0 repose sur un argument
de troncature de la fonction d’utilite´ U par
UN (y) = U(max(−N), y),
ou` N ∈ N. Pour cette fonction tronque´e, on peut appliquer les re´sultats dans [65] pour
obtenir l’existence d’une solution au syste`me tronque´ d’e´quations diffe´rentielles sto-
chastiques d’une fac¸on re´cursive (re´trogradement par rapport a` k ∈ {0, . . . , n}). On
conclut par passage a` la limite lorsque N → +∞. Une fois l’existence est e´tablie,
l’unicite´ de la solution provient du lien entre la solution du syste`me d’e´quations
diffe´rentielles stochastiques re´trogrades (2.32) et (2.34) et les fonctions de valeur
(V k)nk=0 des proble`mes d’optimisation, en s’appuyant sur le fait que le processus
(2.38)
∫ t
θk
Zks (θk, ℓk) · dWs, t ∈ [θk, T ]
est une BMO-martingale quels que soient k ∈ {0, . . . , n} et (θk, ℓk) ∈ ∆k(T )× Ek.
CHAPITRE 3
RISQUE D’INFORMATION ASYME´TRIQUE
Dans la pratique du marche´ financier, il est bien connu que l’asyme´trie de l’accessi-
bilite´ aux informations du marche´ a une grande influence au choix de la strate´gie d’in-
vestissement et a` l’e´valuation des produits de´rive´s. L’e´tude des informations d’initie´
devient ainsi un sujet important des mathe´matiques financie`res. Des recherches dans
cette direction sont mene´es dans les travaux comme [44, 22, 47, 39], base´es sur
la the´orie de grossissement initial de filtrations (cf. [53, 52, 2]). Par exemple, dans
Amendinger et al. [3], l’objective est de de´terminer analytiquement le “couˆt” de l’in-
formation supple´mentaire qu’un investisseur est preˆt de payer en utilisant la me´thode
de pricing d’indiffe´rence.
Le roˆle des informations asyme´triques dans un marche´ financier a` risque de cre´dit
est e´tudie´ dans diffe´rents articles comme [24, 18, 40, 17, 20, 45, 36]. Ces travaux
se concentrent souvent en l’impact des informations partielles ou incomple`tes sur
l’e´valuation et la couverture des produits financiers.
Dans une se´rie de travaux en collaboration avec Hillairet [48, 49, 50], on e´tudie
le risque d’information asyme´trique dans la mode´lisation des risques de de´faut et
de contrepartie. Le temps de de´faut τ est mode´lise´ comme le premier temps qu’un
processus stochastique atteint une barrie`re ale´atoire L. On conside`re un initie´ qui
posse`de l’information prive´e sur L par rapport a` un investisseur standard au marche´
et on s’inte´resse a` l’impact de cette information supple´mentaire sur la gestion du
risque de de´faut.
Dans la suite, on pre´sente d’abord notre cadre de mode´lisation. Ensuite, on compare
les probabilite´s de de´faut estime´es par les deux types d’investisseurs ayant diffe´rents
niveaux d’information, ainsi que les prix des produits de´rive´s de cre´dit correspondants.
Enfin, dans un contexte de risque de contrepartie, on cherche des strate´gies optimales
d’investissement pour un initie´ qui connaˆıt l’information prive´e sur le de´faut d’une
contrepartie ou` le de´faut peut induire une perte brutale au portefeuille d’investisse-
ment.
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3.1. De´faut et informations
On fixe un espace de probabilite´ complet (Ω,G,P) muni d’une filtration F =
(Ft)t≥0, suppose´e d’eˆtre engendre´e par un mouvement brownien (Wt)t≥0. Soient X
un processus ale´atoire F-adapte´ et X∗ le processus d’infimum de X, c’est-a`-dire que
X∗t := inf0≤s≤tXt quel que soit t ≥ 0. Le temps de de´faut τ est de´fini comme
(3.1) τ := inf{t ≥ 0 : X∗t ≤ L},
ou` L est une variable ale´atoire positive. C’est une mode´lisation tre`s ge´ne´rale. En
particulier, si la variable ale´atoire L est inde´pendante de F et si elle suit la loi
uni-exponentielle, alors (3.1) devient le mode`le de Cox [68]. Ce mode`le est large-
ment utilise´ dans la pratique. Dans notre approche, la barrie`re ale´atoire L n’est pas
ne´cessairement inde´pendante de F. En effet, la densite´ conditionnelle de L par rapport
a` F joue un roˆle important.
3.1.1. Structures d’information. — Les investisseurs ont de diffe´rentes niveaux
d’observation sur F et L respectivement. On pre´cise au-dessous les structures d’infor-
mation pour les diffe´rents investisseurs au marche´.
(1) L’information comple`te des initie´s. On suppose qu’un initie´ (par exemple, un
gestionnaire de l’entreprise) posse`de des informations comple`tes sur F et L. La
filtration correspondant GM = (GMt )t≥0 est alors le grossissement initial de F par
la variable ale´atoire L. Autrement dit, on a GMt := Ft ∨ σ(L) pour tout t ≥ 0.
(2) L’information standard des investisseurs. L’information des investisseurs nor-
maux est mode´lise´e par le grossissement progressif de la filtration F par l’in-
formation de τ , comme propose´ par Bielecki et Rutkowski [10]. Autrement dit,
la filtration des investisseurs G = (Gt)t≥0 est (Ft ∨ σ(τ ∨ t))t≥0 rendue usuelle.
(3) L’information de´cale´e des investisseurs. On suppose que les investisseurs posse`de
une connaissance de´cale´e de F et l’information sur l’e´ve´nement de de´faut. Plus
pre´cise´ment, la filtration de´cale´e des investisseurs GD = (GDt )t≥0 est le grossisse-
ment progressif de la filtration de´cale´e FD = (FDt )t≥0 par l’information de τ , ou`
la tribu FDt est de la forme Ft−δ(t), δ e´tant une fonction telle que 0 ≤ δ(t) ≤ t et
que t 7→ t− δ(t) soit croissante.
(4) L’information bruite´e des initie´s. On conside`res des initie´s qui posse`de une ob-
servation perturbe´e sur la barrie`re L. Plus pre´cise´ment, la filtration des initie´s
GI = (GIt )t≥0 est
Ft ∨ σ(Ls, s ≤ t) ∨ σ(τ ∧ t), t ≥ 0
rendue habituelle, ou` Lt est de la forme f(L, ǫt), le processus ǫ e´tant un bruit qui
est inde´pendant de L.
3.1. DE´FAUT ET INFORMATIONS 41
D’apre`s la de´finition des structures d’information pre´sente´es plus haut, on a la
relation GD ⊂ G ⊂ GM et G ⊂ GI . Cependant, les filtrations GI et GM ne sont pas
comparables car le bruit ǫ n’est pas observable par le gestionnaire.
Pour e´tudier les informations des initie´s, on adopte l’hypothe`se de Jacod [52] dans
la the´orie de grossissement initial de filtrations. On suppose que, pour tout t ≥ 0, la
loi de L conditionnellement a` Ft est e´quivalente a` la loi de L. On de´signe par p(·) la
version ca`dla`g et mesurable de la densite´ conditionnelle :
(3.2) pt(x) =
P(L ∈ dx | Ft)
P(L ∈ dx) .
Pour tout x ∈ R+, le processus p(x) est une (F,P)-martingale, donc peut s’e´crire sous
la forme
(3.3) pt(x) = p0(x) +
∫ t
0
βs(x) dWs, t ≥ 0,
ou` β(x) est un processus F-pre´visible. En outre, la condition
(3.4) P(L ∈ dx | Ft) ∼ P(L ∈ dx)
entraˆıne que, pour tout t ≥ 0, on a pt(L) > 0 presque suˆrement. On suppose que,
pour tout x, les trajectoires du processus ρ(x) := β(x)/p(x) sont P-p.s. localement
inte´grables.
3.1.2. Probabilite´ de de´faut. — Les investisseurs ayant diffe´rentes structures
d’information peuvent avoir des estime´es des probabilite´s de de´faut ou de survie assez
diversifie´es. Soit T > 0 la maturite´. On cherche a` calculer la probabilite´ conditionnelle
de l’e´ve´nement de de´faut {τ ≤ θ} (ou de survie {τ > θ}) par rapport a` l’information
correspondante Ht a` une date pre´ce´dente t ≤ θ ≤ T .
1) Si Ht = GMt est la tribu des informations comple`tes a` l’instant t, alors sous l’hy-
pothe`se (3.2), on a
(3.5) P(τ > θ|GMt ) =
1
pt(L)
EP[pθ(l)1l{X∗
θ
>l}|Ft]l=L
2) Si Ht = Gt repre´sente les informations progressives d’un investisseur standard,
alors
P(τ > θ|Gt) = 1l{τ>t} EP[P
L
θ (X
∗
θ )|Ft]
PLt (X
∗
t )
ou` PLt (dx) est une version re´gulie`re de la loi conditionnelle de L par rapport a` Ft.
3) Si Ht = GDt repre´sente les informations de´cale´es, alors
(3.6) P(τ > θ|GDt ) = 1l{τ>t}
EP[P
L
θ (X
∗
θ )|FDt ]
E[PLt (X
∗
t )|FDt ]
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4) Si Ht = GIt est la tribu des informations bruite´es ou` Lt = L + ǫt, ǫt = ZT−t, Z
e´tant un processus continu d’accroissement inde´pendant dont la densite´ marginale
est qt, alors
(3.7) P(τ > θ|GIt ) = 1l{τ>t}
∫
R
1
pt(l)
EP[pθ(l)1l{X∗
θ
>l}|Ft]qT−t(Lt − l)PLt (dl)∫
R
1l{X∗t >l} qT−t(Lt − l)PLt (dl)
3.2. E´valuation avec l’information asyme´trique
Suivant Bielecki et Rutkowski [10], on de´crit un produit de´rive´ a` maturite´ T sen-
sible au risque de cre´dit par un triplet (C,G,Z), ou` C est une variable ale´atoire
FT -mesurable repre´sentant le paiement a` la maturite´ si l’e´ve´nement de de´faut ne
s’est pas produit, G est un processus F-adapte´, de variation finie et tel que G0 = 0,
repre´sentant les paiements de dividents, et Z est un processus F-pre´visible dont la va-
leur en τ repre´sente le taux de recouvrement. La valeur du produit a` l’instant t < τ∧T
est
(3.8) V Q,Ht = BtEQ
[
CB−1T 1l{τ>T} +
∫ T
t
1l{τ>u}B
−1
u dGu + Zτ1l{τ≤T}B
−1
τ
∣∣∣∣Ht],
ou` Q est une mesure de probabilite´ e´quivalente a` P sous laquelle le produit est e´value´,
B est un processus F-adapte´ repre´sentant le facteur d’actualisation, etH = (Ht)t≥0 est
une filtration contenant F qui repre´sente le flux d’informations observe´es par l’agent.
L’e´tude de l’information du gestionnaire repose largement sur la the´orie de gros-
sissement initial de filtrations. D’apre`s Jacod [52, the´ore`me 1.1], toute F-martingale
est une GM -semi-martingale. En outre, le processus
(3.9) WM :=
(
Wt −
∫ t
0
ρs(L) ds, t ≥ 0
)
est un (GM ,P)-mouvement brownien, ou` ρ(·) := β(·)/p(·). Cela provient de l’e´quation
diffe´rentielle stochastique
dpt(L) = pt(L)ρt(L)dWt
ve´rifie´e par le processus p(L) (cf. (3.3)). Grorud et Pontier [44, Lemma 3.4] ont montre´
que la condition (3.3) est satisfaite si et seulement s’il existe une mesure de probabilite´
e´quivalente a` P telle que les tribus F∞ :=
∨
t≥0 Ft et σ(L) soient inde´pendantes. Parmi
les mesures de probabilite´ e´quivalentes ayant cette proprie´te´ il existe une unique qui
co¨ıncide avec P sur F∞, que l’on notera PL. Les densite´s de Radon-Nikodym dPL/dP
sur GMt (t ≥ 0) forment une (GM ,P)-martingale qui s’identifie a` l’exponentielle de
Dole´ans-Dade
(3.10) YM := E
(
−
∫ t
0
ρs(L) dW
M
s , t ≥ 0
)
.
On peut ve´rifier que YM et p(L)−1 se co¨ıncident. On s’inte´resse au calcul du processus
de valeurs VM = V P,G
M
(suivant la notation de (3.8)).
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Proposition 3.2.1. — Le processus de valeurs VM sous la probabilite´ P du produit
financier (C,G,Z) par rapport a` la filtration du gestionnaire GM est
(3.11) VMt = 1l{τ>t}
V Ft (L)
pt(L)
, t ≥ 0,
ou` V Ft (x) = V
P,F
t (x) est de´fini comme
(3.12) BtEP
[
CB−1T FT (x) +
∫ T
t
Fs(x)B
−1
s dGs −
∫ T
t
ZsB
−1
s dFs(x)
∣∣∣∣Ft],
et Ft(x) := pt(x)1l{X∗t >x}.
Le point cle´ de la de´monstration est d’effectuer un changement de probabilite´s a`
PL sous laquelle la variable ale´atoire L est inde´pendante de F∞ pour simplifier le
calcul, puis faire un changement de probabilite´s au sens inverse.
3.2.1. E´valuation avec l’information des investisseurs. — L’e´valuation des
produits financiers sensibles au risque de cre´dit avec l’information des investisseurs
est bien connue dans la litte´rature (cf. [10, 9]). Elle repose sur la the´orie des grossis-
sements progressifs de filtrations (cf. [57, 58, 34]). On de´signe par S le processus de
survie (ou de fac¸on e´quivalente, la surmartingale d’Aze´ma) de τ , de´fini comme
St := P(τ > t | Ft) = P(X∗t > L | Ft).
Proposition 3.2.2. — Le processus de valeurs V du produit financier (C,G,Z) sous
la probabilite´ P par rapport a` la filtration des investisseurs G est
(3.13) 1l{τ>t}
Bt
St
EP
[
B−1T STC +
∫ T
t
B−1u Su dGu −
∫ T
t
B−1u Zu dSu
∣∣∣∣Ft], t ≥ 0.
L’e´valuation du produit avec l’information de´cale´e est tre`s similaire. La seule dif-
ficulte´ supple´mentaire est que les processus S et B ne sont pas FD-adapte´s.
Proposition 3.2.3. — Le processus de valeurs V D du produit financier (C,G,Z)
sous la probabilite´ P par rapport a` la filtration de´cale´e des investisseurs GD est
(3.14)
1l{τ>t}
E[St | FDt ]
EP
[
Bt
BT
STC +
∫ T
t
Bt
Bu
Su dGu −
∫ T
t
Bt
Bu
Zu dSu
∣∣∣∣FDt ].
3.2.2. E´valuation avec l’information des initie´s. — Compare´e aux re´sultats
pre´sente´s dans les deux sous-paragraphes pre´ce´dents, l’e´valuation des produits finan-
ciers sensibles au risque de cre´dit avec l’information des initie´s est plus de´licate. La
me´thode consiste a` introduire une filtration auxiliaire FI = (FIt )t≥0 de´finie comme
Ft ∨ σ(Ls, s ≤ t), t ≥ 0
rendue habituelle, et puis conside´rer les grossissements successifs de filtrations F ⊂
FI ⊂ GI . Il s’ave`re que GI est le grossissement progressif de la filtration FI par
l’information de τ . On peut alors appliquer la proposition 3.2.2 pour obtenir que
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le processus de valeurs V I du produit financier (C,G,Z) sous la probabilite´ P par
rapport a` la filtration GI ve´rifie
(3.15) V It = 1l{τ>t}
Bt
SIt
EP
[
B−1t S
I
TC +
∫ T
t
B−1u S
I
u dGu −
∫ T
t
B−1u Zu dS
I
u
∣∣∣∣FIt ],
ou` SIt := P(τ > t | FIt ). On se rame`ne donc au calcul des FIt -espe´rances condition-
nelles.
On suppose dans la suite que l’observation perturbe´e par l’initie´ de la barrie`re est
Lt = L+ ǫt, t ≥ 0,
ou` ǫ est un processus continu inde´pendant de F∞ ∨ σ(L) qui est re´trogradement
d’accroissements inde´pendants. Autrement dit, pour tous les nombres positifs s, t et
θ tels que 0 ≤ s ≤ t ≤ θ, l’accroissement ǫs − ǫt est inde´pendant de ǫθ. On suppose
en outre que, pour chaque t ≥ 0, la loi de ǫt admet une densite´ qt(·) par rapport a` la
mesure de Lebesgue.
Un calcul direct montre que
SIt =
∫
R
1l{X∗t >ℓ}pt(ℓ)qt(Lt − ℓ)µL(dℓ)∫
R
pt(ℓ)qt(x− ℓ)µL(dℓ) ,
ou` µL est la loi de L. On en de´duit le re´sultat suivant.
The´ore`me 3.2.4. — Le processus de valeurs V I du produit financier (C,G,Z) sous
la probabilite´ P par rapport a` la filtration des initie´s GI ve´rifie la relation
V It = 1l{τ>t}
∫
R
V Ft (ℓ)qt(Lt − ℓ)µL(dℓ)∫
R
Ft(ℓ)qt(Lt − ℓ)µL(dℓ) ,
ou` les processus V F et F sont de´finis dans la proposition 3.2.1.
3.2.3. E´valuation sous probabilite´ risque-neutre. — Dans ce sous-paragraphe,
on suppose que P est la probabilite´ risque-neutre du marche´ ambiant de´crit par la
filtration F. Le but est de de´terminer les probabilite´s risque-neutres par rapport aux
diffe´rentes filtrations de´finies dans §3.1.1 et de discuter les e´valuations du produit
financier correspondantes.
Rappelons qu’une mesure de probabilite´ Q e´quivalente a` P est une probabilite´
risque-neutre pour la filtration GM si et seulement si la restriction de Q a` F∞ co¨ıncide
avec P et si toute (F,P)-martingale locale est une (GM ,Q)-martingale locale. Il s’ave`re
que la seule mesure de probabilite´ ve´rifiant cette condition est PL dont la densite´ par
rapport a` P sur GMt est pt(L)−1 (cf. §3.2). Le processus de valeur V Q,M du produit
financier (C,G,Z) sous la probabilite´ Q par rapport a` la filtration du gestionnaire
GM est
1l{τ>t}BtEP
[
CB−1T F
M
T (x) +
∫ T
t
FMs (x)B
−1
s dGs −
∫ T
t
ZsB
−1
s dF
M
s (x)
∣∣∣∣Ft]
x=L
,
ou` FMt (x) := 1l{X∗t >x}.
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Comme la filtration G est contenue dans GM , toute (F,P)-martingale locale est
ne´cessairement une (G,Q)-martingale locale. Par conse´quent, Q est une probabilite´
risque-neutre pour la filtration G. On a
SQt := Q(τ > t | Ft) = Q(X∗t > L | Ft) = Q(X∗t > L) = EP[1l{X∗t >L}pt(L)−1].
Le processus de valeurs V Q du produit financier (C,G,Z) sous la probabilite´ Q par
rapport a` la filtration des investisseurs G est
(3.16) 1l{τ>t}
Bt
SQt
EP
[
B−1T S
Q
TC +
∫ T
t
B−1u S
Q
u dGu −
∫ T
t
B−1u Zu dS
Q
u
∣∣∣∣Ft], t ≥ 0.
De meˆme, le processus de valeurs V Q,D du produit financier (C,G,Z) sous la proba-
bilite´ Q par rapport a` la filtration de´cale´e des investisseurs GD est
(3.17)
1l{τ>t}
E[SQt | FDt ]
EP
[
Bt
BT
SQTC +
∫ T
t
Bt
Bu
SQu dGu −
∫ T
t
Bt
Bu
Zu dS
Q
u
∣∣∣∣FDt ].
Dans la suite, on discute l’e´valuation du produit financier (C,G,Z) avec l’infor-
mation des initie´s sous la probabilite´ risque-neutre. Soit G˜I = (G˜It )t≥0 la filtration
de´finie comme
G˜It := GIt ∨ σ(L), t ≥ 0.
Rappelons que l’observation de la barrie`re L par l’initie´ a` l’instant t est suppose´e eˆtre
L+ ǫt (cf. §3.2.2), ou` ǫt est inde´pendant a` F∞ ∨ σ(L), on obtient que la filtration G˜I
s’identifie a`
GMt ∨ σ(ǫs, s ≤ t), t ≥ 0
rendue habituelle. On en de´duit que le processusWM de´fini dans (3.9) est un (G˜I ,P)-
mouvement brownien. On introduit une mesure de probabilite´ QI sur G˜I∞ telle que
dQI
dP
= YMt p.s. sur G˜It ,
ou` YM est l’exponentielle de Dole´ans-Dade introduite dans (3.10). Par de´finition, la
restriction de QI a` GM∞ co¨ıncide avec Q. Dans la suite, par abus de notation, on de´signe
par Q la probabilite´ QI sur G˜I∞. Comme le processus ǫ est inde´pendant de GM∞ , toute
(GM ,Q)-martingale locale est ne´cessairement une (G˜I ,Q)-martingale locale. On en
de´duit que Q est la probabilite´ risque-neutre pour la filtration GI .
The´ore`me 3.2.5. — Le processus de valeurs V Q,I du produit financier (C,G,Z)
sous la probabilite´ Q par rapport a` la filtration des initie´s GI ve´rifie la relation sui-
vante :
V Q,It = 1l{τ>t}
∫
R
V Q,F
I
t (ℓ)qt(Lt − ℓ)µL(dℓ)∫
R
FMt (ℓ)qt(Lt − ℓ)µL(dℓ)
,
ou` FMt (x) := 1l{X∗t >x}, et V
Q,FI
t est de´fini comme
BtEP
[
CB−1T F
ℓ
t,T (u, ℓ) +
∫ T
t
F It,θ(u, ℓ)B
−1
θ dGθ −
∫ T
t
B−1θ ZθdF
I
t,θ(u, ℓ)
∣∣∣∣Ft]
u=Lt
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avec
F It,θ(u, ℓ) := E
(∫ s
t
∫
R
ρIs(u+ y)µt,θ(dy)dBs
)−1
FMθ (ℓ),
µt,θ e´tant la loi de probabilite´ de ǫθ − ǫt.
La me´thode de la de´monstration consiste a` ramener le calcul des Q-espe´rances
conditionnelles par rapport a` FIt a` celui des P-espe´rances conditionnelles par rapport
a` Ft. Soit ρI un processus ca`dla`g tel que
ρIt = EP[ρt(L) | FIt ] p.s.
quel que soit t ≥ 0, ou` le processus ρ(·) est de´fini dans §3.2. Le processus W I de´fini
comme
W It :=Wt −
∫ t
0
ρIs ds
est alors un (FI ,P)-mouvement brownien. On de´signe par Y I l’exponentielle de
Dole´ans-Dade
E
(
−
∫ t
0
ρIs dW
I
s , t ≥ 0
)
.
C’est une (FI ,P)-martingale locale. Il s’ave`re que Y It est la de´rive´e de Radon-Nikodym
de Q par rapport a` P sur la tribu FIt . A l’aide de ce changement de probabilite´s,
on peut exprimer V Q,F
I
t comme une P-espe´rance conditionnelle par rapport a` FIt .
Enfin, en utilisant le fait que le processus ǫ est re´trogradement a` accroissements
inde´pendants, on obtient le re´sultat souhaite´.
3.3. Optimisation d’investissement avec l’information asyme´trique
Dans ce paragraphe, on revient au proble`me de l’optimisation d’investissement
avec le risque d’une contrepartie comme traite´ dans §2.1. Au lieu d’un investisseur
standard, on conside`re un initie´ avec l’information supple´mentaire sur le de´faut de
la contrepartie. On s’inte´resse a` analyser l’impact de l’information asyme´trique dans
l’optimisation du portefeuille, plus pre´cise´ment, le profit de l’initie´ par rapport a`
l’investisseur standard.
L’initie´ observe sur le marche´ le meˆme prix, comme un investisseur standard, de
l’actif risque´ S qui est un processus G-adapte´ et qui subit une perte proportionnelle
γ au moment de de´faut τ de la contrepartie, donc la dynamique de S est donne´ par
(2.2), (2.3) et (2.4). Par contre, l’initie´ posse`de l’information prive´e sur le de´faut de la
contrepartie, plus pre´cisement, sur la barrie`re de de´faut L. Son ensemble de strate´gie
est donc plus large par rapport au investisseur standard, notamment, la strate´gie
d’investissement de l’initie´ est caracte´rise´e par un processus GM -pre´visible π¯ sous la
forme π¯t = 1l{t≤τ}π¯
0
t (L)+1l{t>τ}π¯
1
t (τ) qui repre´sente la proportion de richesse investie
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sur S, ou` π¯0(·) et π¯1(·) sont P(F)⊗B(R+)-mesurables. La richesse du portefeuille est
ainsi un processus GM -adapte´ X¯ ou` X¯t = 1l{t<τ}X¯
0
t (L) + 1l{t≥τ}X¯
1
t (τ) qui satisfait
dX¯0t (L) = X¯
0
t (L)π¯
0
t (L)(µ
0
tdt+ σ
0
t dWt), t ∈ [0, T ],
dX¯1t (τ) = X¯
1
t (τ)π¯
1
t (τ)(µ
1
t (τ)dt+ σ
1
t (τ)dWt), t ∈ [[τ, T ]].
X¯1τ (τ) = X¯
0
τ−(1− π¯0τ (L)γτ ).
On suppose π¯0τ (L)γτ < 1 de sorte que la richesse est strictement positive.
3.3.1. Proble`me d’optimisation. — Notre objective est de maximiser l’espe´rance
d’une fonction d’utilite´ U e´value´e en la richesse terminale du portefeuille et de chercher
la strate´gie optimale ̂¯π pour l’initie´ qui atteint
(3.18) V¯0 = sup
π¯∈AL
E[U(X¯T )]
ou` AL est l’ensemble des strate´gies admissibles pour π¯ = (π¯0(·), π¯1(·)), ou` π¯0(·) et
π¯1(·) sont des processus P(F)⊗ B(R+)-mesurable tels que
(3.19)
∀ l > 0,
(∫ τl∧T
0
|π¯0t (l)σ0t |2 dt+
∫ T
τl∧T
|π¯1t (τl)σ1t (τl)|2 dt
)
<∞ et π¯0τl(l)γτl < 1, p.s.,
et τl est le F-temps d’arreˆt
τl := inf{t : Λt ≥ l}.
Par la relation d’inclusion G ⊂ GM , la fonction de valeur V¯0 de l’initie´ est plus grande
que celle de l’investisseur : on a V¯0 ≥ V0, ou` V0 est de´finie dans (2.9). Pourtant, sur une
trajectoire, il est possibl que U(X¯T ) ≤ U(XT ). On reviendra sur cette comparaison a`
la fin du paragraphe.
La de´composition canonique des processusGM -adapte´s dans le grossissement initial
(cf. Jeulin [58, lemmes 3.13 et 4.4]) sugge`re de de´composer le proble`me d’optimisation
en deux parties : avant-de´faut {t < τ} et apre`s-de´faut {t ≥ τ}. Plus pre´cise´ment, on
e´crit E[U(X¯T )] sous la forme
(3.20) E[U(X¯T )] = E[1l{T<τ}U(X¯
0
T (L)) + 1l{T≥τ}U(X¯
1
T (τ))].
La situation est similaire a` celle dans §2.1. La diffe´rence principale est que, pour
l’initie´ qui connait L a` l’instant initial, le temps de de´faut τ n’admet pas de densite´
conditionnelle par rapport a` la filtration F, donc l’approche de densite´ n’est plus
valable. Pour surmonter cette difficulte´, on adopte une approche alternative comme
dans [3]. On conside`re d’abord le proble`me conditionnellement a` la tribu initiale de
l’initie´ :
ess sup
π¯∈AL
E[U(X¯T )|GM0 ],
ou` GM0 = σ(L). Sous l’hypothe`se (3.2), on a
(3.21) E[U(X¯T )|GM0 ] = E
[
pT (l)
(
1l{T<τl}U(X¯
0
T (l)) + 1l{T≥τl}U(X¯
1
T (τl))
)]
l=L
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et par conse´quent
E[U(X¯T )] =
∫
R+
E
[
pT (l)
(
1l{T<τl}U(X¯
0
T (l)) + 1l{T≥τl}U(X¯
1
T (τl))
)]
PL(dl)
ou` PL de´signe la loi de probabilite´ de L. Il suffit alors de maximiser ponctuellement
(pour chaque l) l’espe´rance
E
[
pT (l)
(
1l{T<τl}U(X¯
0
T (l)) + 1l{T≥τl}U(X¯
1
T (τl))
) ]
.
3.3.2. Contrainte sur la vente a` de´couverte. — Pour l’initie´, il est important
d’imposer certaine contrainte sur ses strate´gies d’investissement, notamment, sur la
quantite´ de vente a` de´couverte de l’actif risque´ S car en profitant de son informa-
tion prive´e, l’initie´ peut atteindre une richesse terminale non-borne´e dans L1. Plus
pre´cise´ment, sous des conditions assez faibles, on obtient les re´sultats suivants :
The´ore`me 3.3.1. — On suppose les conditions suivantes :
(1) le processus Λ est strictement croissant p.s. sur [0, T ],
(2) pour tout l dans le support de la loi de L, on a P(ΛT ≥ l) > 0.
Alors on a
ess sup
π¯∈AL
E[X¯T | GM0 ] = +∞ p.s.
En outre, pour toute fonction d’utilite´ U telle que lim
x→+∞
U(x) = +∞, on a
ess sup
π¯∈AL
E[U(X¯T ) | GM0 ] = +∞ p.s.
Le the´ore`me pre´ce´dent nous sugge`re de conside´rer, au lieu de AL de´fini par (3.19),
l’ensemble de strate´gies admissibles avec contrainte pour l’initie´ :
AδL = {(π¯0(·), π¯1(·)) ∈ AL tel que π¯0 ≥ −δ}, δ ≥ 0(3.22)
et de quantifier l’impact de la borne δ dans l’optimisation
(3.23) ess sup
π¯∈Aδ
L
E[U(X¯T ) | GM0 ].
On introduit
Aδl = {(π¯0, π¯1(·)) ∈ Al tel que π¯0 ≥ −δ}, δ ≥ 0
et conside`re la fonction de valeur suivante de´pendant d’un parame`tre l ∈ R+ :
(3.24) V δ0 (l) := sup
π¯∈Aδ
l
E
[
pT (l)
(
1l{T<τl}U(X¯
0
T (l)) + 1l{T≥τl}U(X¯
1
T (τl))
)]
.
Par un the´ore`me de se´lection mesurable ( [7, Lemme 1]), on peut montrer que
V δ0 (L) = ess sup
π¯∈Aδ
L
E[U(X¯T ) | GM0 ] p.s.
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3.3.3. Re´solution du proble`me. — Dans la suite, on re´sout le proble`me (3.24) en
deux e´tapes, similairement a` §2.1 : le proble`me apre`s-de´faut qui de´pend de la strate´gie
π¯1(·) et la richesse X¯1(·) :
(3.25) V 1τl(xl) = ess sup
π¯1∈A1
l
E[pT (l)U(X¯
1,xl
T (τl))|Fτl ],
ou` A1l est l’ensemble des strate´gies pre´visibles admissibles (π¯1t (τl), t ∈ ]]τl, T ]]) tel que∫ τl∨T
τl
|π¯1t (τl)σ1t (τl)|2 dt <∞ p.s.
et le proble`me global avant-de´faut
(3.26) V δ0 (l) = sup
π¯0∈A0,δ
l
E
[
1l{T<τl}pT (l)U(X¯
0
T (l)) + 1l{T≥τl}V
1
τl
(
X¯0τl(l)(1− π0τl(l)γτl)
)]
qui de´pend de la strate´gie π¯0(·), la richesse X¯0(·) et la solution V 1 du proble`me apre`s-
de´faut introduit au-dessus, ou` A0,δl est l’ensemble des strate´gies (π¯0t (l), t ∈ [[0, τl ∧T ]])
qui sont admissibles avec la contrainte sur la vente a` de´couverte i.e., telles que presque
suˆrement ∫ τl∧T
0
|π¯0t (l)σ0t |2 dt <∞, π¯0t (l) ≥ −δ et 1 > π¯0τl(l)γτl .
Sur l’ensemble apre`s-de´faut, l’initie´ et l’investisseur standard ont la meˆme informa-
tion sur le temps de de´faut, donc la solution de (3.25) est similaire a` celle de (2.11).
Ici la de´rive´e de Radon-Nikodym p(·) joue un roˆle analogue a` la densite´ de de´faut. La
diffe´rence est que le F-temps d’arreˆt τl intervient dans le proble`me d’optimisation de
l’initie´. Soit
Zt(τl) = exp
(
−
∫ τl∨t
τl
µ1u(τl)
σ1u(τl)
dWu − 1
2
∫ τl∨t
τl
∣∣∣∣µ1u(τl)σ1u(τl)
∣∣∣∣2 du), t ∈ [0, T ].
On suppose que, pour tout l ≥ 0, µ1u(τl) et σ1u(τl) satisfont au crite`re de Novikov :
E
[
exp
(
1
2
∫ τl∨T
τl
∣∣∣∣µ1s(τl)σ1s(τl)
∣∣∣∣2 ds
)]
< +∞.
En particulier, le processus (Zt(τl))t∈[0,T ] est une (Fτl∨t)t∈[0,T ]-martingale. Le re´sultat
suivant est comparable au the´ore`me 2.1.2.
The´ore`me 3.3.2. — La fonction de valeur optimale de (3.25) est p.s. finie et est
donne´e par la relation
(3.27) Vˆ 1τl(xl) = E
[
pT (l)U
(
I
(
yˆτl(xl)
ZT (τl)
pT (l)
)) ∣∣∣∣Fτl]
ou` I := (U ′)−1, et le multiplicateur de Lagrange yˆτl(·) est la unique solution Fτl ⊗
B(R+)-mesurable de l’e´quation
1
Zt(τl)
E
[
ZT (τl)I
(
yˆτl(xl)
ZT (τl)
pT (l)
) ∣∣∣∣Fτl] = xl.
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La richesse optimale est donne´e par la formule suivante
(3.28) ˆ¯X1,xlt (τl) =
1
Zt(τl)
E
[
ZT (τl)I
(
yˆτl(xl)
ZT (τl)
pT (l)
) ∣∣∣∣F1t ] , t ∈ [[τl, T ]].
Pour la fonction d’utilite´ U(x) = x
p
p dans la calsse CRRA, ou` 0 < p < 1, on a
I(x) = x
1
p−1 . Par le the´ore`me pre´ce´dent, la richesse optimale est
Xˆ1,xlt (τl) =
xl
Zt(τl)
E
[
pT (l)
(
ZT (τl)
pT (l)
) p
p−1
∣∣∣Fτl∨t]
E
[
pT (l)
(
ZT (τl)
pT (l)
) p
p−1
∣∣∣Fτl] , t ∈ [[τl, T ]]
et la fonction de valeur optimale est
(3.29) Vˆ 1τl(xl) =
xpl
p
(
E
[
pT (l)
(
ZT (τl)
pT (l)
) p
p−1
∣∣∣∣Fτl
])1−p
=:
xpl
p
Kτl
Le proble`me global (3.26) s’e´crit comme
(3.30) V δ0 (l) = sup
π¯0∈A0,δ
l
E
[
1l{T<τl}pT (l)U(X¯
0
T (l))+1l{T≥τl}KτlU
(
X¯0τl(l)(1− π¯0τl(l)γτl)
)]
,
ou` la variable ale´atoire Fτl -mesurable Kτl ne de´pend pas du processus de controˆle
π¯0 ∈ A0,δl . Ce proble`me d’optimisation pour l’initie´ est plus complique´ que (2.12)
pour l’investisseur standard a` cause de la contrainte sur la vente a` de´couverte. On
utilise la programmation dynamique et introduit pour toute ν ∈ A0,δl le processus
F0 := (Fτl∧t)0≤t≤T -adapte´
Xt(ν) = ess sup
π¯0∈A0,δ
l
(t,ν)
E
[
1lT<τlpT (l)U(X¯
0
T (l)) + 1lt<τl≤TKτlU
(
X¯0τl(l)(1− π¯0τl(l)γτl)
)|Fτl∧t]
ou` A0,δl (t, ν) est l’ensemble des strate´gies qui co¨ıncident avec ν jusqu’a` la date t. On
a V δ0 (l) = X0(ν) pour toute ν ∈ A0,δl . On peut montrer que, pour toute strate´gie
π¯0 ∈ A0,δl , il existe une suite de strate´gies (π¯0n ∈ A0,δl )n∈N telle que π¯0n,τl = −δ et que
(3.31) lim
n→+∞
X0(π¯0n) ≥ X0(π¯0).
Cela sugge`re que la strate´gie optimale, si elle existe dans A0,δl , consiste a` effectuer la
vente a` de´couverte au moment de de´faut τl avec la quantite´ maximale.
Par un re´sultat classique de El Karoui et Quenez [33], la strate´gie optimale ̂¯π0 est
caracte´rise´e par la condition que la F0-surmartingale
ξνt := Xt(ν) + 1lt≥τlKτlU(X¯ν,0τl (l)(1− ντl(l)γτl)), 0 ≤ t ≤ T,
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est une martingale. Soit
Y¯t :=
Xt(ν)
U(X¯ν,0t (l))
= ess sup
π¯0∈A0,δ
l
(s,ν)
E
[
1lT<τlpT (l)
( X¯0T (l)
X¯ν,0t (l)
)p
+ 1lt<τl≤TKτl
( X¯0τl(l)
X¯ν,0t (l)
)p
(1− π¯0τl(l)γτl)|Fτl∧t
]
(3.32)
Le processus Y¯ ne de´pend pas de ν ∈ A0,δl et est positif sur [[0, τl[[ et e´gal a` 0 apre`s τl.
On donne une caracte´risation de Y¯ en terme d’une e´quation diffe´rentielle stochastique
re´trograde.
The´ore`me 3.3.3. — Le processus Y¯ de´fini dans (3.32) est la plus petite solution
dans l’espace
L+l (F
0) := {Y˜ : F0-adapte´ t.q. Y˜t > 0 si t ∈ [[0, τl[[ et Y˜t = 0 si t ∈ [[τl,∞[[ }.
de l’e´quation diffe´rentielle stochastique re´trograde
(3.33)
Y¯t = 1lT<τlpT (l) + 1lτl≤TKτl
(1 + δγτl)
p
p
+
∫ T∧τl
t
f(θ, Y¯θ, φθ) dθ −
∫ T∧τl
t
φθ dWθ,
ou` t ∈ [[0, T ∧ τl]], φ ∈ L2loc(W ), et
(3.34) f(s, Y¯s, φs) := p ess sup
ν∈A0,δ
l
,s.t. ντl=−δ
[(
µ0sY¯s + σ
0
sφs)νs −
1− p
2
Y¯s|νsσ0s |2
]
.
La fonction de valeur optimale se re´alise comme la limite des fonctions de valeur d’une
suite de strate´gies admissibles qui re´alisent asymptotiquement le supremum essentiel
dans (3.34).
La diffe´rence entre les e´quations diffe´rentielles stochastiques re´trogrades (2.16) et
(3.33) pour l’investisseur standard et l’initie´ respectivement figure dans les conditions
terminales. En effet, il y a un terme de saut en τl dans (3.33). Une approche na¨ıve
d’optimiser (3.32) via l’e´quation diffe´rentielle stochastique re´trograde (3.33) est de
choisir d’abord π¯0τl = −δ, et puis de maximiser pour t < τl. Cependant la strate´gie
1l[[0,τl[[ ˆ¯π
0 − δ1lτl ainsi obtenue n’est pas un processus pre´visible et donc n’appartient
pas a` A0,δl . Il est donc ne´cessaire d’introduire une suite de strate´gies pre´visibles qui
convergent vers la “strate´gie optimale”.
Proposition 3.3.4. — Soit (τn)n∈N une famille croissante de F-temps d’arreˆt qui
convergent vers τl. La strate´gie (π¯
0
n = 1l[[0,τn]] ˆ¯π
0 − 1l]]τn,τl]]δ) ou` ˆ¯π0 est le processus
optimal pour
f0(s, Y¯ 0s , φ
0
s) = p ess sup
ν∈A0,δ
l
[
(
µ0sY¯
0
s + σ
0
sφ
0
s)νs −
1− p
2
Y¯ 0s |νsσ0s |2]
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est dans A0,δl et satisfait
lim
n→+∞
X0(π¯0n) = V (l) = E
[
1lT<τlpT (l)U(X¯
ˆ¯π0
T (l)) + 1lT≥τlKτlU(X¯
ˆ¯π0
τl
(l)(1 + δγτl))
]
ou`
(3.35) X0(π¯0) = E
[
1lT<τlpT (l)U(X¯
π¯0
T (l)) + 1lT≥τlKτlU(X¯
π¯0
τl
(l)(1− π0τl(l)γτl))
]
.
On effectue dans [50] des simulations nume´riques pour comparer les strate´gies
optimales de l’initie´ et de l’investisseur standard (cette dernie`re est obtenue dans
[61]) et on analyse aussi l’impact des diffe´rents parame`tres. Les observations sont les
suivantes :
1) Au moment de de´faut, les deux types d’investisseurs souffrent une perte brutale
dans leurs fonctions de valeur d’optimisation. Dans la plupart des cas, l’initie´ sur-
performe que l’investisseur standard avant et apre`s le de´faut.
2) Dans des situations extreˆmement risque´es ou` la probabilite´ de de´faut et les pertes
correspondantes sont tre`s e´leve´es, l’investisseur standard peut obtenir une plus
grande fonction de valeur en effectuant des strate´gies de vente a` de´couverte de
grande quantite´ (que l’initie´ ne peut pas faire a` cause de la contrainte), qui fait
ainsi un pari sur l’arrive´e de de´faut avant la maturite´ et prend le risque d’une perte
importante si le de´faut a lieu apre`s la maturite´.
3) La fonction de valeur de l’initie´ est croissante par rapport au parame`tre δ la
contrainte de la vente a` de´couverte. Quand on fixe δ, la performance de l’initie´
et de l’investisseur standard sont croissantes par rapport a` la perte au de´faut γ,
qui est une conse´quence des strate´gies de vente a` de´couverte.
CHAPITRE 4
DE´VELOPPEMENT ASYMPTOTIQUE AVEC LA
ME´THODE DE STEIN
La loi asymptotique des sommes de variables ale´atoires est un sujet central de la
the´orie des probabilite´s. Depuis le travail fondamental de Laplace, il est standard
d’utiliser la transforme´e de Laplace (ou de Fourier) a` de´montrer le the´ore`me central
limite. La me´thode de Laplace a e´te´ raffine´e par Berry et Esseen pour obtenir une
borne supe´rieure de la vitesse de convergence du the´ore`me centrale limite.
Soient (Xi)
n
i=1 une famille de variables ale´atoires inde´pendantes et W leur somme
(e´ventuellement normalise´e). Du point de vu nume´rique, le the´ore`me central limite
cherche a` approximer la fonctionnelle h 7→ E[h(W )] par une fonctionnelle qui est plus
facile a` calculer. Le the´ore`me central limite sous forme classique propose d’approximer
E[h(W )] par l’espe´rance de h par rapport a` la loi gaussienne ayant les meˆmes moments
d’ordre 1 et d’ordre 2 de W . En ge´ne´ral la vitesse de convergence (la somme W e´tant
normalise´e par un facteur de 1/
√
n) est O(1/
√
n) lorsque les variables ale´atoires ont
la meˆme loi et admettent le moment d’ordre 3. Cependant, sous certaines conditions
sur les lois de probabilite´s de Xi ou sur la fonction h, on peut ame´liorer la qualite´
d’approximation en introduisant des termes de correcteur. Par exemple, dans le cas
ou` les lois de probabilite´ des Xi sont lisses, des de´veloppements asymptotiques sont
propose´s dans la litte´rature ou` les moments d’ordre supe´rieurs des Xi interviennent.
On renvoie les lecteurs dans l’ouvrage de Petrov [75] pour un survol panoramique
dans cette direction.
Dans une se´rie de travaux sur les me´thodes nume´riques dans l’e´valuation de CDOs
[31, 32, 30], nous avons observe´ que, dans le cas ou` f est une fonction Call, i.e.
h(x) = (x−K)+, on peut ame´liorer l’approximation gaussienne ou poissonnienne de
E[h(W )] par un terme de correcteur explicite. La de´monstration de ce re´sultat repose
sur la me´thode de Stein (cf. [83, 84]), qui est base´e sur l’observation qu’une variable
ale´atoire X d’espe´rance nulle suit la loi normale N(0, σ2) si et seulement si l’e´galite´
E[Xf(X)] = σ2E[f ′(X)] est ve´rifie´e pour toute fonction diffe´rentiable f telle que les
deux coˆte´s de la formule au-dessus sont bien de´finis. On renvoie les lecteurs dans [19]
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pour une exposition de´taille´e sur la me´thode de Stein et ses applications dans les
approximations gaussienne et poissonnienne.
L’avantage de la me´thode de Stein est que l’on n’utilise pas explicitement la trans-
forme´e de Fourier de la fonction h. Cela est particulie`rement commode lorsque l’on
e´tudie l’approximation d’ordre supe´rieur de E[h(W )] lorsque la fonction h est lisse.
Dans cette direction Barbour [5, 6] a propose´ des formules de de´veloppement asymp-
totique pour les approximations gaussienne et poissonnienne, voir aussi [78]. L’ap-
proche de Barbour est une combinaison de la me´thode de Stein et un argument de
de´veloppement par les cumulants. Il a aussi obtenu des estime´es explicites pour les
termes d’erreur. Cependant, ces estimations demandent des conditions fines sur la
re´gularite´ de la fonction h ou sur l’existence des moments a` un grand ordre pour
les variables ale´atoires Xi. Dans le cas d’approximation gaussienne, l’estimation de
Barbour ne permet pas de retrouver l’ine´galite´ de Berry-Esseen ou l’estime´e du terme
d’erreur dans [30] pour la fonction Call.
Pour rendre la me´thode de Stein plus syme´trique, Goldstein et Reinert [42] ont
propose´ la transformation de biais ze´ro pour les variables ale´atoires centre´es. E´tant
donne´e une variable ale´atoire X d’espe´rance nulle, on dit qu’une variable ale´atoire X∗
admet la loi de biais ze´ro de X si, pour toute fonction diffe´rentiable on a E[Xf(X)] =
σ2E[f ′(X∗)], ou` σ2 est la variance de X. Par la transformation de biais ze´ro, la
diffe´rence entre la loi de X et la loi normale N(0, σ2) peut eˆtre mesure´e par la distance
entre les lois de X et de sa transforme´e de biais ze´ro X∗. Dans l’e´tude de la loi
de probabilite´ de la somme de variable ale´atoire inde´pendantes W = X1 + · · · +
Xn, le choix de la structure de corre´lation entre W et W
∗ est le point cle´ dans la
de´monstration du the´ore`me central limite par la me´thode de Stein. En effet, si pour
tout i ∈ {1, . . . , n}, X∗i de´signe une variable ale´atoire inde´pendante des (Xj)nj=1 et
ayant la loi de biais ze´ro de Xi, alors la variable ale´atoire W
∗ = W (I) +X∗I est une
transforme´e de biais ze´ro de W , ou` W (i) := W − Xi et I est un indice ale´atoire
inde´pendant de {Xi, X∗i }ni=1, qui prend valeurs dans {1, . . . , n} e´quiprobablement.
Donc les lois de W et de W ∗ sont proches lorsque n est grand. Cette me´thode est
similaire a` l’approche de Lindeberg ou` on substitue progressivement les Xi par des
variables ale´atoires suivant les lois gaussiennes.
Dans le travail [59], j’ai e´tudie´ le proble`me de de´veloppement dans les approxi-
mations gaussienne et poissonnienne en utilisant une combinaison de la me´thode de
Stein et de la transforme´e de biais ze´ro. L’ide´e consiste a` appliquer directement le
de´veloppement de Taylor a` E[f(W )] et E[f(W ∗)], ou` f est la solution d’une e´quation
de Stein ite´re´e. Dans la formule de de´veloppement asymptotique, il apparaˆıt les mo-
ments des Xi au lieu des cumulants. Mais le lien entre les moments et les cumulants
montre que ma formule est e´quivalente a` celle de Barbour. L’avancement majeur est
dans l’estimation du terme d’erreur. On de´crit soigneusement les espaces fonctionnels
contenant les solutions des e´quations de Stein ite´re´es. Cela nous permet d’obtenir les
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estime´s plus fines sur les termes d’erreur sous des conditions plus souples. La dif-
ficulte´ principale de cette me´thode est la corre´lation entre W et Xi (et celle entre
W ∗ et X∗i ). Si on applique directement l’ope´rateur d’espe´rance a` la formule de Tay-
lor, ces structures de corre´lation produisent des termes d’erreurs supple´mentaires a`
l’ordre non-ne´gligeable. Pour surmonter cette difficulte´, j’ai propose´ une formule de
Taylor inverse´e (4.2). C’est un re´sultat de nature combinatoire : le terme d’erreur de
cette formule peut s’exprimer comme une combinaison line´aire des termes d’erreur
de la formule de Taylor classique (cf. (4.3)). Cette formule, ainsi que son analogue
poissonnien, jouent un roˆle essentiel dans mon approche a` l’e´tude du de´veloppement
asymptotique des approximations gaussienne et poissonnienne.
4.1. De´veloppement dans le cas gaussien
Dans ce paragraphe, on pre´sente la formule de de´veloppement dans le cas gaussien.
4.1.1. Espaces de fonctions. — On introduit une famille d’espaces de fonctions
sur lesquels on discute le de´veloppement de l’approximation gaussienne. Ces espaces
de fonctions sont lie´s a` l’e´quation de Stein. Plus pre´cise´ment, on montre dans la
proposition 4.1.2 que, si h appartient a` l’un des espaces de fonctions, alors il en est
de meˆme de la solution fh de l’e´quation de Stein (4.8).
Si g est une fonction localement de variation finie, elle peut eˆtre de´compose´e de
fac¸on unique en la somme d’une fonction de saut pure gd et une fonction continue gc
qui est localement de variation finie et nulle a` l’origine. Les fonctions gc et gd sont
appele´es respectivement la partie continue et la partie de saut pure de g.
Soient α ∈ ]0, 1] et p ≥ 0. Suivant Barbour [5], on de´finit pour toute fonction f sur
R la valeur suivante dans [0,+∞]
‖f‖α,p := sup
x 6=y
|f(x)− f(y)|
|x− y|α(1 + |x|p + |y|p) .
L’ensemble des fonction f telle que ‖f‖α,p < +∞ forme un espace vectoriel sur R. Il
s’ave`re que ‖·‖α,p est une semi-norme sur cet espace vectoriel. En outre, ‖f‖α,p < +∞
entraˆıne que f est localement α-lipschitzienne et qu’elle ne croˆıt pas plus vite que
|x|α+p a` l’infini.
De´finition 4.1.1. — Soient N un entier positif, α ∈ ]0, 1] et p ≥ 0. On de´signe par
HNα,p l’espace vectoriel des fonctions bore´liennes h sur R qui ve´rifient les conditions
suivantes :
(a) h est N fois de´rivable et h(N) est une fonction localement de variation fini et qui
n’admet qu’un nombre fini de sauts,
(b) la partie continue de h(N) satisfait a` la relation ‖h(N)c ‖α,p < +∞.
Les espaces HNα,p ont les proprie´te´s suivantes :
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(1) Lorsque N ≥ 1, une fonction h est dans HNα,p si et seulement si h′ ∈ HN−1α,p .
(2) Si p ≤ q, alors HNα,p ⊂ HNα,q.
(3) Si α ≤ β, alors Hβ,p ⊂ HNα,p+β−α.
(4) Si N ≥ 1, alors HNα,p ⊂ HN−11,α+p ⊂ HN−1α,p+1.
(5) Si h ∈ HNα,p et si P est un polynoˆme de degre´ d, on a Ph ∈ Hα,p+d.
La proposition suivante est cruciale dans l’e´tude de l’e´quation de Stein :
Proposition 4.1.2. — Soient N un entier positif, α ∈ ]0, 1], p ≥ 0 et σ > 0. Si
h ∈ HNα,p, alors l’e´quation de Stein
xf(x)− σ2f ′(x) = h(x)− Φσ(h)
a une solution. De plus, la solution fh de cette e´quation de la forme
(4.1) fh(x) =
1
σ2φσ(x)
∫ ∞
x
(h(t)− Φσ(h))φσ(t) dt
appartient a` HN+1α,p , ou` φσ(·) de´signe la fonction de densite´ de la loi normale N(0, σ2)
et Φσ(·) de´signe l’ope´rateur d’espe´rance par rapport a` la loi de N(0, σ2).
4.1.2. Formule de de´veloppement. — Soient N un entier positif, X et Y deux
variables ale´atoires inde´pendants et f une fonction sur R qui est N fois de´rivable. On
suppose que E[|Y |N ] < +∞ et que les variables ale´atoires f (k)(X) et f (k)(X+Y ) sont
inte´grables (k ∈ {0, . . . , N}). Pour tout k, on de´signe par m(k)Y le moment d’ordre k
de Y , normalise´ comme
m
(k)
Y :=
E[Y k]
k!
,
ou` k ∈ {0, . . . , N}. On de´signe par δN (f,X, Y ) le terme d’erreur du de´veloppement
de Taylor d’ordre N de l’espe´rance E[f(X + Y )] en X. Autrement dit,
δN (f,X, Y ) := E[f(X + Y )]−
N∑
k=0
m
(k)
Y E[f
(k)(X)].
La valeur δN (f,X, Y ) peut s’e´crire sous forme inte´grale comme
δN (f,X, Y ) =
1
(N − 1)!
∫ 1
0
(1− t)N−1E
[(
f (N)(X + tY )− f (N)(X))Y N] dt
pourvu que le terme a` droite est bien de´fini.
Dans le proble`me de de´veloppement de l’approximation gaussienne, on conside`re
une espe´rance de la forme E[h(W )], ou` W = X1 + · · · + Xn est une somme de
variables ale´atoires inde´pendantes. Si on applique le de´veloppement de Taylor a`
h(W ) = h(W (i) +Xi), il apparaˆıt dans la formule de de´veloppement des espe´rances
conditionnelles de la forme E[h(k)(W (i))] que l’on ne peut pas appliquer directement
la me´thode de re´currence pour approximer (a` un ordre ade´quat). Pour surmonter
cette difficulte´, j’ai propose´ une formule de Taylor inverse´e comme la suite.
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On veut de´velopper E[f(X)] comme une somme de Taylor dont les coefficients
sont des espe´rances de la forme E[f (k)(X + Y )]. Cependant, cela ne peut pas se
faire na¨ıvement en prenant le de´veloppement de Taylor de E[f(X)] en X + Y car
les variables ale´atoires X + Y et Y ne sont pas inde´pendantes. On de´signe par N∗
l’ensemble des entiers strictement positifs. Si d ≥ 1 est un entier et si J = (jℓ)dℓ=1 est
un e´le´ment dans Nd∗, l’expression |J| de´signe la somme des coordonne´es j1 + · · ·+ jd
et m
(J)
Y de´signe m
(j1)
Y · · ·m(jd)Y . Par convention, N0∗ := {∅} est l’ensemble du vecteur
vide, |∅| = 0 et m(∅)Y = 1.
The´ore`me 4.1.3 (Formule de Taylor inverse´e). — On a
(4.2) E[f(X)] =
∑
d≥0
(−1)d
∑
J∈Nd∗
|J|≤N
m
(J)
Y E[f
(|J|)(X + Y )] + εN (f,X, Y ),
ou`
(4.3) εN (f,X, Y ) = −
∑
d≥0
(−1)d
∑
J∈Nd∗
|J|≤N
m
(J)
Y δN−|J|(f
|J|, X, Y ).
4.1.3. Estimation fondamentale. — Ce sous-paragraphe est consacre´ a` majorer
les termes d’erreur dans les formules de Taylor pre´sente´es dans le sous-paragraphe
pre´ce´dent.
Proposition 4.1.4. — Soient N ≥ 0 un entier, α ∈ ]0, 1] et p ≥ 0. Soit X une
variable ale´atoire ayant le moment d’ordre N + α + p et qui satisfait a` l’ine´galite´ de
concentration suivante :
∀ a, b ∈ R, a ≤ b, P(a ≤ X ≤ b) ≤ c(b− a)α + r,
ou` c et r sont deux constantes positives. Soit en outre Y une variable ale´atoire
inde´pendante de X et qui admet le moment d’ordre N + α + p. Pour toute fonction
g ∈ Hα,p et tout k ∈ {0, . . . , N}, on a
|δN−k(g(k), X, Y )| ≤V (g(N)d )
(
cm
(N−k+α)
|Y | + rm
(N−k)
|Y |
+ ‖g(N)c ‖α,p
(
uα,p,Xm
(N−k+α)
|Y | + vα,pm
(N−k+α+p)
|Y |
)
,
(4.4)
ou` V (g
(N)
d ) est la variation totale de g
(N)
d ,
uα,p,X :=
(
1 + (1 + 2p)E[|X|p]Γ(α+ 1)) et vα,p := 2pΓ(α+ p+ 1).
On en de´duit une majoration de |εN−k(g(k), X, Y )| comme la suite
|εN−k(g(k), X, Y )| ≤
∑
d≥0
∑
J∈Nd∗
|J|≤N−k
m
(J)
|Y |
[
V (g
(N)
d )
(
cm
(N−k−|J|+α)
|Y | + rm
(N−k−|J|)
|Y |
)
+ ‖g(N)c ‖α,p
(
uα,p,Xm
(N−k−|J|+α)
|Y | + vα,pm
(N−k−|J|+α+p)
|Y |
)]
.
(4.5)
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On peut appliquer la proposition aux sommes de variables inde´pendantes. Soient
X1, . . . , Xn des variables ale´atoires inde´pendantes qui suivent la meˆme loi que X/
√
n,
ou` X est une variable ale´atoires d’espe´rance nulle et qui admet le moment d’ordre
N + α+ p+ 2. Pour tout g ∈ HNα,p et tout k ∈ {0, . . . , N}, on a
δN−k(g
(k),W (i), X∗i ) = O
(( 1
n
)(N−k+α)/2)
,(4.6)
εN−k(g
(k),W (i), Xi) = O
(( 1
n
)(N−k+α)/2)
,(4.7)
ou` les constantes implicites de´pendent de V (g
(N)
d ), ‖g(N)c ‖α,p et les moments de X
d’ordre au plus N − k + α+ p+ 2.
4.1.4. Transformation de biais ze´ro. — Soit X une variable ale´atoire
d’espe´rance nulle et de variance finie σ2 > 0. On de´finit la loi de biais ze´ro de
X l’unique mesure de probabilite´ bore´lienne µ∗X sur R telle que, pour toute fonction
diffe´rentiable f dont la de´rive´e f ′ est une fonction borne´e, on a
E[Xf(X)] =
∫
R
f ′(x)µ∗X(dx).
On appelle l’e´quation de Stein toute e´quation diffe´rentielle ordinaire de la forme
(4.8) xf(x)− σ2f ′(x) = h(x)− Φσ(h),
ou` h est une fonction localement de variation finie et de croissance polynomiale a`
l’infini qui n’admet qu’un nombre fini de sauts, et Φσ(h) est l’espe´rance de h par
rapport a` la loi normale N(0, σ2). Si fh est une solution de l’e´quation de Stein et si
X∗ est une variable ale´atoire qui suit la loi de biais ze´ro µ∗X , alors on a
E[h(X)]− Φσ(h) = σ2
(
E[f ′h(X)]− E[f ′h(X∗)]
)
,
pourvu que les espe´rances figurant dans la formule sont bien de´finies. Cela montre
que la diffe´rence entre la loi de X et la loi normale N(0, σ2) peut eˆtre mesure´e par la
distance entre la loi de X et sa loi de biais ze´ro.
On conside`re une famille de variables ale´atoires inde´pendantes Xi (i = 1, . . . , n).
On suppose que chaque variable ale´atoire Xi est d’espe´rance nulle et de variance finie
σ2i > 0. Soient W = X1 + · · · + Xn et σ2W = Var(W ) = σ21 + · · · + σ2n. Pour tout
i ∈ {1, . . . , n}, soit X∗i une variable ale´atoire qui suit la loi de biais ze´ro de Xi et qui
est inde´pendante de W (i) =W −Xi.
The´ore`me 4.1.5. — Soient N un entier positif, α ∈ ]0, 1] et p ≥ 0. On suppose que
X1, . . . , Xn sont des variables ale´atoires inde´pendantes ayant des moments d’ordre
N +max(α+ p, 2). Pour toute fonction h ∈ HNα,p, l’espe´rance conditionnelle E[h(W )]
peut s’e´crire comme la somme de deux termes CN (h) et eN (h) qui sont de´finis de
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fac¸on re´cursive comme C0(h) = ΦσW (h), e0(h) = E[h(W )]− ΦσW (h) et
CN (h) = C0(h) +
n∑
i=1
σ2i
∑
d≥1
(−1)d−1
∑
J∈Nd∗
|J|≤N
m
(J◦)
Xi
(m
(J†)
X∗i
−mJ†Xi)CN−|J|(f (|J|+1)h ),(4.9)
eN (h) =
n∑
i=1
σ2i
[∑
d≥1
(−1)d−1
∑
J∈Nd∗
|J|≤N
m
(J◦)
Xi
(m
(J†)
X∗i
−m(J†)Xi )eN−|J|(f
(|J|+1)
h )
+
N∑
k=0
εN−k(f
(k+1)
h ,W
(i), Xi)m
(k)
X∗i
+ δN (f
′
h,W
(i), X∗i )
]
,
(4.10)
ou` pour tout J ∈ Nd∗, l’expression J† de´signe la dernie`re coordonne´e de J, et J◦ de´signe
le vecteur dans Nd−1∗ consistant des d− 1 premiers coordonne´es de J.
Les moments de X∗i peuvent s’exprimer comme des fonctions des moments des Xi.
En effet, pour tout k ∈ N tel que E[(X∗i )k] soit bien de´fini, on a
E[(X∗i )
k] =
E[Xk+2i ]
σ2i (k + 1)
.
En d’autres termes, on a m
(k)
X∗i
= σ−2i (k + 2)m
(k+2)
Xi
.
Pour tout i ∈ {1, . . . , n} et tout entier positif r, soit κ(r)i le cumulant d’ordre r de
Xi. On a la relation suivante.
(4.11)
κ
(r)
i
(r − 1)! = rm
(r)
Xi
−
r−1∑
j=1
m
(j)
Xi
κ
(r−j)
i
(r − j − 1)! .
On peut ve´rifier que
κ
(r)
i = (r − 1)!
∑
K∈
⋃
d≥1 N
d
∗
|K|=r
(−1)ℓ(K)−1K†m(K)Xi ,
ou` ℓ(K) est la longueur du vecteur K, qui est e´gale a` d si K ∈ Nd∗. On ve´rifie alors
que
(4.12) CN (h) = C0(h) +
N∑
r=1
CN−r(f
(r+1)
h )
κ(r+2)(W )
(r + 1)!
,
ou` κ(r)(W ) de´signe le cumulant d’ordre r de W . Ainsi on retrouve la formule de
de´veloppement de Barbour [5, (8)].
4.1.5. Majoration du terme d’erreur. — Les estime´es des termes d’erreur des
formules de Taylor obtenues dans §4.1.3 conduisent naturellement aux estimations
suivantes.
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Proposition 4.1.6. — Soient N ≥ 0 un entier, α ∈ ]0, 1], p ≥ 0 et h ∈ HNα,p.
Supposons que X1, . . . , Xn sont des variables ale´atoires inde´pendantes qui suivent la
meˆme loi que X/
√
n, ou` X est une variable ale´atoire dont l’espe´rance est nulle et qui
admet le moment d’ordre N + 2 + α+ p. Alors on a
(4.13) eN (h) = O
(( 1√
n
)N+α)
,
ou` la constante implicite de´pend des moments d’ordre ≤ N + α+ p+ 2 de X.
On peut comparer ce re´sultat au the´ore`me principal de Barbour (cf. [5, page 294]).
Ici on demande moins de re´gularite´ sur la fonction h. Par exemple, dans le cas ou`
la fonction h est de la forme h(x) = 1l{x≤k}, on a h ∈ H0α,0 pour tout α ∈ ]0, 1].
Par conse´quent, si X1, . . . , Xn sont des variables ale´atoires inde´pendantes qui suivent
la meˆme loi ayant un moment d’ordre 2 + α, alors on a e0(h) = O((1/
√
n)α) ou` la
constate implicite de´pend des moments d’ordre ≤ 2+α des Xi. Cela nous permet de
retrouver l’estime´e dans [75, the´ore`me V.3.6].
4.2. Le cas poissonnien
Soit Z une variable ale´atoire a` valeurs dans N. La variable ale´atoire Z suit la loi
de Poisson de parame`tre λ si et seulement si l’ine´galite´ E[Zf(Z)] = λE[f(Z + 1)] est
ve´rifie´e pour toute fonction f : N → R telle que les deux coˆte´s de la formule soient
bien de´finis. L’analogue de l’e´quation de Stein dans le cas poissonnien est
(4.14) xf(x)− λf(x+ 1) = h(x)− Pλ(h),
ou` Pλ(h) de´signe l’espe´rance de h par rapport a` la loi poissonnienne de parame`tre λ.
Si X est une variable ale´atoire a` valeur dans N dont l’espe´rance est λ, alors on a
E[h(X)]− Pλ(h) = E[Xfh(X)]− E[fh(X + 1)],
ou` fh est une solution de l’e´quation (4.14) qui se calcule de fac¸on explicite comme
(4.15) fh(x) =
(x− 1)!
λx
∑
i≥x
λi
i!
(
h(i)− Pλ(h)
)
,
ou` la valeur de fh(0) peut eˆtre choisie arbitrairement.
Pour toute variable ale´atoire X a` valeurs dans N et tout k ∈ N tel que E[|X|k] <
+∞, on note
m
(k)
X := E
[(X
k
)]
.
On de´signe par µ∗X la mesure de probabilite´ sur N telle que
µ∗X(x) = (x+ 1)P(X = x+ 1)/λ,
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appele´e la loi de biais ze´ro de X (cf. Goldstein et Reinert [43]). D’apre`s l’e´quation de
Stein, si X∗ est une variable ale´atoire qui suit la loi µ∗X , alors on a
(4.16) E[h(X)]− Pλ(h) = λE[fh(X∗ + 1)− fh(X + 1)]
D’apre`s la de´finition de la loi de biais ze´ro, si X∗ suit la loi de biais ze´ro de X, alors
on a
λm
(k)
X∗ = (k + 1)m
(k+1)
X .
Dans le cas discret, l’analogue de la formule de Taylor est le de´veloppement de New-
ton :
f(x+ y) =
N∑
j=0
(
y
j
)
∆jf(x) +
∑
0≤j1<...<jN+1<y
∆N+1f(x+ j1),
ou` ∆f(x) = f(x+ 1)− f(x). Soient X et Y deux variables ale´atoires inde´pendantes
a` valeurs dans N et f : N → R telle que ∆kf(X) et ∆kf(X + Y ) soient inte´grables
pour tout k ∈ {0, . . . , N}. On a
E[f(X + Y )] =
N∑
k=0
m
(k)
Y E[∆
kf(X)] + δN (f,X, Y ),
ou`
(4.17) δN (f,X, Y ) = E
[ ∑
0≤j1<...<jN+1<Y
∆N+1f(X + j1)
]
.
Pour tout p ∈ R, soit Hp l’espace des fonctions h : N→ R telles que h(x) = O(xp)
lorsque x → ∞. On peut ve´rifier que, si h ∈ Hp, alors ∆h ∈ Hp, l’e´quation (4.14)
admet une solution fh qui est dans Hp−1.
Soient N ≥ 0 un entier et p ≥ 0. Soient X1, . . . , Xn des variables ale´atoires
inde´pendantes qui admettent des moments d’ordre N + max(p, 1). Pour tout i ∈
{1, . . . , n}, soit λi l’espe´rance de Xi. SoientW la somme des Xi et λW = λ1+ · · ·+λn.
Pour toute fonction h ∈ Hp, on peut e´crire formellement E[h(W )] comme la somme
de deux termes CN (h) et eN (h), ou` C0(h) = PW (h), e0(h) = E[h(W )]−C0(h), et par
re´currence
CN (h) = C0(h) +
n∑
i=1
λi
∑
d≥1
(−1)d−1
∑
J∈Nd∗
|J|≤N
m
(J◦)
Xi
(
mJ
†
X∗i
−mJ†Xi
)
CN−|J|(∆
|J|fh(x+ 1)),
eN (h) =
n∑
i=1
λi
[∑
d≥1
(−1)d−1
∑
J∈Nd∗
|J|≤N
m
(J◦)
Xi
(
m
(J†)
X∗i
−m(J†)Xi eN−|J|(∆|J|fh(x+ 1))
+
N∑
k=0
m
(k)
X∗i
εN−k(∆
kfh(x+ 1),W
(i), Xi) + δN (fh(x+ 1),W
(i), X∗i )
]
,
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ou` pour J ∈ Nd∗, l’expression J† de´signe la dernie`re coordonne´e de J, et J◦ de´signe le
vecteur dans Nd−1∗ forme´ des d− 1 premiers coordonne´es de J.
On peut ve´rifier que
η
(r+1)
i :=
λi
r
∑
d≥1
(−1)d−1
∑
J∈Nd∗
|J|=r
mJ
◦
Xi
(
mJ
†
X∗i
−m(J†)Xi
)
est le coefficient du terme tr dans le de´veloppement de Taylor de lnE
[
(1 + t)Xi
]
.
Pour estimer le terme d’erreur, on conside`re la norme ‖·‖N,p de´finie sur Hp comme
‖h‖N,p := sup
x∈N∗
|∆N+1h(x)|
xp
.
Lemme 4.2.1. — Soient N ∈ N, k ∈ {0, . . . , N} et p ≥ 0. Soient X et Y deux
variables ale´atoires inde´pendantes. On suppose que X admet le moment d’ordre p et
que Y admet le moment d’ordre N − k + p+ 1. Alors, pour toute f ∈ Hp, on a
|δN−k(∆kf(x+ 1), X, Y )| ≤ max(2p−1, 1)‖f‖N,p
(
E[Xp]m
(N−k+1)
Y +m
(N−k+1),p
Y
)
,
ou`
m
(N−k+1),p
Y := E
[(
Y
N − k + 1
)
Y p
]
.
On de´duit du lemme pre´ce´dent que |εN−k(∆kf(x+ 1), X, Y )| est majore´ par
max(2p−1, 1)‖f‖N,p
∑
d≥0,J∈Nd∗
|J|≤N−k
m
(J)
Y
(
E[Xp]m
(N−k−|J|+1)
Y +m
(N−k−|J|+1),p
Y
)
.
Enfin, par la me´thode de re´currence on obtient le re´sultat suivant.
The´ore`me 4.2.2. — Soient N ∈ N, p ≥ 0 et h ∈ Hp. Soient {X1, . . . , Xn} une
famille inde´pendante de variables ale´atoires qui suivent la meˆme loi que X/n, ou` X
est une variable ale´atoire a` valeurs dans N qui admet le moment d’ordre N + p + 2.
Alors on a
eN (h) = O
(( 1
n
)N+1)
,
ou` la constante implicite de´pend des moments d’ordre ≤ N + p+ 2 de X.
La formule de de´veloppement pour l’approximation poissonnienne est obtenue
d’une fac¸on tre`s similaire au cas gaussien. Cependant, dans le cas poissonnien, la
re´gularite´ de la fonction h n’a pas de sens. On se concentre ainsi sur sa croissance
a` l’infini (correspondant au parame`tre p). Cela rend l’estimation du terme d’erreur
moins de´licate que dans le cas gaussien. On peut envisager que la meˆme me´thode
conduira a` des distributions compatibles aux d’autres ope´rateurs fonctionnels et des
formules de de´veloppement plus ge´ne´rales.
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