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EFFICIENT PRESENTATIONS OF RELATIVE CUNTZ-KRIEGER
ALGEBRAS
LISA ORLOFF CLARK AND YOSAFAT E. P. PANGALELA
Abstract. In this article, we present a new method to study relative Cuntz-Krieger
algebras for higher-rank graphs. We only work with edges rather than paths of arbitrary
degrees. We then use this method to simplify the existing results about relative Cuntz-
Krieger algebras. We also give applications to study ideals and quotients of Toeplitz
algebras.
1. Introduction
For a directed graph E, Fowler and Raeburn introduced the Toeplitz algebra TC∗(E)
[1]. The usual graph algebra C∗(E) (or Cuntz-Krieger algebra) is the quotient of TC∗(E)
in which the Cuntz-Krieger relation
pv =
∑
r(e)=v
ses
∗
e
is imposed at every regular vertex v; that is, at every vertex that receives only finitely
many edges. Muhly and Tomforde described the quotients of C∗(E) as relative graph
algebras : for a set V of regular vertices, the relative graph algebra C∗(E;V ) is the quotient
of TC∗(E) in which the Cuntz-Krieger relation is imposed at every v ∈ V [5]. These
relations are independent of each other: if v /∈ V , then pv 6=
∑
e∈vE1 ses
∗
e in C
∗(E;V ).
The higher-rank graphs or k-graphs of Kumjian and Pask [4] are higher-dimensional
analogues of directed graphs, and they also have both a Cuntz-Krieger algebra [4, 8, 9] and
a Toeplitz algebra [7]. Here we consider the class of finitely aligned k-graphs discovered
in [7] and studied in [9]. For such a k-graph Λ, the Cuntz-Krieger algebra C∗(Λ) is the
quotient of the Toeplitz algebra TC∗(Λ) in which the Cuntz-Krieger relation
(1.1)
∏
λ∈E
(tv − tλt
∗
λ) = 0
is imposed at every finite exhaustive set E of every vΛ := r−1(v). However, the relations
(1.1) are not independent of each other: imposing the relations for some exhaustive sets
automatically imposes others. For a collection E of finite exhaustive sets of Λ, Sims
introduced the relative Cuntz-Krieger algebras C∗(Λ; E) to be the quotient of TC∗(Λ) in
which the relation (1.1) is imposed for every E ∈ E . He also identified satiated collections
E of finite exhaustive sets which describe the possible quotients C∗(Λ; E) [10].
Sims’s satiated sets are huge, and his exhaustive sets can include paths of arbitrary
degrees. However, while it has been standard since the beginning of the subject [4] to
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work with Cuntz-Krieger relations of all degrees, we know from [9, Appendix C] that it is
possible to work only with sets of edges, as one does for directed graphs (the 1-graphs),
and that it is then easier to see what is happening. Here we describe and study a family
of efficient collections in which the exhaustive sets contain only a minimal number of
edges. This simplifies the description of the relations being imposed when passing from
the Toeplitz algebra to a relative Cuntz-Krieger algebra.
This paper is organised as follows. In Section 2, we give the definition of higher-rank
graphs and establish our notation. In Section 3, we introduce efficient sets and give
examples. For a directed graph E, every set of regular vertices of E can be viewed as
an efficient set (Example 3.5). Hence relative graph algebras for directed graphs [5] were
defined using efficient sets rather than Sims’s satiated sets.
In Section 4, we introduce E-boundary paths (Definition 4.1). We use these paths to
establish properties of the universal relative Cuntz-Krieger algebras (Proposition 4.5). In
Section 5, we discuss the satiated sets of Sims [10] and show that efficient sets are in
bijective correspondence with satiated sets (Theorem 5.3).
Finally, we discuss applications in Section 6. The first application is a new version of the
gauge-invariant uniqueness theorem for relative Cuntz-Krieger algebras of [10] (Theorem
6.1). The second application is to simplify a complete listing of the gauge-invariant
ideals in a relative Cuntz-Krieger algebra of [12] (Theorem 6.4). The authors of [10]
and [12] use satiated sets to formulate both results. By translating these into efficient
sets, we provide alternative versions, which are considerably more checkable. In the last
application, we investigate the relationship among k-graphs Toeplitz algebras and their
ideals and quotients (Proposition 6.10).
2. Preliminaries
Let k be a positive integer. We regard Nk as an additive semigroup with identity 0. We
write n ∈ Nk as (n1, . . . , nk) and define |n| :=
∑
1≤i≤k ni. We denote the usual basis of N
k
by {ei}. For m,n ∈ Nk, we write m ≤ n to denote mi ≤ ni for 1 ≤ i ≤ k. We also write
m ∨ n for their coordinate-wise maximum and m∧ n for their coordinate-wise minimum.
A higher-rank graph or k-graph is a countable category Λ endowed with a functor d :
Λ→ Nk satisfying the factorisation property : for λ ∈ Λ and m,n ∈ Nk with d(λ) = m+n,
there are unique elements µ, ν ∈ Λ such that λ = µυ, d(µ) = m and d(ν) = n. We then
write λ(0, m) for µ and λ(m,m+ n) for ν.
For n ∈ Nk, we define
Λn := {λ ∈ Λ : d(λ) = n}
and call the elements λ of Λn paths of degree n. For 1 ≤ i ≤ k, a path e ∈ Λei is an edge,
and we write
Λ1 :=
⋃
1≤i≤k
Λei
for the set of all edges. We regard elements of Λ0 as vertices. For v ∈ Λ0, λ ∈ Λ and
E ⊆ Λ, we define
vE := {µ ∈ E : r(µ) = v},
λE := {λµ ∈ Λ : µ ∈ E, r(µ) = s(λ)},
Eλ := {µλ ∈ Λ : µ ∈ E, s(µ) = r(λ)}.
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A k-graph Λ is row-finite if for v ∈ Λ0 and 1 ≤ i ≤ k, the set vΛei is finite. A vertex
v ∈ Λ0 is a source if there exists m ∈ Nk such that vΛm = ∅.
To visualise k-graphs, we use coloured graphs of [2]. For a k-graph Λ, we choose k-
different colours c1, . . . , ck and associate each edge e ∈ Λ
ei to an edge of colour ci. We
call this coloured graph the skeleton of Λ.
Convention. We draw
•v •w
m
in the skeleton of a 2-graph to denote that there are m (1, 0)-edges from w to v and 1
(0, 1)-edge from v to w.
For λ, µ ∈ Λ, we define
MCE(λ, µ) :={τ ∈ Λd(λ)∨d(µ) : τ(0, d(λ)) = λ and τ(0, d(µ)) = µ},
Λmin(λ, µ) := {(λ′, µ′) ∈ Λ× Λ : λλ′ = µµ′ ∈ MCE(λ, µ)}.
We say that Λ is finitely aligned if Λmin(λ, µ) is finite (possibly empty) for all λ, µ ∈ Λ.
For v ∈ Λ0, E ⊆ vΛ is exhaustive if for λ ∈ vΛ, there exists µ ∈ E with Λmin(λ, µ) 6= ∅.
We write FE(Λ) to denote the collection of finite exhaustive sets E ⊆ vΛ\{v}, and
FE(Λ1) := FE(Λ) ∩ Λ1.
For E ∈ FE(Λ), we write r(E) for the vertex v ∈ Λ0 such that E ⊆ vΛ.
A Toeplitz-Cuntz-Krieger Λ-family is a collection {Tλ : λ ∈ Λ} of partial isometries in
a C∗-algebra B satisfying:
(TCK1) {Tv : v ∈ Λ
0} is a collection of mutually orthogonal projections;
(TCK2) TλTµ = Tλµ whenever s(λ) = r(µ); and
(TCK3) T ∗λTµ =
∑
(λ′,µ′)∈Λmin(λ,µ) Tλ′T
∗
µ′ for all λ, µ ∈ Λ.
For E ⊆ FE(Λ), a relative Cuntz-Krieger (Λ; E)-family is a Toeplitz-Cuntz-Krieger
Λ-family {Tλ : λ ∈ Λ} which satisfies the Cuntz-Krieger relations :
(CK)
∏
λ∈E(Tr(E) − TλT
∗
λ ) = 0 for all E ∈ E .
In [7, Section 4], Raeburn and Sims proved that there is a C∗-algebra TC∗(Λ) generated
by a universal Toeplitz-Cuntz-Krieger Λ-family {tλ : λ ∈ Λ}. For E ⊆ FE(Λ), the quotient
C∗(Λ; E) of TC∗(Λ) by the ideal generated by{∏
λ∈E
(tr(E) − tλt
∗
λ) : E ∈ E
}
is generated by a universal relative Cuntz-Krieger (Λ; E)-family {sEλ : λ ∈ Λ}. For a
relative Cuntz-Krieger (Λ; E)-family {Sλ : λ ∈ Λ} in C
∗-algebra B, we write piS for the
homomorphism of C∗(Λ; E) into B such that piS(s
E
λ) = Sλ for λ ∈ Λ.
3. Efficient sets
In this section, we introduce efficient sets and study their properties. Imposing the
Cuntz-Krieger relations on a higher-rank graph has domino effects, which are described
in Proposition 3.1 and Proposition 3.3, and these effects motivate Definition 3.4.
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Proposition 3.1. Let v ∈ Λ0, E ∈ v FE(Λ1) and f ∈ r(E)Λ1\E. Suppose that {Tλ : λ ∈
Λ} is a Toeplitz-Cuntz-Krieger Λ-family such that
∏
e∈E(Tv − TeT
∗
e ) = 0. Define
ExtΛ(f ;E) := {g ∈ s(f)Λ : fg ∈ MCE(f, e) for some e ∈ E}.
Then ExtΛ(f ;E) ∈ s(f) FE(Λ
1) and
∏
g∈ExtΛ(f ;E)
(Ts(f) − TgT
∗
g ) = 0.
Proof. Since E ∈ FE(Λ), [9, Lemma C.5] gives ExtΛ(f ;E) ∈ s(f) FE(Λ). We claim that
ExtΛ(f ;E) ⊆ s(f)Λ
1. To prove the claim, let g ∈ ExtΛ(f ;E). Then there exists an
edge e ∈ E such that fg ∈ MCE(f, e). First we show that d(e) 6= d(f). Suppose for a
contradiction that d(f) = d(e). Since fg ∈ MCE(f, e),
d(f) + d(g) = d(fg) = d(f) ∨ d(e) = d(f).
Hence d(g) = 0 and g = s(f). Because fg ∈ MCE(f, e), f = e ∈ E, which contradicts
f /∈ E. Thus d(f) 6= d(e). Now since |d(f)| = 1 = |d(e)|, d(f) ∨ d(e) = d(f) + d(e). So
d(f) + d(g) = d(fg) = d(f) ∨ d(e) = d(f) + d(e)
and hence d(g) = d(e) and |d(g)| = 1 proving the claim. Thus ExtΛ(f ;E) ∈ s(f) FE(Λ
1).
To show
∏
g∈ExtΛ(f ;E)
(Ts(f) − TgT
∗
g ) = 0, we prove∏
g∈ExtΛ(f ;E)
(Ts(f) − TgT
∗
g ) =
∏
e∈E
(T ∗f (Tv − TeT
∗
e )Tf ) = 0.
First by (TCK3), we have∏
e∈E
(T ∗f (Tv − TeT
∗
e )Tf) =
∏
e∈E
(
Ts(f) −
( ∑
(g,e′),(g′′,e′′)∈Λmin(f,e)
Tg(T
∗
e′Te′′)T
∗
g′′
))
.
For e′ 6= e′′, d(e′) = d(e′′) and by (TCK3), T ∗e′Te′′ = 0. If e
′ = e′′, then T ∗e′Te′ = Ts(e′). So∏
e∈E
(T ∗f (Tv − TeT
∗
e )Tf) =
∏
e∈E
(
Ts(f) −
( ∑
(g,e′)∈Λmin(f,e)
TgT
∗
g
))
=
∏
e∈E
∏
(g,e′)∈Λmin(f,e)
(Ts(f) − TgT
∗
g ) =
∏
g∈ExtΛ(f ;E)
(Ts(f) − TgT
∗
g ).
On the other hand, since {TλT
∗
λ : λ ∈ Λ} is a commuting family [9, Lemma 2.7(i)],∏
e∈E
(T ∗f (Tv − TeT
∗
e )Tf) = T
∗
f
(∏
e∈E
(Tv − TeT
∗
e )
)
(TfT
∗
f )
|E|−1Tf = 0.

Corollary 3.2. Let v ∈ Λ0 and E ∈ v FE(Λ1). For λ ∈ r(E)Λ\EΛ, the set
ExtΛ(λ;E) := {g ∈ s(λ)Λ : λg ∈ MCE(λ, e) for some e ∈ E}
belongs to s(λ) FE(Λ1).
Proof. For w ∈ Λ0, F ⊆ wΛ, λ1 ∈ wΛ and λ2 ∈ s(λ1)Λ, Lemma 4.9 of [10] tells that
ExtΛ(λ1λ2;F ) = ExtΛ(λ2; ExtΛ(λ1;F )).
Hence by induction on |λ|, ExtΛ(λ;E) ∈ FE(Λ
1) follows from Proposition 3.1. 
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Proposition 3.3. Let v ∈ Λ0 and E ∈ v FE(Λ1). Suppose that {Tλ : λ ∈ Λ} is a Toeplitz-
Cuntz-Krieger Λ-family such that
∏
g∈E(Tv − TgT
∗
g ) = 0. Also suppose that e ∈ E and
F ∈ s(e) FE(Λ1) satisfies
∏
f∈F (Ts(e) − TfT
∗
f ) = 0. Then
EF := (E\{e}) ∪ {(ef)(0, d(f)) : f ∈ F}
belongs to v FE(Λ1) and
∏
g∈EF
(Tv − TgT
∗
g ) = 0.
Proof. Since E and F are nonempty and finite, so is EF . To show that EF is exhaustive,
take λ ∈ vΛ. We give a separate argument for Λmin(λ, e) = ∅ and Λmin(λ, e) 6= ∅. First
suppose Λmin(λ, e) = ∅. Because E ∈ v FE(Λ1) and Λmin(λ, e) = ∅, there exists g ∈ E\{e}
with Λmin(λ, g) 6= ∅. By definition of EF , g ∈ EF as needed.
Next suppose Λmin(λ, e) 6= ∅. Take (λ′, e′) ∈ Λmin(λ, e). So λλ′ = ee′. Since F ∈
r(e′) FE(Λ1), there exists f ∈ F with Λmin(e′, f) 6= ∅. Take (e′′, f ′′) ∈ Λmin(e′, f). Then
e′e′′ = ff ′′, λλ′e′′ = ee′e′′ = eff ′′, and Λmin(λ, ef) 6= ∅. Let g := (ef)(0, d(f)). Then
g ∈ EF and Λ
min(λ, g) 6= ∅. So EF is exhaustive and EF ∈ FE(Λ
1).
Since
∏
f∈F (Ts(e) − TfT
∗
f ) = 0, we have Tv − TeT
∗
e =
∏
f∈F (Tv − TefT
∗
ef) by [9, Lemma
C.7]. Hence ∏
g∈E\{e}
(Tv − TgT
∗
g )
∏
f∈F
(Tv − TefT
∗
ef ) =
∏
g∈E
(Tv − TgT
∗
g ) = 0.
On the other hand, for f ∈ F , TefT
∗
ef = (TefT
∗
ef)(T(ef)(0,d(f))T
∗
(ef)(0,d(f))). So by (TCK3),∏
g∈EF
(Tv − TgT
∗
g ) =
∏
g∈E\{e}
(Tv − TgT
∗
g )
∏
f∈F
((Tv − TefT
∗
ef)(Tv − T(ef)(0,d(f))T
∗
(ef)(0,d(f)))) = 0.

Definition 3.4. We call a subset E of FE(Λ1) efficient if the following three conditions
are satisfied:
(E1) if E, F ∈ E and E ⊆ F , then E = F ;
(E2) if E ∈ E and f ∈ r(E)Λ1\E, then there exists F ∈ E such that F ⊆ ExtΛ(f ;E);
and
(E3) if E ∈ E , e ∈ E, and F ∈ s(e)E , then there exists G ∈ E with
G ⊆ (E\{e}) ∪ {(ef)(0, d(f)) : f ∈ F}.
Example 3.5. Suppose that Λ is a 1-graph. Let V ⊆ Λ0 be a nonempty subset of regular
vertices; that is, 0 < |vΛ1| < ∞ for v ∈ V . Then the set E := {vΛ1 : v ∈ V } is
efficient: Properties (E1) and (E2) are trivially true. To show (E3), let E ∈ E , e ∈ E and
F ∈ s(e)E . (Since s(e) is a regular vertex, s(e)E is nonempty.) Then
(E\{e}) ∪ {(ef)(0, d(f)) : f ∈ F} = (E\{e}) ∪ {e} = E.
Choose G := E and (E3) follows. So one can translate the results about subsets of regular
vertices of [5] into results about efficient sets.
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Example 3.6. Suppose that Λ is a 2-graph with the following skeleton:
•v
m
n
We show {vΛe1} is efficient. Condition (E1) is trivial. Notice that for any g ∈ vΛe2, we
have ExtΛ(g; vΛ
e1) = vΛe1 so (E2) holds. For (E3), let e ∈ vΛe1. Then
(vΛe1\{e}) ∪ {(ef)(0, d(f)) : f ∈ vΛe1} = (vΛe1\{e}) ∪ {e} = vΛe1
since all edges of vΛe1 have the same degree. A similar argument shows {vΛe2} and
{vΛe1 ∪ vΛe2} are also efficient.
Remark 3.7. For a row-finite k-graph Λ with no sources and a nonempty subset K of
{1, . . . , k},
EK :=
{ ⋃
i∈K
vΛei : v ∈ Λ0
}
and Ei := {vΛ
ei : v ∈ Λ0} for 1 ≤ i ≤ k
are all efficient. So, for example, the sets {vΛe1 : v ∈ Λ0}, {vΛe2 : v ∈ Λ0} and {vΛe1 ∪
vΛe2 : v ∈ Λ0} are always efficient. However the set {vΛe1, vΛe2 : v ∈ Λ0} might not be.
Consider the 2-graph Λ with skeleton
•
v
•
• •
•
••
e
...
...
g . . .
. . .
Then
(vΛe1\{e}) ∪ {(ef)(0, d(f)) : f ∈ xΛe2} = (vΛe1\{e}) ∪ {g}
contains neither vΛe1 nor vΛe2, so (E3) fails.
Now we study properties of efficient sets.
Definition 3.8. Let E ⊆ FE(Λ1). Then
min(E) := {E ∈ E : F ⊆ E and F ∈ E imply F = E},
and the edge satiation of E is
Ê := {E ∈ FE(Λ1) : there exists F ∈ E with F ⊆ E}.
Remark 3.9. Using the edge satiation, we provide an alternate characterisation of efficient.
A subset E of FE(Λ1) is efficient if it satisfies (E1) and
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(E2′) if E ∈ E and f ∈ r(E)Λ1\E, then ExtΛ(f ;E) ∈ Ê ;
(E3′) if E ∈ E , e ∈ E, and F ∈ s(e)E , then (E\{e}) ∪ {(ef)(0, d(f)) : f ∈ F} ∈ Ê .
Lemma 3.10. Suppose that E ⊆ FE(Λ1) is efficient. Then E = min(Ê).
Proof. To show E ⊆ min(Ê), take E ∈ E . Then E ∈ Ê . To show E ∈ min(Ê), take F ∈ Ê
such that F ⊆ E. Since F ∈ Ê , there exists F ′ ∈ E such that F ′ ⊆ F . So F ′ ⊆ F ⊆ E
and by (E1), F ′ = E and E = F . Therefore E ∈ min(Ê) and E ⊆ min(Ê).
To show min(Ê) ⊆ E , take E ∈ min(Ê). Then E ∈ Ê and there exists F ∈ E with
F ⊆ E. So F ∈ Ê . Since F ⊆ E and E ∈ min(Ê), F = E and E ∈ E . So min(Ê) ⊆ E . 
The next Proposition shows that the edge satiation gives the same relative Cuntz-
Krieger algebra.
Proposition 3.11. Let Λ be a finitely aligned k-graph. Suppose that E ⊆ FE(Λ1). Then
C∗(Λ; E) = C∗(Λ; Ê).
Proof. Since E ⊆ Ê , a relative Cuntz-Krieger (Λ; Ê)-family is a relative Cuntz-Krieger
(Λ; E)-family. Now suppose that {Sλ : λ ∈ Λ} is a relative Cuntz-Krieger (Λ; E)-family.
For E ∈ Ê , there exists F ∈ E with F ⊆ E, so
∏
e∈F (Sr(E) − SeS
∗
e ) = 0 and∏
e∈E
(Sr(E) − SeS
∗
e ) =
∏
e∈F
(Sr(E) − SeS
∗
e )
∏
e∈E\F
(Sr(E) − SeS
∗
e ) = 0.
Thus {Sλ : λ ∈ Λ} is also a relative Cuntz-Krieger (Λ; Ê)-family. The universal property
of C∗(Λ; E) and C∗(Λ; Ê) implies the two algebras coincide. 
4. E-boundary paths
In this section, we discuss E-boundary paths and investigate properties of relative
Cuntz-Krieger algebras (Proposition 4.5). For k ∈ N and m ∈ (N∪{∞})k, Ωk,m is
the k-graph which has vertices {n ∈ Nk : n ≤ m}, morphisms {(n1, n2) : n1, n2 ∈
Nk, n1 ≤ n2 ≤ m}, degree map d((n1, n2)) = n2 − n1 and range and source maps
r((n1, n2)) = n1, s((n1, n2)) = n2 (see [8, Section 2]).
Definition 4.1. Suppose that Λ is a finitely aligned k-graph and that E ⊆ FE(Λ1) is
efficient. A path x : Ωk,m → Λ is an E-boundary path of Λ if for n ∈ Nk such that n ≤ m,
and E ∈ x(n)E , there exists e ∈ E such that x(n, n+ d(e)) = e. We denote the collection
of all E-boundary paths of Λ by ∂(Λ; E). We write d(x) for m and r(x) for x(0).
The next two lemmas use similar arguments to Lemma 4.4 and Lemma 4.7 of [10] (so
we omit the proofs).
Lemma 4.2. Let Λ be a finitely aligned k-graph and E ⊆ FE(Λ1) be efficient. Suppose
that x ∈ ∂(Λ; E).
(a) If n ∈ Nk with n ≤ d(x), then x(n, d(x)) ∈ ∂(Λ; E).
(b) If λ ∈ Λr(x), then λx ∈ ∂(Λ; E).
Lemma 4.3. Let Λ be a finitely aligned k-graph, E be efficient and v ∈ Λ0. Then
v∂(Λ; E) 6= ∅ and for E ∈ v FE(Λ1)\Ê, v∂(Λ; E)\E∂(Λ; E) 6= ∅.
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Now we give a concrete example of a relative Cuntz-Krieger (Λ; E)-family. We use
this family to prove Proposition 4.5, which establishes properties of the universal relative
Cuntz-Krieger (Λ; E)-family.
Example 4.4. For a finitely aligned k-graph Λ and an efficient set E ⊆FE(Λ1), we define
a partial isometries {SEλ : λ ∈ Λ} ⊆ B(l
2(∂(Λ; E))) by
SEλ (ex) :=
{
eλx if s(λ) = r(x),
0 otherwise.
Then an argument similar to the proof of [10, Lemma 4.6] shows {SEλ : λ ∈ Λ} is a relative
Cuntz-Krieger (Λ; E)-family. We call this family the E-boundary path representation of
C∗(Λ; E).
Proposition 4.5. Let Λ be a finitely aligned k-graph and E ⊆ FE(Λ1) be efficient. Suppose
that {sEλ : λ ∈ Λ} is the universal relative Cuntz-Krieger (Λ; E)-family.
(1) For v ∈ Λ0, sEv 6= 0.
(2) For v ∈ Λ0 and E ⊆ vΛ1, E ∈ Ê if and only if
∏
e∈E(s
E
v − s
E
e s
E∗
e ) = 0.
Proof. We use {SEλ : λ ∈ Λ} the E-boundary path representation of C
∗(Λ; E). For (1)
take v ∈ Λ0 and x ∈ v∂(Λ; E). Then SEv (ex) = ex 6= 0. Therefore S
E
v is nonzero and the
universal property of C∗(Λ; E) shows that sEv is nonzero.
For (2), take v ∈ Λ0 and E ⊆ vΛ1. Suppose E /∈ Ê . We give separate arguments for
E /∈ FE(Λ1) and E ∈ FE(Λ1)\Ê . First suppose E /∈ FE(Λ1). Then there exists g ∈ vΛ1
with ExtΛ(g;E) = ∅. For e ∈ E, we have Λ
min(g, e) = ∅ and sE∗g s
E
e = 0. On the other
hand, by part (1), sE∗g s
E
g = s
E
s(g) 6= 0 and s
E
g 6= 0. Since s
E
gs
E∗
g s
E
g = s
E
g is nonzero, s
E
gs
E∗
g 6= 0.
Thus
sEgs
E∗
g
∏
e∈E
(sEv − s
E
e s
E∗
e ) = s
E
gs
E∗
g 6= 0
and hence
∏
e∈E(s
E
v − s
E
e s
E∗
e ) is nonzero.
Next suppose E ∈ FE(Λ1)\Ê . By Lemma 4.3, there exists x ∈ v∂(Λ; E)\E∂(Λ; E). For
e ∈ E, (SEv − S
E
e S
E∗
e )(ex) = S
E
v (ex) = ex and∏
e∈E
(SEv − S
E
e S
E∗
e )(ex) = ex 6= 0.
So
∏
e∈E(S
E
v − S
E
e S
E∗
e ) 6= 0 and then
∏
e∈E(s
E
v − s
E
e s
E∗
e ) 6= 0.
For the reverse implication suppose E ∈ Ê . Then there exists F ∈ E with F ⊆ E. So∏
f∈F (s
E
v − s
E
fs
E∗
f ) = 0 and since F ⊆ E,
∏
e∈E(s
E
v − s
E
e s
E∗
e ) = 0. 
5. Relationship between efficient and satiated sets
Now we discuss satiated set and show that for a finitely aligned k-graph, there exists a
bijection between its efficient sets and its satiated sets (Theorem 5.3). As in [10, Definition
4.1], a subset F ⊆ FE(Λ) is satiated if it satisfies
(S1) if E ∈ F and F ∈ FE(Λ) with E ⊆ F , then F ∈ F ;
(S2) if E ∈ F and λ ∈ r(E)Λ\EΛ, then ExtΛ(λ;E) ∈ F ;
(S3) if E ∈ F and 0 < nλ ≤ d(λ) for λ ∈ E, then {λ(0, nλ) : λ ∈ E} ∈ F ;
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(S4) if E ∈ F , E ′ ⊆ E and for each λ ∈ E ′, E ′λ ∈ s(λ)F , then(
(E\E ′) ∪
( ⋃
λ∈E′
λE ′λ
))
∈ F .
For F ⊆ FE(Λ), Sims writes F for the smallest satiated subset of FE(Λ) which contains
F , and call it the satiation of F [10, Section 5]. He also shows how to construct the
satiation of F .
Remark 5.1. Suppose F ⊆ FE(Λ). Sims defines maps Σ1 to Σ4 [10, Definition 5.2] and
shows that the iterated application of these maps produces F [10, Proposition 5.5]. The
set
Σ1(F) := {F ∈ FE(Λ) : there exists G ∈ F with G ⊆ F}
is contained in F . So we get the following result: Suppose that E ⊆ FE(Λ1). Then the
set Ê is contained in Σ1(E) and Ê ⊆ E . So E ⊆ Ê ⊆ E and E ⊆ Ê ⊆ E = E giving
Ê = E .
Remark 5.2. Corollary 5.6 of [10] shows that C∗(Λ; E) = C∗(Λ; E). So by Proposition
3.11, C∗(Λ; E), C∗(Λ; Ê) and C∗(Λ; E) all coincide.
Now we state the main result of this section.
Theorem 5.3. For a finitely aligned k-graph Λ, the map E 7→ E is a bijection between
efficient sets of Λ and satiated sets of Λ, with inverse given by F 7→ min(F ∩ FE(Λ1)).
The rest of this section is devoted to proving Theorem 5.3. First we establish some
preliminary results (Proposition 5.4 and Proposition 5.11). Proposition 5.4 describes the
relationship between an efficient set with its satiation. On the other hand, given a satiated
set, we construct an efficient set in Proposition 5.11.
Proposition 5.4. Suppose that Λ is a finitely aligned k-graph and that E ⊆ FE(Λ1) is
efficient. Then Ê = E ∩ FE(Λ1).
Proof. To show Ê ⊆ (E ∩FE(Λ1)), take E ∈ Ê . It is clear that E ∈ FE(Λ1). On the other
hand, by Remark 5.1, Ê ⊆ E and E ∈ E . So Ê ⊆ (E ∩ FE(Λ1)).
For (E ∩ FE(Λ1)) ⊆ Ê , take E ∈ (E ∩ FE(Λ1)). Let {sEλ : λ ∈ Λ} be the universal
relative Cuntz-Krieger (Λ; E)-family. So
∏
e∈E(s
E
r(E) − s
E
e s
E∗
e ) = 0 since E ∈ E and [10,
Corollary 4.9]. Since E ∈ FE(Λ1), Proposition 4.5(2) implies E ∈ Ê . 
Before stating Proposition 5.11, we establish some results that we use in the proof.
Lemma 5.5. Let Λ be a finitely aligned k-graph. Suppose that λ ∈ Λ, that m ∈ Nk,
and that E ⊆ r(λ)Λm. If ExtΛ(λ;E) 6= ∅, then there exists a unique n ∈ Nk such that
ExtΛ(λ;E) ⊆ s(λ)Λ
n and |n| ≤ |m|.
Proof. Take ν1, ν2 ∈ ExtΛ(λ;E). We show d(ν1) = d(ν2). So there exist µ1, µ2 ∈ E with
ν1 ∈ ExtΛ(λ; {µ1}) and ν2 ∈ ExtΛ(λ; {µ2}). Since E ⊆ r(λ)Λ
m, then d(µ1) = d(µ2) and
d(λ) + d(ν1) = d(λν1) = d(λ) ∨ d(µ1) = d(λ) ∨ d(µ2) = d(λν2) = d(λ) + d(ν2).
So d(ν1) = d(ν2). Then there exists a unique n ∈ Nk such that ExtΛ(λ;E) ⊆ s(λ)Λn.
10 LISA ORLOFF CLARK AND YOSAFAT E. P. PANGALELA
To show |n| ≤ |m|, take ν ∈ ExtΛ(λ;E). There exists µ ∈ E ⊆ r(λ)Λ
m with ν ∈
ExtΛ(λ; {µ}). Then d(µ) = m and
|d(λ)|+ |n| = |d(λ) + d(ν)| = |d(λ) ∨ d(µ)| ≤ |d(λ)|+ |d(µ)| = |d(λ)|+ |m| .
Thus |n| ≤ |m|. 
Corollary 5.6. For E ⊆ Λ, we define
L(E) := max
µ∈E
|d(µ)|
(L(E) := 0 if E = ∅). Then for v ∈ Λ0, λ ∈ vΛ and E ⊆ vΛ, L(ExtΛ(λ;E)) ≤ L(E).
Proof. If ExtΛ(λ;E) = ∅, then we are done. Suppose ExtΛ(λ;E) 6= ∅. Take µ ∈
ExtΛ(λ;E) with |d(µ)| = L(ExtΛ(λ;E)). So there exists γ ∈ E such that µ ∈ ExtΛ(λ; {γ}).
By Lemma 5.5, |d(µ)| ≤ |d(γ)| ≤ L(E). Therefore L(ExtΛ(λ;E)) ≤ L(E). 
Lemma 5.7. Suppose that Λ is a finitely aligned k-graph and that F is a satiated set.
Then F ⊆ (F ∩ FE(Λ1)).
Proof. For E ⊆ Λ and l ∈ N, we define
N(E; l) :=
∣∣{m ∈ Nk : |m| = l and there exists µ ∈ E with d(µ) = m}∣∣ .
With a slight abuse of notation, N(E) := N(E;L(E)). To prove the lemma, we show
that for E ∈ FE(Λ),
(5.1) E ∈ F implies E ∈ (F ∩ FE(Λ1)).
We use nested induction arguments on pairs in (L(E), N(E)). Our strategy is as follows:
We start out by proving that (5.1) is true for (L(E), N(E)) = (l, j) for j ∈ N by induction
on l. So step 1 is to show that (5.1) is true for (L(E), N(E)) = (1, j). Then for the
inductive step, we assume that l ≥ 2 and (5.1) is true for (L(E), N(E)) = (l − x, j)
for all j and 1 ≤ x ≤ l − 1. We prove that (5.1) is true for (L(E), N(E)) = (l, j) by
induction on l. Thus in step 2 we show (5.1) is true for (L(E), N(E)) = (l, 1) (using the
inductive hypothesis for l). Then we assume (5.1) is true for (L(E), N(E)) = (l, j − y)
with 1 ≤ y ≤ j− 1. Finally, step 3 is to show that, with these assumptions in place, (5.1)
holds for (L(E), N(E)) = (l, j).
Step 1: If E ∈ F with L(E) = 1, then E ∈ FE(Λ1) and E ∈ (F ∩ FE(Λ1)). So
E ∈ (F ∩ FE(Λ1)), as required.
Since the argument for Step 2 and Step 3 is similar, to save from repeating things we
take E ∈ F with (L(E), N(E)) = (l, j) where either j = 1 (Step 2) or j ≥ 2 (Step 3). To
show E ∈ (F ∩ FE(Λ1)), we prove that E can be constructed by applying processes in
(S1-4) to certain elements of (F ∩ FE(Λ1)).
Since (L(E), N(E)) = (l, j), there exist m1, . . . , mj ∈ Nk such that for 1 ≤ i ≤ j, we
have |mi| = l and there exists λi ∈ E with d(λi) = mi. Define
Emi := {λ ∈ E : d(λ) = mi} for 1 ≤ i ≤ j,
E ′ := {λ ∈ Em1 : there exists νλ ∈ E with νλ 6= λ and νλν
′
λ = λ},
E ′′ := Em1\E
′.
For λ ∈ E ′′, we choose iλ with d(λ) ≥ eiλ and define λ
′ := λ(0, d(λ)− eiλ). Since l ≥ 2,
then λ′ /∈ Λ0. Now we establish the following claims:
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Claim 5.8. E\E ′ ∈ F .
Proof of Claim 5.8. For λ ∈ E ′, we get λ ∈ Em1 ⊆ r(λ)Λ
m1 , νλ /∈ E
′ and νλ ∈ E\E
′. So
E\E ′ = E\E ′ ∪ {νλ : λ ∈ E
′} = {λ : λ ∈ E\E ′} ∪ {λ(0, d(νλ)) : λ ∈ E
′}.
Since E ∈ F and F is satiated, then by (S3), E\E ′ ∈ F .  Claim 5.8
Claim 5.9. For λ ∈ E ′′, we have λ′ /∈ EΛ and ExtΛ(λ
′; E\E ′) ∈ (F ∩ FE(Λ1)).
Proof of Claim 5.9. Take λ ∈ E ′′. Since λ ∈ E ′′ = Em1\E
′, then λ /∈ EΛ\E. Suppose for
contradiction that λ′ ∈ EΛ. Write λ′ := eµ with e ∈ E and µ ∈ Λ. Then
λ = λ′ [λ(d(λ)− eiλ , d(λ))] = eµ [λ(d(λ)− eiλ , d(λ))]
and λ ∈ EΛ\E, which contradicts λ /∈ EΛ\E. Thus λ′ /∈ EΛ.
Since λ′ /∈ EΛ, we have λ′ /∈ (E\E ′)Λ and λ′ ∈ r(E\E ′)Λ\(E\E ′)Λ. Since E\E ′ ∈ F
(Claim 5.8), by (S2), ExtΛ(λ
′;E\E ′) ∈ F . To show ExtΛ(λ
′;E\E ′) ∈ (F ∩ FE(Λ1)), we
now give separate arguments for j = 1 (step 2) and j ≥ 1 (step 3).
(Step 2) Suppose j = 1. Then for ν ∈ E\Em1 , we have |d(ν)| ≤ l− 1 and by Corollary 5.6,
L(ExtΛ(λ
′; {ν})) ≤ l − 1. Since (E\E ′)\Em1 = E\Em1 , this implies
L(ExtΛ(λ
′; (E\E ′)\Em)) ≤ l − 1.
For µ ∈ Em1 ⊆ r(E)Λ
m1, we have d(λ′) = m1−eiλ = d(µ)−eiλ, so (d(λ
′)∨d(µ))−
d(λ′) = eiλ and L(ExtΛ(λ
′; {µ})) ≤ 1. Then L(ExtΛ(λ
′;Em)) ≤ 1 and
L(ExtΛ(λ
′;E\E ′)) = max{L(ExtΛ(λ
′; (E\E ′)\Em))), L(ExtΛ(λ
′;Em))} ≤ l − 1.
Since ExtΛ(λ
′;E\E ′) ∈ F and L(ExtΛ(λ
′;E\E ′)) ≤ l − 1, by the inductive hy-
pothesis for l, we have ExtΛ(λ
′;E\E ′) ∈ (F ∩ FE(Λ1)), as required.
(Step 3) Since we have now verified both bases cases, we have both l ≥ 2 and j ≥ 2.
Take 2 ≤ i ≤ j. For ν ∈ Emi , we have |d(ν)| = |mi| = l and by Corollary 5.6,
L(ExtΛ(λ
′; {ν})) ≤ |d(ν)| = l. So L(ExtΛ(λ
′;Emi)) ≤ l. If ExtΛ(λ
′;Emi) = ∅,
then N(ExtΛ(λ
′;Emi); l) = 0, otherwise, since Emi ⊆ s(λ)Λ
mi, by Lemma 5.5,
there exists a unique n ∈ Nk with |n| ≤ |mi| = l such that ExtΛ(λ;Emi) ⊆ s(λ)Λ
n.
Hence in either case, N(ExtΛ(λ
′;Emi); l) ≤ 1. Therefore
(5.2) L(ExtΛ(λ
′;
⋃
2≤i≤j
Emi)) ≤ l and N(ExtΛ(λ
′;
⋃
2≤i≤j
Emi); l) ≤
∑
2≤i≤j
1 = j − 1.
On the other hand, for µ ∈ Em1 ⊆ r(E)Λ
m1 , we have d(λ′) = m1−eiλ = d(µ)−eiλ,
so (d(λ′) ∨ d(µ))− d(λ′) = eiλ and L(ExtΛ(λ
′; {µ})) ≤ 1. Thus
(5.3) L(ExtΛ(λ
′;Em1)) ≤ 1 and N(ExtΛ(λ
′;Em1); l) = 0
since l ≥ 2. Now note that for ν ∈ (E\E ′)\
⋃
1≤i≤j Emi , we have |d(ν)| ≤ l − 1
and by Corollary 5.6, L(ExtΛ(λ
′; {ν}) ≤ l − 1. Hence
(5.4) L(ExtΛ(λ
′; (E\E ′)\
⋃
1≤i≤j
Emi)) ≤ l − 1 and N(ExtΛ(λ
′; (E\E ′)\
⋃
1≤i≤j
Emi); l) = 0.
Therefore by (5.2), (5.3), and (5.4), we get
L(ExtΛ(λ
′;E\E ′)) = max{
L(ExtΛ(λ
′;
⋃
2≤i≤j+1Emi)), L(ExtΛ(λ
′;Em1)),
L(ExtΛ(λ
′; (E\E ′)\
⋃
1≤i≤j+1Emi))
}
≤ max{l, 1, l − 1} = l,
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N(ExtΛ(λ
′;E\E ′); l) = N(ExtΛ(λ
′;
⋃
2≤i≤j+1
Emi); l) +N(ExtΛ(λ
′;Em1); l)
+N(ExtΛ(λ
′; (E\E ′)\
⋃
1≤i≤j+1
Emi); l)
≤ (j − 1) + 0 + 0 = j − 1.
Hence L(ExtΛ(λ
′;E\E ′)) is either equal to l with N(ExtΛ(λ
′;E\E ′); l) ≤ j−1; or
strictly less than l. In either case, by the inductive hypotheses, ExtΛ(λ
′;E\E ′) ∈
(F ∩ FE(Λ1)) since ExtΛ(λ
′;E\E ′) ∈ F .
Therefore, for λ ∈ E ′′, we have ExtΛ(λ
′;E\E ′) ∈ (F ∩ FE(Λ1)).  Claim 5.9
Claim 5.10. G := ((E\E ′)\E ′′ ∪
⋃
λ∈E′′{λ
′}) ∈ (F ∩ FE(Λ1)).
Proof of Claim 5.10. Note that E\E ′ ∈ F (Claim 5.8). Then by (S3),
G = {λ : λ ∈ (E\E ′)\E ′′} ∪ {λ(0, d(λ)− eiλ) : λ ∈ E
′′} ∈ F .
If j = 1, then Em1 contains all paths in E with absolute length l and L(G) ≤ l − 1. If
j ≥ 2, then Em1 contains E∩Λ
m1 with |m1| = l, so L(G) = l and N(G) = j−1. In either
case, by the inductive hypothesis, G ∈ (F ∩ FE(Λ1)).  Claim 5.10
Now we show E ∈ (F ∩ FE(Λ1)). For every λ ∈ E ′′, we have λ′ /∈ E (Claim 5.9)
and then (E\E ′)\E ′′ = (G\
⋃
λ∈E′′ λ
′). Because G ∈ (F ∩ FE(Λ1)) (Claim 5.10) and for
λ ∈ E ′′, ExtΛ(λ
′;E\E ′) ∈ (F ∩ FE(Λ1)) (Claim 5.9), by (S4),
F := (E\E ′)\E ′′ ∪
⋃
λ∈E′′
λ′ExtΛ(λ
′;E\E ′))(5.5)
= ((G\
⋃
λ∈E′′
λ′) ∪
⋃
λ∈E′′
λ′ ExtΛ(λ
′;E\E ′)) ∈ (F ∩ FE(Λ1)).
On the other hand, for ν ∈
⋃
λ∈E′m1
λ′ ExtΛ(λ
′;E\E ′), there exists nν ∈ Nk such that
ν(0, d(nν)) ∈ E\E
′. For ν ∈ (E\E ′)\E ′′, set nν := d(ν). By (S3), (5.5) implies
{ν(0, nν) : ν ∈ F} ∈ (F ∩ FE(Λ1)).
Note that {ν(0, nν) : ν ∈ F} ⊆ E\E
′ ⊆ E and by (S1), E ∈ (F ∩ FE(Λ1)). So (5.1) is
true for (L(E), N(E)) = (l, j). 
Proposition 5.11. Suppose that Λ is a finitely aligned k-graph and that F is a satiated
set. Then min(F ∩ FE(Λ1)) is efficient and min(F ∩ FE(Λ1)) = F .
Proof. We show that min(F ∩ FE(Λ1)) is efficient. To show (E1), take E, F ∈ min(F ∩
FE(Λ1)) with E ⊆ F . By definition of min(F ∩ FE(Λ1)), we have E = F and (E1)
holds. For (E2), take E ∈ min(F ∩ FE(Λ1)) and g ∈ r(E)Λ1\E. Since E ∈ FE(Λ1),
by Corollary 3.2, ExtΛ(g;E) ∈ FE(Λ
1). Since E ∈ F , by (S2), ExtΛ(g;E) ∈ F . Then
ExtΛ(g;E) ∈ (F ∩ FE(Λ
1)) and there exists F ∈ min(F ∩ FE(Λ1)) with F ⊆ ExtΛ(g;E).
So (E2) also holds. To show (E3), take E, F ∈ min(F ∩ FE(Λ1)) and g ∈ Er(F ). Define
EF := (E\{g}) ∪ {(gf)(0, d(f)) : f ∈ F}.
Since E, F ∈ F , by (S4), EF ∈ F and EF ∈ FE(Λ). Then EF ∈ FE(Λ
1) since EF ⊆
r(EF )Λ
1. So EF ∈ (F ∩ FE(Λ
1)) and there exists G ∈ min(F ∩ FE(Λ1)) with G ⊆ EF .
Therefore (E3) holds and min(F ∩ FE(Λ1)) is efficient.
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Now we show min(F ∩ FE(Λ1)) = F . Since both min(F ∩ FE(Λ1)) and F ∩ FE(Λ1)
have the same edge satiation, then by Remark 5.1, min(F ∩ FE(Λ1)) = (F ∩ FE(Λ1)). So
it suffices to show (F ∩ FE(Λ1)) = F . Note that (F ∩ FE(Λ1)) ⊆ F . So (F ∩ FE(Λ1)) ⊆
F = F since F is satiated. The other inclusion follows from Lemma 5.7. 
We are finally ready to prove Theorem 5.3.
Proof of Theorem 5.3. To show injectivity, take efficient sets E1 and E2 with E1 = E2. By
Proposition 5.4, Ê1 = E1 ∩ FE(Λ
1) = E2 ∩ FE(Λ
1) = Ê2. By Lemma 3.10, E1 = E2. For
surjectivity, take a satiated set F . By Proposition 5.11, min(F ∩ FE(Λ1)) is efficient and
F = min(F ∩ FE(Λ1)), as required. 
A direct consequence of Theorem 5.3 is:
Corollary 5.12. The map θ : F 7→ F ∩ FE(Λ1) is a bijective map between satiated sets
and edge satiations of efficient sets. Furthermore θ preserves containment in the sense
that F1  F2 implies (F1 ∩ FE(Λ1))  (F2 ∩ FE(Λ1)).
Proof. The bijectivity of θ follows Lemma 3.10 and Theorem 5.3. Take satiated sets F1,F2
⊆ FE(Λ) such that F1  F2. We trivially have (F1 ∩FE(Λ1)) ⊆ (F2 ∩ FE(Λ1)). Suppose
for contradiction that (F1 ∩ FE(Λ
1)) = (F2 ∩ FE(Λ
1)). Then
F1 = θ
−1(F1 ∩ FE(Λ
1)) = θ−1(F2 ∩ FE(Λ
1)) = F2,
which contradicts F1 6= F2. The conclusion follows. 
6. Applications
6.1. The gauge-invariant uniqueness theorem for relative Cuntz-Krieger alge-
bras. In [10], Sims introduced two uniqueness theorems for relative Cuntz-Krieger alge-
bras, namely the gauge-invariant uniqueness theorem [10, Theorem 6.1] and the Cuntz-
Krieger uniqueness theorem [10, Theorem 6.3]. In this subsection, we show how our
Theorem 5.3 simplifies the hypothesis of [10, Theorem 6.1] as follows:
Theorem 6.1 (The gauge-invariant uniqueness theorem). Let Λ be a finitely aligned
k-graph such that E ⊆ FE(Λ1) is efficient. Suppose that {Sλ : λ ∈ Λ} is a relative
Cuntz-Krieger (Λ; E)-family in a C∗-algebra B which satisfies:
(G1) Sv 6= 0 for all v ∈ Λ
0;
(G2)
∏
e∈E(Sr(E) − SeS
∗
e ) 6= 0 for all E ∈ FE(Λ
1)\Ê; and
(G3) there exists an action θ : Tk → Aut(B) with θz(Sλ) = zd(λ)Sλ for z ∈ Tk,λ ∈ Λ.
The homomorphism piS obtained from the universal property of C
∗(Λ; E), is injective.
The only difference between our Theorem 6.1 and Sims’s gauge-invariant uniqueness
theorem [10, Theorem 6.1] is (G2), which in [10], (G2) is replaced by the following condi-
tion:
(6.1)
∏
λ∈E
(Sr(E) − SλS
∗
λ) 6= 0 for all E ∈ FE(Λ)\E.
Hence in order to show the two uniqueness theorem are identical, it suffices to show that
(G2) is equivalent to (6.1).
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Lemma 6.2. Suppose that {Sλ : λ ∈ Λ} is a relative Cuntz-Krieger (Λ; E)-family in a
C∗-algebra B. Then the following two conditions are equivalent:
(a)
∏
λ∈E(Sr(E) − SλS
∗
λ) 6= 0 for all E ∈ FE(Λ)\ E.
(b)
∏
e∈E(Sr(E) − SeS
∗
e ) 6= 0 for all E ∈ FE(Λ
1)\Ê.
Proof. To show (a)⇒(b), it suffices to show FE(Λ1)\Ê ⊆ FE(Λ)\E . Take E ∈ FE(Λ1)\Ê .
Then E ∈ FE(Λ). Since Ê = E ∩ FE(Λ1) (Proposition 5.4), then E /∈ Ê implies E /∈ E .
Therefore E ∈ FE(Λ)\ E and FE(Λ1)\Ê ⊆ FE(Λ)\E .
For (b)⇒(a), suppose for contradiction that there exists E ∈ FE(Λ)\E such that∏
e∈E(Sr(E) − SeS
∗
e ) = 0. Consider the set E1 := E ∪ E . Since {Sλ : λ ∈ Λ} is
a relative Cuntz-Krieger (Λ; E)-family and
∏
e∈E(Sr(E) − SeS
∗
e ) = 0, then for F ∈ E1,∏
f∈F (Sr(F ) − SfS
∗
f ) = 0. Following the argument of [10, Corollary 5.6], this implies
(6.2)
∏
f∈F
(Sr(F ) − SfS
∗
f ) = 0 for F ∈ E1.
Since E ∈ FE(Λ)\E and E1 = E ∪ E , we have E  E1. So E  E1 since E1 ⊆ E1.
By Proposition 5.4 and Corollary 5.12, Ê = (E ∩ FE(Λ1))  (E1 ∩ FE(Λ1)). Take F ∈
E1 ∩ FE(Λ
1) with F /∈ Ê . Since F ∈ E1, by (6.2),
∏
f∈F (Sr(F ) − SfS
∗
f ) = 0, which
contradicts Condition (b) since F ∈ FE(Λ1)\Ê . The conclusion follows. 
An advantage of our version of the theorem is that our condition (G2) is more checkable;
there are fewer sets to consider.
6.2. Gauge-invariant ideals in a relative Cuntz-Krieger algebra. Another applica-
tion of Theorem 5.3 is to give a complete listing of the gauge-invariant ideals in a relative
Cuntz-Krieger algebra (Theorem 6.4). This is a simplification of Theorem 4.6 of [12] (see
Remark 6.7). First we give some preliminary notation and results.
Suppose that Λ is a finitely aligned k-graph and that E ⊆ FE(Λ1). We define a relation
≥ on Λ0 by w ≥ v if and only if vΛw 6= ∅. A subset H ⊆ Λ0 is hereditary if v ∈ H
and w ≥ v imply w ∈ H ; and H is E-saturated if, whenever v ∈ Λ0 and E ∈ vE with
s(E) ⊆ H , we have v ∈ H . For a hereditary subset H ⊆ Λ0, the subcategory
Λ\ΛH := {λ ∈ Λ : s(λ) /∈ H}
is a finitely aligned k-graph (see [11, Lemma 4.1]).
Lemma 6.3. Suppose that Λ is a finitely aligned k-graph, that E ⊆ FE(Λ1) is an efficient
set, and that H ⊆ Λ0 is a E-saturated hereditary set. Then
EH := {E\EH : E ∈ E}
is a subset of FE((Λ\ΛH)1).
Proof. Take E ∈ EH . Write E = F\FH with F ∈ E . Since F ⊆ r(E)Λ
1 and F is finite,
we have E ⊆ r(E)(Λ\ΛH)1 and E is finite.
To show that E is exhaustive, take λ ∈ r(E)(Λ\ΛH). If λ ∈ FΛ, then s(λ) /∈ H implies
λ ∈ EΛ and ExtΛ\ΛH(λ;E) 6= ∅, as required. So suppose λ ∈ r(F )Λ\FΛ. Suppose for
contradiction that (Λ\ΛH)min(λ, e) = ∅ for every e ∈ E. Hence Λmin(λ, e) ⊆ ΛH×ΛH for
e ∈ E, so ExtΛ(λ;E) ⊆ ΛH . Note that ExtΛ(λ;F ) = ExtΛ(λ;E)∪ExtΛ(λ;FH) and since
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H is hereditary, ExtΛ(λ;FH) ⊆ ΛH . So ExtΛ(λ;F ) ⊆ ΛH and s(ExtΛ(λ;F )) ⊆ H . Be-
cause λ ∈ r(F )Λ\FΛ and F ∈ E , by (E2), there exists F ′ ∈ E with F ′ ⊆ ExtΛ(λ;F ). Be-
cause H is E-saturated, s(F ′) ⊆ s(ExtΛ(λ;F )) ⊆ H and F
′ ∈ E , then s(λ) = r(F ′) ∈ H ,
which contradicts λ ∈ r(E)(Λ\ΛH). So there exists e ∈ E such that (Λ\ΛH)min(λ, e) 6= ∅.
Thus E is exhaustive and E ∈ FE((Λ\ΛH)1). 
Now we state our classification theorem.
Theorem 6.4. Let Λ be a finitely aligned k-graph such that E ⊆ FE(Λ1) is an efficient
set. Suppose that {sEλ : λ ∈ Λ} is the universal relative Cuntz-Krieger (Λ; E)-family. For
H ⊆ Λ0 and B ⊆ FE((Λ\ΛH)1), define IH,B to be the ideal generated by
{sEv : v ∈ H} ∪
{∏
e∈E
(sEr(E) − s
E
e s
E∗
e ) : E ∈ B
}
.
Then Φ : (H,B) 7→ IH,B is a bijection between the set of pairs (H,B) such that H is a
E-saturated hereditary set and B ⊆ FE((Λ\ΛH)1) is an efficient set such that EH ⊆ B̂,
and the gauge-invariant ideals in C∗(Λ; E).
For any gauge-invariant ideal I, define
HI := {v ∈ Λ
0 : sEv ∈ I},
BI := min
({
E ∈ FE((Λ\ΛHI)
1) :
∏
e∈E
(sEr(E) − s
E
e s
E∗
e ) ∈ I
})
.
Then the inverse of Φ is given by I 7→ (HI ,BI).
The rest of this subsection is devoted to proving Theorem 6.4.
Lemma 6.5. Suppose that I is an ideal in C∗(Λ; E). Then, HI is E-saturated hereditary
and BI is an efficient set with EHI ⊆ B̂I .
Proof. To show HI is hereditary, take v ∈ HI and w ∈ Λ
0 with w ≥ v. Take λ ∈ vΛw. So
v ∈ HI ⇒ s
E
v ∈ I ⇒ s
E
λ = s
E
vs
E
λ ∈ I ⇒ s
E
w = s
E∗
λ s
E
λ ∈ I ⇒ w ∈ HI
and HI is hereditary.
To show that HI is E-saturated, take v ∈ Λ
0 and E ∈ vE with s(E) ⊆ HI . For e ∈ E,
s(e) ∈ HI ⇒ s
E
s(e) ∈ I ⇒ s
E
e = s
E
e s
E
s(e) ∈ I ⇒ s
E
e s
E∗
e ∈ I.
Since E ∈ E and {sEλs
E∗
λ : λ ∈ Λ} is a commuting family (see [9, Lemma 2.7(i)]),
0 =
∏
e∈E
(sEv − s
E
e s
E∗
e ) = s
E
v +
∑
F⊆E,F 6=∅
(−1)|F |
∏
e∈F
(sEe s
E∗
e )
and since sEe s
E∗
e ∈ I for each e ∈ E, s
E
v ∈ I. Therefore v ∈ HI and HI is E-saturated.
To show that BI is an efficient set with EHI ⊆ B̂I , consider the quotient map q :
C∗(Λ; E) → C∗(Λ; E)/I. We show that BI is efficient. Write Γ := Λ\ΛHI . (E1) follows
from definition of BI . For (E2
′), take E ∈ BI and f ∈ r(E)Γ
1\E. So q(
∏
e∈E(s
E
r(E) −
sEe s
E∗
e )) = 0. By Proposition 3.1,
q(
∏
g∈ExtΓ(f ;E)
(sEs(f) − s
E
g s
E∗
g )) = 0.
So ExtΓ(f ;E) ∈ B̂I and (E2
′) holds.
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For (E3′), take E ∈ BI , e ∈ E, and F ∈ s(e)BI . Define
EF := (E\{e}) ∪ {(ef)(0, d(f)) : f ∈ F}.
Note that
q(
∏
f∈E
(sEr(E) − s
E
fs
E∗
f )) = 0 = q(
∏
f∈F
(sEs(E) − s
E
fs
E∗
f )).
By Proposition 3.3,
q(
∏
f∈EF
(sEr(E) − s
E
fs
E∗
f )) = 0.
So EF ∈ B̂I . Thus (E3
′) holds and BI is efficient.
We show that B̂I contains EHI . Take E ∈ EHI , we show q(
∏
e∈E(s
E
r(E) − s
E
e s
E∗
e )) = 0.
Since E ∈ EHI , there exists E
′ ∈ E such that E = E ′\E ′HI . Then E
′ = E ∪ E ′HI . For
e ∈ E ′HI , we have s
E
s(e) ∈ I and s
E
e s
E∗
e ∈ I. So q(
∏
e∈E′HI
(sEr(E) − s
E
e s
E∗
e )) = q(s
E
r(E)) and
q
(∏
e∈E
(sEr(E) − s
E
e s
E∗
e )
)
= q
(∏
e∈E
(sEr(E) − s
E
e s
E∗
e )
)
q(sEr(E))
= q
(∏
e∈E
(sEr(E) − s
E
e s
E∗
e )
∏
e∈E′HI
(sEr(E) − s
E
e s
E∗
e )
)
= q
( ∏
e∈E′
(sEr(E) − s
E
e s
E∗
e )
)
= q(0) = 0
since E ′ ∈ E . So E ∈ B̂I and EHI ⊆ B̂I . 
Proof of Theorem 6.4. We use a similar argument to [6, Theorem 4.9]. Write Γ := Λ\ΛH .
To show that Φ is surjective, take a gauge-invariant ideal I in C∗(Λ; E). By Lemma 6.5,
HI is E-saturated hereditary and BI is efficient such that EHI ⊆ B̂I . We show I = IHI ,BI .
Since all the generators of IHI ,BI are in I, we have IHI ,BI ⊆ I. To show the reverse
inclusion, consider the quotient maps
qI : C
∗(Λ; E)→ C∗(Λ; E)/I, qIHI,BI : C
∗(Λ; E)→ C∗(Λ; E)/IHI ,BI , and
qI/IHI,BI : C
∗(Λ; E)/IHI,BI → C
∗(Λ; E)/I = (C∗(Λ; E)/IHI ,BI )/(I/IHI ,BI ).
So qI = qI/IHI,BI ◦ qIHI,BI . We claim both {qI(s
E
λ) : λ ∈ Γ} and {qIHI,BI (s
E
λ) : λ ∈ Γ} are
relative Cuntz-Krieger (Γ;BI)-families. Since qI , qIHI,BI are quotient maps and qI(s
E
λ) =
0 = qIHI,BI (s
E
λ) for λ ∈ ΛH , both {qI(s
E
λ) : λ ∈ Γ} and {qIHI,BI (s
E
λ) : λ ∈ Γ} are Toeplitz-
Cuntz-Krieger Γ-families. For E ∈ BI , based on definition of BI and IHI ,BI , we have
qI
(∏
e∈E
(sEr(E) − s
E
e s
E∗
e )
)
= 0 = qIHI,BI
(∏
e∈E
(sEr(E) − s
E
e s
E∗
e )
)
.
So both families satisfy (CK) and are relative Cuntz-Krieger (Γ;BI)-families, as claimed.
Let piHI ,BI : C
∗(Γ;BI) → C
∗(Λ; E)/IHI ,BI and piI : C
∗(Γ;BI) → C
∗(Λ; E)/I be the
homomorphisms obtained from the universal property of C∗(Γ;BI). So piI and qIHI,BI ◦
piHI ,BI are homomorphisms which agree on {s
E
λs
E∗
µ : λ, µ ∈ Γ}, which is the generators of
C∗(Γ;BI) (see [9, Lemma 2.7(iv)]), and hence are equal. We use Theorem 6.1 to show
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that piI is injective. By definition of HI , qI(s
E
v ) 6= 0 for all v ∈ Γ
0, so {qI(s
E
λ) : λ ∈ Γ}
satisfies (G1). If E ∈ FE(Γ1) such that E /∈ B̂I , then
qI(
∏
e∈E
(sEr(E) − s
E
e s
E
e∗)) 6= 0
by definition of BI . So {qI(s
E
λ) : λ ∈ Γ} satisfies (G2). Since I is gauge-invariant, then
the gauge action β on C∗(Λ; E) descends to an action θ on C∗(Λ; E)/I which satisfies
(G3). Therefore, by Theorem 6.1, piI is injective. Since piHI ,BI is surjective and piI =
qI/IHI,BI ◦piHI ,BI , the injectivity of piI implies that qI/IHI,BI is also injective. Thus IHI ,BI = I,
as required.
Next we show the injectivity of Φ. Take a E-saturated hereditary set H and an efficient
set B ⊆ FE(Γ1) such that EH ⊆ B̂. Define
HIH,B := {v ∈ Λ
0 : sEv ∈ IH,B},
BIH,B := min
({
E ∈ FE(Γ1) :
∏
e∈E
(sEr(E) − s
E
e s
E∗
e ) ∈ IH,B
})
.
To show that Φ is injective, we show H = HIH,B and B = BIH,B . We trivially have
H ⊆ H1 and B̂ ⊆ B̂IH,B . To prove the reverse inclusion, consider the universal relative
Cuntz-Krieger (Γ;B)-family {sBλ : λ ∈ Γ}. For λ ∈ Λ, we define
Sλ :=
{
sBλ if s(λ) /∈ H ,
0 if s(λ) ∈ H .
We show that {Sλ : λ ∈ Λ} is a relative Cuntz-Krieger (Λ; E)-family. It is clear that the
family satisfies (TCK1-3). To show (CK), take E ∈ E . Then∏
e∈E
(Sr(E) − SeS
∗
e ) =
∏
e∈EH
(Sr(E) − SeS
∗
e )
∏
e∈E\EH
(Sr(E) − SeS
∗
e )
= Sr(E)
∏
e∈E\EH
(Sr(E) − SeS
∗
e ) = s
B
r(E)
∏
e∈E\EH
(sBr(E) − s
B
e s
B∗
e ) = 0
since E\EH ∈ EH ⊆ B̂ and Proposition 3.11. So {Sλ : λ ∈ Λ} is a relative Cuntz-
Krieger (Λ; E)-family and the universal property of C∗(Λ; E) gives a homomorphism piS
of C∗(Λ; E) into C∗(Γ;B) with piS(s
E
λ) = Sλ for λ ∈ Λ. Since piS(s
E
v ) = 0 for v ∈ H and
piS(
∏
e∈E(s
E
r(E) − s
E
e s
E∗
e )) = 0 for E ∈ B, we have IH,B ⊆ ker piS. By Proposition 4.5,
v /∈ H ⇒ sBv 6= 0⇒ Sv 6= 0⇒ piS(s
E
v ) 6= 0⇒ s
E
v /∈ ker piS ⇒ s
E
v /∈ IH,B,
E ∈ FE(Γ1)\B̂ ⇒
∏
e∈E
(sBr(E) − s
B
e s
B∗
e ) 6= 0⇒
∏
e∈E
(Sr(E) − SeS
∗
e ) 6= 0
⇒ piS
(∏
e∈E
(sEr(E) − s
E
e s
E∗
e )
)
6= 0⇒
∏
e∈E
(sEr(E) − s
E
e s
E∗
e ) /∈ ker piS
⇒
∏
e∈E
(sEr(E) − s
E
e s
E∗
e ) /∈ IH,B.
Then HIH,B ⊆ H and B̂IH,B ⊆ B̂. Hence H = HIH,B and B̂ = B̂IH,B . By Lemma 3.10,
B = BIH,B . Therefore Φ is injective and hence an isomorphism. 
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Remark 6.6. From the proof of Theorem 6.4, we get:
(a) For a gauge-invariant ideal I, we have IHI ,BI = I.
(b) For a hereditary set H and an efficient set B ⊆ FE((Λ\ΛH)1) such that EH ⊆ B̂,
we have HIH,B = H and BIH,B = B.
Part (a) is from the surjectivity of Φ. The injectivity of Φ implies part (b).
Remark 6.7. In [12], Sims, Whitehead and Whittaker gives a complete listing of the gauge-
invariant ideals in a twisted C∗-algebra associated to a higher-rank graph [12, Theorem
4.6]. Since their twisted C∗-algebras can be viewed as a generalisation of relative Cuntz-
Krieger algebras, they actually have an alternative version of Theorem 6.4, which uses
satiated sets rather than efficient sets. Indeed, we could have shown Theorem 6.4 as a
consequence of Theorem 4.6 of [12]. However, the direct argument above takes about the
same amount of effort.
6.3. Toeplitz algebras and their quotient algebras. Throughout this subsection,
suppose that Λ is a row-finite k-graph with no sources. In this subsection, we study the
relationship between Toeplitz algebras and their ideals and quotient algebras.
Historically, one was forced to consider satiations whenever working with ideals and
quotients of higher-rank graph Toeplitz algebras. For example in [3, Appendix A], an
Huef, Kang and Raeburn must prove results about satiations even though they are really
only interested in E := {
⋃
i∈K vΛ
ei : v ∈ Λ0} where K is a nonempty subset of {1, . . . , k}.
Remark 3.7 tells us that {
⋃
i∈K vΛ
ei : v ∈ Λ0} is efficient and so we have established tools
that allow us to avoid these unruly satiations.
Our next theorem is a special case of Theorem 6.4, which lists all the gauge-invariant
ideals in a higher-rank graph Toeplitz algebra. Here we adjust some notation as explained
in Remark 6.9.
Theorem 6.8. Suppose that Λ is a row-finite k-graph with no sources and that {tλ : λ ∈
Λ} is the universal Toeplitz-Cuntz-Krieger Λ-family.
(a) Suppose that H ⊆ Λ0 and that E ⊆ FE((Λ\ΛH)1). The ideal IH,E , as defined in
Theorem 6.4, is a gauge-invariant ideal in TC∗(Λ).
(b) Suppose that I is a gauge-invariant ideal of TC∗(Λ). Suppose that HI and EI are
as defined in Theorem 6.4. Then HI is a hereditary subset of Λ, and EI is an
efficient subset of FE((Λ\ΛHI)
1).
(c) Suppose that I is a gauge-invariant ideal of TC∗(Λ). If E ∈ FE((Λ\ΛHI)
1) such
that
∏
e∈E(tr(E) − tet
∗
e) ∈ I, then there exists F ∈ EI such that F ⊆ E.
(d) For a gauge-invariant ideal I, we have IHI ,EI = I.
(e) For a hereditary set H of Λ and an efficient set E ⊆ FE((Λ\ΛH)1), we have
HIH,E = H and EIH,E = E .
Remark 6.9. A number of aspects are worth commenting on:
(i) Since Toeplitz-Cuntz-Krieger Λ-families coincide with relative Cuntz-Krieger (Λ; ∅)-
families, then to simplify the notation, we replace B of Theorem 6.4 with E .
(ii) Part (c) holds since EI is efficient. Part (d) and (e) follows from Remark 6.6.
Here for B ⊆ TC∗(Λ), we write 〈B〉 to denote the ideal of TC∗(Λ) generated by the
elements of B. Note that 〈B〉 is the smallest ideal which contains B.
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Proposition 6.10. Suppose that Λ is a row-finite k-graph with no sources and that {tλ :
λ ∈ Λ} is the universal Toeplitz-Cuntz-Krieger Λ-family. Suppose that K,L are nonempty
subsets of {1, . . . , k}. Define
A :=
{∏
i∈K
(
tv −
∑
e∈vΛei
tet
∗
e
)
: v ∈ Λ0
}
and B :=
{∏
j∈L
(
tv −
∑
e∈vΛej
tet
∗
e
)
: v ∈ Λ0
}
.
Then the diagram
0 0 0
↓ ↓ ↓
0 → 〈AB〉 → 〈A〉 → 〈A∪B〉
〈B〉
→ 0
↓ ↓ ↓
0 → 〈B〉 → TC∗(Λ) → TC
∗(Λ)
〈B〉
→ 0
↓ ↓ ↓
0 → 〈A∪B〉
〈A〉
→ TC
∗(Λ)
〈A〉
→ TC
∗(Λ)
〈A∪B〉
→ 0
↓ ↓ ↓
0 0 0
is commutative and all the rows and columns are exact.
Before giving the proof, we establish a stepping stone result.
Lemma 6.11. Suppose that K,L are nonempty subsets of {1, . . . , k} and that A,B are
as in Theorem 6.10. Then 〈A〉+ 〈B〉 = 〈A ∪B〉 and 〈A〉 ∩ 〈B〉 = 〈AB〉 = 〈BA〉.
Proof. We have A ⊆ 〈A ∪ B〉 and B ⊆ 〈A ∪B〉. Because 〈A〉 is the smallest ideal which
contains A, 〈A〉 ⊆ 〈A ∪B〉 and similarly, 〈B〉 ⊆ 〈A ∪B〉. So 〈A〉+ 〈B〉 ⊆ 〈A ∪ B〉.
We show the reverse inclusion. Since A ⊆ 〈A〉 + 〈B〉 and B ⊆ 〈A〉 + 〈B〉, we have
A∪B ⊆ 〈A〉+ 〈B〉. So 〈A ∪B〉 ⊆ 〈A〉+ 〈B〉 since 〈A〉+ 〈B〉 is a closed ideal, as required.
Now we show 〈A〉 ∩ 〈B〉 = 〈AB〉. Write I := 〈A〉 ∩ 〈B〉. First we show that I is a
gauge-invariant ideal. Define E := {
⋃
i∈K vΛ
ei : v ∈ Λ0} and we have
〈A〉 =
〈{∏
i∈K
∏
e∈vΛei
(tv − tet
∗
e) : v ∈ Λ
0
}〉
=
〈{∏
e∈E
(tr(E) − tet
∗
e) : E ∈ E
}〉
.
By Remark 3.7, E is efficient and by Theorem 6.8(a), we have
(6.3) 〈A〉 = I∅,E
is a gauge-invariant ideal. Similarly, 〈B〉 is a gauge-invariant ideal. For z ∈ Tk, we have
γz(〈A〉) ⊆ 〈A〉 and γz(〈B〉) ⊆ 〈B〉 where γ is the gauge action of Tk on TC∗(Λ). Then
γz(I) ⊆ γz(〈A〉) ⊆ 〈A〉 and γz(I) ⊆ γz(〈B〉) ⊆ 〈B〉 .
So γz(I) ⊆ 〈A〉 ∩ 〈B〉 = I and I is a gauge-invariant ideal.
Now we investigate HI and EI . For v ∈ Λ
0, we have
(6.4)
∏
i∈K∪L
∏
e∈vΛei
(tv − tet
∗
e) ∈ 〈A〉 ∩ 〈B〉 = I.
Thus I 6= 0. Since I is a gauge invariant ideal, by Theorem 6.8(b), HI is hereditary and
EI is efficient . By Theorem 6.8(e), (6.3) implies HI∅,E = ∅ and H〈A〉 = ∅. Thus for v ∈ Λ
0,
tv /∈ 〈A〉 and since I ⊆ 〈A〉, tv /∈ I. Hence
(6.5) HI = ∅.
20 LISA ORLOFF CLARK AND YOSAFAT E. P. PANGALELA
We claim EI = {
⋃
i∈K∪L vΛ
ei : v ∈ Λ0}. To show EI ⊆ {
⋃
i∈K∪L vΛ
ei : v ∈ Λ0}, take
E ∈ EI . Write G :=
⋃
i∈K∪L r(E)Λ
ei. We claim E = G. We have
∏
e∈E(tr(E)− tet
∗
e) ∈ I ⊆
〈A〉 = I∅,E (see (6.3)). Since E ∈ FE(Λ
1), by Theorem 6.8(c),
⋃
i∈K r(E)Λ
ei ⊆ E. Using a
similar argument to 〈B〉,
⋃
j∈L r(E)Λ
ej ⊆ E. Hence G ⊆ E. Since
∏
e∈G(tr(E) − tet
∗
e) ∈ I
(see (6.4)), by Theorem 6.8(c), there exists F ∈ EI such that F ⊆ G. So F ⊆ G ⊆ E. Since
E, F ∈ EI , by (E1), F = E and then E = G. Therefore EI ⊆ {
⋃
i∈K∪L vΛ
ei : v ∈ Λ0}.
To show {
⋃
i∈K∪L vΛ
ei : v ∈ Λ0} ⊆ EI , take v ∈ Λ
0 and write E :=
⋃
i∈K∪L vΛ
ei. We
show E ∈ EI . By (6.4),
∏
e∈E(tv − tet
∗
e) ∈ I and then by Theorem 6.8(c), there exists
F ∈ vEI such that F ⊆ E. Since EI ⊆ {
⋃
i∈K∪L vΛ
ei : v ∈ Λ0}, we have F =
⋃
i∈K∪L vΛ
ei.
Hence E = F ∈ EI . Therefore
(6.6) EI =
{ ⋃
i∈K∪L
vΛei : v ∈ Λ0
}
.
Since HI = ∅ and EI = {
⋃
i∈K∪L vΛ
ei : v ∈ Λ0} ((6.5) and (6.6)), by Theorem 6.8(d),〈{ ∏
i∈K∪L
∏
e∈vΛei
(tv − tet
∗
e) : v ∈ Λ
0
}〉
= I = 〈A〉 ∩ 〈B〉 .
On the other hand, we have
AB = {ab : a ∈ A, b ∈ B}
=
{(∏
i∈K
∏
e∈vΛei
(tv − tet
∗
e)
)(∏
j∈L
∏
e∈vΛej
(tv − tet
∗
e)
)
: v ∈ Λ0
}
and then 〈A〉 ∩ 〈B〉 = 〈AB〉. Using a similar argument, 〈A〉 ∩ 〈B〉 = 〈BA〉. 
Proof of Proposition 6.10. The second row and the second column are exact. On the
other hand, using the third isomorphism theorem, we get the exactness of the third row
and the third column. Next we show that the first row and the first column are exact.
Lemma 6.11 tells 〈A〉 + 〈B〉 = 〈A ∪ B〉 and 〈A〉 ∩ 〈B〉 = 〈AB〉 = 〈BA〉. Then by the
second isomorphism theorem,
〈A〉
〈AB〉
=
〈A〉
〈A〉 ∩ 〈B〉
∼=
〈A〉+ 〈B〉
〈B〉
=
〈A ∪ B〉
〈B〉
,
〈B〉
〈BA〉
=
〈B〉
〈A〉 ∩ 〈B〉
∼=
〈A〉+ 〈B〉
〈A〉
=
〈A ∪ B〉
〈A〉
.

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