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We consider the problem of discriminating qubit states that are sent over a quantum channel
and derive a necessary and sufficient condition for an optimal measurement to be preserved by the
channel. We apply the result to the characterization of optimal measurement preserving (OMP)
channels for a given qubit ensemble, e.g., a set of two states or a set of multiple qubit states with
equal a priori probabilities. Conversely, we also characterize qubit ensembles for which a given
channel is OMP, such as unitary and depolarization channels. Finally, we show how the sets of
OMP channels for a given ensemble can be constructed.
INTRODUCTION
In quantum information processing tasks, the prob-
lem of state discrimination often lies at their core. State
discrimination can be simply described as a communica-
tion scenario between two parties: quantum states from
a known ensemble are transmitted from a sender to a
receiver through a quantum channel. The aim of the re-
ceiver is to perform measurements on the states in order
to identify them. In minimum error discrimination the
success of the task is evaluated by the guessing proba-
bility, the probability of guessing the received state cor-
rectly on average [1–3]. It is known that, in general,
this task cannot be performed without error and, due to
this fact, state discrimination finds application in quan-
tum information, quantum communication and quantum
foundations[2, 4].
In order to achieve the guessing probability, a measure-
ment apparatus has to be optimized to identify states
from a given ensemble. If the states in the ensemble
are altered, so is, in general, the optimal measurement.
From a practical point of view this poses a problem since
in realistic scenarios unknown sources of noise inevitably
exist. The noisy states would, then, need to be identi-
fied by means of state or channel tomography, both of
which are experimentally costly. Thus, it is important to
characterize OMP channels, i.e. channels that preserve
an optimal measurement for state discrimination.
In [5] the notion of OMP channels has been introduced
and a condition has been proven for the characterization
of channels that do not change an optimal measurement
for state discrimination of a given ensemble. Moreover,
the depolarizing channel has been shown to be OMP for
(i) equiprobable ensembles, and (ii) two-state ensembles
[6]. Based on this observation a protocol has been pro-
posed mapping an unknown channel into an OMP one by
using LOCC only, saving the cost of performing channel
or state tomography. Interestingly, this pre- and post-
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processing also increases the guessing probability for cer-
tain ensembles and channels. However, the condition for
the characterization of OMP maps in [5] is only sufficient
and of limited use in the case of ensembles with unequal
a priori probabilities.
The aim of this work is to completely characterize
OMP channels for ensembles consisting of qubit states.
To that end, we derive a necessary and sufficient condi-
tion for the preservation of an optimal measurement for
the discrimination of qubit states. Beyond qubit ensem-
bles, our condition becomes only sufficient but can be
applied to general ensembles of unequal probabilities, in
contrast with previous results.
The paper is structured as follows. We first review
known results from the theory of state discrimination.
We then present the main result, a necessary and suffi-
cient condition for the preservation of an optimal mea-
surement for the discrimination of states from a qubit
ensemble, sent through a quantum channel. We discuss
certain special cases, such as ensembles of equal a priori
probabilities and ensembles of two states only, and subse-
quently examine the OMP properties of depolarizing and
unitary channels. Finally, we show how one can construct
the general form of qubit channels that are OMP for a
given ensemble and optimal measurement, and provide a
number of examples.
PRELIMINARIES
A quantum state ρ is described by a Hermitian, positive
semidefinite operator of trace one acting on a Hilbert
space H. An ensemble S of states is a collection of known
states ρx that appear with a priori probabilities qx. We
denote such an ensemble of n states with S = {qx, ρx}nx=1.
A measurement is represented by a positive operator-
valued measure (POVM), a collection of positive semi-
definite operators that sum to the identity operator, i.e.,
M = {Mx}nx=1, with Mx ≥ 0 and
∑
xMx = I.
In minimum error discrimination one can assume,
without loss of generality, that the optimal POVM has
the same number of elements n as the number of states
in the ensemble, since some of these elements can be the
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2null operator. However, if some of the operators in the
POVM are the null operator, we keep track of the non-
zero elements by considering the index set I that collects
the indices of the operators that are strictly non-zero. In
that case, we say that the states with indices not in I are
not identified by the measurement; in other words, these
states are never detected by the measuring apparatus.
The goal of minimum error state discrimination is to
find the measurement strategy that minimizes the er-
ror in guessing the states of a known ensemble correctly,
or equivalently, to find the strategy that maximizes the
probability of guessing correctly on average. The prob-
lem of minimum error state discrimination can be mathe-
matically stated in the following way: given an ensemble
of states S = {qx, ρx}nx=1, find the POVM {Mx}nx=1 that
maximizes the guessing probability
Pg = max{Mx}
n∑
x=1
qxtr[Mxρx] , (1)
subject to the constraints Mx ≥ 0 and
∑
xMx = I.
Closed form solutions exist only in limited cases, such as
a pair of qubit states, or ensembles of states with sym-
metries [1–3, 7].
A different formulation of the problem that has a geo-
metric flavor is one based on the linear complementarity
problem (LCP) [4, 7]. In this approach, one is looking
for a POVM M = {Mx}nx=1, a symmetry operator K,
complementary states σx and non-negative numbers rx
that obey the so called Karush-Kuhn-Tucker(KKT) con-
ditions:
K = qxρx + rxσx ,
rxtr[Mxσx] = 0 ∀x. (2)
Once these are identified, the guessing probability is ob-
tained through
Pg = trK = qx + rx , ∀x . (3)
It is worth noting that the first of the KKT conditions
can be re-written in the following form
qxρx − qyρy = ryσy − rxσx , (4)
which unveils the geometric flavor of this approach. In-
deed, let us first define the original polytope for the set
of points constructed by multiplying each state with the
respective a priori probability qx, i.e. P = {qxρx}nx=1,
residing in the space of 2× 2 Hermitian matrices. Simi-
larly we define the polytope of the complementary states,
Pc = {rxσx}nx=1. Then the meaning of the KKT condi-
tion in Eq. (4) becomes clear: the original and comple-
mentary polytopes are congruent. We note that the com-
plementary states σx, the non-negative parameters rx, as
well as the symmetry operator K are unique. Having
obtained rx , σx and using the second of the KKT condi-
tions, Eq. (9), one can obtain optimal measurements that
solve the discrimination problem. However, note that an
optimal measurement is not unique in general.
When it comes to qubit state discrimination, the sym-
metry operator K determines the possible measurement
strategies. Specifically, the following cases exist [8]:
1. K−qjρj = 0 for some j. Then, it follows that K =
qjρj and this can occur if qjρj − qkρk ≥ 0, ∀k. In
such case the optimal strategy consists of not per-
forming a measurement and always guessing state
ρj , i.e. the POVM elements are Mx = Iδjx.
2. K − qjρj > 0. If this operator is positive definite,
the POVM element Mj is the null operator in every
optimal measurement. Thus, the state ρj is never
identified by any optimal measurement strategy.
3. K − qjρj has a single zero eigenvalue. Then, Mj
is a weighted projector, Mj = wj |φj〉〈φj |, where
0 ≤ wj ≤ 1 and |φj〉 is the eigenstate corresponding
to the zero eigenvalue.
These three cases cover all possibilities. For the prob-
lem we are considering in this work the first two cases
are trivial and can be excluded, without loss of general-
ity. For the first case this is obvious, since if the optimal
strategy consists of no measurement, then there is no
measurement to be preserved: regardless of the effect of
the channel, one can always guess according to the a pri-
ori probabilities. The second case can also be ignored
since if a state in the ensemble is never identified by a
measurement, one can remove that state from the ensem-
ble and re-define the a priori probabilities. Specifically,
if S = {qx, ρx}nx=1 is the original ensemble and state ρ1,
say, is never identified by an optimal measurement, then
one can consider the ensemble S′ = {q′x, ρx}nx=2 , where
q′x = qx/r and r =
∑n
j=2 qj . The two ensembles are equiv-
alent from a state discrimination point of view, since they
have the same optimal measurements and complemen-
tary states. Moreover, the symmetry operators, guessing
probabilities, as well as parameters rx, r
′
x are related by a
rescaling, that is, K ′ = K/r, P ′g = Pg/r, and r
′
x = rx/r. Af-
ter these considerations, without loss of generality we can
assume that every state in the ensemble will be identified
by some optimal measurement.
PRESERVATION OF OPTIMAL
MEASUREMENTS
Let us start with a few definitions before we present
the main result.
Definition 1. We call a channel N optimal measure-
ment preserving (OMP) for an ensemble of states S =
{qx, ρx}nx=1, if an optimal measurement before and after
a channel use is the same. In other words, a POVM
3M = {Mx}nx=1 that solves the state discrimination prob-
lem for the ensemble S = {qx, ρx}nx=1, also solves it for
S(N ) = {qx,N [ρx]}nx=1. Moreover, Pg denotes the guess-
ing probability of the original ensemble and P
(N )
g the
guessing probability after the channel use.
We note that optimal measurement preservation is
a property involving three objects: (i) an ensemble of
states, (ii) a quantum channel, and (iii) an optimal mea-
surement for discrimination.
Definition 2. We call δN = Pg − P (N )g the guessing
degradation, which quantifies the decrease in the guessing
probability after the use of a channel N for the ensemble
S.
With these definitions we are ready to state the main
result.
Theorem. Let S = {qx, ρx}nx=1 denote an ensemble of
n qubit states, σx the complementary states of S and
M = {Mx}nx=1 an optimal measurement that identifies
the states of the ensemble with indices from an index set
I. Then, a channel N with guessing degradation δN is
OMP for the ensemble S if and only if the following con-
ditions are satisfied:
qxN [ρx]− qyN [ρy] = qxρx − qyρy + δN (σx − σy) ,
rx ≥ δN ≥ 0 , ∀x, y ∈ I . (5)
Proof. The sufficient part is straightforward. Assume
that the conditions of the theorem are satisfied for the
ensemble S(N ). Then, they imply that
qxN [ρx]− qyN [ρy] = qxρx − qyρy + δN (σx − σy) ,
= ryσy − rxσx + δN (σx − σy) ,
= (ry − δN )σy − (rx − δN )σx ,
≡ r(N )y σy − r(N )x σx . (6)
In the second equality we used the KKT conditions of
the original ensemble, Eq. (4). The non-negativity of
the r
(N )
x is imposed by the second condition in the the-
orem. Eq. (6) shows that the complementary states are
the same for the two problems. Finally, it needs to
be shown that the measurement is also the same for
the two ensembles; this is, however, obvious since the
complementary states are the same and thus the origi-
nal measurement will satisfy the trace KKT condition:
tr
[
Mxσ
(N )
x
]
= tr[Mx σx] = 0 .
It remains to establish the necessary part. Let us
assume that the optimal measurement M = {Mx}nx=1
that identifies only states of the ensemble with indices
I, is preserved by the channel N . That means that if
M = {Mx}nx=1 is a POVM that solves the discrimination
problem for the original ensemble S = {qx, ρx}nx=1, then
the same POVM also solves the discrimination problem
for the ensemble after the application of the channel N ,
S(N ) = {qx,N [ρx]}nx=1. From qubit state discrimination
[7], it is known that the POVM elements of an optimal
measurement are necessarily weighted projectors, i.e. of
the form Mx = wx|ψ⊥x 〉〈ψ⊥x |, where σx = |ψx〉〈ψx| are the
complementary states of the original ensemble. Since the
measurement operators have the aforementioned form,
this immediately implies that the complementary states
for the ensemble S(N ) are the same as the ones of the
original one; that is, σ
(N)
x = σx , ∀x ∈ I. This follows
from the second KKT condition:
tr
[
M (N )x σ
(N )
x
]
= tr
[
Mx σ
(N )
x
]
= 0 . (7)
It is worth noting that this last step holds true only in di-
mension two and fails in higher dimensions; in the latter
case it is possible for two ensembles to share an opti-
mal measurement while their complementary states be-
ing different. Thus, the theorem becomes only sufficient
if dim > 2.
To conclude the proof, let us write the KKT conditions
subject to the constraint that the complementary states
are the same for both problems and for any x ∈ I:
qxρx − qyρy = ryσy − rxσx , rx ≥ 0
qxN [ρx]− qyN [ρy] = r(N )y σy − r(N )x σx , r(N )x ≥ 0 .
(8)
By subtracting the second equation from the first and
noting that Eq (3) implies
rx − r(N )x = Pg − P (N )g = δN , ∀x , (9)
we obtain the condition in the theorem, Eq. (5). More-
over, from Eq. (9) and the constraint r
(N )
x ≥ 0, we obtain
the inequality constraint in the theorem, rx ≥ δN .
We note that the condition in Eq. (5) can be concisely
rewritten as
δN (σx − σy) = (N − id)(hxy) , (10)
in terms of the Helstrom operator, hxy ≡ qxρx− qyρy, for
each pair of states from the ensemble S .
Let us compare the condition of the theorem with the
previously derived OMP condition [5]:
qxN [ρx]− qyN [ρy] = κ(qxρx − qyρy) ,
∀x, y and κ ∈ [0, 1] . (11)
Note that by taking the trace on both sides of last equa-
tion, the condition is self-consistent only if κ = 1 for
ensembles of unequal a priori probabilities. This in turn
implies that Eq.(11) can not be applied, in general, to
ensembles of unequal probabilities. In addition, Eq. (11)
4was only proven as a sufficient condition for a channel to
be OMP. In contrast, both of these issues are addressed
by the theorem, Eq.(5). Indeed, taking the trace of both
sides of Eq.(5) is always consistent, which extends the ap-
plicability of the previous OMP condition. Moreover, as
it has been shown, the theorem is necessary and sufficient
in dimension two, thus providing the full characterization
of OMP channels. It remains valid as a sufficient condi-
tion in higher dimensions, with applicability to ensembles
with unequal a priori probabilities.
Let us introduce two notions of an OMP channel: (i)
a strong OMP channel that preserves all optimal mea-
surements, and (ii) a weak OMP channel that preserves
only some of the optimal measurements or even just one
of them. If a strong OMP channel exists, it preserves the
full structure of the state discrimination problem, while a
weak OMP channel only preserves the structure pertain-
ing to a sub-ensemble of the original ensemble of states.
In other words, in the former case the KKT conditions,
Eq. (2), need to hold before and after the channel use for
all values of the indices x, while in the latter only for the
values x ∈ I. Obviously, a weak OMP channel depends
on the specific measurement(s) to be preserved; a strong
OMP one is associated with the measurement that iden-
tifies all states in the ensemble, if it exists. It is clear
from the above considerations that sets of weak OMP
channels may overlap, as a channel may preserve a num-
ber of different measurements; they can also have only a
trivial intersection, including the identity map only.
As a concrete example consider the ensemble consist-
ing of the four states in the Bennett-Brassard 1984 pro-
tocol [9], the eigenstates of the Pauli matrices Xˆ and Zˆ.
Specifically, the states are {|0〉〈0|, |1〉〈1|, |+〉〈+|, |−〉〈−|},
appearing with equal a priori probabilities 1/4. Then,
it is easy to see that one measurement that achieves
the optimal guessing probability 1/2 is the one consist-
ing of projectors to the states themselves, thus identify-
ing all four states. Specifically, the POVM in this case
is M =
{
|0〉〈0|
2 ,
|1〉〈1|
2 ,
|+〉〈+|
2 ,
|−〉〈−|
2
}
. However, Xˆ and Zˆ
measurements, with POVMs MX = {|+〉〈+|, |−〉〈−|} and
MZ = {|0〉〈0|, |1〉〈1|}, respectively, are also optimal. In
the latter two cases, only two states are identified during
a measurement. Consider a unitary channel that effects
a rotation around the z axis on the Bloch sphere. Ob-
viously, only the MZ optimal measurement out of the
three measurements is preserved. As a result, such a
channel is weakly measurement preserving; in fact, for
this ensemble there does not exist a unitary channel that
is strongly measurement preserving. At the same time,
as it will be shown later, the depolarization channel pre-
serves all three measurements and thus belongs in the
intersection of the three individual OMP sets; thus, it is
an instance of an OMP channel belonging in the strong
OMP set.
Given an ensemble S of qubit states, the theorem im-
id
OMPS
OMPS(M2)OMPS(M1)
FIG. 1. Visualization of the OMP sets for an ensemble S.
The left ellipse depicts the weak OMP set associated with
a measurement M1, while the right the weak OMP set as-
sociated with a measurement M2. The intersection of the
ellipses (in gray) corresponds to the intersection of the weak
OMP sets which gives the strong OMP set, containing chan-
nels that preserves all optimal measurements. The identity
map is trivially contained in all OMP sets.
plies that the set of qubit channels is split into two sub-
sets: channels that are OMP and those that are not.
Note that by collecting all possible OMP channels, weak
and strong, into one set, they preserve different mea-
surements, in general. Obviously, mixing channels that
preserve different optimal measurement might not pre-
serve any measurement at all and thus such a set in not
convex. From a practical point of view, however, it is
important to consider the OMP set for a given optimal
measurement of interest, e.g. a measurement that might
have been prepared in some experiment. Thus, we sepa-
rately highlight the set of strong OMP channels as well
as different sets of weak OMP channels that preserve cer-
tain optimal measurements. We denote the set of strong
OMP channels of an ensemble S with OMPS , while a
set of weak OMP channels that preserves the optimal
measurement M with OMPS(M). It is obvious that the
strong OMP set is formed by taking the intersection of
all the weak OMP sets. We have the following result:
Proposition 1. The set of OMP channels for an optimal
measurement M of an ensemble S is convex.
Proof. This follows directly from the linearity of the con-
ditions of the theorem and the convexity of the set of
channels. Let N1,N2 ∈ OMPS(M) (or OMPS) be
two OMP channels of some ensemble S that preserve
an optimal measurement M , and N = (1− κ)N1 + κN2
a convex combination of the two. Writing the condi-
tions of the theorem for each channel and taking their
convex mixture shows that the channel N is also OMP,
with guessing degradation the convex combination of the
two individual guessing degradations of N1 and N2, i.e.
δN = (1− κ)δN1 + κδN2 .
Let us examine the theorem in a number of special
5cases. First, we consider the case of equiprobable en-
sembles, i.e. ensembles of states that appear with equal
a priori probabilities. The a priori probabilities in this
case are qx = 1/n , ∀x, which implies that the conditions
of the theorem become:
N [ρx]−N [ρy] = ρx − ρy + nδN (σx − σy) ,
1 ≥ nδN . (12)
Noting that σx − σy = ρy − ρx which follows from the
KKT conditions for the original ensemble, Eq. (4), and
substituting in last equation, we obtain
N [ρx]−N [ρy] = ρx − ρy + nδN (ρy − ρx)
= (1− nδN ) (ρx − ρy)
≡ κ (ρx − ρy) , (13)
where we have defined the parameter κ,
κ = 1− nδN = 1− n
(
Pg − P (N )g
)
. (14)
Thus, the theorem implies that a channel N is OMP
for an ensemble of n equiprobable qubit states, S(0) =
{ 1n , ρx}nx=1, identified by a measurement M = {Mx}x∈I
if and only if
N [ρx]−N [ρy] = κ (ρx − ρy) (15)
κ ∈ (0, 1] , x , y ∈ I . (16)
This is an agreement with the previous result in [5, 6].
However, there results are now strengthened, since it is
shown that the condition is necessary and sufficient in
dimension two, while in [5, 6] it was only shown to be
sufficient. In addition, the structure of the parameter κ
is now understood to be a linear function of the guessing
degradation δN .
Next we consider an ensemble that consists of a pair
of states only, S(2) = {qx, ρx}x=1,2. In this case the
problem is simplified since the two complementary states
are two orthogonal projectors which obviously sum to
the identity, σ1 + σ2 = I, with their orthogonal com-
plements being the two optimal POVM elements. That
is, the optimal measurement is M = {M1,M2} =
{|ψ〉〈ψ|, |ψ⊥〉〈ψ⊥|} = {σ2, σ1}, and in this case is unique.
If the Bloch vectors of the complementary states σ1, σ2
are denoted by ~w1, ~w2, they obey ~w1 = −~w2 ≡ ~p and
|~w1|, |~w2| = 1, from which it follows that σ1−σ2 = ~p ·~σ ≡
Pˆ . As a result, a measurement is OMP for an ensemble
of two qubit states if and only if
q1N [ρ1]− q2N [ρ2] = (q1ρ1 − q2ρ2) + δN Pˆ
ri ≥ δN , i = 1, 2 , (17)
where δN is the guessing degradation and Pˆ = ~p ·~σ is the
observable that corresponds to the optimal measurement
of the original ensemble.
An alternative formulation is the following. A mea-
surement is OMP for an ensemble of two qubit states if
and only if
q1N [ρ1]− q2N [ρ2] = λ (q1ρ1 − q2ρ2) + µI
ri ≥ δN , i = 1, 2 , (18)
where the parameters λ and µ are explicitly given by
λ =
(
1− 2δN
r1 + r2
)
=
2P
(N )
g − 1
2Pg − 1 ,
µ = δN
r2 − r1
r1 + r2
= δN
q2 − q1
2Pg − 1 . (19)
The permissible values for the parameters λ, µ are
1 ≥λ ≥ 2q1 − 1
2Pg − 1 ,
0 ≥µ ≥ −q1 − q2
2
Pg − q1
Pg − 1/2 . (20)
Note that the first condition in Eq. (18) can be con-
cisely rewritten as
N (h12) = λh12 + µI , (21)
where h12 denotes the Helstrom operator of the pair.
Thus, it follows that for a pair of states an optimal mea-
surement is preserved by a quantum channel, if the re-
sulting Helstrom operator is a certain linear combination
of the original Helstrom operator and the identity.
CHARACTERIZATION OF QUBIT OMP
CHANNELS FOR CERTAIN ENSEMBLES
In this section, we derive general properties of OMP
channels by restricting to certain types of ensembles of
states. We start by recalling some known results on qubit
channels.
A quantum channel is described by a completely pos-
itive, trace preserving (CPTP) map. The set of qubit
CPTP maps has been characterized in [10]. For a qubit
state ρ = 12 (I+ ~v · ~σ), such a map can be written in the
form:
ρ→ N (ρ) = 1
2
(
I+ (D~v + ~t) · ~σ) , (22)
where D is some real 3×3 matrix and ~t a vector with real
entries. In geometric terms, the effect of a CPTP map
is the transformation of the Bloch ball into a potentially
displaced and rotated ellipsoid inside the ball; however,
it’s worth mentioning that not all ellipsoids in the interior
correspond to legitimate CPTP maps [10]. The elements
of D and ~t are constrained in order for the map to be
CPTP. Specifically, D can be diagonalized with changes
6of bases to take the form O1∆O2, where O1, O2 are rota-
tions and ∆ a diagonal matrix with real entries λj that
take values in [−1, 1].
A unital map (i.e. ~t = 0) with diagonal D is CPTP if
and only if (λ1 ± λ2)2 ≤ (1± λ3)2. In general, a map as
in Eq. (22) is CPTP if the map N∆ defined by
N (ρ) = UN∆(V ρV †)U† . (23)
for some unitaries U, V , is also CPTP. The conditions for
N∆ to be CPTP are [10]:
(λ1 ± λ2)2 ≤ (1± λ3)2 − t23 , (24)
where t3 denotes the third element of the vector ~t and[
1− (λ21 + λ22 + λ23)− (t21 + t22 + t23)
]2
≥ 4 [λ21(t21 + λ22) + λ22(t22 + λ23) + λ23(t23 + λ21)− 2λ1λ2λ3] .
(25)
Note that if |λ3|+ |t3| ≤ 1 becomes an equality, then Eqs.
(24) and (25) are taken with t1 = t2 = 0.
Given a map of the form in Eq. (22) and using the
conditions of the theorem, it follows that a map is OMP
if and only if the following pairwise geometric conditions
on the Bloch sphere are satisfied
(D − I) (qx~vx − qy~vy) + (qx − qy)~t− δN (~sx − ~sy) = 0 ,
(26)
∀x, y ∈ I and δN ≤ rx, and where ~vx denotes the Bloch
vector of the state ρx and ~sx denotes the Bloch vector of
the complementary state σx. In other words, the channel
N in Eq. (22), is OMP if and only if the vector ~t can take
the form
~t =
(I−D) (qx~vx − qy~vy)
qx − qy − δN
(~sx − ~sy)
qx − qy . (27)
Note that if some of the a priori probabilities are the
same then for any such pair of indices, the constraint be-
comes a constraint on the matrix D instead of the vector
~t, which follows from Eq. (26).
Equiprobable ensembles
Let us examine the set of OMP channels for equiprob-
able ensembles. For a channel of the form of Eq. (22),
the result in Eq. (16) immediately implies the following
geometric conditions ∀x, y:
(D − κI) (~vx − ~vy) · ~σ = 0 , (28)
which can be satisfied for all those maps for which all
vectors ~vx − ~vy are in the kernel of the matrix D − κI.
Note that a map with D = κI is always OMP, since it
automatically satisfies the above conditions. In addition,
Eq. (16) imposes the following restriction on the values
of κ, namely 0 < κ ≤ 1. Thus, we have obtained the
following result.
Proposition 2. A channel is OMP for an equi-probable
ensemble S of n qubit states, if and only if there exists
a κ ∈ (0, 1] such that (~vx − ~vy) ∈ ker (D − κI), where ~vx
are the Bloch vectors of the states in the ensemble and D
is the real matrix in the definition of the map. Moreover,
a channel of the form
Λ(ρ) =
1
2
(
I+
(
κ~v + ~t
) · ~σ) , 0 < κ ≤ 1 , (29)
is always OMP, where κ and ~t are also constrained by the
conditions for Λ to be a CPTP map.
It is straightforward to see that such a channel can also
be written in the form
Λ(ρ) = (1− η)ρ+ η τ , (30)
with 1 − η = κ and τ = 12
(
I+ ~t1−κ · ~σ
)
. If ~t = 0, then
it follows that such a channel reduces to a depolarizing
channel. Finally, if κ = 1 the map corresponds to the
identity. Note, however, that these examples do not cover
all cases allowed by Proposition 2 .
The results of this section show that the OMP set is
never trivial for equi-probable ensembles.
Two-state ensembles
Having examined the case of equiprobable ensembles,
we now consider ensembles of two states with strictly
non-equal a priori probabilities, ordered so that q1 > q2.
The case of equal a priori probabilities is already covered
by the results of last section.
As it will be shown in a later section, for two states
there always exist unitary transformations, EU say, that
preserve the optimal measurement. Moreover, from the
convexity of the OMP set we know that any map of the
form (1− η)id + ηEU will also preserve the optimal mea-
surement. As a result, the set of OMP maps for two-state
ensembles is also nontrivial.
Let us now derive the general form for a CPTP map
to preserve the optimal measurement for an ensemble
of two states. Using Eq. (22) and substituting in the
conditions of the theorem for two states, Eq. (18), we
find the geometric conditions
(D − λI)~h+ ~t = 0 ,
(1− λ)(q1 − q2)− 2µ = 0 , (31)
where we have defined the vector
~h =
(q1~v1 − q2~v2)
(q1 − q2) , (32)
which is directly related to the Helstrom operator; it is in
fact its Bloch vector, rescaled by the difference of a pri-
ori probabilities. Thus, we have obtained the following
result.
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FIG. 2. Visualization of a two-state ensemble S =
{qx, ρx}x=1,2 and two OMP channels N1,N2. Ax = qxρx de-
note the two states in the original ensemble, multiplied by
the a priori probabilities; Bx = qxN1(ρx) and Cx = qxN2(ρx)
represent the states multiplied by probabilities after the use of
two OMP channels N1,N2 respectively. Γ1 denotes the Hel-
strom operator of the original ensemble, while Γ2,Γ3 denote
the ones of the ensembles after the use of channels N1,N2
respectively. The fact that the channels are OMP for the en-
semble S means that the line Γ1 is parallel to Γ2,Γ3. Since
the length of the lines Γi is directly related to the guessing
probabilities, the length of Γ1 is always equal to or greater
than those of Γ2,Γ3.
Proposition 3. Given an ensemble of two qubit states
of non-equal a priori probabilities and a CPTP map, the
map is OMP if and only if there exist µ, λ with values as
in Eq. (20) such that
~t = −(D − λI)~h , (33)
µ = (1− λ)q1 − q2
2
. (34)
Moreover, if the map is unital, i.e. ~t = 0, the first condi-
tion implies that a map is OMP if there exists a λ such
that ~h ∈ ker (D − λI) .
It is instructive to recall the implications of Eq. (17): a
channel is OMP for a two-state ensemble if the Helstrom
operator, h
(N)
12 , of the resulting ensemble is equal to the
the Helstrom operator, h12, of the original ensemble plus
the observable parallel to h12, multiplied by some real
number between zero and one. From this observation, it
follows that a channel of the form
E(ρ) = (1− η)ρ+ η h12
q1 − q2 , (35)
is OMP for any two qubit state ensemble. However, note
that this is not the most general form of a channel allowed
by Proposition 3.
In general, the following geometric picture emerges.
Any channel that transforms the two states in the ensem-
ble in a way such that the Bloch vector of the Helstrom
operator after the channel is parallel to the Bloch vec-
tor of the original one and with the same direction, then
the channel is OMP. The length of the Bloch vector of
the Helstrom operator does not have to be equal to the
original in general, as long as it remains larger than the
critical value q1 − q2 [8, 11]; otherwise, the measurement
is not preserved and always guessing the most probable
state without performing any measurement is the opti-
mal strategy. Moreover, the length of the Bloch vector of
the Helstrom operator is linearly related to the guessing
probability and as a result can not increase after the use
of the channel.
CHARACTERIZATION OF OMP PROPERTIES
OF CERTAIN CHANNELS
In this section we consider the reverse of the problem
considered in last section: we fix a class of channels and
look for ensembles for which they are OMP.
Unitary channels
Let us first examine the case of unitary channels. We
have the following two propositions.
Proposition 4. A unitary map EU (ρ) = UρU† is OMP
for an ensemble S of two states, if and only if it leaves in-
variant the observable corresponding to the optimal mea-
surement associated with the original Helstrom operator,
h12 = q1ρ1 − q2ρ2.
In other words, if a rotation by a unitary on the Bloch
sphere is around the Bloch vector of the observable that
corresponds to the optimal measurement for the original
Helstrom operator, then the optimal measurement is pre-
served. The situation is different for ensembles of more
than two states, as shown in next proposition.
Proposition 5. A unitary map EU (ρ) = UρU† can not
be OMP for an ensemble S of n > 2 states if all states
are identified by the measurement.
Proof. Both propositions follow from writing the first of
the KKT conditions for the states in the ensemble S and
conjugating with the unitary U . Then, one finds that
the parameters r
(EU )
x and the complementary states σ
(EU )
x
after the channel use are given in terms of the original
ones by
r(EU )x = rx , σ
(EU )
x = Uσx U
† , (36)
which also shows that the guessing degradation is zero.
Moreover, this shows that the measurement is not pre-
served, unless σ
(U)
x = σx, which can only happen if com-
plementary states are left invariant under the action of
the unitary. This is only possible when the measurement
consists of two projectors and the unitary effects a trans-
formation along the axis parallel to the Bloch vector of
the Helstrom operator.
8Depolarization channel
A depolarization channel is defined as
D[ρ] = (1− η)ρ+ η I
2
, (1− η) ∈ [0, 1] . (37)
We will show that the depolarization channel does sat-
isfy the OMP conditions for equiprobable ensembles as
well as a pair of states. We will also see why it fails
for an ensemble of n > 2 states with unequal a priori
probabilities.
Let us write the expression for the left hand side of Eq.
(5), with the channel N being a depolarization channel:
qxD[ρx]− qyD[ρy] =(1− η) (qxρx − qyρy)
+ η (qx − qy) I
2
. (38)
It is obvious that the second term on the right hand side
of last equation is the one that does not allow the depolar-
ization channel to satisfy the OMP condition in general.
However, the second term goes away for an ensemble of
equal a priori probabilities and the RHS reduces to Eq.
(16), which also shows that it is OMP. Similarly, for an
ensemble of two states only, the RHS has the form of Eq.
(18), which also shows that it is OMP directly. The fact
that the depolarization channel is OMP for equiprobable
ensembles was first shown in [5] by noting that it satis-
fies the condition in Eq. (11). For a two-state ensemble
the situation is different, as it will not satisfy Eq. (11)
in general, which also confirms that it is only a sufficient
condition. However, it was shown in [6] that the depo-
larization channel is also OMP for two-state ensembles.
This observation was exploited and a protocol was pro-
posed to map any channel to an OMP one via an instance
of a supermap, specifically channel twirling.
CONSTRUCTING AN OMP SET OF AN
ARBITRARY QUBIT ENSEMBLE
In this section, we derive the general solution to maps
of the form of Eq. (22) that are consistent with the con-
ditions of the theorem for a certain ensemble and for a
given measurement to be preserved.
Let S be the ensemble in question and M an optimal
measurement that identifies the states with indices from
an index set I. The conditions of the theorem in the
Bloch representation, Eq. (26), become
(D − I)~hxy + (qx − qy)~t− δN~sxy = 0 , ∀ x, y ∈ I , (39)
where we defined ~hxy = qx~vx − qy~vy = ry~sy − rx~sx and
~sxy = ~sx − ~sy.
Not all of these conditions are linearly independent
since one can combine the conditions for pairs of indices
to derive the condition for others. Specifically, denoting
the left hand side of last equation with Rxy, then the
condition is of the form Rxy = 0. Moreover, it is trivial
to notice that Rxk+Rky = Rxy, which implies that if one
has considered the condition for the index pairs (x, k)
and (k, y), then the index pair (x, y) has already been
included. Let m denote the number of elements in the
index set I. It is easy to see that the number of linear
independent conditions are m − 1. Let aj ∈ I; then the
m− 1 linearly independent conditions are explicitly
(D − I)~ha1a2 + (qa1 − qa2)~t− δN~sa1a2 = 0 ,
...
(D − I)~ha1am−1 + (qa1 − qam−1)~t− δN~sa1am−1 = 0 ,
(40)
where we arbitrarily chose index a1 as the one appearing
in each equation. Since we are interested in finding the
channels that satisfy such conditions, the unknowns are
the elements of D and ~t in the definition of the map,
as well as the guessing degradation δN . Note that after
obtaining the general solution for D,~t we are not done,
since the conditions for the map to be CPTP, Eqs. (24)
and (25), need to be imposed. As a result, we here obtain
a set of feasible solutions, which then need to be sieved
by imposing Eq. (24) and (25) in order to obtain the set
of admissible solutions.
To turn Eqs. (40) to a set of linear matrix equations in
the standard form, we take the i-th component of each
vector equation together to obtain the new set of equa-
tions
H~d1 + t1~q − δN ~w1 = Heˆ1 ,
H ~d2 + t2~q − δN ~w2 = Heˆ2 ,
H ~d3 + t3~q − δN ~w3 = Heˆ3 , (41)
where we have defined the (m− 1)× 3 matrix
H =

~h>a1a2
...
~h>a1am−1
 , (42)
the vector of differences of a priori probabilities
~q =
 qa1 − qa2...
qa1 − qam−1
 , (43)
and the vector of the j-th components of differences of
the Bloch vectors of the complementary states
~wj =
 (~sa1a2)j...
(~sa1am−1)j
 =
 (~sa1 − ~sa2)j...
(~sa1 − ~sam−1)j
 , (44)
9with j = 1, 2, 3, while eˆj denote the vectors with the j-th
element taking the value one, and zero elsewhere. The
unknown vectors ~dj are the rows of the matrix D and
ti are the elements of the vector ~t in the definition of a
channel, Eq. (22). That is,
D =
~d>1~d>2
~d>3
 . (45)
LetO denote the (m−1)×3 matrix with zero as entries
and ~0 the (m − 1)-dimensional vector with zero entries.
In addition, define the 3(m− 1)× 13 matrix Q
Q =
H O O ~q ~0 ~0 −~w1O H O ~0 ~q ~0 −~w2
O O H ~0 ~0 ~q −~w3
 , (46)
and the two vectors ~x and ~b given by
~x> =
(
~d>1 ~d
>
2
~d>3 ~t
> δN
)
, (47)
and
~b> =
(
eˆ>1 eˆ
>
2 eˆ
>
3
~0> 0
)
, (48)
where ~x is the vector of unknowns. Then, the set of
equations (41), take the standard form
Q~x = Q~b . (49)
It is obvious that a particular solution is ~xp = ~b, which
also implies that the system is not inconsistent. The
general solution is then
~x = ~xp + ~xh , (50)
where ~xh denotes the solution to the homogeneous equa-
tion
Q~x = 0 . (51)
The last matrix equation represents a linear set of 3(m−
1) equations for 13 unknowns. Thus, depending on the
number of states identified by the measurement, m, other
solutions apart from the zero solution might not exist for
the homogeneous problem. If rank(Q) < 3(m− 1), then
an infinity of solutions exist; otherwise only one solu-
tion exists (identity map). Recalling that for ensembles
of qubit states an optimal measurement identifying at
most 4 states always exists [12], it follows that even en-
sembles with more than 4 states will have some some of
their weak OMP sets potentially non-trivial, that is, will
have a non empty feasible set of solutions. An unresolved
open question concerns the existence of ensembles with
all their OMP sets trivial or, in other words, ensembles
for which there does not exist other admissible solutions
apart from the identity map.
Going back to the Eq. (49), the general solution can
also be written concisely in the form [13]
~x = Q+Q~b+ (I−Q+Q)~c , (52)
for any ~c ∈ R13 and where Q+ denotes the pseudo-inverse
of matrix Q. As already mentioned, this feasible set of
solutions contains all possible maps of the form in Eq.
(22) which are OMP; however not all of them are admis-
sible since they don’t have to be CPTP from the outset.
Having obtained the full set of solutions ~x, it remains to
impose the conditions for the map to be CPTP. This will
further reduce the feasible set of solutions to the admis-
sible set, which can in principle be the trivial set.
Examples
In this section we derive the feasible solutions for a
number of different ensembles. Note that we here con-
sider only their strong OMP sets. At the same time, how-
ever, some of the examples are instances of weak OMP
sets for others. For instance, the one or two mutually
unbiased bases (MUB) examples are weak OMP sets for
the three MUBs one.
One MUB
Let us first consider a pair of orthogonal states forming
a MUB. Specifically, we take the eigenstates of the Pauli
Zˆ, which have Bloch vectors ~v>1/2 = ±(0, 0, 1), and assume
that they appear with probabilities q1 and q2 respectively.
It is easy to see that in this case the complementary states
have the same Bloch vectors as the states themselves but
with signs inverted. That is, ~s1/2 = −~v1/2 In addition,
the matrix H becomes a row matrix and the vectors ~q ≡
q, ~wj ≡ wj become scalars. Specifically, we find H =
(0 0 1) , q = q1 − q2 , w1 = w2 = 0 and w3 = −2. From
these, we form the matrix Q and solve Eqs. (49) to obtain
D =
d11 d12 −(q1 − q2)t1d21 d22 −(q1 − q2)t2
d31 d32 1− 2δN − (q1 − q2)t3
 , (53)
where tj denote the elements of the vector ~t. Note that
the guessing degradation δN is here a free parameter and
each allowed value specifies a different class of potentially
OMP channels. Looking for unital OMP maps only, the
first two elements of the third column of matrix D be-
come 0 while the last 1− 2δN .
Two MUBs
Next, we consider two MUBs. More specifically, we
consider the ensemble of states used in the Bennett-
Brassard 1984 cryptographic protocol [9]. The four states
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have Bloch vectors ~v>1/2 = ±(0, 0, 1) and ~v>3/4 = ±(1, 0, 0),
and they appear with equal a priori probabilities 1/4. A
direct computation gives that the matrix H is given by
H =
 0 0 1/2−1/4 0 1/4
1/4 0 1/4
 , (54)
while ~w>1 = 2(0, 0,−1), ~w>2 = (1, 0,−1) and ~w>3 =
3(−1, 0,−1). Since the a priori probabilities are equal,
there are no constraints for the vector ~t in the definition
of the channel. Thus, in this case
Q =
H O O −~w1O H O −~w2
O O H −~w3
 , (55)
while the two vectors ~x and ~b are
~x> =
(
~d>1 ~d
>
2
~d>3 δN
)
, (56)
and
~b> =
(
eˆ>1 eˆ
>
2 eˆ
>
3 0
)
, (57)
Finding the pseudo inverse of matrix M and directly sub-
stituting in Eq. (52) we find
~x> = (1− 4δN , y, 0, 0, z, 0, 0, w, 1− 4δN , δN ) , (58)
from which the matrix D of the OMP channel follows
directly
D =
1− 4δN y 00 z 0
0 w 1− 4δN
 . (59)
The parameter δN is the guessing degradation and
for the BB84 ensemble it takes values in [0, 1/4). Eq.
(59) shows the general form of the matrix D of an
OMP map for the BB84 ensemble. However, not all
such maps are CPTP. For example, consider a unital
map with y = z = w = 1 − 4δN ; computing the
singular value decomposition (SVD) of the matrix
D we find that it is of the form O1∆O2, with ∆ =
diag
(
1− 4δN ,
√
2−√3(1− 4δN ),
√
2 +
√
3(1− 4δN )
)
and O1, O2 rotations. Then, the condition
(λ1 ± λ2)2 ≤ (1 ± λ3)2, gives the allowed values of
0 ≤ δN ≤ 0.078 or 0.146 ≤ δN ≤ 1/4, for the map to be
CPTP. Similarly, let us consider the case of a non-unital
channel with y = z = w = 1 − 4δN , t1 = t3 = 0 and
δN = 3/10; then, the conditions for such a map to be
CPTP, Eqs. (24) and (25), give −0.678 ≤ t2 ≤ 0.678 .
Three MUBs
For completeness we also consider the case of three
MUBs: the six states that appear with equal probability
1/6 appear in the six-state cryptographic protocol [14, 15].
The Bloch vectors of the six states are given by ~v>1/2 =
±(0, 0, 1) , ~v>3/4 = ±(1, 0, 0) , ~v>5/6 = ±(0, 1, 0). In this case,
one finds that the matrix H is given by
H =
1
6

0 0 2
−1 0 1
1 0 1
0 −1 1
0 1 1
 , (60)
while ~w>1 = (0, 1,−1, 0, 0), ~w>2 = (0, 0, 0, 1,−1) and
~w>3 = −(2, 1, 1, 1, 1). After forming matrix Q and solving
Eq. (49), we find
~x> = ((1− 6δN ), 0, 0, 0, (1− 6δN ), 0, 0, 0, (1− 6δN ), δN ) ,
(61)
from which the matrix D of the OMP channel follows
directly
D =
1− 6δN 0 00 1− 6δN 0
0 0 1− 6δN
 , (62)
and with arbitrary ~t. This shows that the only unital
OMP maps in this case are depolarizing maps.
SIC-POVM state ensemble
Let us now consider an equiprobable ensemble that
consists of states that form a SIC-POVM [16]. The Bloch
vectors of the 4 states are given by ~v>1 = (0, 0, 1) , ~v
>
2 =(
2
√
2/3, 0,−1/3) , ~v>3 = (−√2/3,√2/3,−1/3) , ~v>4 =(
−√2/3,−√2/3,−1/3). In this case, one finds that the
matrix H is given by
H =
1
4
−2√2/3 0 4/3√2/3 −√2/3 4/3√
2/3
√
2/3 4/3
 , (63)
while ~w>1 = (2
√
2,−√2,−√2)/3, ~w>2 = (0,
√
2/3,−√2/3) and
~w>3 = −(4,4,4)/3. Computing the matrix Q, its pseudo-
inverse and substituting in Eq. (52), we find
~x> = ((1− 4δN ), 0, 0, 0, (1− 4δN ), 0, 0, 0, (1− 4δN ), δN ) ,
(64)
from which the matrix D of the OMP channel follows
directly
D =
1− 4δN 0 00 1− 4δN 0
0 0 1− 4δN
 , (65)
and with arbitrary ~t. This shows that the only unital
OMP maps in this case are depolarizing maps. Note the
similarity with the previous example.
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An ensemble of unequal a priori probabilities
We conclude the series of examples by considering
an ensemble of unequal a priori probabilities. Specifi-
cally, consider the three states with Bloch vectors ~v>1 =
(3,0,3)/4
√
2 , ~v>2 = (−3,3
√
3,0)/10 , ~v>3 = (−1,−
√
3,0)/2 that ap-
pear with probabilities q1 = 1/3, q2 = 5/12, q3 = 1/4, re-
spectively. The H matrix in this case is 2x3 and is given
by
H =
(
1+
√
2
8 −
√
3/8 1/4
√
2
1+
√
2
8
√
3/8 1/4
√
2
)
. (66)
The complementary states are found using the
results in [17] and have Bloch vectors ~s>1 =
(−0.796, 0.385,−0.466), ~s>2 = (0.605,−0.713, 0.354) and
~s>3 = (0.304, 0.936, 0.178), from which one finds ~w
>
1 =
(−1.401,−1.100), ~w>2 = (1.098,−0.551) and ~w>3 =
(−0.821,−0.644). Although an exact calculation is pos-
sible, we only give the numerical values to avoid cumber-
some expressions. Note that since the ensemble has only
3 states, the matrix Q is now a 6 × 13 matrix. The full
solution for the map to be OMP has the form
D =
d11 d12 1.707− 1.707d11 − 7.075δNd21 d22 −1.707d21 + 1.547δN
d31 d32 1− 1.707d31 − 4.145δN
 , (67)
and ~t = (−2.598d12 + 1.808δN , 2.598 − 2.598d22 −
9.894δN ,−2.598d32 + 1.059δN ) . Once again, although
such a map is OMP, it will not in general be CPTP and
the conditions in Eqs. (24) and (25) need to be imposed.
DISCUSSION
Guessing probability preservation
The use of a channel can not increase the guessing
probability and it will, at best, preserve it. Let us now
examine what are the implications of the theorem in the
case of no reduction in guessing probability, that is, δN =
0. Then, the conditions of the theorem, Eq. (5), reduce
to
qxN [ρx]− qyN [ρy] = qxρx − qyρy ,
rx ≥ 0 , ∀x, y . (68)
In other words, for the guessing probability to be pre-
served, pairwise differences shall be preserved for any
pair of states in the ensemble. In the qubit case, apart
from the identity map, this is only possible for ensem-
bles of two states and certain unitary maps, as shown
in Propositions 4 and 5. It follows that a unitary map
preserves the guessing probability but not the optimal
measurement, in general. Thus, it is obvious that for a
general qubit ensemble, a channel cannot preserve both
the guessing probability and the optimal measurement at
the same time.
CONCLUSIONS
We proved a necessary and sufficient condition for the
preservation of an optimal measurement for the discrim-
ination of qubit states sent over a quantum channel. Our
result contains and strengthens previous ones. We dis-
cussed particular simple forms of the condition in the
case of ensembles of equal a priori probabilities, as well
as ensembles of two states. In addition, we considered
the properties of the OMP sets for a given ensemble,
which turn out to have a convex structure. For ensem-
bles of equal a priori probabilities, as well as ensem-
bles of two states, we further characterized OMP maps
and showed that the depolarization channel is always in-
cluded in their OMP sets. Thus, we showed that for these
two cases the OMP set can not be the trivial set contain-
ing only the identity map. Finally, we discussed how can
one construct the OMP sets for a given ensemble and
presented a number of examples.
A few interesting open problems remain. The first con-
cerns the existence of ensembles whose OMP sets are
all trivial. This would imply that such ensembles are
isolated in that any CPTP map acting on them neces-
sarily changes all optimal measurements. We demon-
strated that two-state ensembles as well as ensembles of
equal a priori probabilities are not isolated. Moreover,
we showed the existence of feasible solutions for any en-
semble. We expect that no isolated ensembles exist but
we have not managed to establish the result in general.
The second concerns the extension of the result beyond
the qubit case. In higher dimensions the theorem does
not provide a necessary and sufficient condition since the
link between the complementary states and the measure-
ment breaks down: there might exist ensembles with
the same measurement but with different complementary
states. Consequently, the condition in the theorem holds
but as a sufficient condition only. Owing to the intricacies
of the state discrimination problem beyond qubit states,
the existence of a simple condition that is both necessary
and sufficient, similar to the one of the theorem in this
work, seems unlikely. However, by restricting to certain
types of ensembles only, for example ensembles consist-
ing of linearly independent states, a full characterization
might be possible.
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