This paper provides detailed information on Team Poland's approach in the electricity price forecasting track of GEFCom2014. A new hybrid model is proposed, consisting of four major blocks: point forecasting, pre-filtering, quantile regression modeling and post-processing. This universal model structure enables independent development of a single block, without affecting performance of the remaining ones. The four-block model design in complemented by including expert judgements, which may be of great importance in periods of unusually high or low electricity demand.
followed by discussion on the model's strengths and limitations as well as on possible improvements. Finally, Section 6 concludes the article.
Problem statement
To define the probabilistic forecast problem let us start with a point, one-step-ahead forecast of the electricity price. Regardless of the methodology used, this can be expressed as:
where P t is the actual electricity price at time t, P t|t−1 is its one-step ahead forecast and ε t is the corresponding error. There are many methods, which can be used for constructing prediction intervals at the confidence level (1 − α). The most popular is the one which uses both P t|t−1 and ε t (Weron, 2014) . The interval center is set equal to the point forecast P t|t−1 , while its bounds are defined by the quantiles α 2 -th and (1 − α 2 )-th of the probability distribution of ε t . This way of estimating PI, underlines the importance of the point forecast in deriving prediction quantiles.
A probabilistic forecast corresponding to the eq. (1) can be regarded as a set of PIs for all α ∈ (0, 1). In other words, computing a probabilistic forecast requires estimation of P t|t−1 and density f ε t of the corresponding error term, ε t . Although we expressed the problem in terms of the probability density function, it can be equivalently formulated in terms of the inverse of the cumulative distribution function,
where q τ t (X) = F −1 X t (τ) is the τ-quantile of P t (or t ). We should also note that some authors use the term confidence interval instead of prediction interval (PI), which might be confusing. However, in most forecasting applications our interest is the PI associated with a random variable (here: electricity price) which is to be observed, i.e. intervals which contain the true values of future observations with specified probability, not in confidence intervals associated with a parameter of a model, see Hyndman (2013) for a discussion.
GEFCom2014
The objective of the GEFCom2014 competition was to forecast 99 quatiles of the next day electricity prices, as an approximation of their forecast distribution. The entries were evaluated according to the so-called pinball function. For quantile q τ h,t of electricity spot price P h,t , where h is the hour and t is the day index, the pinball function is defined as follows:
where I is the indicator function. The final score for day t was computed as an average of L h,t (τ) across 24 hours (h = 1, ..., 24) and 99 quantiles (τ = 0.01, ..., 0.99).
The dataset available to GEFCom2014 participants consisted consists of three time series at hourly resolution: locational marginal prices, zonal loads and system loads. For the first regular (i.e. non-trial) competition week almost 2.5 years of historical prices were available. The information set was being extended and in the last week of the contest it was almost 3-years long, see Figure 1 . For each of the 12 next day electricity price forecasts the actual day-ahead values of loads were known. Out of the 12 target days, 9 were from July 2013 (4th, 9th, 13th, 16th, 18th, 19th, 20th, 24th and 25th ) and 3 from December 2013 (7th, 8th and 17th). The prices for those days are depicted in the Figure 2 in Section 4. For more competition details see Hong et al. (2015) . 
The model
In this study, we propose a hybrid model with four major blocks: (i) point forecasting and averaging/ensembling, (ii) pre-filtering, (iii) quantile regression modeling and (iv) post-processing. We believe that the proposed methodology is not only interesting because of its good performance in the competition, but may also be appealing to practitioners because of its relative simplicity and modular structure. Even if it is not a Keep It Simple model, the statistical techniques used are not far from basic and standard approaches. Moreover, it can be easily adapted to multiple scenarios, for instance, high and low demand days. That said, we believe that the model is an interesting compromise between simplicity, flexibility and accuracy.
Model setup
As stated above, the modeling approach consists of four steps or blocks. It is based on the decomposition of the price process P t into its point forecast and the forecast error, as in eq. (1). The 99 percentiles (i.e. quantiles for τ = 0.01, 0.02, . . . , 0.99) of the density forecast are computed according to eq. (2). In the first step, the point forecasts P h,t|t−1 , h = 1, . . . , 24 are computed using historical prices and loads (t = 1, ..., T ). It should be mentioned, that within the sample (for t = 1, ..., T ) the forecasts correspond to the fitted values, whereas for t = T + 1 they become true out-of-sample forecasts. Since the shape of the distribution of the forecast error depends strongly on the accuracy of the point prediction, we treat this part with a lot of care, see Section 3.2. Next, we compute the errors ε h,t = P h,t − P h,t|t−1 for t = 2, ..., T . The forecast error ε h,T +1 is not known, therefore we apply quantile regression (QR) to predict its distribution, see Section 3.4.
In order to increase the quality of forecasts, we perform pre-filtering and post-processing. The former allows us to select a calibration sample, which is similar to the forecasted day and hence improve the forecast accuracy, see Section 3.3. Post-processing, on the other hand, corrects some model deficiencies (like a possible non-monotonicity of the computed 99 quantiles) and smooths the marginal distributions for each hour, see Section 3.5. Additionally, both approaches introduce a structural way of incorporating expert opinions into the prediction process.
Point forecasts
In order to obtain one day-ahead point forecasts P t|t−1 , linear regression models are applied to the original and partly filtered data. It is well known that prices in different hours follow distinct data generating processes Weron (2014) . Therefore, we construct 24 separate models to describe the behavior of electricity prices during the whole day. We assume that the hourly prices, P h,t , follow an ARX process. The price and the load data are log-transformed. The ARX model is defined as follows:
where
] and e t is a white noise. The following exogenous variables are included:
• deterministic variables: a constant and the a weekend dummy (W t takes value one during the weekend and zero otherwise),
• current and lagged loads for a given hour h: L h,t , L h,t−1 and L h,t−7 ,
• the ratio of the smallest load to the largest load for a given day t:
The model is estimated with Least Squares (LS). For the early night hours, from midnight to 4:00 AM, we utilize additional information about the last prices from the previous day. Hence X t is extended to include P 23,t−1 and P 24,t−1 for these 4 hours.
Next, a second ARX model is fitted to pre-filtered data. Only those days are selected for calibration which have a similar load pattern to the forecasted day (see Section 3.3). In order to avoid estimation problems, in case of this ARX model the weekend dummy is removed from X t .
On the basis of these two ARX models (with and without the pre-filtering), point forecastsP
h,T +1 are computed. The results are next transformed back to the original units. The final forecast is the arithmetic average of these two quantities:P h,T +1 =P
. This simple averaging scheme was used since it was found to perform well for electricity spot prices, (see Nowotarski et al., 2013) .
Pre-filtering
In the forecasting experiment, we implement three pre-filtering methods: (i) day type filtering, (ii) similar load profile filtering and (iii) expected bias filtering. The filtering is applied both to the dependent and independent variables. It should be mentioned that for constructing the point forecast, we apply only the similar load profile filtering. The remaining filtering schemes, i.e. (i) and (iii), were used in the quantile regression only.
The first approach to pre-filtering, the 'day type filtering', utilizes only days of the pre-specified type. For example, when we aim at forecasting a working day, we choose only working days. Similarly, if we focus on weekends, we use only weekend data.
The aim of 'similar load profile' filtering is to choose days with the load profile similar to the load profile of the forecasted day. To achieve it, we need to choose a measure of the distance between load profiles coming from different days. Here, the mean of the squared differences of loads is used. For a day t, the measure is constructed as follows:
4 Next, the days are ordered according to MS E t and 10% (or some other percentage) of days with the lowest MS E t is chosen for further analysis. The final filtering technique, 'expected bias filtering', opens the possibility to include expert opinions about the possible bias of the point forecast. It was particularly useful for days when the load was extraordinarily high, low or had an unusual profile. The approach uses the within sample errors, calculated as the difference between the true price P h,t and its fitted valueP h,t :ε h,t = P h,t −P h,t .
An expert chooses two values: a and b and filters out all of the observations which do not fall into the interval (ε − aσ ε ,ε + bσ ε ), whereε and σ ε are the sample mean and standard deviation of the residualŝ ε h,t , respectively. In the case of a "typical" day, we chose symmetric intervals (for example a = b = 3). When the true values were believed to exceed the predictions then we set a < b. On the contrary, when the model was expected to overestimate the price level then we set a > b.
Quantile estimates
Having obtained the point predictions for all hours, we now need to compute the corresponding quantiles of the distribution of prediction errors. One reason in favour of quantile regression is that it focuses on estimating the conditional quantile of the dependent variable, in this case electricity prices P h,t . The loss function in QR is defined as ρ τ (u) = |u(τ − I (u<0) )|, where τ ∈ [0, 1]. It is well known that for a random variable Y minimising the expected loss function of Y − u with respect to u leads to finding its τ-th quantile. Also, as Maciejowska et al. (2015) found, QR is an appealing tool for electricity price probabilistic forecasting.
Recall that in this study we apply the quantile regression to the prediction errors, ε h,t . In the regression, we assume that conditional quantiles are linear functions of exogenous variables. The problem can be written as follows:
whereq τ h,t (ε|·) is the conditional τ-th quantile of the electricity spot price forecast error distribution, X h,t are the regressors (explanatory variables) and β τ is a vector of parameters. Notice, that in this set-up the parameters β τ are assumed to be constant over the hour dimension, h. Therefore a pooled regression is used to estimate the parameters of interest. This assumption was imposed due to the limited number of observations, which remain for analysis after pre-filtering.
Here, quantiles are conditioned on X h,t = [1, X
(1)
h,t ], where X
(1) h,t are the variables associated with the load and X (2) h,t are the expected price levels, both described in Sections 3.4.1 and 3.4.1, respectively. It should be noticed that if the forecast errors were characterized by identical distribution functions than all the variables but the constant would be redundant. Here, we allow the distribution function to change over time, to reflect both nonlinearities of the price generating process and heteroscedasticity (dependence of the price variance on some exogenous factors and the expected price level).
Load level
In the model, we utilize information about the load in three ways. First, we include the variable describing the load level for a particular hour, L h,t . Since, the electricity price prediction error depends not only on the load for a particular hour but also on the daily load pattern, we include the average daily load,L t , computed asL t = 1 24 24 h=1 L h,t . Finally, we incorporate a measure, LP h,t , of how typical is the load profile, as compared to the previous days which were used for constructing the point forecast. The variable is constructed as follows:
. Hence, the load variables are X
Expected price level
We include two forecasted valuesP
h,t and the average daily expected priceP t , whereP t = 1 24 24 h=1P h,t . We expect that the observations associated with higher price predictions will be characterized by higher risk, which in turns will reflected by wider prediction intervals. In order to account for non-linear relationships between the price and the risk, we include in the model also the square of the expected priceP 2 h,t . So, the price variables are X
h,t ,P t ,P 2 h,t ].
Post-processing
We post-process the results for two reasons. First, we forecast each of the 99 percentiles separately, hence the estimation process does not ensure that they are in an ascending order. Therefore, for each hour, we sort the forecasted quantiles of electricity prices. Second, the τ-th quantile across hours may be bumpy, whereas we typically observe smooth evolution of prices over the day. Therefore, we use a moving average over a three hour window to smooth the results. In should be mentioned that in some cases this part of post-processing is unnecessary. For example, in Task 15, we expected to have a onehour spike, hence we could not apply the moving average because it will smoothed out the phenomenon. Finally, we allow experts to correct the results according to their experience by expanding or tightening the prediction intervals. This reflects their expectation about the forecasting and estimation risk. Experts, in some exceptional cases, were also allowed to incorporate other point forecasts of the mean or the median, which could not be included in the formal analysis described above.
Results
The results are summarized in Table 1 . The outcomes indicate that some days involved more uncertainty than others and hence required additional effort. For example, Tasks 7-11 and Task 15 were characterized by a very low accuracy of the benchmark model (high values of the score function), which indicated an unusual behavior of prices. The difficulty in forecasting Tasks 8-9 and Task 15 were confirmed by high values of the score function obtained with our model. The competition started with Task 4, which was a national holiday -July 4th, 2013. Because during national holidays the consumption and price patterns are different than during regular days, a special (simplified) version of the model had to be constructed and estimated.
Another interesting week from the forecasting perspective was Task 8. This was an extraordinary challenge since the forecasted zonal load for that day was historically the highest. Obviously this kind of peak load may trigger an electricity price spike but the problem was that it was hard to predict its magnitude. Moreover, from a statistical perspective this meant a great deal of uncertainty since throughout the calibration period there were no similar events. Recall that our model's prediction intervals stem from historical in-sample residuals and obviously this required additional forecasting precision. As a result, apart from using expected bias filtering, we decided to incorporate an expert decision and widen the intervals for the last ten quantiles (i.e. τ = 0.9, . . . , 0.99). What we did was rescaling the distance between each of these quantiles and the median by 1.5 times, see Figure 2 . However, this change did not provide an appealing result for two reasons: (i) the expert change still included too little uncertainty and was done for too short period (from 3 PM instead of 2 PM) and (ii) the night hours were mis-predicted. The real price during the night was close to 5th percentile. However, this led to an evolution of our model -we realised that it needs to relate the early morning hours with the last hours of the previous day. As a consequence we introduced new variables in QR, namely P 23,t−1 , P 24,t−1 , see Section 3.2. Another week special enough to be discussed here was Task 9. This was similar to Task 8, meaning that once again a very high forecasted zonal load was given for that day. However, after the improvement discussed in the previous paragraph, we obtained much better results than a week before. The large score is in this case a result of very wide prediction intervals, since once again the uncertainty for the task was really high.
The next task we discuss is Task 13. Figure 2 shows clearly that our prediction was on a wrong level. The model we used for point forecasting underestimated the future values and ex-post analysis revealed that the distance between the Benchmark and our entry was similar to the distance between the Benchmark and the real price. What we obtained was clearly inaccurate. This was also the only week that we underperformed the Benchmark.
Finally, in the last week there was also a great concern about uncertainty and expected precision. One can see in Figure 2 that the intervals of our entry are quite wide, with the 5% quantile being far from the median and the lower quartile even for off-peak hours. The reason lies within the historical values -the preceding seven days exhibited extraordinary price behaviour. For 12th and 13th of December the price was peaking twice a day, including morning which had not happened at all during other days of that month. On the other hand, the last day of the information set, 16th of December, had just one price peak in the evening. Hence, three scenarios were possible -the two just mentioned and their mixture. We assumed a high level of uncertainty throughout the whole day, which was incorporated into pre-filtering. This resulted in the most accurate prediction of all competition participants for Task 15.
Discussion

Strengths and limitations
Although the model performed rather well and the obtained results allowed us to finish the competition on the second place, we observed some limitations. The main one was clear in Task 13, where we could not outperform the Benchmark. We claim this was almost entirely due to the inaccurate point forecast. However, it should be mentioned that such issues are inherent when constructing prediction intervals. One simply cannot correctly specify a model for all PIs -the real price, which lays outside the pre-constructed interval, has a given probability of occurrence. Hence, one of the possible reasons for this inaccuracy to happen is imperfect model for point prediction.
Another limitation of the model is independent of statistical methodology. We reported that Task 8 was particularly difficult since there were no similar historical values of the forecasted zonal load. In such cases the model presumably should be extended, for instance, using additional exogenous variables such as bidding information from a few previous days, merit order curve or data on generation and forecasted generation of renewables. This would allow a forecaster to see a better picture of future price uncertainty.
On the other hand, we believe that our methodology has a number of strong points. In general, the model being a compromise between flexibility and accuracy, enables a practitioner to adapt it easily to various market conditions while maintaining the desired quality of forecasts. Since the approach is not a pure black-box model it may incorporate experts opinions into the prediction process.
Moreover, the block design of the model enables improving each of the four parts separately. Even if the particular parts are related to each other, changes to them can be applied individually. Then, validation of this process is possible to find optimal specifications for all four blocks.
Further improvement
We still see some area where model improvements may be introduced. The main one is point forecasting. We used only two models and, as mentioned in Section 4, this has caused some troubles. The number of point forecasting methods is very large and this area of research is rather well-developed, so implementation of other methods is definitely a doable exercise.
On the other hand, with the increasing number of individual point forecasts, one may try other averaging schemes than the simple arithmetic average. For instance Nowotarski et al. (2013) analyse as many as 8 combining approaches, including performance-based, regression methods or bayesian model averaging. However, even if combining point forecasts has been discussed for over 45 years in the literature, there has been no clear evidence that an averaging method can consistently outperform the simple average.
Conclusion
In this paper we have discussed the methodology used by Team Poland in the Global Energy Forecasting Competition 2014 for the price track. The aim was to predict day-ahead densities at hourly resolution. While there is a number of studies on electricity price point forecasting, predicting the whole density has not been investigated thoroughly yet. For the contest, we developed a new methodology, the hybrid model consisting of four major blocks: point forecasting and averaging/ensembling, pre-filtering, quantile regression modeling and post-processing. One appealing aspect of the model is that it keeps a right balance between flexibility and accuracy and allows a forecaster to incorporate expert opinions into the prediction process.
The outcomes of the model make it an appealing tool for forecasting. It beat the Benchmark in 11 out of 12 tasks according to the score function defined by the organizers. Our model was evolving during the competition, but we believe that the end product could be utilized in many more scenarios than just price forecasting, for instance, in risk management and decision-making process. 
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