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We study the time evolution of a PT-symmetric quantum system for which the associated phase
space is compact. By decomposing the evolution operator, we analyze how the non-Hermitian part
of the Hamiltonian affects the time evolution of two archetypical quantum states, the coherent and
the Dicke state. By applying an appropriate similarity transformation we study its effects on these
initial states. In these cases a coherent state remains coherent but a Dicke state can be transformed
into a coherent state. Finally, the time evolution of the transformed states are also addressed.
I. INTRODUCTION AND MOTIVATION
A class of Non-Hermitian quantum systems are those
given by PT-symmetric Hamiltonians [1], [2]. Since their
introduction they have found many applications [3], [4],
[5], [6], [7]. One of the defining features of such sys-
tems is that an associated Hamiltonian can have real or
complex eigenvalues, corresponding to unbroken or bro-
ken PT-symmetric phases. The transition between these
phases occurs at the so-called Exceptional Points (EPs),
at which two or more eigenvalues and eigenvectors coa-
lesce. In this case, the Hamiltonian becomes defective [8].
Remarkable phenomena has been reported through the
years around the EPs. Some of recent examples are chi-
rality [9], [10], [11], unidirectional invisibility [12], [13],
[14], enhanced sensing [15] and the possibility to stop
light [16]. From the transport point of view, a Hamilto-
nian with PT-symmetry contains gains and losses, which
can be translated in general as sources. The influence of
gain and loss can be studied from the transport point of
view relatively easy in local Hilbert spaces [17], but their
influence in phase spaces has been ignored until recently.
On this direction, people have studied the semiclassical
approximation of such systems [18], [19], [20] and inter-
esting phenomena have been revealed around the EPs.
However, the analysis has been carried out in systems
with the Heisenberg-Weyl symmetry. Thus, the asso-
ciated phase space is the plane and it is non-compact.
The behaviour of PT-symmetric systems remains an open
question, in particular in compact phase spaces.
In this contribution, we study the effects of PT-symmetry
in compact phase space, namely the sphere, for which the
corresponding dynamical group of symmetries is SU(2).
Our analysis describe systems that generically posses
large spin and can be adapted in several situations. In
particular, we choose a linear Hamiltonian that, under
an appropriate transformation, describes a Bose-Einstein
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condensate without interactions in a two-site harmonic
trap. One of the objectives is to describe the effect of
the gain and loss in phase space manifested in the dy-
namics. This situation has been partially addressed in
more generic quantum systems [21, 22], but in our opin-
ion a clear understading of these dynamical effects are
still missing.
The paper is organized as follows. In Sec. II we give the
general definitions and we introduce the model that will
be treated in the rest of the paper. In Sec. III we analyze
the time evolution of two archetypical states: a coherent
and a Dicke state. Here we decompose the evolution
operator in order to understand the influence under the
presence of gain and loss. We also provide an analysis
on the phase space and compute local currents as well as
terms that can be indetified as sources in the continuity
equation. In Sec. IV we study the time evolution un-
der a special similarity transformation. This similarity
transformation is no longer unitary and remarkably its
application to initial Dicke states yields interesting re-
sults. Finally we conclude and give an outlook in Sec.
V.
II. GENERAL DEFINITIONS AND THE
MODEL
We consider a system whose dynamical symmetry group
is SU(2). The set {Sx, Sy, Sz} contains the standard
members of the Lie algebra su(2) such that [Sx, Sy] = iSz
(and cyclic permuations) with ~ = 1. The eigenvectors
of the operator Sz are the Dicke states |S,m〉 such that
Sz |S,m〉 = m |S,m〉 , −S ≤ m ≤ S (1)
and S is a positive integer. In particular, we choose as
the generator of the dynamics the Hamiltonian treated
by Graefe et. al. [23]
H = −2iγSz + 2vSx. (2)
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2This Hamiltonian can describe, under a Schwinger trans-
formation, the motion of a non-interacting Bose-Einstein
condensate in a two-well potential under PT-symmetry.
Because of this, the time reversal operator is defined as
T ≡ ∗, T2 = 1, (3)
where ∗ denotes complex conjugation and 1 is the iden-
tity. For a matrix M , the action of T is TMT = M∗.
Similarly, the parity operator P is defined as
P = P∗, P2 = 1. (4)
In the local basis where Sz is diagonal, we choose P as
the matrix J with components
Jij = δi,N−j+1, (5)
with N = 2S + 1 the dimension of the Hilbert space.
The matrix J is known as the exchange matrix [24]. The
Hamiltonian in Eq. (2) also possesses the property that
all the eigenvalues coalesce in a single EP when γ = v.
Figure 1 shows the spectrum Eγ as a function of γ with
S = 10 and v = 1 (see also [23]). We will fix this choice
of the parameters from here onwards.
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Figure 1: Complex spectrum Eγ as a function of γ for
the Hamiltonian in Eq. (2) with S = 10 and v = 1.
Left: real part of the eigenvalues Re(Eγ) as a function
of γ. Right: imaginary part of the eigenvalues Im(Eγ)
as a function of γ. Notice that in this case all the
eigenvalues coalesce in a single EP.
The continuity equation for a Hamiltonian H = H0 + iΓ,
where H0 and Γ are Hermitian operators is [19]
i~ρ˙(t)− [H, ρ(t)] = 2iρ(t)Γ, (6)
with ρ(t) the time dependent density matrix of the sys-
tem. The left-hand side is the standard continuity equa-
tion in Quantum Mechanics, while the right part denotes
the presence of sources (in our case the gain and loss in
the system).
The Hamiltonian in Eq. (2) can be rewritten in a more
convenient way as in [23]
H = −2
√
v2 − γ2eαSySze−αSy , (7)
with coshα = γ/
√
γ2 − v2, sinhα = v/
√
γ2 − v2. This
suggests two things. First, the operator S = e−αSy diag-
onalizes H under the similarity transformation
H → H˜ = SHS−1. (8)
Evidently, this transformation is non-singular provided
γ 6= v. With this transformation, one can read out im-
mediately the eigenvalues given by
Em = 2m
√
v2 − γ2 (9)
with m ∈ {−S,−S + 1, . . . , S} (c.f. Fig. 1). Notice
that because γ = cosh−1
(
γ/
√
γ2 − v2
)
, S is in general
non-unitary, even for γ < v. Second, if we perform the
similarity transformation H˜ = SHS−1 from the outset
then
H˜ = −2
√
v2 − γ2Sz. (10)
This implies that the dynamics of the system except at
the EP is given by the continuity equation
i~ ˙˜ρ(t) = [H˜, ρ˜(t)], (11)
where we have defined
ρ˜ =
SρS−1
N
. (12)
The extra factor N−1 is just a normalization and will
be explained in Sec. IV. An important observation is in
order. Recall that S is non-Hermitian in general, and
that in Eq. (11) the non-Hermitian terms (proportional
to the sources) are “hidden” in the new definition ρ˜.
A useful method to visualize a quantum system consist in
mapping a state into c−valued functions defined on the
corresponding classical phase space. According to this
approach suggested by Weyl [25, 26], we associate each
operator Aˆ with its Weyl symbol WA(Ω), a c−number
function defined on the correponding phase space. Since
the dynamical symmetry group is SU(2) the classical
phase space is the so-called Bloch sphere S2. The Weyl
symbol is defined as
WA(Ω) = Tr
(
Aˆωˆ(Ω)
)
, (13)
3where Ω = (θ, φ) ∈ S2 are points in phase space and
ωˆ(Ω) is the Wigner operator
ωˆ(Ω) =
2
√
pi√
2S + 1
2S∑
L=0
L∑
M=−L
Y ∗L,M (Ω)Tˆ
(S)
L,M . (14)
In eq (14) we used the spherical harmonics
YL,M (Ω) = (−1)MY ∗L,−M (Ω),
and the irreducible tensor operators Tˆ (S)L,M
Tˆ
(S)
L,M =
√
2L+ 1
2S + 1
S∑
m,m′=−S
CS,m
′
S,m;L,M |S,m
′〉〈S,m|. (15)
Here CS,m
′
S,m;L,M are the Clebsch-Gordan coefficients.
In order to study the dynamics generated by H or H˜,
we choose as initial conditions two archetipycal states:
a coherent state (semi-classical state) and a (non-semi-
classical state) Dicke state. The coherent state is
|θ0, φ0〉 =
S∑
m=−S
√
(2S)!
(S +m)! (S −m)!e
−imφ0 ×
× cosS+m (θ0/2) sinS−m (θ0/2) |S,m〉 , (16)
which is a localized distribution on the phase space, cen-
tered at the point (θ = θ0, φ = φ0), as can be seen in
Figure 2 a).
a) b)
Figure 2: a) Wigner function of the coherent state
|θ0 = pi/2, φ0 = pi/4〉; b) Wigner function of the Dicke state
|S = 10,m = 0〉.
On the other hand, the Wigner distribution of a Dicke
state is usually non localized. For instance, for the state
|S, 0〉, the distribution spreads over all the phase space,
as can be seen in Figure 2 b). (See Appx. A).
III. TIME EVOLUTION UNDER H
An initial quantum state |Ψ〉 evolves under H, Eq. (2),
following the Schrödinger equation
i
d |Ψ〉
dt
= (−iγSz + 2vSx) |Ψ〉 . (17)
The associated evolution operator is
UPT(t) = exp(−it(−2iγSz + 2vSx)). (18)
In the interval γ ∈ [0, 1), the spectrum of H is real but
the associated eigenfunctions tend to align parallel for
γ → 1, close to the EP. Numerically, this yields innacu-
racies which can cause wrong dynamics. Because of this,
it is adequate at this point to disentagle the evolution
operator. We follow the standard method [27] and write
UPT(t) = e
−2if(t)Sze−2ig(t)Sye−2ih(t)Sx , (19)
where f(t), g(t), h(t) are three time-dependent functions
that fulfill the system of equations

−2if˙(t) + 2ih˙(t) sin(2g(t)) = −2i(−iγ),
−2ig˙(t) cos(2f(t))− 2ih˙(t) sin(2f(t)) cos(2g(t)) = 0,
2ig˙(t) sin(2f(t))− 2ih˙(t) cos(2f(t)) cos(2g(t)) = −2iv.
(20)
One can reduce this system of equations to only two,
but since it is a system of equations with trascenden-
tal functions, we solve the system numerically. We will
focus in this section for values of γ ∈ [0, 1). For this par-
ticular Hamiltonian, the case γ > 1 is dinamically less
interesting and will be commented briefly in the next
subsection. In Fig. 3 we show the numerical solutions
for these functions, for v = 1 and γ = 0.9, in a time
interval t ∈ [0, 30]. First we highlight that h(t) is purely
real and f(t), g(t) are purely imaginary. The real func-
tion h(t) (green) represents the way the unitary operator
exp(ih(t)Sx) acts in a quantum state. This only gen-
erates rotations around the x axis on the phase space.
Further, h(t) is a monotone increasing function. On the
other hand, f(t) (red) and g(t) (blue) are periodic func-
tions. They define how the non-unitary part of UPT acts
on the dynamics. This will lead to interesting dynamical
effects discussed below. For other values of the γ param-
eter, the solutions behave in a similar way: h(t) being
real and monotone, and f(t) and g(t) being imaginary
and periodic. The dependence on γ is reflected on the
slope of h(t) and the periods of f(t) and g(t). The inset
in this figure shows the slopes of h(t) computed numer-
ically for some values of γ (blue dots). The blue line is
the fitting function
√
1− γ2. Also shown in the inset we
computed the period of the functions f(t), g(t) again for
some values of γ. Interestingly, the best fitting function
we find is ∼ 3.213 + 4.470γ4.333 + 20.482γ46.076 which
indicates that the periods grow as γ increases.
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Figure 3: Numerical solutions of Eq. (20) for v = 1 and
γ = 0.9. Inset: the blue dots show the slope of Re(h(t))
as a function of some values of γ. The solid blue line rep-
resents the numerical fit
√
1− γ2. The red dots show the
period of the functions Im(f(t)) and Im(g(t)) for some
values of γ. The solid red line shows the numerical fit of
the form a+ btx + cty where a, b, c, x, y are real parame-
ters, see the main text for details.
A. Time evolution in Hilbert space
At this point it is instructive to analyze the behaviour of
the two different initial states given in the introduction
versus Eq. (19). An initial state evolves with
|Ψ(t)〉 = UPT(t) |Ψ〉 . (21)
We take as the defining quantity of the initial state the
trace as a function of time. We shall see that this single
quantity is enough to capture the non-Hermitian con-
tribution of the sources. To do it, at each time step we
compute the time-dependent density matrix ρ (t). As the
evolution operator UPT is non-unitary, it is expected that
the trace of ρ(t) will not be equal to one, which is pre-
cisely the case. In fact, the trace oscillates but it depends
in a different way of the initial state and the value of γ.
On a closer look, we notice different cases depending on
the initial state. If the initial coherent state is centered
at (φ0 = pi/2, θ0 = pi/2), i.e. in the (Sx, Sy) plane, the
trace oscillates between values of zero and one for all
values of γ. In contrast, for the same value of θ0 but
φ0 ∈ {−pi, pi/2, 0, pi} the trace is always greater than or
equal to one for all values of γ.
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Figure 4: Time evolution of the functions involved in
the disentagling of the evolution operator Eq. (19) along
with the time evolution of the trace for the initial state
|θ0 = pi/2, φ0 = pi/4〉. Top: γ = 0.3. Bottom: γ = 0.9.
For other values of the initial state in the (Sx, Sy) plane,
we observe two behaviours as a function of γ. We split
the values of γ ∈ (0, 1) in two intervals 0 < γ < γ0 and
γ0 < γ < 1, where γ0 strongly depends on the initial
state. In the first interval, the trace oscillates in the
values 0 < ρ(t) ≤ 1. The minimal value that the trace
attains depends on the initial state and γ. Further, the
minima of the trace corresponds to the maxima of g(t).
These effects are shown in Fig. 4 (top) for γ = 0.3.
In the second interval the trace oscillates between 1 ≤
Tr(ρ(t)) < M , for M > 0, where the maximum value of
M can be quite large. In Fig. 4 (bottom) for γ = 0.9,
clearly close to the EP, this value of M can be as large
as 109. This behaviour is also present in an initial Dicke
state with m = 0, but in contrast to the previous case,
this last behaviour holds for all values of γ.
If the initial state, coherent or Dicke, is not in the (Sx, Sy)
plane, the trace oscillates between a minimum value (that
for some cases can be zero) and a value greater than
one, irrespectively of the value of γ. As in the previ-
ous cases, this maximum value can be quite large. This
generic behaviour is shown in Fig. 5 for a Dicke state
|S = 10,m = 4〉 and γ = 0.7. Further, notice that the
5minima of the trace do not coincide with the minima of
Im(g(t)) (c.f. Fig. 4, bottom).
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Figure 5: Time evolution of the functions involved in
the disentagling of the evolution operator Eq. (19) along
with the time evolution of the trace for the initial state
|S = 10,m = 4〉 and γ = 0.7.
B. Time evolution in phase space: Time dependent
Wigner distribution
We are now in position to study the time evolution of
a coherent or Dicke initial states in phase space. First,
recall that our continuity equation in Hilbert space is
given by Eq. (6). We repeat it here for the sake of
completeness. Since the Hamiltonian can be written as
H = H0 + iΓ, the equation of motion is
iρ˙ = [H, ρ] + 2iρΓ. (22)
To recast this equation on phase space we will follow [28]
closely. First we multiply it by the kernel ωˆ(Ω) and take
the trace
iW˙ (Ω) = Tr
(
Hˆρˆωˆ(Ω)− ρˆHˆωˆ(Ω)
)
+ 2iTr
(
ρˆΓˆωˆ(Ω)
)
.
(23)
We continue with the analysis of the time evolution of
the Wigner function for γ ∈ [0, 1) for a coherent state in
phase space. We observe that, except for an exception
explained below, the distribution only spins around on
phase space. As before, the period and amplitude of
the rotation depend on the initial state, as well as on the
value of γ. The rotation period is the same as the periods
of f(t) and g(t).
An interesting behaviour occurs for an initial coherent
state located on the plane (Sx, Sy) provided that φ0 /∈
{0,±pi/2,±pi}. As γ gets closer to γ0 (see above, Sec.
III), the the amplitude of the rotations decreases until it
becomes zero for γ = γ0. For this particular value of γ the
Wigner function becomes stationary. When γ > γ0, the
amplitude increases and we recover the spinning pattern.
Another curious effect happens on the rotating distribu-
tion. When it comes near the point (θ = pi/2, φ = pi/2),
the distribution moves slower than it does on other re-
gions. This effect is more evident for increasing values of
γ. The times when this occurs coincides with the max-
ima of g(t), togheter with all the considerations for the
trace explained in Sec. III. This also happens with initial
Dicke states. However, beside the rotation of the distri-
bution, its Wigner function becomes localized when it
comes closer to the point (θ = pi/2, φ = pi/2). Fig. 6 shows
this effect for an initial Dicke state |S = 10,m = 4〉 with
γ = 0.7 at t = 2.4. The arrows indicate the direction and
strength of the flow where we have used Eq. (??).
14
Figure 6: Time evolution of the an initial Dicke state in
phase space for γ = 0.7. Left: the state |S = 10,m = 4〉.
γ = 0.7 at t = 0. Right: the evolved state at t = 2.4.
On the other hand, with an initial coherent state, its cor-
responding Wigner function moves faster near the point
(θ = pi/2, φ = −pi/2). This coincides with the minima
of g(t) along with the implications already discussed in
Sec. III. For initial Dicke states, the Wigner function
recovers its original form. An explanation for this effect
can be given by analyzing the disentangling functions in
Eq. (19). We recall that h(t) is a real function and its
effect is precisely the rotation of the distribution. The
slope of h(t) defines the velocity for which the distribu-
tion rotates. As Fig. 3 shows, we see that when g(t)
takes values around its maxima, the local slope of h(t)
decreases; when g(t) decreases, the local slope of h(t) is
more pronounced. However, for small γ, h(t) is almost a
straight line and this effect becomes negligible.
When γ > 1, the initial coherent state freezes and the
only noticeable effect is the exponential increase of the
trace.
In order to gain a better understading of the time evo-
lution of each distribution in phase space, we study the
first and second moments of the operators {Sx, Sy, Sz}.
In order to avoid cluttering in the notation, we write
the moments as 〈·〉 where the average is taking with re-
spect to the state described in the text (either coherent
or Dicke). We further point out that, since the trace can
attain quite large values, the time-dependent average 〈·〉
is normalized by Tr(ρ(t))−1 at each time step. As usual,
6the distribution is centered at the point
(〈Sx (t)〉 , 〈Sy (t)〉 , 〈Sz (t)〉) (24)
and the width of the distribution is given by the variances
∆2Sj (t) =
〈
S2j (t)
〉− 〈Sj (t)〉2 (25)
where j = x, y, z. Fig. 7 shows these quantities for the
initial coherent state |θ0 = pi/2, φ0 = pi/4〉 with γ = 0.9
and γ = 0.9. In the top subfigure we show the time evo-
lution of the first moments, which reveal a periodic mo-
tion over the phase space in the three possible directions.
More interestingly is the bottom subfigure which shows
the variance of the distribution along the three axis. On
the Sz direction, the shape of the distribution remains
more or less constant, while in Sx and Sy oscillates in-
coherently between these two directions. In Appx. A we
have included some properties for the coherent and Dicke
states. For the analysis described, we compute the sum
of the different variances and find
∑
j
∆2Sj(t) = S. (26)
We compare this value with the property of the coher-
ent state given in Eq. (A3), namely the time evolution
leaves invariant (except for the trace) the properties of
the initial coherent state.
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Figure 7: Time evolution of the first moments 〈Sj(t)〉
(top) and the the variances ∆2Sj(t) (bottom) for the
initial coherent state |θ0 = pi/2, φ0 = pi/4〉 with γ = 0.9.
In the bottom subfigure we also plotted the sum∑
j ∆
2Sj(t). The constant value of its sum is S = 10,
which shows that the state remains coherent during the
time evolution (see main text for details).
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Figure 8: Time evolution of the first moments 〈Sj(t)〉
(top) and the the variances ∆2Sj(t) (bottom) for the
initial Dicke state |S = 10,m = 4〉 with γ = 0.7. In the
bottom subfigure we also plotted the sum
∑
j ∆
2Sj(t)
and the value S = 10 (solid black line) for comparison.
In Fig. 8, we see that the initial state has variance ∼ S2,
and periodically returns to that value. Interestingly, the
sum
∑
j ∆
2Sj(t) is equal to S = 10 in periodic time inter-
vals. Thus, the sum of fluctuations fulfills Eq. (A3) and
the evolved Dicke state has periodically the properties of
a coherent state.
IV. TIME EVOLUTION UNDER H˜
We have explained above that the similarity transforma-
tion given in Eq. (8 can be used to find a Hermitian
Hamiltonian H˜ from H in Eq. (2). Indeed, in that sec-
tion we found
H˜ = −2
√
v2 − γ2Sz. (27)
It is clear that the interval in which the similarity trans-
formation yields a Hermitian Hamiltonian coincides with
the interval in which the spectrum of H is real, as can be
observed in Fig. 1. We use the Hermitian Hamiltonian
given in Eq. (27) to build an evolution operator
U˜ (t) = e−iH˜t. (28)
But now, according to Eq. (11), the initial state has to
be transformed as
|Ψ〉 → |˜ψ〉 = S |Ψ〉 . (29)
This state is obviously not normalized, but since the
transformation is fixed for a given γ, we choose to work
with the renormalized state
|˜Ψ〉 = |˜ψ〉√
〈˜ψ | ψ˜〉
. (30)
The evolved state will then be
|˜Ψ (t)〉 = U˜ (t) |˜Ψ〉, (31)
and since the evolution operator is unitary the state re-
mains normalized for all values of t. An observation is
in order. One could be tempted to apply the operator
S−1 to the state in Eq. (31) in order to see the state in
the original representation. This will yield no difference
(except for a normalization factor) compared to the case
studied before, i.e.
S−1 |˜ψ (t)〉 = S−1U˜ (t) |˜ψ〉
= UPT (t) |Ψ〉
= |Ψ (t)〉 . (32)
Thus, we continue the analysis with the state given in
Eq. (31).
A. Time evolution in phase space under the
similarity transformation
The effect of the similarity transformation under an ini-
tial coherent state is quite simple. The similarity trans-
formation yields another coherent state (with the appro-
priate normalization). Since H˜ is Hermitian, the time
evolution amounts to only a rotation along the Sz axis
(the value of θ remains fixed)
˙˜
W (Ω) = 2
√
v2 − γ2∂φW˜ (Ω), (33)
where W˜ (Ω) = Tr (ρ˜ ωˆ(Ω)) . As before, its period and
amplitude are defined by γ and the initial position in
phase space (φ0, θ0).
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Figure 9: Initial Dicke state under the transformation S. The initial Dicke state |ψ〉 = |S = 10,m = 4〉 given in a) is
deformed as a function of γ. In b) we show the deformation for γ = 0.2, in c) for γ = 0.5 and in d) for γ = 0.9.
Interestingly, for certain values of γ the similarity transformation turns a Dicke state into a coherent one.
The situation is more interesting for an initial Dicke state.
Fig. 9 show the Dicke state |ψ〉 = |S = 10,m = 4〉
and its deformation under S. When the deformation is
big enough, the Dicke state can be transformed into a
coherent state. This is clearly seen in subfigure d) for
γ = 0.9. To support this observation, in Fig. 10 we plot
the moments 〈Sj〉 and the variances ∆2Sj as a function
of γ. For γ close to the EP, 〈Sz〉 = −10 and the other
averages are zero. On the other hand, the sum of the
variances
∑
j ∆
2Sj(γ) is already equal to S = 10 for
γ ∼ 0.7. This reveals that the Dicke state deforms into
a coherent one. Under time evolution, the state simply
follows Eq. (33). 0 0.5 1
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Figure 10: Deformation of the Dicke state |S = 10,m =
4〉 under the transformation S as a function of γ. First
moments 〈Sj(γ)〉 (top) and the variancies ∆2Sj(γ) (bot-
tom). In the last subfigure we have included the sum∑
j ∆
2Sj(t) and the dotted line represents the constant
value S = 10. When γ ∼ 0.7 or bigger, the distribution
becomes a coherent state.
9V. CONCLUSIONS AND FUTURE
DIRECTIONS
In this contribution we studied the time evolution of a
PT-symmetric quantum system, focusing in the compact
phase space of the group SU(2). Since all the eigenvalues
coalesce in a single EP, the system becomes highly singu-
lar. Because of this, we have developed a reliable way to
study the time evolution by disentangling the evolution
operator. In this way, the evolution is decomposed into
a product of three evolution operators. One of them is
simply a unitary operator and has the effect of a rota-
tion when applied to a quantum state. The remaining
two operators are non-unitary contributions that affect
the time evolution. With the aid of the continuity equa-
tion (either in Hilbert or in phase space), we observe that
there are regions in which the trace can either oscillate
between zero and one or oscillate between one and a pos-
itive value, most of the time much greater than one. This
could be a hint of a sink(s) or source(s) that are expressed
dinamically in the time evolution. A coherent state re-
mains more or less coherent during the complete time
evolution, while an initial Dicke state is deformed and at
some periods of time it becomes coherent. We have also
studied the time evolution under a similarity transfor-
mation that effectively diagonalizes the Hamiltonian. In
this case the similarity transformation of a coherent state
remains coherent, while the similarity transformation of
a Dicke state can be coherent (provided the value of γ is
big enough). After this, the time evolution is a simple
rotation around the Sz axis.
We believe that our work provides an important piece in
the understanding of PT-symmetric quantum systems.
As mentioned in the introduction, most of the work
in phase space has been given in the plane (x, p) and,
up to our knowledge, this is the first work that an-
alyzes PT-symmetry in a compact phase space. Fur-
ther, the choice of our linear Hamiltonian describes a
Bose-Einstein condensate without interactions in a two-
well potential. Thus, our results could be amenable to
study experimentally. As a further outlook, we plan to
study cases for non-linear spin Hamiltonians like kerr and
Lipkin-Meshkov-Glick [29], since in this case the disen-
tangling procedure is no longer trivial .
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Appendix A: Properties of the distribution of
coherent states and Dicke states
We are using as initial states two states with different
properties of their distributions: one that is localized and
one that is not. In fact, it is well known [30] that for
a coherent state |θ0, φ0〉, centered at (〈Sx〉 , 〈Sy〉 , 〈Sz〉)
with
〈Sx〉 = S sin θ0 cosφ0,
〈Sy〉 = S sin θ0 sinφ0,
〈Sz〉 = S cos θ0, (A1)
its variances are,
∆2Sx =
S
2
(
1− sin2 θ0 cos2 φ0
)
,
∆2Sy =
S
2
(
1− sin2 θ0 sin2 φ0
)
,
∆2Sz =
S
2
(
1− cos2 θ0
)
, (A2)
with the property
∆2Sx + ∆
2Sy + ∆
2Sz = S. (A3)
So the state is localized because its varaiances are ∼ S.
On the other hand, for a Dicke state |S,m〉, centered at
(〈Sx〉 = 0, 〈Sy〉 = 0, 〈Sz〉 = m) , (A4)
with variances
∆2Sx =
1
2
(
S2 + S −m2) ,
∆2Sy =
1
2
(
S2 + S −m2) ,
∆2Sz = 0, (A5)
one can see that the state is not localized, i.e. its vari-
ances are ∼ S2, when m2 ∼ S.
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