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ユーザ の コマ ン ド履歴 を用 いたAdaboostによる認証手法改善 の
試 み
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  In this study,we investigate he new intrusion detection method with Adaboost machine l arning 
meta-algorithm. Adaboost can be used to improve their performance onjuncting multiple weak 
descriminators. We construct 6 weak descriminators for user command history and we conjunct 
these weak discriminator with Adaboost. As a result of experiment,we found that it is improved 
intrusion detections with Adaboost.
Key  words  : Intrusion Detection,User Certification,Command Chain,Discriminator,ROC Curve
1.諸 言
私たちがコンピュータなどの端末を利用する際 ユー
ザ認証 と呼ばれ る認証 システムを用いる.ユ ーザ認証
[1][2]には,パスワー ド認証,ICカー ドなどの所有物 を利
用 した認証,生体認証 といったものがある.これ らの認
証手法は,そのユーザが正当なユーザであるか どうかを
確認 するために用い られ る.この認証手法を用い るこ
とで,利用者が正 しいユーザであるかを判断 し,ユーザ
が安全に端末を使用できるようにするだけでな く,他の
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開始す る際にしか用い られていないとい う問題点があ
る.例えぼ,パスワー ドであれぼ認証情報の解析や盗聴
によ り,必要 となる情報が漏洩 してしまう可能性が考え
られる.こういった事態が起 きて しまうと,不正 な利用
者によって悪用 され,結果的に利用者が不当な被害を被
ることになる恐れがある.また,端末そのものが誤 って
不正 な利用者 を誤認 してしまうといったことも考え ら










様 に して,モデル を構築する.この2つ のモデルを比較
した結果,どの程度類似 しているかによって認証を行 う.
この認証手法であるが,モデルの比較の仕方は千差万別
であ り,また最適 と思われる解析手法があま りないこと
88
か ら,一つの手法だ けを用いた認証手法では,あま り信
頼できる結果にな らない と考える.
そこで,複数の手法を組み合わせ ることで,より正確
な認証結果 を得 るための方法 としてAdaboost[3][4][5]と
い う機械学習を用いることにした.これによ り,それぞ




で きるようになった.また,本研究で行 った手法全体 に
ついても評価 した ところ,誤認識率を下 げることにつな
がるとい う結果 になった.
以下,本論文 の流れ は次の とお りであ る.第2章 で






よる結果 と全体 としての認証結果 について触れる.そ
して,第5章 で考察 を行い,第6章 で本論文の まとめを
行 う.
2.コ マン ド履歴 を用いた認証手法と解析手法について
2.1コマン ド履歴 を用いた認証手法
ここで,本研究で用いた コマン ド履歴 による認証手法






したすべてのコマン ド履歴 の情報 を用いて学習 を行 う.




次 に,学習モデル による十分な学習が終わ ったら,検
査モデルの構築 に入 る.こち らも先ほどと同様に して,
ユーザが入力 したコマン ド履歴の特徴を元 にモデルの
構築 を行 うが,先ほどとは異な り,正当なユーザによる
ものだけではな く,侵入者ユーザのモデル も構築 す る.
ここで構築 したものを検査モデル という形で表す.
ここで,学習モデル と検査 モデルを元に,そのユーザ
が同一のユーザであるかどうかの比較 を行 う.比較 に
は,2.2で紹介する判別手法に基づいて評価を行い,その







るとみなし拒否 されやす くなる.こ のような形で コマ





ま り正確 な結果が出ない と思われ る.そこで,本研究で
はAdaboostという手法 を用い ることによ り,複数の手
法を組み合わせ ることで総合的な認証評価 を行 うこと
にした.
Adaboostは機械 学習 アルゴ リズムの一種で,与え ら




み とい う形で評価する.具体的には識別器 が正 しく判
断 したものは重みが小さく,間違 って判断 したものは重
みが大 き くなるように更新する.こ の重みの違いを利
用 して,それぞれのデータごとに正 しい選択がされるよ
うな強識別器を構築 して,最終的な認証評価 を行 う.
本研究で用い る場合,コマン ド履歴 のデー タを用 い
た比較 手法を識別器 として比較 に用 いることにした.
Adaboostに基づいて複数の識別器 を組 み合わせ ること










2.2.1コマ ン ドの ヒ ッ ト率
コマ ンドのヒッ ト率では,コマンド履歴に基づいて構
築された2つ のモデルを比較 し,一致 したコマン ドの割
合を求める.これは,検査モデルに現れた コマン ドが学
習モデルにどれだけ含まれていたかで評価 を行 う手法
である.コ マン ド履歴 を用 いて構築 されたモデルにつ
いて,学習モデル,検査モデルに含 まれ るコマ ン ドの総
数をそれぞれ η(X),η(y)とす る.この とき,2つのモデ
ルに共通 して現れるコマ ンドの総数は η(X∩y)であ



















ザが入力 した コマン ド履歴中に含 まれる コマ ン ドを単
語の代わ りとして比較 に用いるこ とにした.コマ ン ド




に含 まれるコマ ンドの要素 をそれぞれ マ,ブとし,各コ
マ ンドの出現頻度 を∬。,ッ、と表 した時のCOS類似度 は,
式(2)のようにして表 される.この値が1に 近いほど類
似性が高 く,0に近いほ ど類似性が低い ことを意味 して
お り,類似性が高いほど同一のユーザである可能性が高




TF-IDF[9]は情報探 索 で よ く利用 され る重 み付 け手法
の 一 つで あ る.こ の手 法 は い くつ か の文 書 が与 え られ
た 時 にそ れぞ れ の文書 を特徴 づ けてい る単 語 を高 く評
価 す るの に用 い られ る手法 で あ る.
TF-IDFは出現頻 度 げ(termfrequency)と逆 文書 頻度
乞ガ(inversedocumentfrequency)の積 で式(3 よ うに
表 され る.げ とは,そ の文書 うに お ける コマ ン ド ηαの
出現 回数 を,その文書 中の単 語 の総 数 で割 った もので あ
る.一 方,乞げ は,IDIは文書 の総 数,1{4:4ヨηα}1はコマ ン
ドηαを含 んでい るユ ーザ数 を表 して お り,コマ ン ドηα
の希 少性 を表 して い る.
これはあるコマン ドη。が文書に現れる頻度(文書頻
度)dfの逆数を とってお り,他の文書 には現れに くい よ
うな単語 は高 く評価 される.一方で,一般的に現れ る単
語については低 く評価 され る.そのため,TF-IDFは他の
文書には現れに くい単語でかつ,その文書中における出
現頻度が高い とよい とされる.
コマ ン ド履歴について も,同様な性質が あることが
考えたため,本研究では,文書 をコマ ン ド履歴,単語を




では,TF-IDFによ り各単語 について重み付 けを行 った




識別器 を生成す ることがで きるとい うことを2.1で述
べた.こ こで は,Adaboostによ り,どのように して学習
が行われ,強識別器が生成 されるのかについて示す.
まず,Adaboostを用 いる前 に,なん らかの手法 により
良 し悪 しを判別 出来る弱識別器をM個 用意する.この
弱識別器 について,正解 したか どうかを値 と して返 す
よ うに し,正解 で あれ ば1,誤 りで あれ ぼ一1を返 す 関数
を!ん(の={1,-1}の よ うに表 す こ とにす る.こ れ を
与 え られ た1個 のデ ー タに つい て,以 下 の よ うに して
Adaboostによ り学習 を行 う.重 みの初 期値 と して,比較
を行 うデ ー タにつ い て 同 じ重 み を式(4)の よ うに して
与 え る.
重みの値 は弱識別器 が選択 される度に重みの更新が
行われ,丁回の学習を経て,誤って判断されやすいデータ
を検 出 し,正しい選択がされ るように学習が行われ る.
次に,坦 ≦孟≦T)回めの学習として,用意 したM個 の




次 に,選択 された弱識別器 を用いて,その識別器が ど
れだけ正 しく判断 されたかを信頼率 斑 と言 う形で表す.
この値 は,先ほ ど求めた式(5)を用いて,αオを式(6)のよ
うに して求め られ る.亀であるが,この値が0.5を越 え
て しまうと,αオの値が負 の値 とな ってしまい,正しい学
習が出来なくことに気 をつける.
ここで,αオの値 を用いて,孟回目の重みの更新が行われ
る.式(6)で求めた 鋭 の値 を用 いることにより,重みを







の合計 した値が1に ならな くなって しまう.そこで,式
(8)により,重みの総和が1に なるように正規化が行わ




最後 に,すべての弱識別器の結果 を考慮 した強識別器
を生成する.この強識別器 は,比較に用いたデータと各
学習により選択 された弱識別器の信頼率 を掛け合わせ





別器 よ りも精度 の高い真偽結果が得 られると考 えられ




コマ ンド履歴 を用いて認証を行 うためには,ユーザの
学習モデルと検査モデルを構築 し,比較 を行 う必要があ
ることを第2章 で述べた.こ こで,2つのモデル を構築
するためには,複数のユーザか らデータの収集 を行 うだ
けでな く,大量のコマンドデータを扱った長期的なデー
タが必要 である.
しか し,ユー ザによってはコマ ンドの種類や入力の頻
度,コンピュータの利用状況等 も異 なるため,すべての
コマン ドデー タを収集 した としても十分な実験結果が
得 られない可能性も考 えられる.そう考えると,本研究
での良 し悪 しを評価するためは,他の研究でも用い られ





の コマン ドデータについて同 じ量のコマン ドデータが
用意 されてお り,モデル を構築 した際のデータの情報量
の差 が少 な く,研究 を行 うのに適 した デー タで あ ると思
われ る.以下,こ の デー タをSchonlauデータ と呼 ぶ こ と
に して,本 研 究 で取 り扱 うこ と と した.
3.2Schonl紐uデータの特徴
公 開用 の コマ ン ドデ ー タの例 として,本研 究で は
Schonlauデータを取 り上げたが,一般的に次の ような
特徴があることが分かっている.Schonlauデータは50
人のユーザ について各15000個の コマン ドが用意 され












マ ン ドデータを1セ ッシ ョンとした基本単位で構成さ
れてお り,合計100のセッシ ョンで成 り立っている.1
セ ッシ ョンとは,そのユーザが端末にログインしてか ら
ログアウ トす るまでに入力 され るコマン ドの量 とここ
では考えることにする.1つ1つ のセ ッシ ョンに含 まれ
るコマン ドデータをセ ッションデータと呼ぶ ことにす
る.
このセッションデータであるが,セッションの途 中で
ユーザが変わ るとい うことはな く,基本的 には正当な
ユーザのセ ッシ ョンで構成 されている.しか し,一部の
セッションにおいて正当なユーザのものとは異なるセッ
ションデータに入れ替 えられている可能性があ り,その
セ ッシ ョンに関 しては連続 して現れやすいといった性
質もある.




タとは趣 旨が異な る.しか し,別のユーザのセ ッシ ョン
データと入れ替わってい るだけであっても,正当なユー


































1コ マ ン ドに よる コマ ン ドの ヒ ッ ト率
1コマン ドによるCOS類 似度
1コ マ ン ドに よるTF-IDF
2コマン ドの連鎖 によるコマン ドのヒッ ト率
2コマン ドの連鎖 によるCOS類似度
2コ マ ン ドの連鎖 に よるTF-IDF
3.3コマ ン ド履歴を用 いた比較方法について
次 に,Schonlauデータを用 いて,学習デー タのコマ ン
ド履歴 とセッシ ョンデータのコマン ド履歴 を比較する
方法について示す.Schonlauデータを用いての学習デー
タとセッションデータの比較方法であるが,本研究では
1コマン ドによる場合 と連続 した2コ マン ドの連鎖に
よる場合の2つ のパ ター ンを考慮 することに した.こ
れは,1つ1つのコマン ドを見て比較 してい くよりも,コ
マン ドの前後関係を考慮 した方が,より細かいユーザの
特徴 を検出で き,結果が良 くなるのではないかと考 えた
か らである.また,解析手法については第2章 で述べた,
コマン ドの ヒッ ト率,COS類似度TF-IDFの3つの手法





似度を用いて比較 を行 う場合の例について示す.この コ
マ ンドデータは入力 された コマ ン ドの順 に記録 されて
いるものであるが,同じ種類のコマン ドが複数回に渡っ
て入力 されている場合 もある.そこで,学習モデルの情
報量 をなるべ く少なくするために,複数回表れたコマ ン
ドは1回 だけ表記す るようにし,図3のように書 き換え
ることにす る.これを出現頻度表 と呼ぶ ことにす る.
次 に,先ほ ど構築 した学習モデルを用いて比較 を行
が,コマン ド連鎖の場合 は必ず元のコマン ドの数 よりも
1つ少な くなることに注意する.
そして,コマンドの連鎖の場合においても同様にして,
図6の ようにして書 き換 えを行 ったコマン ド連鎖の遷
移確率表を生成 し,比較に用いた.これを学習モデル,検
査モデル ともに構築 し,比較 を行 った.
う場合 について考 える.検査モデルの出現頻度表につ
いても,同様 に して出現頻度表を作成する.例 えぼ,学
習モデル と検査モデルの2つ のモデルを用いてCOS類
似度 を求め る場合,次の ようにして行 う.ここでは,2つ
の出現頻度表 をまとめたものを図4の ようにして表 し,
比較 に用 いた.この場合,学習モデル と検査モデル に共
通 して現れたコマン ドはXsession,sed,grepなどであ り,
片方のモデルに現れなかった コマ ン ドとしてunameや
fvwmなどがあった とする.ここで,2.2の式2に より,学
習モデルに現れた コマン ドを マ,検査 モデルに現れた
コマン ドを ブ とすると,類似度は約0.685となる.この
値が各手法ごとに任意に設定 した閾値 により,閾値 を上
回る類似度の値 が得 られれば正 しいユーザ として判断
されるということになる.
コマン ド連鎖に よる解析手法についても,先ほどと
同様 に して解析 を行 うことが出来 る.コマ ン ド連鎖 の




本研究の実験結果 として,まず6つ の弱識別器 に よ
る結果について示す.その結果,大きく分けて2つ のパ
ター ンの結果 が見 られた.図7や 図8は 対象 となった
ユーザについての結果 を示 してお り,横軸 は検査 デー




部のセ ッシ ョンで値が急激に低 くなるという顕著な結
果が得 られた.このグラフか らセ ッション28～40にか
けて0に 近い値 をとってお り,どの手法においてもこの
区間において侵入者ユーザのセ ッシ ョンであると判別
しているとい う結果にな り,手法を組み合わせ なくても







を示 しているが,COS類似度やTF-IDFといった コマ ン
ドの性質 を見てい くような手法ではやや低い値 をとっ
ていた.この ことか ら,6つの手法を同 じ基準 で比較 を
行 うことはで きないと考えか ら,各手法 ごとのグラフの




の例 を示す.図9の 横軸 はセ ッション,縦軸 はそのセ ッ
ションに対するH(のの値を示 してお り,図8と同じユー
ザについて,それぞれの手法 ごとに閾値 を設定 して重み
の更新 を行 った結果を示 している.ここで式(9)により,





間が見 られ,この区間のセッシ ョンが侵入者のセ ッショ
ンである判断することが出来 る,実際に,Schonlauが公
開 しているデー タ[6]に含まれている侵入者のセ ッショ
ンの分布表 と照 らし合わせてみると,セッション60～
80が侵入者 のセ ッションとなっている.この結果か ら
侵 入者のセッシ ョンを検知す ることが出来ていること
が分か った.しか し,誤って正当なユーザのセ ッシ ョン
で負の値 を示 した り,侵入者のセッションで正の値 を示
した りするケースも見 られた.
4.3各弱識別器と強識別器 との比較による評価
4.2の結果 か ら,Adaboostを用 いることで,侵入者 の





誤って侵入者のユーザを通 して しまった割合を示 した
ものである.一方で,FRRは本人拒否率であ り,正当な
ユーザ を拒否 して しまった割合 を示す.そのため,どち
らも可能な限 り,低く抑えることが重要である.しか し,
実際には,EへRを低 くす ると,FRRは高 くなって しまい,
逆にFRRを低 くする と,FRRが高 くなるとい う関係 に
なっている.
そこで,表3は,FARが同程度になるように換算 した
ときのFRRに ついて示 し,認証に失敗 したときの全体
の リスクの評価 について示 したものである.4.1の結





に高 くなって しまったため,この2つ の手法については
あま りよい結果ではなかったと考えられる.それ以外の
methodのFRRについてみてい くと,13.88%～38.21%と
かな り開 きがあったが,Adaboostではそれよ りもさらに
低い値で ある6.35%とい う結果が得 られた.こ の結果
か ら,EへR,EへRの両方に関 しても,どの6つ の手法 より
も低い値を示 したAdaboostが最も認証の精度が高い と
い う結果にな り,手法を組み合わせ る前 よりも精度が上
がっていることが見 られた.
次に,図10は本研究で行った6つ の手法及びAdaboost






関 して,FRRの値が他のどの手法 よりも値が低 くなって
い ることが分か る.また,曲線 の変曲点 も,他の6つ の




分かる.本研究で行った他 の6つ の手法 とを比べると,
誤検知率が低いことか ら,かな り精度の良い結果が得 ら




















とで認証の精度が上がるのではないか と考 えた.そ こ
で,4.1の解析結果 により,まず6つ の手法 において学習




aboostを用 いる必要性がな くなる可能性 も考えられた.
しかし,多くの場合,図8の ようにな り,それぞれの手法
で閾値 を個別に設定 して,正当なユーザのセッシ ョンか
どうかを判別す ることになるという結果となった.この
ことか ら,一つの手法だけでは正当なユーザのセッショ




ことによって強識別器 を生成 した ところ,図9の ような
結果にな り,侵入者のデータが含 まれている箇所におい
ては,∬(のの値が0を 下回ってお り,侵入者 のセ ッショ
ンを検出できることが確認で きた.また,表3の 結果か
ら,6つの手法が同程度のEへRに おいて,Adaboostでは




とがで きず,誤って正当なユーザを拒否 した り,侵入者





手法 を組み合わせ る前よ りも侵入者 のセ ッシ ョンを検
出 しやす くなったのではないか と考え られる.よって,
コマン ド履歴を用いた認証手法 においても,複数の手法







多かった り,似た ような手法の結果 を多 く組み合わせた
りしたものに よると思われ る.これ らの手法 をあ る程
度重ねて組み合わせ ることは,データの信頼性 を上げる
のに役立つと考 えられるが,その中にはいずれの手法に
おいて も間違 って判断 して しまったものも含 まれてい
た.そのような結果 が多 く現れてしまうと,Adaboostを












コマン ドのヒッ ト率やCOS類 似度,TF-IDFについて,1
つ1つ の コマン ドを対象にす るのか,2つのコマ ンドの




は6%とい う結果 にな り,手法を組み合わせ る前よ りも
改善が見 られた.これに より,コマン ド履歴 を用いた認
証手法においても手法を組み合わせ ることが有用であ
るとい う結果 が得 られた.コマ ン ド履歴 を用 いた認証
手法 には,従来の認証手法にはない特徴 を持 っているこ
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