INTRODUCTION
The clinical phenomenon of "asyntactic comprehension" consists of poor performance on a variety of tasks when sentences are semantically unconstrained ("The boy splashed the girl"), contrasted with good performance when the sentences are semantically constrained ("The boy ate the apple") (Caramazza & Zurif, 1976;  . The assumption has been that patients who show this pattern (typically described as either non-fluent, Broca's, anteriors, or high comprehenders) rely solely on the meanings of the content words, with the implication that an intact system of lexical semantics can support some amount of sentence processing. This assumption, however, has gone largely untested, and there has been little research into the nature of semantic representation and processing in patients with "asyntactic comprehension." ' The research that has been carried out does not help to illuminate this issue. Whereas some studies (Goodglass & Baker, 1976; McCleary & Hirst, 1986) show that semantic representations are quite well preserved in Broca patients, others show that semantic representations are impaired in these patients (Milberg & Blumstein, 1981; Blumstein, Milberg, & Schrier, 1982; Milberg, Blumstein, & Dworetzky, 1987) . For example, Goodglass and Baker (1976) tested semantic impairments in two groups of aphasic patients-high (Broca patients) and low comprehenders (Wernicke patients). Patients were presented with pictures and then heard a list of words that were either related or unrelated to the picture. They were instructed to respond when they noticed any kind of relationship between the picture and any of the words in the list. Related words included superordinate and coordinate category members, attributes, and functional relationships such as actions and scripts. If, for example, the subject was presented with a picture of an orange, the list of related words included: "fruit," "apple," "juicy," "eat," and "breakfast." Goodglass and Baker found that the high comprehenders performed like their unimpaired controls, missing the relationship between the picture and the word in the list most often in the coordinate category condition. The low comprehenders, unlike the controls, had the greatest difficulty noticing functional relations. McCleary and Hirst (1986) , using a classification task to test patients' sensitivity to basic level, superordinate level, and functional instrument relations, also found that Broca patients were less impaired than Wernicke patients. On the assumption that at least some of the Broca's (or high comprehenders) show asyntactic comprehension, these studies suggest that the semantic representations of such patients are less impaired than those of fluent, Wernicke patients.
In contrast to these results, Milberg, Blumstein and colleagues (Milberg & Blumstein, 1981; Blumstein et al., 1982; Milberg et al., 1987) have reported data from semantic priming studies; these suggest that Broca's 'We use the term "asyntactic comprehension" as a shorthand to refer to a particular pattern of performance on the sentence-picture matching task. We recognise that even the patient we describe here may have some syntactic processing abilities. Given that our focus is on his lexical representation and processing, we will not address claims regarding other accounts of the syntactic deficit; the mapping hypothesis (Linebarger. Schwartz. & Saffran, 1983; Schwartz et al., 1985) or various accounts of syntactic representational deficits (Caplan, 1985; Grodzinsky. 1990 ).
aphasics do not show normal patterns of semantic priming, and thus may not have intact semantic representations. Although Milberg and Blumstein do not present data on which of their patients are "asyntactic" comprehenders, they include comprehension scores from the BDAE and some of their patients d o perform poorly on the auditory comprehension section. It is reasonable to assume that at least some of their patients would be classified as asyntactic comprehenders. In contrast, a number of researchers find semantic priming to be intact in patients similar to those studied by Milberg and Blumstein (Hagoort, 1990; Ostrin & Tyler, 1993) . The issue thus remains controversial.
In summary, the research to date does not resolve the issue of whether asyntactic comprehenders have intact semantic representations. One reason for the differing results may be because different tasks are used in different studies. The Goodglass and Baker (1976) and the McCleary and Hirst (1986) studies used tasks that included a conscious, metalinguistic component (i.e. "off-line tasks"). A patient who is unable to succeed in a classification task may nonetheless have the semantics of his lexicon intact (see Tyler, 1992a) . But this can only be addressed by using "on-line tasks," such as semantic priming, which tap into the automatic activation of semantic information.
We believe that on-line and off-line tasks are fundamentally different because they tap into different aspects of the language comprehension process (Tyler, 1992a) . When we understand a sentence, a set of intermediate processes operate on the speech input. We can think of these processes as constituting the "computational substrate" of language comprehension. The product of these processes is what we can call the final representation. It is the final representation which can, in principle, become the object of our conscious awareness (Tyler, 1992b) .
A crucial property of the intermediate processes and representations is that they are automatic, they are not under voluntary control, and they are not available to conscious awareness. To tap into these processes we need to use on-line tasks; tasks which are implicit and which require the listener to make a fast response to a stimulus.
The task must be implicit in the sense that the word or item that the listener is asked to respond to is not the item with which the experimenter is concerned. What we are looking for here is an effect of the linguistic variable we are interested in on the subject's response to some other item. On-line tasks require fast responses because they must be closely tied in time to relevant stretches of the speech input-otherwise non-linguistic factors (i.e. other things the subject is thinking about) can affect the subject's response. We are trying to get at the system's initial response to some input, and if we allow subjects a lot of time to think about their actions and whether their response is the right one, then their initial response can become contaminated.
Off-line tasks, in contrast, are not implicit, nor do they require a rapid response. Tests like grammaticality judgements, semantic judgements, sentence-picture matching, and acting out with puppets or toys vary in a number of ways, but they share one important property-they are all explicit tasks in that they require the patient to attend to particular aspects of the linguistic input. Carrying out the task requires the patient to be consciously aware of aspects of linguistic structure, and thus they tap into the final representation. What these tasks can tell us about is the structure of the language system rather than those language processes that are automatic and non-conscious. And yet it is these processes-which form the computational substrate-that constitute the core of the comprehension system's function. For many patients, it may be the case that what appears to be an impairment in the organisation of the language system may, in fact, be an impairment in the functioning of the computational substrate.
In this paper we use a combination of on-line and off-line tasks to explore the extent to which a patient who shows the asyntactic comprehension pattern can rely on intact lexical semantics to support sentence interpretation. The patient we will be describing (JG) shows the "asyntactic" comprehension pattern in a sentence-picture matching task (Byng, 1988) . He produces semantic errors in naming pictures (Bishop & Byng, 1984; Nickels & Howard, in press) and his spontaneous speech is agrammatic (Byng, 1988 ; and see following). In addition, he has been characterised as a deep dyslexic (Byng, 1988) . We contrast JG's difficulties in comprehending syntactic information, both on-line and off-line, with his preserved lexical semantics, where we focus on JG's ability both to access and integrate the meanings of words. We explore JG's sensitivity to a wide range of semantic relations in an on-line lexical decision task, and his ability to reflect consciously on the information in an off-line relatedness judgement task. Finding that JG's performance in both the semantic priming and relatedness judgement task is indistinguishable from normal, we go on to explore his sensitivity to meaning in sentence context. We then investigate the limitations of JG's lexical processing, contrasting simple monomorphemic words with morphologically complex words, both in isolation and in sentence context.
THE PATIENT
JG suffered a left temporo-parietal cerebro-vascular accident in November 1980 when he was 55 years old. He was right-handed prior to his CVA, but now has a dense right-sided hemiplegia, such that he is unable to use his right arm. JG left school at an early age, and then was employed as a groundsman for 30 years, until the time of his stroke. JG has been tested on a number of standardised tests (see also Tyler, 1992~) . On the Boston Diagnostic Aphasia Exam (Goodglass & Kaplan, 1983) , he is classified as a Broca's aphasic with impaired comprehension (auditory comprehension z-score = -0.75) and a severity rating of 1. His spontaneous speech is effortful and hesitant, as seen in his description of the Cookie Theft picture: JG's auditory comprehension was tested using the TROG (Bishop, 1982) , where he scored 70% correct. His errors in the syntactic conditions are consistently reverse-role distractors. Because of the nature of JG's errors on the TROG, namely, difficulty with reverse role but not lexical distractors, we have also tested him on a more extensive sentence-picture matching task to confirm that he shows the classic asyntactic comprehension pattern.
Birkbeck Reversible Sentence Comprehension Test
The Birkbeck Reversible Sentence Comprehension Test (Black, Nickels, & Byng, 1991) was designed explicitly to contrast syntactic versus lexical sources of difficulty in sentence comprehension. The patient hears a sentence and then has to select the appropriate picture from a choice of three: one is correct, one is a reverse-role distractor, and one is a lexical distractor. On this test JG scored 36 correct out of a total of 70 (normal range = 55-70). He chose the reverse-role distractor 32 times (normal range = 0-13), and the lexical distractor twice (normal range = 0-5).
What we see from JG's sentence-picture matching is an overwhelming number of errors on the reverse-role distractors, and only a few errors on the lexical distractors; in other words, the asyntactic comprehension pattern. The question remains how much we can infer about either JG's preserved lexical semantics or his impaired syntactic abilities based on his performance on the sentence-picture matching task. One limitation of the task is that it only tests what is pictureable. Another limitation is that it involves a number of cognitive processes and does not tap into language processing abilities in a straightforward way (Cupples & Inglis, 1993) . We therefore turn to tasks that are less restricted and that have fewer extralinguistic demands to test in more detail the nature of syntactic and semantic representations in JG. A number of experiments have demonstrated that unimpaired listeners access the syntactic and semantic properties of words as they hear them, integrating each word into the sentential context, and are therefore extremely sensitive to violations of linguistic coherence during on-line processing (Marslen-Wilson & Tyler, 1980; Marslen-Wilson, Brown, & Tyler, 1988) . In this experiment we probe JG's syntactic processing abilities by asking whether he is sensitive to violations of syntactic subcategorisation in sentences. We use an on-line task (word monitoring) to detect whether the automatic processes involved in combining verbs and their arguments are unimpaired. We then contrast his performance on the on-line task with that of an off-line task (grammaticality judgement), using the same materials.
It is generally agreed that some forms of synactic information must be specified in the lexicon, such as grammatical class and subcategorisation restrictions. The subcategorisation for a word details which kinds of syntactic environments the word can occur in. So, for example, the lexical entries for "hear" and "listen" may be very close in meaning, but allow different subcategorisation frames: "The man heard the concert," but not *"The man heard to the concert," in contrast to "The man listened to the concert,'' but not *"The man listened the concert."
We assume that information about whether a verb takes a direct object or a prepositional phrase is syntactic and must be listed in the lexical entry. This is not to deny that there are many syntactic properties of language that encode semantic distinctions (Fischer, Gleitman, & Gleitman, 1991; Schlesinger, 1992) . We suggest that where the lexical semantics do not directly predict the syntactic configuration in which the word can occur, it makes sense to talk about uniquely specified syntactic subcategorisation restrictions. So, for example, it is a formal syntactic property that makes "The farmer hoped for/*of rain" acceptable or unacceptable. Neither the semantics of the verb, nor of the prepositions allows us to predict the appropriate usage.
There were several reasons why we decided to test lexically specified syntactic information such as syntactic subcategorisation. First, published reports of patients similar in clinical description to JG (agrammatic aphasics with asyntactic comprehension) suggest that these patients are sensitive to subcategory violations in the grammaticality judgement task (Berndt, Salasoo, Mitchum, & Blumstein, 1988; Linebarger et al., 1983) . Second, since the focus of our work with J G has been on exploring lexical representations, we thought it most relevant to test his sensitivity to syntactic information internal to the lexicon.
To investigate sensitivity to syntactic violations as the sentence is being heard, we used the word monitoring paradigm. This paradigm has been used both with unimpaired listeners (Marslen-Wilson & Tyler, 1975 , 1980 and with aphasic patients (Baum, 1989; Friederici, 1988; Tyler, 1985 Tyler, ,1987 Tyler, Behrens, Cobb, & Marslen-Wilson, 1990 ) as a means of tapping the immediate, automatic processes involved in sentence processing. The word monitoring task is quite simple, and most patients perform it easily (see Tyler, 1992~) . The subject is instructed before the sentence begins to listen for a particular word and to press the response key as quickly as possible when he hears that word. The actual monitoring word is not of interest: What is at issue is the extent to which what occurs immediately before the word affects monitoring RTs. When the monitoring target occurs immediately after some kind of linguistic violation (pragmatic, semantic, syntactic, phonological), reaction-time latencies to monitor for the target are reliably increased when compared to an undisrupted baseline. In this way the word monitoring task is a diagnostic for measuring immediate sensitivity to various sorts of linguistic violations.
For the present experiment, we constructed sentence pairs consisting of a context sentence and a test sentence that was either appropriate or contained a syntactic subcategorisation violation:
1.1. Appropriate: The burglar was terrified. He continued to struggle 1.2. Inappropriate: The burglar was terrified. He continued to struggle with the DOG, but could not break free.
the DOG, but could not break free.
In both cases subjects monitor for the target word "dog." Sentence (1.1) serves as the undisrupted baseline, in that the verb "struggle" is appropriately followed by a prepositional phrase. Sentence (1.2) contains a syntactic subcategorisation violation because "struggle" cannot take a direct object. Sensitivity to the syntactic violation predicts that monitoring latencies should be longer in condition (1.2) than in condition (1.1).
In developing the stimuli we balanced the set between transitive and intransitive verbs. This meant that in half the cases the appropriate condition was intransitive and contained a preposition, whereas the inappropriate condition left out the preposition (as in the example presented in 1.1 and 1.2: "struggle with the dog" vs. *"struggle the dog"). For the remaining verbs the appropriate condition was transitive without a preposition, and the violation consisted of inserting a preposition after the verb:
2.1. Appropriate: Old Mr. Felix was glued to the radio last night. He heard the CONCERT with the help of a powerful hearing aid. 2.2. Inappropriate: Old Mr. Felix was glued to the radio last night. He heard to the CONCERT with the help of a powerful hearing aid.
Materials
We created 38 sentence pairs consisting of a lead-in sentence followed by a test sentence. The target word was always the noun immediately following the verb in the test sentence. Most of the targets were concrete nouns of reasonably high frequency (e.g. reacher, blanket, etc.). Half the sentences were grammatical, as in (1.1) and (2.1), and half contained a syntactic subcategorisation violation, as in (1.2) and (2.2). We then pre-tested the materials to ensure that subjects agreed with our intuitions about acceptability and that they agreed that the violation occurred immediately preceding the monitoring target.
For the pretest, we divided the sentences into two lists, so that any individual subject saw either the grammatical or the ungrammatical version of a particular sentence. Thirteen subjects were tested on each list. Each subject was presented with a booklet containing a list of 38 sentences and was asked to judge the acceptability of the sentence. Once subjects had gone through the full list of sentences they were asked to go back to the sentences deemed unacceptable and circle the first word in the sentence where it started to "sound odd." We excluded any sentence where four or more subjects disagreed with our intuitions. The 30 sentences that survived the pretest served as the test stimuli for the experiment.
The 30 test sentence pairs were scrambled among 40 fillers. Half of the fillers were ungrammatical and included various types of errors other than subcategory violations. The fillers also varied the position of the target word in the sentence. The test sentences were divided into two lists so that each target word occurred only once per list, each list containing either the appropriate or inappropriate version of the sentence. Each list contained all of the fillers and was preceded by five practice trials.
All sentences were recorded by a female native speaker of British English and digitised onto computer hard disk. A l k H Z tone was placed on the non-speech channel coincident with the onset of the target word. The speech and tones were then placed out onto DAT tape and the tone, which was inaudible to both the subject and the experimenter, triggered a millisecond timer. The subject's button press stopped the timer.
Procedure
Before each trial, subjects were presented with the target word, which was written on a card. In JG's case, he was asked to read each word out loud.* The card stayed in front of subjects throughout the trial. They then heard the relevant sentence over headphones and pressed a response key when they heard the target word.
*JG occasionally made deep dyslexic errors when reading the target. When this happened, he was corrected and repeated the word correctly.
Control subjects and JG heard both experimental lists, on different testing sessions. There was an interval of approximately one month between sessions.
Control Subjects
All of the control data for the experiments reported here are compiled from our pool of 16 elderly subjects, who range in age from 60 to 80 years, with a mean of 69 years. Half of the subjects have hearing loss (range: 26dB to 57dB), and half have no hearing loss (range: 11.2dB to 22dB). Other than hearing loss, none of our age-matched controls have any relevant medical problems. These controls are tested like the patients, individually, at monthly intervals, always acting as their own controls for multiple versions of an experiment. Hearing loss is always included as a factor in our data analyses, but will only be reported when it interacts with any of the main variables of interest. In addition, we report mean control group performance for reaction time data as well as estimates of the range of normal performance, and control ranges for signal detection analyses.
Results

conrro/s
We tested 12 age-matched controls from our subject pool. Each subject's data was cleaned individually. Missing values and those outside the +2SD cut-off points were replaced by the subject's mean. In total, 13% of the data were replaced in this way (range: 2-17%). Control subjects were reliably slower to respond to the monitoring targets when they followed subcategorisation violations [MinF'(l, 36) = 27.18, P < 0.0011. The mean reaction time latency for the appropriate sentences was 236msec; the mean for the inappropriate sentences was 286msec (see Fig. 1 ). Across the control subjects, the difference between RTs in the appropriate and subcategory violation conditions ranged from 17-80msec (range of proportion of increase: 424%).
There was no effect of the transitivity of the verb (both Fs < 1); Subjects were equally sensitive to the syntactic violation whether it entailed the addition or deletion of a preposition.
JG
Missing values and those outside the f 2 S D cutoff points were replaced by the mean, accounting for 20% of the data.3 JG's mean reaction time 'Replaced data consisted of a mixture of outliers (RTs which were f2SD away from the mean), missing RTs (where JG failed to press to a target word), and anticipations. There were a similar number of each type. This is a pattern characteristic of his performance on all the monitoring studies. latency in the appropriate condition is 290msec, and in the inappropriate condition it is 266msec [F(l, 26) = 2.32; P = 0.141. The difference between the appropriate and inappropriate condition of -24msec (proportion increase = -9%) was outside the normal range. This result was unaffected by the transitivity of the verb (F < 1.0); for the transitive verbs RTs in sentences containing violations decreased by 14msec over the undisrupted baseline condition, and for the intransitive verbs there was a 26msec decrease. Thus, insensitivity to function words cannot, in itself, account for JG's results here. His general insensitivity to subcategory violations, in contrast to the controls' sensitivity, can be seen in Fig. 1 . Six months after the word monitoring study, JG was asked to judge the grammaticality of the sentences he had heard in the monitoring experiment. We used the A' statistic (Pollack & Norman, 1964) to measure sensitivity to the presence of a subcategory violation. Whereas normal controls are extremely accurate at judging grammaticality (normal range: A' = 0.96-1.00), JG was not. His overall sensitivity was low (A' = 0.71): He was almost as likely to say that a sentence was acceptable when it contained a violation (proportion false alarms = 0.57) as when it did not (proportion hits = 0.70). Thus, in both the on-line and off-line tasks, JG is insensitive to syntactic subcategorisation restrictions.
Discussion
The results of the sentence-picture matching task and both the word monitoring and grammaticality judgement versions of the subcategory violation experiment suggest that JG is impaired in his syntactic processing abilities. His choice of the reverse-role distractor for half the reversible sentences in the sentence-picture matching experiment is consistent with the clinical picture of asyntactic comprehension. His insensitivity to subcategorisation violations, in both the grammaticality judgment and word monitoring tasks, suggests that his syntactic processing may be even more impaired than a number of reported agrammatic aphasics who show the clinical phenomenon of asyntactic comprehension (cf. Linebarger et al., 1983) . The question we now turn to concerns the nature of JG's lexical semantics.
EXPERIMENTZA: SEMANTIC STRUCTURE IN THE LEXICON: PRIMING
One of the most widely used techniques for exploring lexical access and semantic organisation is the semantic priming paradigm. In one version of this task, the subject is presented with paired sequences of letters or sounds and must decide whether the second member of the pair, the target, is a word. The crucial manipulation has to do with the word that occurs before the target. The classic examples from Meyer and Schvaneveldt (1971) contrast reaction time latencies to decide that "bread" is a word depending on whether it is preceded by a related word like "buffer" or an unrelated word like "nurse." Lexical decision latencies are reliably shorter when the target is preceded by a related word and this phenomenon has been called semantic priming. Under appropriate conditions, the semantic priming paradigm can be used to tap the automatic activation of semantic representations (Moss, Ostrin, Tyler, & Marslen-Wilson, in press; Neely, 1991) . Recent experiments have suggested that patients similar to JG in their clinical description may not demonstrate normal priming effects (Milberg & Blumstein, 1981 ; Blumstein, Milberg, & Shrier, 1982; Milberg, Blumstein, & Dworetzky, 1987) . As mentioned in the Introduction, these results have not always been replicated, and in a recent study in our laboratory, we found that four non-fluent patients, including JG, showed semantic priming for both normatively associated words and semantically related pairs that were not associated (Ostrin & Tyler, 1993) .
The experiment reported in Ostrin and Tyler (1993) focused on the question of semantic priming without association (Fischler, 1977) . What was at issue was whether the facilitation found for pairs of words that are characterised by high levels of association strength in free association tests (e.g. salt-pepper), truly reflects the operation of the semantic system. The alternative hypothesis is that since such pairs occur frequently together as word forms, the priming effect may reflect their real world co-occurrence more than their semantic relatedness. Fischler (1977) demonstrated that semantic priming did exist for pairs that were semantically related but not normatively associated ("wife-nurse"). In our replication of Fischler (1977), with auditorily as opposed to visually presented words for lexical decision, we demonstrated normal semantic and associative priming effects in four patients, including JG (see Ostrin & Tyler, 1993) .
However, since that study did not allow us to look in any detail at the different kinds of semantic relations that lead to priming, we decided to design a further priming study to see whether JG would show priming for a range of different kinds of semantic relationships. In designing this study, we assumed that the facilitation in the priming task is evidence of the connections that are automatically activated when a word is accessed. Thus, priming can be used as a window on semantic representation. The presence or absence of semantic priming for particular pairs of words exemplifying different types of semantic relationships can tell us which kinds of information are automatically activated when a word is accessed. If, for example, both category membership ("cake-bread") and functional properties ("knife-bread") lead to semantic priming, then this can tell us about the various types of information represented in the lexical entry of a word.
Since it has previously been reported that some patients may have deficits in processing category coordinates (Goodglass & Baker, 1976) , whereas others find difficulties with functional relations (McCleary & Hirst, 1986), we decided to probe these two types of semantic relatedness. We investigate two types of semantic categories: natural kinds ("pig-horse") and artefacts ("spade-rake"), and two types of functional relationships: scripts ("theatre-play"), and instruments ("broom-floor"). Normative association is varied independently, such that each of the four semantic types is tested with or without association. There were equal numbers of highly associated and non-associated pairs for each of the four categories. So, for example, for the instruments, half the pairs were like "hammernail," which are highly associated, and half were like the non-associated "mallet-peg." Examples of the stimulus materials are presented in Table 1 .
In this study, then, we use a priming task to see whether JG can automatically access different types of semantic information. If he can, then we can argue that his lexical semantic representations must be reasonably intact.
Materials
There were 14 pairs in each of the 8 cells shown in Table 1 , yielding 112 target words. In addition to having a related prime, each target was paired with an unrelated control word, generated by repairing primes and targets from within the set. Half of the related pairs were strongly normatively associated (mean associative strength = 38%), and half were not associated (mean associative strength = YO). The frequencies for the target words for the associated and non-associated sets were matched (median frequency of associated targets = 31 ; median frequency of non-associated targets = 26). For the category coordinates, we matched the typicality ratings (using the Battig and Montague category norms) of both the associated and non-associated exemplais as closely as possible (mean rank typicality: associated = 10; non-associated = 6.5). For the functionally related pairs, since typicality is not at issue, we instead collected judgements of semantic relatedness and found that subjects rated both associated and non-associated functionally related script and instrument pairs, such as "restaurant-wine" and "rnallet-peg" as highly semantically related. On a scale of 1 (unrelated) to 9 (very related), the mean rating for functionally related associated = 7.5, and the mean rating for functionally related nonassociated = 7.0.4
The materials were divided into two lists, such that each target occurred only once per list. Each list had half related and half unrelated pairs. In order to reduce the relatedness proportion, 56 unrelated pairs of words were added as fillers. The same fillers appeared on both versions, with 168 wordhonword trials included in each version. All nonwords were phonologically permissible strings in English, and were matched for length in syllables to the real word targets in the lists. Test and filler pairs were scrambled and each list was preceded by a block of 36 practice trials.
Procedure
We used a paired priming study where pairs of primes and targets were presented auditorily and subjects made a lexical decision to the second member of the pair. The stimuli were recorded by a female native speaker of British English and then digitised onto computer hard disk. The CED Alpha computer played out the stored speech tokens with an interval of 200msec from the offset of the target to the onset of the prime, and a 1500msec interval between the subject's response and the onset of the next trial. The computer recorded subjects' yesho responses and their reaction time latencies measured from the onset of the target. Subjects were tested individually. Lexical decision responses were made by pressing response keys labelled "yes" and "no."
The control subjects and JG heard both lists, with each testing session separated by approximately one month.
Results
Control Subjects
Eight items were removed due to high error rates (>30%), leaving 51 associated and 53 non-associated pairs. We tested 13 subjects from our pool of age-matched controls. Each subject's data was cleaned individually. Missing values and those outside the f2SD cut-off points were replaced by the subject's mean. In total, 6.2% of the data were replaced in this way. The mean RTs for the test and control conditions are given in Table 2 .
There was a main effect of Association [MinF'(l, 110) = 15.20, P < 0.01; mean RT for associated = 843msec; mean RT for non-associated = 903msecl. There was also a main effect of Priming [MinF'( 1, 26) = 77.77, P < 0.0011. Reaction time latencies were faster when the target followed a related word (825msec) than when it followed an unrelated word (921msec). There was also a reliable Association X Priming interaction [MinF'(l, 47) = 10.38, P < 0.011. This interaction reflects the fact that facilitation was greater for the pairs that were normatively associated (unprimed = 904msec; primed = 778msec; mean difference = 126msec; range = 74-184msec) than for those pairs that were semantically related but not associated (unprimed = 889msec; primed = 782msec; mean difference = 107msec; range = 1&123msec).' It should be stressed, however, that despite this interaction, all eight semantic subtypes yield significant facilitation effects. The interaction simply means that the priming effect is bigger for the pairs that are both semantically related and associated. (Further discussion of this issue can be found in Moss et al., in press.)
Errors. Analyses of variance were carried out on the arc-sine transformed error data. The only reliable difference in error rates was between the Primed (4.8%) and the Unprimed (7.6%) conditions [ n ( l , 192) = 12.80, P < 0.011.
JG
The results for JG are presented in Table 3 . The eight items that led to high error rates for the controls were remc:.ed from the analysis. His data were cleaned in the manner described earlier for the elderly controls. Errors and extreme values accounted for 13% of his data. JG showed a main effect of Association [F(1, 70) = 4.08, P C 0.05; associated = 889msec; non-associated = 947msec1, and a main effect of Priming [F(l, 70) = 52.02, P < 0.001; primed = 861msec; unprimed = 974msecl. 'Although these results were obtained using a paired lexical paradigm, we have obtained exactly the same pattern of results using a single word lexical decision task, where subjects made a lexical decision to each word they heard (Moss et al., in press).
Unlike the normal controls, the Association X Priming interaction was not statistically reliable (F < 1). Like the controls, all eight semantic subtypes revealed statistically significant priming for JG.
Errors. Consistent with the controls, JG produced fewer errors when the target was related to the prime (8%), than when it was unrelated [18%; F(1, 88) = 5.60, P = 0.021.
Discussion
This semantic priming experiment shows that, like unimpaired subjects, JG is sensitive to a variety of types of semantic relatedness. He shows reliable facilitation for both associated and non-associated pairs, for all four types of semantic relatedness: natural kind and artefact category members, script and instrument pairs. His latencies are well within the normal range (mean reaction time for JG = 917msec; for controls = 872msec; range: 620-1073msec). The degree to which the prime reduces his lexical decision latencies-the proportion of priming (Chertkow, Bub, & Seidenberg, 1989) 6-is also comfortably within the normal range. JG's proportion of priming for the associated pairs is 14% and for the non-associated pairs is 11% (range for age-matched controls: Associated = 7-20%; non-associated = 2-12%). The only way in which JG appears to differ from the normal pattern is in not showing an Association x Priming interaction. However, the trend is in the expected direction (mean priming for associated = 122msec; mean priming for non-associated = 105msec).
JG's error rate was consistent with the controls'. He made twice as many errors in the unprimed condition as in the primed condition, which is comparable to the normal case. We conclude from this that, to the degree that semantic priming can tell us about lexical access and representation, in most respects both the access and representation of word meaning is intact in JG, since all the various types of semantic relationships that we tested primed successfully.
These data from the priming task tell us about JG's ability to access various types of semantic information automatically. In the next experiment we elicit judgements of semantic relatedness to see whether he can consciously reflect on the relationship between two words. We test both the old age controls and JG on the same pairs of words that were tested in the semantic priming experiment, but here we ask for an explicit judgement of whether or not two words are related. 
EXPERIMENT 2B: SEMANTIC STRUCTURE: RELATEDNESS JUDGEMENTS Procedure
In this experiment, subjects heard the pairs of words from the priming task, presented with the same 200msec IS1 between prime and target as in the previous experiment, and indicated as quickly as they could whether or not the pair was related. Their responses were not timed, and only yes/no responses were recorded. The results for the controls are presented in Table 4 , and for JG in Table 5 . We used the A' statistic (Pollack & Norman, 1964) , as a measure of sensitivity to the presence of a related pair.
Results and Discussion
As Table 4 shows, the control subjects were very accurate at making relatedness judgements. Their A's for the various types of semantic relatedness ranged from 0.89-1.0. The poorest ratings were obtained from the non-associated instrument pairs. JG demonstrates remarkably intact performance in the semantic relatedness judgement task (Table 5 ) . He can reflect explicitly on the meanings of two words, and can do so for a wide range of types of semantic relations. His sensitivity falls within the normal range for all but two conditions. He shows less willingness to acknowledge the relatedness of the unassociated artefact categories and instrument pairs, although he shows normal priming effects in those conditions. Although his performance in both conditions is below normal, these conditions also yielded the lowest relatedness ratings for the controls, suggesting that JG's pattern is not qualitatively different from normal. Taken together, Experiments 2a and 2b provide evidence that both access to, and representation of, lexical semantics is relatively intact for JG. The same is true for his ability to reflect consciously on various sorts of semantic relationships. The question that remains is to what extent JG can use lexical semantic representa+ions to support sentence interpretation. This requires not only the access of information, but also its integration over units larger than individual words.
EXPERIMENT 3: SENSITIVITY TO SEMANTIC VIOLATIONS IN CONTEXT
In order to test JG's ability both to access and to integrate the semantics of individual words into higher order constituents, we employ the word monitoring task. Here, instead of testing JG's sensitivity to syntactic violations, as we did in Experiment 1, we test his sensitivity to semantic violations. In order to do this we designed a set of sentences, which were syntactically well-formed but which contained semantic anomalies. By holding grammaticality constant, we can then focus on semantic wellformedness. If JG shows an increase in monitoring latencies when the target word follows a semantically anomalous word, this demonstrates that he not only knows what individual words mean, but that he is sensitive to the semantic coherence between adjacent words in sentence contexts.
Materials
We constructed 26 pairs of sentences consisting of a context sentence followed by a test sentence. Each test sentence had an appropriate and inappropriate version: For all test sentences the monitoring target is always a noun in the second sentence (usually a high-frequency, concrete noun, e.g. glove). The semantic violation hinges on the relationship between the noun (glove) and the preceding modifier (cottonl*butter), which is either an adjective or a noun. In all cases the inappropriate sentence is grammatically permissible, and sensitivity to the violation requires the listener to integrate the semantics of the preceding modifier with that of the noun target. The 26 sentence pairs were divided among 2 lists such that each target word occurred only once per list. The test items were pseudo-randomly interspersed among 44 fillers, which contained various other types of semantic and syntactic violations and varied the position of the target word in the sentence. All sentences were recorded by a female native speaker of British English and digitised onto computer hard disk. A lkHZ tone was placed on the non-speech channel coincident with the onset of the target word. The speech and tones were then played out onto DAT tape and the tone, which was inaudible to both the subject and the experimenter, triggered a millisecond timer. The subject's button press stopped the timer. The procedure was the same as for Experiment 1.
Control subjects and JG heard both lists; each testing session was separated by a month.
Results
We tested seven age-matched controls from our subject pool. Each subject's data was cleaned individually and missing values and those outside the k2SD cutoff points were replaced by the subject's mean, accounting for 12.6% of the data (range: 417%). The mean reaction time latencies for the appropriate and inappropriate conditions for the controls and J G are shown in Fig. 2 . The age-matched controls were sensitive to semantic appropriateness in context [MinF'(l, 29) = 24.12, P < 0.0011. There was an overall increase in word monitoring latencies in the inappropriate condition of 72msec (range: 29-131msec; proportion increase = 9-29%). The mean reaction time for the appropriate condition was 3lOmsec and for the inappropriate condition it was 382msec.
In cleaning JG's data, missing and extreme values were replaced by the mean, accounting for 23% of his data.' As Fig. 2 shows, JG was also 'As in all the other monitoring studies, data were replaced for a variety of reasons. There were missing RTs (because JG failed to press the response key), outliers, and anticipations. [F(1, 22) = 5.89, P < 0.051. The RT difference between the two conditions was within the normal range, as was the proportion with which RTs increased in the anomaly compared to the appropriate condition (15%).
Discussion
This study shows that JG is sensitive to violations of semantic appropriateness in sentence context. This, combined with his semantic priming results and his relatedness judgements, suggests that he does not have major deficits in either the access to, or integration of, semantic information-at least not for adjacent items or for pairs of words within a noun phrase. This conclusion must, however, be qualified by the fact that the experiments presented thus far all used morphologically simple words. Consequently, all we can say for certain so far is that the lexical semantics of simple words are intact for JG. We do not yet know whether the semantics of morphologically complex words are also intact.
There are several reasons why it is important to test specifically the processing of morphologically complex words. There is clear evidence from JG's spontaneous speech and reading that he has difficulty with morphologically complex words. His speech production is classically agrammatic, with its marked reduction in morphologically complex words. And in reading, JG often makes derivational errors, reading "sunny" as "sunshine," or "rocks" as "rocky." It may be the case that these errors are confined to reading, and when we use tasks that tap access and integration of spoken comprehension, we will find him to be unimpaired. In the next three experiments, then, we ask whether the representation of the semantics of morphologically complex words is intact for JG.
EXPERIMENT 4: DERIVED AND INFLECTED WORDS IN CONTEXT
Given JG's clinical description as agrammatic, we decided to investigate derivational and inflectional morphology separately, since it has been claimed that such patients are more inclined to have problems with inflected than with derived words. Recent case studies have revealed that patients with agrammatic production vary in their comprehension patterns, with some patients showing the preservation of derivational morphology and impaired inflectional morphology (Miceli & Caramazza, 1988) , whereas others are equally impaired in the processing of both derivational and inflectional affixes (Tyler et al., 1990) .
In the present study, we investigate JG's ability to process derived and inflected words when they occur in sentence contexts. We do this by means of the word monitoring task described earlier. We compare JG's word monitoring latencies for target words which follow either a derived or inflected word. The complex words are either appropriate or inappropriate in context, or they consist of a nonword formed by illegally combining a real stem with a real affix ("wasrely"). Examples are presented in Table 6 , with the target word emphasised.
For both derived and inflected words, there is an undisrupted baseline condition in which an appropriately derived or inflected word precedes the target (". . . enjoyable play . . ."). In the inappropriate condition, the morpholgically complex word is not suitable for the context (". . . enjoyment play . . ."). A third condition consists of a pseudo-affixed nonword immediately preceding the target (". . . enjoyness play . . ."). Pretests established the acceptability of the sentence up to and including the stem, so that the inappropriate and nonword conditions hinge on the ability to access and integrate the affix (see Tyler & Cobb, 1987 , for specific details of the pretests). The farmer is very pleased with his new machine. He likes it because it washness POTATOES before it packs them.
In total, there were 21 derived triplets and 24 inflected triplets. In addition, there were 43 fillers, which were designed to obscure the regularities of the test items. These sentences were divided into three versions, such that each version contained equal numbers of appropriate, inappropriate, and nonword test words, and any particular target occurred only once per version. The full set of fillers was included in each version, scrambled among the test items. Each version was tape-recorded by a native speaker of British English, and timing pulses were placed on the non-speech channel of the tape at the onset of the target word. The pulse initiated a digital timer, which was stopped when the subject pressed the response key. The procedure was the same as described in Experiment 1; all subjects were tested on all three versions of the study, with each testing session separated by at least one month.
Results
The data from 10 elderly control subjects were cleaned in the manner described for the previous experiments. Missing and extreme values accounted for 6% of the responses (range: 2-11%). Mean reaction time latencies are shown in Table 7 . The controls were extremely sensitive to the appropriateness of a morphologically complex word in context, and this was equally true for derivations and inflections. Consequently, there was no main effect of type of morphological complexity (derivations vs.
inflections: both F1 and F2 < l), but there was a reliable effect of appropriateness [MinF'(2, 77) = 32.65, P < 0.011. Collapsing across derivations and inflections, the controls showed an increase in monitoring latencies of 47msec in the inappropriate condition compared to the appropriate, and an increase of 76msec for the nonword condition compared to the baseline. Both paired comparisons were statistically reliable (Newman-Keuls, JG's data was cleaned in the usual way: 17% was replaced. Once again, this was due to a combination of missing RTs where he failed to respond to a target word, outliers, and anticipations. As Table 7 shows, JG performed very differently from the controls. He showed no effect of type of suffix, inflectional or derivational, and no effect of appropriateness (both F < 1). The difference between the appropriate and the inappropriate conditions was only 7msec, and the average increase in latencies for JG in the nonword condition was 14msec. These are outside the normal range, as can be seen in Table 7 . The contrast between the normal pattern and JG's can be seen in Fig. 3. JG's difficulties with suffixed words are quite severe. We would expect a so-called agrammatic patient to have more difficulty with affixes which primarily have a syntactic function (inflections) than with those which do not (derivations); contrary to this hypothesis, JG is no better at processing derivational than inflectional affixes. Furthermore, he appears insensitive to the lexical status of a real stem when it is combined with a suffix to form a nonword.
A few months after running the word monitoring study, we tested JG and the controls on the same materials, but this time we used an off-line task that taps explicit access to linguistic representations (grammatically judgement) to see whether they showed the same pattern of results as in the word monitoring task. Subjects were asked to listen until the end of the sentence and then to judge whether or not the sentence was acceptable. The results of the judgement task, for both the controls and JG, are presented in Table 8 . The age-matched controls performed well, occasionally accepting inappropriate sentences, but nonetheless showing a high degree of sensitivity for both the inappropriate and nonword conditions (range from 0.91-1.0). In contrast, JG's performance was barely better than chance. We do not believe that this reflects difficulty with the judgement task per se, since JG was perfectly capable of making metalinguistic judgements in Experiment 2b. Instead it reflects his difficulties in processing suffixed words.
The results of the word monitoring and grammaticality judgement tasks suggest that, in contrast to JG's preserved representation of monomorphemic words, his processing of polymorphemic words is severely impaired. However, before we can fully interpret these results we must rule out several alternative explanations, since the words used in Experiments 3 and 4 differed in a number of ways, not only in terms of whether they were simple or complex.
TABLE 8 Experiment 4: Grarnrnaticality Judgements for Controls (Ranges) and JG
Hits
False Alarms
A' First, there is the issue of phonological overlap. Morphological variants of a stem (e.g. confession, confessor) tend to share considerably more phonological overlap than any two unrelated simple words. Thus, JG's problems with the items in Experiment 4 might not be due to their morphological complexity, but instead reflect difficulty distinguishing between two words that are phonologically very similar.
Controls
JG
Controls
JG
Controls
JG
The other way in which morphological variants of a stem tend to differ from simple words is that, in general, they have more semantic overlap. So, although "enjoyable play" is clearly acceptable and "enjoyment play" is not, it is also true that "enjoyablelenjoyment" are much closer in meaning than any two simple words not specifically chosen as synonyms, such as the pairs in Experiments 3 (e.g. goldlliquid buckle). It could be the case, then, that JG has difficulty distinguishing between two words that are semantically very similar.
In Experiment 5, we ask whether phonological overlap is a critical determinant of JG's performance in processing morphologically complex words. In Experiment 6, we investigate the issue of semantic overlap.
EXPERIMENT 5: SIMPLE, PHONOLOGICALLY OVERLAPPING WORDS IN CONTEXT
To address the question of whether JG's difficulties in Experiment 4 were a function of the phonological overlap among words rather than their morphological complexity, we designed a set of test materials that consisted of pairs of monomorphemic words that were phonologically matched to the polymorphemic words in Experment 4. Most of the complex words in Experiment 4 shared a two-syllable stem, and deviated in their one-syllable suffix (e.g. secrerivelsecrefly). The monomorphemic words in Experiment 5 all met the criterion of overlapping in the first two syllables and deviating in the last one. In this way, the contrast between "dinosaurldynamife" in the present experiment, and "secretivelsecretly" in the previous one, allows us to hold phonological overlap constant while varying morphological complexity. We designed sentence pairs consisting of a lead-in sentence, followed by a test sentence that was either appropriate, as in (1) below, or inappropriate, as in (2). In all cases sensitivity to the anomaly hinged on integrating the meaning of the target word with the word immediately preceding it:
1. Appropriate: Mr. and Mrs. Smith enjoyed their trip to Arizona. The highlight was finding a dinosaur BONE one day when they were out walking. 2. Inappropriate: Mr. and Mrs. Smith enjoyed their trip to Arizona.
The highlight was finding a *dynamite BONE one day when they were out walking.
As in the previous word monitoring experiments, the subject monitors for the same target word in both the appropriate and inappropriate conditions; in this case, "bone." Condition (1) serves as the undisrupted baseline against which responses in condition (2) can be compared. If JG is sensitive to the semantic anomaly in condition (2), the prediction is that his reaction time latencies will be increased. If, however, JG has difficulty distinguishing among phonologically overlapping alternatives, then he may not be able to distinguish "dinosuur" from "dynamite." In that case, although he was sensitive to the inappropriate condition in Experiment 3 (cotton glove/ *butter glove), he might not be so sensitive here, where the two words are close in form.
Materials
We created 28 sentence pairs consisting of a context sentence followed by a test sentence. The monitoring target was always a noun in the verb phrase of the test sentence. Half the sentences were appropriate, as in (1) earlier, and half were semantically anomalous, as in (2). All sentences were pretested to be sure that the appropriate sentences were judged acceptable, and the inappropriate sentences became unacceptable on or before the target.
For the pretest, we divided the sentences into two lists, so that any individual subject saw either the acceptable or the unacceptable version of a particular sentence. Ten subjects were tested on each list. Each subject was presented with a booklet containing a list of 28 sentences and was asked to judge the acceptability of each sentence. Once subjects had gone through the full list of sentences they were asked to go back to the sentences deemed unacceptable and circle the word that "caused" the anomaly. We excluded any sentence where three or more subjects disagreed with our intuitions. The 20 sentences that survived the pretest served as the test stimuli for the experiment.
The 20 test pairs were divided into 2 lists, each containing half the appropriate and half the inappropriate sentences, such that each target word occurred only once per list. The test pairs were scrambled among 45 fillers, which were designed to obscure both the test manipulation and the position in the sentence where the target word occurred. Each list was preceded by five practice items. The full set of sentences was recorded by a female native speaker of British English and then digitised onto computer disk. Timing pulses used to trigger a millisecond timer were placed on the non-speech channel, coincident with the onset of the target word.
Both the controls and JG were tested on all experimental versions, with at least a month separating testing sessions.
Results and Discussion
We tested 10 age-matched controls from our subject pool. As in the previous experiments, the data for control subjects was cleaned individually and missing and extreme values were replaced by the mean, accounting for 9% of the data (range: 418%). The control subjects show a main effect of Appropriateness [MinF'(l, 25) = 19.22, P < 0.011. Word monitoring latencies for the inappropriate condition of 384msec are on average 66msec longer than the 322msec for the appropriate condition (range: 27-109msec; proportion increase = 9-3770).
JG's data was cleaned in the way described earlier; 15% was replaced. Just like the controls, JG is sensitive to the manipulations in this experiment. There is a main effect of Appropriateness [F(1, 17) = 7.95, P = 0.011, with a mean 77msec difference between the inappropriate mean of 289msec and the appropriate mean of 212msec. On average, his RTs to targets in the inappropriate sentences are 26% longer than his RTs to the appropriate targets. This is well within the normal range (see Fig. 4 ).
This study shows that JG does not have difficulty distinguishing among phonologically similar alternatives when the words are monomorphemic and not close in meaning. Thus, amount of phonological overlap per se cannot account for his inability to distinguish between contextually appropriate and inappropriate complex words in the previous study. We address the issue of semantic overlap in Experiment 6.
EXPERIMENT 6: MORPHOLOGICALLY COMPLEX WORDS IN CONTEXT WITH NO SEMANTIC OVERLAP
The meanings of morphological variants of the same stem are usually closely related. Consider the pairs from Experiment 4, which included "enjoyablelenjoyment" and "secretivelsecretly ." If JG's insensitivity to these words in context is due to difficulties in distinguishing among semantically related words, as opposed to difficulty in processing morphologically com- plex words, these pairs should be problematic for him. In this experiment we investigate this possibility. It could be that JG can distinguish 'Ldinosaur bone" from "dynamite bone" because there is no similarity in meaning between "dinosaur" and "dynamite." For pairs like Lbsecretivelsecretly," on the other hand, it could be that their closely related meaning and not their morphological complexity per se makes it difficult for JG to distinguish between them.
To test this we found morphologically complex words that phonologically shared a stem, but were not semantically related (such as "departmentldeparture") (cf. Marslen-Wilson, Tyler, Waksler, & Older, 1994) . Although most complex words bear a transparent meaning relationship to the stem from which they are derived, there are some words for which that relationship is purely historical, and in current usage they are not considered to be related in meaning. Consider pairs such as "organistlorganise" or "handfullhandsome." Although historically both "handful" and "handsome" were related to the stem "hand," only "handful" now has a meaning that is readily derived from the stem. The change in the language over time has rendered the meaning relationship between "hand" and "handsome" opaque. The same is true of "organistlorganise." It is clear how "organist" is related to the stem "organ," but there is no transparent meaning relationship between "organise" and "organ."
In this experiment, we look at pairs of derived words, one member of the pair being transparently related to the stem in meaning (e.g. departure), the other opaquely related (e.g. department). If JG's insensitivity to complex words is because of their semantic similarity, then he should be sensitive to the differences between these two words because they are not related semantically. If, on the other hand, JG has difficulty with complex words because of their morphological structure, then we need to consider just what our prediction would be. Our working hypothesis is that his difficulty has to do with the processing of affixes. We base this on the results of Experiment 4, where JG showed no effect of pseudo-affixed nonwords. Indeed, his performance on those stimuli was the same as for the complex real words. This suggests to us that, although he has no problem accessing the meaning of stems, he may have problems integrating these with their affixes.
If so, what are the implications for the pairs included in the present experiment? Here, the derived form that is opaque with respect to the stem is always contextually appropriate ("handsome boy"), and the transparent form (and its stem) is always inappropriate for the context ("handful boy"). If JG is only accessing the meaning of the stem for the transparent form, then "handful" will yield the semantics of "hand," and this will still be inappropriate (as opposed to the enjoyablelenjoyment case in Experiment 4). The opaque derived form, based on our results with normals (Marslen-Wilson et al., 1994) , should behave in the same way as simple words, since department is not represented mentally as a complex form. Our third condition was a control condition that consisted of a simple monomorphemic word, before the target, that was appropriate for the context ("clever boy"). If JG only accesses the meaning of the stem of a transparent derived form, then his latencies for the transparent condition should be slower than in the control condition.
Materials
An initial set of 30 test pairs was compiled from a search of the Oxford English Dictionary. Dictionary etymologies confirmed that derived pairs like "handfullhandsome" and "departureldepartment" were in fact derived from the same stem. Dictionary definitions showed that only the transparent member of the pair was semantically related to the stem. A pretest was conducted to determine the perceived semantic relatedness to the stem for the transparent and opaque derived forms. Thirty subjects participated in a written pretest, where they were asked to judge on a nine-point scale how related in meaning two words were.
The 30 potential test pairs were divided into 2 lists so that half the subjects were asked to judge how related in meaning "handful" and "hand" were, and half were asked to judge "handsome" and "hand." The test items were embedded in lists totalling 224 pairs, which included synonyms ("idea/notion"), phonologically related words ("forty/forfify") , and completely unrelated words ("lamp/nostril"). From the 30 potential test items included in the pretest, the final set of 24 items included in the experiment met the following criteria: rated on a scale from 1-9, the transparent set had a mean semantic relatedness rating with respect to the stem of 6.8 or above; the opaque set had a mean semantic relatedness rating with respect to the stem of 4.0 or less.
The 24 transparentlopaque derived pairs were embedded in context sentences such that the semantically opaque form was always appropriate, as in (l), and the transparent form, as in (2), was always inappropriate.
. Appropriate: Semantically opaque:
Nobody was surprised that Paul became an actor. From the time he started school people noticed what a handsome BOY he was.
Nobody was surprised that Paul became an actor. From the time he started school people noticed what a handful BOY he was.
Inappropriate: Semantically transparent:
In addition, a simple monomorphemic word replaced the derived word in the control baseline condition (3). The control word was always appropriate.
. Appropriate: Control baseline:
Nobody was surprised that Paul became an actor. From the time he started school people noticed what a clever BOY he was.
The 24 test triplets were divided into 3 lists, such that each list contained one third of the sentences from each condition and each target word occurred only once per list. The 24 test items in each list were scrambled among 54 fillers, which were designed to obscure the regularities in the test items, to vary the position of the target word in the sentence, and to bring the proportion of inappropriate items closer to half of the total, since 2 of the 3 test conditions were appropriate. The tapes were recorded and pulsed in the manner described for the previous experiments.
Results and Discussion
Seven elderly controls participated in this experiment. Their data were cleaned in the manner described for earlier experiments, with missing and extreme values accounting for 7.3% of the data (range: 2-11%). For the control subjects there was a main effect of Appropriateness [MinF'(2,46) = 13.06, P < 0.011. Post hoc tests revealed that the inappropriate transparent condition led to reliably longer reaction time latencies than both the appropriate opaque and control conditions (differences: transparent-opaque = 66msec; Newman-Keuls P = 0.01; range = 17-152msec [4-37%]: transparent<ontrol = 72msec; Newman-Keuls P = 0.01; range = 38-131msec [12-32%]). As expected, the two appropriate conditions (derived/opaque and control) did not differ from one another (P > 0.05; range = -20-+39msec (-3-+7%). These effects can be seen in Fig. 5 . JG's data were cleaned in the usual way; 17% was replaced. There was a significant main effect of condition [F(2, 44) = 8.593, P < 0.051. Post hoc tests revealed that this was due to significantly longer RTs in the appropriate/opaque (438msec) compared to the appropriate/control (276msec) conditions (P < 0.01). This is in contrast to the elderly controls, who showed no difference between these two conditions. JG also showed significantly slower RTs in the inappropriate/transparent condition (363msec) than the appropriate/control condition (P < 0.05), and no difference between RTs in the appropriate/opaque and inappropriate/ transparent conditions (P > 0.05).
This pattern of results is very different from that of the control subjects. JG showed a much larger difference between the two appropriate conditions (opaque/appropriate cf. controVappropriate = 162msec) than he did between the two derived conditions (75msec). In contrast, for the control subjects, reaction time latencies were essentially the same for both the appropriate conditions (a 6msec difference), and reaction times in the inappropriate condition were much slower than either of the two appropriate conditions (69 and 72msec increases). In other words, for the control subjects the two appropriate conditions (simple and the derived/opaque) pattern together and differ from the inappropriate derivedltransparent. For JG, the two morphologically complex conditions pattern together, and differ from the appropriate control condition.
The fact that JG is slower in the transparenthnappropriate case (unlike in Experiment 4) than in the control condition suggests that he may indeed just be using the stem of a derived word. However, the fact that he is also slower for the opaque/appropriate case complicates this analysis. It raises the question of why he treats department like departure. Is the representation of both types of word impaired in some way? We can only address this question within the context of a model of the normal representation of derived words.
The model we use is based on a series of studies concerned with the structure of the lexical entry for morphologically complex words in English (Marslen-Wilson et al., 1994; Tyler, Waksler, & Marslen-Wilson, 1993 ). We defined "lexical entry" as the abstract, modality-independent representation of a word's phonological, syntactic, and semantic properties. In a series of six experiments, using a cross-modal priming task, we asked whether the lexical entry for derivationally suffixed words (e.g. happiness) is morphologically structured or not, and how this relates to the semantic and the phonological transparent of the relationship between the stem and the affix (govern+rnent is semantically transparent, depart+ ment is not; happy+ ness is phonologically transparent, vain+ity is not).
We found that stems (e.g. happy) prime semantically related derived suffixed words (e.g. happiness), and vice versa. However, suffixed derived words (like maturity and maturation) do not prime, even though they are semantically related. We also found that phonological opacity was not an important factor. If derived-stem pairs are semantically transparent they will prime, even if there are phonological changes induced as a result of adding a suffix.
We take these results as evidence for morphological decomposition, at the level of the lexical entry, for semantically transparent suffixed formsindependent of the degree of surface transparency in the phonological relationship between the stem and the affix. Semantically opaque forms, in contrast, seem to behave like monomorphemic words (see MarlsenWilson et al., 1994) .
Taken together, these findings suggest that semantically transparent derived words are represented in the lexical entry in terms of a common stem to which suffixes are linked. In addition, there are inhibitory links between suffixed forms within a derivational paradigm (see Fig. 6 ). This means that when listeners hear a derived suffixed word, the stem initially gets activated. This, in turn, activates all those suffixed forms within the derivational paradigm since they all share the same initial sound sequence (Marslen-Wilson, 1987; Marslen-Wilson et al., 1994) . However, when one suffix is then chosen as more of the input is heard, the inhibitory links between suffixes produces inhibition of the links to other suffixes. For derived/derived pairs, the net result of this combination of stem facilitation and suffix inhibition is no priming.
This account of the structure of derivationally complex words suggests that when listeners hear a semantically transparent derived word, its morphological structure is always accessed. Derived words that are not semantically transparent do not function in the same way. They do not prime their pseudo-stems and they do not prime each other. This suggests that semantically opaque derived words are not represented in terms of their morphological structure at the level of the lexical entry. It may well be the case that these words are indistinguishable in their structure from morphologically simple words. Using this model, and a paradigm similar to that used in the studies with normal subjects, we can examine JG's representation of transparent and opaque derived words.
EXPERIMENT 7: PRIMED LEXICAL DECISION FOR COMPLEX AND SIMPLE WORDS
In this experiment, we investigate the possibility that JG's difficulties with morphologically complex words result from impairments in their representation. We know from Experiment 2 that with auditorily presented primes and targets JG shows normal semantic priming performance, so we exploit this paradigm to look at the representation of complex words. We investigate the influence of various sorts of primes on the lexical decision latencies for the targets that follow. There are 4 test conditions, each consisting of 20 pairs of words culled from the items used in the previous word monitoring experiments. The conditions were:
1. Pairs of derived words like handfullhandsome, where one member of the pair was semantically transparent (handfil) and the other was semantically opaque (han&orne). By semantically transparent, we mean whether the meaning of the derived word is fully composable from the meaning of the component morphemes. The meaning of handful, for example, can be argued to be the meaning of hand plus the meaning of the suffix. In the case of semantically opaque derived forms (e.g. handsome), he meaning of the stem (hand) is not transparently related to the meaning of the derived full form.
2. Semantically transparent derived-derived pairs (secretivelsecretly), where both words contain the same stem morpheme.
3. Pairs of simple words that overlap phonologically, but are neither semantically nor morphologically related (dinosaurldynamite).
4. Semantically related simple words that are not morphologically related (idealnotion).
Elderly control subjects should behave like the normal subjects in our earlier studies (Marslen-Wilson et al., 1994) . They should show facilitation for words that are related in meaning (synonyms), but no priming for those that are not (the phonologically related words) or for either of the derived/ derived pairs.
Based on JG's performance on the earlier experiments, we predict that his processing of simple words should be unimpaired. That is, he should show facilitation for synonyms but not for the simple, phonologically overlapping words. To the extent that opaque forms are represented as they are for normal subject-as morphologically simple-then an opaque derived form should not prime a transparent derived form, since they do not share a common stem morpheme. For the transparent derived pairs, whether or not they prime will depend on whether their representation and access is unimpaired.
Materials
There were 80 test pairs, 20 in each of the 4 conditions mentioned earlier.
The stimuli for this experiment were taken from those used in the MarslenWilson et al. (1994) experiment. Details of the pretests and selection criteria for the test pairs in each condition can be found in that paper.
Each of the 80 target words was paired with a control word, matched to the prime word in frequency, number of syllables, and form class. In order to reduce the proportion of related pairs, we added 20 unrelated word-word fillers. There were a total of 100 word-nonword pairs. The nonwords consisted of pronounceable strings, where the phonological relationship between the real word prime and its nonword target was similar to that of the test pairs. That is, 60 of the nonwords bore no phonological relationship to their primes, and 40 were phonologically overlapping (e .g. museum-museable).
The test items were divided into two lists. Each list contained half the targets with test primes, half with control primes, all the fillers, and the complete set of wordnonword pairs. Test, filler, and nonword trials were scrambled and preceded by 18 practice trials.
Lists of words were recorded and digitised onto computer hard disk. There was a 200msec interval between the offset of the prime and the onset of the target and a 3sec interval between trials. Timing pulses were placed on the non-speech channel at the onset of the target. The pulse initiated a millisecond timer, which was stopped by either a "yes" or "no" response. The computer recorded both the yedno responses and the latencies.
Procedure
We used an intra-modal priming task where both prime and target were presented auditorily over headphones. Subjects heard pairs of items and made a lexical decision to the second member of the pair. We used this intra-modal lexical decision task rather than the cross-modal task used in our original studies (Marslen-Wilson et al., 1994) because patients like JG often have problems in reading particular types of words. We sought to avoid any reading difficulties by using a purely auditory task. All subjects heard both lists of items, separated by an average of one month.
Results
Controls
We tested nine elderly controls from our subject pool. Missing values and those outside the +2SD cutoff points were replaced by the subject's mean, accounting for 6% of the data (range: 2-11%). The results for the control subjects (means and ranges) and JG are in Table 9 and Fig. 7 . The pattern of results for the controls replicated our earlier findings using a crossmodal lexical decision task (Marslen-Wilson et al., 1994) . Lexical decision latencies were faster following a related prime (924msec) than following an unrelated prime [963msec; E ( 1 , 72) = 38.6, P < 0.0011. There was also a significant Priming x Condition interaction [MinF'(l, 32) = 40.85, P < 0.0011. There was no significant priming for the simple, phonologically related words, the derived transparent, or the derived opaque conditions (P 2 0.10). Furthermore, Newman-Keuls comparisons between means showed that the synonyms differed from the other three conditions (P < 0.05), but the latter three conditions did not differ from each other (P > 0.1). This pattern of results supports our claims for the representation of transparent and opaque derived words. 
JG
We replaced 12% of JG's data. Like the controls he showed an overall priming effect [F(l, 57) = 4.13, P = 0.041, but no Priming x Condition interaction (F < 1). There were, however, a number of interesting trends in his data (see Table 9 and Fig. 7 ). For the synonyms he showed a 65msec facilitation effect [t(13) = 1.84, P < 0.051. For the simple, phonologically related (but semantically unrelated) pairs, he showed no priming, with a -l0msec difference between unprimed and primed [t( 16) = -0.239, P = 0.81441. Looking at Fig. 7 , we see that although JG behaved like the controls with respect to simple words, his performance was very different for complex words. For both the derived conditions, JG showed priming effects comparable to his facilitation for synonyms. JG had a 46msec facilitation effect [t( 16) = 1.613, P = 0.06) for the transparent pairs (secrerivel secretly), and a 56msec facilitation effect [t( 16) = 1.606, P = 0.061 for the opaque pairs (handsomelhandful). Both of these effects are outside the normal range (see Table 9 ).
Once again, we see that JG treats transparent and opaque derived forms in a similar way, just as he did in Experiment 6. If we interpret this pattern of results within the context of the normal model that we outlined earlier, we see that JG has impairments in either the representation of derived words or in the way in which they are accessed. We will discuss these possibilities in the General Discussion.
This study provides additional confirming evidence concerning JG's intact representation and processing of simple words. Considering his performance in Experiments 2 and 7, his primed lexical decision reveals the normal pattern in all its details. With the caveat that JG has problems processing morphologically complex words, it appears that the semantics of his lexicon is relatively intact.
GENERAL DISCUSSION
We have reported seven experiments in this paper which, taken together, give a coherent account of the ways in which JG's use of lexical information is impaired. The data suggest that the semantics of morphologically simple words are reasonably intact. In the priming studies he showed priming for a variety of different types of semantic relations holding between simple words. The only way in which he differed from normal here was that he did not show the additional priming for associated pairs (the "associative boost") which is typical of unimpaired listeners (Moss et al., in press). However, this "associative boost" may not reflect shared semantic information, but rather form-based co-occurrence connections between lexical representations. If so, then associative relationships are not necessarily telling us about semantic representations, and JG's lack of an "associative boost" reflects problems with some other, nonsemantic, aspect of his lexicon.
But perhaps we are over-stating the case that JG's meaning representations for simple words are intact? One possibility that we have not yet discussed is whether JG has differential semantic impairments as a function of whether words are concrete or abstract. Although we did not manipulate this variable explicitly, there was some variability in the abstract-concrete dimension in some of our studies. In our first semantic priming study (Experiment 2a), for example, most of the words were concrete nouns, but a few were abstract. We found that there was no correlation between amount of priming and concreteness (Pearson's correlation = 0.02, P = 0.4). In addition, many of the synonyms in the morphological priming experiment (Experiment 7) were abstract (idea-notion), and JG did not have trouble with these. Thus, although we did not explicitly manipulate abstractness in our priming and monitoring studies, our post hoc analyses suggest that, at least for comprehension, JG is not limited to the semantic representation of concrete words.' "Additional evidence comes from a recent priming study on abstract words (Tyler & Moss, unpublished). We used the auditory paired lexical decision paradigm described in Experiment 7, but this time we used abstract words. JG showed the same pattern of priming for the abstract words as he had for the concrete words in Experiment 2a.
Another objection might be that we are overestimating what the priming data can tell us (Rapp & Caramazza, 1993) . One could argue that in order to have "pig" facilitate the identification of "horse," no unique identification of either lexical meaning is necessary. The essence of the priming phenomenon is that shared links be activated, not necessarily that any individual concept be demarcated and identified. It is difficult to refute this position. We have three lines of evidence in reply. First, if it is the case that priming is "only" telling us about semantic connections and not the boundaries of concepts, JG certainly has many, many detailed connections properly in place. This includes scripts (e.g. that a theatre is where you see a play), instruments, artefacts, and natural kinds. Secondly, it has been argued that semantic relatedness judgements are more revealing of the extent to which semantic representations are intact. Although we do not agree with this claim, we note that JG's judgements (Experiment 2b) were within the normal range. Third, his sensitivity to semantic violations in context argues for very specific and detailed lexical semantics. If he knows that "*liquid buckle" and "*anxious box" are inappropriate, it seems to us that he must know quite a lot about the meanings of the words involved.
But do the data we have reported here allow us to infer any more than that JG's semantic representations are relatively intact? What can they tell us about his ability to use this information in sentence processing? We would argue that they show that he can, at the very least, combine the meanings of words into local phrases. The evidence for this comes from Experiment 3, where we saw that JG was sensitive to the semantic coherence of word-pairs that were members of the same local noun phrase. We know from other studies (Tyler, 1992c) that JG is also sensitive to the semantic coherence between a verb and its argument. For example, his monitoring RTs to the target word "guitar" are slower when it occurs in the context b b . . . He drank the guitar . . ." than in the context "He carried the guitar . . ." When the semantics of the verb are inconsistent with the semantics of the following noun, his monitoring RTs are significantly slowed. These two studies demonstrate the relative intactness in JG of the processes that enable listeners to combine adjacent words into local phrases on the basis of their semantic representations.
In contrast to the preservation of semantic information, JG shows impairments in the use of lexical syntactic information and morphological structure. In a word monitoring study, he was insensitive to violations of subcategory restrictions attached to verbs, suggesting either that this information was no longer represented in his lexicon or that he could not use it in processing an utterance. We prefer the latter interpretation, since the word monitoring data is more consistent with the view that JG has problems with combinatorial processes rather than impairments of representation. In particular, he has problems with the grammatical processes involved in combining verbs and their arguments. Previous research with JG suggests that this difficulty may extend beyond verb-argument combinations to other kinds of grammatical relations (Tyler, 1992~) . In these earlier studies we found that he was insensitive to word order violations within a phrasal constituent, and he was unable to develop any kind of more global structural representations.
JG also has deficits in processing morphologically complex words, as evidenced by his performance in both word monitoring and priming studies. In Experiment 6, his monitoring latencies for targets preceded by contextually appropriate opaque words (e.g. department secretary) were as slow, relative to controls, as responses preceded by contextually inappropriate transparent words (e.g. departure secretary). In both cases, latencies were slower than to targets following a simple control word (oficesecretary). This suggests that JG's sentence processing was disrupted equally by a derived word, whether it was contextually appropriate or not and whether it was semantically opaque or transparent. A related pattern emerged in the priming experiment (Experiment 7). JG showed priming for both types of derived word, when normal subjects show priming for neither.
There are various possible explanations for this pattern of results. One is that JG only accesses the stem of a derived word-whether it is transparent or opaque. It is through the activation of the stem depart that department primes departure, for example. However, this account leads to the claim that brain damage causes a word which has no morphological structure (department) to be treated as if it were morphologically structured (depart+ment). We think this is implausible, although we have no direct evidence against it. A more plausible hypothesis is that brain damage has not affected the representation of complex words; rather it has affected the processes involved in their access.
Our argument goes as follows: We assume that the recognition of a spoken word involves processes of activation and decay. When listeners hear a spoken word, they initially access a number of candidate words beginning with the same sound sequence. This initial activation of a large set is followed by the gradual decay of candidates that do not continue to match the sensory input (cf. Marlsen-Wilson & Welsh, 1978; MarslenWilson, 1987; McClelland & Elman, 1986) . Thus, when listeners hear either department or departure, in both cases the stem depart is initially activated (together with other words sharing the same initial sound sequence). For JG, the subsequent processing of the stem and its potential affixes are disrupted, possibly as a result of less effective inhibition between affixes within a derivational paradigm. In the case of transparent forms, reduced inhibition results in all of the forms within the derivational paradigm remaining more highly activated. Thus, when JG hears the transparent form happily, both happily and happiness are activated. Instead of happiness being inhibited (as in the normal case), it remains active so that when it is subsequently presented as a target, its recognition is primed.
When normal listeners hear an opaque form like department, activation of the stem depart will start to decay as soon as evidence becomes available (i.e. at the [m] in department) that the word that is being heard is neither the stem nor any of its derivations. For JG, less effective inhibition within a derivational paradigm results in slower decay of candidates activated by the input, so that when departure is presented as a target word following department, his lexical decision response is facilitated.
Interestingly, this problem seems to be confined to complex words, since simple words that share a great deal of initial phonological input (caramell caravan) do not prime for JG, just as they do not for the normal controls. Thus, the pattern of activation and decay for simple words seem to be unimpaired.
In summary, the data we have reported here show that lexical semantic representations are relatively intact in JG, as are at least some of the processes involved in integrating semantic information within a sentence. In contrast, grammatical and morphological processes are severely impaired. This brings us to the issue raised at the beginning of this paper. In a patient with asyntactic comprehension, can lexical semantics support language comprehension? Based on the data we have reported here, the answer to this question has to be yes. As far as we have been able to probe, JG's representation of the semantics of simple words appears to be intact, and he is able to use this information to engage in some limited combinatorial processes. He can combine the semantics of adjectives and nouns into noun phrases and he can construct verb-argument combinations.
This picture of preserved and impaired performance is reminiscent of claims that have been made for the language capacities of the right hemisphere (Chiarello, 1985; Zaidel, 1976) . It has been claimed that the right hemisphere represents some aspects of lexical meaning (Chiarello, Richards, & Pollack, 1992) but is limited in its ability to carry out phonological and syntactic processes (Patterson & Vargha-Khadem, 1991 ; Zaidel, 1976) . This is similar to the pattern of language abilities that we see in JG (see also Tyler, 1992c , for data on JG's problems with phonological processes). It may not be surprising, then, that the recent results of a PET scan study show that there is no metabolism in JG's left hemisphere (Hinton, Plaut, & Shallice, 1993) . Whether the linguistic abilities we see in JG today are a result of reorganisation after his CVA, or evidence of his pre-morbid hemispheric organisation, is an open question. Nonetheless, we have at least one case of a deep dyslexic patient who not only appears to be reading with his right hemisphere, but also reveals the normal representation and processing of lexical semantics.
Moving to the broader implications of our findings, we believe that they tell us something about the way the brain partitions the language processing system. One of the important reasons for studying language breakdown is that it allows us to see how a system that is smooth and fluid in the unimpaired user breaks apart into functional subcomponents. That is, the study of aphasia allows us to ask which of the myriad of distinctions within language appear to be relevant to the brain. What JG shows us is that lexical semantics and phrasal integration can be preserved while lexically based syntactic and morphological processes are impaired. This in turn suggests that brain damage can selectively impair aspects of lexical function.
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