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STRUCTURE OF SYMPLECTIC INVARIANT LIE SUBALGEBRAS OF
SYMPLECTIC DERIVATION LIE ALGEBRAS
SHIGEYUKI MORITA, TAKUYA SAKASAI, ANDMASAAKI SUZUKI
ABSTRACT. We study the structure of the symplectic invariant part hSp
g,1 of the Lie al-
gebra hg,1 consisting of symplectic derivations of the free Lie algebra generated by the
rational homology group of a closed oriented surface Σg of genus g.
First we describe the orthogonal direct sum decomposition of this space which is in-
duced by the canonical metric on it and compute it explicitly up to degree 20. In this
framework, we give a general constraint which is imposed on the Sp-invariant compo-
nent of the bracket of two elements in hg,1. Second we clarify the relations among hg,1
and the other two related Lie algebras hg,∗ and hg which correspond to the cases of a
closed surfaceΣg with and without base point ∗ ∈ Σg. In particular, based on a theorem
of Labute, we formulate a method of determining these differences and describe them
explicitly up to degree 20. Third, by giving a general method of constructing elements
of hSp
g,1, we reveal a considerable difference between two particular submodules of it,
one is the Sp-invariant part of a certain ideal jg,1 and the other is that of the Johnson
image.
Finally we combine these results to determine the structure of hg,1 completely up
to degree 6 including the unstable cases where the genus 1 case has an independent
meaning. In particular, we see a glimpse of the Galois obstructions explicitly from our
point of view.
1. INTRODUCTION AND STATEMENTS OF THE MAIN RESULTS
Let Σg,1 be a compact oriented surface of genus g ≥ 1with one boundary component
and we denote its first integral homology group H1(Σg,1;Z) simply by H and let HQ =
H ⊗ Q. We denote by Lg,1 the free graded Lie algebra generated by HQ and let hg,1 be
the graded Lie algebra consisting of symplectic derivations of Lg,1. Let h
+
g,1 be the ideal
consisting of derivations with positive degrees. This Lie algebra was introduced in the
theory of Johnson homomorphisms (see [21]) and has been investigated extensively.
We also consider closely related Lie algebras, denoted by hg,∗ and hg which correspond
to the cases of a closed surface Σg with and without base point ∗ ∈ Σg.
Let Sp(2g,Q) be the symplectic group which we sometimes denote simply by Sp. If
we fix a symplectic basis of HQ, then it can be considered as the standard representa-
tion of Sp(2g,Q). Each piece hg,1(k), hg,∗(k), hg(k), of the three graded Lie algebras, is
naturally an Sp-module so that it has an irreducible decomposition. Let hSpg,1 denote the
Lie subalgebra of hg,1 consisting of Sp-invariant elements. We denote by hg,1(2k)
Sp the
degree 2k part of this Lie subalgebra. We use similar notations for the other two cases
hg,∗ and hg.
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In [27] a canonical metric on (H⊗2kQ )
Sp is defined and its application to the tautolog-
ical algebra of the moduli space of curves is given. It turns out that this metric can be
described as a direct consequence of a result of Hanlon and Wales [13]. In Section 2,
we first recall this metric and give a quick proof by quoting their result.
Now we can consider hg,1(2k)
Sp as a subspace of (H
⊗(2k+2)
Q )
Sp so that it has the in-
duced metric. To formulate our results, we use the following terminology. A Young
diagram λ is denoted by [λ1λ2 · · ·λh] (λ1 ≥ λ2 ≥ · · · ≥ λh) and the number of boxes
in λ, namely λ1 + · · ·+ λh, is denoted by |λ|. We also denote the number of rows of λ,
namely h in the above notation, by h(λ). For a given Young diagram λ as above, the
symbol λδ denotes another Young diagram [λ1λ1 · · ·λh(λ)λh(λ)] which has multiple dou-
ble floors while the symbol 2λ denotes [2λ1 · · · 2λh(λ)]. Also Sk denotes the symmetric
group of order k.
Theorem 1.1. With respect to the canonical metric on hg,1(2k)
Sp, there exists an orthogonal
direct sum decomposition
hg,1(2k)
Sp ∼=
⊕
|λ|=k+1, h(λ)≤g
Hλ
in terms of certain subspaces Hλ which are indexed by Young diagrams λ = [λ1 · · ·λh(λ)] with
(k + 1) boxes. The dimension of Hλ is given by the following formula
dimHλ =
1
(2k + 2)!
∑
γ∈S2k+2
χ2k(γ)χλδ(γ)
where χ2k is the character
χ2k(1
2k+2) = (2k)!, χ2k(1
1ab) = (b− 1)! ab−1µ(a) (µ: the Mo¨bius function)
χ2k(a
b) = −(b− 1)! ab−1µ(a), χ2k(other conjugacy class) = 0
defined by Kontsevich and χλδ denotes the character of the irreducible representation of S2k+2
corresponding to the Young diagram λδ = [λ1λ1 · · ·λh(λ)λh(λ)] which has (2k + 2) boxes.
It follows that any Sp-invariant element ξ ∈ hg,1(k)Sp can be expressed as
ξ =
∑
|λ|=k+1, h(λ)≤g
ξλ (ξλ ∈ Hλ).
We call ξλ the λ-coordinate of ξ.
Theorem 1.2. The stable range with respect to the genus g of the spaces hg,1(2k)
Sp is given by
dim hk,1(2k)
Sp = dim hk+1,1(2k)
Sp = · · · (k odd)
dim hk−1,1(2k)
Sp = dim hk,1(2k)
Sp = · · · (k even).
Furthermore we have
dim hk,1(2k)
Sp = dim hk−1,1(2k)
Sp + 1
for any odd k ≥ 3.
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By combining the above theoremwith our earlier computation given in [28], we have
determined the orthogonal decomposition of hg,1(2k)
Sp explicitly for all 2k ≤ 20 (see
Table 2, Table 3 in Section 2 and Tables 9-12 in Section 9).
It is a very important problem to determine whether a given element in hg,1(k)
Sp can
be expressed as a linear combination of brackets of elements of hg,1 with lower degrees
and, in case it can be, we have a further problem of determining whether the difference
between various expressions give rise to non-trivial elements inH2(hg,1) or not. In this
regard, we obtain the following result.
For each Young diagram λ with k boxes, let V kλ denote the isotypical component
of H⊗kQ , considered as a GL-module, corresponding to λ, namely it is the sum of all
the GL-submodules of H⊗kQ which are isomorphic to the GL-irreducible representation
λGL. Then we can write
H⊗kQ =
⊕
|λ|=k
V kλ .
We consider hg,1(k) to be a subspace of H
⊗(k+2)
Q and for each Young diagram λ with
(k + 2) boxes, we set H˜λ = V
k+2
λ ∩ hg,1(k). Then we can write
hg,1(k) =
⊕
|λ|=k+2
H˜λ
where H˜λ is the totality of GL-irreducible summands of hg,1(k) which are isomorphic
to λGL. Hence we can write
H˜λ ∼= λ
⊕mλ
GL
where mλ denotes the multiplicity of λGL in hg,1(k). We call H˜λ the λ-isotypical com-
ponent of hg,1(k). In relation to Theorem 1.1, we have the following. If λ is a Young
diagram with (k + 1) boxes, then we have
Hλ ∼= H˜
Sp
λδ
and H˜λδ ∼= Hλ ⊗ λ
δ
GL.
Theorem 1.3. Let H˜λ ⊂ hg,1(k) be the λ-isotypical component of hg,1(k) and let H˜µ ⊂ hg,1(ℓ)
be the µ-isotypical component of hg,1(ℓ) where λ and µ denote Young diagrams with (k + 2)
boxes and (ℓ+ 2) boxes respectively.
(i) The bracket [H˜λ, H˜µ] is included in a GL-submodule B(λ, µ) of hg,1(k + ℓ) which is
defined by
B(λ, µ) =
⊕
ν satisfies (C)
H˜ν .
Here the condition (C) is given by
(C): (λGL ⊗ µGL) and
(
∧2HQ ⊗ νGL
)
have a common GL-irreducible summand.
In particular, the height of such a ν must satisfy the following inequality
max {h(λ), h(µ)} − 2 ≤ h(ν) ≤ h(λ) + h(µ).
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(ii) The Sp-invariant part [H˜λ, H˜µ]
Sp of [H˜λ, H˜µ] is included in a submodule S(λ, µ) of
hg,1(k + ℓ)
Sp which is defined by
S(λ, µ) =
⊕
ν satisfies (S)
Hν .
Here the condition (S) is given by
(S): (λGL ⊗ µGL) and
(
∧2HQ ⊗ ν
δ
GL
)
have a common GL-irreducible summand.
In particular, the ν-coordinate of any element in [H˜λ, H˜µ]
Sp vanishes for all ν such that 2h(ν) >
h(λ) + h(µ) or 2h(ν) < max {h(λ), h(µ)} − 2.
Remark 1.4. The above result shows that the intersection matrix for the pairings of the
bracket operation ∑
i+j=k
hg,1(i)⊗ hg,1(j)→ hg,1(k)
is, so to speak, “lower anti-triangular” with respect to the heights of Young diagrams
which appear in the GL-irreducible decompositions of hg,1(k)’s. Furthermore the non-
vanishing area is a rather restricted one near the anti-diagonal.
Example 1.5. Asada-Nakamura [2] proved that there exists a unique copy [2k+1 12]GL ⊂
hg,1(2k + 1) for any k ≥ 1. On the other hand, as an Sp-module, we have an Sp-
irreducible decomposition
[2k + 1 12]GL = [2k + 1 1
2]Sp ⊕ [2k, 1]Sp ⊕ [2k + 1]Sp
for all g ≥ 3. The second wedge product of each of these three irreducible components
gives rise to an Sp-invariant element contained in hg,1(4k + 2)
Sp. The above theorem
implies that the λ-coordinate of this element vanishes for all λ with h(λ) > 3. On the
other hand, explicit computation for the case k = 1 shows that the [212]-coordinate
does not vanish so that the above theorem gives the best possible result.
Proofs of the above theorems are given in Section 2.
In Section 3, we compare the three Lie algebras hg,1, hg,∗, hg. These Lie algebras are
the rational forms of the corresponding Lie algebras hZg,1, h
Z
g,∗, h
Z
g which are defined over
Z. In the cases of the corresponding mapping class groups denoted byMg,1,Mg,∗,Mg,
the relations among them are described by the following two well-known extensions
0 → Z → Mg,1 →Mg,∗ → 1,
1 → π1Σg → Mg,∗ →Mg → 1
which hold for any g ≥ 2. In the cases of the above Lie algebras over Z, the relations
are described by the following extensions
0 → jZg,1 → h
Z
g,1 → h
Z
g,∗ → 0,
0 → LZg → h
Z
g,∗ → h
Z
g → 0
where jZg,1 is a certain ideal of h
Z
g,1 and L
Z
g denotes the Malcev Lie algebra, over Z, of
π1Σg (see [25] and Section 2 for more details).
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In Section 4, we formulate a method of describing the Sp-decompositions of the two
Lie algebras hg,∗, hg which is based on a theorem of Labute [17].
Theorem 1.6. Over the rationals, we have a direct sum decomposition
hg,1(k) ∼= jg,1(k)⊕Lg(k)⊕ hg(k).
Furthermore there exists an explicit method of determining the Sp-irreducible decompositions
of the Sp-modules jg,1(k) and Lg(k).
See Theorem 4.3 for the precise decompositions mentioned here. By applying this
method and extending our results of [28], we obtain explicit Sp-decompositions of
jg,1(k), Lg(k) and hg(k) for all k ≤ 20. See Section 4 for details.
If we apply various contractions to any GL-irreducible summand of GL-irreducible
decomposition of hg,1(k), then we obtain various Sp-irreducible components. Of course
non-isomorphic GL-irreducible summands may produce isomorphic Sp-irreducible
components. Keeping this fact in mind, to analyze the structure of the Lie algebra
hg,1, we propose to take the process of contractions into consideration. We formulate
this idea in Section 5 under the names of descendants and ancestors. See Definition 5.1
and Theorem 5.4.
In Section 6 we give a general method of constructing elements of hSpg,1 and by using
it, we reveal a considerable difference in property between the Sp-invariant parts of the
two Lie subalgebras of hg,1, one is the ideal jg,1 and the other is the Johnson image
Im τg,1. See Theorem 6.5.
By making use of the above results, together with the Enomoto-Satoh map given in
[7], we have extended known results considerably to obtain a complete description of
the structure of the Lie algebra hg,1 up to degree 6. It is summarized in the following
theorem and we give more detailed structure theorem for hg,1(6)
Sp in Section 7 (see
Theorem 7.5).
Theorem 1.7. The structure of the Lie algebra hg,1 up to degree 6 is as in Table 1 where the
symbol with double parentheses, e.g. [[3]], means that it remains in the abelianization H1(h
+
g,1).
In Table 1, the symbol [13] denotes the Sp-irreducible representation corresponding
to the Young diagram [13] = [111]. Also the symbol τg(k) denotes the Johnson ho-
momorphism τg(k) : Mg(k) → hg(k) for closed surface where {Mg(k)}k denotes the
Johnson filtration for the mapping class groupMg. Details are given in Section 7.
In Section 8, we study the case of genus 1. This is motivated by the theory of univer-
sal mixed elliptic motives due to Hain and Matsumoto (cf. [12]). They show, among
other things, that certain Galois obstructions appear in the Sp-invariant part hSp1,1. We
begin to study these elements from our point of view (see Theorem 8.5). Here the
theory of Satoh [33] and Enomoto and Satoh [7] play an important role.
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TABLE 1. List of hg,1(k), jg,1(k),Lg(k), Im τg(k),Coker τg(k)
k hg,1(k) jg,1(k) Lg(k) Im τg(k) Coker τg(k)
1 [13][1] [1] [13]
2 [22][12][0] [0] [12] [22]
3 [312][21][3] [21] [312] [[3]]
4 [42][313][23] [2] [31][212][2] [42][313][23] [212]
2[31]2[212]3[2] [31][2]
5 [512][421][321] [21][13][1] [41][32][312] [512][421][321] [[5]][32]
[3212][2213][5] [221][213][3] [3212][2213] [221][15]
2[41]3[32]2[312] 2[21][13][1] [41][32][312] [21][13]
3[221]2[213][15] [221][213] [1]
[3]5[21]4[13]3[1] [21][13]
6 [62][521][513] [4][31]2[22] [51][42]2[412] [62][521][513] 2[412][32][321]
[431][42]2[422] [212][14] [32]3[321][313] [431][42]2[422] [313][2212]
[4212][414]2[3212] [2]3[12]2[0] 2[2212][214] [4212][414]2[3212] [4][[31]][31][22]
[3221][3213] 4[31]4[22]2[4] [3221][3213] 2[212][14]2[12][0]
[24]3[51]3[42] 4[212]2[14]2[2] [24]2[51]2[42]
6[412]4[32]8[321] 4[12][0] 2[412]2[32]4[321]
4[313][23][2214] 2[313][23][2214]
6[2212]2[214][16] 3[2212][214][16]
6[4]9[31]12[22] 2[4]2[31]5[22]
9[212]6[14]4[2] 2[212]2[14][2]
11[12]5[0] 2[12][0]
Finally we mention two reasons why we put an emphasis on the Sp-invariant part
h
Sp
g,1 in our study of the whole Lie algebra hg,1. One is that the Galois obstructions, pre-
dicted by Oda and proved by Nakamura [29] and Matsumoto [19] independently, ap-
pear in this Sp-invariant Lie subalgebra. See a recent survey article [20] of Matsumoto.
The Galois obstructions also appear in the genus 1 symplectic derivation algebra as al-
ready mentioned above. The precise description of these obstructions is still a mystery
and it should be a very important problem both in number theory and topology. See
also Willwacher [35] for a related work.
The other concerns another important problem of deciding whether the composition
h
Sp
g,1 ⊂ hg,1 → lim
g→∞
H1(hg,1)
is trivial. This is equivalent to the vanishing of the top homology group of OutFn with
respect to its virtual cohomological dimension determined by Culler and Vogtmann [6]
(see Conjecture 1.3. and Remark 1.5. in [28], and as for a recent result on H1(h
+
g,1), see
[5]). This is also related to one more mystery in low dimensional topology because we
can show that there exists a surjective homomorphism H1(Hg,1;Q) → H1(hg,1) where
Hg,1 denotes the group of homology cobordism classes of homology cylinders intro-
duced by Garoufalidis and Levine [10]. It should be a very important problem to
determine whether H1(Hg,1;Q) = 0 or not. Recall here that Cha, Friedl and Kim [3]
proved that H1(Hg,1;Z) contains (Z/2)∞ as a direct summand.
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2. CANONICAL METRIC ON (H⊗2kQ )
Sp AND ORTHOGONAL DECOMPOSITION OF h
Sp
g,1
In this section, we first recall the canonical metric on (H⊗2kQ )
Sp introduced in [27],
together with a few related facts, and then we give proofs of Theorems 1.1,1.2 and 1.3.
As already mentioned in the introduction, the above canonical metric can be de-
scribed as a direct consequence of a result of Hanlon and Wales [13]. In order to make
this paper self-contained as far as possible, we give a quick proof of the main property
of this metric by quoting their result in addition to our own arguments, while we refer
to [27] for more geometric proof.
We begin by recalling a few facts from [25]. Let Dℓ(2k) denote the set consisting of
all the linear chord diagrams with 2k vertices. Here a linear chord diagram with 2k
vertices is a partition of the set {1, 2, . . . , 2k} into k-tuple
C = {{i1, j1}, . . . , {ik, jk}}
of pairs {il, jl} (l = 1, . . . , k)where we assume
i1 < · · · < ik, il < jl (l = 1, . . . , k).
Wemay also adopt a simpler notation C = (i1 j1) · · · (ik jk) than the above. We consider
C to be a graph with 2k vertices and k edges (chords) each of which connects iℓ with jℓ
for ℓ = 1, · · · , k. This set Dℓ(2k) has (2k − 1)!! elements and let QDℓ(2k) be the vector
space over Q spanned by Dℓ(2k). For each linear chord diagram C ∈ Dℓ(2k), define
aC ∈ (H
⊗2k
Q )
Sp
by permuting the elements (ω0)
⊗2k in such a way that the s-th part (ω0)s of this tensor
product goes to (HQ)is ⊗ (HQ)js , where (HQ)i denotes the i-th component of H
⊗2k
Q , and
then multiplied by the factor
sgnC = sgn
(
1 2 · · · 2k − 1 2k
i1 j1 · · · ik jk
)
.
In a dual setting, we can also define
αC ∈ Hom(H
⊗2k
Q ,Q)
Sp
by
αC(u1 ⊗ · · · ⊗ u2k) = sgnC
k∏
s=1
uis · ujs (ui ∈ HQ)
where uis · ujs denotes the intersection number of uis and ujs as before.
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Now define a linear mapping
Φ : QDℓ(2k)→ (H⊗2kQ )
Sp
by setting Φ(C) = aC . Observe that the symmetric group S2k acts on both of QDℓ(2k)
and (H⊗2kQ )
Sp naturally.
Proposition 2.1. The correspondence
Φ : QDℓ(2k)→ (H⊗2kQ )
Sp
is surjective for any g and bijective for any g ≥ k. Furthermore this correspondence is “anti”
S2k-equivariant in the sense that
Φ(γ(C)) = (sgn γ) γ(Φ(C))
for any C ∈ Dℓ(2k) and γ ∈ S2k.
Proof. The surjectivity follows from a classical result of Weyl on symplectic invariants
(see [25]). The latter part can be shown by comparing the actions of permutations on
the symplectic invariant tensors and the linear chord diagrams. 
Next consider the following two symmetric bilinear pairings
µ⊗2k : H⊗2kQ ⊗H
⊗2k
Q → Q
〈 , 〉 : QDℓ(2k)×QDℓ(2k)→ Q[g]
which are defined by
µ⊗2k((u1 ⊗ · · · ⊗ u2k)⊗ (v1 ⊗ · · · ⊗ v2k)) =
2k∏
i=1
ui · vi (ui, vi ∈ HQ)
〈C,C ′〉 = (−1)k−r(2g)r (C,C ′ ∈ Dℓ(2k))
where r denotes the number of connected components of the graph C ∪ C ′ (here we
consider interiors of 2k edges to be mutually disjoint). It is not difficult to check that
the above two bilinear pairings correspond to each other under the correspondence Φ,
namely we have the following result (see [25][26][27]).
Proposition 2.2. The following diagram is commutative
QDℓ(2k)⊗QDℓ(2k)
〈 , 〉
−−−→ Q[g]
Φ⊗Φ
y yevaluation
(H⊗2kQ )
Sp ⊗ (H⊗2kQ )
Sp µ
⊗2k
−−−→ Q.
To describe the canonical metric, we prepare one more terminology.
Definition 2.3. For each Young diagram λ, let µλ be the number defined by the follow-
ing formula
µλ =
∏
b: box of λ
(2g − 2sb + tb)
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where sb denotes the number of columns of λ which are on the left of the column
containing b and tb denotes the number of rows which are above the row containing
b. When we specify the genus g, we write µλ′(g) for µλ′ which is a polynomial in g of
degree |λ|.
Example 2.4.
µ[4] = 2g(2g − 2)(2g − 4)(2g − 6), µ[14] = 2g(2g + 1)(2g + 2)(2g + 3).
Theorem 2.5. The intersection matrix of the symmetric bilinear pairing 〈 , 〉 on QDℓ(2k),
with respect to the basisDℓ(2k), is positive semi-definite for any g, so that it defines a metric on
QDℓ(2k) depending on g. Furthermore, there exists an orthogonal direct sum decomposition
QDℓ(2k) ∼=
⊕
|λ|=k
Eλ
in terms of eigenspaces Eλ with eigenvalues µλ. This decomposition is defined independently
of the genus g. With respect to the natural action of S2k on QDℓ(2k), Eλ is an irreducible
S2k-submodule isomorphic to (2λ)S2k so that the above orthogonal direct sum decomposition
gives also the irreducible decomposition of the S2k-module QDℓ(2k).
Proof. The space QDℓ(2k) as well as the bilinear pairing on it, but with a different sign
convention, appeared in the paper [13] by Hanlon and Wales in a broader context of
Brauer’s centralizer algebras. More precisely, they call the linear chord diagram in this
paper 1-factor and they work over the reals RDℓ(2k). Also the bilinear pairings are
indexed by a real parameter x. They determined the eigenspaces and eigenvalues of
the intersection matrix and also the irreducible decomposition of RDℓ(2k) as an S2k-
module. In order to adapt their result to our context, we have to put the real parameter
to be x = −2g and then take multiplication by the factor (−1)k. Then their formula for
the eigenvalues becomes the one given in the above Definition 2.3.
Thus, to prove the theorem, it remains to show the semi-positivity and orthogonality.
The former property follows from the semi-positivity of the adapted eigenvalues as
in Definition 2.3. The latter property of orthogonality follows from the fact that the
correspondence λ 7→ µλ from the set of Young diagrams to the set of eigenvalues,
considered as polynomials in g, is injective. This is because all the eigenvalues are then
different each other. This last claim is proved in [27]. 
We now state the canonical metric on (H⊗2kQ )
Sp.
Theorem 2.6. For any g, the symmetric bilinear form µ⊗2k on (H⊗2kQ )
Sp is positive definite
so that it defines a metric on this space. Furthermore, there exists an orthogonal direct sum
decomposition
(H⊗2kQ )
Sp ∼=
⊕
|λ|=k, h(λ)≤g
Uλ
in terms of eigenspaces Uλ with eigenvalues µλ′ . With respect to the natural action of S2k
on (H⊗2kQ )
Sp, Uλ is an irreducible S2k-submodule isomorphic to (λ
δ)S2k so that the above or-
thogonal direct sum decomposition gives also the irreducible decomposition of the S2k-module
(H⊗2kQ )
Sp.
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Proof. Proposition 2.2 shows that the homomorphism Φ converts all the relevant struc-
tures ofQDℓ(2k) into those of (H⊗2kQ )
Sp antiS2k-equivariantly. Also it is easy to see that
the kernel of Φ, for each specific value of g, is precisely the direct sum of eigenspaces
whose eigenvalues are zero. Hence the claim follows from Theorem 2.5 by applying
Proposition 2.2. 
Now we are ready to prove Theorems 1.1,1.2 and 1.3.
Proof of Theorem 1.1. As already mentioned, the space hg,1(2k)
Sp can be considered to
be a subspace of
(
H
⊗(2k+2)
Q
)Sp
. By Theorem 2.6, we have an orthogonal direct sum
decomposition (
H
⊗(2k+2)
Q
)Sp
∼=
⊕
|λ|=k+1, h(λ)≤g
Uλ
and as anS2k+2-submodule of
(
H
⊗(2k+2)
Q
)Sp
, Uλ is an irreducibleS(2k+2)-module corre-
sponding to the Young diagram λδ.More precisely, GL-irreducible representation λδGL
appears in the GL-irreducible decomposition of H
⊗(2k+2)
Q if and only if h(λ) ≤ g and in
this case its multiplicity is equal to the dimension of λδS2k+2 . On the other hand, each
copy of λδGL has a unique Sp-invariant element (up to scalars) and the totality of these
Sp-invariant elements makes a basis of the subspace Uλ.
Now it was shown in [25] (see also Proposition 5.6 below) that the space hg,1(2k)
is the image of certain projecting operator acting on H
⊗(2k+2)
Q which is an element of
Z[S2k+2]. More precisely, we have
S2k+2 ◦ (1⊗ p2k+1)(H
⊗(2k+2)
Q ) = hg,1(2k).
By restricting to the Sp-invariant subspaces, we have
S2k+2 ◦ (1⊗ p2k+1)
(
H
⊗(2k+2)
Q
)Sp
= hg,1(2k)
Sp.
Since this operator is described in terms of the action of the symmetric group, it sends
each subspace Uλ to itself. Hence if we define
Hλ = S2k+2 ◦ (1⊗ p2k+1)(Uλ)
we obtain the required orthogonal decomposition. Finally, the formula for the dimen-
sion of Hλ follows by applying Corollary 3.2 of [28] because dim Hλ is equal to the
multiplicity of λδGL in hg,1(2k). This completes the proof. 
As was mentioned in our paper [28], we have determined the Sp-irreducible de-
compositions of hg,1(k) for all k ≤ 20. By combining this with Theorem 1.1, we have
determined the orthogonal decompositions of hg,1(2k)
Sp for all 2k ≤ 20. The results are
given in Tables 2 and 3 below and further Tables 9 - 12 are given in Section 9. Here the
symbol 2[31]δ in Table 2, for example, means that there are two copies of the represen-
tation [31]δGL = [3
212]GL appear in hg,1(6) and the unique Sp-invariant element in each
copy contributes to hg,1(6)
Sp.
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TABLE 2. Orthogonal decompositions of hg,1(2)
Sp, hg,1(6)
Sp, hg,1(8)
Sp
hg,1(2)
Sp hg,1(6)
Sp hg,1(8)
Sp
dim eigenspace dim eigenspaces dim eigenspaces
g = 1 1 [2]δ 1 [4]δ 0
g = 2 4 2[31]δ[22]δ 2 [41]δ[32]δ
g ≥ 3 5 [212]δ 3 [312]δ
TABLE 3. Orthogonal decompositions of hg,1(10)
Sp, hg,1(12)
Sp
hg,1(10)
Sp hg,1(12)
Sp
dim eigenspaces dim eigenspaces
g = 1 3 3[6]δ 0
g = 2 51 15[51]δ26[42]δ7[32]δ 190 31[61]δ103[52]δ56[43]δ
g = 3 97 19[412]δ24[321]δ3[23]δ 97 68[512]δ216[421]δ42[321]δ28[322]δ
g = 4 107 7[313]δ3[2212]δ 643 36[413]δ60[3212]δ3[231]δ
g ≥ 5 108 [214]δ 650 5[314]δ2[2213]δ
Proof of Theorem 1.2. It is easy to see that the stable range of (H⊗2kQ )
Sp is g ≥ k. On
the other hand, hg,1(2k)
Sp is a submodule of (H
⊗(2k+2)
Q )
Sp so that the stable range of
hg,1(2k)
Sp is smaller than or equal to g ≥ k + 1. Now, as was mentioned in [28], Propo-
sition 4.1, for any Young diagram λ
dim (λGL)
Sp =
{
1 (λ: multiple double floors, namely λ = µδ for some µ)
0 (otherwise).
Let λ = [λ1, · · · , λh] be a Young diagram with (2k + 2) boxes and h rows and assume
that it is with multiple double floors. Then it is easy to see the following:
h = 2k + 2 ⇒ λ = [12k+2],
h = 2k ⇒ λ = [2212k−2],
h = 2k − 2 ⇒ λ = [3212k−4] or [2412k−6].
Hence, to prove the result it is enough to show the following four facts:
(i) [12k+2]GL does not appear in the GL-irreducible decomposition of hg,1(2k),
(ii) [2212k−2]GL appears in the GL-irreducible decomposition of hg,1(2k)
with multiplicity 1 for any odd k ≥ 1,
(iii) [2212k−2]GL does not appear in the GL-irreducible decomposition of hg,1(2k)
for any even k,
(iv) [3212k−4]GL appears in the GL-irreducible decomposition of hg,1(2k)
for any even k ≥ 4 with non-zero multiplicity.
(i) follows easily. Indeed [12k+2]GL is nothing other than the alternating product∧2k+2HQ
which is not invariant under the Z/(2k + 2)-cyclic permutation of H
⊗(2k+2)
Q while any
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summand of hg,1(2k) must be so. (ii) and (iii) were proved by Enomoto and Satoh in
[7]. Indeed, they proved that [221k−2]GL appears in hg,1(k) with multiplicity 1 for any k
such that k ≡ 1 or 2 mod 4 and does not appear otherwise. Finally (iv) follows from an
explicit computation using the method of [28] but here we omit it. 
To prove Theorem 1.3, we prepare the following.
Lemma 2.7. Let
Kij : H
⊗(k+2)
Q → H
⊗k
Q (1 ≤ i < j ≤ k + 2)
be a linear mapping defined by
Kij(u1 ⊗ u2 ⊗ · · · ⊗ uk+2) = (ui · uj) u1 ⊗ · · · ⊗ uˆi ⊗ · · · ⊗ uˆj ⊗ · · · ⊗ uk+2 (ui ∈ HQ)
where ui · uj denotes the intersection number of ui and uj , and the symbol uˆi means that we
delete ui. Let V ⊂ H
⊗(k+2)
Q be an irreducible GL-submodule which is isomorphic to λGL where
λ is a Young diagram with (k+2) boxes. Consider the following condition (C) posed on Young
diagrams ν with |ν| = k
(C):
(
∧2HQ ⊗ νGL
)
has a direct summand isomorphic to λGL.
Then we have
Kij(V ) ⊂
⊕
ν satisfies (C)
V kν .
Proof. Since the natural action of the symmetric group Sk+2 on H
⊗(k+2)
Q preserves the
structure of aGL-module on it, it is enough to prove the case i = 1, j = 2. Now consider
the following direct sum decomposition
H
⊗(k+2)
Q =
(
S2HQ ⊗H
⊗k
Q
)
⊕
(
∧2HQ ⊗H
⊗k
Q
)
.
Since the mappingK12 is trivial on the former summand, if we denote by q : H
⊗(k+2)
Q →
∧2HQ ⊗H
⊗k
Q the natural projection onto the latter summand, then we have
K12 = K12 ◦ q.
It follows that K12(V ) = K12(q(V )). Since q(V ) is a GL-submodule of ∧2HQ ⊗ H
⊗k
Q
isomorphic to λGL, in view of the definition of the condition (C), we can conclude that
q(V ) ⊂ ∧2HQ ⊗
 ⊕
ν satisfies (C)
V kν
 .
Now the mappingK12 on ∧2HQ ⊗H
⊗k
Q is the contraction ∧
2HQ → Q times the identity
of H⊗kQ . We can now conclude that
K12(V ) = K12(q(V )) ⊂
⊕
ν satisfies (C)
V kν
as required. 
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Proof of Theorem 1.3. The bracket operation
B : hg,1(k)⊗ hg,1(l)
[ , ]
−→ hg,1(k + l)
is not a morphism of GL-modules so that we have to be careful here. First we observe
that the above bracket can be extended to
B˜ : H
⊗(k+2)
Q ⊗H
⊗(l+2)
Q
[ , ]
−→ H⊗(k+l+2)Q
which can be described as follows. Here we understand hg,1(k) as a submodule of
H
⊗(k+2)
Q for any k. We identify the domain of B˜ with H
⊗(k+l+4)
Q and define linear iso-
morphisms
f
(k,l)
i : H
⊗(k+l+4)
Q → H
⊗(k+l+4)
Q (i = 2, 3, . . . , l + 2)
b
(k,l)
i : H
⊗(k+l+4)
Q → H
⊗(k+l+4)
Q (i = 2, 3, . . . , k + 2)
by setting
f
(k,l)
i (u1 ⊗ u2 ⊗ · · · ⊗ uk+2 ⊗ v1 ⊗ v2 ⊗ · · · ⊗ vl+2)
= (v1 ⊗ v2 ⊗ · · · ⊗ vi ⊗ u1 ⊗ u2 ⊗ · · · ⊗ uk+2 ⊗ vi+1 ⊗ · · · ⊗ vl+2)
b
(k,l)
i (u1 ⊗ u2 ⊗ · · · ⊗ uk+2 ⊗ v1 ⊗ v2 ⊗ · · · ⊗ vl+2)
= (u1 ⊗ u2 ⊗ · · · ⊗ ui ⊗ v1 ⊗ v2 ⊗ · · · ⊗ vl+2 ⊗ ui+1 ⊗ · · · ⊗ uk+2).
Observe here that any of these linear isomorphisms corresponds to a certain element
in the symmetric group Sk+l+4 which acts on H
⊗(k+l+4)
Q naturally. Also define a linear
mapping
Ki : H
⊗(k+l+4)
Q → H
⊗(k+l+2)
Q (i = 1, 2, . . . , k + l + 3)
by setting
Ki(u1 ⊗ · · · ⊗ uk+l+4) = (ui · ui+1) u1 ⊗ · · · ⊗ ui−1 ⊗ ui+2 ⊗ · · · ⊗ uk+l+4.
Then we can write
B˜ =
k+2∑
i=2
Ki ◦ b
k,l
i −
ℓ+2∑
i=2
Ki ◦ f
k,l
i .
It is easy to see that the restriction of B˜ to hg,1(k)⊗ hg,1(l) is precisely the bracket oper-
ation described in [23].
Now we prove claim (i). Since B˜ is equal to the bracket operation, for any two
elements ξ ∈ H˜λ and η ∈ H˜µ, we have
[ξ, η] = B˜(ξ ⊗ η).
Since any of the mappings bk,ℓi , f
k,ℓ
i corresponds to a certain element in the symmetric
group Sk+ℓ+4 as already mentioned above, the image of ξ ⊗ η by it is again contained
in a GL-submodule of H
⊗(k+ℓ+4)
Q isomorphic to λGL ⊗ µGL. Now we have to consider
various Ki acting on these GL-submodules. Here we apply Lemma 2.7 with replacing
H
⊗(k+2)
Q and λGL by H
⊗(k+ℓ+4)
Q and any of the GL-irreducible component of λGL ⊗ µGL,
respectively. Then we can conclude that
B˜(ξ ⊗ η) ∈ B(λ, µ)
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as required.
Next we prove the condition on h(ν). The irreducible decomposition of the tensor
product λGL ⊗ µGL is given by the Littlewood-Richardson rule (see [9]) and we see
that any of the irreducible summands in this decomposition is represented by a Young
diagram whose number of rows, denoted by h, satisfies the inequality
max {h(λ), h(µ)} ≤ h ≤ h(λ) + h(µ).
Since the height of the Young diagram [12] corresponding to ∧2HQ is 2, we obtain the
condition
max {h(λ), h(µ)} − 2 ≤ h(ν) ≤ h(λ) + h(µ)
on h(ν) as required.
The claim (ii) follows from (i) because we have the equality
H˜Sp
λδ
= Hλ.

3. COMPARISON AMONG hg,1, hg,∗, hg AND A DECOMPOSITION OF hg,1
We recall the definitions of three kinds of symplectic derivation algebras, denoted
by hZg,1, h
Z
g,∗, h
Z
g from [25]. They correspond to three kinds of mapping class groups
Mg,1,Mg,∗,Mg of Σg, relative to an embedded disk D2 ⊂ Σg, relative to a base point
∗ ∈ Σg and without any decoration, respectively. They are Lie algebras defined over Z
and to indicate this fact, we put the superscript Z on their symbols. The Lie algebras
hg,1, hg,∗, hg in the subtitle denote the rational forms of them and they are Lie algebras
over Q.
Let LZg,1 = ⊕
∞
k=1L
Z
g,1(k) be the free graded Lie algebra, over Z, generated by H . Then
the degree k part of hZg,1 can be written as
hZg,1(k) = Ker
(
H ⊗ LZg,1(k + 1)
[ , ]
−→ LZg,1(k + 2)
)
.
Next let LZg be the graded Lie algebra, over Z, associated to the lower central series
of π1Σg. Then the degree k part of h
Z
g,∗ can be written as
hZg,∗(k) = Ker
(
H ⊗LZg (k + 1)
[ , ]
−→ LZg (k + 2)
)
.
Let ω0 ∈ Lg,1(2) be the symplectic element and let Ig = ⊕∞k=2Ig(k) be the ideal of Lg,1
generated by ω0. Then a theorem of Labute (see Theorem 4.2 below) says that there is
a natural isomorphism Lg ∼= Lg,1/Ig. Keeping this in mind, define an ideal jZg,1 of h
Z
g,1
by setting
jZg,1(k) = Ker
(
H ⊗ Ig(k + 1)
[ , ]
−→ Ig(k + 2)
)
.
Then it is easy to see that there is an isomorphism
hZg,∗
∼= hZg,1/j
Z
g,1.
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Finally a result of Asada and Kaneko [1] implies that the injective homomorphism
π1Σg →Mg,∗ induces an injection
LZg ⊂ h
Z
g,∗
of graded Lie algebras and the former is an ideal of the latter. Then we define hZg by
setting
hZg = h
Z
g,∗/L
Z
g .
If we specify the genus g, we write Hg instead of H . Also fix a symplectic basis
x1, y1, . . . , xg, yg for Hg so that we have an injection i : Hg ⊂ Hg+1 and a projection
p : Hg+1 → Hg which is induced by setting p(xg+1) = p(yg+1) = 0.
Lemma 3.1. Under the natural inclusion i : H
⊗(k+2)
g ⊂ H
⊗(k+2)
g+1 , we have
i(hZg,1(k)) ⊂ h
Z
g+1,1(k).
Proof. This is clear from the definition. 
Lemma 3.2. Under the natural projection p : H
⊗(k+2)
g+1 → H
⊗(k+2)
g , we have
p(hZg+1,1(k)) ⊂ h
Z
g,1(k).
Proof. Any element f ∈ hg+1,1(k) can be written as
f =
g∑
i=1
xi ⊗ ξi + xg+1 ⊗ ξg+1 +
g∑
i=1
yi ⊗ ηi + yg+1 ⊗ ηg+1
where ξi, ξg+1, ηi, ηg+1 ∈ Lg+1,1(k + 1) and
g∑
i=1
[xi, ξi] + [xg+1, ξg+1] +
g∑
i=1
[yi, ηi] + [yg+1, ηg+1] = 0.
If we apply the projection p : Lg+1,1(k+2)→ Lg,1(k+2) to the above equality, we obtain
g∑
i=1
[xi, p(ξi)] +
g∑
i=1
[yi, p(ηi)] = 0
because p : Lg+1 → Lg is a Lie algebra homomorphism. On the other hand, we have
p(f) =
g∑
i=1
xi ⊗ p(ξi) +
g∑
i=1
yi ⊗ p(ηi).
We can now conclude that p(f) ∈ hZg (k) as required. 
Definition 3.3. Suppose that, for any g, we are given a graded submodule
mg =
∞⊕
k=1
mg(k) ⊂ h
Z
g,1 =
∞⊕
k=1
hZg,1(k).
(i) We callmg i-stable (inclusion stable) if i(mg(k)) ⊂ mg+1(k) for any g and k.
(ii) We callmg p-stable (projection stable) if p(mg+1(k)) ⊂ mg(k) for any g and k.
Even if the graded submodulemg is non-trivial only for some fixed k, namelymg(l) =
0 for any l 6= k and g, we still say that {mg(k)}g is i-stable or p-stable if it satisfies the
above condition.
A similar definition can be applied to the rational form hg,1 of h
Z
g,1.
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Proposition 3.4. (i) The Johnson image Im τZg,1 is i-stable.
(ii) The ideal jZg,1 is p-stable.
(iii) The Sp-invariant Lie subalgebra hSpg,1 is p-stable.
Proof. Claim (i) follows from the fact that the following diagram
Mg,1(k)
τg,1
−−−→ hZg,1(k)
i
y yi
Mg+1,1(k)
τg+1,1
−−−→ hZg+1,1(k)
is commutative.
Next we prove (ii). Since p(ω0(g + 1)) = ω0(g), the diagram
Ig+1(k)
i
−−−→ LZg+1(k)
p
y yp
Ig(k)
i
−−−→ LZg (k)
is commutative. It follows that the diagram
H ⊗ Ig+1(k + 1)
[ , ]
−−−→ Ig+1(k + 2)
p
y yp
H ⊗ Ig(k + 1)
[ , ]
−−−→ Ig(k + 2)
is also commutative. Therefore p(jZg+1,1(k)) = j
Z
g,1(k) as claimed. 
As for the comparison betweenMg,1(k) andMg,∗(k), we have exact sequences
0→ Z→Mg,1(1) = Ig,1 →Mg,∗(1) = Ig,∗ → 1,
0→ Z→Mg,1(2) = Kg,1 →Mg,∗(2) = Kg,∗ → 1
for k = 1, 2 where the central subgroup Z is generated by the Dehn twist, which we
denote by τ∂(g), along a simple closed curve which is parallel to the boundary curve of
Σg,1. For k ≥ 3, it is easy to see that the natural homomorphism p :Mg,1(k)→Mg,∗(k)
is injective so that we can considerMg,1(k) as a subgroup ofMg,∗(k). Here we have an
important result of Hain [11] using Hodge theory as follows. After tensoring with Q,
the graded modules associated with the following two filtrations of the Torelli group
Ig,∗ = Mg,∗(1) are isomorphic to each other. One is the filtration {Mg,∗(k)}k≥2 and
the other is the filtration {p(Mg,1(k))}k≥2 where p : Mg,1(k) → Mg,∗(k) denotes the
natural projection. From this result, we can deduce the following (this fact was already
mentioned in [24]).
Proposition 3.5. (i)Mg,1(k) ∼=Mg,∗(k) for any k ≥ 3.
(ii) Im τg,1(k) ∩ jg,1(k) = {0} and Im τ
Z
g,1(k)
∼= Im τZg,∗(k) for any k 6= 2.
Proof. First of all, it is easy to deduce from the result of Hain mentioned above that,
for any k ≥ 3 the subgroup Mg,1(k) ⊂ Mg,∗(k) has finite index, because otherwise
the associated graded modules of the above two filtrations would not be isomorphic.
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The former part of the claim (ii) follows from this because if Im τg,1(k) ∩ jg,1(k) 6= {0}
for some k ≥ 3, then it would imply that Mg,1(k + 1) will have an infinite index in
Mg,∗(k + 1). Note here that jg,1(k) is a free Z-module so that it has no torsion.
Next we prove thatMg,1(3) = Mg,∗(3). For this, we show that jZg,1(2) is isomorphic
to Z and determine its generator. By definition, we have
jZg,1(2) = Ker
(
H ⊗ Ig(3)
[ , ]
−→ Ig(4)
)
.
Since Ig(2) ∼= Z generated by the symplectic class ω0 ∈ Lg,1(2), Ig(3) = {[u, ω0]; u ∈
H} ∼= H . It follows thatH⊗Ig(3) ∼= H⊗H and the bracket operationH⊗Ig(3)→ Ig(4)
is given by v⊗ [u, ω0] 7→ [v, [u, ω0]]. It can then be checked that the kernel of this bracket
operation is isomorphic to Z generated by the element
g∑
i=1
{xi ⊗ [yi, ω0]− yi ⊗ [xi, ω0]}
where xi, yi (i = 1, . . . , g) denotes a symplectic basis of H as before. On the other
hand, a result of [22] (Proposition 1.1) implies that τZg,1(2)(τ∂(g)) ∈ h
Z
g,1(2) is precisely
the above element (up to signs). It follows that
τZg,1(2)(Z) = j
Z
g,1(2).
Now let ϕ ∈ Mg,∗(3) be any element and choose any lift ϕ˜ ∈ Mg,1(2) of ϕ. Since
τZg,∗(2)(ϕ) = 0, we can write τ
Z
g,1(2)(ϕ˜) = m ∈ j
Z
g,1(2)
∼= Z for some m. Then we have
τZg,1(2)(ϕ˜ τ∂(g)
−m) = 0 so that ϕ˜ τ∂(g)
−m ∈Mg,1(3). Since ϕ˜ τ∂(g)−m is also a lift of ϕ, we
can conclude thatMg,1(3) = Mg,∗(3) as required. Next we proveMg,1(4) = Mg,∗(4).
Let ψ ∈ Mg,∗(4) be any element so that τZg,∗(3)(ψ) = 0 and choose any lift ψ˜ ∈ Mg,1(3)
of ψ. Since Im τg,1(3) ∩ jg,1(3) = {0} as already proved above, we have τ
Z
g,1(3)(ψ˜) = 0.
Therefore ψ˜ ∈ Mg,1(4) and we can conclude Mg,1(4) = Mg,∗(4). It is now clear that
an inductive argument proves the claim (i). The latter part of (ii) follows from this
completing the proof. 
Theorem 3.6. Over the rationals, we have a direct sum decomposition
hg,1(k) = jg,1(k)⊕ Lg(k)⊕ Im τg(k)⊕ Cok τg(k).
Proof. This follows from the following three exact sequences
0→ jg,1 →hg,1 → hg,∗ → 0, 0→ Lg → hg,∗ → hg → 0,
0→ Im τg → hg → Cok τg → 0.

4. DETERMINATION OF THE IDEAL jg,1
In this section, we formulate a method of determining the Sp-irreducible decompo-
sition of the ideal jg,1. First we recall the following classical result (see e.g. [32]).
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Theorem 4.1. Let Fm be a free group of rank m and let
LZ〈m〉 =
∞⊕
k=1
LZ〈m〉(k)
be the free graded Lie algebra generated by H1(Fm) ∼= Zm. Then the character of L〈m〉(k) =
LZ〈m〉(k)⊗Q as a GL(m,Q)-module is given by
ch(L〈m〉(k)) =
1
k
∑
d|k
µ(d)(xd1 + · · ·+ x
d
m)
k/d.
In particular
dim L〈m〉(k) =
1
k
∑
d|k
µ(d)mk/d.
In our context, we have LZ〈2g〉 = L
Z
g,1 and L〈2g〉 = Lg,1.
Theorem 4.2 (Labute [17]). Let Σg be a closed oriented surface of genus g and let Σg,1 =
Σg \ IntD2. Let LZg (resp. L
Z
g,1) denote the graded Lie algebra associated to the lower central
series of π1Σg (resp. π1Σg,1). Then
LZg = L
Z
g,1/〈ω0〉
where 〈ω0〉 denotes the ideal generated by the symplectic class ω0 ∈ LZg,1(2). Furthermore the
k-th term LZg (k) of the graded Lie algebra L
Z
g is a free Z-module and its rank is given by
rankLZg (k) =
1
k
∑
d|k
µ(k/d)
 ∑
0≤i≤[d/2]
(−1)i
d
d− i
(
d− i
i
)
(2g)d−2i
 .
In the above formula, the part i = 0 corresponds to the case of LZg,1(k).
Based on the above theorem of Labute, we can deduce the following method of de-
termining the Sp-irreducible decomposition of jg,1(k). This is because his theorem gives
not only the ranks of the relevant modules but the structure of them as GL-modules.
Define
I˜(k) = −
1
k
∑
d|k
µ(k/d)
 ∑
1≤i≤[d/2]
(−1)i
d
d− i
(
d− i
i
)
P
⊗(d−2i)
k/d

where Pj denotes the GL-representation corresponding to the power sum
xj1 + y
j
1 + · · ·+ x
j
g + y
j
g
so that P1 = HQ and if d− 2i = 0, then set P 0k/d = [0] the Sp-trivial representation. Then
we have the following result.
Theorem 4.3. (i) The Sp-irreducible decomposition of jg,1(k) is the same as that of the virtual
GL-representation
(
HQ ⊗ I˜(k + 1)− I˜(k + 2)
)
.
(ii) The Sp-irreducible decomposition ofLg(k) is the same as that of the virtualGL-representation(
1
k
∑
d|k µ(k/d)P
d
k/d − I˜(k)
)
.
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Remark 4.4. Probably the latter statement of the above theorem has been well-known
to specialists for some time and the former statement is a direct consequence of it.
We have made use of these formulae to compute the Sp-decomposition of jg,1(k)men-
tioned below. These computations were very important for our study because it en-
abled us to guess the size of the ideal jg,1 inside the whole Lie algebra hg,1. We would
like to mention that recently an explicit formula for the Sp-character of Lg has been
written down by Filip [8].
By using these methods, we have computed the Sp-irreducible decompositions of
the Sp-modules jg,1(k) and Lg(k) explicitly for all k ≤ 20. By combining with our
earlier work in [28], we have now complete information about the Sp-irreducible de-
compositions of all the relevant Sp-modules up to degree 20. Here we only describe
the Sp-invariant part. See Tables 4, 5, 6. The first table indicates the dimensions in
the stable range whereas in the latter two tables (the cases k = 6, 10), we describe the
unstable computations for later use.
TABLE 4. Dimensions of hg,1(k)
Sp, jg,1(k)
Sp, hg,∗(k)
Sp,Lg(k)Sp, hg(k)Sp
k hg,1(k)
Sp jg,1(k)
Sp hg,∗(k)
Sp Lg(k)Sp hg(k)Sp
2 1 1 0 0 0
4 0 0 0 0 0
6 5 2 3 1 2
8 3 1 2 2 0
10 108 38 70 34 36
12 650 210 440 259 181
14 8795 2831 5964 3215 2749
16 110610 34591 76019 41858 34161
18 1710798 530466 1180332 644758 535574
20 29129790 8980269 20149521 11111008 9038513
TABLE 5. Dimensions of hg,1(6)
Sp, jg,1(6)
Sp, hg,∗(6)
Sp,Lg(6)Sp, hg(6)Sp
g hg,1(6)
Sp jg,1(6)
Sp hg,∗(6)
Sp Lg(6)Sp hg(6)Sp
1 1 1 0 0 0
2 4 2 2 1 1
≥ 3 5 2 3 1 2
5. DESCENDANTS AND ANCESTORS
In this section, we propose a terminology whichwill hopefully be useful in analyzing
the structure of the Lie algebra hg,1.
Definition 5.1. Let V be a GL-irreducible component which appears in hg,1(k) so that
we canwrite V ∼= λGL where λ is a Young diagramwith (k+2) boxes. As an Sp-module,
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TABLE 6. Dimensions of hg,1(10)
Sp, jg,1(10)
Sp, hg,∗(10)
Sp,Lg(10)Sp, hg(10)Sp
g hg,1(10)
Sp jg,1(10)
Sp hg,∗(10)
Sp Lg(10)Sp hg(10)Sp
1 3 3 0 0 0
2 51 27 24 14 10
3 97 37 60 31 29
4 107 38 69 34 35
≥ 5 108 38 70 34 36
V can be decomposed into a linear combination
V =
s⊕
i=0
Vi
of Sp-irreducible representations Vi. Here V0 denotes the largest Sp-irreducible com-
ponent of V so that V0 ∼= λSp and any of the other Vi (i ≥ 1) is obtained from V by
applying various contractions successively. We say that Vi is an Sp-descendant of V of
order d if it is obtained by applying contractions d times. In this case Vi ∼= λ
(i)
Sp where λ
(i)
is a Young diagram with (k + 2− 2d) boxes. We also call Sp-descendant of order 1 (resp.
2) an Sp-child (resp. an Sp-grandchild). Conversely we call V the ancestor of Vi for any i.
Example 5.2. Asada-Nakamura [2] proved that there exists a unique copy [2k+1 12]GL ⊂
hg,1(2k + 1) for any k ≥ 1. The trace component [2k + 1]Sp ⊂ hg,1(2k + 1) is an
Sp-child of this unique copy. Enomoto-Satoh [7] proved that there exists a unique
copy [2214k−1]GL ⊂ hg,1(4k + 1) for any k ≥ 1. Their anti-trace component [14k+1]Sp ⊂
hg,1(4k + 1) is an Sp-child of this unique copy.
Example 5.3. The Sp-invariant part given in Theorem 1.1 is, so to speak, the “last de-
scendants” of each piece hg,1(2k).
Theorem 5.4. For any k and any GL-irreducible component V of hg,1(k) isomorphic to λGL,
the corresponding Sp-irreducible component V0 which is isomorphic to λSp is contained in
Im τg,1(k) in a certain stable range (we can take g ≥ k + 3).
Remark 5.5. It is a very important problem to determine which Sp-descendants of a
given GL-irreducible component V ⊂ hg,1(k) belong to Im τg,1(k) and/or remain non-
trivial in H1(h
+
g,1).
To prove the above theorem, we prepare some terminology.
Let σi = (12 · · · i) ∈ Sk be the cyclic permutation. Define two elements
pk = (1− σk)(1− σk−1) · · · (1− σ2)
Sk =
k∑
j=1
σjk
in Z[Sk] both of which act on H
⊗k
Q linearly. It is easy to see that pk(H
⊗k
Q ) = Lg,1(k).
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Proposition 5.6 (see [25]). The subspaceHQ⊗Lg,1(k+1) ⊂ H
⊗(k+2)
Q is invariant under the
action of Sk+2 and
Sk+2 (HQ ⊗ Lg,1(k + 1)) = hg,1(k).
It follows that
hg,1(k) = Sk+2 ◦ (1⊗ pk+1)
(
H
⊗(k+2)
Q
)
.
Here we mention a relation with another method of expressing elements of hg,1(k),
namely Lie spiders (see e.g. [18]). More precisely the following element
Sk+2(u1 ⊗ [u2, [u3, [· · · [uk+1, uk+2] · · · ])
=u1 ⊗ [u2, [u3, [· · · [uk+1, uk+2] · · · ] + u2 ⊗ [[u3, [u4, [· · · [uk+1, uk+2] · · · ], u1]+
u3 ⊗ [[u4, [u5, [· · · [uk+1, uk+2] · · · ], [u1, u2]] + · · ·+ uk+2 ⊗ [· · · [u1, u2], · · · , uk], uk+1]
is represented by the Lie spider
u1
u2 u3 uk+1
uk+2
where ui ∈ HQ.
Proof of Theorem 5.4. We use induction on k. It is a classical result of Johnson [14] that
Im τg,1(1) = hg,1(1) = ∧3HQ. Hence the claim holds for k = 1.
It is easy to see that the bracket operation
HQ ⊗Lg,1(k)→ Lg,1(k + 1)
is surjective for any k ≥ 1. It follows that hg,1(k) is generated by the elements of the
form
Sk+2(u1 ⊗ [u2, [u3, [· · · [uk+1, uk+2] · · · ]).
Let us denote the above element by ℓ(u1, . . . , uk+2). Then we observe that the highest
weight vector for λSp can be expressed as a linear combination of elements of the above
form where any of ui (i = 1, . . . , k + 2) is equal to some xj with j ≤ k + 2. Here
x1, . . . , xg, y1, . . . , yg is a symplectic basis ofH for g ≥ k+3. This is because the module
λSp, regarded as a subspace of λGL, is characterized as the intersection of the kernels of
all the possible Sp contractions λGL → µSp where µSp denotes any Sp-module. Hence
it suffices to prove that ℓ(u1, . . . , uk+2) is contained in Im τg,1(k) for such g whenever
any ui is equal to xj (j ≤ k + 2). Now assume k > 1 and consider the following two
elements
ℓ(u1, . . . , uk, xk+3), ℓ(yk+3, uk+1, uk+2).
Then the former element is contained in Im τg′,1(k− 1)with g
′ ≥ k+3 by the induction
assumption and the latter one belongs to hg,1(1) = Im τg,1(1) for any g ≥ k + 3. Also it
is easy to see that
[ℓ(u1, . . . , uk, xk+3), ℓ(yk+3, uk+1, uk+2)] = ℓ(u1, . . . , uk+2).
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Therefore ℓ(u1, . . . , uk+2) is contained in Im τg,1(k) with g ≥ k + 3 as required. This
completes the proof. 
Proposition 5.7. (i) For any λ with |λ| = k + 2, the isotypical component H˜λ ⊂ hg,1(k) as
well as the corresponding Sp-isotypical component (H˜λ)0 is i-stable.
(ii) The Sp-invariant part hSpg,1 is p-stable. Furthermore each component of the orthogonal
direct sum decomposition of this space given by Theorem 1.1 is p-stable.
(iii) jSpg,1 is p-stable.
(iv) The ideal [hg,1, hg,1] is i-stable.
Proof. (i) follows from that the following three facts. The first is that the isotypical
component V k+2λ ⊂ (H
⊗(k+2)
Q )
Sp is i-stable which follows from the classical construction
of this component. The second is that the submodule hg,1(k) ⊂ H
⊗(k+2)
Q is i-stable. The
third is that taking the contractions to any given “direction” is an i-stable operation.
The rest of the assertions follow similarly using the facts that (H
⊗(k+2)
Q )
Sp ⊂ H⊗(k+2)Q is
p-stable and the bracket operation of hg,1 is i-stable in an obvious sense. 
Remark 5.8. In general, the Sp-invariant part of the Johnson image (Im τg,1)
Sp is neither
i-stable nor p-stable, and jSpg,1 is not i-stable. These can be checked by direct computa-
tion. This is one of the reasons why the problem of determining (the Sp-invariant part
of) the image of the Johnson homomorphism aswell as the ideal jg,1 is difficult. In a trial
to overcome this difficulty, in Section 6 we introduce two kinds of bases for hg,1(2k)
Sp.
6. TWO KINDS OF BASES FOR hg,1(2k)
Sp
In this section, we describe a general method of constructing elements of hg,1(2k)
Sp
and by using it we introduce two kinds of bases for it.
Let σi = (12 · · · i) ∈ Sk be the cyclic permutation as before. Define two elements
p′k =
(
1− (−1)k−1σk
)
(1− (−1)k−2σk−1) · · · (1 + σ2),
S ′k =
k∑
j=1
(−1)j(k−1)σjk
in Z[Sk]. Then by combining Proposition 5.6 with Proposition 2.1, we obtain the fol-
lowing result.
Proposition 6.1.
hg,1(2k)
Sp = Φ
(
S ′2k+2 ◦ σ2k+2 ◦ p
′
2k+1 ◦ σ
−1
2k+2(QD
ℓ(2k + 2))
)
.
Thus we obtain a method of constructing elements of hg,1(2k)
Sp. We remark here that
computation by a computer ismuch easier in this context ofQDℓ(2k+2) rather than that
of (H
⊗(2k+2)
Q )
Sp because in the latter case the dimension gets very large quickly as the
genus grows while in the former context the computation is independent of the genus.
In particular, the explicit orthogonal decomposition of (H
⊗(2k+2)
Q )
Sp can be obtained by
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applying various Young symmetrizers on QDℓ(2k+2) to obtain the corresponding de-
composition of this space and then converting it to the space (H
⊗(2k+2)
Q )
Sp by applying
Proposition 2.1. To obtain the orthogonal decomposition of hg,1(2k)
Sp, it is enough to
apply further the operator S ′2k+2 ◦ σ2k+2 ◦ p
′
2k+1 ◦ σ
−1
2k+2 to the above decomposition of
QDℓ(2k + 2) and then apply the homomorphism Φ.
More precisely, the explicit procedure goes as follows. By Theorem 2.5, there exists
an orthogonal direct sum decomposition
QDℓ(2k + 2) ∼=
⊕
|λ|=k+1
Eλ
in terms of certain subspaces Eλ. As an S2k+2-submodule of QDℓ(2k + 2), Eλ is an
irreducible S2k+2-module corresponding to the Young diagram 2λ. Since the operator
S ′2k+2 ◦ σ2k+2 ◦ p
′
2k+1 ◦ σ
−1
2k+2 belongs to Z[S2k+2], if we define
Fλ = (S
′
2k+2 ◦ σ2k+2 ◦ p
′
2k+1 ◦ σ
−1
2k+2)(Eλ),
then Fλ is a subspace of Eλ and
Φ(Fλ) = Hλ′ ⊂ hg,1(2k)
Sp.
Thus we obtain a method of constructing elements of hg,1(2k)
Sp which respects the
orthogonal decomposition and is also independent of the genus g. Indeed, if we choose
a basis {C iλ; i = 1, . . . , dimFλ} of Fλ and set v
i
λ = Φ(C
i
λ). Then
(1) {viλ; |λ| = k + 1, i = 1, . . . , dimFλ = dimHλ′}
is a basis of hg,1(2k)
Sp in the stable range. We call this a p-stable basis because it is
clearly p-stable in the obvious sense. This basis is suitable for describing jSpg,1 which is p-
stable. However, it is not i-stable (in fact no basis can be i-stable) and the description of
(Im τg,1)
Sp is rather complicated. In order to analyze this point, define a linear mapping
K : H⊗(2k+2)Q → QD
ℓ(2k + 2)
by setting
K(ξ) =
∑
C∈Dℓ(2k+2)
αC(ξ)C.
We use the same notation K for the restriction of the above mapping to the subspace
hg,1(2k) ⊂ H
⊗(2k+2)
Q as well as its further restriction to the subspace hg,1(2k)
Sp ⊂ hg,1(2k).
Proposition 6.2. (i) The linear mapping K is i-stable in the sense that the following diagram
is commutative
hg,1(2k)
K
−−−→ QDℓ(2k + 2)
i
y ∥∥∥
hg+1,1(2k)
K
−−−→ QDℓ(2k + 2).
(ii) The linear mapping
K : hg,1(2k)
Sp → QDℓ(2k + 2)
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is injective for any g. Furthermore two subspaces K(Hλ) and K(Hµ) (λ 6= µ) are mutually
orthogonal to each other with respect to the usual Euclidean metric on QDℓ(2k + 2) which is
induced by taking Dℓ(2k + 2) as an orthonormal basis.
(iii) For any element ξ ∈ Fλ, we have the equality
K(Φ(ξ)) = µλ ξ.
Proof. (i) follows from the fact that the contraction is an i-stable operation. The for-
mer part of (ii) holds because any Sp-invariant tensor is detected by some iterated
contractions. The latter part follows from a stronger statement proved in [27] that two
subspacesK(Uλ) andK(Uµ) (λ 6= µ) are mutually orthogonal to each other with respect
to the usual Euclidean metric. (iii) follows similarly because it is proved in the above
cited paper that the equality K(Φ(ξ)) = µλ ξ holds for any ξ ∈ Eλ. 
Definition 6.3. Let V ⊂ hg,1(2k)Sp be any specified subspace, e.g. (Im τg,1(2k))Sp. We
call a finite set D ⊂ Dℓ(2k + 2) a detector of V if the linear mapping
KD : hg,1(2k)
Sp K−→ QDℓ(2k + 2)
proj
−−→ QD
is injective on V .
Keeping the above Proposition 6.2 (iii) in mind, we make the following definition.
Definition 6.4. We modify the p-stable basis (1) by setting
v¯iλ =
1
µλ′(g)
viλ
to obtain another basis
(2) {v¯iλ; |λ| = k + 1, i = 1, . . . , dimFλ = dimHλ′}
of hg,1(2k)
Sp in the stable range. We call this a normalized basis.
By combining the above results, we obtain the following theorem which shows that
although there is a considerable difference between the two Lie subalgebras jSpg,1 and
(Im τg,1)
Sp it can be completely analyzed by rescaling each piece in the orthogonal de-
composition by the corresponding eigenvalue.
Theorem 6.5. (i) The subspace jg,1(2k)
Sp ⊂ hg,1(2k)Sp is p-stable so that the description of it
in terms of a p-stable basis is constant with respect to g.
(ii) In contrast with the case (i) above, the subspace (Im τg,1(2k))
Sp ⊂ hg,1(2k)Sp is not
p-stable. However, it is weighted stable in the following sense. Namely the description of it in
terms of a normalized basis is constant with respect to g.
Proof. It remains to prove the last claim of (ii). The set of values underK of (Im τg,1(2k))Sp
is constant with respect to g in the stable range. On the other hand, Proposition 6.2 (iii)
shows that the value under K of each member of a p-stable basis is the correspond-
ing eigenvalue times a constant vector. Since the normalized basis cancels exactly this
factor, the claim holds. 
SYMPLECTIC INVARIANT LIE SUBALGEBRAS OF SYMPLECTIC DERIVATION LIE ALGEBRAS 25
7. DESCRIPTION OF hg,1(6)
Sp
In this section, by applying the general results obtained in the preceding section, we
give a complete description of the Sp-invariant part hg,1(6)
Sp of the weight 6 summand
of hg,1.
We begin by recalling the following decomposition.
Proposition 7.1. The GL-irreducible decomposition of hg,1(6) in a stable range is given by
hg,1(6) = [62]GL + [521]GL + [51
3]GL + [4
2]GL + [431]GL + 2[42
2]GL
+ [4212]GL + [41
4]GL + 2[3
212]GL + [32
21]GL + [321
3]GL + [2
4]GL + [2
214]GL
By combining this with the results of the preceding sections, we can make Table
2 and Table 5 in Section 2. Next we construct an explicit basis of hg,1(6)
Sp ∼= Q5 as
follows. The set Dℓ(8) of linear chord diagrams with 8 vertices has 105 elements and
we enumerate them by the lexicographic order with respect to our notation of linear
chord diagrams. We apply various Young symmetrizers and the projectors to the space
QDℓ(8). Then we obtain 5 elements
Ci ∈ QD
ℓ(8) ∼= Q105 (i = 1, 2, 3, 4, 5)
explicitly described as
C1 = (18,−2,−16,−2, 2, 0,−16, 11, 5, 0, 5,−5, 16,−3,−13,−2,−1, 3, 2, 3,−5,
0, 0, 0,−2,−3, 5, 2, 1,−3,−16, 3, 13, 11, 0,−11, 5,−5, 0,−3,−8, 11,
− 2,−3, 5, 0,−5, 5, 5, 0,−5,−5, 0, 5, 5,−5, 0, 0, 0, 0, 16,−11,−5,
− 3, 0, 3,−13, 5, 8, 11, 0,−11, 2, 3,−5, 2,−2, 0, 1,−3, 2,−3, 0, 3,
5, 0,−5,−2,−1, 3,−18, 2, 16, 2,−2, 0, 16,−11,−5, 0,−5, 5,−16, 3, 13),
C2 = (16, 4,−7, 4,−4, 0,−7,−8,−3, 0,−3,−4, 7, 3, 2, 4,−2,−3,−4,−6, 3,
0, 0, 0, 4, 6,−3,−4, 2, 3,−7,−3,−2,−8, 0, 8,−3, 2, 0, 6, 8,−8,
4, 6,−3, 0, 3, 4,−3, 0, 3,−4, 0,−2,−3, 2, 0, 0, 0, 0, 7, 8, 3,
3, 0,−6, 2,−2,−8,−8, 0, 8,−4,−6, 3,−4, 4, 0, 2, 6,−4, 3, 0,−6,
− 3, 0, 3, 4,−2,−3,−16,−4, 7,−4, 4, 0, 7, 8, 3, 0, 3, 4,−7,−3,−2),
C3 = (4, 0,−3, 0, 0, 0,−3,−2,−1, 0,−1, 2, 3,−1, 2, 0, 2, 1, 0, 0, 1,
0, 0, 0, 0, 0,−1, 0,−2,−1,−3, 1,−2,−2, 0, 2,−1, 4, 0, 0, 4,−2,
0, 0,−1, 0, 1,−2,−1, 0, 1, 2, 0,−4,−1, 4, 0, 0, 0, 0, 3, 2, 1,
− 1, 0, 0, 2,−4,−4,−2, 0, 2, 0, 0, 1, 0, 0, 0,−2, 0, 0,−1, 0, 0,
− 1, 0, 1, 0, 2, 1,−4, 0, 3, 0, 0, 0, 3, 2, 1, 0, 1,−2,−3, 1,−2),
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C4 = (− 2,−4,−2,−4,−2, 0,−2, 1, 1, 0, 1, 5, 2, 1, 5,−4,−3,−1,−2,−3,−1,
0, 0, 0, 2, 3, 1, 4, 3, 1,−2,−1,−5, 1, 0,−1, 1,−3, 0, 3, 0, 1,
2, 3, 1, 0,−1,−5, 1, 0,−1, 5, 0, 3, 1,−3, 0, 0, 0, 0, 2,−1,−1,
1, 0,−3, 5, 3, 0, 1, 0,−1,−2,−3,−1, 4, 2, 0, 3, 3,−2, 1, 0,−3,
1, 0,−1,−4,−3,−1, 2, 4, 2, 4, 2, 0, 2,−1,−1, 0,−1,−5,−2,−1,−5),
C5 = (− 2,−1, 1,−1,−2, 0, 1, 1, 1, 0, 1,−1,−1,−2,−4,−1, 0, 2,−2,−3,−1,
0, 0, 0, 2, 3, 1, 1, 0,−2, 1, 2, 4, 1, 0,−1, 1, 3, 0, 3, 6, 1,
2, 3, 1, 0,−1, 1, 1, 0,−1,−1, 0,−3, 1, 3, 0, 0, 0, 0,−1,−1,−1,
− 2, 0,−3,−4,−3,−6, 1, 0,−1,−2,−3,−1, 1, 2, 0, 0, 3,−2,−2, 0,−3,
1, 0,−1,−1, 0, 2, 2, 1,−1, 1, 2, 0,−1,−1,−1, 0,−1, 1, 1, 2, 4).
Finally we set
vi = Φ(Ci) ∈ hg,1(6)
Sp (i = 1, 2, 3, 4, 5).
Then these elements generate each component of the orthogonal decomposition of
hg,1(6)
Sp as depicted in Table 7 below.
TABLE 7. Orthogonal decompositions of (H⊗8Q )
Sp and hg,1(6)
Sp
λ µλ′ (eigen value of Hλ) dim Uλ dim Hλ generators for Hλ
[4] 2g(2g + 1)(2g + 2)(2g + 3) 14 1 v1
[31] (2g − 2)2g(2g + 1)(2g + 2) 56 2 v2, v3
[22] (2g − 2)(2g − 1)2g(2g + 1) 14 1 v4
[212] (2g − 4)(2g − 2)2g(2g + 1) 20 1 v5
[14] (2g − 6)(2g − 4)(2g − 2)2g 1 0
105 5
Next we consider the dual elements αC (C ∈ Dℓ(8)). It turns out that the set D of
five elements
(12)(34)(56)(78), (12)(34)(57)(68), (12)(34)(58)(67), (12)(36)(47)(58), (12)(38)(46)(57)
which are the (1, 2, 3, 8, 14)-th elements in the lexicographic order ofDℓ(8), is a detector
for hg,1(6)
Sp.
Proposition 7.2. The evaluation homomorphism
KD : hg,1(6)
Sp → Q5
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given by αC ’s corresponding to the above 5 linear chord diagrams in Dℓ(8) is an isomorphism
for g ≥ 3. More precisely, we have the following equalities:
KD(v1) = 2g(2g + 1)(2g + 2)(2g + 3)(18,−2,−16, 11,−3),
KD(v2) = (2g − 2)2g(2g + 1)(2g + 2)(16, 4,−7,−8, 3),
KD(v3) = (2g − 2)2g(2g + 1)(2g + 2)(4, 0,−3,−2,−1),
KD(v4) = (2g − 2)(2g − 1)2g(2g + 1)(−2,−4,−2, 1, 1),
KD(v5) = (2g − 4)(2g − 2)2g(2g + 1)(−2,−1, 1, 1,−2).
The above values were obtained by a computer computation. The result is consistent
with the fact that each element vi is an eigenvector corresponding to the prescribed
eigenvalue. Also we made computations for several values of g and found that the
answers were the same.
Definition 7.3. In the stable range g ≥ 3, we set
v¯1 =
1
2g(2g + 1)(2g + 2)(2g + 3)
v1
v¯2 =
1
(2g − 2)2g(2g + 1)(2g + 2)
v2
v¯3 =
1
(2g − 2)2g(2g + 1)(2g + 2)
v3
v¯4 =
1
(2g − 2)(2g − 1)2g(2g + 1)
v4
v¯5 =
1
(2g − 4)(2g − 2)2g(2g + 1)
v5
so that {v¯i}i is a normalized basis of hg,1(6)Sp.
Here let us recall the Enomoto-Satoh map introduced in [7], which is a linear map
ESk : hg,1(k)→ ag(k − 2)where
ag =
∞⊕
k=0
ag(k)
denotes the associative version of the derivation Lie algebras defined by Kontsevich
[15][16]. They proved that Im τg,1(k) is contained in KerESk and it is a very important
problem to study the quotientKerESk/Im τg,1(k). We know from Theorem 1.7 that this
quotient is trivial for all k ≤ 5.
Let us define the normalizer of the Johnson image Im τg,1 in hg,1 asN = ⊕kN (k)where
N (k) = {ϕ ∈ hg,1(k); [ϕ, ψ] ∈ Im τg,1(k + l) for any l and ψ ∈ Im τg,1(l)}.
This should be important in the study of the arithmetic mapping class group because
the Galois obstructions appear in hSpg,1 and they normalize the image of the Johnson
homomorphisms (cf. [20]).
Proposition 7.4. An element ϕ ∈ hg,1(k) belongs to N (k) if and only if [ϕ, hg,1(1)] ⊂
Im τg,1(k + 1).
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Proof. Recall that Hain [11] proved that Im τg,1 is generated by the degree 1 part. It fol-
lows that any element of Im τg,1(k)with k ≥ 2 can be described as a linear combination
of brackets of two elements in Im τg,1 with lower degrees. Now consider the Jacobi
identity
[ϕ, [ψ, χ]] + [ψ, [χ, ϕ]] + [χ, [ϕ, ψ]] = 0.
If we assume ψ, χ ∈ Im τg,1 and ϕ normalizes both of ψ and χ, then the above identity
implies that ϕ also normalizes the bracket [ψ, χ]. The claim follows from an easy in-
ductive argument using this fact. A similar argument shows that the bracket mapping
Im τg,1(k)⊗ Im τg,1(1)
[ , ]
−→ Im τg,1(k + 1)
is surjective for any k. 
Theorem 7.5. (i) (Im τg,1(6))
Sp is spanned by the following 2 elements
τ1 = 3v¯1 − v¯2 + 8v¯3 + 5v¯5, τ2 = 6v¯1 + 3v¯2 + 36v¯3 + 25v¯4 − 25v¯5.
(ii) jg,1(6)
Sp is spanned by the following 2 elements
j1 = v2 − 5v3 − 4v4 + 2v5, j2 = 3v1 + 3v2 + 3v3 − v4 − 2v5.
(iii) dim (KerES6/Im τg,1(6))
Sp = 1.
(iv)Modulo (Im τg,1(6))
Sp, there exists a unique element in hg,1(6)
Sp which normalizes Im τg,1.
Namely
dim (N (6)/Im τg,1(6))
Sp = 1.
Proof. First we prove (i). Asada andNakamura [2] proved that the leading term [312]Sp ⊂
hg,1(3) is included in the image of the Johnson homomorphism. Let ξ be the highest
weight vector of this summand. We set η = ι(ξ) where ι denotes the symplectic au-
tomorphism given by xi 7→ yi, yi 7→ −xi for all i. Then we have [ξ, η] ∈ Im τg,1(6) and
explicit computation shows that
KD([ξ, η]) = (0, 0, 0,−2, 2).
Next, by using the original work of Johnson [14] that Im τg,1(1) = hg,1(1) ∼= ∧3HQ, we
set
φ = [y1 ∧ y2 ∧ y3, [y1 ∧ y2 ∧ y3, ψ]]
where
ψ = [[x1 ∧ x2 ∧ x5, x3 ∧ x4 ∧ y5], [x1 ∧ x2 ∧ x6, x3 ∧ x4 ∧ y6]].
Then clearly φ ∈ Im τg,1(6) and explicit computation shows that
KD(φ) = (4,−1,−4, 4,−4).
It follows that KD(Im τg,1(6)Sp) is spanned by the 2 vectors
t1 = (0, 0, 0,−2, 2), t2 = (4,−1,−4, 4,−4)
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independent of the genus g because Im τg,1 is i-stable. Sincewe already know the values
of KD on each member of our normalized basis, we can determine the description of
(Im τg,1(6))
Sp as follows. We have the following equalities
KD(9v¯1 − 8v¯2 + 4v¯3 − 25v¯4 + 50v¯5) + 90 t1 = 0,
KD(−27v¯1 + 14v¯2 − 52v¯3 + 25v¯4 − 80v¯5) + 90 t2 = 0.
It follows that (Im τg,1(6))
Sp is spanned by the following 2 elements
9v¯1 − 8v¯2 + 4v¯3 − 25v¯4 + 50v¯5, −27v¯1 + 14v¯2 − 52v¯3 + 25v¯4 − 80v¯5.
The claimed 2 elements j1, j2 are obtained by a change of basis.
Next we prove (ii). We consider the following two elements
p1 = S8(x1 ⊗ [ω0, [y2, [x2, [ω0, y1]]]]), p2 = S8(x1 ⊗ [y2, [ω0, [x2, [ω0, y1]]]]).
It is easy to see that both of these elements are contained in jg,1(6) for any g because
there are two copies of the symplectic form ω0 in the corresponding Lie spiders. Since
we already know that jg,1(6)
Sp is p-stable, to determine the required coefficients wemay
choose the genus g to be any one in the stable range g ≥ 3. So we set g = 3 and begin
computation. Then explicit computation shows that
KD(p1) = 4 (98,−7,−81, 23,−10), KD(p2) = 24 (0,−3,−3, 0,−1).
Our task is then to find two linear combinations of vi’s whose values under KD gener-
ate the 2 dimensional space spanned by the above two 5 dimensional vectors. Keeping
g = 3, we obtain the following two linear relations
KD(−36v1 − 23v2 − 101v3 − 40v4 + 50v5) + 30240 (98,−7,−81, 23,−10) = 0,
KD(v2 − 5v3 − 4v4 + 2v5) + 6048 (0,−3,−3, 0,−1) = 0.
Since we have an identity
− 36v1 − 23v2 − 101v3 − 40v4 + 50v5
= 13(v2 − 5v3 − 4v4 + 2v5)− 12(3v1 + 3v2 + 3v3 − v4 − 2v5)
= 13 j1 − 12 j2,
we are done.
To verify the accuracy of the above result, we made similar computations for the
cases g = 4, 5, 6 and checked that the answers were the same as above.
Nextwe prove (iii). Explicit computation shows that ag(4)
Sp ∼= Q2 andES6(j1), ES6(j2) ∈
ag(4)
Sp are linearly independent. Therefore dim (KerES6)
Sp = 3. Since we already
know that dim (Im τg,1(6))
Sp = 2, the claim follows. We checked thatES6(τ1) = ES6(τ2) =
0 as it should be.
Finally we prove (iv). By combining the method of [28] and Theorem 4.3, we have
hg,1(7) = 10[1]Sp ⊕ 15[1
3]Sp ⊕ other terms,
jg,1(7) = 3[1]Sp ⊕ 3[1
3]Sp ⊕ other terms.
Also by computing the bracket mapping
hg,1(1)⊗ Im τg,1(6)→ hg,1(7)
30 SHIGEYUKI MORITA, TAKUYA SAKASAI, ANDMASAAKI SUZUKI
explicitly, we find 6[1]Sp⊕12[13]Sp sitting inside Im τg,1(7). At this stage, we can conclude
that the [13]Sp-isotypical component of Im τg,1(7) is 12[1
3]Sp and the multiplicity of the
[1]Sp-isotypical component of Im τg,1(7) is 6 or 7. Then we compute the Enomoto-Satoh
map
ES7 : hg,1(7)→ ag(5) = 15[1]Sp ⊕ 15[1
3]Sp ⊕ other terms
and find that it hits 3[1]Sp ⊕ 2[13]Sp ⊂ ag(5) while it detects only 2[1]Sp out of 3[1]Sp ⊂
jg,1(7). We can now conclude that the [1]Sp-isotypical component of Im τg,1(7) is 6[1]Sp
and we obtain the following exact sequence
0→ (Im τg,1(7))1 ∼= 6[1]Sp ⊕ 12[1
3]Sp → (KerES7)1
(r,s)
−→ [1]Sp ⊕ [1
3]Sp → 0
where (·)1 denotes the projection onto the ([1]Sp⊕ [13]Sp)-isotypical components and r, s
denote certain homomorphisms which we constructed explicitly. Next we consider the
homomorphism
B1 : hg,1(6)
Sp ∼= Q5 → Hom (hg,1(1), ag(5))
Sp
defined by B1(v)(ξ) = ES7([v, ξ]) (v ∈ hg,1(6)Sp, ξ ∈ hg,1(1)). Computation shows that
B1 hits only 1 dimension in the target so that dimKerB1 = 4. Finally we consider the
homomorphism
B2 : KerB1 ⊂ hg,1(6)
Sp → Hom
(
hg,1(1), [1]Sp ⊕ [1
3]Sp
)Sp ∼= Q2
defined by B2(v)(ξ) = (r, s)([v, ξ]). It turns out that B2 hits also only 1 dimension in
the target so that dimKerB2 = 3. Thus besides (Im τg,1(6))Sp, which is 2 dimensional,
there exists one more dimension which normalizes hg,1(1). In view of Proposition 7.4,
the claim is now proved. 
Remark 7.6. It would be worthwhile to investigate whether the above summands
[1]Sp ⊕ [13]Sp which the Enomoto-Satoh map does not detect, are detected by Conant’s
new trace map given in [4] or not.
8. STRUCTURE OF THE GENUS 1 CASE h1,1
In this section, we consider the case of genus 1 motivated by a recent work of Hain
and Matsumoto mentioned in the introduction.
Proposition 8.1. (i) The irreducible decomposition of [kl]GL as an Sp-module is given by
[kl]GL = [kl]Sp + [k − 1, l − 1]Sp + · · ·+ [k − l + 1, 1]Sp + [k − l]Sp.
(ii) The restriction of [kℓ]GL(2,Q) to the subgroup Sp(2,Q) = SL(2,Q) ⊂ GL(2,Q) is given
by
Res
GL(2,Q)
SL(2,Q) [kl]GL(2,Q) = [k − l]SL(2,Q).
Proof. (i) follows from the restriction law of the pair Sp(2g,Q) ⊂ GL(2g,Q) and (ii)
follows from a further restriction to the subgroup Sp(2,Q) = SL(2,Q) ⊂ GL(2,Q) (cf.
[9]). 
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Let hg,1(k)h≤2 denote the submodule of hg,1(k) consisting of GL-isotypical compo-
nents of type λGL with h(λ) ≤ 2. Then as is well known, hg,1(k)h≤2 together with Propo-
sition 8.1 completely determines the Sp(2,Q)-irreducible decomposition of h1,1(k). In
this case, we can see that the converse is also true. Namely the Sp(2,Q)-irreducible
decomposition of h1,1(k) determines hg,1(k)h≤2 completely. We indicate in Table 8 the
explicit decompositions of the two modules for k ≤ 18.
TABLE 8. Irreducible decompositions of h1,1(k) and hg,1(k)h≤2
k irreducible components of h1,1(k) irreducible components of hg,1(k)h≤2
1 {0} {0}
2 [0] [22]
3 {0} {0}
4 [2] [42]
5 {0} {0}
6 [4][0] [62][44]
7 [3] [63]
8 [6]2[2] [82]2[64]
9 [5][3][1] [83][74][65]
10 [8][6]3[4][2]3[0] [10 2][93]3[84][75]3[66]
11 [7]2[5]4[3]2[1] [10 3]2[94]4[85]2[76]
12 [10][8]5[6]4[4]8[2] [12 2][11 3]5[10 4]4[95]8[86]
13 2[9]3[7]8[5]9[3]6[1] 2[12 3]3[11 4]8[10 5]9[96]6[87]
14 [12][10]7[8]9[6]18[4] [14 2][13 3]7[12 4]9[11 5]18[10 6]
11[2]11[0] 11[97]11[82]
15 2[11]5[9]14[7]21[5] 2[14 3]5[13 4]14[12 5]21[11 6]
26[3]17[1] 26[10 7]17[98]
16 [14]2[12]9[10]16[8] [16 2]2[15 3]9[14 4]16[13 5]38[12 6]
38[6]38[4]46[2]10[0] 38[11 7]46[10 8]10[92]
17 2[13]7[11]23[9]42[7] 2[16 3]7[15 4]23[14 5]42[13 6]
68[5]72[3]48[1] 68[12 7]72[11 8]48[10 9]
18 [16]2[14]12[12]26[10]67[8] [18 2]2[17 3]12[16 4]26[15 5]67[14 6]
96[6]138[4]100[2]57[0] 96[13 7]138[12 8]100[11 9]57[102]
Proposition 8.2. (i) The leading term in the irreducible decomposition of h1,1(k) is given by
[k − 2] (k is even),
⌊k/6⌋[k − 4] (k is odd ≥ 7), {0} for k = 1, 3, 5.
(ii) There exists a natural isomorphism
h1,1(2k)
Sp ∼= H[k+1]
which is a special case of the decomposition of hg,1(2k)
Sp given by Theorem 1.1.
Proof. A proof of the former case of (i), which should be well known, can be given as
follows. Asada and Nakamura [2] proved that the leading term of hg,1(2k) is [2k, 2]GL.
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By Proposition 8.1, this summand yields [2k − 2]Sp as its unique grandchild. Its fur-
ther restriction to the genus 1 case, namely the restriction to the subgroup Sp(2,Q) ⊂
Sp(2g,Q) is the required summand [2k − 2]Sp(2,Q). Again by Proposition 8.1, it is easy
to see that no other summand in hg,1(2k) can yield this component implying that the
multiplicity of this component is 1.
Next we prove the latter part of (i). As an Sp(2,Q) = SL(2,Q)-representation, the
character of h1,1(k) is
ch(h1,1(k)) = ch(HQ)ch(L1,1(k + 1))− ch(L1,1(k + 2))
= (x1 + x
−1
1 )ch(L1,1(k + 1))− ch(L1,1(k + 2)),
where the character of L1,1(l) is given by
ch(L1,1(l)) =
1
l
∑
d|l
µ(d)(xd1 + x
−d
1 )
l/d =
1
l
∑
d|l
µ(d)

l/d∑
i=0
(
l/d
i
)
xl−2di1

(cf. Theorem 4.1). Then the claim follows by checking the leading term with respect to
x1 of this Laurent polynomial.
From the above formula, the degree of ch(L1,1(l)) is at most l. However, the well-
known formula
∑
d|l µ(d) = 0 for l ≥ 2 says that the coefficient of x
l
1 is 0. The next term
appears in degree l − 2, because the degree of x1 in ch(L1,1(l)) decreases by two each
time. Since we have d = i = 1 in this case, the coefficient of xl−21 is 1.
To see the coefficient of xl−41 , consider the terms with di = 2. If l is odd, it suffices only
to see the term with d = 1 and i = 2. The contribution of this term to the coefficient of
xl−41 is
µ(1)
l
(
l
2
)
=
l − 1
2
. If l is even, another termwith d = 2 and i = 1 is involved. The
contribution is given by
µ(2)
l
(
l/2
1
)
= −
1
2
. Therefore the coefficient of xl−41 is
⌊
l − 1
2
⌋
for l of both cases.
To see the coefficient of xl−61 , consider the terms with di = 3. If l 6≡ 0 modulo 3, it is
enough to see only the term with d = 1 and i = 3. The contribution of this term to the
coefficient of xl−61 is
µ(1)
l
(
l
3
)
=
(l − 1)(l − 2)
6
. Otherwise, we have another term with
d = 3 and i = 1. The contribution is
µ(3)
l
(
l/3
1
)
= −
1
3
. Therefore the coefficient of xl−61
is
⌊
(l − 1)(l − 2)
6
⌋
.
Consequently, we have
ch(L1,1(l)) = x
l−2
1 +
⌊
l − 1
2
⌋
xl−41 +
⌊
(l − 1)(l − 2)
6
⌋
xl−61 + (lower degree terms)
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for l ≥ 2. Hence
ch(h1,1(k))
= (x1 + x
−1
1 )
(
xk−11 +
⌊
k
2
⌋
xk−31 +
⌊
k(k − 1)
6
⌋
xk−51 + · · ·
)
−
(
xk1 +
⌊
k + 1
2
⌋
xk−21 +
⌊
(k + 1)k
6
⌋
xk−41 + · · ·
)
=
(
1 +
⌊
k
2
⌋
−
⌊
k + 1
2
⌋)
xk−21 +
(⌊
k
2
⌋
+
⌊
k(k − 1)
6
⌋
−
⌊
(k + 1)k
6
⌋)
xk−41 + · · · .
When k is even, the coefficient of xk−21 is 1, which checks the former part of (i) already
proved. When k is odd, the coefficient of xk−21 is 0. However, it is easy to check that
the coefficient of xk−41 is given by
⌊
k
6
⌋
. If k ≥ 7, this gives the leading term. In the
cases where k = 1, 3, 5, we have ch(h1,1(k)) = 0 since the non-negative degree part
of the character ch(h1,1(k)) vanishes and ch(h1,1(k)) is invariant under the involution
x1 ↔ x
−1
1 .
Finally we prove (ii). It is easy to see that the only isotypical component appearing
in hg,1(k)h≤2 which has multiple double floors is the one corresponding to the Young
diagram [k + 1, k + 1]. Then the result follows from the definition of H[k+1] given in
Theorem 1.1. 
By combining Proposition 8.1 with the latter part of Proposition 8.2 (i), we obtain the
following.
Corollary 8.3. The leading term of the GL-irreducible decomposition of hg,1(2k + 1) is
⌊k/6⌋ [2k, 3]GL (k ≥ 3).
The summands [2k − 2]Sp ⊂ h1,1(2k) (k = 1, 2, . . .) play a central role in the theory of
universal mixed elliptic motives due to Hain and Matsumoto (cf. [12] and [31]). More
precisely, they consider the element
ǫ2k ∈ [2k − 2]Sp ⊂ h1,1(2k) : the highest weight vector .
An explicit description of this element was first given by Tsunogai [34] (see also [30])
and twice of it is represented by the following Lie spider
y1
x1 x1 x1
y1
On the other hand, the highest weight vector of [2k, 2]GL ⊂ hg,1(2k) is represented by
the same Lie spider but we replace both y1 by x2.
They define
u = Lie subalgebra of h1,1 generated by ǫ2k for all k = 0, 1, 2, . . .
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where ǫ0 ∈ h1,1(0) ∼= [2]Sp is the highest weight vector, and they relate the structure of
it with the theory of elliptic modular forms. Furthermore, they consider the action of
the absolute Galois group and, in particular, show the existence of a certain homomor-
phism
f→ hSp1,1
from the “fundamental Lie algebra”
f = free graded Lie algebra generated by σ3, σ5, . . .
to the Sp-invariant part of h1,1. It has the property that the image of σ2k+1, denoted by
σ˜2k+1, lies in h1,1(4k + 2)
Sp and moreover it should normalize u.
Proposition 8.4. The kernel of the Enomoto-Satoh mapES : hg,1 → ag is an Sp-Lie subalgebra
of hg,1.
Proof. Since ES is an Sp-equivariant mapping, KerES is an Sp-submodule of hg,1. On
the other hand, a theorem of Satoh [33] implies thatKerES is a Lie subalgebra of hg,1 in
a certain stable range, namely for a sufficiently large g. Furthermore, ES is an i-stable
homomorphism in the sense that the following diagram is commutative:
hg,1(k)
ES
−−−→ ag(k − 2)
i
y yi
hg+1,1(k)
ES
−−−→ ag+1(k − 2).
It follows that KerES is an Sp-Lie subalgebra of hg,1 without any condition on g. 
Theorem 8.5. (i) The summand [2k − 2]Sp ⊂ h1,1(2k) lies in the kernel of the Enomoto-Satoh
map for any k. It follows that ES(u) = 0.
(ii) The image of σ5 in h1,1(10)
Sp is characterized by the condition that ES([ǫ4, σ˜5]) = 0. More
precisely, we have
dimKer
(
h1,1(10)
Sp [ǫ4, ]−−→ h1,1(14)
ES
−−→ a1(12)
)
= 1
whereas dim h1,1(10)
Sp = 3.
Proof. First we prove (i). In view of Proposition 8.4, it suffices to show that ES(ǫ2k) = 0
for any k ≥ 1 (the case k = 0 is trivial), where we regard ǫ2k as an element of h1,1(2k) ⊂
hg,1(2k) after stabilizations. The Enomoto-Satoh map ES is defined as the composition
of group homomorphisms
hg,1(2k) ⊂ HQ ⊗ Lg,1(2k + 1) ⊂ H
⊗(2k+2)
Q
K12−−→ H⊗2kQ
proj
−−→ (H⊗2kQ )Z/2k
∼= (H⊗2kQ )
Z/2k = ag(2k),
where proj is the natural projection and the isomorphism (H⊗2kQ )Z/2k
∼=
−→ (H⊗2kQ )
Z/2k is
given by
u1 ⊗ u2 ⊗ · · · ⊗ u2k 7−→
2k∑
i=1
σi2k(u1 ⊗ u2 ⊗ · · · ⊗ u2k)
SYMPLECTIC INVARIANT LIE SUBALGEBRAS OF SYMPLECTIC DERIVATION LIE ALGEBRAS 35
using the cyclic permutation σ2k of entries of tensors. For l ≥ 1, put
Xl = [x1, [x1, . . . , [x1, y1] · · · ] = (−1)
l[· · · [y1, x1], x1], . . . , x1] ∈ Lg,1(l + 1) ⊂ H
⊗(l+1)
Q .
As an element of HQ ⊗Lg,1(2k + 1) ⊂ H
⊗(2k+2)
Q , we have
ǫ2k = y1 ⊗X2k + x1 ⊗ [X2k−1, y1] + x1 ⊗ [X2k−2,−X1] + x1 ⊗ [X2k−3, (−1)
2X2]
+ · · ·+ x1 ⊗ [X1, (−1)
2k−2X2k−2] + x1 ⊗ [y1, (−1)
2k−1X2k−1] + y1 ⊗ ((−1)
2kX2k)
= 2y1 ⊗X2k + 2x1 ⊗ [X2k−1, y1] +
2k−2∑
i=1
x1 ⊗ [Xi, (−1)
i+1X2k−1−i]
= 2y1 ⊗X2k + 2(x1 ⊗X2k−1 ⊗ y1 − x1 ⊗ y1 ⊗X2k−1)
+ (−1)i+1
2k−2∑
i=1
x1 ⊗Xi ⊗X2k−1−i + (−1)
i
2k−2∑
i=1
x1 ⊗X2k−1−i ⊗Xi.
Note that the contraction K12 satisfies K12(X ⊗ Y ) = K12(X) ⊗ Y for any X ∈ H
⊗i
Q
and Y ∈ H⊗jQ with i ≥ 2. Hence we have
K12(ǫ2k) = 2K12(y1 ⊗X2k) + 2 {K12(x1 ⊗X2k−1)⊗ y1 −K12(x1 ⊗ y1)⊗X2k−1}
+ (−1)i+1
2k−2∑
i=1
K12(x1 ⊗Xi)⊗X2k−1−i + (−1)
i
2k−2∑
i=1
K12(x1 ⊗X2k−1−i)⊗Xi.
By induction, we can show that the equalities
K12(y1 ⊗Xl) =
l−1∑
i=1
(−1)iXl−i ⊗ x
⊗(i−1)
1 + (−1)
ly1 ⊗ x
⊗(l−1)
1 ,
K12(x1 ⊗Xl) = (−1)
lx⊗l1
hold. Since
x⊗i1 ⊗X1 ⊗ x
⊗(2k−2−i)
1 = x
⊗i
1 ⊗ x1 ⊗ y1 ⊗ x
⊗(2k−2−i)
1 − x
⊗i
1 ⊗ y1 ⊗ x1 ⊗ x
⊗(2k−2−i)
1
= 0 ∈ (H⊗2kQ )Z/2k,
we have
x⊗j1 ⊗X2k−1−j = X2k−1−j ⊗ x
⊗j
1 = 0 ∈ (H
⊗2k
Q )Z/2k.
Therefore
proj ◦K12(ǫ2k) = 2(−1)
2ky1 ⊗ x
⊗(2k−1)
1 + 2(−1)
2k−1x
⊗(2k−1)
1 ⊗ y1 = 0.
This shows that ES(ǫ2k) = 0.
Next we prove (ii). We consider the following (3 + 3) linear chord diagrams
D1 = (12)(34)(56)(78)(9 10)(11 12), U1 = (12)(35)(46)(79)(8 10)(11 12),
D2 = (12)(34)(56)(79)(8 11)(10 12), U2 = (12)(35)(47)(69)(8 10)(11 12),
D3 = (12)(34)(56)(7 10)(8 11)(9 12), U3 = (16)(29)(38)(4 11)(5 10)(7 12)
in Dℓ(12). We define
ui = Φ(S
′
12 ◦ σ12 ◦ p
′
11 ◦ σ
−1
12 (Ui)) ∈ h1,1(10)
Sp (i = 1, 2, 3).
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It turns out that the set {D1, D2, D3} can serve as a detector of h1,1(10)Sp ∼= Q3. In fact,
the intersection matrix (αDi(uj)) is given by 46656 23328 38883456 192 −576
−27648 −14304 −4824

which is non-singular. It follows that {u1, u2, u3} is a basis of h1,1(10)Sp. Next we com-
pute the bracket [ǫ4, ui] ∈ h1,1(14) and apply the Enomoto-Satoh mapping to it. Then
we obtain 3 large tensors
ri = ES([ǫ4, ui]) ∈ a1(12) (i = 1, 2, 3).
Finally, we seek for a linear relation between r1, r2, r3. It turns out that there exists a
unique relation
41r1 − 51r2 + 4r3 = 0.
We can now conclude that the element 41u1 − 51u2 + 4u3 ∈ h1,1(10)Sp is the unique
element (up to scalars) such that its bracket with ǫ4 is contained in u, completing the
proof.

Remark 8.6. Pollack [31] determined the element σ˜5 ∈ h1,1(10)Sp ∼= Q3 explicitly. We
have checked that the unique element in h1,1(10)
Sp (up to scalars) given above, co-
incides with his element. We are trying to extend our result to identify the element
σ˜7 ∈ h1,1(14)Sp ∼= H[8] ∼= Q11.
9. TABLES OF ORTHOGONAL DECOMPOSITIONS OF hg,1(2k)
Sp
In this section, we give Tables for the orthogonal decompositions of hg,1(2k)
Sp for the
cases 2k = 14, 16, 18, 20.
TABLE 9. Orthogonal decomposition of hg,1(14)
Sp
dim eigenspaces
11 (g = 1) 11[8]δ
1691 (g = 2) 147[71]δ665[62]δ752[53]δ116[42]δ
6471 (g = 3) 403[612]δ2044[521]δ1436[431]δ665[422]δ232[322]δ
8505 (g = 4) 337[513]δ1120[4212]δ266[3212]δ300[3221]δ11[24]δ
8795 (g = 5) 104[414]δ168[3213]δ18[2312]δ
8816 (g = 6) 14[315]δ7[2214]δ
8817 (g ≥ 7) [216]δ
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TABLE 10. Orthogonal decomposition of hg,1(16)
Sp
dim eigenspaces
10 (g = 1) 10[9]δ
11842 (g = 2) 440[81]δ3028[72]δ5860[63]δ2504[54]δ
69544 (g = 3) 1776[712]δ14616[621]δ21204[531]δ7664[522]δ
3270[421]δ8904[432]δ268[33]δ
104190 (g = 4) 2112[613]δ12904[5212]δ9744[4312]δ6936[4221]δ
2532[3221]δ418[323]δ
110610 (g = 5) 960[514]δ3546[4213]δ823[3213]δ1059[32212]δ32[241]δ
111131 (g = 6) 180[415]δ312[3214]δ29[2313]δ
111148 (g ≥ 7) 12[316]δ5[2225]δ
TABLE 11. Orthogonal decomposition of hg,1(18)
Sp
dim eigenspaces
57 (g = 1) 57[10]δ
100908 (g = 2) 1710[91]δ15053[82]δ42826[73]δ36780[64]δ4482[52]δ
888099 (g = 3) 8520[812]δ97776[721]δ239184[631]δ78422[622]δ
117024[541]δ191095[532]δ36780[422]δ18390[432]δ
1548984 (g = 4) 13584[713]δ126540[6212]δ199320[5312]δ116340[5221]δ32676[4212]δ
145281[4321]δ15053[423]δ5919[331]δ6172[3222]δ
1710798 (g = 5) 8842[615]δ56280[5213]δ44151[4313]δ35220[42212]δ
13344[32212]δ3920[3231]δ57[25]δ
1728591 (g = 6) 2600[515]δ9619[4214]δ2340[3214]3096[32213]δ138[2412]δ
1729620 (g = 7) 357[416]δ605[3215]δ67[2314]
1729656 (g = 8) 24[317]δ12[2216]δ
1729657 (g ≥ 9) [218]δ
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TABLE 12. Orthogonal decomposition of hg,1(20)
Sp
dim eigenspaces
108 (g = 1) 108[11]δ
869798 (g = 2) 5815[10 1]δ6829[92]δ273592[83]δ383950[74]δ138042[65]δ
12057806 (g = 3) 37843[912]δ596064[821]δ2202900[731]δ672107[722]δ2157806[641]δ
2819712[632]δ276504[521]δ1722706[542]δ537940[532]δ164426[423]δ
25062360 (g = 4) 78887[813]δ1065000[7212]δ2853514[6312]δ1491000[6221]δ
1468605[5412]δ3966480[5321]δ319826[523]δ792666[4221]δ
485254[4321]δ452736[4322]δ30586[332]δ
29129790 (g = 5) 69015[714]δ692160[6213]δ1136010[5313]δ739520[52212]δ189489[4213]δ
958680[43212]δ165385[4231]δ41775[3312]δ69775[32221]δ5621[324]
29688027 (g = 6) 28371[615]δ188640[5214]δ150864[4314]125700[42213]δ
48300[32213]δ16060[32312]δ302[251]δ
29728348 (g = 7) 5695[516]δ21840[4215]δ5262[3215]δ7215[32214]δ309[2413]δ
29729957 (g = 8) 545[417]δ968[3216]δ96[2315]δ
29729988 (g ≥ 9) 21[318]δ10[2217]δ
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