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Courant Institute of Mathematical Sciences, New York University
Abstract
We consider a bipartite generalization of the Curie-Weiss model in a critical
regime. In order to study the asymptotic behavior of the random vector of the
total magnetization we apply the change of variables that diagonalizes the Hessian
matrix of the pressure functional associated to the model. We obtain a new vector
that, suitably rescaled, weakly converges to the product of a Gaussian distribution
and a distribution proportional to exp(−ξx4), where the positive constant ξ can be
computed from the pressure functional.
Keywords: bipartite mean-field models, central limit theorems
Introduction
The standard statistical mechanics approach to study the phase transitions of a model
amounts to analyze its pressure functional looking for points of non-analiticity. A different
and interesting way to achieve this result is provided by the description of the asymptotic
behavior of the sum of the random variables occurring in the model [1]. Due to the
interaction, these variables do not satisfy the hypothesis of independence required in
1
order to apply the central limit theorem. Nevertheless, if the phase of the model is not
critical it is expected that their sum, with square root normalization, shows a central limit
type behaviour and thus converges toward a Gaussian distribution.
For a wide class of models known in literature as Curie-Weiss models [2–4] such a pre-
diction was confirmed in [5–7] where it was also described the asymptotic non-Gaussian
behavior corresponding to the critical point of the model (this result was first shown in [8]).
In [9], the same analysis was conducted for the multi-species mean-field model: a gener-
alization of the Curie-Weiss model in which spin random variables are partitioned into
an arbitrary number of groups and both the interaction and the external field parameters
take different values only depending on the groups variables belong to.
This model, whose bipartite symmetric version was introduced in the 50s to reproduce
the phase transition of the so-called metamagnets [10–14], recently has been receiving a
renewed attention [15–18] mainly thanks to its potential ability to account for the collec-
tive behavior of socio-economic agents [19–23]. The idea of using Statistical Mechanics to
describe the outcomes of individual decisions at population level appeared in literature in
the early 80s [24] as a consequence of the increased emphasis on the role played by social
interaction in shaping personal preferences. In fact, the occurence of sudden behavioral
shifts such as trends, fads and crashes might be hardly understood if the agents would
take decisions without influencing one another. Interestingly, the need to incorporate
peer-to-peer effects into the framework of the Discrete Choice theory [25], a model able to
forecast with a remarkable agreement collective phenomena in which social interactions do
not play a substantial role, led to the formulation of a model [26,27] equivalent from the
mathematical point of view to the Curie-Weiss model. Since the Discrete Choice theory
rephrased as a statistical mechanics model corresponds to a mixture of a finite number of
discrete perfect gases, its natural extension to the interacting case is represented by the
multi-species mean-field model.
Despite the great importance that this model may play toward the understanding of
socio-economical phenomena, a complete description of its phase space is lacking to this
day. On one hand standard investigations of the critical points of the pressure functional
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were performed only in specific cases [16, 17], on the other the analysis of the asymptoic
behavior of the sums of the spins [9] was done under the assumptions that the Hamiltonian
is a convex function of the the sums of the spins of each group (convexity hypothesis), and
the pressure functional can be written as an homogeneous and strictly positive polynomial
around its minimum points (homogeneity hypothesis).
In this paper we made a step forward in filling the gap in literature dealing with a
specific situation beyond the homogeneity hypotesis for the bipartite mean-field model in
absence of the external field. In particular we consider the model as the unique minimum
point of the pressure functional is the origin and its Hessian matrix computed in that point
has determinant equal to zero without being equal to the null matrix. By applying to the
vector of the total magnetizations the orthogonal matrix that diagonalizes the Hessian
matrix of the pressure functional, we obtain a new random vector that, properly rescaled,
weakly converges to the product of a Gaussian distribution and a distribution proportional
to exp(−ξx4), where the positive constant ξ can be computed from the pressure functional.
The discovery of a non-central limit type behavior allows us to assert that the bipartite
mean-field model undergoes a phase transition in the considered scenario, as previously
proved only when the two groups of particles had the same size and the same strenght of
internal interaction [16].
This paper is organized as follows. Section one describes the model and states the
main result. Section two contains the proof of the main result. The appendix presents
the proof of the lemmas used to prove the main result.
1 Definitions and Statement
We consider a system of N spin particles divided in two subsets P1 and P2, respectively
of size N1 and N2, such that P1 ∩ P2 = ∅ and N1 +N2 = N . Particles interact with each
other according to the following Hamiltonian:
HN (σ) = − 1
2N
N∑
i,j=1
Jijσiσj (1)
where σi represents the spin of the particle i and Jij is the parameter that tunes the mutual
interaction between the particles i and j. Such a parameter takes values according to the
following symmetric matrix:
P1
{
P2
{
P1︷︸︸︷ P2︷︸︸︷ J11 J12
JT12 J22

where each block Jls has constant elements Jls. We assume J11 and J22 be strictly positive,
while J12 can be positive or negative allowing both ferromagnetic and antiferromagnetic
interactions. We observe that for J12 = 0 the bipartite mean-field model degenerates
toward two distinct Curie-Weiss models.
By introducing the total magnetization of each group:
S1(σ) =
∑
i∈P1
σi S2(σ) =
∑
i∈P2
σi
we may easily express the Hamiltonian (1) as a binary quadratic form:
HN(σ) = − 1
2N
〈JS,S〉 (2)
where S = (S1(σ), S2(σ)) is the vector of the total magnetizations and
J =
J11 J12
J12 J22

is the so-called reduced interaction matrix. The joint distribution of a spin configuration
σ = (σ1, . . . , σN ) is given by the Boltzmann-Gibbs measure:
PN,J{σ} = Z−1N exp(−HN (σ))
N∏
i=1
dρ(σi) (3)
where ZN is the partition function
ZN =
∫
RN
exp(−HN(σ))
N∏
i=1
dρ(σi)
and ρ is the measure:
ρ(x) =
1
2
(
δ(x− 1) + δ(x+ 1)
)
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where δ(x − x0) with x0 ∈ R denotes the unit point mass with support at x0. The
definition of ρ implies that each spin variable can take only the values ±1. The inverse
temperature parameter β is not explicitly written because we consider it absorbed within
the model parameters.
The existence of the thermodynamic limit of the pressure pN = N
−1 lnZN associated
to the model is proved in [15] where it is also computed the exact value of such a limit
for models whose Hamiltonian is a convex function of the total magnetizations (for the
computation of the limit in the general case see [16]). It holds:
lim
N→∞
pN = ln 2− inf{G(x1, x2) : (x1, x2) ∈ [−1, 1]2}
where the pressure functional G is:
G(x1, x2) =
1
2
(
α2J11x
2
1 + 2α(1− α)J12x1x2 + (1− α)2J22x22
)
− α ln cosh(αJ11x1 + (1− α)J12x2)
− (1− α) ln cosh(αJ12x1 + (1− α)J22x2) (4)
with α = N1/N the relative size of the subset P1.
In [9], it is shown the basic role played by the functional G in determining the lim-
iting behavior of the random vector S. We recall briefly the results, obtained under the
convexity and the homogenity hypothesis described in the introduction. When G has
a unique minimum point, the random vector S, suitably rescaled, weakly converges to
a bivariate Gaussian only if the order of the approximation of G around that point is
the second. Otherwise, S converges to a distribution proportional to exp(−P¯k(x1, x2))
where P¯k(x1, x2) is the homogeneous and strictly positive polynomium of order k > 2
that approximates G around the minimum point. When there are more minimum points,
analogous results are valid locally around each of them.
In this paper, we consider the bipartite mean field model defined by the Hamiltonian
(2) as the pressure functional G has a unique minimum point, the origin, in which the
determinant of its Hessian matrix is equal to zero and the convexity hypothesis is still
verified. In the considered case, the homogeneity hypothesis is not true unless all the
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elements of the Hessian matrix of G at the origin are equal to zero. Due to the convexity
hypothesis that happens if and only if J12 = 0. The asymptotic behavior of the vector
of the total magnetizations S as the parameter J12 assumes values different from zero is
investigated in the following:
Theorem 1. Consider the bipartite mean-field model described by the Hamiltonian (2)
where the matrix J is positive definite with J12 6= 0 and let the origin be the unique
minimum point of the pressure functional G given by (4). Denoted by λM and λm re-
spectively the largest and the smallest eigenvalue of the Hessian matrix of G computed in
the origin and by vM and vm the corresponding eingenvectors, define the random vector
S˜ = (S˜1(σ), S˜2(σ)) as:
S˜ = (A2)−1PA2S (5)
where A = diag{√α,√1− α} and P = (vM ||vM ||−1;vm||vm||−1). If λm = 0 then there
exist ξ1, ξ2 ∈ R strictly positive such that, as N →∞, the random vector(
S˜1(σ)
(N1)1/2
,
S˜2(σ)
(N2)3/4
)
(6)
weakly converges to
exp (−ξ1x21 − ξ2x42) dx1dx2∫
R2
exp
(−ξ1x21 − ξ2x42) dx1dx2 . (7)
We claim that the coefficients ξ1 and ξ2 are related to the pressure functional G and will
be computed explicitly in the proof.
2 Proof of the Statement
Let us start by determining for which values of the model parameters the origin is the
unique minimum point of the function G, that is the unique solution of the system:x1 = tanh (αJ11x1 + (1− α)J12x2)x2 = tanh (αJ12x1 + (1− α)J22x2) (8)
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that represents the estremality conditions of G. Since J12 6= 0, after inverting the hy-
perbolic tangent in the two equations, we can rewrite the system (8) in the following
fashion: 
x2 =
1
(1− α)J12
(
tanh−1(x1)− αJ11x1
)
x1 =
1
αJ12
(
tanh−1(x2)− (1− α)J22x2
) (9)
that lends itself to a graphic resolution. Considered the Cartesian coordinate system x1x2,
defined the functions
f1(x1) =
1
(1− α)J12
(
tanh−1(x1)− αJ11x1
)
,
f2(x1) =
1
αJ12
(
tanh−1(x1)− (1− α)J22x1
)
,
and denoted by γ1 and γ2 respectively the graph of f1 and f2, the solutions of (9) are the
intersections between γ1 and the symmetrical curve of γ2 with respect to the line x2 = x1
(in the following we denote the latter curve by γˆ2).
Figure 1: Graphic rapresentation of the system (9) in the case of a unique solution. The
red unlimited curve is γ1 while the blue limited curve is γˆ2. In the left panel J12 < 0, in
the right panel J12 > 0.
The functions f1 and f2 have no inflection points over the origin. Therefore, for a
unique intesection of γ1 and γˆ2 in the origin, f1 and f2 both must be strictly increasing
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or decreasing and the slope in the origin to γ1 must be bigger in absolute value than the
slope in the origin to γˆ2. By computing the first derivatives of f1 and f2 it is easy to show
that the condition on the monotonicity is fulfilled as J11 < α
−1 and J22 < (1−α)−1, while
the other condition is true as
(1− αJ11)(1− (1− α)J22) ≥ α(1− α)J212 . (10)
In particular, considered the elements of the Hessian matrix of G in the origin
H11 = α
2J11(1− αJ11)− α2(1− α)J212,
H12 = α(1− α)J12(1− αJ11 − (1− α)J22), (11)
H22 = (1− α)2J22(1− (1− α)J22)− α(1− α)2J212,
when the inequality (10) is verified as an identity we have:
λm =
1
2
(
H11 +H22 −
√
(H11 −H22)2 + 4H212
)
= 0.
Therefore the hypotheses of the theorem are true when the model parameters verify the
following system of conditions:
J12 6= 0,
J11 < α
−1,
J22 < (1− α)−1,
(1− αJ11)(1− (1− α)J22) = α(1− α)J212,
αJ11 + (1− α)J22 − 1 > 0;
(12)
whose latter inequality is a direct consequence of the positive definiteness of the matrix
J when the (10) is verified as an identity.
To prove the theorem, considered the orthogonal matrix P = (vM ||vM ||−1;vm||vm||−1)
of the normalized eingenvectors of the Hessian matrix of G in the origin, we introduce the
function G˜(x) = G(P−1x), that will play the same role of the function G in [9]. Although
the result (7) holds for any possible choice of the eigenvectors, to make the proof clear it
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is worth to work with the explicit expressions of two of them. By choosing
vM =
(
1;
λM −H11
H12
)
vm =
(
1;
λm −H11
H12
)
(13)
where H11, H12 and H22 are given by (11) and considering the Euclidean norm, we have:
G˜(x1, x2) =
1
2
(
J˜11x
2
1 + 2J˜12x1x2 + J˜22x
2
2
)
− α ln cosh(a1x1 + a2x2)
− (1− α) ln cosh(b1x1 + b2x2) (14)
with:
J˜11 =
J11α
2
H
2
12+J22(1−α)2(λM−H11)2+2J12α(1−α)H12(λM−H11)
H212 + (λM−H11)2
,
J˜22 =
J11α
2
H
2
12+J22(1−α)2(λm−H11)2+2J12α(1−α)H12(λm−H11)
H212 + (λm−H11)2
, (15)
J˜12 =
J11α
2
H
2
12+J22(1−α)2(λM−H11)(λm−H11)+J12α(1−α)H12(H22−H11)√
(H212 + (λM−H11)2)(H212 + (λm−H11)2)
,
and:
a1 =
J11α|H12|+ J12(1− α) sgn(H12)(λM −H11)√
H
2
12 + (λM −H11)2
,
a2 =
J11α|H12|+ J12(1− α) sgn(H12)(λm −H11)√
H212 + (λm −H11)2
, (16)
b1 =
J12α|H12|+ J22(1− α) sgn(H12)(λM −H11)√
H212 + (λM −H11)2
,
b2 =
J12α|H12|+ J22(1− α) sgn(H12)(λm −H11)√
H212 + (λm −H11)2
.
The proof needs the following three lemmas.
Lemma 1. Suppose that for each N , XN = (XN1 , X
N
2 ) and Y
N = (Y N1 , Y
N
2 ) are indepen-
dent random vectors and that XN weakly converges to a distribution ν such that∫
R2
ei〈r,x〉dν(x) 6= 0 for all r ∈ R2.
Then YN weakly converges to µ if and only if XN+YN weakly converges to the convolution
ν ∗ µ of the distributions ν and µ.
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Proof. The result is a direct consequence of the equivalence between the weak convergence
of measures and the pointwise convergence of characteristic functions (see [28]).
Lemma 2. If the matrix J of a model defined by the Hamiltonian (2) is positive definite,
then for any N ∈ N \ {0} ∫
R2
exp
(
−NG˜(x)
)
dx <∞ (17)
where the function G˜ is given by (14).
See appendix A for the proof.
Lemma 3. Denoted by m = min{G˜(x) : x ∈ R2}, where G˜ is defined in (14), let V
be any closed (possibly unbounded) subset of R2 which contains no global minima of the
function G˜. Then there exists ε > 0 such that
eNm
∫
V
exp(−NG˜(x))dx = O(e−Nε) N →∞. (18)
See appendix B for the proof.
Now we are ready to prove the theorem 1. We will proceed in two steps. First,
considered the random vector (W1,W2) with joint distribution√
det(AJ˜A)
2pi
exp
(
−1
2
〈AJ˜Aw,w〉
)
(19)
where A = diag{√α,√1− α} and J˜ is the symmetric 2×2 matrix of elements J˜ij defined
in (15), we show that, when (W1,W2) is independent of S˜ for each N , the distribution of
the random vector (
S˜1(σ)
(N1)1/2
,
S˜2(σ)
(N2)3/4
)
+
(
W1,
W2
(N2)1/4
)
(20)
is given by
exp
(
−NG˜
(
x1
(N1)1/2
,
x2
(N2)1/4
))
dx1dx2∫
R2
exp
(
−NG˜
(
x1
(N1)1/2
,
x2
(N2)1/4
))
dx1dx2
, (21)
that is a well defined distribution because the involved integral is finite by lemma (2).
Then we will analize the distribution (21) as N →∞.
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Given θ1, θ2 real
P
{
W1 +
S˜1(σ)
(N1)1/2
≤ θ1, W2
(N2)1/4
+
S˜2(σ)
(N2)3/4
≤ θ2
}
= P
{
(N1)
1/2W˜1 + m˜1(σ) ∈ E1, (N2)1/2W˜2 + m˜2(σ) ∈ E2
}
(22)
where
W˜i =
Wi
Ni
m˜i(σ) =
S˜i(σ)
Ni
i = 1, 2 (23)
while E1 = (−∞, (N1)−1/2θ1] and E2 = (−∞, (N2)−1/4θ2]. Since S˜ is independent of
(W1,W2), from equality (22) it follows that the distribution of the random vector (20)
is the convolution of the distribution of
(
(N1)
1/2W˜1, (N2)
1/2W˜2
)
with the distribution of
m˜ = (m˜1(σ), m˜2(σ)). By (19), the former distribution is:
N
√
det J˜
2pi
exp
(
−N
2
〈J˜w,w〉
)
while, by (3), the latter is:
1
ZN
exp
(
N
2
〈J˜m,m〉
)
dνm˜(m)
with νm˜(m) the distribution of m˜ on (R
N ,
∏N
i=1 ρ(σi)). Thus:
P
{
(N1)
1/2W˜1 + m˜1(σ) ∈ E1, (N2)1/2W˜2 + m˜2(σ) ∈ E2
}
=
N
√
det J˜
2piZN
∫∫
E1×E2×R2
exp
(
N
2
(
− 〈J˜(w−m), (w−m)〉+ 〈J˜m,m〉
))
dνm˜(m)dw
=
N
√
det J˜
2piZN
∫
E1×E2
exp
(
−N
2
〈J˜w,w〉
)∫
R2
exp
(
N〈J˜w,m〉
)
dνm˜(m)dw.
By considering the definition of S˜ given in (5), we can write the elements of m˜, given in
(23), in the following way:
m˜1(σ) =
||vM ||
(λM − λm)
(
(H11 − λm)S1(σ)
N1
+H12
S2(σ)
N2
)
m˜2(σ) =
||vm||
(λM − λm)
(
(λM −H11)S1(σ)
N1
−H12S2(σ)
N2
)
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that allows to calculate:∫
R2
exp
(
N〈J˜w,m〉
)
dνm˜(m) =
∫
RN
exp
(
N
∑
i∈P1
σi
N1(λM − λm)
(
||vM ||(H11 − λm)(J˜11w1
+ J˜12w2) + ||vm||(λM −H11)(J˜12w1 + J˜22w2)
)
+
NH12
∑
i∈P2
σi
N2(λM − λm)
(
||vM ||(J˜11w1 + J˜12w2)
+ ||vm||(J˜12w1 + J˜22w2)
)) N∏
i=1
dρ(σi)
= coshN1
(
a˜1w1 + a˜2w2
)
coshN2
(
b˜1w1 + b˜2w2
)
where:
a˜1 =
J˜11||vM ||(H11 − λm) + J˜12||vm||(λM −H11)
α(λM − λm)
a˜2 =
J˜12||vM ||(H11 − λm) + J˜22||vm||(λM −H11)
α(λM − λm)
b˜1 =
H12(J˜11||vM ||+ J˜12||vm||)
(1− α)(λM − λm)
b˜2 =
H12(J˜12||vM ||+ J˜22||vm||)
(1− α)(λM − λm) .
By computing the Euclidean norm of the two eigenvectors vM , vm defined in (13) and
considering the explicit expressions of J˜11, J˜12 and J˜22, given in (15), it is easy to show
that a˜i = ai and b˜i = bi, i = 1, 2, where ai and bi for i = 1, 2, are defined in (16). Therefore
after making the change of variable x1 = (N1)
1/2w1, x2 = (N2)
1/4w2 and integrating over
s, we have:
P
{
(N1)
1/2W˜1 + m˜1(σ) ∈ E1, (N2)1/2W˜2 + m˜2(σ) ∈ E2
}
=
N1/4
√
det J˜
2piZNα1/2(1− α)1/4
∫ θ1
−∞
∫ θ2
−∞
exp
(
− N
2
(
J˜11
(
x1
(N1)1/2
)2
+
2J˜12x1x2
(N1)1/2(N2)1/4
+ J˜22
(
x2
(N2)1/4
)2)
+Nα ln cosh
(
a1x1
(N1)1/2
+
a2x2
(N2)1/4
)
+N(1 − α) ln cosh
(
b1x1
(N1)1/2
+
b2x2
(N2)1/4
))
dx1dx2
=
N1/4
√
det J˜
2piZNα1/2(1− α)1/4
∫ θ1
−∞
∫ θ2
−∞
exp
(
−NG˜
(
x1
(N1)1/2
,
x2
(N2)1/4
))
dx1dx2. (24)
12
Taking θ1 → ∞ and θ2 → ∞ in the (24), we obtain an equation for ZN which when
substituted back yields the result (21).
Now to conclude the proof of the theorem, by lemma 1, we have to analyze the
distribution (21) as N →∞, keeping in mind that only the first component of the random
vector (W1,W2) contributes to the limit. Let us start by observing that the hypothesis
on G togheter with the definition G˜(x) = G(P−1x), imply that the origin is the unique
minimum point of the function G˜. Moreover, since the system of conditions (12) is
satisfied, the Hessian matrix of G˜ computed in the origin, HG˜(0, 0) = diag{λM , λm}, has
determinant equal to zero without being the null matrix. Thus, by Taylor expansion, there
exists δˆ > 0 sufficiently small so that, as N →∞, for |x1| < δˆ(N1)1/2 and |x2| < δˆ(N2)1/4
we can write:
N · G˜
(
x1
(N1)1/2
,
x2
(N2)1/4
)
= ζ1x
2
1 + ζ2x
4
2 +
∑
|η|=4
η1 6=0
ζη
xη11 x
η2
2
Nη1/4
+
∑
|η|=5
Rη
xη11 x
η2
2
N (η1+1)/4
(25)
where η = (η1, η2) ∈ N2 is a multi-index, |η| = η1 + η2, while the coefficients are the
followings:
ζ1 =
1
2!α
∂2G˜
∂x21
(0, 0) =
λM
2α
(26)
ζ2 =
1
4!(1− α)
∂4G˜
∂x42
(0, 0) =
2α(α(1− αJ11)2 + (1− α)(1− (1− α)J22)2)
24 (α(1− αJ11) + (1− α)(1− (1− α)J22))2
(27)
ζη =
∂ηG˜(0, 0)
η!αη1/2(1− α)η2/4
Rη =
∫ 1
0
5(1− t)4
η!αη1/2(1− α)η2/4∂
ηG˜
(
tx1
(N1)1/2
,
tx2
(N2)1/4
)
dt
with η! = η1!η2! and ∂
η = ∂|η|/∂xη11 ∂x
η2
2 . We observe that ζ1 and ζ2 are strictly positive
because the model parameters fulfill the system of conditions (12). Moreover, since the
image under G˜ of the origin is zero, we can find δ¯ > 0 sufficiently small so that, as N →∞,
for |x1| < δ¯(N1)1/2 and |x2| < δ¯(N2)1/4∣∣∣∣∣∣∣
∑
|η|=4
η1 6=0
ζη
xη11 x
η2
2
Nη1/4
+
∑
|η|=5
Rη
xη11 x
η2
2
N (η1+1)/4
∣∣∣∣∣∣∣ ≤
1
2
(ζ1x
2
1 + ζ2x
4
2).
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Thus, defined δ = min{δˆ, δ¯}, as N →∞, for |x1| < δ(N1)1/2 and |x2| < δ(N2)1/4 we have:
N · G˜
(
x1
(N1)1/2
,
x2
(N2)1/4
)
≥ ζ1x21 + ζ2x42 −
∣∣∣∣∣∣∣
∑
|η|=4
η1 6=0
ζη
xη11 x
η2
2
Nη1/4
+
∑
|η|=5
Rη
xη11 x
η2
2
N (η1+1)/4
∣∣∣∣∣∣∣
≥ 1
2
(ζ1x
2
1 + ζ2x
4
2). (28)
Considered the set V = {(x1, x2) ∈ R2 : |x1| ≥ δ(N1)1/2, |x2| ≥ δ(N2)1/4}, by lemma 3
there exists ε > 0 such that for any bounded continuous function ψ(x) : R2 → R:∫∫
V
exp
(
−NG˜
(
x1
(N1)1/2
,
x2
(N2)1/4
))
ψ(x1, x2)dx1dx2 = O
(
N3/4e−Nε
)
. (29)
On the other hand by (25), (28) and dominate convergence, as N →∞:∫∫
R2\V
exp
(
−NG˜
(
x1
(N1)1/2
,
x2
(N2)1/4
))
ψ(x1, x2)dx1dx2
→
∫∫
R2
exp
(−ζ1x21 − ζ2x42)ψ(x1, x2)dx1dx2. (30)
Therefore, by (29) and (30), as N →∞ we have that:∫∫
R2
exp
(
−NG˜
(
x1
(N1)1/2
,
x2
(N2)1/4
))
ψ(x1, x2)dx1dx2∫∫
R2
exp
(
−NG˜
(
x1
(N1)1/2
,
x2
(N2)1/4
))
dx1dx2
→
∫∫
R2
exp
(−ζ1x21 − ζ2x42)ψ(x1, x2)dx1dx2∫∫
R2
exp
(−ζ1x21 − ζ2x42) dx1dx2 .
As mentioned previously, while W2 does not contribute to the limit of the distribution
(21), the distribution obtained in the variable x1, a Gaussian with zero mean and variance
equal to (2ζ1)
−1 where ζ1 is given in (26), is the convolution of the marginal distribution
of W1 with the limiting distribution of the first element of the vector (6). Since the
marginal distribution of W1 is Gaussian too, if the difference d between the variance of
the distribution obtained by convolution and those of W1
d =
α
λM
− αJ˜22
J˜11J˜22 − J˜212
(31)
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is positive we can conclude that the limiting distributions of (N1)
−1/2S˜1(σ) is a Gaussian
with zero mean and variance equal to d. To prove that d is positive let us consider the
strictly convex function Φ(x) =< J˜x,x > −G˜(x). After computing the second partial
derivatives of Φ in the origin:
∂2Φ
∂x21
(0, 0) = J˜11 − λM , ∂
2Φ
∂x1∂x2
(0, 0) = J˜12,
∂2Φ
∂x21
(0, 0) = J˜22,
and denoting the Hessian matrix of Φ by HΦ, we can write:
d =
α detHΦ(0, 0)
λM det J˜
.
Since the function Φ is strictly convex and J˜ = P−1A2JA2P with A and J positive
definite matrices and P an ortogonal matrix, we can conclude that d > 0.
Thus the statement (7) is proved by defining ξ1 = (2d)
−1 and ξ2 = ζ2 where d is given by
(31) and ζ2 by (27). This concludes the proof of the theorem.
3 Conclusions and Perspectives
In this paper we extended previously obtained results (see [9]) on the limiting behavior
of the random vector of total magnetizations for the bipartite mean-field model. We
worked under the assumptions that the Hamiltonian is a convex function of the total
magnetizations, the external field is away and the pressure functional admits a unique
minimum point, the origin, in which the determinant of the Hessian matrix is equal to
zero. As a consequence the homogeneity hypothesis on the pressure functional made
in [9], is true only if there is no interaction between particles of different groups, that is
the bipartite mean-field model degenerates towards to distinct Curie-Weiss models. In
the non-degenerate case, we found a non Gaussian limit distribution for the vector of the
total magnetizations after being transformed with the orthogonal matrix that diagonalizes
the Hessian matrix of the pressure functional. This result allows us to state that in the
considered case the bipartite mean-field model undergoes a phase transition.
The complete description of the asymptotic distribution of the vector of total mag-
netizations both for the bipartite and the generic multipartite mean-field model will be
15
subject of further investigations.
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Appendix A: proof of lemma 2
Considered the function
G¯(x1, x2, t1, t2) =
1
2
(
J˜11x
2
1 + 2J˜12x1x2 + J˜22x
2
2
)
−αt1(a1x1+a2x2)−(1−α)t2(b1x1+b2x2)
where x = (x1, x2) ∈ R2 and t = (t1, t2) ∈ {−1, 1}2 the following inequality holds:
G˜(x) ≥ min{G¯(x, t) : t ∈ {−1, 1}2}.
Thus: ∫
R2
exp
(
−G˜(x)
)
dx ≤
∫
R2
exp
(−min{G¯(x, t) : t ∈ {−1, 1}2}) dx. (32)
Since J˜ = P−1A2JA2P where the matrix P is orthogonal while the matrices J and A are
positive definite, the argument of the integral on the right hand side of the inequality (32)
is a Gaussian density function. This proves the statement (17) for N = 1. Now defined
m = min{G˜(x) : x ∈ R2} and supposed true the inductive hypothesis:∫
R2
exp
(
−(N − 1)G˜(x)
)
dx <∞ (33)
we have: ∫
R2
exp
(
−NG˜(x)
)
dx =
∫
R2
exp
(
−(N − 1)G˜(x)
)
exp
(
−G˜(x)
)
dx
≤ e−m
∫
R2
exp
(
−(N − 1)G˜(x)
)
dx
where the latter integral is finite by the inductive hypothesis (33). This proves the result
(17) for any N ∈ N \ {0}.
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Appendix B: proof of lemma 3
Since the set V contains no global minima of G˜(x), there exists ε > 0 such that:
inf{G˜(x) : x ∈ V } ≥ inf{G˜(x) : x ∈ R2}+ ε = m+ ε.
Therefore we can write:
eNm
∫
V
exp(−NG˜(x))dx < eNme−(N−1)(m+ε)
∫
V
exp(−G˜(x))dx
≤ e−Nε
(
e(m+ε)
∫
R2
exp(−G˜(x))dx
)
where the latter integral is finite by lemma 2. Thus the statement (18) is proved.
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