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Introduzione
L’indagine delle caratteristiche dei mercati nanziari ha gia da tempo attirato il mondo dei si-
ci. L’uso di metodologie proprie della sica e decisamente aumentata nel corso di questi ultimi
anni, soprattutto grazie all’introduzione degli strumenti informatici per la registrazione delle
contrattazioni, e quindi alla grande abbondanza di dati a disposizione. Di grande rilevanza,
in particolare, sono gli studi riguardanti la verica delle proprieta e delle ipotesi sulle quali si
fonda il mercato: tra queste, molto importante e l’ipotesi di mercato efciente, alla quale sono
dedicati una grande quantita dei lavori piu recenti.
Anche questo lavoro di tesi e dedicato alla verica dell’ipotesi di efcienza per il merca-
to italiano dei futures sull’indice MIB30, il FIB30. Rispetto ai mercati valutari e quelli delle
merci, i mercati dei derivati sono sicuramente piu interessanti da studiare. Infatti, a causa del
cosiddetto effetto leva, l’investimento in titoli derivati muove una quantita superiore di ma-
terie prime, a parita di investimento. Risulta quindi chiaro il motivo per cui circa l’80% degli
investimenti totali sul mercato nanziario riguardino i derivati.
Il nostro lavoro si concentra sull’indagine di eventuali presenze di correlazioni seriali nel-
le serie temporali dei rendimenti. Analizzeremo innanzitutto le caratteristiche spettrali delle
serie storiche in nostro possesso. Successivamente confronteremo i risultati ottenuti in questo
modo con quelli ricavati tramite l’uso di un test diffusamente usato per analisi di questo tipo,
il variance ratio test, e con un test classico nella valutazione delle correlazioni seriali, il test di
Ljung-Box.
Il lavoro e articolato come segue: il capitolo 1 sara dedicato ad una introduzione sui merca-
ti nanziari e sulle denizioni fondamentali, necessari per la comprensione del nostro studio;
il capitolo 2 riporta l’analisi preliminare del campione; nel capitolo 3 parleremo dell’analisi
spettrale delle serie temporali e dei metodi con cui si effettua tale studio; nel capitolo 4 in-
trodurremo il variance ratio test e il test di Ljung-Box, valutando se siano o meno indizi di
percorsi di correlazione seriale; nel capitolo 5 legheremo i risultati dell’analisi tramite il test
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del variance ratio alle quantita rilevanti del mercato nanziario. Riporteremo inne le nostre
conclusioni.
Capitolo 1
I mercati finanziari
1.1 Definizioni fondamentali
L’implementazione di un corretto modello di mercato nanziario1 non puo prescindere dalla
formulazione delle ipotesi fondamentali alla base del mercato stesso. La prima e piu impor-
tante di queste si basa sull’assunzione che all’interno del mercato non vi siano opportunita di
guadagno senza rischio da parte di un investitore. Un’opportunita di guadagno senza rischio
viene denita arbitraggio e arbitraggista chi benecia di questo guadagno. Tale principio e
quindi noto sotto il nome di principio di assenza di arbitraggi.
Un’altra ipotesi importante dal punto di vista istituzionale e quella dell’efcienza dei mer-
cati. Un mercato si dice efciente se risponde in modo razionale all’introduzione di nuove
informazioni. Questo vuol dire essenzialmente che:
 ad ogni introduzione di nuove informazioni il mercato reagisce istantaneamente correg-
gendo i prezzi e risulta quindi sempre in equilibrio;
 gli investitori interpretano in modo omogeneo le nuove informazioni e si comportano
correggendo istantaneamente le loro decisioni;
 operatori e investitori sono omogenei anche nei loro obbiettivi; si dice che sono collet-
tivamente razionali.
La presenza di informazioni private (ossia non a disposizione dell’intero mercato ma solo
di pochi investitori) all’interno di un mercato nanziario rende naturalmente difcile la de-
1Per la definizione del mercato che verra` analizzato in questa tesi si veda il paragrafo 1.5.
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nizione univoca del concetto di efcienza, giacch·e questo dipende direttamente dalla quantita
di informazione a disposizione. Seguendo una classicazione accettata in letteratura possiamo
distinguere tre forme di efcienza:
 efcienza in forma debole: il prezzo osservato incorpora le informazioni estraibili dalla
serie storica dei prezzi;
 efcienza in forma semi-forte: il prezzo osservato incorpora le informazioni estraibili
dalla serie storica dei prezzi e le informazioni di dominio pubblico;
 efcienza in forma forte: il prezzo osservato incorpora le informazioni estraibili dalla
serie storica dei prezzi, le informazioni di dominio pubblico e le informazioni private.
Un mercato efciente in forma forte lo e anche in forma semi-forte, cos come un merca-
to efciente in forma semi-forte lo e anche in forma debole. L’esistenza di mercati efcienti
in forma forte e stata decisamente esclusa da studi sperimentali: la presenza di informazioni
private permette di ottenere rendimenti superiori a quelli ottenibili in presenza di rischio (in-
sider trading). La legislatura di ogni mercato impone, pertanto, agli agenti in possesso di tali
informazioni di non trarne protto. E invece discussa l’esistenza di mercati efcienti in forma
semi-forte e debole.
1.2 L’ipotesi di random walk
Il modello piu diffuso per la dinamica dei prezzi in un mercato nanziario e il random walk
geometrico (geometric Brownian motion). Mediante questo modello si assume che il prezzo
P (t) segua un moto browniano con drift, condotto da un processo di Wiener con una certa
probabilita di realizzarsi, ossia:
P (t) = P0e
X(t) (1.1)
P (0) = P0 > 0 (1.2)
dove
X(t) = σB(t) + µt (1.3)
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e il moto browniano con drift, B(t) e il processo di Wiener e P0 e il valore iniziale. Prendendo
i logaritmi di entrambi i membri della (1.2) si ottiene:
X(t) = ln(P (t)/P0) = ln(P (t))− ln(P0)→ ln(P (t)) = ln(P0) +X(t) (1.4)
che e normale con media µt+ ln(P0) e varianza σ2t. Quindi, per ogni t, P (t) ha distribuzione
lognormale.
Per 0 < t1 < · · · < tn = t, i rapporti Li def= P (ti)/P (ti−1), 1 ≤ i ≤ n, sono variabili
casuali standard indipendenti e lognormali, il che riette il fatto che sono la percentuali delle
variazioni dei prezzi ad essere indipendenti, non le variazioni reali P (ti)− P (ti−1).
A titolo di esempio consideriamo le quantita:
L1
def
=
P (t1)
P (t0)
= eX(t1)
L2
def
=
P (t2)
P (t1)
= eX(t2)−X(t1),
indipendenti e lognormali per le proprieta di normalita degli incrementi indipendenti del moto
browniano; X(t1) e X(t2) − X(t1) sono indipendenti e distribuiti normalmente. Possiamo
pensare quindi di riscrivere la quantita
P (t) = P0L1L2 · · ·Ln, (1.5)
prodotto di n variabili casuali standard lognormali. Supponiamo, ad esempio, di campionare
i prezzi alla ne di ogni giornata. Possiamo decidere di scegliere ti = i in modo tale da
scrivere Li = P (i)/P (i− 1), la variazione percentuale del prezzo su un giorno, e poi valutare
il prodotto (1.5). Le Li sono identicamente distribuite poich·e ti − ti−1 = i − (i− 1) = 1 per
ogni i: lnLi e una gaussiana con media µ e varianza σ2.
L’utilizzo del modello di moto browniano per la distribuzione dei prezzi e giusticato da
principi base dell’economia, come la proprieta di efcienza discussa precedentemente: infatti,
ragionando euristicamente, secondo questo modello, nessuno puo essere in grado di realizzare
un protto senza rischi esclusivamente osservando il valori passati dei prezzi. E chiaro come
esso non sia l’unico processo con tale proprieta; e tuttavia il piu semplice.
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1.3 Processi di Markov e moto browniano geometrico
Si denisce processo di Markov un processo la cui probabilita di realizzarsi all’istante n + k
non dipende dalla storia del processo, ma solo dall’istante n precedente a quello considerato.
In formule questo si traduce2:
P(Xn+k|Xn, · · · , X0) = P(Xn+k|Xn). (1.6)
E immediato dimostrare che il moto browniano geometrico rappresenta un esempio di pro-
cesso di Markov, ossia che il valore del prezzo P (t + h), sapendo il valore all’istante t, e
indipendente dai valori precedenti P (u) : 0 ≤ u < t. Infatti:
P (t+ h) = P0e
X(t+h)
= P0e
X(t)+X(t+h)−X(t)
= P0e
X(t)eX(t+h)−X(t)
= P (t)eX(t+h)−X(t).
Quindi, dato P (t), il valore del prezzo P (t+h) dipende esclusivamente dall’incremento futuro
X(t+h)−X(t), che, per le proprieta del random walk, e indipendente. Allora anche il valore
del prezzo all’istante (t+h) non dipendera dalla storia del processo ma esclusivamente dalla
quantita P (t).
1.4 La distribuzione dei rendimenti
Abbiamo visto nel paragrafo 1.2 che la dinamica dei prezzi in un mercato nanziario viene
assunta seguire un moto browniano geometrico. L’indicatore che utilizzeremo per il nostro
studio, pero, non e il prezzo osservato, bens il rendimento.
Detto P(t) il valore al tempo t del contratto FIB30, chiameremo rendimento3 di un contratto
la quantita:
2P(x|x0) rappresenta la probabilita` condizionata di misurare x dato x0.
3La definizione riportata di rendimento necessita di ulteriori spiegazioni. In finanza si definisce rendimento la
quantita`:
rt,∆t ≡ P (t+ ∆t)− P (t)
P (t)
=
Z(t)
P (t)
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rt,∆t = ln P (t+ ∆t)− ln P (t). (1.7)
Ricordando la dinamica dei prezzi, e evidente come, se la distribuzione dei rendimenti non
e compatibile con una normale, il mercato risulti solo parzialmente efciente. L’analisi della
distribuzione empirica dei rendimenti e stata, storicamente, il primo metodo per vericare l’i-
potesi di efcienza del mercato nanziario.
Il primo studio in questo senso risale al 1900: Bachelier propose un modello di distribuzio-
ne empirica dei rendimenti basato su un random walk a variabili casuali gaussiane indipendenti
ed identicamente distribuite (i.i.d.). Negli anni ′60 Mandelbrot analizzo le variazioni dei prezzi
del cotone ed osservo sperimentalmente che la distribuzione dei rendimenti mostrava scaling
temporale, ossia la sua forma era simile se studiata a vari orizzonti temporali. Inoltre si pre-
sentava decisamente non-gaussiana, con alte code. Mandelbrot concluse che tale distribuzione
era consistente con una distribuzione di L·evy stabile [6].
A partire dagli anni ′90, con l’introduzione della registrazione computerizzata dei dati e
aumentato il numero dei lavori su questo argomento. In particolare uno studio del 2000 [20],
mostra che la coda della distribuzione cumulativa dei rendimenti del US Stock Market e del
S&P500 nei periodi 1962−1996 e 1994−1995 e consistente con una legge a potenza con espo-
nente α ≈ 3, molto al di fuori del regime di L·evy stabile (0 < α < 2), e inoltre e presente una
rottura dello scaling a grandi orizzonti temporali. E stato, a questo punto, proposto un modello
di distribuzione di L·evy simmetrica troncata [6]. La distribuzione empirica mostra quindi un
comportamento fortemente leptocurtotico, con caratteristiche code grasse (fat tails) [20].
Lo studio empirico della correlazione dei prezzi per dati nanziari ad alta frequenza ha mo-
strato comunque un sostanziale accordo con l’ipotesi di random walk (cioe P (f) ∼ 1/f 2,
dove P (f) e lo spettro in frequenza della distribuzione dei prezzi) [39], e anche questo e con-
sistente con l’ipotesi di L·evy simmetrica troncata, di cui la gaussiana rappresenta un limite. E
stato altres dimostrato [20, 25] che l’ipotesi di random walk non e invece vericata per brevi
orizzonti temporali (dell’ordine di pochi minuti).
Il valore di un contratto St si definisce:
St ≡ ln
(
P (t+ ∆t)
P (t)
)
= ln
[
1 +
Z(t)
P (t)
]
≈ Z(t)
P (t)
= rt,∆t
nell’ipotesi, per dati ad alta frequenza, che ∆t sia piccolo e |Z(t)|  P (t).
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1.5 Le operazioni finanziarie: i futures
Comunemente, per mercato nanziario si intende un luogo deputato allo scambio delle merci
e alla trattazione di beni. A partire dagli anni ′60, la grandissima diffusione delle cosiddette
operazioni nanziarie, ossia tipi di contratto nei quali non era piu la merce in s·e ad essere
scambiata, bens unita virtuali legate in modo piu o meno complicato alla merce stessa, ha
radicalmente modicato l’idea comunemente diffusa di mercato. L’importanza di questi og-
getti e cresciuta talmente tanto nel tempo da rappresentare oggi circa l’80% del movimento
globale del mercato. Tra queste operazioni nanziarie particolare importanza rivestono i con-
tratti di tipo futures. Si denisce contratto futures su un indice un contratto standardizzato
di acquisto o di vendita, ad una data futura, ad un prezzo pressato. In realta per vendita e
acquisto non si intende che alla data di scadenza vi sia uno scambio effettivo dei titoli che
compongono l’indice, ma verra regolata semplicemente la differenza tra il valore del contratto
al momento dell’acquisto o vendita e il valore alla sua scadenza. Nel nostro caso il FIB30 e il
contratto futures sul MIB30, che rappresenta l’indice dei 30 titoli maggiormente scambiati e
capitalizzati4 del MIB.
1.5.1 Calcolo del prezzo di un contratto futures
Il contratto di tipo futures rientra in una classe piu grande di contratti, detti forward, che
seguono una dinamica ben precisa. Analizziamo in generale il calcolo del prezzo per contratti
di tipo forward. Metteremo in evidenza successivamente le differenze tra i contratti forward e
i futures.
Si denisce contratto forward un accordo tra due parti, ad un tempo iniziale t0, che, senza
versamenti iniziali, prevede lo scambio di un bene ad una data futura (maturit

a) T > t0.
Supponiamo che sia noto il valore S0 all’istante iniziale del bene scambiato5. Ci proponiamo
ora di calcolare il prezzo giusto K al quale il contratto deve essere scambiato. Supponiamo
di avere al tempo t0 l’apertura di un contratto forward tra un venditore (writer) di un bene, e
4Per capitalizzazione si intende il prodotto del prezzo del titolo per il numero delle azioni del titolo in
circolazione.
5Il valore di un bene all’istante iniziale e` definito come il prezzo a cui sarebbe venduto se fosse messo sul
mercato in quell’istante.
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un compratore (holder) dello stesso bene. Sia ST il prezzo del bene6 scambiato alla maturita.
Supponiamo inoltre che al ricevimento del bene l’holder lo rivenda subito sul mercato. Il
guadagno che l’holder riceve da questa transazione e, evidentemente, dato da ST − K. Di
converso, il writer avra guadagnato K − ST . Si dimostra7 che vale la seguente legge, in
assenza di arbitraggio:
K = S0 ·R(t0, T ) (1.8)
dove per R(t0, T ) si intende il fattore di capitalizzazione del prezzo, che tiene conto delle pos-
sibili correzioni dovute a fattori esterni al contratto (ad es. inazione, ecc.). Questa e quindi
l’espressione del giusto prezzo di un contratto forward in un mercato ideale.
Ritorniamo ora ai futures. Come detto, il futures e un contratto standardizzato, ossia le caratte-
ristiche tecniche (scadenza, importo, ecc.) sono ssate dalla Borsa. In particolare, il contratto
futures, a differenza del forward, viene trattato tra due parti attraverso un organismo di con-
trollo, la Cassa di Compensazione e Garanzia, che suddivide il periodo di vita del contratto in
scadenze giornaliere. Questo vuol dire che alla ne di ogni giorno di contrattazione la Cassa di
Garanzia chiude i contratti, regolando le pendenze dei contraenti, e li riapre alla riapertura del
mercato. In questo modo il valore del contratto viene dunque ogni giorno annullato. Inoltre
i contraenti, all’apertura del contratto, devono necessariamente versare una quota di garanzia
che serve a coprire eventuali casi di inadempienza.
Valuteremo il futures come il forward, trascurando le differenze tecniche qui esposte.
1.6 Correlazione seriale ed efficienza
La denizione di mercato efciente riportata nel paragrafo 1.1 prevede che a delineare tale
caratteristica del mercato sia l’analisi comparata tra le serie storiche dei prezzi e la quantita
di informazioni a disposizione degli investitori. L’ipotesi di random walk per il mercato non
prevede la presenza di correlazioni seriali nelle serie storiche. L’individuazione di tali diso-
mogeneita, che possono essere utilizzate dagli investitori per realizzare guadagni diminuendo
il rischio, e necessaria per una corretta individuazione della proprieta di efcienza di un dato
6Il ”bene” di cui parliamo puo` essere sia un oggetto reale (ad es. materia prima), sia un oggetto finanziario
(ad es. valuta).
7La dimostrazione si basa sul teorema di assenza di arbitraggio. Si veda, a tal proposito, [30].
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mercato. Scopo di questo lavoro di tesi

e quello di discutere l’efcienza del mercato italiano
dei futures, testando, tramite studio delle correlazioni seriali, l’ipotesi di random walk per
la dinamica dei rendimenti, in modo tale da confrontare i risultati ottenuti con la letteratura
presente sull’argomento. E chiaro che l’eventuale presenza di correlazioni seriali sarebbe una
prova dell’inefcienza in forma debole del mercato, e quindi nelle altre due forme.
Capitolo 2
Analisi preliminare dei dati
In questo capitolo riportiamo l’analisi preliminare dei dati.
2.1 Descrizione del campione
L’introduzione degli strumenti informatici permette la registrazione praticamente in tempo
reale di tutte le transazioni che avvengono nel periodo di tempo in cui il mercato e aperto.
Questo fa s che si abbia una quantita enorme di dati da analizzare. Le registrazioni a nostra
disposizione per questo lavoro di tesi coprono il periodo a partire dal gennaio 2000 no al
dicembre 2002 del contratto futures sul MIB30, il FIB30, per un totale di 751 giorni. I dati sono
cos registrati (vedi tabella 2.1): la prima colonna indica la data della transazione; la seconda
da l’ISIN, un numero identicativo del contratto e della sua scadenza: nella gura l’ISIN si
riferisce a contratti futures con maturita a tre mesi, e quindi e uguale per tutti; il naming indica
il tipo di bene scambiato: nel caso del FIB30 il bene e rappresentato dal pacchettoMIB30;
K e una quantita che non si riferisce ai contratti di tipo futures. Il suo valore e quindi posto a
zero1; la colonna csize rappresenta la variazione minima del prezzo, espressa in punti-indice;
ogni punto-indice ha il valore di 5 e; le due colonne dell’ora rappresentano, rispettivamente,
l’orario al quale la transazione viene aperta e conclusa2; il numero num contr rappresenta
il numero di transazioni effettuate dall’apertura del mercato; le due ultime colonne, inne,
rappresentano il prezzo al quale il contratto viene scambiato, espresso in punti-indice, mentre
1Questa particolarita` deriva dal fatto che lo schema di raccolta dei dati e` lo stesso sia per i futures che per le
opzioni, alle quali lo strike price si riferisce.
2Ricordiamo che il mercato italiano e` aperto dalle 9 : 15 del mattino fino alle 17 : 30.
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DATA ISIN NAMING K CSIZE ORA TRAD ORA CLEA NUM CONTR PREZZO SIZE
20000111 IT0001868162 MIB30C0 0 5 091501 091501 100001 39975.0000 1
20000111 IT0001868162 MIB30C0 0 5 091501 091501 100002 40090.0000 1
20000111 IT0001868162 MIB30C0 0 5 091502 091502 100003 40090.0000 9
20000111 IT0001868162 MIB30C0 0 5 091502 091502 100004 40095.0000 2
20000111 IT0001868162 MIB30C0 0 5 091502 091502 100005 40150.0000 1
20000111 IT0001868162 MIB30C0 0 5 091502 091502 100006 40160.0000 1
20000111 IT0001868162 MIB30C0 0 5 091502 091502 100007 40195.0000 1
Tabella 2.1: Esempio di registrazione dei dati relativi al contratto FIB30
size e il numero di contratti che viene scambiato nella transazione. Prima di essere analizzati,
i dati sono stati rafnati nel seguente modo [38]:
 sono state eliminate quantita non signicative ai ni dell’analisi (es. ISIN);
 per dati registrati nello stesso secondo e stato scelto di valutare il prezzo a quel dato
istante come media dei prezzi pesata sui volumi dei singoli contratti;
 dati con variazioni superiori ai 200 punti indice rispetto ai precedenti sono stati scartati
perch·e ritenuti poco signicativi ai ni dell’analisi;
 nel calcolo dei rendimenti sono stati scartati il primo e l’ultimo dato di ogni giorno;
 sono stati utilizzati per l’analisi solo i contratti alla scadenza immediatamente successiva
alla data di riferimento. Per esempio, per la valutazione delle quantita di interesse del
periodo di febbraio sono stati considerati tutti i contratti con scadenza a marzo, mentre
sono stati eliminati quelli con scadenza a giugno.
2.2 Mercato e correlazioni: il bid-ask spread
Per migliorare la liquidita3 dei contratti, gli operatori di alcuni mercati si servono dei mar-
ket maker, ossia membri del mercato stesso che si impegnano a rispettare un certo numero di
compiti (usualmente, vendere o comprare velocemente quantita signicative di un bene). In
cambio, questi operatori beneciano di una commissione, che trattengono dalla compravendi-
ta del titolo: essi comprano ad un prezzo bid Pb e vendono ad un prezzo piu alto ask Pa. La
3Per liquidita` di un mercato si intende la capacita` da parte degli investitori di poter comprare o vendere
velocemente una certa quantita` di un bene, indipendentemente dalla quantita` desiderata.
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differenza tra i due prezzi e denita bid-ask spread.
La presenza dei market-maker non e l’unico veicolo di differenze tra il prezzo di acquisto
e quello di vendita. Infatti, nei mercati guidati dagli ordini, queste differenze possono essere
indotte da particolari strategie di acquisto o di vendita. Si vericano queste situazioni quando
alcuni investitori decidono di comprare o vendere un bene solo quando il suo prezzo raggiunge
una determinata soglia. In questi casi, le diverse strategie inducono le differenze nei prezzi di
bid e ask, creando lo spread che osserviamo. Nel caso considerato precedentemente, invece, il
bid-ask esprime il prezzo del servizio di liquidita al mercato offerto dai market-maker. Con-
centriamoci per semplicita sul bid-ask indotto dalla presenza dei market-maker.
Come e logico, la liquidita non puo essere fornita a costo zero, in quanto comporta un
rischio per chi effettua praticamente le transazioni, poich·e i capitali di questi ultimi sono sog-
getti a improvvise variazioni di valore durante il periodo in cui rimangono in portafoglio i titoli
acquistati nell’esercizio della attivita di intermediazione.
Dal punto di vista dell’investitore, invece, la quota versata ai market-maker costituisce il
costo per perfezionare con rapidita le transazioni. Ovviamente, l’entita del bid-ask spread non
e la stessa per ogni transazione; in particolare, essa viene inuenzata da diversi fattori:
 dal volume dei contratti scambiati in ogni transazione, diminuendo all’aumentare di
quest’ultimo;
 dal costo di copertura del portafoglio4, aumentando il quale il bid-ask spread aumenta;
 dalla competizione tra i singoli market-maker, che fa diminuire lo spread.
Analizziamo ora gli effetti che questo fenomeno ha sulla serie temporale dei rendimenti; con-
sideriamo il seguente esempio [41]: supponiamo che il prezzo osservato x(j) all’istante j di
un bene possa essere descritto da una funzione del tipo:
x(j) = x˜(j) + u(j)
s
2
(2.1)
dove
u(j) =
{
+1 con probabilita 1
2
−1 con probabilita − 1
2
4Il costo di copertura di un portafoglio varia in relazione alla tipologia dell’investitore: investitori votati al
rischio riducono al minimo i costi di copertura a fronte di un possibile grosso guadagno; viceversa, investitori
avversi al rischio intraprendono strategie di copertura dai rischi delle transazioni, a fronte di un guadagno minore
ma piu` sicuro.
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e una variabile casuale i.i.d, x˜(j) e il prezzo vero del bene al tempo j e s e il bid-ask spread,
che consideriamo costante. Allora, nel caso in cui x˜(j) sia anch’esso costante, risulta:
∆x(j) = ∆x˜(j) + (u(j)− u(j − 1))s
2
= (u(j)− u(j − 1))s
2
, (2.2)
da cui5:
V ar[∆x(j)] =
s2
2
(2.6)
Cov[∆x(j − 1),∆x(j)] = −s
2
4
(2.7)
Cov[∆x(j − k),∆x(j)] = 0, k > 1 (2.8)
Corr[∆x(j − 1),∆x(j)] = −1
2
. (2.9)
Quindi, anche se x˜(j) e costante, x(j) mostra varianza (volatilit

a) positiva e, soprattutto, au-
tocorrelazione negativa. Per stimare correttamente le correlazioni, dobbiamo naturalmente te-
nere conto di questo effetto indotto. Vedremo nel paragrafo successivo come abbiamo deciso
di risolvere questo problema.
2.3 Filtri ad alta frequenza
La caratteristica fondamentale dei dati a nostra disposizione e l’altissima frequenza alla quale
sono campionati. Questo e un innegabile vantaggio, dato il forte aumento della statistica ma,
come visto nel paragrafo precendente, esso puo anche provocare l’insorgere di problematiche
legate alla struttura stessa del mercato. Per questo motivo e talvolta opportuno intervenire
applicando dei ltri ai dati in modo tale da eliminare le fonti di correlazione seriale spuria per
osservare solo i fenomeni davvero interessanti.
5Se x1, . . . , xn e` un campione di n variabili [37], la covarianza σij ≡ Cov(xixj) di xi e xj e` definita come:
Cov(xixj) = 〈(xi − µi)(xj − µj)〉 = (2.3)
= 〈xixj〉 − 〈xi〉 〈xj〉 (2.4)
dove µk = 〈xk〉 e` la media di xk .
La funzione di correlazione Corr(xi , xj) e` definita come il rapporto:
Corr(xi , xj) ≡ cov(xi, xj)√
V ar(xi)V ar(xj)
. (2.5)
Per la definizione di funzione di correlazione che sara` utilizzata in questo studio, si veda anche il par. 3.1
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Abbiamo visto nel paragrafo 2.2 che si puo supporre che il prezzo osservato sia formato
dalla somma del prezzo vero e di una componente incoerente (eq. (2.1)), che riscriviamo
nella forma generica:
x(j) = x˜(j) + u(j) (2.10)
dove u(j) ∼ i.i.d.(0, η2). Sulla distribuzione di u non facciamo alcuna ipotesi. Il rendimento
vero, normalizzato su un periodo di k ticks r˜k, normalizzato al tempo di un tick k, e:
r˜k(j) =
x˜(j)− x˜(j − k)√
k
= σ(j) ∼ N(0, σ2) (2.11)
dove (j) e una variabile normale standard N(0, 1). Con questo modello, il rendimento in k
ticks osservato e:
rk(j) = r˜k(j) +
u(j)− u(j − k)√
k
, (2.12)
e la varianza e data da:
V ar(rk(j)) = V ar(r˜k(j)) +
2η2
k
= σ2 +
2η2
k
. (2.13)
Quindi la varianza osservata ha un termine in piu dovuto alla componente incoerente, e quindi
il valore atteso del V R sara differente da quello atteso. Il contributo di tale termine e trascu-
rabile per k abbastanza grande, ma diventa rilevante a k piccolo, quindi ad alte frequenze. Per
tale modello la funzione di autocorrelazione al lag h e:
ρ(h) =
{
−η2/(σ2k + 2η2) per h = 1
0 per h > 1
Cio implica che −0.5 ≤ ρ(1) ≤ 0. I valori di ρ(1) vicini a −0.5 indicano che la varianza
proveniente dalla componente incoerente e molto maggiore della varianza vera del prezzo.
Per stimare questi effetti modellizziamo r1(j) nel seguente modo AR(1) [41]:
r1(j) ≡ x(j)− x(j − 1) = α[x(j − 1)− (x(j − 2))], (2.14)
dove α rappresenta, quindi, il primo coefciente di autocorrelazione, ρ(1), valutato conside-
rando i rendimenti tick-by-tick.
La gura 2.3.1 riporta il graco della serie storica di ρ1. Come previsto, il suo valore e
compreso tra −0.5 e 0, il che indica la predominanza, ad alte frequenze, della componente
incoerente sulla componente vera del prezzo. Dalla gura emerge anche in modo evidente
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Figura 2.3.1: Serie storica del primo coefficiente di autocorrelazione medioα ≡ ρ(1), campionato giornalmente.
un comportamento inatteso del primo coefciente di autocorrelazione, a partire dal giorno
500, corrispondente al 02/01/2002. Tale effetto sembra dovuto ad un ltro ad alta frequenza
applicato ancor prima della registrazione dei dati, ed e quindi indipendente dall’algoritmo
utilizzato.
2.3.1 Filtro: varianza ed equispaziatura dei dati
E chiaro che i nostri dati non debbano risentire degli effetti di microstruttura messi in evidenza
nel paragrafo precedente. Una delle possibili soluzioni a questo problema, ampiamente di-
scusso in letteratura,

e di considerare frequenze di campionamento inferiori rispetto a quelle
di registrazione dei dati. E noto che in tale modo si elimina l’effetto del bid-ask spread. Inoltre,
come vedremo nel capitolo 4, il nostro metodo di indagine si basa sul calcolo del rapporto tra
due varianze campionarie, la cui corretta valutazione diventa percio fondamentale. Come visto
precedentemente, i nostri dati sono raccolti transazione per transazione (tick-by-tick). Questo
vuol dire che, dal punto di vista temporale, i nostri dati non sono equispaziati. Le formule
che utilizzeremo per la nostra analisi prevedono invece che il campione possieda questa ca-
ratteristica. Abbiamo quindi dovuto provvedere a stabilire una griglia per equispaziare i dati
del campione. In questo modo applichiamo il ltro che ci permettera di evitare di incorrere in
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valutazioni errate.
Il metodo che abbiamo deciso di utilizzare per la equispaziatura si e articolato in una serie
di fasi; dopo aver deciso la dimensione dell’intervallo, si procede nel modo seguente:
1. viene letto il primo prezzo del set di dati considerato;
2. viene letto il primo prezzo che supera la dimensione dell’intervallo e viene scritto il
precedente;
3. si ritorna al primo punto, considerando come primo prezzo quello scritto al punto pre-
cedente.
La corretta scelta dell’intervallo di campionamento e anche molto importante per la seguente
ragione: se la spaziatura fosse troppo piccola al calcolo delle varianze potrebbero contribuire
intervalli in cui non sono presenti osservazioni (osservazioni spurie) e le varianze potrebbero
essere sottostimate. Al contrario, in caso di spaziatura troppo larga potrebbe capitare di per-
dere informazioni. A tale proposito e stato necessario, innanzi tutto, valutare, al variare della
suddetta dimensione, la percentuale di intervalli vuoti che contribuiscono al calcolo. Questo
procedimento da la possibilita di correggere la formula utilizzata per la stima delle varianze in
modo tale da eliminare contributi spuri. Il graco della percentuale di intervalli vuoti rispetto
al numero di intervalli totali in funzione della spaziatura e riportata in g. 2.3.2.
Abbiamo ssato il valore inferiore limite per l’equispaziatura a 30 secondi, quando cioe la
percentuale di intervalli vuoti e inferiore all’1%.
Varianza ed equispaziatura dei dati Il valore scelto per la costruzione della griglia di dati
equispaziati tiene conto esclusivamente della percentuale di intervalli vuoti che entra nella va-
lutazione delle quantita campionarie che saranno introdotte e utilizzate in seguito. Una analisi
preliminare della varianza dei dati puo fornire indicazioni utili nella scelta della equispaziatura.
La varianza in funzione dell’ampiezza dell’intervallo di campionamento (periodo di aggrega-
zione q) e riportata in g. 2.3.3
Quando q e molto piccolo, il valore della varianza e fortemente sovrastimato. Come evi-
denziato nel paragrafo 2.3, possiamo attribuire questo comportamento alla presenza di effetti
di microstruttura. Quando q aumenta, invece, la varianza tende ad un valore praticamente co-
stante.
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Figura 2.3.2: Percentuale intervalli vuoti in funzione della spaziatura. [τ] = [sec.]
Figura 2.3.3: Varianza dei dati in funzione del periodo di aggregazione q
Il valore di equispaziatura stimato nel paragrafo precedente (q = 30 sec.) potrebbe non es-
sere abbastanza ampio da eliminare gli effetti di microstruttura, sebbene lo sia abbastanza da
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limitare la percentuale di intervalli vuoti (e quindi di autocorrelazioni spurie) nella valutazione
delle quantita di interesse. Abbiamo percio deciso di considerare come valore alternativo per
l’equispaziatura q = 60 secondi. In questa valutazione abbiamo anche tenuto conto del fat-
to che, se l’intervallo fosse troppo ampio, potremmo non avere abbastanza dati per condurre
un’analisi davvero signicativa su base intragiornaliera (vedi g. 2.3.4). Questo procedimen-
to di campionamento ci permette inoltre di non considerare gli effetti rilevati in gura 2.3.1;
abbiamo inffatti vericato che lo scalino non e piu presente per i valori di campionamento
considerati.
Nel capitolo successivo utilizzeremo l’analisi spettrale delle serie storiche dei rendimenti
per tentare di fare chiarezza sull’argomento.
Figura 2.3.4: Numero medio giornaliero di dati a disposizione per l’analisi in funzione del periodo di
aggregazione q.
2.4 Volatilita` del campione
Una delle quantita di maggiore interesse nella recente analisi dei mercati nanziari e la vo-
latilit

a, ossia l’ampiezza delle uttuazioni dei prezzi del bene su un determinato intervallo
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temporale6. Analizziamo in questo paragrafo alcune delle peculiarita di questa quantita e il
perche la sua determinazione sia cos importante. Successivamente, nel capitolo 5, vedremo il
suo legame con la correlazione seriale.
Per una valutazione corretta del prezzo di un contratto futures (piu in generale di un titolo
derivato) e necessaria una stima ragionevole della volatilita, poiche essa non e una componen-
te direttamente osservabile nel mercato, ma va estrapolata. In questo lavoro di tesi abbiamo
deciso di stimare questa importante quantita tramite il metodo di Fourier (per una trattazione
completa ed esauriente si vedano [29], [5], [4], [32] e [40]). Enunciamo ora alcune generalita
sul metodo in questione, senza approfondire comunque argomenti che vanno al di la della no-
stra trattazione.
Abbiamo visto che la dinamica dei prezzi puo essere descritta da un moto browniano gui-
dato da un processo di Wiener, che, nel caso piu generale possibile, possiamo scrivere come:
dP (t) = µ(t, P (t))dt+ σ(t, P (t))dW (t) (2.15)
dove dP (t) e il logaritmo del prezzo al tempo t, dW e il processo di Wiener con una deter-
minata probabilita di realizzarsi, µ e σ sono due funzioni stocastiche. Possiamo riconoscere
nella formula un termine di deriva, guidato da µ, ed un termine di diffusione, guidato da σ.
Nel caso piu semplice, queste due quantita possono essere assunte per semplicita indipendenti
da teP (t); questo pero, come sara evidente piu avanti, e solo approssimativamente vero per
quanto riguarda µ, mentre non lo e per σ. Consideriamo ora il caso piu generale possibile. Sup-
poniamo per ipotesi che il prezzo sia soggetto a variazioni quadratiche limitate. Dimostriamo
innanzi tutto che nella formula (2.15) la funzione σ e proprio la volatilita. Se deniamo la
volatilita istantanea nel seguente modo:
Σ2(t) = lim
→0+
1

E[[P (t+ )− P (t)]2|Ft]
doveFt indica la ltrazione generata dalle osservazioni del processo stocasticoP no al tempo
t, ossia, in altre parole, l’insieme sequenziale delle informazioni raccolte sul processo no al
tempo t, allora risulta:
Σ2 = lim
→0
1

E[(σ(t)dW (t) + µ(t))2|Ft] =
= lim
→0
1

E[σ2(t) + µ2(t)2|Ft] = σ2(t).
6Solitamente l’intervallo temporale considerato e` un giorno di contrattazione.
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Nel calcolo precedente abbiamo tenuto conto del fatto che, siccome dW e un processo di
Wiener, allora, tramite la teoria dell’integrazione di Ito, si ottiene:
E[(dW )2] = (t+ )− t = 
Malliavin e Mancino [29] ricavano, a partire dai coefcienti di Fourier di dP (t), t ∈ [0, 2pi],:
a0(dP ) =
1
2pi
∫ 2pi
0
dP (t)
ak(dP ) =
1
pi
∫ 2pi
0
cos(kt)dP (t)
bk(dP ) =
1
pi
∫ 2pi
0
sin(kt)dP (t) k ≥ 1
i coefcienti delle sviluppo di Fourier di σ2:
a0(σ
2) = lim
n→∞
pi
n
n∑
s=1
1
2
[
a2s(dP ) + b
2
s(dP )
]
ak(σ
2) = lim
n→∞
2pi
n
n∑
s=1
a2s(dP )as+k(dP )
bk(σ
2) = lim
n→∞
2pi
n
n∑
s=1
a2s(dP )bs+k(dP )
Una volta noti i coefcienti di Fourier, si puo ricavare σ2(t) tramite la formula di inversione di
Fourier-Fejer:
σ2(t) = lim
n→∞
n∑
k=0
(
1− k
n
)
[ak(σ
2)cos(kt) + bk(σ
2)sin(kt)].
In letteratura sono presenti moltissimi modi per la stima della volatilita. Studi sperimentali
sembrano dimostrare che la stima della volatilita tramite il metodo di Fourier e la piu precisa.
In gura 2.4.1 possiamo apprezzare la serie storica della volatilita percentuale dell’intero
campione.
2.5 Il volume degli scambi
Oltre alla volatilita, uno degli indicatori fondamentali presenti nel mercato e il volume degli
scambi, ossia la quantita di contratti scambiata in un pressato periodo temporale. Come visto
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Figura 2.4.1: Serie storica della volatilita` percentuale sull’intero campione. Il picco piu` evidente si riferisce
al periodo immediatamente successivo al giorno 11/09/2001, data dell’attentato alle World Trade Center di
New York. Il periodo e` caratterizzato, come prevedibile, da un’alta oscillazione dei prezzi, e quindi da un’alta
volatilita`.
nel paragrafo 2.1, tra i dati raccolti vi sono due indicatori, il numero dei contratti totale e la
size, ossia il numero di contratti scambiato in una singola transazione, che rendono conto quan-
titativamente dell’intensita dei movimenti in un determinato periodo temporale. In letteratura
la denizione del volume degli scambi non e univoca, ma e legata ad entrambi gli indicatori
ora menzionati. Cos avremo equivalentemente le due seguenti denizioni per il volume degli
scambi su base giornaliera:
 il numero di contratti totale N scambiati in una giornata di contrattazione, ossia il
numero totale di transazioni effettuate;
 il volume totale degli scambi Vtot, ovvero la somma delle size delle singole transazioni
Operando il rapporto tra queste due quantita si puo costruire il volume medio giornaliero,
Vmed = Vtot/N .
Le gure 2.5.1, 2.5.2 e 2.5.3 mostrano le serie storiche, rispettivamente, del numero di con-
tratti, del volume totale e del volume medio, campionati su base giornaliera, nell’intero periodo
di tempo considerato. Come si nota, il numero di contratti e il volume totale sono strettamente
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correlati. Nel graco del volume medio, si possono notare picchi periodici, in corrisponden-
za della scadenza dei contratti. Essi sono causati dal fenomeno del rollover [32, 33]. Come
detto, nel mercato dei futures FIB30 i contratti vengono annullati alla ne di ogni giorno e
riaperti il giorno successivo di contrattazione. Questo processo avviene mediante l’apertura di
contratti di segno opposto rispetto a quelli di cui si vuole la chiusura e la liquidazione della
differenza tra il valore del contratto al momento dell’acquisto e il valore alla scadenza. Nel
caso in cui si volesse mantenere la propria posizione sul contratto oltre la scadenza pressata
(che, ricordiamo, e prevista ogni tre mesi), bisogna chiudere la propria posizione sul contratto
in scadenza e riaprirla sulla scadenza successiva (rollover). Questo procedimento, pero, puo
essere effettuato dalle societa di intermediazione in qualsivoglia momento. Per questo, vicino
alla data di scadenza si presenta questo accumulo di contratti.
Figura 2.5.1: Serie storica nel numero totale di contratti, campionato su base giornaliera.
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Figura 2.5.2: Serie storiche del volume totale degli scambi, campionato su base giornaliera. Come si puo`
osservare, la serie storica e` correlata a quella del numero totale di contratti. L’indice di correlazione e` ρ =
0.90± 0.07
Figura 2.5.3: Serie storiche del volume medio degli scambi, campionato su base giornaliera. I picchi periodici
si riferiscono ai giorni immediatamente precedenti alla chiusura dei contratti. Il meccanismo di formazione di
questi picchi prende il nome di rollover.
Capitolo 3
Analisi spettrale delle serie temporali
In questo capitolo affronteremo alcune questioni riguardanti l’analisi spettrale delle serie tem-
porali, introducendo le tecniche che utilizzeremo per l’analisi empirica delle serie storiche
a nostra disposizione, e il legame tra risultati che si ottengono da queste metodologie e le
correlazioni seriali.
3.1 La funzione di autocorrelazione
Deniamo la funzione di autocorrelazione nel seguente modo:
ρ(τ) =
l−τ∑
k=1
(rk − µˆ)(rk+τ − µˆ)
l∑
k=1
(rk − µˆ)2
, (3.1)
dove µˆ =
∑l
k=1
1
l
rk e rk = lnPk − lnPk−1 e il rendimento valutato tick by tick, una volta
ssato l’orizzonte temporale ∆t.
La conoscenza della funzione di autocorrelazione per la serie storica data permette di dare
una stima della memoria del processo. Si denisce tempo di memoria la scala temporale ti-
pica della funzione di autocorrelazione. L’informazione sulla memoria di un processo si puo
ottenere valutando l’integrale della funzione di autocorrelazione, il quale puo assumere, come
ovvio, un valore nito, essere innito oppure indeterminato, in relazione all’area della porzio-
ne di piano sottesa dalla funzione di autocorrelazione. Nel primo caso il processo ammette una
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memoria tipica, τc, chiamata tempo di correlazione del processo. Questo e naturalmente l’uni-
co caso in cui e possibile stimare la memoria del processo. Il processo stocastico in questione
si dice correlato a corto range. Nei casi in cui l’integrale della funzione di autocorrelazione
sia innito, allora il processo di dice correlato a lungo range.
Un processo stocastico correlato a corto range segue un moto browniano ed ha solitamente
una funzione di autocorrelazione del tipo:
ρ(τ) = ρ(0)e−|τ |/τc, (3.2)
cioe di tipo esponenziale, dove τc, il tempo di memoria, da una stima del tempo di estinzione
della funzione.
3.2 Analisi spettrale delle correlazioni
L’analisi delle correlazioni puo essere condotta anche mediante l’investigazione delle proprieta
spettrali della serie temporale considerata. Se x(t) e un processo stocastico, si denisce densit

a
spettrale del processo la quantita:
G(f) = |x˜(f)|2, (3.3)
dove x˜(f) rappresenta la trasformata di Fourier del processo stocastico. La densita spettrale e
legata alla funzione di correlazione tramite il teorema di Wiener-Khintchine:
ρ(τ) =
∫ ∞
0
G(f)cos(2pifτ)df, (3.4)
la cui formula inversa e:
G(f) = 4
∫ ∞
0
ρ(τ)cos(2pifτ)dτ. (3.5)
Questo teorema esprime in maniera quantitativa la relazione intuitiva che un sistema con una
risposta veloce, cioe con componenti ad alta frequenza, puo rilassare rapidamente all’equili-
brio in conseguenza di un dato spostamento [2].
A titolo di esempio, proponiamo l’analisi spettrale del sistema descritto dalla funzione
di correlazione espressa dalla (3.2). Tenendo conto del seguente integrale:∫ x
0
e−axcos(mx)dx =
a
a2 +m2
,
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si ottiene per G(f):
G(f) = 4
∫ ∞
0
ρ(0)e−τ/τccos(2pifτ)dτ
= 4ρ(0)
1/τc
1/τc + 4pi2f 2
=
4ρ0τc
1 + (2pifτc)2
Lo spettro di G(f) e bianco, cioe quasi costante, per frequenze molto piu piccole della
frequenza di taglio, denita come 1/2piτc. Nel caso opposto, ossia per frequenze maggiori
della frequenza di taglio, lo spettro di potenza e di tipo 1/f 2, compatibile con un processo di
Wiener.
3.2.1 La trasformata di Fourier
Come accennato, la densita spettrale di un processo stocastico x(t) si ottiene valutando la
trasformata di Fourier del processo stesso. Se ci riferiamo ad un processo continuo nel tempo
per trasformata di Fourier intendiamo la quantita:
x˜(f) =
∫ +∞
−∞
x(t)e2piiftdt, (3.6)
che ammette come trasformazione inversa:
x(t) =
1
2pi
∫ +∞
−∞
x˜(t)e−2piiftdf. (3.7)
Per un processo che avviene in tempo discreto, invece, la valutazione della trasformata di
Fourier necessita di alcune accortezze.
Il teorema di sampling Sia per ipotesi ∆ l’intervallo di tempo che intercorre tra due os-
servazioni successive; ipotizziamo, inoltre, che ∆ sia costante. Per ogni intervallo di cam-
pionamento di larghezza ∆ esite una frequenza fc, detta frequenza critica di Nyquist, data
da:
fc ≡ 1
2∆
La frequenza fc e importante perch·e la sua determinazione e legata al seguente:
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Teorema 1 (di sampling) Se x(t)

e una funzione continua, campionata ad intervalli di am-
piezza ∆, se x(t) ha larghezza di banda limitata a frequenze pi

u piccole in ampiezza di fc,
ossia x˜(f) = 0 per |f | ≥ fc, allora il valore di x(t) e completamente determinato dal valore
della funzione campionata xn ≡ x(n∆), n  Z.
In formule:
x(t) = ∆
+∞∑
n=−∞
xn
sin [2pifc(t− n∆)]
pi(t− n∆) . (3.8)
Il teorema di sampling e importante perch·e ci dice qual e il contenuto di informazione di una
funzione continua, discretizzata con un intervallo di campionamento ∆; e comunque evi-
dente che esso risulta inferiore a quello della funzione continua.
Una conseguenza del teorema di sampling e che se ci sono effetti legati ad una densita di
potenza spettrale relativa a frequenze piu grandi di |fc|, il loro contributo non e considerato
nella valutazione di x(t). Questo fenomeno e chiamato aliasing. Per ovviare a questo pro-
blema, nella valutazione della trasformata di Fourier discreta si assume che il contributo delle
densita spettrali a frequenze maggiori di |fc| sia nullo.
Valutiamo, in conclusione, la trasformata di Fourier discreta di una funzione per un nume-
ro nito di punti. Supponiamo di avere N valori consecutivi di x(t) campionati ad un periodo
∆:
xk ≡ x(tk), tk ≡ k∆, k = 0, . . . , N − 1
e
fn =
n
N∆
n = −N
2
, . . . ,
N
2
dove fn sono i valori di frequenza discreti che consideriamo nell’intervallo [−fc, fc] e N e
stato assunto essere pari per semplicita.
Possiamo quindi scrivere:
x˜(fn) =
∫ +∞
−∞
x(t)e2piifntdt ≈
N−1∑
k=0
xke
2piifntk ∆ = ∆
N−1∑
k=0
xke
2piikn/N (3.9)
che rappresenta l’espressione della trasformata di Fourier discreta degliN punti xk. La forma
della trasformata inversa si ottiene invertendo il segno dell’esponenziale e dividendo la serie
per N .
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3.2.2 Il metodo della Fast Fourier Transform (FFT)
Il metodo della Fast Fourier Transform (FFT) permette di implementare dal punto di vista
computazionale la trasformata di Fourier discreta. Riscriviamo la (3.9); deniamo il numero
complesso:
W ≡ e2pii/N ; (3.10)
possiamo quindi scrivere (∆ = 1):
x˜(fn) =
N−1∑
k=0
W nkxk.
Il vettore xk e moltiplicato con una matrice il cui elemento di posto nk e la costante W elevato
alla nk. Questa moltiplicazione richiedeN 2 moltiplicazioni complesse. Vedremo come la FFT
necessiti solo di Nlog2N operazioni. Dal punto di vista del tempo-macchina, la differenza tra
le due quantita di operazioni e immensa. La derivazione dell’algoritmo si deve a Danielson e
Lanczos [13].
Danielson e Lanczos hanno dimostrato che una trasformata di Fourier di lunghezzaN (con
N pari) puo essere riscritta come somma di due trasformate di Fourier discrete di lunghezza
N/2. Una delle due e composta di tutti i termini pari no ad N , l’altra di tutti i termini dispari
no a N . In formule, se indichiamo con Fk la trasformata di Fourier discreta del processo
stocastico fk:
Fk =
N−1∑
j=0
e2piijk/Nfj =
=
N/2−1∑
j=0
e2pii(2j)k/Nf2j +
N/2−1∑
j=0
e2pii(2j+1)k/Nf2j+1 =
=
N/2−1∑
j=0
e2piijk/(N/2)f2j +W
k
N/2−1∑
j=0
e2piijk/(N/2)f2j+1 =
= F ek +W
kF ok
Nell’ultima espressione,W e la costante complessa denita nell’equazione (3.10), F ek e F ok so-
no, rispettivamente, la k-esima componente della trasformata di Fourier discreta di lunghezza
N/2 valutata tenendo conto solo delle componenti di posto pari e la k-esima componente della
trasfomata di Fourier discreta di lunghezzaN/2 valutata tendendo conto solo delle componenti
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di posto dispari. Il calcolo della trasformata Fk si riduce, quindi, al calcolo delle componenti
F ek e F
o
k ; questo risultato prende il nome di lemma di Danielson e Lanczos.
Il risultato piu importante, pero, del lemma risiede nel fatto che puo essere applicato ri-
corsivamente, ossia possiamo valutare F ek calcolando la somma della componente F eek e della
componente F eok di lunghezza N/4, e cos via. Se il numero di dati N e una potenza intera di
2, allora possiamo iterare il lemma in modo tale da ridurre i dati no a dover valutare trasfor-
mate di Fourier di lunghezza unitaria. Ma la trasformata di Fourier di lunghezza unitaria e la
trasformazione identita; quindi:
F eoeeoeo...oek = fn per qualche valore di n (3.11)
dove fn non e altro che uno dei numeri in ingresso.
Il passo successivo consiste nel trovare il valore di n per il quale nella (3.11) appare la
sequenza specica indicata di eoeeoeo . . . oe; questo puo essere fatto invertendo le e e le o e
assegnando a e il valore 0 e a o il valore 1. Il numero cos ottenuto sara, in binario, il valore
di n al quale corrisponde la sequenza specica. Questo procedimento e detto di bit reversal.
Piu in dettaglio, ipotizziamo, a partire dalla successione di fn, (n = 0, . . . , N − 1), di voler
ricavare la trasformata Fk, (k = 0, . . . , N − 1). Data la successione degli fn, di ogni n, scritti
in base 10, si considera il trasformato in base 2; si rovescia quindi l’ordine dei bit e si ha
la giusta successione di e e di o: conosciamo cos gli F eoeeoeo...oek = fn. Ricombiniamo ora a
due a due le coppie adiacenti (ossia quelle con solo gli ultimi e− o diversi) di Fk, passando da
trasformazioni di Fourier ad un punto a trasformazioni di Fourier a due punti, a quattro ecc.,
no ad ottenere la trasformata voluta. In totale, il numero di operazioni che il nostro calcolatore
deve effettuare sara N volte il numero totale di sequenze che potranno essere generate, ossia
log2N , quindi Nlog2N .
Per ridurre ulteriormente il tempo necessario al calcolatore ad effettuare le trasformate,
suddividiamo la successione originaria fn di numeri reali in due parti di uguale lunghezza,
dividendo i numeri di posto dispari da quelli di posto pari. Il vettore al quale applichiamo
l’algoritmo di FFT e:
hj = f2j + if2j+1 con j = 0, . . . ,
N
2
− 1
e la risultante trasformata di Fourier sara:
h˜k = F
e
k + iF
o
k (3.12)
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con
F ek =
N/2−1∑
j=0
ei
2pik
N/2
jf2j F
o
k =
N/2−1∑
j=0
ei
2pik
N/2
jf2j+1
e quindi:
Fk = F
e
k + e
i 2pik
N F ok (3.13)
3.2.3 Il metodo della Detrended Fluctuation Analysis (DFA)
Alternativamente al metodo della FFT, viene spesso utilizzato in sica come metodo di indagi-
ne la Detrended Fluctuation Analysis (DFA). Il suo utilizzo e soprattutto legato all’indagine
di correlazioni a lungo range. In sintesi, la DFA consiste nello studiare l’evoluzione nel tempo
della deviazione standard della serie temporale integrata.
Sia xi, (i = 1, . . . , N ) una serie storica stazionaria di variabili stocastiche casuali. Assu-
miamo per semplicita che le variabili siano a media nulla e varianza unitaria. La serie integrata
e denita come:
Xn =
n∑
i=1
xi con n = 1, . . . , N. (3.14)
Studiamo la varianza della serie integrata:
E[X2n] = E
[∑
ij
xixj
]
=
=
∑
i=j
E
[
x2i
]
+
∑
i6=j
E [xixj] =
= nE
[
x21
]
+ 2
n−1∑
k=1
(n− k)E [x1x1+k] .
Per grandi valori di n risulta:
E
[
X2n
] ≈ n{E [x21]+ 2 n−1∑
k=1
E [x1x1+k]
}
Poich·e E(x2i ) e indipendente da n, allora e il secondo termine nell’ultima espressione, ossia
la funzione di autocorrelazione, che determina il comportamento della varianza rispetto a n.
Distinguiamo due casi:
1. per correlazioni a corto range, la varianza della somma (3.14) dipende da n in modo
lineare;
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2. per correlazioni a lungo range, la varianza della somma (3.14) dipende da n in modo pi

u
che lineare1.
Studiare la dipendenza da n della varianza della serie temporale equivale a stimarne le pro-
prieta di scaling. Una serie temporale si dice self-similar se esiste un α tale che:
f(t) ∼= λαf
(
t
λ
)
dove con il simbolo∼= vogliamo mettere in evidenza che i due termini hanno le stesse proprieta
statistiche descritte dalla funzione f . L’esponente α e detto parametro della self-similarity2.
Nel nostro caso, se partiamo dall’osservazione della funzione varianza in una nestra larga
N , restringiamoci ad osservarla in una nestra larga N/λ, da cui λ = N/n numero delle
nestre larghe n. Se la varianza dipende da n con una sua potenza, ossia:
V ar(n) = E
[
X2n
] ∼ nα
allora possiamo scrivere:
V ar
(
N
λ
)
=
V ar(N)
Nα
(
N
λ
)α
il che vuol dire che la varianza e self-similar con parametro α.
A volte la presenza di trend nelle serie temporali crea self-similarita apparente. Per ovviare
a questo inconveniente si utilizza come metodo di indagine la DFA, in cui, anzich·e conside-
rare la somma degli scarti attorno alla media, si sommano gli scarti rispetto ad un trend stimato.
L’applicazione del metodo della DFA si compone di una serie di passaggi successivi:
1. Si integra la serie storica degli xi, (i = 1, . . . , N ), valutando la nuova serie storica
yk =
∑n
i=1(xi − x), (k = 1, . . . , N), dove x = 1N
∑N
i=1 xi e la migliore stima della
media della serie originaria;
2. si divide la serie integrata in N/l sottosequenze di uguale ampiezza l, non sovrapposte:
ylk(n) k = 1, . . . , l
n = 1, . . . , N/l.
1La dipendenza della varianza da n si dice piu` che lineare quando:
E
[
X2n
] ∼ nη+1 con 0 < η < 1.
2A volte definisce equivalentemente α come esponente critico.
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Di ognuna di queste sottosequenze si calcola il local trend y lk(n), ossia l’ordinata di un
t lineare operato con il metodo dei minimi quadrati3 all’interno della sottosequenza;
3. All’interno di ciascuna delle sottosequenze si valuta la somma degli scarti rispetto al
trend locale,
(f l)2(n) =
1
l
l∑
k=1
[
ylk(n)− ylk(n)
]2
,
e poi si media su tutte le sottosequenze n = 1, . . . , N
l
.
Questo e equivalente, una volta rimesso in successione le ylk(n) al variare di n =
1, . . . , N
l
nel seguente modo:
{ylk}k=1,...,N ≡ {ylk(1), . . . , ylk
(
N
l
)
}k=1,...,l
a valutare la seguente espressione, una volte ssata la lunghezza delle sottosequenze l:
F (l) =
√√√√ 1
N
N∑
k=1
[yk − ylk]2; (3.15)
4. si ripete il procedimento utilizzando un diverso valore per l; si costruisce in questo
modo una distribuzione per le F (l). Se la varianza modicata in questo modo gode
delle proprieta di scaling, allora risultera:
F (l) ∼ lα (3.16)
dove il valore di α caratterizza la correlazione.
In base al valore di α, infatti, possiamo distinguere:
 in caso di autocorrelazione nulla, il processo che guida la serie temporale e un rumore
bianco, e in tal caso il valore dell’esponente e α = 0.5;
 in caso di correlazione a corto range, ossia descritta da una funzione di tipo esponenziale,
il valore di α e superiore a 0.5 e si avvicina a 0.5 tanto piu quanto il tempo di memoria
e piccolo;
3Per un riferimento al metodo di stima con i minimi quadrati ordinari si veda [37] e, piu` avanti in questo
lavoro, il capitolo 5.
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 in caso di correlazione a lungo range, il valore dell’esponente α si avvicina a 1 restando
minore. In particolare, se il processo che guida la serie temporale segue una legge a
potenza ρ(τ) ∼ |τ |η−1 (0 < η < 1), allora esiste una relazione che lega η a α:
η + 1
2
= α; (3.17)
 se α > 1, allora e escluso che le correlazioni siano descritte da leggi a potenza; entrano
in gioco processi di altro tipo (ad es. rumore marrone4 ).
3.3 Applicazioni dell’analisi spettrale
L’adozione dei metodi dell’analisi spettrale per la determinazione delle caratteristiche delle
serie temporali e di notevole rilevanza nella letteratura recente, in particolare in quella legata
allo studio dei mercati nanziari. Tra quelli citati, e l’uso della DFA ad essere predominante
nello studio delle serie nanziarie. Riportiamo ora un breve excursus su alcuni dei lavori di
maggiore interesse di questi ultimi anni su questo argomento.
In un lavoro del 2000 [21] P. Grau-Carles ha studiato la presenza di effetti di memoria lunga
nelle serie storiche dei rendimenti, estratte dalle registrazioni di 4 importanti indici (DOW-
JONES, S&P500, FTSE e NIKKEI) e un indice di minore rilevanza (l’indice generale della
borsa di Madrid, IGBM). L’analisi viene condotto mediante 4 metodi di indagine:
 stima del parametro H di Hurst (ossia del coefciente critico, analogo a quello trovato
tramite la DFA) mediante analisi del rapporto tra la media dei rendimenti su un periodo
e la varianza sullo stesso periodo;
 DFA;
 procedura parametrica basata sull’analisi della pendenza della funzione di densita spet-
trale attorno alla frequenza angolare ω = 0;
 stima tramite un modello ARFIMA (Auto Regressive Fractionally Integrated Moving
Average) stazionario.
4Per rumore marrone intendiamo un rumore la cui gamma di frequenze si posiziona tra il rumore bianco e il
rumore rosa, con uno spettro del tipo 1/f 2. E` il rumore tipico del tuono.
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Tramite queste metodologie l’autrice dimostra che le serie storiche dei rendimenti in esame
non mostrano evidenza di correlazioni a lungo range, mentre cio si manifesta nelle serie stori-
che dei valori assoluti dei rendimenti e nelle serie storiche dei quadrati dei rendimenti.
In un lavoro dell’anno successivo [22], la stessa Grau-Carles propone lo stesso tipo di
studio riportato precendentemente, conducendo questa volta l’analisi su indici di diversi pae-
si: americano (S&P500), inglese (FTSE), giapponese (NIKKEI), francese (CAC40), tedesco
(DAX) e spagnolo (IBEX35). In questo caso, l’autrice restringe i metodi di analisi alla sola
DFA e propone, come nel lavoro precedente, il confronto tra gli esponenti critici per le serie
storiche dei rendimenti, per i valori dei rendimenti e per i quadrati dei rendimenti. Anche
in questo caso, le serie storiche dei rendimenti considerate non mostrano correlazioni a lun-
go range, mentre i valori assoluti e i quadrati dei rendimenti mostrano questa proprieta. In
particolare, per i valori assoluti, il metodo della DFA mostra due regioni caratterizzate da un
differente comportamento a legge a potenza, con un cross-over di circa 41 giorni.
L’analisi delle correlazioni a lungo range nelle serie storiche dei rendimenti e anche l’ar-
gomento di un lavoro di R.L. Costa e G.L. Vanconcelos [12], i quali propongono lo studio del
coefciente critico tramite la DFA sul mercato brasiliano delle merci (Ibovespa). L’indagine
viene condotta preliminarmente su un periodo di tempo di circa 30 anni. I risultati mostrano
effetti di persistenza nelle serie storiche per periodi di circa 6 mesi, tempo al quale il mercato
sembra perdere la memoria. Se il periodo di tempo viene ristretto a nestre di 3 anni, a partire
dal 1990 questi effetti scompaiono. Gli autori propongono per la dinamica del mercato bra-
siliano un modello di moto browniano multifrazionale, che preveda la variazione nel tempo
dell’esponente critico delle serie storiche dei rendimenti.
L’uso della DFA non e pero legato esclusivamente ad analisi di questo tipo. In ordine di
tempo, le prime applicazioni di questa tecnica hanno riguardato lo studio delle caratteristiche
di serie temporali legate a fenomeni complessi di tipo biologico, come l’analisi clinica [19], il
battito cardiaco [35] o l’organizzazione dei nucleotidi del DNA [34].
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3.4 Analisi delle proprieta` spettrali delle serie storiche dei
rendimenti
In questo paragrafo riportiamo i risultati dell’applicazione ai nostri dati dei metodi dell’analisi
spettrale descritti in precedenza. Lo studio sara condotto tramite analisi degli esponenti critici5:
 nel caso della FFT, studiamo l’andamento della densita spettrale della funzione di cor-
relazione dei rendimenti, la quale, in assenza di correlazioni seriali, e distribuita come
una delta di Dirac in funzione del tempo di correlazione. Studieremo quindi il valore
dell’esponente η di tale densita spettrale;
 nel caso della DFA, studieremo l’esponente α che caratterizza l’andamento della va-
rianza modicata, in modo da ricavare le proprieta di scaling della distribuzione dei
rendimenti.
In g. 3.4.1 possiamo osservare la densita spettrale della serie storica dei rendimenti ottenuto
tramite fast Fourier transform, in caso di equispaziatura dei dati uguale a 30 secondi, per il gior-
no 11 gennaio 2000. Possiamo notare come l’esponente critico, che si ottiene dalla pendenza
della retta che meglio tta i dati gracati in scala bilogaritmica, sia uguale a η = 0.52± 0.15,
diverso dal valore atteso η = 0. Questo comportamento puo essere dovuto alla presenza di
effetti di correlazione indotti dalla microstruttura del mercato. Se aumentiamo la equispazia-
tura dei dati, otteniamo la densita spettrale in g. 3.4.2. In questo caso la pendenza della retta
e η = −0.06 ± 0.04, molto piu vicino all’ipotesi di assenza di correlazioni della serie storica
osservata in precendenza.
Per quanto riguarda, invece, l’applicazione della DFA, in g. 3.4.3 possiamo osservare, in
scala bilogaritmica, il risultato della linearizzazione della densita spettrale ottenuto tramite tale
tecnica, in caso di equispaziatura dei dati uguale a 30 secondi, ancora per il giorno 11 gennaio
2000. Possiamo osservare come il miglior t dei dati ci permetta di stimare il valore del coef-
ciente α = 0.52 ± 0.15, compatibile con l’ipotesi di assenza di correlazione. In g. 3.4.4
possiamo osservare la stessa analisi per dati equispaziati ogni 60 secondi. Anche in questo
caso il valore del coefciente critico (α = 0.54± 0.16) ci permette di confermare l’ipotesi di
assenza di correlazioni seriali.
5Tutti i valori dei coefficienti critici (comprese le incertezze) che sono riportati qui di seguito sono stati ottenuti
da PAW.
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Per generalizzare il nostro studio, applichiamo ai dati di ognuno dei giorni a nostra disposi-
zione FFT e DFA e ricaviamo la distribuzione dei coefcienti critici in modo analogo a quello
visto in precedenza.
Figura 3.4.1: Densita` spettrale, ottenuta tramite FFT della serie storica dei rendimenti del giorno 11 gennaio
2000. L’equispaziatura e` di 30 secondi. La retta che meglio fitta i dati ha pendenza uguale a −0.47± 0.31.
Per rendere signicativa la nostra analisi, confrontiamo le distribuzioni ottenute con quelle
ricavate da due serie temporali dalle caratteristiche spettrali note: la prima serie che conside-
riamo e stata ottenuta semplicemente mescolando i dati a nostra disposizione (bootstrap6); la
seconda e stata invece ricavata considerando i valori assoluti dei rendimenti reali; e noto in
letteratura, infatti, che una serie storica cos costruita possiede la proprieta di essere fortemen-
te autocorrelata [26]. Ci aspettiamo che l’applicazione delle tecniche di analisi spettrale alle
serie ora descritte fornisca i seguenti risultati, come gia affermato in precedenza:
 in assenza di correlazioni seriali, possiamo schematizzare la funzione di autocorrelazio-
ne come una δ(τ); quindi:
1. la FFT fornisce, per una sollecitazione a forma di delta, una costante; in altre
parole, la densita spettrale deve essere descritto da una gaussiana centrata in 0;
6Per una descrizione del processo di bootstrap si veda [31] e piu` avanti in questo stesso lavoro il
paragrafo 4.8.2.
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Figura 3.4.2: Densita` spettrale, ottenuta tramite FFT della serie storica dei rendimenti del giorno 11 gennaio
2000. L’equispaziatura e` di 60 secondi. La retta che meglio fitta i dati ha pendenza uguale a −0.06± 0.04.
2. nella DFA, come detto, il valore di α deve essere 0.5; analogamente a quanto detto
per la FFT, la densita spettrale deve essere descritto da una gaussiana centrata in
0.5 (vedi (3.17));
 in presenza di forte autocorrelazione:
1. la FFT deve fornire una distribuzione centrata in un valore differente da 0;
2. nella DFA il valore del coefciente α deve risultare minore o uguale a 1;
Come si puo osservare dalla gura 3.4.5, nel caso della FFT, in assenza di correlazioni
(graco tratteggiato a destra), la distribuzione dei valori e una gaussiana centrata in 0, mentre
in presenza di forte autocorrelazione (linea continua, a sinistra), il graco si discosta decisa-
mente dal valore 0, sia nel caso in cui l’equispaziatura dei dati sia di 30 secondi, sia nel caso
in cui sia di 60 secondi. La distribuzione spettrale dei rendimenti reali (linea tratteggiata, in
mezzo) e invece differente nei due casi: nel caso di equispaziatura di 30 secondi la densita
spettrale differisce da quella attesa, ossia quello in cui non ci sono fenomeni di correlazione, il
che suggerirebbe la presenza di sorgenti di correlazione ad alta frequenza, come osservato nel
paragrafo 2.3. Se ssiamo, invece, il valore del periodo di equispaziatura a 60 secondi questi
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Figura 3.4.3: Dipendenza del valore della varianza modificata F (l) dall’ampiezza della finestra l per la serie
storica dei rendimenti del giorno 11 gennaio 2000. Il grafico e` in scala bilogaritmica. Equispaziatura di 30
secondi. Il valore dell’esponente critico e` uguale a α = 0.52± 0.15.
effetti sembrano svanire, il che porta a considerare la presenza di autocorrelazioni indotte da
fenomeni di microstruttura almeno per frequenze piu alte di quella ora considerata.
Per quanto riguarda la DFA (gura 3.4.6), questi effetti sembrano essere di minore en-
tita: la serie dei rendimenti reali (linea continua in entrambi i graci) si mantiene sempre
in mezzo tra la serie dei rendimenti in valore assoluto (linea tratteggiata a destra) e la serie
dei rendimenti mescolati (linea tratteggiata a sinistra). In particolare, in caso di equispaziatura
a 60 secondi, non e possibile distinguere la linea reale da quella attesa in caso di assenza di
correlazione.
I risultati forniti dall FFT suggeriscono come 30 secondi possa essere un valore troppo
piccolo per l’equispaziatura dei dati. D’altronde, la DFA non conferma questa affermazione,
anche se la curva dei dati reali risulta leggermente differente da quella costruita con i rendi-
menti mescolati. Tramite l’utilizzo del test del V R, che sara introdotto nel prossimo capitolo,
tenteremo anche di capire quale dei due metodi fornisca risultati piu attendibili in analisi di
questo tipo.
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Figura 3.4.4: Dipendenza del valore della varianza modificata F (l) dall’ampiezza della finestra l per la serie
storica dei rendimenti del giorno 11 gennaio 2000. Il grafico e` in scala bilogaritmica. Equispaziatura di 30
secondi. Il valore dell’esponente critico e` uguale a 0.54± 0.16.
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Figura 3.4.5: Analisi delle serie storiche dei rendimenti effettuata tramite fast Fourier transform. Il confronto
e` stato condotto su una serie (derivata) di rendimenti mescolati (linea tratteggiata), una serie (derivata) di
rendimenti presi in valore assoluto (linea continua) e la serie di rendimenti reali (linea punteggiata). In alto
abbiamo considerato equispaziatura di 30 secondi per la griglia dei dati. In basso abbiamo ampliato l’intervallo
di campionamento a 60 secondi.
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Figura 3.4.6: Analisi delle serie storiche dei rendimenti effettuata tramite Detrended Fluctuation Analysis. Il
confronto e` condotto su una serie (derivata) di rendimenti mescolati (linea tratteggiata), una serie (derivata) di
rendimenti in valore assoluto (linea punteggiata) e rendimenti reali (linea continua). In alto abbiamo considerato
equispaziatura a 30 secondi, in basso equispaziatura a 60 secondi.
Capitolo 4
Il Variance Ratio test
Dopo aver affrontato lo studio delle caratteristiche delle serie temporali dei rendimenti tramite
l’analisi spettrale, introduciamo ora un test statistico, denominato Variance Ratio test (V R),
di largo utilizzo in analisi di questo tipo. Verra discusso, parallelamente, per la stessa analisi
un altro test classico nello studio di correlazioni seriali, il test di Ljung-Box o Q-test, i cui
risultati saranno confrontati con quelli ottenuti tramite il V R test.
4.1 Generalita`
Il variance ratio test e un test statistico che si basa, come suggerisce il nome stesso, sul calcolo
del rapporto tra le varianze estratte da due campioni. E estremamente potente poich·e e distri-
bution free, ossia la sua applicabilita non dipende dalla distribuzione dalla quale il campione
viene estratto. Sia r1, . . . , rnq un insieme di nq osservazioni (rendimenti) estratte dal campione
(serie storica). Si denisce:
V R(q) =
V ar[rt(q)]
V ar[rt]
= 1 +
q−1∑
k=1
(
1− k
q
)
ρk, (4.1)
dove
rt(q) =
q∑
k=1
rk (4.2)
rappresenta il rendimento sul periodo q e ρk e l’autocorrelazione sul periodo k (formula (3.1)).
L’ipotesi che il nostro studio impone per il campione dei rendimenti e che la sua dinamica
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segua un random walk1. Da cio immediatamente ρk ≡ 0 ,∀k. Per il nostro test questo si
traduce in:
E[V R(q)] = 1
Ricaveremo le espressioni del VR e la sua distribuzione asintotica per campioni con varian-
za costante nel tempo (omoschedasticita). In seguito vedremo come modicare queste espres-
sioni nel caso piu vicino alla realta di campioni con varianza variabile nel tempo (eterosche-
dasticita). Seguendo la notazione di Lo e MacKinley [28], supponiamo di avere un campione
di prezzi2 formato da nq + 1 osservazioni, dove q e un intero maggiore di 1. Deniamo:
µˆ ≡ 1
nq
nq∑
k=1
(Pk − Pk−1) = 1
nq
(Pnq − P0) (4.3)
σˆ2a ≡
1
nq
nq∑
k=1
(Pk − Pk−1 − µˆ)2 (4.4)
σˆ2b ≡
1
nq
n∑
k=1
(Pqk − Pqk−q − qµˆ)2. (4.5)
Notiamo che nella precedente denizione σˆ2a e lo stimatore del parametro σ2 del campione
ottenuto con il metodo del massimo della verosimiglianza e quindi gode delle proprieta di
efcienza e normalita asintotica [37]. Deniamo, a questo punto, V R(q) nel seguente modo:
V R(q) =
σˆ2b
σˆ2a
. (4.6)
Si puo quindi rafnare la statistica introducendo due migliorie. La prima si riferisce alla va-
rianza σˆ2b utilizzata nella (4.6). Il numero di osservazioni che intervengono nella somma e n;
se al posto di σˆ2b consideriamo la quantita:
σˆ2c ≡
1
nq2
nq∑
k=q
(Pk − Pk−q − qµˆ)2 (4.7)
notiamo che alla somma contribuiscono nq − q + 1 termini. Diciamo che in questo caso
usiamo le osservazioni overlapping. L’uso di questo stimatore e preferito esclusivamente poi-
1Di norma, in statistica, l’assunto fondamentale da testare viene definito ipotesi nulla o H0 [37]. D’ora in poi
faremo riferimento all’ipotesi di moto browniano per la dinamica dei rendimenti utilizzando indifferentemente
uno dei termini ora introdotti.
2Per prezzi intendiamo il logaritmo dei prezzi realmente osservati.
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ch·e porta ad un aumento notevole della statistica (intesa come numero di osservazioni che
intervengono nella valutazione). Correggiamo quindi la formula (4.6) nel modo seguente:
V˜ R(q) =
σˆ2c
σˆ2a
(4.8)
Il secondo rafnamento che puo essere attuato prevede l’inserimento dei seguenti operatori
unbiased3:
σ˜2a ≡
1
nq − 1
nq∑
k=1
(Pk − Pk−1 − µˆ)2 (4.9)
e
σ˜2c ≡
1
m
nq∑
k=q
(Pk − Pk−q − qµˆ)2 (4.10)
dove:
m = q(nq − q + 1)
(
1− q
nq
)
. (4.11)
Si puo dimostrare [39] che l’uso di questa statistica porta ad un’incertezza standard minore del
22% rispetto alla statistica non-overlapping.
Quindi, nel caso di incrementi indipendenti e omoschedastici, la distribuzione asintotica
delle due statistiche e:
√
nq(V R(q)− 1)→ N(0, 2(q − 1)) (4.12)
Z1 ≡ √nq(V˜ R(q)− 1)→ N
(
0,
2(2q − 1)(q − 1)
3q
)
(4.13)
Diamo ora l’espressione della distribuzione asintotica della V˜ R(q) sotto l’ipotesi nulla, in caso
di incrementi eteroschedastici. Deniamo:
3L’uso di questi operatori non introduce miglioramenti sensibili nella stima del VR, bensı` nel calcolo della
sua distribuzione asintotica. Anche questo e` stato dimostrato da Lo e MacKinley [27].
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δˆk =
nq
nq∑
j=k+1
(Pj − Pj−1 − µˆ)2(Pj−k − Pj−k−1 − µˆ)2
[ nq∑
j=1
(Pj − Pj−1 − µˆ)2
]2 (4.14)
θˆ(q) = 4
q−1∑
k=1
(
1− k
q
)2
δˆk (4.15)
Z2 ≡ √nq(V˜ R(q)− 1) ∼ N(0, θ). (4.16)
In questo caso la statistica del V˜ R e distorta, ma resta consistente4 [28]. Le quantita δˆk e
θˆ(q) rappresentano gli stimatori, sotto l’ipotesi di incrementi eteroschedastici, della funzione
di autocorrelazione e della varianza asintotica della distribuzione statistica del variance ratio,
rispettivamente.
4.2 La distribuzione di Fisher-Snedecor
Il V R test rappresenta il caso piu generale di un test statistico molto usato in sica, il test di
Fisher-Snedecor o F-test. Il test in questione viene effettuato esclusivamente nell’ipotesi che i
set di dati dai quali vengono estratte le misure siano normali. Vediamo ora in dettaglio alcune
delle caratteristiche fondamentali del test e la sua distribuzione asintotica [37].
Assumiamo che s21 sia una stima della varianza σ21 di un campione casuale formato da n+1
elementi. La sua distribuzione di probabilita sara:
s21 ∼
σ2 · χ2n
n
. (4.17)
4Una statistica si dice consistente [37] quando, detto ϑ il valore vero del parametro e ϑˆn il suo stimatore si ha
che:
limn→+∞Et[ϑˆn] = ϑ.
Invece una statistica si dice corretta, utilizzando con lo stesso significato i simboli introdotti precedentemente,
quando:
Et[ϑˆn] = ϑ.
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Assumiamo che da un altro campione di ampiezza m+ 1 abbiamo stimato un’altra varianza di
campionamento s22 tale che:
s22 ∼
σ2 · χ2m
m
. (4.18)
Applicare il test signica valutare quanto s21 differisca da s22 o, il che e lo stesso, testare
l’ipotesi:
s21 = s
2
2 = s
2 ipotesi nulla. (4.19)
Analogamente a quanto visto per il V R, la statistica di cui intendiamo studiare le caratteristiche
e:
Fn,m =
s21
s22
, (4.20)
che puo essere valutata nel seguente modo:
Fn,m =
s21
s22
=
σ2·X2n
n
σ2·X2m
m
=
X2n
n
X2m
m
, (4.21)
e risulta, quindi, indipendente da σ e dipende solo dal rapporto tra due variabili distribuite
come χ2ν .
Il nostro obbiettivo, quindi, e trovare la distribuzione di probabilita della funzione F delle
due variabiliχ2 che chiameremo d’ora in poi V eW , rispettivamente con n em gradi di liberta.
La distribuzione di probabilita congiunta di V e W e il prodotto delle singole distribuzioni di
probabilita:
P(V,W )dV dW =
1
Γ
(
m
2
)
2
m
2
V (
m
2
−1)e−
V
2
1
Γ
(
n
2
)
2
n
2
W (
n
2
−1)e−
W
2 dV dW, (4.22)
dove:
Γ(α) =
∫ ∞
0
yα−1e−ydy.
Operiamo un cambio di variabile:
F =
V
m
W
n
V = V
da cui, risolvendo rispetto alle nuove variabili:
W =
n
m
V
F
V = V.
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Lo Jacobiano della trasformazione si trova facilmente:
∂(V,W )
∂(F, V )
=
[
∂V
∂F
∂V
∂V
∂W
∂F
∂W
∂V
]
=
n
m
V
F 2
e quindi possiamo rimpiazzare V e W nell’espressione della probabilita P(V,W ) con le varia-
bili V e F :
q(F, V )dFdV = p(V,W (F, V )) ·
∣∣∣∣∂(V,W )∂(F, V )
∣∣∣∣ dFdV (4.23)
ottenendo:
q(F, V ) =
(
n
m
)n
2(
m
2
− 1)! · (n
2
− 1)! · nm2 ·mn2 . (4.24)
La distribuzione marginale5 di F si ottiene tramite l’integrazione su V . Per l’integrazione
ricordiamo l’integrale notevole: ∫ ∞
0
V αe−
V
β dV = α!βα−1.
Quindi:
f(F )m,n = C · F
m
2
−1
(n · F +m)m+n2 (4.25)
dove abbiamo posto:
C =
Γ
(
m
2
+ n
2
)
Γ
(
m
2
)
Γ
(
n
2
) · nm2 ·mn2 .
Da s21 e s22 si ottiene dalle tavole il livello di signicativita della differenza.
5I singoli eventi possono essere classificati in base ad uno o piu` criteri. Si parla di probabilita` marginale quan-
do uno o piu` dei criteri sono ignorati nella classificazione. Supponiamo che gli eventi possano essere classificati
secondo i criteri A e B, ossia:
A : a1, a2, . . . , am
B : b1, b2, . . . , bn.
Allora la probabilita` marginale di A e`:
P(ai) =
n∑
j=1
P(ai ∩ bj)
ossia si ottiene “integrando” sulla classificazione B. Allo stesso modo, la probabilita` marginale di B e` espressa
da:
P(bi) =
m∑
i=1
P(ai ∩ bj).
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4.3 Uso della funzione di autocorrelazione: il test di Ljung-
Box
La funzione di autocorrelazione denita nel paragrafo 3.1 puo essere usata per effettuare un
test statistico abbastanza diffuso per analisi di questo tipo, il test di Ljung-Box o Q-test (si
vedano alcuni esempi in [3, 8]). Abbiamo deciso di includere la valutazione dell’ipotesi di
random walk per il mercato italiano dei futures effettuata tramite questo test. Riportermo nel
paragrafo 4.8 i risultati che abbiamo ottenuto.
Deniamo:
Q(m) = N(N + 2)
m∑
k=1
1
N − kρ
2
k (4.26)
dove N e il numero di dati utilizzati nella stima e ρk e il k-esimo coefciente di autocorre-
lazione dei rendimenti logaritmici. Se e vera l’ipotesi di assenza di correlazione seriale, Q e
distribuito come un χ2 a m gradi di liberta.
4.4 V R e Ljung-Box
La formula (4.1) mostra la dipendenza lineare del V R test dalla funzione di autocorrelazione.
Vogliamo sottolineare ora alcuni concetti sul V R e sul suo legame con il Ljung-Box test o
Q-test.
Consideriamo la quantita Mr(q) ≡ (V˜ R(q)− 1). Notiamo che, se q = 2, possiamo esprimere
Mr(q) nel seguente modo:
Mr(2) = ρˆ1 − 1
4nσˆ2a
[
(P1 − P0 − µˆ)2 + (P2n − P2n−1 − µˆ)2
]
, (4.27)
il che indica che, se q = 2, alloraMr(q) e approssimativamente lo stimatore ρˆ1 del coefciente
di autocorrelazione al primo ordine della differenza dei P . Piu in generale, se q ≥ 2, risulta:
Mr(q) =
2(q − 1)
q
ρˆ1 +
2(q − 2)
q
ρˆ2 + . . .+
2
q
ρˆq−1 + op(n
1
2 ) (4.28)
dove op(n
1
2 ) indica i termini in probabilita di ordine minore di n 12 . La formula (4.28) ci permet-
te di dare una interpretazione semplice al variance ratio calcolato per un valore di aggregazione
di q: esso rappresenta approssimativamente una combinazione lineare dei primi q − 1 stima-
tori dei coefcienti di autocorrelazione dei rendimenti, pesati con quantit

a decrescenti con q.
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Possiamo ora fare un parallelo con il Q-test. Dalla formula (4.26), se m = q − 1, otte-
niamo che la statistica Q e distribuita come un χ2 a q − 1 gradi di liberta. Le due espressioni
sono evidentemente molto simili. Comunque, poiche il Ljung-Box e calcolato quadrando la
funzione di autocorrelazione e viene assegnato lo stesso peso ai vari termini della somma, le
sue proprieta saranno differenti da quelle del V R test. E importante sottolineare, inne, che,
al contrario del V R, il Ljung-Box non permette di distinguere tra correlazione seriale negativa
e correlazione seriale positiva.
4.5 Potenza asintotica del V R test
Nel paragrafo 4.1 abbiamo riportato la distibuzione asintotica del V R nel caso di incrementi
omoschedastici (4.13) e eteroschedastici (4.16), ricavate cioe nel caso limite in cui il numero
di osservazioni tenda ad innito. Questo non e naturalmente cio che avviene nella realta, nella
quale abbiamo a che fare con campioni niti. L’uso di queste formule puo condurre quindi a
conclusioni errate. In particolare, se consideriamo piccoli campioni (dell’ordine di 102 osser-
vazioni), non e detto che la distribuzione del V R sia normale. Per quanto riguarda, invece,
campioni piu grandi, denendo k = q/n, dove q e l’intervallo di sampling e n e il numero
di osservazioni, nel caso in cui q → ∞ e n → ∞, ma il valore di k resti nito, la potenza6
asintotica del test dipende da k. Deo e Richardson [14] dimostrano che per valori di k dell’or-
dine di 1/6, il test perde il suo potere asintotico, al 95% di livello di condenza, per valori di
n dell’ordine di 8× 102.
Proponiamo nel paragrafo 4.8.2 un confronto tra diversi metodi di valutazione della stati-
stica del V R nel caso in cui valga l’ipotesi nulla, al ne di calcolare intervalli di condenza
afdabili, per dati overlapping. Utilizzeremo innanzitutto un campione di dati generati trami-
te una simulazione Monte Carlo, distribuiti secondo una distribuzione normale, con media e
varianza estratti dai dati reali. Applicheremo successivamente ai dati reali la tecnica del boot-
strap, spiegata diffusamente in seguito, al ne di tenere conto della non-gaussianita dei dati.
Calcoleremo il V R per i dati cos ottenuti e, dal confronto, trarremo eventuali conclusioni
sul metodo migliore da utilizzare per la stima degli intervalli di condenza nella valutazione
della statistica del V R. E necessario precisare che i metodi di simulazione Monte Carlo e di
bootstrap dei dati non consentono di utilizzare l’ipotesi di incrementi eterochedastici. Ana-
6Per potenza di un test, dal punto di vista statistico, si intende la capacita` di discriminare l’ipotesi nulla.
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lizziamo singolarmente le due simulazioni per dimostrare questa affermazione. Il campione
gaussiano e stato generato con varianza uguale a quella dei dati su base giornaliera, ossia ogni
giorno la distribuzione dei dati simulati ha varianza costante, differente dal giorno precedente
e da quello successivo. E chiaro che non vi e alcuna componente di eteroschedasticita. Per
quanto riguarda invece il bootstrap, il mescolamento dei dati e la loro scelta con eventuale ri-
petizione di dati gia cosiderati elimina potenzialmente, su base giornaliera, eventuali elementi
di eteroschedasticita. Valuteremo, pertanto, la validita della statistica asintotica per incrementi
omoschedastici.
4.6 Perche´ il Variance Ratio test?
L’analisi della distribuzione dei rendimenti puo essere effettuata sfruttando approcci differenti.
Formalizziamo le ragioni dell’adozione del VR, alcune delle quali sono state gia accennate in
precedenza:
1. il test presenta la proprieta di essere distribution free, ossia il suo esito non dipende
dalla distribuzione del campione [28];
2. in analisi di questo tipo risulta essere decisamente piu potente di altri test statistici [18];
3. e robusto per quanto riguarda l’andamento della varianza con il tempo [28].
Analizziamo in dettaglio questi punti in modo da motivare la scelta di questo test per il nostro
studio.
La proprieta di essere distribution free e fondamentale poich·e la distribuzione dei rendimenti
e non gaussiana. Cio incide in modo decisivo nella scelta della metodologia da seguire poich·e
gli errori standard in un pattern di correlazione seriale per campioni non normali non sono
calcolabili. Come e ovvio, l’unica condizione sul campione e che abbia varianza nita.
L’utilizzo di questo test al posto di altri e, come detto, anche legato a ragioni di potenza. In-
fatti, il VR consente di ottenere risultati piu attendibili rispetto ai test che usano direttamente
la funzione di autocorrelazione, come il test di Ljung-Box o Q-test [27]. Inoltre la possibilita
di utilizzare le osservazioni con la metodologia overlapping permette di ottenere incertezza
standard minori, il che aumenta nettamente l’attendibilita della prova.
L’eteroschedasticita del campione e uno dei motivi piu importanti della scelta di questo
test: il fatto che la varianza dei rendimenti nelle serie storiche non sia costante nel tempo
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e noto in letteratura [20]. Questa caratteristica rischia, come detto precedentemente riguar-
do alle incertezze standard, nel caso in cui si usino test legati direttamente alla funzione di
autocorrelazione, di inciarne la signicativita. L’utilizzo del VR test in caso di eteroscheda-
sticita permette di mettere in evidenza risultati che altrimenti potrebbero essere mascherati da
varianze diverse da quelle reali.
4.7 Applicazioni del Variance Ratio
A partire da un lavoro di Cochrane [11], in un gran numero di studi e stato utilizzato il varian-
ce ratio test per esaminare l’ipotesi di random walk per i prezzi delle merci e degli strumenti
nanziari. L’analisi ha preso in considerazione una serie molto ampia di problematiche legate
alla verica di queste ipotesi. Presentiamo una breve introduzione sull’argomento.
Poterba e Summers [36] hanno applicato il test ai prezzi e ai rendimenti delle merci per i
mercati statunitensi e di altri 17 paesi su varie decadi e hanno dimostrato che prezzi delle merci
sono positivamente correlati su breve orizzonte temporale mentre sono negativamente correla-
ti su orizzonti temporali piu lunghi (mean reversion). Come spiegazione Poterba e Summers
hanno indicato la presenza di errori delle valutazioni delle aziende dovuti al fatto che la ri-
chiesta di rendimento sul capitale varia nel tempo e ad errori con una componente di memoria
lunga sulla variazione del prezzo fondamentale dell’azienda. Lo e MacKinley [28] hanno
applicato il VR su dati settimanali nel periodo 1962 − 1985, rigettando l’ipotesi di random
walk per molti indici azionari. Brock e LeBaron [7] hanno usato il VR test nell’applicazione
del loro modello teorico di valutazione dei beni per esaminare gli effetti temporali dei vincoli
sul nanziamento alle aziende. Hanno dimostrato, in tal modo, la presenza di effetti di mean
reversion nei prezzi delle merci. Fama e French [16] hanno contestato le conclusioni di Po-
terba e Summers sulle correlazioni dei rendimenti a lunghi orizzonti temporali. Il loro studio
ha dimostrato, infatti, che i test univariati sui rendimenti a grandi orizzonti temporali sono
imprecisi, e quindi che non e possibile rigettare l’ipotesi di random walk, sebbene Poterba e
Summers abbiano utilizzato il VR test sui rendimenti nel periodo 1871− 1985. Lavori succes-
sivi sono hanno visto l’applicazione del VR test a serie macroeconomiche al ne di testare su
di esse l’ipotesi di random walk.
Parallelamente all’applicazione dell’idea del variance ratio test, numerosi sono stati gli
sviluppi della metodologia del variance ratio, a partire da un lavoro di Wilson e Tonascia [46],
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i quali elaborarono le tavole simulate per gli intervalli di condenza piu piccoli sul variance
ratio a partire dalla distribuzione normale. Szroeter [44] ha discusso test generalizzati per mo-
delli regressivi multivariati. Poterba e Summers [36], analizzando la componente transitoria
nei rendimenti delle merci, hanno mostrato che il VR e tra i test piu potenti per valutare la
presenza di mean reversion.
Lo e MacKinley [28] sono stati i primi a proporre l’uso del VR per testare l’ipotesi di
random walk, estendendolo successivamente a modelli piu generali di moti browniani a incre-
menti scorrelati ed eteroschedastici. Il loro procedimento si basa, in sostanza, nell’applicare
il test a dati campionati a frequenze differenti. Il loro studio mediante simulazioni Monte
Carlo [27] ha dimostrato che il VR test e piu potente sia del test Augmented Dickey-Fuller
(ADF), sia del Ljung-Box Q test. Il confronto e stato condotto testando alcuni comporta-
menti empiricamente noti dei rendimenti delle merci, su un processo AR(1) stazionario, sulla
somma di processi AR(1) e su una serie I(1). Lo e MacKinley hanno anche messo in evidenza
le proprieta del test relative alle dimensioni del campione.
Lo sviluppo della teoria ha condotto alla discussione della distribuzione esatta del VR te-
st per campioni niti [10], caratterizzando analiticamente le distribuzioni delle statistiche del
test sotto l’ipotesi nulla e sotto le ipotesi alternative, studiando le corrispondenti funzioni di
potenza del test. Faust [17] ha mostrato che l’uso del VR test in grandi campioni permette
di distinguere tra rumore bianco e una particolare classe di processi con mean reversion al-
ternata. Inoltre ha formalizzato la statistica esatta del VR per piccoli campioni e ha indicato
un test basato su una semplice approssimazione asintotica. In un suo articolo successivo [18],
lo stesso Faust ha generalizzato il concetto di statistica per un VR ad una classe di statistiche
chiamata ltered variance ratio, che hanno la varianza di una serie temporale ltrata. Questa
classe viene utilizzata dall’autore per testare l’ipotesi di rumore bianco e per vericare la po-
tenza del VR nei test di mean reversion. Nel corso degli anni ′90 la discussione si e spostata
sulla valutazione degli effetti che la variazione delle dimensioni del campione puo avere sulla
consistenza del test e sulla stima dei periodi di chiusura dei mercati per un calcolo efciente
delle varianze. A tal proposito ricordiamo i contributi di Cecchetti e Lam [9] e Ronen [42].
In particolare quest’ultimo ha dimostrato che il test presenta una distorsione nella valutazione
della ipotesi nulla in analisi su piccoli campioni (dell’ordine di 102 dati).
Analizziamo piu in particolare alcuni aspetti peculiari dei lavori piu importanti preceden-
temente citati, in modo da completare un quadro generale introduttivo sul test. Nella loro
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analisi Lo e MacKinley [28] hanno basato il loro VR(q) test sull’ipotesi che la distribuzione
del campione analizzato fosse normale. Ne hanno quindi derivato la distribuzione asintoti-
ca, tenendo conto anche della eteroschedasticita del campione. Lo studio in questione mette
anche in evidenza altre caratteristiche del test, in particolare quell asintotiche. Gli autori di-
mostrano, infatti, che,detto q il periodo di aggregazione, per q → ∞ la statistica del VR(q) e
necessariamente minore di 1. Questo vuol dire che, se consideriamo grandi q, introduciamo
una distorsione verso il mean reversion. L’uso di dati ad alta frequenza introduce questa di-
storsione, giacch·e q puo essere molto grande (ordine di 5000). Sempre riguardo al periodo di
aggregazione q, Lo e MacKinley assumono nella loro statistica per il V R(q) che il valore di q
come funzione dell’ampiezza del campione, N , sia piccolo; ossia, q/N → 0. Puo essere mo-
strato che se q cresce con N , allora tutte le procedure di inferenza non valgono. Ad esempio,
se q = N/2, allora:
min
(V R(q)− 1)√
v
= −1.74.
Questo implica che la statistica del V R(q) non puo mai assumere un valore minore di 2.
Per portare un altro esempio, se q = 2/3N , allora:
min
(V R(q)− 1)√
v
= −1.5.
Per risolvere tale problema sono state avanzate piu soluzioni. Poterba e Summers [36] usano
una simulazione Monte Carlo per stimare la distribuzione asintotica del V R(q) e applicano
la correzione alla distorsione di Cochrane [11], ossia dividono il V R(q) per il suo valore di
aspettazione
E[V R(q)] =
2− q
q
+
2
q
q−1∑
j=1
N − q
N − j .
Cos facendo correggono la distorsione per piccoli campioni.
Pan, Chan, Fok [31] utilizzano un procedimento, detto di bootstrap, per derivare la distribu-
zione empirica della statistica del V R(q). Il procedimento consiste nell’operare un campio-
namento casuale, con rimpiazzo di dati gia considerati, su un campione di dati formato da
rendimenti giornalieri di futures su quattro valute, ripetuto mille volte. Cio ha permesso loro
di ottenere la distribuzione empirica completa del V R(q). Adotteremo anche noi la procedura
di bootstrap dei dati nella discussione sugli intervalli di condenza nel paragrafo 4.8.2.
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4.7.1 V R e dati ad alta frequenza
E invece decisamente recente l’adozione del variance ratio test su dati ad alta frequenza su base
intra-giornaliera. Per questo motivo sono ancora pochi i lavori che si dirigono in questa dire-
zione. Ne ricordiamo in particolare due tra gli altri: T.G. Andersen, T. Bollerslev e A. Das [1],
hanno analizzato l’uso del V R test per la determinazione della volatilita dei rendimenti e della
frequenza del usso di informazioni nel tempo. In particolare, gli autori mettono in evidenza
come la presenza di pronunciati effetti di microstruttura, quando si indaga ad alte frequenze
di campionamento su dati intra-giornalieri, possa indurre distorsione sulla distribuzione asin-
totica del V R, nel caso di osservazioni non overlapping. Questi effetti (ad es. clustering di
volatilita) creano cio che viene denita eteroschedasticit

a condizionale e, secondo gli autori,
rendono poco consistente il test. E noto come il vericarsi di eventi eccezionali di natura eso-
gena rispetto al mercato induca percorsi di correlazione seriale nelle serie storiche. Gli autori
deniscono l’ipotesi nulla per il variance ratio:
V a
V b
= 1 (4.29)
dove V a e V b sono le varianze dei rendimenti rispettivamente prima dell’evento e dopo l’e-
vento. Se i rendimenti sono variabili normali i.i.d., allora il rapporto (4.29) e distribuito come
una variabile casuale, dove na e nb rappresentano il numero di rendimenti utilizzati nel calco-
lo delle varianze. Quando na e nb sono numeri grandi, allora la distribuzione di F tende ad
essere normale.
Come accennato, le serie storiche dei rendimenti presentano eteroschedasticita. Quindi,
nell’analizzare l’impatto di eventi eccezionali sul mercato, se non teniamo conto dell’etero-
schedasticita nella scelta dei dati da utilizzare nella valutazione del rapporto (4.29), potremmo
considerare correlazione seriale la variazione della varianza indotta da questi fenomeni ed at-
tribuirla erroneamente al vericarsi di eventi esogeni. I risultati del test potrebbero essere
quindi fallaci.
S. Thomas e T. Patnaik [45] hanno invece studiato l’efcienza del mercato azionario in-
diano, dimostrando l’esistenza in tale mercato di correlazioni seriali signicative. Gli autori
hanno collegato tali correlazioni con la liquidita del mercato, denita come l’intensita degli
scambi su un periodo di tempo prestabilito. La valutazione della liquidita non viene effettuata
direttamente tramite questa denizione, perch·e essa ha come difetto quello di non incorporare
il prezzo del titolo. Invece essa viene ricavata tramite il costo di impatto, ossia il premio pagato
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sul titolo quando viene scambiato, che risulta inversamente proporzionale alla liquidita.
Gli autori dimostrano che, prendendo in considerazione dati intra-giornalieri, titoli piu liquidi
reagiscono piu in fretta a notizie e informazioni introdotte dall’esterno e quindi per questi il
test ha meno probabilita di suggerire il riuto dell’ipotesi nulla; il viceversa vale per titoli me-
no liquidi. Il test permette agli autori di studiare i due casi, dimostrando le loro affermazioni.
In questo lavoro utilizzeremo, come accade per i lavori descritti in questo paragrafo, dati
intra-giornalieri.
4.8 Analisi preliminare
4.8.1 Scelta del periodo di aggregazione
Abbiamo gia parlato dell’importanza di una corretta scelta del periodo di aggregazione per
il corretto utilizzo del test; nel paragrafo 2.3 abbiamo scelto come valore limite inferiore 30
secondi. In seguito abbiamo considerato un valore superiore (doppio) rispetto a questo per
limitare l’incidenza degli effetti di microstruttura. Come detto, FFT e DFA forniscono valo-
ri differenti per quanto riguarda la distribuzione spettrale dei rendimenti per i due valori del
periodo di aggregazione. Data questa ambiguita, la nostra scelta sara quindi quella di utiliz-
zare entrambi i valori per l’analisi e di trarre solo successivamente le conclusioni su questo
importante parametro.
4.8.2 La scelta degli intervalli di condenza
La signicativita di ogni test statistico e legata ad una corretta valutazione degli intervalli di
condenza. In questo paragrafo riportiamo l’analisi da noi effettuata per rendere consistenti i
risultati ottenuti dall’applicazione del V R test. In particolare, analizziamo la dipendenza dei
valori della zona di condenza dall’ampiezza e dalla gaussianita del campione. Utilizzeremo
come equispaziatura solo 30 secondi, data l’assoluta generalita di cio che segue. Deniamo
preliminarmente la nozione di intervallo di condenza per la stima di un parametro [37].
Assumiamo di avere misurato una quantita X avente una densita di probabilita f(x|θ) e
di aver stimato il valore del parametro θ = θˆ. Assumiamo che la densita di probabilita di θ
(calcolata) sia Θ(θˆ). La probabilita che θˆ sia contenuto nell’intervallo (θ1, θ2) sara:
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β = P (θ1 ≤ θˆ ≤ θ2) =
∫ θ2
θ1
Θ(θˆ|θ0)dθˆ,
dove θ0 e il valore vero del parametro e β e la probabilita che una successiva misura di X
e l’inferenza del parametro θ dia un valore appartenente all’intervallo (θ1, θ2) (intervallo di
condenza). Per risolvere l’integrale precedente e necessario conoscere θ0. L’idea e quella di
trovare una funzione W = W (θ, θ0) la cui densita di probabilita sia indipendente da θ0; in
questo modo e possibile riesprimere l’integrale precedente in termine della sola θ e valutare θ1
e θ2 in modo tale che:
P (θ1 ≤ θ0 ≤ θ2) = β.
Un altro problema e che noi conosciamo la funzione Θ solo per campioni inniti, mentre
il nostro campione e naturalmente nito. Nei prossimi paragra descriveremo alcune tra le
metodologie per valutare gli intervalli di condenza in un campione nito.
La simulazione Monte Carlo
E possibile valutare la distribuzione del V R sotto l’ipotesi nulla tramite il metodo Monte Car-
lo, che consiste nella generazione di dati distribuiti secondo una distribuzione normale con
media e varianza reali, ossia estratte dal campione di dati reali, ma autocorrelazione nulla. I
nostri dati hanno media 0 e varianza media stimata giornalmente sull’intero campione. Il set
di dati cos ottenuto e stato utilizzato per il calcolo della statistica del V R, usando la formu-
la (4.13).
L’uso della simulazione ci permette di valutare l’incidenza dell’ipotesi di gaussianita dei da-
ti nella nostra discussione. Possiamo osservare nella tabella 4.1, ottenuta per un valore del
periodo di aggregazione q = 5, un esempio di cio che otteniamo applicando il test al cam-
pione gaussiano, al 95% di livello di condenza. Nella tabella indichiamo con Z1 la statistica
asintotica (normalizzata cioe tramite la deviazione standard asintotica) in caso di incrementi
omoschedastici. Possiamo notare come i valori della media, della deviazione standard e della
curtosi siano compatibili con quelli asintotici previsti, ossia media 0 e varianza 1, a parte il
valore riferito a n = 50, che presenta anche una curtosi signicativamente maggiore di quella
gaussiana. In particolare, come vedremo piu avanti, essendo il nostro campione giornaliero
composto da circa 1000 dati, i valori che otteniamo per questo valore di n sono molto vicini a
quelli asintotici. Quanto detto conferma quanto detto nel paragrafo 4.2: infatti, in presenza di
un campione distribuito normalmente, quando il numero di dati e molto grande (gia dell’ordine
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n µZ1 ∆µZ1 σ
2
Z1
∆σ2Z1 K ∆K
50 -0.017879 0.031623 1.180508 0.074662 3.398066 0.154919
100 -0.037565 0.031623 1.038413 0.065675 2.933049 0.154919
500 -0.082727 0.031623 1.013814 0.064119 3.208758 0.154919
1000 -0.060519 0.031623 1.021637 0.064614 2.868173 0.154919
5000 -0.024585 0.031623 0.995764 0.062978 3.104695 0.154919
10000 0.007191 0.031623 0.979853 0.061971 2.848413 0.154919
25000 0.001268 0.031623 1.028429 0.065044 2.984745 0.154919
50000 0.008674 0.031623 1.011627 0.063981 2.825301 0.154919
Tabella 4.1: Statistica del V R calcolata con i dati simulati tramite Monte Carlo: n e` il numero di dati generati,
µZ e ∆µZ sono media e deviazione standard della media della statistica, σ2Z e ∆σ
2
Z sono varianza e deviazione
standard della varianza della stessa quantita`,K e ∆K sono media e deviazione standard della curtosi. q = 5
di 50), la distribuzione attesa, ossia quella di Fisher-Snedecor, coincide con una distribuzione
gaussiana.
Il metodo di bootstrap
Le distribuzioni asintotiche e Monte Carlo del V R sono state ricavate analiticamente solo per
rendimenti normali [28, 27, 17]. E noto che la distribuzione dei rendimenti e non normale.
La distribuzione reale e ancora attualmente argomento di discussione7. Il metodo di bootstrap
risulta appropriato in caso di distribuzione non nota. Il procedimento consiste, dato un cam-
pione casuale x = (x1, x2, . . . , xT ) estratto da una distribuzione di probabilita F , nello stimare
la distribuzione di sampling della statistica del test,R(x, F ) sulla base dei dati osservati x. Per
effettuare tale stima, procediamo come se il campione x fosse la popolazione sulla quale effet-
tuare la stima8.
Applichiamo ora questa procedura ai nostri dati. Il pattern che abbiamo deciso di seguire e:
7Si vedano, a tal proposito, i lavori [20] e, sopratutto, [30].
8Il processo di bootstrapping differisce dal semplice processo di randomizzazione nel fatto che quest’ultimo di
basa soltanto sull’assenza o meno di relazioni tra le variabili, senza alcun accenno alla natura del rumore stoca-
stico. La differenza pratica tra i due metodi consiste nel fatto che nel bootstrap campioniamo i dati, ammettendo
anche la ripetizione di uno stesso dato [23].
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q µZ1 ∆µZ1 σ
2
Z1
∆σ2Z1 K ∆K
1 0.010035 0.044766 1.004268 0.089914 2.980474 0.219308
10 -0.016290 0.044766 1.057398 0.094671 3.041568 0.219308
20 0.031433 0.044766 1.035577 0.092718 2.999804 0.219308
40 0.053552 0.044766 1.049557 0.093969 2.639292 0.219308
60 0.034536 0.044766 1.063422 0.095211 2.802115 0.219308
120 -0.018190 0.044766 1.052286 0.094214 3.315752 0.219308
Tabella 4.2: Statistica del V R calcolata con i dati simulati tramite bootstrap: q e` la dimensione del periodo
di aggregazione, µZ e ∆µZ sono media e deviazione standard della media della statistica, σ2Z e ∆σ
2
Z sono
varianza e deviazione standard della varianza della stessa quantita`, K e ∆K sono media e deviazione standard
della curtosi.
 si prendono in considerazione i dati equispaziati per ogni giorno di contrattazione; es-
sendo il passo reticolare di 30 secondi, utilizziamo 990 dati per ogni giorno;
 si scelgono in modo casuale (shufing) dal campione 990 dati, permettendo la ripetizione
dello stesso dato (bootstrap);
 si calcola il V R del set ottenuto con questa procedura;
 si ripete il procedimento 1000 volte9.
Il nostro set di dati e ora composto di 1000 gruppi di 990 osservazioni, per ognuno dei 751
giorni di contrattazione presi in esame. Possiamo ora stabilire l’intervallo di condenza gior-
naliero. A tale scopo, ordiniamo le osservazioni in ordine crescente e consideriamo i dati
compresi tra la 50esima e la 940esima osservazione. Data l’assoluta casualita del campione,
in questo intervallo e contenuto il 95% del numero totale di dati. Otteniamo in questo mo-
do l’intervallo di condenza che ci serve. Come per la simulazione Monte Carlo riportiamo
i valori della statistica asintotica calcolata applicando il test ai dati bootstrappati nella tabel-
la 4.2, per vari valori del periodo di aggregazione. Anche in questo caso, come nel caso della
simulazione Monte Carlo, i risultati sono compatibili con quelli asintotici.
9E` stato altresı` dimostrato da Efron [15] che 1000 e` un numero di cicli di bootstrap sufficiente per un risultato
accurato.
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Valutazioni conclusive sugli intervalli di confidenza
Abbiamo analizzato i metodi di simulazione Monte Carlo e di bootstrap dei dati. Vogliamo
effettuare ora il confronto tra gli intervalli di condenza ottenuti con questi due metodi di
valutazione e quelli che la statistica asintotica fornisce. E necessario far notare che l’uso del
metodo Monte Carlo e del bootstrap, in linea di principio, non ci permettono di fare paragoni
con la statistica asintotica in caso di incrementi eteroschedastici, data la assenza di correlazioni
seriali di alcun tipo nelle varianze.
La gura 4.8.1 ci permette di confrontare direttamente gli intervalli di condenza al 95%
per le statistiche asintotica, Monte Carlo e bootstrap, per q = 1. Possiamo concludere dal
confronto che praticamente non c’e differenza tra l’utilizzo di uno o l’altro degli intervalli. Le
Figura 4.8.1: Intervalli di confidenza: la linea continua rappresenta l’intervallo di confidenza asintotico al 95%
in caso di incrementi omoschedastici, la linea tratteggiata rappresenta l’intervallo di confidenza al 95% stimato
con il Monte Carlo gaussiano, in rosso e` riportato l’intervallo di confidenza al 95% ricavato tramite bootstrap
dei dati, per q = 1.
gure 4.8.2 e 4.8.3 ci permettono di valutare gli intervalli di condenza al 95% per valori di
q rispettivamente uguali a 20 e 240. Per q = 1 e q = 20 possiamo usare indistintamente una
o l’altra delle statistiche per valutare gli intervalli di condenza. Possiamo notare, invece,
che, per q = 240 questo non e piu possibile. Il graco in questione si puo spiegare nel
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seguente modo: il valore di q e paragonabile a quello del numero di dati n; quindi il rapporto
k = q/n non e molto minore di 1. Come detto, Deo e Richardson [14] dimostrano che la
statistica del V R in queste ipotesi e distorta. Di conseguenza anche gli intervalli di condenza
lo saranno. E anche interessante notare come, all’aumentare del periodo di aggregazione, per
la stessa statistica la curva che rappresenta l’intervallo di condenza superiore sia molto meno
omogenea rispetto a quella che rappresenta l’intervallo di condenza superiore. Questo puo
essere motivato mediante il fatto che la distribuzione, all’aumentare di q (o, il che e lo stesso,
all’aumentare del rapporto tra q e il numero di osservazioni n), presenti una forte asimmetria.
Figura 4.8.2: Intervalli di confidenza: la linea continua rappresenta l’intervallo di confidenza asintotico al 95%
in caso di incrementi omoschedastici, la linea tratteggiata rappresenta l’intervallo di confidenza al 95% stimato
con il Monte Carlo gaussiano, in rosso e` riportato l’intervallo di confidenza al 95% ricavato tramite bootstrap
dei dati, per q = 20.
La gura 4.8.4 riporta gli stessi intervalli, confrontati questa volta con l’intervallo di con-
denza asintotico per incrementi eteroschedastici. Possiamo notare come l’uso di questa ipotesi
(confermata, pero, dall’analisi sperimentale dei dati) porti ad un risultato nettamente differente
dai precedenti. Sceglieremo di utilizzare per la nostra stima gli intervalli di condenza ricavati
tramite la statistica asintotica per incrementi eteroschedastici. Infatti, innanzitutto abbiamo di-
mostrato che la scelta per incrementi omoschedastici risulta praticamente indifferente, tra le tre
considerate; detto questo, non abbiamo motivo per considerare errata l’estensione per incre-
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Figura 4.8.3: Intervalli di confidenza: la linea continua rappresenta l’intervallo di confidenza asintotico al 95%
in caso di incrementi omoschedastici, la linea tratteggiata rappresenta l’intervallo di confidenza al 95% stimato
con il Monte Carlo gaussiano, in rosso e` riportato l’intervallo di confidenza al 95% ricavato tramite bootstrap
dei dati, per q = 240.
menti eteroschedastici della statistica asintotica. Facciamo notare come anche nella g. 4.8.4
sia evidente il salto di cui parlato nel paragrafo 2.3, che si manifesta in una forte riduzione
dell’intervallo di condenza in caso di dati con eteroschedasticita.
4.8.3 Risultati dell’analisi preliminare
Prima di applicare il V R test, abbiamo deciso di applicare brutalmente la funzione di auto-
correlazione ai nostri dati. I risultati ottenuti, pero, non consentono di fare alcuna considera-
zione. Infatti:
 a basse frequenze la funzione di correlazione non e mai rilevante, a meno di eventi
eccezionali di natura economica o geopolitica;
 ad alte frequenze la presenza di effetti di microstruttura non permette di impostare
un’analisi signicativa delle correlazioni;
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Figura 4.8.4: Intervalli di confidenza: la linea continua rappresenta l’intervallo di confidenza asintotico al 95%
in caso di incrementi omoschedastici, la linea tratteggiata rappresenta l’intervallo di confidenza al 95% stimato
con il Monte Carlo gaussiano, in rosso e` riportato l’intervallo di confidenza al 95% ricavato tramite bootstrap
dei dati; l’intervallo di confidenza asintotico per incrementi eteroschedastici e` rappresentato dalla linea continua
oscillante. q = 1.
 non e possibile, inoltre, condurre una stima corretta delle incertezze standard, dato che
il campione non e distribuito secondo una normale.
Possiamo dare un’idea di cio che otteniamo se valutiamo direttamente la funzione di autocor-
relazione su base giornaliera. Nella gura 4.8.5 abbiamo riportato la funzione di autocorrela-
zione del giorno 11 gennaio 2000. Possiamo notare la presenza di effetti di microstruttura per
piccoli valori di τ (3.1); il graco ci permette inoltre di mettere in evidenza la rumorosita
della misura, causa principale dell’abbandono del metodo diretto.
L’uso del V R test ci viene in aiuto in questo contesto. Riportiamo qui di seguito la meto-
dologia e i risultati che il test fornisce quando applicato alle serie storiche considerate.
Abbiamo innanzi tutto valutato il V R per ognuno dei 751 giorni di contrattazione a diver-
si valori del periodo di aggregazione q. Abbiamo poi stimato il livello di signicativita del
risultato ottenuto misurando le deviazioni dal valore previsto al 90%, 95% e 99% di livello
di condenza. Inoltre abbiamo ritenuto opportuno riportare sia i risultati ottenuti consideran-
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Figura 4.8.5: Funzione di autocorrelazione
do valida l’ipotesi di incrementi omoschedastici, sia i risultati ottenuti mediante l’adozione
dell’ipotesi di incrementi eteroschedastici. In piu, abbiamo riportato i valori ottenuti dall’ap-
plicazione del Ljung-Box Q-test ai nostri dati, in modo tale da proporre un confronto tra i
risultati che i due test ci permettono di ottenere. Nell’applicazione del V R test abbiamo rite-
nuto opportuno distinguere le correlazioni seriali positive da quelle negative.
La tabella 4.3 mostra la percentuale di V R signicativi sul campione totale, valutata me-
diante l’adozione dell’intervallo di condenza asintotico nell’ipotesi di incrementi omosche-
dastici.
Per quanto riguarda i V R positivi, al 90% e 95% di livello di condenza, e evidente come
vi siano dati signicativi esclusivamente ad alte frequenze (ad es. q = 1 o q = 10), mentre
gli effetti di correlazione sono piu evidenti quando consideriamo il 99% di livello di conden-
za. Di converso, e molto evidente la percentuale di V R signicativi negativi, evidenziando la
presenza di correlazioni seriali nel campione per elevati valori di q. Da questa prima analisi,
i risultati ci permetterebbero di rigettare parzialmente l’ipotesi di moto browniano. La tabel-
la 4.4 mostra le stesse quantita discusse in precedenza considerando pero ora la valutazione
del V R su intervalli equispaziati a 60 secondi invece che a 30. Possiamo notare come anche in
questo caso l’ipotesi nulla viene rigettata quando esploriamo alte frequenze di campionamen-
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q 90%+ 90%− 95%+ 95%− 99%+ 99%−
1 0.088±0.011 0.591±0.028 0.067±0.009 0.517±0.026 0.044±0.008 0.405±0.023
10 0.104±0.012 0.442±0.024 0.084±0.011 0.365±0.022 0.053±0.008 0.214±0.017
20 0.088±0.011 0.399±0.023 0.061±0.009 0.306±0.020 0.040±0.007 0.142±0.014
40 0.068±0.010 0.356±0.022 0.045±0.008 0.229±0.017 0.016±0.005 0.061±0.009
60 0.067±0.009 0.308±0.020 0.045±0.008 0.170±0.015 0.017±0.005 0.028±0.006
120 0.067±0.009 0.210±0.017 0.048±0.008 0.072±0.010 0.027±0.006 0.000±0.000
240 0.071±0.010 0.097±0.011 0.044±0.008 0.000±0.000 0.021±0.005 0.000±0.000
Tabella 4.3: Percentuali di V R significativamente diversi da 1 nell’ipotesi di rendimenti omoschedastici. Sono
considerati i livelli di confidenza del 90%, 95% e 99%, distinguendo i dati significativi positivi da quelli negativi
(1q = 30sec.). Equispaziatura a 30 secondi.
q 90%+ 90%− 95%+ 95%− 99%+ 99%−
1 0.141±0.014 0.339±0.021 0.096±0.011 0.280±0.019 0.049±0.008 0.159±0.015
10 0.085±0.011 0.300±0.020 0.065±0.009 0.215±0.017 0.028±0.006 0.075±0.010
20 0.069±0.010 0.266±0.019 0.039±0.007 0.150±0.014 0.013±0.004 0.031±0.006
40 0.069±0.010 0.208±0.017 0.052±0.008 0.091±0.011 0.023±0.006 0.001±0.001
60 0.077±0.010 0.162±0.015 0.047±0.008 0.047±0.008 0.025±0.006 0.000±0.000
120 0.079±0.010 0.074±0.010 0.051±0.008 0.000±0.000 0.021±0.005 0.000±0.000
240 0.093±0.011 0.000±0.000 0.060±0.009 0.000±0.000 0.031±0.006 0.000±0.000
Tabella 4.4: Percentuali di V R significativamente diversi da 1 nell’ipotesi di rendimenti omoschedastici. Sono
considerati i livelli di confidenza del 90%, 95% e 99%, distinguendo i dati significativi positivi da quelli negativi
(1q = 30sec.). Equispaziatura a 60 secondi.
to. Come ci aspettiamo, pero, gli effetti di correlazione sono attenuati.
Consideriamo ora invece l’estensione alla statistica per incrementi eteroschedastici: la
tabella 4.5 riporta le analoghe quantita descritte in precedenza.
Come previsto, il numero di V R signicativamente differenti dal 1 descresce rispetto al
caso omoschedastico. In questo contesto, al 90% si livello di condenza non abbiamo mai dati
signicativi positivi, mentre anche in questo caso la percentuale cresce quando consideriamo il
95% e 99% di livello di condenza. Per quanto concerne la parte negativa, anche in questo caso
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q 90%+ 90%− 95%+ 95%− 99%+ 99%−
1 0.064±0.009 0.455±0.025 0.045±0.008 0.304±0.020 0.021±0.005 0.119±0.013
10 0.088±0.011 0.309±0.020 0.064±0.009 0.178±0.015 0.031±0.006 0.041±0.007
20 0.076±0.010 0.272±0.019 0.049±0.008 0.142±0.014 0.017±0.005 0.019±0.005
40 0.051±0.008 0.238±0.018 0.031±0.006 0.096±0.011 0.009±0.003 0.008±0.003
60 0.055±0.009 0.202±0.016 0.032±0.007 0.061±0.009 0.015±0.004 0.000±0.000
120 0.060±0.009 0.142±0.014 0.040±0.007 0.019±0.005 0.017±0.005 0.000±0.000
240 0.060±0.009 0.076±0.010 0.039±0.007 0.000±0.000 0.017±0.005 0.000±0.000
Tabella 4.5: Percentuali di V R significativamente diversi da 1 nell’ipotesi di rendimenti eteroschedastici. Sono
considerati i livelli di confidenza del 90%, 95% e 99%, distinguendo i dati significativi positivi da quelli negativi
(1q = 30sec.). Equispaziatura a 30 secondi.
q 90%+ 90%− 95%+ 95%− 99%+ 99%−
1 0.096±0.011 0.222±0.017 0.061±0.009 0.122±0.013 0.021±0.005 0.027±0.006
10 0.071±0.010 0.195±0.016 0.043±0.008 0.093±0.011 0.013±0.004 0.012±0.004
20 0.055±0.009 0.172±0.015 0.031±0.006 0.063±0.009 0.004±0.002 0.003±0.002
40 0.061±0.009 0.137±0.014 0.044±0.008 0.028±0.006 0.011±0.004 0.000±0.000
60 0.063±0.009 0.105±0.012 0.040±0.007 0.012±0.004 0.019±0.005 0.000±0.000
120 0.069±0.010 0.059±0.009 0.041±0.007 0.000±0.000 0.017±0.005 0.000±0.000
240 0.096±0.011 0.000±0.000 0.061±0.009 0.000±0.000 0.032±0.007 0.000±0.000
Tabella 4.6: Percentuali di V R significativamente diversi da 1 nell’ipotesi di rendimenti eteroschedastici. Sono
considerati i livelli di confidenza del 90%, 95% e 99%, distinguendo i dati significativi positivi da quelli negativi
(1q = 30sec.). Equispaziatura a 60 secondi.
le percentuali ci permettono di rigettare parzialmente l’ipotesi di random walk per ognuno dei
livelli di condenza considerati. Facciamo notare come in entrambi i casi considerati, all’au-
mentare del periodo di aggregazione, il V R tenda al suo valore asintotico, il che ci permette
di accettare per tali periodi l’ipotesi nulla. Come prima, la tabella 4.6 mostra la percentuale di
V R signicativamente differenti dal valore asintotico nel caso di dati equispaziati a 60 secondi
invece che a 30. Notiamo anche in questo caso come il numero di dati signicativi sia inferio-
re rispetto al caso di equispaziatura a 30 secondi, come previsto. Anche in questo caso, pero,
l’ipotesi di mercato efciente puo essere parzialmente rigettata, ossia solo per piccoli valori
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del periodo di aggregazione.
Nella tabella 4.7 possiamo apprezzare il risultato del test di Ljung-Box sui dati. Le percen-
tuali di deviazione dall’ipotesi di autocorrelazione nulla ci permettono di rafforzare i risultati
ottenuti tramite il V R. Possiamo notare, dal confronto con i valori riportati nelle tabelle 4.3
e 4.4, che, per valori piccoli del periodo di aggregazione, i test danno risultati simili, mentre se
q cresce, il risultato del Ljung-Box test differisce notevolmente dal risultato analogo ottenuto
tramite il V R. Questo potrebbe indicare una minore potenza delQ-test rispetto al V R per ana-
lisi di questo tipo. Infatti, il Q-test e, di fatto, un integrale della funzione di autocorrelazione;
pertanto aumentando i gradi di liberta non si ottiene molta informazione sulle correlazioni a
lungo termine.
dof 90% 95% 99%
1 0.673±0.037 0.605±0.035 0.489±0.031
10 0.669±0.037 0.585±0.034 0.457±0.030
20 0.645±0.036 0.587±0.034 0.435±0.030
40 0.675±0.037 0.599±0.035 0.427±0.029
60 0.665±0.037 0.585±0.034 0.423±0.029
Tabella 4.7: Ljung-Box test: sono riportate le percentuali di dati significativamente differenti dal valore teorico
atteso del χ2. dof indica il numero di gradi di liberta` del χ2.
Gracamente, la gura 4.8.6 riporta la serie storica del V R campionato giornalmente 30 se-
condi dopo l’apertura del mercato, normalizzato secondo la statistica asintotica per incrementi
eteroschedastici. Si puo apprezzare la prevalenza di correlazioni seriali negative, nonch·e la
presenza di alcuni valori molto differenti dal valore atteso, nei quali sono stati riconosciuti al-
cuni degli eventi piu importanti di natura geopolitica (ad es. 11 settembre 2000 0 12 novembre
2001). Mediante le gure 4.8.7, 4.8.8 e 4.8.9 possiamo apprezzare come la serie storica di
attenui nel tempo, indicando un sostanziale accordo per i valori riportati con l’ipotesi nulla.
Vogliamo far notare comunque la notevole somiglianza dei graci a tempi di campionamento
differenti, in particolare il fatto che il V R sembra fortemente autocorrelato (clustering).
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Figura 4.8.6: Grafico del Variance Ratio campionato su base giornaliera 30 secondi dopo l’apertura del mer-
cato, normalizzato secondo la statistica asintotica per incrementi eteroschedastici. Il livello di confidenza e` del
95%
La gura 4.8.10 mostra le distribuzioni delle serie storiche dei V R per diversi valori del
periodo di aggregazione q, in relazione alla distribuzione asintotica attesa. Si puo notare co-
me, nonostante dai graci precedenti il V R per alti valori del periodo di aggregazione fos-
se quasi completamente compreso nell’intervallo di condenza asintotico, le distribuzioni si
mantengano differenti da quella attesa e vi tendano all’aumentare del periodo di aggregazione.
Prendiamo ad esempio il valore di q = 60, corrispondente a 30 minuti di contrattazione. No-
nostante, come ci mostra la gura 4.8.9, il valore del V R sia compreso all’interno della banda
di condenza, la probabilita che esso sia sempre nullo e molto bassa, il che indica la presenza
di effetti di persistenza nelle serie storiche, e quindi la violazione della ipotesi di mercato ef-
ciente. Possiamo osservare dalla g. 4.8.10 come, all’aumentare di q, la distribuzione del V R
osservata tenda a quella attesa. Per q = 60, ossia 30 minuti di contrattazione, notiamo come la
distribuzione sia ancora differente da quella attesa, il che confermerebbe la presenza di effetti
di persistenza. Vogliamo far notare come 30 minuti sia un tempo sufciente per effettuare una
contrattazione completa. La g. 4.8.11 mostra la tendenza della serie storica del V R norma-
lizzato alla distribuzione attesa (che, ricordiamo, e compatibile con una normale standard). Il
diverso valore dell’equispaziatura permette di apprezzare come si attenuino gli effetti di cor-
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Figura 4.8.7: Grafico del Variance Ratio campionato su base giornaliera 5 minuti dopo l’apertura del mercato,
normalizzato secondo la statistica asintotica per incrementi eteroschedastici. Il livello di confidenza e` del 95%
Figura 4.8.8: Grafico del Variance Ratio campionato su base giornaliera 10 minuti dopo l’apertura del mercato,
normalizzato secondo la statistica asintotica per incrementi eteroschedastici. Il livello di confidenza e` del 95%
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Figura 4.8.9: Grafico del Variance Ratio campionato su base giornaliera 30 minuti dopo l’apertura del mercato,
normalizzato secondo la statistica asintotica per incrementi eteroschedastici. Il livello di confidenza e` del 95%
relazione. Sembra inoltre che, all’aumentare del periodo di aggregazione, la curtosi della serie
aumenti sensibilmente. Per vericare questa caratteristica, afanchiamo all’intuizione relativa
a cio che osserviamo nei graci lo studio dei momenti della distribuzione asintotica del V R,
Z2(q). Le gure 4.8.12 e 4.8.13 riprtano l’andamento di media, varianza, curtosi e asimmetria
(skewness) della distribuzione in questione, che ricordiamo, deve essere compatibile asintoti-
camente con una distribuzione normale standard.
Dalle gure emerge come asintoticamente media e varianza tendano ai valori attesi, men-
tre la curtosi aumenta sensibilmente e signicativamente rispetto al valore della gaussiana,
ossia 3, e inoltre la distribuzione tende ad essere asimmetrica (sk = 1, da confrontare con
skGauss = 0). Questi effetti possono essere attribuiti, come detto in precedenza, all’avvicinarsi
ad 1 del rapporto tra l’ampiezza del periodo di aggregazione e il numero di dati utilizzati.
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Figura 4.8.10: Distribuzioni dei V R(q) confrontati con la distribuzione asintotica attesa in caso di incrementi
eteroschedastici, al variare del periodo di aggregazione q. Equispaziatura a 30 secondi.
Figura 4.8.11: Distribuzioni dei V R(q) confrontati con la distribuzione asintotica attesa in caso di incrementi
eteroschedastici, al variare del periodo di aggregazione q. Equispaziatura a 60 secondi.
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Figura 4.8.12: Media e varianza della distribuzione asintotica Z2(q) del V R (normalizzato ad una deviazione
standard) in funzione del periodo di aggregazione q
Figura 4.8.13: Kurtosis e skewness della distribuzione asintoticaZ2(q) del V R (normalizzato ad una deviazione
standard) in funzione del periodo di aggregazione q
Capitolo 5
L’impatto delle variabili di mercato sulle
correlazioni seriali
Le conclusioni alle quali siamo giunti nel capitolo precedente possono suggerire la presenza di
effetti di correlazione seriale nelle serie storiche dei rendimenti considerate. In questo capitolo
ci occuperemo di legare queste uttuazioni dal modello con indicatori del mercato noti, quali
il volume totale giornaliero o la volatilita giornaliera, in modo tale da stabilire, eventualmente,
l’inuenza diretta della attivita degli investitori sul modello generale.
Abbiamo deciso di riportare i risultati di questa analisi considerando come valori dell’e-
quispaziatura della griglia sia 30 secondi che 60 secondi.
5.1 Analisi in regressione
L’indagine delle proprieta delle serie storiche del V R sara condotta mediante regressione li-
neare, utilizzando lo stimatore dei minimi quadrati ordinari (OLSQ). La situazione tipica nella
quale questo metodo viene utilizzato in sica puo essere rappresentata tramite il seguente
esempio: immaginiamo di aver compiuto una serie di misure (ad es. di una sezione d’urto),
ognuna ad un differente angolo, e di voler conoscere le componenti in armoniche sferiche. I
coseni degli angoli misurati sono quantita indipendenti, che assumiamo essere misurate senza
incertezza. Le sezioni d’urto sono invece soggette ad incertezze statistiche, che assumiamo,
per semplicita, essere distribuite normalmente con media e deviazione standard note. Tradu-
ciamo quanto detto in linguaggio statistico.
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Immaginiamo che ai valori x1, . . . , xn abbiamo misurato le variabili indipendenti y1, . . . , yn,
con varianze σ2i . Le variabili ~x sono anch’esse indipendenti mentre ~y e il campione casuale
usato per stimare la dipendenza del valore di aspettazione E(y) = f(x).
Assumiamo anche che il modello teorico preveda la dipendenza funzionale f(x|θ) di ~x da
θ, dove θ e un set di L parametri che devono essere stimati dal set di dati. Vogliamo allora
rendere minima la seguente forma quadratica:
X2 =
∑
i=1,n
wi(yi − f(xi|θ))2 (5.1)
Il minimo si realizzera, variando il parametro θ, quando questo raggiunge il valore θ = θˆ.
I pesi wi sono presi in modo differente a seconda della distribuzione del campione1. Se le
misure sono correlate, la forma scritta precedentemente si modica nel seguente modo:
X2 =
∑
i
∑
j
(yi − f(xi, θ)) · V −1ij · (yj − f(xj, θ)) (5.2)
dove la matrice dei pesi V −1 e l’inverso della matrice di covarianza. Possiamo esprimere
la (5.2) in notazione matriciale:
X2 = (~y − ~f)TV −1y (~y − ~f) (5.3)
dove i ~y e ~f indicano i vettori colonna delle variabili.
5.1.1 Il modello lineare
Analizziamo l’analisi in regressione di un modello lineare, nel caso generale di L parametri e
N dati. Per tale situazione il modello prevede che:
~f = A · ~θ + εt
1In caso di campioni normali, per consistenza con il metodo del massimo della verosimiglianza, si prende
wi =
1
σ2i
. A volte si puo` invece trovare wi = yi; in questo modo usiamo la varianza delle misure (assumiamo
che siano distribuite poissonianamente) invece della varianza della distribuzione. In alcuni casi si considera wi
costante; si utilizzano, in questo caso, i minimi quadrati non pesati; quest’ultimo e` il metodo che utilizzeremo noi
per la nostra analisi.
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dove ~θ e il vettore dei parametri e A e la matrice:
A =

a1,1 a1,2 . . . a1,L
a2,1 a2,2 . . . . . .
.
.
.
.
.
.
.
.
.
.
.
.
aN,1 . . . . . . aN,L

(N×L)
con ai,j funzioni di x, e εt e una uttuazione stocastica. Il termine lineare si riferisce quindi
alla dipendenza di f , non a quella di x; A puo essere una funzione qualunque di x.
In questo caso la forma quadratica diventa:
X2 = (~y − A · ~θ) · V −1y · (~y − A · ~θ). (5.4)
Il minimo si ottiene uguagliando a zero la derivata di X2. Se consideriamo le componenti:
X2 =
∑
i,j,k,l
(yi − Ai,j ~θj)V −1i,k (yk − Ak,l~θl). (5.5)
Differenziando rispetto a θm si ottiene:{
∂X2
∂θm
= −2∑i,k,lAi,mV −1i,k (yk − Ak,lθl)
m = 1, . . . , L
o anche, in notazione matriciale:
ATV −1~y − ATV −1A~θ = 0 (5.6)
la cui soluzione e:
~ˆθ = (ATV −1y A) ·ATV −1y ~y. (5.7)
Si puo dimostrare che la varianza dello stimatore risulta essere:
V ar(~ˆθ) = SVyS
T (5.8)
dove S e la matrice delle derivate di θˆ rispetto a y.
Sotto le seguenti ipotesi (ipotesi classiche):
 la distribuzione dei residui εt e normale a media nulla e varianza costante;
 i residui sono scorrelati tra loro;
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 le variabili xi sono note senza incertezza;
 i residui sono scorrelati dalle variabili xi;
allora si puo dimostrare che lo stimatore dei minimi quadrati ordinario gode anche delle
seguenti proprieta:
1. il valore dello stimatore θˆ e non distorto;
2. tra tutti gli stimatori non distorti, quello ottenuto con il metodo dei minimi quadrati ha
la varianza minore (teorema di Gauss-Markov);
3. E(X2min) = (N−L), doveN e il numero di dati considerati e L e il numero di parametri.
5.2 La scelta del V R
Analizziamo in questo paragrafo le peculiarita delle serie storiche del V R tramite il modello di
regressione lineare descritto precedentemente. In tutte le analisi in regressione abbiamo deciso
di utilizzare il V R normalizzato ad una deviazione standard, indicato con V̂ R, denito come:
V̂ R(q) =
(V˜ R(q)− 1)√
θˆ
in cui V˜ R(q) e il variance ratio valutato per osservazioni overlapping e θˆ e lo stimatore della
varianza della distribuzione asintotica del variance ratio in caso di incrementi eteroschedastici
(vedi eq. (4.15)).
Caratteristiche autoregressive delle serie storiche del V R
Nel paragrafo 4.8 abbiamo messo in evidenza come le serie storiche del V R mostrino, anche a
grandi orizzonti temporali, una forte componente di autocorrelazione. Questi effetti potrebbero
deteriorare l’analisi delle dipendenze del V R dalle quantita che considereremo nei paragra
successivi, inducendo correlazioni spurie. Per questo motivo indaghiamo l’eventuale presenza
di effetti autoregressivi del tipo:
V̂ R(t) = α + β · V̂ R(t− 1) + εt. (5.9)
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I risultati sono riportati nelle tabelle 5.1 e 5.2, considerando, rispettivamente, equispaziatura
a 30 e 60 secondi. Nelle tabelle possiamo leggere, in corrispondenza del periodo di aggrega-
zione q, il valore delle costanti, con relativo indicatore di signicativita (t-test di Student). In
aggiunta, la colonna indicata come Q(5) riporta il valore del test di Ljung-Box per la variabile
di cui si sta valutando la regressione, ossia il V R. Il valore di questa colonna e di particolare
importanza: infatti, come visto nel paragrafo 4.3, se non sono presenti componenti di auto-
correlazione, la variabile Q(m) di Ljung-Box e distribuita come un χ2 a m gradi di liberta.
Q(5) rappresenta quindi la somma dei primi 5 coefcienti di autocorrelazione quadrati e il
suo valore (tabulato) deve essere minore di 11.071, considerando un livello di condenza del
95%, se i residui non sono correlati. Se il valore riportato e superiore a quello tabulato, allora
sono presenti componenti di autocorrelazione signicative nella variabile di cui si valuta la
regressione. In questi casi, e opportuno inserire la dipendenza della variabile a tempi ancora
precedenti, ossia valutare, ad esempio,:
V̂ R(t) = α + β · V̂ R(t− 1) + γ · V̂ R(t− 2) + εt. (5.10)
q α t-test V̂ R(t− 1) t-test V̂ R(t− 2) t-test Q(5)
1 -0.669 -11.810 0.296 8.468∗∗ 40.60∗
-0.540 -8.908 0.239 6.661∗∗ 0.191 5.321∗∗ 8.30
10 -0.438 -8.889 0.237 6.662∗∗ 8.54
-0.402 -7.777 0.216 5.922∗∗ 0.086 2.368∗∗ 2.43
20 -0.449 -10.070 0.198 5.531∗∗ 9.47
-0.425 -8.961 0.185 5.071∗∗ 0.058 1.578 5.41
40 -0.471 -11.660 0.111 3.069∗∗ 11.61∗
-0.452 -10.293 0.106 2.885∗∗ 0.043 1.175 8.88
60 -0.450 -11.595 0.660 1.804 13.56∗
-0.435 -10.298 0.0640 1.751 0.032 0.880 11.99
120 -0.369 -9.872 0.0170 0.470 10.26
-0.367 -9.247 0.0180 0.485 0.000 -0.008 10.28
Tabella 5.1: Risultati della autoregressione lineare V̂ R(q), per diversi valori del periodo di aggregazione q.
Equispaziatura a 30 secondi. ∗∗ indica un livello di significativita` del 99%, ∗ un livello di significativita` del 95%.
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Se guardiamo la tabella 5.1, possiamo notare come il V R mostri una forte componente
autoregressiva, come suggerito nelle valutazioni conclusive del capitolo precedente, ossia es-
so dipende sostanzialmente e signicativamente dai valori a tempi precedenti, e questo effetto
sembra ridursi ai due lag precedenti a quello considerato, come mostra il valore del Ljung-Box,
compatibile con l’ipotesi di autocorrelazione nulla. La dipendenza da V R(t − 1) resta signi-
cativa no a q = 40, equivalente a 20 minuti mentre quella da V R(t − 2) resta signicativa
no a q = 10, corrispondente a 5 minuti.
q α t-test V̂ R(t− 1) t-test V̂ R(t− 2) t-test Q(5)
1 -0.250 -5.513 0.112 3.091∗∗ 12.56∗
-0.228 -4.933 0.103 2.826∗∗ 0.087 2.371∗∗ 5.25
10 -0.349 -8.653 0.111 3.061∗∗ 4.08
-0.350 -8.268 0.109 2.970∗∗ 0.005 0.124 3.46
20 -0.391 -10.548 0.026 0.712 4.97
-0.401 -10.070 0.025 0.693 -0.021 -0.578 4.83
40 -0.343 -9.523 -0.023 -0.642 6.10
-0.350 -9.173 -0.023 -0.640 -0.025 -0.693 5.56
60 -0.298 -8.257 -0.004 0.070 6.56
-0.307 -8.140 -0.004 0.091 -0.035 -0.944 5.66
120 -0.266 -7.581 -0.005 0.566 4.92
-0.277 -7.610 -0.006 0.628 -0.005 0.249 3.75
Tabella 5.2: Risultati della autoregressione lineare V̂ R(q), per diversi valori del periodo di aggregazione q.
Equispaziatura a 60 secondi. ∗∗ indica un livello di significativita` del 99%, ∗ un livello di significativita` del 95%.
Le stesse considerazioni possono essere estese alla regressione del V R valutato su dati
equispaziati ogni 60 secondi (tabella 5.2). In questo caso, come suggerito dalle considerazioni
conclusive del capitolo precedente, l’effetto di autoregressione nella serie storica del nostro
indicatore risulta meno evidente, anche se signicativamente dipendente dal valore V R(t− 1)
no a q = 10, ossia 10 minuti, e dal valore V R(t−2) solo al primo lag, equivalente a 1 minuto.
I valori del test di Ljung-Box sulla regressione confermano questo andamento.
Questi risultati sono di fondamentale importanza per il proseguimento del nostro studio,
poich·e impongono di tener conto del legame che il V R ha con i primi vicini nel momento
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in cui si studieranno le dipendenze dalle altre quantita.
5.2.1 Memoria del V R
Da quanto detto nel paragrafo precedente, e interessante studiare le caratteristiche di memoria
delle serie storiche del V R tramite la fast Fourier transform e la detrended uctuation analysis.
La g. 5.2.1 mostra chiaramente nel caso di equispaziatura uguale a 30 secondi e q = 1,
l’autocorrelazione nella serie storica della quantita in questione. Il coefciente della retta e sta-
to stimato essere η = −1.320 ± 0.004, profondamente incompatibile con l’ipotesi di assenza
di correlazioni seriali, e quindi in accordo con l’ipotesi di memoria lunga. Allo stesso modo,
possiamo osservare in g. 5.2.2 lo spettro della serie storica del V R in caso di equispaziatura
uguale a 60 secondi, q = 1. In questo caso non e piu cos evidente la presenza di correlazioni
seriali e cio viene confermato dal coefciente angolare della retta, η = −0.356± 0.003, sen-
sibilmente minore del precedente, ma ancora incompatibile con l’ipotesi di memoria corta.
La gura 5.2.3 mostra il risultato dell’applicazione della DFA alla serie storica del V R,
per valore di equispaziatura di 30 secondi, per q = 1. Nel graco viene riportata, in scala
bilogaritmica, il valore della varianza modicata in funzione dell’ampiezza della nestra. La
pendenza della retta (coefciente critico) e uguale a 0.77± 0.23. Da quanto detto nel paragra-
fo 3.2.3 vi

e evidenza di memoria lunga nella serie storica del V R per equispaziatura di 30
secondi.
Nella gura 5.2.4 riportiamo le stesse quantita per equispaziatura uguale a 60 secondi,
q = 1. In questo caso il valore dell’esponente critico e 0.65± 0.15, piu basso rispetto a quello
osservato in precedenza, ma ancora non compatibile con l’ipotesi di memoria corta. Questi
risultato sono in accordo con quanto messo in rilievo nel paragrafo precedente tramite l’analisi
in regressione.
5.3 Volatilita` e correlazione seriale
Come detto precedentemente, la volatilita rappresenta la massima escursione a cui i prezzi
possono andare incontro in un determinato intervallo temporale. Nel campione preso in con-
siderazione, la volatilita non e costante nel tempo (si veda la gura 2.4.1) ma subisce delle
variazioni anche considerevoli nell’arco di tempo considerato. Vogliamo ora mettere in re-
lazione la presenza di effetti di correlazione seriale nelle serie storiche dei rendimenti con la
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Figura 5.2.1: Spettro in frequenza della serie storica del V R ottenuto tramite FFT. Equispaziatura di 30 secondi,
q = 1. In questo caso il valore dell’esponente critico risulta essere η = −1.320± 0.004.
Figura 5.2.2: Spettro in frequenza della serie storica del V R ottenuto tramite FFT. Equispaziatura di 60 secondi,
q = 1. In questo caso il valore dell’esponente critico risulta essere η = −0.356± 0.003.
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Figura 5.2.3: Dipendenza del valore della varianza modificata F (l) dall’ampiezza della finestra l in scala
bilogaritmica per la serie storica del V R(q). Equispaziatura di 30 secondi, q = 1. In questo caso il valore
dell’esponente critico risulta essere α = 0.77± 0.23.
volatilita per analizzare se esistano o meno delle correlazioni tra queste due quantita. Come
indicatore delle correlazioni seriali, utilizzeremo, naturalmente, il V R.
L’effetto LeBaron Lo studio delle correlazioni seriali e stato spesso affrontato in letteratura.
Di particolare importanza e l’analisi condotta da B. LeBaron sui legami tra correlazioni seriali
nelle serie storiche dei rendimenti, campionati su base giornaliera e settimanale, e la volatilita
sullo stesso periodo. In un lavoro del 1992 [24], l’autore dimostra come, su un periodo di
tempo di circa 80 anni, vi sia una correlazione negativa tra queste due quantita. I dati si
riferiscono all’indice S&P500. Nella sua analisi, l’autore tiene conto della eteroschedasticita
dei dati nella modellizzazione, mentre le correlazioni seriali dei rendimenti sono valutate a
diversi ordini. Il comportamento in questione delle correlazioni viene descritto tramite un
modello GARCH esponenziale autoregressivo. Il legame tra la varianza dei rendimenti e le
correlazioni seriali delle serie storiche prende il nome di effetto LeBaron.
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Figura 5.2.4: Dipendenza del valore della varianza modificata F (l) dall’ampiezza della finestra l in scala
bilogaritmica per la serie storica del V R(q). Equispaziatura di 60 secondi, q = 1. In questo caso il valore
dell’esponente critico risulta essere α = 0.65± 0.15.
5.3.1 Risultati
Studiamo la presenza di eventuali dipendenze delle serie storiche del V R tramite un’analisi in
regressione, per vari valori del periodo di aggregazione q; in altre parole testeremo l’ipotesi
che il variance ratio sia legato alla volatilita nel seguente modo:
V̂ R(t) = α + β · log(σ2) + εt. (5.11)
Sfruttando i risultati del paragrafo precedente, in alcuni casi, per eliminare l’autocorrelazione
dei residui, sara anche necessario studiare:
V̂ R(t) = α + β · log(σ2) + δ · V̂ R(t− 1) + γ · V̂ R(t− 2) + εt. (5.12)
La tabella 5.3 mostra i valori dei coefcienti della regressione a vari orizzonti temporali,
per equispaziatura dei dati uguale a 30 secondi. Le quantita in tabella hanno lo stesso signi-
cato di quelle riportate precedentemente. Possiamo notare come il valore del V R dipenda
dal logaritmo della volatilita a tutti gli orizzonti temporali considerati. L’introduzione della
dipendenza del V R dai primi due instanti temporali precedenti a quello considerato permette
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q α t-test log(σ2) t-test V̂ R(t− 1) t-test V̂ R(t− 2) t-test Q(5)
1 5.459 9.974 0.728 11.750∗∗ 169.24∗
4.711 8.497 0.622 9.748∗∗ 0.193 5.590∗∗ 55.26∗
4.372 7.826 0.573 8.841∗∗ 0.164 4.647∗∗ 0.126 3.614∗∗ 20.70∗
10 4.622 8.557 0.590 9.650∗∗ 65.30∗
4.022 7.278 0.512 8.101∗∗ 0.154 4.325∗∗ 16.33∗
3.922 7.020 0.499 7.771∗∗ 0.147 4.054∗∗ 0.038 1.063 10.64
20 3.757 7.849 0.490 9.044∗∗ 49.04∗
3.353 6.842 0.437 7.787∗∗ 0.121 3.369∗∗ 16.33∗
3.330 6.709 0.434 7.598∗∗ 0.119 3.272∗∗ 0.007 0.192 14.95∗
40 2.770 6.483 0.375 7.745∗∗ 23.43∗
2.638 6.035 0.357 7.140∗∗ 0.046 1.264 15.11∗
2.645 5.970 0.358 7.023∗∗ 0.045 1.246 -0.006 -0.166 15.70∗
60 2.423 5.806 0.330 6.981∗∗ 17.12∗
2.400 5.627 0.327 6.708∗∗ 0.008 0.215 16.14∗
2.426 5.621 0.330 6.659∗∗ 0.008 0.232 -0.011 -0.313 17.33∗
120 1.858 4.382 0.254 5.282∗∗ 10.92
1.883 4.383 0.257 5.260∗∗ -0.017 -0.474 11.27∗
1.922 4.449 0.263 5.321∗∗ -0.017 -0.465 -0.026 -0.707 12.53∗
Tabella 5.3: Risultati della regressione lineare V̂ R(q) − log(σ2), per diversi valori del periodo di aggregazione
q. Equispaziatura a 30 secondi. ∗∗ indica un livello di significativita` del 99%, ∗ un livello di significativita` del
95%.
di ottenere dei valori per Q(5) compatibili con quello atteso, signicativi no a q = 20 per
V R(t − 1) e solo a q = 1 per V R(t − 2). In particolare, in quest’ultimo caso, il valore di Q
suggerisce la possibilita della dipendenza da valori del V R a tempi ancora precedenti a quel-
li considerati. La dipendenza della volatilita dal V R risulta positiva; poich·e abbiamo notato
nel paragrafo 4.8 che il trend della serie storica del V R e prevalentemente negativo, i risultati
mostrano che al livello intragiornaliero non

e presente l’effetto LeBaron, ma la tendenza

e
opposta rispetto a quella osservata per grandi orizzonti temporali (giorni, settimane, ecc.)
La tabella 5.4 mostra i risultati della stessa analisi per equispaziatura dei dati di 60 secondi.
Anche in questo caso il V R dipende signicativamente dalla volatilita a tutti gli orizzonti
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q α t-test log(σ2) t-test V̂ R(t− 1) t-test V̂ R(t− 2) t-test Q(5)
1 2.786 5.151 0.349 5.696∗∗ 33.31∗
2.648 4.860 0.330 5.336∗∗ 0.081 2.231∗ 19.35∗
2.557 4.679 0.318 5.113∗∗ 0.075 2.051∗ 0.067 1.865 10.56
10 2.434 5.291 0.321 6.161∗∗ 18.28∗
2.264 4.853 0.299 5.621∗∗ 0.070 1.932 8.01
2.287 4.873 0.303 5.640∗∗ 0.070 1.930 -0.024 -0.650 8.93
20 1.798 4.323 0.250 5.302∗∗ 6.45
1.798 4.266 0.250 5.214∗∗ -0.010 -0.270 6.52
1.858 4.382 0.260 5.350∗∗ -0.011 -0.299 -0.050 -1.365 8.10
40 1.377 3.310 0.195 4.127∗∗ 7.29
1.444 3.438 0.204 4.270∗∗ -0.048 -1.315 6.56
1.498 3.556 0.212 4.405∗∗ -0.049 -1.349 -0.044 -1.199 6.94
60 1.152 2.701 0.163 3.383∗∗ 8.59
1.212 2.826 0.172 3.534∗∗ -0.056 -1.520 6.73
1.254 2.919 0.178 3.647∗∗ -0.057 -1.567 -0.046 -1.263 6.61
120 0.852 2.035 0.125 2.642∗∗ 7.97
0.915 2.178 0.134 2.819∗∗ -0.068 -1.864 5.25
0.948 2.255 0.140 2.923∗∗ -0.071 -1.948 -0.053 -1.445 4.82
Tabella 5.4: Risultati della regressione lineare V̂ R(q) − log(σ2), per diversi valori del periodo di aggregazione
q. Equispaziatura a 60 secondi. ∗∗ indica un livello di significativita` del 99%, ∗ un livello di significativita` del
95%.
temporali considerati e in tutte le variazioni del modello. Come ci aspettiamo, anche in questo
caso la componente autoregressiva sparisce gia per q = 10, con valori di Q(5) compatibili con
quelli attesi.
Le gure 5.3.1, 5.3.2 e 5.3.3 mostrano lo scatter plot V R-log(volatilita) per vari valori del
periodo di aggregazione. Il V R e valutato in questo caso su dati equispaziati ogni 30 secondi.
Possiamo osservare come vi sia una debole correlazione tra il V R e il logaritmo della volatilita
quando andiamo ad indagare alte frequenze di campionamento, mentre questo effetto sparisce
completamente quando consideriamo le basse frequenze.
Se consideriamo invece i V R valutati con equispaziatura dei dati a 60 secondi, (gu-
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Figura 5.3.1: Scatter plot V R(q)-log(volatilita`). Il VR e` normalizzato a una deviazione standard. q = 1 e
equispaziatura a 30 secondi.
Figura 5.3.2: Scatter plot V R(q)-log(volatilita`). Il VR e` normalizzato a una deviazione standard. q = 20 ed
equispaziatura a 30 secondi.
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Figura 5.3.3: Scatter plot V R(q)-log(volatilita`). Il VR e` normalizzato a una deviazione standard. q = 60 ed
equispaziatura a 30 secondi.
re 5.3.4, 5.3.5 e 5.3.6), gia ad alte frequenze non vi sono segni evidenti di correlazione, a parte
un effetto di distorsione, del quale ci siamo gia occupati in precendenza, dovuto all’avvicinarsi
ad 1 del rapporto tra il periodo di aggregazione e il numero di dati del campione.
5.4 Volume e correlazione seriale
Anche l’uso del volume degli scambi come indicatore delle proprieta di correlazione delle se-
rie storiche dei rendimenti e piuttosto diffuso in letteratura. Tra gli altri, citiamo un lavoro
di P. S¤afvenblad [43], il quale indaga sulle possili relazioni tra il volume degli scambi e le
autocorrelazioni seriali dei rendimenti nel mercato delle merci di Stoccolma, campionati su
base giornaliera. In particolare, per quanto riguarda gli indici, egli nota come a periodi di
intensa attivita di mercato corrispondano periodi di bassa autocorrelazione seriale. L’autore
spiega questo effetto collegando le autocorrelazioni alla alta sincronia dei prezzi: in un model-
lo asincrono i rendimenti sono descritti, come abbiamo gia visto, tramite un moto browniano
in tempo continuo. Siccome non tutte le merci sono trattate contemporaneamente (asincronia),
puo capitare che alcune transazioni di una merce siano registrate in ritardo rispetto a quando
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Figura 5.3.4: Scatter plot V R(q)-log(volatilita`). Il VR e` normalizzato a una deviazione standard. q = 1 ed
equispaziatura a 60 secondi.
Figura 5.3.5: Scatter plot V R(q)-log(volatilita`). Il VR e` normalizzato a una deviazione standard. q = 20 ed
equispaziatura a 60 secondi.
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Figura 5.3.6: Scatter plot V R(q)-log(volatilita`). Il VR e` normalizzato a una deviazione standard. q = 60 ed
equispaziatura a 60 secondi.
sono avvenute, entrando nella misura di rendimento di un altro bene. Questo effetto induce
autocorrelazione positiva ed e a questo effetto che l’autore fa risalire il risultato della misura
di autocorrelazioni in presenza di grosso volume degli scambi2.
Per quanto riguarda le merci, invece, l’autore mette in evidenza come cio che si ottiene sia op-
posto a quello descritto in precedenza, con forte autocorrelazione in periodi di grosso volume
degli scambi.
5.4.1 Risultati
L’analisi in regressione per il volume totale degli scambi segue sostanzialmente quella dei pa-
ragra precedenti; ipotizziamo, infatti, di poter descrivere la dipendenza delle serie temporali
del V R dal volume degli scambi giornaliero nel seguente modo:
V̂ R(t) = α + β · Vtot + εt, (5.13)
2Bisogna far notare che, secondo l’autore, questo effetto sparisce quasi del tutto in mercati molto liquidi,
come quello considerato nella nostra analisi.
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o anche:
V̂ R(t) = α+ β · Vtot + δ · V̂ R(t− 1) + γ · V̂ R(t− 2) + εt, (5.14)
nel caso in cui sia necessario introdurre una o piu componenti autoregressive nel modello. I
risultati sono riportati nelle tabelle 5.5 e 5.6.
Possiamo notare come, per equispaziatura uguale a 30 secondi il volume sia sempre una
componente signicativa al 99% di livello di condenza nelle serie storiche del V R. In piu
sono presenti componenti autoregressive del primo ordine no a q = 20, corrispondente a 10
minuti, mentre le componenti del secondo ordine spariscono abbastanza rapidamente. Il valore
della statistica di Ljung-Box resta pero signicativo no a grandi orizzonti temporali.
Se consideriamo equispaziatura uguale a 60 secondi il volume totale resta sempre una va-
riabile signicativa, mentre le serie storiche non mostrano piu caratteristiche autoregressive.
La statistica Q e signicativa solo a piccoli orizzonti temporali, mentre non lo e piu a grandi
orizzonti temporali. Un comportamento anomalo, di piccola entita, si riscontra nell’introdu-
zione della componente autoregressiva del secondo ordine, che fa aumentare al di sopra del
livello di signicativita la statistica di Ljung-Box. Questo comportamento puo essere motivato
dal fatto che il valore della componente in questione, introdotta in un campione completamen-
te scorrelato, mette necessariamente in correlazione le altre costanti che intervengono nella
regressione, introducendo e non eliminando una fonte di correlazione seriale.
Potevamo attenderci questi risultati considerando che il volume totale e la volatilita sono
strettamente correlati [32], con coefciente di correlazione uguale a 0.7.
5.5 Rendimenti e correlazione seriale
Analizziamo in questo paragrafo la dipendenza delle serie storiche del V R dall’indicatore
rendimento giornaliero. Anche questo tipo di legame e rilevante, poich·e, anche se il V R e
stato costruito proprio tramite i rendimenti e dato il fatto che ne misura la correlazione seriale,
il suo valore, in presenza di mercato efciente, non deve essere correlato all’indicatore in
questione. Deniamo innanzitutto il rendimento giornaliero come:
rt =
N∑
i=1
rit (5.15)
dove l’indice t indica il giorno di contrattazione, i guida la somma sui rendimenti della griglia,
N e il numero di rendimenti considerati. Anche in questo caso vogliamo testare una dipen-
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q α t-test Vtot(×10−4) t-test V̂ R(t− 1) t-test V̂ R(t− 2) t-test Q(5)
1 -2.488 -15.615 0.900 10.051∗∗ 157.38∗
-2.058 -12.226 0.779 8.715∗∗ 0.231 6.769∗∗ 42.88∗
-1.869 -10.886 0.732 8.224∗∗ 0.188 5.375∗∗ 0.158 4.546∗∗ 10.48
10 -2.430 -16.520 1.090 13.154∗∗ 48.82∗
-2.212 -14.180 1.010 11.883∗∗ 0.138 4.104∗∗ 14.54∗
-2.169 -13.611 0.992 11.619∗∗ 0.130 3.770∗∗ 0.041 1.209 9.00
20 -2.170 -16.712 0.944 12.939∗∗ 39.57∗
-2.022 -14.562 0.890 11.857∗∗ 0.101 2.990∗∗ 16.67∗
-2.009 -14.107 0.885 11.684∗∗ 0.099 2.875∗∗ 0.011 0.313 14.86∗
40 -1.818 -15.600 0.756 11.537∗∗ 25.22∗
-1.777 -14.293 0.741 11.020∗∗ 0.032 0.921 19.36∗
-1.776 -13.872 0.740 10.911∗∗ 0.031 0.906 0.000 -0.002 19.32∗
60 -1.695 -14.914 0.711 11.134∗∗ 20.39∗
-1.708 -14.176 0.716 10.943∗∗ -0.009 -0.270 21.71∗
-1.719 -13.886 0.722 10.939∗∗ -0.009 -0.247 -0.009 -0.250 23.00∗
120 -1.416 -12.156 0.610 9.320∗∗ 13.61∗
-1.443 -11.976 0.620 9.328∗∗ -0.030 -0.864 15.54∗
-1.465 -11.956 0.628 9.411∗∗ -0.030 -0.845 -0.027 -0.768 17.89 ∗
Tabella 5.5: Risultati della regressione lineare V̂ R(q) −Vtot, per diversi valori del periodo di aggregazione q.
Equispaziatura a 30 secondi. ∗∗ indica un livello di significativita` del 99%, ∗ un livello di significativita` del 95%.
denza lineare del V R dai rendimenti analoga a quella introdotta nei paragra precedenti per le
altre quantita:
V̂ R(t) = α+ β · rt + εt, (5.16)
o anche:
V̂ R(t) = α + β · rt + δ · V̂ R(t− 1) + γ · V̂ R(t− 2) + εt, (5.17)
nel caso in cui sia necessario introdurre una o piu componenti autoregressive nel modello. I
risultati sono riportati nelle tabelle 5.7 e 5.8.
Possiamo osservare come, per equispaziatura di 30 secondi, i rendimenti giornalieri siano
legati al V R, al 99% di livello di condenza no a q = 60 (corrispondente a 30 minuti), al
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q α t-test Vtot(×10−4) t-test V̂ R(t− 1) t-test V̂ R(t− 2) t-test Q(5)
1 -1.524 -10.150 0.726 8.604∗∗ 29.29∗
-1.485 -9.695 0.716 8.407∗∗ 0.068 1.940 19.98∗
-1.450 -9.395 0.706 8.265∗∗ 0.061 1.725 0.067 1.902 11.00
10 -1.716 -13.785 0.777 11.097∗∗ 16.59∗
-1.668 -12.844 0.758 10.613∗∗ 0.044 1.280 10.53
-1.686 -12.762 0.761 10.598∗∗ 0.046 1.324 -0.031 -0.895 13.13 ∗
20 -1.487 -13.122 0.637 10.000∗∗ 7.49
-1.511 -12.799 0.643 9.929∗∗ -0.030 -0.851 9.25
-1.547 -12.843 0.652 10.011∗∗ -0.029 -0.847 -0.054 -1.551 13.39 ∗
40 -1.307 -11.458 0.570 8.886∗∗ 7.93
-1.358 -11.590 0.587 9.058∗∗ -0.065 -1.868 9.60
-1.392 -11.727 0.598 9.218∗∗ -0.067 -1.902 -0.048 -1.389 12.36∗
60 -1.177 -10.002 0.522 7.889∗∗ 8.64
-1.221 -10.190 0.536 8.047∗∗ -0.069 -1.962∗ 9.24
-1.251 -10.342 0.546 8.177∗∗ -0.071 -2.013∗ -0.051 -1.464 11.40∗
120 -1.013 -8.708 0.447 6.828∗∗ 7.10
-1.061 -8.987 0.463 7.034∗∗ -0.082 -2.295∗∗ 6.97
-1.091 -9.172 0.472 7.167∗∗ -0.085 -2.394∗∗ -0.060 -1.686 8.69
Tabella 5.6: Risultati della regressione lineare V̂ R(q) −Vtot, per diversi valori del periodo di aggregazione q.
Equispaziatura a 60 secondi. ∗∗ indica un livello di significativita` del 99%, ∗ un livello di significativita` del 95%.
95% di livello di condenza per i restanti valori del periodo di aggregazione. Inoltre il valo-
re di Q(5) resta signicativo se non consideriamo le caratteristiche autoregressive delle serie
storiche del V R, mentre e compatibile con l’ipotesi nulla se inseriamo le componenti autore-
gressive del primo e del secondo ordine.
Molto differente e il risultato della regressione considerando dati equispaziati ogni 60 se-
condi. Notiamo, infatti, come il coefciente legato al rendimento resti signicativo al 99% di
livello di condenza no a q = 10, corrispondente a 10 minuti, e no a q = 20, corrispon-
dente a 20 minuti, al 95% di livello di condenza. Anche i valori di Q(5) confermano questa
tendenza.
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Figura 5.4.1: Scatter plot Vtot− log(σ2). E` evidente la stretta correlazione tra le due quantita`. Tramite il metodo
dei minimi quadrati ordinari si stima ρ = 0.7
La g. 5.5.1 mostra lo scatter plot tra V R(q) e rendimenti giornalieri.
Figura 5.5.1: Scatter plot V R(q)− r. q = 1 ed equispaziatura a 30 sec.
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q α t-test rt t-test V̂ R(t− 1) t-test V̂ R(t− 2) t-test Q(5)
1 -0.963 -20.365 -13.900 -4.616∗∗ 197.09∗
-0.681 -12.186 -13.800 -4.793∗∗ 0.295 8.568∗∗ 40.26∗
-0.554 -9.259 -13.800 -4.840∗∗ 0.239 6.761∗∗ 0.189 5.343 9.46
10 -0.585 -12.871 -13.700 -4.707∗∗ 57.31∗
-0.450 -9.253 -13.500 -4.767∗∗ 0.235 6.707∗∗ 8.98
-0.415 -8.140 -13.700 -4.846∗∗ 0.214 5.963∗∗ 0.085 2.378 3.42
20 -0.566 -14.094 -9.900 -3.858∗∗ 45.33∗
-0.458 -10.358 -9.600 -3.814∗∗ 0.196 5.501∗∗ 10.05
-0.436 -9.264 -9.800 -3.869∗∗ 0.183 5.045∗∗ 0.055 1.528 6.18
40 -0.533 -14.993 -6.200 -2.710∗∗ 25.81∗
-0.478 -11.849 -5.900 -2.596∗∗ 0.108 2.972∗∗ 12.00∗
-0.459 -10.481 -6.000 -2.643∗∗ 0.101 2.780∗∗ 0.043 1.178 9.37
60 -0.485 -14.052 -5.200 -2.376∗∗ 18.59∗
-0.456 -11.751 -5.100 -2.313∗ 0.063 1.727 14.07∗
-0.440 -10.442 -5.100 -2.286∗ 0.061 1.671 0.033 0.894 12.59∗
120 -0.378 -10.912 -4.700 -2.111∗ 11.46∗
-0.373 -9.991 -4.700 -2.102∗ 0.016 0.449 11.42∗
-0.371 -9.357 -4.600 -2.055∗ 0.017 0.462 0.000 0.008 11.42∗
Tabella 5.7: Risultati della regressione lineare V̂ R(q) −r, per diversi valori del periodo di aggregazione q.
Equispaziatura a 30 secondi. ∗∗ indica un livello di significativita` del 99%, ∗ un livello di significativita` del 95%.
5.6 Unexpected volatility e correlazione seriale
Un’altra interessante quantita che puo essere legata alla correlazione seriale e la volatilit

a
inattesa (unexpected volatility), che si denisce come la differenza tra il valore previsto della
varianza dei rendimenti e il valore effettivamente osservato sul mercato. In letteratura viene
messa in evidenza la correlazione negativa tra questa quantita e il rendimento inatteso, de-
nito rispetto al rendimento giornaliero in modo analogo alla volatilita inattesa. Nel nostro
caso la componente inattesa della volatilita e rappresententata dai residui del t lineare della
autoregressione della volatilita, stimati con il metodo dei minimi quadrati. In altre parole, se
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q α t-test rt t-test V̂ R(t− 1) t-test V̂ R(t− 2) t-test Q(5)
1 -0.294 -6.679 -11.200 -3.998∗∗ 23.54∗
-0.258 -5.747 -11.500 -4.133∗∗ 0.117 3.253∗∗ 10.84
-0.238 -5.195 -11.300 -4.056∗∗ 0.109 3.013∗∗ 0.080 2.204 5.01
10 -0.397 -10.515 -7.300 -3.021∗∗ 12.96∗
-0.355 -8.851 -7.100 -2.970∗∗ 0.109 3.013∗∗ 4.45
-0.358 -8.484 -7.300 -3.054∗∗ 0.106 2.919∗∗ 0.003 0.081 3.73
20 -0.404 -11.870 -4.400 -2.044∗ 5.63
-0.396 -10.678 -4.400 -2.010∗ 0.023 0.628 5.18
-0.406 -10.201 -4.500 -2.057∗ 0.022 0.602 -0.021 -0.578 4.94
40 -0.337 -9.960 -3.000 -1.374 7.41
-0.346 -9.594 -3.000 -1.389 -0.025 -0.680 6.35
-0.353 -9.236 -2.900 -1.318 -0.025 -0.678 -0.025 -0.685 5.78
60 -0.289 -8.366 -3.300 -1.488 9.29
-0.301 -8.334 -3.300 -1.502 -0.040 -1.094 6.98
-0.310 -8.210 -3.200 -1.447 -0.041 -1.115 -0.034 -0.933 6.05
120 -0.254 -7.522 -4.000 -1.864 8.79
-0.269 -7.685 -4.100 -1.886 -0.058 -1.595 5.33
-0.280 -7.701 -3.900 -1.819 -0.060 -1.655 -0.044 -1.208 4.27
Tabella 5.8: Risultati della regressione lineare V̂ R(q) −r, per diversi valori del periodo di aggregazione q.
Equispaziatura a 60 secondi. ∗∗ indica un livello di significativita` del 99%, ∗ un livello di significativita` del 95%.
supponiamo di descrivere le caratteristiche autoregressive della volatilita nel seguente modo:
log(σ2(t)) = α + β log(σ2(t− 1))− δ log(σ2(t− 2)) + εt (5.18)
dove σ2 e la volatilita stimata con il metodo di Fourier, allora deniamo σu ≡ εt.
E evidente che volatilita realizzata e volatilita inattesa sono due variabili scorrelate (vedi
g. 5.6.1): il coefciente di correlazione risulta essere 0.52± 0.02. Tramite la nostra indagine
vogliamo vericare se, nel caso fosse evidente un legame tra volatilit

a inattesa e V R, le ut-
tuazioni nelle serie storiche dei rendimenti messe in evidenza nel capitolo precedente possano
essere attribuite in modo maggiore alla volatilit

a attesa o a quella inattesa.
5.6 Unexpected volatility e correlazione seriale 98
Figura 5.6.1: Scatter plot tra componente attesa ed inattesa della volatilita`. E` evidente come le due quantita` non
siano correlate.
Le tabelle 5.9 e 5.10 riportano i risultati della regressione per i due periodi di equispaziatu-
ra considerati. In particolare possiamo notare come la relazione tra volatilita inattesa e V R sia
signicativa e positiva ad ogni orizzonte temporale. Per equispaziatura uguale a 30 secondi,
notiamo come la clusterizzazione del V R non permetta di ottenere risultati del test di Ljung-
Box compatibili con l’ipotesi nulla. La situazione risulta differente quanto l’equispaziatura e
uguale a 60 secondi, almeno per questo dato aspetto.
Possiamo confrontare in conclusione i risultati ora ottenuti con quelli relativi alla regres-
sione con la volatilita (tab. 5.3 e 5.4). Notiamo come il coefciente relativo alla componente
inattesa della volatilita sembri piu signicativo rispetto a quello relativo alla volatilita attesa,
il che indicherebbe un maggiore impatto di questa quantita sulla eventuale presenza di corre-
lazioni seriali signicative nelle serie storiche dei rendimenti. Per testare questa affermazione
costruiamo la seguente regressione:
V̂ R(t) = α + β · V̂ R(t− 1) + γ · V̂ R(t− 2) + δ · log(σ2(t)) + η · σu(t) + εt. (5.19)
In tal modo possiamo sapere con certezza quale delle due quantita inuenzi le uttuazioni.
Nelle tabelle 5.11 e 5.12 riportiamo il risultato della regressione (5.19), rispettivamente per
equispaziatura di 30 e 60 secondi. Possiamo osservare come nel primo caso la componente
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q α t-test σu t-test V̂ R(t− 1) t-test V̂ R(t− 2) t-test Q(5)
1 -0.953 -21.800 1.529 12.473∗∗ 225.22∗
-0.677 -13.225 1.512 12.993∗∗ 0.289 9.150∗∗ 46.48∗
-0.553 -10.115 1.501 13.174∗∗ 0.234 7.233∗∗ 0.186 5.728∗∗ 13.49∗
10 -0.577 -14.029 1.611 13.962∗∗ 50.59∗
-0.469 -10.577 1.536 13.516∗∗ 0.187 5.818∗∗ 14.07∗
-0.423 -9.140 1.551 13.718∗∗ 0.162 4.918∗∗ 0.104 3.197∗∗ 5.98
20 -0.562 -15.435 1.384 13.548∗∗ 41.65∗
-0.481 -11.911 1.327 13.041∗∗ 0.143 4.363∗∗ 18.75∗
-0.453 -10.539 1.330 13.090∗∗ 0.130 3.901∗∗ 0.064 1.932∗ 13.13∗
40 -0.530 -16.246 1.123 12.259∗∗ 30.20∗
-0.502 -13.484 1.102 11.920∗∗ 0.053 1.582 23.98∗
-0.485 -11.975 1.101 11.902∗∗ 0.049 1.454 0.037 1.103 20.08∗
60 -0.481 -15.077 1.060 11.849∗∗ 25.92∗
-0.478 -13.327 1.058 11.678∗∗ 0.005 0.158 25.55∗
-0.465 -11.943 1.057 11.666∗∗ 0.004 0.104 0.028 0.837 22.56∗
120 -0.373 -11.385 0.903 9.825∗∗ 15.46∗
-0.383 -10.858 0.912 9.838∗∗ -0.026 -0.744 15.06∗
-0.382 -10.198 0.912 9.832∗∗ -0.026 -0.744 0.002 0.046 14.98∗
Tabella 5.9: Risultati della regressione lineare V̂ R(q) −σu, per diversi valori del periodo di aggregazione q.
Equispaziatura a 30 secondi. ∗∗ indica un livello di significativita` del 99%, ∗ un livello di significativita` del 95%.
attesa e quella inattesa della volatilita siano entrambe signicativamente legate alla correla-
zione seriale, a diversi valori del periodo di aggregazione. Cio che emerge e essenzialmente
una maggiore signicativita del coefciente legato alla volatilita attesa se non consideriamo
le (evidenti) proprieta autoregressive della serie storica del V R. Nel caso in cui invece in-
cludiamo gli effetti di autoregressione, e il coefciente legato alla volatilita inattesa ad essere
piu signicativo. Questo comportamento e ancora piu evidente all’aumentare del periodo di
aggregazione.
Nel caso di equispaziatura piu ampia, questa tendenza e vericata gia a partire da q = 1 e
viene mantenuta per tutti i periodi di aggregazione considerati.
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q α t-test σu t-test V̂ R(t− 1) t-test V̂ R(t− 2) t-test Q(5)
1 -0.285 -6.821 1.165 9.937∗∗ 26.89∗
-0.259 -6.058 1.145 9.788∗∗ 0.091 2.657∗∗ 15.44 ∗
-0.234 -5.383 1.154 9.909∗∗ 0.080 2.329∗∗ 0.099 2.883∗∗ 7.61
10 -0.395 -11.258 1.122 11.410∗∗ 11.85∗
-0.371 -9.893 1.099 11.095∗∗ 0.059 1.742 9.74
-0.368 -9.355 1.099 11.089∗∗ 0.058 1.704 0.008 0.240 9.49
20 -0.402 -12.618 0.941 10.525∗∗ 11.68∗
-0.414 -11.899 0.952 10.532∗∗ -0.030 -0.855 11.04
-0.425 -11.390 0.954 10.543∗∗ -0.029 -0.836 -0.028 -0.812 11.82∗
40 -0.333 -10.394 0.857 9.530∗∗ 13.62∗
-0.358 -10.538 0.887 9.776∗∗ -0.076 -2.184∗ 8.70
-0.368 -10.213 0.888 9.779∗∗ -0.077 -2.201∗ -0.027 -0.793 9.15
60 -0.285 -8.602 0.782 8.417∗∗ 12.94∗
-0.307 -8.906 0.809 8.661∗∗ -0.079 -2.249∗ 7.54
-0.317 -8.808 0.809 8.660∗∗ -0.080 -2.285∗ -0.034 -0.966 7.83
120 -0.249 -7.600 0.666 7.239∗∗ 11.19
-0.272 -8.030 0.695 7.524∗∗ -0.091 -2.550∗∗ 6.01
-0.284 -8.074 0.695 7.519∗∗ -0.093 -2.617∗∗ -0.044 -1.241 6.24
Tabella 5.10: Risultati della regressione lineare V̂ R(q) −σu, per diversi valori del periodo di aggregazione q.
Equispaziatura a 60 secondi. ∗∗ indica un livello di significativita` del 99%, ∗ un livello di significativita` del 95%.
In conclusione, date le considerazioni riportate nei paragra precedenti a proposito delle
caratteristiche autoregressive delle serie storiche del V R possiamo concludere che la volatilit

a
inattesa

e legata in modo pi

u signicativo rispetto alla volatilit

a attesa a eventuali percorsi di
correlazione seriale presenti nelle serie storiche dei rendimenti.
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q α t-test σ2t t-test σu t-test V̂ R(t− 1) t-test V̂ R(t− 2) t-test Q(5)
1 3.105 5.090 1.069 7.756∗∗ 0.461 6.668∗∗ 174.59∗
1.765 2.859 0.282 3.970∗∗ 1.232 9.125∗∗ 0.244 7.318∗∗ 44.59∗
1.146 1.847 0.198 2.749∗∗ 1.306 9.764∗∗ 0.209 6.224∗∗ 0.164 4.939∗∗ 13.08∗
10 1.580 2.699 1.366 10.328∗∗ 0.245 3.693∗∗ 44.23∗
0.878 1.480 0.154 2.277∗ 1.390 10.671∗∗ 0.167 5.015∗∗ 12.75∗
0.545 0.904 0.112 1.611 1.444 11.008∗∗ 0.150 4.460∗∗ 0.092 2.758∗∗ 5.34
20 1.082 2.083 1.197 10.200∗∗ 0.187 3.172∗∗ 35.89∗
0.670 1.271 0.132 2.190∗ 1.202 10.331∗∗ 0.125 3.700∗∗ 17.13∗
0.515 0.959 0.112 1.809 1.224 10.444∗∗ 0.117 3.451∗∗ 0.050 1.487 12.65∗
40 0.533 1.140 1.002 9.491∗∗ 0.121 2.280∗ 25.44∗
0.441 0.929 0.108 1.993∗ 1.000 9.468∗∗ 0.039 1.132 21.50∗
0.380 0.789 0.100 1.799 1.007 9.490∗∗ 0.037 1.085 0.024 0.700 19.13∗
60 0.274 0.598 0.974 9.433∗∗ 0.086 1.654 23.10∗
0.285 0.615 0.087 1.652 0.975 9.425∗∗ -0.005 -0.155 23.41∗
0.244 0.519 0.082 1.514 0.980 9.429∗∗ -0.006 -0.169 0.018 0.518 21.65∗
120 -0.046 -0.097 0.866 8.147∗∗ 0.037 0.698 15.03∗
-0.002 -0.003 0.043 0.807 0.870 8.173∗∗ -0.030 -0.847 14.53∗
0.003 0.006 0.044 0.809 0.869 8.136∗∗ -0.030 -0.847 -0.003 -0.078 14.67∗
Tabella 5.11: Risultati della regressione lineare V̂ R(q) − log(σ2) − σu, per diversi valori del periodo di aggregazione q. Equispaziatura a 30 secondi.
∗∗ indica un livello di significativita` del 99%, ∗ un livello di significativita` del 95%.
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q α t-test σ2t t-test σu t-test V̂ R(t− 1) t-test V̂ R(t− 2) t-test Q(5)
1 0.390 0.651 1.088 8.032 ∗∗ 0.077 1.129 27.14∗
0.181 0.301 0.050 0.732 1.096 8.115∗∗ 0.087 2.511∗∗ 15.73∗
-0.027 -0.045 0.024 0.342 1.131 8.376∗∗ 0.078 2.257∗ 0.097 2.807∗∗ 7.71
10 0.023 0.046 1.075 9.452∗∗ 0.047 0.831 11.81∗
-0.083 -0.163 0.033 0.570 1.067 9.392∗∗ 0.056 1.632 9.67
-0.093 -0.182 0.031 0.538 1.069 9.363∗∗ 0.056 1.612 0.005 0.149 9.50
20 -0.271 -0.591 0.926 8.955∗∗ 0.015 0.288 11.55∗
-0.229 -0.498 0.021 0.402 0.932 8.994∗∗ -0.031 -0.899 10.84
-0.177 -0.382 0.028 0.535 0.927 8.925∗∗ -0.031 -0.898 -0.031 -0.885 11.65
40 -0.562 -1.220 0.883 8.489∗∗ -0.026 -0.498 13.79∗
-0.492 -1.069 -0.015 -0.292 0.902 8.664∗∗ -0.075 -2.145∗ 8.79
-0.457 -0.987 -0.010 -0.193 0.898 8.605∗∗ -0.076 -2.170∗ -0.026 -0.761 9.19
60 -0.661 -1.389 0.825 7.677∗∗ -0.043 -0.792 13.11∗
-0.607 -1.277 -0.034 -0.632 0.843 7.843∗∗ -0.078 -2.196∗ 7.63
-0.573 -1.203 -0.029 -0.538 0.838 7.787∗∗ -0.079 -2.235∗ -0.032 -0.908 7.86
120 -0.728 -1.545 0.721 6.773∗∗ -0.054 -1.018 11.35∗
-0.688 -1.466 -0.047 -0.889 0.742 6.976∗∗ -0.089 -2.499∗∗ 6.00
-0.656 -1.394 -0.042 -0.794 0.737 6.919∗∗ -0.091 -2.566∗∗ -0.042 -1.175 6.16
Tabella 5.12: Risultati della regressione lineare V̂ R(q) − log(σ2) − σu, per diversi valori del periodo di aggregazione q. Equispaziatura a 60 secondi.
∗∗ indica un livello di significativita` del 99%, ∗ un livello di significativita` del 95%.
Conclusioni
In questo lavoro di tesi e stato discusso il problema della determinazione della correlazione
seriale su un insieme di dati ad alta frequenza estratto dal mercato italiano dei futures, in modo
tale da testare l’ipotesi che la dinamica dei rendimenti sia un random walk. Abbiamo prima
di tutto introdotto tale ipotesi nell’ambito di una breve discussione sull’efcienza dei mercati;
abbiamo successivamente analizzato quale effetto abbia la presenza di correlazioni seriali sulla
validita della suddetta ipotesi. L’importanza di tali effetti in una corretta analisi dei modelli
che sono alla base del mercato nanziario ci ha spinto ad una valutazione quantitativa delle
correlazioni seriali.
Abbiamo, in via preliminare, analizzato i dati a nostra disposizione, scegliendo alcune del-
le quantita di maggiore interesse in un mercato nanziario, al ne di stabilire successivamente
eventuali legami tra gli effetti che potevano emergere e la struttura del sistema considerato. In
questa parte del lavoro siamo intervenuti sui dati grezzi e abbiamo studiato dei ltri, in modo
tale da eliminare quantita di scarso interesse. Abbiamo inoltre osservato alcune anomalie nella
registrazione dei dati a noi pervenuti dovute presumibilmente all’introduzione di ltri applicati
prima della registrazione vera e propria. Abbiamo indicato in volume e volatilita le quantita
che potevano avere maggiore impatto in un mercato come quello da noi considerato, e che per-
tanto potevano essere legate maggiormente a eventuali disomogeneita. Abbiamo inoltre messo
in evidenza la presenza, ad alte frequenze di campionamento, di effetti di microstruttura insiti
nel mercato, quali il bid-ask spread, che inducono correlazioni non reali difcilmente elimina-
bili.
Poich·e l’uso diretto della funzione di autocorrelazione non ha prodotto risultati signica-
tivi, abbiamo applicato alle serie temporali a nostra disposizione due dei piu diffusi metodi
di analisi dei segnali utilizzati in sica: l’algoritmo FFT, che e essenzialmente una versione
algoritmicamente avanzata della trasformata di Fourier discreta, e la DFA, che si basa sull’a-
nalisi delle serie temporali cui viene sottratto un trend locale. L’uso combinato di queste due
5.6 Unexpected volatility e correlazione seriale 104
tecniche ha sottolineato l’importanza di una scelta corretta dell’intervallo di equispaziatura cui
dovevano essere sottoposti i nostri dati prima di essere analizzati. Un limite inferiore e stato
ssato in 30 secondi, al di sotto del quale il numero di intervalli vuoti facenti parte della nostra
griglia avrebbe potuto creare falsi effetti di correlazione seriale. Un secondo intervallo e
stato ssato in 60 secondi, intervallo al di sopra del quale il numero di dati a disposizione per
l’analisi poteva non essere sufciente per considerazioni signicative.
I due metodi sono stati applicati alle serie temporali di rendimenti reali e, per confronto,
a due serie temporali derivate dalla serie originale: una serie di rendimenti mescolati ed una
di rendimenti presi in valore assoluto. Il confronto con la serie di rendimenti mescolati ci per-
mette di vericare l’ipotesi di assenza di correlazioni seriali; invece il confronto con la serie
dei rendimenti in valore assoluto ci permette di vericare l’ipotesi di forte autocorrelazione
poich·e e noto in letteratura che i rendimenti in valore assoluto sono fortemente autocorrelati.
L’applicazione dei due test a dati equispaziati ogni 60 secondi fornisce risultati per la serie
temporale dei rendimenti reali compatibili con l’ipotesi nulla; per i dati equispaziati ogni 30
secondi il risultato della FFT suggerisce la presenza di effetti di correlazione seriale mentre la
DFA fornisce un risultato molto simile a quello ottenuto per equispaziatura a 60 secondi.
In aggiunta ai due metodi su indicati abbiamo deciso di adottare un test statistico di lar-
go utilizzo in analisi di questo tipo, il test del Variance Ratio. Dopo avere introdotto il test,
abbiamo proposto un confronto con un altro test diffusamente utilizzato in analisi che eviden-
zino la presenza di correlazioni seriali, ossia il test di Ljung-Box. Abbiamo successivamente
introdotto una verica del livello di signicativita dei risultati dell’applicazione del V R sul
nostro campione. Infatti, la statistica del test e stata ricavata da Lo e MacKinley [28] esclu-
sivamente per campioni inniti. Abbiamo quindi utilizzato una simulazione Monte Carlo e il
procedimento di bootstrap dei dati per proporre un confronto sugli intervalli di condenza per
campioni niti. Per le dimensioni del nostro campione, i risultati ci permettono di accettare
la statistica asintotica, nell’ipotesi di incrementi omoschedastici, per diversi valori del periodo
di aggregazione. Di conseguenza, abbiamo deciso di accettare la valutazione asintotica anche
considerando valida l’ipotesi di incrementi eteroschedastici. Abbiamo inne applicato il test
per equispaziatura dei dati di 30 e 60 secondi e proposto i risultati. Il test ci permette di ri-
gettare parzialmente l’ipotesi di random walk per il mercato italiano dei futures, considerando
valide sia l’ipotesi di incrementi omoschedastici che quella di incrementi eteroschedastici. Il
mercato italiano risulta efciente per tempi di scala dell’ordine di 30 minuti, in caso di equi-
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spaziatura di 30 secondi, e dell’ordine dei 10 minuti per equispaziatura di 60 secondi. In
particolare, possiamo notare come il V R signicativamente differente dal valore previsto dal-
l’ipotesi di random walk sia principalmente negativo. Abbiamo riportato inoltre i risultati del
Ljung-Box test sui nostri dati e abbiamo ottenuto un sostanziale accordo con i risultati del V R
per piccoli valori del periodo di aggregazione, pure evidenziando una discrepanza per grandi
valori del periodo di aggregazione, dovuta al fatto che il test di Ljung-Box e meno potente
e quindi meno adatto a valutazioni del tipo considerato, come ampiamente confermato dalla
letteratura.
Sono stati successivamente studiati i legami tra le serie storiche del V R e le quantita di
interesse in un mercato nanziario. Mediante un’analisi in regressione abbiamo legato le serie
storiche del V R a volatilita giornaliera, volume totale degli scambi giornaliero e rendimen-
to giornaliero. Abbiamo inoltre dovuto tenere conto delle caratteristiche autoregressive delle
serie temporali, no al secondo ordine. Cio che emerso e riassunto come segue:
 i valori del V R (e quindi della correlazione seriale) dipendono fortemente dalla vola-
tilit

a tutti gli orizzonti temporali sia per equispaziatura di 30 secondi che per equispa-
ziatura di 60 secondi, ad un livello di condenza del 99%. Il coefciente di regressione
e positivo; essendo il V R prevalentemente negativo, possiamo intuire che correlazione
seriale e volatilit

a sono negativamente correlati, a differenza di quanto accada su base
giornaliera e settimanale (effetto LeBaron);
 poich·e volume totale e volatilita su base giornaliera sono tra loro correlati con coef-
ciente di correlazione positivo, allora, come ci aspettiamo, anche V R e volume totale
sono correlati. Il coefciente di correlazione e negativo quindi correlazione seriale e vo-
lume degli scambi sono positivamente correlati tra loro. Questo risultato trova riscontro
in letteratura per analisi condotte su base giornaliera e settimanale;
 V R e rendimenti giornalieri risultano essere correlati al 95% di livello di condenza
per tutti i valori del periodo di aggregazione per equispaziatura dei dati dei 30 secondi,
mentre la correlazione sparisce entro i 10 minuti per equispaziatura di 60 secondi;
 tramite l’analisi in regressione

e stato messo in evidenza che, se introduciamo anche la
componente inattesa della volatilit

a (unexpected volatility), il legame tra quest’ultima
quantit

a e il V R risulta pi

u signicativo rispetto a quello indicato in precedenza per la
volatilit

a attesa, stimata con il metodo di Fourier. In particolare, questo comportamento
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emerge per entrambi i periodi di equispaziatura ed

e particolarmente evidente se con-
sideriamo effetti autoregressivi (dei quali per altro abbiamo messo in luce l’esistenza)
nelle serie storiche del V R. E possibile quindi concludere che la componente inattesa
della volatilit

a

e legata in modo pi

u signicativo rispetto alla componente attesa alla
nascita di percorsi di correlazione seriale nelle serie storiche dei rendimenti.
Quanto detto ci permette di concludere che il mercato italiano dei futures e efciente per
tempi di scala dell’ordine dei 10 minuti, mentre risulta parzialmente efciente per tempi di
scala inferiori.
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