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LIMIT CYCLES OF DISCONTINUOUS PIECEWISE QUADRATIC
AND CUBIC POLYNOMIAL PERTURBATIONS OF A LINEAR
CENTER
JAUME LLIBRE1 AND YILEI TANG2
Abstract. We apply the averaging theory of high order for computing the
limit cycles of discontinuous piecewise quadratic and cubic polynomial pertur-
bations of a linear center. These discontinuous piecewise differential systems
are formed by two either quadratic, or cubic polynomial differential systems
separated by a straight line.
We compute the maximum number of limit cycles of these discontinuous
piecewise polynomial perturbations of the linear center, which can be obtained
by using the averaging theory of order n for n = 1, 2, 3, 4, 5. Of course these
limit cycles bifurcate from the periodic orbits of the linear center. As it was
expected, using the averaging theory of the same order, the results show that
the discontinuous quadratic and cubic polynomial perturbations of the linear
center have more limit cycles than the ones found for continuous and discon-
tinuous linear perturbations.
Moreover we provide sufficient and necessary conditions for the existence
of a center or a focus at infinity if the discontinuous piecewise perturbations of
the linear center are general quadratic polynomials or cubic quasi–homogenous
polynomials.
1. Introduction and statement of the main Results
The interest on the dynamics of piecewise linear differential systems essentially
started with the book of Andronov et al [1], whose Russian version appeared around
the 1930’s. Due to the rich dynamics of the piecewise linear differential systems,
and their applications in mechanics, electronics, economy, neuroscience, ..., these
systems have been studied by researchers from many different fields, see for instance
the books of Bernardo et al [4] and of Simpson [26], the survey of Makarenkov and
Lamb [23], and the references mentioned in all these works.
For the planar continuous piecewise linear differential systems with two zones
separated by a straight line, Lum and Chua [21, 22] in 1991 conjectured that such
differential systems have at most one limit cycle. In 1998 Freire, Ponce, Rodrigo
and Torres [10] proved this conjecture.
While for the planar discontinuous piecewise linear differential systems with two
zones separated by a straight line Han and Zhang [12] obtained differential systems
having two limit cycles and conjectured that the maximum number of limit cycles of
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such class of differential systems is two. Huan and Yang [13] provided a numerical
example of one of those differential system having three limit cycles. Inspired in
this numerical example Llibre and Ponce [20] gave a proof of the existence of such
three limit cycles in the class of these differential systems. Later on other authors
also provide other discontinuous piecewise linear differential systems with two zones
separated by a straight line also exhibiting three limit cycles, see [6, 7, 17]. More
discussion about limit cycles of discontinuous piecewise differential systems can see
references [28, 30].
Recently the averaging theory has been developed for studying the periodic so-
lutions of the discontinuous piecewise differential systems. Thus Llibre, Mereu,
Novaes and Teixeira [18, 19] extended the averaging theory up to order 1 and 2
for studying the periodic solutions of some discontinuous piecewise differential sys-
tems using techniques of regularization. Later on Itikawa, Llibre and Novaes [14]
improved the averaging theory at any order for analyzing the periodic solutions of
discontinuous piecewise differential systems.
We consider planar discontinuous piecewise differential systems having the line
of discontinuity at y = 0 of the form
(1)
x˙ = F±(x, y, ε),
y˙ = G±(x, y, ε),
where
x˙ = F+(x, y, ε) = y +
n∑
j=1
εj(aj0 + aj1x+ aj2y + aj3x
2 + aj4xy + aj5y
2
+aj6x
3 + aj7x
2y + aj8xy
2 + aj9y
3),
y˙ = G+(x, y, ε) = −x+
n∑
j=1
εj(bj0 + bj1x+ bj2y + bj3x
2 + bj4xy + bj5y
2
+bj6x
3 + bj7x
2y + bj8xy
2 + bj9y
3),
if y ≥ 0, and
x˙ = F−(x, y, ε) = y +
n∑
j=1
εj(Aj0 +Aj1x+Aj2y +Aj3x
2 +Aj4xy +Aj5y
2
+Aj6x
3 +Aj7x
2y +Aj8xy
2 +Aj9y
3),
y˙ = G−(x, y, ε) = −x+
n∑
j=1
εj(Bj0 +Bj1x+Bj2y +Bj3x
2 +Bj4xy +Bj5y
2
+Bj6x
3 +Bj7x
2y +Bj8xy
2 +Bj9y
3),
if y ≤ 0, and where n ∈ N, all parameters aji, bji, Aji, Bji, ε ∈ R, and the pertur-
bation parameter |ε| is small enough. Here N is the set of positive integers and
R is the set of real numbers. Notice that system (1) is a discontinuous piecewise
differential system with the discontinuity straight line y = 0. As usual the dot
denotes derivative with respect to an independent real variable t.
In this paper we study the limit cycles of the discontinuous piecewise quadratic
(i.e. when all the cubic monomials in (1) are zero) and cubic polynomial differential
system (1), which bifurcate from the periodic orbits of the linear center x˙ = y,
y˙ = −x. A classical problem for smooth differential systems is the weak 16th
Hilbert problem, which essentially asks for the maximal number of limit cycles
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that bifurcate from the periodic orbits of a center when this is perturbed inside
a class of polynomial differential systems with a fixed degree, see for more details
[2, 3, 15, 27]. Here we are extending this problem to the non–smooth differential
system (1).
We denote by L2(n) and L3(n) the maximum number of limit cycles of the
discontinuous piecewise polynomial differential system (1) with degree 2 and 3
respectively which can be obtained using the averaging theory of order n described
in section 2. Then we have the following results.
Theorem 1. For n = 1, 2, 3, 4, 5 we have that L2(n) = 2, 3, 5, 6, 8, and L3(n) =
3, 5, 8, 11, 13, respectively.
Iliev in [16] studied the maximum number of limit cycles LI(n) coming from
the perturbation of the linear center x˙ = y, y˙ = −x when this center is perturbed
inside the class of all polynomial differential systems of degree n. Buzzi, Pessoa and
Torregrosa in [7] found the maximum number of limit cycles L1(n), that bifurcate
from the periodic orbits of the linear center x˙ = y, y˙ = −x when this center is
perturbed inside the class of all discontinuous piecewise linear differential systems
separated by a straight line. Their results for n = 1, 2, 3, 4, 5 together with the
results of Theorem 1 are given in Table 1.
Order n L1(n) L2(n) L3(n) LI(n)
1 1 2 3 0
2 1 3 5 1
3 2 5 8 1
4 3 6 11 2
5 3 8 13 2
Table 1. Maximum number of limit cycles bifurcating from the
periodic orbits of the linear center using averaging theory of order
n.
If there exists a neighborhood of the infinity in the Poincare´ disc [9, Chapter
5] filled of periodic orbits, then we say that system (1) has a center at infinity. If
there exists a neighborhood of the infinity in the Poincare´ disc where all the orbits
spiral going to or coming from the infinity, then we say that system (1) has a focus
at infinity. We shall investigate the problem of the existence of a center or a focus
at infinity under small perturbations, but before we need some definitions.
A planar polynomial differential system
x˙ = P (x, y), y˙ = Q(x, y),(2)
where P (x, y) and Q(x, y) are non–zero polynomials, is quasi–homogeneous if there
exist s1, s2, d ∈ N such that for all positive number α they satisfy
P (αs1x, αs2y) = αs1+d−1P (x, y), Q(αs1x, αs2y) = αs2+d−1Q(x, y),
Then as usual (s1, s2) are the weight exponents, d is the weight degree with respect
to the weight exponents, and w = (s1, s2, d) is the weight vector of the quasi–
homogeneous polynomial differential system (2).
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By Proposition 19 of Gine´, Grau and Llibre [11], an irreducible quasi-homogeneous
but non-homogeneous cubic ordinary polynomial differential system can be written
in one of the following forms:
(I) x˙ = y(a1x+ b1y
2), y˙ = c1x+ d1y
2,with b1c1 6= 0.
(II) x˙ = a2x
2 + b2y
3, y˙ = c2xy, with a2b2c2 6= 0.
(III) x˙ = a3y
3, y˙ = b3x
2 with a3b3 6= 0.
(IV ) x˙ = x(a4x+ b4y
2), y˙ = y(c4x+ d4y
2), with a4d4 6= 0.
(V ) x˙ = a5xy
2, y˙ = b5x
2 + c5y
3, with a5b5c5 6= 0.
(V I) x˙ = a6xy
2, y˙ = b6x+ c6y
3, with a6b6c6 6= 0.
(V II) x˙ = a7x+ b7y
3, y˙ = c7y, with a7b7c7 6= 0.
Perturbing the linear center by discontinuous cubic quasi-homogenous but non-
homogeneous polynomials, we obtain the following 7 systems:
(3)
x˙ = y + εy(a1x+ b1y
2), y˙ = −x+ ε(c1x+ d1y
2) if y ≥ 0,
x˙ = y + εy(A1x+B1y
2), y˙ = −x+ ε(C1x+D1y
2) if y ≤ 0
where b1c1B1C1 6= 0,
(4)
x˙ = y + εa2x
2 + b2y
3, y˙ = −x+ εc2xy if y ≥ 0,
x˙ = y + εA2x
2 +B2y
3, y˙ = −x+ εC2xy if y ≤ 0,
where a2b2c2A2B2C2 6= 0,
(5)
x˙ = y + εa3y
3, y˙ = −x+ εb3x
2 if y ≥ 0,
x˙ = y + εA3y
3, y˙ = −x+ εB3x
2 if y ≤ 0,
where a3b3A3B3 6= 0,
(6)
x˙ = y + εx(a4x+ b4y
2), y˙ = −x+ εy(c4x+ d4y
2) if y ≥ 0,
x˙ = y + εx(A4x+B4y
2), y˙ = −x+ εy(C4x+D4y
2) if y ≤ 0,
where a4d4A4D4 6= 0,
(7)
x˙ = y + εa5xy
2, y˙ = −x+ εb5x
2 + c5y
3 if y ≥ 0,
x˙ = y + εA5xy
2, y˙ = −x+ εB5x
2 + C5y
3 if y ≤ 0,
where a5b5c5A5B5C5 6= 0,
(8)
x˙ = y + εa6xy
2, y˙ = −x+ εb6x+ c6y
3 if y ≥ 0,
x˙ = y + εA6xy
2, y˙ = −x+ εB6x+ C6y
3 if y ≤ 0,
and a6b6c6A6B6C6 6= 0, and
(9)
x˙ = y + ε(a7x+ b7y
3), y˙ = −x+ εc7y if y ≥ 0,
x˙ = y + ε(A7x+B7y
3), y˙ = −x+ εC7, if y ≤ 0,
where a7b7c7A7B7C7 6= 0.
A center is called a global center when the periodic orbits surrounding the center
filled the whole plain except the center itself.
Theorem 2. Assume n = 1 in system (1).
(i) System (1) has neither centers nor foci at infinity if the discontinuous poly-
nomial perturbations are of degree 2 (i.e. if aji = bji = Aji = Bji = 0 for
i = 6, ..., 9).
LIMIT CYCLES OF DISCONTINUOUS PIECEWISE DIFFERENTIAL SYSTEMS 5
(ii) The unique systems from (3) to (9) which can have a center or a focus at
infinity are the systems (3) or (9).
(iii) The infinity of system (9) is a focus. System (3) has a focus or a center
at infinity if −b1ε < 0 and −B1ε < 0, and it has a center at infinity if
−b1ε < 0, −B1ε < 0, a1 = −2d1 and A1 = 0 = D1, which is a global
center.
2. Averaging theory and the Descartes Theorem
Using the polar coordinates (r, θ) such that x = r cos θ and y = r sin θ, the
differential system (1) in these coordinates becomes
(10)
dr
dθ
=
{
P+(θ, r, ε) if 0 ≤ θ ≤ pi,
P−(θ, r, ε) if − pi ≤ θ ≤ 0,
where P±(θ, r, ε) =
∑k
j=1 ε
jP±j (θ, r) + ε
k+1Q±(θ, r, ε) with k ∈ N, θ ∈ S1 and
r ∈ R+, the functions P
±
j : S
1 × R+ → R for j = 1, 2, . . . , k, and Q
± : S1 × R+ ×
(−ε0, ε0)→ R are analytic. Here ε0 > 0 and R+ = [0,∞).
The averaged function fj : R+ → R of order j for the differential equation (10)
is defined as
(11) fj(r) =
y+j (pi, r) − y
−
j (−pi, r)
j!
, j = 1, 2, . . . , k,
where y±j for j = 1, 2, 3, 4, 5 are
y±1 (θ, r) =
∫ θ
0
P±1 (φ, r)dφ,
y±2 (θ, r) =
∫ θ
0
(
2P±2 (φ, r) + 2∂P
±
1 (φ, r)y
±
1 (φ, r)
)
dφ,
y±3 (θ, r) =
∫ θ
0
(
6P±3 (φ, r) + 6∂P
±
2 (φ, r)y
±
1 (φ, r)
+ 3∂2P±1 (φ, r)y
±
1 (φ, r)
2 + 3∂P±1 (φ, r) y
±
2 (φ, r)
)
dφ,
y±4 (θ, r) =
∫ θ
0
(
24P±4 (φ, r) + 24∂P
±
3 (φ, r)y
±
1 (φ, r)(12)
+ 12∂2P±2 (φ, r)y
±
1 (φ, r)
2 + 12∂P±2 (φ, r)y
±
2 (φ, r)
+ 12∂2P±1 (φ, r)y
±
1 (φ, r)y
±
2 (φ, r)
+ 4∂3P±1 (φ, r)y
±
1 (φ, r)
3 + 4∂P±1 (φ, r)y
±
3 (φ, r)
)
dφ,
y±5 (θ, r) =
∫ θ
0
(
120P±5 (φ, r) + 120∂P
±
4 (φ, r)y
±
1 (φ, r)
+ 60∂2P±3 (φ, r)y
±
1 (φ, r)
2 + 60∂P±3 (φ, r)y
±
2 (φ, r)
+ 60∂2P±2 (φ, r)y
±
1 (φ, r)y
±
2 (φ, r) + 20∂
3P±2 (φ, r)y
±
1 (φ, r)
3
+ 20∂P±2 (φ, r)y
±
3 (φ, r) + 20∂
2P±1 (φ, r)y
±
1 (φ, r)y
±
3 (φ, r)
6 J. LLIBRE AND Y. TANG
+ 15∂2P±1 (φ, r)y
±
2 (φ, r)
2 + 30∂3P±1 (φ, r)y
±
1 (φ, r)
2y±2 (φ, r)
+ 5∂4P±1 (φ, r)y
±
1 (φ, r)
4 + 5∂P±1 (φ, r)y
±
4 (φ, r)
)
dφ.
From [14] we have the following result.
Theorem 3. Suppose that j is the first integer such that the averaged function
fi = 0 for i = 1, 2, . . . , j − 1 and fj 6= 0. If there is r
∗ ∈ R+ such that fj(r
∗) = 0
and f ′j(r
∗) 6= 0, then for |ε| 6= 0 small enough there is a 2pi–periodic solution r(θ, ε)
of (10) such that r(0, ε)→ r∗ when ε→ 0.
Note that the simple positive zeros of the averaged function fj provides limit
cycles of the differential equation (10).
We shall use the following version of the Descartes Theorem as it is proved in
[5].
Theorem 4 (Descartes theorem). Consider the real polynomial p(x) = ai1x
i1 +
ai2x
i2 + . . .+airx
ir with 0 = i1 < i2 < . . . < ir. If aijaij+1 < 0, we say that we have
a variation of sign. If the number of variations of signs is m, then the polynomial
p(x) has at most m positive real roots. Furthermore, always we can choose the
coefficients of the polynomial p(x) in such a way that p(x) has exactly r−1 positive
real roots.
3. Proof of Theorem 1
We write the discontinuous piecewise cubic polynomial differential system (1) in
polar coordinates, obtaining a differential system (r˙, θ˙). After taking θ as the new
independent variable we get a differential equation dr/dθ, and doing Taylor series
expansion of dr/dθ with respect to the variable ε at ε = 0 we obtain the differential
equation (10) associated to system (1).
Since system (1) is a polynomial differential system, the functions P±j (θ, r) and
Q±j (θ, r, ε) are analytic. Moreover the differential equation dr/dθ in the form (10) is
2pi−periodic because the variable θ appears through the sinus and cosinus functions.
In order to apply Theorem 3 to our differential equation dr/dθ it suffices to take
an open interval D = {r : 0 < r < r0} ⊂ R+, where the unperturbed system can
have periodic orbits r(θ) such that r(0) = r with 0 < r < r0. Here we only give the
explicit expressions of
P+1 (aij , bij , θ, r) =
1
8
(
r3
(
4b19 cos(2θ)− 2b18 sin(2θ) + a19 sin(4θ)− a17 sin(4θ)
− 4a16 cos(2θ)− 2a17 sin(2θ) + b18 sin(4θ) + a18 cos(4θ)
− 2a19 sin(2θ) + b17 cos(4θ)− a16 cos(4θ)− 2b16 sin(2θ)
− b16 sin(4θ)− b19 cos(4θ)− a18 − 3a16 − 3b19 − b17
)
+ r2
(
2b15 sin(3θ)− 2a14 sin(3θ)− 2b14 cos θ − 2a14 sin θ
− 2b13 sin(3θ)− 6a13 cos θ + 2b14 cos(3θ)− 2a13 cos(3θ)
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+ 2a15 cos(3θ)− 2b13 sin θ − 2a15 cos θ − 6b15 sin θ
)
+ r
(
− 4a12 sin(2θ)− 4a11 cos(2θ)− 4a11 + 4b12 cos(2θ)
− 4b11 sin(2θ)− 4b12
)
− b10 sin θ − a10 cos θ
)
,
P+2 (aij , bij , θ, r) =− a20 cos θ − b20 sin θ −
(
b22 − (b22 − a21) cos
2 θ + (a22 + b21) sin θ cos θ
)
r
+
(
− b25 sin θ − (b24 + a25) cos θ − (a24 + b23 − b25) sin θ cos
2 θ
+ (a25 − a23 + b24) cos
3 θ
)
r2 +
(
− b29 − (a29 + b28) sin θ cos θ
+ (2b29 − a28 − b27) cos
2 θ + (b28 + a29 − a27 − b26) sin θ cos
3 θ
+ (b27 − b29 − a26 + a28) cos
4 θ
)
r3 −
(
b10 sin θ + a10 cos θ
+ (b12 + (b11 + a12) sin θ cos θ + (a11 − b12) cos
2 θ)r + ((a15 + b14) cos θ
+ b15 sin θ + (b13 + a14 − b15) sin θ cos
2 θ + (a13 − b14 − a15) cos
3 θ)r2
+ (b19 + (b18 + a19) sin θ cos θ + (a18 − 2b19 + b17) cos
2 θ
+ (b19 − a18 − b17 + a16) cos
4 θ + (a17 + b16 − a19 − b18) sin θ cos
3 θ)r3
)
(
b10 cos θ − a10 sin θ + (−a12 + (b12 − a11) sin θ cos θ + (a12 + b11) cos
2 θ)r
+ (−a15 sin θ + (b15 − a14) cos θ + (a15 + b14 − a13) sin θ cos
2 θ
+ (b13 − b15 + a14) cos
3 θ)r2 + (−a19 + (b18 + 2a19 − a17) cos
2 θ
+ (b19 − a18) sin θ cos θ + (b17 − a16 − b19 + a18) sin θ cos
3 θ
+ (b16 − b18 + a17 − a19) cos
4 θ)r3
)
/r.
We omit the explicit expressions of P+k (aij , bij , θ, r) for k = 3, 4, 5 because they are
quite large. Moreover, we have
P−k (Aij , Bij , θ, r) =P
+
k (aij , bij , θ, r),
for k = 1, 2, 3, 4, 5.
From (12) we compute the functions y+j (θ, r) and y
−
j (θ, r) for j = 1, . . . , 5. After
we compute the averaged functions fj(r) for j = 1, . . . , 5 by using formulas (11).
Thus the averaged function of first order is
f1(r) = η13r
3 + η12r
2 + η11r + η10,
where
η13 =
pi
8
(
−A18 −B17 − 3A16 − 3B19 − b17 − a18 − 3b19 − 3a16
)
,
η12 =
2
3
(
− b13 +A14 + 2B15 − 2b15 − a14 +B13
)
,
η11 =
pi
2
(
−B12 − a11 − b12 −A11
)
,
η10 =− 2b10 + 2B10.
The rank of the Jacobian matrix of the function M1 = (η13, η12, η11, η10) with
respect to the parameters a1i, b1i, A1i, B1i, i = 0, 1, .., 9 is maximal, i.e. it is 4.
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Then the coefficients η13, η12, η11 and η10 are linearly independent in their variables.
Clearly f1(r) = 0 has at most three solutions in D. Thus, by Theorems 3 and 4
it follows that at most 3 limit cycles can bifurcate from the periodic orbits of the
linear system using the averaging theory of first order, and from the last part of
Theorem 4 there are systems (1) with three limit cycles.
Solving η13 for A16, η12 for B15, η11 for B12 and η10 for B10, we obtain that
f1(r) ≡ 0. Applying the averaging theory of order two, we get the second averaged
function
f2(r) = η25r
5 + η24r
4 + η23r
3 + η22r
2 + η21r + η20,
where
η25 =
pi
128
(
18pia16a18 − 2A16B18 − 30A16B16 − 6B17B18 − 10B17B16 − 3A
2
18pi
− 18B17B19pi − 18A16A18pi − 54A16B19pi − 6A18B17pi − 18A18B19pi
+ 18pia18b19 + 6pia18b17 − 3B
2
17pi − 27B
2
19pi − 27A
2
16pi + 3pia
2
18 + 27pia
2
16
− 6b19b16 + 27pib
2
19 + 3pib
2
17 − 2B17A17 + 2B17A19 + 6a18a17 − 2a18b16
+ 6a16a19 + 2b17a19 − 2b17a17 − 10b17b16 − 6b17b18 + 2b19a17 + 2a18b18
+ 54pia16b19 + 18pia16b17 − 10b19b18 + 10a18a19 + 30b19a19 − 30a16b16
− 2a16b18 + 10a16a17 + 18pib17b19 − 18A16B17pi − 2A18B16 + 6A18A17
+ 10A18A19 − 6B19B16 + 2B19A17 + 2A18B18 + 10A16A17 + 6A16A19
+ 30B19A19 − 10B19B18
)
,
η24 =
1
2
(
16B14B17/45− 8a17b15/15 + 8a18b14/45 + 16a19b15/15− 4b13b16/3
− 8A15A16/15 + 8B13B18/15− 16b15b16/15− 16b14b17/45− 8b13b18/15
+ 4B13B16/3− 8A15B17/45 + 8A17B15/15 + 8A17B13/15 + 8a14a19/15
− 4A13B17/45− 28A13A16/15− 8A13A18/9− 8a14b16/15 + 4a13b17/45
+ 4A16B14/15− 32A15B19/15− 16A19B15/15 + 16B15B16/15
+ 8a15a16/15 + 8a13b19/5 + 4a14a17/15− 8A13B19/5 + 8A14B16/15
− 8A18B14/45− 8A14A19/15 + 16B15B18/15− 32A15A18/45
+ 32a15a18/45 + 28a13a16/15 + 8a13a18/9 + 8a15b17/45 + 32a15b19/15
− 4a16b14/15− 16b15b18/15− 8a17b13/15 + 5pia18b13/12− 4A14A17/15
+ 5pib15b19/2 + 5pib13b17/12 + 5pia14a16/4 + 5pia18b15/6
+ 5pib13b19/4 + 5pib15b17/6 + 5pia14a18/12 + 5A16B13pi/4
+ 5A18B15pi/6 + 5A14B17pi/12 + 5A14A18pi/12 + 5A16B15pi/2
+ 5A14B19pi/4 + 5A14A16pi/4 + 5B15B19pi/2 + 5A18B13pi/12
+ 5B15B17pi/6 + 5B13B19pi/4 + 5B13B17pi/12 + 5pia14b17/12
+ 5pia14b19/4 + 5pia16b13/4 + 5pia16b15/2
)
,
η23 =
1
2
(
32a14b15/9− 32B
2
15/9− 8A
2
14/9− 8B
2
13/9 + 16a14b13/9−B27pi/4
− 32B13B15/9 + 32b13b15/9− 16A14B13/9− 32A14B15/9−A28pi/4
− 3B29pi/4− 3A26pi/4− b27pi/4− a28pi/4− 3a26pi/4 + 3pi
2a16b12/4
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− 3b29pi/4 + 32b
2
15/9− pia11b18/16 + 3pi
2a11b19/4− 11A11B16pi/16
+ pi2a18b12/4−A11B17pi
2/4− 3A11B19pi
2/4− 3A16B12pi
2/4
− 3A11A16pi
2/4− 3B12B19pi
2/4−B12B17pi
2/4−A18B12pi
2/4
−A11A18pi
2/4 +A12B17pi/8 +A18B11pi/8−B14B13pi/4 + 8a
2
14/9
−A11B18pi/16− 7A17B12pi/16 + 3A18A12pi/8 + 3A11A19pi/16
+ pi2a11a18/4 + pi
2a11b17/4 + 3a16a12pi/8− b17b11pi/8 + 8b
2
13/9
+ pi2b12b17/4 + 3pi
2b12b19/4 + pia12b17/8 + pia18b11/8 +A14A13pi/4
− 7pia17b12/16− 11b12b16pi/16 + 3A16A12pi/8 +A11A17pi/16
+A14A15pi/4−A13B13pi/2 + 9b19a12pi/8− b14b15pi/4 + 3b12a19pi/16
− 11B12B16pi/16 + 3B12A19pi/16−B17B11pi/8 + 3B19B11pi/8
− 9B12B18pi/16 + 9B19A12pi/8 + 3a18a12pi/8− 11a11b16pi/16
+ a11a17pi/16− 3a16b11pi/8 + 3b19b11pi/8 + a15a14pi/4−B14B15pi/4
+ a15b15pi/2− b14b13pi/4− b13a13pi/2 + a14a13pi/4− 9b12b18pi/16
− 3A16B11pi/8 +B15A15pi/2 + 3pi
2a11a16/4 + 3a11a19pi/16
)
,
η22 =
1
2
(
4B23/3− 4a24/3− 4b23/3− 8b25/3 + 4A24/3 + 8B25/3− 4b11b13/3
− 4A12A14/3− 16b12b14/9 + 8a12b15/3− 20a13b12/9− 8A12B15/3
+ 8a11a15/9− 4a11b14/9− 8A15B12/9− 8a17b10/3 + 4a11a13/9
− 8b10b18/3− 4b10b16 + 8a10b19 + 4a12a14/3 + 8a10a18/3 + 4a10b17/3
+ 8A17B10/3 + 16B12B14/9− 4A10B17/3− 8A10B19 + 4B11B13/3
− 8A10A18/3 + 8B10B18/3 + 4B10B16 + 4A11B14/9 + 20A13B12/9
− 8A11A15/9− 4A11A13/9− 4A10A16 + 8a15b12/9 + 4a10a16 + pia11a14
+ pia11b13 + pia14b12 + pib12b13 + 3a18b10pi/4 + 9a16b10pi/4 + 3b10b17pi/4
+ 2pib12b15 + 9b10b19pi/4 + 2pia11b15 +B12B13pi +A14B12pi +A11B13pi
+A11A14pi + 3B10B17pi/4 + 3A18B10pi/4 + 9A16B10pi/4 + 9B10B19pi/4
+ 2B12B15pi + 2A11B15pi
)
,
η21 =
1
2
(
16b10b15/3− 16B10B15/3 + 8b10b13/3 + 8a14b10/3−B10B138/3
− 8A14B10/3−B22pi −A
2
11pi
2/4−B212pi
2/4 + pi2b212/4 + pi
2a211/4
−A21pi − a21pi − b22pi + 2B15A10pi + a10a14pi + 2a10b15pi − b14b10pi
− 2b10a13pi − b12b11pi/2 + a11a12pi/2 + b12a12pi/2 + pi
2a11b12/2
− a11b11pi/2 +A11A12pi/2−B14B10pi − 2A13B10pi +B12A12pi/2
−B12B11pi/2 +A14A10pi −A11B12pi
2/2−A11B11pi/2
)
,
η20 =− 2b20 + 2B20 − 2A10A11 + b10b12pi/2 + a11b10pi/2 +A11B10pi/2
− 2A10B12 + 2a10a11 +B10B12pi/2 + 2a10b12 + 2B10B11 − 2b10b11.
Because the rank of the Jacobian matrix of the functionM2 = (η25, η24, η23, η22, η21,
η20) with respect to its variables ali, bli, Ali, Bli, l = 1, 2, i = 0, 1, .., 9 is maximal,
i.e. it is 6, the functions η25, η24, η23, η22, η21 and η20 are linearly independent in
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their variables. Hence by Theorem 4, the equation f2(r) = 0 has at most 5 roots in
D and therefore at most 5 limit cycles of system (1) can bifurcate from the periodic
orbits of the linear system using the averaging theory of order two, and there are
systems (1) having 5 limit cycles.
Solving η25, η24, η23, η22, η21, η20 for A21, A24, B20, B27, A17, a17, we get f2(r) ≡ 0,
and we can use the averaging theory of order three. Then the third averaged
function is
rf3(r) = η38r
8 + η37r
7 + η36r
6 + η35r
5 + η34r
4 + η33r
3 + η32r
2 + η31r + η30.
The functions η3j for j = 0, . . . , 8 are linearly independent in their variables, because
the rank of the Jacobian matrix M3 = (η30, . . . , η38) with respect to its variables
is maximal, i.e. it is 9. We do not provide their explicit expressions, because they
are very long. Therefore the equation f3(r) = 0 has at most 8 zeros in D and at
most 8 limit cycles of system (1) can bifurcate from the periodic orbits of the linear
system using the averaging theory of order three, and again there systems (1) with
8 limit cycles.
By choosing conveniently some variables to cancel the coefficients η3j for j =
0, . . . , 8 we do the third order averaged function identically zero. So we can compute
the fourth averaged function f4(r). And by doing this f4(r) identically zero we also
can compute the fifth averaged function f5(r). These two averaged functions have
the form
r2f4(r) = η411r
11 + η410r
10 + η49r
9 + η48r
8 + η47r
7 + η46r
6
+η45r
5 + η44r
4 + η43r
3 + η42r
2 + η41r + η40,
r2f5(r) = η513r
13 + η512r
12 + η511r
11 + η510r
10 + η59r
9 + η58r
8 + η57r
7
+η56r
6 + η55r
5 + η54r
4 + η53r
3 + η52r
2 + η51r + η50.
We can prove that the coefficients ηij are linearly independent in their variables.
Their expressions are very long so we do not give them here. As a result of these
calculations it follows that f4(r) = 0 (resp. f5(r) = 0) has at most 11 (resp. 13)
solutions in D, and therefore at most 11 (resp. 13) limit cycles of system (1) can
bifurcate from the periodic orbits of the linear center, and there are systems (1)
having 11 (resp. 13) limit cycles.
Now we consider the discontinuous piecewise quadratic polynomial perturbations
in system (1). Doing in the previous averaged functions fk(r) for k = 1, 2, 3, 4, 5
the coefficients aji = bji = Aji = Bji = 0 for i = 6, ..., 9, we obtain the averaged
functions for the quadratic polynomial perturbations in system (1). From these
averaged functions we obtain the numbers L2(n) for n = 1, 2, 3, 4, 5 in Theorem 1.
This completes the proof of Theorem 1.
4. Proof of Theorem 2
Consider system (1) having the linear center x˙ = y, y˙ = −x and being perturbed
inside the class of discontinuous piecewise quadratic polynomial differential systems
(13)
x˙ = y + εF±1 (x, y),
y˙ = −x+ εG±1 (x, y),
LIMIT CYCLES OF DISCONTINUOUS PIECEWISE DIFFERENTIAL SYSTEMS 11
where
F±1 (x, y) = a
±
0 + a
±
1 x+ a
±
2 y + a
±
3 x
2 + a±4 xy + a
±
5 y
2,
G±1 (x, y) = b
±
0 + b
±
1 x+ b
±
2 y + b
±
3 x
2 + b±4 xy + b
±
5 y
2,
are defined in the regions {y ≥ 0} and {y ≤ 0}, and all parameters a±j , b
±
j ∈ R
for j = 0, 1, .., 5. It is not difficult to find that systems (13) have not a center at
infinity because first the equation
x(b±3 x
2 + b±4 xy + b
±
5 y
2)− y(a±3 x
2 + a±4 xy + a
±
5 y
2) = 0
has at least a real solution because it is a cubic homogeneous polynomial, and
therefore system (13) has singularities at infinity. Moreover, by the analysis of the
local phase portraits of the infinite singularities of quadratic systems in [8] or [25],
it follows that the infinity of system (13) cannot be a center or a focus, because
always some orbits have their α– or ω–limits at some infinite singularity. Hence
statement (i) of Theorem 2 is proved.
Perturbing the linear center by discontinuous cubic quasi-homogenous but non-
homogeneous polynomials, we obtain
(14)
x˙ = y + εF±2 (x, y),
y˙ = −x+ εG±2 (x, y),
where F±2 (x, y) and G
±
2 (x, y) belonging to one of systems (I)−(V II) in the Section
1, are defined in the regions {y ≥ 0} and {y ≤ 0}. Notice that system (14) has not
a center or a focus at infinity if F±2 (x, y) and G
±
2 (x, y) have the forms (III)− (V I)
because one of singularities at infinity of these systems is a saddle, node, saddle-
node or a nilpotent equilibrium by Poincare´ transformations
(15) x = 1/z, y = u/z, and x = v/z, y = 1/z
together with the time variables dτ = dt/z2. For simplicity, we only give the
compactification systems for (14) when F±2 (x, y) and G
±
2 (x, y) belonging to system
(IV ). System
(16)
x˙ = y + εx(a4x+ b4y
2),
y˙ = −x+ εy(c4x+ d4y
2),
around the equator of the Poincare´ sphere can be written respectively in
u˙ = −ε(a4 − c4)uz − z
2 − ε(b4 − d4)u
3 − u2z2,
z˙ = −z(εa4z + εb4u
2 + uz2),
and
(17)
u˙ = ε(b4 − d4)v + z
2 + ε(a4 − c4)v
2z + v2z2,
z˙ = z(−εd4 − εc4vz + vz
2),
after changes (15), where a4d4 6= 0. Notice that the origin of (17), which is located
at the end of the y–axis and is a singularity at infinity of system (16) of hyperbolic
type if b4−d4 6= 0 or of semi-hyperbolic type if b4−d4 = 0. Then by Theorems 2.15
and 2.19 of [9] this singularity can only be a saddle, node or saddle-node. Hence
there exist no centers or foci at infinity of systems (16).
When F±2 (x, y) and G
±
2 (x, y) have the forms (I), (II), or (V II), systems (14)
becomes
(18) x˙ = y + εy(a1x+ b1y
2), y˙ = −x+ ε(c1x+ d1y
2),
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(19) x˙ = y + ε(a2x
2 + b2y
3), y˙ = −x+ εc2xy,
(20) x˙ = y + ε(a7x+ b7y
3), y˙ = −x+ εc7y,
respectively, which have no singularities at infinity at the endpoints of the y-axis
from simple calculations. By the first change of (15), systems (18)-(20) can be
transformed into
(21)
u˙ = (c1ε− 1)z
2 − u2z2 − ε(a1 − d1)u
2z − b1εu
4,
z˙ = −uz(a1εz + εb1u
2 + z2),
(22)
u˙ = −ε(a2 − c2)uz − z
2 − u2z2 − b2εu
4,
z˙ = −z(εa2z + εb2u
3 + uz2),
and
(23)
u˙ = −z2 − ε(a7 − c7)uz
2 − εb7u
4 − u2z2,
z˙ = −z(εa7z
2 + εb7u
3 + uz2),
respectively. Note that all systems (21)-(23) have a unique singularity at the end
points of the x-axis, which corresponds to the origin denoted by Cj = (0, 0) for
j = I, II, V II. We will analyze the local phase portrait of the singularity Cj .
First we consider the properties of CI for system (21). Notice that the vector field
of (21) is invariant under the change of variables (u, z, t)→ (−u, z,−t). Therefore,
system (21) is symmetric with respect to the z-axis. Thus, we only need to consider
the right half-plane u ≥ 0 for studying the local phase portrait of CI . Using the
change u1 = u
2, z1 = z, system (21) becomes
(24)
u˙1 = −2εb1u
2
1 − 2ε(a1 − d1)u1z + 2(c1ε− 1)z
2 − u1z
2,
z˙ = −z(εb1u1 + εa1z + z
2).
We need to use the following notions. Consider the analytic differential system
x˙ = Xm(x, y) + Φm(x, y) := X(x, y),
y˙ = Ym(x, y) + Ψm(x, y) := Y (x, y),
(25)
where Xm(x, y) and Ym(x, y) are homogeneous polynomials of degree m ≥ 1 such
that simultaneously do not vanish, and Φm(x, y), Ψm(x, y) = o(r
m) when r =√
x2 + y2 → 0. Let the origin O be an isolated singularity of (25). In order to see
when there exist orbits connecting with O, by Lemmas 1 and 3 in [24, Chapter 2]
we only need to discuss the orbits along exceptional directions of system (25) at O.
Applying the polar coordinate changes x = r cos θ and y = r sin θ, system (25)
can be written in
1
r
dr
dθ
=
Hm(θ) + o(1)
Gm(θ) + o(1)
, as r → 0,(26)
where
Gm(θ) = cos θYm(cos θ, sin θ)− sin θXm(cos θ, sin θ).
Hm(θ) = sin θYm(cos θ, sin θ) + cos θXm(cos θ, sin θ).
Hence a necessary condition for θ = θ0 to be an exceptional direction is Gm(θ0) = 0.
For our system (24) we calculate
G2(θ) = sin θ
(
b1ε cos
2 θ + (−a1ε+ 2ε(a1 − d1)) sin θ cos θ + (−2c1ε+ 2) sin
2 θ
)
.
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When −b1ε < 0, the equation G2(θ) = 0 has only two zeros 0 and pi if θ ∈ [0, 2pi).
When θ → 0 equation (26) has the form
1
r
dr
dθ
=
H2(θ) + o(1)
G2(θ) + o(1)
= −
2
θ
+O(1).
Then r = r1e
∫
θ
θ0
−
2
θ
+O(1)
dθ → +∞ as θ → 0. Thus, by a similar proof of Theorem
10.1 and Theorem 10.5 in [29], we obtain that the u-axis is the only orbit connecting
with the origin of system (24) if −b1ε < 0. Therefore the discontinuous piecewise
cubic polynomial differential system (3) has a center or a focus at infinity when
−b1ε < 0 and −B1ε < 0, where b1c1B1C1 6= 0.
Second we consider the local phase portrait of CII = (0, 0) for system (22). By
the blow-up u = u2z along the u-axis together with a time scaling dt = dt1/z,
system (22) becomes
(27)
u˙ = −1 + c2εu,
z˙ = −z(a2ε+ uz
2 + b2εu
3z2),
where we still write u2 as u for simplicity. The u-axis system (27) has only one
singularity (1/(c2ε), 0), which is a saddle or node if a2c2ε 6= 0. Therefore there
exist neither centers nor foci at infinity of systems (4).
Finally we consider the local phase portrait of CV II = (0, 0) for system (23).
By the blow-up u = u7z along the u-axis together with a time scaling dt = dt7/z,
system (23) becomes
(28)
u˙ = −1 + c7εuz,
z˙ = −z2(a7ε+ uz + b7εu
3z),
where we still write u7 as u for simplicity. The u-axis system (28) has no singu-
larities. Notice that the u-axis is an orbit of system (28) and no other orbits can
connect with the u-axis. Furthermore for system (23) we calculate G˜2(θ) = sin
3 θ
in (26), implying that all possible orbits connecting with CV II must be along the
direction of u-axis. Therefore we obtain that no orbits can go to or come from the
singularities at infinity of system (20), consequently no orbits can go to or come
from the singularities at infinity of system (9)
This completes the proof of statement (ii) in Theorem 2.
Now we shall study the existence or not of a center or a focus at infinity for the
discontinuous piecewise cubic polynomial differential systems (3) and (9), for this
we shall use the averaging theory for proving statement (iii) in Theorem 2.
We claim that the infinity is a focus for system (9). In fact, from the formula
(11), we can compute the averaged functions of order ≤ 4 for system (9). The
averaged function of first order is
f˜1(r) = −rpi(a7 + c7 +A7 + C7)/2.
Then we solve a7 = −c7 −A7 −C7 from f˜1(r) ≡ 0. Applying the averaging theory
of order two, we get the second averaged function
f˜2(r) = 3pir
3(B7 − b7)(A7 + C7)/32.
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Solving f˜2(r) ≡ 0, we obtain b7 = B7 or A7 = −C7. We use the averaging theory
of order three and get the third averaged function
f˜3(r) = pi(A7+C7)r
(
−
35
512
(B27−b
2
7)r
4+
3
32
pi(B7−b7)(A7+C7)r
2+
1
4
(C7+c7)(A7+c7)
)
.
When A7 = −C7 we have f˜3(r) ≡ 0, and when b7 = B7 we have f˜3 = pi(C7 +
c7)(A7 + c7)(A7 + C7)r/4. Hence we get (C7 + c7)(A7 + c7)(A7 + C7) = 0 from
f˜3(r) ≡ 0. We compute the averaged function of order 4 for system (9) and we get
f˜41(r) = B7pir
3
(
−
3
128
(2A7 + 3C7)(−C7 +A7)
2 −
33
1024
B27(2A7 + 5C7)r
4
)
if b7 = B7 and A7 + c7 = 0, or
f˜42(r) =
3
1024
B7pir
3
(
−(16A37−8A
2
7C7−32A7C
2
7+24C
3
7)−(22A7B
2
7+55B
2
7C7)r
4
)
if b7 = B7 and C7 + c7 = 0, or
f˜43(r) = B7C7pir
3
(
−
99
1024
B27r
4 −
3
32
C27
)
ifA7 = −C7. Therefore, the functions f˜41(r), f˜42(r) and f˜43(r) cannot be identically
zero, otherwise we have a contradiction with the fact that B7C7 6= 0. So there are
no periodic orbits, and we can obtain some isolated spiral orbit as close as we want
to infinity. Therefore the infinity is a focus for system (9) and the claim is proved.
For system (3) we can compute the averaged functions of order≤ 5. Here we omit
the tedious calculations and only show the results. Doing all the averaged functions
of order less than 5 identically zero, we obtain a1 = −2d1 and A1 = 0 = D1. Then
system (3) becomes
(29)
x˙ = y + εy(−2d1x+ b1y
2), y˙ = −x+ ε(c1x+ d1y
2), if y ≥ 0,
x˙ = y + εB1y
3, y˙ = −x+ εC1x, if y ≤ 0,
where −b1ε < 0, −B1ε < 0 and b1c1B1C1 6= 0. System (29) has the polynomial
first integral
H1(x, y) =
y2
2
+
εb1
4
y4 +
(1 − εc1)x
2
2
− εd1xy
2
if y ≥ 0, and the first integral
H2(x, y) =
y2
2
+
εB1
4
y4 +
(1− εC1)x
2
2
if y ≤ 0. Let arbitrary |γ| > 0 and R0 > 0 such that H1(γ, 0) = R0. From this last
equality we get γ± = ±
√
2R0/(1− εc1). Substituting x = γ±, y = 0 into H2(x, y),
we have that H2(γ+, 0) = H2(γ−, 0), as shown in Figure 1. Notice that the origin
O is the unique singularity of system (29) if |ε| is small enough. Therefore we have
a global center at the origin and consequently the infinity is a center if −b1ε < 0,
−B1ε < 0 and b1c1B1C1 6= 0.
Statement (iii) is proved and the proof of Theorem 2 is completed.
We can illustrate the existence of a global center at the origin in Theorem 2 by
taking ε = 0.1, b1 = 2, c1 = 0.6, d1 = −1, B1 = 1 and C1 = −0.6, as it is shown in
Figure 2.
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x
y
Figure 1. Existence of closed orbits for system (29).
x
Figure 2. Existence of global center for system (29).
From the proof of statement (iii) in Theorem 2 and the averaging theory, we
have the following results because f˜41(r) or f˜42(r) has at most two positive zeros.
Proposition 5. At most 2 limit cycles of system (9) can bifurcate from the periodic
orbits of the linear system using the averaging theory of order four, and there are
systems (9) with 2 limit cycles.
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