To understand the relationship between an enhancer DNA sequence and quantitative gene expression, thermodynamics-driven mathematical models of transcription are often employed. These ''sequenceto-expression'' models can describe an incomplete or even incorrect set of regulatory relationships if the parameter space is not searched systematically. Here, we focus on an enhancer of the Drosophila gene ind and demonstrate how a systematic search of parameter space can reveal a more comprehensive picture of a gene's regulatory mechanisms, resolve outstanding ambiguities, and suggest testable hypotheses. We describe an approach that generates an ensemble of ind models; all of these models are technically acceptable solutions to the sequenceto-expression problem in light of wild-type data, and some represent mechanistically distinct hypotheses about the regulation of ind. This ensemble can be restricted to biologically plausible models using requirements gleaned from in vivo perturbation experiments. Biologically plausible models make unique predictions about how specific ind enhancer sequences affect ind expression; we validate these predictions in vivo through site mutagenesis in transgenic Drosophila embryos.
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In Brief A systematically constructed ensemble of sequence-to-expression models captures many distinct, biologically plausible hypotheses. Systematic analysis and filtering of the models, followed by in vivo experiments, improve our understanding of combinatorial regulation of the Drosophila ind gene.
SUMMARY
To understand the relationship between an enhancer DNA sequence and quantitative gene expression, thermodynamics-driven mathematical models of transcription are often employed. These ''sequenceto-expression'' models can describe an incomplete or even incorrect set of regulatory relationships if the parameter space is not searched systematically. Here, we focus on an enhancer of the Drosophila gene ind and demonstrate how a systematic search of parameter space can reveal a more comprehensive picture of a gene's regulatory mechanisms, resolve outstanding ambiguities, and suggest testable hypotheses. We describe an approach that generates an ensemble of ind models; all of these models are technically acceptable solutions to the sequenceto-expression problem in light of wild-type data, and some represent mechanistically distinct hypotheses about the regulation of ind. This ensemble can be restricted to biologically plausible models using requirements gleaned from in vivo perturbation experiments. Biologically plausible models make unique predictions about how specific ind enhancer sequences affect ind expression; we validate these predictions in vivo through site mutagenesis in transgenic Drosophila embryos.
INTRODUCTION
Transcription factors (TFs) work in concert with other DNAbinding molecules to regulate gene expression. These molecules act as inputs at enhancers, distinct genomic regions that contain binding sites for TFs and can regulate the transcription of target genes (Shlyueva et al., 2014) . Maintaining a quantitative relationship between input and transcriptional output is key to the precise patterning of gene expression. Accordingly, as the levels of inputs vary across different cell types, the enhancer-controlled levels of gene expression (also termed as the ''readout'' of the enhancer) also vary (Yá ñ ez- Cuna et al., 2013) . These relationships are a direct function of the enhancer's DNA sequence. However, a detailed understanding of how enhancer sequence affects a gene's expression level remains elusive (Yá ñ ez-Cuna et al., 2013) . Such understanding may be achieved by interrogating a mathematical model that explains the available experimental results about the gene both qualitatively and quantitatively, suggests experiments to improve upon the current model, and is capable of predicting the gene's expression pattern upon cis or trans perturbations. Here, we refer to such models as ''sequence-toexpression'' models, and we show how they can form the basis of a systematic, unbiased enquiry into gene regulation by multiple TFs.
A common paradigm of sequence-to-expression modeling is based on equilibrium thermodynamics (Shea and Ackers, 1985) . This approach models the rate of transcription initiation based on quantitative descriptions of variable site affinities (''motifs'') (Stormo, 2000) and expression levels of TFs. Because they can incorporate the DNA-sequence-dependent characteristics of TF binding, sequence-to-expression thermodynamic models of this genre are arguably more realistic than thermodynamic models where all TF-binding sites are assumed to have the same affinity (Cohen et al., 2014; Fakhouri et al., 2010; Papatsenko and Levine, 2008; Zinzen and Papatsenko, 2007) or only classified as ''strong'' versus ''weak'' (Bintu et al., 2005; Gertz et al., 2009; Parker et al., 2011; White et al., 2012) . We previously reported one such sequenceto-expression model called GEMSTAT (Gene Expression Modeling based on Statistical Thermodynamics) and used it for modeling $40 enhancers involved in anterior-posterior patterning during early embryonic development of Drosophila (He et al., 2010) .
Sequence-to-expression models like GEMSTAT face a significant challenge. They are formulated using one to three free parameters that are specific to each TF and other parameters that represent TF-TF interactions and basal activity at the promoter. Because a typical enhancer is controlled by a handful of TFs, even simple models may have a considerable number of free parameters. Most of these parameters have not been determined experimentally. Instead, they are estimated by numerical algorithms that operate within a defined parameter space to identify parameter values whose predictions are optimal fits to the data. Importantly, these fits are not necessarily unique. Since the models are typically overdetermined given experimental data, a given model may make different predictions that are consistent with available data at distinct parameter settings.
It is entirely possible that there are multiple optima within the parameter space for a given enhancer. For example, several papers on multi-parameter models for systems biology and climatology (Gutenkunst et al., 2007; Tebaldi and Knutti, 2007) have demonstrated that different parameter sets can fit the same data. In such cases, the different optima may represent distinct, mutually exclusive hypotheses about underlying mechanisms. A systematic interrogation of a gene's sequence-toexpression model must consider all such hypotheses and distinguish between them. Some related studies have indeed found widely different parameter assignments to fit a dataset Granek and Clarke, 2005; Zinzen and Papatsenko, 2007) , yet the standard practice is to report one or at most a few best models that result after iterative improvements upon initial random guesses (He et al., 2010; Janssens et al., 2006; Kim et al., 2013; Parker et al., 2011; Segal et al., 2008) .
This suggests that if one is to understand the relationship between enhancer sequence and quantitative gene expression in an unbiased way, one should go beyond the common practice of seeking the single best fitting model. Instead, one could explore the entire parameter space for models that agree with data.
Here, we take this approach and perform a systematic exploration of the parameter space of the GEMSTAT model for a specific developmental gene, intermediate neuroblasts defective (ind), in D. melanogaster. Beginning with a qualitative understanding of its likely regulators, we adopt an ensemble modeling approach (Brown et al., 2004; Kuepfer et al., 2007; Swigon, 2013; Toni et al., 2009; Villaverde et al., 2014; von Dassow et al., 2000) to learn all quantitative models consistent with wild-type expression data, then use a visualization tool that we introduce here to recognize the distinct mechanistic hypotheses they represent. Next, we ask how additional perturbation experiments reported in the literature refine the ensemble of models, and we eliminate mechanistic explanations that are inconsistent with these additional data. The surviving ensemble of models, despite representing distinct hypotheses about regulation, can make unambiguous predictions about ind's response to specific perturbations. We verify these predictions experimentally. Using this approach iteratively, we can narrow down the ensemble of consistent models and refine our understanding of the gene's cis-regulatory logic. In total, we outline a ''strong inference'' approach (Platt, 1964) that systematically eliminates various mechanistic explanations to the data, within the context of a predetermined qualitative model, and also suggests the additional experiments necessary to further refine our mechanistic understanding.
RESULTS

A Model of Transcriptional Regulation by SequenceSpecific Transcription Factors and Their Interplay with Signaling Molecules
We modified GEMSTAT (He et al., 2010) , a sequence-toexpression model, to study how TFs bound to the ind enhancer may regulate the gene's expression. We outline the main assumptions and components of the model here; see Experimental Procedures and Supporting Online Information for details of model formulation. GEMSTAT is founded on a theory of combinatorial gene regulation first proposed by Shea and Ackers (Shea and Ackers, 1985) . The model considers the system of TF molecules and their cognate sites in the enhancer, as well as the basal transcriptional machinery (BTM) and its binding to the promoter, and uses a minimal set of parameters to model the interactions among TFs, BTM, and DNA ( Figure 1A ). All interactions are assumed to happen in thermodynamic equilibrium, which is assumed to be reached much more rapidly than the timescale at which the transcription machinery is activated and begins producing mRNA. Under these assumptions, the transcription initiation rate, and hence the equilibrium level of mRNA transcription, are proportional to the fractional occupancy of the BTM at the promoter. GEMSTAT computes this fractional occupancy by considering all possible configurations of DNA-bound TFs and BTM ( Figure 1B ) and summing the probability of configurations where the BTM is promoter-bound ( Figure 1C ). The equilibrium probability of each configuration is computed based on the Boltzmann distribution. As TF concentrations change across cell types, the probability of bound BTM configurations also changes, reflecting the variation of expression levels due to the change in regulator concentration ( Figure 1D ).
An important distinction of the GEMSTAT model from several other thermodynamics-based models-as we mentioned in the Introduction-is its ability to account for varying affinities of a TF's binding sites, by relating mutations from the optimal or ''consensus'' site to corresponding changes in binding energy. For this, GEMSTAT implements Berg and von Hippel's theory of protein/DNA interaction energetics (Berg and von Hippel, 1987) , using the TF's position weight matrix (Stormo, 2000) to predict the ''mismatch energy'' relative to the consensus site (Supporting Online Information).
Our modification of GEMSTAT in this work allows for modulation of a TF's DNA-binding affinity depending on the concentration of some other molecular species, which in our case (next section) was the dual phosphorylated extracellular signalregulated kinase (dpERK). We modeled a recently proposed ''de-repression'' mechanism whereby the kinase attenuates a repressor TF's DNA-binding affinity, resulting in higher expression levels of the regulated gene at higher levels of the kinase ( Figure 1E ). This allows us to model how a non DNA-binding regulatory input may shape the expression pattern of a target gene by interacting with the gene's enhancer.
A Model of Transcriptional Regulation of the ind Gene
We used GEMSTAT to study the details of regulation of ind, a dorsoventral (D/V) patterning gene in Drosophila. The neuroectodermal expression pattern of this gene and an enhancer driving this expression have been characterized previously (Stathopoulos and Levine, 2005; Weiss et al., 1998) . Prior works have also revealed or suggested identities of its major regulatory inputs, and reported several genetic perturbations and the resulting changes in ind expression. Our main goals were to infer mechanistic details of the combinatorial action of these regulators, to (A-C) GEMSTAT models the expression readout of an enhancer from the strength of TF-DNA and TF-BTM interactions in thermodynamic equilibrium (A) and considers all possible configurations of bound TFs and the BTM (B) to compute the equilibrium probability of BTM occupancy at promoter (C). Shown is a hypothetical probability distribution for the configurations shown in (B); probability of BTM occupancy is computed from configurations c1-c4. (D) GEMSTAT's predictions change as TF concentrations change across different conditions. Shown is the profile of mRNA levels (magenta) resulting from a uniformly expressed activator (green) and a graded repressor (red); horizontal axis shows different spatial locations. Also shown is how the equilibrium probability distributions change with changes in TF concentrations. (E) A molecular species (gray) that can attenuate the DNA-binding affinity of a repressor may increase the mRNA level of the gene shown in (D).
test if these details are consistent with observations made under various perturbations of the system, and to make testable predictions about additional perturbations. We list below our assumptions about how these inputs regulate ind expression .
d Dl directly activates ind (Hong et al., 2008) , while Sna and Vnd are its direct repressors (Cowden and Levine, 2003; McDonald et al., 1998; Weiss et al., 1998) . d Zld activates ind (Nien et al., 2011) , but the mechanism may be either direct (similar to Dl) or indirect, or a combination of both. To model the indirect mechanism, we considered Zld and Dl to exhibit cooperative DNA binding at closely located binding sites, based on our observation of proximally located binding sites for the two TFs ( Figure 2D ; Supporting Online Information; Figure S1A ), and on reports of a similar mechanism in the sog enhancer (Foo et al., 2014; Kanodia et al., 2012; Liberman and Stathopoulos, 2009) . We note that Dl-Zld cooperativity can also act as a surrogate for chromatin-mediated effect of Zld on Dl activation, as suggested previously (Cheng et al., 2013; Foo et al., 2014; Sun et al., 2015) . d Cic is a repressor of ind. Mutation of Cic sites in the ind enhancer results in a dorsal expansion of ind expression (Ajuria et al., 2011; Lim et al., 2013) . However, Cic has a spatially uniform nuclear concentration during the pregastrulation stage, suggesting that an additional input that localizes Cic's activity domain must be considered when modeling Cic-mediated repression of ind. Spatially restricted signaling may provide this input, presumably by relieving Cic-driven repression of ind. In particular, ERK phosphorylates Cic (Astigarraga et al., 2007) , and this has been proposed to influence Cic activity by impeding its DNA binding (Dissanayake et al., 2011; Lim et al., 2013) , leading to ind de-repression in a specific domain along the D/V axis. This is the mechanism we chose to implement here, though other mechanisms have also been proposed (Grimm et al., 2012) . We obtained a D/V profile of dualphosphorylated ERK (dpERK) from (Lim et al., 2013) and used it as a proxy for ERK activity. To model this effect, we modified GEMSTAT so that the energy of Cic-DNA binding is increased (binding affinity is reduced) to an extent proportional to dpERK concentration (Experimental Procedures).
To capture the above qualitative features, GEMSTAT uses 13 free parameters: two per TF representing its DNA-binding and activation/repression potency (denoted by K and a, respectively), one for Dl-Zld cooperativity (denoted by u), one representing basal transcriptional activity (denoted by q BTM ), and one representing the attenuation of Cic's DNA-binding energy by dpERK (denoted by Cic ATT ). The free parameters of the model were optimized to fit the wild-type D/V expression profile of ind, and prediction from the trained model was found to be in excellent agreement with this wild-type pattern and also to be sensitive with respect to most of the parameters ( Figure 2E ), indicating that the model is flexible enough to capture the combinatorial effect of the assumed regulators in driving ind expression. Notably, model training failed completely when we did not incorporate ERK-Cic interplay (data not shown), providing quantitative evidence in favor of this mechanism. However, this exercise also raised questions about the validity and utility of the trained model, such as: Can the model correctly predict the effect of cis and trans perturbations to the system? Does the trained model provide a unique quantitative explanation of ind regulation consistent with the data? If not, what are all possible quantitative explanations of these data, what do they predict about various perturbations, and how can we narrow them down to the true underlying mechanism? We address these questions in the following sections.
Systematic Exploration of Parameter Space Provides an Ensemble of Distinct Mechanistic Hypotheses Consistent with the Wild-Type Data
In Figure 2E , we presented the prediction of a single model, i.e., one particular setting of parameter values, that accurately fits wild-type ind expression. Any assignment of values to the 13 free parameters of the model corresponds to a predicted readout of the ind enhancer, which can be scored against the wild-type ind pattern using a ''goodness-of-fit'' function. Any high-scoring parameter assignment represents a plausible mechanistic description of ind regulation; it provides insights into the relative strengths of various regulatory inputs and makes predictions about the effects of different cis and trans perturbations.
Given any initialization of parameter values, the GEMSTAT program systematically and iteratively modifies those values and reports a locally optimal parameter setting that maximizes the goodness of fit. However, there may exist many other parameter assignments that are as good or nearly as good in terms of their agreement with data, and examining the one optimal assignment reported by GEMSTAT may provide a skewed view of plausible models (Kirk et al., 2013) . We therefore modified the GEMSTAT program to perform a comprehensive exploration of the multi-dimensional parameter space, with the goal of constructing a complete map of plausible quantitative models. To this end, we first generated a large number of 13-dimensional vectors (parameter assignments) as follows (Figure 3A ; Supporting Online Information). We partitioned each parameter's range into halves, which gave us 2 13 compartments of the parameter space. From each compartment, we sampled 1000 parameter vectors and scored them for their goodness of fit to data. Next, we sorted these 1,000 3 2 13 parameter vectors based on their scores, and for each parameter vector with a score among the top 2% of unique scores in this sorted list, we optimized the GEMSTAT model using that vector as initial estimate of model parameters. The resulting collection of optimized models can predict ind expression accurately in the wild-type condition ( Figure S1B ), with little dispersion in their predictions (maximum difference with the mean is <0.07 at any position along the D/V axis). We call this collection of models ($21,000 in total) the ''wild-type ensemble.'' We note that an alternate strategy to compute such an ensemble would be to sample from the parameter space using Monte Carlo-based techniques (Toni et al., 2009 ). However, there are major challenges associated with these methods (e.g., slow convergence to the stationary distribution and consequently less control over the coverage of the parameter space, the need for precomputing an ensemble of models that covers the parameter space; Toni et al., 2009) , which motivated us to choose the exhaustive strategy described above.
The $21,000 models of the wild-type ensemble spanned widely different compartments of the parameter space (652 out of 2 13 z8000), and the marginal densities of individual parameters showed high variance and multimodality ( Figure 3B ). This suggested the existence of many distinct parameterizations that explain the wild-type data equally well, and we asked if this meant that many distinct mechanistic hypotheses explain the data on ind regulation. To this end, we summarized the models as motifs that visually depict how a particular model utilizes each TF to regulate ind in five key spatial domains along the D/V axis ( Figure 3C, legend) . Columns in a motif correspond to domains, symbols denote the regulator TFs, and the height of a symbol in a column represents the contribution of that TF in the corresponding region.
Hierarchical k-medoids clustering of the motifs for the wildtype ensemble revealed at least 36 distinct sets of mechanistic hypotheses (motifs) that are supported by the wild-type data ( Figure 3D ). As an example of how these hypotheses differ, we marked three motifs in the bottom row with asterisks, which suggest three distinct mechanisms of activating ind in its peak domain of expression (third column in the motif): (1) Zld is the dominant activator of ind, while Dl does not have an important role to that end (marked with a red asterisk); (2) Dl is the dominant activator of ind, while Zld does not play a strong role in activating ind (marked with a green asterisk); and (3) neither Dl nor Zld alone, but only their synergistic interaction, is the dominant input toward activating ind (marked with a blue asterisk). Clearly, a number of different quantitative models are consistent with wild-type data, raising the concern that some of these may yield incorrect predictions under perturbation conditions and prompting us to ask how additional experiments can refine the wild-type ensemble.
Data from Perturbation Experiments Narrow Down the Range of Plausible Models
Wild-type data may not have sufficient information to constrain a multi-parameter model such that it captures the precise extent of each TF's effect on the target gene. To further constrain the values of model parameters, we examined how well models in the ensemble predict the effects of the following genetic perturbations for which we have data from the literature. ventrally, yet does not encroach into the mesoderm region, in vnd mutants (McDonald et al., 1998; Weiss et al., 1998) . d Mutation of Cic-binding sites in the ind enhancer: the readout of the ind enhancer expands dorsally, to an extent that matches the spatial domain of the Dl protein, upon mutating two particular Cic sites in the enhancer (Lim et al., 2013) .
These are the only perturbations reported in the literature that manifest direct effects on ind expression. We used each model to predict ind expression upon knocking down a TF, by setting the DNA-binding parameter of the respective TF to zero. Additionally, when simulating sna knockdown, we replaced the spatial patterns of vnd and egfr with their altered patterns in sna mutants (Figures S2B and S2C) . To predict the effect of mutating a site, we discarded the site from our set of annotated TF-binding sites in the ind enhancer (Experimental Procedures and Supplemental Experimental Procedures). In evaluating models on perturbation data, we focused on carefully selected domains along the D/V axis that, we reasoned, should provide adequate information about the accuracy of model predictions (Experimental Procedures).
For each of the $21,000 models in the wild-type ensemble, we evaluated its predictions on perturbation data and discarded every model that failed to correctly predict the known effects. We found $2,100 models whose predictions are accurate in both wild-type and the three perturbation conditions ( Figure 4A . We call these models the ''filtered ensemble.'' Parameters of these models were found to be far more constrained than those of the initial ensemble, falling into 42 of the 2 13 compartments in the parameter space, whereas the wild-type ensemble models span 652 compartments. (Also compare the solid to the dotted curves in Figure 3B , which shows marginal distributions of parameters.) Considering perturbation data in this manner greatly narrowed down the possible explanations of ind regulation, with the only surviving mechanistic hypotheses being those shown as motifs in the first row of Figure 3D . Whereas models in the wild-type ensemble could explain ind regulation without one of our three assumed repressors (the three motifs marked with purple asterisks in the bottom row of Figure 3D ), the filtered ensemble unambiguously supports the need for all three repressors: Sna and Vnd repress ind in the mesoderm and the neuroectoderm domains, and Cic plays a role in defining the dorsal border of ind. This filtering step also removed from the wildtype ensemble those models that implied a very weak activating input from Dl (low K DL , a DL ; dotted lines in panels labeled ''DL''; Figure 3B ). Such models overestimate the activating role of Zld and thus overpredict the expression level of ind in the dorsal ectoderm upon Cic site mutagenesis, leading to their exclusion from the filtered ensemble.
Predicting the Effect of Mutating Activator-Binding Sites
An important aspect of the utility of any modeling approach is its ability to make testable predictions. Here, we show how we utilized our filtered ensemble to predict the effects of Dl and Zld in activating ind and how we validated those predictions experimentally. ind expression is known to be abolished in Dl mutants (von Ohlen and Doe, 2000) and to become weaker in Zld mutants (Nien et al., 2011) . However, both Dl and Zld are also implicated in regulating several direct regulators of ind, e.g., sna, vnd, rho, and egfr (Hong et al., 2008; Nien et al., 2011) ; hence, their genetic effects comprise a combination of direct and indirect influences. To accurately characterize the direct activating roles of Dl and Zld, one needs to mutate their binding sites in the ind enhancer. To this end, we focused here on the computationally identified binding sites for Dl and Zld in the ind enhancer ( Figure 4B ; Supplemental Experimental Procedures).
To our knowledge, the only prior experimental study that examines direct effects of Dl on ind is that of Garcia and Stathopoulos (Garcia and Stathopoulos, 2011) , who mutated a Dl-binding site in the ind enhancer and found no significant change in ind expression, leading them to speculate that Dl only partially supports ind activation. Predictions from our filtered ensemble for the particular mutation performed by Garcia and Stathopoulos agree with their report ( Figure 4C ). The filtered ensemble also predicts, unambiguously, that removal of all Dl sites should abolish ind expression ( Figure S2D ), suggesting a dominant role of Dl in activating ind. (This also means that Zld alone cannot activate the gene.) We confirmed this prediction experimentally in transgenic embryos through mutating three evolutionarily conserved sites of Dl in the ind enhancer ( Figure 4B ; Figure S2E ). In particular, we mutated the above three sites to a sequence which is both shorter than the known Dl-binding site and has a very low affinity score based on the position weight matrix of Dl. We also confirmed computationally that these mutations do not create any new site for the TFs considered in our model. The reporter sequences containing the mutated Dl sites were then integrated at the same chromosomal location, which allowed us to make direct comparisons of their expression levels (Supplemental Experimental Procedures). Our filtered ensemble predicts that ind expression will reduce by 60%-100% (mean 85%) of its wild-type level upon this perturbation ( Figure 4D ). The experiment showed $65% reduction in peak ind expression, which validates the model prediction and supports a dominant role of Dl in ind activation (Figures 4F-4H ; Supplemental Information; Figure S3 ). This investigation illustrates that an ensemble of models can make unambiguous predictions despite large variations in individual parameters, as has been previously argued more generally for multi-parameter ordinary differential equation (ODE)-based models (Gutenkunst et al., 2007) . Our investigation is also significant in that it correctly predicts a major effect of Dl site mutagenesis in one experiment and no effect in a different mutagenesis experiment (Garcia and Stathopoulos, 2011) for the same TF ( Figures 4C and 4D) . It is extremely difficult to make such nuanced predictions based on qualitative reasoning alone.
The filtered ensemble predicts that Zld-induced activation is necessary for wild-type ind expression and, specifically, that ind expression should reduce, on average, to $50% of its peak wild-type level upon mutating the four strongest Zld-binding sites (out of five sites) in the ind enhancer ( Figure 4E ). We tested this prediction and noted that ind expression is indeed reduced in transgenic embryos where Zld sites were mutated (Figures 4I-4K ; Supplemental Information; Figure S3 ) to approximately half of the endogenous levels. The expression of ind in these embryos is considerably more variable than its endogenous expression, leading us to speculate whether the apparent reduction in expression level is due to increased noise (i.e., ind has bimodal expression, at a basal level and at a level comparable to its endogenous peak level) or due to an overall reduction in expression level within the nuclei where ind is expressed. We find further analyses support the latter proposition ( Figure 4K) . Thus, the filtered ensemble reveals Dl as the dominant activator of ind, while also demonstrating an important activating role for Zld. There remain uncertainties in parameter values in the ensemble ( Figure 3B ), and these uncertainties can in some cases translate to ambiguous predictions for specific perturbations. We revisit this point in the Discussion, where we show how the modeling framework suggests the most informative experiments to perform in order to resolve such ambiguities.
Models in the Filtered Ensemble Explain ind Regulation in Other Drosophilids
One potential issue with the filtered ensemble models is that they might be ''overfit'' to the specific number and arrangement of TFbinding sites in the D. melanogaster ind enhancer, as opposed to capturing a more general logic. If this were the case, we would expect the filtered ensemble of models to contain features that are specific to D. melanogaster and not conserved across Drosophilids. We asked whether our filtered ensemble models of the D. melanogaster ind enhancer can explain features found in known for a specific site-mutagenesis experiment (domains 4 and 5: results known for Cic site mutagenesis). Columns in a motif correspond to domains, symbols denote the regulator TFs, and the height of a symbol in a column represents the contribution of that TF in the corresponding region; if a TF f is an activator, then its height in a column represents the root-mean-square error (RMSE) between model-predicted ind expression profiles in the corresponding domain when there is no activator and when f is the only activator in the model. Similarly, the height of a repressor f is computed from the conditions when there is no repressor and when f is the only repressor in the model. (legend continued on next page) the orthologous ind enhancers of ten other Drosophilids species. As shown in Figure 5 , for orthologs in the species related closely to D. melanogaster, the filtered ensemble models predict readouts that are very similar to the ind expression pattern in D. melanogaster. For the orthologs from the more distantly related species, e.g., D. grimshawii, the filtered ensemble includes some models that are able to predict the expression domain with reasonable accuracy, and also models whose predictions deviate substantially from the ind pattern. (The exception to this was the ortholog in D. virilis, which shows very poor sequence conservation with the D. melanogaster ind enhancer; see Figure S1 .) Our observation suggests that the filtered ensemble, despite being trained on several perturbation experiments in addition to wild-type data, has sufficient diversity of models to capture the logic of orthologous ind enhancers.
DISCUSSION
Recent technological advances allow the rapid generation of hypotheses about a biological system. Because biological problems are often under-constrained, the challenge becomes reconciling different hypotheses about the same system. Multiparameter computational models are one way to unify diverse hypotheses into a comprehensive description of one system. However, with more parameters comes the burden of estimating those parameters and addressing parameter uncertainty (Gutenkunst et al., 2007) . Ensemble modeling is a powerful solution to this problem, with demonstrated success in the context of signal transduction networks, protein folding and climate change, among others.
A major contribution of our work is the rigorous demonstration of how ensemble modeling may benefit a complex, multi-parameter model of transcriptional cis regulation by refining its parameter estimates in a systematic and unbiased manner. Notably, integrating perturbation data into our analysis did not refine parameter estimates to precise points. However, it did lead to rejection of a large fraction of models from the wild-type ensemble, for example, models where Sna (or Vnd) alone can explain the ventral repression of ind. This illustrates why ''learning'' in biological systems should not be defined only as reduction of a mechanistic parameter to a point estimate; reducing the acceptable ranges of a mechanistic parameter, or of a combination of parameters, can be equally valuable. Moreover, such modeling can help us comprehend the disparate experimental evidence pertaining to regulation of the ind gene in Drosophila.
What insights does our filtered ensemble provide about ind regulation? First, the ensemble establishes a dominant, direct role of Dl in activating ind, and contradicts the previous observations that suggested a minor function of Dl in this context. We note that, since a direct activating role of Dl was an assumption of the model, the predictive value of our model is more in its ability to identify that ind cannot be induced in the absence of Dl sites and that removal of a particular subset of Dl sites leads to strongly reduced ind expression. Our experimental data on Dl site mutagenesis is therefore not only conforming to our assumption, but also to a quantitative prediction. Second, the ensemble emphasizes an important role of Zld in expressing ind. Recent work (Foo et al., 2014; Li et al., 2014; Sun et al., 2015) proposes that Zld functions primarily as a chromatin remodeler for these genes rather than imparting a direct activating input. However, such a direct role for Zld has been implicated previously (Hamm et al., 2015; ten Bosch et al., 2006) . Our filtered ensemble models comprise two classes where one class of models suggests only an indirect activating role (possibly through chromatin remodeling) for Zld, while the other class suggests an additional direct activating input from Zld is necessary. As such, our current modeling cannot explain unambiguously how Zld activates ind. However, the filtered ensemble suggests an experiment that can disambiguate the mechanism. For this, we considered model predictions in spatial domains where Zld is the only regulator of ind. A non-basal level of ind expression under such a condition will imply the existence of a direct activating input from Zld, whereas basal levels will imply a lack thereof and signify Zld's role as a facilitator of the DNA binding of Dl (Supplemental Information). One such setup is available in the dorsal-ectoderm region upon mutating all Cic sites: this leaves Zld as the sole regulator in that region, and as summarized in Figure S4 , predicted ind expression upon Cic site mutation shows large uncertainty in the dorsal-ectoderm region. Likewise, the filtered ensemble motifs ( Figure 3D ) exhibit maximum disagreement in the fifth column, i.e., in predicting the effect of Cic site mutation in the dorsal-ectoderm region. We therefore propose mutation of all Cic sites as an experiment that can disambiguate Zld's mode of function. This is an illustration of how ensemble-based modeling can provide guidance about the most informative experiments to perform next.
An important assumption in this study was that a post-translational modification of Cic by ERK may inhibit DNA binding of Cic and de-repress ind in a manner that depends on ERK's spatial distribution. Without such an assumption of a localized derepression of ind from the repressive effect of Cic, we were unable to fit any model with reasonable accuracy. While ERKmediated de-repression of ind from Cic has experimental evidence (Ajuria et al., 2011; Lim et al., 2015; Lim et al., 2013) , our assumption may not be the only mechanistic explanation to this phenomenon. Alternative hypotheses about spatially localized modifications in the influence of CIC on transcription (C and D) Filtered ensemble models do not predict any significant change in ind expression upon the mutations reported in (Garcia and Stathopoulos, 2011) initiation or on activator recruitment are also plausible. Notably, these alternative hypotheses rely not on attenuation of Cic's DNA binding but on the potency of Cic's interaction with transcription initiation machinery or with other TFs. One can also imagine a scenario where ERK activates some yet-unknown non-repressive TF that competes with Cic to bind DNA. Ascertaining any such mechanism is a subject for future studies.
One might ask if modeling a larger dataset (i.e., multiple enhancers) could make the conventional approach of computing one or a few optimal models as effective as our ensemble approach in terms of eliminating incorrect mechanistic explanations. It is important to note that the conventional approach attempts to discover models consistent with the entire dataset. However, when relevant TFs and mechanisms of their functions are not well understood, a systematic ensemble approach for individual enhancers could provide insights that the one or few optimal models for the entire dataset would have missed. For example, when trying to fit the enhancers of ind and sog simultaneously (data not shown), we consistently discovered models that do not use a direct activating input from Zld, presumably because the assumed inputs do not include a dorsal repressor for sog. Given that our understanding about the regulators of sog and the mechanism of Zld-mediated gene activation is still unclear (Supplemental Information), simply rejecting a direct activating input from Zld, as one would if one were taking a more conventional approach, would produce a biased working hypothesis, and opportunities for follow-up experiments could be missed. A systematic ensemble approach can thus improve sequence to expression models by identifying mechanistic hypotheses that are consistent with the entire dataset and also those that conform to different subsets of the data, thereby specifying the experiments for follow-up.
EXPERIMENTAL PROCEDURES
The GEMSTAT Model To estimate the probability that TFs bound to an enhancer regulates the expression of a target gene, GEMSTAT considers the ''statistical weight'' Z c of each configuration c in the ensemble of all possible configurations of occupied and unoccupied TF-binding sites and the promoter. Detailed formulation of Z c and the algorithm to compute probability of mRNA expression from Z c are given in Supplemental Information; here, we mention the parameters that define Z c . For a given site S, the binding of a TF f at S contributes a statistical weight of q f;s = K f;s ½f to Z c . Here K f;s is the equilibrium constant of the DNA-binding reaction between f and s, and ½f is the concentration of f Let Figure S1 for the details of how the orthologs were extracted. Semantics of the plots are the same as that of Figure 4A . We also show in parentheses the number of TF-binding sites in each ortholog. Additionally, the dotted red curve for each ortholog shows the best prediction of a filtered ensemble model for the corresponding ortholog. The goodness of a model prediction for a given ortholog is defined as the sum of the squared error between the model prediction and ind expression data in D. melanogaster. where KðS f max Þ and v are unknown quantities. We take their product KðS f max Þ as a free parameter and refer to it as the ''DNA-binding parameter'' for f. In addition to the q f;S terms, Z c includes the following multiplicative terms: (1) u f1;f2 for each instance of two interacting TFs f 1 and f 2 bound in configuration c, (2) a f for each instance of a TF f bound to one of its cognate sites and when c is a BTM-bound configuration, and (3) q BTM whenever c is a BTM-bound configuration.
Filtering Models Based on Perturbation Data
Qualitative effects on the ind expression pattern upon various perturbations were mentioned in Results; we discard every model that fails to meet the following quantitative criteria in predicting those effects.
(1) Upon Sna knockout, a model should predict the mean probability of ind expression in the ventral-most 20% of the D/V axis to be low (%0.05 times of the probability of ind expression at its peak domain). (2) Upon Vnd knockout, a model should predict the mean probability of ind expression at locations of peak Vnd expression (at least 80% of its maximum concentration level) to be high (mean probability of expression R0.80). (3) Upon mutation of two (out of four) Cic-binding sites, a model should predict ind expression to expand dorsally (mean probability of expression R0.80 at the location where wild-type ind expression is half-maximal at its dorsal boundary) and to remain low ((% 0.05 times of the probability of ind expression at its peak domain) in the dorsal-most 20% of the D/V axis. , where b is a free parameter as used in standard least square estimation. We constrain b%2, since allowing b to assume arbitrary values may scale up and assign good RMSE scores to very low expression levels, even as low as one may expect from randomly generated sequences-a problematic issue for sequence-to-expression models (He et al., 2012) . Several other sequence-to-expression models also constrained the value of b in optimizing RMSE (Kazemian et al., 2010; Kim et al., 2013; Segal et al., 2008) . GEMSTAT uses the Nelder-Mead simplex and the quasi-Newton gradient descent algorithms to optimize RMSE.
Model Optimization
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