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0 VORWORT 2
0 Vorwort
Die f

ur die

Ubersetzung von Programmiersprachen ben

otigten Analyse- und
Synthesealgorithmen k

onnen bereits seit geraumer Zeit relativ gut sprach-
unabh

angig formuliert werden. Dies ndet seinen Ausdruck unter anderem
in einer Vielzahl von Generatoren, die den

Ubersetzungsproze ganz oder
teilweise automatisieren lassen. Die Syntax der zu verarbeitenden Sprache
steht gew

ohnlich in Datenform (Graphen, Listen) auf der Basis formaler Be-
schreibungsmittel (z.B. BNF) zur Verf

ugung. Im Bereich der

Ubersetzung
nat

urlicher Sprachen ist die Trennung von Sprache und Verarbeitungsalgo-
rithmen - wenn

uberhaupt - erst ansatzweise vollzogen. Die Gr

unde liegen
auf der Hand. Nat

urliche Sprachen sind m

achtiger, ihre formale Darstellung
schwierig. Soll die

Ubersetzung auch die m

undliche Kommunikation umfas-
sen, d.h. den menschlichen Dolmetscher auf einer internationalen Konferenz
oder beim Telefonieren mit einem Partner, der eine andere Sprache spricht,
ersetzen, kommen Echtzeitanforderungen dazu, die dazu zwingen werden,
hochparallele Ans

atze zu verfolgen.
Der Proze der

Ubersetzung ist auch dann, wenn keine Echtzeitforde-
rungen vorliegen, auerordentlich komplex. L

osungen werden mit Hilfe des
Interlingua- und des Transferansatzes gesucht. Verst

arkt werden dabei for-
male Beschreibungsmittel relativ gut erforschter Teilgebiete der Informatik
eingesetzt (Operationen

uber dekorierten B

aumen, Baum-zu-Baum-

Uberset-
zungsstrategien), von denen man hot, da die Ergebnisse weiter f

uhren wer-
den als spektakul

are Prototypen, die sich jetzt schon am Markt benden und
oft aus heuristischen Ans

atzen abgeleitet sind.
Untersuchungen zur Syntaxanalyse nat

urlicher Sprachen mit
lexikograsch- funktionalen Grammatiken, die die Eigenschaft der Wissens-
basiertheit besitzen, haben gezeigt, da aus dem Resultatgraphen auf relativ
einfache Weise der Dependenzbaum gewonnen werden kann. Zusammen mit
einem Implementierungsvorschlag f

ur ein Lexikon, dessen Aufbau und Struk-
turierung nicht nur die lexikalisch-morphologisch orientierten Analyseschrit-
te unterst

utzt, sondern das auch in der
"
eigentlichen\ Syntaxanalyse befragt
werden kann, ist es m

oglich geworden, Strategien zur Verarbeitung von De-
pendenzb

aumen zu entwickeln. Im vorliegenden Technischen Bericht wird ein
dreistuges Verfahren vorgestellt, das den Transfer-Ansatz unterstellt.
Die Segmentierung in Pre-Transfer-, Transfer- und Post-Transfer-Phase
dient der Reduzierung der Komplexit

at. Die Teill

osungen, die unter Nutzung
von Tree-Transducern erreicht werden, werden durch Komposition zusam-
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mengesetzt. In der Transferphase ist dabei mit vielen sehr komplexen Regeln
umzugehen, die die Ersetzungsschritte an den Knoten des zu bearbeitenden
Baumes beschreiben. Ambiguit

aten der Sprache machen den Einsatz von Se-
lektionsfunktionen n

otig.
Das f

ur das sprachunabh

angige Transfersystem entwickelte algorithmische
R

ustzeug mu exemplarisch ausgetestet werden. Dazu ist auch die Mitarbeit
von Linguisten erforderlich. Es w

are deshalb erfreulich, wenn z.B. der an der
TU Dresden neu einzurichtende Studiengang Angewandte Linguistik dieses
Themenfeld aufgreifen w

urde.
1 EINLEITUNG 4
1 Einleitung
Die maschinelle

Ubersetzung nat

urlicher Sprachen ist in ihrer Komplexheit
ein viele Probleme aufwerfendes Thema. Die meisten heute existierenden

Ubersetzungssysteme verwenden den sog. Transfer-Ansatz, d.h. der Proze
der

Ubersetzung wird in drei Hauptphasen, die Analyse, den Transfer und
die Generierung aufgeteilt (siehe Abbildung 1). Dabei ist gerade die Transfer-
Phase durch die Schwierigkeit einer

aquivalenten

Ubersetzung eine der kom-
plexesten Aufgaben in der maschinellen

Ubersetzung.
Satz S der Ausgangssprache
?
?
formale Repr

asentation S des Satzes S
?
?
formale Repr

asentation T
?
?
Satz T der Zielsprache
Analyse
Transfer
Generierung
Abbildung 1: Transfer-Ansatz
Betrachtet man nun existierende Systeme mit Transfer-Ansatz, stellt man
schnell die fehlenden formalen Beschreibungen der verwendeten Algorithmen
und meist eine unzureichende Trennung von Regelwerk und Verarbeitung
fest. Daraus resultiert meist eine starke Sprachabh

angigkeit und die feste
Integration in ein bestehendes

Ubersetzungssystem.
Ziel dieser Arbeit soll die Denition eines formalen Transfer-Algorithmus
sein, der folgende Eigenschaften aufweist:
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 universell einsetzbares, umgebungsunabh

angiges Transfermodul,
 weitgehende Spachunabh

angigkeit in der Verarbeitung, d.h. alle wort-
abh

angigen Transferinformationen werden im Lexikon gespeichert,
 Verarbeitung von Transferbedingungen auf unterschiedlichen linguisti-
schen Abstraktionsniveaus.
Es soll ein neuartiger Transfer-Algorithmus beschrieben werden, der die
Vorteile des Transfer-Ansatzes mit den Vorteilen des Interlingua-Ansatzes
1
vereint. Ziel ist die Schaung eines sprachunabh

angigeren Transfer-Ansatzes,
ohne da tiefgehende semantische Analysen oder gar ein
"
Verstehen\des Tex-
tes wie beim Interlingua-Ansatz notwendig werden.
Dieses Ziel soll durch die Zerlegung des komplexen Problems Transfer
in drei kleinere Teilprobleme realisiert werden. Durch die Aufteilung des
Transfers in

uberschaubare Teilprobleme k

onnen einfacher zu bestimmen-
de Teill

osungen erreicht werden, die dann zu einer Gesamtl

osung komponiert
werden. Der Vorteil der

Uberschaubarkeit der Teilprobleme wird mit einem
etwas gr

oeren Aufwand erkauft, der f

ur die Entwicklung und Abarbeitung
von mehreren Algorithmen erforderlich ist.
Im vorgeschlagenen dreistugen Transfer sollen geordnete Dependenz-
b

aume als Input- und Outputstrukturen verwendet werden. Da Dependenz
nicht allein durch die Sprache deniert wird, sondern von den Entscheidun-
gen und Ansichten der Grammatikentwickler abh

angt, soll der Transfer un-
abh

angig von der tats

achlichen Auspr

agung der Dependenz arbeiten.
2 Die Komponenten des dreistugen Trans-
fers
Der Transfer soll in drei Phasen unterteilt werden (siehe Abbildung 2). In
der ersten Phase, der Pre-Transfer-Phase, wird aus dem Dependenzbaum
1
Beim Interlingua-Ansatz werden zwei Hauptphasen (die Analyse und die Gene-
rierung) unterschieden. In der Analyse (morphologisch, syntaktisch, semantisch) wird
der Ausgangssatz(-text) in eine Interlingua (sprachunabh

angige formale Beschreibung)

uberf

uhrt. Bei der Generierung werden aus der Interlingua S

atze der Zielsprache gene-
riert. Hauptvorteil des Interlingua-Ansatzes ist die Sprachunabh

angigkeit. Nachteile sind
die Schwierigkeit der Denition einer Interlingua und der durch die Analyse bedingte Ver-
lust s

amtlicher sprachabh

angiger Satzinformationen.
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eines Satzes der Ausgangssprache eine kanonische Form des Dependenz-
baumes erzeugt. Dieser Proze soll durch das Transferlexikon und spezielle
sprachabh

angige Reduktionsregeln gesteuert werden. In der zweiten Phase,
der Transfer-Phase, wird die kanonische Dependenzstruktur des Satzes der
Ausgangssprache in die gleichfalls kanonische Dependenzstruktur der Ziel-
sprache

uberf

uhrt. Dazu werden das Transfer-Lexikon und wortunabh

angige,
aber sprachpaarabh

angige Transformationsregeln verwendet. Die dritte Pha-
se, die Post-Transfer-Phase, dient der Expansion der kanonische Struktur der
Zielsprache in einen vollst

andigen Dependenzbaum. Die Expansion wird wie
die Reduktion der ersten Phase durch sprachabh

angige Regeln gesteuert, die
die speziellen Bed

urfnisse der Zielsprache und die Anfordungen an die Input-
und Outputstrukturen des gesamten

Ubersetzungssystems ber

ucksichtigen.
geordneter Dependenzbaum
A
B
eines Satzes der Ausgangssprache A
?
?
kanonischer Dependenzbaum
AK
B
?
?
kanonischer Dependenzbaum
ZK
B
?
?
geordneter Dependenzbaum
Z
B
eines Satzes der Zielsprache Z
Pre-Transfer-Phase
Transfer-Phase
Post-Transfer-Phase
-
-
-
T
r
a
n
s
f
e
r
l
e
x
i
k
o
n



Reduktionsregeln
Transformationsregeln
Expansionsregeln
Abbildung 2: Die Phasen des dreistugen Transfers
Im dreistugen Transfer werden geordnete Baumstrukturen entsprechend
Denition 1 verwendet.
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Denition 1
Ein Baum B = (V;E; f
v
; f
e
; w) ist ein zusammenh

angender, ge-
richteter, azyklischer Graph mit:
V = fv
1
; : : : ; v
n
g
der nichtleeren endlichen Knotenmenge,
E der Menge von geordneten Knotenpaaren (v
i
; v
j
) mit
v
i
,v
j
2 V , E wird auch Adjazenzrelation genannt und ist
eine Teilmenge von V  V ,
Es gilt: (v
i
; v
j
) 2 E ^ (v
k
; v
j
) 2 E  ! v
i
= v
k
.
(Jeder Knoten hat maximal einen Vorg

anger.)
f
v
der Knotenbewertungsfunktion,
f
e
der Kantenbewertungsfunktion.
w ist der Wurzelknoten, f

ur den gilt:
Es existiert kein v
i
2 V f

ur das gilt (v
i
; w) 2 E.
Ein Baum heit geordnet, wenn f

ur jeden Knoten v
i
2 V f

ur al-
le Nachfolgerknoten v
j
; v
k
2 V die Ordnungsrelation O
i
deniert
ist, so da gilt: Wenn nicht O
i
(v
j
; v
k
) (
"
v
j
ist links von v
k
\), dann
O
i
(v
k
; v
j
).
F

ur die Relation D, die die direkte Reihenfolge der Nachfolger-
knoten von v
i
bestimmt, gilt: D
i
(v
j
; v
k
) (
"
v
j
ist direkt links neben
v
k
\) gdw. O
i
(v
j
; v
k
) ^ :9v
l
:(v
l
2 V ^O
i
(v
j
; v
l
) ^O
i
(v
l
; v
k
)).






  
v
j
v
k
v
l
  
Q
Q
Q
Q
Q
Qs
?





+
?


v
i
Durch die Knotenbewertungsfunktion f
v
wird jedem Knoten eine Attri-
butstruktur (feature structure) aus Attribut-Wert-Paaren zugeordnet. Diese
Attributstruktur enth

alt mindestens folgende Attribute:
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1. lem: Lemma
2. pos: Wortart
3. syn: syntaktische Eigenschaften
4. sem: semantische Eigenschaften
5. order: Position im Satz
Die syntaktischen und semantischen Eigenschaften der Knoten sind in
Abh

angigkeit der Wortart unterschiedlich ausgepr

agt. Den Kanten zwischen
den Knoten wird durch die Kantenbewertungsfunktion f
e
ebenfalls eine At-
tributstruktur zugeordnet, die u.a. den Relationentyp rel enth

alt. Der Re-
lationentyp beschreibt die Art der strukturellen Abh

angigkeit der Knoten.
Weitere Attribute der Kanten k

onnen z.B. semantische Eigenschaften der
Kanten sein.
Die als Input geforderten geordneten und attributierten Dependenzb

aume
sollen aus Dependenzstrukturen, die von einem geeigneten Analysewerk-
zeug (Parser) erzeugt wurden, abgeleitet werden. In dieser Vorverarbeitung
k

onnen z.B. aus Dependenzgraphen isomorphe Dependenzb

aume erzeugt
oder auch Attributverarbeitung angestoen werden. Diese Vorverarbeitung
m

oglicher Inputstrukturen soll im Rahmen dieser Arbeit nicht weiter be-
trachtet werden. Dasselbe gilt f

ur die Verarbeitung der erzeugten zielsprach-
lichen Dependenzb

aume. Ein geeignetes Generierungssystem kann aus De-
pendenzb

aumen die Morphemfolge und damit den Satz der Zielsprache er-
zeugen.
3 Formalisierung der Komposition
Formal gesehen ist der Transfer in einem

Ubersetzungssystem eine durch sehr
komplexe Regelwerke gesteuerte

Uberf

uhrung von Baumstrukturen
2
(Tree-
Transducing genannt).
2
Die in manchen

Ubersetzungssystemen verwendeten Graphen lassen sich einfach in
isomorphe B

aume umwandeln.
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Denition 2
Eine Funktion f
TT
heit Tree-Transducer, wenn sie einem Input-
baum B einen oder mehrere Outputb

aume B
0
i
zuweist:
f
TT
: B  ! B
0
; B
0
= fB
0
i
: 1  i  ng:
Eindeutige Tree-Transducer ordnen jedem Inputbaum B genau
einen Outputbaum B
0
zu:
f
TT
: B  ! B
0
:
Die Zuordnung der Outputb

aume zu den gegebenen Inputb

aumen
kann durch Regelwerke gesteuert werden. Solche Tree-Transducer
sollen regelbasierte Tree-Transducer heien:
f
TT
: B
R
 ! B
0
; B
0
= fB
0
i
: 1  i  ng:
Man kann den gesamten Transfer daher formal als regelbasierten Tree-
Transducer f
Transfer
beschreiben:
f
Transfer
:
A
B
R
 !
Z
B
0
(1)
mit:
A
B . . . Inputbaum (geordneter Dependenzbaum der Ausgangs-
sprache)
Z
B
0
. . . Menge der Outputb

aume (geordnete Dependenzb

aume
der Zielsprache)
R . . . Transferregelwerk.
Durch die Aufteilung des Transfers in drei Teilphasen, die jeweils wie-
der durch Tree-Transducer beschrieben werden k

onnen, kann (1) wie folgt
erweitert werden:
f
Transfer
(
A
B) =
n
[
i=1
m
[
j=1
f
Ri
 f
Tj
 f
E
(
A
B) (2)
=
n
[
i=1
m
[
j=1
Z
B
ij
=
Z
B
3 FORMALISIERUNG DER KOMPOSITION 10
Die Pre-Transfer-Phase wird durch den regelbasierten Tree-Transducer
f
R
beschrieben. Dieser Tree-Transducer ist nicht eindeutig, da durch Dis-
ambiguit

aten der Ausgangssprache mehrere unterschiedliche Reduzierungen
m

oglich sind.
f
R
:
A
B
R
R
 !
AK
B (3)
mit:
AK
B . . . Menge der kanonischen Dependenzb

aume der
Ausgangssprache,
R
R
. . . Reduktionsregelwerk.
Auch der Tree-Transducer f
T
der Transfer-Phase ist regelbasiert und
mehrdeutig. Der Tree-Transducer ist nur dann eindeutig, wenn die Abbil-
dung der Lexeme der Ausgangssprache in Lexeme der Zielsprache f

ur alle
Knoten des Baumes eindeutig ist.
f
T
:
AK
B
R
T
 !
ZK
B (4)
mit:
AK
B . . . kanonischer Dependenzbaum der Ausgangssprache,
ZK
B . . . Menge der kanonischen Dependenzb

aume der
Zielsprache,
R
T
. . . Transferregelwerk.
Der Tree-Transducer f
E
der Post-Transfer-Phase soll ein eindeutiger re-
gelbasierter Tree-Transducer sein. Diese Eindeutigkeit wird erreicht, indem
die Synonymie der Zielsprache aufgehoben wird, d.h. bei mehreren Expansi-
onsm

oglichkeiten wird bei der Konstruktion nur genau eine ausgew

ahlt.
f
E
:
ZK
B
R
E
 !
Z
B (5)
mit:
ZK
B . . . kanonischer Dependenzbaum der Zielsprache,
R
E
. . . Expansionsregelwerk.
Da die Tree-Transducer der ersten beiden Phasen mehrdeutig sind, wird
eine Selektionsfunktion sel ben

otigt, die aus einer Menge (hier: Menge der
Outputb

aume der vorhergehenden Phase) ein bestimmtes Element (hier:
einen Baum) ausw

ahlt. Diese Funktion wird mit Hilfe einer linearen Ord-
nungsrelation lin

uber dieser Menge deniert. Die Selektionsfunktion de-
niert und adressiert das i-te Element einer Menge.
4 PRE-TRANSFER-PHASE 11
Denition 3
Die Selektionsfunktion sel

uber einer Menge M wird wie folgt
deniert:
sel
i
(M) = x
i
; x
i
2M
es gilt: (1) x
1
: :9x
j
:lin(x
j
; x
1
)
x
1
ist das erste (kleinste) Element der Menge M .
(2) x
i
: lin(x
i 1
; x
i
) 62 lin(M)
T+
x
i
ist der Nachfolger von x
i 1
, d.h. das n

achste
Element von M .
lin(M) ist eine lineare Ordnungsrelation

uber M .
lin(M)
T+
ist die echte transitive H

ulle von lin(M).
3
In der Praxis arbeitet man mit einer Folge (Feld) von Elementen. Man
spricht in diesem Fall von einer indizierten Menge.
Mit der Selektionsfunktion sel k

onnen nun die Funktionen f
Ri
und f
Tj
beschrieben werden.
f
Ri
(
A
B) = f
R
 sel
i
(
A
B) =
AK
B
i
f
Tj
(
AK
B) = f
T
 sel
j
(
AK
B) =
ZK
B
j
Durch das Aufteilen der Transfer-Phase in mehrere Teilphasen wird die
Komplexit

at des Tree-Transducings und auch des Regelwerks verringert. In
der Pre- und Post-Transfer-Phase nden formal einfach zu beschreibende
Reduktions- bzw. Expansionsoperationen statt. Diese Operationen sind zu-
dem nur von den Eigenschaften der Ausgangs- bzw. der Zielsprache abh

angig.
Das Tree-Transducing in der eigentlichen Transfer-Phase wird durch die ka-
nonische Form der Dependenzb

aume stark vereinfacht.
4 Pre-Transfer-Phase
Die Pre-Transfer-Phase hat die Aufgabe, die als Input dienenden Depen-
denzb

aume in eine kanonische Struktur umzuwandeln. Da ein unabh

angiges
3
Die echte transitive H

ulle R
T+

uber einer bin

aren Relation R = M M ist wie folgt
deniert:
R
T+
=
n
S
i=2
R
i
mit
R
1
= R, R
i
= R
i 1
R = f(m
1
;m
3
) : (m
1
;m
2
) 2 R
i 1
^ (m
2
;m
3
) 2 Rg.
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Transfer-Modul entworfen werden soll, wird die linguistisch-motivierte Aus-
pr

agung der Dependenzb

aume nicht festgelegt. Nur der Baumtyp (attribu-
tierter Dependenzbaum) wird deniert.
Ein Dependenzbaum ist dann kanonisch, wenn er die folgenden zwei Merk-
male aufweist:
1. Jeder Knoten des kanonischen Dependenzbaumes entspricht genau ei-
nem Lexem (

Ubersetzungseinheit).
2. Der kanonische Dependenzbaum enth

alt nur inhaltlich konstitutive Ele-
mente.
Ein Lexem L ist eine abstrakte lexikale Einheit, die von der Menge der
Flexionsformen eines Wortes gebildet wird und im Lexikon zu nden ist.
Hier soll der Lexem-Begri noch weiter gefat werden: Ein Lexem soll einer

Ubersetzungseinheit entsprechen.
Die

Ubersetzungseinheit ist das jeweils kleinste Segment des aus-
gangssprachlichen Textes, f

ur das dank der potentiellen

Aquiva-
lenzbeziehung ein Segment im zielsprachlichen Text gesetzt wer-
den kann, das die Beziehung der Invarianz auf der Inhaltsebene
erf

ullt.
4
Die Bildung von Lexemen wird haupts

achlich durch Angaben aus dem
Transferlexikon gesteuert. Im Transferlexikon sind alle Lexeme mit ihrer in-
ternen syntaktischen Struktur und ihrer

Ubersetzung abgelegt. Aus diesem
Transferlexikon k

onnen alle lexikalen Reduktionsregeln automatisch erzeugt
werden. Die lexikalischen Reduktionsregeln sind daher nicht nur von der Aus-
gangssprache sondern auch von der Zielsprache abh

angig.
Jedem Lexem einer nat

urlichen Sprache kann ein Semantem (eine Bedeu-
tung) zugeordnet werden. Die Semanteme aller W

orter eines Satzes dieser
Sprache bilden in ihrer Gesamtheit die Aussage dieses Satzes.
Semateme k

onnen in zwei Gruppen eingeteilt werden: in inhaltlich konsti-
tutive Semanteme und inhaltlich nicht konstitutive.
5
Zu den inhaltlich kon-
stitutiven Semantemen geh

oren alle Namen (Substantive, Pronomen), Ad-
jektive, Numerale, Vollverben und viele Adverbien, also alle Lexeme, die
4
[Koller, S 100].
5
[Freundlich88].
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Inhaltliches darstellen oder bezeichnen. Inhaltlich nicht konstitutive Seman-
teme setzen andere Semanteme oder Ausdr

ucke in Beziehung zueinander oder
modizieren diese. Dazu geh

oren Hilfsverben, Artikel, Pr

apositionen, Kon-
junktionen und ein Teil der Adverbien, wie sehr, gar, wenigstens, nicht usw.
Die Reduzierung auf inhaltlich konstitutive Elemente erfolgt durch
sprachabh

angige Reduktionsregeln. Sie beschreiben z.B die Reduzierung von
Verbkomplexen, der Negation und von Determinativen. Die durch die redu-
zierten Knoten beschriebenen Modikationen werden beim neuentstandenen
Knoten in der Attributstruktur eingetragen. Dadurch wird ein Verlust rele-
vanter Informationen bei der Reduzierung vermieden. Geeignete Mittel zur
Darstellung der Relationen und Modikationen der Semanteme sind formale
Beschreibungen, wie Pr

adikaten- oder Montague-Logik.
5 Formalisierung der Pre-Transfer-Phase
Der in (3) beschriebene Tree-Transducer (f
R
) der Pre-Transfer-Phase ist re-
gelbasiert, mehrdeutig und reduzierend. Reduzierend bedeutet, da die Out-
putb

aume eine kleinere oder maximal die gleiche Anzahl von Knoten wie der
Inputbaum besitzen.
f
R
:
A
B
R
R
 ! f
AK
B
i
g ; 1  i  n
mit:
A
B = (
A
V;
A
E;
A
f
v
;
A
f
e
;
A
w),
AK
B
i
= (
AK
V
i
;
AK
E
i
;
AK
f
vi
;
AK
f
ei
;
AK
w
i
),
8i:card(
A
V )  card(
AK
V
i
).
Der Tree-Transducer f
R
arbeitet topdown

uber dem Inputbaum
A
B. Vom
Wurzelknoten ausgehend, wird jeder Knoten in der durch die Relation next
(Nachfolgerrelation) denierten Reihenfolge bearbeitet (siehe Abbildung 3).
Die durch die Relation next denierte Reihenfolge entspricht einem
Baumdurchlauf mit Preorder-Traversierung. Im Gegensatz zu diesem ist
die Reihenfolge der Nachfolgerrelation nicht rekursiv deniert, so da bei
Ver

anderungen des Baumes durch Einf

ugen oder L

oschen von Knoten trotz-
dem zu jedem Zeitpunkt der n

achste zu bearbeitende Knoten bestimmt wer-
den kann.
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Abbildung 3: Reihenfolge der Knoten im Baum
Denition 4
Die Nachfolgerrelation next(v
i
; v
j
)

uber der Knotenmenge V eines
Baumes B = (V;E; f
v
; f
e
; w) kann mit Hilfe der Adjazenzrelation
E und der direkten OrdnungsrelationD

uber den Subknoten eines
Knotens wie folgt deniert werden:
next(v
i
; v
j
) gdw.
1. (v
i
; v
j
) 2 E ^ :9v
k
:D
i
(v
k
; v
j
)
(der Nachfolger v
j
von v
i
ist der linkeste Subknoten von v
i
),
2. 9v
k
:D
k
(v
i
; v
j
) ^ (v
i
; v
j
) 62 E
(v
i
ist ein Subknoten von v
k
, Nachfolger v
j
von v
i
ist der
n

achste Subknoten von v
k
),
3. (v
i
; v
j
) 62 E ^ :9v
k
:D
k
(v
i
; v
j
):
Es sei Hulle(v
i
) =
1
S
z=1
((v
q
; z) : (9v
l
:(v
l
; v
i
) 2 E
z
^ 9v
m
:D
m
(v
l
; v
q
)).
Dann gilt next(v
i
; v
j
) gdw.
(v
j
; z
j
) 2 Hulle(v
i
) ^ z
j
= min(fz : (v; z) 2 Hulle(v
i
)g).
(hat v
i
keine Subknoten und der Superknoten v
k
von v
i
keine Subknoten rechts von v
i
, ist der Nachfolger von v
i
der n

achste Subknoten eines weiter entfernteren Superknotens).
Einen Knoten bearbeiten heit, da auf alle von diesem Knoten abge-
henden Teilb

aume die passenden Reduktionsregeln angewendet werden. Die
Reduktionsregeln haben dabei die folgende Form:
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r
r
(B
t
; k
new
)
mit: B
t
. . . zu reduzierender Teilbaum,
k
new
. . . neu einzuf

ugender Knoten.
Um die formale Beschreibung des Tree-Transducers f
R
zu vereinfachen, wer-
den zun

achst die Begrie Teilbaum und echter Teilbaum genau deniert:
Denition 5
Ein Teilbaum B
t
= (V
t
; E
t
; f
vt
; f
et
; w
t
) eines Baumes B =
(V;E; f
v
; f
e
; w) ab dem Knoten v 2 V ist ein Baum mit den
folgenden Eigenschaften:
V
t
 V , v 2 V
t
,
E
t
 E ^ E
t
 V
t
 V
t
,
f
vt
=
S
i
(f
v
(v
i
) : v
i
2 V
t
)
f
et
=
S
i;j
(f
e
(v
i
; v
j
) : (v
i
; v
j
) 2 E
t
)
w
t
= v.
Ein echter Teilbaum B
et
= (V
et
; E
et
; f
vet
; f
eet
; w
et
) besteht niemals
aus nur einem Knoten. D.h. B
et
ist ein Teilbaum von B und die
Kardinalit

at der Knotenmenge V
et
ist gr

oer 1.
card(V
et
) > 1.
Der Tree-Transducer f
R
kann daher wie folgt durch Zustandssituationen
beschrieben werden. Dabei wird mit
work
k
i
der aktuell bearbeitete Knoten
des aktuell bearbeiteten Baumes
work
B
i
bezeichnet.
Startzustand
work
B := f(
work
B
1
;
work
k
1
)g
work
B
1
:=
A
B
work
k
1
:=
A
w
Die Menge der zu bearbeitenden B

aume
work
B wird mit einem Paar
bestehend aus dem Inputbaum
A
B und seinem Wurzelknoten
A
w in-
itialisiert.
A
w ist damit der erste zu bearbeitende Knoten.
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hh
  
@
@
R
 
 
	
h h
  
@
@
R
 
 
	
x
(
work
k
1work
B
1
Folgezust

ande
8 i:1  i  card(
work
B)
work
B
i
= (
work
V
i
;
work
E
i
;
work
f
vi
;
work
f
ei
;
work
w
i
)
1. :9r(B
r
; k
new
) 2 R
R
^
9
work
v:(
work
v 2
work
V
i
^ next(
work
k
i
;
work
v))
mit: B
r
ist ein echter Teilbaum von
work
B
i
ab dem Knoten
work
w
i
.
)
work
k
i
:=
work
v
mit: next(
work
k
i
;
work
v)
hh
  
@
@
R
 
 
	
h h
  
@
@
R
 
 
	
x
(
work
k
i
work
B
i
hh
  
@
@
R
 
 
	
x h
  
work
k
i
)
@
@
R
 
 
	
h
work
B
i
@
 
Existiert keine Regel f

ur die Ersetzung eines am Knoten
work
k
i
beginnenden Teilbaums durch den neuen Knoten k
new
im Baum
work
B
i
, wird
work
k
i
auf den n

achsten durch die Nachfolgerrelation
next denierten Knoten weitergesetzt.
2. f
m
S
j=1
r(B
rj
; k
newj
)g 6= ;
mit: B
rj
ist jeweils ein echter Teilbaum von
work
B
i
ab dem Knoten
work
w
i
.
) n := card(
work
B)
work
B
i
:= replace(
work
B
i
; B
r1
; k
new1
)
work
k
i
:= k
new1
work
B :=
work
B [ f(
work
B
l
;
work
k
l
) : n > l > mg
8j:2  j  m
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work
B
n+j 1
:= replace(
work
B
i
; B
rj
; k
newj
)
work
k
n+j 1
:= k
newj
hh
  
@
@
R
 
 
	
h h
  
@
@
R
 
 
	
x
(
work
k
iwork
B
i
x h
  
work
k
i
)
@
@
R
 
 
	
h
work
B
i
hh
  
@
@
R
 
 
	
x
work
k
n+j 1
)
@
@
R
h
work
B
n+j 1
@
 
Existieren eine oder mehrere Regeln r(B
rj
; k
newj
) f

ur die Erset-
zung von am Knoten
work
k
i
beginnenden Teilb

aumen, werden im
Baum
work
B
i
die in der Regel beschriebene Teilb

aume B
rj
durch
die Knoten k
newj
ersetzt. Dabei wird die Menge der zu bearbeiten-
den B

aume
work
B gem

a der Anzahl der Regeln erweitert. Die in
die B

aume neu eingef

ugten Knoten k
newj
sind jeweils die aktuell
(im n

achsten Schritt) zu bearbeitenden.
Endzustand
8 i:1  i  card(
word
B)
work
B
i
= (
work
V
i
;
work
E
i
;
work
f
vi
;
work
f
ei
;
work
w
i
)
:9
work
v:(
work
v 2
work
V
i
^ next(
work
k
i
;
work
v))
6
)
AK
B := f(
work
B
i
) : (
work
B
i
;
work
k
i
) 2
work
Bg
xh
  
(
work
k
1
@
@
R
 
 
	
h h
  
@
@
R
 
 
	
h
work
B
1
xh
  
(
work
k
i
@
@
R
 
 
	
h h
  
@
@
R
 
 
	
h
  
work
B
i
Der Endzustand ist erreicht, wenn alle B

aume aus der Menge
work
B
vollst

andig bearbeitet wurden. D.h. bei jedem dieser B

aume wurden
alle Knoten in der durch die Nachfolgerrelation next bestimmten Rei-
henfolge bearbeitet. Ein Knoten gilt als vollst

andig bearbeitet, wenn
keine weitere Regel des Reduktionsregelwerkes angewandt werden kann.
6
Am letzten Knoten im Baum kann niemals ein echter Teilbaum beginnen, da echte
Teilb

aume immer aus mehr als einem Knoten bestehen.
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Die Menge der Outputb

aume
AK
B ergibt sich nun aus der Menge der
abgearbeiteten B

aume
work
B.
Die oben verwendete Funktion replace zum Ersetzen eines Teilbaums
durch einen neuen Knoten kann wie folgt beschrieben werden:
B
0
:= replace(B;B
t
; k
new
)
mit: B
0
= (V
0
; E
0
; f
0
v
; f
0
e
; w
0
) (neuer Baum)
B = (V;E; f
v
; f
e
; w) (alter Baum)
B
t
= (V
t
; E
t
; f
vt
; f
et
; w
t
) (zu ersetzender Teilbaum)
V
0
:= (V n V
t
) [ k
new
E
0
:= (E n E
t
) [f(k
new
; v
i
) : 8v
i
:E
t
(v
j
; v
i
) ^ v
j
6= w
t
g
[f(v
i
; k
new
) : E(v
i
; w
t
)g
f
0
v
:=
S
i
(f
v
(v
i
) : v
i
2 V
0
)
f
0
e
:=
S
i;j
(f
e
(v
i
; v
j
) : (v
i
; v
j
) 2 E
0
)
w
0
:= w
Der neue Baum B
0
entsteht durch die Ersetzung des Teilbaum B
t
imBaumB durch den Knoten k
new
. Die Knotenmenge V
0
entsteht
durch das Schneiden der Menge V mit V
t
und dem Hinzuf

ugen
des neuen Knotens k
new
. Auch bei der Adjanzenzrelation wird
so vorgegangen. Zuerst wird E mit E
t
geschnitten. Dann werden
zu den verbleibenden Knotenpaaren die Anschlupaare, die den
neuen Knoten in den Baum einbinden, hinzugef

ugt.
6 Transfer-Phase
In der Transfer-Phase vollzieht sich die Umwandlung eines kanonischen De-
pendenzbaumes eines Satzes der Ausgangssprache in einen kanonischen De-
pendenzbaum der Zielsprache. Das geschieht in zwei logischen Schritten,
die als lexikalischer und struktureller Transfer bezeichnet werden. Im er-
sten Schritt, dem lexikalischen Transfer werden den Lexemen der Ausgangs-
sprache Lexeme der Zielsprache zugeordnet. Im nun folgenden strukturellen
Transfer wird die syntaktische Struktur der Zielsprache erzeugt.
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Der lexikale Transfer realisiert die Abbildung von Lexemen L
A
der Aus-
gangssprache in Lexeme L
Z
der Zielsprache.
f(L
A
) = L
Z
: (6)
Gibt es zu einem Lexem mehrere potentielle

Aquivalente (mehrere

Uber-
setzungsm

oglichkeiten) m

ussen syntaktische und semantische Kriterien

uber
die Auswahl entscheiden. Solche Kriterien sind:
 der syntaktische Kontext K
syn
,
 der semantische Kontext K
sem
,
 Sachgebiete SA,
 der Redestil S,
 die Region R.
Unter Einbeziehung der oben aufgef

uhrten Kriterien mu (6) wie folgt
erweitert werden:
f(L
A
;K
syn
;K
sem
; SA; S;R) = L
Z
: (7)
Typischerweise sind gerade die am h

augsten benutzten W

orter einer
Sprache, diejenigen, die die meisten Lesarten und damit viele m

ogliche

Uber-
setzungen haben.
Das Ziel des strukturellen Transfers ist

Uberf

uhrung der Dependenzstruk-
tur der Ausgangssprache in die Dependenzstruktur der Zielsprache. Dabei
wird nun die Strukturabbildung zwischen Ausgangs- und Zielbaum betrach-
tet. Als Ausgangspunkt dabei sollen die kanonischen Dependenzb

aume aus
der Pre-Transfer-Phase dienen, in denen die Knoten schon zu

Ubersetzungs-
einheiten zusammengefat und die nicht konstitutiven Elemente entfernt
wurden. Durch diese Bildung von

Ubersetzungseinheiten k

onnen schon viele
strukturelle

Anderungen bei der

Ubersetzung stark vereinfacht werden.
Strukturelle

Anderungen k

onnen mehr oder weniger komplex sein. Sie
lassen sich in folgende drei Hauptgruppen einteilen:
 Ver

anderung der Komplemente eines Wortes,


Anderung der Wortart,
 Transfer ganzer syntaktischer Strukturen.
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7 Formalisierung der Transfer-Phase
Der Tree-Transducer f
T
(siehe (4)) ist regelbasiert und mehrdeutig. Bei jedem
Tree-Transducing-Schritt werden ein oder auch mehrere Knoten bearbeitet,
d.h. in die Zielsprache

ubersetzt. Dabei k

onnen jeweils die von diesen Knoten
abgehenden Teilb

aume umgebaut werden. Die bearbeitenden (

ubersetzten)
Knoten werden nun mit einen Plusmarker
L
versehen.
Es werden Transfer-Regeln der Form:
r
t
(B
t
; B
tnew
;Map;Cond)
mit: B
t
. . . zu ersetzender Teilbaum,
B
tnew
. . . neuer Teilbaum,
Map . . . eindeutige Knotenzuordnung zwischen altem
und neuem Teilbaum,
Cond . . . semantische Bedingungen.
verwendet.
Die Reduktionsregeln aus Kapitel 5 hatten eine

ahnliche Form, nur da
alle Knoten des alten (zu ersetzenden) Teilbaums auf den neuen Knoten ab-
gebildet werden. Die Strukturabbildung konnte, da es implizit enthalten war,
entfallen. Neu bei den Transferregeln im Gegensatz zu den Reduktionsregeln
ist die Angabe einer semantischen Bedingung. Hier sollen

Ubersetzungskri-
terien, wie semantischer Kontext, Sachgebiete, usw., gepr

uft werden.
Auch der Tree-Transducer f
T
arbeitet rekursiv und topdown

uber dem
Inputbaum
AK
B. Ausgehend vom Wurzelknoten, werden alle Knoten lexika-
lisch und strukturell transformiert. Die Reihenfolge der Knotenbearbeitung
wird durch die Funktion nextnoplus bestimmt.Diese Funktion l

at sich leicht
von der Relation next ableiten. Der n

achste zu bearbeitende Knoten ist der
n

achste durch die Relation next denierte, der keinen Plusmarker
L
besitzt.
Mit
work
k
i
wird wieder der aktuell bearbeitete Knoten des aktuell bear-
beiteten Baumes
work
B
i
bezeichnet.
Startzustand
work
B := f(
work
B
1
;
work
k
1
)g
work
B
1
:=
AK
B
work
k
1
:=
AK
w
Die Menge der zu bearbeitenden B

aume
work
B wird mit einem Paar
bestehend aus dem Inputbaum
AK
B und seinem Wurzelknoten
AK
w
initialisiert.
AK
w ist damit der erste zu bearbeitende Knoten.
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hh
  
@
@
R
 
 
	
h h
  
@
@
R
 
 
	
x
(
work
k
1work
B
1
1.Zustand nach Startzustand
1. :9r
t
(B
t
; B
tnew
;Map;Cond) 2 R
T
mit: B
t
ist ein Teilbaum von
work
B
1
am Knoten
work
k
1
^Cond = TRUE.
) keine Aktion.
Existiert gar keine Transfer-Regel f

ur den aktuell bearbeiteten
Knoten
work
k
1
im Baum
work
B
1
oder keine Regel f

ur die die Be-
dingung Cond TRUE liefert, wird keine Aktion durchgef

uhrt.
2. f
m
S
j=1
r(B
tj
; B
tnewj
;Map
j
; Cond
j
) 2 R
T
g 6= ;
mit: B
tj
ist ein Teilbaum von
work
B
i
am Knoten
work
k
i
.
^Cond
j
= TRUE
)
work
B
i
:= replacetree(
work
B
i
; B
t1
; B
tnew1
;Map
1
)
work
B :=
work
B [ f(
work
B
l
;
work
k
l
) : 1 > l > mg
8j:2  j  m
work
B
j
:= replacetree(
work
B
i
; B
tj
; B
tnewj
;Map
j
).
hh
  
@
@
R
 
 
	
h h
  
@
@
R
 
 
	
x
(
work
k
iwork
B
i
h h
  
@
@
R
 
 
	
h
+
h
  
@
@
R
 
 
	
x
work
B
i
hh
  
@
@
R
 
 
	
h h
+
  
@
@
R
 
 
	
x
work
B
j
@
 
Existieren Transfer-Regeln r(B
tj
; B
tnewj
;Map
j
; Cond
j
) f

ur die Er-
setzung von am Knoten
work
k
1
beginnenden Teilb

aumen B
tj
f

ur
die die Bedingungen Cond
j
ein TRUE liefern, werden im Baum
work
B
1
die in den Regeln beschriebenen Teilb

aume B
tj
durch neue
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Teilb

aume B
tnewj
ersetzt. Dabei wird die Menge der zu bearbei-
tenden B

aume
work
B gem

a der Anzahl der Regeln erweitert.
Folgezust

ande
8 i:1  i  card(
work
B)
work
B
i
= (
work
V
i
;
work
E
i
;
work
f
vi
;
work
f
ei
;
work
w
i
)
nextnoplus(
work
k
i
) 6= FALSE
)
work
k
i
:= nextnoplus(
work
k
i
).
hh
  
@
@
R
 
 
	
h
+
x
  
(
work
k
1
@
@
R
 
 
	
h
+
work
B
1
hx
  
work
k
i
)
@
@
R
 
 
	
h
+
h
+
  
@
@
R
 
 
	
h
+
  
work
B
i
Der aktuell zu bearbeitende Knoten wird auf den durch die Funktion
nextnoplus denierten Knoten weitergesetzt.
1. :9r
t
(B
t
; B
tnew
;Map;Cond) 2 R
T
mit: B
t
ist ein Teilbaum von
work
B
i
am Knoten
work
k
i
^Cond = TRUE.
) keine Aktion.
Existiert gar keine Transfer-Regel f

ur den aktuell bearbeiteten
Knoten
work
k
i
im Baum
work
B
i
oder keine Regel f

ur die die Bedin-
gung Cond TRUE liefert, wird keine Aktion durchgef

uhrt.
2. f
m
S
j=1
r(B
tj
; B
tnewj
;Map
j
; Cond
j
) 2 R
T
g 6= ;
mit: B
tj
ist ein Teilbaum von
work
B
i
am Knoten
work
k
i
.
Cond
j
= TRUE
) n := card(
work
B)
work
B
i
:= replacetree(
work
B
i
; B
t1
; B
tnew1
;Map
1
)
work
B :=
work
B [ f(
work
B
l
;
work
k
l
) : n > l > mg
8j:2  j  m
work
B
n+j 1
:= replacetree(
work
B
i
; B
tj
; B
tnewj
;Map
j
).
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hh
  
@
@
R
 
 
	
h
+
x
(
work
k
i
  
@
@
R
 
 
	
h
+
work
B
i
h
+
h
  
@
@
R
 
 
	
h
+
x
  
@
@
R
 
 
	
h
+
work
B
i
hh
+
  
@
@
R
 
 
	
h x
+
  
@
@
R
 
 
	
h
+
work
B
n+j 1
@
 
Existieren Transfer-Regeln r(B
tj
; B
tnewj
;Map
j
; Cond
j
) f

ur die Er-
setzung von am Knoten
work
k
i
beginnenden Teilb

aumen B
tj
f

ur
die die Bedingungen Cond
j
ein TRUE liefern, werden im Baum
work
B
i
die in den Regeln beschriebenen Teilb

aume B
tj
durch neue
Teilb

aume B
tneuj
ersetzt. Dabei wird die Menge der zu bearbei-
tenden B

aume
work
B gem

a der Anzahl der Regeln erweitert.
Endzustand
8 i:1  i  card(
work
B)
work
B
i
= (
work
V
i
;
work
E
i
;
work
f
vi
;
work
f
ei
;
work
w
i
)
nextnoplus(
work
k
i
) = FALSE
)
ZK
B := f(
work
B
i
) : (
work
B
i
;
work
k
i
) 2
work
Bg
xh
+
  
(
work
k
1
@
@
R
 
 
	
h
+
h
+
  
@
@
R
 
 
	
h
+
work
B
1
xh
+
  
(
work
k
i
@
@
R
 
 
	
h
+
h
+
  
@
@
R
 
 
	
+
h
  
work
B
i
Der Endzustand ist erreicht, wenn alle B

aume aus der Menge
work
B
vollst

andig bearbeitet wurden. D.h. bei jedem dieser B

aume wurden
alle Knoten in der durch die Funktion nextnoplus bestimmten Reihen-
folge bearbeitet. Ein Knoten gilt als vollst

andig bearbeitet, wenn keine
weitere Regel des Transferregelwerkes angewandt werden kann.
Die Menge der Outputb

aume
ZK
B ergibt sich nun aus der Menge der
abgearbeiteten B

aume
work
B.
Die verwendete Funktion replacetree
B
0
= replacetree(B;B
t
; B
0
t
;Map)
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ersetzt in einem Baum B einen Teilbaum B
t
durch einen anderen Baum B
0
t
und liefert den neuen Baum B
0
als Ergebnis zur

uck. Zum Ersetzen des Teil-
baum wird die eindeutige Knotenzuordnung (Map) zwischen dem Teilbaum
B
t
und B
0
t
ben

otigt.
8 Post-Transfer-Phase
In der Post-Transfer-Phase wird der kanonische Dependenzbaum der Ziel-
sprache in einen vollst

andig ausgepr

agten Dependenzbaum umgewandelt.
Diese Phase kann als Umkehrung der Pre-Transfer-Phase aufgefat werden.
D.h. der kanonische Dependenzbaum wird um alle nicht konstitutiven Ele-
mente erweitet. Ebenfalls k

onnen komplexe

Ubersetzungseinheiten, die in der
Transfer-Phase nur als ein Knoten betrachtet wurden, anhand ihrer intern
kodierten syntaktischen Struktur expandiert werden.
Bei der Expansion wird explizite Information in implizite umgewandelt.
D.h. die in der Attributstruktur kodierte Information wird nun in strukturelle
Information transformiert.
Der in (5) beschriebene Tree-Transducer f
E
ist regelbasiert, eindeutig und
expandierend. Expandierend bedeutet, da der Outputbaum eine gr

oere
oder minimal die gleiche Anzahl von Knoten des Inputbaums besitzt.
f
E
:
ZK
B
R
E
 !
Z
B (8)
mit:
ZK
B = (
ZK
V;
ZK
E;
ZK
f
v
;
ZK
f
e
;
ZK
w),
Z
B = (
Z
V;
Z
E;
Z
f
v
;
Z
f
e
;
Z
w),
card(
ZK
V )  card(
Z
V ).
Der Tree-Transducer f
E
arbeitet wie die anderen Tree-Transducer top-
down

uber dem Inputbaum
ZK
B. Vom Wurzelknoten ausgehend, wird jeder
Knoten in der durch die Nachfolgerrelation next denierten Reihenfolge be-
arbeitet.
Einen Knoten bearbeiten heit, da die auf die abgehenden Teilb

aume
passende Expansionsregel angewendet wird. Die Expansionsregeln haben da-
bei die folgende Form:
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r
e
(B
t
; B
tnew
;Map)
mit: B
t
. . . zu expandierender Knoten/Teilbaum,
B
tnew
. . . neu einzuf

ugender Teilbaum,
Map . . . Knotenzuordnung zwischen neuem und altem Teilbaum.
Die Knotenzuordnungsfunktion in den Regeln ist notwendig, um festzule-
gen, welche

Aste, die vom zu expandierenden Knoten oder Teilbaum abgehen,
an welche Knoten des neuen Teilbaums angeh

angt werden.
9 Transfer-Beispiel
Die Funktionsweise des dreistugen Transfers soll nun an einem Beispiel de-
monstriert werden. Es soll der Dependenzbaum (siehe Abbildung 4) des deut-
schen Satzes Er hat dir die Frage beantwortet in einen englischen Dependenz-
baum mit den entsprechenden Attributen transferiert werden.
hat
?
beantworten
?








H
H
H
H
H
H
H
Hj
er
du
Frage
?
die
V
PP
E
subj
E
dat
E
acc
N
det
Abbildung 4: Deutscher Dependenzbaum
Wie in Kapitel 2 festgelegt wurde, sind die Knoten und Kanten des Depen-
denzbaumes mit Attributstrukturen attributiert. Die Relationentypen sind in
Abbildung 4 eingezeichnet. Die Attributstrukturen der Knoten werden in der
folgenden Tabelle aufgef

uhrt.
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Knoten lem pos syn order
hat haben verb (pers3,sg,pres,ind,activ) 2
beantwortet beantworten verb (*,*,ppart,*,*
7
) 6
er er pron (pers3,sg,nom,m) 1
dir du pron (pers2,sg,dat,*) 3
Frage Frage noun (acc,sg,f,*) 5
die d det (acc,sg,f,def) 4
In der Pre-Transfer-Phase sollen zwei Reduktionsregeln, die jeweils die
nicht konstitutiven Elemente im Satz entfernen, zur Anwendung kommen.
lem: haben
pos: verb
syn: (P,N,pres,ind,activ)
?
V
PP
lem: L
pos: verb
syn:(*,*,ppart,*,*)
@
@
 
 
lem: L
pos: verb
syn: (P,N,perf,ind,activ)
Abbildung 5: Reduktionsregel Perfekt
Die erste Regel (Abbildung 5) betrit das Hilfsverb haben. Die Regel sagt
aus, da wenn ein Knoten mit dem Lemma haben und den syntaktischen
Eigenschaften Pr

asens, Indikativ und Aktiv

uber die Relation V
PP
mit einer
Verbform im Partizip II verbunden ist, diese beiden Knoten reduziert werden.
Die Attributstruktur des neuen Knotens wird aus den Attributen der redu-
zierten Knoten abgeleitet. Der neue Knoten erh

alt das Lemma des Verbes
im Partizip II. Die Person, der Numerus und Modus wird vom haben-Knoten

ubernommen. Als Tempus wird neu das Perfekt eingetragen.
Die zweite ben

otigte Regel (Abbildung 6) zur Reduktion des Beispielsat-
zes, fat das Nomen mit seinem Determinativ zusammen. Die Information

uber das Vorhandensein eines Determinativ und der Typ wird dabei in die
Attributstruktur des Nomens eingetragen.
7
Mit * werden nicht spezizierte Attributwerte bezeichnet. Sie stehen als Platzhalter
(Wildcards) f

ur beliebige Werte.
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lem: L
pos: noun
syn: (K,N,G,*)
?
N
det
lem: *
pos: det
syn: (K,N,G,T)
@
@
 
 
lem: L
pos: noun
syn: (K,N,G,T)
Abbildung 6: Reduktionsregel Determinativ
Als Ergebnis der Pre-Transfer-Phase entsteht der kanonische Depenz-
baum (Abbildung 7). Dieser Baum w

urde auch bei der Reduzierung des
Satzes im Futur, Plusquamperfekt oder Passiv entstehen. Die einzigen Un-
terschiede w

aren die syntaktischen Attribute beim beantworten-Knoten.
beantwortet
?








H
H
H
H
H
H
H
Hj
er
dir
Frage
E
subj
E
dat
E
acc
Abbildung 7: Kanonischer Dependenzbaum
In der Transfer-Phase werden nun die vier verbleibenden Knoten

uber-
setzt und lexikalisch transferiert. Auer beim Verbknoten ndet dabei eine
1:1-Zuordnung von Knoten der Ausgangssprache zu Knoten der Zielsprache
statt. Die Regel f

ur den Transfer des Verbes beantworten sind in Abbildung
8 zu sehen.
Der in der Transfer-Phase entstandene kanonische Dependenzbaum der
englischen

Ubersetzung ist in Abbildung 9 zu sehen. Er ist gleichzeitig der
vollst

andige Dependenzbaum, wenn man davon ausgeht, da deutsches Per-
fekt i.allg. in englisches Past

ubersetzt wird. Man kann in diesem Fall von
einer
"
leeren\ Expansion sprechen.
Im Fall von komplexeren Verberg

anzungen h

atten diese in der Post-
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beantworten
?





=
Z
Z
Z
Z
Z
Z~
ESUBJ EDAT EACC
E
subj
E
dat
E
acc
@
@
 
 
answer
 
 
 
 
	
@
@
@
@
R
ESUBJ EACC
E
subj
E
obj
?
EDAT
N
gen
Abbildung 8: Transferregel f

ur beantworten
answer








H
H
H
H
H
H
H
Hj
he
question
?
you
E
subj
E
obj
N
gen
Abbildung 9: Kanonischer Dependenzbaum
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Transfer-Phase ebenfalls expandiert werden m

ussen. So m

uten z.B. alle zu-
vor in den deutschen Ausgangss

atzen reduzierten Determinative wieder aus
den Nomina generiert werden.
10 Zusammenfassung
Der vorgestellte dreistuge Transfer beschreibt formal die ablaufenden Baum-
operationen in der Transfer-Phase im Rahmen der maschinellen

Uberset-
zung. Durch die Komposition in drei Teilphasen konnte eine hohe Sprachun-
abh

angigkeit des Algorithmus erreicht werden. Ein weiteres Kriterium f

ur
die hohe Sprachunabh

angigkeit ist die Speicherung aller sprach- und sprach-
paarabh

angigen Information in den verschiedenen Regelwerken.
Die ausgangssprachabh

angigen Reduktionsregeln sowie die zielsprachab-
h

angigen Expansionsregeln bieten auf Grund ihrer einsprachlichenAbh

angig-
keit die M

oglichkeit der Wiederverwendung bei der

Ubersetzung verschiede-
ner Sprachpaare. Der Aufwand zur maschinellen

Ubersetzung eines neuen
Sprachpaares reduziert sich damit erheblich, wenn schon Reduktions- oder
Expansionsregeln einer Sprache vorhanden sind.
Durch die Unabh

angigkeit von konkreten Inputstrukturen ist der dreistu-
ge Transfer ein universell einsetzbares und umgebungsunabh

angiges Trans-
fermodul, das mit beliebigen Parsern und Generierern (mit entsprechender
Vor- und Nachbearbeitung der In- und Outputstrukturen) zu einem kom-
pletten

Ubersetzungssystem zusammengebaut werden kann.
Durch die Bildung von

Ubersetzungseinheiten und die Ausklammerung
aller f

ur die

Ubersetzung nicht relevanter Information sinkt die Komplexit

at
erheblich. Damit ist auch die

Ubersetzung von festen Syntagmen und S

atzen
sowie von idiomatischen Wendungen (Phrasen) m

oglich.
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