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Abstract
We construct multi-phase travelling waves which are periodic in time and quasi-periodic
in the spatial variable for infinite nonlinear chains with nearest neighbor interactions. Such
solutions have been observed numerically in [17]. Their existence has so far been established
only for linear systems and in the integrable case of the Toda lattice [43], [17]. For a general
class of nonlinear chains one can show the existence of single-phase travelling waves using either
perturbation theory [17] or topological methods [26]. For travelling waves with more than one
phase, however, a small divisor problem occurs and the above mentioned constructions fail.
In this paper we prove a KAM-type theorem which yields the existence of a large family
of multi-phase waves for a general class of chains. In fact, we show that most small amplitude
travelling wave solutions of a linear system persist if a generic (analytic) nonlinearity is added
to the force law (see theorems 2.19 and 16.32). Furthermore, we describe the exceptional set of
nonlinear force laws which are not covered by our theorem. They form a countable collection of
four-dimensional sub-manifolds in the space of real analytic functions.
During the past ten years a number of KAM theorems have been developed for infinite-
dimensional systems (see e.g. [46], [56], [9], [4]). Although none of them implies our result, our
proof uses many ideas introduced by Craig and Wayne [9] and further developed by Bourgain
[4], [6]. In particular, we follow the analysis of [4] and [6]. In order to show our result the
techniques of [4], [6] had to be modified and refined. For example, we extend the analysis of
[4] to obtain enough control on the geometry of certain resonant sets such that the amplitude –
frequency modulation, provided by the nonlinear dispersion relation, can be used to avoid strong
resonances. Therefore we are not forced to introduce external parameters in our equation which
would have no physical justification. Furthermore, we present proofs for a number of statements
which were formulated in [4], [6] without proof.
∗This paper was submitted as Habilitaionsschrift to the Ludwig-Maximilians-Universita¨t Mu¨nchen in 1999.
1
From a technical point of view the essential part of the proof is to control the inverse of
families of matrices T = D+R where D denotes a diagonal matrix and R is a Toeplitz matrix.
Although the matrix R is small, it is not dominated by D due to the small divisor problem.
To obtain estimates on T−1 one employs a multi-scale analysis which is similar to the one
introduced by Fro¨hlich and Spencer [31] in the context of Anderson localization. We use a new
version of the Fro¨hlich – Spencer technique containing ideas of Bourgain [4] and of the author
[44].
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Chapter I
Introduction
1 The dynamics of nonlinear chains
In this paper we study the dynamics of nonlinear, infinite chains with nearest neighbor interactions
which are governed by a system of differential equations of the form
d2
dt2
xn(t) = F (xn−1(t)− xn(t))− F (xn(t)− xn+1(t)), n ∈ Z. (1.1)
The simplest physical model for such a system is a chain of particles each having unit mass, where
neighboring particles are connected by identical springs. The displacement of the n-th particle at
time t is described by xn(t). The force transmitted by each spring depends only on the distance
of the corresponding particles and the force law is prescribed by the function F . In the case that
the springs obey Hooke’ s law the force F is a linear function with F ′ > 0. In this paper we will
consider nonlinear force laws F which are strictly increasing functions. As one can easily see from
(1.1) the monotonicity implies that F represents a restoring force, i.e. at all times the force on the
n-th particle drives xn toward the midpoint (xn−1 + xn+1)/2 of its neighboring particles.
Mechanical systems are not the only applications of (1.1). For example, there is a corresponding
electric model of chains of coupled LC-circuits. In fact, lattice models are quite frequently used
in solid state physics, nonlinear optics, material sciences, biology and chemistry (see [50], [63] and
references therein). Also, from a mathematical point of view, lattice systems are of considerable
interest. For example, they arise naturally in the numerical analysis of partial differential equations
either by expanding the equation in a suitable basis in function space or by discretisation of the
spatial variable.
Another attractive feature of lattice models is that they are usually easy to analyze numerically.
They are therefore well suited to discover and study nonlinear effects for differential equations. In
fact, this was the motivation for the well-known Fermi-Pasta-Ulam experiments [25]. Their rather
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unexpected findings became the starting point for many interesting investigations on the dynamics
of nonlinear lattices. The idea of Fermi, Pasta and Ulam was to apply the emerging powers of the
electronic computing machines to simple nonlinear problems which could not be treated analytically.
As a first problem they chose to investigate the dynamics of chains of 65 particles for three different
types of force laws. They assumed that the first particle x0 and the last particle x64 are pinned,
i.e. x0(t) = 0, x64(t) = 0 for all times. Recall that in the case of a linear force law F (x) = αx,
α > 0, any initial value problem can be solved explicitly by expanding the solution in a basis of
eigenmodes s(k), c(k), 1 ≤ k ≤ 63, where
s(k)n (t) = sin(λkt) sin(n
kπ
64
), c(k)n (t) = cos(λkt) sin(n
kπ
64
), and
λk := 2
√
α sin(
kπ
128
).
For linear systems energy is not exchanged between modes corresponding to different indices k.
The general belief among physicists at the time of the FPU experiments was that the solutions
of generic nonlinear systems exhibit ergodic behavior (ergodicity hypothesis). To study this effect
Fermi, Pasta and Ulam decided to investigate thermalization, i.e. the exchange of energy between
the (linear) eigenmodes which according to the ergodicity hypothesis should eventually lead to
equidistribution of energy between all the modes. For three classes of nonlinear force laws F (linear
+ quadratic, linear + cubic, linear + piecewise linear) they studied the distribution of energy
between the different modes, where at time t = 0 all energy was placed in the lowest eigenmode.
They were surprised to find that thermalization did not occur. In fact, energy was only exchanged
between a few modes and in a rather regular fashion. Moreover, after some intermediate time
(at the order of about 100 cycles, i.e. t ≈ 100(2π/λ1)) the system was very close to its initial
state. They concluded that the “prevalent beliefs in the universality of mixing and thermalization
in nonlinear systems may not be always justified” [25]. Indeed, at almost the same time as the
Fermi-Pasta-Ulam experiments were conducted the ergodicity hypothesis received another blow.
Kolmogorov announced at the ICM 1954 his result which implies, roughly speaking, that there
are open sets of Hamiltonian systems (in the neighborhood of completely integrable systems) for
which the dynamics cannot be ergodic since there exist invariant sets of small but positive measure.
Therefore ergodicity is not a generic property of nonlinear Hamiltonian systems. Since Fermi, Pasta
and Ulam worked in a regime where the amplitudes and hence the effects of the nonlinearity were
moderate it is conceivable [66] that they were observing traces of the quasi-periodic motion whose
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existence Kolmogorov had announced in 1954 (the details of the proof of Kolmogorov’s result were
subsequently given by Arnold in the analytic case and by Moser in the C∞ – case leading to what is
now called KAM theory). It was later observed numerically (see [63]) that energy sharing between
modes is enhanced by increasing the total energy of the system. However, until today no general
result on the long time behavior of nonlinear Hamiltonian systems has been proved and despite
a number of interesting examples and results the original questions of Fermi, Pasta and Ulam on
ergodicity, mixing and thermalization of nonlinear conservative systems are not resolved.
The findings of Fermi, Pasta and Ulam led to a series of numerical studies by a number of
people. One of the striking features which were observed was that nonlinear lattices allow not
only the propagation of periodic waves but also the propagation of localized pulses (solitons), a
genuinely nonlinear phenomenon. Although some of the numerical results could be explained by
considering the Korteweg -de Vries equation as a continuum limit of the lattice equation there was
hardly any rigorous analysis. In order to overcome the lack of analysis, Toda set out to find a
particular nonlinear force law for which one could write down explicit travelling wave solutions. By
some ingenious considerations [64] (see also [63]) he found that for F (x) = ex (Toda lattice) there
exist periodic wave solutions which can be expressed in terms of elliptic functions. Toda’s success
was more thorough than one would have expected. Flaschka [27], [28] and independently Manakov
[51] found that the Toda lattice belongs to the select class of completely integrable systems. Not
only the dynamics of finite lattices can be analyzed completely (see e.g. [52]) but also the dynamics
of infinite chains can be investigated via the inverse spectral transformation. As Toda had hoped,
many rigorous results on the dynamics of the Toda lattice have been established, shedding light
on the behavior of general nonlinear lattices. During the last ten years, motivated in part by the
success of the Toda lattice, analytic results were also obtained for non-integrable lattices. Most of
these results concern the propagation of waves. In the non-integrable case the main focus so far
has been in establishing the existence of travelling wave solutions (as an exception see [29] for a
remarkable stability result for solitons). In the integrable case, in contrast, one can analyze the
long time behavior of solutions for a large class of initial value problems.
We will now describe some of the results obtained for nonlinear lattices. Hereby we restrict
ourselves to infinite lattices with nearest neighbor interactions. In particular, our discussion will
not include another famous lattice model, the Calogero – Moser lattice [7], [53] where all the
particles interact with each other and which again constitutes an integrable system. Also, we will
6
not discuss the dynamics of higher dimensional lattices (see [50] and references therein).
We start by briefly explaining the integrability of the Toda lattice as discovered by Flaschka
[27] and Manakov [51]. We introduce Flaschka’ s variables
an(t) := − x˙n(t)
2
, bn(t) :=
1
2
e
1
2
(xn(t)−xn+1(t)).
Set L(t) to be the symmetric tridiagonal matrix with entries an(t) on the diagonal and off-diagonal
entries bn(t). Furthermore, set B(t) := L+(t)− LT+(t) where L+ denotes the upper triangular part
of L. The equation for the Toda lattice can be written in Lax-pair form, i.e.
(xn, x˙n) solves Toda ⇔ L˙ = [B,L] (:= BL− LB).
The consequences of this observation are striking. It is not difficult to see that a family of operators
L(t) which satisfies L˙(t) = [B(t), L(t)] for some family of skew-symmetric operators B(t) is unitarily
equivalent, i.e. for every t there exists an unitary operator Q(t) such that L(t) = Q(t)L(0)Q∗(t).
This implies in particular that the spectrum of L(t) is independent of t. Moreover, recall that
tridiagonal symmetric operators are determined by the spectrum together with a set of additional
data (the first components of the eigenvectors in the matrix case, the auxiliary spectrum in the
periodic case and scattering data in the case of infinite operators with entries an, bn converging as
|n| → ∞). In all three cases one can show that all spectral data needed to reconstruct the operator
L(t) evolve simply in time and can be deduced from the corresponding data at time t = 0 by
explicit formulae. This implies, for example, that we can use the spectral transformation to solve
initial value problems. Starting with initial conditions xn(0), x˙n(0) one defines the operator L(0)
via Flaschka’s variables. Then one has to determine the spectral data for L(0). The corresponding
spectral data for L(t) are obtained by explicit formulae. Applying the inverse spectral transforma-
tion yields the values for xn(t). Instead of solving a dynamics problem we now have to study the
spectral transformation and its inverse. Such a remarkable method for solving nonlinear differential
systems was first discovered through the pioneering work of Kruskal et al. [33] and Lax [49] for
the Korteweg - de Vries equation. Nonlinear partial differential equations which can be written in
Lax-pair form are often called integrable partial differential equations. There is quite a number of
such equations (see e.g. [1]). In addition to the Toda lattice and the Korteweg – de Vries equation,
the nonlinear Schro¨dinger equation and the Boussinesq equation belong to this class. It turned out
that in the scattering case one can analyze the inverse spectral transformation very efficiently by
formulating it as a matrix – valued Riemann – Hilbert problem. Deift and Zhou [20], [21] have
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introduced a nonlinear steepest descent – type method to analyze parameter dependent Riemann
– Hilbert problems. Their technique was used and further developed in [12] – [16], [19], [2]. Matrix
– valued Riemann – Hilbert problems not only appear in the theory of integrable systems but have
recently been used to establish new asymptotic results in such diverse fields as statistical mechanics
[12], combinatorics [2], orthogonal polynomials [11], [15], [45] and random matrix theory [14], [16].
Let us return to the results for the Toda lattice. In one direction, Deift and T-R McLaughlin
[18] study the continuum limit of the Toda lattice. Their work yields an important case study
to understand the relation between solutions of hyperbolic systems which develop shocks and the
solutions of the corresponding spatially discretized systems. In another direction, towards an
understanding of wave propagation in nonlinear lattices, the dynamics of driven semi-infinite lattices
was analyzed. Since this particular class of initial boundary value problems is also the starting point
for the present work, we explain it now in more detail.
Consider the following class of initial boundary value problems
x¨n(t) = F (xn−1(t)− xn(t))− F (xn(t)− xn+1(t)), n ≥ 1,
x0(t) = h(t), t ≥ 0 (1.2)
xn(0)− nd = O(e−αn), x˙n(0) = O(e−αn) (d ∈ R, α > 0),
which describes the motion of a semi-infinite lattice which is driven from one end by particle x0
of prescribed motion h(t). In numerical experiments Holian and Straub [38] made a remarkable
discovery. They investigated the shock problem where the driver moves toward the lattice at
constant speed a (i.e. h(t) = at, a > 0). They observed that for a large class of nonlinear force
laws F , there was a critical speed a∗ ∈ (0,∞). For sub-critical driving speeds 0 < a < a∗, the
n-th particle xn(t) → at + nd′ as time t → ∞. This means, in the frame of the driving particle
the lattice eventually tends to a quiescent lattice with some new lattice spacing d′. On the other
hand, for supercritical driving speeds (a > a∗) the particles, viewed again in the frame of the
driver, keep oscillating for all times. The energy generated behind the shock front is never entirely
dispersed. This effect is genuinely nonlinear; linear lattices exhibit sub-critical behavior for all
driving speeds a > 0. In the case of the Toda lattice the shock problem could be analyzed in detail
using integrability [37], [65], [40], [41]. In fact, not only the existence of a critical shock speed could
be explained, but also a detailed description of the propagation of the shock, and of the region
of modulated waves behind the shock was derived. More recently, the rarefaction problem was
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investigated as well. Here one withdraws the driver from the lattice at constant speed a < 0. Again
there exists a critical speed a∗ ∈ (−∞, 0). For sub-critical speeds a∗ < a < 0 the lattice tends to
a rarefied but quiescent lattice moving at the speed of the driver. For supercritical speeds a < a∗,
however, the driver moves away from the bulk of the lattice which then behaves like a free semi-
infinite lattice. The distances between neighboring particles tend to infinity at a logarithmic rate.
For the Toda lattice this genuinely nonlinear behavior was established in [13] for the supercritical
case.
Let us now assume that the driver in system (1.2) undergoes a periodic motion
h(t) = p(γt), (1.3)
where p denotes a 2π-periodic function and the parameter γ > 0 represents the frequency of the
oscillations of the driver. Although the corresponding initial boundary value problem seems very
similar to the shock and rarefaction problem described above, the crucial difference for the analysis
is that the periodically driven semi-infinite lattice is not integrable for any nonlinear force law,
including the Toda lattice. In [17] problem (1.2), (1.3) was studied numerically. We observed
the following time asymptotic behavior. There exists a sequence of thresholds ∞ =: γ0 > γ1 >
γ2 > . . . > 0, such that for driving frequencies γν > γ > γν+1 the solutions of (1.2), (1.3) are
well described by travelling ν-phase waves, as time becomes large, except for a boundary layer
close to the driver. More precisely, there exists a function χ defined on the ν-dimensional torus
T
ν ≡ (R/2πZ)ν and real numbers d˜, ω1, . . . , ων such that for t/n large
xn(t) ≈ xasn (t) ≡ d˜n+ χ(ω1n− γt, ω2n− 2γt, . . . , ωνn− νγt) +O(e−βn), n ≥ 1,
for some β > 0. One of the goals of [17] was to construct the numerically observed limit cycles
xas for small amplitudes of the driving function h by perturbative methods. It turned out that the
main difficulty in the construction were resonances (lγ is contained in the continuous spectrum of
some associated linearized operator for l = 0,±1, . . . ,±ν) leading to an over-determined equation.
In order to overcome this problem it was necessary to obtain sufficiently ample families of travelling
wave solutions of the doubly infinite lattice, i.e. solutions of the form
xn(t) = χ(ω1n− γt, ω2n− 2γt, . . . , ωνn− νγt), n ∈ Z, (1.4)
where again χ is a function on the ν – dimensional torus Tν . In the case ν = 1 such families of
travelling wave solutions (with small amplitudes) can be constructed by a standard Lyapunov –
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Schmidt reduction argument (see [17]). However, for ν ≥ 2 a small divisor problem occurs. It is
the goal of the present paper to overcome this small divisor problem and to show that for generic
nonlinear real analytic force laws F there exist uncountably many solutions of (1.1) of type (1.4).
Note that for linear lattices such solutions can be obtained by a simple superposition of travelling
one-phase waves (see section 2.1 below) and in the case of the Toda lattice (F (x) = ex) such
solutions can be expressed explicitly in terms of theta-functions (see [43], [17]).
Small divisor problems have a long history in the theory of nonlinear dynamical systems. In fact,
many investigations in the field of celestial mechanics were aimed at understanding the effects of
resonances or near resonances which are the physical reason behind the occurrence of small divisors
(see [3] for the history of the three body problem in celestial mechanics). A general method to
overcome such problems was presented only in the middle of this century, when the above mentioned
KAM theory was developed for finite dimensional Hamiltonian systems. The basic idea is to use
a rapidly converging iteration scheme to balance the effects of the small divisors. In recent years
this idea has also been extended to infinite dimensional systems, establishing the existence of finite
dimensional invariant tori. In infinite dimensions, two somewhat different methods have been most
successful. The first method, developed by Kuksin [46] and Po¨schel [56] (see also [47], [57]) extends
the classical approach of KAM-theory to iteratively construct a normal form using a sequence of
symplectic transformations (cf. [24], [54], [67]). The second method, introduced by Craig and
Wayne in [9], uses Fourier analysis to obtain a nonlinear equation on a lattice. They apply a
Lyapunov – Schmidt reduction to this equation. The infinite dimensional part of the reduction
contains the small divisor problem which is overcome by a modified Newton scheme in the spirit of
the Nash – Moser technique. The main difficulty in this procedure lies in inverting matrices of the
form D+R, where D is a diagonal matrix dominating R, except for some diagonal entries D(n, n)
of small absolute values which represent the small divisors. The lattice sites n where |D(n, n)| is
of order O(|R|) are called singular sites. To control (D + R)−1 the separation of singular sites
plays an important role. In the work of Craig and Wayne the existence of families of time-periodic
solutions was established for (1 + 1) – dimensional nonlinear wave equations [9] and for (1 + 1)-
dimensional nonlinear Schro¨dinger equations [10]. For the construction of quasi-periodic solutions
(in time), however, the singular sites are less separated and a new idea was needed. Such an idea
was provided by Bourgain [4] who introduced a multi-scale analysis to overcome this difficulty. He
established the existence of quasi-periodic solutions for (1 + 1) – dimensional wave equations [4]
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and for (1 + 1) – and (1 + 2) – dimensional nonlinear Schro¨dinger equations [4], [6] (cf. [5] for a
finite dimensional application of his technique). The estimates on the inverse matrices (D + R)−1
in the work of Craig – Wayne and in the work of Bourgain are based on a technique which was
first introduced by Fro¨hlich and Spencer [31] in the theory of Anderson localization, where similar
inversion problems occur. Note furthermore that the idea of using a Lyapunov-Schmidt reduction
to prove the existence of quasi-periodic solutions was already used by Scheurle [58], [59] in the
context of finite dimensional systems.
In our proof of the existence of travelling multi-phase waves we follow the construction of
Bourgain [4]. In order to obtain our result we will modify and refine his method at various points.
Hereby an important role is played by a new version of the coupling lemma in the Fro¨hlich – Spencer
technique which the author first presented in [44]. A more detailed description of our proof will be
given in section 3 after the statement of the main result in section 2.
We conclude this section by briefly describing related results on the existence of travelling waves
in nonlinear (non-integrable) infinite chains with nearest neighbor interactions. In contrast to our
theorem, all results obtained previously concern the construction of one-phase travelling waves
xn(t) = χ(ωn− γt). (1.5)
These results are either of perturbative nature (i.e. small amplitude solutions) or they are derived
by variational methods. The existence of solitary travelling wave solutions with prescribed potential
energy was shown by Friesecke and Wattis [30] for a large class of force laws. Later Smets and
Willem [61] used a different variational formulation to construct solitary waves with given wave
speeds (see [60] for extensions). Periodic travelling waves were constructed by Filip and Venakides
[26]. All of the just mentioned results do not require smallness of the solutions.
Regarding small amplitude solutions the above mentioned paper of Friesecke and Pego [29]
yields a remarkably detailed analysis of solitary waves at near sonic speeds, including their stability
properties. Small amplitude periodic travelling waves were constructed by Deift, Kriecherbauer,
Venakides in [17]. Georgieva, Kriecherbauer and Venakides [34], [35] have extended the analysis
of [17] to diatomic chains with periodically varying masses (of period 2) discovering interesting
resonance phenomena which might provide a mechanism for frequency doubling.
Finally, we mention that the existence of travelling single-phase waves has also been established
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for a related system of coupled oscillators which is described by
x¨n = xn−1 + f(xn) + xn+1. (1.6)
A general and powerful method to determine all (small amplitude) solutions of (1.6) of the form
(1.5) was recently presented by Iooss and Kirchga¨ssner [39]. They use their technique to construct
solutions with interesting and unexpected profile functions χ.
2 Statement of the main result
In this section we formulate our main result. We will construct solutions of
x¨n(t) = F (xn−1(t)− xn(t))− F (xn(t)− xn+1(t)), n ∈ Z, t ∈ R, (2.1)
which are of the form
xn(t) = nb+ χ(nω1 − γt, . . . , nων − νγt) (2.2)
for some ν ∈ N \ {1}, b, γ, ωi ∈ R and χ : (R/2πZ)ν ≡ Tν → R. Solutions of this form describe
time-periodic travelling multi-phase waves where ν denotes the number of phases. As explained in
section 1 there is numerical evidence [17] that such solutions exist for a large class of force laws
F . Note that we exclude the case ν = 1 from our considerations because in this case there is no
small divisor problem and the existence of periodic single-phase waves has already been proved in
[17]. Roughly speaking, our main result shows that for generic analytic force laws F , sufficiently
low frequencies γ > 0 and most values of averaged lattice spacings b there exist uncountably many
solutions of type (2.2) with small amplitudes. These solutions can be parameterized smoothly by
z ∈ Z ⊂ Cν where Z is a set of relative large measure in a neighborhood of the origin. In the
following we will make this statement precise. In order to understand the origin of this class of
travelling waves we first discuss the linear case.
2.1 The linear lattice
Suppose F (x) = αx with α > 0. A function
xn(t) = e
i(ωn−γt) (2.3)
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solves (2.1) if and only if the frequencies γ and ω satisfy the following dispersion relation
γ2 = 4α sin2
ω
2
. (2.4)
For given γ > 0 there exists an unique ν ∈ N0 with
(νγ)2 ≤ 4α < ((ν + 1)γ)2. (2.5)
Note that in the case ν = 0 (i.e. γ > 2
√
α) no bounded solution of (2.1) of the form (2.3) exists.
Assume ν ≥ 1 and define
ω
(0)
j := 2 arcsin
(
jγ
2
√
α
)
∈ (0, π] for j ∈ {1, . . . , ν}. (2.6)
For z ∈ Cν , b ∈ R set
xn(t; b, z) := nb+ χ
(lin)
z (ω
(0)n− gγt), where (2.7)
χ(lin)z : T
ν → R, χ(lin)z (ξ) =
ν∑
j=1
(zje
iξj + zje
−iξj ), (2.8)
ω(0) := (ω
(0)
1 , . . . , ω
(0)
ν ), (2.9)
g := (1, 2, . . . , ν). (2.10)
The functions (xn(· ; b, z))n∈Z provide a family of solutions of (2.1) of type (2.2).
2.2 Assumptions
In this section we state four assumptions which will constitute the hypothesis of our main theorem
2.19. They concern the force law F , the averaged lattice spacing b and the (time-) frequency γ.
Assumption A1: F is real analytic in a neighborhood of −b with F ′(−b) > 0.
Assumption A2: 0 < γ <
√
F ′(−b) and 2√F ′(−b) /∈ γZ.
Assumption A2 implies the existence of ν ∈ N \ {1} satisfying
νγ < 2
√
F ′(−b) < (ν + 1)γ. (2.11)
We set
ω
(0)
j := 2 arcsin
(
jγ
2
√
F ′(−b)
)
∈ (0, π) for j ∈ {1, . . . , ν}. (2.12)
ω(0) := (ω
(0)
1 , . . . , ω
(0)
ν ), (2.13)
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Note that these definitions are consistent with the corresponding definitions in section 2.1.
Assumption A3 (diophantine condition): There exist positive constants s and τ such that
dist(< ω(0),m >, 2πZ) >
s
|m|τ for all m ∈ Z
ν \ {0}. (2.14)
We have used the notation < a, b >=
∑ν
i=1 aibi for a, b ∈ Rν . Before we can state assumption A4,
we need a few more definitions.
Λj :=
(jγ)2 cos(
ω
(0)
j
2 )
4 sin3(
ω
(0)
j
2 )
, for 1 ≤ j ≤ ν. (2.15)
Recall the definition of the integer vector g in (2.10). For m ∈ Zν and ω ∈ Rν we set
V (ω)(m) :=


F ′(−b) if < g,m >= 0
F ′(−b)− <g,m>2γ2
4 sin2 <ω,m>
2
else .
(2.16)
Here we understand V (ω)(m) =∞ in the case < g,m > 6= 0 and < ω,m >∈ 2πZ. Denote by
ej := (0, . . . , 0, 1, 0, . . . , 0) ∈ Zν . (2.17)
Set Ω(ν) ≡ Ω to be the ν × ν matrix with entries
Ω
(ν)
j,l ≡ Ωj,l :=


3Λ−1l
(
F ′′(−b)2 1
V (ω(0))(2el)
− F ′′′(−b)
)
if j = l,
2Λ−1l
(
F ′′(−b)2
(
1
V (ω(0))(ej+el)
+ 1
V (ω(0))(ej−el)
)
− F ′′′(−b)
)
if j 6= l.
(2.18)
It is shown in lemma 16.1 that the entries of Ω are well defined real numbers.
Assumption A4 (non-degeneracy condition): No entry of Ω vanishes and detΩ 6= 0.
In theorem 16.32 we formulate and prove our claim that assumptions A1 – A4 are generically
satisfied.
2.3 The Theorem
Theorem 2.19 Suppose F : R → R, b ∈ R and γ ∈ R+ satisfy assumptions A1 – A4. Let g, ν,
ω(0) be defined as in (2.10) – (2.13) above and let 0 < κ < 1. Then there exist ρ > 0, a measurable
set Z ⊂ Uρ(0) ≡ {z ∈ Cν : |zj | < ρ , 1 ≤ j ≤ ν} and functions ω : Uρ(0)→ Rν, χ : Tν ×Uρ(0)→ R
such that for every z ∈ Z the functions
xn(t) = nb+ χ(ω(z)n − gγt, z) n ∈ Z, t ∈ R, (2.20)
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define solutions of system (2.1) of type (2.2) and statements (2.21) – (2.24) below hold.
vol(Z) ≥ κ vol(Uρ(0)) (volume with respect to Lebesgue measure in R2ν), (2.21)
the map z 7→ χ(·, z) is one to one , (2.22)
|ω(z)− ω(0)| = O(|z|2), (2.23)
supξ∈Tν
∣∣∣χ(ξ, z) − χ(lin)z′ (ξ)∣∣∣ = O(|z|2), (see (2.8)) and where for z ∈ Uρ(0) (2.24)
z′ :=
i
√
F ′(−b)
γ
(
z1
1 ,
z2
2 , . . . ,
zν
ν
)
. (2.25)
Remark 2.26 Theorem 2.19 together with theorem 16.32 implies that most small amplitude trav-
elling wave solutions (2.7) of the linear system persist if generic higher order terms are added to
the force law. The profile function χ(·, z) as well as the frequency vector ω(z) differ from the
corresponding linear quantities only to order |z|2, where |z| is a measure of the amplitude of the
oscillations (see (2.23) and (2.24)). Statements (2.21) and (2.22) imply that we have constructed
uncountably many solutions of (2.1) of type (2.2).
Remark 2.27 We have required in assumption A1 that the force law is analytic. This will ensure
rapid decay on the sequence of Fourier coefficients. As in classical KAM theory one might expect
that it suffices to assume some finite regularity. A first step to support this view for infinite
dimensional systems has been taken in [8]. In this paper we do not investigate the question of
minimal regularity and treat only the analytic case. The second assumption in A1, F ′(−b) > 0 is
necessary for the existence of (bounded) travelling waves in the linear case as the analysis of section
2.1 shows. Recall from the first paragraph of section 1 that this assumption also has the physical
interpretation that F represents a restoring forces on the lattice.
Assumption A2 can again be understood from the linear case. It implies that the linearized
equation carries multi-phase waves with two or more phases. Furthermore, assumption A2 excludes
those frequencies where the number ν of phases changes.
The diophantine assumption A3 implies that small divisors do not appear for low Fourier modes.
Such a condition (possibly in a weaker form) is needed to start the Newton iteration scheme.
Assumption A4 will be used to show that the nonlinear dispersion relation ω(z) is not degenerate
to second order. This implies, roughly speaking, that the dependence of ω(z) on z is sufficiently
large to ensure that we can avoid resonant parameters (z, ω(z)) by small changes in z.
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3 Overview of the analysis
Our proof of theorem 2.19 is based on a method which was first introduced by Craig and Wayne to
construct Cantor families of time-periodic, small amplitude solutions for nonlinear wave equations
[9] and for nonlinear Schro¨dinger equations [10], where the spatial variable lives on a finite interval
and either Dirichlet or periodic boundary conditions are prescribed. The basic strategy of Craig
and Wayne is to expand the solution with respect to the eigenfunction basis of the corresponding
linearized operator. This leads to a nonlinear equation on a two-dimensional lattice. Then they
apply a Lyapunov – Schmidt reduction. The small divisor problem is contained in the infinite
dimensional part of the reduction. In order to solve this equation Craig and Wayne devise a
modified Newton scheme in the spirit of Nash – Moser implicit function theorems. At each step of
the iteration scheme the crucial difficulty lies in deriving estimates on the inverse of matrices T (λ)
where λ denotes a parameter. More precisely, at the k− th step of the iteration Tk(λ) represents a
family of Lk ×Lk matrices (Lk grows exponentially with k) and one has to show that, except for a
small set of parameters λ, the inverse matrices T−1k (λ) can be bounded in a suitable norm by Φ(Lk)
for some function Φ of sub-exponential growth at ∞ (e.g. Φ polynomial). The matrices Tk(λ) are
of the form D+R, where D is a diagonal matrix and R is small with respect to some norm. Clearly,
if the entries of the diagonal matrix D were bounded away from zero and R were sufficiently small
such that ‖D−1R‖ < 1, i.e. if we were in the case of diagonal dominance, the inverse of D + R
would exist and could be expanded in a Neumann series. However, the existence of small divisors
is reflected in the fact that for all parameter values λ the matrices Tk(λ) have diagonal entries
Tk(λ)(n, n) of small absolute value and we are therefore not in the case of diagonal dominance. The
corresponding lattice points n with |Tk(λ)(n, n)| = O(|R|) are called singular sites. The location
of these singular sites, in particular their mutual distances, determines how difficult it is to obtain
the required estimates on T−1k (λ), if it is possible at all. In [9], [10] Craig and Wayne proved that
for most parameter values λ, singular sites n (respectively clusters of two singular sites) are well
separated. As a consequence the effects of different singular sites decouple, i.e. one can restrict
oneself to investigating submatrices of Tk(λ) which contain at most one singular site (respectively
one cluster of singular sites). The inverse of such submatrices can be controlled by studying the
dependence of their small eigenvalues on λ.
For the construction of quasi-periodic solutions, however, there is less separation of singular sites
than in the periodic case. This has the effect that clusters of singular sites cannot be decoupled.
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The analysis of Craig and Wayne had to be developed further. This was done by Bourgain who
added a multi-scale analysis to the procedure of Craig and Wayne. Bourgain was able to prove
the existence of quasi-periodic solutions of nonlinear Schro¨dinger equations and nonlinear wave
equations [4], [6].
The results of Craig – Wayne and Bourgain are based in some form on proving exponential
localization of the eigenvectors corresponding to small eigenvalues. A powerful technique for proving
such localization results for a similar class of operators was introduced by Fro¨hlich and Spencer
[31] in the theory of Anderson localization. Their method has been used and further developed by
many authors (see e.g. [23], [32], [55], [62], [9], [4], [36], [6], [44]) including the above mentioned
work of Craig – Wayne and Bourgain.
In the remainder of this section we explain in more detail how the method of Craig – Wayne
and Bourgain can be used to prove theorem 2.19. In order to keep the overview of the analysis as
non-technical as possible we will introduce some simplifications. In remarks 3.28 3.30, 3.35, 3.39
below we describe the modifications which are necessary to treat the full problem. At the end of
this section we outline the plan of this paper.
The first step of our analysis is to perform a Fourier transformation of the equation. To this
end we expand the function χ(·, z) (see (2.20))
χ(ξ, z) =
∑
m∈Zν
u˜m(z)e
i<m,ξ> =
∑
m∈Zν
um(z)
−2i sin(< ω(z),m > /2)e
i<m,ξ>.
Note that we will work with the modified Fourier coefficients um(z) rather than with the sequence
u˜m(z) itself, mainly for the reason that the nonlinear part of the equation takes a simpler form
when regarded as a function of (um). The letter z denotes a parameter of the construction. The
interpretation of this parameter is given by the relation
uej (z) = zj , 1 ≤ j ≤ ν,
which will hold by definition. It is our task to determine the nonlinear dispersion relation ω(z) and
the sequence of modified Fourier coefficients (um(z))m∈Zν , for a large family of parameters z ∈ Cν ,
in such a way that the corresponding multi-phase waves (defined through (2.20)) solve equation
(2.1). In section 5 below we derive the equations for ω and (um) (see proposition 5.22) which can
be written in the form
(D(ω)u+W (u))m = 0 for m ∈ Zν \ {0}. (3.1)
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Here D(ω) denotes a diagonal matrix,
D(ω)(m,n) = δm,n
(
F ′(−b)− γ
2 < m, g >2
4 sin2 <ω,m>2
)
, (3.2)
and represents the linearized equation, whereas W (u) contains the nonlinear part of the equation
with W (u) = O(|u|2). Observe that D(ω)(m,m) is not defined for < ω,m >∈ 2πZ. As it turns out
this causes only minor difficulties in our analysis (see remark 3.39 below). In case < ω,m > ∈ 2πZ
we shall define D(ω)(m,m) =∞ if < m, g > 6= 0, and D(ω)(m,m) = F ′(−b) if < m, g >= 0. Using
the symmetries of the system (see remark 3.28) we may restrict ourselves to search for solutions
(um)m∈Zν ≡ (u(m))m∈Zν of (3.1) which lie in the set
{u : Zν → C : u(0) = 0, u(m) = u(−m) ∈ R for m ∈ Zν}. (3.3)
In order to apply a Lyapunov – Schmidt reduction to (3.1) we determine the kernel of the
diagonal operator D(ω(0)) where ω(0) (see (2.12), (2.13)) satisfies the dispersion relations of the
linearized equation. It follows from the definition of ω(0) that D(ω(0))(m,m) = 0 for all m ∈ S
where
S := {ej ,−ej : 1 ≤ j ≤ ν}. (3.4)
In order to show that D(ω(0))(m,m) 6= 0 for all m ∈ Zν \ S one needs to employ the diophantine
condition of assumption A3. Hence the dimension of the kernel of D(ω(0)) is 2ν and
kerD(ω(0)) = {u : u(m) = 0 for m ∈ Zν \ S}.
Define Q to be the projection on the kernel
(Qu)(m) :=

 u(m) if m ∈ S,0 else . (3.5)
We denote by P the complementary projection
(Pu)(m) :=

 u(m) if m ∈ Z
ν \ (S ∪ {0}),
0 if m ∈ S ∪ {0}.
(3.6)
Note that P = Id − Q holds for all sequence spaces which require u(0) = 0. Since we look for
solutions in such a class (see (3.3)) we may decompose
u = Qu+ Pu ≡ x+ v.
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With this notation one can write equation (3.1) in the following way
D(ω)x+QW (x+ v) = 0 (Q – equation), (3.7)
D(ω)v + PW (x+ v) = 0 (P – equation). (3.8)
In a standard Lyapunov – Schmidt reduction the operator D(ω(0)) has a bounded inverse on the
P – projection of the space. Therefore the second equation can be solved by the implicit function
theorem which determines v = v(x, ω) as a function of x and ω. Inserting v(x, ω) into the first
equation one obtains a degenerate, finite dimensional equation depending only on x and ω. This
equation is often called the bifurcation equation. Typically, the bifurcation equation can be solved
by determining the nonlinear dispersion relation ω = ω(x). In this way one has constructed a family
of solutions, parameterized by (small) x which correspond to solutions of the linearized equation.
This procedure works without any difficulties in the case ν = 1 leading to small amplitude single-
phase travelling waves [17]. However, in the case ν ≥ 2 considered in this paper it is clear from
(3.2) that D(ω(0)) does not have a bounded inverse on the P – projected space because the diagonal
entries of D(ω(0)) accumulate at 0, reflecting the small divisor problem. As a result we will not be
able to solve the P – equation for all values (x, ω) in a neighborhood of (0, ω(0)) but for a Cantor
– type subset N∞ of relative large measure. Since we also need to satisfy the bifurcation equation
(3.7), not only the measure but also the geometry of the set N∞ must be controlled. Indeed, we
have to show that the subset {(x, ω(x)) : x small } of codimension ν lies in N∞ for most values of
x.
We now describe the analysis of the P – equation in more detail. In the reduced space (3.3) we
can parameterize the kernel of D(ω(0)) by ϕ(a), a ∈ Rν , where
ϕ(a)(m) :=

 aj if m ∈ {ej ,−ej}0 else (3.9)
Furthermore we denote
λ := (a, ω), (3.10)
λ(0) := (0, ω(0)), (3.11)
Q(v, λ) := D(ω)ϕ(a) +QW (ϕ(a) + v), (3.12)
P(v, λ) := D(ω)v + PW (ϕ(a) + v). (3.13)
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Chapter II is devoted to solving the P – equation. More precisely, we show that there exist a
positive number ρ1, a smooth function v(λ), defined for λ ∈ N (1) ≡ Bρ1(λ(0)), and a subset N∞
of N (1) such that v(λ) = Pv(λ) and P(v(λ), λ) = 0 for all λ ∈ N∞ (cf. theorem 12.4). Following
Craig and Wayne we construct v by a modified Newton scheme, v := limj→∞ vj where
v1(λ) = 0,
vj+1(λ) = vj(λ)− T−1j (λ)P(vj(λ), λ), with (3.14)
Tj(λ) = [D(ω) +DW (ϕ(a) + vj(λ)]|Λj
and Λj is a nested sequence of finite lattices exhausting the set Z
ν \ ({0} ∪ S). Roughly speaking,
if one can show that T−1j (λ) is bounded by Φ(#Λj) in a suitable norm for some function Φ of
sub-exponential growth at infinity (e.g. Φ polynomial) and #Λj grows exponentially with j, then
the sequence vj(λ) will converge to some function v(λ) which solves P(v(λ), λ) = 0. Note that
the modification of the Newton scheme consists in restricting the linearized operator Tj to some
sub-lattice. The truncation of the high Fourier modes corresponds to the regularization operations
used in the Nash – Moser technique. The error introduced by this modification of the Newton
scheme can be controlled employing the decay of the sequences vj(m) (in m). The decay of the
vj ’s stems from the regularity of the equation. To this end we have required in assumption A1 the
force law to be analytic. In a recent paper Craig and Su [8] have shown in the case of time-periodic
solutions of (1+1) – dimensional nonlinear wave equations that analyticity can be replaced by some
finite regularity assumption. This suggests that the method of Craig and Wayne can generally be
extended to the non-analytic case. However, we will not pursue the question of minimal regularity
in this paper.
The main difficulty of the iteration scheme (3.14) is to prove the existence of the inverse matrix
T−1j (λ) and to derive the corresponding bounds. It is clear that such bounds cannot hold uniformly
for all values of the parameter λ ∈ N (1). Even for the diagonal operator D(ω) estimates on
the inverse matrices |(D|Λj )−1(ω)| ≤ Φ(#Λj) require some diophantine conditions on ω. Such
conditions cannot hold in any open neighborhood of ω(0). Therefore we may only expect to bound
T−1j (λ) for λ belonging to some subset N (j) ⊂ N (1). Definition (3.14) only applies for λ ∈ N (j).
For technical reasons we will extend vj+1 to a smooth function on all of N (1) but for values
λ ∈ N (1) \N (j) we cannot control |P(vj+1(λ), λ)|. The sets of good parameters N (j) form a nested
sequence and N∞ denotes the intersection of all these sets.
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We determine the sets N (j) of good parameters and the estimates on T−1j (λ) by a multi-scale
analysis similar to the one used by Bourgain [4]. In order to explain the multi-scale analysis we
consider a class of matrices which have a similar structure as the matrices Tj(λ) but which are
easier to analyze. We show in remark 3.30 below how to modify the argument to treat the case at
hand. Set
T (ω)(m,n) = (< ω,m >)δm,n + r(m− n), m, n ∈ Zν . (3.15)
Here r denotes a sequence on Zν which has small norm and r(m)→ 0 for |m| → ∞ at a sufficiently
fast rate. Observe that the matrices T (ω) are of the form D + R where D is diagonal and R is
a Toeplitz matrix with entries decaying rapidly with the distance from the diagonal. These are
exactly the properties which are shared by the matrices Tj(λ) (see (3.14)) and which are basic
requirements for a multi-scale analysis.
The main idea behind the multi-scale analysis, which was first introduced by Fro¨hlich and
Spencer [31], can be described in the following way. Denote by N1 < N2 < N3 < . . . a suitably
chosen sequence of length scales and fix a suitable function Φ(x) of sub-exponential growth at
infinity. For fixed parameter ω we say that a lattice site n ∈ Zν is ω-moderate at scale j, if
‖T (ω)|−1BNj (n)‖ ≤Mj ≡ Φ(Nj)
where BNj (n) = {m ∈ Zν : |m − n| < Nj} and ‖ · ‖ denotes a suitable weighted operator norm
(which will depend on j). To see the significance of this definition assume that Λ is some sub-lattice
of Zν and suppose that there exists an integer j0 such that each n ∈ Λ is ω-moderate at some scale
1 ≤ j ≤ j0. Then one can construct an inverse of the restricted matrix T (ω)|Λ and the bound
on the inverse is roughly given by Mj0 . In other words, we can paste together the local inverse
matrices T (ω)|−1
BNj (n)
to a global inverse T (ω)|−1Λ . In section 20 we state a recent version of the
coupling lemma (lemma 20.1) which was introduced by the author in [44]. The hypothesis of the
coupling lemma essentially requires that r(|m|) decays faster than (Φ(|m|))−1. This implies that for
a site n which is ω-moderate at scale j the product of Mj (the bound on ‖T (ω)|−1BNj (n)‖) with the
interaction term |R(m,n)| = |r(m− n)| is small for any lattice site m in Λ \BNj (n). Observe that
lemma 20.1 also requires that the neighborhoods BNj(n) are contained in the set Λ. We address
this issue in remark 3.35 below.
Of course, the question remains how to establish that a lattice point is ω-moderate at some
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scale. Here we again use the special structure of the matrix T (ω) which implies
T (ω)(m+ k, n + k) = δm,n(< ω, k >) + T (ω)(m,n). (3.16)
This motivates the introduction of a new parameter. For θ ∈ R define
T (θ, ω)(m,n) := (θ+ < ω,m >)δm,n + r(m− n), m, n ∈ Zν .
Then
T (0, ω) = T (ω), (3.17)
T (θ, ω)(m+ k, n + k) = T (θ+ < ω, k >, ω)(m,n). (3.18)
Relation (3.18) implies that at each scale j it suffices to investigate the invertibility of T (θ, ω)|BNj (0)
for all θ ∈ R, since
T (ω)|BNj (n) = T (< ω,n >,ω)|BNj (0). (3.19)
Denote Γj := BNj(0). Our goal to determine whether a site n is ω-moderate can be expressed in
the following way. Construct a nested sequence of sets
R ⊃ I(1)ω ⊃ I(2)ω ⊃ . . . ,
such that
‖T (θ, ω)|−1Γ1 ‖ ≤M1 if θ ∈ R \ I(1)ω , (3.20)
‖T (θ, ω)|−1Γj ‖ ≤Mj if θ ∈ I(j−1)ω \ I(j)ω , j ≥ 2. (3.21)
By (3.19) a site n is ω-moderate for some scale 1 ≤ j ≤ j0 if < n,ω >∈ R \ I(j0)ω . Now the objective
is to construct the sets I
(j)
ω and to control the location and measure of these sets. The sets I
(j)
ω will
be constructed inductively (in j). The following separation property is essential.
If θ+ < ω,m >∈ I(j)ω and θ+ < ω,n >∈ I(j)ω , then either m = n or |m− n| > 2Nj+1. (3.22)
Next we present an outline of the construction of the sets I
(j)
ω . Let us assume that the smallest
length scale N1 = 1. Then Γ1 = {0} and the question of invertibility of the 1× 1 matrix T (θ, ω)|Γ1
reduces to the question whether θ + r(0) can be inverted. Recall that we have assumed that r
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is small. We denote ǫ := ‖r‖ ≥ |r(0)| for some suitable norm ‖ · ‖. For |θ| ≥ 2ǫ, say, we have
|T (θ, ω)|−1Γ0 | ≤ 1/ǫ =:M0. We can therefore satisfy (3.20) by setting
I(1)ω := (−2ǫ, 2ǫ)
Observe that the separation property (3.22) for I
(1)
ω is equivalent to showing that for k ∈ Zν
satisfying 0 < |k| ≤ 2N2 the following diophantine condition holds
| < ω, k > | > 4ǫ. (3.23)
Such a condition is satisfied for most values of ω, if ǫ is sufficiently small (depending on N2).
Suppose now that the sets I
(l)
ω have been defined for 1 ≤ l ≤ j satisfying (3.20) – (3.22). In
order to construct I
(j+1)
ω we need to determine those values θ ∈ I(j)ω for which we can establish
‖T (θ, ω)|−1Γj+1‖ ≤Mj+1. Fix θ ∈ I
(j)
ω . Since θ = θ+ < ω, 0 >∈ I(j)ω we conclude from the separation
property (3.22) that θ+ < ω,n >∈ R \ I(j)ω for all lattice sites n satisfying 0 < |n| ≤ 2Nj+1. This
implies in particular, that for each n ∈ Λ := Γj+1 \ {0} there exists some scale 1 ≤ l ≤ j such that
‖T (θ, ω)|−1Bl(n)‖ ≤Ml. As we have described above, the coupling lemma (see lemma 20.1, cf. remark
3.35) then shows that T (ω)|Λ is invertible and ‖T (ω)|−1Λ ‖ . Mj . Consider the block decomposition
T |Γj+1 =

 T |Λ P1
P2 θ + r(0)

 . (3.24)
Define
b(θ, ω) := θ + r(0)− P2(T |Λ)−1(θ, ω)P1. (3.25)
Suppose that b(θ, ω) 6= 0. Then we can invert T |Γj+1 ,
T |−1Γj+1 =

 T |−1Λ + (T |−1Λ )P1b−1P2(T |−1Λ ) −(T |−1Λ )P1b−1
−b−1P2(T |−1Λ ) b−1

 .
Thus we define
I(j+1)ω := {θ ∈ I(j)ω : |b(θ, ω)| < δj+1}, with δj+1 ∼M−1j+1. (3.26)
Since the off-diagonal parts P1, P2 are assumed to be small with entries decaying rapidly with the
distance from the diagonal we expect that b(θ, ω) ∼ θ. This would imply that the set I(j+1)ω has
length of order δj+1 ∼ Φ(Nj+1)−1 which tends to zero as j → ∞. We still need to investigate the
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separation condition (3.22) for the set I
(j+1)
ω . Assuming again that b(θ, ω) ∼ θ condition (3.22)
essentially leads to a diophantine condition
| < ω, k > | & δj+1 (3.27)
for all k ∈ Zν with 0 < |k| ≤ 2Nj+2. This condition can be satisfied for most values of ω if δj+1 is
sufficiently small (depending on Nj+2).
Suppose one can choose the parameters Nj , Φ, δj of the construction such that the above
described procedure works. Then for most parameter values ω (which satisfy some diophantine
type conditions to ensure that separation properties (3.22) are satisfied) we have obtained a nested
sequence of open sets I
(j)
ω (of length→ 0 as j →∞) such that for each n ∈ Zν with < ω,n >∈ R\I(j)ω
the site n is ω-moderate at some scale 1 ≤ l ≤ j. In view of the coupling lemma we can therefore
prove bounds ‖T (ω)|−1Λ ‖ . Mj for subsets Λ ⊂ Zν , if we can show that < ω,n >∈ R \ I(j)ω for all
n ∈ Λ. Since the inductive construction of the sets I(j)ω was rather explicit (involving the function
b) the multi-scale analysis as described above yields a powerful tool to investigate for a given sub-
lattice Λ ⊂ Zν the set of parameters ω for which the inverse of T (ω)|Λ is bounded by Φ(#Λ). Recall
that this is the kind of control required for the modified Newton scheme (3.14) to solve the P –
equation (3.8).
We briefly turn to the solution of the bifurcation equation (Q – equation). This equation is
degenerate. However, we transform the equation in such a way that it can be solved by a standard
implicit function theorem, determining the frequency vector ω as a function of the parameter a.
What is more delicate to prove is the fact that the set {(a, ω(a)) : a small } is contained in N∞
for most values of a. To do this we must find a good description of the set of resonant parameters
λ ∈ N (1) \ N∞, for which either the separation property (cf. (3.22)) is violated or the inverse of
Tj(λ) cannot be bounded by Φ(#Λj). Following Bourgain [4] we construct sets of polynomials with
coefficients depending on λ which can be used to characterize the set of resonant parameters (see
the second part of remark 3.30 for a motivation of these polynomials). To obtain an lower estimate
on the set of parameters a for which (a, ω(a)) ∈ N∞ we employ assumption A4 which ensures that
to second order ω depends in a non-degenerate way on a.
Remark 3.28 Symmetries of the equation. For given F , b, γ we say that the pair (χ, ω) defines a
travelling wave solution (χ : Tν → R, ω ∈ Rν) if
γ2 < g, (D2χ)(ξ)g >= F (−b+ χ(ξ − ω)− χ(ξ))− F (−b+ χ(ξ)− χ(ξ + ω)) for all ξ ∈ Tν .(3.29)
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Observe that (3.29) implies that the system (xn) defined through (2.2) solves (2.1). Furthermore,
it will become clear in section 5 that equation (3.1) is equivalent to (3.29).
Suppose now that (χ, ω) defines a travelling wave solution. Then
(S1) Additive constants
(χx, ω) defines a travelling wave solution for x ∈ R where χx(ξ) = χ(ξ) + x.
(S2) Phase shifts
(χζ , ω) defines a travelling wave solution for ζ ∈ Tν where χζ(ξ) = χ(ξ + ζ).
(S3) Odd reflection
(χ˜, ω) defines a travelling wave solution where χ˜(ξ) = −χ(−ξ).
These symmetries allow us to restrict our attention to the reduced space presented in (3.3). The
restriction u(0) = 0 is stated in proposition 5.22 and is related to (S1). Due to symmetry (S3)
we may search for solutions (χ, ω) with χ(ξ) = −χ(−ξ). For the corresponding sequence u this
implies that u(m) ∈ R for all m ∈ Zν . Since we are only interested in real-valued functions χ (i.e.
u(m) = u(−m)) we obtain u(m) = u(−m) ∈ R.
Suppose that we have constructed a solution (χ, ω) where χ is an odd function. Denote
aj = u(ej) ∈ R. For ζ ∈ Tν define χζ as in (S2) and denote by uζ the corresponding sequence.
Then uζ again solves (3.1) by (S2) and uζ(ej) = aje
iζj . We therefore obtain solutions with respect
to complex parameters zj = u(ej) (as claimed in theorem 2.19) through a phase shift from the
corresponding odd solutions.
Warning: In our analysis we will also consider complex parameters λ = (a, ω) because this simplifies
some of the estimates, e.g. by using the Cauchy integral formula. However, for values of a (and
ω) with non-vanishing imaginary parts these solutions do not correspond to physical solutions. In
particular they do not correspond to some solution uζ defined above.
Remark 3.30 The matrices Tj(λ) which appear in the modified Newton scheme (3.14) are of the
form
Tj(λ)(m,n) = V (ω)(m)δm,n + rj(λ)(m− n)
where V (ω) was defined in (2.16). Regarding the multi-scale analysis described above for operators
(3.15) a number of modifications are needed. In this remark we describe three of the more significant
modifications.
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Firstly, the diagonal entries have a more complicated behavior with respect to translations
(cf. (3.16)). In fact, we may only consider translations with respect to vectors k which satisfy
< k, g >= 0. Define
V (θ, ω)(m) :=


F ′(−b) if < g,m >= 0,
F ′(−b)− <g,m>2γ2
4 sin2 θ+<ω,m>
2
else ,
(3.31)
Tj(θ, λ)(m,n) := V (θ, ω)(m)δm,n + rj(λ)(m− n).
Then
Tj(0, λ) = Tj(λ),
Tj(θ, λ)(m+ k, n+ k) = Tj(θ+ < ω, k >, λ)(m,n) if < k, g >= 0,
replacing relations (3.17), (3.18) of the simplified model. In principle, the restriction < k, g >= 0
on the directions k of translation could create great difficulties. However, in our case all singular
sites are located within the strip {m ∈ Zν : | < m, g > | ≤ ν} and the restricted directions are
sufficient to translate between different singular sites.
Secondly, singular sites appear in clusters of up to 2ν lattice points. Such clusters always appear
in the construction of quasi-periodic solutions and we may essentially think of them as translates of
the set S defined in (3.4). This effects the inductive construction of the sets I(j+1)ω in the following
way. The decomposition of the set Γj+1 = Λ ∪ {0} in (3.24) has to be replaced by Γj+1 = Λ ∪ S,
where S is some subset of S. Bourgain [4] introduced a powerful and general technique to deal with
such a situation: Instead of the scalar function b (see (3.25)) he defines a matrix-valued function
b(θ, λ) = (Tj |S)(θ, λ)− P2(Tj |Λ)−1(θ, λ)P1,
and the definition of the set I
(j+1)
ω (now I
(j+1)
λ , since Tj depends on λ) is replaced by
I
(j+1)
λ := {θ ∈ I(j)λ : |det b(θ, λ)| < δj+1}.
The function det b(θ, λ) is more complicated to analyze than the function b(θ, ω) defined for our
simplified version in (3.25). Recall that in the discussion following (3.26) we have argued that
b(θ, ω) ∼ θ in order to obtain information on the sets I(j)ω and to prove the separation property
(3.22). Bourgain proposes to apply the Weierstrass preparation theorem to locally replace the
function det b(θ, λ) by polynomials. In our situation we will construct a finite set of pairs (p, ϑ)
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where each p(z, λ) is a polynomial in z of degree ≤ 2ν with leading coefficient 1 (the other coefficients
are small and depend on λ), such that for θ close to ϑ we can estimate
|det b(θ, λ)| ≥ c|p(θ − ϑ, λ)|
for some positive constant c. This implies, for example, that a lattice site n is λ-moderate, at some
scale ≤ j + 1, if
|p(< ω,n > −ϑ, λ)| > δj+1
c
for some suitable pair (p, ϑ). Using estimates on the coefficients of the polynomials one can analyze
the set of parameters λ for which such a condition holds.
The power of Bourgain’s idea is best demonstrated by investigating the separation property
(3.22). In fact, suppose that there exist lattice sitesm 6= n and θ ∈ R, such that θ+ < ω,n >∈ I(j+1)λ
and θ+ < ω,m >∈ I(j+1)λ . By definition there exist pairs (p1, ϑ1), (p2, ϑ2) such that
|p1(θ+ < ω,m > −ϑ1, λ)| ≤ δj+1
c
,
|p2(θ+ < ω,n > −ϑ2, λ)| ≤ δj+1
c
A resultant type construction (see e.g. section 23) then implies that there exists a polynomial
p ≡ p1 ⊖ p2 of degree ≤ 4ν2 such that
|p(< ω,m− n > −(ϑ1 − ϑ2), λ)| = O(δj+1).
Observe that the dependence on θ has dropped out. We can replace the diophantine condition
(3.27) which ensured the separation property in the simplified model above by a condition
|p(< ω,m− n > −(ϑ1 − ϑ2), λ)| > Cδj+1
for some positive constant C. With the help of suitable estimates on the coefficients of p one may
show that such a condition is satisfied for most values of the parameter λ.
We turn to the third modification. Observe that the matrices Tj(θ, λ) depend on the scale j.
One might expect that one has to perform a multi-scale analysis for each operator Tj separately,
leading to sequences I
(l,j)
λ for l ≤ j. However, we will be able to show that
|Tj(θ, λ)− Tl(θ, λ)| << M−1l for j ≥ l. (3.32)
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Suppose we have constructed sets I
(l)
λ such that
‖T1(θ, λ)|−1Γ1 ‖ ≤M1 if θ ∈ R \ I
(1)
λ , (3.33)
‖Tl(θ, λ)|−1Γl ‖ ≤Ml if θ ∈ I
(l−1)
λ \ I(l)λ , l ≥ 2 (3.34)
(cf. (3.20), (3.21)). Then it follows from (3.32) by a standard application of the Neumann series
that
‖Tj(θ, λ)|−1Γ1 ‖ ≤ 2M1 for θ ∈ R \ I
(1)
λ , j ≥ 1
‖Tj(θ, λ)|−1Γl ‖ ≤ 2Ml for θ ∈ I
(l−1)
λ \ I(l)λ , j ≥ l ≥ 2.
This is the reason why it suffices to construct one sequence of nested sets I
(l)
λ which covers all
matrices Tj(θ, λ) simultaneously.
Remark 3.35 In our discussion of the multi-scale analysis above we have used the coupling lemma
in order to construct inductively the sets I
(j)
ω . The coupling lemma 20.1 allows to paste together
local inverse matrices T |−1BNl (n), n ∈ Λ to an inverse matrix of T |Λ. However, one requirement of
this procedure is that the local neighborhoods BNl(n) are contained in the set Λ. Clearly, this
condition is violated for lattice sites n which lie close to the boundary of the set Λ. We address this
problem in the following way. At scale j we not only consider the invertibility of Tj |Γj (θ, λ) (recall
Γj = BNj(0)) but also the invertibility of Tj |C(θ, λ) for C ∈ C(j) where C(j) denotes a certain class
of subsets of Γj. Correspondingly, we need to construct sets I
(j)
C,λ for all sets C ∈ C(j).
Remark 3.36 Observe that the function V (θ, ω)(m) defined in (3.31) is 2π – periodic in the
variable θ. Hence we can restrict ourselves to define the sets I
(j)
C,λ as subsets of (−π, π]. The
periodic extension of this set to the real line will be denoted by
I˜
(j)
C,λ := I
(j)
C,λ + 2πZ. (3.37)
In this context the following map will be useful.
[·] : C→ {w ∈ C : −π < Re(w) ≤ π}, (3.38)
where [z] is uniquely defined by the condition z − [z] ∈ 2πZ.
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Remark 3.39 In this remark we discuss the effects of the singularity in the definitions of Tj(λ)
and Tj(θ, λ). For any subset C of Z
ν we define the sets
ZC := {λ ∈ C2ν :< ω,m >∈ 2πZ for some m ∈ C with < m, g > 6= 0}, (3.40)
Z˜C := {(θ, λ) ∈ C2ν+1 : θ+ < ω,m >∈ 2πZ for some m ∈ C with < m, g > 6= 0}. (3.41)
Observe that the restricted matrices Tj|C(λ) are well defined if λ /∈ ZC and the matrices Tj|C(θ, λ)
are well defined if (θ, λ) /∈ Z˜C . These sets of singularities, however, create no difficulties in our
analysis. Recall that the Newton scheme only uses the inverse of the matrices Tj|C . We will
show that the inverse matrices (Tj |C)−1(λ), (Tj |C)−1(θ, λ) can be continued analytically across ZC ,
respectively across Z˜C .
We conclude this section by describing the plan of the paper.
The proof of theorem 2.19 contains many parameters, like the size of the length scales Nj , the
bounds Mj on the inverse matrices, the choice of δj in the definition of the sets I
(j)
C,λ and many
more. In section 4 we show that we can choose all these parameters of the construction in such
a way that the above described multi-scale analysis works (see lemma 4.54). In section 4 we also
collect and explain all the notation used in chapters II and III. For the convenience of the reader
we also include a table of notation at the end of the appendix (section 25).
In section 5 we derive the equations for the frequency vector ω and for the modified Fourier
coefficients u(m). Our analysis is greatly facilitated by using appropriate norms for the sequences of
Fourier coefficients (cf. [44]). We choose weighted ℓ1-norms. The weights are either of exponential
growth or lie in the Gevrey class. Similar weights have already been used in the context of small
divisor problems by DeLatte [22], Craig and Wayne [10] and Bourgain [4]. In the first part of
section 5 we introduce the weight functions and norms used in this paper and we prove their basic
properties.
In sections 6 – 12 we deal with the small divisor problem and solve the P – equation (see (3.8)
and theorem 12.4). As explained above we proceed inductively. At every step j of the induction
we construct the approximate solutions vj, the set of good (i.e. non-resonant parameters N (j))
and the sets I
(j)
C,λ of the multi-scale analysis. The induction statements (IS)j , which take a slightly
different form for j = 1 and j ≥ 2, are stated in sections 6 and 7. Essentially they contain the
following claims.
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Induction Statement (IS)j
(1) Regularity properties of vj(λ).
Estimates on vj(λ), ∂
βvj(λ) and on P(vj(λ), λ).
Symmetries and support of vj(λ).
(2) Description of the set of “good” parameters N (j) at scale j as a disjoint union of cubes.
Description of the set of parameters N (j−1) \ N (j) which is removed at the j-th step in
terms of a finite set of polynomials (cf. remark 3.30 above). Estimates on the number
of polynomials and on the coefficients of the polynomials.
(3) (a) Location of the set I
(j)
C,λ (cf remarks 3.35 and 3.44).
(b) Diophantine estimates for lattice sites m with 2Nj−1 < |m| ≤ 2Nj and frequencies ω
satisfying (a, ω) ∈ N (j).
(c) For all λ ∈ N (j) the lattice sites m satisfying 2Nj−1 < |m| ≤ 2Nj are λ-moderate at
some scale 1 ≤ l ≤ j with respect to Tj(λ).
(d) For all λ ∈ N (j) the separation property (cf. (3.22)) holds for the sets I(j)C,λ.
(4) The analog of statements (3.33), respectively (3.34) hold for the matrices
T (j)(θ, λ) = diag(V (θ, ω)) + (DW )(ϕ(a) + vj(λ)).
Remark 3.42 When we actually perform the induction in chapter II, there are a few differences
from the just described induction statements which might be somewhat confusing (e.g. at step j
we will consider length scales Nj−1 rather than length scales Nj). It should be emphasized that
the discussion of section 3 is formal and although it is very close to the actual analysis of chapters
II and III, the accurate definitions and statements are found in those chapters.
Remark 3.43 The induction statements of sections 6 and 7 are slightly stronger than just de-
scribed. They are required to hold also for parameters which lie in small complex neighborhoods
of the sets N (j) and I(j)C,λ.
Remark 3.44 We find it convenient to use cube decompositions to control the geometry of the
sets N (j). The cubes are numbered by some k ∈ K(j). We choose the sets I(j)C,λ in such a way that
they agree for all values of λ belonging to the same sub-cube. Hence we can index these sets by
I
(j)
C,k with k ∈ K(j).
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The induction statement simplifies in the case j = 1 since we choose v1(λ) ≡ 0 and N (1) to be
some cubic neighborhood of λ(0). Statements (3) and (4) follow essentially from the diophantine
assumption A3. Observe that statement (4) is formulated in terms of a lower bound on the diagonal
entries of T (1). The details of the proof of (IS)j=1 are presented in section 6.
The proof of the induction step j → j +1 stretches over sections 8 – 11. First we construct the
new iterate vj+1. Recall that we denote the scales corresponding to the multi-scale analysis by Nj .
These scales grow super-exponentially in j and hence they increase too fast for a Newton scheme.
For this reason we need to perform many Newton iterations to obtain vj+1(λ) from vj(λ). For
each iteration the bounds on the inverse matrices follow via the coupling lemma from the induction
hypothesis (3c) and from estimates ‖T (j) − T (l)‖ << ‖(T (l))−1‖, j ≥ l, which follow from the fast
convergence of the sequence vj (see induction statement (4) above for a definition of T
(j)).
For the construction of vj+1 we distinguish the cases j = 1 (section 8) and j ≥ 2 (section 9).
The reason for this distinction is that we have chosen the parameters of the construction in such a
way that in the step 1→ 2 we do not encounter small divisors. This enables us to use norms with
exponentially growing weights (rather than the slower growing Gevrey type weights which we use
in the context of the multi-scale analysis) leading to better estimates on v2 which are much needed
in chapter III. In section 10 we construct the polynomials which are used to define the sets I
(j+1)
C,λ
and N (j+1) (cf. the second part of remark 3.30). We complete the proof of the induction step in
section 11. In section 12 the solution of the P – equation and certain properties of the solution
are stated in theorem 12.4 which follows immediately from the induction statements. This ends
chapter II.
In chapter III we solve the bifurcation equation (Q – equation) by determining ω as a function
of a (section 13). Section 14 is devoted to deriving the estimates on the derivatives of the function
ω = ω(a) which are necessary to prove lower bounds on the measure of the set {a : (a, ω(a)) ∈ N∞}.
In section 15 we are finally ready to prove our main result, theorem 2.19.
We have collected those lemmata in the appendix which can be formulated somewhat indepen-
dently from the constructions of chapters II and III. Some of these tools might be interesting by
themselves.
In section 16 we study the genericity of assumptions A1 – A4 of our main result. We find a fairly
explicit description of the exceptional set of force laws F for which we cannot verify assumptions
A1 – A4 (see lemma 16.31 and theorem 16.32). Section 17 contains the essential part of the proof
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of property (5.18) for the weight functions we consider in this paper. Property (5.18) together with
the definition of the corresponding norms on sequence and matrix spaces facilitate a number of
estimates needed in the multi-scale analysis. In sections 18 and 19 we prove basic facts about the
nonlinear, respectively linear part of our lattice equation. In section 20 we formulate and prove a
version of the coupling lemma which has been introduced in [44].
We mentioned in remark 3.30 above that we have to estimate the coefficients of polynomials
which are obtained by an application of the Weierstrass preparation theorem. Hence one needs to
carefully investigate the construction of these polynomials in the proof of the Weierstrass prepa-
ration theorem. Such an analysis was provided by Bourgain [6] in the even more complicated
situation that the degree of the polynomials may be arbitrarily large. For completeness sake we
present Bourgain’s nice proof in section 21.
The estimates on the sets N (j−1) \ N (j) of resonant parameters are all based on an elementary
lemma for real valued functions defined on an interval. The lemma concerns functions with the
property that there exists a k ∈ N such that the k-th derivative of this function is continuous and
uniformly bounded away from 0. For such functions g one can derive good upper bounds on the
sets {x : |g(x)| ≤ δ}. This is made precise and proved in section 22.
In section 23 we perform a resultant type construction. For given polynomials p, q ∈ C[z] it
provides three polynomials p⊖ q ∈ C[z] and R1, R2 ∈ C[x, y] such that
(p⊖ q)(x− y) = p(x)R1(x, y) + q(y)R2(x, y).
As mentioned in remark 3.30 above it was the idea of Bourgain to use such an algebraic construction
to prove the separation property (3.22). In our analysis we not only use the existence of such a
representation but we also need estimates on the coefficients of p ⊖ q, R1 and R2. Therefore we
investigate how the coefficients of these polynomials can be obtained from the coefficients of p and
q.
Throughout our analysis we need to estimate higher order derivatives of composed functions or
of functions which are defined implicitly. In many cases we cannot use the Cauchy integral formula
to obtain such bounds. In such situations we employ somewhat explicit formulae for the higher
order chain rule which are adapted to the desired estimates. We have collected these different
versions of the chain rule in section 24.
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Chapter II
The Small Divisor Problem
The goal of chapter II is to solve the P – equation (see theorem 12.4). Throughout chapter II
and chapter III we assume that the hypothesis of theorem 2.19 holds, i.e. F : R → R, b ∈ R and
γ ∈ R+, 0 < κ < 1 are given and assumptions A1 – A4 are satisfied.
4 Notation and definitions
In this section we explain the notation and definitions used in chapters II and III to prove theorem
2.19. For quick reference we have also included a table of notation in section 25 at the end of this
paper. There is a reason why we introduce all the notation before we begin the proof. As we will
see there are many parameters in the construction which must satisfy a large number of conditions.
If we would introduce these parameters only when they first appear in the proof it would be a
difficult task to verify that no circular or contradictory definitions have been made. This issue is
resolved in the following way. We present the definitions in such an order that by starting from
the quantities given in theorem 2.19 and in assumptions A1 – A4 one may verify one by one that
the definitions make sense. However, from part H) on the definitions will depend on a parameter
n0 ∈ N. We show at the end of the present section (lemma 4.54) that n0 can be chosen in such a
way that all conditions on the parameters which appear in the proof of theorem 2.19 are satisfied.
To facilitate the proof of lemma 4.54 we collect at the beginning of each of the sections 6 - 15 the
conditions which are used in that particular section.
A) General Notation
For any d ∈ R we denote by | · | the maximum norm on Zd, Rd and Cd. Sometimes we also use
ℓ1 – or ℓ2 – norms on these spaces which are denoted by | · |1, respectively | · |2. In our notation we
distinguish real and complex neighborhoods. For sets X ⊂ Rd, Z ⊂ Cd and positive numbers ρ we
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define
Bρ(X) := B(X, ρ) := {y ∈ Rd : |y − x| < ρ for some x ∈ X}, (4.1)
Uρ(Z) := U(Z, ρ) := {w ∈ Cd : |w − z| < ρ for some z ∈ Z}. (4.2)
In case the sets X = {x}, Z = {z} contain only a single point we usually replace in (4.1), (4.2)
the sets X, Z by the elements x, z. Note that in this case Bρ(x) defines a cube and Uρ(z) defines
a polydisc since we use the maximum norm for the definition of the neighborhoods. By a slight
abuse of notation we sometimes restrict the neighborhoods to the lattice Zd, i.e. BN (n) = {m ∈
Z
d : |m− n| < N} for lattice sites n ∈ Zd and N > 0.
For a, b ∈ Cd we define
< a, b >:=
d∑
i=1
aibi. (4.3)
Note that there are no complex conjugates in this definition.
The function [·] was defined in (3.38). We also use the floor function
⌊·⌋ : R→ Z ; ⌊x⌋ = max{n ∈ Z : n ≤ x}. (4.4)
B) Notation related to the statement of theorem 2.19
We are given the function F and the numbers b, γ, κ through the hypothesis of theorem 2.19.
The following quantities are defined due to assumptions A1 – A4: the number of phases ν (2.11), the
frequency vector of the linearized system ω(0) (2.12), (2.13), the vector g (2.10), positive constants
s and τ related to assumption A3 (2.14), and the matrix Ω (2.15) – (2.18).
C) Notation related to the weight functions
In section 5 we define families of weight functions on Zν and corresponding weighted norms for
sequence and matrix spaces. We define the following parameters
c := 0.01 (4.5)
DN := max(Dν,c,Dν,1) ≥ 1, (4.6)
where Dν,c and Dν,1 are defined in (17.1) and shown to be finite in proposition 17.2. Weight
functions wσ,c, wσ,1 are defined for σ ≥ 1/4 in 5.15. The corresponding sequence spaces (Xσ,c, ‖·‖σ,c),
(Xσ,1, ‖ · ‖σ,1) and matrix spaces (Lσ,c, ‖ · ‖σ,c), (Lσ,1, ‖ · ‖σ,1) are defined in 5.21 (see also (5.2),
(5.10)).
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With each application of the coupling lemma 20.1 we loose some of the decay properties of the
matrices. Therefore we use a scale of spaces Lσj ,c with
σj :=
1
2
(1 +
1
j
) for j ≥ 1. (4.7)
D) Notation related to the nonlinear part of the equation
The function F is assumed to be real analytic in a neighborhood of −b. We denote by r˜F,b the
radius of convergence of the corresponding power series at −b and set
rF,b := min(1, r˜F,b), (4.8)
F (y) =
∞∑
k=0
αk(y + b)
k for |y + b| < rF,b (4.9)
which defines the sequence (αk)k≥0 (αk = F
(k)(−b)/(k!)). The nonlinear part of the Fourier
equation is given by
W (u) =
∞∑
k=2
αku
∗k,
where u∗k denotes the k-th convolution power of the sequence u (see notation 5.9). The definition
of W (u) is purely formal at this point. In lemma 18.1 the definition is made rigorous for sequences
u in Xσ,c, resp. Xσ,1. Furthermore, the constant DW is defined through lemma 18.1.
E) Notation related to the Lyapunov – Schmidt decomposition
In order to describe the Lyapunov – Schmidt reduction we defined the diagonal operators D(ω)
(3.2), the set S (3.4), the projections Q (3.5) and P (3.6), the parameterization ϕ(a) (3.9), the
parameter λ(0) (3.11) and the functions P, Q (3.13), (3.12) which describe the P – equation,
respectively Q – equation of the Lyapunov - Schmidt reduction.
Recall that we first solve the P – equation for v. The parameters of this equation (a, ω) are
denoted by λ (see (3.10)).
F) Notation related to the linearized equations
For j ∈ N we denote by vj(λ) the j-th approximation of the solution v(λ) of the P – equation.
As explained in section 3 we need to investigate the invertibility of the following matrices
T (j)(λ)(m,n) = V (ω)(m)δm,n +DW (ϕ(a) + vj(λ))(m,n), (4.10)
T (j)(θ, λ)(m,n) = V (θ, ω)(m)δm,n +DW (ϕ(a) + vj(λ))(m,n), (4.11)
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where V (ω), V (θ, ω) were defined in (2.16), (3.31). For l ∈ N set
Vl : C→ C ∪ {∞} ; Vl(ϑ) := α1 − l
2γ2
4 sin2 ϑ2
. (4.12)
Observe that V (θ, ω)(m) = V|<m,g>|(θ+ < ω,m >). In our analysis we use a few estimates on the
functions Vl, mainly in a neighborhood of their zeros. It is easy to see from assumption A2 that
Vl has zeros only for 1 ≤ l ≤ ν. In this case the set of zeros of Vl is given by {±ω(0)l } + 2πZ.
The properties of the functions Vl, 1 ≤ l ≤ ν, which are needed in the proof of theorem 2.19 are
collected in proposition 19.1. In this proposition one also finds the definition of the constants dV ,
δV and DV .
The quantities V (ω)(m), V (θ, ω)(m) are not well defined if < ω,m >∈ 2πZ, respectively θ+ <
ω,m >∈ 2πZ. Hence for C ⊂ Zν the restricted matrices T (j)C (λ), T (j)C (θ, λ) are not well defined for
λ ∈ ZC , respectively (θ, λ) ∈ Z˜C . The sets ZC , Z˜C were defined in (3.40), (3.41).
G) Special constants and functions
In the course of proving theorem 2.19 a number of constants and functions are used. We list
them here. Of particular interest are definitions (4.13) – (4.17) as they are closely related to the
choice of parameters in the multi-scale analysis (see (4.44) – (4.48)).
A := 25600ν8 (2⌊τ⌋+ 5) (4.13)
A1 := 4ν (4.14)
Eρ := 32ν
3(⌊τ⌋+ 3) (4.15)
Eδ := 32ν
3(⌊τ⌋+ 1) (4.16)
EM := 32ν
3(2⌊τ⌋ + 5) (4.17)
q := 1 +A(EM + Eρ) (4.18)
B0 := 22ν
3 (4.19)
B1 := 8ν
2 (4.20)
B2 := 18ν
3 (4.21)
Dτ :=
∞∑
k=1
5k(τ+1)e−1.5
k
(4.22)
DE(x) :=
∞∑
k=1
5kEρ(x−1)e−1.5
k
for x ≥ 1 (4.23)
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dτ,c := min
x≥1
e
1
2
xc
2xτ
(4.24)
dmin := min
ξ∈Rν ,|ξ|2=1
|Ωξ| (4.25)
d˜min := min
1≤j,l≤ν
|Ωj,l| (4.26)
D1,1 := 4DN

B0+1∑
p=1
pB0

( 16α1
dV γ2
)B0+1
2EρB0 (4.27)
D1,2 := 2 · 8B0(B0!)

B0+1∑
p=1
pB0DpN

 (4.28)
D1,3 := (8DN max(D1,1,D1,2))
B0+1

B0+1∑
p=1
pB0

(max
y≥0
(1 + y)q(2B0+1)e−
1
4
yc
)
(4.29)
D1,4 := 2
B0DV + 4
B0DVD1,3
(
max
y≥0
(1 + y)q(2B0+1)e−
1
4
|y−1|c
)
(4.30)
D1,5 := (2ν)!2
2ν(2ν)B0 (4.31)
D1 := (2ν)!(2D1,4)
2ν(2ν)B0 (4.32)
D2 := (2ν +B1)
B21 (75D1(B1!)2
B1)2B1−1 (4.33)
D3 := (B1 + 1)!37e
6ν2DWD
2
NDτDE(B1 + 1) (4.34)
D4,2 := DWD
B1+1
3

B1+1∑
p=1
1
p!
pB1+1

 (4.35)
D4,1 := DV +D4,2 (4.36)
D4 := D4,1(ν +B1)
B1 2
dV
(4.37)
DP := (4ν
2)!24ν(4ν)B1D4ν2 (4.38)
DK := ν
2DP + 10ν
24(2ν+1)
2
[(2ν + 1)2!] (4.39)
Definition of the mollifier ψ. We choose a function ψ : R4ν → R with the following four properties.
(1) ψ ∈ C∞(R4ν)
(2) supp(ψ) ⊂ {x ∈ R4ν : |x| < 1}.
(3) ψ(x) ≥ 0 for all x ∈ R4ν .
(4)
∫
R4ν
ψ(x)dx = 1.
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For k ∈ N0 define
Dψ(k) := sup
|β|1≤k
∫
R4ν
|∂βψ(x)|dx. (4.40)
Definition of κ˜. The set Z in the statement of theorem 2.19 turns out to be of the form
Z = {(z1, . . . , zν) ∈ Cν : (|z1|, . . . , |zν |) ∈ M∞}
for some suitable set M∞ ⊂ Rν . We need to understand how lower bounds on the ν-dimensional
Lebesgue measure of the setM∞ translate to lower bounds on the 2ν-dimensional Lebesgue measure
of the set Z regarded as a subset of R2ν . For a set M ⊂ Rν denote
MC := {(z1, . . . , zν) ∈ Cν : (|z1|, . . . , |zν |) ∈M} ⊂ Cν ≡ R2ν .
Recall that κ ∈ (0, 1) was given in theorem 2.19. We define
κ˜ := inf{ volν(B1(0) \M) :M ⊂ B1(0) and vol2ν(MC) ≤ κ vol2ν(U1(0))}. (4.41)
It is elementary to show the following proposition.
Proposition 4.42 Given ν ∈ N, 0 < κ < 1 and let κ˜ be defined as in (4.41). Then
(a) κ˜ > 0.
(b) For any ρ > 0 and any measurable set M ⊂ Bρ(0) with volν(Bρ(0) \M) ≤ κ˜ρν it follows that
vol2ν(MC) ≥ κ vol2ν(Uρ(0)).
H) Parameters of the multi-scale analysis depending on n0
N0 := 5
n0 (4.43)
Nj := N
Aj
0 (4.44)
ρj := N
−Eρ
j (4.45)
ρ˜j := N
−A1Eρ
j (4.46)
δj := N
−Eδ
j (4.47)
Mj := N
EM
j (4.48)
39
I) The sets C(j) and POL
We define the following classes of subsets in Zν (cf. remark 3.35).
C(1) := {C ⊂ B1.5(0) : C ∩ S 6= ∅}, (4.49)
C(j) := {C ⊂ BNj−1(0) : C ∩ S 6= ∅ and C interval }, j ≥ 2, (4.50)
where we say that a set C ⊂ Zν is an interval, if there exist real numbers ai, bi, 1 ≤ i ≤ ν such
that C = {n ∈ Zν : ai < ni < bi for all 1 ≤ i ≤ ν}.
Recall the definition of the constant DP in (4.38). We call a map p : C× U → C an admissible
polynomial, if ∅ 6= U ⊂ C2ν and there exist d ∈ N, and analytic functions ci : U → C, 0 ≤ i < d,
such that
p(θ, λ) = θd +
∑
0≤i<d
ci(λ)θ
i
and the following three conditions are satisfied:
(1) 1 ≤ d ≤ 4ν2,
(2) ci(λ) ∈ R for all λ ∈ U ∩ R2ν , 0 ≤ i < d,
(3) |∂βci(λ)| ≤ DPM4(B0+ν)|β|10 for all λ ∈ U , 0 ≤ i < d, 0 ≤ |β|1 ≤ B1.
We define
POL := {(p, ϑ) : p is an admissible polynomial and ϑ ∈ R}. (4.51)
J) Cube decompositions and the projections π
(j)
l
Let ρ, ρ˜ > 0 with ρ/ρ˜ ∈ N and let x ∈ R2ν . Then there exists a set {yk ∈ R2ν : 1 ≤ k ≤ (ρ/ρ˜)2ν}
which is uniquely defined by the following two conditions.
Bρ(x) =
⋃
k
Bρ˜(yk)
Bρ˜(yk) ∩Bρ˜(yl) = ∅ for l 6= k.
We use such cube decompositions for the sets of parameters N (j) which appear in the induction
statements in sections 6 and 7.
N (j) =
⋃
k∈K(j)
Bρj (λ
(j)
k ) =
⋃
k∈K(j+0.5)
Bρ˜j (λ
(j+0.5)
k ) (4.52)
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The sets K(l), {λ(l)k : k ∈ K(l)}, K(l+0.5), {λ(l+0.5)k : k ∈ K(l+0.5)} are defined inductively in l. We
will define K(1) = {1} and λ(1)1 = λ(0) (see (6.6) – (6.8) below). Each induction step j → j + 1
consists of two parts. First we perform a cube decomposition of each cube Bρj (λ
(j)
k ), k ∈ K(j) into
sub-cubes of radius ρ˜j, yielding sets K
(j+0.5), {λ(j+0.5)k : k ∈ K(j+0.5)} (see also (4.52)). Observe
that ρj/ρ˜j ∈ N, since A, A1, Eρ, Nj are integers (see (4.13) – (4.15), (4.43) – (4.46), n0 ∈ N by
lemma 4.54) and the cube decomposition is well defined. Then one performs a cube decomposition
on each cube Bρ˜j(λ
(j+0.5)
k ), k ∈ K(j+0.5) into sub-cubes of radius ρj+1 (ρ˜j/ρj+1 ∈ N since A/A1 ∈ N)
obtaining sets Kˆ(j+1), {λ(j+1)k : k ∈ Kˆ(j+1)}. The set K(j+1) is defined as a subset of Kˆ(j+1) by
removing those cubes which contain resonant parameters. We define the following projection map
between sets K(l). Let l, j ∈ 12(N + 1) with l ≤ j.
π
(j)
l : K
(j) → K(l), π(j)l (k) is defined by the condition λ(j)k ∈ Bρl
(
λ
(l)
π
(j)
l (k)
)
. (4.53)
In the case that l is not an integer we understand ρl ≡ ρ˜l−0.5.
We conclude this section by determining the parameter n0.
Lemma 4.54 Suppose that F : R → R, b ∈ R, γ ∈ R+ and 0 < κ < 1 are given and satisfy
assumptions A1 – A4. There exists an integer n0 ∈ N such that conditions (6.1) – (6.4), (8.1) –
(8.13), (12.1), (13.1) – (13.3), (15.1) – (15.3) are satisfied; conditions (10.2) – (10.56), (11.1) –
(11.7), (14.1) – (14.15) are satisfied for j ≥ 1 and conditions (9.1) – (9.17) are satisfied for j ≥ 2.
For the remaining part of chapter II and for chapter III we will let n0 be a fixed integer satisfying
the conditions stated in lemma 4.54. This completes the definitions given in parts H) and I) of this
section.
Proof. One proves lemma 4.54 by showing that each condition is satisfied for sufficiently large
values of n0. Of course, in case the condition depends on the induction step j ∈ N we must ensure
that the lower bound on n0 is uniform in j. For the proof it is important to observe that the only
quantities appearing in the conditions which depend on n0 are Nj, ρj , ρ˜j, δj and Mj (j ≥ 0). We
choose a few examples to demonstrate the method of proof.
• (8.7): It follows from assumption A2 and from the definition of ν in (2.11) that
(ν + 1)2γ2
4
− α1 > 0. (4.55)
The only quantity in (8.7) which depends on n0 is N0. Since Eρ > 1 (4.15) and τ > 0 (assumption
A3) (4.55) implies that (8.7) holds for sufficiently large n0.
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• (8.8): The only quantities, depending on n0 are N0 and ρ0 = N−Eρ0 . Since Eρ > τ + 1 (see
(4.15)) it is clear that N τ+10 ρ0 → 0 as n0 →∞, proving (8.8)
• (9.10): Using (4.44), (4.48) it suffices to show that for all j ≥ 1
log(4DN ) +AEM log(Nj) ≤ 1
4(j + 1)(j + 2)
N cj . (4.56)
We obtain the condition on n0 by investigating (4.56) inductively. For j = 1 we need
log(4DN ) + n0A
2EM log 5 ≤ 1
24
5Acn0
which is clearly satisfied for sufficiently large n0. For the induction step j → j + 1, j ≥ 1, we
estimate the ratios
0 ≤ log(4DN ) +AEM log(Nj+1)
log(4DN ) +AEM log(Nj)
≤ A,
4(j + 1)(j + 2)N cj+1
4(j + 2)(j + 3)N cj
≥ 1
2
N
(A−1)c
j ≥
1
2
5A(A−1)cn0 .
For n0 sufficiently large we have
A ≤ 1
2
5A(A−1)cn0
completing the proof of (4.56)
• (10.35): We may replace (10.35) by the following three conditions
(8/ρj+1)
B0 ≤ e 132Ncj for all j ≥ 1, (4.57)
B0!DW e
− 1
32
Nc1 ≤ 1
2
, (4.58)
e−
1
32
Ncj+1 ≤ 1
2
e−
1
32
Ncj for all j ≥ 1. (4.59)
Observe that there exists a number N˜ > 0 such that for all N ≥ N˜
(8NAEρ)B0 ≤ e 132Nc .
If n0 is chosen large enough such that 5
An0 ≥ N˜ then (4.57) is satisfied. Condition (4.58) can clearly
be satisfied by choosing n0 large and condition (4.59) is satisfied if N
c
1(N
c(A−1)
1 −1) ≥ 32 log 2 which
again is achieved by making n0 large.
• (10.48): Recall that k! ≥ (k/e)k. Since ν ≥ 2 we have B2/4 ≥ 12ν and B2 ≥ 2ν(B1 + 1) (see
(4.20), (4.21)). Hence B2! ≥ (12ν)B2 ≥ (12ν)2ν(B1+1).
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• (14.15): Since Nj = 5n0Aj and A ≥ 2 it is clear that Nj ≥ 2j independent of the choice of
n0 ∈ N. We can therefore replace (14.15) by
N
−AEδ/B1+A1Eρ+(ν+2)A+(4ν+1)+2Eδ
j ≤ κ˜ for all j ≥ 1. (4.60)
One verifies from the definitions of A, A1, Eδ, Eρ and B1 that the exponent in (4.60) is negative.
Since Nj ≥ N1 for all j ≥ 1 one can satisfy (14.15) simultaneously for all values of j by choosing
n0 large enough.
Remark 4.61 The conditions which appear in lemma 4.54 not only determine n0 but they are
also the reason behind the choices which were made for c, B0, B1, B2, A, A1, Eρ, Eδ, EM . To
determine these constants on can proceed for example in the following way. First define c satisfying
(9.14), then choose B0, B1 and B2 via (14.7), (10.46) and (10.44). We are then left with conditions
on A, A1, Eρ, Eδ and EM . The conditions for these quantities are somewhat involved as one can
already see from the condition that the exponent in (4.60) is negative appearing in the proof of
(14.15) above. The following list shows all conditions which contain at least two quantities of A,
A1, Eρ, Eδ, EM .
• Eδ + 1 < Eρ: (6.2), (9.9), (10.8), (10.10), (10.13), (10.17), (10.34), (10.42), (11.2), (11.3)
• EM > Eδ + Eρ: (10.33), (10.37), (9.11), (10.15)
• AEδ > Eρ − 1: (10.6)
• AEρ > EM (2B0 + 1): (10.39)
• AEδ > EM : (10.43)
• 2EM (B0 + ν) + 2νAEδ < EρAA1: (10.47)
• A2(Eρ − Eδ) > 4EM (B0 + ν): (11.3)
• 2EM +AEδ + Eδ < AEM : (11.6)
• 16ν2B1Eρ + 32ν2(B0 + ν)EM < A: (14.9)
• A1Eρ + (ν + 2)A+ (4ν + 1) + 2Eδ < AEδ/B1: (14.15)
5 Fourier analysis
In this section we perform a Fourier transform of our original equation. We begin by defining
weighted sequence spaces (for the Fourier coefficients) and corresponding operator spaces. Similar
classes of weights have been used in the context of small divisor problems by DeLatte [22], Craig
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and Wayne [10] and Bourgain [4]. The weights and norms we introduce in section 5.1 are well
suited for a multi-scale analysis and have been presented by the author in [44].
5.1 Sequence and matrix spaces
The Fourier coefficients of the profile functions χ(·; z) form sequences on the lattice Zν. For our
analysis it is convenient to consider certain families of weighted ℓ1 spaces. The corresponding
weights belong to the following class which was already used in [17].
W := {w : Zν → [1,∞) : w(m) ≤ w(n)w(m − n) for all m,n ∈ Zν} (5.1)
For weights w ∈ W we define the sequence space
ℓ1,w :=
{
u : Zν → C :
∑
m∈Zν
w(m)|u(m)| <∞
}
. (5.2)
It is easy to see that the space ℓ1,w together with the norm
‖u‖ℓ1,w :=
∑
m∈Zν
w(m)|u(m)| (5.3)
is a Banach space which is contained in ℓ1. What will be important in our analysis is that the
norms defined in (5.3) are sub-multiplicative with respect to convolution. For u, v ∈ ℓ1 set
(u ∗ v)(m) :=
∑
n∈Zν
u(m− n)v(n). (5.4)
The following proposition is a straightforward consequence of definition (5.1) and the well known
sub-multiplicativity of the ℓ1 – norm under convolution.
Proposition 5.5 Let w ∈ W and u, v ∈ ℓ1,w. Then u ∗ v ∈ ℓ1,w and
‖u ∗ v‖ℓ1,w ≤ ‖u‖ℓ1,w‖v‖ℓ1,w . (5.6)
For ξ ∈ Rν we have( ∑
m∈Zν
u(m)ei<m,ξ>
)
·
(∑
m∈Zν
v(m)ei<m,ξ>
)
=
∑
m∈Zν
(u ∗ v)(m)ei<m,ξ> (5.7)
and
(uei<·,ξ>) ∗ (vei<·,ξ>) = (u ∗ v)ei<·,ξ>. (5.8)
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Notation 5.9 For u ∈ ℓ1 and k ∈ N we denote by
u∗k := u ∗ u ∗ . . . ∗ u
the k-th convolution power of u.
Next we turn to spaces of linear operators on ℓ1,w. For w ∈ W we define
Lw :=
{
R : Zν × Zν → C : ‖R‖w ≡ sup
n∈Zν
∑
m∈Zν
w(m− n)|R(m,n)| <∞
}
. (5.10)
It is not difficult to see that (Lw, ‖ · ‖w) is a Banach space. Moreover, one can introduce matrix
multiplication in Lw by setting
(RS)(m,n) :=
∑
p∈Zν
R(m, p)S(p, n). (5.11)
Indeed, for R, S ∈ Lw, w ∈ W and n ∈ Zν we conclude from (5.1)
∑
m∈Zν
w(m− n)|(RS)(m,n)| ≤
∑
m,p∈Zν
w(m− p)|R(m, p)|w(p − n)|S(p, n)|
≤
∑
p∈Zν
‖R‖ww(p− n)|S(p, n)|
≤ ‖R‖w‖S‖w.
Thus the matrix RS lies in Lw, satisfying
‖RS‖w ≤ ‖R‖w‖S‖w. (5.12)
One readily verifies that Lw forms an algebra (see, e.g. [48] for a definition) with unity I, I(m,n) =
δm,n. Furthermore, for R ∈ Lw and u ∈ ℓ1,w we define (Ru)(m) :=
∑
n∈Zν R(m,n)u(n) and obtain
‖Ru‖ℓ1,w =
∑
m
w(m)
∣∣∣∣∣
∑
n
R(m,n)u(n)
∣∣∣∣∣ ≤
∑
m,n
w(m− n)|R(m,n)|w(n)|u(n)|
≤ ‖R‖w‖u‖ℓ1,w . (5.13)
We summarize
Proposition 5.14 Let w ∈ W. Then Lw is a Banach algebra with respect to the norm ‖ · ‖w. The
space Lw is contained in the space B(ℓ1,w) of bounded linear operators on ℓ1,w and the corresponding
operator norm in B(ℓ1,w) is bounded above by ‖ · ‖w.
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Finally, we introduce two particular families of weight functions in W.
Definition 5.15 Let ν, c and DN be given by (2.11), (4.5) and (4.6). For σ ≥ 1/4 and n ∈ Zν
we set
wσ,c(n) := DNe
σ|n|c ,
wσ,1(n) := DN (1 + |n|)ν+1eσ|n|.
The following properties of the just defined weight functions will be used throughout our anal-
ysis.
Lemma 5.16 For σ ≥ 1/4 and x ∈ {c, 1} the following holds.
wσ,x ∈ W (5.17)
1
wσ,x(n)
≥
∑
m∈Zν
1
wσ,x(m)wσ,x(n−m) for all n ∈ Z
ν (5.18)
wσ,x(n) = wσ+µ,x(n)e
−µ|n|x for all n ∈ Zν , µ > 0 (5.19)
‖u‖σ1,x1 ≤ ‖u‖σ2,x2 for all σ1 ≤ σ2, x1 ≤ x2, u ∈ Xσ2,x2 . (5.20)
Proof. Properties (5.18), (5.19) and (5.20) follow immediately from the definition of wσ,x and
from the definition of DN (see (4.6), proposition 17.2). It is also clear that wσ,x(n) ≥ 1 for all
n ∈ Zν . Finally, the sub-multiplicative property w(n) ≤ w(m)w(n − m) which appears in the
definition of W is weaker than (5.18) and hence (5.17) follows.
Property (5.17) shows that the sequence and matrix spaces corresponding to the weights wσ,x
satisfy propositions 5.5 and 5.14. We introduce the following notation.
Definition 5.21
Xσ,c := ℓ1,wσ,c, Xσ,1 := ℓ1,wσ,1 ,
Lσ,c := Lwσ,c, Lσ,1 := Lwσ,1.
By a slight abuse of notation the corresponding norms of the sequence spaces Xσ,c, Xσ,1 and of the
matrix spaces Lσ,c, Lσ,1 are both denoted by ‖ · ‖σ,c, ‖ · ‖σ,1.
5.2 The equation for the Fourier coefficients
In this subsection we derive the equation for the Fourier coefficients.
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Proposition 5.22 Let F , b, γ be given as in theorem 2.19, satisfying assumptions A1 – A4. Recall
the definitions of ν, g, c, rF,b, αk (see section 4 B) – D) ). Suppose that for some s0 > 0, ω ∈ Rν,
and u ∈ X1,c the following five conditions hold:
‖u‖1,c < rF,b, (5.23)
u(0) = 0, (5.24)
u(−m) = u(m) for all m ∈ Zν, (5.25)
dist (< ω,m >, 2πZ) ≥ s0e−
1
2
|m|c for all m ∈ Zν \ {0}, (5.26)(
α1 − γ
2 < m, g >2
4 sin2 <ω,m>2
)
u(m) = −
∞∑
k=2
αku
∗k(m) for all m ∈ Zν \ {0}. (5.27)
Set
u˜(m) :=


u(m)
−2i sin <ω,m>
2
, if m ∈ Zν \ {0},
0 , if m = 0,
(5.28)
and define
χ(ξ) :=
∑
m∈Zν
u˜(m)ei<m,ξ> for ξ ∈ Rν , (5.29)
xn(t) := nb+ χ(nω − γtg) for t ∈ R, n ∈ Z. (5.30)
Then for every n ∈ Z the function xn is real valued, smooth and 2πγ -periodic. The chain (xn)n∈Z
satisfies
x¨n(t) = F (xn−1(t)− xn(t)) − F (xn(t)− xn+1(t)) for all n ∈ Z, t ∈ R. (5.31)
Proof. From condition (5.26) we deduce
∣∣∣sin < ω,m >
2
∣∣∣ ≥ 1
π
s0e
− 1
2
|m|c for m ∈ Zν \ {0}. (5.32)
Using (5.3), definitions 5.15, 5.21 and DN ≥ 1 (see (4.6)) it follows that
|u˜(m)| ≤ π‖u‖1,c
2s0w1,c(m)
e
1
2
|m|c ≤ π‖u‖1,c
2s0
e−
1
2
|m|c for m ∈ Zν. (5.33)
This estimate together with condition (5.25) implies that χ as defined in (5.29) is a real valued C∞-
function on the torus Tν . The time periodicity of the functions xn is obvious since all components
of the vector g are integers.
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It only remains to verify (5.31). From (5.30), (5.29), (5.28), and (5.24) we conclude
xn−1(t)− xn(t) = −b+
∑
m∈Zν
u˜(m)(e−i<m,ω> − 1)ei<m,ωn−gγt>
= −b+
∑
m∈Zν
u(m)e−
i
2
<m,ω>ei<m,ωn−gγt>.
Using w1,c(m) ≥ 1 for all m ∈ Zν and (5.23) we see that the Fourier series of xn−1−xn+b converges
absolutely with
|xn−1(t)− xn(t) + b| <
∑
m∈Zν
|u(m)| ≤ ‖u‖1,c < rF,b. (5.34)
Thus the following reorderings of summation are justified (see also proposition 5.5).
F (xn−1(t)− xn(t)) =
∞∑
k=0
αk (xn−1(t)− xn(t) + b)k
=
∞∑
k=0
αk
(∑
m∈Zν
u(m)e−
i
2
<m,ω>ei<m,ωn−gγt>
)k
= α0 +
∞∑
k=1
αk
( ∑
m∈Zν
u∗k(m)e−
i
2
<m,ω>ei<m,ωn−gγt>
)
= α0 +
∑
m∈Zν
(
∞∑
k=1
αku
∗k(m)
)
e−
i
2
<m,ω>ei<m,ωn−gγt>.
Consequently,
F (xn(t)− xn+1(t)) = α0 +
∑
m∈Zν
(
∞∑
k=1
αku
∗k(m)
)
e
i
2
<m,ω>ei<m,ωn−gγt>.
Thus
F (xn−1(t)− xn(t))− F (xn(t)− xn+1(t)) = (5.35)∑
m∈Zν
(
∞∑
k=1
αku
∗k(m)
)(
−2i sin < m,ω >
2
)
ei<m,ωn−gγt>.
On the other hand, a straight forward calculation shows that
x¨n(t) =
∑
m∈Zν
u˜(m)
(− < m, g >2 γ2) ei<m,ωn−gγt>. (5.36)
It suffices to verify that the Fourier coefficients in (5.35) and (5.36) coincide, i.e. to show
u˜(m)
(− < m, g >2 γ2) =
(
∞∑
k=1
αku
∗k(m)
)(
−2i sin < m,ω >
2
)
for all m ∈ Zν. (5.37)
For m = 0 both sides of equation (5.37) clearly vanish. For m ∈ Zν \ {0} equation (5.37) follows
from (5.27) and (5.28).
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6 The first induction step
The P – equation is solved by an inductive construction. In this section we formulate and prove
the initial induction statement (IS)j=1.
Estimates of lemma 4.54 used in section 6:
12DNν2
ν+1e2ρ0 < rF,b (6.1)
50νρ1N1 ≤ δ1 (6.2)
s
(2N1 + 4)τ
≥ 3δ1 (6.3)
δ1 < 2δV (6.4)
Induction statement (IS)j=1 concerns the following quantities: v1 : U(Bρ0(λ(0)), 2ρ0) → X2,1,
N (1) ⊂ R2ν , K(1) ⊂ N, λ(j)k ∈ R2ν and I(1)C,k ⊂ (−π, π) for C ∈ C(1), k ∈ K(1).
Statement (IS)j=1:
(1)j=1
(a) v1(λ) = 0 for all λ ∈ U(Bρ0(λ(0)), 2ρ0).
(b) The map U(Bρ0(λ
(0)), 2ρ0)→ X2,1, λ 7→ P(v1(λ), λ) is analytic and
‖P(v1(λ), λ)‖2,1 ≤ DW (2ν+2νDNe2)2|a|2 for all λ ∈ U(Bρ0(λ(0)), 2ρ0).
(2)j=1 N (1) =
⋃
k∈K(1) Bρ1(λ
(1)
k ).
(3)j=1
(a) For each C ∈ C(1) and k ∈ K(1) the set I(1)C,k satisfies
I
(1)
C,k ⊂
⋃
µ∈{0,±2ω
(0)
i }
{[µ]}+ (−δ1, δ1).
Moreover, I
(1)
C,k is a union of #(C ∩ S) + 1 disjoint open intervals, such that B(I(1)C,k, 2δ1) is
again a union of #(C ∩ S) + 1 disjoint intervals with B(I(1)C,k, 2δ1) ⊂ (−π, π).
(b) For λ = (a, ω) ∈ U(N (1), ρ1) and m ∈ Zν satisfying 0 < |m| ≤ 2N1 we have
dist (< ω,m >, 2πZ) ≥ sdτ,ce− 12 |m|c .
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(c) Let k ∈ K(1), λ = (a, ω) ∈ U(Bρ1(λ(1)k ), ρ1), C ∈ C(1), m ∈ Zν with 0 < |m| ≤ 2N1 and
< m, g >= 0.
Then < ω,m >∈ U(R \ I˜(1)C,k, δ110 ), where I˜
(1)
C,k ≡ I(1)C,k + 2πZ (cf. remark 3.36).
(d) Let k ∈ K(1), λ = (a, ω) ∈ U(Bρ1(λ(1)k ), ρ1), θ ∈ C, C1, C2 ∈ C(1), m,n ∈ Zν with 0 <
|n−m| ≤ 2N1 and < m− n, g >= 0.
Then θ+ < ω,m >∈ U(I˜(1)C1,k, δ110 ) implies θ+ < ω,n >∈ C \ U(I˜
(1)
C2,k
, δ110 ).
(4)j=1 Let k ∈ K(1), C ∈ C(1), m ∈ S ∩ C, and (θ, λ) ∈ U(R \ I˜(1)C,k, δ110)× U(Bρ1(λ
(1)
k ), ρ1).
Then |V (θ, ω)(m)| > dV δ12 .
Lemma 6.5 There exist v1, N (1), K(1), λ(1)k (for k ∈ K(1)), I(1)C,k (for C ∈ C(1), k ∈ K(1)) such
that statement (IS)j=1 is satisfied.
Proof. (1)j=1 : Statement (a) forces the definition v1(λ) := 0 for all λ ∈ U(Bρ0(λ(0)), 2ρ0). To
show (b) observe that P(v1(λ), λ) = PW (ϕ(a)). Definitions (3.9), 5.15, and 5.21 together with
(6.1) imply for λ ∈ U(Bρ0(λ(0)), 2ρ0) that
‖ϕ(a)‖2,1 ≤ DN2ν2ν+1e2|a| < 6DNν2ν+1e2ρ0 < rF,b
2
.
Lemma 18.1 then implies analyticity of the function P(v1(·), ·) on U(Bρ0(λ(0)), 2ρ0). The same
lemma 18.1 also yields
‖P(v1(λ), λ)‖2,1 = ‖PW (ϕ(a))‖2,1 ≤ ‖W (ϕ(a))‖2,1 ≤ DW (2ν+2νDNe2)2|a|2.
(2)j=1 : We set
N (1) := Bρ1(λ(0)), (6.6)
K(1) := {1}, (6.7)
λ
(1)
1 := λ
(0). (6.8)
The claim is obvious.
(3)j=1 : For C ∈ C(1), k ∈ K(1) we define
I
(1)
C,k := (−δ1, δ1) ∪
⋃
ei∈C
([−2ω(0)i ]− δ1, [−2ω(0)i ] + δ1) ∪
⋃
−ei∈C
([2ω
(0)
i ]− δ1, [2ω(0)i ] + δ1). (6.9)
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In order to prove statement (a) it suffices to show the following two conditions.
dist(µ1 − µ2, 2πZ) ≥ 6δ1 for µ1, µ2 ∈ {0,±2ω(0)i }, µ1 6= µ2.
dist(µ, (2π + 1)Z) ≥ 3δ1 for µ ∈ {0,±2ω(0)i }.
Both estimates follow from assumption A3 and from s/(4τ ) ≥ 6δ1 which in turn is a consequence
of (6.3). Statement (b) follows from (6.6), assumption A3, (6.2), (6.3) and (4.24). Indeed, let
λ ∈ U(N (1), ρ1), 0 < |m| ≤ 2N1, then
dist (< ω,m >, 2πZ) ≥ dist (< ω(0),m >, 2πZ)− ν(2ρ1)(2N1)
≥ s|m|τ −
δ1
10
≥ s
2|m|τ
≥ sdτ,ce− 12 |m|c.
We prove claim (c) by contradiction. Assume that there exist λ ∈ U(N (1), ρ1), C ∈ C(1) andm ∈ Zν
with 0 < |m| ≤ 2N1, < m, g >= 0, such that
< ω,m >∈ C \ U(R \ I˜(1)C,1,
δ1
10
).
Again (6.2) implies | < ω,m > − < ω(0),m > | < δ1/10 and therefore
< ω(0),m >∈ R \ (R \ I˜(1)C,1) = I˜(1)C,1.
From the definition of I˜
(1)
C,1 ≡ I(1)C,1+2πZ and (6.9) it follows that there exist l ∈ Z and m1 ∈ S∪{0},
such that
| < ω(0),m > −2πl − 2 < ω(0),m1 > | < δ1
This implies dist (< ω(0),m− 2m1 >, 2πZ) < δ1. By assumption A3 and (6.3) it then follows that
m = 2m1. Since m1 ∈ S ∪ {0} the condition 0 =< m, g >=< 2m1, g > can only be satisfied, if
m1 = 0 and hence m = 0. However, this contradicts the assumption |m| > 0.
Claim (d) is also proved by contradiction. Assume there exist λ ∈ U(N (1), ρ1), θ ∈ C, C1, C2 ∈
C(1), m,n ∈ Zν with 0 < |m−n| ≤ 2N1, < m−n, g >= 0, and numbers θ1 ∈ I(1)C1,1, θ2 ∈ I
(1)
C2,1
, such
that
dist(θ+ < ω,m > −θ1, 2πZ) < δ1
10
, (6.10)
dist(θ+ < ω,n > −θ2, 2πZ) < δ1
10
.
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By the definition of the sets I
(1)
C,k there exist m1, n1 ∈ S ∪ {0}, such that
dist(θ1 − 2 < ω(0),m1 >, 2πZ) < δ1 and dist(θ2 − 2 < ω(0), n1 >, 2πZ) < δ1.
Substituting θ1 and θ2 in (6.10) and taking the difference of the inequalities of (6.10) we obtain
dist(< ω,m− n > −2 < ω(0),m1 − n1 >, 2πZ) < 22
10
δ1. (6.11)
Using |m−n| ≤ 2N1 and (6.2) we conclude that the distance of < ω(0),m−n−2(m1−n1) > to some
integer multiple of 2π is less than 3δ1. Assumption A3 together with (6.3) implym−n−2(m1−n1) =
0. From < m − n, g >= 0 we see that < m1, g >=< n1, g >. Recall that m1, n1 ∈ S ∪ {0} and
therefore we must have m1 = n1. Thus m− n = 0, contradicting the assumption |m− n| > 0.
(4)j=1 : Let C ∈ C(1), m ∈ S ∩C and (θ, λ) ∈ U(R \ I˜(1)C,1, δ110 )×U(Bρ1(λ
(1)
1 ), ρ1). We write m = µei
with µ ∈ {−1, 1} and i ∈ {1, . . . , ν}. From definition (6.9) it follows that
{0,−2µω(0)i }+ (−δ1, δ1) + 2πZ ⊂ I˜(1)C,1.
Thus
dist (θ, 2πZ) ≥ 9δ1/10,
dist (θ, {−2µω(0)i }+ 2πZ) ≥ 9δ1/10.
By (6.2) we have |ωi − ω(0)i | < δ1/3, implying
dist (θ + µωi, {µω(0)i }+ 2πZ) >
1
2
δ1, (6.12)
dist (θ + µωi, {−µω(0)i }+ 2πZ) >
1
2
δ1.
Since θ+ < ω,m >= θ + µωi we conclude from (4.12), proposition 19.1 (a) and (6.4) that
|V (θ, ω)(m)| = |Vi(θ + µωi)| > dV δ1
2
.
This completes the proof of Lemma 6.5.
7 The induction statement for j ≥ 2
In this section we formulate the induction statements for j ≥ 2. They concern the following
quantities vj : U(N (1), ρ1) → X1,c, N (j) ⊂ N (1), index sets K(j) and K(j−0.5), vectors λ(j)k ∈ N (1)
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(k ∈ K(j)), sets I(j)C,k (k ∈ K(j), C ∈ C(j)) and sets of polynomials POL(j)k˜ ⊂ POL (k˜ ∈ K(j−0.5)).
The proof that such functions exist will stretch over sections 8 – 11.
Statement (IS)j≥2:
(1)j≥2
(a) vj : U(N (1), ρ1)→ X1,c is a C∞ – function (if U(N (1), ρ1) is considered as a subset of R4ν).
(b) The restriction of the function vj to the set U(N (j−1), ρj−1/4) is analytic.
(c) The map λ 7→ P(vj(λ), λ) has an analytic continuation to U(N (j−1), ρj−1/4) and
‖P(vj(λ), λ)‖1/4,c ≤ e−N
c
j−1 |a|2 for all λ ∈ U(N (j−1), ρj−1/4).
(d) For all λ ∈ U(N (1), ρ1):
‖vj(λ)− vj−1(λ)‖1,c ≤

 4e
6ν2DWD
2
NDτN
τ+1
0 |a|2 if j = 2,
e−
1
8
Ncj−2 |a|2 if j > 2.
(e) For all λ ∈ U(N (1), ρ1):
‖∂β(vj − vj−1)(λ)‖1,c ≤


β!36e6ν2DWD
2
NDE(|β|1)NEρ(|β|1−1)0 if j = 2,
β!e2νDψ(|β|1)
(
8
ρj−1
)|β|1
e−
1
8
Ncj−2 if j > 2.
(f) For all λ ∈ U(N (1), ρ1) the support of vj(λ) is contained in BNj−1(0) \ (S ∪ {0}).
(g) For all λ ∈ B(N (1), ρ1) and m ∈ Zν we have vj(λ)(m) = vj(λ)(−m) ∈ R.
(h) Let λ = (a, ω) ∈ U(N (1), ρ1) with ai = 0, for some 1 ≤ i ≤ ν. Then vj(λ)(m) = 0, if mi 6= 0.
(2)j≥2
(a) N (j) = ⋃k∈K(j) Bρj (λ(j)k ) ⊂ N (j−1).
(b) For k˜ ∈ K(j−0.5) the following inclusion holds:
(
N (j−1) \ N (j)
)
∩Bρ˜j−1
(
λ
(j−0.5)
k˜
)
⊂
⋃
(p, ϑ) ∈ POL
(j)
k˜
2Nj−1 < |m| ≤ 2Nj
{λ ∈ Bρ˜j−1(λ(j−0.5)k˜ ) : |[< ω,m >]− ϑ| ≤
δ1
2 and
|p([< ω,m >]− ϑ, λ)| < (DK + 1)δj}.
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(c) POL(j)
k˜
⊂ POL and #POL(j)
k˜
≤ 2(2Nj−1)4νδ−2j−1.
(3)j≥2 Let C ∈ C(j) and k ∈ K(j). Denote C ′ := C ∩ B1.5(0), if j = 2, respectively C ′ :=
C ∩BNj−2(0), if j > 2 and k′ := π(j)j−1k.
(a) I
(j)
C,k ⊂ I(j−1)C′,k′ is an open set.
(b) For λ = (a, ω) ∈ U(N (j), ρj) and m ∈ Zν with 2Nj−1 < |m| ≤ 2Nj :
dist (< ω,m >, 2πZ) ≥ sdτ,ce− 12 |m|c .
(c) For k ∈ K(j), λ = (a, ω) ∈ U(Bρj (λ(j)k ), ρj), C ∈ C(j), m ∈ Zν with 2Nj−1 < |m| ≤ 2Nj and
< m, g >= 0:
< ω,m >∈ U(R \ I˜(j)C,k,
δj
10
),
where I˜
(j)
C,k ≡ I(j)C,k (see remark 3.36).
(d) For k ∈ K(j), λ = (a, ω) ∈ U(Bρj (λ(j)k ), ρj), θ ∈ C, C1, C2 ∈ C(j), m,n ∈ Zν with 2Nj−1 <
|n−m| ≤ 2Nj and < m− n, g >= 0:
θ+ < ω,m >∈ U(I˜(j)C1,k,
δj
10
) =⇒ θ+ < ω,n >∈ C \ U(I˜(j)C2,k,
δj
10
).
(4)j≥2 Let k ∈ K(j), C ∈ C(j) and define the corresponding C ′, k′ as in (3)j . There exists a map
(θ, λ) 7→ G(j)C (θ, λ) which is analytic on U(I˜(j−1)C′,k′ \ I˜(j)C,k, δj/10)× U(Bρj (λ(j)k ), ρj), satisfying
‖G(j)C (θ, λ)‖σj ,c ≤Mj for (θ, λ) ∈ U(I˜(j−1)C′,k′ \ I˜(j)C,k, δj/10) × U(Bρj (λ(j)k ), ρj). (7.1)
Furthermore, G
(j)
C (θ, λ) is the inverse of the matrix T
(j)
C (θ, λ) (the restriction of the matrix T
(j)(θ, λ)
(see (4.11)) to the set C) for all (θ, λ) ∈ U(I˜(j−1)C′,k′ \ I˜(j)C,k, δj/10)×U(Bρj (λ(j)k ), ρj) \ Z˜C . The entries
of G
(j)
C (θ, λ) are real for real values of (θ, λ).
8 The construction of vj+1 for j = 1
In this section we construct v2 from v1 by a modified Newton scheme. The induction hypothesis
(IS)(3c)j=1 and (IS)(4)j=1 will imply that the diagonal parts of the linearized operators dominate
the corresponding off-diagonal parts. The linearized operators can be inverted by a Neumann series.
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Observe, that the dependence of the estimates (IS)(1e)j=2 on the order of the derivative |β|1 is
better than one could derive from the analyticity of v2 ( see (IS)(1b)j=2) and from statement
(IS)(1d)j=2 via Cauchy’s formula. The improvement we have gained for estimates (IS)(1e)j=2
will be crucial for obtaining lower bounds on the measure of the set of non-resonant parameters in
section 14.
Estimates of lemma 4.54 used in section 8:
22ν+4e6ν2DWD
2
N ≤ e
1
2
Nc1 (8.1)
c ≤ A− 1
A
log 1.5
log 5
(8.2)
Eρ ≥ τ + 2 (8.3)
6νN
τ+1−Eρ
0 ≤ s (8.4)
s
2N τ0
< δV (8.5)
α1 >
dV s
2N τ0
(8.6)
(ν + 1)2γ2
4 cosh2(νN
1−Eρ
0 )
− α1 > dV s
2N τ0
(8.7)
12e6ν2DWD
2
NDτN
τ+1
0 ρ0 < 1 (8.8)
(2ν+2νe2DN + 1)3ρ0 <
rF,b
2
(8.9)
3(2ν+2νe2DN + 1)DN
2N
τ−Eρ
0
dV s
<
1
2
(8.10)
22ν+4
D2N
dV s
≤ N0 (8.11)
3(2ν+2νe2DN + 1) ≤ N0 (8.12)
12e3νDWDN ≤ N0 (8.13)
Lemma 8.14 Assume that induction statement (IS)j=1 holds. Then there exists a function v2 :
U(N (1), ρ1)→ X1,c such that induction statement (IS)(1)j=2 is satisfied.
Proof. By (4.43), (4.44), (4.13) there exists a p0 ∈ N such that N1 = N05p0 . For 1 ≤ p ≤ p0 +1
define
Lp := N05
p−1, (8.15)
Bp := BLp(0) \ (S ∪ {0}) ⊂ Zν , (8.16)
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µp := 1 +
1
p
, (8.17)
rp := L
−Eρ
p . (8.18)
For 1 ≤ p ≤ p0+1 we construct inductively analytic maps zp : U(Brp(λ(0)), 2rp)→ Xµp,1 satisfying
(i) For all λ ∈ U(Brp(λ(0)), 2rp):
zp(λ) = 0 if p = 1,
‖(zp − zp−1)(λ)‖µp−1 ,1 ≤ 4e6ν2DWD2NLτ+1p e−1.5
p−1 |a|2 if 2 ≤ p ≤ p0 + 1.
(ii) For all λ ∈ U(Brp(λ(0)), 2rp) the support of zp(λ) is contained in Bp.
(iii) For all λ ∈ B(Brp(λ(0)), 2rp) and m ∈ Zν we have zp(λ)(m) = zp(λ)(−m) ∈ R.
(iv) Let λ = (a, ω) ∈ U(Brp(λ(0)), 2rp) with ai = 0, for some 1 ≤ i ≤ ν. Then zp(λ)(m) = 0, if
mi 6= 0.
(v) The map λ 7→ P(zp(λ), λ) has an analytic continuation to U(Brp(λ(0)), 2rp) and
‖P(zp(λ), λ)‖µp ,1 ≤ 22ν+4e6ν2DWD2Ne−1.5
p |a|2 for all λ ∈ U(Brp(λ(0)), 2rp).
Suppose that for 1 ≤ p ≤ p0 + 1 there exist analytic functions zp, satisfying (i)-(v). We verify that
v2 := zp0+1|U(N (1),ρ1) (8.19)
satisfies (IS)(1)j=2. Observe that (4.45), (4.15) together with the definitions of p0, Lp and rp given
at the beginning of this proof imply Lp0+1 = N1 and rp0+1 = ρ1. Since µp0+1 ≥ 1, c < 1 (see (4.5),
(5.20)) and N (1) = Bρ1(λ(0)) (see (6.6)) it is clear that v2 is a well defined map from U(N (1), ρ1)
into X1,c satisfying properties (a) and (b) of (IS)(1)j=2. Furthermore conditions (f), (g), (h) follow
from properties (ii), (iii), (iv) of zp0+1. It remains to verify that v2 satisfies statements (c), (d) and
(e) of (IS)(1)j=2:
Proof of(c): Using (8.1), property (v) of zp0+1 and (5.20) we only need to show that
1.5p0 ≥ N c1 . (8.20)
Recall that p0 was chosen to satisfy N05
p0 = N1. By (4.44) we have N1 = N
A
0 and therefore
p0 log 5 = (A− 1) logN0. Consequently, (8.20) can be written in the form
(A− 1)log 1.5
log 5
≥ Ac. (8.21)
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This in turn follows from (8.2).
Proof of (d): Since v1(λ) ≡ 0 and z1(λ) ≡ 0 we conclude from (i) and (8.15) that
‖(v2 − v1)(λ)‖1,c ≤ ‖(zp0+1 − z1)(λ)‖1,1 ≤ 4e6ν2DWD2NN τ+10 |a|2
p0∑
p=1
5p(τ+1)e−1.5
p
(8.22)
for all λ ∈ U(N (1), ρ1). Claim (d) follows from the definition of the constant Dτ in (4.22).
Proof of (e): Note that the estimate on zp − zp−1 in (i) holds on a complex 2rp-neighborhood
of Brp(λ
(0)). Furthermore, we have rp ≥ ρ1 for all 1 ≤ p ≤ p0 + 1 and therefore Cauchy’s integral
formula implies for λ ∈ U(N (1), ρ1), 1 ≤ p ≤ p0
‖∂β(zp+1 − zp)(λ)‖1,1 ≤ β!r−|β|1p+1 4e6ν2DWD2NLτ+1p+1e−1.5
p
(3rp+1)
2
≤ β!36e6ν2DWD2NLτ+1p+1r2−|β|1p+1 e−1.5
p
. (8.23)
From (8.3) and (8.18) it follows that Lτ+1p+1 < r
−1
p+1. A calculation similar to (8.22) yields for
λ ∈ U(N (1), ρ1)
‖∂β(v2 − v1)(λ)‖1,c ≤ β!36e6ν2DWD2NNEρ(|β|1−1)0
p0∑
p=1
5pEρ(|β|1−1)e−1.5
p
. (8.24)
Claim (e) follows from the definition of DE(x) in (4.23).
We have therefore reduced the proof of lemma 8.14 to showing that there exists a finite sequence
(zp)1≤p≤p0+1 of analytic maps zp : U(Brp(λ
(0)), 2rp)→ Xµp,1 satisfying properties (i)-(v).
Inductive construction of zp:
p = 1 : By (i) the choice of z1(λ) ≡ 0 is determined for all λ ∈ U(Br1(λ(0)), 2r1). This choice clearly
satisfies also (ii), (iii) and (iv). Since r1 = N
−Eρ
0 = ρ0 we have v1 = z1 and property (v) follows
from (IS)(1)j=1 (b).
p→ p+ 1 for 1 ≤ p ≤ p0 : Set
Tp(λ) := DvP(zp(λ), λ)|Bp+1 . (8.25)
We first investigate the invertibility of Tp(λ) for λ ∈ U(Brp+1(λ(0)), 2rp+1). To that end we split
Tp = D +R, (8.26)
where D(m,n) = V (ω)(m)δm,n and R = DW (ϕ(a) + zp(λ))|Bp+1 . We will show in steps 1 and
2 below that the diagonal matrix D dominates R and that we can find the inverse of Tp by a
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Neumann series (step 3). In step 4 we define zp+1 and show that zp+1 is analytic and satisfies
properties (i)-(iv). In a final step we verify condition (v).
Step 1: Estimates on D. We prove that for all λ ∈ U(Brp+1(λ(0)), 2rp+1) and m ∈ Bp+1
|V (ω)(m)| > dV s
2Lτp+1
. (8.27)
Case 1: 1 ≤ | < m, g > | ≤ ν.
Set l := | < m, g > |, then V (ω)(m) = Vl(< ω,m >). Since |ω − ω(0)| < 3rp+1, it follows from
assumption A3, m± el 6= 0 (since m /∈ S), and (8.4) that
dist (< ω,m >, {±ω(0)l }+ 2πZ) > dist (< ω(0),m∓ el >, 2πZ)− 3νrp+1Lp+1
≥ s
Lτp+1
− 3νrp+1Lp+1 ≥ s
2Lτp+1
.
Estimate (8.27) follows from proposition 19.1 (a) together with (8.5).
Case 2: < m, g >= 0.
By definition V (ω) = α1 and (8.27) follows from (8.6).
Case 3:| < m, g > | ≥ ν + 1.
Observe that | Im(< ω,m >)| ≤ 2νL1−Eρp+1 ≤ 2νN1−Eρ0 , since Eρ > 1 (cf. (8.3)). Estimate (8.27)
then follows from (8.7).
Step 2: Estimates on R. Using statement (i) of the induction hypothesis, the definition of Dτ
((4.22), see also (8.22)) and µp ≤ 2 we obtain with (8.8) and (8.9)
‖ϕ(a) + zp(λ)‖µp ,1 ≤ DN2ν+2νe2|a|+ 4e6ν2DWD2NDτN τ+10 |a|2 <
rF,b
2
. (8.28)
Thus lemma 18.1 can be applied and again by (8.8) we conclude for λ ∈ U(Brp+1(λ(0)), 2rp+1)
‖R‖µp,1 ≤ 3(2ν+2νe2DN + 1)rp+1. (8.29)
Step 3: Construction of T−1p . It follows from (8.27) that D
−1 exists and
‖D−1‖µp,1 ≤ DN
2Lτp+1
dV s
. (8.30)
Using (8.29) and (8.10) we see that ‖D−1R‖µp,1 < 1/2 and we can invert I +D−1R by a Neumann
series with bound ‖(I +D−1R)−1‖µp,1 ≤ ‖I‖µp,1 + 1 ≤ 2DN . Therefore Gp := (I +D−1R)−1D−1
exists and by (8.11)
‖Gp(λ)‖µp ,1 ≤ 4D2N
Lτp+1
dV s
≤ 2−(2ν+2)Lτ+1p+1 (8.31)
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for all λ ∈ U(Brp+1(λ(0)), 2rp+1). Note that Gp depends analytically on λ, since D−1 and R are
analytic in U(Brp+1(λ
(0)), 2rp+1). Moreover Gp(λ) = T
−1
p (λ) for all λ ∈ U(Brp+1(λ(0)), 2rp+1) \
ZBp+1 (see (3.40)).
Step 4: Definition of zp+1 and proof of properties (i)-(iv). We set for λ ∈ U(Brp+1(λ(0)), 2rp+1)
zp+1(λ) := zp(λ)−Gp(λ)
[P(zp(λ), λ)|Bp+1] . (8.32)
Clearly, zp+1 is an analytic function on its domain of definition. Property (i) is an immediate
consequence of induction hypothesis (v), (8.31) and proposition 5.14. Property (ii) is obvious, since
zp+1(m) vanishes outside Bp+1 by construction. For λ ∈ B(Brp+1(λ(0)), 2rp+1) we have by induction
hypothesis that zp(λ)(m) = zp(λ)(−m) ∈ R, implying P(zp(λ), λ)(m) = P(zp(λ), λ)(−m) ∈ R by
the definition of P (see (3.13)) and the analyticity of P(zp(·), ·). It then follows from proposition
19.15(a) and Bp+1 = −Bp+1 that zp+1 also satisfies property (iii). To prove (iv) assume that ai = 0
for some 1 ≤ i ≤ ν. By induction hypothesis zp(λ)(m) = 0, if mi 6= 0. One readily verifies from
the definition that P(zp(λ), λ)(m) = 0 for mi 6= 0. Furthermore, proposition 19.15 (b) shows that
the matrix Tp is of block form Tp(m,n) = 0 for mi−ni 6= 0. Of course, the block form is preserved
under inversion of the matrix. This implies zp+1(λ)(m) = 0 for mi 6= 0.
Step 5: Proof of property (v). To prove analyticity of the function P(zp(·), ·) across ZBp+1 we need
to convince ourselves of the analyticity of D(zp+1 − zp) at the singularities of the diagonal matrix
D. From (8.32) it follows for λ ∈ U(Brp+1(λ(0)), 2rp+1) \ ZBp+1 that
D(zp+1 − zp)(λ) = −P(zp(λ), λ)|Bp+1 +R(λ)Gp(λ)P(zp(λ), λ)|Bp+1 , (8.33)
which clearly has an analytic continuation across ZBp+1 . To obtain an estimate on P(zp+1(λ), λ)
we expand
P(zp+1(λ), λ) = [P(zp(λ), λ) + Tp(λ)(zp+1(λ)− zp(λ))]
+ [(DvP(zp(λ), λ) − Tp(λ))(zp+1(λ)− zp(λ))]
+
[∫ 1
0
(1− t)D2vvP(zp + t(zp+1 − zp), λ)[zp+1 − zp, zp+1 − zp]dt
]
= I + II + III.
By continuity it suffices to show that the following three estimates hold for all
λ ∈ U(Brp+1(λ(0)), 2rp+1) \ ZBp+1 .
‖I‖µp+1,1 ≤
1
3
22ν+4e6ν2DWD
2
Ne
−1.5p+1 |a|2, (8.34)
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‖II‖µp+1,1 ≤
1
3
22ν+4e6ν2DWD
2
Ne
−1.5p+1 |a|2, (8.35)
‖III‖µp+1,1 ≤
1
3
22ν+4e6ν2DWD
2
Ne
−1.5p+1 |a|2. (8.36)
From (8.32), (5.19) it follows that
‖I‖µp+1,1 = ‖P(zp(λ), λ) − P(zp(λ), λ)|Bp+1‖µp+1,1
≤ ‖P(zp(λ), λ)‖µp ,1e−(µp−µp+1)Lp+1 .
Using the induction hypothesis and (8.17) it suffices to show that
3e−1.5
p
e
− 1
p(p+1)
Lp+1 ≤ e−1.5p+1 , (8.37)
or equivalently
ap := log 3 +
1
2
1.5p ≤ 1
p(p + 1)
N05
p =: bp. (8.38)
Inequality (8.38) follows inductively: one verifies easily that 0 < a1 ≤ b1 (observe that N0 ≥ 5 by
(4.43)) and that
ap+1
ap
≤ 1.5 < 5
3
≤ bp+1
bp
for p ∈ N.
Thus (8.34) is proved.
It follows from the definition of Tp(λ) in (8.25) and from supp((zp+1 − zp)(λ)) ⊂ Bp+1 that
(II)(m) = 0 for |m| < Lp+1, (8.39)
(II)(m) =
∑
n∈Bp+1
R(m,n)(zp+1 − zp)(n) for |m| ≥ Lp+1. (8.40)
Hence we obtain
‖II‖µp+1,1 ≤ ‖R‖µp,1‖zp+1 − zp‖µp ,1e−(µp−µp+1)Lp+1 . (8.41)
Using (8.29), the already proven property (i), (8.3), and (8.12) we observe that (8.35) follows from
(8.37).
Using (8.28) and the estimates leading to (8.28) we see that both
‖ϕ(a) + zp(λ)‖µp,1 ≤
rF,b
2
and
‖ϕ(a) + zp+1(λ)‖µp,1 ≤
rF,b
2
.
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Therefore ‖ϕ(a) + zp(λ) + t(zp+1 − zp)(λ)‖µp ,1 ≤ rF,b/2 for all λ ∈ U(Brp+1(λ(0)), 2rp+1) and
0 ≤ t ≤ 1. We can apply lemma 18.1 and obtain
‖III‖µp ,1 ≤ DW ‖zp+1 − zp‖2µp,1. (8.42)
Estimate (8.36) follows from property (i), and from (8.3), (8.13).
9 The construction of vj+1 for j ≥ 2
In the case j ≥ 2 we also construct vj+1 from vj by a modified Newton scheme. In contrast to the
previous section, the inverse of the linearized operators cannot be obtained by a Neumann series.
However, induction hypothesis (IS)(3c)1≤l≤j and (IS)(4)1≤l≤j imply that we can find sufficiently
many local inverse matrices such that the coupling lemma 20.1 can be applied. We derive estimates
on the inverse of the linearized operators which are sufficient for the Newton scheme to work.
Estimates of lemma 4.54 used in section 9:
1
8
N c1(5
c − 1) ≥ log 2 (9.1)
4ρj ≤ ρj−1 (9.2)
2α1 > dV δ1 (9.3)
(ν + 1)2γ2
4 cosh2(νN
1−Eρ
0 /2)
− α1 > dV δ1
2
(9.4)
4DW e
− 1
8
Ncl−1Ml ≤ 1 for 2 ≤ l ≤ j (9.5)
16eνDNρ1 ≤ rF,b (9.6)
8e5νDWDNDτN
τ+1
0 ρ1 ≤ 1 (9.7)
8ρ1 ≤ eνDN (9.8)
64eνDWD
2
Nρ1 ≤ dV δ1 (9.9)
4DNMle
− 1
4l(l+1)
Ncl−1 ≤ 1 for 2 ≤ l ≤ j (9.10)
M2 ≥ 2
dV δ1
(9.11)
4D2N ≤ N1 (9.12)
NAEM+1 ≤ e 116Nc for all N ≥ N1 (9.13)
5c ≤ 19
18
(9.14)
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3(4eνDN )
2DW ≤ e
3
4
Nc1 (9.15)
8eνDWDNρ1 ≤ 1 (9.16)
3 ≤ e 18Nc1 (9.17)
Lemma 9.18 Let j ≥ 2 and suppose that (IS)l is satisfied for 1 ≤ l ≤ j. Then there exists a
function vj+1 : U(N (1), ρ1)→ X1,c satisfying induction statement (IS)(1)j+1.
Proof. The proof is similar to the proof of lemma 8.14. Again we will construct vj+1 from vj by
a modified Newton scheme. The main difference, however, is that the existence of (and estimates
on) the inverse of the linearized operator does not follow from the dominance of the diagonal part.
Instead we use the induction hypothesis and the coupling lemma 20.1.
By definitions (4.43), (4.44) and (4.13) there exists a p0 ∈ N such that Nj = Nj−15p0 . For
1 ≤ p ≤ p0 + 1 define
Lp := Nj−15
p−1, (9.19)
Bp := BLp(0) \ (S ∪ {0}) ⊂ Zν . (9.20)
We construct inductively analytic maps zp : U(N (j), ρj) → X1,c, 1 ≤ p ≤ p0 + 1, such that the
following holds:
(i) For all λ ∈ U(N (j), ρj):
zp(λ) = vj(λ) for p = 1,
‖(zp − zp−1)(λ)‖1,c ≤ e−
1
8
Lcp |a|2 for 2 ≤ p ≤ p0 + 1.
(ii) For all λ ∈ U(N (j), ρj) the support of zp(λ) is contained in Bp.
(iii) For all λ ∈ B(N (j), ρj) and m ∈ Zν we have zp(λ)(m) = zp(λ)(−m) ∈ R.
(iv) Let λ = (a, ω) ∈ U(N (j), ρj) with ai = 0, for some 1 ≤ i ≤ ν. Then zp(λ)(m) = 0, if mi 6= 0.
(v) The map λ 7→ P(zp(λ), λ) has an analytic continuation to U(N (j), ρj) and
‖P(zp(λ), λ)‖1/4,c ≤ e−L
c
p |a|2 for all λ ∈ U(N (j), ρj).
62
We will first complete the proof of Lemma 9.18, assuming that such functions zp exist. Recall
the definition of the function ψ in section 4 G). For ǫ > 0 set
ψǫ(x) := ǫ
−4νψ
(x
ǫ
)
for x ∈ R4ν . (9.21)
Furthermore we denote
X(j) := U
(
N (j), ρj
2
)
⊂ C2ν ≡ R4ν , (9.22)
Ψ(j)(x) :=
∫
X(j)
ψρj/8(x− y)dy. (9.23)
It is easy to see that the cut-off function Ψ(j) ∈ C∞(R4ν) has the following properties:
Ψ(j)(x) = 1 for x ∈ U(N (j), ρj/4), (9.24)
supp(Ψ(j)) ⊂ U(N (j), 3ρj/4), (9.25)
0 ≤ Ψ(j)(x) ≤ 1 for x ∈ R4ν , (9.26)∣∣∣∂βΨ(j)(x)∣∣∣ ≤ ( 8
ρj
)|β|1
Dψ(|β|1) for x ∈ R4ν . (9.27)
We define
vj+1(λ) :=

 vj(λ) + (zp0+1(λ)− vj(λ))Ψ
(j)(λ) for λ ∈ U(N (j), ρj),
vj(λ) for λ ∈ U(N (1), ρ1) \ U(N (j), ρj)
(9.28)
From (9.25) we conclude that vj+1 is a C
∞ function. Furthermore, by (9.24), vj+1 coincides with
zp0+1 on the set U(N (j), ρj/4) and is therefore analytic on this set. Thus we have already verified
properties (1a) and (1b) of the induction statement (IS)j+1. By definition (see (9.19)) we have
Lp0+1 = Nj . Statement (c) of (IS)j+1 is an immediate consequence of (9.24) and property (v) of
zp0+1. Note that for λ ∈ U(N (j), ρj)
vj+1(λ)− vj(λ) = Ψ(j)(λ)y(λ) with (9.29)
y(λ) :=
p0∑
p=1
zp+1(λ)− zp(λ). (9.30)
The estimate (i) on zp − zp−1 together with e−
1
8
Lcp+1 ≤ 12e−
1
8
Lcp for 1 ≤ p ≤ p0 (a consequence of
(9.1)) yields
‖zp+1(λ)− zp(λ)‖1,c ≤ 2−pe−
1
8
Ncj−1 |a|2
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and therefore
‖y(λ)‖1,c ≤ e−
1
8
Ncj−1 |a|2 for λ ∈ U(N (j), ρj). (9.31)
Since |Ψ(j)(λ)| ≤ 1 (see (9.26)) we have proved statement (d) of (IS)j+1. Furthermore, by the
analyticity of y in U(N (j), ρj) the Cauchy integral formula implies
‖∂βy(λ)‖1,c ≤ β!
(
4
ρj
)|β|1
e−
1
8
Ncj−1 for λ ∈ U(N (j), 3ρj/4). (9.32)
Applying the Leibniz rule to the right hand side of (9.29) statement (1e) of (IS)j+1 now follows
from (9.25), (9.27), (9.29) and (9.32). Statements (1f), (1g) and (1h) of (IS)j+1 follow by (9.25)
and (9.28) from the corresponding properties of vj (see (1f), (1g), (1h) of (IS)j) and of zp0+1 (see
(ii), (iii) and (iv) and recall that Lp0+1 = Nj by the definition of p0.)
Thus the proof of Lemma 9.18 is reduced to constructing analytic maps zp : U(N (j), ρj)→ X1,c,
satisfying properties (i)-(v).
Inductive construction of zp:
p = 1: By (i) the choice of z1(λ) = vj(λ), λ ∈ U(N (j), ρj), is determined. Since U(N (j), ρj) ⊂
U(N (j−1), ρj−1/4) (see (9.2), (IS)(2a)j), it follows from (IS)j(1b) that z1 is analytic. Recall
furthermore that L1 as defined in (9.19) equals Nj−1 and properties (ii), (iii), (iv) and (v) are
satisfied for z1 by statements (1f), (1g), (1h) and (1c) of (IS)j .
p→ p+ 1, 1 ≤ p ≤ p0: Define
Tp(λ) := DvP(zp(λ), λ)|Bp+1 for λ ∈ U(N (j), ρj) \ ZBp+1 . (9.33)
In order to see that (9.33) is well defined, we first show that
‖ϕ(a) + zp(λ)‖1,c ≤ 4eνDN |a| ≤ rF,b
2
for λ ∈ U(N (j), ρj). (9.34)
Indeed, for λ ∈ U(N (j), ρj),
‖ϕ(a) + zp(λ)‖1,c ≤ ‖ϕ(a)‖1,c + ‖v2(λ)− v1(λ)‖1,c
+ ‖vj(λ)− v2(λ)‖1,c + ‖zp(λ)− vj(λ)‖1,c
= I + II + III + IV,
where
I ≤ 2ν|a|DNe,
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II ≤ 4e6ν2DWD2NDτN τ+10 |a|2 ≤ eνDN |a| ( see (IS)(1d)2, (9.7)),
III ≤
j∑
l=3
‖vl − vl−1‖1,c ≤
j∑
l=3
e−
1
8
Nc
l−2 |a|2 ≤ 4e− 18Nc1ρ1|a|
≤ 1
2
eνDN |a| ( see (IS)(1d)l, (9.1), (9.8)),
IV ≤
p∑
l=2
‖zl − zl−1‖1,c ≤
p∑
l=2
e−
1
8
Lcl |a|2 ≤ 2e− 18Ncj−1ρ1|a| (9.35)
≤ 1
4
eνDN |a| ( see (i), (9.1), (9.8)).
Using in addition (9.6) we have proved (9.34).
Claim1:
There exists an analytic map λ 7→ Gp(λ) on U(N (j), ρj) satisfying
‖Gp(λ)‖σj+1 ,c ≤ LAEM+1p for λ ∈ U(N (j), ρj). (9.36)
Moreover, for λ ∈ U(N (j), ρj) \ ZBp+1 the matrix Gp(λ) is the inverse of Tp(λ).
Proof of claim 1: Let λ ∈ U(N (j), ρj). Then there exists a (not necessarily unique) kj ∈ K(j)
such that λ ∈ U(Bρj (λ(j)kj ), ρj). Set kl := π
(j)
l kj for 1 ≤ l ≤ j − 1. The definition of the projection
π
(j)
l (section 4 J) together with (9.2) imply
λ ∈ U
(
Bρl(λ
(l)
kl
),
ρl
4
)
for 1 ≤ l ≤ j − 1. (9.37)
We set
E0 := {m ∈ Bp+1 : | < m, g > | ∈ {1, 2, . . . , ν}}. (9.38)
For each m ∈ E0 we denote by m′ ∈ Zν the (uniquely defined) lattice point satisfying < m′, g >= 0
and m−m′ ∈ S. Furthermore, we define for n ∈ Zν
Cl(n) :=

 (Bp+1 − {n}) ∩B1.5(0) if l = 1,(Bp+1 − {n}) ∩BNl−1(0) if 2 ≤ l ≤ j. (9.39)
Observe that for m ∈ E0 with |m′| > 2Nl−1, l ≥ 2, the sets Cs(m′) are elements of C(s) for all
1 ≤ s ≤ l. Indeed, m−m′ ∈ S ∩Cs(m′) by definition. Moreover, it is also obvious from (9.39) that
Cs(m
′) ⊂ BNs−1(0) for 2 ≤ s ≤ l, respectively C1(m′) ⊂ B1.5(0). To see that Cs(m′) is an interval
in the case 2 ≤ s ≤ l we employ |m| ≥ 2Nl−1. Hence the following is a proper definition.
Γl :=
{
m ∈ E0 : |m′| > 2Nl−1 and < ω,m′ >∈ U
(
I˜
(l−1)
Cl−1(m′),kl−1
\ I˜(l)
Cl(m′),kl
,
δl
10
)}
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for 2 ≤ l ≤ j, (9.40)
Γ1 := Bp+1 \
(
j⋃
l=2
Γl
)
. (9.41)
The definition of the sets Γl is motivated by the following properties:
(α) For all m ∈ Γ1: |V (ω)(m)| > dV δ12 .
(β) Γl ⊂ {m ∈ Zν : |m| ≥ 2Nl−1} for 2 ≤ l ≤ j.
(γ) For 2 ≤ l ≤ j and m ∈ Γl we have∥∥∥((Tp)(λ)|Cl(m′)+{m′})−1∥∥∥σl,c ≤ 2DNMl (cf. remark 9.43 below). (9.42)
Remark 9.43 In the proof of claim 1 we have chosen an arbitrary but fixed λ ∈ U(N (j), ρj).
Since the matrix Tp(λ)|Cl(m′)+{m′} does not have finite entries for λ ∈ ZCl(m′)+{m′} we need to
interpret statement (γ) in this case. We understand by claim (γ) the following. There exists an
open neighborhood Uλ of λ and an analytic map µ 7→ G(µ) defined on Uλ, such that G(µ) is the
inverse of (Tp)(µ)|Cl(m′)+{m′} for µ ∈ Uλ \ ZCl(m′)+{m′}. Moreover, G(λ) satisfies estimate (9.42).
Proof of (α): Let m ∈ Γ1.
Case 1: m ∈ Bp+1 \ E0. Suppose first that < m, g >= 0. Then V (ω)(m) = α1 and the claim
follows from (9.3). Therefore we may assume that | < m, g > | ≥ ν + 1. Since the imaginary part
of < ω,m > is bounded by νρjNj ≤ νN1−Eρ0 , the claim follows from (9.4).
Case 2: m ∈ E0. Recall that definition (9.20) implies S ∩Bp+1 = ∅. Furthermore, m′ has been
chosen such that m−m′ ∈ S and hence we have
0 < |m′| ≤ Nj . (9.44)
We can define l ∈ {1, ..., j} to be the minimal integer such that |m′| ≤ 2Nl is satisfied. Since
kl ∈ K(l), λ ∈ U(Bρl(λ(l)kl ), ρl), Cl(m′) ∈ C(l), < m′, g >= 0 and 0 < |m′| ≤ 2N1 for l = 1,
respectively, 2Nl−1 < |m′| ≤ 2Nl for 2 ≤ l ≤ j, the inductive statement (IS)(3c)l implies that
< ω,m′ >∈ U
(
R \ I˜(l)Cl(m′),kl ,
δl
10
)
. (9.45)
Observe that the definition of Cs(m
′) and ks together with the induction statement (IS)(3a)s yield
I˜
(s)
Cs(m′),ks
⊂ I˜(s−1)Cs−1(m′),ks−1 for 2 ≤ s ≤ j. (9.46)
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Thus
R \ I˜(l)Cl(m′),kl = R \ I˜
(1)
C1(m′),k1
∪
l⋃
s=2
(
I˜
(s−1)
Cs−1(m′),ks−1
\ I˜(s)Cs(m′),ks
)
(9.47)
The definition of Γ1 (see (9.41)) implies m /∈ Γs for 2 ≤ s ≤ j. It follows from (9.45), (9.47) and
(9.40) that
< ω,m′ >∈ U
(
R \ I˜(1)C1(m′),k1 ,
δl
10
)
. (9.48)
Clearly, we have δl ≤ δ1. Induction statement (IS)(4)1 (k ≡ k1, C ≡ C1(m′)) implies
|V (< ω,m′ >,ω)(m−m′)| > dV δ1
2
. (9.49)
Claim (α) now follows from V (< ω,m′ >,ω)(m−m′) = V (0, ω)(m) = V (ω)(m) which is a conse-
quence of < m′, g >= 0 (cf. (2.16), (3.31)).
Proof of (β): Obvious from (9.40) and |m−m′| = 1.
Proof of (γ): Let m ∈ Γl for 2 ≤ l ≤ j. Recall that Cl(m′) ∈ C(l). Furthermore
(< ω,m′ >,λ) ∈ U
(
I˜
(l−1)
Cl−1(m′),kl−1
\ I˜(l)Cl(m′),kl ,
δl
10
)
× U
(
Bρl(λ
(l)
kl
), ρl
)
. (9.50)
Induction statement (IS)(4)l provides the existence of an inverse matrix G(l)Cl(m′)(< ω,m′ >,λ)
which clearly has an analytic continuation to some neighborhood Uλ of λ. Using proposition 19.18
and < m′, g >= 0 we have found an inverse matrix of T
(l)
Cl(m′)+{m′}
(0, λ) (see remark 9.43) with∥∥∥∥(T (l)Cl(m′)+{m′}
)−1
(0, λ)
∥∥∥∥
σl,c
≤Ml. (9.51)
According to proposition 24.11 claim (γ) follows, if we can show that
∥∥∥(Tp(λ)− T (l)(0, λ)) |Cl(m′)+{m′}∥∥∥σl,c ≤
1
2Ml
. (9.52)
Estimate (9.52), however, is a consequence of (9.33), lemma 18.1, induction hypothesis (i), induction
statements (IS)(1d)s for l < s ≤ j, (9.1) and (9.5):∥∥∥(Tp(λ)− T (l)(0, λ)) |Cl(m′)+{m′}∥∥∥σl,c
≤ ‖DW (ϕ(a) + zp(λ))−DW (ϕ(a) + vl(λ))‖1,c
≤ DW ‖zp(λ)− vl(λ)‖1,c
≤ DW

 j∑
s=l+1
‖vs(λ)− vs−1(λ)‖1,c +
p∑
q=2
‖zq(λ)− zq−1(λ)‖1,c


67
≤ DW

 ∑
s≥l+1
e−
1
8
Ncs−2 +
∑
q≥2
e−
1
8
Lcq


≤ 2DW e−
1
8
Ncl−1 ≤ 1
2Ml
.
This completes the proof of statements (α) – (γ) and we return to the proof of claim 1. To this
end we apply the coupling lemma 20.1. In the notation of lemma 20.1 we set
Λ ≡ Bp+1,
Tp(λ) ≡ T = D +R, where
D(m,n) = V (ω)(m)δm,n, (9.53)
R(m,n) = DW (ϕ(a) + zp(λ))(m,n),
σ ≡ 1,
σ˜ ≡ σj+1.
Let us first assume that λ ∈ U(N (j), ρj) \ ZBp+1 . Observe from (9.34) and lemma 18.1 that
‖R‖1,c ≤ 8eνDWDNρ1. (9.54)
Next we have to define the quantities ln, µn, Cn and U(n) for each n ∈ Bp+1. By definition
(9.41) we have Bp+1 =
⋃j
s=1 Γs. Therefore we can pick for every n ∈ Bp+1 a (not necessarily
unique) integer sn ∈ {1, . . . , j} such that n ∈ Γsn . In the case sn = 1 we set
ln := 1, µn := 0, Cn :=
4DN
dV δ1
, U(n) := {n}. (9.55)
Recall that for n ∈ Γl, l ≥ 2, we have n ∈ E0 and therefore there exists an unique n′ ∈ Zν satisfying
< n′, g >= 0 and n− n′ ∈ S. In the case sn ≥ 2 we define
ln := Nsn−1 − 1, µn := σsn − σj+1, Cn := 2DNMsn , U(n) := Csn(n′) + {n′}. (9.56)
We now verify the hypothesis (20.3) – (20.5) of lemma 20.1.
Case sn = 1: The set U(n) contains the single point n and
|D(n, n) +R(n, n)| ≥ dV δ1
2
− ‖R‖1,c ≥ dV δ1
4
by (α) and (9.9). Hence (20.3) is satisfied. Condition (20.4) is clear and condition (20.5) follows
again from (9.9) and (9.54).
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Case 2 ≤ sn ≤ j: Condition (20.3) is satisfied by statement (γ) and (20.4) follows from the
definition of Csn(n
′) (cf. (9.39)) and |n − n′| = 1. Finally, condition (20.5) is satisfied by (4.7),
(9.10) and (9.16).
We can apply lemma 20.1 and obtain that the inverse matrix Tp(λ)
−1 exists satisfying a matrix
GBp+1 satisfying
‖Tp(λ)−1‖σj+1,c ≤ 2DN max
(
4DN
dV δ1
, 2DNMj
)
.
Keeping (9.11), (9.12), (4.44) and (4.48) in mind we obtain
‖Tp(λ)−1‖σj+1,c ≤ 4D2NMj ≤ N1NAEMj−1 ≤ LAEM+1p . (9.57)
Recall that we have assumed for the construction of Tp(λ)
−1 that λ ∈ U(N (j), ρj) \ ZBp+1 . For
λ ∈ U(N (j), ρj)∩ZBp+1 not all entries of Tp(λ) are finite and therefore we have to explain what we
we understand by Tp(λ)
−1 (see e.g. remark 9.43). Observe from the proof of lemma 20.1 that the
construction of T−1Λ only uses T
−1
U(n) and R. The diagonal matrix D which contains the singularities
does not appear. Note furthermore that T−1U(n) is defined (in the sense of remark 9.43) also for
λ ∈ U(N (j), ρj) ∩ ZBp+1 ( see (γ) and remark 9.43 for 2 ≤ sn ≤ j; in the case sn = 1 simply use
1/∞ ≡ 0 to define T−1{n} in the case D(n, n) = ∞). Thus we may extend the definition of Tp(λ)−1
to the set λ ∈ U(N (j), ρj) ∩ ZBp+1 via lemma 20.1. Estimate (9.57) holds for this extension, too.
We denote the extension of Tp(λ)
−1 to all of U(N (j), ρj) by Gp(λ).
In conclusion, we have constructed Gp(λ) for every λ ∈ U(N (j), ρj) such that (9.36) is satisfied
and Gp(λ) = T
−1
p (λ) for all λ ∈ U(N (j), ρj) \ ZBp+1 . In order to prove claim 1 we still need to
show analyticity of Gp(·). Fix again λ ∈ U(N (j), ρj). It is clear from the above construction that
Gp(λ) has an analytic continuation A(µ) to an open neighborhood Uλ of λ (cf. remark 9.43),
satisfying A(µ) = T−1p (µ) for all µ ∈ Uλ \ ZBp+1 . Nevertheless, by construction it is not a-priori
clear that A(µ) = Gp(µ) for µ ∈ Uλ \ {λ} since e.g. the choice of the local neighborhoods U(n)
(see (9.55), (9.56)) might differ for different values of λ. However, we observe that A(µ) = Gp(µ)
for all µ ∈ Uλ \ZBp+1 since they are both inverse to Tp(µ). Suppose now that λ′ ∈ Uλ ∩ZBp+1 . By
the same reasoning as above there exists an open neighborhood Uλ′ of λ
′ and an analytic function
B on Uλ′ such that B(λ
′) = Gp(λ
′) and B(µ) = T−1p (µ) for all µ ∈ Uλ′ \ZBp+1 . Thus A(µ) = B(µ)
for all µ ∈ Uλ ∩ Uλ′ \ ZBp+1 and since ZBp+1 is a set of measure 0 the functions A and B coincide
on Uλ∩Uλ′ by analyticity. This implies in particular that A(λ′) = B(λ′) = Gp(λ′). We have shown
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that A(µ) = Gp(µ) for all µ ∈ Uλ which in turn implies the analyticity of the function Gp at the
point λ. The proof of claim 1 is complete.
Next we define zp+1. Set
B˜p+1 := Bp+1 ∩B3Lp(0), (9.58)
and denote by χB˜p+1 the corresponding characteristic function on Z
ν . For λ ∈ U(N (j), ρj) we define
zp+1(λ) := zp(λ)−Gp(λ)
[
χB˜p+1P(zp(λ), λ)
]
. (9.59)
From claim 1 and induction hypothesis (v) it follows that zp+1 is an analytic map from U(N (j), ρj)
into X1,c. Moreover, property (v) of the induction hypothesis, σj+1 ≥ 1/4 (see (4.7)), and (9.57)
yield
‖zp+1(λ)− zp(λ)‖1/4,c ≤ LAEM+1p e−L
c
p |a|2. (9.60)
Using in addition hypothesis (9.13), (9.14) and supp(zp+1) ⊂ Bp+1 we obtain
‖zp+1(λ)− zp(λ)‖1,c ≤ LAEM+1p e−L
c
pe
3
4
Lcp+1 |a|2 ≤ e−Lcp+1( 15165−c− 34 )|a|2 ≤ e− 18Lcp+1 |a|2, (9.61)
proving property (i). Property (ii) is clear by construction. The proof of properties (iii) and (iv) is
similar to the corresponding proof in section 8 and will not be repeated here. It remains to show
(v). Again, analyticity of the function P(zp+1(·), ·) can be dealt with in exactly the same way as
in section 8, where one uses that DGp = I −RGp is analytic. We expand
P(zp+1(λ), λ) =
[
P(zp(λ), λ) − χB˜p+1P(zp(λ), λ)
]
+
[
χB˜p+1P(zp(λ), λ) + Tp(λ)(zp+1(λ)− zp(λ))
]
(9.62)
+ [(DvP(zp(λ), λ) − Tp(λ))(zp+1(λ)− zp(λ))]
+
[∫ 1
0
(1− t)D2vvP(zp + t(zp+1 − zp), λ)[zp+1 − zp, zp+1 − zp]dt
]
= I + II + III + IV.
Since II = 0 by definition (9.59) it suffices to show that for λ ∈ U(N (j), ρj) \ ZBp+1 the following
estimates hold:
‖I‖1/4,c ≤
1
3
e−L
c
p+1 |a|2, (9.63)
‖III‖1/4,c ≤
1
3
e−L
c
p+1 |a|2, (9.64)
‖IV ‖1/4,c ≤
1
3
e−L
c
p+1 |a|2. (9.65)
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Estimate on (I): Since the support of zp is contained in BLp(0), definition (9.58) implies
P(zp(λ), λ) − χB˜p+1P(zp(λ), λ) =W (ϕ(a) + zp(λ))χ{|m|≥3Lp}. (9.66)
Furthermore we have ‖ϕ(a) + zp(λ)‖1,c ≤ rF,b/2 by (9.34). We can therefore apply lemma 18.1.
Using in addition (9.14) and (9.15) we obtain
‖I‖1/4,c ≤ DW (4eνDN )2e−
9
4
Lcp |a|2 ≤ 1
3
e−L
c
p+1 |a|2,
proving (9.63).
Estimate on (III): Using (9.59), (9.53), (9.54), (9.16), (9.57), induction hypothesis (v), (9.13)
and (9.14) it follows that
‖III‖1/4,c =
∑
|n|≥Lp+1,m1∈Bp+1,|m2|<3Lp
|R(n,m1)||Gp(m1,m2)||P(zp, λ)(m2)|w1/4,c(n)
≤
∑
...
|R(n,m1)||Gp(m1,m2)|w1/4,c(n−m2)|P(zp, λ)(m2)|w1/4,c(m2)
≤
∑
...
|R(n,m1)||Gp(m1,m2)|w1/2,c(n−m2)e−
1
4
|n−m2|c|P(zp, λ)(m2)|w1/4,c(m2)
≤ e− 14 (2Lp)c
∑
...
|R(n,m1)|w1/2,c(n−m1)|Gp(m1,m2)|w1/2,c(m1 −m2)|P(zp, λ)(m2)|w1/4,c(m2)
≤ e− 14 (2Lp)c‖R‖1/2,c‖Gp‖1/2,c‖P(zp, λ)‖1/4,c
≤ e− 14( 25)
c
Lcp+1LAEM+1p e
−Lcp |a|2
≤ e−Lcp+1( 15165−c+ 14( 25)
c
)|a|2 ≤ e− 98Lcp+1 |a|2.
Estimate (9.64) now follows from (9.17).
Estimate on (IV): Estimate (9.34) and its proof yield ‖ϕ + zp‖1,c, ‖ϕ + zp+1‖1,c ≤ rF,b/2.
Therefore we can apply lemma 18.1 and obtain via (9.60), (9.13) and (9.14)
‖IV ‖1/4,c ≤ DW‖zp+1 − zp‖21/4,c ≤ DW
(
LAEM+1p e
−Lcp |a|2)2 ≤ DW e−Lcp+1( 30165−c)|a|4
≤ DW e−
7
4
Lcp+1(2ρ1)
2|a|2.
Estimate (9.65) now follows from (9.15).
10 Construction of the set of polynomials POL(j+1)
k˜
for j ≥ 1
In this section we assume j ≥ 1, that (IS)l holds for 1 ≤ l ≤ j and that vj+1 has been constructed,
satisfying (IS)(1)j+1. Our goal is to construct inverse matrices G(j+1)C (θ, λ) of T (j+1)C (θ, λ) for
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suitable values of (θ, λ), where C ∈ C(j+1) and
T (j+1)(θ, λ) = D(θ, ω) +DW (ϕ(a) + vj+1(λ)) ≡ D(θ, ω) +R(λ). (10.1)
Note that T (j+1) as defined by (10.1) is not projected onto some subset of Zν . In particular, the
P -projection has not been applied.
Unfortunately, we will not be able to ensure the invertibility of T
(j+1)
C (θ, λ) for all relevant
parameter values of (θ, λ). Therefore we modify our goal. We construct polynomials p in the
variable θ with coefficients depending on λ, such that the zeros of the polynomials coincide with
those parameter values of (θ, λ) for which T
(j+1)
C (θ, λ) is not invertible. Moreover, away from the
zeros of the polynomials we can estimate the norm of the inverse matrices G
(j+1)
C (θ, λ) in terms
of |p(θ, λ)|−1. This statement is made precise in lemma 10.57 below (see also remark 3.30) for
a motivation of the polynomials). This section contains the heart of the multi-scale analysis. It
follows the ideas introduced by Bourgain in [4], [6], although we have chosen a somewhat different
presentation. Before we formulate lemma 10.57, we first state the estimates of lemma 4.54 which
are used in this section.
Estimates of lemma 4.54 used in section 10:
8e5νDWDNDτN
τ+1
0 ρ1 ≤ 1 (10.2)
8ρ1 ≤ eνDN (10.3)
16eνDNρ1 ≤ rF,b (10.4)
2α1 > dV δ1 (10.5)
νρjNj
4
+
δj
100
≤ νN1−Eρ0 , (10.6)
(ν + 1)2γ2
4 cosh2(νN
1−Eρ
0 /2)
− α1 > dV δ1
2
(10.7)
25νNjρj ≤ δj (10.8)
2δ1 < δV (10.9)
4ρ1 ≤ δ1 (10.10)
1
8
N c1(5
c − 1) ≥ log 2 (10.11)
4DW e
− 1
8
Ncl−1Ml ≤ 1 for 2 ≤ l ≤ j (10.12)
64eνDWD
2
Nρ1 ≤ dV δ1 (10.13)
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2DNMle
− 1
4l(l+1)
Nc
l−1 ≤ 1 for 2 ≤ l ≤ j (10.14)
M1 ≥ 2
dV δ1
(10.15)
8eνDWDNρ1 ≤ 1 (10.16)
2δ1 + 2ρ1 ≤ δV (10.17)
2(δ1 + ρ1) ≤ 1 (10.18)
36B0!e
6ν2DWD
2
NDE(B0) ≤
1
2
N
Eρ/2
0 (10.19)
e2νB0!Dψ(B0)
(
8
ρl−1
)B0
≤ e 116Ncl−2 for l ≥ 3 (10.20)
2DNe ≤ 1
4
N
Eρ/2
0 (10.21)
∞∑
l=1
e−
1
16
Ncl ≤ 1
4
(10.22)
DW

B0+1∑
p=1
1
p!
pB0

 ≤ NEρ/20 (10.23)
1 + α1 ≤ NEρ0 (10.24)
Eρ ≥ 3 (10.25)
dV δ0 < 2α1 (10.26)
4νN1ρ1 < δ1 (10.27)
(ν + 1)2γ2
4 cosh2 δ1
− α1 > dV δ0
2
(10.28)
4δ1 ≤ s
(N1 + 3)τ
(10.29)
2τ δ0 < s (10.30)
δ0 < 2δV (10.31)
τ ≤ Eδ (10.32)
N
Eρ
0 ≤M0δ0 (10.33)
10ρl ≤ δl for 2 ≤ l ≤ j (10.34)
B0!
∞∑
p=2
DW
(
8
ρp
)B0
e−
1
16
Ncp−1 ≤ 1 (10.35)
B0!Mle
− 1
16
Ncl−1 ≤ 1
2
for 2 ≤ l ≤ j (10.36)
Eδ + 1 ≤ q (10.37)
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8eνDVDWDNρ
1/4
1 ≤
1
2
(10.38)
2B0DV (8eνDWDN )
2D1,3
(
max
y≥0
(1 + y)3B0qe−
1
4
|y−1|c
)
M2B0+10 ρ1 ≤
1
2
(10.39)
D41,5ρ1 ≤ 1 (10.40)
8eνDWDN ≤ N0 (10.41)
N0ρ1 ≤ δ1 (10.42)
D1,3M0max
y≥0
[
(1 + y)qe−
3
4
|y−1|c
]
≤ δ−11 (10.43)
B0 ≥ B1 +B2 (10.44)
400ν
√
ρ1 < 1 (10.45)
2ν(B1 + 1) ≤ B2 (10.46)
B1!2000ν
2D12
B1M
2(B0+ν)
0 ρ˜j <
(
δj
1200ν
)2ν
(10.47)
(12ν)2ν(B1+1) ≤ B2! (10.48)
16ρ˜j ≤ ρj (10.49)
22νδ1 + 2
4ν+1ρ1 ≤ 1
16ν
(10.50)
B1 ≥ 8ν (10.51)
δ1 ≤ 1
4ν
(10.52)
(2ν)!DNe
22
(
2(DV + 1)
dV
)2ν
δ1 ≤ 1 (10.53)
2000(2ν + 1)δ1 ≤ 1 (10.54)
ρj/ρ˜j ∈ N (10.55)
ρ˜j/ρj+1 ∈ N (10.56)
We now state the main result of this section
Lemma 10.57 Let j ≥ 1. Assume that the induction statements (IS)l, 1 ≤ l ≤ j and (IS)(1)j+1
are satisfied. Let C ∈ C(j+1) and k˜ ∈ K(j+0.5). Set k′ := π(j+0.5)j k˜ and denote
C ′ :=

 C ∩BNj−1(0) for j ≥ 2,C ∩B1.5(0) for j = 1. (10.58)
Then C ′ ∈ C(j). For every ϑ ∈ I(j)C′,k′ at least one of the two statements A or B is true.
Statement A : Denote by J the connected component of U(I
(j)
C′,k′ , δj/100) which contains ϑ.
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There exists an analytic map (θ, λ) 7→ G(j+1)C (θ, λ) defined on (θ, λ) ∈ J ×U(λ(j+0.5)k˜ , 2ρ˜j) such that∥∥∥G(j+1)C (θ, λ)∥∥∥
σj+1,c
≤ 4D2NMj for (θ, λ) ∈ J × U(λ(j+0.5)k˜ , 2ρ˜j). (10.59)
Moreover, for (θ, λ) ∈ J×U(λ(j+0.5)
k˜
, 2ρ˜j)\Z˜C the matrix G(j+1)C (θ, λ) is the inverse of T (j+1)C (θ, λ).
Statement B : There exists a polynomial pC,k˜,ϑ with the following properties. There exist an
integer 1 ≤ d ≤ 2ν and analytic functions b0, . . . , bd−1, such that for all (θ, λ) ∈ U(ϑ, δj/400) ×
U(λ
(j+0.5)
k˜
, 2ρ˜j) the following holds.
(a) pC,k˜,ϑ(θ, λ) = θ
d +
∑
i<d bi(λ)θ
i.
(b)
∥∥∥G(j+1)C (θ, λ)∥∥∥
σj+1,c
≤ 4D2NMj
(
1 + 2
4D2NMj
|p
C,k˜,ϑ
(θ−ϑ,λ)|δ1
)
if pC,k˜,ϑ(θ − ϑ, λ) 6= 0.
(c) |bi(λ)| ≤ 12d .
(d) |∂βbi(λ)| ≤ D2
(
M2B0+2ν0
)2|β|1−1
for 1 ≤ |β|1 ≤ B1.
(e) bi(λ) ∈ R for λ ∈ B(λ(j+0.5)k˜ , 2ρ˜j) and 0 ≤ i ≤ d− 1.
(f)
∣∣∣∂θpC,k˜,ϑ(θ, λ)∣∣∣ ≤ 1 for |θ| ≤ δ1/2.
The proof of lemma 10.57 stretches over the next three subsections. In subsection 10.1 we
construct a function fC,k′ defined for (θ, λ) ∈ U(I˜(j)C′,k′ , δj/100) × U(Bρj (λ(j)k′ ), ρj/4), such that the
zeros of f coincide with those values of (θ, λ) where T
(j+1)
C (θ, λ) is not invertible. In principle, one
could define fC,k′ = det(T
(j+1)
C ). However, we will need estimates on fC,k′ and its derivatives which
we cannot prove for the determinant of a matrix of such large dimensions. Therefore we define fC,k′
to be the determinant of some reduced matrix b which is at most of size 2ν × 2ν. In subsection
10.2 we prove certain estimates for the function fC,k′ which are sufficient to prove lemma 10.57 by
applying the Weierstrass preparation theorem (see subsection 10.3). In the final subsection 10.4
we define sets of polynomials which will be important for the completion of the induction step in
section 11.
10.1 Construction of the function fC,k′
Throughout section 10.1 we suppose that j ≥ 1 and that induction statements (IS)l, 1 ≤ l ≤ j,
(IS)(1)j+1 are satisfied. We fix k′ ∈ K(j), C ∈ C(j+1) and let C ′ be defined as in (10.58).
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10.1.1 Definition of the singular set S
It follows from induction statement IS(3a)2≤l≤j that I˜(j)C′,k′ ⊂ I˜(1)C˜,1 for some C˜ ∈ C(1). Induction
statement IS(3a)j=1 then implies that for all θ ∈ U(I˜(j)C′,k′ , δj/100) precisely one of the following
2ν + 1 cases occurs.
Case I: dist(θ, 2πZ) <
101
100
δ1,
Case IIi: dist(θ, {2ω(0)i }+ 2πZ) <
101
100
δ1, 1 ≤ i ≤ ν, (10.60)
Case IIIi: dist(θ, {−2ω(0)i }+ 2πZ) <
101
100
δ1, 1 ≤ i ≤ ν.
We now define the singular set S, depending on the above cases:
In Case I we set S := C ∩ S,
In Case IIi we set S := C ∩ {−ei}, (10.61)
In Case IIIi we set S := C ∩ {ei}.
Remark 10.62 The definition of the set S depends on θ which is omitted in our notation. As
the definition of S is made in such a way that the diagonal entries of the linearized operator
T (j+1)(θ, λ)(m,m) have small modulus for m ∈ S. More precisely, we can show
|V (θ, ω)(m)| ≤ 2DV δ1 for m ∈ S. (10.63)
Consider first case I. Let m = µei ∈ S, µ ∈ {±1}. By (4.12), (3.31) V (θ, ω)(m) = Vi(θ + µωi).
Since |ωi − ω(0)i | < 2ρ1 we learn from (10.10) that
dist(θ + µωi, {µω(0)i }+ 2πZ) < 2δ1.
Then (10.9) and proposition 19.1 imply (10.63). Assume now that we are in case IIi and S 6= ∅.
Then V (θ, ω)(−ei) = Vi(θ − ωi). As above we conclude
dist(θ − ωi, {ω(0)i }+ 2πZ) < 2δ1,
leading again to the estimate (10.63). Case IIIi is similar to case IIi.
We set
Γ := C \ S. (10.64)
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Remark 10.65 In order to see that the matrix T (j+1)(θ, λ) is well defined up to possible singular-
ities on the diagonal we use
‖ϕ(a) + vj+1(λ)‖1,c ≤ 8eνDNρ1 ≤ rF,b
2
for λ ∈ U(N (1), ρ1). (10.66)
The proof of estimate (10.66) is similar to the proof of (9.34) and relies on the induction statement
IS(1)l for 1 ≤ l ≤ j + 1 and on (10.11), (10.2), (10.3), (10.4).
10.1.2 Decomposition of the nonsingular set Γ
In addition to the assumptions and notation stated in the beginning of section 10.1 we will assume
throughout the present subsection 10.1.2 that (θ, λ) ∈ U(I˜(j)C′,k′, δj/100) × U(Bρj (λ(j)k′ ), ρj/4) is
arbitrary but fixed. For 1 ≤ l ≤ j, n ∈ Zν, we define
kl := π
(j)
l k
′, (10.67)
Cl(n) :=

 (C − {n}) ∩BNl−1(0) for 2 ≤ l ≤ j,(C − {n}) ∩B1.5(0) for l = 1. (10.68)
Set
E0 := {m ∈ Γ : | < m, g > | ∈ {1, 2, . . . , ν}}. (10.69)
For each m ∈ E0 we denote by m′ ∈ Zν the (uniquely defined) lattice point satisfying < m′, g >= 0
and m−m′ ∈ S. Observe that for every m ∈ E0, 1 ≤ l ≤ j we have Cl(m′) ∈ C(l), since Cl(m′) is
an interval (being an intersection of intervals) and m−m′ ∈ Cl(m′) guarantees that Cl(m′) ∩ S is
not the empty set. Next we define subsets of Γ:
Γl :=
{
m ∈ E0 : |m′| > 2Nl−1 and θ+ < ω,m′ >∈ U
(
I˜
(l−1)
Cl−1(m′),kl−1
\ I˜(l)Cl(m′),kl ,
δl
20
)}
for 2 ≤ l ≤ j, (10.70)
Γ1 := Γ \
(
j⋃
l=2
Γl
)
. (10.71)
The remainder of this subsection is devoted to proving the following properties for the sets Γl.
(α) For all m ∈ Γ1: |V (θ, ω)(m)| > dV δ12 .
(β) Γl ⊂ {m ∈ Zν : |m| ≥ 2Nl−1} for 2 ≤ l ≤ j.
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(γ) For 2 ≤ l ≤ j and m ∈ Γl we have∥∥∥∥(T (j+1)|Cl(m′)+{m′})−1 (θ, λ)
∥∥∥∥
σl,c
≤ 2DNMl. (10.72)
For an interpretation of statement (γ) in the case (θ, λ) ∈ Z˜Cl(m′)+{m′} we refer the reader to remark
9.43.
Proof of (α): Let m ∈ Γ1.
Case 1: m ∈ Γ1 \ E0. Suppose first that < m, g >= 0. Then V (θ, ω)(m) = α1 and the claim
follows from (10.5). Therefore we may assume that | < m, g > | ≥ ν + 1. Since the imaginary part
of θ+ < ω,m > is bounded by
νρjNj
4 +
δj
100 ≤ νN
1−Eρ
0 (see (10.6)) the claim follows from (10.7).
Case 2: m ∈ E0 ∩ Γ1 and m′ 6= 0.
Recall that the definition of C(j+1) (see (4.50)) implies Γ ⊂ C ⊂ BNj(0). Furthermore, we have
assumed that m′ 6= 0. Since |m−m′| = 1 we obtain
0 < |m′| ≤ Nj . (10.73)
Thus we can define l ∈ {1, ..., j} to be the minimal integer such that |m′| ≤ 2Nl is satisfied. Recall
that
θ = θ+ < ω, 0 >∈ U(I˜(j)Cj(0),k′ , δj/100) ⊂ U(I˜
(l)
Cl(0),kl
, δl/10). (10.74)
Applying induction statement (IS)(3d)l it follows that
θ+ < ω,m′ >∈ C \ U(I˜(l)Cl(m′),kl , δl/10). (10.75)
Note that (10.8) implies
| Im(θ+ < ω,m′ >)| < δj
100
+
νNjρj
4
≤ δj
50
. (10.76)
Let θ′ ∈ R satisfy |θ+ < ω,m′ > −θ′| ≤ δj/50. In view of (10.75) it is clear that θ′ ∈ R \ I˜(l)Cl(m′),kl .
Using
I˜
(s)
Cs(m′),ks
⊂ I˜(s−1)Cs−1(m′),ks−1 for 2 ≤ s ≤ j. (10.77)
we obtain that
R \ I˜(l)Cl(m′),kl = R \ I˜
(1)
C1(m′),k1
∪
l⋃
s=2
(
I˜
(s−1)
Cs−1(m′),ks−1
\ I˜(s)Cs(m′),ks
)
(10.78)
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Since the definition of Γ1 (10.71) implies that m /∈ Γs for 2 ≤ s ≤ j, it follows from (10.70) that
θ′ ∈ R \ I˜(1)C1(m′),k1 (10.79)
and consequently
θ+ < ω,m′ >∈ U
(
R \ I˜(1)C1(m′),k1 ,
δj
50
)
. (10.80)
Since δj ≤ δ1 induction statement (IS)(4)1 (k ≡ k1, C ≡ C1(m′)) implies
|V (θ+ < ω,m′ >,ω)(m−m′)| > dV δ1
2
. (10.81)
Since < m′, g >= 0 we have dV δ1/2 < |V (θ+ < ω,m′ >,ω)(m−m′)| = |V (θ, ω)(m)|.
Case 3: m ∈ E0 ∩ Γ1 and m′ = 0.
Since m − m′ ∈ S and m ∈ C we have m ∈ S ∩ C. Write m = µei, where µ ∈ {±1} and
i ∈ {1, . . . , ν}. We will show by contradiction that
|V (θ, ω)(m)| = |Vi(µωi + θ)| > dV δ1
2
. (10.82)
Assume |Vi(µωi+ θ)| ≤ dV δ1/2. Proposition 19.1 (a) together with (10.9) imply that either (10.83)
or (10.84) below must hold.
dist(µωi + θ, {µω(0)i }+ 2πZ) ≤
δ1
2
. (10.83)
dist(µωi + θ, {−µω(0)i }+ 2πZ) ≤
δ1
2
. (10.84)
Using furthermore that |ωi−ω(0)i | < 2ρ1 ≤ δ1/2 (see (10.10)) we learn that either (10.85) or (10.86)
below is true.
dist(θ, 2πZ) ≤ δ1. (10.85)
dist(θ, {−2µω(0)i }+ 2πZ) ≤ δ1. (10.86)
Suppose (10.85) holds, then we are in Case I (cf. (10.60)) and by (10.61) we have S ∩C = S. Since
m ∈ S ∩ C (see beginning of proof of case 3) this contradicts m ∈ Γ1 ⊂ Γ ≡ C \ S. On the other
hand, assuming the validity of (10.86), we have Case IIi if µ = −1 and Case IIIi if µ = 1. In
either of these cases we learn from the definition (10.61) that m ∈ S, contradicting the assumption
m ∈ Γ1. Hence we have arrived at a contradiction and (10.82) holds, completing the proof of (α).
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Proof of (β): Obvious from (10.70) and |m−m′| = 1.
Proof of (γ): Let m ∈ Γl for 2 ≤ l ≤ j. Recall that Cl(m′) ∈ C(l). Furthermore
(θ+ < ω,m′ >,λ) ∈ U
(
I˜
(l−1)
Cl−1(m′),kl−1
\ I˜(l)Cl(m′),kl ,
δl
10
)
× U
(
Bρl(λ
(l)
kl
), ρl
)
. (10.87)
The induction statement (IS)(4)l then implies the existence of G(l)Cl(m′)(θ+ < ω,m′ >,λ) which is
the inverse of the matrix T
(l)
Cl(m′)
(θ+ < ω,m′ >,λ) if (θ+ < ω,m′ >,λ) /∈ Z˜Cl(m′). Using proposition
19.18 and < m′, g >= 0 we obtain
∥∥∥(G(l)Cl(m′)+{m′}
)
(θ, λ)
∥∥∥
σl,c
≤Ml. (10.88)
In view of proposition 24.11 claim (γ) follows, if we can show that
∥∥∥(T (j+1)(θ, λ)− T (l)(θ, λ)) |Cl(m′)+{m′}∥∥∥σl,c ≤ 12Ml . (10.89)
Estimate (10.89) is a consequence of (10.66), lemma 18.1, induction statements (IS)(1d)s for
l < s ≤ j + 1, (10.11) and (10.12):
∥∥∥(T (j+1)(θ, λ)− T (l)(θ, λ)) |Cl(m′)+{m′}∥∥∥σl,c
≤ ‖DW (ϕ(a) + vj+1(λ)) −DW (ϕ(a) + vl(λ))‖1,c
≤ DW ‖vj+1(λ)− vl(λ)‖1,c
≤ DW
j+1∑
s=l+1
‖vs(λ)− vs−1(λ)‖1,c
≤ DW
∑
s≥l+1
e−
1
8
Ncs−2
≤ 2DW e−
1
8
Ncl−1 ≤ 1
2Ml
.
10.1.3 Construction of G
(j+1)
Γ (θ, λ)
Proposition 10.90 There exists an analytic map (θ, λ) 7→ G(j+1)Γ (θ, λ) which is defined for
(θ, λ) ∈ U(I˜(j)C′,k′ , δj/100) × U(Bρj (λ(j)k′ ), ρj/4) such that∥∥∥G(j+1)Γ (θ, λ)∥∥∥
σj+1,c
≤ 4D2NMj for (θ, λ) ∈ U(I˜(j)C′,k′, δj/100) × U(Bρj (λ(j)k′ ), ρj/4). (10.91)
Moreover, for (θ, λ) ∈ U(I˜(j)C′,k′ , δj/100) × U(Bρj (λ(j)k′ ), ρj/4) \ Z˜Γ the matrix G(j+1)Γ (θ, λ) is the
inverse of T
(j+1)
Γ (θ, λ).
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Remark 10.92 Recall from remark 10.62 that the set S and hence Γ depend on the variable θ,
casting some doubt on the analyticity of G
(j+1)
Γ . However, it follows from the definition of the
different cases (10.60) and from induction statements (IS)(3a)1≤l≤j that Γ is constant on connected
components of U(I˜
(j)
C′,k′, δj/100) resolving the issue.
Proof. In order to prove proposition 10.90 we apply the coupling lemma 20.1. Assume first that
(θ, λ) /∈ Z˜Γ. In the notation of lemma 20.1
Λ ≡ Γ,
T ≡ T (j+1)(θ, λ) = D +R, where by (10.1)
D(m,n) = V (θ, ω)(m)δm,n, (10.93)
R(m,n) = DW (ϕ(a) + vj+1(λ))(m,n),
σ ≡ 1,
σ˜ ≡ σj+1.
Next we define the quantities ln, µn, Cn and Un for each n ∈ Γ. By definition (10.71) we have Γ =⋃j
s=1 Γs. Therefore we can pick for every n ∈ Γ a (not necessarily unique) integer sn ∈ {1, . . . , j}
such that n ∈ Γsn . In the case sn = 1 we set
ln := 1, µn := 0, Cn :=
4DN
dV δ1
, U(n) := {n}. (10.94)
If 2 ≤ sn ≤ j it follows from definition (10.70) that n ∈ E0 and therefore there exists an unique
n′ ∈ Zν satisfying < n′, g >= 0 and n− n′ ∈ S. We set
ln := Nsn−1 − 1, µn := σsn − σj+1, Cn := 2DNMsn , U(n) := Csn(n′) + {n′}. (10.95)
From (10.66) and lemma 18.1 we obtain
‖R‖1,c ≤ 8eνDWDNρ1. (10.96)
Next we verify conditions (20.3) – (20.5) of lemma 20.1.
Case sn = 1: The set U(n) contains the single point n and
|D(n, n) +R(n, n)| ≥ dV δ1
2
− ‖R‖1,c ≥ dV δ1
4
by statement (α) in section 10.1.2, (10.13) and (10.96). Hence (20.3) is satisfied. Condition (20.4)
is obvious and condition (20.5) follows again from (10.13) and (10.96).
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Case 2 ≤ sn ≤ j: Condition (20.3) is satisfied by statement (γ) in section 10.1.2 and (20.4)
follows from the definition of Csn(n
′) (cf. (10.68)) and |n − n′| = 1. Note in particular that by
definition (10.70) we have |n′| > 2Nsn−1 which guarantees that Csn(n′) + {n′} is not only a subset
of C but also a subset of Γ. Finally, condition (20.5) is satisfied by (10.96), (10.16) and (10.14) (see
also (4.7)). Hence lemma 20.1 can be applied and we obtain∥∥∥∥(T (j+1)Γ )−1 (θ, λ)
∥∥∥∥
σj+1,c
≤ 2DN max
(
4DN
dV δ1
, 2DNMj
)
for (θ, λ) ∈ U(I˜(j)C′,k′, δj/100)×U(Bρj (λ(j)k′ ), ρj/4) \ Z˜Γ. Keeping (10.15) in mind we obtain (10.91).
It remains to extend the inverse of T
(j+1)
Γ across the set Z˜Γ to a function G
(j+1)
Γ and to prove the
analyticity of G
(j+1)
Γ . The argument, however, is very similar to the one given in the proof of lemma
9.18 (see below (9.57)) and we do not repeat it here.
10.1.4 Definition of fC,k′
Consider the following block decomposition of the matrix T
(j+1)
C ,
T
(j+1)
C (θ, λ) =

 TΓ P1
P2 TS

 . (10.97)
In the case S 6= ∅ we set
b := TS − P2GΓP1. (10.98)
Remark 10.99 Remark 10.62 shows in particular that T
(j+1)
S (θ, λ) has no singularities on the
diagonal. Since R and G
(j+1)
Γ are analytic functions (see proposition 10.90) it follows that (10.98)
defines an analytic function b on U(I˜
(j)
C′,k′ , δj/100) × U(Bρj (λ(j)k′ ), ρj/4).
We define
fC,k′(θ, λ) :=

 det b(θ, λ) if S 6= ∅,1 if S = ∅, (10.100)
for (θ, λ) ∈ U(I˜(j)C′,k′ , δj/100) × U(Bρj (λ(j)k′ ), ρj/4). Note that TC is invertible if b is invertible.
Indeed, in case b−1 exists, set
G
(j+1)
C :=

 GΓ +GΓP1b−1P2GΓ −GΓP1b−1
−b−1P2GΓ b−1

 . (10.101)
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Then G
(j+1)
C is an analytic function on U(I˜
(j)
C′,k′ , δj/100) × U(Bρj (λ(j)k′ ), ρj/4) and
G
(j+1)
C (θ, λ) =
(
T
(j+1)
C
)−1
(θ, λ) for (θ, λ) /∈ Z˜C .
In particular, TC(θ, λ) is invertible except at the zeros of fC,k′.
10.2 Estimates on f
Before we state the result of this section we define a real number θι = θι(θ) depending on the cases
defined in (10.60).
θι :=


0 in case I,[
2ω
(0)
i
]
in case IIi,[
−2ω(0)i
]
in case IIIi.
(10.102)
Lemma 10.103 Let j ≥ 1. Suppose that the induction statements (IS)l, 1 ≤ l ≤ j and (IS)(1)j+1
are satisfied. For θ ∈ U(I˜(j)C′,k′ , δj/100) we set
d ≡ d(θ) := #S(θ). (10.104)
Then we can express
fC,k′(θ, λ) = f˜(θ, λ) · (q(θ, λ) + r(θ, λ)) , (10.105)
for (θ, λ) ∈ U(I˜(j)C′,k′ , δj/100) × U(Bρj (λ(j)k′ ), ρj/8), where
|f˜(θ, λ)| ≥ d2νV (10.106)
q(θ, λ) = ([θ]− θι)d +
∑
l<d
a˜l(λ)([θ]− θι)l, (10.107)
|a˜l(λ)| ≤ 22ν+1ρ1 for 0 ≤ l < d, (10.108)∣∣∣∂β a˜l(λ)∣∣∣ ≤ 33ν for 0 ≤ l < d, |β|1 ≥ 1, (10.109)∣∣∣∂βθ r(θ, λ)∣∣∣ ≤ √ρ1, for 0 ≤ β ≤ B0, (10.110)∣∣∣∂βr(θ, λ)∣∣∣ ≤ D1M2|β|1+2ν0 for 1 ≤ β ≤ B0. (10.111)
The functions f˜ , r and al are analytic functions in their respective domain of definition. Further-
more, a˜l(λ), r(θ, λ) are real if all the components of the vector (θ, λ) are real.
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Remark 10.112 Recall from remark 10.92 that d(θ) is constant on connected components of
U(I˜
(j)
C′,k′, δj/100). In the case that d(θ) = 0, the statement of lemma 10.103 is trivially satisfied
with f˜ ≡ 1, q ≡ 1 and r ≡ 0. Therefore we will assume throughout the remainder of section 10.2
that S 6= ∅.
10.2.1 Definition of f˜ , q and r
First we define the decomposition
DS = D˜Λ. (10.113)
Case I: Let µ ∈ {±1}, i ∈ {1, . . . , ν} and µei ∈ S. By proposition 19.1 (b) and (10.17)
D(θ, ω)(µei) = Vi(θ + µωi) = V˜i,µ([θ] + µωi)([θ] + µ(ωi − ω(0)i )). (10.114)
On S we define the following diagonal matrices
D˜(θ, λ) := diag
(
V˜i,µ([θ] + µωi)
)
, (10.115)
Λ(θ, λ) := diag
(
[θ] + µ(ωi − ω(0)i )
)
, (10.116)
which clearly satisfy (10.113).
Case IIi: Recall that S = {−ei} since we assumed S 6= ∅. It follows again from proposition
19.1 (b), (10.17) that (10.113) holds with
D˜(θ, λ)(−ei,−ei) := V˜i,+([θ − ωi]), (10.117)
Λ(θ, λ)(−ei,−ei) := ([θ]− θι)− (ωi − ω(0)i ). (10.118)
Case IIIi: Now S = {ei}. From proposition 19.1 (b) and (10.17) we again obtain (10.113) with
D˜(θ, λ)(ei, ei) := V˜i,−([θ + ωi]), (10.119)
Λ(θ, λ)(ei, ei) := ([θ]− θι) + (ωi − ω(0)i ). (10.120)
We express the matrix b defined in (10.98) in the following way.
b = DS +RS − P2GΓP1 = D˜
(
Λ + D˜−1(RS − P2GΓP1)
)
= D˜(Λ + R˜), with (10.121)
R˜ := D˜−1(RS − P2GΓP1). (10.122)
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It is clear that the following definitions yield relation (10.105).
f˜ := det D˜, (10.123)
q := det Λ, (10.124)
r := det(Λ + R˜)− det Λ. (10.125)
The following estimates are consequences of the above definitions, (10.18) and proposition 19.1 (b).
For m ∈ S
∣∣∣∂βΛ(θ, λ)(m,m)∣∣∣ ≤ 1 for |β|1 ≥ 0, (10.126)∣∣∣∂βD˜−1(θ, λ)(m,m)∣∣∣ ≤ DV for 0 ≤ |β|1 ≤ B0. (10.127)
10.2.2 Proof of properties (10.106) – (10.109) for f˜ and q
Estimate (10.106) follows from (19.4), (10.123), the definition of D˜ and the fact that 1 ≤ d ≤ 2ν.
It is clear from the definition that the function q can be written in form (10.107). Moreover, it is
elementary to verify estimates (10.108), (10.109) for the coefficients a˜l(λ) from |ω−ω(0)| < 2ρ1 ≤ 1
(see (10.18)) and using the Leibniz rule. The analyticity of f˜ , q and r as well as the realness of
a˜l and r follow immediately from (IS)(1b)j+1 and (IS)(1g)j+1. To complete the proof of lemma
10.103 we still need to verify (10.110) and (10.111) which will be done in section 10.2.6.
10.2.3 Estimates on R
Proposition 10.128 Let j ≥ 1. Suppose that the induction statements (IS)l, 1 ≤ l ≤ j and
(IS)(1)j+1 are satisfied. For 1 ≤ |β|1 ≤ B0 and λ ∈ U(Bρj (λ(j)k′ ), ρj/4) we obtain
‖R(λ)‖1,c ≤ 8eνDWDNρ1 ≤ dV δ1
4
≤ 1, (10.129)
‖∂βR(λ)‖1,c ≤ NEρ|β|10 . (10.130)
Proof. Estimate (10.129) follows from lemma 18.1, (10.66), and (10.13). Assume now 1 ≤ |β|1 ≤
B0. Recall that the matrix R(λ) is given by
R(λ)(m,n) =
∑
p≥2
pαp (ϕ(a) + vj+1(λ))
∗(p−1) (m− n) (10.131)
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(see (10.1), (18.4)). Using corollary 24.8 we obtain the following formula for the derivatives of R:
(∂βR)y =
|β|1∑
p=1
∑
β1 + . . .+ βp = β
βi 6= 0 for 1 ≤ i ≤ p
1
p!
β!
β1! · · · βp!D
p+1W (ϕ+ vj+1)[∂
β1(ϕ+ vj+1), . . . , ∂
βp(ϕ+ vj+1), y].
(10.132)
It follows from the definition of ϕ (3.9), from the induction statements (IS)(1e)2≤l≤j+1 and from
(10.19) – (10.22) that for 1 ≤ |β|1 ≤ B0, λ ∈ U(Bρj (λ(j)k′ ), ρj/4)
‖∂β(ϕ(a) + vj+1(λ))‖1,c ≤ ‖∂βϕ(a)‖1,c +
j+1∑
l=2
‖∂β(vl − vl−1)(λ)‖1,c
≤ 2DNe+ 1
2
N
Eρ(|β|1−0.5)
0 +
j+1∑
l=3
e−
1
16
Ncl−2
≤ NEρ(|β|1−0.5)0 . (10.133)
Estimate (10.130) is then a consequence of (10.19), lemma 18.1, proposition 24.5 and (10.23).
10.2.4 Estimates on GΓ
Recall the definitions of D1,3 and q in (4.29) and (4.18).
Lemma 10.134 Let j ≥ 1. Suppose that the induction statements (IS)l, 1 ≤ l ≤ j and (IS)(1)j+1
are satisfied. Recall the definition of G
(j+1)
Γ in proposition 10.90 For all 0 ≤ |β|1 ≤ B0, (θ, λ) ∈
U(I˜
(j)
C′,k′, δj/100) × U(Bρj (λ(j)k′ ), ρj/8) and m, n ∈ Γ we have∣∣∣∂βG(j+1)Γ (θ, λ)(m,n)∣∣∣w1/4,c(m− n) ≤ D1,3M2|β|1+10 (1 + |n|)q(2|β|1+1). (10.135)
Recall from section 10.1.3 that GΓ was constructed via the coupling lemma 20.1 from the
collection of local inverse matrices G
(j+1)
U(n) , n ∈ Γ. Before we prove lemma 10.134 we first provide
estimates on the derivatives of the matrices GU(n) ≡ G(j+1)U(n) .
Proposition 10.136 Suppose that the assumptions of lemma 10.134 hold. Let n ∈ Γ1 (cf. (10.71)).
Then
‖∂βGU(n)‖1,c ≤ D1,1M |β|1+10 (1 + |n|)(Eδ+1)(|β|1+1) (10.137)
for (θ, λ) ∈ U(Bρj (λ(j)k′ ), ρj/8), 0 ≤ |β|1 ≤ B0 (cf. (4.27)).
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Proof. (Proposition 10.136).
Recall that for n ∈ Γ1 we have defined U(n) = {n}. The entry of the corresponding matrix TU(n)
can be written in the form
GU(n)(n, n) = (TU(n))
−1(n, n) =
fn
gn
, (10.138)
where
fn(θ, λ) :=

 1 if < n, g >= 0,4 sin2 <ω,n>+θ2 if < n, g > 6= 0, (10.139)
gn(θ, λ) :=

 α1 +R(λ)(n, n) if < n, g >= 0,(α1 +R(λ)(n, n))4 sin2 <ω,n>+θ2 − < n, g >2 γ2 if < n, g > 6= 0. (10.140)
Estimates on fn: Using 2 sin
2 x = 1− cos(2x) it is easy to verify that
∣∣∣∂βfn(θ, λ)∣∣∣ ≤ 4(1 + |n|)|β|1 (10.141)
for all multi-indices β.
Estimates on derivatives of gn: We will show that for 1 ≤ |β|1 ≤ B0∣∣∣∂βgn(θ, λ)∣∣∣ ≤ (2N0)Eρ|β|1(1 + |n|)|β|1 (10.142)
Indeed, it follows from (10.129), (10.130), (10.141), (10.24), (10.25) and the product rule that∣∣∣∣∂β
(
(α1 +R(λ)(n, n))4 sin
2 < ω,n > +θ
2
)∣∣∣∣
≤ (α1 + 1)4(1 + |n|)|β|1 +
∑
0<α≤β

 β
α

NEρ|α|10 4(1 + |n|)|β−α|1
≤ 2|β|1+2NEρ|β|10 (1 + |n|)|β|1 ≤ (2N0)Eρ|β|1(1 + |n|)|β|1 .
Note that this calculation contains a proof of (10.142) in both cases < n, g >= 0 and < n, g > 6= 0.
Lower bound on |gn|: We shall prove that
|gn(θ, λ)| ≥ γ
2
4α1
dV δ0
4
(1 + |n|)−Eδ (10.143)
Suppose first that < n, g >= 0. In this case (10.143) simply follows from (10.26), γ2 < α1 (see
assumption A2) and from
|R(λ)(n, n)| ≤ dV δ1
4
<
dV δ0
4
( see (10.129)) . (10.144)
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Assume < n, g > 6= 0. We introduce the following auxiliary notation
x := 4 sin2
< ω,n > +θ
2
,
y := α1 +R(λ)(n, n),
η :=
dV δ0
4
(1 + |n|)−Eδ
We will show below that
|y − < n, g >
2 γ2
x
| = |V (θ, ω)(n) +R(λ)(n, n)| ≥ η. (10.145)
Suppose (10.145) holds. Then
1
|y|
∣∣∣∣1 + < n, g >2 γ2yx− < n, g >2 γ2
∣∣∣∣ ≤ 1η .
Note that (10.26) and (10.144) imply η < y < 2α1. Thus
< n, g >2 γ2
|yx− < n, g >2 γ2| ≤
y
η
+ 1, < 2
y
η
implying
|gn(θ, λ)| = |yx− < n, g >2 γ2| > γ2 η
2y
>
γ2
4α1
η.
Hence the proof of (10.143) is complete once we have verified (10.145).
Proof of (10.145): Recall from statement (α) in section 10.1.2 that
|V (θ, ω)(n)| > dV δ1
2
(10.146)
for all n ∈ Γ1. Therefore (10.144) implies
|V (θ, ω)(n) +R(λ)(n, n)| ≥ dV δ1
4
Since (1 + |n|)−Eδ ≤ δ1 for all |n| ≥ N1 (see (4.47)), we may assume that |n| < N1 (in addition
to the already present assumptions that n ∈ Γ1 and < n, g > 6= 0). We distinguish the cases
| < n, g > | > ν and 0 < | < n, g > | ≤ ν. In the first case we observe that the imaginary part
of < ω,n > +θ is bounded by ν2ρ1N1 + δ1/100 ≤ δ1 (use (10.27)) and thus (10.145) follows from
(10.28) and (10.144). Consider now | < n, g >= i| for i ∈ {1, . . . , ν}. In this case
V (θ, ω)(n) = Vi(θ+ < ω,n >). (10.147)
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Observe that (10.27) together with |n| ≤ N1 implies
| < ω,n > − < ω(0), n > | ≤ δ1
2
. (10.148)
Next we prove
|V (θ, ω)(n)| > dV δ0
2
(1 + |n|)−τ . (10.149)
We need to distinguish the 2ν + 1 cases I, IIp and IIIp (see (10.60)).
Case I: Since n ∈ Γ1 ⊂ Γ = C \ S we have n± ei 6= 0. Therefore (10.148), (10.60), assumption
A3, (10.29) and (10.30) yield
dist
(
θ+ < ω,n >, {±ω(0)i }+ 2πZ
)
≥ s|n∓ ei|τ −
1
2
δ1 − 101
100
δ1
≥ s
2(1 + |n|)τ >
δ0
2(1 + |n|)τ
Estimate (10.149) then follows from (10.147), proposition 19.1 and (10.31).
Case IIp: We first establish that n + 2ep ∓ ei 6= 0. In fact, assume that n + 2ep ∓ ei = 0.
Since | < n, g > | = i, and p ∈ {1, . . . , ν} this implies that p = i and n = −ei. This, however,
contradicts the fact that n /∈ S (since n ∈ Γ1). Therefore (10.148), (10.60), assumption A3, (10.29),
|n|+ 3 ≤ 2(1 + |n|) and (10.30) imply
dist
(
θ+ < ω,n >, {±ω(0)i }+ 2πZ
)
≥ dist
(
θ+ < ω(0), n∓ ei + 2ep >, {2ω(0)p }+ 2πZ
)
− 1
2
δ1
≥ s|n∓ ei + 2ep|τ −
1
2
δ1 − 101
100
δ1
≥ s
2(3 + |n|)τ >
δ0
2(1 + |n|)τ .
Estimate (10.149) then follows from (10.147), proposition 19.1 and (10.31).
Case IIIp: We first establish that n − 2ep ∓ ei 6= 0. Assume that n − 2ep ∓ ei = 0. Since
| < n, g > | = i, and p ∈ {1, . . . , ν} this implies that p = i and n = ei. This, however, contradicts
n /∈ S. Therefore (10.148), (10.60), assumption A3, (10.29), |n|+ 3 ≤ 2(1 + |n|) and (10.30) imply
dist
(
θ+ < ω,n >, {±ω(0)i }+ 2πZ
)
≥ dist
(
θ+ < ω(0), n∓ ei − 2ep >, {−2ω(0)p }+ 2πZ
)
− 1
2
δ1
≥ s|n∓ ei − 2ep|τ −
1
2
δ1 − 101
100
δ1
≥ s
2(3 + |n|)τ >
δ0
2(1 + |n|)τ .
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Estimate (10.149) again follows from (10.147), proposition 19.1 and (10.31).
Thus we have established (10.149) in all cases. Together with the estimate (10.146) we obtain
|V (θ, ω)(n)| > max
(
dV δ1
2
,
dV δ0
2
(1 + |n|)−τ
)
.
On the other hand (10.144) implies
|R(λ)(n, n)| ≤ 1
2
max
(
dV δ1
2
,
dV δ0
2
(1 + |n|)−τ
)
.
The last two inequalities together with (10.32) prove (10.145), also in the case |n| < N1. The proof
of (10.145) is complete. We have so far established estimates (10.141) – (10.143) on the functions
fn and gn. We use them to complete the proof of proposition 10.136.
Applying corollary 24.10 (b) for the derivatives of quotients yields
∣∣∣∣∂β
(
fn
gn
)∣∣∣∣ ≤
|β|1+1∑
p=1
∑
β1 + . . .+ βp = β
βr 6= 0 for 2 ≤ r ≤ p
β!
β1! . . . βp!
|∂β1fn||gn|−p|∂β2gn| . . . |∂βpgn|
for |β|1 ≥ 0. Using proposition 24.5 and estimates (10.141), (10.142) and (10.143) we obtain with
(4.27)
∣∣∣∣∂β
(
fn
gn
)∣∣∣∣ ≤
|β|1+1∑
p=1
p|β|1
(
16α1
dV γ2
(1 + |n|)Eδ
δ0
)|β|1+1
(2N0)
Eρ|β|14(1 + |n|)|β|1
≤ D−1N D1,1
(
N
Eρ
0
δ0
(1 + |n|)Eδ+1
)|β|1+1
for 0 ≤ |β|1 ≤ B0. Proposition 10.136 now follows from (10.33).
Next we investigate G
(j+1)
U(n) for n ∈ Γl, 2 ≤ l ≤ j. Recall that (10.70), (10.69) imply that there
exists a (unique) n′ ∈ Zν with n− n′ ∈ S and < n′, g >= 0.
Proposition 10.150 Suppose that the assumptions of lemma 10.134 hold. Let n ∈ Γl, 2 ≤ l ≤ j.
Then
∥∥∥∂βG(j+1)U(n) (θ, λ)
∥∥∥
σl,c
≤ D1,2M |β|1+10 (1 + |n|)q(|β|1+1) (10.151)
for 0 ≤ |β|1 ≤ B0 and (θ, λ) ∈ U(Bρj (λ(j)k′ ), ρj/8).
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Proof. (Proposition 10.150). By continuity it suffices to prove estimate (10.151) for (θ, λ) ∈
U(Bρj (λ
(j)
k′ ), ρj/8) \ Z˜U(n). Let n ∈ Γl, 2 ≤ l ≤ j. Recall from (10.95) that U(n) = Cl(n′) + {n′}.
Applying Cauchy’s integral formula to induction statement (IS)(4)l we obtain∥∥∥∂βG(l)Cl(n′)(θ, λ)
∥∥∥
σl,c
≤ β!Ml
(
20
δl
)βθ ( 2
ρl
)|βλ|1
(10.152)
for all (θ, λ) ∈ U(I˜(l−1)Cl−1(n′),kl−1 \ I˜
(l)
Cl(n′),kl
, δl/20) × U(Bρl(λ(l)kl ), ρl/2) and |β|1 ≥ 0. Observe that
< n′, g >= 0. Proposition 19.18 implies
G
(l)
Cl(n′)+{n′}
(θ, λ) ∼= G(l)Cl(n′)(θ+ < ω,n
′ >,λ). (10.153)
By the definition of Γl (see (10.70)) we have θ+ < ω,n
′ >∈ U(I˜(l−1)Cl−1(n′),kl−1 \ I˜
(l)
Cl(n′),kl
, δl/20).
Furthermore λ ∈ U(Bρj (λ(j)k′ ), ρj/8) ⊂ U(Bρl(λ(l)kl ), ρl/2). Applying the chain rule we obtain from
(10.152) and (10.34) that for |β|1 ≥ 0∥∥∥∂βG(l)Cl(n′)+{n′}(θ, λ)
∥∥∥
σl,c
≤ |β|1!Ml
(
20
δl
)βθ (
|n′|20
δl
+
2
ρl
)|βλ|1
≤ |β|1!Ml
[
(1 + |n|) 4
ρl
]|β|1
. (10.154)
Finally, in view of proposition 24.11 we need to estimate the derivatives of X := T (j+1) − T (l). To
this end set for l ≤ p ≤ j
Xp := T
(p+1) − T (p) = DW (ϕ+ vp+1)−DW (ϕ+ vp) (10.155)
=
(∫ 1
0
D2W (ϕ+ vp + t(vp+1 − vp))dt
)
(vp+1 − vp).
Note that Xp does not depend on θ. It follows from induction statement (IS)(1b), (1d), p ≥ 2 and
lemma 18.1 that Xp is analytic on U(N (p), ρp/4) and
‖Xp(λ)‖1,c ≤ DW e−
1
8
Ncp−1 .
Applying Cauchy’s integral formula and (10.35) we conclude for λ ∈ U(Bρj (λ(j)k′ ), ρj/8) ⊂
U(Bρp(λ
(p)
kp
), ρp/8), l ≤ p ≤ j, and 0 ≤ |β|1 ≤ B0 that
‖∂βX(λ)‖1,c ≤
j∑
p=l
‖∂βXp(λ)‖1,c ≤ e−
1
16
Ncl−1
Estimate (10.36) allows the application of proposition 24.11, yielding
∥∥∥∂βG(j+1)Cl(n′)+{n′}(θ, λ)
∥∥∥
σl,c
≤ 2B0!Ml
[
(1 + |n|) 8
ρl
]|β|1|β|1+1∑
p=1
p|β|1DpN

 (10.156)
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for 0 ≤ |β|1 ≤ B0. Finally, statement (β) in section 10.1.2 implies |n| ≥ 2Nl−1. Thus by (4.44),
(4.45), (4.48)
1
ρl
= N
Eρ
l ≤ (1 + |n|)AEρ
Ml = N
EM
l ≤ (1 + |n|)AEM .
The definition of q (4.18), proposition 10.150 now follows from (10.156) and from the choice of the
constant D1,2 in (4.28).
Before proving lemma 10.134 we need one more proposition.
Proposition 10.157 Let w, y > 0, t ≥ 1. Then
(t+ y)we−
1
4
yc ≤ tw
(
max
y≥0
(1 + y)we−
1
4
yc
)
.
The proof of this proposition is trivial and is based on the simple observation that (t + y)w ≤
tw(1 + y)w for t ≥ 1, y, w > 0.
Proof. (Lemma 10.134).
We have used the coupling lemma 20.1 to construct GΓ from the collection of local inverse
matrices G
(j+1)
U(n) , n ∈ Γ. By (20.7), (20.10), (20.11)
G
(j+1)
Γ = G˜(1 + Y )
−1 (10.158)
where for m, n ∈ Γ
G˜(m,n) =

 G
(j+1)
U(n) (m,n) if m ∈ U(n),
0 else ,
Y (m,n) =


∑
p∈U(n)R(m, p)G˜(p, n) if m ∈ Γ \ U(n),
0 else .
It follows from propositions 10.136, 10.150 and (10.37) that for D := max(D1,1,D1,2) and n ∈ Γ
∑
m∈Γ
∣∣∣∂βG˜(m,n)∣∣∣w1/2,c(m− n) ≤ DM |β|1+10 (1 + |n|)q(|β|1+1) (10.159)
for 0 ≤ |β|1 ≤ B0. Next we estimate the derivatives of the matrix Y up to order 0 ≤ |β|1 ≤ B0. To
that end recall ‖∂βR‖1,c ≤ NEρ|β|10 ≤M |β|10 from proposition 10.128 and (10.33). Using in addition
(10.159) we obtain for n ∈ Γ, m ∈ Γ \ U(n)
∣∣∣∂βY (m,n)∣∣∣w1/2,c(m− n)
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≤
∑
α≤β
∑
p∈U(n)

 β
α

∣∣∣∂β−αR(m, p)∣∣∣w1/2,c(m− p) ∣∣∣∂αG˜(p, n)∣∣∣w1/2,c(p− n)
≤
∑
α≤β
∑
p∈U(n)

 β
α

M |β−α|10 ∣∣∣∂αG˜(p, n)∣∣∣w1/2,c(p− n)
≤
∑
α≤β

 β
α

DM |α|1+10 (1 + |n|)q(|α|1+1)M |β−α|10
≤ D(2M0)|β|1+1(1 + |n|)q(|β|1+1). (10.160)
Differentiating (10.158) (see corollary 24.10 (b)) we obtain
∂βG
(j+1)
Γ =
|β|1+1∑
p=1
(−1)p−1
∑
β1 + . . .+ βp = β
βr 6= 0 for 2 ≤ r ≤ p
β!
β1! . . . βp!
(∂β1G˜)(1 + Y )−1(∂β2Y ) . . . (1 + Y )−1.(10.161)
Furthermore, (10.159), (10.160), ‖(1 + Y )−1‖1/2,c ≤ 2DN (cf. (20.8)) and lemma 5.16 imply for
1 ≤ p ≤ |β|1 + 1, β1 + . . .+ βp = β, βr 6= 0 for 2 ≤ r ≤ p∣∣∣[(∂β1G˜)(1 + Y )−1(∂β2Y ) . . . (∂βpY )(1 + Y )−1] (m,n)∣∣∣w1/4,c(m− n)
≤ w1/4,c(m− n)
∑
y1,...,y2p−1∈Γ
(2DN )
pDp(2M0)
|β|1+p (1 + |y1|)q(|β1|1+1) . . . (1 + |y2p−1|)q(|βp|1+1)
w1/2,c(m− y1) . . . w1/2,c(y2p−1 − n)
≤ (2DND)p(2M0)|β|1+p
∑
y1,...,y2p−1∈Γ
(
w1/4,c(m− n)
w1/4,c(m− y1) . . . w1/4,c(y2p−1 − n)
×(1 + |y1|)
q(|β1|1+1) . . . (1 + |y2p−1|)q(|βp|1+1)
e
1
4
(|m−y1|c+...+|y2p−1−n|c)
)
≤ (2DND)|β|1+1(2M0)2|β|1+1
(
max
y1,...,y2p−1∈Γ
(1 + |y1|)q(|β1|1+1) . . . (1 + |y2p−1|)q(|βp|1+1)
e
1
4
(|m−y1|c+...+|y2p−1−n|c)
)
(10.162)
Denote by MAX the maximum which appears in the previous line (10.162). We claim
MAX ≤ (1 + |n|)q(2|β|1+1)
(
max
y≥0
(1 + y)q(2|β|1+1)e−
1
4
yc
)
. (10.163)
Indeed, since Γ is finite, the maximum is achieved, say at lattice points y∗1, . . . , y
∗
2p−1 ∈ Γ. Set
∆ := max{|y∗1 |, . . . , |y∗2p−1|}. In case ∆ ≤ |n| estimate (10.163) is obvious. If ∆ > |n| we see that
MAX is bounded by
(1 + ∆)q(2|β|1+1)e−
1
4
(∆−|n|)c .
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Using proposition 10.157 with w ≡ q(2|β|1 + 1), y ≡ ∆ − |n| and t ≡ 1 + |n| we conclude that
(10.163) is satisfied. Using (10.161), (10.162), (10.163), proposition 24.5 and (4.29) we have finally
proved lemma 10.134.
Corollary 10.164 Let j ≥ 1. Suppose that the induction statements (IS)l, 1 ≤ l ≤ j and
(IS)(1)j+1 are satisfied. Then the matrix valued function b defined in (10.98) is analytic on
U(I˜
(j)
C′,k′, δj/100) × U(Bρj (λ(j)k′ ), ρj/8) and the entries of b are uniformly bounded by
|b(θ, λ)(m,n)| ≤ 2(DV + 1)δ1 for m,n ∈ S. (10.165)
Proof. The analyticity of b was already stated in remark 10.99. By definition
b(m,n) = V (θ, ω)(m)δm,n +R(m,n)−
∑
y1,y2∈Γ
R(m, y1)G
(j+1)
Γ (y1, y2)R(y2, n)
= I + II + III. (10.166)
It follows from remark 10.62 that |I| ≤ 2DV δ1. Furthermore estimate (10.129) together with
conditions (10.41) and (10.42) imply |II| ≤ δ1. Finally, by lemma 10.134, proposition 10.128,
lemma 5.16 and (10.41) – (10.43)
|III| ≤
∑
y1,y2∈Γ
|R(m, y1)G(j+1)Γ (y1, y2)R(y2, n)|
≤ δ21
∑
y1,y2∈Γ
D1,3M0
(1 + |y2|)qe− 34 |y2−n|c
w 1
4
,c(m− y1)w 1
4
,c(y1 − y2)w 1
4
,c(y2 − n)
(10.167)
≤ δ21D1,3M0max
y2∈Γ
[
(1 + |y2|)qe−
3
4
|y2−n|c
]
≤ δ1. (10.168)
10.2.5 Estimates on R˜
Recall the definition of R˜ in (10.122).
Proposition 10.169 Let j ≥ 1. Suppose that the induction statements (IS)l, 1 ≤ l ≤ j and
(IS)(1)j+1 are satisfied. Then for all 0 ≤ |β|1 ≤ B0, (θ, λ) ∈ U(I˜(j)C′,k′ , δj/100)× U(Bρj (λ(j)k′ ), ρj/8)
and n, m ∈ S
∣∣∣∂βR˜(n,m)∣∣∣ ≤ D1,4M2|β|1+10 , (10.170)∣∣∣∂βθ R˜(n,m)∣∣∣ ≤ ρ3/41 . (10.171)
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Proof. The product rule implies
∂βR˜(m,n) =
∑
α≤β

 β
α

 (∂αD˜−1)(m,m)(∂β−αR)(m,n) (10.172)
−
∑
α1 + . . .+ α4 = β
y1, y2 ∈ Γ
β!
α1! . . . α4!
(∂α1D˜−1)(m,m)(∂α2R)(m, y1)(∂
α3G
(j+1)
Γ )(y1, y2)(∂
α4R)(y2, n)
= S1 − S2
It follows from (10.127), proposition 10.128 and (10.33) that
|S1| ≤ 2|β|1DVNEρ|β|10 ≤ 2|β|1DVM |β|10 . (10.173)
Using in addition (10.135), lemma 5.16 and proposition 24.5
|S2| ≤ DV
∑
α1+...+α4=β
β!
α1! . . . α4!
M
|α2|1+|α4|1
0
∑
y1,y2∈Γ
D1,3M
2|α3|1+1
0
(1 + |y2|)q(2|α3|1+1)e− 14 |y2−n|c
w1/4,c(m− y1) . . . w1/4,c(y2 − n)
≤ DVD1,34|β|1M2|β|1+10
(
max
y≥0
(1 + y)q(2|β|1+1)e−
1
4
|y−1|c
)
. (10.174)
Claim (10.170) follows from (10.172), (10.173), (10.174) and (4.30).
The proof of claim (10.171) is similar but easier since the matrix R does not depend on θ.
Indeed,
∂βθ R˜(m,n) = (∂
β
θ D˜
−1)(m,m)R(m,n) (10.175)
−
∑
α ≤ β
y1, y2 ∈ Γ

 β
α

 (∂αθ D˜−1)(m,m)R(m, y1)(∂β−αθ G(j+1)Γ )(y1, y2)R(y2, n)
= S1 − S2
Using similar estimates as above it follows that
|S1| ≤ DV 8eνDWDNρ1 (10.176)
and
|S2| ≤ 2|β|1DV (8eνDWDNρ1)2D1,3M2|β|1+10
(
max
y≥0
(1 + y)q(2|β|1+1)e−
1
4
|y−1|c
)
. (10.177)
Claim (10.171) follows from (10.175), (10.176), (10.177), and (10.38), (10.39).
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10.2.6 Completion of the proof of lemma 10.103
Recall that we have already proved lemma 10.103 in subsections 10.2.1 and 10.2.2 except for esti-
mates (10.110) and (10.111) We will complete the proof by showing
∣∣∣∂βθ r(θ, λ)∣∣∣ ≤ D1,5ρ3/41 , (10.178)∣∣∣∂βr(θ, λ)∣∣∣ ≤ D1M2|β|1+2ν0 (10.179)
for all 0 ≤ |β|1 ≤ B0 and (θ, λ) ∈ U(I˜(j)C′,k′ , δj/100) × U(Bρj (λ(j)k′ ), ρj/8) and by using (10.40).
The function r was defined in (10.125). The proof of (10.178) and (10.179) is a straight forward
calculation. Indeed, using the representation of the determinant as a sum of products of the entries
and the fact that Λ is a diagonal matrix, we can write
r =
∑
σ∈Σ
d∏
i=1
ai,σ, (10.180)
where d denotes the cardinality of the singular set S (d ≤ 2ν), Σ contains less than 2d(d!) elements,
ai,σ denotes (up to a sign) an entry of either Λ or R˜ and for each σ ∈ Σ at least one of the terms
ai,σ, 1 ≤ i ≤ d is an entry of R˜. Representation (10.180), together with (10.170), (10.171), (10.126),
(4.32), (4.31) yield estimates (10.179) and (10.178).
10.3 Proof of lemma 10.57 – Application of the Weierstrass Preparation The-
orem
Proof. Let ϑ ∈ I(j)C′,k′. Define S as in (10.61), where θ is replaced by ϑ in order to determine the
case in (10.60). Suppose first that S = ∅. Then statement A of lemma 10.57 holds by proposition
10.90 (cf. remark 10.92) and (10.49). For the remainder of the proof we assume that S 6= ∅. Define
q and r through lemma 10.103, by writing
fC,k′(θ, λ) = f˜(θ, λ)(q(θ, λ) + r(θ, λ)), (10.181)
such that (10.106) – (10.111) are satisfied. We apply the Weierstrass preparation theorem in the
form of lemma 21.4 to the function
f(z, λ) := q(z + ϑ, λ) + r(z + ϑ, λ). (10.182)
In the notation of lemma 21.4 we set d ≡ #S, δ ≡ δj/100, ρ ≡ 2ρ˜j , ǫ ≡ √ρ1, B1, B2 as in (4.20),
(4.21), C∗ ≡ D1M2(B0+ν)0 , C ≡ 30C∗B1!2B1 , λ0 ≡ λ(j+0.5)k˜ .
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Assumptions (21.5) – (21.11) of lemma 21.4 are satisfied by (10.45) – (10.48). The analyticity
of f as defined in (10.182) follows from lemma 10.103 since ϑ ∈ I(j)C′,k′ , λ(j+0.5)k˜ ∈ Bρj (λ
(j)
k′ ) and
2ρ˜j ≤ ρj/4 by (10.49). Furthermore f is of the form (21.12), where (21.15) follows from (10.110),
(10.111) and (10.44). To verify (21.13) and (21.14) observe that
q(z + ϑ, λ) = (z + (ϑ− θι))d +
∑
0≤l<d
a˜l(λ)(z + (ϑ − θι))l = zd +
∑
0≤l<d
al(λ)z
l,
with
al(λ) =

 d
l

 (ϑ − θι)d−l + ∑
l≤r<d
a˜r(λ)

 r
l

 (ϑ− θι)r−l for 0 ≤ l < d.
Since ϑ ∈ I(j)C′,k′ the definition of θι implies |ϑ − θι| < δ1 ≤ 12 (see also (10.52)). Using (10.108),
(10.109), (10.50) and (10.51) we obtain for 0 ≤ l < d
|al(λ)| ≤ 22νδ1 + 24ν+1ρ1 ≤ 1
8d
.
and ∣∣∣∂βal(λ)∣∣∣ ≤ 33ν22ν < 28ν < 2B1 < C.
The hypothesis of lemma 21.4 are therefore satisfied and we obtain functions Q and bi satisfying
(21.16) – (21.20). Set
pC,k˜,ϑ(θ, λ) := θ
d +
d−1∑
i=0
bi(λ)θ
i.
Statement (a) is then trivially satisfied. Statements (c) – (e) follow from (21.18) – (21.20) and
(4.33). Claim (f) is certainly true in the case d = 1 and follows for d ≥ 2 from (21.18) and (10.52)
via ∣∣∣∂θpC,k˜,ϑ(θ, λ)∣∣∣ ≤ d
d−1∑
k=1
(
δ1
2
)k
+
1
2d
≤ dδ1 + 1
2d
≤ 1.
It remains to prove (b). It follows from (10.181), (10.106), (10.182), (21.16) and (21.17) that
|fC,k′(θ, λ)| ≥ 1
2
d2νV |pC,k˜,ϑ(θ − ϑ, λ)| (10.183)
for all (θ, λ) ∈ U(ϑ, δj/400) × U(λ(j+0.5)k˜ , 2ρ˜j). Using the cofactor matrix to represent the inverse
of b(θ, λ) we obtain from corollary 10.164
‖b−1(θ, λ)‖1,c ≤ dDNe2 (d− 1)![2(DV + 1)δ1]
d−1
|fC,k′(θ, λ)| (10.184)
97
for all (θ, λ) ∈ U(ϑ, δj/400) × U(λ(j+0.5)k˜ , 2ρ˜j) with fC,k′(θ, λ) 6= 0. Using hypothesis (10.53) one
arrives at
‖b−1(θ, λ)‖1,c ≤ 1|pC,k˜,ϑ(θ − ϑ, λ)|δ1
for all (θ, λ) ∈ U(ϑ, δj/400)×U(λ(j+0.5)k˜ , 2ρ˜j) with pC,k˜,ϑ(θ−ϑ, λ) 6= 0. Claim (b) then follows from
(10.101), proposition 10.90 and (10.129).
10.4 Definition of POL(j+1)
k˜
In this section we again assume that j ≥ 1 and that induction statements (IS)l, 1 ≤ l ≤ j ,
(IS)(1)j+1 are satisfied. Let C ′ ∈ C(j) and k′ ∈ K(j). Using (10.54) and
I
(j)
C′,k′ ⊂ (−δ1, δ1) ∪
ν⋃
i=1
([2ω
(0)
i ]− δ1, [2ω(0)i ] + δ1) ∪
ν⋃
i=1
([−2ω(0)i ]− δ1, [−2ω(0)i ] + δ1)
(cf. (6.9)) it is clear that we can find a set ΘC′,k′ ⊂ I(j)C′,k′ satisfying
ΘC′,k′ contains at most δ
−1
j elements . (10.185)
I
(j)
C′,k′ ⊂
⋃
ϑ∈ΘC′,k′
Bδj/800(ϑ). (10.186)
We are ready to define the set of polynomials POL(j+1)
k˜
, where we use the notation p ⊖ q
introduced in section 23, definition 23.24.
Definition 10.187 Let k˜ ∈ K(j+0.5). Set k′ := π(j+0.5)j k˜. For C ∈ C(j+1) we define C ′ as in
(10.58).
POL(j+1)
k˜
:= PI(j+1)
k˜
∪ PII(j+1)
k˜
∪ PIII(j+1)
k˜
, (10.188)
where
PI(j+1)
k˜
:= {(q, 0)} with q(θ, λ) := θ, (10.189)
PII(j+1)
k˜
:= {(pC,k˜,ϑ, ϑ) : C ∈ C(j+1), ϑ ∈ ΘC′,k′}, (10.190)
PIII(j+1)
k˜
:= {(pC1,k˜,ϑ1 ⊖ pC2,k˜,ϑ2 , [ϑ1 − ϑ2]) : C1, C2 ∈ C(j+1), ϑ1 ∈ ΘC′1,k′, ϑ2 ∈ ΘC′2,k′}.
(10.191)
The following proposition is a consequence of lemma 10.57, lemma 23.11, (4.51), (4.38), proposition
24.5, (4.50), and (10.185).
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Proposition 10.192 Let j ≥ 1, k˜ ∈ K(j+0.5) and assume that induction statements (IS)1≤l≤j ,
(IS)(1)j+1 hold. Then POL(j+1)k˜ ⊂ POL and POL
(j+1)
k˜
contains at most 1 + (2Nj)
2νδ−1j +
(2Nj)
4νδ−2j elements.
11 Completion of the induction step j → j + 1
In this section we will use the polynomials constructed in section 10 to define sets K(j+1), N (j+1)
and I
(j+1)
C,k such that induction statements (IS)j+1(2)−(4) are satisfied. We first state the estimates
of lemma 4.54 used in this section.
Estimates of lemma 4.54 used in section 11:
DK ≥ 2 (11.1)
40νρj+1Nj+1 < δj+1 (11.2)
4νDP (4ν
2Nj+1 + 6M
4(B0+ν)
0 )ρj+1 ≤ δj+1 (11.3)
5δ1 <
s
8τ
(11.4)
δj+1 ≥ sdτ,ce−
1
2
Ncj (11.5)
4D2NMj(1 + 16D
2
NMjδ
−1
j+1δ
−1
1 ) ≤Mj+1 (11.6)
80δj+1 ≤ δj (11.7)
Lemma 11.8 Let j ≥ 1. Assume that induction statements (IS)l, 1 ≤ l ≤ j , (IS)(1)j+1 are
satisfied. Then there exist sets K(j+0.5), K(j+1), N (j+1) and I(j+1)C,k (for C ∈ C(j+1), k ∈ K(j+1)),
such that induction statements (IS)j+1(2) − (4) are satisfied.
Proof. We define K(j+0.5) to be the set of indices which is generated by the cube decomposition
of the set N (j) into sub-cubes of radius ρ˜j (see section 4 J, (10.55) ). We decompose this set
N (j) further into sub-cubes of radius ρj+1 (see (10.56)), generating a set of indices Kˆ(j+1) and a
corresponding set of cube midpoints {λ(j+1)k : k ∈ Kˆ(j+1)}. We obtain
N (j) =
⋃
k∈Kˆ(j+1)
Bρj+1(λ
(j+1)
k ),
Bρj+1(λ
(j+1)
k1
) ∩Bρj+1(λ(j+1)k2 ) = ∅ for k1, k2 ∈ Kˆ(j+1), k1 6= k2.
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For k ∈ Kˆ(j+1) we denote by k˜ := π(j+1)j+0.5k ∈ K(j+0.5). Recall the definition of the constant DK in
(4.39) and set
K(j+1) := Kˆ(j+1) \
⋃
2Nj<|m|≤2Nj+1
K(j+1)m where (11.9)
K(j+1)m := {k ∈ Kˆ(j+1) : ∃(p, ϑ) ∈ POL(j+1)k˜ with |p([< ω
(j+1)
k ,m >]− ϑ, λ(j+1)k )| < DKδj+1
and |[< ω(j+1)k ,m >]− ϑ| <
δ1
5
}.
Furthermore, we define
N (j+1) :=
⋃
k∈K(j+1)
Bρj+1(λ
(j+1)
k ). (11.10)
For C ∈ C(j+1), k ∈ K(j+1) we denote C ′ as defined in (10.58), k˜ := π(j+1)j+0.5k and k′ := π(j+1)j k.
Set
I
(j+1)
C,k := {θ ∈ I(j)C′,k′ : ∃ϑ ∈ ΘC′,k′ such that pC,k˜,ϑ exists , |θ − ϑ| <
δ1
20
,
and |pC,k˜,ϑ(θ − ϑ, λ
(j+1)
k )| < δj+1}. (11.11)
Recall that pC,k˜,ϑ exists if and only if the set S is not empty. The set S was defined in (10.61). In
order to determine the case we replace θ in (10.60) by ϑ.
We now show that the inductive statements (IS)j+1(2) − (4) are satisfied.
(2a)j+1: The statement is obvious from the definition (11.10) of N (j+1).
(2b)j+1: Fix k˜ ∈ K(j+0.5). Using definitions (11.10), (11.9) we see
(
N (j) \ N (j+1)
)
∩Bρ˜j
(
λ
(j+0.5)
k˜
)
⊂
⋃
2Nj<|m|≤2Nj+1
⋃
k ∈ K
(j+1)
m
π
(j+1)
j+0.5k = k˜
Bρj+1(λ
(j+1)
k ).
This means that for λ ∈
(
N (j) \ N (j+1)
)
∩ Bρ˜j
(
λ
(j+0.5)
k˜
)
. there exist m ∈ Zν with 2Nj < |m| ≤
2Nj+1, k ∈ Kˆ(j+1) with π(j+1)j+0.5k = k˜ and (p, ϑ) ∈ POL(j+1)k˜ such that
|λ− λ(j+1)k | ≤ ρj+1, (11.12)
|p([< ω(j+1)k ,m >]− ϑ, λ(j+1)k )| < DKδj+1, (11.13)
|[< ω(j+1)k ,m >]− ϑ| <
δ1
5
. (11.14)
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Recall from proposition 10.192 that p ∈ POL and therefore the first order derivatives of p are
bounded by
|∂θp| ≤ 8ν2DP , (11.15)
|∂λip| ≤ 2DpM4(B0+ν)0 (11.16)
on the set {|θ| ≤ 1/2} ×Bρ˜j
(
λ
(j+0.5)
k˜
)
. Using in addition (11.3), induction statement (IS)(2b)j+1
follows, as soon as we have established the estimates
∣∣∣[< ω,m >]− [< ω(j+1)k ,m >]∣∣∣ ≤ 2νNj+1ρj+1 ≤ δ15 . (11.17)
The latter inequality in (11.17) is a consequence of condition (11.2). The first inequality of (11.17)
seems to be a direct consequence of (11.12). However, since the function [·] is discontinuous at
points with real parts in the set (2Z + 1)π we need to establish that
dist(ϑ, (2Z + 1)π) ≥ δ1
2
. (11.18)
Observe that the definitions of POL(j+1)
k˜
and Θ
(j+1)
C′,k′ in section 10.4 imply that
dist(ϑ, {0} ∪ {±2ω(0)j : 1 ≤ j ≤ ν} ∪ {±2ω(0)i ± 2ω(0)j : 1 ≤ i, j ≤ ν}+ 2πZ) ≤ 2δ1.
Furthermore, assumption A3 together with (11.4) imply that
dist(< ω(0), n >, 2πZ) > 5δ1 for all 0 < |n| ≤ 8,
yielding (11.18) by contradiction.
(2c)j+1: The statement follows from proposition 10.192.
(3a)j+1: The statement is an immediate consequence of definition (11.11).
(3b)j+1: Let λ ∈ U(N (j+1), ρj+1) and m ∈ Zν with 2Nj < |m| ≤ 2Nj+1. Then there exists
a k ∈ K(j+1) such that λ ∈ U2ρj+1(λ(j+1)k ). Set k˜ := π(j+1)j+0.5k. Since PI(j+1)k˜ ⊂ POL
(j+1)
k˜
(see
(10.188)) the definition of K(j+1) in (11.9) implies
|[< ω(j+1)k ,m >]| ≥ DKδj+1.
Using in addition that |ω − ω(j+1)k | < 2ρj+1 together with (11.2) we obtain
dist(< ω,m >, 2πZ) = |[< ω,m >]| ≥ (DK − 1)δj+1.
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Statement (3b)j+1 now follows from (11.1) and (11.5).
(3c)j+1: Let k ∈ K(j+1), λ ∈ U(Bρj+1(λ(j+1)k ), ρj+1), C ∈ C(j+1) and m ∈ Zν with 2Nj <
|m| ≤ 2Nj+1. From (11.1), (11.9), (11.11) and PII(j+1)k˜ ⊂ POL
(j+1)
k˜
(see (10.188)) it follows by
contradiction that
[< ω
(j+1)
k ,m >] ∈ (−π, π] \ I(j+1)C,k . (11.19)
This implies
< ω
(j+1)
k ,m >∈ R \ I˜(j+1)C,k . (11.20)
The claim now follows from (11.2).
(3d)j+1: Proof by contradiction: Let k ∈ K(j+1), λ ∈ U(Bρj+1(λ(j+1)k ), ρj+1), θ ∈ C, C1,
C2 ∈ C(j+1), m, n ∈ Zν with 2Nj < |n−m| ≤ 2Nj+1 and assume that
θ+ < ω,m > ∈ U
(
I˜
(j+1)
C1,k
,
δj+1
10
)
and
θ+ < ω,n > ∈ U
(
I˜
(j+1)
C2,k
,
δj+1
10
)
.
Since B(I
(1)
C,1, δ1) ⊂ (−π, π) for any C ∈ C(1) (see (IS)(3a)j=1) we conclude that
[θ+ < ω,m >] ∈ U
(
I
(j+1)
C1,k
,
δj+1
10
)
and
[θ+ < ω,n >] ∈ U
(
I
(j+1)
C2,k
,
δj+1
10
)
.
Set k˜ := π
(j+1)
j+0.5k, k
′ := π
(j+1)
j k and C
′
1, C
′
2 according to (10.58).
Using statement (f) in lemma 10.57 and definition (11.11) there exist ϑ1 ∈ ΘC′1,k′, ϑ2 ∈ ΘC′2,k′
such that ∣∣∣pC1,k˜,ϑ1
(
[θ+ < ω,m >]− ϑ1, λ(j+1)k
)∣∣∣ < 11
10
δj+1, (11.21)∣∣∣pC2,k˜,ϑ2
(
[θ+ < ω,n >]− ϑ2, λ(j+1)k
)∣∣∣ < 11
10
δj+1 (11.22)
and |[θ+ < ω,m >] − ϑ1| < δ1/14, |[θ+ < ω,n >] − ϑ2| < δ1/14; here we have used that (11.7)
yields δ1/20 + δj+1/10 ≤ δ1/14. Introduce the auxiliary variables
x := [θ+ < ω,m >]− ϑ1 , y := [θ+ < ω,n >]− ϑ2.
We calculate
x− y = [x− y] = [< ω,m− n > −(ϑ1 − ϑ2)] = [< ω,m− n >]− [ϑ1 − ϑ2], (11.23)
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where the last equality is justified by |x− y| < δ1/7 and by dist([ϑ1 − ϑ2], (2Z + 1)π) ≥ δ1/2 (see
(11.18) above with ϑ = [ϑ1 − ϑ2]). Define
(q, ϑ) := (pC1,k˜,ϑ1 ⊖ pC2,k˜,ϑ2 , [ϑ1 − ϑ2]).
Since PIII(j+1)
k˜
⊂ POL(j+1)
k˜
we observe that (q, ϑ) ∈ POL(j+1)
k˜
. Using the notation of lemma
23.11 one obtains
q(x− y) = R1(x, y)pC1,k˜,ϑ1(x, λ
(j+1)
k ) +R2(x, y)pC2,k˜,ϑ2(y, λ
(j+1)
k ).
From (11.21), (11.22), (11.23), lemma 23.11, lemma 10.57 B (c) and the definition of DK (4.39) it
follows that
|q([< ω,m− n >]− ϑ, λ(j+1)k )| ≤ (DK − ν2DP )δj+1. (11.24)
Repeating the derivation of (11.17) in the proof of statement (2b)j+1 we obtain
|[< ω,m− n >]− [< ω(j+1)k ,m− n >]| ≤ 4νNj+1ρj+1 ≤
δj+1
10
(cf. (11.2)). (11.25)
Since |∂θq| ≤ 8ν2DP (cf. (11.15)) estimates (11.24) and (11.25) yield
|q([< ω(j+1)k ,m− n >]− ϑ, λ(j+1)k )| < DKδj+1. (11.26)
In addition, (11.23), (11.2), and (11.7) imply
|[< ω(j+1)k ,m− n >]− ϑ| ≤ |x− y|+ |[< ω,m− n >]− [< ω(j+1)k ,m− n >]|
≤ δ1
7
+
δj+1
10
<
δ1
5
.
By definition (11.9) we conclude k ∈ K(j+1)m−n , contradicting the assumption that k ∈ K(j+1).
(4)j+1: Let k ∈ K(j+1), C ∈ C(j+1). Set k′ := π(j+1)j k, k˜ := π(j+1)j+0.5k and define C ′ as in (10.58).
Let (θ, λ) ∈ U(I˜(j)C′,k′ \ I˜(j+1)C,k , δj+1/10)×U(Bρj+1(λ(j+1)k ), ρj+1). Recall from the construction of the
inverse matrix G
(j+1)
C (θ, λ) in section 10 that we need to distinguish the cases whether the singular
set S defined in (10.61) is empty or not. If S = ∅ then statement A of lemma 10.57 holds and
estimate (7.1) follows from (10.59), (11.6), and (11.7). Assume now that S 6= ∅. There exists
θ˜ ∈ I(j)C′,k′ \ I(j+1)C,k satisfying
|[θ]− θ˜| < δj+1/10 ≤ δj/800 (11.27)
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(see (11.7)) and a ϑ ∈ ΘC′,k′ such that |θ˜ − ϑ| < δj/800 (see (10.186)). Hence
|[θ]− ϑ| < δj
400
. (11.28)
Note that (pC,k˜,ϑ, ϑ) ∈ PII
(j+1)
k˜
⊂ POL(j+1)
k˜
and since θ˜ /∈ I(j+1)C,k definition (11.11) implies
|pC,k˜,ϑ(θ˜ − ϑ, λ(j+1)k )| ≥ δj+1.
Using statement B (f) of lemma 10.57 and (11.27) we conclude
|pC,k˜,ϑ([θ]− ϑ, λ
(j+1)
k )| >
9
10
δj+1.
The estimate on the first derivatives of pC,k˜,ϑ with respect to λ (see (11.16)), |λ− λ(j+1)k | < 2ρj+1
and (11.3) imply
|pC,k˜,ϑ([θ]− ϑ, λ)| >
1
2
δj+1. (11.29)
Statement B (b) of lemma 10.57 together with (11.6) yield the estimate (7.1). It follows from the
constructions in section 10 that G
(j+1)
C is analytic and represents the inverse of T
(j+1)
C except on
the set Z˜C . Realness of the entries of G
(j+1)
C follow from realness of the matrix T
(j+1)
C , which in
turn is a consequence of (IS)(1g)j+1 and proposition 19.15.
12 Solution of the P – equation
In this section we use the induction statements proved in sections 6 – 11 to produce a solution of
the P - equation and to show a few properties of this solution.
Estimate of lemma 4.54 used in section 12:
e2ν−6Dψ(B1 + 1)

 ∞∑
j=1
(
8
ρj+1
)B1+1
e−
1
8
Ncj

 ≤ 1. (12.1)
Define
N∞ :=
∞⋂
j=1
N (j), (12.2)
v(λ) := lim
j→∞
vj(λ) for λ ∈ N (1) (= Bρ1(λ(0)), see (6.6)) . (12.3)
The existence of the limit v and the proof of theorem 12.4 below is a consequence of the induction
statements (IS)(1)j≥1, (IS)(3b)j≥1 and of the definition of D3 in (4.34)
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Theorem 12.4 The function
v : U(Bρ1(λ
(0)), ρ1)→ X1,c,
defined in (12.3) exists and satisfies
(a) v is a C∞ – function.
(b) P(v(λ), λ) = 0 for all λ ∈ N∞.
(c) ‖v(λ)‖1,c ≤ D3N τ+10 |a|2 for all λ ∈ U(Bρ1(λ(0)), ρ1).
(d) ‖∂β(ϕ(a) + v(λ))‖1,c ≤ D3NEρ(|β|1−1)0 for all λ ∈ U(Bρ1(λ(0)), ρ1) and 1 ≤ |β|1 ≤ B1 + 1.
(e) For all λ ∈ U(Bρ1(λ(0)), ρ1) the support of v(λ) is contained in Zν \ (S ∪ {0}).
(f) For all λ ∈ B(Bρ1(λ(0)), ρ1) and m ∈ Zν we have v(λ)(m) = v(λ)(−m) ∈ R.
(g) Let λ = (a, ω) ∈ U(Bρ1(λ(0)), ρ1) with ai = 0 for some 1 ≤ i ≤ ν. Then v(λ)(m) = 0 if
mi 6= 0.
(h) Let λ = (a, ω) ∈ N∞ and m ∈ Zν \ {0}. Then dist(< ω,m >, 2πZ) ≥ sdτ,ce− 12 |m|c.
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Chapter III
The Bifurcation Equation
In this chapter we solve the bifurcation equation (section 13), provide lower bounds for the
measure of the set of non-resonant parameters (section 14), and prove our main result, theorem
2.19, in section 15.
13 Solution of the Q-equation
In this section we will first show by a standard implicit function theorem that the bifurcation
equation (Q – equation) can be solved for ω. Observe that the bifurcation is degenerate. However,
we will use property (g) of the solution of the P – equation (see theorem 12.4) to factor out the
degeneracy. In the remaining part of the section we derive estimates on the derivatives of the
implicitly defined function ω.
Estimates of lemma 4.54 used in section 13:
4ν2D4,1N
2Eρ
0 ρ1 ≤ dV (13.1)
ρ1 < δV (13.2)
2νD4,1N
Eρ
0 ρ˜1 ≤ ρ1dV (13.3)
Theorem 13.4 Assume that v is defined by (12.3). Then there exists an unique C∞ – function
ω : Rν ⊃ Bρ˜1(0)→ Bρ1(ω(0)) ⊂ Rν , (13.5)
such that for λ(a) := (a, ω(a)) we have
Q(v(λ(a)), λ(a)) = 0 for all a ∈ Bρ˜1(0). (13.6)
Furthermore, the derivatives of ω up to order B1 can be estimated by
|∂αω(a)| ≤
(
D4N
B1Eρ
0
)2|α|1−1
for 1 ≤ |α|1 ≤ B1, |a| < ρ˜1. (13.7)
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The proof of theorem 13.4 proceeds in several steps. In section 13.1 we define a map h˜ :
Bρ1(λ
(0)) → Rν such that h˜(λ) = 0 implies Q(v(λ), λ) = 0. In section 13.2 we show h˜(λ(0)) = 0
and the invertibility of the derivative Dωh˜(λ
(0)). Consequently we can apply the implicit function
theorem and obtain a function ω defined on some neighborhood Bρ˜(0) of the origin in R
ν satisfying
h˜(a, ω(a)) = 0 for a ∈ Bρ˜(0). We proceed in section 13.3 to show various estimates for the functions
h˜, ω and their derivatives which imply ρ˜ ≥ ρ˜1 and the estimate (13.7). This proves theorem 13.4.
Moreover, the estimates of proposition 13.24 will also be used in the subsequent section 14 to obtain
lower bounds on the measure of the set {a : (a, ω(a)) ∈ N∞}.
13.1 Symmetry reductions of the Q-equation
We define
h : Bρ1(λ
(0)) ∋ (a, ω) 7→ h(a, ω) ∈ Rν , (13.8)
hj(a, ω) := Q(v(a, ω), (a, ω))(ej ) for 1 ≤ j ≤ ν.
Indeed, we know from theorem 12.4 (a), (f) that all hj are real-valued C
∞-functions. Furthermore,
Q(v(a, ω), (a, ω))(ej ) = Q(v(a, ω), (a, ω))(−ej ) for all (a, ω) ∈ Bρ1(λ(0)), 1 ≤ j ≤ ν.
Therefore it suffices to determine the zeros of h in order to solve the Q-equation.
Statement (g) of theorem 12.4 implies
hj(a, ω) = 0 if aj = 0. (13.9)
Set aˆj := a− ajej the vector which equals a except at the j-th component, which is set to be zero.
Then (13.9) and the fundamental theorem of calculus yield
hj(a, ω) = aj
(∫ 1
0
∂hj
∂aj
(aˆj + tajej , ω)dt
)
(13.10)
Therefore we can define a C∞-function
h˜ : Bρ1(λ
(0)) ∋ (a, ω) 7→ h˜(a, ω) ∈ Rν, (13.11)
h˜j(a, ω) :=
∫ 1
0
∂hj
∂aj
(aˆj + tajej , ω)dt for 1 ≤ j ≤ ν,
satisfying
hj(a, ω) = ajh˜j(a, ω). (13.12)
Note that the zero-set of h˜ is contained in the zero-set of h.
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13.2 Towards a solution of the reduced equations
In this subsection we will show that
h˜(λ(0)) = 0, (13.13)
(Dωh˜)(λ
(0)) is invertible . (13.14)
It follows then from the implicit function theorem that there exists a ρ˜ > 0 and a function ω such
that h˜(a, ω(a)) = 0 for all a ∈ Bρ˜(0). However, since we need to show that ρ˜ can be chosen to equal
ρ˜1 we will defer the application of the implicit function theorem to section 13.3 (see proposition
13.24 below) where we provide the necessary estimates on the function h˜ and its derivatives to
guarantee that ω can be defined on all of Bρ˜1(0).
We introduce the following notation
u(a, ω) := ϕ(a) + v(a, ω) for (a, ω) ∈ Bρ1(λ(0)), (13.15)
l(a, ω) := (lj(a, ω))1≤j≤ν where lj(a, ω) := aj
(
α1 − (jγ)
2
4 sin2(
ωj
2 )
)
, (13.16)
n(a, ω) := (nj(a, ω))1≤j≤ν where nj(a, ω) :=W (u(a, ω))(ej). (13.17)
Recall from (3.12) and (13.8) that
h = l + n. (13.18)
It follows from statement (g) of theorem 12.4 that v(a, ω) = 0 for a = 0. We conclude that
∂βωu(0, ω) = 0 for all ω ∈ Bρ1(ω(0)), |β|1 ≥ 0. (13.19)
Since W only contains term of order ≥ 2 it is clear (see lemma 18.1) that
DW (0) = 0. (13.20)
The following statements are easy to verify.
h˜j(λ
(0)) =
∂hj
∂aj
(λ(0)),
∂h˜j
∂ωk
(λ(0)) =
∂2hj
∂aj∂ωk
(λ(0)),
∂lj
∂aj
(λ(0)) = Vj(ω
(0)
j ) = 0,
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∂2lj
∂aj∂ωk
(λ(0)) = δj,kV
′
j (ω
(0)
j ) = δj,k
(jγ)2 cos(
ω
(0)
j
2 )
4 sin3(
ω
(0)
j
2 )
6= 0,
∂nj
∂aj
(λ(0)) = DW (0)[∂aju](ej) = 0 (see (13.20)) ,
∂2nj
∂aj∂ωk
(λ(0)) = DW (0)[∂aj∂ωku](ej) +D
2W (0)[∂aju, ∂ωku](ej) = 0 by (13.20), (13.19) .
Claims (13.13) and (13.14) follow readily from these observations (see (13.18)). For later conve-
nience we define
Λ := diag(Λj), where (13.21)
Λj = V
′
j (ω
(0)
j ) = V˜j,+(ω
(0)
j ) =
(jγ)2 cos(
ω
(0)
j
2 )
4 sin3(
ω
(0)
j
2 )
≥ dV (cf. (2.15), proposition 19.1). (13.22)
Then
Dωh˜(λ
(0)) = Λ. (13.23)
13.3 Estimates on the functions h˜ and ω
Proposition 13.24 (a) For all λ ∈ Bρ1(λ(0))∣∣∣∂βh˜(λ)∣∣∣ ≤ D4,1NEρ|β|10 for all 0 ≤ |β|1 ≤ B1, (13.25)∥∥∥∥(Dωh˜)−1 (λ)
∥∥∥∥ ≤ 2dV . (13.26)
(b) There exists an unique C∞ – function ω : Bρ˜1(0) → Bρ1(ω(0)) such that h˜(a, ω(a)) = 0 for
all a ∈ Bρ˜1(0).
(c)
|∂αω(a)| ≤
(
D4N
B1Eρ
0
)2|α|1−1
for 1 ≤ |α|1 ≤ B1, |a| < ρ˜1. (13.27)
Proof.
(a) It follows from (13.16), proposition 19.1 (a), and (13.2) that
∣∣∣∂βl(λ)∣∣∣ ≤ DV for all λ ∈ Bρ1(λ(0)), 0 ≤ |β|1 ≤ B1 + 1. (13.28)
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In order to estimate the derivatives on the function n (see (13.17)) we use proposition 24.1 and
obtain for |β|1 ≥ 1
∂βλW (u(λ)) =
|β|1∑
p=1
1
p!
∑
β1 + . . .+ βp = β
βi 6= 0 for 1 ≤ i ≤ p
β!
β1! . . . βp!
DpW (u)[∂β1u, . . . , ∂βpu]. (13.29)
Statement (d) of theorem 12.4 together with (4.35) yield
∣∣∣∂βn(λ)∣∣∣ ≤ D4,2NEρ(|β|1−1)0 for all λ ∈ Bρ1(λ(0)), 1 ≤ |β|1 ≤ B1 + 1. (13.30)
Since h = l + n (see (13.18)) claim (13.25) follows from (13.11), (13.28), (13.30) and (4.36). In
order to prove (13.26) we first observe from (13.22) and (13.23) that∥∥∥∥(Dωh˜)−1 (λ(0))
∥∥∥∥ ≤ 1dV , (13.31)
where ‖·‖ denotes the operator norm for linear maps (Rν , | · |)→ (Rν , | · |). Using (13.1) and (13.25)
we obtain
∥∥∥(Dωh˜) (λ)− (Dωh˜) (λ(0))∥∥∥ ≤ dV
2
for all λ ∈ Bρ1(λ(0)). (13.32)
This proves (13.26).
(b) It suffices to show that for every a ∈ Bρ˜1(0), the map
Ta : Bρ1(ω
(0))→ Rν ; Ta(ω) = ω − (Dωh˜)−1(λ(0))h˜(a, ω), (13.33)
defines a contraction on Bρ1(ω
(0)). Indeed, by the Banach fixed point theorem this would imply
that for every a ∈ Bρ˜1(0) there exists an unique ω(a) ∈ Bρ1(ω(0)) satisfying h˜(a, ω(a)) = 0. The
smoothness of the such defined function ω would then follow from a standard implicit function
theorem (cf. (13.26)).
We will now show that Ta is a contraction on Bρ1(ω
(0)) by verifying the estimates (13.34),
(13.35) below for all a ∈ Bρ˜1(0).
|Ta(ω2)− Ta(ω1)| ≤ 1
2
|ω2 − ω1|, (13.34)
|Ta(ω(0))− ω(0)| ≤ ρ1
2
. (13.35)
In order to verify (13.34), observe that
Ta(ω2)− Ta(ω1) = Λ−1
(∫ 1
0
Dωh˜(λ
(0))−Dωh˜(a, ω1 + t(ω2 − ω1))dt
)
(ω2 − ω1),
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and use (13.31), (13.32). Estimate (13.35) follows from (13.31), (13.13), (13.25) and (13.3).
(c) We will prove (13.27) by induction with respect to k ≡ |α|1.
k = 1 : Implicit differentiation of h˜(a, ω(a)) = 0 with respect to aj gives
∂ajω = −(Dωh˜)−1∂aj h˜.
The claim follows from (13.26), (13.25) and D4 ≥ 2dV D4,1 (see (4.37)).
k − 1→ k : Let 2 ≤ k ≤ B1 and let α be a multi-index with |α|1 = k. Using proposition 24.25
we obtain
0 =
∂αh˜
∂aα
(a, ω(a)) =
(
Dωh˜
)
∂αω +
∑
s∈S0(α)
(
∂γ
(s)
h˜
) l(s)∏
l=1
∂α
(s)
l ω
i
(s)
l
, (13.36)
where #S0(α) ≤ (ν + k)k, and for all s ∈ S0(α) we have |γ(s)|1 ≤ k, 1 ≤ |α(s)l |1 ≤ k − 1,∑
1≤l≤l(s) |α(s)l |1 ≤ k. Define for p ∈ N
C(p) :=
(
D4N
B1Eρ
0
)2p−1
.
Using (13.36), (13.26), (13.25), the induction hypothesis, and (4.37) we obtain
|∂αω| ≤ 2
dV
(ν + k)kD4,1N
Eρk
0

 max
s∈S0(α)
l(s)∏
l=1
C(|α(s)l |1)


≤ D4NB1Eρ0
(
max
1≤pi≤k−1, p1+...+pl=k
C(p1) · . . . C(pl)
)
≤ D4NB1Eρ0
(
D4N
B1Eρ
0
)2k−2
≤ C(k).
We have completed the proof of proposition 13.24 and have thus also shown theorem 13.4.
14 Estimates on the measure of the set of resonant parameters
In this section we use the non-degeneracy assumption A4 to show that the function ω introduced
in the previous section is not degenerate to second order. We use this fact to derive lower bounds
on the measure of the set {a ∈ Bρ˜1(0) : (a, ω(a)) ∈ N∞} (see lemma 14.57).
Estimates of lemma 4.54 used in section 14:
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2(|α2|+ 1)80N
τ
1
d2V s
≤ e 1516Nc1 (14.1)
128e2νDψ(2)N
2AEρ ≤ 1
80(|α2|+ 1)dV e
1
16
Nc for all N ≥ N1 (14.2)
1
16
N c1(N
(A−1)c
1 − 1) ≥ log 2 (14.3)
4
√
νe−
1
16
Nc1 ≤ dmin (14.4)
4ν
√
ν
(
D4N
B1Eρ
0
)5
ρ˜1 ≤ dmin (14.5)
ν
(
D4N
B1Eρ
0
)3√
ρ1 ≤ 1 (14.6)
B1 ≥ 8ν2 (14.7)(
8ν2.5
)4ν2 (
D4N
B1Eρ
0
)12ν2 √
ρ1 ≤ 1
4
(
dmin
4
)4ν2
(14.8)
DP (9ν
2)11ν
2
[(5ν2)!](D4ν)
16ν2N
16ν2B1Eρ+32ν2(B0+ν)EM−A
0 ≤
1
2
(
dmin
4
)4ν2
(14.9)
4e−
1
16
Nc1 ≤ d˜min (14.10)
4ν
(
D4N
B1Eρ
0
)5
ρ˜1 ≤ d˜min (14.11)
ν2
(
D4N
B1Eρ
0
)3
ρ˜1 ≤ 1 (14.12)
4νρ˜1 ≤ 1 (14.13)
(ν + 2)B1
√
8(DK + 1)
dmin
5ν27ν+1 ≤ N2 (14.14)
δ
1
B1
j+1(ρ˜j)
ν−1Nν+2j+1N
4ν
j δ
−2
j ≤ 2−j κ˜ρ˜νj (14.15)
14.1 Second order Taylor expansion for the function ω.
Proposition 14.16 Let ω be the function as defined in theorem 13.4. Then
(a)
∂ω
∂aj
(0) = 0 for 1 ≤ j ≤ ν, (14.17)
(b)
∣∣∣∣ ∂2ω∂aj∂ak (0)− δj,kΩ(j)
∣∣∣∣ ≤ e− 116Nc1 for 1 ≤ j, k ≤ ν, (14.18)
where
Ω
(j)
l =


6Λ−1l
(
2α22
1
V (ω(0))(2el)
− 3α3
)
if l = j
4Λ−1l
(
2α22
(
1
V (ω(0))(el+ej)
+ 1
V (ω(0))(el−ej)
)
− 3α3
)
if l 6= j
(14.19)
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Proof. (a): Statement (c) of theorem 12.4 implies
∂ajv(0, ω) = 0 for all ω ∈ Bρ1(ω(0)). (14.20)
Denote for 1 ≤ j ≤ ν
e˜j := δej + δ−ej ∈ X1,c. (14.21)
The definition of ϕ(a) (see (3.9)) and u(a, ω) (see (13.15)) implies
∂aju(0, ω) = e˜j for all ω ∈ Bρ1(ω(0)). (14.22)
Using (13.11) and (13.16) – (13.20) we obtain
∂h˜k
∂aj
(0, ω(0)) =
∂2hk
∂ak∂aj
(0, ω(0))
=
∂2nk
∂ak∂aj
(0, ω(0))
= (D2W )(0)[∂aku, ∂aju](ek)
= 2α2(e˜k ∗ e˜j)(ek) = 0. (14.23)
Differentiating h˜(a, ω(a)) = 0 with respect to aj, 1 ≤ j ≤ ν, and using (13.23), (14.23) yields
∂ω
∂aj
(0) = −Λ−1 ∂h˜
∂aj
(0, ω(0)) = 0. (14.24)
(b): Differentiating h˜(a, ω(a)) = 0 with respect to aj and ak, 1 ≤ j, k ≤ ν and using the already
proven claim (a) together with (13.23) leads to
∂2ω
∂ak∂aj
(0) = −Λ−1 ∂
2h˜
∂ak∂aj
(0, ω(0)). (14.25)
It follows from (13.11), (13.16) – (13.20), (13.15) (3.9) and (14.22) that
∂2h˜l
∂ak∂aj
(0, ω(0)) =
∂3nl
∂al∂ak∂aj
(0, ω(0)) (14.26)
=
(
DW (0)[∂3al ,ak,aju] + (D
2W )(0)[∂2al ,aku, ∂aju] + (D
2W )(0)[∂2al ,aju, ∂aku]
+ (D2W )(0)[∂2ak ,aju, ∂alu] + (D
3W )(0)[∂alu, ∂aku, ∂aju]
)
(el)
= 2α2
(
(∂2al ,akv) ∗ e˜j + (∂2al ,ajv) ∗ e˜k + (∂2ak ,ajv) ∗ e˜l
)
(el) + 6α3 (e˜l ∗ e˜k ∗ e˜j) (el)
Next we compute (∂2ak ,ajv)(λ
(0)). Induction statement (IS)(1c)j=2 and Cauchy’s integral formula
give ∥∥∥∂βP(v2(·), ·)(λ(0))∥∥∥
1/4,c
≤ 2e−Nc1 for |β|1 = 2. (14.27)
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Recalling induction statements (IS)(1d)j=2 and (IS)(1a)j=1 it is clear that v2(λ(0)) = 0 and also
(∂ajv2)(λ
(0)) = 0 for 1 ≤ j ≤ ν. Hence,
∂2P(v2(·), ·)
∂ak∂aj
(λ(0)) = P
[
D(ω(0))
∂2v2
∂ak∂aj
(λ(0)) + 2α2(e˜k ∗ e˜j)
]
.
Recall furthermore from (8.27) that
|V (ω(0))(m)| > dV s
2N τ1
for m ∈ BN1(0) \ (S ∪ {0}). (14.28)
Employing induction statement (IS)(1f)j=2, (14.1), (14.27) and (14.28) we arrive at∥∥∥∥ ∂2v2∂ak∂aj (λ(0)) + 2α2D−1(ω(0))P (e˜k ∗ e˜j)
∥∥∥∥
1/4,c
≤ 1
40(|α2|+ 1)dV e
− 1
16
Nc1 . (14.29)
Induction statements (IS)(1e)j≥2 together with (14.2) and (14.3) show that∥∥∥∥ ∂2v∂ak∂aj (λ(0))−
∂2v2
∂ak∂aj
(λ(0))
∥∥∥∥
1/4,c
≤ 1
40(|α2|+ 1)dV e
− 1
16
Nc1 . (14.30)
From (14.26), (14.29) and (14.30) we learn
|∂2ak ,aj h˜l(λ(0)) + 4α22
(
[D−1P (e˜l ∗ e˜k)] ∗ e˜j + [D−1P (e˜l ∗ e˜j)] ∗ e˜k + [D−1P (e˜k ∗ e˜j)] ∗ e˜l
)
(el)
− 6α3(e˜l ∗ e˜k ∗ e˜j)(el)| ≤ 1
dV
e−
1
16
Nc1 . (14.31)
Statement (b) of proposition 14.16 now follows from (13.22), (14.25) and (14.31) by an explicit
calculation.
14.2 Application of the non-degeneracy condition
Proposition 14.32 For every m ∈ Zν \ {0} there exists a σ ∈ {1, . . . , ν} such that for all a0 ∈ Rν∣∣∣∣∣
(
d
dt
)2
< ω(a0 + teσ),m >
∣∣∣∣∣ ≥ dmin2 |m|2 for all t with |a0 + eσt| < ρ˜1. (14.33)
Proof. Recall that the j-th row of the matrix Ω, defined in (2.18), is given by the vector Ω(j) of
proposition 14.16
Ωj,l = Ω
(j)
l (cf. (4.9)) (14.34)
Recall further the definition of dmin in (4.25),
dmin = min
ξ∈Rν :|ξ|2=1
|Ωξ| > 0. (14.35)
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We infer from statement (c) of proposition 13.24 and (14.5) that∣∣∣∣∣∂
2ω
∂a2j
(a)− ∂
2ω
∂a2j
(0)
∣∣∣∣∣
2
≤ dmin
4
for all |a| < ρ˜1, 1 ≤ j ≤ ν. (14.36)
Observe further that condition (14.4) together with statement (b) of proposition 14.16 imply∣∣∣∣∣∂
2ω
∂a2j
(0)− Ω(j)
∣∣∣∣∣
2
≤ dmin
4
for all 1 ≤ j ≤ ν. (14.37)
Fix m ∈ Zν \ {0}. By (14.35) there exists σ ∈ {1, . . . , ν} with∣∣∣∣
(
Ω
m
|m|2
)
σ
∣∣∣∣ ≥ dmin. (14.38)
Then for |a0 + teσ| < ρ˜1:∣∣∣∣∣
(
d
dt
)2
< ω(a0 + teσ),m >
∣∣∣∣∣ =
∣∣∣∣< (∂2aσω)(a0 + teσ), m|m|2 >
∣∣∣∣ |m|2
≥
(∣∣∣∣< Ω(σ), m|m|2 >
∣∣∣∣− dmin2
)
|m|2
=
(∣∣∣∣
(
Ω
m
|m|2
)
σ
∣∣∣∣− dmin2
)
|m|2
≥ dmin
2
|m|2.
We will now discuss an important consequence of proposition 14.32. To that end, fix (p, ϑ) ∈
POL with
p(θ, λ) = θd +
∑
k<d
bk(λ)θ
k, (14.39)
Let l ∈ Z, m ∈ Zν \ {0}. Choose σ ∈ {1, . . . , ν} as a function of m as described in proposition
14.32. Furthermore, we set
a(t) := a0 + eσt for t with |a(t)| < ρ˜1, (14.40)
θ(t) := < ω(a(t)),m > −ϑ− 2πl, (14.41)
λ(t) := (a(t), ω(a(t))), (14.42)
f(t) := (θ(t), λ(t)), (14.43)
g(t) := p(f(t)). (14.44)
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Proposition 14.45 For |m| ≥ 2N1 the following estimate (14.46) holds for all t ∈ R satisfying
|a(t)| < ρ˜1 and |θ(t)| < 1: ∣∣∣∣∣
(
d
dt
)2d
g(t)
∣∣∣∣∣ ≥ (2d)!
(
dmin
8
|m|2
)d
. (14.46)
Proof. According to proposition 24.20 (see also (24.19))
g[2d] =
∑
1≤|α|1≤2d
p[α]
∑
δi ∈ Nαi∑
i |δ
i|1 = 2d
2ν+1∏
i=1
αi∏
j=1
f
[δij]
i (14.47)
From (14.39) it is obvious that
p[β](θ, λ) =


0 if β1 > d,
1 if β = (d, 0),
0 if β1 = d and |β|1 > d.
(14.48)
We use (14.48) to express the sum in (14.47)
g[2d] = p[(d,0)](θ[2])d
+p[(d,0)]
∑
k1 + . . .+ kd = 2d, kj ∈ N
∃i ∈ {1, . . . , d} : ki = 1
θ[k1] · · · θ[kd]
+
∑
1 ≤ |α|1 ≤ 2d
α1 < d
p[α]
∑
δi ∈ Nαi∑
i |δ
i|1 = 2d
2ν+1∏
i=1
αi∏
j=1
f
[δij ]
i
= I + II + III. (14.49)
It follows from proposition 14.32, (14.40), (14.41), (14.48) and the choice of σ that
|I| ≥
(
dmin
4
|m|2
)d
. (14.50)
In order to estimate the second term, we observe from propositions 14.16, 13.24 and from (14.6)
that for |β|1 = 1 and |a| < ρ˜1
|∂βω(a)| = |∂βω(a)− ∂βω(0)| ≤ ν
(
D4N
B1Eρ
0
)3
ρ1 ≤ √ρ1. (14.51)
This implies immediately that
|θ[1](t)| ≤ √νρ1|m|2. (14.52)
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On the other hand, it follows from (13.27), (14.7) that for 1 ≤ k ≤ 2d ≤ 8ν2 (see (4.51))
|θ[k](t)| ≤ √ν
(
D4N
B1Eρ
0
)2k−1 |m|2. (14.53)
Expression II is a sum with less than (2d)d ≤ (8ν2)4ν2 terms. Together with (14.8) we obtain
|II| ≤ 1
4
(
dmin
4
|m|2
)d
. (14.54)
Expression III can be written as a sum of products with at most (2d+1)2ν+1(2d)2d ≤ (9ν2)11ν2
summands. Moreover, (4.51) implies
∣∣∣p[α]∣∣∣ ≤ DP [(d + 1)!]M32ν2(B0+ν)0 ≤ DP (5ν2)!N32ν2(B0+ν)EM0 .
The assumption that |m| ≥ 2N1 yields
2ν+1∏
i=1
αi∏
j=1
f
[δij ]
i ≤ (
√
ν|m|2)d−1(D4NB1Eρ0 )4d
≤ 1
2N1
ν2ν
2
(D4N
B1Eρ
0 )
16ν2 |m|d2.
Finally, using (14.9) we obtain
|III| ≤ 1
4
(
dmin
4
|m|2
)d
. (14.55)
14.3 The excision procedure
Recall from theorem 12.4 that we have solved the P – equation only for those values of the pa-
rameter λ which satisfy λ ∈ N∞. The Q – equation is solved if λ is of the form λ = (a, ω(a)).
Combining both observations, we obtain a solution of our original equation (3.1) for those values
of the parameter a which lie in the set
M∞ := {a ∈ Bρ˜1(0) : (a, ω(a)) ∈ N∞}. (14.56)
The goal of this section is to show that the set of bad parameters for which we have no solutions
is relatively small. More precisely, we will show that
Lemma 14.57 vol(Bρ˜1(0) \M∞) ≤ κ˜ρ˜ν1 .
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Recall that κ˜ was defined in (4.41). In order to prove lemma 14.57 we first recall the definition of
N∞ in (12.2) as the intersection of a sequence of nested sets. Thus
M∞ =
∞⋂
j=1
M(j), where (14.58)
M(j) := {a ∈ Bρ˜1(0) : (a, ω(a)) ∈ N (j)}. (14.59)
M(j) is again a sequence of nested sets withM(1) = Bρ˜1(0). Therefore lemma 14.57 is a consequence
of the following proposition 14.60.
Proposition 14.60 Let j ≥ 1. Then vol(M(j) \M(j+1)) ≤ 2−j κ˜ρ˜ν1.
Proof. (Proposition 14.60). Fix j ∈ N. Since ρ˜1/ρ˜j ∈ N (by definitions (4.13) – (4.15), (4.43)
– (4.46) and the choice of n0 in Lemma 4.54) there exists a cube decomposition of the set Bρ˜1(0)
into cubes of radius ρ˜j, i.e.
Bρ˜1(0) =
⋃
y∈Y
Bρ˜j(a
(y)),
Bρ˜j(a
(y1)) ∩Bρ˜j(a(y2)) = ∅ for y1, y2 ∈ Y, y1 6= y2.
To prove proposition 14.60 it suffices to show that for each y ∈ Y
vol((M(j) \M(j+1)) ∩Bρ˜j (a(y))) ≤ 2−j κ˜ρ˜νj . (14.61)
Fix y ∈ Y . Define
Ky := {k˜ ∈ K(j+0.5) : (a, ω(a)) ∈ Bρ˜j (λ(j+0.5)k˜ ) for some a ∈ Bρ˜j (a
(y))}. (14.62)
In view of induction statement (IS)(2b)j+1 the relation
a ∈ (M(j) \M(j+1)) ∩Bρ˜j(a(y)) (14.63)
implies that there exist k˜ ∈ Ky, (p, ϑ) ∈ POL(j+1)k˜ , m ∈ Zν , l ∈ Z such that the following holds
(a, ω(a)) ∈ Bρ˜j(λ(j+0.5)k˜ ), (14.64)
2Nj < |m| ≤ 2Nj+1, (14.65)
| < ω(a),m > −ϑ− 2πl| < 1, (14.66)
|p(< ω(a),m > −ϑ− 2πl, (a, ω(a)))| < (DK + 1)δj+1. (14.67)
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Fix k˜ ∈ Ky, (p, ϑ) ∈ POL(j+1)k˜ , m ∈ Zν , l ∈ Z and set
B := {a ∈ Bρ˜j (a(y)) : (14.64)− (14.67) are satisfied }. (14.68)
In order to estimate the (Lebesgue-) measure of the set B we use Fubini’s theorem. Choose σ ∈
{1, . . . , ν} as a function of m according to proposition 14.32. Denote by H the hyperplane in Rν
which contains the point a(y) and which is perpendicular to the vector eσ. For a0 ∈ H ∩Bρ˜j (a(y))
we define
Ba0 := {t ∈ R : a0 + teσ ∈ B}. (14.69)
According to the notation we introduced in (14.40) – (14.44) let
a(t) = a0 + teσ,
θ(t) = < ω(a(t)),m > −ϑ− 2πl.
Recall from proposition 14.32 that θ′′ does not change sign. This implies immediately that all values
of t for which condition (14.66) is satisfied form a set which is the union of at most two intervals
(including the possibility that the set is empty). Observe that proposition 14.16(b), proposition
13.24(c) together with assumption A4, (4.26), (14.10) and (14.11) imply∣∣∣∣ d2dt2ωl(a(t))
∣∣∣∣ ≥ d˜min2
for all 1 ≤ l ≤ ν and |a(t)| ≤ ρ˜1. Hence the set of those values of t for which condition (14.64)
is satisfied is the union of at most ν + 1 intervals (including the possibility of the empty set).
Consequently, the values of t for which both conditions (14.64) and (14.66) are satisfied form a set
which is the union of at most ν + 2 intervals. In each of these intervals we can apply the excision
lemma 22.1 and proposition 14.45 to estimate the measure of the set Ba0 . Using in addition that
the degree d of the polynomial p is bounded by 4ν2 = B1/2 (see (4.51), (4.20)) we obtain
vol(Ba0) ≤ (ν + 2)2B1
√
8(DK + 1)
dmin|m|2 δ
1
B1
j+1. (14.70)
To obtain an estimate on B we integrate (14.70) with respect to a0 over the set H ∩ Bρ˜j (a(y)),
yielding
vol(B) ≤ (ν + 2)2B1
√
8(DK + 1)
dmin
δ
1
B1
j+1(2ρ˜j)
ν−1. (14.71)
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Recall that we have fixed k˜ ∈ Ky, (p, ϑ) ∈ POL(j+1)k˜ , m ∈ Zν , l ∈ Z for the definition of the set B.
In order to complete the proof we need to determine for how many values of k˜, (p, ϑ), m and l the
corresponding set B is not empty.
• #m : condition (14.65) implies that the number of possible lattice points is bounded by
(5Nj+1)
ν .
• #(p, ϑ) : Recall from induction statement (IS)(2c)j+1 that the set POL(j+1)k˜ has at most
2(2Nj)
4νδ−2j elements.
• #k˜ : Using proposition 14.16(a), proposition 13.24(c) and (14.12) we learn that∣∣∣∣ ∂ω∂al (a)
∣∣∣∣ ≤ 1ν for all 1 ≤ l ≤ ν, |a| ≤ ρ˜1. (14.72)
This implies that |ω(a) − ω(a(y))| ≤ |a − a(y)| which in turn shows that the set Ky contains
at most 22ν elements.
• #l : It follows from (14.72) that for a1, a2 ∈ Bρ˜j (a(y)) and |m| ≤ 2Nj+1 we have
| < ω(a1),m > − < ω(a2),m > | ≤ 4νNj+1ρ˜j .
Using (14.13) we conclude that the number of integers l, for which (14.66) is satisfied for some
fixed ϑ and |m| ≤ 2Nj+1 is bounded above by
Nj+1 + 2
2π
+ 1 ≤ Nj+1.
These estimates, together with (14.71), (14.14) and (14.15) prove (14.61), completing the proof of
proposition 14.60.
15 Proof of the main theorem 2.19
Our main result essentially follows from theorems 12.4, 13.4 and lemma 14.57 via proposition 5.22.
Estimates of lemma 4.54 used in section 15:
D3N
τ+1
0 ρ˜
2
1 + 2νeDN ρ˜1 < rF,b (15.1)
ν
(
D4N
B1Eρ
0
)3
ρ˜1 < 1 (15.2)
sin
ω
(0)
1 − νρ˜1
2
> ρ˜1 (15.3)
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Notation 15.4 For every z ∈ Cν we denote its polar coordinates by (a, ζ) ∈ (R+ ∪{0})ν × [0, 2π)ν
which satisfy
(z1, . . . , zν) = (a1e
iζ1 , . . . , aνe
iζν ).
Set
ρ := ρ˜1, (15.5)
Z := {z ∈ Cν : a ∈ M∞}, (15.6)
ω as defined in theorem 13.4 , (15.7)
u(z)(m) := ( ϕ(a)(m) + v(a, ω(a))(m) )ei<ζ,m>, (15.8)
χ(ξ, z) :=
∑
m∈Zν\{0}
u(z)(m)
−2i sin <ω(a),m>2
ei<m,ξ>. (15.9)
Note that the ambiguity in the definition of the polar coordinates for z = 0 plays no role in the
definition (15.8) since ϕ(0) + v(λ(0)) = 0. We show now that the functions xn as defined through
(2.20) define a solution of system (2.1). In order to prove this we fix z ∈ Z and use proposition
5.22 with s0 := sdτ,c, ω := ω(a) and u := u(z). We need to verify conditions (5.23) – (5.27).
• (5.23): follows from theorem 12.4(c), (3.9), and (15.1).
• (5.24): follows from theorem 12.4(e) and (3.9).
• (5.25): Using theorem 12.4(f) and (3.9) we see that
u(−m) = u(z)(−m) = u(a)(−m)ei<ζ,−m> = u(a)(m)ei<ζ,m> = u(z)(m) = u(m).
• (5.26): Recall that a ∈ M∞ implies by definition (14.56) that (a, ω(a)) ∈ N∞ and the claim
follows from theorem 12.4(h) and the definition of s0 given above.
• (5.27): Using (5.26) condition (5.27) is equivalent to satisfying D(ω)u(m)+W (u)(m) = 0 for
all m ∈ Zν \{0}. Since (a, ω(a)) ∈ N∞ we recall from theorem 12.4(b) and theorem 13.4 that
D(ω)u(a)(m) +W (u(a))(m) = 0 for all m ∈ Zν \ {0}.
Observe that u(z)(m) = u(a)(m)ei<ζ,m>. It follows from the definition of W and property
(5.8) of convolutions that W (u(z))(m) =W (u(a))(m)ei<ζ,m>. This proves (5.27).
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We have seen that for every z ∈ Z the functions xn defined through (2.20) and (15.9) solve system
(2.1) and are of type (2.2).
It remains to prove assertions (2.21) – (2.24). Claim (2.21) follows from the definition of κ˜ in
(4.41), from lemma 14.57, and from proposition 4.42.
In order to verify (2.22) we first observe that proposition 13.24(c) together with proposition
14.16(a) and (15.2) imply that |∂ajω(a)| < 1 for all |a| < ρ. Using in addition (15.3) we conclude
that the function
aj 7→ aj
sin
ωj(a)
2
(15.10)
is strictly increasing for all 1 ≤ j ≤ ν. Suppose now that χ(·, z) = χ(·, z˜). Evaluating the ej Fourier
coefficients we obtain from theorem 12.4(e) and (3.9)
zj
2i sin
ωj(a)
2
=
z˜j
2i sin
ωj(a˜)
2
for all 1 ≤ j ≤ ν. Comparing moduli and arguments of these complex numbers and using the strict
monotonicity of the functions defined in (15.10) we conclude that aj = a˜j , 1 ≤ j ≤ ν, and therefore
z = z˜.
Claim (2.23) follows immediately from proposition 14.16 (a). and proposition 13.24 (c)
Finally, claim (2.24) is a consequence of statements (c) and (h) of theorem 12.4 and from
zj
−2i sin ωj(a)2
− z′j =
zj
−2i sin ωj(a)2
− zj
−2i sin ω
(0)
j
2
= O(|ω(a)− ω(0)|) = O(|z|2) by (2.23).
The proof of theorem 2.19 is complete.
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Appendix
16 The assumptions of theorem 2.19
In this section we study the assumptions of our main result which were formulated in section
2.2. The first lemma shows that the entries of the matrix Ω as given in (2.18) are well defined
if assumptions A1 and A2 are satisfied. Then we prove that for a generic set of force laws and
sufficiently low frequencies we may satisfy assumptions A1 – A4 by varying the averaged lattice
spacing b. This result is formulated in theorem 16.32. A description of the exceptional set of force
laws which is not covered by theorem 16.32 is given in lemma 16.31.
Lemma 16.1 Let F : R → R, b ∈ R and γ ∈ R+ be given such that assumptions A1 and A2 of
section 2.2 are satisfied. Let ν, ω(0), Λj and V (ω)(m) be defined as in (2.11) – (2.13), (2.15) –
(2.16). Then
Λj ∈ R \ {0} for 1 ≤ j ≤ ν, (16.2)
V (ω(0))(ej + el) ∈ R \ {0} for 1 ≤ j, l ≤ ν, (16.3)
V (ω(0))(ej − el) ∈ R \ {0} for 1 ≤ j 6= l ≤ ν. (16.4)
Proof. Statement (16.2) is obvious from ω
(0)
j /2 ∈ (0, π/2) for 1 ≤ j ≤ ν. Furthermore, for
1 ≤ j, l ≤ ν we observe that 12 < ω(0), ej + el >∈ (0, π) and V (ω(0))(ej + el) ∈ R. To see
V (ω(0))(ej + el) 6= 0 we use the inequality
sin(α+ β) < sinα+ sin β for α, β ∈ (0, π/2). (16.5)
Definition (2.12) implies
jγ = 2
√
F ′(−b) sin ω
(0)
j
2
, lγ = 2
√
F ′(−b) sin ω
(0)
l
2
. (16.6)
Adding the two equations of (16.6) and using (16.5) yields
(l + j)γ > 2
√
F ′(−b) sin ω
(0)
j + ω
(0)
l
2
> 0. (16.7)
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This implies V (ω(0))(ej + el) < 0 by definition (2.16).
In order to prove (16.4), let 1 ≤ j 6= l ≤ ν. Since V (ω)(m) = V (ω)(−m) it suffices to consider
the case j > l. Again, V (ω(0))(ej − el) ∈ R follows from 12 < ω(0), ej − el >∈ (0, π). Furthermore,
(16.5) and (16.6) yield
0 < (j − l)γ = 2
√
F ′(−b)
(
sin
ω
(0)
j
2
− sin ω
(0)
l
2
)
< 2
√
F ′(−b) sin ω
(0)
j − ω(0)l
2
. (16.8)
Thus V (ω(0))(ej − el) > 0.
Lemma 16.9 Let ν ∈ N, ν ≥ 2. Define
η(x) := (η1, . . . , ην)(x), ηj(x) := 2 arcsin(jx) for |x| < 1/ν.
For every x0 ∈ B1/ν(0) there exist positive constants r, τ and a (Lebesgue –) zero set N ⊂ R such
that for every x ∈ Br(x0) \N there exists a real number s > 0 with
dist(< m, η(x) >, 2πZ) >
s
|m|τ for all m ∈ Z
ν \ {0}. (16.10)
Proof. The proof proceeds in four steps:
Step 1:
Claim 1: The functions η′1, . . . , η
′
ν are linearly independent.
Proof of claim 1: Denote by η
(k)
j := (d/dx)
kηj the k-th derivative of ηj. We define the ν×ν matrix
M :=
(
η
(2k−1)
j (0)
)
1≤j,k≤ν
. (16.11)
Note that η
(2k−1)
j (0) = j
2k−1η
(2k−1)
1 (0) and therefore
detM =
(
ν∏
k=1
η
(2k−1)
1 (0)
)
det M˜, where (16.12)
M˜ :=
(
j2k−1
)
1≤j,k≤ν
.
Expanding
arcsin′(x) = (1− x2)− 12 =
∑
j≥0

 −12
j

 (−x2)j ,
it is clear that η
(2k−1)
1 (0) 6= 0 for all k ∈ N. In order to prove detM 6= 0 it suffices to verify that
det M˜ 6= 0. Suppose det M˜ = 0. Then the columns of M˜ are linearly dependent and consequently
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there exists a nonzero vector (α1, . . . , αk) with
∑ν
k=1 αkj
2k−1 = 0 for all 1 ≤ j ≤ ν. Hence the
nonzero polynomial p(z) :=
∑ν
k=1 αkz
2k−1 has 2ν zeros±1, ±2, . . . ,±ν yielding a contradiction. We
have thus established that detM 6= 0. This implies that the functions η′j are linearly independent.
Indeed, linear dependence of the vectors η′j would translate to linear dependence of the columns of
M .
Step 2:
Claim 2: There exist positive constants r, δ and K, such that for every m ∈ Zν \{0} there exists
km ∈ N, km ≤ K satisfying∣∣∣∣< m|m|2 , η(km)(x) >
∣∣∣∣ > km!δkm for all x ∈ Br(x0) (16.13)
and |x0|+ r < 1/ν.
Proof of claim 2: Let ξ ∈ Sν−1, where Sν−1 = {ξ ∈ Rν : |ξ|2 = 1} denotes the Euclidean unit
sphere in Rν. The function fξ(x) :=< ξ, η
′(x) > is analytic and does not vanish identically on
B1/ν(0) by claim 1. Hence there exists a kξ ∈ N such that < ξ, η(kξ)(x0) > 6= 0. By continuity we
find positive constants rξ, δξ and a open neighborhood ξ ∈ Vξ ⊂ Sν−1 such that
∣∣∣< ζ, η(kξ)(x) >∣∣∣ > kξ!δkξξ for all ζ ∈ Vξ, x ∈ Brξ(x0). (16.14)
The sets (Vξ)ξ∈Sν−1 form an open cover of the unit sphere. Claim 2 now follows from (16.14) and
from the compactness of Sν−1.
Step 3:
Claim 3: Let r, K be as determined in claim 2. For 0 < t ≤ 1 we define the sets
Bt :=
{
x ∈ Br(x0) : ∃m ∈ Zν \ {0} with dist(< m, η(x) >, 2πZ) < t|m|−K(ν+1)2
}
. (16.15)
There exists a constant C > 0 such that
λ(Bt) ≤ Ct1/K for all 0 < t ≤ 1,
where λ denotes the Lebesgue measure on R.
Proof of claim 3: Denote by C1 := supx∈Br(x0) |η′(x)|2 which is finite since |x0|+ r < 1/ν (see claim
2). Let m ∈ Zν \ {0} and set gm(x) :=< m, η(x) > for x ∈ Br(x0). From claim 2 it follows that
∣∣∣g(km)m (x)∣∣∣ > km!δkm |m|2. (16.16)
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According to lemma 22.1 this implies for l ∈ Z and
Bt,m,l :=
{
x ∈ Br(x0) : |gm(x)− 2πl| < t|m|−K(ν+1)2
}
the following estimate
λ (Bt,m,l) ≤ 2kmδ−1|m|
− 1
km
2 (t|m|−K(ν+1)2 )
1
km ≤ 2K t
1
K
δ|m|ν+1+
1
K
2
.
It follows from the definition of C1 above that the range {gm(x) : x ∈ Br(x0)} is an interval of
length ≤ 2rC1|m|2. This implies that the number of integers l ∈ Z for which Bt,m,l is not the empty
set is bounded above by 1 + (2rC1|m|2 + 2t)/(2π). The Lebesgue measure of the set
Bt,m :=
{
x ∈ Br(x0) : dist(gm(x), 2πZ) < t|m|−K(ν+1)2
}
.
is therefore bounded by
λ (Bt,m) ≤ (2rC1 + 3)|m|2 2K
δ
t
1
K |m|−(ν+1+
1
K
)
2 . (16.17)
Since Bt =
⋃
m6=0 Bt,m claim 3 is an immediate consequence of (16.17).
Step 4:
Proof of the lemma. Let r, K be defined as in claim 2 and set τ := K(ν + 1). Furthermore
we define N :=
⋂
n≥1 B1/n as intersection of countably many nested sets. It follows from claim 3
that λ(N) = 0. On the other hand for x ∈ Br(x0) \ N there exists an integer n ∈ N such that
x ∈ Br(x0) \ B1/n. By definition (16.15) it is clear that (16.10) is satisfied for s = 1/(2n).
In order to investigate the non-degeneracy condition, i.e. assumption A4, we introduce some
more notation. For ν ∈ N \ {1} let Ω(ν)1 denote the ν × ν matrix
(Ω
(ν)
1 )i,j := δi,j + 2. (16.18)
It follows from (2.11) – (2.13), (2.16), (2.18), and lemma 16.1 that there exists a real analytic two
parameter family of symmetric ν × ν matrices Ω(ν)2 (t, γ) defined on
D(ν)2 := {(t, γ) ∈ R2 : t > 0, νγ < 2
√
t < (ν + 1)γ}, (16.19)
such that Ω(ν) (see (2.18)) can be written in the form
Ω(ν) =
(
F ′′(−b)2Ω(ν)2 (F ′(−b), γ)− F ′′′(−b)Ω(ν)1
)
· diag(Λ−1l ). (16.20)
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Set
D(ν)3 := R×D(ν)2 , (16.21)
For 1 ≤ j, l ≤ ν define real analytic functions
G
(ν)
j,l : D(ν)3 → R; G(ν)j,l (u, t, γ) :=
u2
2 + δj,l
(
Ω
(ν)
2 (t, γ)
)
j,l
. (16.22)
Observe that
Ω
(ν)
j,l = 0⇔ F ′′′(−b) = G(ν)j,l (F ′′(−b), F ′(−b), γ). (16.23)
Next we turn to the condition detΩ(ν) 6= 0 in assumption A4.
It is easy to see that detΩ
(ν)
1 = 2ν+1 (use for example that Ω
(ν)
1 is of the form identity + rank
1 matrix). Hence Ω
(ν)
1 is invertible. We define for (u, t, γ) ∈ D(ν)3
Γ(ν)(u, t, γ) := u2Ω
(ν)
2 (t, γ)
(
Ω
(ν)
1
)−1
, (16.24)
which defines a real analytic family of symmetric ν × ν matrices. Hence there exist real analytic
functions λ
(ν)
j : D(ν)3 → R, 1 ≤ j ≤ ν, not necessarily pairwise distinct, which denote the eigenvalues
of Γ(ν) (see [42]). Observe that (16.20) and (16.24) imply
detΩ(ν) = 0⇔ det
(
Γ(ν)(F ′′(−b), F ′(−b), γ)− F ′′′(−b)
)
= 0 (16.25)
and hence
detΩ(ν) = 0⇔ F ′′′(−b) ∈ {λ(ν)j (F ′′(−b), F ′(−b), γ) : 1 ≤ j ≤ ν}. (16.26)
Since it is our goal to avoid that either an entry of Ω(ν) vanishes or that det Ω(ν) vanishes we exclude
those analytic force laws F which, for some 1 ≤ j, l ≤ ν, satisfy one of the differential equations
F ′′′(−b) = G(ν)j,l (F ′′(−b), F ′(−b), γ), (16.27)
F ′′′(−b) = λ(ν)j (F ′′(−b), F ′(−b), γ), (16.28)
in a neighborhood of −b0. Furthermore, for reasons which will become clear in the proof of theorem
16.32 below we also exclude the case F ′ is constant. Note that in this case F is linear and the
quasi-periodic wave solutions of (2.1) are easily constructed (see section 2.1). We define for b0 ∈ R,
r0 > 0
Ab0,r0 :=
{
F : Br0(−b0)→ R real analytic : F ′(−b0) > 0
}
. (16.29)
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For ν ∈ N \ {1} we say that F is ν – degenerate, if there exists γ > 0 with
νγ < 2
√
F ′(−b0) < (ν + 1)γ
and F satisfies one of the differential equations (16.27), (16.28) in some neighborhood of −b0. Set
F (ν)b0,r0 := Ab0,r0 \ ({F ∈ Ab0,r0 : F linear } ∪ {F ∈ Ab0,r0 : F is ν – degenerate}) (16.30)
Lemma 16.31 Let ν ∈ N \ {1}, b0 ∈ R, and r0 > 0.
(a) The set F (ν)b0,r0 is an open and dense subset of Ab0,r0 with respect to the topology generated by
the sup-norm.
(b) The exceptional set Ab0,r0 \ F (ν)b0,r0 consists of all linear functions in Ab0,r0 together with a
finite collection of four-parameter families of functions, each of which can be parameterized
by F (−b0), F ′(−b0), F ′′(−b0) and γ.
Proof. The proof of (b) follows from definition (16.30). Claim (a) is a consequence of (b).
We now state the main result of this section. It makes the notion precise that assumptions A1
– A4 are generically satisfied.
Theorem 16.32 Let ν ∈ N \ {1}, b0 ∈ R, r0 > 0, F ∈ F (ν)b0,r0, and γ > 0 such that
νγ < 2
√
F ′(−b0) < (ν + 1)γ. (16.33)
Then there exist β > 0 and a (Lebesgue –) zero set M ⊂ R such that assumptions A1 – A4 of
section 2.2 are satisfied for all b ∈ Bβ(b0) \M . The set F (ν)b0,r0 is an open and dense subset of Ab0,r0
with respect to the topology generated by the sup-norm.
Proof. Assumptions A1 and A2 are satisfied for F , b0, γ by the hypothesis of theorem 16.32.
Clearly there exists a β1 > 0 such that
νγ < 2
√
F ′(−b) < (ν + 1)γ (16.34)
for all b ∈ Bβ1(b0) and therefore assumptions A1 and A2 are satisfied for F , b, γ if b ∈ Bβ1(b0).
To verify the diophantine condition (assumption A3) set
G(b) :=
γ
2
√
F ′(−b) for b ∈ Bβ1(b0) (16.35)
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and define x0 := G(b0) ∈ B1/ν(0) (by (16.33)). We apply lemma 16.9 and obtain positive constants
r, τ and a zero-set N such that for every x ∈ Br(x0) \N there exists a constant s > 0 such that
(16.10) holds. Choose 0 < β ≤ β1 such that G(Bβ(b0)) ⊂ Br(x0) and define
M1 := {b ∈ Bβ(b0) : G(b) ∈ N}. (16.36)
By (16.34) and the definition of F (ν)b0,r0 (in (16.30)) we observe that G is an analytic, non constant
function on Bβ(b0). Thus M1 is again a set of zero Lebesgue measure. For all b ∈ Bβ(b0) \M1 we
have G(b) ∈ Br(x0)\N and hence there exists a constant s > 0 such that (16.10) holds. Assumption
A3 is satisfied for all b ∈ Bβ(b0) \M1.
In order to investigate assumption A4 recall that the choice of β implies that (16.34) is true
for all b ∈ Bβ(b0). This implies that (F ′(−b), γ) ∈ D(ν)2 for all b ∈ Bβ(b0). Since F is not ν –
degenerate and F , λ
(ν)
j , G
(ν)
j,l 1 ≤ j, l ≤ ν are real analytic functions the set
M2 :=
{
b ∈ Bβ(b0) : F ′′′(−b) ∈ {λ(ν)j (F ′′(−b), F ′(−b), γ) : 1 ≤ j ≤ ν}
∪ {G(ν)j,l (F ′′(−b), F ′(−b), γ) : 1 ≤ j, l ≤ ν}
}
consists of at most countably many points. By (16.26) and (16.23) it is clear that no entry of Ω(ν)
vanishes and that detΩ(ν) 6= 0 for b ∈ Bβ(b0) \M2.
Set M := M1 ∪M2. Assumptions A1 – A4 hold for all b ∈ Bβ(b0) \M . The genericity of the
set Fb0 has already been proved in lemma 16.31.
17 Weight functions
In this section we prove proposition 17.2 which implies the useful property (5.18) for the families
of weight functions introduced in 5.15. The proof of proposition 17.2 can be found in [44] and we
repeat it here for the sake of completeness.
Let ν ∈ N and 0 < x ≤ 1. Recall that | · | denotes the maximum norm on Zν . We define
Dν,x :=

 supn∈Zν ,σ≥1/4
∑
m∈Zν
eσ|n|
x
eσ|m|
x
eσ|n−m|
x if 0 < x < 1,
supn∈Zν ,σ≥1/4
∑
m∈Zν
(1+|n|)ν+1eσ|n|
(1+|m|)ν+1eσ|m|(1+|n−m|)ν+1eσ|n−m|
if x = 1.
(17.1)
Proposition 17.2 Let ν ∈ N and 0 < x ≤ 1. Then 1 ≤ Dν,x <∞.
Proof. The claim Dν,x ≥ 1 is obviously satisfied.
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Case 0 < x < 1:
For every n ∈ Zν , we divide the sum in the definition of Dν,x into four parts, depending on n, and
show that each of the partial sums is bounded independently of n. Set
An :=
{
m ∈ Zν : |m| < 2
3
|n|
}
,
Bn :=
{
m ∈ Zν \An : |m− n| < 2
3
|n|
}
,
Cn :=
{
m ∈ Zν \ (An ∪Bn) : |m| < 5
3
|n|
}
,
Dn := Z
ν \ (An ∪Bn ∪ Cn).
To estimate the sum over An, observe that
∑
m∈An
e−σ(|m|
x+|n−m|x−|n|x) ≤
⌊2|n|/3⌋∑
k=0
2ν(2k + 1)ν−1e−σ(k
x+(|n|−k)x−|n|x) (17.3)
and
ax + bx − (a+ b)x = x
∫ a
0
sx−1
(
1−
(
s
s+ b
)1−x)
ds ≥ ax
(
1−
(
a
a+ b
)1−x)
for a ≥ 0, b > 0. Furthermore, there exists a constant C1(ν, x) such that
2ν(2k + 1)ν−1e
−σkx
(
1−( 23)
1−x
)
≤ C1(ν, x)
(k + 1)2
for all σ ≥ 1
4
, k ≥ 0, (17.4)
and we can bound (17.3) by 2C1(ν, x). By translation, the same estimate holds for the sum over
Bn. Clearly, there exists another constant C2(ν, x), such that∑
m∈Cn
e−σ(|m|
x+|n−m|x−|n|x) ≤ (10
3
|n|+ 1)νe−σ3 |n|x ≤ C2(ν, x) for all σ ≥ 1
4
, n ∈ Zν. (17.5)
Finally, for m ∈ Dn, one easily derives |m|x + |n −m|x − |n|x ≥ |m|x (1− (3/5)x), which in turn
implies a uniform bound on the sum over Dn.
Case x = 1:
Let n ∈ Zν. We use the same decomposition of Zν into sets An, Bn, Cn and Dn as above. In order
to estimate the sum over An and Bn, we use∑
|m|< 2|n|
3
(
1 + |n|
(1 + |m|)(1 + |n−m|)
)ν+1
<
∑
m∈Zν
(
3
1 + |m|
)ν+1
<∞. (17.6)
For Cn we use
1 + |n|
(1 + |m|)(1 + |n−m|) ≤ 1 for all m,n ∈ Z
ν , (17.7)
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and
∑
m∈Cn
e−σ(|m|+|n−m|−|n|) ≤ (10
3
|n|+ 1)νe−σ3 |n|, (17.8)
which has an n- independent bound. Finally, to estimate the sum over Dn, we use (17.7) and
∑
m∈Dn
e−σ(|m|+|n−m|−|n|) ≤
∑
m∈Zν
e−
2σ
5
|m|. (17.9)
18 Properties of the nonlinear part
In this section we provide estimates for the nonlinear part of the equation. Let ν ∈ N and recall that
c = 0.01 (see (4.5)). For σ ≥ 1/4 we consider sequence spaces Xσ,c, Xσ,1 on Zν and corresponding
matrix spaces Lσ,c, Lσ,1. These spaces were defined in 5.21 (see also 5.15, (5.2), (5.10) and (4.6)).
Lemma 18.1 Suppose that
∞∑
k=0
αky
k (18.2)
defines a real power series with positive radius of convergence 0 < r ≤ ∞. There exists a positive
constant DW > 0 such that the following holds. For x ∈ {1, c} and σ ≥ 1/4 the map defined by
W : {u ∈ Xσ,x : ‖u‖σ,x < r} → Xσ,x, (18.3)
W (u) :=
∞∑
k=2
αku
∗k
is analytic and statements (a) – (c) are true.
(a) For j ∈ N, u, y1, . . . , yj ∈ Xσ,x with ‖u‖σ,x < r,
(DjW )(u)[y1, . . . , yj] =
∑
k≥max(2,j)
k!
(k − j)!αku
∗(k−j) ∗ y1 ∗ . . . ∗ yj. (18.4)
(b) For j ∈ N, 2 ≤ j ≤ 22ν3 + 1 (cf. (4.19)), y1, . . ., yj−1, u ∈ Xσ,x with ‖u‖σ,x ≤ min(1, r)/2
‖W (u)‖σ,x ≤ DW ‖u‖2σ,x
‖(DW )(u)‖σ,x ≤ DW ‖u‖σ,x (18.5)
‖DjW (u)[y1, . . . , yj−1, ·]‖σ,x ≤ DW ‖y1‖σ,x · . . . · ‖yj−1‖σ,x
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(c) For L > 0, u ∈ X1,c with ‖u‖1,c ≤ min(1, r)/2 and supp(u) ⊂ BL(0) (i.e. u(m) = 0 for
|m| ≥ L)
∥∥W (u)χ{|m|≥3L}∥∥1/4,c ≤ DW e− 94Lc‖u‖21,c. (18.6)
Proof. The analyticity of W and statement (a) are obvious. In view of proposition 5.5 the
estimates of (b) follow from standard arguments for power series. In order to prove (c) we first
observe that for k ∈ N and for numbers L ≥ a1 ≥ . . . ≥ ak ≥ 0 with a1+ . . .+ak ≥ 3L the following
holds
ac1 + . . . + a
c
k − 3Lc = c
(∫ a1
0
tc−1dt+ . . .+
∫ ak
0
tc−1dt− 3
∫ L
0
tc−1dt
)
= c



 k∑
j=4
∫ aj
0
tc−1dt

− (∫ L
a1
tc−1dt+
∫ L
a2
tc−1dt+
∫ L
a3
tc−1dt
)
= c[I − II] ≥ 0. (18.7)
Indeed, the last inequality, or equivalently I ≥ II, is easy to see: firstly, the total length of the
domain of integration in I equals to a4 + . . .+ ak ≥ 3L− a1 − a2 − a3 and is hence bigger or equal
to the total length of the integration domain in II. Secondly, by the ordering of the aj ’s and the
monotonicity of tc−1 it is clear that the integrands in I are pointwise bigger than ac−14 whereas the
integrands in II are pointwise bounded above by ac−13 ≤ ac−14 . Hence (18.7) is established. Using
in addition lemma 5.16 (cf. (5.1)) we conclude
∥∥W (u)χ{|m|≥3L}∥∥1/4,c
≤
∑
k≥2
|αk|
∑
s1 + . . .+ sk = m
|m| ≥ 3L
|u(s1)| · . . . · |u(sk)|w1/4,c(m) (18.8)
≤
∑
k≥2
|αk|
∑
s1 + . . .+ sk = m
|m| ≥ 3L
|u(s1)|w1/4,c(s1) · . . . · |u(sk)|w1/4,c(sk)
≤
∑
k≥2
|αk|
∑
s1 + . . .+ sk = m
|m| ≥ 3L
|u(s1)|w1,c(s1) · . . . · |u(sk)|w1,c(sk)e−
3
4
(|s1|c+...+|sk|
c)
≤ e− 343Lc
∑
k≥2
|αk|
∑
s1 + . . .+ sk = m
m ∈ Zν
|u(s1)|w1,c(s1) · . . . · |u(sk)|w1,c(sk)
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≤ e− 343Lc
∑
k≥2
|αk|‖u‖k1,c.
This establishes claim (c).
19 Properties of the linearized operators
In this section we prove various properties of the matrices T (j)(λ), T (j)(θ, λ) which are used in the
analysis of chapter II. We provide estimates on the diagonal entries (proposition 19.1) as well as
certain symmetry properties (propositions 19.15 and 19.18).
Proposition 19.1 Recall the definitions of ν (2.11), ω
(0)
j (2.12), and of the function Vj, j ∈ N
(4.12). There exist constants 0 < dV , δV ≤ 1 ≤ DV such that the following holds.
(a) For all 1 ≤ j ≤ ν, 0 < δ < δV and ϑ ∈ C
dist(ϑ, {±w(0)j }+ 2πZ) > δ ⇒ |Vj(ϑ)| > dV δ,
dist(ϑ, {±w(0)j }+ 2πZ) ≤ δ ⇒ |Vj(ϑ)| ≤ DV δ,
|(d/dϑ)kVj(ϑ)| ≤ DV for 0 ≤ k ≤ 1 + 8ν2, |ϑ∓ ω(0)j | < δV .
(b) For 1 ≤ j ≤ ν there exist smooth functions V˜j,+ : BδV (ω(0)j )→ R and V˜j,− : BδV (−ω(0)j )→ R,
such that
Vj(ϑ) = V˜j,+(ϑ)(ϑ − ω(0)j ) for ϑ ∈ BδV (ω(0)j ), (19.2)
Vj(ϑ) = V˜j,−(ϑ)(ϑ + ω
(0)
j ) for ϑ ∈ BδV (−ω(0)j ). (19.3)
Furthermore
|V˜j,±(ϑ)| ≥ dV for ϑ ∈ BδV (±ω(0)j ), (19.4)
|(d/dϑ)k(1/V˜j,±)(ϑ)| ≤ DV for 0 ≤ k ≤ 22ν3, ϑ ∈ BδV (±ω(0)j ). (19.5)
Proof. Recall that ω
(0)
j ∈ (0, π) by assumption A2 (cf. (2.12)). Therefore V ′j (±ω(0)j ) 6= 0 and
there exist δV > 0, dV,1 > 0 such that ω
(0)
1 − δV > 0 and
|Vj(ϑ)| ≥ dV,1|ϑ− ω(0)j | for all ϑ ∈ UδV (ω(0)j ), (19.6)
|Vj(ϑ)| ≥ dV,1|ϑ+ ω(0)j | for all ϑ ∈ UδV (−ω(0)j ). (19.7)
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Observe further that the zeros of Vj form a set {±w(0)j }+2πZ. Since Vj is a 2π – periodic function
and lim|Imz|→∞ Vj(z) = α1 > 0 we conclude
m := inf{|Vj(ϑ)| : ϑ ∈ C, dist(ϑ, {±w(0)j }+ 2πZ) ≥ δV } > 0 (19.8)
Setting
dV :=
1
2
min(dV,1,m/δV , 2) (19.9)
we have satisfied the first estimate in (a). The second and third estimates in (a) are true if
DV ≥ max
1≤j≤ν,0≤k≤8ν2+1
sup
ϑ∈UδV (±ω
(0)
j )
|(d/dϑ)kVj(ϑ)|. (19.10)
The right hand side of (19.10) is finite since the distance of UδV (±ω(0)j ) to the set 2πZ is positive
by the choice of δV (ω
(0)
1 − δV > 0).
To prove (b) observe first that (19.2) is satisfied with
V˜j,+(ϑ) =
∫ 1
0
V ′j (ω
(0)
j + s(ϑ− ω(0)j ))ds. (19.11)
The estimate (19.4) follows from (19.2), (19.6) and (19.9). The existence of the constant DV
follows from the estimate (19.4), since δV is chosen such that ω
(0)
1 − δV > 0 (and consequently
dist(BδV (ω
(0)
j ), 2πZ) > 0). The proof of the corresponding statements for Vj,− is similar and will
not be repeated here.
Recall the definition of the nonlinear map W in section 18 and of the functions V (ω), V (θ, ω)
in (2.16), (3.31). For u ∈ Xσ,x, σ ≥ 1/4, x ∈ {0.01, 1} and ‖u‖σ,x < rF,b (cf. (4.8)) we may define
T (ω)(m,n) = V (ω)(m)δm,n +DW (u)(m,n), (19.12)
T (θ, ω)(m,n) = V (θ, ω)(m)δm,n +DW (u)(m,n). (19.13)
By lemma 18.1 (a) we can express
DW (u)(m,n) =

∑
k≥2
kαku
∗(k−1)

 (m− n). (19.14)
Using (19.14) and the definition of the convolution (see (5.4)), the following two propositions
are easy to verify.
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Proposition 19.15 Let T (ω) be defined as in (19.12).
(a) Suppose that ω ∈ Rν and u satisfies u(m) = u(−m) ∈ R for all m ∈ Zν. Then
T (ω)(m,n) = T (ω)(−m,−n) ∈ R ∪ {∞} for all m,n ∈ Zν . (19.16)
(b) Let 1 ≤ j ≤ ν and ω ∈ Cν. Suppose that u(m) = 0 for all m ∈ Zν with mj 6= 0. Then
T (ω)(m,n) = 0 if mj 6= nj. (19.17)
Proposition 19.18 Let θ ∈ C, ω ∈ Cν and let T (θ, ω) be defined as in (19.13). For k ∈ Zν with
< k, g >= 0 the following translation property holds.
T (θ, ω)(m+ k, n+ k) = T (θ+ < ω, k >, ω)(m,n). (19.19)
20 The coupling lemma
In this section we state and prove a version of the coupling lemma which first appeared in [44].
The main advantage of this coupling lemma over other versions is that one may couple local
inverse matrices of all length scales in one step. The proof of the coupling lemma 20.1 proceeds by
constructing a parametrix for the inverse matrix. The columns of the parametrix are given by the
corresponding columns of the local inverse matrices.
Recall the definitions of ν (2.11), c = 0.01 (4.5), of the weight functions wσ,c on Z
ν (definition
5.15), and of the corresponding matrix spaces Lσ,c (definition 5.21).
Lemma 20.1 Let σ ≥ σ˜ ≥ 1/4 and let Λ be a finite subset of Zν. Suppose that
T (m,n) = D(m,n) +R(m,n), m, n ∈ Λ, (20.2)
where D is a diagonal matrix. Suppose further, that for each n ∈ Λ there exist numbers ln > 0,
0 ≤ µn ≤ σ − σ˜, Cn > 0 and a set U(n) ⊂ Λ, n ∈ U(n), satisfying
T−1U(n) exists and ‖T−1U(n)‖σ˜+µn,c ≤ Cn, (20.3)
dist (n,Λ \ U(n)) ≥ ln, (20.4)
Cne
−µnlcn‖R‖σ,c ≤ 1
2
. (20.5)
Then the matrix TΛ is invertible with
‖T−1Λ ‖σ˜,c ≤ (1 + wσ˜,c(0))C, where C := sup
n∈Λ
Cn. (20.6)
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Proof. The proof of lemma 20.1 proceeds in three steps. First we define matrices P and K
satisfying
(TΛ)P = I +K, (20.7)
where I denotes the identity matrix restricted to the sub-lattice Λ. In step 2 we show that
‖K‖σ˜,c ≤ 1
2
. (20.8)
Since the norm is sub-multiplicative (see proposition 5.14 and lemma 5.16) the inverse of I+K can
be expanded in a Neumann series with ‖(I +K)−1‖σ˜,c ≤ ‖I‖σ˜,c + 1 = 1 + wσ˜,c(0). Hence we have
constructed a right inverse of TΛ and, as Λ is finite, the inverse matrix T
−1
Λ exists. Claim (20.6)
then follows from
‖P‖σ˜,c ≤ C, (20.9)
which is derived in step 3.
Step 1: Proof of (20.7). Define
P (m,n) :=

 T
−1
U(n)(m,n) for n ∈ Λ,m ∈ U(n),
0 else ,
(20.10)
K(m,n) :=


∑
p∈U(n)R(m, p)P (p, n) for n ∈ Λ,m ∈ Λ \ U(n),
0 else .
(20.11)
Relation (20.7) then follows from
∑
p∈Λ
(TΛ) (m, p)P (p, n) =


∑
p∈U(n) T (m, p)T
−1
U(n)(p, n) = δm,n for n ∈ Λ, m ∈ U(n),∑
p∈U(n)R(m, p)P (p, n) = K(m,n) for n ∈ Λ, m ∈ Λ \ U(n).
Step 2: Proof of (20.8). Fix n ∈ Λ. Using lemma 5.16, (20.4) we obtain
∑
m∈Λ
wσ˜,c(m− n)|K(m,n)| ≤
∑
m∈Λ\U(n)
wσ˜+µn,c(m− n)|K(m,n)|e−µnl
c
n
≤
∑
m∈Λ\U(n)
∑
p∈U(n)
wσ˜+µn,c(m− p)|R(m, p)|wσ˜+µn,c(p − n)|T−1U(n)(p, n)|e−µnl
c
n
≤
∑
p∈U(n)
‖R‖σ˜+µn,c wσ˜+µn,c(p− n) |T−1U(n)(p, n)| e−µnl
c
n
≤ ‖R‖σ˜+µn,c ‖T−1U(n)‖σ˜+µn,c e−µnl
c
n ≤ 1
2
.
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Step 3: Proof of (20.9). Fix n ∈ Λ. Clearly,
∑
m∈Λ
wσ˜,c(m− n)|P (m,n)| ≤
∑
m∈U(n)
wσ˜+µn,c(m− n)|T−1U(n)(m,n)| ≤ ‖T−1U(n)‖σ˜+µn,c ≤ Cn ≤ C.
21 A version of the Weierstrass Preparation Theorem
In our analysis of chapter II we need a version of the Weierstrass preparation theorem which
provides estimates on the derivatives of the coefficients of the resulting polynomials. Such a version
was stated and proved by Bourgain in [6]. For the sake of completeness we reproduce Bourgain’s
proof in this section.
We begin with a simple application of the Banach fixed point theorem.
Proposition 21.1 Let (X, | · |) be a Banach space, x0 ∈ X, η > 0 and denote Kη(x0) := {x ∈ X :
|x− x0| ≤ η}. Assume furthermore, that F : Kη(x0)→ X is a C1 map with
‖DF (x)− I‖ ≤ 1/5, for all x ∈ Kη(x0), (21.2)
where ‖ · ‖ denotes the operator norm and I is the identity map.
If |F (x0)| ≤ 2η/5 then there exists a unique y ∈ Kη(x0) with F (y) = 0. Furthermore, |y−x0| ≤
5
2 |F (x0)|.
Proof. It follows from (21.2) that DF (x0) is invertible with ‖DF (x0)−1‖ ≤ 5/4. We define
T : Kη(x0)→ X ; T (x) = x−DF (x0)−1F (x)
Note that the zeros of F are precisely the fixed points of T . For x1, x2 ∈ Kη(x0) we obtain
T (x1)− T (x2) = x1 − x2 +DF (x0)−1
(∫ 1
0
DF (x1 + t(x2 − x1))dt
)
(x2 − x1)
= DF (x0)
−1
(∫ 1
0
[DF (x1 + t(x2 − x1))−DF (x0)]dt
)
(x2 − x1).
From (21.2) we conclude that ‖DF (x1 + t(x2 − x1))−DF (x0)‖ ≤ 2/5 and therefore
|T (x1)− T (x2)| ≤ 5
4
· 2
5
|x2 − x1| = 1
2
|x1 − x2|. (21.3)
Furthermore, for all x ∈ Kη(x0) we have
|T (x)− x0| ≤ |T (x)− T (x0)|+ |T (x0)− x0| ≤ 1
2
|x− x0|+ 5
4
|F (x0)| < η
2
+
5
4
· 2η
5
= η.
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This shows that T is a contraction on Kη(x0) and has thus an unique fixed point y. Finally,
|y − x0| = |T (y)− x0| ≤ |T (y)− T (x0)|+ |T (x0)− x0| ≤ 1
2
|y − x0|+ 5
4
|F (x0)|,
from which |y − x0| ≤ 52 |F (x0)| follows.
Lemma 21.4 Let d, ν, B1, B2 ∈ N, λ0 ∈ R2ν, and let δ, ρ, ǫ, C, C∗ be positive constants satisfying
δ ≤ 1 (21.5)
C∗ ≥ 1 (21.6)
200dǫ < 1 (21.7)
30C∗(B1!)2
B1 ≤ C (21.8)
d(B1 + 1) ≤ B2 (21.9)
16νCdρ <
(
δ
6d
)d
(21.10)
(6d)d(B1+1) ≤ B2! (21.11)
Assume further that
f : {z ∈ C : |z|, δ} × {λ ∈ C2ν : |λ− λ0| < ρ} → C
is an analytic function of the form
f(z, λ) = zd +
∑
0≤j<d
aj(λ)z
j + r(z, λ), (21.12)
where for z ∈ Uδ(0), λ ∈ Uρ(λ0),
|aj(λ)| ≤ 1
8d
for all 0 ≤ j < d, (21.13)∣∣∣∂βaj(λ)∣∣∣ ≤ C for all 1 ≤ |β|1 ≤ B1, 0 ≤ j < d, (21.14)
∣∣∣∂βr(z, λ)∣∣∣ ≤

 ǫ for |βλ|1 = 0, 0 ≤ |βz | ≤ B2,C∗ for 1 ≤ |βλ|1 ≤ B1, 0 ≤ |βz | ≤ B2. (21.15)
Suppose that aj , r are real functions, i.e. aj(λ), r(z, λ) ∈ R for z ∈ Uδ(0) ∩R, λ ∈ Uρ(λ0) ∩ R2ν.
Then there exist functions
Q : Uδ/4(0)× Uρ(λ0)→ C,
bj : Uρ(λ0)→ C, 0 ≤ j < d,
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such that for all z ∈ Uδ/4(0), λ ∈ Uρ(λ0) and 0 ≤ j < d the following holds:
f(z, λ) = [1 +Q(z, λ)]

zd + ∑
0≤j<d
bj(λ)z
j

 , (21.16)
|Q(z, λ)| ≤ 1
10
, (21.17)
|bj(λ)| ≤ 1
2d
, (21.18)
∣∣∣∂βbj(λ)∣∣∣ ≤
(
5
2
C
)2|β|1−1
(d+B1)
|β|21 for 1 ≤ |β|1 ≤ B1, (21.19)
bj(λ) ∈ R for λ ∈ Uρ(λ0) ∩ R2ν . (21.20)
Proof. Without loss of generality we assume for the proof that λ0 = 0. Recall the basic idea to
prove the Weierstrass preparation theorem. Denote for b ∈ Cd the polynomial
pb(z) = z
d +
∑
0≤j<d
bjz
j . (21.21)
Computing (pb(s)− pb(z))/(s − z) one easily derives the following formula
1
s− z =
1
pb(s)(s− z)pb(z) +
d−1∑
k=0
qk(b, s)
pb(s)
zk, where (21.22)
qk(b, s) := s
d−1−k +
d−1∑
l=k+1
bls
l−1−k. (21.23)
Let 0 < α < δ. By the Cauchy integral formula
r(z, λ) =
1
2πi
∮
|s|=α
r(s, λ)
s− z ds (21.24)
for |z| < α. Using representation (21.22) we obtain
f(z, λ) =
(
1 +
∮
|s|=α
r(s, λ)
pb(s)(s − z)
ds
2πi
)
pb(z) (21.25)
+
d−1∑
k=0
(
ak(λ)− bk +
∮
|s|=α
r(s, λ)qk(b, s)
pb(s)
ds
2πi
)
zk.
To prove the Weierstrass preparation theorem one needs to show that b = b(λ) can be chosen such
that the second line in (21.25) vanishes.
For our purposes it is convenient to split the remainder term r into two parts and apply the
above described procedure twice with different choices of α. According to Taylor’s formula we
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decompose
r(z, λ) =
B2−1∑
j=0
cj(λ)z
j + r˜(z, λ), with (21.26)
cj(λ) :=
1
j!
∂jzr(0, λ), (21.27)
r˜(z, λ) :=
1
(B2 − 1)!
∫ z
0
(
∂B2z r
)
(s, λ)(z − s)B2−1ds (21.28)
and denote
f(z, λ) = zd +
∑
0≤j<d
aj(λ)z
j +
B2−1∑
j=0
cj(λ)z
j + r˜(z, λ) ≡ f˜(z, λ) + r˜(z, λ). (21.29)
From hypothesis (21.15) the following estimates are immediate.
|cj(λ)| ≤ 1
j!
ǫ for λ ∈ Uρ(0), (21.30)
|∂βcj(λ)| ≤ 1
j!
C∗ for λ ∈ Uρ(0), 1 ≤ |β|1 ≤ B1, (21.31)
|r˜(z, λ)| ≤ 1
B2!
ǫ|z|B2 for z ∈ Uδ(0), λ ∈ Uρ(0), (21.32)
|∂βλ r˜(z, λ)| ≤
1
B2!
C∗|z|B2 for z ∈ Uδ(0), λ ∈ Uρ(0), 1 ≤ |β|1 ≤ B1. (21.33)
In a first step we apply the above described procedure to the auxiliary function f˜ (see (21.29)).
For b ∈ Cd, |b| < 1/(2d) and s ∈ C, |s| = 1 we have |pb(s)| ≥ 1/2. We can therefore apply (21.22)
and obtain for (b, z, λ) ∈ U1/(2d)(0)× Uδ(0) × Uρ(0) ⊂ Cd × C× C2ν
f˜(z, λ) = (1 + Q˜(b, z, λ))pb(z) +
d−1∑
k=0
(ak(λ)− bk + R˜k(b, λ))zk, (21.34)
where
Q˜(b, z, λ) :=
B2−1∑
j=0
cj(λ)
∮
|s|=1
sj
pb(s)(s− z)
ds
2πi
, (21.35)
R˜k(b, λ) :=
B2−1∑
j=0
cj(λ)
∮
|s|=1
qk(b, s)s
j
pb(s)
ds
2πi
, for 0 ≤ k < d. (21.36)
We will now determine b = b˜(λ) in such a way that ak(λ) − bk − R˜(b, λ) = 0 for all 0 ≤ k < d. To
achieve this we define
G˜ : U1/(2d)(0)× Uρ(0)→ Cd; G˜ = (G˜0, . . . G˜d−1) with
G˜k(b, λ) := bk − ak(λ)− R˜k(b, λ). for 0 ≤ k < d. (21.37)
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Claim 1: For every λ ∈ Uρ(0) there exists an unique b˜(λ) ∈ U 3
8d
(0) such that G˜(b˜(λ), λ) =
0. Moreover, the function λ 7→ b˜(λ) is analytic and the first order derivatives are bounded by
|∂β b˜(λ)| ≤ 2C for all λ ∈ Uρ(0), |β|1 = 1.
Proof of claim 1: The definitions of pb and qk (see (21.21), (21.23)) yield the following estimates
for |b| < 1/(2d) and |s| = 1. ∣∣∣∣qk(b, s)sjpb(s)
∣∣∣∣ ≤ 4, 0 ≤ k < d, j ∈ N0, (21.38)∣∣∣∣∂bl qk(b, s)sjpb(s)
∣∣∣∣ ≤ 10, 0 ≤ k, l < d, j ∈ N0. (21.39)
These estimates together with (21.30), (21.7), (21.14), (21.31) imply for |b| < 1/(2d), |λ| < ρ,
0 ≤ k, l < d (denoting a := (aj)0≤j<d)
|G˜k(a(λ), λ)| = |R˜k(a(λ), λ)| ≤
∑
j≥0
ǫ
j!
4 ≤ 12ǫ ≤ 1
15d
, (21.40)
∣∣∣∂blG˜k(b, λ) − δk,l∣∣∣ ≤ ∑
j≥0
ǫ
j!
10 ≤ 30ǫ < 1
6d
, (21.41)
∣∣∣∂βλ G˜k(b, λ)∣∣∣ ≤ C +∑
j≥0
C∗
j!
4 ≤ C + 12C∗, for 1 ≤ |β|1 ≤ B1. (21.42)
We apply proposition 21.1 to obtain b˜(λ). Choose (X, | · |) to be Cd together with the maximum
norm. We fix λ ∈ Bρ(0) and set x0 ≡ a(λ), η ≡ 14d and
F (x) := G˜(x, λ) for x ∈ K1/(4d)(a(λ)) ⊂ U1/(2d)(0) (cf.(21.13)).
Note that it follows from (21.41) that ‖DF (x) − I‖ = ‖DxG˜(x, λ) − I‖ ≤ 30ǫd < 16 . Inequality
(21.40) implies that |F (x0)| ≤ 115d < 25η. Hence there exists an unique b˜(λ) satisfying F (b˜(λ)) = 0.
Furthermore |b˜(λ) − a(λ)| ≤ 2.5 115d < 14d . Since |a(λ)| ≤ 1/(8d) by (21.13) we conclude that
b˜(λ) ∈ U 3
8d
(0).
The analyticity of b˜ as a function of λ follows from the analyticity of G˜ by a standard implicit
function theorem. Moreover, differentiating G(b˜(λ), λ) = 0 with respect to λl, 1 ≤ l ≤ 2ν, and
using ‖DbG˜− I‖ ≤ 1/5, (21.42), and (21.8) we obtain∣∣∣∂λl b˜∣∣∣ ≤ ∣∣∣(DbG˜)−1∂λlG˜∣∣∣ ≤ 54(C + 12C∗) < 2C.
This completes the proof of claim 1.
We have constructed a representation for f˜ in the desired form
f˜(z, λ) = (1 +Q(b˜(λ), z, λ))pb˜(λ)(z).
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Since f = f˜ + r˜ we now apply (21.24), (21.22) with r being replaced by the smaller remainder term
r˜. First we choose the radius for the contour of integration.
Claim 2: There exists δ2 < α < δ such that
|pb(s)| ≥ 1
2
(
δ
6d
)d
for |s| = α, and b ∈ B := U 1
2d(
δ
6d)
d(b˜(0)). (21.43)
For all λ ∈ Uρ(0) the following estimate holds
|b˜(λ)− b˜(0)| < 1
4d
(
δ
6d
)d
. (21.44)
Proof of claim 2: Estimate (21.44) follows from claim 1 and (21.10). Denote the zeros of pb˜(0)
by ξ1, . . . , ξd. Choose α ∈ (δ/2, δ) such that |α − |ξl|| > δ6d for 1 ≤ l ≤ d. For s ∈ C with |s| = α
and b ∈ B it follows from (21.5) that
|pb(s)| ≥
∣∣∣pb˜(0)(s)∣∣∣− 12
(
δ
6d
)d
≥
d∏
l=1
||s| − |ξl|| − 1
2
(
δ
6d
)d
≥ 1
2
(
δ
6d
)d
.
This proves claim 2.
Note that b ∈ B, (21.5) and claim 1 imply
|b| ≤ |b˜(0)| + 1
12d
<
3
8d
+
1
12d
<
1
2d
.
We conclude B ⊂ U1/(2d)(0). For z ∈ Uα(0), λ ∈ Uρ(0) and b ∈ B we obtain the following
representation of the function f
f(z, λ) = (1 +Q(b, z, λ))pb(z) +
d−1∑
k=0
(ak(λ)− bk +Rk(b, λ))zk, (21.45)
where
Q(b, z, λ) := Q˜(b, z, λ) +
∮
|s|=α
r˜(s, λ)
pb(s)(s − z)
ds
2πi
, (21.46)
Rk(b, λ) := R˜k(b, λ) +
∮
|s|=α
qk(b, s)r˜(s, λ)
pb(s)
ds
2πi
, for 0 ≤ k < d. (21.47)
We define
G : B × Uρ(0)→ Cd; G = (G0, . . . , Gd−1) with
Gk(b, λ) := bk − ak(λ)−Rk(b, λ) for 0 ≤ k < d. (21.48)
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Claim 3: There exists an analytic function b : Uρ(0)→ B satisfying G(b(λ), λ) = 0.
Proof of claim 3: Using G˜(b˜(λ), λ) = 0 we can express Gk by
Gk(b, λ) = (bk − b˜k(λ)) + [R˜k(b˜(λ), λ) − R˜k(b, λ)] + [R˜k(b, λ)−Rk(b, λ)].
Fix λ ∈ Uρ(0). We introduce the new variable
x := b− b˜(λ). (21.49)
By (21.43) and (21.44) it suffices to show that there exists x ∈ U 1
4d(
δ
6d )
d(0) ⊂ Cd solving F (x) = 0,
where F = (F0, . . . , Fd−1) is defined by
Fk(x) := xk − [R˜k(x+ b˜(λ), λ) − R˜k(b˜(λ), λ)] − [Rk(x+ b˜(λ), λ) − R˜k(x+ b˜(λ), λ)] (21.50)
for 0 ≤ k < d. To obtain the existence of the zero of F we again apply proposition 21.1. In the
notation of proposition 21.1 (X, | · |) is given by Cd together with the maximum norm, x0 ≡ 0 and
η ≡ 14d
(
δ
6d
)d
. We need to derive the estimates on |F (0)| and ‖DF (x) − I‖. For 0 ≤ k, l < d the
above definitions yield
Fk(0) = −
∮
|s|=α
r˜(s, λ)qk(b˜(λ), s)
pb˜(λ)(s)
ds
2πi
,
∂xlFk(x)− δl,k = −
B2−1∑
j=0
cj(λ)
∮
|s|=1
sj∂xl
(
qk(x+ b˜(λ), s)
px+b˜(λ)(s)
)
ds
2πi
−
∮
|s|=α
r˜(s, λ)∂xl
(
qk(x+ b˜(λ), s)
Px+b˜(λ)(s)
)
ds
2πi
.
For |s| = α and |x| ≤ 14d
(
δ
6d
)d
we have |x+ b˜(λ)− b˜(0)| < 12d
(
δ
6d
)d
, i.e. x+ b˜(λ) ∈ B ⊂ U1/(2d)(0).
Then claim 2 implies for 0 ≤ l < d (use also α < δ ≤ 1 by (21.5))∣∣∣∣∣∂xl
(
qk(x+ b˜(λ), s)
Px+b˜(λ)(s)
)∣∣∣∣∣ ≤ 8
(
6d
δ
)2d
+ 2
(
6d
δ
)d
≤ 10
(
6d
δ
)2d
.
Together with (21.32), (21.33), (21.5), (21.9), (21.11), (21.7), and (21.39) we conclude
|F (0)| ≤ 4
(
6d
δ
)d ǫ
B2!
δB2 =
4(6d)d
B2!
ǫδB2−d
≤ 4ǫ
(
δ
6d
)dB1
≤ 1
50d
(
δ
6d
)d
<
2η
5
, (21.51)
‖DF (x)− I‖ ≤ d

B2−1∑
j=0
10ǫ
j!
+
ǫ
B2!
δB210
(
6d
δ
)2d
≤ ǫd
(
30 + 10
(
δ
6d
)d(B1−1))
≤ 40ǫd ≤ 1
5
. (21.52)
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Proposition 21.1 can hence be applied and we obtain y ∈ Cd, |y| < η = 14d
(
δ
6d
)d
, solving F (y) = 0.
Setting b(λ) := y+ b˜(λ) it is clear from (21.49), (21.50) that G(b(λ), λ) = 0. So far we have defined
b(λ) pointwise for each λ ∈ Uρ(0). The analytic dependence of b on λ follows from the analyticity
of G by a standard implicit function theorem. This completes the proof of claim 3.
By a slight abuse of notation we set
Q(z, λ) := Q(b(λ), z, λ), (21.53)
with the function b as defined in claim 3. From (21.45) and claim 3 it is clear that we have found
a representation of f of the desired form (21.16), satisfying (21.18). Observe that the realness
condition on aj and r imply that G(b, λ) ∈ Rd for b ∈ B ∩Rd, λ ∈ Uρ(0) ∩R2ν , proving (21.20). In
the remaining two steps we will verify (21.17) and (21.19).
Claim 4: |Q(z, λ)| ≤ 1/10 for all |z| < δ/4 and |λ| < ρ.
Proof of claim 4: It follows from (21.46), (21.35), (21.30), (21.32), δ/2 < α < δ, (21.43), (21.9),
(21.11), (21.7) that for |z| < δ/4, |λ| < ρ
|Q(z, λ)| ≤
B2−1∑
j=0
ǫ
j!
4 +
ǫ
B2!
δB22
(
6d
δ
)d 4
δ
· α
≤ ǫ
(
12 +
8(6d)d
B2!
δB2−d
)
(21.54)
≤ ǫ
(
12 + 8
(
δ
6d
)dB1)
≤ 20ǫ < 1
10
.
Claim 4 is verified.
Claim 5: For 0 ≤ j < d, |λ| < ρ and 1 ≤ |β|1 ≤ B1 the following holds:
∣∣∣∂βbj(λ)∣∣∣ ≤
(
5
2
C
)2|β|1−1
(d+B1)
|β|21 .
Proof of claim 5: From the definition of pb and qk in (21.21) and (21.23) we conclude that for
|s| ≤ 1 and |b| ≤ 1/(2d)∣∣∣∣∂βb qk(b, s)pb(s)
∣∣∣∣ ≤ |qk(b, s)|
∣∣∣∣∂βb 1pb(s)
∣∣∣∣+ ∑
k<l<d,βl>0
βl
∣∣∣∣∂β−elb 1pb(s)
∣∣∣∣
≤ 2|β|1! 1|pb(s)||β|1+1
+ |β|1! 1|pb(s)||β|1
≤ |β|1!|pb(s)||β|1
(
2
|pb(s)| + 1
)
.
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Using in addition (21.47), (21.36), (21.30) – (21.33),(21.6), (21.43), (21.9), (21.11), and (21.8) this
implies for multi-indices β = (βb, βλ) with 1 ≤ |β|1 ≤ B1, |λ| < ρ and |b| ≤ 1/(2d) that
∣∣∣(∂βR)(b, λ)∣∣∣ ≤ B2−1∑
j=0
∣∣∣(∂βλcj)(λ)∣∣∣
∮
|s|=1
|βb|1!|pb(s)|−|βb|1
(
2
|pb(s)| + 1
)
d|s|
2π
+
∮
|s|=α
∣∣∣(∂βλλ r˜)(s, λ)∣∣∣ |βb|1!|pb(s)|−|βb|1
(
2
|pb(s)| + 1
)
d|s|
2π
≤ 3C∗(B1!)2B15 + δ
B2C∗
B2!
(B1!)3α
(
2
(
6d
δ
)d)B1+1
≤ C∗B1!
(
15 · 2B1 + 3 · 2B1+1) ≤ C. (21.55)
For p ∈ N set
C(p) := (2.5C)2p−1(d+B1)
p2 . (21.56)
We conclude the proof by showing that for 1 ≤ |β|1 ≤ B1 we have
|∂βb(λ)| ≤ C(|β|1) for λ ∈ Uρ(0). (21.57)
The proof of (21.57) proceeds by induction on p ≡ |β|1.
p = 1 : Differentiating
b(λ)− a(λ)−R(b(λ), λ) = 0 (21.58)
with respect to λl ,1 ≤ l ≤ 2ν yields
(I − (DbR))(∂λlb) = ∂λla+ ∂λlR.
Since DbR = I−DbG = I−DF we learn from (21.52) that ‖DbR(b(λ), λ)‖ ≤ 1/5 for all λ ∈ Uρ(0).
Using in addition (21.55) and (21.14) we conclude
|∂λlb| ≤
5
4
(C + C) = 2.5C ≤ C(1). (21.59)
p− 1→ p : Let β be a multi-index of order p with 2 ≤ p ≤ B1. Applying ∂β to (21.58) we
obtain with proposition 24.25 (d1 = 2ν, d2 = d3 = d)
(I − (DbR))(∂βb) = ∂βa+
∑
s∈S0(β)
(
∂γ
(s)
R
) l(s)∏
l=1
∂β
(s)
l b
i
(s)
l
, (21.60)
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where #S0(β) ≤ (d + B1)p, and for all s ∈ S0(β) we have 1 ≤ |γ(s)|1 ≤ p, 1 ≤ |β(s)l |1 ≤ p − 1 and∑
1≤l≤l(s) |β(s)l |1 ≤ p. Using again that ‖DbR‖ ≤ 1/5 conclude with (21.14), (21.55)
|∂βb| ≤ 5
4

C + (d+B1)pC ·

 max
s∈S0(β)
l(s)∏
l=1
C(|β(s)l |1)



 . (21.61)
To estimate the maximum appearing in (21.61) observe that for p1+ . . .+pk = p with 1 ≤ pl ≤ p−1
for 1 ≤ l ≤ k we have
C(p1) · . . . · C(pk) ≤ (2.5C)2p−2(d+B1)p2−2(p−1).
Since C ≥ 1 (see (21.6), (21.8)) we find
|∂βb| ≤ 5
4
C
(
1 + (d+B1)
p(2.5C)2p−2(d+B1)
p2−2(p−1)
)
≤ 5
2
C(d+B1)
p(2.5C)2p−2(d+B1)
p2−2(p−1) ≤ C(p). (21.62)
The induction is complete. Claim 5 and hence lemma 21.4 are proven.
22 An excision lemma
Our estimates on the measure of the set of resonant parameters use the following elementary lemma.
Lemma 22.1 Let k ∈ N, let J ⊂ R be an interval and assume that g : J → R is k-times continu-
ously differentiable. Suppose further that there exists a constant δ > 0 with
∣∣∣g(k)(x)∣∣∣ ≥ k!δk for all x ∈ J, (22.2)
where g(k) denotes the k-th derivative of g. For t > 0 define It := {x ∈ J : |g(x)| < t}.
Then the set It is a union of at most k intervals of total length |It| ≤ 2kδ t
1
k .
Proof. We prove the lemma inductively by showing that for each 0 ≤ l ≤ k the following holds:
(a) The function g(k−l) has at most l zeros.
(b) The set I(l) := {x ∈ J : |g(k−l)(x)| < k!l! δk−ltl/k} is a union of at most l intervals of total
length ≤ 2lδ t
1
k .
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l = 0 : Statements (a) and (b) follow from the hypothesis of the lemma.
l − 1→ l for 1 ≤ l ≤ k : Without loss of generality we may assume that J 6= ∅. Denote x0 :=
inf J and xl := supJ . By induction hypothesis (a) we can find points x1, . . . , xl−1 ∈ J such that
the corresponding intervals Js := (xs−1, xs), 1 ≤ s ≤ l contain no zero of g(k−l+1). Hence g(k−l) is a
strictly monotone function in each of the intervals J ∩ Js, 1 ≤ s ≤ l. This proves (a). Furthermore,
for each 1 ≤ s ≤ l, the set
I(l)s := {x ∈ J ∩ Js : |g(k−l)(x)| <
k!
l!
δk−ltl/k}
is a (possibly empty) interval. Hence I(l) =
⋃l
s=1 I
(l)
s is a union of at most l intervals. In order to
estimate the length of I
(l)
s we use the lower bound on |g(k−l+1)| outside I(l−1). We obtain
∣∣∣I(l)s ∣∣∣ ≤ 2k!l! δk−ltl/kk!
(l−1)!δ
k−l+1t(l−1)/k
+
∣∣∣Js ∩ I(l−1)∣∣∣
≤ 2t
1/k
lδ
+
∣∣∣Js ∩ I(l−1)∣∣∣ (22.3)
Using (22.3) and the induction hypothesis the total length of I(l) can be bounded by
∣∣∣I(l)∣∣∣ ≤ 2t1/k
δ
+
∣∣∣I(l−1)∣∣∣ ≤ 2l
δ
t
1
k .
23 The construction of p⊖ q
In this section we present a resultant type construction. More precisely, for given polynomials
p(z) = zd1 +
∑
j<d1
ajz
j ∈ C[z], (23.1)
q(z) = zd2 +
∑
j<d2
bjz
j ∈ C[z], (23.2)
of degree d1, d2 ≥ 1 we will construct a polynomial r of degree d1d2 with
r(x− y) = R1(x, y)p(x) +R2(x, y)q(y), (23.3)
where R1, R2 ∈ C[x, y] are polynomials in two variables. Furthermore we will obtain some infor-
mation on how the coefficients of r, R1 and R2 depend on the coefficients of p and q. We start with
a few elementary definitions and observations.
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Given p and q as in (23.1), (23.2). Denote
K := {±aj : 0 ≤ j < d1} ∪ {±bj : 0 ≤ j < d2}. (23.4)
For k, l ∈ N0 we define the following finite subsets of C
T (k, l) :=

f ∈ C : f =
l′∑
j=1
k∏
i=1
xi,j ; for xi,j ∈ {0,±1} ∪K and 0 ≤ l′ ≤ l

 , (23.5)
where we use the standard definition that an empty sum has value 0 and an empty product has
value 1. The following two properties are immediate from definition (23.5). For k, l, m, n ∈ N0
T (k, l) ⊂ T (m,n) if k ≤ m and l ≤ n, (23.6)
T (k, l) · T (m,n) ⊂ T (k +m, ln), (23.7)
where T (k, l) · T (m,n) = {f · g : f ∈ T (k, l), g ∈ T (m,n)}.
Proposition 23.8 Let p, q ∈ C[z] be given as in (23.1), (23.2) with degrees d1, d2 ≥ 1 and let
s ∈ N0. Then there exist unique polynomials gs, hs, vs, ws of degrees deg(gs) ≤ s, deg(hs) ≤ s,
deg(vs) < d1, deg(ws) < d2 and
zs = gs(z)p(z) + vs(z), (23.9)
zs = hs(z)q(z) + ws(z). (23.10)
The coefficients of gs, hs, vs, ws all lie in the set T (s, 2s).
Proof. We only need to proof the result for the polynomial p. The unique existence of gs and
vs satisfying (23.9) and deg(gs) ≤ s, deg(vs) < d1 is obvious. Denote
gs(z) =
s∑
k=0
g
(s)
k z
k,
vs(z) =
d1−1∑
k=0
v
(s)
k z
k.
We show that g
(s)
k , v
(s)
k ∈ T (s, 2s) by an induction in s.
s = 0 : Obviously, g
(0)
0 = 0, v
(0)
0 = 1 and v
(0)
k = 0 for 1 ≤ k < d1. By (23.5) all coefficients lie in
T (0, 1).
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s→ s+ 1 : The induction hypothesis yields
zs+1 =
(
s∑
k=0
g
(s)
k z
k+1
)
p(z) +
d1−2∑
k=0
v
(s)
k z
k+1 + v
(s)
d1−1
zd1 .
Applying (23.1) to the last term in the sum we obtain
g
(s+1)
k =

 v
(s)
d1−1
if k = 0,
g
(s)
k−1 if 1 ≤ k ≤ s+ 1,
v
(s+1)
k =

 −a0v
(s)
d1−1
if k = 0,
v
(s)
k−1 − akv(s)d1−1 if 1 ≤ k < d1.
The claim g
(s+1)
k , v
(s+1)
k ∈ T (s + 1, 2s+1) now follows from the induction hypothesis, (23.6) and
from definition (23.5).
Lemma 23.11 Let p, q ∈ C[z] be given as in (23.1), (23.2) with degrees d1, d2 ≥ 1. Then there
exist polynomials r ∈ C[z], R1, R2 ∈ C[x, y] satisfying
r(x− y) = R1(x, y)p(x) +R2(x, y)q(y), (23.12)
deg(r) = d1d2, and the leading coefficient of r equals 1 , (23.13)
deg(R1) < d1d2,deg(R2) < d1d2, (23.14)
the coefficients of r lie in T
(
d1 + d2, 2
d1+d2 [(d1d2)!]
)
, (23.15)
the coefficients of R1, R2 lie in T (d˜, 4d˜d˜!), where d˜ := (d1 + 1)(d2 + 1). (23.16)
Proof. Set V := C[x, y]/(p(x)C[x, y]+q(y)C[x, y]). The quotient V is a vector space of (complex)
dimension d1d2 with basis ei,j := x
iyj, 0 ≤ i < d1, 0 ≤ j < d2. We define the linear map
A : V → V, (Ag)(x, y) = (x− y)g(x, y). (23.17)
We set r to be the characteristic polynomial of A
r(z) := det(z −A). (23.18)
Then r is a polynomial of degree d1d2 with leading coefficient 1 and the theorem of Cayley-Hamilton
implies that r(A)e0,0 = 0 in V . This means
r(x− y) ∈ p(x)C[x, y] + q(y)C[x, y]. (23.19)
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Hence there exist R1, R2 ∈ C[x, y] satisfying (23.12) and (23.13). Observe that R1 and R2 are not
uniquely defined. However, in order to show (23.14) and (23.16) we will now make a special choice
for R1 and R2 using the notation introduced in proposition 23.8. Write
r(z) =
d1d2∑
s=0
csz
s = zd1d2 +
∑
s<d1d2
csz
s (23.20)
and note that
(x− y)s =
s∑
l=0

 s
l

 (−1)s−lxlys−l
=

 s∑
l=0

 s
l

 (−1)s−lgl(x)ys−l

 p(x)
+

 s∑
l=0

 s
l

 (−1)s−lvl(x)hs−l(y)

 q(y)
+
s∑
l=0

 s
l

 (−1)s−lvl(x)ws−l(y).
It follows from deg(vl) < d1, deg(ws−l) < d2 and from (23.19) that
d1d2∑
s=0
cs
s∑
l=0

 s
l

 (−1)s−lvl(x)ws−l(y) = 0.
Thus we obtain a representation of the form (23.12), satisfying (23.13) and (23.14) by setting
R1(x, y) =
d1d2∑
s=0
s∑
l=0
cs

 s
l

 (−1)s−lgl(x)ys−l, (23.21)
R2(x, y) =
d1d2∑
s=0
s∑
l=0
cs

 s
l

 (−1)s−lvl(x)hs−l(y). (23.22)
In order to prove (23.15) we determine the entries of the matrix z−A when expressed with respect
to the basis (ei,j). We compute (z −A)ei,j =
zei,j − ei+1,j + ei,j+1 if i < d1 − 1, j < d2 − 1,
(z + ad1−1)ei,j +
d1−2∑
l=0
alel,j + ei,j+1 if i = d1 − 1, j < d2 − 1,
(z − bd2−1)ei,j − ei+1,j −
d2−2∑
l=0
blei,l if i < d1 − 1, j = d2 − 1,
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(z + ad1−1 − bd2−1)ei,j +
d1−2∑
l=0
alel,j −
d2−2∑
l=0
blei,l if i = d1 − 1, j = d2 − 1.
Observe that all entries of z −A are contained in the set
{0, 1,−1} ∪K ∪ {z, z + ad1−1, z − bd2−1, z + ad1−1 − bd2−1}.
Expanding the determinant of z−A in a sum of products and multiplying out the diagonal entries
z + ad1−1, z − bd2−1 and z + ad1−1 − bd2−1 one sees easily that the coefficients cs, 0 ≤ s < d1d2 of
the characteristic polynomial r satisfy
cs ∈ T (d1 + d2 − 1, 3 · 2d1+d2−2[(d1d2)!]). (23.23)
This proves (23.15) (see (23.6)). Finally, using (23.21), (23.22), (23.23), proposition 23.8, (23.7),
and (23.6) we conclude that the coefficients of R1, R2 lie in the set
T
(
d1d2 + d1 + d2 − 1, (d1d2 + 1)2d1d2 · 3 · 2d1+d2−2[(d1d2)!]2d1d2
)
,
proving (23.16).
Definition 23.24 Given p, q ∈ C[z] as in (23.1), (23.2) with d1, d2 ≥ 1. Then we denote by p⊖ q
the polynomial r as defined through (23.17), (23.18) in the proof of lemma 23.11.
Remark 23.25 The following example shows that for given polynomials p and q (as in (23.1),
(23.2)) the polynomial r is not necessarily uniquely defined by (23.12) and (23.13). In fact, set
p(z) = q(z) = z2 and define A as in (23.17). One checks easily that A3 = 0 and hence for
r(z) = z4 + cz3 a representation of the form (23.12) can be found for all c ∈ C.
24 Remarks on the higher order chain rule
In this section we collect those specialized versions of the higher order chain rule which are used
in the paper. We formulate them for functions which are defined on open subsets of Rd and which
satisfy some finite regularity assumptions. Of course, the formulae also hold in the case of analytic
functions defined on open subsets of Cd.
Proposition 24.1 Let U ⊂ Rd be an open set and let X and Y be Banach spaces. Assume that
V ⊂ X is an open set and that f : U → V and g : V → Y are Cs – functions with s ∈ N. Then
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h := g ◦f : U → Y is also s-times continuously differentiable. For multi-indices β with 1 ≤ |β|1 ≤ s
and λ ∈ U ,
∂βh(λ) =
|β|1∑
k=1
1
k!
∑
α1 + . . .+ αk = β
αi 6= 0 for 1 ≤ i ≤ k
β!
α1! . . . αk!
(Dkg)(f(λ))[∂α1f(λ), . . . , ∂αkf(λ)]. (24.2)
Proof. We prove (24.2) by calculating the corresponding term in the Taylor-expansion of h.
Observe first that for λ, µ ∈ U ,
f(µ)− f(λ) =
∑
1≤|α|≤s
1
α!
(∂αf)(λ)(µ− λ)α + o(|µ − λ|s). (24.3)
Furthermore,
g(v) − g(x) =
s∑
k=1
1
k!
(Dkg)(x)[v − x, . . . , v − x] + o(|v − x|sX). (24.4)
From (24.3) and (24.4) we obtain
h(µ)− h(λ)
=
s∑
k=1
1
k!
(Dkg)(f(λ))

 ∑
1≤|α|≤s
1
α!
(∂αf)(λ)(µ − λ)α, . . . ,
∑
1≤|α|≤s
1
α!
(∂αf)(λ)(µ − λ)α


+o(|µ− λ|s)
=
∑
1≤|β|1≤s
cβ(λ)(µ − λ)β + o(|µ − λ|s), where
cβ(λ) :=
|β|1∑
k=1
1
k!
∑
α1 + . . .+ αk = β
αi 6= 0 for 1 ≤ i ≤ k
1
α1! . . . αk!
(Dkg)(f(λ))[∂α1f(λ), . . . , ∂αkf(λ)].
This proves (24.2).
To estimate the number of terms in (24.2) the following identity is useful.
Proposition 24.5 Let k, r ∈ N and let β ∈ Nr0 be a multi-index. Then∑
α1+...+αk=β
β!
α1! . . . αk!
= k|β|1 . (24.6)
Proof. Applying the formula for multinomials we obtain for k, s ∈ N
ks = (1 + . . .+ 1)s =
∑
a1+...+ak=s
s!
a1! · . . . · ak! . (24.7)
Furthermore, k|β|1 = kβ1 · . . . · kβr . Applying (24.7) to each of the the factors kβi , 1 ≤ i ≤ r, yields
(24.6).
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24.1 Higher derivatives of DW
We use the notation of section 18. The following is an immediate consequence of proposition 24.1.
Corollary 24.8 Let W be defined as in section 18 with respect to some real power series
∑
αky
k
with positive radius of convergence 0 < r ≤ ∞. Assume further that u : U → X is a C∞ function,
where U is some open subset of Rd, (X, | · |) is a Banach space, and |u(λ)| < r for all λ ∈ U . Set
R(λ) := DW (u(λ)), then for v ∈ X
(∂βλR)v =
|β|1∑
k=1
∑
β1 + . . .+ βk = β
βi 6= 0 for 1 ≤ i ≤ k
1
k!
β!
β1! . . . βk!
(Dk+1W )(u)[∂β1u, . . . , ∂βku, v]. (24.9)
24.2 Derivatives of inverse matrices
Corollary 24.10 Let B be a Banach algebra with unity. Let U ⊂ Rd be an open set and assume
that G, H : U → B are Cs – maps, such that H−1(λ) exists in B for all λ ∈ U . Then for
1 ≤ |β|1 ≤ s,
(a)
∂β(H−1) =
|β|1∑
k=1
(−1)k
∑
α1 + . . .+ αk = β
αi 6= 0 for 1 ≤ i ≤ k
β!
α1! . . . αk!
H−1(∂α1H)H−1 . . . H−1(∂αkH)H−1
(b)
∂β(GH−1) =
|β|1+1∑
k=1
(−1)k−1
∑
α1 + . . .+ αk = β
αi 6= 0 for 2 ≤ i ≤ k
β!
α1! . . . αk!
(∂α1G)H−1(∂α2H)H−1 . . . H−1(∂αkH)H−1
Proof. To prove (a) it is convenient to repeat the proof of Proposition 24.1 where one replaces
(24.4) by the Neumann series
V −1 −X−1 = −X−1(V −X)X−1 +X−1(V −X)X−1(V −X)X−1 ∓ . . . .
Claim (b) follows from (a) via the Leibniz rule.
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Proposition 24.11 Let (B, ‖ · ‖) be a Banach algebra with unity e and let U ⊂ Rd be an open set.
Assume that A, X : U → B are Cs – maps, s ∈ N0, and A−1(λ) exists for all λ ∈ U . Suppose
further that there exist constants ǫ > 0, M ≥ 1, C ≥ 1, satisfying
‖∂βA−1(λ)‖ ≤ MC |β|1 for λ ∈ U, 0 ≤ |β|1 ≤ s, (24.12)
‖∂βX(λ)‖ ≤ ǫC |β|1 for λ ∈ U, 0 ≤ |β|1 ≤ s, (24.13)
ǫM ≤ 1
2
. (24.14)
Then (A+X)(λ) is invertible in B for all λ ∈ U and
‖∂β(A+X)−1(λ)‖ ≤ 2

|β|1+1∑
k=1
k|β|1‖e‖k

M(2C)|β|1 for λ ∈ U, 0 ≤ |β|1 ≤ s. (24.15)
Proof. From condition (24.14) it follows that ‖XA−1‖ ≤ 1/2. Therefore we can invert S :=
e + XA−1 by a Neumann series. Keeping in mind that ‖e‖ ≥ 1 (by sub-multiplicativity of the
norm) we obtain that
‖S−1‖ ≤ ‖e‖ + 1 ≤ 2‖e‖. (24.16)
Furthermore, we can express
(A+X)−1 = A−1S−1. (24.17)
We have thus proved (24.15) for β = 0. In order to estimate derivatives of (A +X)−1 we use the
Leibniz rule, (24.12) – (24.14), proposition 24.5 and find for 1 ≤ |β|1 ≤ s,
‖∂βS‖ ≤
∑
α≤β
β!
α!(β − α)!‖∂
αX‖‖∂β−αA−1‖
≤
∑
α≤β
β!
α!(β − α)!ǫMC
|β|1
≤ 1
2
(2C)|β|1 . (24.18)
We apply (24.17), Corollary 24.10, (24.12), (24.16), (24.18) and proposition 24.5 to obtain for
1 ≤ |β|1 ≤ s the following estimates.
‖∂β(A+X)−1‖ = ‖∂β(A−1S−1)‖
≤
|β|1+1∑
k=1
∑
α1 + . . .+ αk = β
αi 6= 0 for 2 ≤ i ≤ k
β!
α1! . . . αk!
MC |α1|1(2‖e‖)k
(
1
2
)k−1
(2C)|α2|1+...+|αk|1
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≤
|β|1+1∑
k=1
∑
α1 + . . .+ αk = β
αi 6= 0 for 2 ≤ i ≤ k
β!
α1! . . . αk!
M(2C)|β|12‖e‖k
≤ 2
|β|1+1∑
k=1
k|β|1‖e‖kM(2C)|β|1 .
This completes the proof of Proposition 24.11.
24.3 The chain rule in a special case
The goal of this section is to make the multi-linear form Dkg which appears in formula (24.2) more
explicit in a special case. Before we state our proposition we introduce the following notation. For
f : U → X smooth (U ⊂ Rd open, X a Banach space), and a multi-index β ∈ Nd0 we denote
f [β] :=
1
β!
∂βf. (24.19)
Proposition 24.20 Let U ⊂ R and V ⊂ Rd be open sets and let f : U → V , p : V → R be Cs –
functions. Then the composition g = p ◦ f is also a Cs – function with
g[s] =
∑
1≤|α|1≤s
(p[α] ◦ f)
∑
δi ∈ Nαi for 1 ≤ i ≤ d∑
i |δ
i|1 = s
d∏
i=1
αi∏
j=1
f
[δij]
i . (24.21)
Remark 24.22 In formula (24.21) we need to clarify the notation δi ∈ Nαi , if αi = 0. In this case
we understand |δi|1 = 0 and use the standard convention for the empty product
αi∏
j=1
f
[δij]
i = 1.
Proof. One could derive proposition 24.20 from proposition 24.1. However, it is more convenient
to give a direct proof via Taylor expansion. In fact, proposition 24.20 is a consequence of the
expansions (24.23) and (24.24) below. For τ , t ∈ U
p(f(τ))− p(f(t)) =
∑
1≤|α|1≤s
p[α](f(t))(f(τ)− f(t))α + o(|f(τ)− f(t)|s)
=
∑
1≤|α|1≤s
p[α](f(t))
d∏
i=1
(fi(τ)− fi(t))αi + o(|τ − t|s), (24.23)
fi(τ)− fi(t) =
s∑
p=1
f
[p]
i (τ − t)p + o(|τ − t|s). (24.24)
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24.4 Differentiating implicitly defined functions
Proposition 24.25 Let k, d1, d2, d3 ∈ N and let U ⊂ Rd1 , V ⊂ Rd2 be open sets. Suppose further
that f : U → V , x 7→ f(x) and g : V × U → Rd3, (y, x) 7→ g(y, x) are Ck – functions. Then
G : U → Rd3, G(x) := g(f(x), x) is again a Ck – function and the derivatives ∂βG, 1 ≤ |β|1 ≤ k,
can be written in the following form.
∂βG =
d2∑
i=1
(∂yig) ∂
βfi +
∑
s∈S0(β)
(
∂γ
(s)
g
)
·
l(s)∏
l=1
∂α
(s)
l f
i
(s)
l
, (24.26)
where
S0(β) is a set of cardinality #S0(β) ≤ (d2 + |β|1)|β|1 − d2, (24.27)
1 ≤ |γ(s)|1 ≤ |β|1 for s ∈ S0(β), (24.28)
0 ≤ l(s) ≤ |β|1 for s ∈ S0(β), (24.29)
1 ≤ |α(s)l |1 ≤ |β|1 − 1 for s ∈ S0(β) and 1 ≤ l ≤ l(s), (24.30)
l(s)∑
l=1
|α(s)l |1 ≤ |β|1 for s ∈ S0(β). (24.31)
Proof. We prove proposition 24.25 by induction on |β|1. The case |β|1 = 1 is straight forward to
verify. Suppose that (24.26) holds for some 1 ≤ |β|1 ≤ k−1 and denote ∂βG = A(β)+B(β), where
A(β) and B(β) denote the sums in (24.26). Let 1 ≤ m ≤ d1. Then ∂β+emG = ∂emA(β) + ∂emB(β)
with
∂emA(β) =
(
d2∑
i=1
(∂yig) ∂
β+emfi
)
+
d2∑
i=1

 d2∑
j=1
(
∂yj∂yig
)
∂emfj + (∂xm∂yig)

 ∂βfi
= I + II.
Note that I = A(β + em), whereas II contributes d2(d2 + 1) terms to B(β + em) which satisfy
conditions (24.28) – (24.31) with respect to β + em (note that |β + em|1 ≥ 2). It is not difficult to
see that ∂emB(β) is a sum of at most #S0(β) · (d2 + 1 + |β|1) terms where each summand again
satisfies (24.28) – (24.31) with respect to β + em. Using again |β|1 ≥ 1 we conclude that ∂β+emG
can be written in the form (24.26) and the corresponding conditions (24.27) – (24.31) hold.
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25 Table of notation used in chapters II and III
A, A1 (4.13), (4.14)
b theorem 2.19
B0, B1, B2 (4.19), (4.20), (4.21)
Bρ(X), B(X, ρ) (4.1)
c (4.5)
C(j) (4.49), (4.50)
D(ω) (3.2)
DN (4.6)
DP (4.38)
DV , dV proposition 19.1
DW lemma 18.1
Dτ , DK , DE(x) (4.22), (4.39), (4.23)
dτ,c, dmin, d˜min (4.24), (4.25), (4.26)
Dψ(k) (4.40)
Di, Di,j (1 ≤ i ≤ 4, 1 ≤ j ≤ 5) (4.27) – (4.37)
Eρ, Eδ, EM (4.15), (4.16), (4.17)
F theorem 2.19
g (2.10)
Lσ,c, Lσ,1 definition 5.21
Mj, j ≥ 0 (4.48)
n0 lemma 4.54
Nj , j ≥ 0 (4.43), (4.44)
P (3.6)
P (3.13)
POL (4.51)
q (4.18)
Q (3.5)
Q (3.12)
rF,b (4.8)
s (2.14)
S (3.4)
T (j)(λ), T (j)(θ, λ) (4.10), (4.11)
Uρ(Z), U(Z, ρ) (4.2)
V (ω), V (θ, ω), Vl (2.16), (3.31), (4.12)
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W lemma 18.1
wσ,c, wσ,1 definition 5.15
Xσ,c, Xσ,1 definition 5.21
ZC , Z˜C (3.40), (3.41)
αk (4.9)
γ theorem 2.19
δV proposition 19.1
δj , j ≥ 0 (4.47)
κ theorem 2.19
κ˜ (4.41)
λ(0) (3.11)
ν (2.11)
π
(j)
l (4.53)
ρj , ρ˜j, j ≥ 0 (4.45), (4.46)
σj (4.7)
τ (2.14)
ϕ (3.9)
ψ section 4 G)
ω(0) (2.12), (2.13)
Ω (2.15) – (2.18)
| · |, | · |1, | · |2 section 4 A)
< ·, · > (4.3)
[·] (3.38)
⌊·⌋ (4.4)
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