Abstract. Most existing WLAN access mechanisms cannot provide QoS assurances. Even those that are QoS aware can only provide relative service differentiation. Based on EY-NPMA, the HIPERLAN Medium Access Control algorithm, we propose a dynamic priority medium access scheme to provide time-bounded services. By approximating an ideal Earliest Deadline First (EDF) scheduler, the proposed scheme can offer delay and delay jitter assurances while achieving high medium utilization. Furthermore, we compare our scheme with a mechanism that enhances the IEEE 802.11 MAC protocol with QoS support. Simulation studies document and confirm the positive characteristics of the proposed mechanism.
Introduction
Holding the promise of making ubiquitous mobile access to IP-based applications and services a reality, wireless networks have gained popularity at an unprecedented rate over the last few years. Concurrent with the expansion of wireless networks is a high demand for real-time applications with very stringent and diverse QoS requirements. Providing QoS requires the network to guarantee hard bounds on a set of measurable prespecified attributes, such as delay, bandwidth, probability of packet loss, and delay variance (jitter). However, the unstable nature of WLANS and their different characteristics compared to those of their wired counterparts, have a direct impact on their ability to guarantee bounds on these QoS metrics.
When delay-sensitive traffic is to be supported by the network, the optimal choice is to use the Earliest Deadline First (EDF) service discipline [1] . The EDF scheduler is a dynamic priority scheduler where the priority of each packet is given by its arrival time plus the delay budget associated with the flow that the packet belongs to. The scheduler selects the packet with the smallest deadline for transmission on the link. It has been proven that for any packet arrival process where a deadline can be associated with each packet, the EDF policy is optimal in terms of minimizing the maximum difference between the deadline of a packet and the time it is actually transmitted on the link [2] .
EY-NPMA [7] , the HIPERLAN MAC protocol, is a dynamic priority scheme, which provides hierarchical independence of performance by means of channel access priority. However, its ability to track an ideal EDF scheduler, and thus provide service differentiation degrades severely as traffic load increases and the number of contending nodes grows. This is mainly due to the fact that EY-NPMA supports only 5 priority levels. Based on EY-NPMA, we propose a dynamic priority Medium Access Control protocol to support time-bounded services in wireless networks. We modify the channel access scheme of EY-NPMA to support a high number of priority levels. Simulation results show that our scheme can approximate an ideal EDF scheduler to the largest possible extent while achieving high medium utilization. Furthermore, we compare our scheme with a mechanism that enhances the IEEE 802.11 MAC protocol with QoS support and assess the ability of each scheme to provide service differentiation while achieving high throughput.
The rest of the paper is structured as follows. In section 2 we provide an overview of distributed QoS capable medium access algorithms and we review a mechanism proposed to enhance the IEEE 802.11 MAC prorocol with QoS support. Section 3 reviews EY-NPMA, the MAC protocol for HIPERLAN. Section 4 presents the objectives and the design of the proposed protocol. Section 5 deals with the simulation results of the proposed schemes, while section 6 concludes the paper.
Related Work
In this section we review some of the existing approaches to provide service differentiation at the distributed wireless MAC layer. The common feature of these distributed medium access algorithms is their attempt to provide QoS support by implementing a priority scheduler, thus allowing faster access to the channel to traffic classes with higher priority.
[6] [11] [10] propose modifications to the IEEE 802.11 Distributed Coordinated Function (DCF) to incorporate differentiated service by supporting two or more priority levels. In [8] the authors propose a MAC protocol that provides multiple priority levels and adopts the black-burst mechanism [9] to guarantee that higher-priority packets will be always transmitted earlier than lower-priority packets. Packets with the same priority are then transmitted in a round robin manner.
All of the above schemes attempt to provide distributed service differentiation by assigning traffic to fixed priority classes. Better service differentiation can be provided if the priority level of packets contending for access to the wireless medium is updated in a dynamic manner. This allows packets with loose QoS requirements obtain better service than they would in a static priority scheduler without sacrificing the tight QoS guarantees that may be provided to other flows.
Priority Broadcast for DCF
In [3] a distributed priority scheme is proposed which takes advantage of the broadcast nature of the wireless medium to approximate an ideal deadline based schedule. It is shown that this scheme can achieve a closer approximation to an ideal deadline based schedule than IEEE 802.11.
The authors propose to piggyback the priority index of a Head-of-Line packet onto existing handshake messages of the 802.11 DCF. If the RTS suffers no collisions, then all nodes in the broadcast region hear the RTS and add an entry in their local scheduling table. When the receiving node grants a CTS, it also appends the priority in the CTS frame. This allows the hidden nodes which are unable to hear the RTS, to add an entry in their scheduling tables upon hearing the CTS. Upon the successful completion of the packet transmission, each node removes the current packet from its scheduling table. Moreover, when transmitting a packet, each node also piggybacks its HOL packet priority. The priority is also copied in the ACK frame to allow hidden terminals to hear the HOL priority index. Neighbors monitor these transmissions and add another entry in their scheduling table.
Nodes keep a table of these times in order to assess the relative priority of their own Head-of-Line packet. Specifically, given a node's j local scheduling table S j and its rank r j in its local scheduling table, the following equation is used in [3] to calculate the backoff interval,
(
The proposed backoff policy prevents nodes which are not ranked one in their scheduling table from contending in the first CW min slots, thereby reducing contention for the top ranked nodes. The performance of the above policy improves when the scheduling table contains a higher fraction of the backlogged nodes' HOL indexes.
EY-NPMA
EY-NPMA, stands for Elimination-Yield Non-Pre-emptive Priority Multiple Access. Elimination-Yield describes the contention resolution scheme, while NPMA refers to the principle of the HIPERLAN medium access mechanism that provides hierarchical independence of performance by means of channel access priority. When a new packet arrives, its lifetime is set to a value that cannot exceed 500 ms. Depending on its residual lifetime, the packet is assigned one of the five priorities from 0 to 4, with 0 being the highest priority. Packets that cannot be delivered within the allocated lifetime are discarded. The synchronized channel access cycle comprises three phases: the prioritization, contention and transmission phase.
The prioritization phase ensures that only those data transmission attempts with the highest channel access priority will survive this phase. The contention phase consists of two-subphases: elimination phase and yield phase. During the elimination phase a contending node transmits a channel access burst, whose length in slots is random between 1 and a predefined maximum, according to a truncated geometric distribution and then listens to the channel. If the channel is sensed as idle the node proceeds to the yield phase. During the yield phase, the contending nodes sense the channel for a random number of slots, and if the channel is sensed idle, they immediately enter the transmission phase by transmitting the packet stored in their buffer. All other stations sense the beginning of the transmission and refrain from transmitting. The parameters in the HIPERLAN standard were chosen so as to achieve a quasi-constant collision rate of 3.5% up to 256 simultaneous transmitting nodes. A performance study of EY-NPMA can be found in [12] and [13] , where extended analytical and simulation results are presented. Further, it has been compared with DCF and EDCF in [4] and [5] respectively.
Proposed Protocol
Based on EY-NPMA, we propose a dynamic priority MAC protocol, DP-TB, to support time-bounded services in wireless networks. The proposed medium access scheme provides support to traffic with delay requirements by approximating an ideal EDF schedule to the largest extent possible. The proposed scheme preserves all three phases of the synchronized access cycle of the EY-NPMA scheme; yet, it features a different structure for the prioritization phase. Instead of a maximum of 5 prioritization slots, we propose a scheme that uses at most N slots for this phase. The prioritization phase, in the proposed DP-TB scheme, is further sub-divided in n sub-phases, where sub-phase j consists of at most p j slots, such that n i=1 p i = N . We do not fix N and n to constant values, but rather let them be parameters of the system. Depending on the choice of N and n there is a trade-off between the extent to which the ideal EDF scheduler can be approximated to and the throughput that can be achieved.
EY-NPMA uses N prioritization slots to support N priority levels. By subdividing the prioritization phase in n sub-phases we can provide a maximum of P = n i=1 p i priority levels, with 0 being the highest and P − 1 the lowest. The lifetime of a packet that has just arrived is set to a value that cannot exceed 500 ms. We divide the interval of 500 ms into P time intervals, each of which has a duration of t p = 0.5 P sec. Then the priority index P I of a packet with residual lifetime RL can be computed as:
Given the priority index of a packet, the algorithm below can be used to determine how many slots a node should sense the channel in each sub-phase in order to determine if it has the highest priority packet for transmission.
f or(i = 1; i < n; i + +)
As soon as the set of parameters {ps 1 , ..., ps n } has been computed a packet can contend for channel access in the prioritization phase. The prioritization phase of DP-TB works as follows. At the beginning of the first sub-phase, a station that has a packet ready for transmission senses the channel for as many as ps 1 slots. If the channel is idle for the whole sensing interval, the station transmits a burst of one slot and proceeds to the second sub-phase. Otherwise, the station exits contention and will have another chance for accessing the channel at the next cycle. In the same manner, during the second sub-phase the station senses the channel for ps 2 slots, and if the channel is sensed idle it transmits a burst slot. The procedure is repeated until the last sub-phase, where the node transmits a burst of random length, instead of just one burst slot. The length of this burst is between 1 and a predefined maximum number of slots. The contention phase in DP-TB works as in EY-NPMA. However, during yield, a station, instead of randomly choosing an interval to backoff, will compute the duration of the backoff interval as:
where m y is the maximum number of slots that a station may backoff during the yield phase. This ensures that if there is a successful transmission, the station that transmits is the one with the lowest residual lifetime among those who survived the elimination phase. The proposed medium access protocol, allows us to define a large number of priority levels by using a relatively small number of prioritization slots. The added overhead of the prioritization phase in DP-TB can be alleviated by the lower collision rates.
Simulation Experiments
The experiments conducted in this work aim at comparing the performance of the proposed medium access schemes and not the respective implementations as expressed in the standards. Towards this end, the capacity of the common medium was set to 23.5 Mbps and was considered to be ideal, that is the only reason behind erroneous reception was packet collision. Furthermore, all network stations were within one hop from each other, eliminating thus the appearance of hidden/exposed terminals. The working parameters of the proposed MAC schemes were set to the values defined in their standards. Nodes generated traffic according to a Poisson process with mean rate 100 kbps. The performance metrics of interest were average medium utilization and probability of correct scheduling. The tool that was used for these experiments was customly coded by the authors in C++. For DCF, a number of priority index assignment schemes is proposed in [3] . In our simulation experiments, we adopt the Time To Live (TTL) allocation scheme. In this scheme, a packet inserts its desired delay as its priority index. The authors in [3] propose the use of one byte to represent the priority tag. We rather assume that each packet is tagged with its delay budget which can be represented with infinite precision. DP-TB is designed to support 4840 priority levels. This is achieved by using at most 35 slots in the prioritization phase and subdividing it into 4 sub-phases, where the first two use at most 11 slots, the third 8 slots and the last one uses at most 5 slots. DP-TB uses at most 2 slots for the elimination and the yield phase.
Two sets of experiments were performed. Each node is assumed to generate one flow. The performance metrics were examined for different node populations and packet sizes (128 and 2048 bytes). These sizes correspond to two extreme cases. For 2048 bytes packet size the factor that mainly affects the throughput of the protocol is the collision rate, while for 128 bytes packet size the dominant factor becomes the protocol's overhead.
In the first set of simulations, the delay requirements of flows are looser as they are distributed over a wider range. Each newly generated flow has a delay budget, which is uniformly distributed in the interval [0, 500ms]. Upon an arrival of a new packet the residual lifetime assigned to it is equal to the delay requirement of the flow that it belongs to. In Fig. 1(a) the mean medium utilization for 2048 bytes packet size is presented. For low and medium traffic load, DP-TB achieves slightly better medium utilization than Priority Broadcast DCF. Moreover, as the traffic load remains below 79%, DP-TB experiences no packet losses, while a small fraction of the contending packets are lost under Priority Broadcast DCF, as depicted in Fig. 1(b) . Fig. 1(c) provides an explanation of the superiority of DP-TB under these traffic conditions. As it can be seen, DP-TB can approximate an ideal EDF scheduler to the largest extent possible. While traffic load is below 75%, DP-TB always makes the correct scheduling decision and schedules first the packets that their deadline is about to expire. The efficiency of DP-TB at approximating the ideal schedule is due to its ability to resolve the priorities of the contending packets. Fig. 1(d) shows that, under these traffic conditions, there are hardly any collisions, as the packet with the highest priority always captures the channel.
On the other hand, under Priority Broadcast DCF, the probability of correct scheduling decreases as the number of contending nodes increases. This results in a waste of resources (the delay budget assigned to each packet) as packets whose deadline is about to expire are pre-empted by packets that have enough delay budget to contend for channel access in forthcoming cycles. Moreover, even though Priority Broadcast DCF has lower overhead, it cannot achieve better medium utilization since it exhibits higher collision rate than DP-TB.
Under high traffic load, DP-TB makes the correct scheduling decision 96% of the time. However, the finite number of priority levels means that the probability of two packets having the same priority is nonzero, resulting in a slight increase in the collision rate. Priority Broadcast DCF suffers from a much higher collision rate; yet, the collisions are limited in the RTS/CTS exchange. Packet transmissions take place without collisions, allowing Priority Broadcast DCF to achieve slightly better medium utilization than DP-TB under high traffic load. Fig. 2(a) shows the achieved medium utilization for 128 bytes packet length. DP-TB achieves higher throughput for a large number of contending nodes. However, it is outperformed by Priority Broadcast DCF when the number of contending nodes is in the range 60-85. In this range, Priority Broadcast DCF takes advantage of both its lower collision probability and its reduced overhead to achieve high medium utilization. The collision rate and the overhead of each protocol are depicted in Fig. 2(c) and Fig. 2(d) respectively.
The efficiency of each proposed scheme at approximating an ideal EDF scheduler is depicted in Fig. 2(b) . DP-TB achieves a closer approximation to the ideal deadline based schedule than Priority Broadcast DCF does. It is this inefficiency of Priority Broadcast DCF at making the correct scheduling decision that has an adverse impact on its throughput for a large number of contending nodes.
In the second set of experiments the QoS requirements are more stringent, since the delay budget of each contending flow is uniformly distributed in the interval [0, 10ms]. It should be noted that this is a more realistic scenario. Considering that wireless access is just another hop in a heterogeneous communication path that provides end-to-end delay guarantees, the delay budget of a flow at each node along the path will be small. The working parameters of each protocol were set to the values used in the first scenario. Fig. 3-4 show that DP-TB outperforms Priority Broadcast DCF for any length of packet size. Not only does it achieve better medium utilization, but also it closely approximates the ideal deadline-based schedule. For 2048 bytes packet length, even when 256 nodes contend to gain channel access, the probability of correct scheduling for DP-TB is higher than 97%, while Priority Broadcast DCF starves to make the correct scheduling decision. The ability of DP-TB to track an ideal EDF scheduler, greatly depends on the number of the priority level it provides. The higher the number of the priority levels, the closer it can approx- imate the ideal schedule. By approximating an EDF scheduler to the largest possible extent, DP-TB minimizes the probability that a packet will be dropped due to lifetime expiration and, in this way the throughput of the protocol is increased. However, providing a very large number of priority levels is not beneficial. The efficiency of the protocol is adversely affected, since the introduced overhead increases as the number of priorities grows.
On the other hand, Priority Broadcast DCF attempts to approximate an ideal EDF scheduler by sharing information, which each node stores in its local scheduling table. It is evident that, the performance of the above policy improves when the scheduling table contains a higher fraction of the backlogged nodes' HOL indexes. However, it may be the case that when a node starts transmitting a packet, it does not have another packet stored in its buffer. This will be common for low rate applications. Moreover, DCF allows a packet to gain channel access even when there is a packet with higher priority. In this scenario, where the QoS requirements are more stringent, the inefficiency of Priority Broadcast DCF at approximating an ideal EDF scheduler becomes evident.
In this work, we have proposed a distributed dynamic priority medium access scheme to support time-bounded services in wireless LANs. To better evaluate the performance of our scheme, we compared it with a mechanism that enables service differentiation in IEEE 802.11 DCF. The mechanisms behind our proposed protocol that allow it to achieve better performance rely on the approximation of an ideal EDF scheduler. By closely approximating an ideal EDF scheduler we minimize the maximum difference between the deadline of a packet and the time is actually transmitted on the wireless link. The good characteristics of the proposed scheme were confirmed via simulations, where significant gains in performance were witnessed.
