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ABSTRACT 
In this paper we apply the seasonal unit root test procedu-
re of Hylleberg et al. (1990) to both quarterly and monthly 
data of the main industrial countries. In is our aim to 
construct adequate ARX and ARMAX models for unemployment. 
We assume on logical consistency grounds that unemployment 
and interest rate cannot contain a unit root. The seasonal 
unit root test is applied to the log of industrial produc-
tion, wages and prices. With the resulting transformations 
we could estimate adequate models, which could not reject 
the Granger causal relation between unemployment and 
interest rate, also found by Bierens (1987) and Bierens and 
Broersma (1990). The theoretical explanation of this 
phenomenon implies a challenge to the neoclassical theory 
of the firm. 
October, 1991 

1 INTRODUCnON 
In Bierens and Broersma (1990) an ARMAX modeling approach was suggested 
with which a Granger causal relation between unemployment and the 
interest rate was found, using monthly data. The transformations of the 
variables involved, in order to attain stationarity, was based primari-
ly on intuitive ideas about the logical consistency of the variables in 
combination with the application of unit root and stationarity tests. 
The output, wages and prices, were included in the models as annual 
percentage growth rates and the unemployment and interest rate were 
considered to be stationary, mainly for reasons of logical consistency. 
In the present paper, we explicitly take account of possible seasonali-
ty in the output, wage and price series and apply the seasonal unit 
root test of Hylleberg, Engle, Granger and Yoo (1990) (HEGY hereafter). 
The transformations resulting from this procedure will be used in 
the same ARMAX modeling approach as was described in Bierens and 
Broersma (1990), using monthly data. We will also apply the HEGY test 
procedure to quarterly data and use the resulting transformations in 
the ARX modeling approach, as suggested in Broersma (1991), where the 
Granger causal relation between unemployment and the interest rate was 
confirmed, using quarterly data. 
The present study considers the same seven countries as Bierens 
and Broersma (1990) and Broersma (1991): the USA, Canada, Japan, 
Germany, the UK, France and the Netherlands. Note that we only apply 
the HEGY test to industrial production, wages and prices. We assume on 
the same logical consistency grounds as mentioned in Bierens and 
Broersma (1990) that unemployment and interest rate cannot contain a 
(seasonal) unit root. Possible near unit roots in unemployment, which 
might cause invalid inference from the models, will be tackled by 
approximating this near unit root by a unit root and conducting the 
same specification analysis again. Cf. Bierens and Broersma (1990). 
The outline of the paper is the following. In section 2 we 
describe the HEGY test procedure. In section 3, we present the data and 
the results of this procedure. In section 4 we summarize the ARMAX 
modeling approach for monthly data and the ARX approach for quarterly 
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data and the estimation and test results of these two approaches are 
the subject of section 5. Finally, some concluding remarks are made in 
section 6. 
2 TESTING FOR SEASONAL UNIT ROOTS 
2.1 Introduction 
In this section, we present the seasonal unit root test procedure 
proposed by Hylleberg et al. (1990) (HEGY). In comparison with other 
seasonal unit root tests, like the one of Dickey et al. (1984), this 
procedure has the advantage that the appropriate transformations, 
in order to remove possible (seasonal) unit roots follow directly from 
the procedure itself and do not have to be implemented a priori. This 
HEGY test will be applied to both monthly and quarterly data. 
2.2 Application to quar ter ly da ta 
HEGY (1990) propose a method to test whether a time series contains 
seasonal unit roots in the presence of other unit roots and seasonal 
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processes. Applying a (1-L ) to quarterly series, where L is the usual 
lag operator, implies that one assumes the presence of four unit roots, 
as ( l - £ 4 ) = ( l-L)(l+L)(l- tX)(l+iX) = (l-£)(l+L)(l+2;2) , hence the unit roots 
are 1, - 1 , » and -t'. HEGY (1990) show that testing for seasonal unit 
roots amounts to testing the significance of the parameters of an 
auxiliary regression, which may also contain deterministic elements, 
like a constant, trend and seasonal dummies. 
The auxiliary regression they derive is 
<p <L)V4,t = *iyi,t-i+*2y2,t-i+*3yz,t-2+*4y3,t-i+Ht+£t, (2.1) 
where <p (L) is some polynomial function of y4 1 , in order to whiten the 
errors e t, jj.t represents the deterministic part of the time series and 
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y M = (1 + L + L2+ L3)zt 
y v - - ( 1 - L + L2- L3)zt 
V3,t = - ( 1 - 1?)H 
yi,t = (1 - L4)zt = A4zt, 
where zt is the time series being tested. 
Applying OLS to this auxiliary regression gives estimates of the 
7Tj's. To test for unit root 1, this is simply a test for ^ = 0 and for 
- 1 , it is 7T2 = 0. For the two conjugate complex roots a joint F test for 
testing 7r3 = 7r4 = 0 is suggested. There will be no seasonal unit root 
involved if ir2^0 and ir3^0 or n4^0. To find that a series has no unit 
root at all and is therefore stationary, we must establish that each of 
the 7r,-'s is different from zero (save possible either TT3 or n4). A 
joint test will not deliver the required evidence. Tables of the 
critical 'ï' values for iru n2, itz and n4 are presented by HEGY (1990) 
as well as the critical values of the joint 'F test for 7r3 = 7r4 = 0. 
This test will only be applied to the log of output, wages and 
prices of the countries under consideration. We assume that for reasons 
of logical consistency that unemployment and the interest rate cannot 
contain a unit root. Cf. Bierens and Broersma (1990). 
Another remark we have to make is that we only transform the 
variables for a unit root 1, i.e., take a Ai = (l-L) filter, or for a 
genuine seasonal unit root, i.e., take ^ 4 = ( l - £ ) filter. The possible 
intermediate cases, like a ( 1 - 1 ) filter will not be considered, 
because its economie interpretability is difficult. In case such an 
intermediate filter results from the test we set it equal to A4, 
because it is less serious to difference too much than to difference 
too few times. Cf. Dickey, et al. (1986) 
2.3 Application to monthly data 
As for quarterly series, the test for monthly time series also amount 
to testing the significance in an auxiliary regression. In monthly 
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series the (1-L ) filter has twelve unit roots. We then have 
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I-L'2 _(i-i)(i+i)(i_tt)(i+a)a+^|ii)(i+'^ ïii)(i-'^i) 
( 1 . V»=*tX1+ «4±UMi- ÜS±ltKi- ÜS±ll)(i+fl^i)-
Collecting two terms at a time, this equation can be rewritten as 
1-L12 = {1-L2)(1+L2)(1+VZL+L2)(1-V3L+L2)(1+L+L2)(1-L+L2) 
= (1-Li)(l-L2+L4)(l+L2+L% 
Analogous to the quarterly case, we can next expand the polynomial 
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1-L around its unit root solutions. Testing for unit roots is 
equivalent to testing the significance of the parameters in 
*7ys,t-l + 7r8y5,t-2 + ""sye.t-l + *ioy6,t-2 + 7rliy7,t-l + ^12y7,«-2 + 
fit + et, (2.2) 
where <p (L) is some polynomial function of y81, in order to whiten the 
errors et, y,t represents the deterministic part of the time series and 
yM = (1+L)(l+L2)(l+L4+L*)zt = ( l + r j l ^ 
y2,t = -(1-L)(l+L2)(l+L4+L*)zt 
y8ft - -(l-L2)(l+L4+L*)zt 
y4,t = - ( l - i 4 ) ( l -V3£+2L 2 -V3I 3 + 2L4-V3L5+L6)2t 
y5)t = -(l-L4)(l+V3L+2£2+V3L3 + 2L4+V3Z;5+L6)2t 
y6]t = -{1-L4)(l-L+L3-Ls+L6)zt 
yT)t = -(i-L4)(i+z;-z;3+/:5+z;6)zt 
y8)t = (1-L12)zt, 
where zt is the time series being tested. 
Applying OLS and augmenting the equation with several lagged 
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values of y 8 1 in order to whiten the errors, gives estimates of the 
parameters of (2.2). Because the 7r,'s are zero in case the correspon-
ding roots are on the unit circle, testing the significance of the 
estimated ir^s implies testing for unit roots. There will be no 
seasonal unit roots if n2 through ir12 are significantly different from 
zero. If in that case 71^  = 0, the presence of a unit root 1 cannot be 
rejected. In case all tfj's, t = l , . . . ,12, are equal to zero, we may apply 
the (1-L ) filter and if all 7r,-'s are unequal to zero, we have a 
stationary (seasonal) pattern and seasonal dummies may be used. Tables 
of the critical 't' values of the individual 7r,'s are presented by 
Franses (1990). Note that also in this case the roots t and - t are 
present only if both TT3 and TT4 are equal to zero, which can be tested 
with a two sided 'F' test. Tables with the critical values of these 
joint tests for 7r3 = 7r4 = 0, 7r5 = 7r6 = 0, . . . , 7ru = 7r12 = 0 are also presented by 
Franses (1990). See also appendix 2. 
As in the quarterly case, we only apply this test procedure to 
the output, wages and prices in our models. We argued in Bierens and 
Broersma (1990), that unemployment and the interest rate, both being 
bounded variables, cannot contain a unit root. 
3 DATA ANALYSIS 
3.1 Variables and da ta sources 
We next turn to the data we employ in order to find adequate models for 
the USA, Canada, Japan, Germany, the UK, France and the Netherlands. 
These countries are chosen because they are the main industrial 
countries. The series were taken from the Main Economie Indicators, 
provided by the OECD. It concerns monthly data from January 1960 to 
December 1987 and quarterly data from the first quarter of 1960 to the 
final quarter of 1987. 
The variables we use are based on various economie theories. The 
neoclassical theory asserts that employment decisions of firms are 
based on the real wage rate. Real wage rate demands exceeding the 
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equilibrium real wage rate, may result in unemployment. Thus, we 
include the wages and prices in our models. Theories in the Keynesian 
tradition stress the importance of the consequences of disequilibrium 
in one market on the other. In case demand for goods is lower than the 
equilibrium demand, this implies that employment is lower than equili-
brium employment and hence employment is below it equilibrium level, 
which results in unemployment. Thus we include some measure of effec-
tive demand or of production into our model, namely industrial produc-
tion. Ejnally, some theories of both the neoclassical and the Keynesian 
tradition stress that the interest rate is an important economie 
variable, so this is included in the model as well. Cf. Bierens and 
Broersma (1990), Broersma (1991). 
3.2 Results of the HEGY unit root test 
The results of the HEGY test procedure are remarkably similar for the 
monthly and the quarterly series, in the sense of the resulting filters 
that have to be applied in order to attain stationarity. For the three 
series being tested, industrial production, wages and prices, we 
included a constant, trend and seasonal dummies as the deterministic 
part \it in the regressions (2.1) and (2.2), because that is the most 
general case. 
The V values of the 7r,'s and the corresponding 'F' test results 
are presented in tables 3.1 to 3.3 for the quarterly data and the 
results for the monthly data are presented in tables 3.4 to 3.6, 
together with the suggested filter. Note that we only apply the (1-L) 
filter in case it is certain that 7rx /0 and ir2 = n3 = 7r4 = 0 for quarterly or 
7r2 = 7r3 = . . . =7r12 = 0, for monthly data respectively. In case other filters 
of a more complicated nature emerge, we apply the (1-L ) or (1-L ) 
filter, because overdifferencing is less serious that underdiffer-
encing. Cf. Dickey et ai. (1986) 
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table 3.1 Testing for seasonal unit roots in quar ter ly output (o) 
Auxiliary regression: c,t,d 
t statistic USA(1) CAN(2) JPN(3) DEU(4) GBR(5) FRA(7) NLD(7) 
nt -2 .305 -2.467 -1.598 -2 .276 -2.487 -1 .079 -1 .016 
7r2 -2 .267 -1.980 -2.200 -2.507 -1 .043 -4.782 * -2.694 
7r3 -2 .543 -1.940 -3.286 - 3 . 9 0 6 * - 3 . 9 9 4 * -6.570 * - 1 . 5 7 9 
TT 4 -3.642* -2.314* -3.311* -2.107 * -4.303 * -3.383 *-.6366 
F statistic 
n3nit4 10.83* 3.398 12.21* 11.20* 21.06* 34.24* 1.74 
filter (1-L4) d-£4) (1-L4) (1-L4) (1-L4) (1-L) (1-L4) 
significant at 5% V (L) = (l-<PiL) 
(1)
 tp*(L) = (1-toL-ipJL2) (5) / ( I ) = ( 1 - ^ L - . . . -<p4L4) 
(2)
 / ( L ) = ( 1 - ^ L - . . . -p 5£ 5 ) (6 ) /(I) = l 
(3)
 / ( ! , ) = ( 1 - y ^ - c ^ L 2 ) (7) / ( L ) = ( 1 - ^ L ) 
table 3.2 Testing for seasonal unit roots in quar ter ly wages (w) 
Auxiliary regression: c,t,d 
t statistic USA(1) CAN(2) JPN(3) DEU(4) GBR(5) FRA(7) NLD(7) 
vx -1.887 -1.318 -1.478 -1.513 -1.959 -1.682 -.2664 
7r2 -6 .415* -6 .648* -2.192 -5.310 * -4 .933 * -5.722 * - .6155 
7T3 -4.494* -7.481* -2.477 -6.251 * -5.407 * -5.285 * -2 .003 
?r4 -2.925 -5.395* -1.234 -6 .146* -7.108 -7.156 -3.703 * 
F statistic 
7r3n7r4 16.49* 62.78* 3.839 66.75* 71.86* 68.90* 8.320* 
füter: (1-L) (1-L) (1-L4) (1-L) (1-L) (1-L) (1-L4) 
significant at 5% tp (L) = l 
(1)
 / ( L ) = ( l - 9 P l L - ^ £ 2 ) ( 5 ) /(L) = l 
(V<£)«1 ( e ) / ( D - l 
(3 )
 V*{L)-{l-VlL-...-n!F.*) (7 ) / ( I ) = ( l -¥)1L-. . . -cÖ 5L5) 
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table 3.3 Testing for seasonal unit roots in quar ter ly prices (p) 
Auxiliary regression: c,t,d 
t statistics USA(1) CAN(2) JPN(3) DEU(4) GBR(5) FRA(7) NLD(7) 
*x -1.984 -2.578 -1.083 -2.108 -2.260 -1.549 -1.005 
it2 -6.081* -7.373* -7.436* -7.803* -6.194* -8.540 *-1.868 
TT3 -5.723* -4.892* -5 .752* -1.575 -2.972 -2.478 -2 .431 
7r4 -7.675* -6.496* -6 .428* -7 .764* -9.031 * -7.298 * -1 .851 
F statistic 
n3nn4 81.54* 48.00* 63.63* 33.68* 57.03* 36.33* 4.740 
filter: (1-L) (1-L) (1-L) (1-L) (1-L) (1-L) (1-L4) 
significant at 5% <p (L) — l 
(1)
 <p*(L) = (l-<p1L-<p2L2) (5) /(L) = l 
(V<i>-l WAD-1 
( 3 )
 <p*(L) = (l-<p1L-...-<p5L5) ( 7 ) / ( L ) = ( l - ^ L - . . . - ^ 5 L 5 ) 
We find a (1-L ) filter for the industrial production in all 
countries, except France, where a (1-L) filter has to applied. For the 
wages we find a (1-L) filter in most cases, except for Japan and the 
Netherlands and the same applies to the price series where all coun-
tries except the Netherlands yield a (1-L) filter. In f act, we find the 
same filters in this case for the Netherlands as the ones in 
Broersma (1991), where they were based on intuitive ideas about their 
logical consistency. 
From the results of the HEGY test applied to the monthly series, 
we find similar filters as the ones in case of quarterly data. Cf. 
tables 3.4 to 3.6. Also in this case we find a (1-L ) filter in case 
of industrial production for all countries, except France, where we use 
(1-L). For the wages we find a (1-L) filter for all countries, except 
12 
for Japan, where we use a (1-L ) filter. In case of prices, a (1-L) 
filter has to be applied for all countries, except the Netherlands, 
12 
where we take a (1-L ) filter. See the tables on the next three pages. 
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Table 3.4 Testing for seasonal unit roots in monthly output (o) 
Auxiliary regression: c,t,d. 
t statistics USA(1) CAN*2* JPN (3 ) DEü (4 ) GBR{5) FRA(6) NLD(7) 
*! -2.778 -2.416 -0.197 -1.638 -2.912 -0.606 -0.680 
7T2 -4.801* -2.732 -4.669* -6.079 * -7.312 * -4.229 * -2.633 
TT3 -4 .934; -1.468 -0.990 -0.966 0.311 -2.265 * -1.604 
?r4 -3 .549; -1.749 -3.798* -2.652 -3.296 -4.372 -3.080 
ns -5 .623 ; -2.581 -3.750 * -4.346 * -8.410 * -4.320 * -5.614 * 
7T6 -5 .857; -2.861 -3 .708* -4.505 * -9.398 f -4.274 * -5.872 f 
JT7 -1.867* 0.440 0.433 1.396 0.362 2.245 -0.038 
TT8 -0.925 -2.163 -2.232 -2.567 -2.973 -4.608 * -0.725 
?r9 -5 .472; -2.456 -0.502 -1.683 -2.916 f -2.749 * -3.514 f 
ir1Q -4.661* -2.895 -2.898 -6.106 * -7.894 * -3.507 * -3.499 f 
7TU -1.596* 1.131 -0.363 -0.397 -0.107 1.168 * -1.263 * 
7T12 -1.604 -3.265 -2.615 -2.234 -2.359 -5.326 * -4.216 * 
F-statistics 
^3n7r4 15.98* 2.590 7.789* 4.016 5.558 12.10* 6.120 
7r5n7T6 17.70* 4.106 7.456* 10.48* 44.73* 9.889* 17.96* 
ir7mr8 14.57* 6.606* 6.665* 4.735 10.94* 19.51* 1.170 
«•9nff10 17.68* 4.871 8.870* 21.83* 31.54* 6.760* 8.323* 
jrur»7rM 4.930 5.340 5.149 4.064 3.722 15.97* 15.95* 
filter: (1-L12) (1-L12) (1-L12) (1-L12) (1-L12) (1-L) (1-L12) 
significant a t 5% 
(1) * 5 7 
<p (L) is (l-tp^-^L -<p3L ). 
(2) * , r x . , , T r 2 TS r l 2 r 1 3 . 
<p (L) is (l-ipiL-tpiL -<p3L -<p4L -ifisL ) . (3) * , r . . . . r T2 , 5 r l 1 r 14 . 
<p (L) i s ( l - i p j L - i p j L -<p3L -<p4L -<p5L ) . 
(4) * / r \ • 11 r2
 r 3 r 5 r 6 r l 1 Tl 7 r 1 8 . 
y> (£) is ( 1 - ^ i -y»2^ - ^ - P ^ -V& -feL -<PiL )• (5 )
 <p*(L) is (1-^L2-^1^1^*-14). 
( 6 )
 /(£) is (1-^L-^L12). 
( 7 )
 /{!) is (l-<plL2-VJ.*-<p£U). 
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Table 3.5 Testing for seasonal unit roots in monthly wage rate (w) 
Auxiliary regression: c,t,d. 
t statistics USA(1) CAN(2) JPN(3) DEU(4) GBR(5) reA(6) NLD(7) 
TT, -2.660. -2.102. -1.678. -1.481 -1.774 
*?. -6.162 
* 3 -1.524 
7T4 -5.603 
*B -7.428 
« 6 -7.399 
* 7 1.668 
*> -3.183 
TTfl -5.949 
^10 -7.634 
*"l1 1.259 
7T 1 2 -7.993 
>t 
-6.239' -3.798 
-2.694* -1.432 
-3.897* -4.024 
-6.941* -3.271 
-6.75l! -3.373 
-1.072* -0.151 
-2.402 -1.536 
-2.926* -1.610 
rt 
t 
t 
-5.701 * -4.974 
-1.800 -2.554 
-6.897* -5.987 
-7.797 * -6.361 
-7.889 f -6.302 
0.992 
-1.406 
-4.524 * -2.574 t 
,t 
-3.529 T -5.124 
t 
-6.157' -5.769' -7.767' -6.326' 
-1.696* -2.462* 2.214 -1.373* 
-2.646 -0.976 -7.055 * -5.182 * 
-2.815 -1.965 
-3.520 1 -3.730 * 
-2.082 1 -4.237 * 
-4.836 1 -5.089 f 
-5.685 1 -7.039 * 
-6.352 1 -6.868 * 
-1.274 1 -0.410 f 
-1.660 -2.581 
-5.185 1 -3.245 * 
-3.854 1 -3.814 * 
-3.407 1 -1.078 * 
-2.237 -4.183 * 
F-statistics 
n3mr4 
nsnn6 
7r7n7r8 
7r9n7r10 
nnmt12 
16.68T 
29.76 
10.22 
34.09 
56.35 
11.24f 9.436* 
25.70* 5.954* 
26.65* 4.927 
19.01* 17.68* 
9.463* 6.458* 
(1-L) (1-L12) 
,t 28.64' 22.25' 13.87' 24.91 •t 
,t t 26.46 
40.44' 42.87' 16.28' 23.44 
32.66' 21.71' 20.21 
,t
t 
30.19* 23.32' 41.58 ,t 
26.85T 27.77' 15.96' 
8.624' 
17.77* 
filter: (1-L) (1-L) (1-L) (1-L) (1-L) 
significant at 5% 
(1) *,T\ • ,1 1-6 r i l
 r 1 8 . 
<p (L) is (1-ipiL -<p2L -<p3L ). 
(2) * , . . . ,
 r 2 , 5 , 1 0 ,11. 
<p (L) is (1-ViL -<p2L -<p3L -<p4L ) . 
(3) * , , . „ ,
 r 3 ,4 r l l ,18. 
f (L) is ( 1 - y ^ L - ^ -<PzL -<p*L -<psL )• 
(4) * , r , • , , r i l r!2. 
' <p (L) is (l-(fiiL -<p2L ). 
(5) * , . . „ , 1 3 ,14. 
(p (L) is (1-pxL -<p2L ). 
(6 )
 ip (L) is (l-<PxL-(p^lz). 
(7 )
 <p*(L) is 1. 
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Table 3.6 Testing for seasonal unit roots in monthly prices (P) 
Auxiliary regression: c,t,d. 
t statistics USA(1) CAN(2) JPN^ DEU*4' GBR(5) FRA(6) NLD(7) 
Tl 
* 3 
7T4 
* 5 
* 6 
*1 
* 8 
* 9 
^10 
*11 
-2.083 -2.129. 
-4.036: -5.225 
7T 12 
-7.295 f 
-2.502 
-5.969f 
-5.955f 
-2.225* 
-1.406 
-3.106* -4.6501 
-4.065* -3.6011 
-4.292 f -3.8541 
-1.368 -1.682 
-4.540 
-4.549 
-6.681 
-5.763 
0.582 
-2.999 
-1.182 
-5.805 
-7.203 
-4.929 
-8.145 
-7.720 
-1.321 
-2.218 
-5.507 
-6.712 
-4.122 
-2.983 
-2.334 . -: 
-5.488' -; 
-6.767 f -
-3.502* -
-9.205 l -! 
-8.566 * 
-5.472* 
2.832 . 
-6.563 
-4.940 : -
-6.696 
0.723 
t 
2.299 
5.381 
4.860 
4.606 
8.210 
-7.501 
-6.173 
1.686 
-5.769 
5.639 
6.177 
•1.784 
-2.058 
-6.254 
-4.540 
-5.860 
-9.418 
-9.568 
-4.104 
0.987 
-6.493 
-6.583 
-5.492 
-1.308 
-0.905 
-2.825 
-1.150 
-5.881 
-3.154 
-3.083 
0.081 
-2.034 
-5.069 
-4.133 
-1.304 
-2.520 
F statistics 
7r3n7r4 
7r5n7r6 
7r7n7r8 
7r9n7r10 
•ïïnnn12 
-t 
•*t 
,t 
,t t 30.46' 20.89' 42.84' 31.10' 24.22' 29.95' 17.95 ,t -t 
r>t ,t »t 18.95 22.32' 34.70 44.04' 34.56 
7t 
49.61 
,t 8.970' 11.87' 26.36' 24.24' 22.55' 29.89 
r t t ,t 
4 
5.092 
23.25' 11.87' 29.08' 19.99' 39.43' 20.33' 10.22 
14.53 
18.36' 14.96' 28.65' 26.59' 37.46' 27.31' 7.113 
filter: 12. (1-L) (1-L) (1-L) (1-L) (1-L) (1-L) (1 -L") 
significant at 5% 
(1)
 <p*{L) is ( l - ^ L - ^ L ^ L 1 2 ) . 
(2) *,T\ ' it T r 6 , 1 5 ,16 . 
<p (L) is (l-^L-^L -<PzL -<p4L ). 
(3)
 <p*(L) is 1. 
{4)
 (p*(L) is 1. 
(5)
 <p*(L) is 1. 
(6 )
 <p*(L) is 1. 
(7) * , , . . . , , , 7
 r 8 r 1 2 r 1 3 . 
<p (L) is (1-ipjL-vJ. -tp3L -<p4L -(fsL ). 
With the variables transformed in the above presented way, we conduct 
the specification analysis in order to find adequately specified models 
of unemployment. 
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4 MODELING APPROACHES FOR QUARTERLY AND MONTHLY DATA 
4.1 The ARX modeling approach 
In this subsection, we briefly describe the ARX modeling approach 
applied to quarterly data, which is also used in Broersma (1991). The 
specification is based on the VAR approach of Sims (1980). A VAR can be 
considered a system of ARX models, which can be specified and estimated 
separately. A correctly specified model should be an adequate represen-
tation of the data generating process (DGP) giving rise to the observed 
data. We take the ARX form as being sufficiënt to represent this DGP. 
4>(L)yt = pt + ci(L)Xt + et, (4.1) 
where <p{L) = l-Epj=1<pjL', oc{L) = E^oc'jL3 and the errors et are assumed to 
be a martingale difference process. 
We start with a general model capturing as much of the informa-
tion in the data as possible and next test whether we can simplify the 
specification of (4.1) by restricting the parameters to certain values, 
e.g., to zero. This methodology of moving from general to simple is 
also advocated by Mizon and Hendry (1980). We therefore set p = 9 and 
r = 5, so the dependence in the economie time series is best represented. 
The ARX model is stationary if all the roots of <£(£) = 0 lie outside the 
unit circle and the processes generating the X variables are stationary 
as well. 
The property for model correctness is that the errors are a 
martingale difference sequence. This implies the absence of residual 
autocorrelation. This is important for an adequate model specification. 
Normality is not essential, but we do apply a normality test because it 
may provide additional information about the DGP. Moreover, all other 
misspecification tests are based on normality. We also apply tests on 
heteroskedasticity and predictive failure. All misspecification tests 
used are advocated by Hendry and Ericsson (1991) and they are listed in 
table 4.1, where we mention the alternative in case of rejection of the 
null hypothesis, the test statistic, including its distribution under 
the null hypothesis and a reference. The statistic Tf^^ is an index 
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of parameter constancy with an approximate F(T-TuTi) distribution. 
Hence, values larger than 2 indicate predictive failure 
In case these misspecification tests reject our specification, we 
should try to repair it in an appropriate way. Severe nonnormality can 
be cured by including dummy variables for large, excess kurtosis 
causing outliers. Residual autocorrelation can be cured by including 
additional lags in the AR or X part of the model, in order to capture 
the dependence between the series. Heteroskedasticity can be cured by 
taking the logarithm of the dependent variable, if possible. We can 
also apply the heteroskedasticity consistent covariance estimator of 
White (1980), so that, asymptotically, tests based on that covariance 
can still be used. First order RESET implies important variables are 
omitted from the model and should consequently be included. Parameter 
nonconstancy and predictive failure can point towards possible nonsta-
tionarity or misspecification due to invalid conditioning. Differencing 
or correct conditioning might render constant parameters. 
Table 4.1 Some cri teria for evaluating and designing ARX models 
Altemative Statistic Source 
m invalid parameter 
restrictions; non-
innovation errors 
s th order residual 
autocorrelation 
skewness and 
excess kurtosis 
heteroskedasticity with 
- nx original and squared 
regressors 
- n2 squares and cross-
products of regressors 
- p th order ARCH errors 
first order RESET 
predictive failure over 
T-Ti observations 
Finn(m,T-k) 
Fac(s,T-k-s) 
2 
Fto( i i i ,7 ' -*-n 1 - l ) 
Fff^T-k-^-l) 
FjutCH(P,T-k-p-l) 
FRESErfoT-k-1) 
FCHOW(T -T^Ti-k) 
* forec 
Spanos (1986) 
Godfrey (1979) 
Harvey (1981) 
Jarque and 
Bera (1980) 
White (1980) 
White (1980) 
Engle (1982) 
Ramsey (1969) 
Chow (1960) 
Hendry (1979) 
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4.2 The ARMAX modeling approach 
In this subsection, we summarize the ARMAX modeling approach also 
described in Bierens and Broersma (1990). This specification is based 
on a VARMA model, which can be considered as a system of ARMAX models 
and specified and estimated as such. This ARMAX specification is used 
for the monthly time series. The initial specification is 
<P(L)yt = & + cc(L)Xt + e(L)0(L)et, (4.2) 
where ^>(L)ssl—S]jwli<f>jL',j oc(L) = Ejmioc'jL3 and the errors e t are assumed to 
be a martingale difference process. Furthermore, we assume a multipli-
cative MA error structure with 6(L) = l+£1j=1djL:i and 6(L) = l + i;(j=16jLsj, 
where s indicates seasonality, i.e., s = 12 in case of monthly data. The 
ARMAX model is stationary if all the roots of <f>(L) = Q lie outside the 
unit circle and the processes generating the X variables are stationary 
as well. In this case the dependence between economie time series is 
represented by the MA structure in the error process. If the ARMAX 
model is invertible, i.e,. 0{L)0(L) = O has its roots outside the unit 
circle, an ARMAX model can be written as an ARX(oo) model. Cf. Bierens 
and Broersma (1990). Hence it suffices to set p = l, r = l and q = 6 and Q = 3 
in (4.2) as to represent the dependence in the time series. 
As in case of the ARX model specification, we also move fröm 
general to simple in this case. First of all we apply a number of 
misspecification tests designed for models with a MA error structure. 
In essence, we test the same criteria as we did in case of an ARX 
model. If the initial specification (4.2) cannot be rejected by those 
tests, we apply a specification test in order to restrict the parame-
ters of (4.2) to certain values, e.g., to zero. The simplified model we 
then find, is subjected to the same misspecification analysis again. 
In this case we apply monthly time series and we rely more on 
asymptotic results as we did in case of the quarterly data. It is not 
essential for the correctness of our models that the errors are 
normally distributed, nor that they are homoskedastic. Essential is 
that the errors are a martingale difference process with respect to the 
total time series process under review. This implies that 
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£ N ( y * - i , * ; - i ) ' , ( y t - 2 , * ; - 2 ) \ - ) = o a.s. (4.3) 
This also implies that the errors of the model are not serially 
correlated. For (4.3) and the absence of residual autocorrelation a 
number of tests have been developed. 
In case the initial specification is not accepted because of 
residual autocorrelation, the number of AR parameters of (4.2) are 
augmented, based on the (partial) autocorrelation function of the 
residuals of the model, which might repair this misspecification. Cf. 
Box and Jeakins (1976). The same applies when (4.3) is not accepted, as 
this indicates invalid conditioning or functional specification. 
The role of the normality test is minor in this normali-
ty is not essential for model correctness; the same applies to the test 
on ARCH residuals. Both tests are however conducted, because they might 
provide some information about the actual DGP. The predictive failure 
test is more important, but is based on the fact of normally distribu-
ted errors. We apply a Wald test in order to simplify and design the 
ARMAX model. These tests are summarized in table 4.2. 
All test statistics follow a x distribution, with degrees of 
freedom denoted in brackets of the statistics, except the statistic 
used to test property (4.3). This is a consistent test of (4.3), which 
implies that any misspecification will detected as the sample size 
grows to infinity. It has been developed by Bierens (1987) and follows 
a iV(0,l) distribution under the null of correct specification (4.3). 
This test is a randomized test, in order to guarantee consistency. The 
actual test statistic depends on nuisance parameters. In conducting 
this test, these nuisance parameterws are replaced by random drawings 
from a continuous distribution. Bierens (1987) argues that it is better 
to conduct this test several time for different drawings of these 
nuisance parameters. We run this test 20 times. It also should be noted 
that the Box-Pierce and Ljung-Box tests depend on normality, which is 
not essential. Moreover, these tests should not be used in case the 
model contains lagged dependent variables, as was argued by 
Kiviet (1986). For more information about the misspecification tests, 
we refer to Bierens and Broersma (1990). 
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Table 4.2 Some criteria for evaluating and designing ARMAX models 
Alternative Statistic Source 
skewness and 
excess kurtosis 
p th order ARCH 
predictive failure over 
T-Tx observations 
s t h order residual 
autocorrelation 
errors not a 
martingale difference 
m invalid parameter 
restrictions 
5 ESTMATION AND TEST RESULTS 
5.1 The ARX models of quarterly data 
The only model that is really different from the one obtained when we 
apply an intuitive transformation based on logical consistency is the 
model of France. The simplified models of all other countries are 
exactly the same as the ones found in Broersma (1991). The models are 
presented in tables 5.1 to 5.7. It appears that application of the 
HEGY (1990) seasonal unit root test, in the way we did, also confirms 
the Granger causal relation between unemployment and interest rate that 
was found in Bierens (1987) and Bierens and Broersma (1990). 
Moreover, the models do not seem to suffer from severe misspeci-
fication. The predictive failure present in the model of the UK, could 
be repaired by inclusion of the interest rate on sight deposits, which 
was introduced in 1984. The rationale behind this is that we assume 
that firms will place their excess money into those sight deposits, 
because they get a higher interest rate than when that money is put on 
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*normK^I 
TjlRCHiP) 
*• forec 
TBP{s-p-q-Q) 
Tu)(s-p-q-Q) 
Tac(s) 
TBN(OI) 
Tpar(m) 
Kiefer and 
Salmon (1983) 
Engle (1982) 
Hendry (1979) 
Box and 
Pierce (1970) 
Ljung and 
Box (1978) 
Bierens (1988) 
Bierens (1987) 
Spanos (1986) 
their normal current account, where interest is zero or very low. After 
the interest rate of these new sight deposits is adjusted for the fact 
that firms still have to learn ahout and get used to their existence, 
we subtract it from the interest rate we use to approximate the 
interest rate on debts. With this new interest rate, also used by 
Hendry and Ericsson (1990), the predictive failure caused by invalid 
conditioning in this case, could be removed. Cf. Broersma (1991). 
As also argued in Broersma (1991), the ARX model for Germany is 
subject to some misspecification and the DGP for unemployment of 
Germany is best represented by an ARMAX model. 
5.2 The ARMAX models of monthly data 
The estimation and test results of the ARMAX models for the various 
countries are presented in tables 5.8 to 5.15. Also in this case the 
models are very similar to the ones obtained when the variables were 
transformed on the basis of their logical consistency. Cf. Bierens and 
Broersma (1990). The only difference with the results found there is a 
change in specification due to the fact that in some cases more 
observations were available, using the HEGY transformations. 
Also the ARMAX models of monthly data do not seem to be misspeci-
fied severely. Note however that in some cases the simplified models 
contain less explanatory variables than the models in Bierens and 
Broersma (1990). Consequently, the autocorrelation tests and the 
consistent model misspecification test of hypothesis (4.3) take on 
higher values for France and the Netherlands than these tests did in 
Bierens and Broersma (1990). 
Note also that the models of Japan and the UK seem to suffer from 
predictive failure. It is our impression that the predictive failure* 
for the UK can be cured in the same way as was done for the ARX models 
with quarterly data. However, monthly observations of the interest rate 
on sight deposits are not available. 
The nonnormality of the ARMAX models of the USA and Japan can be 
cured by simply including one dummy variable in each model to correct 
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for an excess kurtosis causing outlier. If we include a dummy for 
1975.1 in the US model, then Tnorm(2) = 3.479, in case of the simplified 
model, and the index of parameter constancy Tf^^ — 1.693, which depends 
on normality. The other misspecification tests do not reject the 
specification of this model either. If we include a dummy for 1967.3 
for Japan, we find 7'TOrm(2) = 3.683 and r ^ e c = 2.374, which does not 
differ dramatically from the model without this dummy. Also in this 
case the model specification could not be rejected. 
In the tables 5.1 to 5.14 the t values based on the covariance 
estimators of White (1980) are presented in parentheses The residual 
Standard error is denoted by S.E. and RT is the correlation coëffi-
ciënt. The seasonal dummies, present in all models, are not reported. 
6 OONCLUDING REMARKS 
In this paper we applied the seasonal unit root test developed by 
Hylleberg et al. (1990) to the variables with an obvious trend: 
industrial output, wage and prices. We assume, for reasons of logical 
consistency that unemployment and interest rate cannot contain a unit 
root, because this implies that both can increase to infinity as time 
moves on. This seems unrealistic, so possible nonstationary behavior in 
these two variables may be caused by a near unit root. This near unit 
root is approximated by a unit root when the sum of the AR coefficients 
in the ARX or ARMAX models are very close to unity. 
The results of the HEGY (1990) test on the quarterly series of 
the log of industrial production yield a A4 transformation, except for 
France, where a Ai filter was found. The logs of wages and prices were 
generally transformed with a Ax filter, except in case of the Nether-
lands and Japan. The models that we found af ter simplification were 
very much the same as the ones we found when we applied the A4 filter 
on all these three variables. Cf. Broersma (1991). 
The results of the HEGY (1990) test on the monthly time series 
yielded similar results. The log of the output was transformed with a 
A12 filter for all countries, except for France, where we used a Ax 
filter. The logs of wages and prices were filtered with Au except in 
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case of the Netherlands and Japan. The simplified model we eventually 
found had a strong resemblance with the models we found when we applied 
the A12 filter to all these three variables, based on logical consis-
tency. Cf. Bierens and Broersma (1990). 
Thus, also in this research we find empirical models, which 
confirm the Granger causa! relation between unemployment and the 
interest rate. The wage rate does not seem to have any influence on the 
unemployment, whether it is transfonned with a A4 {A12) filter or with 
a Ax filter, except maybe for the Netherlands. This supports the 
evidence of Bierens and Broersma (1990) and Broersma (1991) in favor of 
the managerial revenue maximization theory of Baumol (1959), augmented 
with a flexible labor effort rate by Bierens (1987), which can give a 
theoretical explanation for these phenomena. The neoclassical assump-
tions that employment decisions of firms are based on marginal and not 
fixed costs are not confirmed by our empirical models. 
We also estimated and tested models where the industrial output 
was filtered with a At filter as well, except for Canada and Germany, 
where the HEGY test was unambiguous. For the USA, the UK and the 
Netherlands, we still found the Granger causal relation between 
unemployment and the interest rate and the output still influenced 
unemployment in the USA and the UK in that case. For Japan this 
exercise yielded a possibly misspecified model, with interest rate only 
significant at 10% and the wage rate with a negative coëfficiënt, which 
seems hard to defend in the light of the theory we apply. It would 
imply that the increased demand, caused by an increase in wages exceeds 
the increase in labor costs, caused by that wage increase. This 
increased demand may then result in increased employment. However, an 
increase in wages in Japan is more likely to lead to increased savings 
than to increased consumption. 
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Table 5.1. Estimation and test results for US unemployment . 
u = 262.9 + .971 «_! - .239 u_2 + .394 u_6 - .336 u_7 + .287 u_8 
(1.50) (8.75) (-1-91) (2.75) (-2.11) (2.04) 
.188 u_9 + 87.0 r_2 - 48.68 6_x + e 
(-2.68) (5.28) (-4.62) 
5. £".=297.1 /?2 = .9866 T = 103 (1962.2-1987.4) 
Finn(21,70) = 1.63 
^ac(4,87) = 1.27 FOC(8,83) = 1.04 ^ (12 ,79 ) = 1.14 
Xnorm(2) = 121.4f 
FARCH(1,89) = -93 F ^ i g j l ) = .79 
%(35,55) = .63 FRESET(1,90) = .27 
FCHOW( 16,75) = .38 7/oi-ec = -51 
significant at 5% 
Table 5.2. Estimation and test results for Canadian unemployment. 
lnu = 37.8 + .802 Inu.! + .144 lnu_4 + .510 lnu_8 - .521 lnu_9 + 
(4.68) (14.7) (2.06) (6.34) (-3.78) 
.766 r_x - .681 6.t + £ 
(3.73) (-2.10) 
S. E. = 5.681 R2 = . 9909 T = 99 (1963.2 -1987.4) 
Finn(23,66) = 1.22 
^ ( 4 , 8 5 ) = 1.23 ^ ( 8 , 8 1 ) = 1.52 ^ (12 ,77 ) = 1.87 
xLm(2) = 8.71t 
FARCHW?) = -03 F,„(15,73) = 1-43 
Fff(U, 54) = 1.25 FJUSCTU, 88) = .14 
FcH«f(16,73) = .66 Tforec = 1.70 
significant at 
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Table 5.3 Estimation and test results for the Japanese ARX model 
" » ' " • ' - " — • •—• . . . - ] I I - ] . L U » M I I I — — • — — B - U U i o n M . . l l i . i . l u . I I W i . l l l l i l i » . ^ » . i . . i . . — . ^ — a • • • i . i . i i u i m i M i . . M — — — — T — — — — , , .mi . . . . . ,_ ,_ „ . . . . , — „ _ , „ 
^ u = - 5 6 . 5 6 - .334id1«_1 - .340^1u_2 - .333 Axu.z - . 2 8 1 ^ . 5 + 
(-1.45) (-3.41) (-3.77) (-3.03) (-2.71) 
12.35.r_» - 3.791 ó_» + e 
 r_3 o 3
(2.85) (-5.40) 
5. F. =53.23 i ^ = .8643 7 = 103 (1962.2-19874) 
Finn(23,69) = 1.25 
Fac(4,89) = 1.16 F ^ 8,85) = 1.53 F ^ 12,81) = 1.15 
xLm(2) = 1.82 
^ C T ( 1 , 9 1 ) = . 0 0 Fha(15,77) = 1.87 
%(34,58) = 1.20 FRESET(1,92) = . 34 
FCHW (16,77) = 1.64 Tforec = 1.79 
Table 5.4. Estimation and test results for German unemployment . 
Axu = -7.50 + .255 Ap^ - .227 Axu.2 + .448 A{u.4 - .405 A ^ + 
(-.278) (1.88) (-2.50) (4.30) (-3.66) 
.234 AjU_6 - .271 AiU.y + .221 A ^ + 21.1 r_x - 3.37 o_x + e 
(2.83) (-3.84) (2.89) (5.19) (-1.78) 
S. E. = 53.31 E? = . 9220 T = 95 (1964.2 1987.4) 
F,roi(19,63) = .58 
^ ( 4 , 7 8 ) = .21 Fac(8,74) = .18 Fac(12,7Q) = .28 
xLm(2) = 13.8f 
FARCH{1,80) = 2JQ Fto(21,60) = .77 
F ^ ö ^ e ) = .79 ^ 5 £ T ( 1 , 8 1 ) = 8.72f 
FCHCw( 16>66) = -39 Tf arte = -5 3 
significant af 5% 
Due to misspecification in this model, which cannot be repaired 
adequately, we move to an ARMAX model specification for Germany in case 
of quarterly data and we apply the corresponding misspecification 
analysis of table 4.2 
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Table 5.4 (continued) German ARMAX model, quar ter ly da ta 
AxU =fi+4>1AiU.s+oc1r_1+Oi2ó_1+Oiiw.l+ocip,1 + (l + e1L+e2L)(l+elL^62L6 + Q3L12)s 
general model simplified model 
f* 
« 1 
« 2 
« 3 
<*4 
-4.493 
-.2342 
20.97 
-3.633 
.2050 
-3.049 
(-.1707) 
(-2.482) 
(4.431) 
(-2.956) 
(.0672) 
(-.4394) 
-3.201 (-.1540) 
-.2098 (-2.431) 
21.26 (5.868) 
-4.271 (-3.840) 
01 
&2 
.1639 
-.0193 
(1.350) 
(-.1783) 
0 i 
02 
03 
.5767 
.3441 
.1872 
(4.787) 
(2.701) 
(1.613) 
.5142 (4.639) 
.2617 (2.458) 
S.E. 56.20 57.51 
R2 .8995 .8949 
T 95 95 
•* noTm(2) 5.260 6.198* 
7^*07/(4) 
2.726 
5.806 
.6298 
3.595 
s 4 8 12 4 8 12 
Tact») 4.42 13.21 16.36 5.95 13.08 15.09 
7W(s) 8.13! 9.73 2.81 10.05 13.71 
TL-B(S) 8.89f 10.73 2.95 10.88 15.13 
TBN(OI): (general model) 
-.9790 -1.161 -1.218 --1.295 -.9782 -1.516 -1.352 -1.125 -1.451 -1.186 
-1.369 -.7772 -.8791 .0157 -.9811 -.6771 -.9326 -1.145 -1.128 -1.309 
7 ^ ( 5 ) 5.185 ( ^ = «4 = ^ = 192 = 03 = 0) 
TBN(0ly. (simplified model) 
-1.315 -.9458 -1.195 -1.177 -1.041 -1.241 -1.245 -1.209 -1.281 -1.368 
-.5974 -1.234 -1.190 -.9646 -1.169 -1.202 -.9947 -1.831 -.9608 -1.058 
' forec 
significant at 5% 
1.468 
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Table 5.5 Estimation and test results for the UK ARX model 
A& =52.58 + .925 41u_1 - .367 ^ « . 3 + .440 . d ^ - . 4 1 8 ^ . 5 + 
(2.61) (9.35) (-2.99) (3.77) (-3.75) 
. 2 9 6 ^ 0 . 6 - ,229Zl1«_7 + 3.738r_3 + e 
(2.59) (-2.26) (2.26) 
S. E. =39.14 /?2 = .8503 T = 91 (1965.2-1987.4) 
Ffn(22,58) = 1.58 
^ ( 4 , 7 6 ) = .76 Fac(8,72) = 1.37 ^ (12 ,68) = 1.65 
xLm(2) = 3.40 
FjacHih 78) = 1.21 Fta(17.62) = . 86 
Fff(35,44) = . 99 FSESET(1, 79) = . 05 
^c//ow(16,64) = 1.94t r ^ - 3 . 3 9 * 
Predictive failure is caused by invalid conditioning. If we take the 
interest rate corrected for the leaming adjusted interest rate on sight 
deposits, introduced in 1984, this misspecification is repaired. See 
also Hendry and Ericsson (1990). 
Aiu =28.94 + .775^1«_1 - .346 Atu_3 + .400^x«_4 - .343 Atu_5 + 
(1.41) (8.98) (-3.07) (4.01) (-3.43) 
.249/i1«_6 - . 2 7 5 ^ . 7 + 7.78(r-rra)_3 + e 
(2.41) (-2.98) (5.36) 
S. E. = 35.11 R2 =. 8795 T = 91 (1965.2 -1987.4) 
Fin(22,58) = 1.16 
Fac(4,76) = 2.43 Fac(8,72) = 1.86 Fac(12,68) = 1.81 
xLm(2) = 4.80 
FARCHV, 78) = 1.30 Ffc,(17.62) = . 89 
F / /(35,44) = 1.03 FRESET(1,79) = .12 
^CTOW(16,64) = . 7 8 Tforec = .97 
significant at 5% 
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Table 5.6 Estimation and test results for the French ASX model 
Ajtt =66.56 + .527 AiU_! - .476 AjU_2 - .391 AiU_s + 
(2.84) (9.24) (-5.29) (-4.31) 
4.89r_2 - 5.11Ó_3 + e 
(3.49) (-3.03) 
S.E. =35.20 /?2 = .8582 7 = 68 
Fjnn(24,65) = 2.20f 
F«c(4,55)«.17 Fac(8,51) = .71 ^ ( 1 2 , 4 7 ) = 1.13 
xLm(2) = 2.75 
^ c / / ( l , 5 7 ) = .45 ^ (13 ,45 ) = 1.04 
^ S f r ( l , 5 8 ) = .25 
^ 0 ^ ( 1 6 , 4 3 ) = 1.43 r / o r e c = 1.65 
significant at 5% 
Table 5.7 Estimation and tes t results for the Dutch ARX model 
Aiu = -12 .28 + .206A&.X + .473^x«_4 - .243 AiU_9 + 3.32r_x -
(-2.82) (1.99) (4.58) (-3.23) (4.59) 
.765o_! + .472u;_1 + 53.28 076gl + e 
(-2.53) (1.94) (12.59) 
S. E. =10.60 /?2 = .8627 T = 99 (1963.2-1987.4) 
Finn(23,65) = 1.18 
Fac(4,84) = 1.26 ^ ( 8 , 8 0 ) = 2.12 Fac(12,76) = 1.50 
xL™(2) = 1.80 
^Ai?C//(l,86) = .23 Fto(16,71) = 1.76 
F / /(21,66) = 2.42* FRESET(1, 97) = 1.93 
F c w 1 6 , 7 2 ) = .95 T / o r e c = 1.41 
significant at 5% 
Table 5.8. Estimation and test results for the US ARMAX model 
u = v+<t>i «-i+Ojr. .i+OK2ó_1+a3ti;_1 +oc4p.1+(i+elL+92L2+e3L3+e4L4+e5L5+e6L6) 
(1+01L12+02Z ,24+03L36)e 
general model simplified model 
M 36.74 (.4765) 15.91 (.2352) 
<f>l .9521 (94.17) .9568 (108.9) 
<*1 40.98 (4.676) 35.90 (4.659) 
<*2 -11.16 | [-4.249) -10.87 (-4.263) 
« 3 -15.03 | (-1.553) 
a4 -46.34 1 (-2.083) 
ö, -.0418 l (-.6467) -.0452 (-.7087) 
02 .1490 (2.438) .1366 (2.414) 
&3 .0066 (.1084) .0240 (.4216) 
64 .1621 (2.756) .1201 (1.946) 
ö5 -.0460 | (-.8530) 
ö6 .0568 (.9323) 
0 i .1927 (3.180) .1788 (3.114) 
ö2 .2089 (3.615) .1852 (3.421) 
03 .0957 (1.620) 
5 . £ 192.4 195.5 
R' .9935 .9933 
T 323 323 
*• norm\2) 35.09f 35.681 
TARCH(1) 2.447 1.664 
TARCHW*) 6.180 5.307 
s 2 6 12 24 36 2 6 12 24 36 
Tac(s) .892 5.04 13.54 28.40 40.48 1.74 5.55 13.97 33.50 42.28 
TB.P{s) 3.90 24.54* 44.47f 6.91 25.94 51.21f 
TL_B{S) 4.04 26.03* 48.09* 7.14 27.41 55.49* 
TBN(OI): (general model) 
.2964 .5749 1.093 .7421 .3579 .6803 .6422 -1.222 .0347 .5924 
.6040 1.117 .3099 .4225 1.015 .6889 .5376 .7683 .8596 .6400 
7 ^ ( 5 ) 10.21 (a3=a4=05=06=03=O) 
TBN(01y. (simplified model) 
.8815 .2181 .4581 -.2219 .8342 .7402 .3724 .5057 .4199 .4291 
.9668 .3071 1.468 .3940 -.1477 .3640 .2913 .6687 .0904 .2617 
Tforec 1.460 
significant at 5% 
25 
Table 5.9. Estimation and test results for Canadian ASMAX model 
u =/i+^i«_1+a1r_ !+«zó.!+a3w.!+a4p_i + (1+9 tL+02L2+03L3+64L4 + 05L5 + 96L6) 
(l+6,Lu+ejL 2 4 +0 3 I 3 € > 
jfencra/ model simplified model 
P 
<t>i 
«x 
a 2 
« 3 
a 4 
21.07 
.9722 
3.429 
-.6675 ( 
-.4080 ( 
-.4257 ( 
(1.708) 
(98.38) 
(2.753) 
-1.585) 
-.3175) 
I-.1405) 
22.15 
.9776 
2.897 
-.7895 ( 
(1.963) 
(120.7) 
(3.037) 
-2.259) 
Bi 
02 
*4 
06 
.0659 
.1024 
.0123 
.0519 
-.0133 ( 
.0388 
(.9534) 
(1.581) 
(.1869) 
(.7819) 
-.2091) 
(.5537) 
01 
02 
03 
.2649 
.1783 
.1373 
(4.200) 
(2.743) 
(2.205) 
.2551 
.1996 
.1396 
(4.017) 
(3.127) 
(2.148) 
S.E. 28.29 28.49 
R2 .9946 .9945 
T 322 322 
•* norm\2) 3.272 4.415 
12.36J 
34.10* 
15.52* 
35.76* 
S 2 6 12 24 36 2 6 12 24 36 
^ocf*) • 588 .846 3.17 20.80 39.90 2.43 3.46 4.87 26.77 46.53 
7W(s) .993 17.54 36.50 4.26 5.36 25.85 45.32 
7 I - B ( * ) 1.03 18.67 39.61* 4.32 5.45 27.28 48.81* 
7W(oi): 
-.1245 
(general model) 
1.139 -.0867 : 1.804 1.336 1.205 -.6166 1.517 -.6407 .8964 
1.900 -.5865 -.6539 : 2.123 .3190 -.3087 .1607 -.2926 -.8071 1.146 
7 ^ ( 8 ) 3.979 (a3=a4=01=02=03=04=05=06=O) 
TBN(01y. (simplified model) 
-1.105 -.2515 -1.690 -.2007 -1.733 
-.8173 .2019 -.5604 -.4538 
' forec 
6099 -.5360 .7401 .0722 -.9171 
.1048 -.8711 -.6398 -.0329 1.280 -.9302 
.6267 
significant at 5% 
26 
Table 5.10. Estimation and test results for Japanese ARMAX model 
A& = ^ + cc1r_1+a2ó_1+oc3w_ i+<x4p_ l + (l+0lL+6J?+ej? + l 94L4 + Ö5L5 + «96I6) 
(l+01L1 2+02l2 4+03L3 6)e 
getierd model simplified model 
V .3623 (.0278) -.1491 ( -.0111) 
« i 1.313 (1.474) 1.938 (2.448) 
o 2 -.6023 ( -5.316) -.7578 (• -5.769) 
« 3 .2003 (1.258) 
« 4 
-3.331 ( -1.550) 
Bi -.5002 ( -6.809) -.4840 (• -6.689) 
92 -.2447 ( -3.346) -.2391 (• -3.673) 
03 .0137 (.2292) 
94 .0298 (.5416) 
95 -.1073 ( -2.021) 
9e -.0551 ( -1.171) 
0i .2570 (2.871) .2693 (3.193) 
0 2 -.0301 ( -.5058) 
03 .0572 (.7940) 
S.E. 53.09 53.89 
R2 .7055 .6965 
T 323 323 
•* normK^I 101.2* 92.64* 
TARCH(1) 4.663* 4.959* 
TARCH(12) 1 17.03 20.77 
s 2 6 12 24 36 2 6 12 24 36 
Tac(s) . 003 3.14 9.47 21.42 25.52 .048 6.12 10.25 29.84 37.81 
TB-p{s) 3.41 16.22 19.25 3.24 7.10 19.44 26.34 
TL-B(S) 3.54 17.20 20.56 3.31 7.32 20.49 28.23 
TBN(OI): (Qeneral model) 
-.5136 -.6769 .0284 -1.065 -.7332 -.8520 -1.435 -.2763 -.9371 -.2604 
-.7669 -1.992 -.5699 -.9864 -1.079 -.4884 -.8763 -1.001 -.9363 -.7411 
7 ^ ( 8 ) 13.80 (a3=a4=03=04=05=06=02=03=O) 
TBN(OI): {simplified model) 
.5247 -.1610 -.1463 -.4163 -.1339 -.1465 -.3135 -.0309 -.1210 -.3940 
.4490 .7300 .2242 .4523 .3097 .6978 1.048 .6972 -.0297 .7115 
Tforec 2.137 
significant at 5% 
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Table 5.11. Estimation and test results for German ARMAX model 
A^U =fi + & A u -15 + 02^1u-18 + a l r - l + O^- l + Ö3W-I + «4P-1 + 
(l+01L+02L2+03£3+04^4 + ö5Z,5+06I6)(l+6>1Z:12+€>2Z;24+03L36) e 
general model simplified model 
« 0 81.09 (7.083) 84.25 (7.360) 
<Pi -.1848 (-3.503) -.1936 ( -3.676) 
4>2 .1606 (3.615) .1716 (3.940) 
« 1 8.505 (6.371) 7.625 (6.353) 
« 2 -.8247 (-2.673) -.8211 ( -2.788) 
« 3 -1.332 (-2.183) 
a4 -6.809 (-1.487) 
* i .3666 (5.814) .3245 (5.339) 
* 2 .1003 (1.473) 
03 -.1039 (-.1735) 
*4 -.0949 (-1.762) 
05 -.0746 (-1.267) 
06 .0776 (1.515) 
01 .3575 (4.794) .3648 (4.928) 
02 .3197 (4.737) .3376 (4.785) 
03 .1676 (2.196) .1745 (2.246) 
5. E. 26.65 27.21 
R2 .9006 .8963 
T 310 310 
•* norm(^) 7.828 t 7.654* 
^ylKC//( l) 1.112 t 1.666 
^ c / f ( 1 2 ) 22.50 22.951 
s 2 6 12 24 36 2 6 12 24 36 
r-cï*) 1.96 5.67 17.40^ 27.86 37.66 2.06 6.17 20.12 33.60 42.88 
TB-P(*) 5.07) 21.35 31.63 11.58 31.32! 39.93 
TL-B(S) 5.26f 22.72f 34.17 11.93 33.11* 42.70 
TBWOI): (general model) 
.1301 .7914 -.2720 .3812 .2707 1.086 .4816 2.227 .4244 .4017 
.2340 .2042 .7367 -.0731 -.2151 .8959 .5667 .9259 2.529 -.4659 
7 ^ ( 7 ) 13.31 (a3=a4=02=03=04=05=06=O) 
TBN(OI): {simplified model) 
1.352 .8405 1.533 .5495 1.112 -.6004 -.2382 2.269 .0487 .2623 
-.4937 -.4157 1.728 1.117 -.5715 -.0444 .5503 -.8866 .4192 .7134 
Tfarec 1-559 
significant at 5% 
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Table 5.12. Estimation and test results for the UK ARMAX model 
AiU =n+4>1A1u_1+4>2Aiu.w .+«fo A«_18+04 A u - i9+«ï^- i+a 2 o _1+a3t»_1+a4p_ i+ 
(i+e1L+e2L2+e3i?+e4L*+ej, 5-H 96L6)(l+01L12+02L24+63L36)e 
general model simplified model 
v 2.183 (.3188) -1.354 ( -.2163) 
<Pi .8375 (13.05) .9469 (38.04) 
02 -.0755 (-2.340) -.1067 (• -4.222) 
03 .2056 (3.225) .2605 (4.078) 
04 -.2017 (-3.332) -.2555 (• -4.042) 
«1 .6866 (2.219) .5449 (2.985) 
a 2 -.3724 (-1.866) 
« 3 -1.334 (-1.577) 
Oi4 .6350 (.5909) 
* i -.5419 (-5.617) -.6179 (• -11.69) 
02 .0539 (.8001) 
*3 .0115 (.1684) 
BA .0083 (.1141) 
Bs .1072 (1.499) 
*6 .0456 (.7141) 
&i .4536 (6.535) .3728 (6.334) 
©2 .5015 (7.644) .4614 (7.598) 
03 .1072 (1.290) 
S.E. 18.51 18.87 
R2 .8252 .8184 
T 287 287 
Tnorm(2) 5.729 4.011 
TARCHQ) .3690 .0110 
TARCHW) 9.625 9.185 
s 2 6 12 24 36 2 6 12 24 36 
Tac(s) .230 6.98 19.45 30.69 43.66 .121 2.27 14.16 26.86 36.96 
TBp(s) 15.66 31.04 13.10* 22.82 39.86 
TLB(s) 16.60 34.05 13.62* 24.12 43.56* 
^BJV(01): (genera! model) 
.0946 .6145 .8518 .6819 .5463 .5193 .3862 1.087 .1556 .4933 
.2596 1.114 -.1147 -.1069 1.306 .4999 .5103 .1903 .8211 -.1905 
TparW 14.09 (a2=<*3=a4=02= =03 I=04=0{ i=06=<93=O) 
TBN(OI)'- (simplified model) 
.1618 -.1970 -.2337 .7176 .7381 .8080 1.187 -.5367 .5301 .3827 
.2854 .7854 .6250 1.605 .2878 1.534 -.0687 -.9854 -.4641 .9777 
T 
•* forec 
at 5% 
2.914* 
significant 
29 
Table 5.13. Estimation and test results for French ARMAX model 
A^u = fl + OjF.! + 0 3 0 . ! + Q3tl>_: i + o 4 p . 1 + (l+91L+02L2+e3Lz+94L4 + 95Ls + 96L6) 
(l+01L12+02L24+03L36)e 
general model simplified model 
M • -16.61 i (-1.229) -14.71 ( -1.557) 
O j 1.733 (2.077) 1.684 (2.611) 
o 2 .4400 (1.423) 
« 3 .0198 (.0123) 
« 4 3.067 (.7241) 
0, .5809 (7.156) .5427 (7.138) 
ö2 .3949 (4.262) .2863 (2.611) 
*s .2634 (2.748) 
BA .1760 (1.684) 
05 .0823 (.9481) 
*6 .0494 (.7512) 
0 , .4497 (5.024) .3704 (4.417) 
0 2 .4967 (5.690) .4025 (5.015) 
©3 .2097 (2.520) .1726 (1.996) 
S.E. 16.13 16.57 
R* .8969 .8913 
T 204 204 
TnormW 2.763 3.775 
T^Ctff1) 2.062 .8526 
TARCH(12) 20.68 16.05 
s 2 6 12 24 36 2 6 12 24 36 
TB-P(S) 
TL-B(S) 
.534 3.30 6.42 
3.72 
3.94 
33.85. 
26.13 t 
-t 
40.97 
38.24 
28.65' 43.20 t 
5.87 6.45. 
7.12' 
7.28T 
t 
10.84 37.871 40.87 
9.99 39.62* 53.42f 
10.32 42.31f 59.541 
TBN(OI): (general model) 
-.7068 -.3333 -.0958 -.5976 .0409 .2852 -.3638 -.2202 .0103 -.5930 
.5478 -.7942 .0121 -.0841 -.6300 -.3710 -.3945 .1207 -.3193 -.2088 
par 10.30 (02=03=04=03=04=05=06=0) 
TgArfoi): (simplified model) 
-.1912 -.4851 -.6436 -1.025 -.9011 -1.051 -.7998 -1.513 -.8857 -.0420 
-.9258 -.0603 -.7493 -1.038 -.5883 -.4873 -2.379 -.9041 -.2460 -1.941 
1
 forec 1.653 
significant at S% 
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Table 5.14. Estimation and tes t results for the Dutch ARMAX model 
AtU = /J, + 01/11U_1 + <f>2 A«-5 + 4 »3-d1u_6+0441u_n + 4>sA1U_23 + Oi] lr-l + a2°-l +«3«>-l + «4P-1 
+ «J 5D76+(i+ö1£+02i2+ö3z;3+ö4z;4+ö5z; 5+ö6I6)(l+01 L12+02L2*+03L 36. )e 
general model simplified model 
M 7.311 (2.825) 7.081 (3.146) 
01 .1394 (2.491) .2519 (3.777) 
02 .0522 (1.524) .0897 (2.465) 
03 .1057 (1.627) .1199 (2.525) 
04 .1314 (1.910) .0954 (1.551) 
05 .1251 (2.179) .0987 (1.831) 
«1 .7330 (2.335) .8121 (3.638) 
C*2 
-.1107 | [-1.694) -.1823 ( -3.321) 
« 3 -.0057 | (-.0292) 
« 4 .0847 (.5019) 
« 5 65.57 (35.55) 64.75 (61.69) 
01 .1834 (1.973) 
&2 .1255 (1.677) 
03 .0757 (1.079) 
04 .0575 (.9797) 
05 .0932 (1.421) 
0e .0855 (1.059) 
01 .5258 (6.146) .4991 (6.416) 
02 .2005 (2.071) .2087 (2.659) 
03 .0068 (.0876) 
S.E. 4.957 5.045 
R2 .8504 .8450 
n 312 312 
•* norm\*•) 9.644* 
X 
5.609 
TARCHW 17.57T 19.98* 
49.68* TARCH(&) 44.10' 
s 2 6 12 24 36 2 6 12 24 36 
Tac(s) 1.52 3.98 6.66 28.08 49.58 2.88 5.15 9.36 27.73 46.77 
TB-p(s) 27.98* 52.24* 10.18 36.93* 57.59* 
TL-B(S) 29.78* 56.58* 10.42 38.96* 61.83* 
TBN(oi)- (general model) 
-.6206 -.3958 -.4232 .3060 -.4049 -1.476 -.3658 .9877 .7988 1.544 
-.1737 .0116 .1209 -1.169 .8003 1.273 .0844 1.297 -.6477 -.6101 
7 ^ ( 1 0 ) 8.136 (a7=a8=a9=e i=Ö2=ö3=ö4=ö5=ö6=6>3=0) 
TBN(01y. (simplified model) 
.7369 -.1920 .3250 .4039 1.686 1.379 2.726 -.0570 -1.604 
-.2478 -1.555 1.001 .3394 1.232 -.0947 .9068 .8142 .4864 
2.836 
-.0424 
•* j'orec 
significant at 5 % 
1.318 
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