A method is presented for obtaining a simple deterministic pushdown transducer which acts as a parser for simple chain grammars. It is shown that a simple deterministic grammar can be constructed which covers the simple chain grammar. To obtain both the simple deterministic pushdown transducer and the cover result, a new type of parse is introduced which differs from the left and right-parses which are common for the usual one pass no back-tracking parsing algorithms. For the simple chain grammars this parse, the so-called left part parse, follows from a simple le~t part property which is satisfied by the grammatical trees of simple chain grammars.
which makes it possible to obtain, by a string-hcmomorphlsm, the right parses o% the simple chain grammar from the left parses of the simple LL(1) grammar. That is, the simple LL(l) grammar does not left-to-~ght-cover the simple chain grammar. Neither do we have that the left parses of the simple LL(l) grammar can be mapped on the left parses of the simple chain grammar, that is, the simple LL{l) grammar does not left cover the simple chain grammar.
How to consider these negative results? One can argue that the simple LL(13 grammars are a tee restrictive class of grammars to expect nice cover results. However, the motivation to transform grammars is exactly to obtain such restrictive classes of grammars which can be parsed in a more simple way than the original grammars. Moreaver, the transformation which can be given is very simple and straightforward. Dne can also conclude that a definition of cover by means of a hamomorphism is too restrictive. However, as easily can be verified, if we use in the definition of cover instead of a homomorphism, a (deterministic) finite transducer mapping then still we do not obtain positive cover results. Besides, introduction of more complicated mappings than a homomerphism is a rather rude approach of such a simple transformation. An other approach, which we will not fallow here, is to let the "homomorphic" transformations be %unctors which go from a (syntax) category associated with one grammar to the category of the other grammar [2] . Although this way of looking at "structure" preserving transformations has been investigated in several papers (see the references in [2] ), this approach has not yet lead to very useful results. A concept as cover gives a relation between (mostly) simple descriptions of parse trees {for example left or right parses) and is therefore simple to work with.
Further investigations of the categorical approach may however lead to more satisfactory results than are now available.
In this paper our point of view on this problem is the following. In the theory of parsing we are used to describing the structure of grammatical trees by means of the productions of the context-free grammar with respect to which the parsing is done.
To be more specific, we associate left parses with top-down parsing and right parses with bottom-up parsing.
An exception of this rule are the left corner parses [73 which become useful when we consider left corner grammars, Here we introduce another type of parse, which we associate with the simple chain grammars, the left part parse. We believe, and we try to illustrate this in the following sections, that this choice o# parse is the most natural one, among ethers since, as for example the left parses #or LL[KI @ram-mars, productions are given as output o# the parsing process as soon as they are determined. Moreover, this parse re#leers the somewhat hybrid character (partly top-down, partly bottom-up] o# the simple chain @rammers.
We conclude this section with some preliminaries, In the following section we consider the parsing of simple chain grammars with respect to the le#t part parses. In the third section the cover problem is considered with respect to these parses.
Preliminaries°
We assume that the reader is familiar with (ii]A ÷ a and A ÷ a~ in P implies 6 = g.
Whenever we use the words "parse of a sentence w" then we refer to a description of a grammatical tree for w by means of the productions which arm used in the derivation of w.
To discuss cover results for simple chcin grammars we need the following definition. 
The way these results can be obtained is to try to construct a simple OPOT for these grammars which acts es a right parser end a left parser, respectively. Since this turns out to be impossible the negative cover results follow.
ON THE PARSING OF SIMPLE CHAIN GRAMMARS
As mentioned in the preceeding section there exist simple chain grammars which can not be parsed with a simple OPDT yielding a left parse or a right parse, As we show here, it is, however, possible to construct directly from the simple chain grammar a simple OPDT which acts as a parser for the grammar. In this case the parses are however not left or right parses but, as we will call them, left part parses. First we recall the definition of the set of chains of an element in the alphabet V and the notion of chain-in,penance. The left oert of the tree in Figure 3{a ) is the shaded pert, i.e, the pert determined by the prefix u and the path from the root of the tree to the last symbol ofu.
It can be proved [5] that the trees of simple chain grammars satisfy this property, For LL-grammers the prefix u determines, eventually by looK-ahead, all the (complete) productions which ere necessary to derive u from S (see Figure 3( A ÷ Sa,SI~ and S ÷ c,2~ and the translation defined by Q is the set T{QJ = {[a n c a n, on2 I n) I n ~ 0}. Now we are sufficiently prepared for the main results of this paper. We show that the simple syntax directed translation of Definition 2.2 on a simple chain grammar can be implemented on a simple OPOT. Therefore we ~ive first the construction of a simple OPDT from a simple chain grammar, CONSTRUCTION 2.1.
Input. A simple chain gram~ar G = {N,T,F,S).
Output. A simple OPOT which acts as a left part parser for G.
Method. Let R = {T,A,2,6,~) be the simple DPOT which is constructed, where A consists of the numbers of productions (from I to [P[), r = ~} u {A-~ I A ÷ c~ in P, # ~ and B # c}, and ~ will be specified below, To do this we need again some preliminaries.
Let ±.C ÷ ~Xo~ be in P and let XoXI,.. 
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