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Abstract
Driven by the rapid growth of the demand for efficient and economical computa-
tional power, cloud computing has led the world into a new era. It delivers com-
puting resources as services, whereby shared resources are provided to cloud users
over the network in order to offer dynamic flexible resource provisioning for reli-
able and guaranteed services by using pay-as-you-use pricing model. Since multiple
cloud users can request cloud resources simultaneously, cloud resource management
mechanisms must operate in an efficient manner to satisfy demand of cloud users.
Therefore, investigating cloud resource management mechanisms to achieve cloud
resource efficiency is one of key elements that benefits both cloud providers and
users.
In this thesis, we present cloud resource management mechanisms for two differ-
ent cloud infrastructures, i.e. virtual machine-based (VM-based) and application-
based infrastructure. The VM-based infrastructure is an infrastructure that provides
multi-tenancy for cloud users at VM-level, i.e. each cloud user directly controls
their VMs in the cloud environment. The application-based infrastructure provides
multi-tenancy at application level, in the other word, each cloud user directly con-
trol their applications in the cloud environment. For the VM-based infrastructure,
we introduce two heuristics metrics to capture multi-dimensional characteristics of
logical machines. By using a multivariate probabilistic model, we develop an al-
gorithm to improve resource utilisation for the VM-based infrastructure. We then
designed and implemented an application-based infrastructure called Elastic Appli-
cation Container system (EAC system) to support multi-tenant cloud use. Based on
the characteristics of the application-based and the VM-based infrastructure, we de-
veloped auto-scaling algorithms that can automatically scale cloud resources in the
EAC system. In general, the cloud resource management mechanisms proposed in
this thesis aims to investigate resource management mechanisms for cloud resource
utilisation in the VM-based infrastructure and to provide suitable cloud resource
provisioning mechanisms for the application-based infrastructure.
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“Design is a funny word. Some people think design means how it looks.
But of course, if you dig deeper, it’s really how it works.”
“Sometimes when you innovate, you make mistakes. It is best to admit
them quickly, and get on with improving your other innovations”
“And one more thing.”
“Stay hungry, stay foolish.”
Steve Jobs (1955-2011)
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Chapter 1
Introduction
1.1 Motivation and Objectives
Driven by the rapid growth of the demand for efficient and economical computational
power, cloud computing [AFG+10] has led the world into a new era which has made a
tremendous impact on the Information Technology industry over the past few years,
where large companies such as Google, Amazon and Microsoft strive to provide
more powerful, reliable and cost-efficient cloud platforms, and many business seek
to reshape their business models to gain benefits from this new paradigm.
Cloud computing delivers computing resources to cloud users over the network and
offers dynamic flexible resource provisioning for reliable and guaranteed services by
using pay-as-you-use pricing model. Since multiple cloud users can request cloud
resources simultaneously, cloud resource management mechanisms must operate in
an efficient manner to satisfy demand of cloud users. Therefore, investigating cloud
resource management mechanisms to achieve cloud resource efficiency is one of key
19
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elements that benefits both cloud providers and users.
In general, there are two types of cloud infrastructure, virtual machine-based (VM-
based) and application-based infrastructure. The VM-based infrastructure is an
infrastructure that provides multi-tenancy for cloud users at VM-level, i.e. it allows
different cloud users to directly control and manage their VMs to setup their own
software environments in the same physical infrastructure. The application-based
infrastructure provides multi-tenancy at application level, in the other word, it allows
cloud users to directly control and manage their applications in the same cloud
infrastructure.
By enabling virtualisation technology on physical machines (PMs) for providing the
VM-based infrastructure, it not only gives immense benefits in terms of reliability,
efficiency, and scalability, but also provides virtual computational services, such as
computing power, storage and network, in such a way cloud users are able to consume
the resources over the Internet as utilities. Efficiently managing resource utilisation
in the VM-based infrastructure is an important issue that affects not only the VM-
based infrastructure providers but also the performance of the cloud experienced
by cloud users and the prices paid by them. The virtualisation technology coupled
with VM re-allocation mechanisms enables more efficient cloud resource utilisation
in data centres. However, the current cloud reconfiguration algorithm does not take
multi-dimensional characteristics of logical machines (i.e. VMs or PMs) into account
that could not results in more efficient cloud resource utilisation in the VM-based
infrastructure.
The application-based infrastructure is an infrastructure that enables multi-tenancy
to be realised at the application level without cloud users to manage logical machines
(i.e. VMs or PMs) directly. The application-based infrastructure equipped with ap-
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plication automatic scaling algorithms makes a more efficient cloud environment, as
the algorithm can scale up or down according to the current resource utilisation of
applications. However, the development of the application-based infrastructure is
currently at its infancy, there are many issues still needed to be addressed. Many key
challenges in this domain, for example, automatic resource provisioning at the appli-
cation level, are only starting to receive attention from the research community. The
objective of allocating and de-allocating application resources to satisfy its Service
Level Agreements (SLAs) while minimising its operating cost is still not obvious. In
particular, it is not easy to determine how to map SLAs such as Quality of Service
(QoS) requirements to low-level resource requirement such as CPU and memory
requirements. Furthermore, to achieve high agility and respond to rapid demand
fluctuations, the resource provisioning decisions must be rapidly made online.
In this thesis, we aim at investigating and providing new methodologies and algo-
rithms for better cloud resource management mechanisms on both the VM-based
and the application-based infrastructure. For the VM-based infrastructure, we aim
at investigating into a VM reconfiguration algorithm by taking multi-dimensional
characteristics of cloud resources into account for improving cloud resource utilisa-
tion. For the application-based infrastructure, our objective is to develop an auto-
matic scaling algorithm for applications and VMs to efficiently manage the scaling of
resources in order to achieve high agility and respond to rapid demand fluctuations.
1.2 Contributions
In this thesis, we make the following three contributions:
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• We introduce two types of multi-dimensional heuristics, i.e. imbalance and
volume heuristics, and a multivariate probabilistic model for VM configuration
distribution. By taking the multi-dimensional characteristics into account, we
develop a cloud reconfiguration algorithm that improves resource utilisation
level in the VM-based infrastructure. This algorithm performs better than the
cloud reconfiguration algorithms that only consider the a single dimension of
a logical machine.
• We designed an application-based infrastructure called Elastic Application
Container system (EAC system) to support multi-tenant cloud use. We then
implemented the EAC system based on Apache Tomcat Application Servers
that support Java programming language. The EAC system is then used for
evaluating the automatic scaling algorithms of the application-based infras-
tructure.
• Based on the application-based infrastructure, we developed automatic scaling
algorithms that can automatically scale cloud resources in the EAC system.
The automatic scaling algorithms automatically allocates and de-allocates ap-
plication resources according to QoS and responds to rapid demand fluctua-
tions.
1.3 Statement of Originality
I declare that this thesis was composed by myself, and that the work it presents is
my own, except where otherwise stated.
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1.4 Publications
I am an author and made significant contribution to the following publications.
Publications where I am first author are marked with *. The publications arose
from the work conducted during the course of the research described in this thesis.
In each case, we indicate how the paper fits into the narrative of the thesis, however
not all of the work in these publications is described in the thesis.
Improving Resource Utilisation in the Cloud Environment using Multi-
variate Probabilistic Models.* In the proceeding of the 5th IEEE International
Conference on Cloud Computing (CLOUD), Honolulu, Hawaii, 2012. He et al.
[HGGG12b]
This paper presents and evaluates a new algorithm for improving resource utilisa-
tion for cloud providers. By using a multivariate probabilistic model, the algorithm
selects suitable PMs for VM re-allocation that are then used to generate a recon-
figuration plan. It also describes two heuristics metrics that can be used in the
algorithm to capture the multi-dimensional characteristics of VMs and PMs. By
combining these two heuristics metrics in the experiments, they observed that the
approach improves the resource utilisation level in clouds. Material from this paper
appears in Chapter 3.
Elastic Application Container: A Lightweight Approach for Cloud Re-
source Provisioning.* In the proceeding of the 26th IEEE International Con-
ference on Advanced Information Networking and Applications (AINA), Fukuoka,
Japan, 2012. He et al. [HGG+12]
This paper presents a lightweight resource management model called Elastic Ap-
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plication Container (EAC). EAC is a virtual resource unit for delivering better
resource efficiency and more scalable cloud applications. It describes the EAC sys-
tem architecture and components, and also presents an algorithm for EAC resource
provisioning. It also describes an implementation of the EAC-oriented platform to
support multi-tenant cloud use. Material from this paper appears in Chapter 4.
A Memory Architecture Design for High-Performance Cloud Computing.
Advanced Materials Research Volume 532. Luo et al. [LH12]
This paper presents a new cloud oriented storage system by constructing a large-scale
memory grid in a distributed environment in order to support low latency data access
of HPC applications. This Cloud Memory model is built through the implementation
of a private virtual file system (PVFS) upon virtual operating system (OS) that
allows HPC applications to access data in such a way that Cloud Memory can
access local disks in the same fashion.
A Deployment Platform for Dynamically Scaling Applications in the
Cloud. In the proceeding of the 3rd IEEE International Conference on Cloud
Computing Technology and Science (CloudCom), Athens, Greece, 2011. Han et
al. [HGGH11]
This paper presents a deployment platform to enable a novel dynamic scaling tech-
nique. This platform employs an extensible specification that describes all aspects
of applications and a flexible analytical model that determines how many servers to
be deployed for an application in each scaling. The platform’s ability to handle dy-
namic workloads and to scale applications quickly enough to maintain the response
time target is demonstrated.
Elastic Application Container.* In the proceeding of the 12th IEEE/ACM In-
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ternational Conference on Grid Computing (GRID), Lyon, France, 2011. He et al.
[HGG11a]
This paper presents a new architecture called Elastic Application Container (EAC)
that enables the end-users to efficiently develop and deliver lightweight, elastic,
multi-tenant, and portable applications. The EAC is an abstract representation that
hides all its abstractions of the underlying virtual machines. This EAC architecture
has the potential to become the foundation of future application resource level model.
Material from this paper appears in Chapter 4.
Real Time Elastic Cloud Management for Limited Resources.* In the pro-
ceeding of the 4th IEEE International Conference on Cloud Computing (CLOUD),
Washington DC, the US, 2011. He et al. [HGG11b]
This paper proposes an efficient resource management solution specially designed
for helping small and medium sized Infrastructure-as-a-Service cloud providers to
better utilise their hardware resources with minimum operational cost. Such an
optimised resource utilisation is achieved by a well-designed underlying hardware
infrastructure, an efficient resource scheduling algorithm and a set of migrating
operations of virtual machines. Partial Material from this paper appears in Chapter
3.
Incremental Learning of Relations from the Most Frequent Patterns in
Conversations for Microblogging Services.* In the proceeding of IADIS Euro-
pean Conference Data Mining 2010. He et al. [HGG10]
This paper proposes an approach for extracting relations, such as interpersonal re-
lations, feelings, etc. from messages on micro-blogging services. And an incremental
learning model that constantly learns relations from users conversations whenever a
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new message is presented in the conversations.
1.5 Thesis Structure
In this thesis, we present and investigate methodologies and algorithms to achieve
better resource management mechanisms for both VM-based and application-based
infrastructure. In Chapter 2, we present a background survey of cloud computing,
such as cloud architecture and characteristics, notable cloud technologies as well as
cloud resource management mechanisms in order to provide a better understanding
of cloud computing. In Chapter 3, we present and evaluate a new algorithm for im-
proving resource utilisation in the VM-based infrastructure. By using a multivariate
probabilistic model, the algorithm selects suitable PMs for VM re-allocation that
are then used to generate a reconfiguration plan. We also introduce two heuristics
metrics that are used in the algorithm to capture the multi-dimensional characteris-
tics of VMs and PMs. In Chapter 4, we describe the EAC system architecture with
its components, and implementation of the EAC system for supporting multi-tenant
cloud use. In Chapter 5, we present automatic scaling algorithms which can auto-
matically scale cloud resources in the EAC system in order to achieve high agility
and respond to rapid demand fluctuations. Finally, in Chapter 6, we finalise the
thesis and propose some future work.
Chapter 2
Background
2.1 Introduction
Cloud computing has been extremely popular for hosting and delivering services over
the Internet. It has many advantages in comparison with those existing traditional
service providers, such as reduced upfront infrastructure investment, guaranteed
expected performance, high availability and scalability, tremendous fault-tolerance
capability and so on, consequently heavily developed and offered by most of the IT
companies, such as Google, Amazon, Microsoft, Salesforce.com, etc. The flexibility
of cloud computing resource provisioning increasingly attracts a lot of different types
of business as it allows the business to only pay for the resource they consume so
as to lower down their operating costs. In this chapter, we present a background
survey of cloud computing, such as its architecture and characteristics, notable cloud
technologies as well as cloud resource management mechanisms in order to provide
a better understanding of cloud computing.
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2.2 Overview of Cloud Computing
Cloud computing provides a brand new concept for resource provisions with reduced
upfront infrastructure investment, guaranteed expected performance, high availabil-
ity and scalability, tremendous fault-tolerance capability and so on, and opens a
completely new era for different types of business to provide services based on this
innovative concept. In this section, we give an overview of cloud computing, such as
its architecture, service models, deployment models, key characteristics, and then
we compare it with other related technologies.
2.2.1 The Definition of Cloud Computing
With the rapid development of computer technologies and the success of the Internet,
computing resources have become cheaper, more powerful and more ubiquitously
available to users. This enables a new computing paradigm called cloud computing
where its resources are provided as utilities that can be used by cloud users over the
Internet in a pay-as-you-go fashion. The term ”cloud computing” has been precisely
defined by the National Institute of Standards and Technology (NIST) [MG09] as
shown in Definition 2.1.
Definition 2.1 (Cloud Computing) Cloud computing is a model for enabling
convenient, on-demand network access to a shared pool of configurable computing
resources (e.g., networks, servers, storage, applications, and services) that can be
rapidly provisioned and released with minimal management effort or service provider
interaction.
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2.2.2 Roles in Cloud Computing
In a cloud computing environment, it normally involves three roles: infrastructure
provider, application provider and end user as shown in Figure 2.1. The infrastruc-
ture providers manage cloud platforms and lease resources according to a pay-as-
you-go pricing model, and application providers rent resources from one or many
infrastructure providers in order to provide applications for end users.
Figure 2.1: Cloud computing architecture and service model
The roles in cloud computing can sometimes be used interchangeably depending
on different situations. For example, a famous social network platform, Facebook
[ESL07], rent resources from an infrastructure providers, Amazon EC2 [Wal08], i.e.
Facebook becomes an end user to Amazon EC2, and then Facebook builds its social
network platform upon the Amazon EC2 infrastructure which further dedicates
to their Facebook users. Facebook then becomes the application providers to its
30 Chapter 2. Background
Facebook users. At the same time, Facebook also provides a platform called App
Center that allows third party developers to build their applications. In this case,
Facebook becomes an infrastructure provider and the third party developers become
the application providers.
In general, cloud computing has many advantages in terms of provisions. Firstly,
infrastructure providers and application providers can make better provisions since
their attentions are more focused, i.e., infrastructure providers focus on infrastruc-
ture construction and application providers focus on application developments and
maintenance. Secondly, most application providers have the opportunity to start
their application developments and maintenance without infrastructure investment.
Nevertheless, it also has disadvantages, for example, end users are more concerned
with security issues of the cloud applications since they have to store their private
data in a remote location.
2.2.3 Cloud Architecture
Generally speaking, the architecture of the cloud computing environment can be
divided into 4 layers: the hardware layer, the infrastructure layer, the platform
layer and the application layer, as shown in Figure 2.1.
The Hardware Layer
This layer is responsible for managing the physical resources of the cloud, in-
cluding physical servers, routers, switches, power and cooling systems, etc. In
practice, the hardware layer is typically implemented in data centres. A data
centre usually contains thousands of servers that are organised in racks and
interconnected through switches, routers or other fabrics. Typical issues at
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hardware layer include hardware configuration, fault-tolerance, traffic man-
agement, power and cooling resource management.
The Infrastructure Layer
The infrastructure layer creates a pool of storage and computing resources
by partitioning the physical resources using virtualisation technologies such
as Xen [BDF+03], Kernel Virtual Machine (KVM) [KKL+07] and VMware
[Ros99], etc. The infrastructure layer is an essential component of cloud com-
puting, since many key characteristics, such as dynamic resource provisioning,
multi-tenancy, are only made available through these virtualisation technolo-
gies.
The Platform Layer
Built on top of the infrastructure layer, the platform layer consists of operating
systems and application frameworks. The purpose of the platform layer is
to minimise cost and complexity of managing the underlying hardware and
software, and to provide hosting capability.
The Application Layer
At the highest level of the hierarchy, the application layer consists of the actual
cloud applications. Different from traditional applications, cloud applications
can leverage the automatic scaling feature to achieve better performance, avail-
ability and lower operating cost.
Compared to traditional service hosting environments such as dedicated server
farms, the architecture of cloud computing is more modular. Each layer is loosely
coupled with the layers above and below, allowing each layer to evolve separately.
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The architectural modularity allows cloud computing to support a wide range of
application requirements while reducing management and maintenance overhead.
2.2.4 The Service Models
For years of development and enhancement, cloud computing delivers different types
of services over a network, typically the Internet, to a heterogeneous community of
end users. The services can be categorised as eleven different types of service models
[AFG+10]:
• Infrastructure-as-a-Service (IaaS)
• Platform-as-a-Service (PaaS)
• Software-as-a-Service (SaaS)
• Storage-as-a-Service (STaaS)
• Security-as-a-Service (SECaaS)
• Data-as-a-Service (DaaS)
• Database-as-a-Service (DBaaS)
• Test Environment-as-a-Service (TEaaS)
• Desktop virtualization API-as-a-service (APIaaS)
• Backend-as-a-service (BaaS).
Among these services, Infrastructure-as-a-Service (IaaS), Platform-as-a-Service (PaaS)
and Software-as-a-Service (SaaS) [SK11] are the most common service models (Fig-
ure 2.1).
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Infrastructure-as-a-Service
Infrastructure-as-a-Service (IaaS) offers on-demand provisioning of infrastructural
resources, in the form of physical machines (PMs) or more often as virtual machines
(VMs) in order to provide computing, storage, network and other computing re-
sources to cloud users. The cloud provider who offers IaaS is called an IaaS provider.
In this way, cloud users can install, deploy and run their desire applications on VMs
or PMs. Since most popular IaaS providers normally offer VMs only, we refer such
cloud providers providing VMs only as VM-based infrastructure providers.
In this service model, VMs, storages, load balancers and networks are provided to
application providers. To deploy applications, the application providers must install
operating system, middleware and their applications. At the same time, they are
also responsible for patching and maintaining the operating systems, middleware
and applications. Being able to efficiently manage cloud resource in the VM-based
infrastructure, it is still an open and challenging problem.
Infrastructure-as-a-Service (IaaS) clouds, such as Amazon Elastic Compute Cloud
(EC2) [Wal08], currently offer computing resources such as network bandwidth, stor-
age, and virtual machines (VMs) on demand. Imperial College Cloud (IC Cloud)
[GGT10] provides a generic design space where various cloud computing architec-
tures and implementation strategies can be systematically studied. The IC Cloud
design strictly follows the SOA principle and incorporates a highly flexible system
design approach. Other IaaS clouds include GoGrid [Hos10], Eucalyptus [NWG+09]
and Openstack [Pep11].
In Figure 2.2, it shows a typical VM-based infrastructure with shared storage, i.e.
all VMs are stored in the same shared storage. The VMs are hosted in physical
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Figure 2.2: VM-based infrastructure with shared storage
machines (PMs) and controlled by their corresponding hypervisors in PMs. In this
way, VMs in PMs access their data on the shared storage. PMs in this case only
contribute CPU and memory resources to support running VMs. In addition, VM
migration no needs to involve transferring the image file but only memory (live
migration) or even just a configuration file of the transferred VM (static migration)
in this shared storage infrastructure. This would largely improve the VM migration
speed to a few seconds and save network traffics in comparison with a VM-based
infrastructure with non-shared storage for PMs.
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Platform-as-a-Service
Platform-as-a-Service (PaaS) is a paradigm for delivering operating systems and
associated software over the Internet without installations. It provides a high-level
integrated environment for designing, building, running, testing, deploying and up-
dating applications created by infrastructure providers using a variety of program-
ming languages and tools, such as Java, Python, .Net etc. The key components of
PaaS include application servers, database management systems (DBMS), integra-
tion middleware and many others. An amount of leading companies are providing
Cloud platforms, such as Google App Engine [Zah09], Microsoft Windows Azure
[Li09] and Force.com [WB09].
Large analyst firms estimate that 15% to 20% server utilisation is common in en-
terprises and it is decreasing even further every day, as more powerful servers enter
the data centres [Vog08]. The under-utilisation of VMs in the VM-based infrastruc-
ture becomes even more pertinent when deploying a large number of applications
of varying resource needs, where most of the applications in VMs may have very
few end users at a given time, while a few applications in a VM may have many
end users. The solution to this problem is to design application servers with cloud-
supporting functionality that enables multi-tenancy at the application level. In this
way, server resources can be shared evenly. We refer this kind of infrastructure as the
application-based infrastructure, which is also referred as Cloud-Enable Application
Platforms (CEAP) by Natis et al. [NPK10].
The fundamental function and the core purpose of the application-based infrastruc-
ture are to be a cluster of application servers with the additional requirement that
applications hosted on such application servers to be offered as cloud applications.
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Most of the functionality expected of a traditional application server is still ex-
pected from the application-based infrastructure, for example, a runtime container
to host the application logic and provide some degree of access and Quality of Ser-
vice (QoS) of the application execution, plus the technology must be extended to
accommodate the use scenario of a cloud service deployment, including most notably
potential massive computing processing, tenant isolation, dynamic resource provi-
sioning, multi-tenancy, fine-grained use metering and elastic horizontal scalability,
etc. In addition to that, the application-based infrastructure does not operate in
isolation. Like an application server, it can use the underlying resources such as
OS and networking functionality, a DBMS or file system for data persistence, and
add-on tools, including those for security, management and development.
The application-based infrastructure can be developed and hosted on either based
on VMs or PMs. In the other word, it can be hosted in either virtualised or non-
virtualised environment.
Hosted in Virtualised Environment
With virtualisation enabled in the VM-based infrastructure, the application-
based infrastructure can be hosted in VMs. This gives the application-based
infrastructure providers more flexible resource provisioning as the application-
based infrastructure only requests VM resources on demand from the VM-
based infrastructure that significantly reduces the upfront investment.
Hosted in Non-virtualised Environment
With non-virtualisation, i.e. the application-cased infrastructure is hosted in
PMs, it allows cloud-enabled application servers to be installed in PMs so as
to make the PMs more resource efficient, and this is because virtualisation
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consumes a certain amount of resources. However, it costs the application-
based infrastructure provider to pay for the upfront cost, and it is inflexible
in resource provisioning.
According to the layered architecture of cloud computing, it is entirely possible
that a PaaS provider runs its platform on top of an IaaS provider’s infrastructure.
However, in the current practice, IaaS and PaaS providers are often parts of the same
organisation (e.g., Google and Salesforce). Therefore, PaaS and IaaS providers are
often called the infrastructure providers or cloud providers.
Software as a Service
Software as a Service (SaaS) [Kno06] is a model of software deployment whereby a
provider licenses an application to end users for use as a service on demand.
The associated data are centrally hosted in the cloud. It provides a cloud-based
application to its end users without managing the cloud infrastructure and plat-
form on which the application is running. This eliminates the need for installation
and maintenance of the application. Typical SaaS providers include Salesforce.com
[Cus10], Rackspace [Rac10] and SAP Business ByDesign [Zho09].
2.2.5 The Deployment Models
There are many issues to consider when moving an enterprise application to the
cloud environment. For example, some application providers are mostly interested
in lowering down the operating costs, while others may prefer high reliability and
38 Chapter 2. Background
security. Accordingly, there are different types of clouds, public cloud, private cloud
and hybrid cloud. Each with its own advantages and disadvantages.
Public Cloud
Public cloud describes cloud computing in the traditional mainstream sense,
whereby resources are dynamically provisioned to the general public over the
Internet, via web applications or web services from an off-site third-party
provider who bills based on the pay-as-you-go pricing model. It offers sev-
eral key benefits to application providers, including no upfront infrastructure
investment and shifting infrastructure failure risks to infrastructure providers.
However, public cloud lacks fine-grained control over data, network and secu-
rity settings, which more or less hampers their effectiveness in many scenarios.
Private Cloud
Private cloud is infrastructure exclusively built by a single organisation, not
shared by other organisations, without the restrictions of network bandwidth,
security exposures and legal requirements. It offers the highest degree of con-
trol over performance, reliability and security. However, it requires a large
sum of initial infrastructure investment and maintenance costs.
Hybrid Cloud
Hybrid cloud is a composition of two or more clouds, either private or pub-
lic, or both, that remain unique entities but are bound together, offering the
benefits of multiple deployment models for own computation. It offers more
flexibility than both public and private clouds. Specically, they provide tighter
control and security over application data compared to public clouds, while
still facilitating dynamic resource provisioning. On the down side, designing a
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hybrid cloud requires carefully determining the best split between public and
private cloud components.
For most application providers, selecting the right cloud deployment model depends
on the nature of their business. For example, computation-intensive scientific ap-
plications are best deployed on public clouds for cost-effectiveness. History data of
hospital patients are best stored on private clouds for data security purpose.
2.2.6 Key Characteristics
Cloud computing offers several unique key characteristics that are different from
traditional service computing, which we summarize below:
Pay-as-you-go Pricing Model
Cloud computing employs the pay-as-you-go pricing model. In this way, cloud users
only pay for the resources they used without investing additional infrastructure, such
as purchasing physical machines, disk arrays, switches etc. However, this pricing
model may vary depending on the nature of the applications. For example, renting
a virtual machine from a VM-based infrastructure provider, such as Amazon EC2
[Wal08], is usually on a per-hour basis. However, the Internet data transfer between
different data centres is usually on per-Gigabytes basis. Resource usage is not the
only parameter to determine the prices, any other parameters can also be used fro
pricing. For example, Prospero, a financial software company, offers a cloud-based
financial software that is based on the number of trades that have been made by its
users.
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Low costs and risks
Resources in a cloud environment can be rapidly allocated and de-allocated on de-
mand by the infrastructure providers. Hence, an application provider no longer
needs to provision capacities according to the peak load; its dynamic resource pro-
visioning allows application providers to acquire resources based on the current de-
mand. This provides huge savings on operating costs since resources can be released
to save operating costs when application demand is low. In addition, the hardware
maintenance and the staff training costs do not need to be considered in the cloud
computing model. In this way, application providers can safely outsource the infras-
tructure to the infrastructure providers, shifting potential risks, such as hardware
failures, maintenance and staff training costs, to the infrastructure providers, who
often have better expertise and are better equipped for managing these risks.
High Scalability
Infrastructure providers pool large amount of resources from multiple data centres
across the globe and make them easily accessible. Application providers can easily
expand their applications to large scales in order to handle rapid increase in appli-
cation demands. For example, a VM-based infrastructure provider, Amazon EC2,
has multiple data centres across the globe. It allows application providers to scale
VMs by specifying VM performance requirements.
Easy access
Applications hosted in the cloud are generally web-based. Therefore, they are easily
accessible through a variety of devices with Internet connections. These devices not
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only include desktop and laptop computers, but also mobile phones and tablets.
Additionally, to achieve high network performance and localisation, many of todays
clouds consist of data centres located at many locations around the globe. An ap-
plication provider can easily leverage geo-diversity to achieve maximum application
performance.
Multi-tenancy
Infrastructure providers offer a pool of computing resources that can be dynamically
assigned to multiple cloud users. Such dynamic resource assignment capability gives
flexibility to the infrastructure providers in order to manage their own resource more
efficiently. For example, due to the isolation of each individual VM in the VM-
based infrastructure, multi-tenancy is enabled. This gives more efficient resource
utilisation in the VM-based infrastructure. In the cloud environment, applications
owned by multiple application providers are co-located in a single data centre. The
performance and management issues of these services are shared among application
providers and their infrastructure providers.
Service oriented
Cloud computing adopts a service-driven operating model. Hence it places a strong
emphasis on service management. In a cloud, each IaaS, PaaS and SaaS provider
offers its service according to the Service Level Agreement (SLA) negotiated with
its end users. SLA assurance is therefore a critical objective of every provider.
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2.2.7 Comparisons with Related Technologies
Cloud computing is often compared with the following technologies, each of which
shares a certain degree of similarity with cloud computing:
Grid Computing
Grid computing [BFH03] is a distributed computing paradigm that coordinates net-
worked resources to achieve a common computational objective. The development
of grid computing was originally driven by scientific applications that are usually
computationally intensive. For example, neuGRID [ABH+09] builds a new, user-
friendly grid-based research e-Infrastructure based on existing e-Infrastructures by
developing a set of generalised and reusable medical services in order to enable the
European neuroscience community to carry out research required for the study of
degenerative brain diseases.
Cloud computing is similar to grid computing in that it also employs distributed re-
sources to achieve application-level objectives and more business oriented. However,
cloud computing takes one step further by deploying virtualisation technologies to
realise physical resource sharing and dynamic resource provisioning. In addition to
that, a collection of physical machines in grid computing domain is often owned by
multiple parties in multiple locations, such as Cohesion Platform [SBHD08], whilst
a collection of physical machines in cloud computing is usually owned by a single
party, such as Amazon EC2.
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Utility Computing
Utility computing [RW04] represents the model of providing resources on-demand
and charging customers based on pay-as-you-go pricing model. Therefore, cloud
computing is a way to achieve utility computing. With on-demand resource pro-
visioning and pay-as-you-go pricing model, infrastructure providers can truly max-
imise resource utilisation in the cloud environment and application providers can
minimise their operating costs.
Autonomic Computing
Autonomic computing [KC03] refers to self-managing characteristics of distributed
computing resources adopting unpredictable change without human intervention.
The goal of autonomic computing is to overcome the management complexity of
todays computer systems. Although cloud computing exhibits certain autonomics
such as automatic resource provisioning, its objective is to lower down the resource
cost rather than to reduce system complexity.
Virtualisation
Virtualisation [AMD+07] is a technology that abstracts away the details of physical
hardware and provides virtualised resources for high-level applications. It forms the
foundation of cloud computing, as it provides the capability of pooling computing
resources from clusters of physical machines and dynamically assigning or reassigning
virtual resources on demand to applications from different application providers so
as to enable multi-tenancy.
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Currently, a various types of cloud virtualisation technologies exist in the cloud com-
puting industry, such as Java Virtual Machine-based (JVM-based), Virtual Machine-
based (VM-based). For example, Zing [SPF11] is JVM-based virtualisation technol-
ogy that allows Java applications to be executed in its Zing JVM in order to provide
elasticity and scalability. However, the mainstream of virtualisation technologies
nowadays is still based on VMs.
For a virtualisation-enabled system, a single physical machine can run more than
one operating system at the same time. It contains a host operating system (host
OS) for the physical machine and multiple operating systems for its hosting VMs.
We refer the operating system running in the VMs as guest operating system (guest
OS).
In general, the VM-based virtualisation technology can be categorised into two types:
full virtualisation and para-virtualisation.
Full Virtualisation
Full virtualisation [BDF+03] provides a complete VM enabling unmodified
guest operating system (guest OS) to run in isolation. It provides flexibility
to run different versions of various operating systems, however, the guest OS
does not know that it is being virtualised that would lead to some performance
issues.
Para-virtualisation
Para-virtualisation [CB06] provides a complete but specialised VM to each
guest OS allowing modified guests to run in isolation. It provides a lightweight
and near native speed, and allows the guest OS to cooperate with hypervisors
to improve performance. However, this technology is only limited to open
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source guest OS.
In order to control VMs in the VM-based infrastructure, VM hypervisor software
[BDF+03] [Bel05] is used to enable resource provisioning mechanisms for cloud users
and control the lifecycle of VMs, such as start, stop, create and destroy VMs. Among
various VM hypervisor software technologies nowadays, Xen [BDF+03], Kernel Vir-
tual Machine (KVM) [KKL+07] and VMware [Ros99] are the most popular due to
that they have a combination of features that make them uniquely well suited for
many important applications.
Xen
Xen [BDF+03] is one of a few Linux hypervisors that support both full virtual-
isation and para-virtualisation. It allows several guest OS running on domains
(i.e. VMs) to execute on the same physical machine concurrently. The hyper-
visor has direct access to the hardware and also allows those VMs to run on
top of it. Each guest OS uses a pre-configured share of a physical machine.
A privileged domain called Domain 0 is a bare-bone OS that actually controls
physical hardware and create, configure, migrate, or terminate other VMs.
KVM
KVM [KKL+07] is a newcomer of the virtualisation system. It not only can
create and run multiple VMs, but also supports full virtualisation. It is a
modification to the Linux kernel that actually makes Linux into a hypervisor
on inserting a KVM module. One of the most interesting KVM operation is
that each guest OS running on it is actually executed in user space of the host
system. This approach makes each guest OS look like a normal process to the
underlying host kernel.
46 Chapter 2. Background
VMware
VMware [Ros99] is the first company to offer commercial virtualisation tech-
nology. It offers a hypervisor called ESXi server [VE09] that also supports full
virtualisation whilst the para-virtualisation can also be supported by using
VMI [AAH+06].
In summary, cloud computing leverages virtualisation technology to achieve the goal
of providing computing resources as a utility. It shares certain aspects with grid
computing, utility computing and autonomic computing but differs from them in
other aspects. Therefore, it offers unique benefits and imposes distinctive challenges
to meet its requirements.
2.3 Cloud Computing Technologies
In this section, we survey the key implementations and technologies of cloud com-
puting and describe VM-based and application-based infrastructure offered by in-
frastructure providers.
In Table 2.1, we summarise the eight examples of popular cloud technologies in
terms of service models, target types of application, and more importantly their
computation, storage, VM automatic scaling and application automatic scaling fea-
tures.
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2.3.1 Notable VM-based Infrastructure providers
VMs are run as guest machines that are controlled by a hypervisor in a physical
machine (PM). Management of pools of hypervisors by the VM-based infrastruc-
ture leads to the ability to scale for supporting a large number of VMs and it is
easy for cloud users to manage their own VMs. The VM-based infrastructure is a
set of programs that help a cloud provider monitor, control, analyse and manage
computational resources on the cloud, such as VMs and storage. The following are
notable VM-based infrastructure providers, such as Amazon EC2, Eucalyptus, IC
Cloud, OpenStack and AWS Elastic Beanstalk.
Amazon EC2
Amazon Web Services (AWS) is the pioneer of cloud computing infrastructure
provider and achieves the so-called utility computing by charging a set of infras-
tructure offerings in terms of resource usage. It offers Amazon Elastic Compute
Cloud (Amazon EC2), CloudWatch, Amazon Simple Storage Service (Amazon S3),
etc.
Amazon EC2 [Wal08] enables cloud users to launch and manage VM instances in
data centres using APIs. EC2 instances are virtual machines running on top of the
Xen hypervisor. After creating and starting an EC2 instance, cloud users can upload
software and make changes to it. When changes are finished, they can be bundled as
a new machine image. An identical copy can then be launched at any time. Cloud
users have nearly full control of the entire software stack on the EC2 instances that
look like hardware to them. Amazon EC2 provides the ability to place instances in
multiple locations as they have data centres across the globe.
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AWS also offers monitoring tools called Amazon CloudWatch that collects raw data
from partnered AWS services such as Amazon EC2 and then processes the informa-
tion into readable, near real-time metrics. The metrics about Amazon EC2 include,
for example, CPU utilisation, network, disk read and write operations, etc.
Amazon EC2 machine images are stored in and retrieved from Amazon S3 [PIRG08].
S3 stores data as objects that are grouped in buckets. Each object contains from 1
byte to 5 gigabytes of data. Object names are essentially URI pathnames. Buckets
must be explicitly created before they can be used.
AWS services are able to construct an entire system for delivering utility computing
services. Additionally, security concerns are also critical for cloud users to use these
offerings. Amazon [JH10] overviews its security process in Amazon Web Services.
Several strategies are provided to secure their infrastructures. For example, Amazon
EC2 offers multi-level security strategies, such as security for host operating system,
security for virtual instance operating system or guest operating system, and security
for the network communication. For security of S3, S3 APIs provide both bucket-
level and object-level access controls, with defaults that only permit authenticated
access by the bucket and/or object creator.
Eucalyptus
Eucalyptus [NWG+09] is one of the most popular open source cloud computing
framework that provides a software platform for the implementation of private cloud
computing on computer clusters. The system is modularised so that it can support a
set of different interfaces. Cloud users are able to start, control, access and terminate
entire virtual machines.
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In its current version, Eucalyptus supports VMs that run on the Xen and KVM
supervisors and also supports all Amazon storage APIs, such as Elastic Block
store, Amazon S3 and Amazon Simple DB. According to [NWG+09], the Euca-
lyptus project presents four characteristics that differentiate it from others cloud
computing solutions:
• Eucalyptus was designed to be simple without requiring dedicated resources.
• Eucalyptus was designed to encourage third-party extensions through modular
software framework and language-agnostic communication mechanisms.
• Eucalyptus external interface is based on Amazon EC2.
• Eucalyptus provides a virtual network overlay that both isolates network traffic
of different users and allows clusters to appear to be part of the same local
network.
The Eucalyptus architecture is hierarchical as shown in Figure 2.3 and made up of
four high level components, where each one is implemented as a stand-alone web
service.
Node Controller (NC)
This component runs on every node that is destined for hosting VM instances.
An NC is responsible to query and control the system software, i.e. operating
system and hypervisor, and for conforming requests from its respective Cluster
Controller. The role of NC queries is to collect essential information, such as
the nodes physical resources, e.g. the number of cores and the available disk
space and the state of VM instances on the nodes. NC sends this information to
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its Cluster Controller (CC). NC is also responsible for assisting CC to control
VM instances on a node, verifying the authorisation, confirming resources
availability and executing the request with the hypervisor.
Cluster Controller (CC)
This component generally executes on a cluster front-end machine, or any
machine that has network connectivity to two nodes: one running NCs and
another running the Cloud Controller (CLC). A CC is responsible to collect
and report information about and schedule VM execution on specific NCs and
to manage virtual instance network overlay.
Storage Controller (Walrus)
This component is a data storage service that provides a mechanism for storing
and accessing virtual machine images and user data. Walrus is based on web
services technologies and compatible with Amazons Simple Storage Service
(S3) interface [PIRG08].
Cloud Controller (CLC)
This component is the entry-point into the cloud for users. Its main goal is
to offer and manage the Eucalyptus underlying virtualised resources. CLC
is responsible for querying node managers for resource information, making
scheduling decisions, and implementing them by requests to CC. This com-
ponent is composed by a set of web services that can be grouped into three
categories, according their roles: resource services, data services, and interface
services.
Ubuntu Enterprise Cloud (UEC) [WGB09] is an Amazon EC2 like infrastructure
and is powered by Eucalyptus. Its main goal is to provide a simple process of build-
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Figure 2.3: Eucalyptus architecture
ing and managing internal infrastructure for cloud. The Ubuntu 9.04 Server Edition
is integrated with Eucalyptus that uses the KVM hypervisor. The UEC architecture
is based on the Eucalyptus architecture in which each element is an independent
web service that publishes a Web Service Description Language (WSDL) document
defining the API to interact with it. Furthermore, UEC defines three layers for
security: authentication and authorisation, network isolation and Machine Instance
Isolation (MInst). The authentication and authorisation layer is responsible for lo-
cally generated X.509 certificates; the network isolation layer is important to prevent
eavesdropping of network traffic and the MInst layer consists of networking isolation,
operating system isolation, and hypervisor based machine isolation.
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IC Cloud
IC Cloud [GGT10] is a compostable cloud computing framework for Imperial College
London. It provides a generic design space where various cloud computing architec-
tures and implementation strategies can be systematically studied. The IC Cloud
design strictly follows the SOA principle and incorporates a highly exible system
design approach. In its current version, IC Cloud only supports the Xen hypervisor.
Figure 2.4: IC Cloud architecture
In Figure 2.4, It shows IC Cloud hierarchical and high level architecture.
VM Pool
Each VM pool manager controls and manages the resource virtualisation for
one VM pool. A VM pool is composed of a VM life-cycle manager, a network
manager, a monitor and a storage manager.
The VM life-cycle manager controls all the VM life-cycle relevant operations
for a VM pool such as creating VMs, booting up VMs, shutting down VMs,
pausing VMs, resuming VMs, destroying VMs and deleting VMs etc. The
network manager handles the networking issues of all VMs in a VM pool. It is
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responsible for initialising the local sub-net of a VM pool and allocate MAC
addresses to newly created VMs. It keeps track of the allocation of IP addresses
in the sub-net. In addition, it controls how network packages are sent, routed
and forwarded between VMs across different sub-net. The monitor is used
for VM backup, VM health status and VM usage. The storage manager in a
VM pool manages all the storage related issues for VMs. VMs may request to
dynamically increase or decrease the size of their storage space according to
the run time requirements.
VM Pool Controller
The VM pool controller handles all the access to the VM pools in the IC
Cloud system as well as scheduling the use of them. Also, it provides an
SLA and billing function for the whole system applying the concept of utility
computing. It is composed of a security manager, a scheduler , and a SLA
& billing manager. The security manager handles the details of processing
and validating authentication tokens and it evaluates policy rules regarding
the decision to allow the attempted actions based on information about the
requestor (identity, attributes, etc.), the target (identity, policy, attributes,
etc.), and details of the request. The scheduler is responsible for allocating
resources from VM pools. The SLA & billing manager dynamically adjusts the
resource utilisation of VMs in order to ensure that they meet the requirements
specied in the SLA and to bill the resource usage of VMs for a time period.
Storage Controller
The storage controller provides a basic storage service that is similar to Ama-
zons Simple Storage Service (S3) to the IC Cloud users. They are able to
upload their data, image files, etc., through the interface provided by the stor-
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age controller to the IC Cloud storage space.
OpenStack
OpenStack [Pep11] is a open source cloud computing framework that controls large
pools of compute, storage and networking resources throughout a data centre, all
managed through a dashboard that gives administrators control while empowering
their cloud users to provision resources through a web interface. OpenStack consists
of server main components as shown in Figure 2.5:
Compute
It provisions and manages large networks of virtual machines.
Object Store
It creates petabytes of secure, reliable storage using standard hardware.
Image
It catalogs and manages massive libraries of server images.
Dashboard
It provides a modular web-based user interface for all the OpenStack services.
With this web interface, cloud users can perform most operations like launch-
ing an instance, assigning IP addresses and setting access controls.
Identity
It provides authentication and authorization for all the OpenStack services. It
also provides a service catalog of services within a particular OpenStack cloud.
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Network
It provides network-connectivity-as-a-service between interface devices man-
aged by other OpenStack services. The service works by allowing cloud users
to create their own networks and then attach interfaces to them.
Block Storage
It provides persistent block storage to guest VMs.
Figure 2.5: OpenStack architecture
The OpenStack project as a whole is designed to deliver a massively scalable cloud
operating system. To achieve this, each of the constituent services are designed to
work together to provide a complete IaaS. This integration is facilitated through
public application programming interfaces (APIs) that each service offers. While
these APIs allow each of the services to use another service, it also allows an im-
plementer to switch out any service as long as they maintain the API. These are
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the same APIs that are available to cloud users. In its current version, OpenStack
supports both Xen and KVM hypervisors and also supports Amazon S3.
AWS Elastic Beanstalk
AWS Elastic Beanstalk [vVPvWD11] is a PaaS that is easy for cloud users to quickly
deploy and manage applications in the AWS cloud. By uploading an web application,
AWS Elastic Beanstalk automatically handles the deployment details of capacity
provisioning, load balancing, auto-scaling, and application health monitoring. At
the same time, cloud users retain full control over the AWS resources powering their
application and can access the underlying resources at any time. In its current
version, it supports Amazon S3 and five development stacks, such as Java, PHP,
Python, Ruby and .Net.
Even though AWS Elastic Beanstalk provides auto-scaling for applications and it
is a PaaS, it is still not an application-based infrastructure. This is because it
only allows one application to be hosted in one VM and there is no multi-tenancy
at the application level. This would be a reasonable approach if an application
has a workload high enough to keep at least one VM sufficiently utilised. But in
many cases, provisioning an entire VM for one single application may introduce
unnecessary overhead and cost due to under-utilisation of VM resources.
2.3.2 Notable Application-based Infrastructure providers
Applications are hosted in an application-based infrastructure that provides multi-
tenancy for application providers. The following are notable application-based in-
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frastructure providers, such as Google App Engine, Microsoft Windows Azure and
OpenShift.
Google App Engine
Google App Engine [Zah09] is a platform for traditional web applications in Google-
managed data centres. Currently, the supported programming languages are Python
and Java. Web frameworks that run on the Google App Engine include Django,
CherryPy, Pylons, and web2py, as well as a custom Google-written web application
framework similar to JSP or ASP.NET. Google handles deploying code to a cluster,
monitoring, failover, and launching application instances as necessary. Current APIs
support features such as storing and retrieving data from a BigTable [CDG+08], non-
relational database, making HTTP requests and caching. Developers have read only
access to the file system on App Engine. Google App Engine uses a principle called
defense in depth to secure the App Engine, and is not relying exclusively on a secure
interpreter, or any other single security layer, to protect their users. However, its
detail is not divulged.
Microsoft Windows Azure
Microsofts Windows Azure platform [Li09] consists of three components, each of
them provides a specific set of services to cloud users. Windows Azure provides a
Windows-based environment for running applications and storing data on servers in
data centres, SQL Azure provides data services in the cloud based on SQL Server
and .NET Services offer distributed infrastructure services to cloud-based and local
applications.
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Windows Azure platform can be used both by applications running in the cloud and
by applications running on local systems. Windows Azure also supports applications
built on the .NET Framework and other ordinary languages supported in Windows
systems, like C#, Visual Basic, C++, and others. Windows Azure supports general-
purpose programs, rather than a single class of computing. Developers can create
web applications using technologies such as ASP.NET and Windows Communication
Foundation (WCF), applications that run as independent background processes, or
applications that combine the two.
Windows Azure allows storing data in blobs, tables, and queues, all accessed in
a RESTful style via HTTP or HTTPS. SQL Azure components are SQL Azure
Database and Huron Data Sync. SQL Azure Database is built on Microsoft SQL
Server, providing a database management system (DBMS) in the cloud. The data
can be accessed using .NET and other Windows data access interfaces. Cloud users
can also use on-premises software to work with this cloud-based information. Huron
Data Sync synchronizes relational data across various on-premises DBMSs. The
.NET Services facilitate the creation of distributed applications.
All of the physical resources, VMs and applications in the data centre are monitored
by software called the fabric controller. With each application, the users upload a
configuration file that provides an XML-based description of what the application
needs. Based on this file, the fabric controller decides where new applications should
run, choosing physical servers to optimise hardware utilisation.
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OpenShift
OpenShift [McG12] enables application providers to create, deploy and manage ap-
plications within the cloud. It provides disk space, CPU resources, memory, network
connectivity, and an Apache or JBoss server. Depending on the type of application
being deployed, a template file system layout is provided (for example, Java, PHP,
Python, and Ruby). It also manages a limited DNS for the application.
OpenShift provides two basic functional units of the platform are the Broker, which
provides the interface and Cartridges, which provide application frameworks as
shown in Figure 2.6.
Broker
Broker is the single point of contact for all application management activities.
It is responsible for managing user logins, DNS, application state, and general
orchestration of the application. Cloud users don’t contact the broker directly;
instead they use the Web console, CLI tools, or JBoss tools to interact with
Broker over a REST based API.
Cartridges
Cartridges provide the actual functionality necessary to run the user appli-
cation. OpenShift currently has many language cartridges to support JBoss,
PHP, Ruby, etc., as well as many DB cartridges such as PostgreSQL, MySQL,
MongoDB, etc.
The system resources and security containers provided by the platform are gears
and nodes as shown in Figure 2.7.
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Figure 2.6: Platform overview
Gear
Gears provide a resource-constrained container to run one or more cartridges.
They limit the amount of RAM and disk space available to a cartridge.
Node
In order to share resources, multiple gears run on a single physical or virtual
machine and refer it as a node. Gears are generally over-allocated on nodes
since not all applications are active at the same time.
Figure 2.7: Gears and nodes
Two types of application can be created, non-scaled and scaled application. If a
non-scaled application is created, the web cartridge occupies only a single gear and
all traffic is sent to that gear. When a scaled application is created, it consumes
two gears; one for the high-availability proxy (HAProxy [Tar06]) itself, and one for
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the actual application. If other cartridges like MongoDB [CD10] or MySQL [RT04]
is added to the application, they are installed on their own dedicated gears. Note
that each cartridge is ”shared-nothing”, i.e. multi-tenancy at application level.
The HAProxy cartridge sits between an application and the public internet and
routes web traffic to the web cartridges. When traffic increases, HAProxy notifies
the OpenShift servers that it needs additional capacity. OpenShift checks that if a
cloud user has a free gear and then creates another copy of the web cartridge on
that new gear. The code in the git repository is copied to each new gear, but the
data directory begins empty. When the new cartridge copy starts it will invoke build
hooks and then the HAProxy will begin routing web requests to it. If the cloud user
pushes a code change to the web application all of the running gears will get that
update.
The algorithm for scaling up and scaling down is based on the number of concur-
rent requests to an application. OpenShift allocates 10 connections per gear - if
HAProxy sees that the application has the capacity of 90%, it adds another gear. If
the application demand falls to 50% of the capacity for several minutes, HAProxy
removes that gear.
2.4 Cloud Resource Management Mechanisms
Cloud resource management mechanisms are one of the most challenging and im-
portant topics in cloud computing. An efficient cloud resource management mech-
anism not only helps cloud providers to increase profit and achieve greater cloud
resource utilisation, but also helps cloud users to have reliable and pleasant cloud
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computing experiences. However, the research on cloud computing is still at an early
stage. Many existing issues have not been fully addressed, while new challenges keep
emerging from industry applications. In this section, we summarise some key cloud
resource management mechanisms and their related work.
2.4.1 Automatic Resource Provisioning
One of the key characteristics of cloud computing is the capability of acquiring and
releasing resources on-demand. This characteristic eliminates the requirement for
application providers to plan ahead for provisioning, and allows their applications to
start from the small and increase resources only when there is a rise in application
demand.
The objective of an application provider in this case is to allocate and de-allocate
resources from the cloud to satisfy its service level agreements (SLAs), while min-
imising its operating cost. However, it is not obvious how an application provider
can achieve this objective. In particular, it is not easy to determine how to map
SLAs such as QoS requirements to low-level resource requirement such as CPU and
memory requirements. Furthermore, to achieve high agility and respond to rapid
demand fluctuations, the resource provisioning decisions must be made online.
Automated resource provisioning is not a new problem. Dynamic resource provi-
sioning for Internet applications has been studied extensively in the past [USCG05]
[ZCS07]. In [BVHC+11], Bacigalupo et al. model an application by a three-tier
queuing model, namely application, database and storage disk tiers. Each tier is
solved to analyse the servers mean response time and throughput. A scaling algo-
rithm is then proposed using these analysis results. Similar to [USC+08] [USCG05],
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researchers in [BZTW10] break down an applications end-to-end response time by
tier. They then calculate the number of servers to be allocated to each tier in order
to meet the response time target. In addition, a method is presented to support the
scaling up of a two-tier web application by actively profiling the VMs CPU usage.
These approaches typically involve:
1. Constructing an application performance model that predicts the number of
application instances required to handle demand at each particular level, in
order to satisfy QoS requirements.
2. Periodically predicting future demand and determining resource requirements
by using the performance model.
3. Automatically allocating resources using the predicted resource requirements.
Application performance model can be constructed using various techniques,
including Queuing theory [GH98], Control theory [LM67], etc.
Additionally, there is a distinction between proactive and reactive resource control
models.
Proactive resource control model
The proactive resource control model uses predicted demand to periodically
allocate resources before they are needed.
Reactive resource control model
The reactive resource control reacts to immediate demand fluctuations before
periodic demand prediction is available.
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Both approaches are important and necessary for effective resource control in dy-
namic operating environments.
2.4.2 Cloud Reconfiguration Algorithms
Cloud reconfiguration algorithms are based on VM re-allocation techniques for con-
structing a suitable reconfiguration plan in order to achieve greater resource utili-
sation in the cloud environment. This helps medium and small sized infrastructure
providers to maximise their profits.
Existing cloud reconfiguration algorithms [HLM+09] [HZZ+11] [FRM11] aim to solve
the problem of low PM resource utilisation to allow more VMs to be allocated in
the cloud environment. Lopes et.al [LBM10] proposes a model that can be used for
evaluating the gains that can be achieved with the planning of the infrastructure
capacity in a number of scenarios. Sandpiper [WSVY07] is a reconfiguration engine,
based on an FFD heuristic, to relocate VMs from overloaded to under-utilised nodes.
When a migration between two nodes is not directly feasible, the system identifies a
set of VMs to swap in order to free a sufficient amount of resources on the destination
node. Then the sequence of migrations is executed. This approach is able to solve
simple replacement issues but requires some space for temporarily hosting VMs on
either the source or the destination node.
In general, the cloud reconfiguration algorithms comprise of two stages: Target
Mapping Generation (TMG) and Migration Plan (MP).
Target Mapping Generation
The cloud reconfiguration algorithms firstly compute a VM-to-PM target map-
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ping which guarantees better resource utilisation than the existing VM-to-PM
mapping. Note that a VM-to-PM mapping is the arrangement of VMs to its
hosting PM.
Migration Plan
The cloud reconfiguration algorithms construct a migration plan from the ex-
isting mapping to the target mapping with the minimum migration costs.
However, existing algorithms take all PMs in the cloud environments into consid-
eration for VM re-allocation that results in high migration costs. As the number
of PMs increases in the cloud environment, more VMs that have been allocated to
the PMs need to be considered for VM re-allocation. This causes an increase in the
total migration costs in MP.
2.4.3 Virtual Machine Migration
Virtualisation can provide significant benefits in cloud computing by enabling virtual
machine migration to balance load across data centres. In addition, virtual machine
migration enables robust and highly responsive provisioning in the data centres.
There are two major benefits of VM migration: avoid hotspots and improve resource
utilisation.
Avoid Hotspots
Migrations helps avoiding hotspots so as to improve the overload performance
of the cloud environement, however, it is not straightforward. For example,
Wood et.al [WSVY07] presents a system that automates the task of monitor-
ing and detecting hotspots, determining a new mapping of physical to virtual
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resources and initiating the necessary migrations. However, detecting work-
load hotspots and initiating a migration lacks the agility to respond to sudden
workload changes.
Improve Resource Utilisation
Migrations also help improving resource utilisation by using the cloud con-
figuration algorithms. However, being able to determine the re-allocation of
VMs is still an open question. In academia, researchers have been attempt-
ing using VM migration approaches to optimise cloud resource. Voorslurys
et.al [VBVB09] evaluate the effects of live migration of VMs on the perfor-
mance of applications running inside Xen VMs. Grit et.al [GIYC06] explores
architectural and algorithmic issues for resource management policy, such as
they investigate the number of migrations required when the broker and a
site scheduler use conflicting policies, and also show how migration is a useful
mechanism to resolve conflicts between the separate provisioning and place-
ment policies. Zhao and Figueiredo [ZF07] provide a model that can char-
acterize the VM migration process and predict its performance, based on a
comprehensive experimental analysis.
The following describes two types of migration techniques, live and static migrations,
which are based on the shared storage VM-based infrastructure.
Live Migration
One of the most prominent features of the virtualisation systems is that they
support Live Migration [CFH+05] which allows for the transfer of a VM from
one physical machine (PM) to another, with little or no downtime of the ser-
vices hosted by the VM. It transfers the working state and memory of a VM
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Properties Live Migration Static Migration
Transfer speed at the same
platform
Few seconds or minutes Negligible
Migration across platforms No Yes, but takes long time
Length of downtime Minimum 60ms in Xen
[CFH+05]
Depending on starting
time of the VM OS (nor-
mally a few minutes)
Table 2.2: Comparisons between Live and Static Migration
across the network, while they are running. The live migration involves ex-
tremely short downtimes ranging from tens of milliseconds to a second. The
benefit of this type is that there is no intervention of VM operation during
the deployment of cloud reconfiguration algorithm. Cloud users would not
even notice that their VMs are being moving around. Live VM migration still
generates network traffics depending on the VM’s memory occupation. The
VM live migration has been already a built-in feature for both Xen [BDF+03]
and KVM [KKL+07]. VMware has also added Live Migration, called VMo-
tion [Ser]. Other architectures including Microsofts Hyper V [KVV09] and
Advanced Micro Devices AMD-V [Mar94] also support this feature.
Static Migration
Static migration is another approach for VM migration, which means that a
VM is shutdown and a configuration file is sent from a source server to a target
server. Using the same configuration file can start the same VM on the target
server.
It is important to identify the advantages and disadvantages for both types of mi-
grations in order to determine the best migration method for resource management.
The comparisons between them are shown in Table 2.2.
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Due to the underlying shared storage system infrastructure, the transfer speed is sig-
nificantly improved for both migrations. The transfer speed of the static migration
is an advantage when comparing that of the live migration. This is because time
taken for the static migration is negligible. It only needs to transfer a tiny config-
uration file (normally 1 to 2 kb) across the network, while the live migration takes
a few seconds or minutes depending on size of memory and network bandwidth.
Transferring the memory would cause an increase in network traffics.
In terms of cross-platform migration, the static migration performs significantly
better. It makes VM migration between different types of hypervisors relatively
easy as the live migration between two different types of hypervisors cannot be
easily implemented.
In terms of migration downtime, the live migration is robust and allows VM oper-
ation during migration with an extremely short downtime (minimum 60ms in Xen
[CFH+05]). However, high frequency VM migration is not recommended as some
unexpected and inevitable problems may occur during migrations, such as network
failure, server failure etc. The downtime of static migration depends on the starting
time of the VM OS this is due to the fact that the configuration file of the VM
must have been rewritten and the VM requires the reboot for reconfiguring all VM
settings. Note that rebooting normally takes a few minutes on average.
Based on the comparisons, if resource re-allocation involves multiple migration op-
erations, using just the live migration is not a good approach as it causes huge
network traffics. Therefore, we believe that the static migration is the most efficient
and reliable way for resource re-allocation. The live migration can only be deployed
when no static migration can be executed within the same platform.
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2.4.4 Server Consolidation
Server consolidation is an effective approach to maximise resource utilisation while
minimising energy consumption in a cloud computing environment and it is also a
method to achieve better resource utilisation in the cloud environment. VM mi-
gration is often used to consolidate VMs residing on multiple under-utilised servers
onto a single server, so that the remaining servers can be set to an energy-saving
state.
The problem of optimally consolidating servers in a data centre is often formulated
as a variant of the multi-dimensional bin packing problem [CK99][KK03] which has
been mostly studied by means of simulations in several works [HLM+09] [KKS+06]
[HGG11b]. It is well known that finding optimal solutions to MDBP is NP-hard. The
static re-allocation approach [SBK+05] is a simple heuristic for the MDBP problem
and applies it to minimise the number of PMs required to host a given web traffic.
A resource management algorithm for grids [HGGG12b] attempts to minimise the
number of migrations of VMs while minimising the number of PMs used. Hermenier
et. al [HLM+09] model the MDBP problem as a Constraint Satisfaction Problem
(CSP) which can determine a globally optimal solution but it is computationally
expensive. Therefore, they impose a time limit for the computation that could lead
to the output being not as good as heuristic approaches. In the [GCF+10], the
characteristics of application are formed in multiple dimensions in the space. Thus,
the Euclidean distance between the applications in the space could describe the sim-
ilarity among these applications. The advantage of this kind of approaches is that
the prediction result could be highly accurate. But the accuracy usually relies on
the abundant historical data and the computational complexity would be relatively
higher than other approaches. These approaches, however, have focused on how
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to calculate a new configuration, and have neglected the migration overhead. An
algorithm [NSSJ09] is proposed to pack VMs according to their CPU needs while
minimising the number of migrations. They have formulated the problem of dy-
namic placement of applications in virtualised heterogeneous systems as continuous
optimisation: at each time frame the placement of VMs is optimised to minimise
power consumption and maximise performance. The authors have applied a First-
Fit Decreasing (FFD) heuristic for MDBP problem with variable bin sizes and costs
and have introduced the notion of cost of VM live migration, but the information
about the cost calculation is not provided. It is important to note that the problem
of minimising migration costs during re-allocation is still an open research problem.
Hu et al. [HWIL09] proposed a heuristic algorithm that determines the server allo-
cation strategy and job scheduling discipline which results in the minimum number
of servers. They also presented an algorithm for determining the minimum number
of required servers, based on the expected arrival rate, service rate, and SLA. Some
interesting approaches have been conducted using genetic algorithm [HGG11b] and
Ant Colony Optimisation [Mor11].
Due to the NP-hard nature of the problem and the need to compute the solutions
in a reasonable amount of time, approximation approaches have been developed to
provide good results. Polynomial time approximate solutions (PTAS) [CK99] is pro-
posed to solve the problem with a low approximation ratio. Kimbrel et al. [KKS+06]
proposes an algorithm for a restricted job allocation problem with minimum migra-
tion constraints, but their approach does not allow for multiple jobs being assigned
to a single machine. It is important to note that most existing approaches used still
ignore the multi-dimensional characteristics of VMs and PMs [SS10].
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2.5 Conclusion
More and more business start using cloud computing to provide applications for
public use due to the advantages of cloud computing, for example, reduced upfront
infrastructure cost, guaranteed expected performance, high availability and scala-
bility, tremendous fault tolerance capability and so on. The rise of cloud computing
is rapidly changing the landscape of information technology, and ultimately turn-
ing utility computing into a reality as it is based on pay-as-you-go pricing model.
However, despite the significant benefits offered by cloud computing, the current
technologies still are not matured enough to realise its full potential. Therefore, we
believe there is still tremendous opportunity for researchers to make ground-breaking
contributions in this field, and bring significant impact to their development in the
industry.
Chapter 3
Improving Resource Utilisation in
the VM-based Infrastructure
3.1 Introduction
A VM-based Infrastructure provider is usually assumed to own a large data cen-
tre with significant computational resources. For example, many large VM-based
infrastructure providers such as Amazon EC2 [Wal08], GoGrid [Hos10] have made
great success, which encourage more traditional data centres to get involved into
this business. However, unlike those giant providers, small and medium sized VM-
based infrastructure providers still find difficulties in answering some of the critical
questions for their cloud resource management mechanisms. They, in particular, nor-
mally have limited resources and are short of proper knowledge for better resource
scheduling in order to reduce their operating costs that is crucial to their business
success. Therefore, properly scheduling cloud resource definitely helps small and
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medium sized VM-based infrastructure providers to make great success.
Resource scheduling has been widely studied and adopted in the VM-based infras-
tructure. However, static resource scheduling results in inefficient resource utilisa-
tion in the VM-based infrastructure. For example, VM placement is a static resource
scheduling approach that allocates newly created VMs to physical machines (PMs)
in the VM-based infrastructure normally lead to PM resources not efficiently utilised.
This is because there are always some resources left in the PMs, such as CPU and
memory resources, etc. The remaining resources normally do not meet VM resource
requirements from the cloud users. In the other words, we consider the remain-
ing resources as non-utilisable resources. Therefore, cloud reconfiguration algorithm
is one of the dynamic resource scheduling approaches that has been developed to
address this problem and try to increase the amount of utilisable resource in the
VM-based infrastructure. However, the cloud reconfiguration algorithm normally
results in high migration costs due to ignoring the multi-dimensional characteristics
of VMs and PMs.
In this chapter, we firstly describe two types of cloud resource scheduling approaches
and discuss their advantages and disadvantages. We then present and evaluate a
new cloud reconfiguration algorithm for improving resource utilisation for the VM-
based infrastructure by considering the multi-dimensional characteristics of logical
machines. By using a multivariate probabilistic model, the algorithm selects a sub-
set of PMs for VM re-allocation that are then used to generate a reconfiguration
plan. We then present two heuristics metrics that exhibit the multi-dimensional
characteristics of VMs and PMs. By combining these two heuristics metrics in our
experiments, we observed that our approach improves the utilisable resource level
by around 8% for providers, such as IC Cloud, which accept user-defined VM con-
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figurations and 14% for providers, such as Amazon EC2, which only provide limited
types of VM configurations.
3.2 Cloud Resource Scheduling Approaches
In order to drive the VM-based infrastructure providers to success, cloud resource
scheduling is one of the most important and essential VM cloud resource manage-
ment mechanisms that must be handled accurately and effectively. For example, it
allocates a newly created VM to one of the PMs in the data centre, migrates VMs
from one PM to another in order to avoid hotspot or improve resource utilisation
in the VM-based infrastructure. In general, there are two types of cloud resource
scheduling approaches: static resource scheduling approach and dynamic resource
scheduling approach.
Static Resource Scheduling Approach
The static resource scheduling approach is an approach that allocates cloud
resources without resource re-allocation. For example, VM placement that al-
locates a newly created VM to one of the PMs in the VM-based infrastructure,
this operation does not involve any VM re-allocation once a VM is allocated.
Dynamic Resource Scheduling Approach
The dynamic resource scheduling approach is an approach that re-allocate
cloud resources according to the current cloud resource utilisation. For ex-
ample, VM migration is used to avoid hotspot or improve resource utilisation
in the VM-based infrastructure by re-allocating VMs to other PMs. Server
consolidation is a way to reduce energy consumption in data centres in order
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to achieve the goal of green computing. This approach re-allocates all VMs in
a PM to other PMs so as to safely shut down the PM.
3.2.1 Static Resource Scheduling Approach
As we mention earlier, VM placement is a static resource scheduling approach that
allocates a newly VM to PMs in the VM-based infrastructure using a resource
scheduler without VM re-allocation. For example, the resource utilisation of PMs in
the VM-based infrastructure is determined at cloud user request submission time.
When a request of VM placement is accepted, the resource scheduler monitors the
current resource utilisation in PMs and determines the best location for a newly
created VM to be allocated among those PMs as shown in Figure 3.1. Once the
newly created VM was allocated, it would not be re-allocated.
However, the static resource scheduling approach has the following drawbacks:
Figure 3.1: A typical example of VM placement
• The static resource scheduling approach tends to produce more remaining re-
sources in PMs as VM resource requirements of cloud users are unpredictable,
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and the remaining resources in some of the PMs could not meet normal VM
resource requirements from cloud users. This leads to new VMs could not be
allocated to some of the PMs. Therefore, the resources in some PMs become
non-utilisable. For example as shown in Figure 3.1, there are two PMs with
8 GB memory respectively and hosting a few number of VMs. We can easily
see that there are some remaining resources (1 GB memory) in PM 1. The
remaining resource of PM 1 could not be used for hosting a new incoming VM
with 2 GB memories, as the VM requires more memory resource (i.e. 1 GB
more) so as to be allocated to the remaining resource in PM 1. Therefore, the
new VM will be allocated to PM 2 where there is enough memory to meet the
VM resource requirement. The remaining resources in PM 1, however, unlikely
to meet VM resource requirements of cloud users. It will then be considered
as wasted resource, or non-utilisable resource.
Figure 3.2: A typical example of memory balloon
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• Memory balloon and CPU virtualisation are widely supported features of vir-
tualisation technology. Memory balloon is a virtual memory management
technique used to free unused memory. Having multiple VMs on a single PM
requires virtual memory management techniques to control resource sharing
and to prevent shortage. The use of CPU virtualisation is to allow two separate
computers running on a single PM.
These virtualisation technologies enable cloud users to configure their resource
requirements, such as VM memory size [SCG+01] and CPU number, at opera-
tion time, which makes the resource scheduler work less efficient. For instance
as shown in Figure 3.2, at a request time, a cloud user submits a VM resource
requirement with 2 GB memory to a PM with 7 GB memory but he then
changes the memory size to 4 GB later. If many users on a same PM are try-
ing to execute the same operation, some of their requests may fail due to the
unavailability of the resources in the PM, in this example, another VM also
requires 4 GB memories, but the request will be failed due to unavailability of
physical resources in the PM.
These two reasons make the static resource scheduling approach unfit, and instead,
requiring dynamic re-allocation. Therefore, a dynamic VM re-allocation on the PMs
is required for improving utilisable resource in the VM-based infrastructure. This is
referred as the dynamic resource scheduling approach.
3.2.2 Dynamic Resource Scheduling Approach
Due to the nature of elasticity of cloud resource provision, only applying the static
resource scheduling approach cannot optimally improve the resource utilisation in
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the VM-based infrastructure. Some VM-based infrastructure providers are tackling
this problem using resource reservation approach [SMLF09]. They require cloud
users to setup a lower and an upper bound of the requested resource in the SLA in
order to manage cloud resource scheduling properly. For example, a cloud user can
set its minimum memory size to be 1 GB and the maximum memory size to be 4
GB. However, in the worst scenario case, i.e. in a limited resource environment, this
would cause a huge amount of resource being wasted. This is because the cloud user
may scale the resources down to the lower bound (i.e. 1 GB memory) for saving
cost during the operation time. Even though the unused resources were released,
the VM-based infrastructure provider could not re-allocate the resource to other
cloud users as the released resource are reserved so as to guarantee the cloud user
may require some extra resources up to the upper bound (i.e. 4 GB memory) of the
resource stated in the SLA in the future. This is a common problem for those small
and medium sized VM-based infrastructure providers as they have limited cloud
resource.
We can clearly see that, in order to efficiently utilise the PM resources without affect-
ing cloud users’ normal operations, runtime resource re-allocation is required. We
call this runtime resource re-allocation as the dynamic resource scheduling approach.
There are two cases that occur in a VM-based infrastructure provider’s day-to-day
operation where resource re-allocation needs to be carried out:
Use Case 1
We assume the VM-based infrastructure provider only has two PMs (PM 1
and PM 2) and each has 20 GB memory, running five VMs in total as shown
in Figure 3.3. PM 1 hosts 4 VMs (from VM 1 to VM 4), each with 2 GB
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memories. VM 5 with 12 GB memories is running on PM 2. If a cloud user
submits a request for 16 GB memories, there is no sufficient memory for it on
either PMs and therefore resource re-allocation needs to be executed.
Figure 3.3: Resource Re-allocation for Two PMs
Use Case 2
Multiple VMs are located on the same PM trying to extend their resources
to larger scales. As a result, the sum of the requested resources exceeds the
capacity of the underlying PM. Resource, therefore, needs to be re-allocated.
For example, we assume that there are just two PMs with 6 GB respectively
in a data centre as shown in Figure 3.4. They both have memory capacity of 6
GB. Two VMs on PM 1 occupy 2 GB memory and three VMs on PM 2 occupy
4 GB memory. VM 1 and VM 2 on PM 2 are both required to scale up their
memory to 3 GB. However, scaling up the memory for both VM 1 and VM 2
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at the same time will cause the occupied memory reaching 7 GB that exceeds
the 6 GB memory capacities on the PM 2. The only possible solution is to
move either VM 1 or VM 2 to the PM 1 where there is enough free memory
space (4 GB) for either VM 1 or VM 2 to scale up its memory.
Figure 3.4: Resource Re-allocation for VM adjustment
Both use cases require VMs to be moved around in order to improve the utilisable
resource in the VM-based environment. Fortunately VM migration provides us a
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good foundation for such a dynamic resource management mechanism, i.e. static and
live migrations, where static migration is a migration that requires a VM shutdown
before VM re-allocation, whilst live migration is a migration that enables on-the-fly
VM re-allocation.
3.3 Multi-dimensional Characteristics
Dynamic resource provisioning has been widely accepted and adopted in cloud com-
puting environments in the VM-based infrastructure. As we mention earlier, static
resource scheduling leads to non-utilisable resources in PMs. Even though some
existing cloud reconfiguration algorithms have been developed to address this prob-
lem and try to improve resource utilisation in the VM-based infrastructure, they
normally result in high migration costs and low resource utilisation in the cloud en-
vironment due to ignoring the multi-dimensional characteristics of VMs and PMs.
3.3.1 VM Configuration
In generally, a VM configuration is defined by cloud users who specify their required
amount of resources, i.e. VM resource requirements, such as number of CPUs and
memory sizes, etc.
Nowadays, there are two ways to define VM configurations offered by different VM-
based infrastructure providers. The VM configuration offerings can be classified as
provider-defined configuration and user-defined configuration respectively.
Provider-defined configuration
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For the provider-defined configuration, VM-based infrastructure providers,
such as Amazon EC2[SMLF09], GoGrid[Hos10], predefine limited number of
types of VM configurations for cloud users. For example, Amazon EC2 offers
10 types of VM configurations for cloud users to choose.
User-defined configuration
For the user-defined configuration, VM-based infrastructure providers, such as
IC Cloud [GGT10], allow their cloud users to define VM configurations that
meet their needs.
After a VM configuration is decided by a cloud user, it will be sent to a VM-based
infrastructure provider for approval. If the requested resources are available in
the VM-based infrastructure, the request will be accepted and then the VM-based
infrastructure provider will create and allocate the requested VM to a suitable PM.
We refer this as VM placement. This strategy ensures that all VMs in the VM-based
infrastructure do not compete with each other in the same PM in a way that they
have sufficient CPU and memory resources available as requested by cloud users.
3.3.2 Vector Representation
In a data centre, there are a set ofm number of PMs, PM = {PM0, ..., PMi, ..., PMm−1}
with m = |PM |, each of which hosts n number of VMs, PMi = {VM0, ..., V Mm}.
In addition, there are d types of resources in a PM, for instance, CPU cycles, CPU
cores, RAM size, network bandwidth and disk size, etc.
A VM-to-PM mapping is a mapping between VMs and their hosting PMs, i.e. the
allocation of VMs to its hosting PM. In order to achieve better resource utilisation
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in the VM-based infrastructure, a good VM-to-PM mapping is essential. The prob-
lem of creating a good VM-to-PM mapping is an instance of the MDBP problem
[CK99][KK03], in which the PMs represent the bins and VM the items to be packed.
However, it is well known that finding optimal solutions to MDBP problem is NP-
hard. Hermenier et. al. [HLM+09] model the MDBP problem as a Constraint
Satisfaction Problem (CSP) which can determine a globally optimal solution but
it is computationally expensive. Therefore, they impose a time limit for the com-
putation that could lead to the output being not as good as heuristic approaches.
Therefore, various heuristic approaches have been developed to provide good results
in a reasonable amount of time. Polynomial time approximate solutions (PTAS)
[CK99] is proposed to solve the problem with a low approximation ratio. The static
re-allocation approach [SBK+05] is a simple heuristic for the MDBP problem and ap-
plies it to minimise the number of PMs required to host a given web traffic. Nathuji
et. al. have applied a First-Fit Decreasing (FFD) heuristic for MDBP problem with
variable bin sizes and costs and have introduced the notion of cost of VM live migra-
tion, but the information about the cost calculation is not provided. It is important
to note that the problem of minimising migration costs during re-allocation is still
an open research problem.
Representing the quantities of various resources as vectors is a traditional approach
for VM resource management [MS11] [KBKK06]. As each VM is actually a combi-
nation of different types of resources, it can be represented as a d-dimensional vector
where each dimension represents a single type of the required resources requested
by cloud users. Once a VM resource requirement of a cloud user is accepted, a VM
is generated with the user-defined resource requirement, we call this as VM config-
uration that can be represented as a capacity vector, ~R, which are identified with
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d number of dimensions which are scalar components. It is the vector addition of
normalised capacity vectors of each resource type to the total capacity of its hosting
PM. i.e. ~R = ~R1 + ~R2 + ...+ ~Rd. For example, we only consider two resource types
for a VM, i.e. CPU and memory resources. ~RCPU represents the CPU of a VM and
~Rmemory is the memory of the VM. The vector addition of both resources type is
~R = ~RCPU + ~Rmemory.
Each PM, has a fixed total capacity vector ~C in d-dimensional space. Without loss
of generality we assume that the values of ~C for all PMs have been normalised to
1. The resource utilisation vector ~L of PM is the vector additions of all capacities
vectors of VMs that reside on PM , i.e. ~L =
∑
i∈VMs ~R
i where VMs are a set of
VMs are hosted in PM .
For simplicity, we consider three major resource types, i.e. CPU, memory and I/O
as shown in Figure 3.5. (Note: we use the term, CPU, to represents virtual CPU
throughout the context). All resources have been normalised and all the resource
related information are expressed as vectors. The total capacity ~C of a PM is
expressed as a vector from the origin of (0, 0, 0) to point (1, 1, 1). Resource utilisation
vector ~L represents the current resource utilisation of a PM. The vector difference
between the capacity vector ~C and the resource utilisation vector ~L represents the
remaining capacity vector ~F , which essentially captures how much capacity is left
in the PM which could be used to allocate to an incoming VM.
For example, a VM configuration in a PM or a PM configuration usually consists of
CPU number and memory size. Suppose that the capacity vector of a PM is (6, 6)
representing 6 CPUs and 6 GB memory, it hosts two VMs, one with the capacity
vector (2, 2), another with capacity vector (3, 3), the utilisation vector ~L of the PM
is the addition of two VM capacity vectors, i.e. (2, 2) + (3, 3) = (5, 5). Its remaining
86 Chapter 3. Improving Resource Utilisation in the VM-based Infrastructure
Figure 3.5: Vector representation of a PM
capacity vector is therefore (6, 6)− (5, 5) = (1, 1).
Since vectors in PMs and VMs are multi-dimensions, they must exhibit some multi-
dimensional characteristics. There have been similar related works considering
multi-dimensional characteristics. For example, Ganapathi et al. [GCF+10] use
the Euclidean distance between the applications in the space could describe the
similarity among these applications. The advantage of this kind of approaches is
that the prediction result could be highly accurate. But the accuracy usually relies
on the abundant historical data and the computational complexity would be rela-
tively higher. In the following two sections, we describes two types of heuristics that
exhibit multi-dimensional characteristics, imbalance and volume, which are defined
as heuristic metrics used for cloud reconfiguration algorithms.
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3.3.3 Imbalance Heuristics
Imbalance heuristics is a measure that indicates the degree of imbalance of resource
utilisation of a PM. We define the imbalance vector ~I of a PM as the vector difference
between ~L’s projection on ~C and ~L. ~I preserves directionality as well as the degree
of imbalance. If ~L of a PM exactly aligns with ~C, then we say that the PM is well
utilised in a balanced manner along each resource axis. Note that the imbalance of
a VMi with respect to its hosting PM is defined in a similar manner, i.e. as the
vector difference between ~RVMi ’s projection on ~C and ~RVMi .
Assume that a resource utilisation vector ~L is represented by c~i + m~j + o~k, where
c, m and o are the normalised values of CPU, memory and I/O respectively. ~C is
represented by ~i+~j + ~k, where ~i, ~j and ~k are the unit vectors along CPU, memory
and I/O respectively. Therefore, the projection vector [MS11] of the unit vector, ~P ,
along the ~C is given in Equation 3.1.
~P = (
1√
3
× c+ 1√
3
×m+ 1√
3
× o)( 1√
3
~i+
1√
3
~j +
1√
3
~k) (3.1)
The term on the right hand side of Equation 3.1 is the unit vector along ~C and the
term on the left hand side is the magnitude of projection of ~L on ~C which can be
simplified as shown in Equation 3.2
~P = (
c+m+ o
3
)~i+ (
c+m+ o
3
)~j + (
c+m+ o
3
)~k (3.2)
The ~I is given by the vector difference between ~L and the projection vector, e.g.
~I = ~L− ~P , as shown in Equation 3.3.
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~I = (c− c+m+ o
3
)~i+ (m− c+m+ o
3
)~j + (o− c+m+ o
3
)~k (3.3)
The magnitude |~I| of ~I which measure the degree of imbalance of a PM is calculated
as shown in Equation 3.4.
|~I| = 2
√
(c− c+m+ o
3
)2 + (m− c+m+ o
3
)2 + (o− c+m+ o
3
)2 (3.4)
We can generalise Equation 3.4 into multi-dimensions d as shown in Equation 3.5.
|~I| = d
√√√√∑
i∈dim
(~Li −
∑
δ∈dim ~Lδ
d
)d (3.5)
where ~Li is the resource utilisation vector of the dimension i of a PM and dim
represents a set of d different number of resource types.
The average magnitude of imbalance of among m PMs in the VM-based infrastruc-
ture is
∑m
i=1 |~Ii|
m
.
For example, given a VM called VM A with a capacity vector (2, 4) (i.e. 2 CPUs
and 4 GB memory) and its hosting PM has a capacity vector (6, 6) (i.e. 6 CPUs
and 6 GB memory). Suppose there is only VM A hosted in the PM, we can easily
calculate the imbalance of the PM by using Equation 3.3. Therefore, the imbalance
of the PM is (−1/6, 1/6) and the magnitude of the imbalance of the PM is 0.236.
The magnitude of the imbalance indicates the degree of imbalance of the PM is
small.
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3.3.4 Volume Heuristics
In this section, we introduce a scalar metric called volume heuristics. The volume
heuristic is used to measure the ratio of a VM with respects to its hosing PM. In the
other word, the volume of a VM with respects to its hosting PM is used to measure
the average of all resources occupied by a d-dimensional VM with respects to its
hosting PM. Suppose that we have a VM with capacity vector ~R hosting in a PM
with capacity vector ~T , we define the volume of a VM with respect to its hosting
PM, V , as a sum of every single resource |~Ri| with respects to its corresponding
resource |~Ti|, where i ∈ d, divided by the number of dimensions of the VM, d, as
shown in Equation 3.6.
V =
∑
i∈dim(|~Ri|/|~Ti|)
d
(3.6)
where dim represents a set of d different number of resource types.
Suppose that a VM has a VM configuration of 2 CPU and 2 GB memory which
can be represented as a capacity vector (2, 2) and its hosting PM has 6 CPU and 6
Gb memory which can be represented as a capacity vector (6, 6), the volume of the
VM with respect to its hosting PM is (2/6 + 2/6)/2 = 1/3. The volume of the VM
represents the VM occupies one third of the total resource in its hosting PM.
The volume of a VM can also be calculated with respects to the total resource in
its VM-based infrastructure. For example, a VM with a capacity vector (2, 2), the
capacity vector of its hosting environment is (10, 10), the volume of the VM with
respects to its hosting cloud environment is (2/10 + 2/10)/2 = 1/5.
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3.3.5 Multivariate Normal Distribution of VM Configura-
tions
If a VM-based infrastructure provider provides user-defined configurations to cloud
users, as number of different VM configurations increases, i.e. more and more cloud
users submit their VM configurations to the VM-based infrastructure providers; it
is reasonable to assume that the VM configurations are in a normal distribution.
Due to the nature of multiple resources in a VM configuration, it is necessary to
consider that VM configurations form a multivariate normal distribution [JW02]. By
collecting a large number of d-dimensional VM capacity vectors from cloud users,
a d-dimensional VM configuration multivariate normal distribution is formed, i.e.
X ∼ Nd(µ,Σ), where ~µ is a d-dimensional mean VM capacity vector as defined in
3.8 and Σ is a d× d covariance matrix as defined in 3.9.
In Figure 3.6, the Probability Density Function (PDF) of a VM configuration mul-
tivariate normal distribution is presented which was built based on 1000 VM con-
figurations submitted by cloud users in IC Cloud [GGT10]. The PDF of the VM
capacity vector ~R can be calculated as shown in Equation 3.7. Let ~R be x, the PDF
of ~R is given by
p(x) =
1
(2pi)d/2|Σ|1/2 e
−1/2(x−µ)TΣ−1(x−µ) (3.7)
Greater the PDF of x indicates the more frequently the VM configuration ~R likely
to be submitted by a cloud user.
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Figure 3.6: PDF of VM configuration distribution of user-defined configurations
Mean Capacity Vector
A d dimensional mean capacity vector ~µ is a vector that constitutes of d number of
expected capacity of single resource types as shown in Equation 3.8.
~µ = (E[X1], E[X2], ...E[Xi], ..., E[Xd]) (3.8)
where Xi is a single resource types in the d dimensional space.
d× d Covariance matrix
A d× d Covariance matrix is defined in Equation 3.9.
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Σ = [Cov[Xi, Xj]]; i = 1, 2, ..., d; j = 1, 2, ..., d (3.9)
3.3.6 Grouping of logical machines
The resource vectors are very useful for making re-allocation decisions. One of
our goals is to make the resource utilisation of PMs as balanced as possible after
VM re-allocation, i.e. the ~L of a PM should be as closely aligned to the ~C as
possible. Sometimes, a PM may have more resource utilisation along the memory
axis compared to the CPU axis that causes the imbalance of PM. For example,
ideally we aim to find a VM that is less utilised in memory compared to CPU so
as to achieve resource balance in PMs after VM re-allocation. It is called finding
complementary logical machines.
In order to keep PMs in the VM-based infrastructure in a balanced manner after
VM re-allocation, logical machines, such as PMs or VMs, can be classified into
groups according to the resource utilisation of each resource type [MS11]. We divide
logical machines into d! (the factorial of d) number of groups according to number of
resource types. For example, we consider 3 types of resource types (CPU, memory
and I/O) which can be projected on to a plane as shown in Figure 3.7. We now
have 3! number of groups, i.e. 6 groups.
Group COM
For group COM, CPU is the most utilised resource, memory is least utilised
resource and I/O is in between the other two. Group COM and group MOC
are complementary to each other in terms of resource utilisation.
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Group CMO
For group CMO, CPU is the most utilised resource, I/O is least utilised re-
source and memory is in between the other two. Group CMO and group OMC
are complementary to each other in terms of resource utilisation.
Group MCO
For group MCO, memory is the most utilised resource, I/O is least utilised
resource and CPU is in between the other two. Group MCO and group OCM
are complementary to each other in terms of resource utilisation.
Group MOC
For group MOC, memory is most utilised resource, CPU is least utilised re-
source and I/O is in between the two. Group MOC and group COM are
complementary to each other in terms of resource utilisation.
Group OMC
For group OMC, I/O is the most utilised resource, CPU is least utilised re-
source and memory is in between the other two. Group OMC and group CMO
are complementary to each other in terms of resource utilisation.
Group OCM
For group OCM, I/O is the most utilised resource, memory is least utilised
resource and CPU is in between the other two. Group OCM and group MCO
are complementary to each other in terms of resource utilisation.
Grouping is an efficient way of identifying complementary logical machines. For
instance, if we have a PM whose Memory > CPU > I/O, the PM will fall into
group MCO. Its complementary VM will be a VM in exactly opposite group, i.e.
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group OCM. Therefore, re-allocating the complementary VM to the PM in the
opposite group can achieve more balanced PM after VM re-allocation. Note that if
no PM is found in one of the complementary groups, this will result in lower resource
utilisation level, as complementary VMs may not be found.
Figure 3.7: Grouping by resource utilisation
3.3.7 Resource Utilisation Level
The objective of the cloud reconfiguration algorithm is to maximise the utilisable
resources among PMs. It is essential to measure the utilisable resource of a VM-
to-PM mapping before and after VM re-allocation. In the other word, resource
utilisation level is used to evaluate the level of utilisable resource of a VM-to-PM
mapping. Since there is more than one resource type in a PM, utilisable resource
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of only a single type of resource is not sufficient to indicate the overall utilisable
resource of the whole PM. Thus, we define a metric called resource utilisation level
to measure the utilisable resource of a PM in terms of the mean VM capacity vector
~µ. The reason we use the mean VM capacity vector ~µ is because it represents the
most frequent configurations defined by the cloud users which can be obtained from
the VM Multivariate Normal Distribution as shown in Equation 3.8.
Given a scalar component of a single resource type i of a d dimensional PM capacity
vector, | ~Ai|, where i ∈ d, and a scalar component of the same single resource type i
of a d dimensional mean VM capacity vector |~µi|, we define the Mean Vector Ratio
of a single resource type i for a PM (MVRi) as the ratio of | ~Ai| to |~µi| as shown in
Equation 3.10.
MVRi =
| ~Ai|
|~µi| (3.10)
For example, we only consider capacity vector with CPU number and memory size,
i.e. it can be represented as a vector (CPU number, memory size). Given the mean
VM capacity vector ~µ to be (2, 1) and the PM capacity vector ~A to be (2, 3), the
Mean Vector Ratio of the CPU number is, therefore, 2/2 = 1, and the MVR of the
memory size is 3/1 = 3.
We then define two functions, f( ~APM) and g( ~APM).
• f( ~A) : This function returns the maximum number of mean VM capacity
rounding down to the nearest integer that can be hosted by the PM capacity
vector ~A. Given a PM capacity vector ~A, the maximum number of the mean
VM capacity vector ~µ can be hosted by ~A rounding down to the nearest integer
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is shown in Equation 3.11. For example, given a mean VM capacity vector
(1.5, 1), let the PM capacity vector ~A be (2, 3), f( ~A) is min(b2/1.5c, b3/1c)
which is equal to 1. Therefore, the given PM capacity vector ~A can only host
the maximum number of mean VM capacity is 1.
f( ~A) = min
i∈dim
(bMVR( ~Ai)c) (3.11)
where dim represents a set of d different number of resource types.
• g( ~A): This function is similar to the previous function f( ~A). However, instead
of returning a round-down integer, it returns the maximum number of mean
VM capacity without rounding, i.e. in decimal. Given a PM capacity vector
~A, the maximum number of the mean VM capacity ~µ can be hosted by ~A
without rounding is shown in Equation 3.12. For example, given a mean VM
capacity vector (1.5, 1), let the PM capacity vector ~A to be (2, 3), f( ~A) is
min(b2/1.5c, b3/1c) which is equal to 1.33. Therefore, the given PM capacity
vector ~A hosting the maximum number of mean VM capacity is 1.33.
g( ~A) = min
i∈dim
(MVR( ~Ai)) (3.12)
where dim represents a set of d different number of resource types.
Given a VM-to-PM mapping α, there is a set of PMs M in the mapping α which
consists of m number of PMs in the mapping α. Each PMi, i ∈M , has its capacity
~CPMi , utilised resources ~LPMi and remaining capacity ~F PMi . The resource utilisation
level for the mapping, denoted as ψ(α) , is defined in Equation 3.13.
3.4. Cloud Reconfiguration Algorithm 97
ψ(α) =
g(
∑
i∈M ~L
PMi) +
∑
i∈M f(~F
PMi)
g(
∑
i∈M ~C
PMi)
(3.13)
We all know that the total capacity of all PMs and the total utilised resources
remain constant before and after VM re-allocation in the VM-based infrastructure.
Therefore, g(
∑
i∈M ~L
PMi) and g(
∑
i∈M ~C
PMi) remain the unchanged. However, the
remaining capacity of each PM may vary after VM re-allocation, f(~F PMi) returns
the maximum number of the mean VM capacity ~µ hosted by the remaining capacity
of PMi, any unallocated resource will be considered as the non-utilised resource.
This is because it is unlikely to meet the VM resource requirements from cloud
users.
3.4 Cloud Reconfiguration Algorithm
Cloud reconfiguration algorithms are based on VM re-allocation techniques for con-
structing a suitable reconfiguration plan in order to achieve greater resource utili-
sation in the VM-based infrastructure. This section details the assumptions of this
algorithm and provides a detailed algorithm description of the VM re-allocation
problem as the MDBP problem [CK99] [KK03]. Due to the NP-hard nature of the
MDBP problem and the need to compute the solutions in a reasonable amount of
time, approximation approaches have been developed to provide good results. Poly-
nomial time approximate solutions (PTAS) [CK99] is proposed to solve the problem
with a low approximation ratio. Kimbrel et al. [KKS+06] proposes an algorithm
for a restricted job allocation problem with minimum migration constraints, but
their approach does not allow for multiple jobs being assigned to a single machine.
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It is important to note that most existing approaches used still ignore the multi-
dimensional characteristics of VMs and PMs [SS10].
In general, the existing cloud reconfiguration algorithms comprise of two stages:
Target Mapping Generation (TMG) and Migration Plan (MP).
Target Mapping Generation
The cloud reconfiguration algorithms firstly compute a VM-to-PM target map-
ping which guarantees better resource utilisation than the existing VM-to-PM
mapping. Note that a VM-to-PM mapping is the arrangement of VMs to its
hosting PM.
Migration Plan
The cloud reconfiguration algorithms construct a migration plan from the ex-
isting mapping to the target mapping with the minimum migration costs.
However, existing algorithms take all PMs in the VM-based infrastructure into con-
sideration for VM re-allocation that results in high migration costs. As the number
of PMs increases in the VM-based infrastructure, more VMs that have been al-
located to the PMs need to be considered for VM re-allocation. This causes an
increase in the total migration costs in MP.
Figure 3.8: Cloud Reconfiguration Stages
Selecting suitable PMs in the VM-based infrastructure before re-allocation is essen-
tial to reduce the total migration costs. Therefore, we propose a cloud reconfig-
uration algorithm that firstly selects a list of suitable PMs before the traditional
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two stages. We call this stage as PM Candidate Selection (PMCS) as shown in
Figure 3.8.
PM Candidate Selection
The cloud reconfiguration algorithm firstly selects a set of suitable PMs for
VM re-allocation, this would potentially reduce number of VMs required to
be re-allocated and hence reduce the total migration costs.
3.4.1 Assumptions
The algorithm requires a history of VM configurations from cloud users, a multi-
variate normal distribution is built based on the history. VM capacities can be seen
as static at the point when the algorithm proceeds. We also assume that a batch
of VMs has been allocated to the VM-based infrastructure and may need to be re-
allocated. The algorithm schedules VMs according to resource utilisation level of
VM-to-PM mappings.
The algorithm is then executed at regular time intervals, say every hour, for calcu-
lating the resource utilisation level of the current mapping in the VM-based infras-
tructure and computing for a new mapping. If the resource utilisation level of the
new mapping is greater than the current mapping, the algorithm will be triggered
for VM re-allocation, otherwise, the algorithm will be aborted and wait for the next
time interval.
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3.4.2 PM Candidate Selection
At this stage, a set of suitable PMs is selected from all PMs in the VM-based
infrastructure for VM re-allocation so as to reduce migration costs. Since a new
incoming VM will be allocated to one of the PMs, it is essential to choose a PM
according to its remaining capacity. However, not every PM has enough remaining
resources to host a new incoming VM.
This stage is to choose PMs whose remaining capacity is not in a similar size to the
mean VM capacity, as the mean VM capacity is the most frequent VM configuration
requested by cloud users. The remaining capacity of a PM similar to the mean
VM capacity indicates that it is more likely to host a new incoming VM whose
configuration is similar to the mean VM capacity. This results in more utilisable
resource in the PM and is not required for re-allocation.
Therefore, we choose a PM whose remaining capacity does not frequently occur
in the multivariate normal distribution. The remaining capacity ~F of a PM is
considered as an input to Equation 3.7 to obtain the corresponding PDF p(~F ).
As we mention earlier, we choose PMs whose remaining capacity is not in a similar
size to the mean VM capacity. Therefore, for choosing a set of suitable PMs that
is not in a similar size to the mean VM capacity, a range of PDF is required to be
defined for selecting suitable set of PMs.
It is common convention of using p(~µ ± 1.96σ) where σ is the standard deviation
of the distribution. The range covers 95% of area under a normal distribution, i.e.
95% confidence level. In our study, we set the range as p(~µ ± 1.96σ). We choose
PMs whose remaining capacities are not in this range, i.e. 5% of the area, where
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the VM configurations rarely occur in the distribution. Note that the confidence
level can be adjusted by VM-based infrastructure providers according to their de-
mands for utilisable resources in the VM-based infrastructure. For example, if we
choose a small confidence level, more PMs will be selected, more possible VM-to-PM
mappings, which lead to higher migration costs, but more utilisable resources.
3.4.3 Target Mapping Generation
We propose two types of heuristic approaches used for generating a target mapping
from the original mapping; one uses the imbalance heuristic, and the other uses
the volume heuristic. After performing PMCS, we have a list of selected PMs. For
imbalance heuristic, we group the list of suitable PMs into d! number of PM groups
according to their resource utilisations. After grouping, there are d!/2 sets of PMs
and each set is used as input for TMG. For volume heuristics, the whole list of
selected PMs is taken as an input.
Imbalance Heuristics
Before using imbalance heuristics, PMs into different groups according to their re-
source utilisation of each resource type can be firstly classified before generating
a new target mapping. By considering three resource types, i.e. number of CPU,
memory size and I/O, we have 3 specific resource sets of PMs, each set is for each
resource type respectively. For example, I/O set is a set that contains PMs with mod-
erate amount I/O resources. This set can be split into two complementary groups,
COM group (CPU > I/O > Memory) and MOC group (Memory > I/O > CPU)
respectively.
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VMs hosted in a specific resource set of PMs are classified into two complementary
groups according to their VM configurations. For example, given two complementary
groups in I/O set, one is COM group (CPU-intensive) and the other is MOC group
(Memory-intensive), a CPU-intensive VM will be placed to a CPU-intensive group
called Pos whilst a Memory-intensive VM will be placed to a Memory-intensive
group Neg. If a VM is neither CPU nor Memory-intensive, it can be placed to
either group.
Two complementary groups in a specific resource set are input to Algorithm 1 for
constructing a new VM-to-PM mapping in turn. VMs in group Pos and group Neg
are sorted by the magnitude of the imbalances of their VM capacities with respects
to their hosing PMs in descending order. (line 3 and 4), i.e. a VM with greater
magnitude of the imbalance will be allocated to a PM first. At the beginning of the
algorithm, PMList is a list that contains all selected PMs without any VM being
allocated in the specific resource set (line 5), where PMs in PMList are sorted by the
magnitude of the imbalances of the PMs current resource utilisation in descending
order in each iteration (line 7). The algorithm allocates VMs from group Pos and
Neg to the PMs in PMList. In this algorithm, every VM is allocated to a PM
that is complementary to the VM (line 8 to 18) so as to result in better degree of
imbalance of PMs after allocation. The algorithm outputs PMList with new VM
allocation, i.e. a partial VM-to-PM mapping for a specific resource set. Repeat the
algorithm for other specific resource sets. The target mapping is an aggregation of
all partial VM-to-PM mappings generated by the algorithm and the PMs that have
not been selected in PMCS.
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Algorithm 1 Imbalance Heuristics
Require: Pos,Neg
1: Pos = {VM1, ..., V Mi, ...V Mn}
2: Neg = {VMn+1, ..., V Mj, ..., V Mm}
3: Pos = SortByImbalance(Pos)
4: Neg = SortByImbalance(Neg)
5: PMList = {PM1, ..., PMk, ..., PMo}
6: while ¬Pos.empty() ∧ ¬Neg.empty() do
7: PMList = SortByImbalance(PMList)
8: for PMk in PMList do
9: if PMk complementary to VMi in Pos then
10: PMk.put(VMi)
11: Pos.remove(VMi)
12: Break
13: else
14: PMk.put(VMj)
15: Neg.remove(VMj)
16: Break
17: end if
18: end for
19: end while
20: return PMList
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Volume Heuristic
By taking the whole set of selected PMs into account, a new VM group called VMList
is created where all VMs belonging to the set of selected PMs are placed to VMList.
It is used as an input to Algorithm 2 for constructing a VM-to-PM mapping. The
VMs in VMList are sorted by volume of VMs with respects to the selected PMs
in descending order (line 2). Similar to the imbalance approach, at the begining
of the algorithm, PMList is a set that contains all selected PMs without any VM
allocation (line 3) and they are sorted by the volume of remaining capacity of the
selected PMs in descending order in each iteration (line 5). Our allocation approach
is similar to best-fit decreasing algorithm, i.e. the algorithm starts allocating VMs
with the largest volume to PMs with the minimum volume of remaining capacity in
PMList first (line 4 to 9). The reason we use best-fit decreasing is because it is one of
the simplest heuristic algorithms for solving the bin-packing problem [CK99][KK03].
The algorithm finally outputs PMList. The target mapping is an aggregation of PMs
in PMList and PMs that have not been selected in PMCS.
Algorithm 2 Volume Heuristic
Require: VMList
1: VMList = {VM1, ..., V Mi, ..., V Mn}
2: VMList = SortByV olume(VMList)
3: PMList = {PM1, ..., PMk}
4: while ¬VMList.empty() do
5: PMList = SortByRemainingV olume(PMList)
6: for PMi in PMList do
7: PMi.put(VMj)
8: VMList.remove(VMj)
9: break
10: end for
11: end while
12: return PMList
In order to evaluate whether a target mapping is reasonable for VM re-allocation,
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we apply Equation 3.13 to obtain the resource utilisation level of the orginal and
target mapping. If the resource utilisation level of the target mapping is greater
than the original VM-to-PM mapping, migration plan will then be executed.
3.4.4 Migration Plan
The migration plan must consider the costs associated with performing the migra-
tion of VMs. These VMs are logical servers and may be serving real time requests.
Therefore, any delay resulting from the migration needs to be considered as a cost.
Use of a cost function also helps in designing an algorithm which does not lead to
frequent migration of VMs. Solutions aiming to minimise the number of moves from
current mapping to target mapping is still an open research problem. For example,
VM migrations between PMs can be performed directly, or via intermediate PMs
(pivot), depending on resource utilisation of the target PM. Moving through inter-
mediate PMs generates greater migration costs due to more migration operations.
Therefore, the constraint programming [HLM+09] is used to guarantees the mini-
mum moves of migrations. The detail of generating a migration plan with the lowest
migration cost can be found in [HZZ+11][FRM11][HGG11b].
3.5 Experimental Evaluation
The experimental evaluation is designed to illustrate the effectiveness of our ap-
proach for VM re-allocation based on user-defined and provider-defined VM config-
urations and demonstrate the importance of multi-dimensional characteristics. In
order to evaluate the effectiveness of our approach, we developed a cloud simula-
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tion toolkit called ICCS (Imperial College Cloud Simulation) for simulating cloud
resource management which is similar to CloudSim [CRDRB09]. Three resource
types (i.e., CPU, memory and I/O) are considered for VM re-allocation. In this
experimental setting, we assume that all PMs in the VM-based infrastructure are
homogeneous. Each PM has 36 CPUs, 36 GB memories and 36 GB I/O.
We conducted two sets of experiments, one is based on the user-defined VM config-
urations and the other is based on the provider-defined VM configurations. In the
experiments, we mainly evaluate the resource utilisation level of target mappings
and compare with other approaches.
3.5.1 Experiments with User-defined VM configurations
This experiment is based on the user-defined VM configurations. Before we conduct
the experiment, we collected 1000 VM configurations from IC Cloud [GGT10] for
building a multivariate normal distribution. The 3-dimensional mean VM capacity
vector and the covariance matrix were then calculated from the distribution.
We firstly generate 150 original VM-to-PM mappings. In the first iteration, we
start with 1 hosting PM to be available for VM allocation. We repeat the following
procedure for 150 times with increasing the total number of hosting PMs by 1 in
each iteration. We then allocate a VM one by one to a hosting PM using First Fit
algorithm that is one of the most common approaches for VM placement to PMs
[GGT10] in cloud computing industry. Each allocated VM was randomly generated
from the multivariate normal distribution. The allocation of VM to the PM stops
when the hosting PM does not have sufficient resources to host the next incoming
VM. If there are more resources available for other hosting PMs for VM allocation,
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the allocation of VM to the next available hosting PM will be performed. If there
are no more resources available in PMs, the VM allocation will be stopped and an
original mapping is generated. In this way, 150 original VM-to-PM mappings can
be generated. For each original VM-to-PM mapping, the resource utilisation level
of the original mapping can be calculated using Equation 3.13.
The cloud reconfiguration algorithm is then applied to construct a new target VM-
to-PM mapping based on its corresponding original VM-to-PM mapping. The re-
source utilisation level of the target mapping can then be calculated. Therefore, the
resource utilisation level for the original VM-to-PM mapping and the new target
VM-to-PM mappings are known, the following sections compare and discuss the
experiments conducted for the cloud reconfiguration algorithm.
PM Candidate Selection for User-defined Configurations
In this experiment, we evaluate the PMCS of the cloud reconfiguration algorithm for
the user-defined configurations. We conducted two types of experiments, one is with
PMCS and the other is without PMCS for both imbalance and volume heuristics.
Without performing PMCS, the average resource utilisation level for both imbalance
and volume heuristics are slightly better than the ones with PMCS by 0.42% and
1.02% respectively as shown in Figure 3.9 and Figure 3.10. This is due to local
optimal is achieved within each group in PMCS and the ones without PMCS take
all PMs into consideration which makes VM re-allocation becomes more flexible.
However, the rate of decrease in resource utilisation level is very small.
In addition to that, the number of PMs considered for VM re-allocation decreases
by 9.17% on average by performing PMCS as number of PMs increases as shown in
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Figure 3.11. We conclude that reducing number of PMs used for VM re-allocation
using PMCS does not have a significant impact on the resource utilisation level of
the target VM-to-PM mappings; instead, it results in less migration costs in the
migration plan as number of PMs considered for VM re-allocation decreases whilst
the resource utilisation level stays relatively constant. This leads to smaller number
of migrations need to be performed.
We notice that using PMCS results in an insignificant decrease of resource utilisation
level of the mappings, at the same time, it reduces a certain number of migrations.
Therefore, we conclude that PMCS is helpful for cloud reconfiguration algorithm
with user-defined configurations.
Figure 3.9: Resource utilisation with and without PMCS using imbalance heuristics
with user-defined configuration
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Figure 3.10: Resource utilisation with and without PMCS using volume heuristics
with user-defined configuration
Figure 3.11: Number of PMs used for re-allocation
Grouping for Volume Heuristics
In this experiment, we specially added the feature ”grouping” to the imbalance
heuristics of the cloud reconfiguration algorithm. In this experiment, we evaluate
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whether grouping of the cloud reconfiguration algorithm for volume heuristics is
suitable.
In Figure 3.12, it shows that volume heuristic without grouping performs slightly
better than the one with grouping, but it is not significant, this is because volume
heuristic does not take advantage of grouping as grouping only works well for find-
ing complementary VMs to PMs. Therefore, we conclude that grouping is not an
essential feature for volume heuristics.
Figure 3.12: Resource utilisation with and without grouping for volume heuristics
with user-defined configurations
Difference between Imbalance and Volume Heuristics for User-defined
Configurations
In this experiment, we evaluate the difference in the resource utilisation level be-
tween imbalance and volume heuristics for user-defined configurations. Figure 3.13
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shows the fluctuation of the resource utilisation levels using imbalance and volume
heuristics with PMCS respectively and the difference between them is only 0.57%.
It is easy to notice that the resource utilisation levels increase as the number of PMs
increases. Therefore, there is no significant difference in the resource utilisation
level.
Figure 3.13: Resource utilisation with user-defined configuration using imbalance
and volume
Combination of Imbalance and Volume Heuristics for User-defined Con-
figurations
To achieve better resource utilisation level, we combine the two heuristics (imbal-
ance and volume) by taking the one with higher resource utilisation level of the
same mapping. This results in an increase of resource utilisation level from the
original mapping by 7.71%. In Figure 3.14, it shows a combination of two multi-
dimensional heuristics (imbalance and volume) outperforms the combination of each
single resource type (i.e. heuristic approaches that consider CPU, memory and I/O
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individually) by 17.89% on average. Note that the combination of each single re-
source type is obtained by taking the one with higher resource utilisation level of
the same mapping. Therefore, multi-dimensional heuristics play an important part
in VM re-allocation.
Figure 3.14: Resource utilisation with user-defined configuration using combined
multi-dimensions and non multi-dimensions
3.5.2 Experiments with Provider-defined VM configurations
This experiment is based on the provider-defined VM configurations. As the number
of types of VM configurations given by a cloud provider is fixed, Amazon EC2 offers
10 types of VM configurations. We also generated a total of 150 original VM-to-PM
mappings also generated for this experiment. The similar experimental methodology
is also applied to this experiment, but the set of VM for initial allocation was
generated from the 10 types of the Amazon EC2 VM configurations.
We firstly generate 150 original VM-to-PM mappings. In the first iteration, we
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start with 1 hosting PM to be available for VM allocation. We repeat the following
procedure for 150 times with increasing the total number of hosting PMs by 1 in
each iteration. We then allocate a VM one by one to a hosting PM using First Fit
algorithm that is one of the most common approaches for VM placement to PMs
[GGT10] in cloud computing industry. Each allocated VM was randomly chosen
from the 10 types of the Amazon EC2 VM configurations. The allocation of VM
to the PM stops when the hosting PM does not have sufficient resources to host
the next incoming VM. If there are more resources available for other hosting PMs
for VM allocation, the allocation of VM to the next available hosting PM will be
performed. If there are no more resources available in PMs, the VM allocation will
be stopped and an original mapping is generated. In this way, 150 original VM-to-
PM mappings can be generated. For each original VM-to-PM mapping, the resource
utilisation level of the original mapping can be calculated using Equation 3.13.
The cloud reconfiguration algorithm is then applied to construct a new target VM-
to-PM mapping based on its corresponding original VM-to-PM mapping. The re-
source utilisation level of the target mapping can then be calculated. Therefore, the
resource utilisation level for the original VM-to-PM mapping and the new target
VM-to-PM mappings are known, the following sections compare and discuss the
experiments conducted for the cloud reconfiguration algorithm.
Difference between Imbalance and Volume Heuristics for Provider-defined
Configurations
Figure 3.15 shows the fluctuation of the resource utilisation levels using imbalance
and volume heuristics with PMCS respectively, and the difference between them is
10.54%. This is due to the fact that the number of provider-defined VM configu-
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rations is limited and could not form a normal distribution. Therefore, imbalance
heuristics performed less efficient than the volume heuristics.
Figure 3.15: Resource utilisation with imbalance and volume heuristics with
provider-defined configuration
PMCS for Provider-defined Configurations
In this experiment, we evaluate the PMCS of the cloud reconfiguration algorithm
for the provider-defined configurations. We conducted two types of experiments,
one is with PMCS and the other is without PMCS for both imbalance and volume
heuristics.
As shown in Figure 3.11, the cloud reconfiguration algorithm with PMCS selects all
PMs as suitable PMs for VM re-allocation from the provider-defined configurations.
This is due to the fact that the number of configurations is small and could not
exhibit normal distribution. It is difficult to find a remaining capacity of a PM
that is similar to the mean VM capacity vector. Therefore, PMCS does not help
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infrastructure providers to reduce their migration costs if they offer provider-defined
configurations.
Figure 3.16: Resource utilisation with and without PMCS with provider-defined
configuration using imbalance heuristics
In addition, without performing PMCS, the average resource utilisations for imbal-
ance heuristics is better than the one with PMCS by 11.30% as shown in Figure 3.16
and the average resource utilisations for volume heuristics is better than the one with
PMCS by 2.17% as shown in 3.17. In overall, the imbalance and volume heuristics
with PMCS do not perform well as it is difficult to find a VM that is complementary
to a PM given that the number of types of VM configurations is limited and nor-
mal distribution for the provider-defined configurations can not be built. Therefore,
PMCS is not suitable for provider-defined configurations.
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Figure 3.17: Resource utilisation with and without PMCS with provider-defined
configuration using volume heuristics
Combination of Imbalance and Volume Heuristics for Provider-defined
Configurations
In this experiment, we evaluate the difference in resource utilisation level between
the combination of multi-dimensional heuristics (imbalance and volume heuristics)
and the combination of each single resource type for provider-defined configurations.
In Figure 3.18, by combining two multi-dimensional heuristics, i.e. imbalance and
volume heuristics, the resource utilisation level increases by 13.71% in comparison
with the original mapping. Note that the combination of the two heuristics is a
method that takes one of the heuristics with higher resource utilisation level of the
same mapping.
Further, it performs better than the combination of each single resource type by
only 0.49% on average. Note that the combination of each single resource type is
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obtained by taking the one with higher resource utilisation level of the same map-
ping. This shows that there is no significant difference on improving resource utili-
sation level using these two approaches as the number of types of VM configurations
is limited, and the normal distribution cannot be formed. Therefore, we conclude
that multi-dimensional heuristics perform a slightly better than the non-dimensional
characteristics, but it is not significant.
Figure 3.18: Resource utilisation with provider-defined configuration
3.5.3 Experiment with the Combination of User-defined and
Provider-defined Configurations
As we mentioned earlier, VM-based infrastructure providers normally provide either
user-defined or provider-defined configurations to cloud users. In this experiment,
we assume that a VM-based infrastructure provider can offer both user-defined and
provider-defined configurations to cloud users.
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We firstly deployed the same cloud simulator called ICCS to randomly generate two
set of user-defined and provider-defined VMs (a total of 46193 VMs) which have been
plotted as a multivariate normal distribution as shown in Figure 3.19. The user-
defined configurations were randomly generated from an IC Cloud VM distribution
which was built by 1000 VM configurations. The 3-dimensional mean VM capacity
vector and the covariance matrix were then calculated from the distribution. The
provider-defined VMs were randomly generated from 10 types of VM configurations
of Amazon EC2.
In comparison with a user-defined VM configuration distribution (Figure 3.6), we
can easily see that the covariance of the combined VM configuration distribution is
much greater than the user-defined VM configuration, this is due to the fact that
there are significant numbers of provider-defined configurations which are not similar
to the user-defined configurations. Thus, they affect the VM distribution directly.
For this experiment, we also generated a total of 150 original VM-to-PM mappings
for re-allocation using imbalance heuristics. The similar experimental methodology
was also applied to this experiment, but the set of VM for initial allocation is
generated from the IC Cloud user-defined configuration distribution and the 10
types of the Amazon EC2 VM configurations, i.e. we firstly generate 150 original
VM-to-PM mappings. In the first iteration, we start with 1 hosting PM to be
available for VM allocation. We repeat the following procedure for 150 times with
increasing the total number of hosting PMs by 1 in each iteration. We then allocate
a VM one by one to a hosting PM using First Fit algorithm that is one of the
most common approaches for VM placement to PMs [GGT10] in cloud computing
industry. Each allocated VM was randomly chosen from the 10 types of the Amazon
EC2 VM configurations and IC Cloud user-defined configuration distribution. The
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Figure 3.19: PDF of VM configuration distribution of user-defined and provider-
defined configurations
allocation of VM to the PM stops when the hosting PM does not have sufficient
resources to host the next incoming VM. If there are more resources available for
other hosting PMs for VM allocation, the allocation of VM to the next available
hosting PM will be performed. If there are no more resources available in PMs, the
VM allocation will be stopped and an original mapping is generated. In this way,
150 original VM-to-PM mappings can be generated. For each original VM-to-PM
mapping, the resource utilisation level of the original mapping can be calculated
using Equation 3.13.
The cloud reconfiguration algorithm is then applied to construct a new target VM-
to-PM mapping based on its corresponding original VM-to-PM mapping. The re-
source utilisation level of the target mapping can then be calculated. Therefore, the
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resource utilisation level for the original VM-to-PM mapping and the new target
VM-to-PM mappings are known, the following sections compare and discuss the
experiments conducted for the cloud reconfiguration algorithm.
Figure 3.20: Resource utilisation with the combination of user-defined and provider-
defined configurations
In Figure 3.20, it shows the fluctuation of the resource utilisation levels using the
combination of user-defined and provider-defined configuration. The difference of
the resource utilisation between the original mapping and the re-allocated mapping
is 15.2%.
In Figure 3.21, it shows the comparisons of resource utilisation between user-defined,
provider-defined, and the combination of user-defined and provider-defined configu-
rations. We can easily see that the original mapping of user defined is significantly
greater than the other two mappings (approximately 10% greater), this is due to
the fact that VMs of user-defined configurations can easily find their complementary
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Figure 3.21: Comparisons of resource utilisation between user-defined, provider-
defined, and the combination of user-defined and provider-defined configurations
VMs which makes greater resource utilisation in the VM-based infrastructure. In
terms of improved resource utilisation after re-allocation, the combination of the
user-defined and provider-defined configurations improved more than the other two.
This is because VMs of the combination more easily find their complementary VMs
after re-allocation than the other two. Since the resource utilisation using the user-
defined configuration is relatively big, the improvement after the re-allocation is
small. The resource utilisation using the provider-defined configuration improved
the least as it is difficult to find complementary VMs after re-allocation, i.e. limited
number of different size of VMs can be chosen from. In general, we conclude that
the multi-dimensional heuristics are also suitable for the combination of user-defined
and provider-defined configurations.
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3.6 Conclusion
Our work in this chapter introduces an algorithm for improving resource utilisa-
tion for the VM-base infrastructure providers. By using a probabilistic multivariate
model, the algorithm selects suitable PMs for VM re-allocation before a reconfig-
uration plan is generated. Our evaluation indicates that there is only a minor
decrease in resource utilisation levels that results from reducing number of PMs
for re-allocation. Therefore, the approach leads to a lower number of VMs being
re-allocated, i.e. less migration costs, as number of PMs considered for VM re-
allocation decreases. We presented two heuristics to be used in the algorithms,
imbalance heuristics and volume heuristics. For the user-defined configuration, the
imbalance heuristics performs slightly better than the volume heuristics. For the
provider-defined configuration, the volume heuristic performs significantly better
than the imbalance heuristic. This is because it is difficult to find a VM that
is complementary to a PM given that the number of types of VM configurations is
limited. Furthermore, our evaluation also shows that the multi-dimensional heuristic
performs better than non-multidimensional heuristic for the user-defined configura-
tion. For the provider-defined configuration, there is no significant difference on im-
proving resource utilisation level using multi-dimensional or non-multidimensional
approaches. We conclude that multi-dimensional heuristics are suitable for VM-
based infrastructures that offer user-defined configurations and the combination of
user-defined and provider-defined configurations.
Our current evaluation is based on simulations of VM allocations. In future work,
we will deploy the proposed algorithms in the IC Cloud environment to evaluate its
effectiveness. Future work will also include investigating the relationship between
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confidence level for selecting suitable PMs and migration costs as they have direct
effect on each other and investigate the suitable time interval for the algorithm
execution. Moreover, we will also investigate the historical data collected from IC
Cloud with the proposed algorithm to help the future capacity planning when new
PMs are required.
Chapter 4
Elastic Application Container
System
4.1 Introduction
The VM-based infrastructure that has been adopted widely for elastic resource pro-
visioning which allows cloud users to directly control its underlying computer re-
sources, such as VM operations, scaling, networking, etc. However, setting up and
maintaining a working environment is complex and time consuming for cloud users,
and VM resource management is a heavy-weight task for the VM-based infrastruc-
ture providers.
In contrast, the application-based infrastructure automatically controls its underly-
ing computer resources so that cloud users can concentrate on their core business.
In this chapter, we propose an application-based infrastructure called Elastic Ap-
plication Container system (EAC system) that enables the cloud users to efficiently
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develop and deliver lightweight, elastic, multi-tenant, and portable applications.
The EAC system provides a lightweight resource management solution in compar-
ison with the VM-based infrastructure. EAC is a virtual resource unit hiding all
its abstractions of the underlying VMs for delivering better resource efficiency and
more scalable cloud applications. Further, it natively supports automatic scaling of
applications that allows resources used by each application is tracked and adjusted
as needed.
In this chapter, we firstly describe the VM-based and the application-based infras-
tructures. We then describe the EAC system architecture with its components, and
implementation of the EAC system to support multi-tenant cloud use. In order to
evaluate our implementation, we conducted experiments and collected performance
data by comparing the VM-based and the application-based resource management
with regards to their feasibility and resource-efficiency. The experiment results show
that the resource management of the application-based infrastructure is more feasi-
ble and resource efficient than that of the VM-based infrastructure.
4.2 Cloud Infrastructure
In this section, we mainly present the characteristics and architecture of two main
cloud infrastructures, the VM-based infrastructure and the application-based infras-
tructure.
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4.2.1 VM-based Infrastructure
The VM-based infrastructure has been adopted widely for elastic resource provi-
sioning. It allows the resources of a single PM to be shared across multiple VMs for
maximum efficiency. However, performing resource management is a heavyweight
task. In practice, we have identified two scenarios where VM-based resource man-
agement is less feasible and less resource-efficient.
The VM-based infrastructure providers normally provide computing resources di-
rectly for cloud users in the form of VMs. The cloud users can directly control
their VMs, such as scaling, networking, etc. However, setting up and maintaining a
working environment is complex and time consuming.
Scenario 1: Heavyweight VM Migration
VM migration over Local Area Network (LAN) is one of the most common VM
resource management operations for the VM-based infrastructure providers. How-
ever, the VM migration over LAN is a heavyweight task. This is because, in the
shared-storage environment as shown in Figure 2.2, a VM live migration requires
transferring the working state and memory from one PM to another over LAN. It
consumes a large amount of I/O and network traffics in the private network envi-
ronment [HGG11b]. In a Wide Area Network (WAN) environment, mechanisms for
migrating VMs remain elusive. The VM-based migration across different data cen-
tres over the Internet [WSVY07] also requires a huge amount of I/O for both data
centres and costs a great amount of time for replicating a VM from one data centre
to another. This is because a VM generally consists of a guest OS and applications
as shown in Figure 4.1 in which the size of the VM can vary from hundred megabytes
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to 50 gigabytes or more depending on the sizes of the OS and the applications. This
makes the VM resource management in WAN infeasible.
Figure 4.1: Architecture of VM-based Infrastructure
Scenario 2: Overhead in the VM-based Infrastructure
A VM generally consists of a guest operating system (guest OS) for running applica-
tions. Note that a guest OS is an operating system running in a VM. The guest OS
in a VM always occupies a considerable amount of VM resources, this is the mainly
the overhead of a VM. As number of VMs increases, the total amount of overhead
in VMs increases in the VM-based infrastructure. Therefore, the overhead of VMs
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consumes a great amount of cloud resources. This leads to resource-inefficient in the
VM-based infrastructure.
4.2.2 Application-based Infrastructure
The application-based infrastructure providers normally offer platforms to allow
cloud users to directly manage their applications without considering the underlying
computer resource consumption. The resource management of the application-based
infrastructure becomes easier and more flexible as it is no longer based on VMs. It
is based on each individual application. For example, migrating an application from
one VM to another VM only transfers the application. This provides a lightweight
solution in comparison with the VM-based infrastructure. As shown in Figure 4.2,
the application-based infrastructure can be built in either non-virtualised or virtu-
alised environment, i.e. either in PMs or VMs. On top of the resources, there is a
cluster of application servers that are for hosting applications of cloud users.
The architecture of the application-based infrastructure has some similarities with
the architecture of VM-based infrastructure as shown in Figure 4.1 and Figure 4.2.
These two cloud infrastructure both support multi-tenancy in the cloud environ-
ment. The VM-based infrastructure requires a hypervisor to manage VM resources
whilst the application-based infrastructure requires an application server to manage
its applications.
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Figure 4.2: Architecture of application-based infrastructure
4.2.3 Comparisons between Cloud Infrastructures
However, they still have some differences in terms of system architecture as shown
in Table 4.1. From the application hosting environment perspective, a VM requires
a guest OS to run applications whilst applications in the application-based cloud
infrastructure are running in a cluster of application servers.
From the deployment environment perspective, the application-based infrastructure
gives more flexibility than the VM-based infrastructure. This is because VM hy-
pervisor software can only be deployed to PMs, i.e. deployed to a non-virtualised
environment, whilst the application-based infrastructure can be hosted in either PMs
or VMs rented from the VM-based infrastructure providers, such as Amazon EC2,
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i.e. deployed to both virtualised and non-virtualised environment. The application-
based infrastructure providers normally choose to setup their platform on the vir-
tualised environment, this is due to the face that it gives the application-based
infrastructure providers more flexible resource provisioning as the application-based
infrastructure only requests resource on demand from the VM-based infrastructure
which significantly reduces the upfront investment. In the non-virtualised environ-
ment, i.e. the application-based infrastructure is directly hosted in PMs, it allows a
cloud-enabled web server to be installed in a PM. This makes the PM more resource
efficient as virtualisation technology is not used. However, it costs the application-
based infrastructure provider to pay the upfront cost and it is inflexible in resource
provisioning.
From the scaling perspective, the automatic scale of an application in the VM-based
infrastructure is not natively supported whilst the automatic scaling of an applica-
tion in the application-based infrastructure is a native functionality for exhibiting
the elasticity of applications. With automatic scale of an application, cloud users
can concentrate on their application developments without considering underlying
resource management of their applications. From the cloud users’ perspective, the
access point of virtual resources in the VM-based cloud infrastructure is a virtual
computer; the cloud users need to setup the system before running their applica-
tions. However, the access point in the application-based approach is an application.
The cloud users can run their applications without setting up the system.
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Perspectives VM-based Application-based
Application
hosting environ-
ment
Run with guest OS Run with application
servers
Deployment en-
vironment
Hosted in PM (Non-
virtualised environment)
Hosted in PM and VM (Vir-
tualised and non-virtualised
environment)
Auto-scaling Not natively supported Natively supported
Cloud users Setup system and run appli-
cation
Run application without
setup system
Table 4.1: Comparisons between VM-based and application-based infrastructure
4.3 Elastic Application Container System
There are some vendor-specific commercial dynamic scaling solutions and manage-
ment frameworks for applications, such as AWS Elastic Beanstalk [vVPvWD11],
Google App Engine [Zah09]. Each one of these solutions has its strengths and lim-
itations. For example, AWS Elastic Beanstalk is a PaaS platform, but it is not
an application-based infrastructure. This is due to it only allows one application
to be hosted in one VM and there is no multi-tenancy at application level. This
would be a reasonable approach if an application has a workload high enough to
keep at least one VM sufficiently utilised. But in many cases, provisioning an entire
VM for one single application may introduce unnecessary overhead and cost due to
under-utilisation. Large analyst firms estimate that 15% to 20% resource utilisa-
tion is common in enterprises and it is decreasing even further every day, as more
powerful PMs enter the data centres [Vog08]. Allocating one or more full VMs per
application incurs unnecessary costs, due to a large number of under-utilised VMs.
Therefore, sharing a VM with multiple cloud users is a feasible solution to solve this
VM under-utilisation problem.
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4.3.1 Multiple Applications per VM
The application-based infrastructure is a cost-effectiveness approach that is based
on the idea of sharing VM resources by deploying multiple applications per VM and
thereby reducing the number of required VMs. Hosting multiple applications per
VM enables multi-tenancy for the application-based infrastructure. Therefore, we
propose architecture for the application-based infrastructure called Elastic Applica-
tion Container system (EAC system). Similar to the concept of a VM, an EAC is
a much less weight abstract representation of an application. It offers lightweight
resource provision mechanisms for the application-based providers and cloud users.
Instead of adding or removing one full VM for a particular application, the EAC sys-
tem allows multiple applications from different cloud users to be run across different
VMs. In this way, fewer VMs can be used to run applications and avoid unneces-
sary costs with an efficient application-scaling algorithm to compromise the desired
Quality of Service (QoS). In addition, the EAC system is hosted in the virtualised
environment, this gives more flexible resource provisioning and cheaper operating
costs.
The model of an Elastic Application Container System (EAC System) is shown in
Figure 4.3. The EAC system supports deployment and scaling of multiple simulta-
neous applications per VM. This allows us to share VM resources among deployed
applications, reducing the number of required VMs. As we can see from the model,
on top of the PMs, there are VMs hosted in the PMs, i.e. the EAC system is hosted
on the virtualised environment. In this way, the number of VMs in the EAC system
can be scaled up or down according to the system performance.
On top of each VM, there is a conventional OS where an Elastic Application Server
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Figure 4.3: The Model of the EAC system
(EAS) is installed. The EAS is a shared application container of the application-
based infrastructure that offers a higher degree of elasticity and agility that is simi-
lar to the VM hypervisor software that can host multiple application instances from
different applications simultaneously. Most of the functionality expected of a tra-
ditional application server is still expected from the EAS, for example, a runtime
container to host the application logic and provide some degree of access and quality
of service (QoS) of the application execution, plus the technology must be extended
to accommodate the use scenario of a cloud service deployment, including most no-
tably potential massive computing processing, tenant isolation, multi-tenancy, and
fine-grained use metering etc. The EASs are connected together to form a cluster
of EASs. The cluster of EASs not only provides an environment for running appli-
cations, but is also responsible for application instance resource management, such
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as application instance scaling.
An Elastic Application Container (EAC) can be created across the cluster of EASs.
Each EAC can host only one application. Each application may have one or more
application instances hosted across the cluster of the EASs. The numbers of appli-
cation instances of an application in an EAC depend on QoS of the applications, i.e.
varies according to the application demand. In general, an EAC running across a
cluster of EASs is an isolated abstract representation for hosting one application at
a time across different EASs. The data storage is also provided data for the hosting
application.
The type of application running in an EAC is specifically for a certain domain of
applications, such as web applications. Web applications are often deployed in a
3-tier computer architecture. The client tier runs within the user web browser while
the application and database tiers run in the remote server infrastructure. Both the
application and the database tiers often use a computer cluster in the same data
centre to be able to process many cloud user requests simultaneously.
4.3.2 The Architecture of the EAC System
The architecture of the EAC system is flexible and modular with a hierarchical design
which is common in many VM-based architecture, such as Eucalyptus [NWG+09],
IC Cloud [GGT10], as shown in Figure 4.4. Using this design is beneficial for scaling
the EAC system as clusters can be added or removed dynamically in response to
real-time demands of the system. In this way, different clusters in different data
centres can easily join or leave the EAC system. This makes cross-data centre
resource management feasible.
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Figure 4.4: The hierarchical design of the EAC system
There are four high-level components in this hierarchical system, each with its own
web service interface. The Application Instance Controller controls the life cycle
of an application instance, the fundamental computing resource unit of the EAC
system. On top of Application Instance Controllers, there are Node Controllers
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that are designed for managing the node and monitor application instances running
in the EAC system. Cluster Controllers are responsible for monitoring all statuses in
all nodes in the cluster and make appropriate resource management on the nodes in
response to the demands of the nodes. The overview of the main system components
in the EAC system is shown in Figure 4.5.
Application Instance Controllers
An Application Instance Controller is a component of an Elastic Application Server
(EAS). While an application instance is being deployed to an EAS, the monitor
of Application Instance Controller keeps track of the application instance resource
usage, such as CPU cycles, memory used, data transfer, response time, etc., and then
propagate the information to the Cluster Controller in every discrete time interval
k, called the sampling interval. The Cluster Controller makes scaling decisions on
application according to its application instances resource usage reported by the
Application Instance Controller.
Node Controller
A Node Controller controls the execution and termination, and monitor resource
usage of a node. The node can be either a PM or a VM, i.e. non-virtualised
logical machine and virtualised logical machine. For monitoring in a non-virtualised
environment, the monitor keeps track of the resource usage of the PM including CPU
time, memory, I/O operations and network traffics, etc., in a fixed sampling interval.
For monitoring a virtualised environment, the monitor calls external monitoring
APIs of the VM-based infrastructure provider in a fixed sampling interval in order
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Figure 4.5: An overview of the logical relation among EAC system
to obtain information about the resource usage of the VM. The resource usages
for both cases are then propagated to the Cluster Controller that makes scaling
decisions.
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Cluster Controller
The Cluster Controller generally executes on a machine that has network connec-
tivity to the machine running the Cloud Controller and to the nodes running the
Node Controllers. It has a scheduler module that is responsible for resource man-
agement of its nodes and applications. For example, it gathers information of nodes
and applications from the Node Controllers and Application Instance Controllers
respectively in a cluster. It is responsible for adding or removing nodes from the
cluster that can be manually scaled by application-based infrastructure providers or
auto-scaled in response to the resource utilisation of nodes in the cluster. The Clus-
ter Controller is also responsible for controlling the lifecycle of applications running
in EACs.
In addition to that, it is also responsible for application instance placement to one of
the EASs in a cluster and removal from EASs in a cluster. For example, the Cluster
Controller can scale up an application by replicating an application instance from
an EAS to another EAS, and scale down an application by removing a replicated
application instance from an EAS. The EAC system comes with the auto-scaling
functionality that is to assure efficient use of shared resources. With automatic scale
enabled in an application, the Cluster Controller closely monitors each application
instance in an EAS and properly scales in response to the change of the application
instance usage.
Each application in an EAC has an application load-balancer which can forward
application requests to application instances of the same application in the same
cluster as shown in Figure 4.11. Different load-balancing strategies can be applied.
For simplicity, we use round-robin [Fu¨r02] to distribute HTTP requests to the ap-
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plication instances.
Storage Controller
The Storage Controller provides a storage service for applications running in EACs.
This storage service must co-locate with an application in EAC for maintaining per-
formance and integrity of applications. An application-based infrastructure usually
cannot operate without a co-located DBMS or a file system, because most applica-
tions hosted by an application-based infrastructure require high-performance real-
time access to their data. While a DBMS is not part of an application infrastructure,
it is an integral part of its context.
The scheduler of the Storage Controller is responsible for scaling up or down the
storage cluster in response to resource usage of the storage. In addition to that, it
is also responsible for provisioning storage resource for an application, such as total
data storage, number of concurrent database requests for each application.
Cloud Controller
Cloud Controller is the entry-point into the EAC system for cloud users and application-
based providers. It also manages the underlying resources of the EAC system. The
Cloud Controller is a collection of web services that are grouped by their roles into
Interface Service and Resource Service.
Interface Service
The Interface Service provides one-to-many service administration that is the
most notable differentiation between an application-based infrastructure and
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a traditional application server. It offers one-to-many and retail-style model to
cloud users associated with self-service operations. To deliver this capability,
the Interface Service presents user-visible interfaces (EAC portal, User account
and data storage portal) to cloud users and application-based infrastructure
providers (Figure 4.6), handling user authentication, providing system statis-
tics (Figure 4.7 and Figure 4.8) and management tools (Figure 4.9). It allows
new EACs to be added automatically in real time, with all business and tech-
nical arrangements also handled automatically.
Figure 4.6: Application Management Portal for Cloud users
In Figure 4.6, it shows a list of EAC operations which are used to control the
life cycle of an application in an EAC by the Cluster Controller as demon-
strated in Figure 4.10. Upon verifying the authorisation, only the cloud user
of an EAC or the application-based administrator is allowed to control the life
cycle. To start deploying an application in an EAC, a cloud user must firstly
create an EAC, and then upload an application to the EAC. On receiving a
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Figure 4.7: Statistics of Application Memory
Figure 4.8: Statistics of Response time of an application
request of creating an EAC, the Cluster Controller decides the best EAS for
an application instances to be placed in the cluster, and then it instantiates a
new Application Instance Controller for monitoring its resource usage. While
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an application instance is being deployed to an EAS, the monitor keeps track
of the application instance resource usage, such as CPU cycles; memory used,
data transfer, etc., and then reports to the Cluster Controller. The Cluster
Controller will make decisions on scaling the application according to its ap-
plication resource usage. To destroy an EAC, the EAC Controller firstly stops
the application running in the EAC, including its application instances, and
then deletes the files and its data associated with the application.
Figure 4.9: Management Tools
Cloud users must have a certain degree of explicit control over the amount
or resources dynamically allocated to de-allocated from them. For example,
the number of application instances hosted for an EAC can be defined and
controlled by cloud users as shown in Figure 4.9. This can effectively control
excessive consumption of resources stemming from a software bug in an appli-
cation. Unlimited scaling-up without any restriction could cause unreasonably
high costs to cloud users.
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Figure 4.10: The life cycle of an application in an EAC
Resource Service
The Resource Service has a scheduler that is responsible for managing the
following main functionalities in the EAC system. Upon receiving an EAC
creation request from a cloud user, the Cloud Controller requires deciding a
suitable cluster for hosting an application which is based on the following fac-
tors: resource usage of the cluster, geographical locations of the cluster and
incoming requests, etc. We apply reactive placement algorithms (Malet and
Pietzuch, 2010) to find the most suitable cluster for an EAC to be hosted, i.e.
finding a cluster according to the real-time demand. The Resource Service
equips with a migration utility can be used to avoid the application hotspot.
It can easily migrate application instances in an EAC to another EAS either
within the same cluster or to different clusters. This makes the cross-data
centre resource management become possible. The application instances mi-
gration requires the application instance to be stopped, transferring to the
target EAS, and then restart the application instance in the target node.
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4.3.3 Features of the EAC system
There are four particular important EAC system features, portability, multi-tenancy,
dynamic load balancing and auto-scalability.
Multi-tenancy
Multi-tenancy implies that the same application server is used to support execution
of multiple instances of one or more applications, each as a separate logical tenant.
The EAC system supports multi-tenancy which allows cloud users using EACs oper-
ate in virtual isolation from one another and manage an application as though they
each have a separate VM, yet their data remain secure and insulted from the activity
of all other cloud users. A cloud user allows having multiple applications depending
on the number of EACs the one has. However, one EAC can only be controlled and
managed by one cloud user. Furthermore, each application securely hosted in an
EAC is a complete and independent unit. EAC separates the application in its own
protected and reliable environment that is independent of the operating system and
hardware, and only has a limited access to the underlying VMs.
Dynamic Load Balancing
Elasticity of an EAC enables its computing processing power and data storage to
be increased or decreased instantly in response to demand of an application running
on the EAC. We deploy a dynamic load balancer to distribute workload of an ap-
plication to its application instances across multiple EASs or databases to achieve
optimal resource utilisation of VMs, maximise throughput, minimise response time,
and avoid overload of the application.
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Figure 4.11: Load balancing architecture
The architecture of EAC system load balancing is shown in Figure 4.11. Multiple
Applications, denoted as App1, App2, ..., and AppM , co-exist in the EAC system.
The EAC system consists of a cluster of N nodes, denoted as n1, n2, , and nN . Each
node has at most one application instance of each application.
There are two levels of load balancing managers in the EAC system: Global Manager
(GM) and Application Load Balancing Manager (Application LBM). Every appli-
cation has its Application LBM, while there is only one GM in the Cloud Controller
of the EAC system. Whenever an HTTP request for a new user session arrives at
the GM, the GM dispatches requests it receives to the Application LBMs of the
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corresponding applications. If the Application LBM of an application finds that
the application instances of the application are deployed on more than one EASs, it
distributes the new session requests based on the current session-to-server allocation
policy. The typical policies are: round-robin, lowest number of sessions, and lowest
load average.
Portability
Applications running on EACs are portable. Cloud users no need to fear being
locked into the technology. It allows the cloud users to reuse existing code instead of
creating new code when moving an application from an environment to another. In
order to make EAC portable, we use some popular existing computing paradigms,
such as popular programming languages (e.g. Java, PHP, .Net etc.), traditional
relational databases (e.g. MySQL, PostgreSQL, etc.), instead of inventing a new
computing paradigm. Further, the EAC system does not provide programming
interfaces and abstractions that cloud users need to know. In this way, the cloud
users can use their favourite programming tools to develop their applications and
upload them via a web-based portal that give an easier and more flexible way for
application development.
Auto-scalability
Auto-scalability of the EAC system allows the computing resources of the system
increase seamlessly during demand spikes to maintain the overall system perfor-
mance, and decrease automatically during demand lulls to minimise costs. Increas-
ing computing resources allows the system to create more EACs for computation,
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and decreasing computing resources allows the application-based provider to save
operating costs of VMs. As we mentioned earlier, both EASs and databases in the
EAC system provide auto-scalability for maintaining a healthy EAC system perfor-
mance.
4.3.4 Implementation
The prototype of the EAC system is implemented in Java and has been deployed on
the IC cloud. All system components in the EAC system [HGG11a] are implemented
as web services in Java, which makes the system platform independent. The pro-
totype is not dependent on any web development framework, but has initially been
tested for web applications developed and hosted in Apache Tomcat [CLG11] appli-
cation servers. The Apache Tomcat application server is an open source framework
for developing Java Servlet-based applications, i.e. the Apache Tomcat application
server has been modified to be an cloud-enable application server. When running
multiple web applications on a Java application server, all web applications are usu-
ally placed in the same Java Virtual Machine (JVM). For the storage cluster, we use
MySQL cluster [RT04] which is stable and well-supported. The HTTP requests are
routed through a high performance HTTP load balancer. Therefore, we use Apache
HTTP Server [FK97], which balances the load of requests for new user sessions
among EASs.
The user interface is implemented using HTML and JavaScript. Figure 4.6 shows
the application management portal that provides cloud users with all necessary in-
formation about their applications. The cloud users not only can directly control
their applications, such as creation and deletion of EACs, deployment of applica-
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tions, etc., but also can monitor their application resource usages that give a brief
overview of the amount of resources have been used.
4.4 Experiments and Evaluation
In this section, we evaluate the VM-based and the application-based infrastructure
resource management in terms of feasibility and resource-efficiency.
4.4.1 Feasibility of Resource Management Operations
Feasibility of cloud resource management operations is used to determine whether
cloud operations are feasible in the cloud infrastructure. In order to investigate
the feasibility of resource management operations between the VM-based and the
application-based infrastructure, we conduct several experiments on VM and appli-
cation migrations over LAN and WAN. This is because migration is one of the most
frequently used resource management operations.
Experimental Setup
We conducted the migration experiments on both VM-based (IC Cloud) and application-
based infrastructure (EAC system) respectively. In the experiment, we evaluate
three different types of migrations over LAN and WAN in the experiments, i.e.
application migrations, VM static migrations [HGG11b] and VM live migrations
[CFH+05]. Migrations over LAN are conducted in London with 100 Mbps band-
width whilst migrations over WAN are performed between London and Shanghai,
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China.
Setup of Application Migration Experiment
Before conducting the application migration experiments, we firstly setup the
EAC system in both London and Shanghai data centres, and then we deploy
a size of 250-megabyte application to an EAC in the EAC system in London.
Note that the 250-megabyte application is a relative large web application
nowadays and we only allow the EAC to host the maximum one application
instance. For LAN migration, we perform the application migration from one
EAS to another EAS repeatedly for 50 times in the data centre of London. For
WAN migration, we perform the application migration from the data centre
in London to the data centre in Shanghai repeatedly for 50 times.
Setup of VM Migration Experiment
For VM migration experiments, we setup the IC Cloud environment in both
London and Shanghai, and then we use CentOS to run an unmodified Apache
Tomcat application server where the same 250-megabyte application is also
deployed. Note that the size of the VM is 1 GB that is the smallest size to be
capable to run the OS and the applications. For LAN migration, we perform
the VM static and live migration from one PM to another PM repeatedly
for 50 times in the data centre of London. For WAN migration, we perform
the VM static and live migration from the data centre in London to the data
centre in Shanghai repeatedly for 50 times.
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Average Time for Migra-
tions in Seconds
Application
Migration
VM Static
Migration
VM Live
Migration
Over LAN 27 40 94
Over WAN 185 803 837
Difference between LAN
and WAN
158 763 743
Table 4.2: Average Time for Migrations in Seconds
Evaluation
In a LAN environment, an application migration and a VM static migration have
a slight difference in migration time as shown in Figure 4.12. The application mi-
gration over LAN requires the application instance to be stopped, transferring an
application instance from an EAS to another EAS in a target node, and then restart-
ing the application instance in the target node, whilst the VM static migration over
LAN requires a complete shut-down of a VM in a node, transferring configuration
files to a target node and restarting the VM in the target node in the shared-storage
infrastructure [HGG11b]. However, a VM live migration takes approximately three
times longer than the other two methods as shown in Table 4.2. The live migration
requires transferring VM working states and memory from one node to a target
node in the shared-storage cloud infrastructure while it is running. The time of
live migration over LAN is still acceptable for resource management, but it costs
a large amount of I/O and network traffics. Therefore, the VM live migration is a
heavyweight resource management operation.
In a WAN environment, it is easy to see that all types of migrations take longer
to finish than migrations over LAN as shown in Figure 4.13, Figure 4.14 and Fig-
ure 4.15. VM static and live migrations take much longer over WAN as the time
differences between LAN and WAN are 763 and 743 respectively as shown in TA-
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Figure 4.12: Migrations over LAN
BLE 4.2. The application migration is still feasible resource management since the
time difference between LAN and WAN is 158 seconds that is 4.8 times faster than
both VM static and live migrations. This is because a VM static or live migration
over WAN requires transferring the whole image of a VM including guest OS and
its applications to a target node. This costs a huge amount of I/O, network traf-
fics and time. In contrast, the application migration only requires transferring an
application instance to a target node which costs far more less I/O and network
traffics. In practice, a regular sized VM is normally greater than 1GB, migrating
such a large VM over WAN is an infeasible resource management operation as it
consumes a great amount of resources which cause negative effect to the VM-based
infrastructure.
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Figure 4.13: EAC Migrations over LAN and WAN
4.4.2 Resource-efficiency
In this section, we compare the EAC system and IC Cloud in terms of resource
efficiency. To measure the resource efficiency for both systems, we examine the
change of HTTP response time as the number of VMs or applications in the EAC
system increases in a PM.
Experimental Setup
We setup the experiment by using two PMs with exactly the same hardware config-
uration, i.e. 2 cores of CPUs and 4GB RAM. The IC Cloud platform was installed
in PM 1 and the EAC system was installed in PM 2.
For each VM we created in the IC Cloud platform, we also use CentOS to run an
unmodified Apache Tomcat application server where a computing-intensive applica-
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Figure 4.14: VM Static Migrations over LAN and WAN
tion is deployed. For each EAC generated in the EAC system, the same computing-
intensive application is also deployed.
The computing-intensive application is used for calculating pi by using Gregory’s
series [RV52] which slowly converges to pi as shown in Equation 4.1.
pi = 4
n∑
k=0
(−1)k
2k + 1
(4.1)
We decide to calculate 100, 000 terms for the series, where n = 100, 000.
In order to conduct the experiment for VMs, at the first iteration, the first step is
to start creating one VM, denoted as VM11 where the first 1 in the subscript of the
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Figure 4.15: VM Live Migrations over LAN and WAN
symbol VM11 represents the first iteration and the second 1 represents the index of
the VM. The capacity of VM11 is equivalent to the current remaining capacity of
the PM, i.e. after taking away the overhead of the hypervisor and the hosted OS,
and other applications, and then start the VM11 to run the target application. The
second step is to invoke an HTTP request dispatcher to send 1000 HTTP requests
to the target application in order to obtain the Http response time per 1000 requests
for the target application in VM11, denoted as RtVM11 . The third step is to repeat
the step 2 for 10 times and calculate the average HTTP response time per 1000
requests for the target application in VM11 , denoted as RtVM11 . We then set it as
the average response time at iteration 1, denoted as p1. At the second iteration, we
delete VM11 and then we create and start two new VM, VM21 and VM22. Each
VM has the resource capacity equivalent to 1
n
of the current remain capacity of the
PM, where n represents the number of the VMs in this iteration. We invoke the
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HTTP request dispatcher to send 1000 HTTP requests to the target applications
in those two VMs respectively. We then repeat the Http dispatching process for
10 times in order to calculate RtVM21 and RtVM22 . We then calculate p2 which is
the mean of RtVM21 and RtVM22 . At the third iteration, we delete VM21 and VM22
and create three VMs, and so on. We finally obtain a list of average response time
{p1, p2, ..., pn} from iteration 1 to n. The experiment for EACs in the EAC system
was also conducted in a similar fashion. We have performed 13 iterations for VMs
and EACs, the results are shown in Figure 4.16 and Figure 4.17.
Figure 4.16: Relationship between number of VMs and its response time
4.4.3 Evaluation
Figure 4.16 shows the HTTP response remains relatively steady as the number of
VMs increases from 1 to 10, but there is a sudden increase in the HTTP response
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Figure 4.17: Relationship between number of EACs and its response rime
time as the number of VMs increases from 10 to 13. This is due to the fact that
there is insufficient resource in a VM to process the incoming HTTP requests. As
we mention earlier, each VM consists of a guest OS and applications. In this exper-
iment, a VM consumes 294 MB RAM overhead in average for running CentOS and
Apache Tomcat application server. As the number of VMs increases, the resource
capacity of a VM decreases provided the PM resources remain constant. Hence,
the remaining resource capacity in a VM for processing HTTP requests decreases
given that the overhead is constant. This causes insufficient resources for processing
the HTTP requests and leads to slower HTTP response time. Figure 4.17 shows
the HTTP response time stays steady as the number of EACs in the EAC system
increases. This is because an EAC doesn’t need an OS to run an application. It
only consumes a small amount of overhead for each application running in an EAC.
In the experiment, an EAC consumes only 10 MB RAM in average that is 29.4
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times smaller than the VM. Each EAC has sufficient resource to run its application.
Therefore, the application-based infrastructure is more resource-efficient than the
VM-based infrastructure for running the same number of applications.
4.4.4 Discussion
Even though VM-based infrastructure offers VMs that allows a variety of appli-
cations to be executed, we stress that the application-based infrastructure is not a
replacement solution for VM-based infrastructure. The application-based infrastruc-
ture is an efficient approach specifically for a certain domain of applications, such as
web applications. The VM-based infrastructure is not suitable for web applications
this is because web applications require a more scalable and flexible environment,
but the resource management of the VM-based infrastructure is heavyweight as
demonstrated in the previous section. Currently, the EAC system only supports
one type of programming language, Java. Application servers for different program-
ming languages can be modified for supporting multi-tenant cloud use.
4.5 Conclusion
In this chapter, we proposed an application-based infrastructure called Elastic Ap-
plication Container system (EAC system) for delivering scalable cloud applications
and presented its architecture. We then described the implementation of the EAC
system based on modifying a Apache Tomcat Application Server to support multi-
tenant cloud use. The experiments show that application-based infrastructure offers
lightweight resource management operations and more resource-efficiency than the
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VM-based infrastructure. Furthermore, we have made an EAC system available for
trials to all who wish to try the system in our computing department. The feedbacks
so far have been very positive.
Future research will expand on several dimensions of our work here. On the theo-
retical side, we intend to more deeply explore efficiency and pricing mechanisms for
the EAC system. On the implementation side, we will carry on supporting more
programming languages using different application servers for multi-tenant cloud
use.
Chapter 5
Auto-scaling Algorithms for
Application-based Infrastructure
5.1 Introduction
Elasticity of cloud computing is the use of cloud resources which dynamically varies
to meet a variable workload. Therefore, using suitable cloud scaling algorithms
to make decisions for increasing or decreasing cloud resources is still a challenging
research topic for both the VM-based and the application-based infrastructure. The
previous work [UMK08] [AB00] [CCY99] on application scalability implemented for
static load balancing solution with server clusters but the dynamic scaling of web
applications in the application-based infrastructure has not been much discussed.
Dynamic allocation of resources is a key pattern in delivering cloud elasticity and
multi-tenancy. Because such kinds of work load require minimum response time
and high level of availability and reliability from cloud applications. A solution for
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dynamic scaling of application provided in [CMKS09] by presenting an architecture
to scale web applications in a dynamic manner based on a threshold. Similar tech-
nique also used in today’s infrastructure, OpenShift [McG12] is an application-based
infrastructure provider that provides an algorithm for scaling up and scaling down
based on the number of concurrent requests to an application. OpenShift allocates
10 connections per application instance - if HAProxy sees that the application has
the capacity of 90%, it adds another application instance. If the application demand
falls to 50% of the capacity for several minutes, HAProxy removes that application
instance. Moreover, Ashraf et al. [ABLP12] use feedback control algorithms to
autonomously deploy and scale multiple web applications on a given IaaS cloud.
The feedback control algorithms provide automatic deployment and un-deployment
of applications and proportional-derivative scaling of the application server tier by
considering utilisation metrics as inputs and do not require a performance model for
hosting applications.
In this chapter, we firstly describe the characteristics of the provisioning time for
both the VM and the application-based infrastructure. We secondly present and
discuss two different types of cloud resource control models that are normally used
for resource provisioning. After that, VM auto-scaling algorithm and application
auto-scaling algorithm are proposed accordingly based on the properties of the cloud
resource control models. Finally, we integrated with the algorithms into the EAC
system and conducted several experiments to evaluate the algorithms.
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Notations Summary of Concepts
Tprovision VM provisioning time
Tcreate Creation time of a VM
Tboot Boot-up time of a VM
Tnow The current time
Tconst A constant time interval
 Error term that may affect the provisioning time
rtreq The average response time of a request req
req The requests sending from application users
t A time interval
E[RT ti ] The expected response time of an application over a time
period ti
r(t) Resource utilisation at time t
cpu(t) CPU utilisation at time t
memory(t) Memory utilisation at time t
σ(VM) change of resource of a VM between an time interval
TR Total amount of resources
UR Unused resources
SR The amount resources required to be scaled
Table 5.1: Summary of Concepts and their notations
5.2 Provisioning Time
The provisioning time of a cloud resource is the duration between the time of re-
questing the resource and the time of the resource ready for running. It is one of
the most influential factors for scaling cloud resources. In this section, we mainly
describe the characteristics of both VM and application instance provisioning time
which are considered to be taken into account for the dynamic auto-scaling algo-
rithms in the application-based infrastructure. For the sake of clarity, the concepts
and notations used in the algorithms and context are summarised in Table 5.1.
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5.2.1 VM Provisioning Time
The VM provisioning time is the duration between the time of requesting a VM and
the time of the VM ready for execution. With the current VM-based infrastructure
offerings, provisioning of a VM takes a considerable amount of time, denoted as
Tprovision, which mainly depends on two factors: the creation time of the VM, denoted
as Tcreate, and the boot-up time of the VM, denoted as Tboot, as shown in Equation
5.1, where  is an error term that represents other factors that may affect the VM
provisioning time. The speed of creating a VM depends on the hardware speed
of data centre in the VM-based infrastructure whilst the speed of boot-up a VM
depends on the type of OS installed and the VM configuration, i.e. number of CPU
or memory size of the VM, etc.
Tprovision = Tcreate + Tboot +  (5.1)
In order to shorten the VM provisioning time, Han et al. [HGGH11] proposes a VM
inventory methodology which automatically creates a number of VMs before a VM
is actually requested by a cloud user. We refer this as reserved VMs. In this way,
cloud users no longer need to wait for VMs to be created, i.e. the creation time of a
VM, Tcreate, can be mitigated. The provisioning time of a VM, Tprovision, therefore,
is just mainly the boot-up time of a VM as shown in Equation 5.2.
Tprovision = Tboot +  (5.2)
The reserved VMs are helpful for managing the peak loads over a time period that
is greater than the boot-up time of a VM for achieving a sustainable Quality of
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Service (QoS) in the VM-based infrastructure. However, there is still an inevitable
VM provisioning delay, mainly the boot-up time of the VM Tboot. Handling of a
sudden peak load over a time period that is shorter than the boot-up time of a
VM is still challenging, because some existing VMs may become heavily overloaded
while provisioning the required number of VMs.
5.2.2 Application Provisioning Time
The application instance provisioning time is the duration between the time of re-
questing an application instance and the time of the application instance ready for
execution. In Chapter 4, we have shown that the application-based cloud infras-
tructure is significantly lightweight and resource efficient. Copying and deploying
an application instance on an EAS in the EAC system over LAN takes a very small
amount of time that can be negligible. Compared with the VM-based infrastructure,
applications in the application-based infrastructure do not require a VM to be cre-
ated and boot-up which significantly reduce the provisioning time of an application.
Therefore, the application instance provisioning time can be neglected.
5.3 Cloud Resource Dynamic Provisioning Algo-
rithms
Application providers have different computing capability requirements at differ-
ent times. The ability to dynamically scale resources vertically and horizontally is
needed. Often, an online application fluctuates over time. During some periods
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resource usage of the application is minimal, while at other times, the resource of
the application may be over-utilised.
The solution proposed for this problem is to use predefining scaling conditions to
trigger the dynamic allocation of resources to the application. The resources will
be allocated from resource pools. By doing this, required resources can be utilised
according to varying needs. Unneeded resources will also be reclaimed without
waiting or requiring manual interaction. The solution will be implemented according
to workflow depicted in Figure 5.1 which shows that the current workload of an
application is either over-utilised or under-utilised. In order to satisfy unexpected
application demand, cloud resources are required to be added or removed from the
application.
One of the key characteristics of cloud computing is the capability of acquiring and
releasing resources on-demand. This characteristic eliminates the requirement for
application providers to plan ahead for provisioning, and allows their applications to
start from the small and increase resources only when there is a rise in application
demand.
The objective of an application provider in this case is to allocate and de-allocate
resources from the cloud to satisfy its Service Level Agreements (SLAs), while min-
imising its operating cost. However, it is not obvious how an application provider
can achieve this objective. In particular, it is not easy to determine how to map
SLAs such as QoS requirements to low level resource requirement, such as CPU
and memory requirements, etc. Furthermore, to achieve high agility and respond to
rapid demand fluctuations, the resource provisioning decisions must be made online.
Cloud resource provisioning algorithms typically involve the following three steps:
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Figure 5.1: The workflow of a cloud resource dynamic provisioning scenario
1. Constructing an application performance model that predicts the number of
application instances required to handle demand at each particular level, in
order to satisfy QoS requirements.
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2. Periodically predicting future demand and determining resource requirements
by using the performance model.
3. Automatically allocating resources using the predicted resource requirements.
Application performance model can be constructed using various techniques,
including Queuing theory [GH98], Control theory [LM67], etc.
Additionally, there is a distinction between proactive and reactive resource control
models.
Proactive Resource Control Model
The proactive resource control model uses predicted demand to periodically
allocate resources before they are needed.
Reactive Resource Control Model
The reactive resource control reacts to immediate demand fluctuations before
periodic demand prediction is available.
Both resource control model are important and necessary for effective resource con-
trol in dynamic operating environments. Researchers have contributed great efforts
into these two resource control models.
5.3.1 Proactive Resource Control Model
The proactive resource control model uses predicted demand to periodically allocate
resources before they are needed. We also refer this resource control model as
prediction models.
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Fairly intensive work has been done on predicting cloud resource usage, for example,
machine learning approaches have been adopted [AS+09] [Gib97] to predict the
cloud resource consumption, in terms of CPU number, memory and disk size, etc.
By collecting historical multi-dimensional resource data as the training set, the
prediction problem could be modelled as supervised machine learning problem.
Linear regression is one of the most popular and straightforward approach. Since
multiple types of resources are monitored in a cloud computing environment,, mul-
tiple linear regression is used for predicting resource usage. The multiple linear
regression is a generalisation of linear regression can be described as shown in Equa-
tion 5.3.
Y = XB + U (5.3)
where Y is a matrix with series of multivariate measurements, X is a design matrix,
B is a matrix containing estimated parameters, and U is a matrix containing errors
or noise.
Numbers of other approaches have proved that predicting more accurately than
linear regression model [GKD+09][Smi07][GCF+10] [IDCJ11]. For example, sup-
port vector machine (SVM) has advantages in terms of handling a large number of
attributes in the non-linear scenario, whereas the disadvantage of SVM is that it
brings extra computational overheads at the same time and it relies heavily on the
size of training set [DNW+09]. Piao et al. [PY12] develop a model to predict the
computing resource consumption of MapReduce applications in the cloud computing
environment using decision tree from a small training set. Ardagna et al. [AGPT10]
proposed a distributed algorithm for managing SaaS cloud systems that addresses
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capacity allocation for multiple heterogeneous applications. The resource allocation
algorithm takes into consideration a predicted future load for each application class
and a predicted future performance of each VM, and determines possible SLA viola-
tions for each application type. Shen et al. [SSGW11] further improve the prediction
mechanism by introducing two handling schemas, namely online adaptive padding
and reactive error correction. Gong et al. [GGW10] propose a scaling approach that
uses discrete-time Markov chain to predict demand.
Proactive Resource Control Model for VM Resource Provisioning
The proactive resource control model can be used to predict change in workload
in advance and once they knew when the change will occur and how long they
will last, it would be feasible to provision resources across tenants automatically
[AC06][SKS+11]. These prediction models generally work perfectly in predicting
long term trends, i.e. given large enough historical data. However, they sometimes
lead to false predictions, this is due to the fact that rapidly fluctuating peaks in a
short period of time and valleys of workloads cannot be accurately predicted.
In order to manage very rapid change in workload, the provisioning of resources must
take place in a matter of seconds or minutes to actually deliver the constant QoS.
However, depending on the type of cloud infrastructure, the provisioning process
may take about a minute or up to a considerably amount of time. As we discussed
earlier in this chapter, VMs in the process of provisioning requires significant pro-
visioning time to be started whilst the provisioning time in the application-based
infrastructure is insignificant and can be neglected. Therefore, scaling a VM for
provisioning resource in a short time interval is not a feasible solution in the event
of rapid fluctuation. In contrast, it performs well in the long run in the event of
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predictable trends. Since the VM resource usages change not as rapidly as the ap-
plication workload in the application-based infrastructure. Its resource usages are
predictable in the long run, hence, the proactive resource control model is suitable
for VM resource provisioning.
5.3.2 Reactive Resource Control Model
The reactive resource control model reacts to immediate demand fluctuations before
periodic demand prediction is available. In the other words, the cloud resource can
be automatically adjusted according to current performance of applications by using
the reactive resource control model.
Base on monitoring response time of an application, Han et al. [HGGH11] monitors
response time of an application in order to guide the VM allocation in application
scaling. Iqbal et al. [IDCJ11] proposed an approach for adaptive resource pro-
visioning for read intensive multi-tier web applications. Based on response time
and CPU utilization metrics, the approach determines the bottleneck tier and then
scales it up by provisioning a new VM. Scaling down is supported by checking for
any over-provisioned resources from time to time.
The cloud resource not only can be adjusted according to the performance of ap-
plications, but also can be adjusted according to other factors, such as number of
user sessions, economic factors, etc. Chieu et al. [CMKS09] presented an approach
that scales servers for a particular web application based on the number of active
user sessions. The main problem with this approach is in determining suitable
threshold values on the number of user sessions. Dutreilh et al. [DMM+10] identify
from experiments the sources of instabilities in the controlled systems, i.e. anal-
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yse threshold-based and reinforcement learning techniques to dynamically scale re-
sources. Levy et al. [LNP+03] proprosed the feedback control loop to drive resource
allocation based on top of an economic model. Resource overlooking is advocated as
a means of increasing the revenue generated by available resources in a shared host-
ing platform. Urgaonkar et. al [USC+08] focus on providing a fair schedule while
minimising job migrations. Goudarzi et. al [GP11] optimise the total profit gained
from the multi-dimensional SLA contracts for multi-tire application. The upper
bound of total profit is provided by a heuristic algorithm, in which initial solution is
based on provided solution for profit upper bound problem. Then, distribution rates
are fixed and local optimization step is use for improving resource sharing. Finally,
a resource consolidation technique is applied to consolidate resources to determine
the active servers and further optimize the resource assignment.
The feedback control model is one of the significant reactive resource control model.
It is extensively used in control theory [LM67] and it is a process in which informa-
tion about the past or the present influences the same phenomenon in the present or
future. The feedback control models are also used for cloud resource management.
Abdelzaher et.al [ASB02] present performance control of a Web server using classical
feedback control theory to achieve overload protection performance guarantees and
service differentiation in the presence of load unpredictability. Li et. al [LHXL09]
propose an architecture using feedback control theory for adaptive management
of virtualized resources based on VM in order to regulate multiple virtualized re-
sources utilization to achieve the SLA of applications. Pan et al. [PMWY08] used
proportional integral (PI) controllers to provide QoS guarantees. Li et. al [LQN+10]
propose an adaptive resource allocation algorithm for the cloud system with pre-
emptible tasks in which algorithms adjust the resource allocation adaptively based
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on the updated of the actual task executions. Patikirikorala et al. [PCHW11] pro-
posed a multi-model framework for implementing self-managing control systems for
QoS management. The work is based on a control theoretic approach called the
Multi-Model Switching and Tuning adaptive control.
Reative Resource Control Model for Application Instance Resource Pro-
visioning
The reactive resource control model can be used to manage resource provisioning
according to the real time resource utilisation [HGGG12a] and its computational
overhead is comparatively inexpensive than the proactive resource control model.
For example, using the proactive resource control model to detect peaks and valleys
of workload in a short time requires the model to be run in a very short time
interval in order to make relatively accurate forecasting, but it could not always
guarantee detecting all peaks and valleys of workloads and consume a great amount
of computing resource.
Whilst the reactive resource control model monitors the current workload and react
to the workload correspondingly without any prediction that is computing inexpen-
sive. However, the reactive resource control model require a cloud infrastructure
that can instantly provision cloud resource without any delay so as to cope with
all peaks and valleys. Since the VM-based infrastructure requires significant VM
provisioning time and the application instance provisioning time of the application-
based infrastructure can be simply ignored. Therefore, application instance resource
provisioning in the application-based infrastructure is an ideal candidate for the re-
active resource control model. In addition to that, the application running in the
application-based infrastructure is not always available or may change often in the
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case of the application is constantly under development, predicting resource utili-
sation becomes more difficult as there is no continuous historical data. As we have
shown earlier in the last chapter 4, the EAC system is a lightweight cloud infrastruc-
ture which is suitable for rapid resource fluctuation as application instances in an
EAC can be instantiated instantly. Therefore, the reactive resource control model
can be applied to the application-based infrastructure for auto-scaling of application
instances.
5.4 VM Auto-scaling Algorithm
A distinguishing characteristic of the VM auto-scaling algorithm is to support for
automatically creating and removing a VM in the application-based infrastructure.
Each VM hosts an application server, scaling up an VM is equivalent to scaling
up an application server. In this section, we present a proactive VM auto-scaling
algorithm that provides automatic scaling of VMs according to VM resource usage
so as to maintain a good performance of the application-based infrastructure.
The application-based infrastructure, such as the EAC system, can be dynamically
scaled up or down its application servers by calling the API of its underlying VM-
based infrastructure to scale up or down VMs. Determining the number of VMs to
provision in a cluster is a critical problem. The exact number of VMs needed at
a specific time depends upon the workload of VMs. Allocating too little resources
will lead to poor service whilst allocating too much resources will lead to increased
operation costs. In addition to that, due to the inevitable VM provisioning time,
scaling may lead to deteriorated performance. Since some VM-based infrastructure
providers, such as Amazon EC2 [Wal08], charge on an hourly basis, constantly scale
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up and down VMs in a short period will result in a high provisioning cost. Therefore,
a scaling algorithm that is used to prevent oscillations in the number of VMs is
essential [WM10]. By taking VM provisioning time into account, the algorithm has
to make sure that new scaling operations must be executed until previous scaling
operations have been finished.
5.4.1 VM States
The resource utilisation of a VM directly affects the performance of the VM. For
example, when the resource utilisation of the VM exceeds its upper bound, the per-
formance of the VM produces poor computing performance. Thus, scaling up VMs
would result in better performance. The scaling decisions are based on the states of
VMs that are determined by comparing resource utilisation of VM resources with
their upper and lower threshold values. We classify VM states into two categories:
saturated, under-utilised and normal.
Definition 5.1 (Saturated VM) A saturated VM is a VM in which any of its
resources exceed their pre-defined upper bounds.
Definition 5.2 (Under-utilised VM) A under-utilised VM is a VM in which all
of its resources fall below their pre-defined lower bounds.
Definition 5.3 (Normal VM) A normal VM is a VM that is neither saturated
nor under-utilised.
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5.4.2 Predicting Resource Utilisation of VMs
The VM auto-scaling algorithm uses adaptive procedure to re-evaluate the VM re-
source utilisation in the application-based infrastructure repeatedly in a pre-defined
time interval. In each re-evaluation, the predicted resource utilisation of each VM
is calculated and hence VM scaling can be correspondingly performed.
Suppose that there are n number of VMs, {VM1, ..., V Mn}, in the application-based
infrastructure. For the sake of simplicity, all VMs controlled by the application-
based infrastructure provider are identical in terms of resource configurations, i.e.
CPU and memory resources, etc. are the same across all VMs. For example, during
scaling-up of VMs, the same resource configuration VM will be created and added
to the application-based infrastructure, i.e. we only perform horizontal scaling of
VMs. Note that we only consider two types of resources, i.e. CPU and memory size,
in this algorithm for simplicity.
The resource utilisation of each VM in the application-based infrastructure is con-
tinuously monitored at a constant time interval Tconst. Suppose that the cur-
rent timestamp of the application-based infrastructure is Tnow, the monitor of the
application-based infrastructure keeps tracks of the CPU and memory utilisation
for a fixed time interval between Tnow − (Tconst × m) and Tnow, where m is the
number of discrete observed resource utilisation for both CPU and memory re-
sources (i.e. time interval between the current time and the time in the past). For
example, the observed CPU resource utilisation of a VM have m readings, repre-
sented as ObservedCPU = {cpu(Tnow − (Tconst × m)), cpu(Tnow − (Tconst × m +
Tc)), ..., cpu(Tnow)}. And the observed memory resource utilisation of the VM also
has m readings ObservedMemory = {memory(Tnow−(Tconst×m)),memory(Tnow−
5.4. VM Auto-scaling Algorithm 175
(Tconst ×m+ Tconst)), ...,memory(Tnow)}.
The VM auto-scaling algorithm is based on the monitoring of the average VM CPU
utilisation and memory utilisation metrics. The average VM CPU resource utili-
sation represents the average CPU utilisation percentage of a VM over a period of
time. For example, given a period of time t, the VM CPU load utilisation has n
readings {cpu1, cpu2, ..., cpun}, the average VM CPU load utilisation CPU over the
time t is shown in Equation 5.4.
CPU =
∑n
i=0 cpui
n
(5.4)
Similarly, memory utilisation in a VM is the actual amount of used memory in the
VM at a given time interval.
Since the monitor of a VM records the observed resource utilisation of the VM
resources at a fixed time interval Tconst and makes appropriate scaling decisions at
time Tnow. The resource utilisation of the VM between the time interval Tnow and
Tnow + Tconst is unknown, i.e. the VM resource utilisation for the next time interval
in the future is unknown. Therefore, a prediction model is used for predicting the
resource utilisation of the VM between the time interval Tnow and Tnow + Tconst.
Multiple types resources of a VM in the VM-based environment have been repre-
sented as a multi-dimensional resource vector as shown in Chapter 3. Therefore,
the resource utilisation vector for the VM at the current time can be represented as
r(Tnow) = cpu(Tnow)~i+memory(Tnow)~j. Given the historical data between the time
interval Tnow − (Tconst×m) to Tnow, we can obtain functions cpu(t) and memory(t)
with respects to time, t, by applying the linear regression model [DSP66] which
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is one of the most popular prediction models. Therefore, the multi-dimensional
resource vector with respect to time t is shown in Equation 5.5.
r(t) = cpu(t)~i+memory(t)~j (5.5)
In order to calculate the expected resource utilisation of the VM at time Tnow+tconst,
we substitute the time Tnow + Tconst into t in Equation 5.5 to obtain a equation
r(Tnow + Tconst) = cpu(Tnow + Tconst)~i+memory(Tnow + Tconst)~j.
As we mentioned earlier, the algorithm has to make sure that new scaling operations
must be executed until previous scaling operations have been finished, the VM
provision time has to be taken into account for prediction, i.e. r(Tnow + Tconst +
Tprovision) = cpu(Tnow + Tconst + Tprovision)~i+memory(Tnow + Tconst + Tprovision)~j.
For each VMi in the application-based infrastructure, the change of resource utili-
sation for VMi between the interval Tnow and Tnow + Tconst + Tprovision is shown in
Equation 5.6.
σ(VMi) = rVMi(Tnow + Tprovision + Tprovision)− rVMi(Tnow) (5.6)
Therefore, the change of resource utilisation across all n VMs in the application-
based infrastructure between the interval Tnow and Tnow+Tconst+Tprovision is
∑n
i=0 σ(VMi).
The total amount of resources across n number of VMs at time Tnow denoted as
TRTnow , and the total amount of used resources across n number of VMs at time
Tnow is
∑n
i=0 rVMi(Tnow). Thus, the total amount of unused resources URTnow across
n number of VMs at time Tnow is shown in Equation 5.7.
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URTnow = TRTnow −
n∑
i=0
rVMi(Tnow) (5.7)
5.4.3 VM Scale-up
In order to maintain the performance of the application-based infrastructure, we
need to determine whether the total amount of unused resource URTnow across all
VMs at time Tnow is able to cope with the change of the total amount of resource
utilisation
∑n
i=0 σ(VMi) across n number of VMs in the application infrastructure
between time Tnow and time Tnow+Tconst+Tprovision, i.e. to determine whether there
are enough existing resources to maintain the performance of the application-based
infrastructure in the future.
SRTnow = URTnow −
n∑
i=0
σ(VMi) (5.8)
Therefore, the difference between the unused resources URTnow across n number
of VMs at time Tnow and the change of the total amount of resource utilisation∑n
i σ(VMi) between time Tnow and time Tnow+Tconst+Tprovision is the total amount
of resources required for scaling SRTnow at time Tnow as shown in Equation 5.8.
Given that the amount of resources required for scaling in the application-based
infrastructure, the corresponding equivalent number of VMs to be scale-up is easily
known. For example, if one or more resource values in vector SRTnow are negative
values, these indicate that there are not enough resources for one or more type of
resources for computation at time Tnow +Tconst +Tprovision. Thus, the scale-up oper-
ation is performed and scale the required number of VMs in order to maintain the
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performance of the application-based infrastructure at time Tnow +Tconst+Tprovision.
Note that the number of VMs to be scaled up depends on SRTnow , i.e. scaling a
number of VMs which have resource capacity equivalent to the amount of resources
needed stated in vector SRTnow .
5.4.4 VM Scale-down
If all resource value in vector SRTnow are positive values, the scale-down operation
is performed by removing the required number of VMs from the application-based
infrastructure. In order to choose suitable VMs from the application-based infras-
tructure for removal, we predict the resource utilisation of every VM at time Tnow +
Tconst+Tprovision, i.e. rVMi(Tnow+Tconst+Tprovision), and then we sort the VMs in an
increasing order based on their resource utilisations at time Tnow +Tconst +Tprovision
and select the number of VMs as required for removal from the beginning of the
sorted VM list, i.e. choose a VM with the least resource utilisation so as to reduce
the impact to cloud users. Furthermore, the scaling-down process stops when the
number of VMs in the application-based infrastructure is equivalent to the minimum
number of VMs specified by the application-based infrastructure provider.
Since the VMs selected for termination might still be running a small number of
active user sessions on them, we need to ensure that the termination of the selected
VMs do not abandon any active sessions that were currently running on the VMs.
This is achieved by migrating all active sessions from the selected VMs to other
existing servers. Finally, the selected VMs are terminated and removed from the
application-based infrastructure.
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5.5 Application Auto-scaling Algorithm
A distinguishing characteristic of the application auto-scaling algorithm is to support
for scaling of individual application in the application-based infrastructure. In this
section, we present a reactive application auto-scaling algorithms in the application-
based infrastructure which provide automatic scaling of application so as to maintain
a desired Quality of Service (QoS).
The application auto-scaling algorithm applies an automatic reactive scaling mecha-
nism similar to mechanisms applied by Amazon EC2 [Wal08] and RightScale [Kim09]
which only scale when a predefined threshold is met. In this way, applications in
the application-based infrastructure can be created and destroyed instantaneously
according to the current workload.
Before making scaling decisions, the application-based infrastructure firstly profiles
the newly deployed application in the application-based infrastructure over a period
of time T as described in the previous sections. The algorithm detects if there is an
outlier in the profiled response time distribution by taking the past and current re-
sponse time of an application as input. Once an outlier is detected, an application is
either scaled up or down. For scaling-up, a new application instance is created in one
of the application server, the incoming requests are then automatically re-distributed
to the to the application instances and the monitor instantaneously monitor the re-
sponse time of the application instance. For scaling-down, an application instance
is removed and all application requests to those instances are re-distributed to other
application instances.
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5.5.1 Quality of Service of the Application-based Infrastruc-
ture
A common Quality of Service (QoS) requirement for web applications is to ensure
the response time within a range of appropriate response time for each user request
[Liu09]. If the desired range of the response time for an application is known, the
scaling algorithms should work towards ensuring that the actual response time is
within the desire range of the expected response time. Using the response time as a
QoS requirement has the advantage of being an intuitive performance measure that
is relatively easy to monitor for both the server and the client.
Researchers have been working on resource provisioning based on QoS. For exam-
ple, Bacigalupo et al. [BVHC+11] model an application by a three-tier queueing
model, namely application, database and storage disk tiers. Each tier is solved to
analyse the servers mean response time and throughput. A scaling algorithm is then
proposed using these analysis results. Similar to [USC+08] [USCG05], researchers
in [BZTW10] break down an applications end-to-end response time by tier. They
then calculate the number of servers to be allocated to each tier in order to meet the
response time target. In addition, a method is presented to support the scaling up
of a two-tier web application by actively profiling the VMs CPU usage. A network
flow model [Li11] is introduced to analyse applications to assist application owners
in making a trade-off between cost and QoS.
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5.5.2 Profiling an Application in Application-based infras-
tructure
The response time is required to be defined so as to guarantee application QoS
in the application-based infrastructure. However, the expected response time of
applications in the application-based infrastructure are difficult to define, this is
because an application may have different expected response times for different
request types.
In the application-based infrastructure, cloud users do not normally know the re-
sponse time of their applications, thus they are not required to specify the expected
range of the response time of their applications. When an application is uploaded
and deployed to the application-based infrastructure, there is no historical response
time data of the application, the application-based infrastructure is required to de-
cide the response time of applications of cloud users by continuously monitoring
applications before determining and performing any application resource provision-
ing.
Given that an application has been monitored for a period of time t in the application-
based infrastructure, we can partition the time t into n fixed length time intervals
ti where ti ∈ T and 1 < i < n.
For each time interval ti of the running application, there is a set of response time
generated from different types of requests req sent by end users of the application.
However, the response time of the different types of the application requests varies
depending on the resource consumption (e.g. CPU and memory usage, etc.) of the
application requests. Therefore, we classify the response time of the application in
the time interval ti into m categories according to the m type of application requests
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reqj where 1 < j < m. For each request type reqj, we have a set of o number
of response time reqj = {rtreqj1 , rtreqj2 , ..., rtreqjo } for a certain type of application
requests reqj in the time interval ti. The average response time, rt
reqj , of application
requests of a certain type reqj over a period of time ti is shown in Equation 5.9.
rtreqj =
o∑
i=1
rti
o
(5.9)
As we mention earlier, there are m types of application requests in an application
in the application-based infrastructure, the expected response time for all types of
application requests in the time interval ti is defined as shown in Definition 5.4.
Definition 5.4 (The expected response time for an application) Suppose a
response time variable RT ti can take the response time of req1, denoted as rt
req1,
with probability p1, the response time of req2, denoted as rt
req2, with probability p2,
and so on, up to the response time of reqm, denoted as rt
reqm, with probability pm,
i.e. m number of types of application requests. Then the expected response time of
the response time variable RT ti for m number of types of application requests in a
fixed time interval ti is defined in Equation 5.10.
E[RT ti ] = rtreq1p1 + rt
req2p2 + ...+ rt
reqmpm (5.10)
where rtreqj represents the response time of a type of the application request reqj and
the probability pj is the likelihood of the type of the application request occurring in
the application in a fixed time interval ti, i.e. the ratio of the number of application
requests for a certain type to all types of application requests for the application in
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a fixed time interval ti, as defined in Equation 5.11.
pj =
|reqj|∑m
k=1 |reqk|
(5.11)
Given that the response times of all application requests in an application have been
monitored for a period of time T , we partitioned T into m fixed length time intervals.
For each time interval, we obtained the corresponding m expected response time of
the application. Thus, we have a set of the expected response times for m fixed
length time intervals in T , T = {E[RT t1 ], E[RT t2 ], ..., E[RT tm ]}.
5.5.3 Outlier Detections
Detecting outliers of response time of an application in the application-based in-
frastructure is a useful for application instance resource provisioning. An outlier of
the response time of an application indicates that the application is overloaded and
does not meet the QoS, thus it is required for resource provisioning.
An outlier is one that appears to deviate markedly from other members of sample in
which it occurs [Gru69]. In the other word, in a series of observations, an outlier is
an abnormal observation that is far from the other available observations. However,
there is no mathematical definition of what constitutes an outlier, i.e. determining
an outlier is a subjective matter. In this section, we describe three types of different
outlier detection techniques to reject any data that is an outlier, Dixon’s Q test,
Grubb’s test and Chauvenet’s Criterion and discuss whichever the outlier detection is
suitable for application resource provisioning in the application-based infrastructure.
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Dixon’s Q Test
Dixon’s Q test [DD51] is a outlier statistical method that is suitable for a small
sample data set, and its sample mean and standard deviation is not required to be
calculated. In addition, it is also assume that the data is normally distributed.
Given a set of data, we firstly need to arrange the data in an increasing order and
then one of the data in the set has been hypothesize as an outlier. We then calculate
Q as shown in Equation 5.12.
Q =
gap
range
(5.12)
where gap is the absolute difference between the outlier in question and the closest
number to it. If Q > Qtable, where Qtable is a reference value corresponding to the
sample size and confidence level, then we reject the hypothesis. Otherwise, the
hypothesis is accepted.
Dixon’s Q test is suitable for application instance resource provisioning; this is
because it only requires a small set of data. By using the reactive resource control
model, the application-based infrastructure can adjust the number of application
instances of the application by looking at a small set of recent expected response time
of the application before making resource provisioning based on the information.
In order to identify outliers using Dixon’s Q Test, the application-based infrastruc-
ture has to continuously monitor and obtained the expected response time of an
application for m fixed length time intervals. Therefore, a set of the expected re-
sponse times of an application for fixed length time intervals over a period of time
T , T = {E[RT t1 ], E[RT t2 ], ..., E[RT tm ]} is given. The expected response time of
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the application is assumed to be normally distributed. At the time interval tm+1,
we calculate the expected response time E[RT tm+1 ] for the time interval tm+1. We
firstly sort the set T ∪{E[RT tm+1 ]} in an increasing order and hypothesize the most
recent expected response time E[RT tm+1 ] as an outlier, and calculate Q as shown
in Equation 5.12. The sample size is m + 1 and the confidence level is required to
be determined. Note that experiments can be run to decide the confidence level as
it has the direct effect on the determining the hypothesis of the test. We can then
find a reference value Qtable corresponding to the sample size and confidence level. If
Q > Qtable, then the hypothesis is rejected. Otherwise, it is accepted, i.e. E[RT
tm+1 ]
is an outlier.
Grubbs’ test
Grubbs’test [oSUC+01] is based on the assumption of normality and detects one
outlier at a time. The outlier is expunged from the data set and the test is iterated
until no outliers are detected. However, multiple iterations change the probabilities
of detection, and the test should not be used for sample size of six or less since
it frequently tags most of the points as outliers. The Grubbs test is the largest
absolute deviation from the sample mean in units of the sample standard deviation.
Grubbs’ test is defined for the hypothesis:
• H0: There are no outliers in the data set
• Ha: There is at least one outlier in the data set
The Grubbs’ test is defined in Equation 5.13.
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G =
maxi=1,...,n |xi −X|
σ
(5.13)
where X and σ denotes the sample mean (Equation 5.14) and standard deviation
(Equation 5.15) respectively.
The sample mean of a set x1, ..., xn of n observations from a given distribution is
defined in Eqution 5.14 [EHP00].
X =
1
n
n∑
k=1
xk (5.14)
The standard deviation is defined in Equation 5.15.
σ = 2
√√√√ 1
n− 1
n∑
i=1
(xi −X)2 (5.15)
For the two-sided test, the hypothesis of no outliers is rejected at significance level
α as shown in Equation 5.16.
G >
n− 1√
n
√√√√ t2 α(2n) ,n−2
n− 2 + t2 α
(2n)
,n−2
(5.16)
where t α
(2n)
,n−2 denotes the upper critical value of the t-distribution with n−2 degrees
of freedom and a significance level of α
2n
. For the one-sided test, a
n
is used instead
of α
2n
.
Grubb’s test is suitable for application instance resource provisioning; this is because
it only requires a small set of data, in this case, six data in a set. The optimal
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number of data in a set to be taken into account can be evaluated by experiments.
By using the reactive resource control model, the application-based infrastructure
can adjust the number of application instances of the application by looking at the
number of recent expected response times of the application before making resource
provisioning based on the information.
In order to identify outliers using Grubbs’ Test [DD51], the application-based in-
frastructure has to monitor the application for m fixed length time intervals and we
assume that the data is normally distributed. A set of the expect response times for
fixed length time intervals in time T , T = {E[RT t1 ], E[RT t2 ], ..., E[RT tm ]} is given.
At the time interval tm+1, we calculate the expected resource time E[RT
tm+1 ] for
the time interval tm+1. We assume that E[RT
tm+1 ] is an outlier, and the mean and
standard deviation are then calculated from the recent number of response time. By
using Equation 5.16, T is obtained. The sample size is m + 1 and the confidence
level is required to be determined. Note that experiments can be run to decide
the confidence level as it has the direct effect on the determining the hypothesis of
the test. We can then find a reference value Ttable corresponding to the sample size
and confidence level. If T > Ttable, then the hypothesis is rejected. Otherwise, it is
accepted, i.e. E[RT tm+1 ] is an outlier.
Chauvenet’s Criterion
The Chauvenet’s criterion [Cha71] is for identification of one outlier if the mean and
standard deviation of the sample data is known. Suppose we have n measurement
of a random variable X: x1, x2, ..., xn, the sample mean X and standard deviation
σ is then calculated. We then assume that the data is a normal distribution xi ∼
N(X, σ2). We firstly make a hypothesis on one of the data in the set to be an
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outlier. We then obtain T as shown in Equation 5.17 which means the number of
standard deviation of which the outlier differs from X.
T =
|outlier −X|
σ
(5.17)
By using T table, we can find the probability that a legitimate measure differs
from X of the outlier times the standard deviation or more, i.e. P (X outside of
outlier ∗ σ). By multiplying by the total number of measurements n, we can obtain
N = n ∗ P (X outside of outlier ∗ σ) which indicates the mathematical expectation
of obtaining a measure anomalous. If the expected number N is less than 0.5, the
outlier will be rejected.
One thing worth mentioning is that the value of σ is the standard deviation of the
measures which is highly uncertain unless there are a large number of measurements.
The Chauvenet’s criterion can be used when the sample size is large enough. This
leads to difficult to discover any outlier in an application in real-time as it is difficult
to detect any fluctuation. Therefore, it is not suitable for the reactive resource
control model for the application-based infrastructure.
5.5.4 The Auto-scaling Algorithm
Given that there are m applications running in the application-based infrastructure
A = {a1, a2, ..., am} where ai ∈ A and 1 < i < m. Assume that each application
ai has been profiled for a period of time T and takes n number of discrete readings
of the response time of the application during the time interval T . Each reading
is taken in a fixed-length time interval and E[RT Tai ] represents the response time
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for the application ai over a period of time T . In addition, E[RT
to
ai
] represents the
current observed response time for the application ai.
The application auto-scaling algorithm is shown in Algorithm 3. The algorithm
constantly monitors applications’ response time at a constant time interval and
obtain their current observed response time E[RT toai ] (line 3). The algorithm then
determines whether the current observed response time is an outlier (line 4). If an
outlier is detected and the current observed response time E[RT toai ] is greater than
E[RT Tai ], it indicates that the observed application is over-utilised. This is because
the application takes a longer time to complete a request than usual. Hence, scaling
up the application, i.e. adding one application instance to the application is required.
Otherwise, the observed application is under-utilised, scaling down the application,
i.e. removing one application instance from the application is required (line 5 to line
9).
Algorithm 3 Application auto-scaling algorithm
1: while at least one application is running do
2: for each ai in A do
3: Monitor and obtain E[RT toai ] at a constant time interval
4: if IsOutlier(E[RT toai ]) then
5: if E[RT toai ] > E[RT
T
ai
] then
6: Scale up ai by adding one of its application instances
7: else
8: Scale down ai by removing one of its application instances
9: end if
10: end if
11: end for
12: end while
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Application Scaling-Up
Application providers in the application-based infrastructure must have a certain
degree of explicit control over the amount of resources dynamically allocated to or de-
allocated from. For example, the application-based infrastructure allows application
providers to specify the maximum number of application instances to be scaled as
described in Chapter 4. Without specifying the maximum number of the application
instances, excessive consumption of resources stemming from a software by in an
application will easily happen as unlimited scaling-up without any restriction could
cause unreasonably high costs to tenants.
By scaling up an application, theoretically, it can be expected that the completion
time of an application request would decrease as the computing resource being con-
sumed increases. This approach is applied in [AS+09] to simplify the sophisticated
modelling problem for medical image process applications. In practice, however, the
increased computation resource may not be related to the decline of completion time
in a linear way [SFT98].
Application Scaling-Down
Application scaling-down is in a similar fashion to the application scaling-up. Scaling
down an application requires removing an application instance from the application.
Therefore, we choose an application instance that is the least active among all
application instances of the same application, i.e. removing the application instance
results in the minimum impact on the performance of the application. The number
of sessions of an application instance can be used to determine the numbers of
users are currently using the application instance. In this way, a long-term inactive
5.6. Experiments 191
application should ideally have no sessions. Therefore, we choose an application
instance that has the least number of sessions. In order to ensure an uninterrupted
service to any such sessions, all sessions belonging to the application instance will
be moved to an application server where another application instance of the same
application is deployed.
Application Instance Deployment
During initial application deployment or scaling an application instance, an applica-
tion instance is required to be deployed in one of the VMs in the application-based
infrastructure. Selecting a suitable VM to be deployed is essential, as this not
only affect the application performance, but also other applications running in the
application-based infrastructure. Given a list of VMs, we firstly eliminate VMs that
will be saturated at time Tnow+Tconst+Tprovision and then sort the VMs in an increas-
ing order based on their resource utilisations at time time Tnow + Tconst + Tprovision
and select a VM with the minimum resource utilisation.
5.6 Experiments
In the experiments, we investigate into the proposed VM and application auto-
scaling algorithms that have been integrated into the EAC system. We firstly op-
timise the prediction model used in the VM auto-scaling algorithm, and then we
compare the outlier methods used in the application auto-scaling algorithm.
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5.6.1 Optimisation of the Prediction Model in the VM auto-
scaling Algorithm
The VM auto-scaling algorithm has been implemented and integrated into the Elas-
tic Application Container system (EAC system) which has been deployed in IC
Cloud [GGT10]. In this experiment, we plan to optimise the prediction model used
in the VM auto-scaling algorithm. Before conducting the experiment, we provi-
sioned a total of 6 VMs. Each of them only hosts one web application instance in
an EAS of a VM. For the sake of simplicity, we only consider the utilisation level of
memory in the experiment and the configuration of each VM is 1 virtual CPU and
1GB Memory. Note that the sampling interval of the VM auto-scaling algorithm is
5 minutes. We also define that the saturated VM is a VM where its current memory
utilisation is over 700 MB and the under-utilised VM is a VM where its current
memory utilisation is fewer than 300 MB.
Experimental Setup
The web application deployed in the EAC system is a memory-intensive application
which creates a large sized array (size of 1000) for occupying the memory cache
so as to making its VM memory utilisation easily fluctuated. At the beginning of
the experiment, we begin with only one VM running the web application instance.
As the total amount memory in the VMs fluctuate, the VM auto-scaling algorithm
automcatically scale up or down number of VMs for the application according to
the memory utilisation.
We use Siege [SFNP09], an HTTP load testing and benchmarking utility, to con-
tinuously send HTTP requests to the web application instance where the bunch of
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HTTP requests were generated by a group of simulated concurrent users from 100
to 1500 at a discrete time interval. Note that we use 5 minutes time interval in
this experiment. The HTTP requests are firstly sent to the load balancer of the
web application instance, then will be uniformly distributed across all VMs that
hosting the application by using round robin scheduling [Fu¨r02]. The EAC system
will then automatically scale the VMs of the application in response to their VM
memory utilisation level by using the VM auto-scaling algorithm. For every fixed
time interval (i.e. 5 minutes), the VM auto-scaling algorithm takes memory utili-
sation historical data to forecast the total amount of VM memory utilisation in the
next time interval, i.e. 5 minutes. It then scales the number of VMs corresponding
to the memory resource required for the next 5 minutes.
In the VM auto-scaling algorithm, by deploying a linear regression model [DSP66],
we use the memory utilisation historical data of the VM memory utilisation to fore-
cast the VM memory utilisation for the next time interval. By varying the number
of historical data taken into the linear regression model, we intend to evaluate the
optimal number of historical data points to be considered for forecasting the re-
source utilisation. The number of historical data taken into account can be used to
determine the number of VM scaling operations required to be performed (i.e. the
number of VM scaling up or down required) and the forecast accuracy. Therefore,
we conduct the experiments with different number of historical data points (from 5
data points to 45 data points) with the same set of HTTP requests sending to the
web applications.
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Experimental Results
The experimental results of the number of HTTP requests sending to web appli-
cations and the number of VMs used with 5, 10, 15, 20, 25 and 30 historical data
points are shown in Figure 5.2, Figure 5.3, Figure 5.4, Figure 5.5, Figure 5.6 and
Figure 5.7 respectively. It is obvious that the number of VM scaling operations
fluctuates more frequently when number of historical data points taken into account
for forecasting is small.
Figure 5.2: Number of HTTP Requests and VMs with 5 historical data points
Excess number of VM scaling operations not only directly affects the costs of the
application-based infrastructure providers, it also affects the cloud resource efficiency
of the VM-based infrastructure providers. This is because each individual VM scal-
ing operation more or less consumes a certain amount of computing resources in
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Figure 5.3: Number of HTTP Requests and VMs with 10 historical data points
the cloud environment. Constantly scale up and down VMs in a short time period
would cause the unnecessary cloud resource consumption. Thus, less oscillations of
VM scaling operations is essential to keep the cloud environment more efficient. As
the number of historical data points used for forecasting increases, the number of
VM scaling operations decreases as shown in Figure 5.8. The number of VM scaling
operations drop significantly between the 5 and 10 historical data points, and the
rate of number of VM scaling operations gradually decreases as the historical data
points used increases.
The forecast accuracy of performing scaling operations is also an important factor
of VM scaling to be considered. The forecast accuracy is measured as shown in
Equation 5.18.
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Figure 5.4: Number of HTTP Requests and VMs with 15 historical data points
Forecast accuracy =
Number of correct predictions in the experiment
The total number of predictions in the experiment
(5.18)
The forecast accuracy is used to validate whether its corresponding VM scaling
operations are worth performing. In Figure 5.8, the forecast accuracy of performing
scaling operations sharply increases by 13.7% when number of historical data points
increases from 5 data points to 15 data points. From data point 20 to 35, the
forecast accuracy remains relatively, steady. However, as the number of historical
data points increases from 35 data points to 45 data points, the forecast accuracy
decreases by 5.6%, this is due to the fact that the prediction model is over-fitting as
it has too many data points in the experiment, it becomes insensitive to the change
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Figure 5.5: Number of HTTP Requests and VMs with 20 historical data points
of the cloud resources, e.g. a sudden change in memory usage using more data points
can not be accurately predicted which leads to deteriorate the performance of cloud
applications.
In overall, it is very clear that, the forecast accuracy firstly increases, and then
decreases as the number of historical data points used for forecasting increases. We
refer the forecast accuracy points whose the rate of change is 0 as a stationary point,
i.e. it is a point of the forecast accuracy that stops increasing or decreasing.
In order to determine the optimal number of historical data points, we firstly profile
the historical data using different number of historical data points to obtain their
corresponding number of VM scaling operations and forecast accuracy, we then
look for different data points whose forecast accuracy is a stationary point, i.e. the
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Figure 5.6: Number of HTTP Requests and VMs with 25 historical data points
forecast accuracy stop increasing and descreading. Therefore, the optimal number
of historical data points is the one has the lowest number of VM scaling operations
and its forecast accuracy is a stationary point.
For the example in Figure 5.8, we can easily identify three stationary points, they
are 15, 20 and 30 historical data points respectively. For 15 and 20 data points,
their VM scaling operations are greater than that of 30 data points. Therefore,
the optimal number of historical data point is the 30 historical data points as the
number of VM scaling operations is approximately less than half of that of the 15
and 20 historical data points.
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Figure 5.7: Number of HTTP Requests and VMs with 30 historical data points
5.6.2 Comparisons between the outlier tests in the applica-
tion auto-scaling algorithm
The application auto-scaling algorithm has been implemented and integrated into
the Elastic Application Container system (EAC system) which has been deployed
in IC Cloud [GGT10]. In this experiment, we mainly compare the characteristics
of the two outlier tests we proposed earlier, i.e. Dixon’s Q test and Grubbs’ test.
Before conducting the experiment, we provisioned a total of 6 VMs, each of them
allows hosting one application instance. Note that the configuration of each VM
is 1 virtual CPU and 1GB memory and the sampling interval of the auto-scaling
algorithm is 20 seconds.
The web application we deployed on the EAC system in this experiment is an on-
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Figure 5.8: The forecast accuracy and the number of VM scaling operations
line bookstore. We deploy Siege [SFNP09] to simulate the activities of concurrent
users using the online bookstore. There are two types of workloads that have been
deployed in this experiment. In general, we aim to design Workload 2 to exhibit
more volatile than Workload 1.
Workload 1
Workload 1 generates a workload by a total of 1500 simulated concurrent users.
The sessions start with 100 concurrent users and are increased by 100 new users
every 2 minutes. When the total number of concurrent users reaches 1500, it
is then reduced by 100 users every 2 minutes until it reaches 100 concurrent
users. The number of requests generated by the simulated concurrent users of
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Workload 1 is shown in Figure 5.9 and Figure 5.11 respectively.
Workload 2
Workload 2 generates a more random load than Workload 1. The number of
concurrent users fluctuates between 100 and 1500, i.e. the number of concur-
rent users is increased or decreased randomly by a number of users. Thus, the
number of requests generated by the simulated concurrent users of Workload
2 is shown in Figure 5.13 and Figure 5.15 respectively.
Figure 5.9: Number of application instances in response to workload 1 using Dixon’s
Q test
At the beginning of the experiment, we upload an online bookstore application to
the EAC system. It is then deployed to one of the EAS among 6 VMs. Note that
we only allow maximum one application instance to be run on each EAS. We use
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Figure 5.10: Response time and number of application instances in response to
workload 1 using Dixon’s Q test
Siege to simulate concurrent users sending requests to the web application for an
hour. The EAC system determines whether the application instances of the online
bookstore is required to be scaled according to the application auto-scaling algorithm
every 20 seconds. The maximum number of application instances can be scaled is 6.
In this way, we conducted experiments using two types of workloads with Dixon’s
Q test and Grubbs’ test.
As we discussed earlier, the workload in Workload 1 is not volatile in comparison
with Workload 2 as it increases and then decreases gradually. In terms of number of
application scaling for Workload 1, the number of application scaling using Dixon’s
Q test is 10 (Figure 5.9 and Figure 5.10) and using Grubbs’ test is 4 (Figure 5.11
and Figure 5.12). For Workload 2, the number of application scaling using Dixon’s
Q test is 7 (Figure 5.13 and Figure 5.14) and using Grubbs’ test is 6 (Figure 5.15
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Figure 5.11: Number of application instances in response to workload 1 using
Grubbs’ test
and Figure 5.16) . This shows that the experiments with Dixon’s Q test is more
sensitive to the change of workload, this is because it compares the latest few number
of the response time of the application and scales more promptly according to the
change of work load. This could lead to unnecessary use of scaling cloud resources.
However, application scaling is inexpensive. Rapid scaling in such a short period of
time is acceptable and does not consume a great amount of resources.
In Figure 5.10, there is a significant peak (Point A) of the response time for Workload
1, but there is no increase in the number of the application instances, this is due
to the maximum number of application instances allowed to be scaled is 6. Once
the number of application instances reaches the pre-defined maximum, no scaling
would be performed. Similar situation can also be found (Point B) Workload 2 in
Figure 5.14, as the minimum number of application instance is 1 which could not
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Figure 5.12: Response time and number of application instances in response to
workload 1 using Grubbs’ test
be scaled down.
For non-volatile workload, such as Workload 1, a sudden change in response time can
instantly invoke application scaling for both outlier tests. However, for volatile work
load, such as Workload 2, the experiments with Dixon’s Q test always scales when
there is sudden change (Point C) as shown in Figure 5.14. However, the experiments
with Grubbs’ test for Workload 2 slowly reacts to the change of response time (Point
D and E) as shown in Figure 5.16, this is because the Grubbs’ test takes a relatively
larger historical data set than the Dixon’s test.
In terms of resource efficiency, using Grubbs’ test is more efficient than using Dixon’s
Q test as the Grubb’s test is less sensitive to the change of response time which
often leads to unnecessary application scaling. Due to the inexpensive application
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Figure 5.13: Number of application instances in response to workload 2 using Dixon’s
Q test
scaling, resource efficiency is no longer an important factor to be taken into account
for application scaling. However, for some volatile workload, using Grubbs’ test is
not beneficial for instantly scaling an application due to it is less sensitive to the
change of the response time. In overall, Dixon’s Q test is more preferable; this is due
to its sensitivity to the change of workload and inexpensive of application scaling.
5.7 Conclusions
In this chapter, we proposed two dynamic auto-scaling algorithms (VM and appli-
cation auto-scaling algorithms) that provides automatic deployment and dynamic
scaling of multiple web applications and its application servers on VMs based in the
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Figure 5.14: Response time and number of application instances in response to
workload 2 using Dixon’s Q test
application-based infrastructure. Due to VM scaling is heavyweight, we use proac-
tive model to predict the VM usage and scale VMs accordingly in the application-
based infrastructure. In order to achieve high agility and respond to rapid demand
fluctuations, the application auto-scaling algorithm uses reactive model that au-
tomatically allocates and de-allocates application resources according to response
time based on finding an outlier in the near real-time data. We then integrated
the algorithms into the EAC system. In this experiment section, we conducted two
experiments, one is to optimise the prediction model (linear regression) of the VM
auto-scaling algorithm and the other is to compare the two outlier detection meth-
ods (Dixon’s Q test and Grubbs’ test) in the application auto-scaling algorithm.
In the future work, we plan to develop a more sophisticated auto-scaling algorithm
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Figure 5.15: Number of application instances in response to workload 2 using
Grubbs’ Q test
that is based on querying theory so as to make more accurate and efficient scaling
decisions.
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Figure 5.16: Response time and number of application instances in response to
workload 2 using Grubbs’ test
Chapter 6
Conclusions
6.1 Summary of Thesis Achievements
This section summarise the achievements of this thesis and make the following three
contributions.
Improving Resource Utilisation in the VM-based Infrastructure
This thesis introduces an algorithm for improving resource utilisation for the
VM-base infrastructure providers. A multivariate probabilistic model for VM
configuration distribution is firstly introduced. By using a probabilistic multi-
variate model, the algorithm selects suitable PMs for VM re-allocation before
a reconfiguration plan is generated. The evaluation indicates that there is
only a minor decrease in resource utilisation levels that results from reducing
number of PMs for re-allocation. Therefore, the approach leads to a lower
number of VMs being re-allocated, i.e. less migration costs, as number of PMs
considered for VM re-allocation decreases.
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Two heuristics are used in the algorithms, imbalance heuristics and volume
heuristics. For the user-defined configuration, the imbalance heuristics per-
forms slightly better than the volume heuristics. For the provider-defined
configuration, the volume heuristic performs significantly better than the im-
balance heuristic. This is because it is difficult to find a VM that is complemen-
tary to a PM given that the number of types of VM configurations is limited.
Furthermore, the evaluation also shows that the multi-dimensional heuris-
tic performs better than non-multidimensional heuristic for the user-defined
configuration. For the provider-defined configuration, there is no significant
difference on improving resource utilisation level using multi-dimensional or
non-multidimensional approaches. For the combination of the user defined
and the provider defined configuration, the multi-dimensional heuristic per-
forms better than non-multidimensional heuristic. We believe that multi-
dimensional heuristics are suitable for VM-based infrastructures that offer the
user-defined configurations and the combination of the user-defined and the
provider-defined configurations.
Elastic Application Container System
In the thesis, we proposed an application-based infrastructure called Elastic
Application Container system (EAC system) for delivering scalable cloud ap-
plications and presented its architecture. The EAC system is lightweight com-
pared with the VM-based infrastructure and it allows multiple applications to
be running in the same VM.
We then described the implementation of the EAC system based on modifying
a Apache Tomcat Application Server to support multi-tenant cloud use. It
supports Java programming language, multi-tenancy, dynamic load balancing,
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portability and auto-scalability. The experiments show that application-based
infrastructure offers lightweight resource management operations and more
resource-efficiency than the VM-based infrastructure.
Furthermore, we have made an EAC system available for trials to all who wish
to try the system in our computing department. The feedbacks so far have
been very positive. In addition, The EAC system is used for evaluating the
auto-scaling algorithms of the application-based infrastructure.
Auto-scaling Algorithms for Application-based Infrastructure
In this thesis, we proposed two dynamic auto-scaling algorithms, VM and
application auto-scaling algorithms, that provides automatic deployment and
dynamic scaling of multiple web applications and its application servers on
VMs based in the application-based infrastructure. Due to VM scaling is
heavyweight, we use proactive model to predict the VM usage and scale VMs
accordingly in the application-based infrastructure. In order to achieve high
agility and respond to rapid demand fluctuations, the application auto-scaling
algorithm uses reactive model that automatically allocates and de-allocates
application resources according to response time based on finding an outlier
in the near real-time data. We then integrated the algorithms into the Elastic
Application Container system. In this experiment section, we conduct an
experiment to optimise the prediction model (linear regression model) of the
VM auto-scaling algorithm based on different data points.
The comparisons between two outlier detection methods, Dixon’s Q test and
Grubbs’ test, in the application auto-scaling algorithm are then conducted.
In terms of resource efficiency, using Grubbs’ test is more efficient than using
Dixon’s Q test as the Grubb’s test is less sensitive to the change of response
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time which often leads to unnecessary application scaling. Due to the inex-
pensive application scaling, resource efficiency is no longer an important factor
to be taken into account for application scaling. However, for some volatile
workload, using Grubbs’ test is not beneficial for instantly scaling an applica-
tion due to it is less sensitive to the change of the response time. In overall,
Dixon’s Q test is more preferable; this is due to its sensitivity to the change
of workload and inexpensive of application scaling.
6.2 Future Work
There are several avenues for further development from the work presented in this
thesis.
• At the moment, the cloud reconfiguration algorithm we proposed only deployed
in a cloud simulator called ICCS. In future work, we will deploy the proposed
algorithms in the real-work environment, such as, IC Cloud, for evaluating
its effectiveness. Future work will also include investigating the relationship
between confidence level for selecting a set of suitable PMs and migration
costs as they have direct effect on each other and investigate the suitable time
interval for the algorithm execution. Moreover, we will also plan to investigate
the historical data collected from IC Cloud with the proposed algorithm to help
the future capacity planning for new PMs.
• The current implementation of the EAC system is mainly focused on resource
provisioning, we intend to more deeply explore efficiency and pricing mech-
anisms for the EAC system. In addition to that, the EAC system currently
6.2. Future Work 213
only support Java programming language, we will carry on supporting more
programming languages, such as PHP, Ruby, etc., using different application
servers for multi-tenant cloud use.
• The VM auto-scaling algorithm currently used linear regression model to pre-
dict the amount of resources required for scaling. In the future work, we plan to
develop a more sophisticated auto-scaling algorithm that is based on querying
theory aiming at making more accurate and efficient scaling decisions.
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