Principle of Perceptron
McCulloch and Pitts proposed a neuron-like unit for this neuron in 1943 (Fig. 2) . When the unit receives input x i , a connective weight with a size of w i is involved. The unit receives the input expressed below.
y w 1 x 1 w 2 x 2 w 3 x 3 w n x n = w i x i 1
The state of the unit becomes z 1 when y exceeds the threshold ; if not, z 0. This relation can be expressed as follows.
In 1949, Hebb proposed a synapse reinforcement model, in which the transmission efficiency of the synapse changes. In this model, when a neuron fires, the synapse connection that transmitted signals to this neuron is reinforced. If 0 is output when the correct output is 1, the connective weight between units is increased and the threshold is lowered in this model.
This can be expressed as follows.
w w x 3
Here, is a small positive constant. If 1 is output when the correct output of 0, the following is performed.
w w x 4
By repeating the processes expressed by equations (3) and (4), a desired input-output relation (teacher data) can be obtained (Nakano et al., 1995) . This perceptron learning rule has already been proven as the perceptron convergence theorem (Minsky et al., 1993) . In this study, this combination of a single neuronlike unit and the learning rule was regarded as an elementary perceptron.
Linear Separation Impossibility Problem
We now consider the case of two inputs and one output.
For z 1, equations (1) and (2) indicate that an elementary perceptron with two inputs can be expressed by the following linear inequality.
Variations occur, depending on coefficients w 1 , w 2 , and the constant term ; the area indicated by hatching in Fig. 3 shows the range of variation. An elementary perceptron with two inputs separates a plane by a straight line. However, this cannot be achieved with only a single elementary perceptron in the two cases of exclusive OR (XOR) and exclusive NOR (XNOR).
Assuming that the white circles denote 0 and the black dots denote 1, Fig. 3 represents XOR. Here, it is obvious that separation cannot occur.
To solve this problem, Rosenblatt examined a perceptron with three layers, including the input layer, by inserting another layer of units. This perceptron is depicted in Fig. 4 OR is assumed to be equal to the output. The logic formula to be obtained is as follows.
This equation is the logic formula of the principal disjunctive 
Two-Point Separation Method
Unit C may be fixed to OR, so its connective weight and threshold are set in advance. Next, units A and B may perform learning to change the connective weight and threshold, depending on the condition of unit C. Therefore, for learning when the output of unit C is 0, the outputs of both units A and B are reset to 0. A problem occurs when the output of unit C is 1. If learning is performed to set the outputs of units A and B to 1, a contradiction will occur, and creation of the logic circuit presented in Fig. 5 is impossible.
To resolve this problem, we considered making units A and B process only two of the four points. In this two-point separation method, points are divided into two groups, one consisting of (0,0) and (0,1), for example, and the other consisting of (1,0) and (1,1). Unit A is set to cover (0,0) and (0,1), and unit B,
(1,0) and (1,1). First, as presented in Fig. 6 , unit A is set to respond to black dot (1) at (0,1) but not respond to the black dot at (1,0). As a result, separation as indicated by the solid line in 
Learning Algorithm
The learning algorithm of the two-point separation method considering the principal disjunctive canonical form with two inputs and one output is summarized below. This very simple algorithm is composed of the following two cases. Unit C in the output units is still preliminarily fixed to OR. Learning is performed iteratively until all teacher data satisfy this condition.
¡ If the output of unit C is 1 when it should be 0, learning is performed on the output of unit A or B, whichever is 1, to reset it to 0.
™ If the output of unit C is 0 when it should be 1, the following learning is performed.
Learning to set the output of unit A to 1 for (0,0) and (0,1), or Learning to set the output of unit B to 1 for (1,0) and (1,1).
Discussion of extendibility
The multiple-input, multiple-output case is considered first.
The geometrical figure of the three inputs and one output shown in Fig. 8 represents a cube, and there are 8 input data points.
This two-point separation method makes two points at a time.
With linear separation, it is necessary that the intermediate layer has four units. When the number of input units is denoted as n, 
Application to Tunnel Cutting Face Evaluation Problems

Network Structure
The two-point separation method was applied to cutting face evaluation data of Tunnel T, and its effectiveness was verified. Six cutting face observation items (compressive strength, weathering, fissure interval, fissure condition, groundwater discharge, and degradation) were adopted. Each item was divided into a maximum of six grades, as indicated in Tables 2 and 3 .
The total of evaluation mark was obtained as the sum of the base mark and the adjustment mark; the range of the total mark was 0 to 100, but minus mark was also sometimes given. It is not necessary to give these marks to the neural network directly, just to Grade of groundwater discharge
Grade of degradation Fig. 10 . Network structure. match an output numerical value series to an input numerical value series. In this case, an input numerical value series is the value of each evaluation classification; the output numerical value series is the total of evaluation mark. Although Table 2 contains the base marks and Table 3 contains the adjustment marks, it is possible to merge these and to put them into the neural network. In the two-point separation method, binary data consisting of 0 and 1 were adopted exclusively for the input and output units of the neural network, instead of analog data.
Examination of the network structure revealed that only three bits (i.e., three units) need be assigned to each item in the input units, so the total number of units was 18. The output units could be considered in terms of 8-bit signed data, so the number of units was 8. Next, the number of intermediate units was 8 2   17 131072 units from formula (8). Fig. 9 illustrates that the network structure can be extended and considered. This is also depicted in Fig. 10 .
Each unit of input units and output units is equivalent to a data bit of the binary number system. Observation items of the cutting face are assigned actual numerical values for the input units as an 18-bit numerical series. The network outputs 8-bit signed data. The 8-bit signed binary number data is converted to a decimal number. It is now possible to describe this neural network structure as a digital logic circuit with a binary number of 0 or 1. This is equivalent to making this neural network learning using teacher data, i.e., this neural network becomes a combinational logic circuit. This time, we have responded with the integer data form. When the input and output are real numbers, it is possible to perform the process by examining the fixed-point or floating-point data form and making each unit of the network that performs role assignment.
Trial Run of Programs
To determine if cutting face evaluation was possible with the professional engineer's empirical data, we first examined whether the two-point separation method could be applied to the current cutting face evaluation data. We considered that the learning algorithm of the two-point separation method (described in Section 4.3) could be applied. We randomly extracted 100 data points from the 382 data points at the top end portion of Tunnel T. We made it a rule not to select any numerical pattern that had already been selected two or more times.
There were 106 types of numerical patterns among these 382 data points. We also conducted a trial run on the program of the back-propagation method as well as that of two-point separation method. (Nakano et al., 1995) Both methods involved the same 100 data points. The first 50 data points were used for learning as teacher data; the remaining 50 data items were used to investigate how the unknown data was estimated. The neural network was checked from two aspects: whether it could learn teacher data that was given, and what output was made for data other than teacher data. Though both methods provided binary data to the neural network, in this case the provided data was first converted into Gray codes that differed by only 1 bit between adjacent codes. Doing so maintained the continuity of numerical patterns in learning by the neural network, producing better results than when no conversion was made.
Teacher data for both methods is listed in Table 4 .
Unknown data is listed in Table 5 . It contains the estimated marks when connective weights and thresholds are set at initial values of 0 by the two-point separation method. Table 6 the network was capable of learning 50 pieces of teacher data completely, and over-learning was prevented. In the back-propagation method, reproducibility of teacher data continued to increase when over-learning was performed; thus, it tended to go beyond the range of unknown data. With the back-propagation method, a total of nine trial runs were performed, the same number of trial runs as were run with the two-point separation method, and coefficients of correlation were obtained in the same manner. The average number of times of learning was 6087. All the p values of the coefficient in both methods were 0.000.
Discussion
In the trial runs, the coefficient of correlation was 0.770 for the back-propagation method and slightly lower (0.749) for the two-point separation method. This may be because the intermediate layer must become independent for every output unit and there is no information connection among the intermediate layers in the two-point separation method. However, there is no evidence to clearly show this now. Investigation of this will be the next purely theoretical subject. Anyway, no large differences between the two methods were evident, so it was considered that the performances as a neural network were equal.
We investigated the relation between the output of estimat- Table 5 . Unknown data and two-point separation method trial estimated data (for the initial values of connective weight and threshold set to zero). ed marks by the two-point separation method and the total of expert engineer's evaluation marks. We select the support patterns (B-a, CI-a, CII-a, CII-b, DI-a, DI-b, and DII) from the total of evaluation mark of the cutting face. We examined the coincidence between the two-point separation method outputs and the engineer's evaluations when selecting the support patterns and found that coincidence to be 82%. Although it is still difficult to use this method for engineering, it may be useful for reference trial calculation data.
Learning with the two-point separation method took 76 times more processing time than that with the back-propagation method. In the two-point separation method, the number of had to be determined through trial and error. Moreover, falling into a local minimum was highly probable, depending on the initial values; thus, learning had to be repeated innumerable times until the optimum solution was found. In contrast, with the twopoint separation method, teacher data was able to be learned completely at any time, although performance might vary, depending on the initial values. In other words, the two-point separation method enabled the achievement of linear separation, which was cited as a problem in the "limitations of perceptron".
Furthermore, it would not fall into a local minimum and did not require trial and error. Therefore, the two-point method was considered superior to the back-propagation method.
Conclusion
We studied a solution of tunnel cutting face evaluation problems using neural network technology. This problem is simply a pattern recognition problem, for which the back-propagation method is usually used. However, this method has a few defects, such as the tendency to fall into a local minimum. In Table 6 . Results of trial run with the two-point separation method. Table 7 . Results of trial run with the back-propagation method.
