In this paper, we propose an algorithm for nonlinear optimization problem that employs both traditional trust region methods. When solving trust region sub-problem, the traditional trust region algorithm is within the trust region centered at the current iteration point, the two improved trust region algorithms are within the trust region centered at one point located in the direction of the negative gradient. When the norm of the gradient k g is less than or equal to 2 10 , we use the traditional trust region method, otherwise use the two improved trust region methods. Numerical results are given to show that the algorithm is efficient for the proposed method.
Introduction
In 1970, M.J.D. Powell [1] first introduced trust region methods for unconstrained optimization problems. It has strong convergence properties and remarkable numerical reliability. Trust region methods are based on the construction of an interpolation model by using previously computed function for the objective function. Solving trust region sub-problem is the core problem of trust region methods for unconstrained optimization problems. In 1998, Nocedal and Yuan [2] gave the algorithm of the combination of trust region techniques and line searches. Different from traditional trust region methods, the algorithm does not resolve the sub-problem if the trial step lose in a decrease in the objective function, but instead of a backtracking line search from the failed point. Sartenaer [3] gives the algorithm to automatically determine an initial trust region in nonlinear programming. The method adjusts trust region radius by monitoring the agreement between the model and the function along the steepest descent direction. In 2001, Fan and Yuan [4] give a new trust region algorithm with trust region radius which is kk g  converging to zero. In the same year, X.S. Zhang, Z.W. Chen and J.L. Zhang [5] give a selfadaptive trust region method for unconstrained optimization. On this basis, an adaptive trust region method is shown by them [6] in 2002. Hei [7] proposes a selfadaptive adaptive trust region algorithm which trust region radius is updated at a variable rate according to the ratio between the actual reduction and the predicted reduction directly. In 2006, Li [8] presents a new self-adaptive trust region method. Second order information of the current iteration automatically determines the trust radius in the new method, in which
according to the ratio of the actual reduction to the predicted reduction. In 2012, Zhang gives two improved trust region methods in [9] . When solving trust region subproblems, the algorithm is within a trust region centered at one point located in the direction of the negative gradient. This paper is organized as follows. In section 2, we briefly review the traditional trust region methods in [2] and the two improved trust region methods in [9] . In section 3, we introduce the new hybrid trust region method. In section 4, we present the numerical results and compare the new algorithm with the traditional trust region algorithm and the two improved trust region algorithms. Finally, in the section 5, we state some conclusions.
Methods

The traditional trust region method
The basic thought of trust region methods: at each iteration, it produces a trust region radius k  , and the trial step 
where k g is the gradient of () k fx , k B is a symmetric matrix approximated to the Hessian matrix After obtaining a trial step k d , the actual reduction 
Step 1: If
The trust region sub-problem (1.2) is solved, which provides the trial step
Step 2:
Step 4: Update k B , set 1 kk , go to step 2.
The two improved trust region methods
The first improved trust region method in [9] calculates a trial step by solving the sub-problem 
The trust region sub-problem (1.3) is solved, which provides the trial step
,, The second improved trust region method, also directed in [9] , calculates a trial step by solving the following subproblem 
New hybrid algorithm
The traditional trust region methods have strong convergence properties and remarkable numerical reliability. The method of the traditional trust region resolves the subproblem within the trust region centered at the current iteration point, but it has slow convergence rate. The two improved trust region methods resolves the sub-problem within an improved one centered at some point located in the direction of the negative gradient. The iteration can be improved significantly compared with the traditional trust region methods. We infer that when the current iteration comes near at the theretical optimum, then the traditional methods will perform better. While if the current iteration is far away from the optimum, the improved ones would be better choices. So, we introduce the following hybrid algorithm by combination of the above two kinds of trust region methods. And the computational results confirm our injecture. Based on lots of experiments, we use the traditional trust region methods to compute the optimization problem when the norm of the gradient ,; , 0.
,,
Step 4: Update Step 2: Decompose Go to step 2. It is easy to know that the algorithm above satisfies some globle convergence theroems. Here we state a known convergence one just for the completeness of this work.
Theroem 1 (presented in [9])
Suppose that function 
Numerical experiments
In this section, we implemented the new algorithm (L-NNTR, L-NNTR1) and compared it both with the traditional trust region algorithm (L-TTR) and with the two improved trust region algorithms (L-NTR, L-NTR1).
The 18 test problems were given by Moré , Garbow and Hillstrom (1981) and were used in the same order as in [10] . In the all algorithms, 
We use the parameter 
100
( 1) n  , the algorithm is terminated. "NF"
and "NG" which smaller is better indicate the number of function computations and the number of gradient computations, respectively. "P" and "n" indicate the order of problems and the dimensional of the problem. From the above tables, we can easily see that the new hybrid trust region method performs better than the traditional trust region algorithm (L-TTR) and the two improved trust region algorithms (L-NTR, L-NTR1).
Conclusion
In this paper, we present a new trust region method for unconstrained optimization, which can reduce computation by combining traditional trust region method and the two proved trust region methods. Actually, when the norm of the gradient k g is less than or equal to 2 10 , we choose the traditional trust region method as the solver, otherwise using the two improved trust region methods as the substitution. The computational results show that our proposed method is quite effective and feasible.
