There are several important issues to be addressed for gene expression temporal patterns' analysis: first, the correlation structure of multidimensional temporal data; second, the numerous sources of variations with existing high level noise; and last, gene expression mostly involves heterogeneous multiple dynamic patterns. We propose a Hierarchical Bayesian Neural Network model to account for the input correlations of time course gene array data. The variations in absolute gene expression levels and the noise can be estimated with the hierarchical Bayesian setting. The network parameters and the hyperparameters were simultaneously optimized with Monte Carlo Markov Chain simulation. Results show that the proposed model and algorithm can well capture the dynamic feature of gene expression temporal patterns despite the high noise levels, the highly correlated inputs, the overwhelming interactions, and other complex features typically present in microarray data. We test and demonstrate the proposed models with yeast cell cycle temporal data sets. The model performance of Hierarchical Bayesian Neural Network was compared to other popular machine learning methods such as Nearest Neighbor, Support Vector Machine, and Self Organized Map.
Introduction
cDNA microarray and other high throughput technologies provide thousands of gene expression measurements in parallel to uncover the secrets of life. The rich data environment has changed the standard research paradigm from a hypothesis driven approach to a data driven approach. In order to draw meaningful information from these data, wide ranges of statistical models, data mining, and pattern recognition tools have been applied and developed. These methods can be divided into two categories: differential gene expression and coordinated gene expression. The differential gene expression focuses on pair-wise comparisons between two conditions, such as normal versus diseased or mutant type versus wild type, and has been widely studied. The goal is to identify a target subset of significant genes that distinguish the observed phenotypes or cell types. Some recent literature about differential gene expression include Baldi and Long (2001) , Tusher, Tibshirani, and Chu (2001) , Pan (2002) , and Storey and Tibshirani (2003) . On the other hand, cells or phenotypes that appear similar may be functionally different or may follow a different clinical behavior, such as the response to drugs which at different experimental conditions can be dramatically different. This gave rise to the coordinated gene expression study, which assesses the expression levels of a large number of genes over a period of time or through a series of experimental conditions. The temporal information hidden in the gene matrix provides clues about the response of genes to the change in the environment and also to the gene activities at different conditions. Some examples of such time course experimental data are the cell cycle yeast data provided by Chu et al (1998) , Cho et al (1998) , and Eisen et al (1998) . The characterization of multiple gene expression temporal patterns has become an important source of information in microarray research for biological process understanding, drug development, and efficient treatments therapies. The issues to be addressed in the coordinated gene study are the common functionalities, coregulations, interactions, gene/protein networks, and pathways that ultimately are responsible for the patterns observed (Slonim, 2002 and Socci and Mitra, 1999) . Pattern discovery tools, such as unsupervised learning with Hierarchical clustering, Self-organized map, Two-way clustering, and Principal Component Analysis drew a lot of attention , Alter, Brown, and Botstein, 2000 , Hastiel, et al, 2000 , Neal et al, 2000 , and Yeung and Ruzzo, 2001 ). These approaches provide clues for genes that are related in their expression through linkage in a common developmental pathway.
Yet, there are some drawbacks of these clustering approaches. First, they may not detect genes with different functions showing similar profiles by chance or stochastic fluctuation from high level noise. Second, these measurements have not incorporated the temporal information, such as the features of significant nonlinear trend and the presence of sudden bursts of amplitude at irregular time intervals. Third, these methods may not detect indirectly correlated genes, which show weak correlations due to a time delay and nonlinear association. Last, they can not determine the number of patterns a priori automatically and the final partition of the data requires evaluation. Therefore, more hybrid and quantitative supervised models are needed to be developed in order to incorporate as much known biological and clinical information as possible. Dudoit, Fridlyand, and Speed (2002) have compared supervised linear discriminant approaches for the classification of tumors. Neural Networks (NN) are flexible nonlinear data driven models, which are easily modified and trained to follow any irregular or dynamic phenomena with nonlinear discrimination capability (Bishop, 1995; Haykin, 1999) . The nonlinear dynamic stochastic behavior of the gene interactions can be monitored with neural networks with multiple hidden layers, nonlinear activation functions, and a correlation matrix, which can be randomly generated with a specified distribution. Neural networks also have a number of desirable properties, such as being tolerant to high level noise; high learning and adaptive capability on massively parallel data, and so on. These properties are well suited for time course microarray data features, such as irregularly time spaced, highly noised data. NNs have been applied for gene identification and cancer prediction, classification (Bicciato et al, 2001 , Khan et al, 2001 , Azuaje, 2001 , Herrero, Valencia, and Dopazo, 2001 ). However, according to our knowledge, few works have been done on neural network application to multiple functional temporal patterns' classification/prediction.
Bayesian approaches are based on probability and the likelihood principle. They can overcome some model uncertainties and provide posterior probabilities of parameters. Furthermore, they can deal with missing data, such as unobserved time points and offer an easy way to estimate variations and high noise levels through a hierarchical Bayesian setting. Related studies of Bayesian approaches for microarray experiments include: Bayesian with regularized t-test (Baldi and Long, 2001) , Bayesian regression analysis (West, 2000) , non-parametric empirical Bayesian approach (Efron, et al., 2001) , and parametric Bayesian model (Ibrahim, Chen, and Gray, 2002) . The intention of this work is to develop a novel approach, which integrates neural network techniques and Bayesian approaches in order to: (i) take into account different types of gene expression information and the features present in the data, including highly correlated inputs, temporal information, uncertainties, and noise estimation; (ii) address an issue of the correlation structure of multi-dimensional temporal data in multiple gene pattern studies.
The rest of the paper is organized as follows. In section 2 we describe the basic structure of gene expression classification with artificial neural networks. Furthermore, we develop a Hierarchical Bayesian Neural Network (HBNN) for both the independent and the correlated covariance structure of the temporal inputs. Also, the fully conditional posterior distributions for both the network parameters and hyperparameters and Monte Carlo Markov Chain (MCMC) simulation for sampling the conditional distribution in order to obtain marginal distributions of the parameters are discussed. In section 3 we demonstrate our developed method with a detailed analysis of time course microarray data sets, the effect of Bayesian learning, the convergence of MCMC, and the generalization performance. A comparison study of the proposed methods with popular approaches is also provided. Finally, we provide a brief discussion and conclusion in section 4.
Model Formulation

Neural Network Formulation
Since microarray data include massively parallel measurements with highly correlated inputs and overwhelming interactions, we consider a Feed-Forward Neural Network (FFNN) with a single hidden layer (a layer of neurons between the input layer and the output layer) architecture for modeling.
Let J be the number of input neurons in the network, which could correspond to the number of time points, or experimental conditions in temporal data. Let H and K be the number of hidden neurons and output neurons, respectively. Data set is the target class, where the i'th gene belongs and it takes a value from the finite set {0, 1, …, K-1} of class labels. x belongs to class =k (k=0,…,K-1) given the network architecture N is given by:
The class prediction of an observation from K classes can be determined by the largest estimated conditional probability from K:
Due to the high level noise in gene expression data, repeating the sampling from the same data set may produce different target values with certain probabilities. A more specific goal of this work is through a Bayesian approach to estimate the noise levels, the associated network parameters, and the posterior probability
, and then build a classifier with decision rules to make classifications and predictions. The assessment of the network performance from the learning stage is tested with data not seen before, which is called the testing data. This phase is often called generalization.
Hierarchical Bayesian Neural Networks for Gene Expression Classification
Our goal for constructing neural networks in the Bayesian framework for gene expression analysis is to attempt to recognize and categorize the complex temporal patterns with high uncertainties. There are two main sources of uncertainties when neural networks are applied for gene expression data. First, uncertainties may arise from the data itself, due to the experiment or biological noise. Second, they may arise from the modeling process, such as the estimated weights from different initial conditions or the deviation of multiple models based on the training results. Bayesian approaches are adequate due to their likelihood principle. On one hand, one can get estimates of variability of gene expression and noise probabilities. On the other hand, it allows one to do model averaging (Kass and Raftery, 1995) over several different fitted networks to improve predictive power and reliability of the results.
Hierarchical Bayesian Neural Networks with Independent Input Structure
Note that eq. 1 is invariant when we shuffle the time points, which indicate that we have not incorporated the temporal information into the network model. Now we incorporate the temporal information with Bayesian prior setting into the neural network. We assume that the network parameters (weights from the input layer to the hidden layer and from the hidden layer to the output layer) are random variables with certain prior distributions, such as a Gaussian prior distribution. For a simple case, we assume that these parameters are independent with mean zero and common variance 1/ λ (precision λ):
This simpler model has advantage in reducing the dimension of the parameter space and results in short computer run time. The precision λ (hyper-parameter) is the inverse of the square root of the variance and is associated with the noise level of each input to hidden weight. Since we have no specific knowledge of λ from the gene expression data, we used non-informative priors to acknowledge the high degree of uncertainty (noise levels) about the weights and allowed the data to guide model building in a higher degree. We assume λ is generated from vague prior Gamma distribution (which has a convenient conjugate prior) with mean α and shape parameter β.
After the prior distributions of the network parameters and hyper-parameters have been setup, the posterior estimations of these parameters and hyperparameters are updated according to the Bayes rule and the observed data:
While the input-to-hidden weights connected to the same input have common prior λ, the posterior values are updated based on the data so that the irrelevant inputs (time points) have tighter distributions, which makes the corresponding weights take values close to zero with higher probability. Since a hyperparameter is associated with each input (time), if the hyper-parameter for an input is small, the weight for that input will likely be small, and the hyper-parameters can be used to control the size of the weights associated with connections out of that input. This setting is useful for the automatic setup of the relevance of inputs from varying degree of correlated inputs to reduce the dimension of the parameter space and to automatically determine the model complexity (MacKay, 1995; Neal, 1997 Neal, , 1998 . This Bayesian setting is referred to as Automatic Relevance Determination (ARD), which helps to resolve traditional neural networks' and statistical models' multicollinearty problems (model can not set the coefficients of irrelevant variables to zero). These coefficients with nonzero values reduce the model's generalization performance.
One potential limitation of the above simple Bayesian setting is that the model assumption may be violated and result in poor performance. First, the prior distributions of random weights of the inputs are assumed to be uncorrelated with constant variance. We may achieve this through the standardization of the input x j 's around their means, which can reduce dependence between weights and biases. Since gene expression data are usually fully balanced, we can achieve complete independence. Second, since we use the posterior distribution for our estimations, the assumed prior independence does not force the posterior distributions to be independent. Neural networks have special characteristics to solve the dependencies of the weights through the introduction of a hidden layer, in which the weights are aggregated via an activation function, and are adjusted simultaneously according to the learning algorithm.
Hierarchical Bayesian Neural Networks with Correlated Covariance Structure
We may modify the assumption of independence to deal with the correlation structure of the multi-dimensionality of the time inputs. Uncorrelated weights with constant variance in an univariate distribution can be extended to the Multivariate Normal (MVN) distribution with correlated random weights with non-homogeneous covariance Σ, such as
The prior distribution for 0 w , and Σ use conjugate distributions:
where is Wishart distribution, which is a multivariate generalization of the Gamma distribution.
is scalar parameter of degree of freedom, and usually are chosen as small as possible to represent vague prior knowledge. Matrix R with ρ ρ × dimensions are specified to represent our prior guesses for weights and bias at the order of magnitude of the covariance matrix 1 − Σ . Note that, if Σ is chosen to be constant diagonal, then it corresponds to the case we discussed in 2.2.1, independent weights and biases with constant variance.
Given the prior distribution,
, due to the conjugate properties of the multivariate normal distribution, the fully conditional posterior distribution for the network weights can be given by a multivariate normal distribution: w , which is a multidimensional generalization of the univariate Student distribution (Webb, 2002) .
conditional posterior distribution for hyper-parameters 0 w can be given as:
where V and 
Making Inferences from HBNN and MCMC
Making inferences from the discussed HBNN model for gene classification includes several levels. The first (highest) level makes prediction and classification for new input data based on model comparison and averaging results from the training data. The second level makes inferences for the network parameters while we assume that the model structure is true, which is referred to as model fitting. The third level makes inference for hyper-parameters and their uncertainty. The last level repeats level 2 and level 3 with different initial conditions and network architectures and, based on the Bayesian evidence, it chooses the most probable model or uses weighted averaging (ensemble) of many models.
We are interested in finding the marginal posterior distribution of network parameters and the associated hyper-parameters in order to do classifications. The posterior joint distribution of the network weights w and hyperparameter λ is:
where ) , ( λ π w represents the joint prior for w and λ,
is a likelihood function of λ and w for data D. Due to the high dimensional input space (the large number of parameters) and the non-independency between λ and w , the integrals of the joint distribution may not have an analytical solution. However, the fully conditional distributions of network parameters and hyper-parameters have conjugate properties at each level in the hierarchy and were given in 2.2. Therefore the Monte Carlo Markov Chain simulation or approximation is straightforward to be implemented in order to seek the marginal distribution for each parameter (MacKay, 1995; Neal, 1996 Neal, , 1998 . MCMC tries to obtain the posterior distribution of the network parameter by simulating a Markov chain that has posterior as its equilibrium distribution. The prediction or classification for a new test case is made by averaging over the posterior distribution for all the parameters.
For the Monte Carlo method, Metropolis algorithms and Gibbs sampling can be implemented. In Gibbs sampling, the marginal distribution of weights can be sampled through sampling from the conditional distribution for each parameter when the other parameters are fixed. Since both the Gaussian distribution and the Gamma distribution have convenient conjugate properties, the fully conditional distributions have the same form as the conjugate priors. We can apply Gibbs sampling as follows. Choose arbitrary initial values ) , After a large number of iterations, we obtain )
, which is referred to as a Markov chain with ergodic properties. Hence it can converge to a unique desired distribution asymptotically.
Since we are interested in the marginal distributions of network parameters w and especially λ , good estimates for them are: Genetics and Molecular Biology, Vol. 3 [2004] , Iss. 1, Art. 20 DOI: 10.2202 /1544 -6115.1038 Eq. 13 can be used to estimate parameters
Statistical Applications in
, which can provide confidence intervals for all the parameters. The difficulty with Gibbs sampling for the neural network parameters is that the sampling can be very slow to converge due to the high correlation of the high dimensional inputs and the high level noise, which is typically present in gene expression data. Moreover, using points selected at random from a simple distribution is not accurate because of the great variation in the posterior probability density in the high dimensional network space. The Metropolis algorithm could be more accurate, which produces a sequence of vectors and forms an ergodic Markov chain with a stationary distribution. However, it is still very slow to generate a candidate sample by randomly perturbing all weights from a high dimensional space. Also it has a hard time finding the desired direction, especially if applied to data with highly correlated inputs, such as gene expression data. To improve the Metropolis algorithms, we implemented the Hybrid Monte Carlo Markov Chain (HMCMC) method devised by Duane et al. (1987) . HMCMC attempts to find the best direction by following the gradient with high probability, and following other directions with low probability. In HMCMC, the random walk aspect of the Metropolis algorithms is largely eliminated. It improves stability and the convergence of the algorithm, and speeds up the exploration of the parameter space. For hyper-parameters, Gibbs sampling was directly applied, which helped to minimize the amount of tuning for obtaining the best performance of HMCMC.
Application of HBNN on Yeast Cell Cycle Gene Temporal Data
Data Acquisition and Preprocessing
The transcriptional budding yeast microarray experiment, described by Chu et al. (1998) (http://cmgm.stanford.edu/pbrown/sporulation/), contains all yeast genes from diploid cells to haploid cells through the development of sporulation. The experiment contained 6118 genes, 477 of those with known classes (seven heterogeneous temporal patterns corresponding to different stages of development of sporulation) were identified by Chu's correlation based clustering method and has also been verified by Eisen's hierarchical clustering methods, Northern plots and other microarray data analysis (Chu, et al., 1998) . These genes with known temporal patterns provide clues for the potential functions of thousands of uncharacterized genes. Our goal is to build an effective classifier to characterize unknown genes with our discussed models using Chu's experimental information. Some genes with known classes of seven expression patterns provided by Chu et al. are shown in Table 1 . In Chu's experiment, genes that co-express in the same condition at different time points are of potential interest. The spotted cDNA microarrays containing Saccharomyces cerevisiae (yeast) were used to study the expression during meiosis and spore formation. mRNA samples were taken at seven time points: 0, 0.5, 2, 5, 7, 9, and 11.5 hours. For each time point, a red labeled cDNA pool was prepared. In addition for time 0 sample, a green labeled cDNA pool was prepared for reference. Seven microarrays were used in this study, one for each of the seven time points. Each array was probed with the green-labeled sample, mixed with one of seven red labeled samples. The original database contained four measurements for each spot: green signal, green background, red signal and red background. We used a log background-corrected ratio to normalize the data. The background-corrected ratio is given by the (red signal -red background) / (green signal -green background); log transformation was applied after the background-corrected ratio was computed. This normalization can well stabilize the variance and is more informative. More importantly, by doing this normalization, we can use a normal prior distribution and constant variance assumptions designed in 2.2.1. Figure 1 provides q-q normal plots and shows the effect of log background-correction for a randomly selected time point. The left figure shows that the assumption of normal distribution does not hold before normalization, but it does hold after it, which is shown in the right figure. Similarly, figure 2 shows the q-q plots for the other 6 time points after normalization. Since each of the slopes of the q-q plots provides the inverse of the variance and all the seven slopes are roughly the same, the constant variance assumption holds. To deal with the multiple heterogeneous distributed data and to get training data and testing data that contain genes proportional to the seven class sizes, we sorted the 477 genes according to their classes. After sorting, the data was proportionally split and randomly sampled according to the size of each class; a total of 157 samples (one third) were used as testing data and 320 samples (two third) as training data. After the data were partitioned, the training data were sent into the Hierarchical Bayesian Neural Network. Figure 2: q-q normal plots of log background-corrected gene expression levels for 477 genes at time points 0, 0.5, 2, 7, 9, 11.5 hours, respectively. All six figures provide approximately straight lines, indicating that the normal prior distribution holds for each given time point. Also, the slopes of the lines are approximately the same, which indicates that the constant variance assumption holds.
Implementation and Results
We implemented HBNN with independent weights and with correlated covariance matrix for gene temporal pattern classification. In the independent weights model the process of Bayesian learning uses a Feed-Forward Neural Network. Initial network weights and biases were randomly generated with common Gaussian prior distribution with mean 0 and variance 1/λ. The hyperparameter λ was generated from two hierarchical levels. The lower level hyperparameter λ was generated from a Gamma distribution with a shape parameter 0.001 and with a mean given by a top level hyper-parameter common to all parameters of weights leading out from the input. This top-level hyper-parameter was generated from a Gamma distribution with a specified mean (0.1), and with yet another specified shape parameter (0.001). In the correlated covariance HBNN model, Bayesian learning also used a FFNN and Gaussian prior distribution for the weights, but the hyper-parameters of the correlated covariance matrix of the weights followed an Inverse Wishart distribution. The degree of freedom of the Inverse Wishart distribution was chosen to be the number of inputs, in this case 7. The scale matrix was chosen to be a 7 7 × matrix, it was randomly generated and satisfied a positive semi-definite constraint. Pure linear (purlin), tangent sigmoid (tansig), and log sigmoid (logsig) activation functions were tried as input to the hidden layer activation function as they were provided by the Matlab 6.0 software. The tangent sigmoid activation function on the hidden layer and the logistic function on the output layer gave a better performance than other activation functions. Several network architectures were tested by modifying the number of hidden neurons from 5 to 20. 12-15 neurons performed better than others. Batch mode learning was employed, in which the learning process updated the weights after the presentation of all training exemplars (i.e., after each epoch), and the weights were updated iteratively until the algorithm converged. Sensitivity analysis was performed through multiple test runs from random starting points to decrease the chance of getting trapped in a local minimum and to find stable results. For reliable results, each experiment was repeated 100 times, each with randomly generated initial weights and biases. MCMC was confined from 200 to 10,000 iterations in order to diagnose convergence, but in most cases the simulation curves did not jump significantly after 200 iterations, which meant convergence.
Since the network parameters have no significant meaning, the variations and the noise level estimations associated with each input (time point) is of potential interest. Figure 3 shows MCMC for hyper-parameters at seven time points when the independent input correlation structure is assumed. The x axis shows the number of iterations and the y axis shows the input-to-hidden hyper-parameter, which is the square root of the inverse of a variance. Here, each of the shown input-to-hidden hyper-parameter is a vector of parameters (weights) connecting a given input neuron to each of the hidden neurons. These hyper-parameters are used to control the magnitudes of weights out from each input. Therefore a high value of a given hyper-parameter signals a strong connection from an input to the hidden units, and probably a strong impact on the decision on the output layer for classification. Similarly, a low value of a given hyper-parameter signals a weak connection from an input to the hidden units, and probably a weak impact on the decision on the output layer for classification. We can see the effects of the ARD with a hyperprior Bayesian setting by looking at the change of the values of the input-to-hidden hyper-parameters over the course of learning. As it can be seen in the figure, time points 9 hours (set 5) and 2 hours (set 2) have strong relevance for the temporal patterns during training. Similarly, time points 30 minutes (set 1) and 11.5 hours (set 6) have low values, which indicate that they are less relevant for the temporal patterns. This shows that ARD with prior can be used to select the relevant inputs for model building.
In our first test, we chose three classes (Early I, Middle, and Early-Mid) with 221 genes as training data and 111 genes as testing data to test the model performance. The number of iterations we used was 200 to 10,000 and the number of hidden neurons was 15. We obtained the following outputs after 200 iterations and 150 runs: average log probability of targets: 0.202±0.047, fraction of guesses that were wrong: 8.11%±2.60%, correct classification rate: 91.89%±2.60%. These results showed that the proposed approach is very encouraging, even if the simple model was used.
Next, we increased the number of patterns to be classified to seven and 320 genes were used as training data and 157 as testing data. Using the simpler model for 15 hidden neurons, the correct classification rate for the testing data was 88.54%±0.097% based, again, on 150 runs and 200 iterations each. The average log posterior probability of targets was -0.300±0.039. The fully correlated covariance matrix did not provide better results than the simple case (79%), which requires further investigation. 
Effects of Automatic Relevance Determination
In order to visualize the effects of Automatic Relevance Determination for relevant input selection, we reduced the number of inputs to two. We analyzed two cases: In case I we used the two most relevant inputs (2 hours and 9 hours) provided by ARD. In case II we used the two least relevant inputs (0.5 hours and 11.5 hours). We randomly picked two classes, Early I and Early Middle, to demonstrate the effects. The Early I class contained 35 genes, while the Early Middle class contained 61 genes. We randomly chose 60 genes (20 from Early I and 40 from Early Middle) as training data and the rest, 36 genes, as testing data (15 from Early I and 21 from Early Middle). The correct classification rates from training and testing data for case I and case II are summarized in Table 3 . As shown in the table, the classification rates, based on the most relevant inputs (case I), provided much higher correct classification rates than the least relevant inputs (case II) for both training and testing. 
MCMC with HBNN for Other Temporal Microarray Data
We tested the proposed models on two other yeast cell cycle data sets experimented by Cho's and Eisen's group and extracted the data from the Stanford genome research web site (http://www.genome.stanford.edu). For comparison purpose, we still included three output classes from Chu's data, and also three output classes for Cho's and Eisen's data. All these three data sets are subsets of the original data sets. Subsets were obtained such that classes with too few examples were omitted. In Cho's data, there are 17 inputs (time points) , 280 genes with given three classes with known biological functions (patterns). Each gene measure is the normalized fluorescence between 0 and 160 minutes after cell cycle reinitiation. In Eisen's data, the gene matrix contained 79 time points over a variety of heterogeneous experimental conditions, which are important biological parameters. The data was generated from spotted arrays using samples collected at various time points during diauxic shift, mitotic cell division cycle, sporulation, temperature, reducing shocks, etc. The original data includes 2467 genes, each of which is associated with one of five functional classes. Table 4 is the summary of the data sets used for this study. All the data were standardized before they were fed into the neural network models. Table 5 shows classification results for the three data sets, all with the same number of output classes. The classification performance decreases as the number of inputs increases. This may indicate that, due to the increase in interactions among the inputs, ARD performance decreases. The performance of the methods may be improved by increasing the sample size despite the increase of noise. Figure 4 shows the MCMC simulation for Cho's data. Set 0 represents input-to-hidden hyper-parameter at time 0, set 1 at 30 minutes, and so on. Figure 5 provides similar information for Eisen's data. For better visualization we separated the 79 time inputs into three segments. 
Comparison Study
For comparison purposes, we applied the Nearest Neighbor method with Mahalanobis distance measure for Chu's data in order to identify seven gene expression patterns. We partitioned the data into training and testing, the same way that we discussed earlier. The classification accuracy was 65.67% for seven patterns. In the Nearest Neighbor method, class 1 through class 6 was chosen as the learnable classes and class 7 as the control group. Implementation has been done in SAS 8.1. Results showed that class 5 was the best learnable class with the error rate of 9.15%, while class 1 was the worst learnable class with the error rate of 46.15%. These results are consistent with our proposed HBNN model where some classes were learned with a very high accuracy (90%), while others were not. This may be the reflection of insufficient training sample data for some classes, such as class 1, and a consequent lack of clear differentiation between them due to inherent uncertainties. In order to achieve high classification accuracy, we not only need sufficient sample size, but sufficient sample size of each class.
Other classification methods were also applied for the same data. Results of the Support Vector Machine with Adatron algorithm and the Self Organized Map with Euclidean distance metric were obtained with Neurosolutions 4.1. Support Vector Machine is a classification method for finding a hyperplane in a high dimensional space that separates training samples of each class while maximizing the minimum distance between the hyperplane and any training samples. SVM has properties to deal with high noise level. Brown et al. (2000) applied SVM to the budding yeast data produced by Eisen's lab , where 79 time points with different experimental conditions with 2467 genes were associated with five functions (classes). SVM worked well for that studied data. However, the best obtained correct classification rate for Chu's data was only 67.12%, in spite of the large number of initial settings for different parameters. The reason may be that Chu's data did not have sufficient samples for multiple heterogeneous classes. Self Organized Map is a winner-take-all architecture that maps the input space, using Euclidean distance metric, into the discrete output space. The classification accuracy of Self Organized Map for Chu's data was 71.12%. Again, the performance of these methods could be improved by increasing the amount of data despite the increase of noise.
Discussion and Conclusion
To characterize and classify heterogeneous multiple dynamic gene temporal patterns, we have developed and tested Hierarchical Bayesian Neural Network models with both an independent and a correlated covariance matrix. We demonstrated our models on a selected transcriptional profiling temporal data provided by a cDNA microarray experiment, and also other two yeast cell cycle data. The noise feature was well handled with the use of Bayesian techniques. With the Hierarchical Bayesian approach, the network parameters and the hyperparameters were simultaneously optimized.
Meanwhile, the Hierarchical Bayesian treatment helped to overcome the "black box" nature of neural networks, and provided us a more detailed inference of gene array data, such as the variations and noise estimations. In order to achieve the best construction of the model, appropriate data acquisition and preprocessing were performed, including normalization and randomization. Multiple iterated runs were also applied in order to evaluate the reliability of the results. Through the combination of the proposed models, the temporal patterns of gene expressions were well characterized, and the unknown genes were well classified into profiles with high classification accuracy. In most studies, the presence of noise in the data is considered undesirable, which should be eliminated. However, with the special features of HBNN, we estimated the noise levels and the variance of the models uniformly, provided the best construction of the models, and gained reliable classifications. Also, some components of such noise can be useful as additional information to capture complex and quantitative gene expressions in microarray data.
The accuracy of a classification method is influenced by the complexity of the dynamic patterns (decision boundaries), the heterogeneity of each class, the sample size of each class, the network complexity, and also is related to the corresponding data deduction and feature selection procedures. Data dimension reduction or feature selection helped to remove redundant features or noise and highlighted the most relevant features. Feature selection in our proposed model was done through Automatic Relevance Determination with hyperprior to learn the relevance of the different experimental variables to the output class. One advantage of our HBNN with ARD model is that it evaluates the performance of each variable subset on a trained target classifier, so we can optimize variable selection according to the performance of the target classifier. Therefore, ARD with hyperprior for automatic detection of relevant inputs for gene pattern temporal analysis could be useful, especially as preprocessors for highly correlated time inputs. Although our proposed model focuses on temporal pattern classification, it can also be applied for the classification of multiple class diseases, using the gene expression profile. In this case, the gene selection method would be highly related to the classification accuracy of multiple class diseases. This may be useful for a customized array design to automatically seek gene markers and important environmental factors, which have strong contributions to common diseases. All of these will be included in our further investigations.
