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1. Introduction
Let us consider a monic univariate polynomial f , of degree n, with coefficients in a field k of
characteristic not 2 and without multiple roots. As soon as the degree of the polynomial f increases,
with the aim of computing a Gröbner basis generating the alternating galoisian ideal of f , the general
algebraic methods (not specific to the alternating group) become impractical (see Section 4.2). It is
worth pointing out that in case of the Hilbert ideal of the alternating group (non-separable case),
Wada and Ohsugi (2006) have established an explicit formula.
Throughout this paper, a = (a1, a2, . . . , an) denotes an n-tuple formed by the n (distinct) roots of
f in an algebraic closure of k and x = (x1, . . . , xn) denotes an n-tuple of algebraically independent
variables over k.
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2. Galoisian ideals and Galois group
The symmetric group Sn of degree n acts naturally on k[x] bymeans of permutations of the indices.
For σ ∈ Sn and p ∈ k[x], we denote this action by σ .p. Let L be a subset of Sn, the notation L.p refers to
the orbit of p under the action of L. For E ⊂ k[x], we denote σ .E := {σ .e | e ∈ E}.
An ideal I of k[x] is said to be galoisian relatively to f if it can be expressed in the form
I = {r ∈ k[x] | r(aσ(1), . . . , aσ(n)) = 0 ∀σ ∈ L},
where L is a subset of Sn. We say that L defines I . This definition depends on the choice of a. Galoisian
ideals of separable polynomials are necessarily radical.
The decomposition group Gr(I) of I is the subgroup of Sn leaving I invariant:
Gr(I) = {σ ∈ Sn | σ .I ⊂ I}.
The group Gr(I) is always included in the largest subset which defines the ideal I . When this inclusion
becomes an equality, the ideal I is said to be pure.
The galoisian ideal
M = {r ∈ k[x] | r(a) = 0}
is called the ideal of the a-relations. It is pure and its decomposition group
G = {σ ∈ Sn | σ .M =M}
is called the Galois group G of a over k.
The idealM is the kernel of the evaluation morphism between k[x] and the field k(a) of the roots
of f mapping xi onto ai. The field k(a) is therefore isomorphic to k[x]/M andM is maximal.
Theorem 1 (Valibouze, 1999). The largest subsetwhich defines the ideal I is the subset GL of Sn, the variety
V (I) of I is the orbit GL.a of a and dimkk[x]/I = card(V (I)) = card(GL).
From Theorem 1, there are many ways to express whether a galoisian ideal is pure or not. For
instance, a galoisian ideal is pure if and only if dimkk[x]/I = card(Gr(I)) or, equivalently, if and only
if card(Gr(I)) = card(V (I)) or, also, if and only if V (I) = Gr(I).a. The following theorem gives a
necessary and sufficient condition for a galoisian ideal to be purewhich is expressed in terms of group
properties:
Theorem 2 (Valibouze, 1999). A galoisian ideal I defined by a group and included inM is pure if and only
if Gr(I) contains the Galois group G, the decomposition group ofM.
Let us define L(0), . . . , L(n) as follows:
L(i) = {σ ∈ L(i−1) | σ(i) = i} with L(0) = L.
We have the following theorem:
Theorem 3 (Aubry and Valibouze, 2000, 2009). If I is a pure galoisian ideal then it is generated by a
separable triangular set {f1(x1), f2(x1, x2), . . . , fn(x1, x2, . . . , xn)} forming a Gröbner basis under the
lexicographic order where x1 < x2 < · · · < xn. For each a in the variety of I, the roots of fi(a1, . . . , ai−1, x)
are the aτ(i) where τ ∈ L(i−1)/L(i).
The initial degrees of the Gröbner basis are:
degxi fi =
card(L(i−1))
card(L(i))
. (1)
The ideal S of symmetric relations is the galoisian ideal defined by the symmetric group Sn. It is a
pure galoisian ideal whose decomposition group is Sn and it does not depend on the choice of a.
Sincewe have card((Sn)(i)) = (n−i)! for 1 ≤ i ≤ n, this ideal is generated by a separable triangular
set whose initial degrees are respectively (see Theorem 3)
n, n− 1, . . . , 2, 1.
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Let us define the Cauchymoduli of f (Cauchy, 1840): the first Cauchymodulus of f is the polynomial
C1(x1) = f (x1), and, by induction, for r = 1, . . . , n−1, its (r+1)th Cauchymodulus is the polynomial
Cr+1 = Cr+1(x1, . . . , xr+1) = Cr(x1, . . . , xr−1, xr+1)− Cr(x1, . . . , xr−1, xr)xr+1 − xr .
For i ≥ 0 and j > 0, denoting by hi(x1, . . . , xj) the sum of the monomials of total degree i in the
variables x1, . . . , xj (with the convention h0(x1, . . . , xj) = 1), the Cauchymoduli can be expressed as:
Cr+1 =
n−
i=r
Coeff(f , xi)hi−r(x1, x2, . . . , xr+1) , r = 0, . . . , n− 1, (2)
and they form a separable triangular set generating S (Rennert and Valibouze, 1999). As a matter of
fact, they form a separable triangular set of polynomials belonging to S such that
degx1 C1 = n, degx2 C2 = n− 1, . . . , degxn Cn = 1. (3)
The ideal S of symmetric relations decomposes into conjugate galoisian ideals. Let L be a group
containing the group G and defining a galoisian ideal I (we have Gr(I) = L) and let τ1, . . . , τe be a
right transversal of Sn modulo L. We have
S =
e
i=1
τ−1i .I. (4)
For each permutation σ , the decomposition group of σ .I is the group σ Lσ−1 containing the Galois
group σGσ−1 of (aσ−1(1), . . . , aσ−1(n)).
Remark 4. Supposing that a galoisian ideal I is defined by An (the alternating subgroup of Sn) and that
the Galois group G is odd, then as Sn = GAn and GAn defines I as well, I identifies with S.
3. The alternating galoisian ideal
From now on, let us suppose that the Galois group of f over k is a subgroup of the alternating group
An.
Definition 5. The alternating galoisian ideal is the pure galoisian ideal associated to f whose decom-
position group is the alternating group An.
The alternating galoisian ideal will be denoted by I . From Identity (4), we have
S = I ∩ τ .I
where τ = (n, n− 1) = τ−1 and the decomposition group of τ .I is An = τAnτ−1.
Therefore there are two alternating galoisian ideals; the one we consider is determined by our
choice of the inclusion I ⊂M.
We have card((An)(i)) = card((Sn)(i))/2 for i = 0 . . . n − 3 and (An)(n−2) is the identity group. By
virtue of Theorem 3 and Identity (3), the initial degrees of I and of τ .I are
n, n− 1, . . . , 3, 1, 1.
As a consequence, there exists over k a polynomial G = G(x1, . . . , xn−1) (resp. H) of degree 1 in xn−1
such that the ideal I (resp. τ .I) is generated by the triangular set
C1, C2, . . . , Cn−2,G, Cn
(resp. C1, C2, . . . , Cn−2,H, Cn). Since the Cauchy moduli are given by formula (2), we have only to
compute G.
Let a be an element of the variety of I . As (a1, . . . , an−2) belongs to the variety of the ideal
⟨C1, . . . , Cn−2⟩, any set formed of n− 2 distinct roots of f is acceptable for a1, . . . , an−2.
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Considering the univariate polynomials over the field k(a1, . . . , an−2):
g = G(a1, . . . , an−2, x) and h = H(a1, . . . , an−2, x),
it follows from Theorem 3, that g = x− an−1, h = x− an and
Cn−1(a1, . . . , an−2, x) = g.h.
We aim to obtain an−1 as a polynomial expression in a1, . . . , an−2 over k.
4. Gröbner basis of the alternating galoisian ideal
4.1. The Vandermonde determinant
Consider the determinant of the Vandermonde matrix, classically called the Vandermonde (deter-
minant) :
V (x) =
∏
1≤i<j≤n
(xi − xj).
The alternating group An is the Vandermonde’s stabilizer in Sn; in other words, V is an absolute invari-
ant of An. The Vandermonde associated with a polynomial F = λ∏1≤j≤n(x− bj) is given by:
v(F) = V (b)
and the discriminant of the polynomial F is equal to
λ2(n−1)v(F)2.
Of course, if F monic, its discriminant is v(F)2.
Recall the following well-known theorem:
Theorem 6. The Galois group over a field k of a univariate polynomial without multiple roots is even if
and only if its discriminant is a square in k or, equivalently, if its Vandermonde belongs to k.
4.2. Known methods
4.2.1. Factorization in an extension
When the Galois group G equals the alternating group An, the field K = k(a1, . . . , an−2) is isomor-
phic to the quotient ring
k[x1, . . . , xn−2]/⟨C1, . . . , Cn−2⟩.
Beyond a given degree, the computation of g by way of the factorization of cn−1(x) in K by clas-
sical methods becomes impractical since the field K is of degree n!/2 = card(An) over k. When
G ≠ An, the field K is unknown and the Gröbner basis of the ideal I intervenes in its computation
(see GaloisIdeal Algorithm in Valibouze (1999)).
4.2.2. GaloisIdeal algorithm
By the primitive element Theorem 3.27 of Valibouze (1999), we have:
I = S + ⟨V − v(f )⟩. (5)
The generators of I are therefore V − v(f ) and the Cauchy moduli of f . The deduction of a Gröbner
basis by classical methods from the latter generators is therefore impractical, due to the large number
(= n!/2) of monomials in the polynomial V .
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4.2.3. Interpolating and linear methods
An element p of a Gröbner basis of a radical zero-dimensional ideal I whose initial monomial
xs, s ∈ Nn, is known to be numerically computable by using an interpolating method or a linear
identification method.
The interpolatingmethod consists in computing for each element a ∈ V (I) a separator ra belonging
to k[x]/I . Avoiding possible simplifications (here ra equals 1 in x = a and 0 in other points of V (I)),
the principle of this method is based on the following identity:
p(x) = xs −
−
a∈V (I)
asra(x).
In the particular case of Galois theory, we can refer to the work of McKay and Stauduhar (1997) when
degxi(fi) = 1 (i.e. xs = xi) which applies in our situation. It is worth pointing out that McKay and
Stauduhar illustrate their method with numerical approximations of roots of f but indicate also other
possibilities. For the generalization (i.e. degxi(fi) ≥ 1), the reader can refer to Lederer (2004).
The second method consists in solving a linear system coming from the equations obtained by
evaluations of p with unknown coefficients in the elements of the variety. In the particular case of
Galois theory,we can refer to Yokoyama (1999) or Yokoyama (1997)where the elements of the variety
are p-adic approximations of the roots of f . For the alternating galoisian ideal, no optimization is
possible (i.e. avoiding to search null coefficients) because the polynomial p depends exactly on all
the variables x1, . . . , xn−2.
These methods require the coefficients of f to be numerical due to the fact that we need numerical
values of its roots. There are three possibilities: numerical approximations, p-adic approximations and
modular techniques as in Renault and Yokoyama (2008).
4.3. The ‘‘descent of the Vandermonde determinants’’
For r = 1, . . . , n− 1, let us define
cr(x) = Cr(a1, . . . , ar−1, x)
and denote by vr the Vandermonde determinant associated to the polynomial cr . Since f is monic, we
have (see Theorem 3):
cr(x) =
∏
r≤j≤n
(x− aj), (6)
vr =
∏
r≤i<j≤n
(ai − aj), (7)
and the discriminant of cr is v2r .
The following theorem generalizes Theorem 6:
Theorem 7. Let C1, . . . , Cn be the Cauchy moduli of a polynomial f of k[x], of degree n, with an even
Galois group and having pairwise distinct roots a1, . . . , an. Then, for r = 1, . . . , n − 1, the discriminant
of cr(x) = Cr(a1, . . . , ar−1, x) is a square in k(a1, . . . , ar−1).
Lemma 8. Keeping the hypotheses of the previous theorem, for r = 2, . . . , n− 1, we have
vr = v1c2(a1)c3(a2) · · · cr(ar−1) . (8)
Proof. Since the roots a1, . . . , an of f are pairwise distinct, it follows from Identity (6) that
cr(ar−1) =
∏
r≤j≤n
(ar−1 − aj) ≠ 0.
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Combined with (7), we obtain the following identity
vr−1 = vr .
∏
r≤j≤n
(ar−1 − aj) = vr .cr(ar−1). (9)
The desired result follows. 
Proof of Theorem 7. The discriminant of f is a square in k, i.e., v1 ∈ k. From (8), we have vr ∈
k(a1, . . . , ar−1) for r ∈ [[2, n− 1]]. 
Now, we are in a position to calculate vn−1 in k(a1, . . . , an−2) with (8) (take r = n− 1). By virtue
of (9), this amounts to use the following recursive relation between the Vandermonde determinants:
vr = vr−1cr(ar−1) r = 2, . . . , n− 1. (10)
That is precisely what legitimates the name ‘‘descent of the Vandermonde determinants’’ we gave
to the method presented in this paper. The most interesting feature of this method which relies
on successive computations of v1, v2, . . . , vn−1 is that it breaks up the computations and gives the
Vandermonde determinants of the polynomials c2, . . . cn−1.
We know that the sum an−1 + an = −coeff(cn−1, x) is a polynomial expression in a1, . . . , an−2 in
k and that the difference an−1 − an = vn−1 over k(a1, . . . , an−2), then
an−1 = vn−1 − coeff(cn−1, x)2 .
It follows that in order to compute an−1 as a polynomial expression in a1, . . . , an−2 in k, we have
only to compute the inverses of the cr(ar−1)’s in k(a1, . . . , ar−1). This is the objective of the following
paragraph.
4.4. Inversion in k[x]/S
Wewant to invert cr+1(ar) for a certain r ∈ [[1, n− 2]]. The procedure is simple if some conditions
are satisfied. Throughout this procedure, there will be a verification of the existence of the necessary
constraints.
We have to compute in the quotient ring
K = k[x1, . . . , xr ]/⟨C1, . . . , Cr⟩.
Proposition 9. For each a ∈ V (S) and each r = 1, . . . , n− 2, we have
gcd(Cr+1(a1, . . . , ar−1, xr , xr), Cr(a1, . . . , ar−1, xr), xr) = 1 (11)
and there exist polynomials U,U1, . . . ,Ur in k[x1, . . . , xr ] such that
UCr+1(x1, . . . , xr , xr)+
r−
i=1
UiCi = 1. (12)
Proof. Recall that for all s ∈ [[1, n]], the variety of ⟨C1, . . . , Cs⟩ is formed by all the s-tuples of distinct
roots of f . The polynomial Cr+1(x1, . . . , xr , xr) is the derivative in xr of the Cauchy modulus Cr . Since
C1, C2, . . . , Cr is a separable triangular set, for any (r−1)-tuple (a1, . . . , ar−1) of distinct roots of f , the
polynomial Cr(a1, . . . , ar−1, xr) and its derivative have no common root. The first identity is proved.
From the Nullstellenstatz theorem of Hilbert, it follows that 1 ∈ ⟨Cr+1(x1, . . . , xr , xr), C1, . . . , Cr⟩
establishing the second identity. 
It is worth pointing out that, in K , the polynomial U of Identity (12) is just the inverse of
Cr+1(x1, . . . , xr , xr). So, for each a ∈ V (S), we obtain the desired polynomial expression:
1
cr+1(ar)
= U(a1, . . . , ar).
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In order to lighten the notations, inwhat follows, wewill use the sign $ to refer to rational fractions
whose values and names are not important to us.
Theorem 10. For all r = 1, . . . , n− 2, when defining
Pr(x1, . . . , xr) = Cr+1(x1, . . . , xr−1, xr , xr),
it is possible to construct 3 finite series
(Pr , . . . , P1, P0 = 1),
(Nr , . . . ,N1) and
(Dr = Pr ,Dr−1, . . . ,D1,D0 = 1)
according to the following inductive process: for each i ∈ [[1, r]] and a ∈ V (S)
• Pi,Ni,Di ∈ k[x1, . . . , xi]• gcdxi(Pi(a1, . . . , ai−1, xi), Ci(a1, . . . , ai−1, xi)) = 1• NiPi(x1, . . . , xi)+ $Ci(x1, . . . , xi) = Di−1• the degree in xi of Ni is strictly inferior to that of Ci• Ni(a1, . . . , ai) ≠ 0 and Pi(a1, . . . , ai) = Di(a1, . . . , ai) ≠ 0• if i > 1 then Pi−1 is defined as the normal form of Di−1 with respect to {C1, . . . , Ci−1}.
Proof. Let us first prove that the properties of the theorem are satisfied for i = r . By virtue of
Proposition 9 and by Euclid’s extended algorithm applied to Pr and Cr as polynomials at xr , we can
compute Nr ∈ k[x1, . . . , xr−1, xr ]with degxr (Nr) < degxr (Cr) and Dr−1 ∈ k[x1, . . . , xr−1] such that
Nr
Dr−1
Pr + $Cr = 1,
and thus
NrPr + Dr−1$Cr = Dr−1. (13)
Consider a ∈ V (S) and suppose by way of contradiction that Dr−1(a1, . . . , ar−1) = 0. The set of roots
of cr(x) = Cr(a1, . . . , ar−1, x) is formed by roots of f except a1, . . . , ar−1 (see Identity (6)). Letting
b be a root of cr(x), as Pr(a1, . . . , ar−1, b) ≠ 0 (see Identity (11)), Identity (13) inevitably implies
Nr(a1, . . . , ar−1, b) = 0. This is impossible because the roots of cr(x) are pairwise distinct and the
degree of Nr(a1, . . . , ar−1, x) is strictly inferior to that of cr(x). Therefore for each a ∈ V (S)
Pr−1(a1, . . . , ar−2, ar−1) = Dr−1(a1, . . . , ar−2, ar−1) ≠ 0
and gcd(Pr−1(a1, . . . , ar−2, x), Cr−1(a1, . . . , ar−2, x)) = 1. In addition, since Dr−1(a1, . . . , ar−1) ≠ 0,
we have
Nr(a1, . . . , ar−1, ar) ≠ 0.
If, by induction, we suppose that we have already constructed Nr , . . . ,Ni−1, Pr , . . . , Pi verifying the
different inductive properties of the theorem, then, by replacing r by i in what comes before, we
establish the properties for i− 1, completing the proof. 
Remark 11. The polynomial Di−1 of Theorem 10 is the non-zero polynomial having minimal degree
with respect to xi−1 in k[x1, . . . , xi−1]∩ < Pi, Ci >. Moreover, if Di ∈ k[x1, . . . , xi−1] then Ni = 1 and
Di−1 = Pi.
Corollary 12. With the notations of Theorem 10, for all r ∈ [[1, n− 2]], we have:
N1 · · ·NrCr+1(x1, . . . xr−1, xr , xr) = 1 mod ⟨C1, . . . , Cr⟩.
Corollary 13. With the notations of Theorem 10, for all r ∈ [[1, n− 2]] and for all a ∈ V (S), we have:
1
cr+1(ar)
= N1(a1)N2(a1, a2) · · ·Nr(a1, . . . , ar). (14)
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5. Computations and comparisons in Magma
To apply Theorem 10, we must compute Bézout coefficients. Set R = k(x1, . . . , xr−1)[x] and fix P
and C in R such that gcd(P,Q , x) = 1. We are searching for polynomials A and B in R such that
AP + BQ = 1,
with deg(A, x) < deg(Q , x) = m and deg(B, x) < deg(P, x) = n.
We can use Euclid’s extended algorithm or solve the linear system
X .S = (1, 0, . . . , 0)
where X = (x1, . . . , xn+m) is unknown and S is the Sylvester matrix defined as follows: for i ≤ m, the
ith line Si of S is formed by the coefficients of xi−1P in the basis 1, x, . . . , xm−1 and, form < i ≤ n+m, Si
is formed by the coefficients of xi−1Q in the same basis. Our function Bezout implements thismethod
in themathematics softwareMagma. The coefficients of the polynomials used to compute the timings
are numerical.
In our context, the comparison between the function XGCD of Magma based on Euclid’s extended
algorithm and the function Bezout shows that the function Bezout is the best solution. Moreover,
the computation of a Gröbner basis by using the Formula (5) is much less effective than the method
proposed in this paper. For example, to solve our problem in degree 6, the computation time is 10 s
when using the function Bezout, 15 s by the function XGCD and 61 s by a Gröbner basis function
of Magma. In degree 7, the Gröbner basis function of Magma does not give a result (nor the function
TriangularDecomposition). Using the function XGCD the computation time is 50min and 11min
by using the function Bezout.
6. Example
We use here a simple illustrative example with the polynomial f = x4 + (−4t − 2)x3 + (6t2 +
6t + 2)x2 + (−4t3 − 6t2 − 4t)x+ t4 + 2t3 + 2t2 + 2 of degree n = 4 in x over k = Q(t). Its Cauchy
moduli are
C1(x1) = x41 + (−4t − 2)x31 + (6t2 + 6t + 2)x21 + (−4t3 − 6t2 − 4t)x1 + t4 + 2t3 + 2t2 + 2
C2(x1, x2) = x32 + (−4t − 2)(x22 + x1x2 + x21)+ x1x22
+ (6t2 + 6t + 2)(x2 + x1)+ x21x2 + x31 − 4t3 − 6t2 − 4t
C3(x1, x2, x3) = x23 + (−4t − 2)(x3 + x2 + x1)+ x2x3 + x1x3 + x22 + x1x2 + x21 + 6t2 + 6t + 2
C4(x1, x2, x3, x4) = x4 + x3 + x2 + x1 − 4t − 2.
The discriminant of f is 3136 = 562. Therefore its Galois group over k is even and
v1 = v(f ) = 56.
We will apply Theorem 10 and Corollary 13 twice: with r = 1 to compute v2 and with r = 2
to compute v3. The finite series (Pi), (Ni), (Di) of Theorem 10 depend on r . To avoid cumbersome
notations, for r = 1 we let P = P1 and N = N1, while for r = 2 we reuse the same notations as in the
theorem.
To compute v2, we consider the polynomial
P(x1) = C2(x1, x1) = 4x31 + 3(−4t − 2)x21 + 2(6t2 + 6t + 2)x1 − 4t3 − 6t2 − 4t
as in Theorem 10 with r = 1. We compute (see Section 5) N = x21+(−2t−4)x1+t2+4t+228 such that:
NC2(x1, x1)+ $C1(x1) = 1.
By Corollary 13, we have
1
c2(a1)
= N(a1).
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Consequently, by Formula (10), for each a ∈ V (S), we obtain
v2 = v1c2(a1) = 56.N(a1) = 2(a
2
1 + (−2t − 4)a1 + t2 + 4t + 2).
We can easily verify that 4(x21+(−2t−4)x1+t2+4t+2)2 is identical to the discriminant of C2(x1, x2)
at the variable x2 in k[x1]/⟨C1⟩.
Let us pursue the descent of the Vandermonde by computing (see Formula (10))
v3 = v2c3(a2) (15)
from which we come to the conclusion. Keeping the notations of Theorem 10 and computing the
Bézout coefficient of P2, we have
P2 = C3(x1, x2, x2) = 3x22 + (−4t − 2)(2x2 + x1)+ 2x1x2 + x21 + 6t2 + 6t + 2,
N2 = (2x21 + (−4t − 2)x1 + 2t2 + 2t + 2)x22
+ (−2x31 + (2t + 1)x21 + (2t2 + 2t)x1 − 2t3 − 3t2 − 4t − 6)x2
+ (2t + 1)x31 + (−4t2 − 4t)x21 + (2t3 + 3t2 − 2)x1 + 2t2 + 8t + 4,
D1 = 8x61 + (−48t − 24)x51 + (120t2 + 120t + 38)x41
+ (−160t3 − 240t2 − 152t − 16)x31 + (120t4 + 240t3 + 228t2 + 48t − 8)x21
+ (−48t5 − 120t4 − 152t3 − 48t2 + 16t + 16)x1
+ 8t6 + 24t5 + 38t4 + 16t3 − 8t2 − 16t + 8
with
N2P2 + $C2(x1, x2) = D1.
The polynomial P1 = 12x31 + (−36t − 36)x21 + (36t2 + 72t + 32)x1 − 12t3 − 36t2 − 32t − 4
is, by definition, the reduction of D1 modulo C1. Computing the Bézout coefficient of P1, we obtain
N1 = x
3
1+(−3t+3)x21+(3t2−6t−4)x1−t3+3t2+4t+1
196 such that N1P1 = 1 mod C1. Thus,
N1N2P2 = 1 mod ⟨C1, C2⟩.
For each a ∈ V (S), we have
1
c3(a2)
= N1(a1)N2(a1, a2),
and thus
v3 = v2c3(a2) = 56N(a1)N1(a1)N2(a1, a2).
The reduction of 56N(x1)N1(x1)N2(x1, x2)modulo ⟨C1, C2⟩ gives
7v3 = −a31a22 + (2t + 4)a31a2 + (−t2 − 4t − 2)a31 + (3t + 3)a21a22
+ (−6t2 − 18t − 12)a21a2 + (3t3 + 15t2 + 18t + 6)a21
+ (−3t2 − 6t + 2)a1a22 + (6t3 + 24t2 + 20t + 6)a1a2
+ (−3t4 − 18t3 − 28t2 − 18t − 3)a1 + (t3 + 3t2 − 2t − 2)a22
+ (−2t4 − 10t3 − 8t2 − 2t + 1)a2 + t5 + 7t4 + 12t3 + 10t2 + 2t − 4
for each a ∈ V (S). Since v3 = a3 − a4, we infer that
a3 − a4 = v3 and
a3 + a4 = 2+ 4t − a2 − a1
the opposite of the dominant coefficient of c3(x). This gives us
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a3 = G1(a1, a2) and a4 = H1(a1, a2)
where
14G1(x1, x2) = −x31x22 + (2t + 4)x31x2 + (−t2 − 4t − 2)x31 + (3t + 3)x21x22
+ (−6t2 − 18t − 12)x21x2 + (3t3 + 15t2 + 18t + 6)x21
+ (−3t2 − 6t + 2)x1x22 + (6t3 + 24t2 + 20t + 6)x1x2
+ (−3t4 − 18t3 − 28t2 − 18t − 10)x1 + (t3 + 3t2 − 2t − 2)x22
+ (−2t4 − 10t3 − 8t2 − 2t − 6)x2 + t5 + 7t4 + 12t3 + 10t2 + 30t + 10
and
14H1(x1, x2) = x31x22 + (−2t − 4)x31x2 + (t2 + 4t + 2)x31 + (−3t − 3)x21x22
+ (6t2 + 18t + 12)x21x2 + (−3t3 − 15t2 − 18t − 6)x21
+ (3t2 + 6t − 2)x1x22 + (−6t3 − 24t2 − 20t − 6)x1x2
+ (3t4 + 18t3 + 28t2 + 18t − 4)x1 + (−t3 − 3t2 + 2t + 2)x22
+ (2t4 + 10t3 + 8t2 + 2t − 8)x2 − t5 − 7t4 − 12t3 − 10t2 + 26t + 18.
The two linear factors of c3(x) belonging to k[a1, a2] are g = x−G1(a1, a2) and h = x−H1(a1, a2);
in other words, we have G = x3 − G1 and H = x3 − H1. In this example, the Galois group of f is
A4. We have computed a triangular set generating the maximal ideal M. When the Galois group is
even and distinct from An, to computeM, we must continue the computations with, for instance, the
GaloisIdeal Algorithm.
7. Conclusion
The method proposed here speed up the computation of the decomposition field of separable
polynomials whose Galois groups are even.
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