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We propose a simple method to simulate and detect topological insulators with cold atoms trapped
in a one-dimensional bichromatic optical lattice subjected to a time-periodic modulation. The tight-
binding form of this shaken system is equivalent to the periodically driven Aubry-Andre model. We
demonstrate that this model can be mapped into a two-dimensional Chern insulator model, whose
energy spectrum hosts a topological phase within an experimentally accessible parameter regime. By
tuning the laser phase adiabatically, such one-dimensional system constitutes a natural platform to
realize topological particle pumping. We show that the Chern number characterizing the topological
features of this system can be measured by detecting the density shift after one cycle of pumping.
PACS numbers: 67.85.-d, 03.75.Ss
I. INTRODUCTION
Since the discovery of topological insulators, the search
for topological state of matter has attracted intense inter-
ests in past years in condensed-matter physics [1, 2] and
atomic, molecular, and optical physics [3]. One of the
recent theoretical advances in this field is the introduc-
tion of Floquet topological insulators [4–10]. It is shown
that a topological trivial system can become nontrivial
in the presence of time-periodic perturbations. The clas-
sification of Floquet topological insulator is based on an-
alyzing the properties of the Floquet operator [11, 12].
In particular, these periodic perturbations could be eas-
ily achieved by externally shining laser fields on the sys-
tem with microwave frequencies [4–10]. However, in solid
state system, the materials with topological features are
still quite scarce and the tools to engineer the topological
phase remain limited.
Ultracold atoms trapped in an optical lattice nowadays
have been widely recognized as powerful tools to simu-
late and study many-body problems originally from con-
densed matter physics [13, 14]. This arises from the fact
that the cold atomic systems can provide a clean platform
without lattice disorder and even some extreme phys-
ical situations unachieved in condensed matter physics
can be reached here. Experimentally, great progress has
been achieved recently in realizing artificial gauge fields
[15–18], spin-orbit coupling for ultracold atoms [19–21]
and spin Hall effects [22], which turn cold atoms into a
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new platform for simulating topological phases. Some
proposals have been put forward to use this system to
mimic quantum anomalous Hall insulator (Chern insula-
tor) [23–27], time-reversal invariant topological insulator
[28, 29], and Majorana fermions [30]. In particular, cold
atoms in modulated optical lattices constitutes a versa-
tile platform to realize synthetic gauge fields and topo-
logical phases [31]. For instance, such setups have been
considered recently to experimentally realize the Haldane
[23, 25, 32] and the Hofstadter model [33], using the tech-
nology of modulated optical lattices [34, 35]. These ex-
periments led to the first experimental determination of
the Chern number using cold atoms [35].
Remarkably, recent studies have also shown that some
topological properties of the two-dimensional (2D) inte-
ger quantum Hall insulator could be simulated with one-
dimensional (1D) Aubry-Andre (AA) model [36]. When
the 1D model depends on a parameter in a periodic man-
ner, one can regard this system as a 2D system, where
the physical dimension is extended by the 1D param-
eter space. Then the topological property of this sys-
tem can be characterized by the Chern number defined
on a torus formed by a spatial dimension as well as a
parameter dimension. For cold atomic system, the AA
model has been experimentally realized in a 1D optical
lattice for studying Anderson localization [37] and re-
cently been discussed for simulating quantum Hall in-
sulator [38, 39] and topological bosonic Mott insulator
[40, 41] and charge pumping [42]. This idea has also
been generalized to realize the Haldane insulator with a
1D extended Su-Schrieffer-Heeger model [43]. Compared
with the previous methods for realizing topological phase,
the present method does not need the engineering of syn-
thetic gauge fields, which provides an alternative simple
route to probe the topological feature of quantum Hall
2states. Another route is also offered by the so-called syn-
thetic dimensions, which use the internal states of the
atoms [44].
In this paper, we take one step further and show that
the AA model can have the same topological feature as
the 2D Chern insulator, when it is subjected to peri-
odic driven. The 2D Chern insulator is different from
the standard quantum Hall insulator, as it does not re-
quire a magnetic field to break time reversal symmetry
and thus, it does not display Landau levels. Its discov-
ery stimulated the search for different exotic topological
phases, including Z2 topological insulator and topolog-
ical superconductor [1, 2]. In this paper, we focus on
its realization using cold atoms trapped in a 1D shaken
bichromatic optical lattice, but we note that it can also be
achieved in 1D quasicrystal systems [45]. When the lat-
tice modulation is in the high frequency regime, we find
that the energy spectrum associated with the effective
time-independent Hamiltonian displays a gapped Chern
insulator phase. In contrast to the recent proposals for
realizing Floquet topological insulator in 2D optical lat-
tice [31], one of the advantages of this 1D framework is
that topological pumping arises naturally. This pumping
is topologically protected because the 1D model shares
the same topological origin as the 2D Chern insulator.
The number of pumped particles can be expressed as
the Chern number of this system. Then we employ such
pumping to detect the Chern number, hence character-
izing the topological property of the system.
The paper is organized as follows: Section II introduces
the periodically driven AA model, which can be realized
with ultracold atoms trapped in a shaken bichromatic
optical lattice. Section II presents the effective Hamilto-
nian of the periodic driven AA model. In section III, we
study some topological features of the system, such as
Chern number and edge states. In section V, we present
a feasible approach to detect the topological Chern num-
ber based on topological pumping. A short conclusion is
given in Sec. VI.
II. PERIODICALLY DRIVEN AA MODEL
We consider ultracold fermionic atoms trapped in a
shaken bichromatic optical lattice. This lattice is gener-
ated by the superposition of two shaken optical lattices.
The single particle Hamiltonian of an atom in this shaken
lattice system is written as
Hs =
p2x
2M
+V1 sin
2[k1(x−x1(t)]+V2 sin2[k2(x−x2(t)+φ/2],
(1)
where Vi, ki = 2pi/λi and λi (i = 1, 2) are the lattice
depth and laser wave vector and wave length. xi(t) =
bi sin(ωt) is the periodic time-dependent lattice shaken.
ω is lattice shaken frequency and φ is the phase of the
second laser. Experimentally, a shaking sinusoidal lattice
can be realized through a modulation of the driving fre-
quency and by changing the relative phase of the acousto-
optic modulators [46]. Here we assume the two lattices
experience the same shaking amplitude b = 0.2 which is
within the current experimental technology [46], and de-
scribe the two lattice shaking amouns as b1 = bλ1/2 and
b2 = bλ2/2. In the following, we choose the lattice spac-
ing a = λ1/2 = 1 and ~ = 1, and assume the first lattice
depth V1 is much bigger than the second lattice depth
V2. In the absence of lattice shaking b = 0, the tight-
binding Hamiltonian from Eq.(1) leads to the so-called
AA model, which is widely used in the investigation of
Anderson localization as well as some topological phases
in cold atomic physics [37–41]. In this paper, we refer
the tight-binding model from Eq.(1) with θi(t) ∝ sinωt
as periodically driven AA model. Considering a unitary
rotation, the Hamiltonian is transferred to a new frame
x → x + b1 sin(ωt), and it displays a shaking-induced
vector potential
Hr = H1 +H2, (2)
H1 =
(px −Ax)2
2M
+ V1 sin
2(k1x),
H2 = V2 sin
2(k2x−Aφ + φ/2),
where the induced vector potentials are Ax = α1 cos(ωt)
and Aφ = α2 sin(ωt), with the amplitudes α1 = Mωb1
and α2 = k2(b2 − b1).
We assume all the atoms are trapped in the lowest
band of the optical lattice, then the Hamiltonian in the
second quantization formalism is of the form
H =
ˆ
dxΨ†(x)HrΨ(x). (3)
Expanding the field operator in terms of the Wannier
functions Ψ(x) =
∑
n cnw(x−xn), one can omit the con-
stant energy terms and get the tight-binding Hamiltonian
H =
∑
n
J(t)(c†n+1cn+h.c.)−
∑
n
∆cos(2piβn−Aφ+φ)c†ncn,
(4)
where β = k2/k1, J(t) =
´
dxw(x − xn+1)H1w(x − xn),
∆ = V22
´
dxw(x) cos(2k2x)w(x) and the driving ampli-
tude in Aφ has been modified as α2 = 2k2(b2− b1). Note
that this tight-binding model is the Aubry-Andre model,
but with an additional periodic driven contained in the
induced gauge potentials Ax,φ. Here only the on-site con-
tribution of the second optical lattice is kept because we
assume V1 is much bigger than V2.
In order to realize a two band Chern insulator, we
choose k1 = 2k2, then β = 1/2. In this case, the odd and
even number lattice sites feel different on-site energies.
We label this two sites as a and b and use them to consti-
tute a pseudospin. By employing Fourier transformation
and Peierls substitution, the above Hamiltonian can be
rewritten in the momentum space asH =
∑
k C
†
kH(k)Ck,
where Ck = (ak, bk)
T . The Hamiltonian density has the
form
H(k) = 2tx cos(kx −Ax)σx +∆cos(φ−Aφ)σz , (5)
3where tx is the bare hopping without time-dependent
modulation, σx,y,z are the Pauli matrices spanned
by ak and bk. In the Gaussian approximation for
the Wannier function of the ground state, the hop-
ping rate and the on-site energy can be derived as
tx = (4/
√
pi)V
3/4
1 E
1/4
R1 exp(−2
√
V1/ER1) and ∆ =
(V2/2)exp(−β2/
√
V1/ER1), where the recoil energies
ERi = ~k
2
i /2M (i = 1, 2). Interestingly, by associat-
ing the laser-induced potential Aφ with the vector po-
tential Ay, the on-site energies ∆ with twice the hopping
rate 2ty, and the laser phase φ with the quasimomen-
tum ky, one finds that the above one dimensional driv-
ing model can be mapped into the two-dimensional pe-
riodically driven pi-flux Harper model. In the following,
we will show that the original gapless quasienergy spec-
trum will be driven into the analog of a two-dimensional
gapped topological phase.
III. THE EFFECTIVE HAMILTONIAN
The essential feature of the above time-dependent
Hamiltonian can be captured by an effective time-
independent Hamiltonian. This strategy has been ex-
tensively studied recently in periodically driven systems
[47–49]. Before using this method to derive the effec-
tive Hamiltonian of Eq. (5), we expand the Hamiltonian
density H(k) as
H = H0 +
∝∑
m=1
(Hmeimωt +H−me−imωt), (6)
where each expanding component Hm has been modified
by the Bessel functions Jm(α1, α2) (see the appendix A).
Based on the above expanding Hamiltonian, following the
strategy in [49], the effective Hamiltonian of the above
equation can be expressed as [50]
Heff = H0 + 1
ω
∑
m=1
1
m
[Hm,H−m], (7)
where we have omitted high orders of 1/ω [49]. When a
high driving frequency (ω = 8tx) is employed, the contri-
bution of high orders can be safely ignored. In Fig. 1(a-
b), we have numerically demonstrated this point through
calculating the modification of the second order terms on
the bulk and edge energy spectrums. The results show
that, the second order terms only have small influence
on the envelope of the spectrum and will not change the
gap and the edge spectrum.
In the practical experiment, a weak lattice shaken
(b < 1) is preferred so that the induced heating on the
lattice is small. If the lattice shaken is tuned so that the
vector potential amplitudes α1,2 < 1, one can find that
Jm(α1,2) ∼ 10−m(m ≥ 3). In this case, in Eq. (6), only
the one- and two-photon transition dominate the whole
dynamics. Then we can write Eq. (6) as
H(k, t) = H0 +
∑
Hm=±1,±2eimωt, (8)
where
H0 = 2txJ0(α1) cos(kx)σx +∆J0(α2) cos(φ)σz ,
H1 = 2txJ1(α1) sin(kx)σx − i∆J1(α2) sin(φ)σz ,
H2 = −2xtJ2(α1) cos(kx)σx +∆J2(α2) cos(ϕ)σz ,(9)
H−1 = H+1 ,
H−2 = H2,
By substituting the above equation into Eq. (7), we
can obtain an effective two band Chern insulator model
Hamiltonian
Heff = hxσx + hyσy + hzσz , (10)
where
hx = 2txJ0(α1) cos(kx),
hy =
8
ω
tx∆J1(α1)J1(α2) sin(kx) sin(φ), (11)
hz = ∆J0(α2) cos(φ).
As has been shown before, the above 1D atom-lattice sys-
tem without shaking can be described by the 2D pi−flux
model. The x-direction momentum kx and the laser
phase φ constitute the 2D space (kx, φ), which form a
2D torus under the periodic boundary condition along
the x-direction. In Fig. 1(a), we plot the energy spec-
trum with driving in the first Brillouin zone of this artifi-
cial 2D space kx ∈ [0, pi] and φ ∈ [−pi, pi]. In the absence
of shaking, the energy spectrum is gapless and there are
two Dirac points, D1 = (
pi
2 ,
pi
2 ) and D2 = (
pi
2 ,−pi2 ). How-
ever, when the periodic shaking is applied on the optical
lattice, the system will be driven into a gapped insulator
phase by the induced y component hy in the Eq. (11).
IV. CHERN INSULATOR AND EDGE STATE
In the following, we will show that this gapped phase
is indeed a topological insulator state by calculating the
Chern number of the occupied ground band and the edge
state spectrum through exploring the open boundary
condition. With a unitary rotation, σx → σy, σz → σx
and σy → σz , the above Hamiltonian has the standard
form of the Chern insulator model. This rotation commu-
nicates with time reversal symmetry operator and then
will not change the topological feature of the original
model. Based on a mapping from the Brillouin zone torus
(kx, φ) to a spherical surface S
2, the Chern number of the
occupied ground band is expressed as
C =
1
4pi
ˆ ˆ
dkxdφ(∂kxh× ∂φh) · h, (12)
where the unit vector field h = (hx, hy, hz)/h with h =√
h2x + h
2
y + h
2
z. The Chern number of this two band
model can be derived analytically by calculating the sign
4FIG. 1: (color online) (a) The bulk energy spectrum for driv-
ing AA model. (b) The edge state spectrum when an open
boundary condition in the lattice direction is explored. In
both cases, the second order corrections for Eq. (7) have
been calculated and plotted in the shaded spectrum. The
dashed line in (b) denotes the fermi energy Ef ≃ −0.4tx. In
this case, there are four edge modes travelling in the gap la-
belled by A, B, C and D. We also have plotted the density
distribution of the edge modes A and D in (c) and B and C
in (d). The results show that the density of edge modes A
and D will occupy the b site of each unit cell and the modes
B and C will be in the a site of each unit cell. The lattice
length is L = 60 in the numerical calculation and the other
involved parameters are V1 = 6ER1, V2 = 0.8ER1, b = 0.2,
tx ≃ 0.1ER1, ω = 8tx, ∆ = 6tx, α1 ≃ 0.8 and α2 ≃ 0.6.
of the above Jacobian mapping at the two Driac points
[51]
C =
1
2
∑
i=1,2
sgn[(∂kxh× ∂φh) · h]|Di . (13)
After substituting Eq. (11) into the above equation, the
Chern number of this two band model can be obtained
as
C = −sgn(J0(α1)J0(α2))sgn(J1(α1)J1(α2)). (14)
Because the shaking amplitude is small in our system, α1
and α2 are smaller than one, the rate of Bessel function
is always positive and the Chern number C = −1, thus
the system is in the topological insulator phase. This is
quite different from the original gapless semimetal phase
without driving.
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FIG. 2: (color online)(a) The Wannier center and (b) The
atomic density distribution along the optical lattice vary with
the laser phase φ. After one periodic pumping by tuning the
laser phase over one period, the density will shift downwards
one unit cell. This phenomenon can be observed in the whole
lattice; however, for better illustrating, here we only plot the
density distribution of the lattice in a particular range n ∈
[1, 11]. Here the harmonic trap strength Vt = 0.001, and other
parameters are same with those in Fig.1.
The appearance of edge state is another hallmark of
topological state. To show the behavior of edge state,
in Fig. 1(b), we choose the open boundary condition
in the x direction and plot the edge state of the energy
spectrum when the lattice driving is applied. When a
fermi energy is chosen, there are four gapless edge states
travelling in the gap. The velocities of edge modes in
the two different edges are opposite. This point can be
seen from the spatial density distribution of the four edge
modes in Fig. 1(c-d). The results also show that the
density of edge modes A and D will occupy the b site of
each unit cell and the modes B and C will stay in the a
site of each unit cell. Furthermore, one can find that, the
density of the edge modes in the region φ ∈ (−pi/2, pi/2)
would always occupy the a tybe site in each unit cell,
while for other region, the density would occupy the b
type site in each unit cell. This arises from the fact that
the eigenstate of our 1D lattice model is the eigenstate of
pauli matrix σz . The a and b site occupation correspond
to the negative and positive eigenstate of σz. In the same
way, the bulk states also have this feature. This also
can explain the topological particle pumping in the next
section. Through tuning the laser phase from 0 to 2pi, the
initial density occupying the b site in each unit cell will
shifted to the a site of the next unit cell and finally into
the b site of this unit cell, which means that the charge
will shift by one unit cell.
V. TOPOLOGICAL PARTICLE PUMPING
One of the advantages of the above 1D framework sim-
ulating topological phase is that topological pumping can
be established naturally. Topological pumping in 1D sys-
tem was discovered by Thouless [52] and he made the
5surprising observation that certain band insulators can
provide quantized charge transport based on an adiabatic
pumping. This topological argument also applies for fi-
nite system coupled to leads [53]. The charge transferred
in each pumping cycle is exactly quantized and can be
expressed as the Chern number
Q =
1
2pi
ˆ ˆ
dkxdtF(kx, t) = C[kx, t], (15)
where C[kx, t] is the Chern number defined on the time
and momentum Brillouin zone space, and F(kx, t) is the
Berry curvature. Topological pumping has also been dis-
cussed recently in the context of cold atoms [54–56] and
quantum wire systems [57–59].
In the following, we will show the topological pumping
can be directly realized based on the proposed 1D frame-
work here. Because our proposed 1D model has the same
topological feature as the 2D Chern insulator, its ground
state is a topological phase and the corresponding pump-
ing is topologically protected. By slowly tuning the laser
phase over one period, the number of the pumping parti-
cle number is just the Chern number of the ground band.
The number of the pumping particle can be connected
with the Wannier center based on the modern charge po-
larization theory [60]. It states that charge polarization
can be related to the Wannier center by
P = xc = 〈Wn|xˆ|Wn〉 = 1
2pi
ˆ
dkxA(kx), (16)
where |Wn〉 is the Wannier function of the ground band
associated with the unit cell n, xˆ is the position operator
and A(kx) is the corresponding Berry connection. If the
Hamiltonian H depends on a parameter, the change of
the Wannier center with this parameter is a gauge in-
variant quantity. In our 1D framework, this parameter
is the laser phase. If we tune this phase from φi = 0 to
φf = 2pi, H(φi) = H(φf ), based on Stokes theorem (see
appendix B for details), one can find that the change of
the Wannier center for each unit cell is the Chern number
of the ground band
∆xc = xc(φf )− xc(φi),
=
1
2pi
[
ˆ
dkxA(kx, φf )−
ˆ
dkxA(kx, φi),
= C[kx, φ],
(17)
In Fig. 2(a), we have numerically calculated the change
of the Wannier center of each lattice site. After tuning
the laser phase over one period, the Wannier center for
each lattice site will shift downwards two sites (one unit
cell), then the Wannier center for each unit cell will shift
downwards one. According to the Eq. (17), the total
pumping particle number is one and the Chern number
is −1. The sign of the Chern number depends on the
shift direction.
Experimentally, the change of Wannier center can be
inferred from observing the change of the density distri-
bution along the lattice. The similar method has been
proposed recently to detect the Chern number for char-
acterizing integer quantum Hall phase in a 2D optical
lattice system [61], where a time-of-flight measurement
along x direction combined with in situ detection along
the y direction is needed. The atomic density is defined
by
ρ(φ, n) =
∑
Eoc6Ef
|ψoc(φ, n)|2, (18)
where Ef denotes the Fermi energy, Eoc denotes the oc-
cupied state of the fermionic atoms and ψoc is the corre-
sponding wave function. In Fig. 2 (b), we have plotted
the atomic density distribution along the lattice with the
change of the laser phase in the presence of open bound-
ary condition. In the experiment with cold atomic gases,
an external harmonic potential is always present to trap
the atomic cloud. We have taken account into its effect
by adding the term Ht = Vt
∑
n(n − L/2)2c+n cn in the
numerical calculation, where Vt is the trap strength and
L is the lattice size. Indeed, the harmonic trap strength
in the experiment can be tuned to enough small value,
the main results of this paper remain intact in this case.
Now we take the lattice site n = 1 as an example to
describe the particle pumping. When the laser phase is
tuned from φ = 0 to φ = pi, the density will change from
ρ = 0.01 to ρ = 0.98, it means that the density has been
shifted downwards (from the lattice site n > 1 to n = 1).
After tuning the laser phase over one period, the density
shifts downwards one unit cell (two lattice sites), which
yields the Chern number is C = −1 and the sign depen-
dents on the shift direction. This detection can be done
experimentally by tuning the laser phase slowly and per-
forming in situ density measurements along the lattice
to image the density distribution.
VI. SUMMARY
In summary, we have shown that the topological fea-
tures of the topological insulator can be simulated and
probed with a periodically driven AA model. We realize
this 1D model with cold atoms trapped in a 1D shaken
optical superlattice. By introducing the laser phase as an
additional dimension, we have demonstrated that this 1D
model can be mapped into a 2D topological Chern insula-
tor model. The energy spectrum of the system will open
a gap even for weak driving. Through calculating the
Chern number of the bulk system and the edge states of
the system with open boundary condition, we have shown
that this gapped state should be a topological insulator
state. We have also shown that this 1D framework can
form a natural realization of topological pumping and
it allows us to directly measure the Chern number of
the topological state. This method can be generalized
to evanescently coupled helical waveguides for achieving
photonic Floquet topological insulators [45], where the
time periodic modulation is replace by the spatial modu-
lation and the whole topological pumping process can be
6seen directly in the real space. Interestingly, the above
dimension reduction method also provides a new route
to simulate the high-dimensional topological phases, in-
cluding four dimensional topological insulators. When
periodic modulation is applied, it may also allow us to
study non-equilibrium topological phases.
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Appendix A: Derivation of Equation (6)
The periodically driven Hamiltonian density in Eq. (5) can be expanded as H = ∑∝n=−∝Hneinωt with the Bessel
function. This can be seen by firstly expanding the Hamiltonian as
H(k) = 2tx cos(kx −Ax)σx +∆cos(ϕ−Aϕ)σz
= tx[e
ikxe−iα1 cos(ωt) + e−ikxeiα1 cos(ωt)]σx +
∆
2
[eiϕe−iα2 sin(ωt) + e−iϕeiα2 sin(ωt)]σz .
(A1)
Using the Bessel function
exp[α
x− x−1
2
] =
∝∑
m=−∝
Jm(α)x
m, (A2)
we can get
exp[iα2 sin(ωt)] = exp[α2
eiωt − e−iωt
2
] =
∝∑
m=−∝
Jm(α2)e
imωt,
exp[iα1 cos(ωt)] = exp[iα1 sin(
pi
2
+ ωt)] =
∝∑
m=−∝
Jm(α1)e
im( pi
2
+ωt).
(A3)
Through substituting the above equation into Eq. (A1), one can get
H = H0 +
∝∑
m=1
(Hmeimωt +H−me−imωt), (A4)
where H−m = H
+
m. When m ∈ odd,
Hm = xm sin kxσx − izm sinϕσz , (A5)
where the coefficients are
xm = 2 sin(
mpi
2
)txJm(α1),
zm = ∆Jm(α2),
(A6)
While if m ∈ even,
Hm = xm cos kxσx + zm cosϕσz , (A7)
where the coefficient xm are changed into
xm = 2 cos(
mpi
2
)txJm(α1), (A8)
and the expression for zm is same as the odd case.
7Appendix B: Proof of Equation (17)
The Chern number can be written as a surface integral of the Berry curvature which is the curl of the Berry
connection A(kx, φ) over the first Brillouin zone (FBZ). Naively, it can be recast into a line integral of the Berry
connection along the boundary of FBZ via Stokes’ theorem,
C =
1
2pi
¨
T 2
dkxdφ∇×A(kx, φ) = 1
2pi
‰
∂T 2
A(kx, φ) · dl, (B1)
where T 2 and ∂T 2 are the FBZ and its boundary, respectively. However, since the FBZ is a torus which has no
boundary, the Chern number is zero if A(kx, φ) is well defined in the whole FBZ. Therefore, nonzero values of the
Chern number are the consequences of singularity in the FBZ where the Stokes’ theorem is invalid.
Let’s assume that the occupied state wavefunction ψ(kx, φ) has a singular point p in the entire FBZ. To apply the
Stokes’ theorem in this case, we can surround this singular point by a closed loop cp. On removing this singularity
in the wavefunction, we can use different gauges for ψ(kx, φ) inside and outside the loop. Outside the loop, the
wavefunction ψ(kx, φ) is well defined; inside the loop, we can do a gauge transform, ψ → eifpψ, to obtain the well-
defined wavefunction. Since the Berry curvature is gauge invariant, this transform does not change the value of Chern
number. However, the Berry connection is indeed gauge variant. In each region, the Berry connections become
T 2 − sp : A(kx, φ) = −i〈ψ|∇|ψ〉,
sp : Ap(kx, φ) = A(kx, φ) +∇fp(kx, φ),
(B2)
where sp is the region surrounding by cp. Because now the Berry connections A and Ap are well defined in corre-
sponding regions, we can implement the Stokes’ theorem in the following way,
C =
1
2pi
[¨
T 2−sp
dkxdφ∇×A(kx, φ) +
¨
sp
dkxdφ∇×Ap(kx, φ)
]
=
1
2pi
[‰
∂(T 2−sp)
A(kx, φ) · dl+
‰
∂sp
Ap(kx, φ) · dl
]
,
=
1
2pi
‰
cp
[Ap(kx, φ)−A(kx, φ)] · dl.
(B3)
Imagine that cp expands gradually to the boundary of the FBZ, then since A(kx, φ) is well defined outside the loop
cp, the line integral is zero. For the connection Ap(kx, φ), it has a singular point outside the loop. We choose a
gauge that the singular point of Ap(kx, φ) locates at the boundary of φ = 0 or φ = 2pi, then using the periodicity of
Ap(kx, φ), the Chern number can be further reduced to
C =
1
2pi
‰
cp
[Ap(kx, φ)−A(kx, φ)] · dl,
=
1
2pi
‰
∂T 2
Ap(kx, φ) · dl,
=
1
2pi
[ˆ 2pi
0
dφAp(0, φ) +
ˆ 0
2pi
dφAp(pi, φ)
+
ˆ pi
0
dkxAp(kx, 2pi) +
ˆ 0
pi
dkxAp(kx, 0)
]
,
=
1
2pi
[ˆ pi
0
dkxAp(kx, 2pi)−
ˆ pi
0
dkxAp(kx, 0)
]
= xc(φf )− xc(φi) = ∆xc
(B4)
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