Abstract
INTRODUCTION
Heterogeneous sensor network refers to the wireless sensor network that consists of various types of sensors such as visual, infra-red, acoustic and camera. Compared with the typical sensor network, it may contain many different applications associated with particular sensors and integrates all the information available to provide rich and versatile services. For instance, heterogeneous sensor network opens up new opportunities in healthcare systems. There is a "smart home" for the disabled and the elderly, with temperature, humidity, pressure sensors and camera deployed. It allows care-providers to monitor patients remotely and offer a better service. In this case, the objective of sensor networks is no longer to simply maximize the sum of data information collected by each sensor. Instead, it is expected to cater to a variety of application performance metrics related to different sensors.
While there are several ways to model the performance of network applications, we characterize application performance as a utility function in the paper. This method is to model application performance as a generic utility function over the available bandwidth [1] . In the literature, utility based flow control following this model has been extensively studied in typical wired networks [2] - [4] , cellular wireless networks [5] and ad hoc networks [6] , [7] . The approach is essentially the same to formulate flow control as an optimization problem and then maximize the total utilities under the network bandwidth constraint. Even though this strategy, well known as optimal flow control (OFC), has made a great success in dealing with congestion control and resource allocation, it also exposes serious limitations as pointed out in our paper [8] very recently. Firstly at current stage, OFC approach is only suitable for elastic traffic, where each application attains a strictly increasing and concave utility function to ensure the feasible optimal solution and convergence of utility maximization process. It can not deal with congestion control and resource allocation for communication networks like sensor networks where real-time applications are engaged. Secondly in the utility maximization approach, if each user selects different utility function based on their real performance requirement, then OFC approach usually leads to a totally unfair resource allocation for practical use, in particular, an application with low demand is usually allocated with a high bandwidth.
In order to discriminate different applications regarding different sensor types, in this paper, we relax the utility function conditions, which only require the utility function to be strictly increasing with the data rate, but may not be strictly concave. This relaxation has a significant effect for the real-time application which is widely used by sensor networks like real-time monitoring. Meanwhile, we notice that some models for sensor network always assume a fixed source rate for sensor node which might not be optimal from network flow control perspective or even might not be feasible for a given set of resource constraints. Therefore, we study a self-regulating wireless sensor network in which each node is free to adapt its source rate. Here, we propose a distributed algorithm for the transport layer that allocates bandwidth among sensor nodes so that the performance of all kinds of sensor nodes are guaranteed. Specifically, we show that the bandwidth is allocated properly within the sensor networks and the utility achieved by each node, even not belongs to the same type, is in a max-min fair manner.
We design and simulate flow control algorithms for sensor networks with potentially multiple routes between each sensor node and the sink. It includes and generalizes the case of sensor networks with single path routing. This is not uncommon in practice due to the availability of a network layer routing protocol implementation that determines unique routes from sources and destinations. Thus, in the practical perspective, sensor networks with multipath routing are of broader interest.
Furthermore, unlike traditional wired and wireless networks, sensor networks possess some unique characteristics. Among them, energy is a major concern in wireless sensor networks. The majority of sensor nodes usually have power limited and unreplaceable batteries. Hence, we purposely build a power dissipation model and deliberate the energy constraint to make our proposed algorithm energy aware. It is aimed to guarantee the operational lifetime of the sensor networks, which we believe is vitally important.
The rest of the paper is organized as follows. In Section 2, we describe the system models regarding channel capacity and energy constraint. Section 3 discusses the utility based flow control problem in heterogeneous sensor networks. After that, the utility max-min fair flow control algorithm is designed and developed in Section 4. Following that, we present the simulation results to illustrate performance of the algorithm in Section 5. Finally, the conclusions are drawn in Section 6.
SYSTEM MODEL
Consider a wireless sensor network that consists of a set S = {1, 2, . . . , S} of sensor nodes and a single destination node (sink) D. Each sensor node s is the source that senses and delivers data information to the sink, possibly over multiple hops. It attains a non-negative utility U s (x s ) for a source rate
where m s and M s are the minimum and maximum bandwidth requirement of sensor node s respectively. The utility function U s (x s ) is assumed to be continuous, strictly increasing and bounded (no need to be concave) in the interval [m s , M s ], which indicates the performance of sensor node s. Without the loss of generality, it can be assumed that U s (x s ) = 0 when x s < m s and U s (x s ) = U s (M s ) when x s > M S . For the scalability, it can be further assumed that 0 ≤ U s (x s ) ≤ 1 and U s (M s ) = 1.
A. Channel Capacity Constraint
We assume the sensor network adopting orthogonal link transmissions which could be FDMA based link layer transmissions or spread spectrum based link layer transmissions using orthogonal codewords. These schemes successfully avoid the interference from neighboring nodes. Therefore, the node interference is not considered in this paper.
Denote the whole set L = {1, 2, . . . , L} of links which are a part of at least one route. In our model, due to the nature of underlying physical and MAC layers, it is safe to assume the link capacity c l of link l is a constant. Moreover, it is equal to the allocated free-space channel capacity. Unlike single path routing sensor network, now each sensor node s has n s available paths or routes from the source to the destination. 1 Denote the L × 1 vector R s,i the set of links used by node s ∈ S for its path i ∈ {1, 2, . . . , n s }, whose lth element is equal to 1 if and only if the path passes through link l, and 0 otherwise. Then the set of all the available paths of node s is defined by
1 In the remainder of this paper we will use the terms route and path interchangeably. and the total paths in the sensor network are defined by a L × N routing matrix R,
where N = n 1 + n 2 + . . . + n S is the total number of the paths.
For each sensor node s, define x s,i be the path rate of node s on path R s,i , and naturally the total source rate
be the vector of all path rates of all sensor nodes. Then for any l ∈ L, the channel capacity constraint (1) must be followed
where c ∈ R L + is the vector of link capacities. In the context of sensor networks, besides the channel capacity constraint for each link, node itself is energy constrained. Typical node operations, such as sensing, transmitting, and receiving data, consume energy. In the next section, we will introduce the power dissipation model and impose the corresponding energy constraint.
B. Power Dissipation Model and Energy Constraint
Let e s , e t and e r be the energy consumption per bit incurred in data sensing, transmitting and receiving respectively. Particularly, e t includes the radiated energy per bit to ensure the reliable communication. Define a matrix E ∈ R S×N + according to
e s + e t if node j is the starting node of path r n e t + e r if node j is an intermediate node of path r n 0 if node j is not belonging to path r n (2) and let E s be the sth row of the matrix E. Note that the energy consumption of computation is neglected as is relatively much smaller. Thus, for a given network flow x, the total power dissipation P s of node s is P s = E s x.
Next, let I s denote a limited amount of initial energy available at node s. We define the network lifetime T as the time until the first node in the network runs out of energy as in [9] . By denoting T s the lifetime of node s, so the network lifetime is T = min s∈S T s .
Let T d be the designed network operational lifetime. The maximum energy consumption per unit time, or equivalently the maximum power consumption, allowed at node s is then equal to
To ensure the required network lifetime T d , the power consumption of each node s should not be more than the maximum allowed power consumption. It leads to the energy constraint for all nodes
where p ∈ R S + is the vector of maximum node power consumption. In order to formulate the flow control problem for heterogeneous sensor networks, we first define the notion of feasible (or attainable) path rate allocation. 
In heterogeneous sensor networks with multipath routing, the major task of the utility based flow control is to guide data flow to a feasible path rate allocation, in such a way that each type of sensor application is treated in a fair manner and guaranteed high application performance. When the resource (channel capacity and node energy) is abundant, there is no difficulty in satisfying every application utility. If the resource is not sufficient (or even worse is scarce), then there arises a problem of how to allocate the existing resource fairly among competing sensor nodes that have different utility behavior.
APPLICATION-ORIENTED UTILITY FAIR FLOW CONTROL
In sensor networks, usually, people are concerned about sensor source rates and data throughput at the sink for simplicity. However, for heterogeneous sensor networks composing of different sensor types, there may exist diverse tasks or applications, and exhibit different utility functions. A more important factor is data related application performance which is measured by the application's utility function. Whatever kinds of sensors, we assume that the utility is a function of the sensor source rate (bandwidth). Similar to the paper [1], we observe two basic utility functions in heterogeneous sensor networks. The most common application is data collecting from the interested information field. For the same example of "smart home" mentioned in the Introduction, the room temperature is periodically measured by the temperature sensors and sent back to the control center, so that data can be logged and analyzed further. This class of applications has elastic data flow, and their utility functions can be described as a (strictly) concave increasing function as shown in Fig. 1(a) . Utility (performance) increases with an increase in source rate, but the marginal improvement is decreasing.
Another class of applications is real-time, such as real-time monitoring and tracking by cameras in the "smart home", which generally has an intrinsic bandwidth requirement. Different from the elastic data flow, it makes sense only when the bandwidth exceeds a threshold. A reasonable description of this class of utilities is close to a single step function as shown in Fig. 1(b) (solid line) , which is convex but not concave at low source rates. Some hard real-time applications may require an exact step utility function as in Fig. 1(b) (dashed line) .
It is clear that elastic data flow and real-time applications have significantly different utility functions. In the heterogeneous sensor networks, different applications provide different valuable information with respect to the environment. Therefore, the flow control algorithm should have the ability to allocate sensor source rates properly and provide a good performance balance for different applications.
When considering the performance of different applications, it may be undesirable to allocate source rates simply according to the conventional criteria such as max-min fairness [10] and proportional fairness [11] . Instead, the sensor network should have the ability to allocate sensor source rates to various applications, addressing their real utility requirements. This has been the motivation for a new concept of utility max-min fairness suggested by Cao and Zegura [12] .
Definition 2: A sensor source rate (the sum of constituent path rates) allocationx
T is utility maxmin fair, if the path rates are feasible and for each node s, the utility U s (x * s ) cannot be increased while still maintaining feasibility, without decreasing the utility U s (x * s ) for some node s with a lower utility U s (x * s ) ≤ U s (x * s ). Max-min fair allocation is recovered with U s (x s ) = x s , s = 1, . . . , S.
It is even more complicated in the case of multipath routing, where the source rate is made up of several available path rates. In the following section, we will develop a new utility based flow control algorithm to achieve utility max-min fairness for heterogeneous sensor networks with multipath routing and study its properties in detail.
UTILITY BASED FLOW CONTROL ALGORITHM
Consider the flow control problem formulated in Section 2. Now, we propose a distributed algorithm that achieves utility max-min fairness for resource allocations in heterogeneous sensor networks.
A. A Distributed Utility Based Flow Control Algorithm
The utility max-min flow control algorithm uses the similar flow control structure as the optimal flow control approach [3] does, with the help of pricing scheme. There are two price vectors α ∈ R L + , β ∈ R S + associated with links and nodes respectively. A link algorithm is deployed at each link 2 to update the link price depending on the saturation of channel usage, and a node algorithm is deployed at each node to update the node price depending on the depletion of energy usage. Each sensor node runs a source algorithm which adapts the sensor source rate based on these two prices. Both link algorithm and node algorithm are iterative. At time t + 1, each link l updates its link price α l according to:
where γ > 0 is a small step size, and x l (t) = R l .x is the aggregate path rate at link l. Equation (5) implies that if the aggregate path rate at link l exceeds the channel capacity c l , the link price will be increased; otherwise it will be decreased. The projection [z] + = max{0, z} ensures that the link price is always non-negative.
Similarly, each node s updates its node price β s at time t + 1 according to:
where γ > 0 is the same step size as Equation (5), and E s x(t) is energy consumption at node s. Equation (6) also implies that if energy consumption at node s exceeds the maximum power allowed, the node price will be increased; otherwise it will be decreased.
Given these two prices, each sensor node adopts the following first-order Lagrangian algorithm to update its ith path rate:
and then calculate the source rate: 
is the path price, which is the maximum value along the path R s,i among the set of link prices and the set of node (N (s)) prices. Combining them all together, the utility max-min fair flow control algorithm for multiple paths is summarized as follows: Algorithm: At time t = 1, 2, . . ., 1) Update source rate: Each sensor node s calculates the path rates based on the aggregate price (Equation (9)) of links and nodes and updates the source rate
x s,i (t + 1)
2) Update link and node prices: Using the aggregate data flow passing through it, each sensor node s updates the outgoing link price α l and node price β s
R(s) denotes the set of paths passing node s. 3) Deliver message towards the sink: Sensor node adapts the updated path rate x s,i (t + 1), aggregates all the data and propagates towards the sink. 4) Feedback message from the sink: The sink feedbacks the updated link price α l (t + 1) and node price β s (t + 1) by comparing them (storing the larger one) at intermediate nodes along individual path reversely. Commonly as multipath routing networks, the set of feasible path rates x s,i may not be unique, so that the first-order Lagrangian algorithm usually oscillates. In order to eliminate this undesirable effect and further improve the convergence speed, we introduce another augmented variable x s,i , called the optimal estimation of path rate x s,i . Borrowing the concept of low-pass filtering, we slightly modify Equation (7) as
By applying the filtering theory, at optimality, x s,i = x s,i (t + 1), the augmented variable is purely used to remove the oscillation without altering the optimal solution of x s,i . The algorithm listed has an important feature that only the aggregate variables, instead of individual one, are exchanged in the sensor networks. The total number of messages passing towards and from the sink is N , which can be piggy-backed on the destined data and returned by acknowledgement. In this sense, the overhead of the algorithm is a minor issue.
B. Utility Max-Min Fairness
Recalling Definition 1, the interested region of the source rate is [m s , M s ]. The associated utility for the source rate outside this region is scaled to 0 or 1. For the convenience, the path rate algorithm of Equation (7) is reproduced as
From Equation (11), it is observed that either Us(xs(t)) for every source node s, the latter case can be interpreted in another way, i.e., when the path price p r s,i (t) is greater than p r * s , this particular path is too "expensive" to carry any flow (x s,i (t) = 0).
Theorem 1: For heterogeneous sensor networks with multipath routing, in steady state, the prices on paths R s,i that carry positive flows x s,i > 0 must be minimum, and hence equal, among all available paths R s of sensor node s. Moreover, the optimal source rates are given by (9)), there is no mathematical distinction between link prices and node prices. Henceforth they are termed hybrid prices. Let S p h be the set of sensor nodes which have at least one path rate determined by the hybrid price p h . We first pick out the highest hybrid price p h1 in the sensor network, then all the sensor nodes s ∈ S p h1 attain the same utility U s = 1/p h1 , which are the smallest allocated utilities compared with other nodes. In case there is a node s ∈ S p h1 that increases its utility U s by increasing the source rate x s , then there must be another node s ∈ S p h1 to decrease its rate x s and further decrease its utility U s which is equal to U s . This violates the law of utility max-min fairness.
Next, we pick the second highest hybrid price p h2 . Then all the nodes s ∈ S p h2 have the same utility U s = 1/p h2 . If there is a node s ∈ S p h2 that increases its rate and utility, then there must be another node s ∈ S p h2 ∪ S p h1 to decrease its rate which already has a lower utility U s ≤ U s . This again violates the utility max-min fairness.
Continuing in this way, ordering and picking all effective hybrid prices in the above manner, it is concluded that the source rate allocation of sensor nodes is utility max-min fair and the global fairness is achieved.
SIMULATION RESULTS
In this section, we evaluate through simulations the performance of our proposed utility max-min fair flow control algorithm. Fig. 2 depicts the topology of the sensor network. It contains seven sensor nodes S 1 -S 7 and a sink. In addition, there are a total of eight links l 1 -l 8 and each sensor node is able to generate and deliver the data to the sink along available routes, i.e.
Note that nodes S 4 , S 6 and S 7 have two routes each while the remaining nodes have a single one.
As we are considering a heterogeneous sensor network, sensor nodes may embed different sensor types and run different tasks or applications. It results in the different associated utility functions. The utility function of each sensor node is given as:
= log(x 5 + 1)/ log 11, U 6 (x 6 ) = log(x 6 + 1)/ log 11 and U 7 (x 7 ) = 0.125x 7 . Except node S 7 , whose maximum source rate is set at 8 Kb/s, the rest of nodes have their maximum source rates of 10 Kb/s. Fig. 3 illustrates these utility functions. The logarithmic utility function represents an elastic data flow application whereas the sigmoidal function approximates the real-time application. The linear utility function corresponds to the application whose satisfaction increases linearly.
We assume the link capacity of 20 Kb/s and maximum node power consumption of 8 mW. The parameters e s , e t and e r of the node power dissipation model (2) are set to be 100 nJ/bit, 150 nJ/bit, and 158 nJ/bit respectively based on the popular CC2420 [13] RF transceiver power dissipation measurements.
In the simulation, each link and sensor node update their algorithm (5), (6) and (10) iteratively with γ = 0.1. For the scalability, we use 10Ex ≤ 10p compared with channel capacity constraint. The simulation consists of 2 stages. In the later stage (t = 200 → 400s), the maximum node power is halved to prolong the network lifetime as energy consumes.
The simulation results are given in Fig. 4(a) -(d). They verify that our flow control algorithm converges rapidly without oscillation and allocates the sensor source rates properly to achieve utility max-min fairness in both stages. In Stage 1, the sensors are constrained by channel capacity (link l 1 and l 2 ) with U = 1/α 1 = 1/α 2 = 0.7639. In Stage 2, the allowed power consumption is mandatorily reduced to 50%, and in consequence the sensors are constrained by energy (node S 1 and S 2 ) with U = 1/β 1 = 1/β 2 = 0.4961. This confirms the effective enforcement of channel capacity constraint and node energy constraint.
CONCLUSIONS
In this paper, we have developed a utility max-min fair flow control algorithm for heterogeneous sensor networks with multipath routing, where it may exist several routes between the sensor node and sink. Meanwhile, channel capacity and node energy constraints are applied to insure sensor network lifetime. We have shown that in steady state, the sensor source rate is properly allocated and the utility max-min fairness is achieved by all the nodes. Moreover, the algorithm presented only requires that the sensor node utility function be positive, strictly increasing and bounded over the source rate. It does not require the strict concavity condition on the utility function that is strongly desired by the standard optimal flow control approach. Therefore, our algorithm is well suited for heterogeneous sensor networks, which commonly carry on real-time applications, to well balance the individual application performance.
