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Resumo
HUAMÁN ORTIZ, Ronald Richard. Controle Modal de Vibrações em Estruturas Flexíveis. 2015.
108p. Dissertação (Mestrado). Faculdade de Engenharia Mecânica, Universidade Estadual de
Campinas, Campinas.
O projeto de sistemas de controle ativo de vibrações para estruturas flexíveis envolve a síntese
de controladores que, geralmente, reduzem certos picos da resposta em frequência do sistema em
malha fechada. Em alguns casos é requerido controlar unicamente um modo de vibrar específico do
sistema em análise que pode estar associado a uma faixa de baixa, média ou alta frequência, o que
demanda de um controle modal de vibrações. Neste trabalho, propõem-se três métodos alternativos
para sintetizar controladores modais utilizando a teoria de controle H-infinito em uma configuração
de controle por realimentação de saída. O primeiro método é implementado utilizando funções de
ponderação as quais são introduzidas no problema de controle H-infinito para definir as caracte-
rísticas do controlador de maneira que este atenue a vibração do sistema na região em frequência
correspondente ao modo que se deseja controlar (modo de interesse). O segundo método procura
sintetizar controladores modais de menor ordem, utilizando uma planta reduzida. Essa planta redu-
zida contém unicamente a informação dinâmica do modo que se deseja controlar e é obtida através
de uma transformação modal. O terceiro método procura melhorar o desempenho do controlador
modal (conseguir uma maior redução da vibração do modo de interesse). Este método propõe sin-
tetizar o controlador modal formulando um problema de otimização não linear onde as variáveis
do controlador modal são as variáveis de otimização e a função objetivo é definida com valores es-
pecíficos da resposta em frequência do sistema dinâmico. A solução deste problema de otimização
é obtida utilizando o algoritmo de programação quadrática sequencial (SQP).
Os três métodos são verificados utilizando o modelo de uma viga flexível engastada que
é modelada através do método dos elementos finitos. Finalmente, os resultados obtidos são
discutidos analisando as vantagens e desvantagens dos métodos propostos.
Palavras-chave: Controle modal, Controle de vibrações, Controle H-infinito, Estruturas flexíveis.
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Abstract
HUAMÁN ORTIZ, Ronald Richard. Modal Vibration Control for Flexible Structures. 2015.
108p. Thesis (Master’s degree.). Faculdade de Engenharia Mecânica, Universidade Estadual de
Campinas, Campinas.
The design of active vibration control systems for flexible structures involves the tuning of
controllers that reduce, generally, certain frequency resonance peaks of the close loop system. In
some cases it is required to control a specific vibration mode of the system from a low, middle
or high frequency range, demanding a modal vibration control. In this study it is proposed three
alternative modal control methods using the H-infinity control theory in an output feedback control
configuration. The first method is implemented using weighting functions which are introduced
into the H-infinity control problem to define the characteristics of the controller so that it mitigates
the system vibration in the frequency region that corresponds to a specific vibration mode (mode of
interest). The second method attempts to synthesize lower order modal controllers, using a reduced
plant. This reduced plant contains only the dynamic information of the vibration mode you want to
control and is obtained through a modal transformation. The third method aims to improve the per-
formance of the modal controller (to achieve a further reduction of the vibration mode of interest).
This method proposes to synthesize the modal controller formulating a non-linear optimization pro-
blem where the variables of the modal controller are defined as the optimization variables and the
objective function is defined with specific values of the frequency response of the dynamic system.
The solution to this optimization problem is obtained using the sequential quadratic programming
(SQP) algorithm.
The three methods are verified using the model of a cantilever flexible beam that is modeled
by the finite element method. Finally, the results are discussed considering the advantages and
disadvantages of the proposed methods.
Keywords: Modal control, Vibration control, H-infinity control, Flexible structures.
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1 Introdução
1.1 Motivação
O projeto contemporâneo de estruturas mecânicas complexas, comumente utilizadas na in-
dústria aeronáutica ou aeroespacial, requer que estas sejam cada vez mais leves. Por exemplo, em
estruturas aeroespaciais, como antenas de satélites, é desejado reduzir ao máximo o peso estrutu-
ral com o propósito de reduzir o consumo de energia que se utiliza durante o funcionamento do
sistema (He e Fu, 2001). Assim, com o objetivo de satisfazer estas necessidades, estruturas flexí-
veis são amplamente utilizadas em aplicações aeroespaciais (Lichter et al., 2006). O problema das
estruturas flexíveis é que, quando expostas a distúrbios, estas podem apresentar vibrações indeseja-
das que podem resultar em danos estruturais ou afetar o desempenho do sistema (Hu e Ng, 2005).
Isto, por exemplo, ocorre em sistemas robóticos que utilizam manipuladores flexíveis cuja precisão
(desempenho) pode ser afetada pela vibração do manipulador ocasionada por um distúrbio (Kar-
koub et al., 2000). Surge assim a necessidade de implementar sistemas de controle de vibrações
que garantam a estabilidade e o bom desempenho dos sistemas vibratórios.
As primeiras abordagens de controle de vibrações começaram com os métodos passivos, mas
estes métodos somente podem atenuar a vibração de um sistema até certo limite imposto pela dissi-
pação de energia que se necessita para atenuar vibrações de maior intensidade. Mais recentemente,
a possibilidade de utilizar sistemas de controle ativo tem sido explorada. Diferentemente dos sis-
temas passivos, os sistemas de controle ativo têm a vantagem de fornecer energia para atenuar a
vibração rapidamente. Os métodos de controle ativo têm se tornado cada vez mais populares com
os últimos avanços tecnológicos, especialmente na área de processamento de sinais digitais (DSP)
e no desenvolvimento de estruturas inteligentes. Com computadores de processamento de dados
mais rápidos, materiais inteligentes, uso de atuadores e sensores, o controle de vibrações em tempo
real torna-se mais prático (Wang e Huang, 2002).
Uma das metodologias de controle ativo utilizada para evitar o problema de vibrações é o
método de controle H-infinito (H∞). Este método de controle tem por objetivo minimizar a norma
H∞ de uma matriz de transferência estável no domínio da frequência (You et al., 2007), o que
para o caso de rejeição de distúrbio, significa minimizar o efeito causado por um sinal de distúrbio
na saída de desempenho de um sistema dinâmico (Canahuire Cabello, 2009). O método formula o
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problema de controle como um problema de otimização cuja solução permite obter um controlador
(síntese do controlador) que garanta a estabilidade e desempenho do sistema dinâmico (Zhou et al.,
1996).
Nas últimas décadas, o problema de controle H∞ para sistemas lineares invariantes no tempo
tem sido amplamente estudado. Quando o problema de controle H∞ é resolvido através do método
das equações de Riccati (ARE) ou utilizando inequações matriciais lineares (LMI), a ordem do
controlador sintetizado é igual à ordem do sistema a controlar (Zhai et al., 2003); isto indica que
quanto maior a ordem do modelo da planta a controlar, maior será a ordem do controlador sinteti-
zado. Dentro da formulação do problema de controle H∞ se utiliza uma planta P que representa
o modelo matemático do sistema em análise. Este modelo pode ser obtido através do método de
elementos finitos, como apresentado, por exemplo, em (Petyt, 1990; Kwon e Bang, 1996). No caso
de estruturas flexíveis, a ordem do modelo da planta P é geralmente grande (devido à quantidade
de graus de liberdade que se utilizam para modelar este tipo de estruturas), o que resulta na síntese
de controladores de ordem elevada demandando um maior esforço computacional nos sistemas de
controle, gerando assim um problema de custo computacional (Sarracini Jr., 2006). Este fato sugere
a procura de novos métodos de controle de vibrações.
Um dos métodos comumente utilizados em controle de estruturas é o controle modal. O
controle modal pode ser definido como o controle que modifica ou altera os modos (autovalores da
matriz de um sistema) para atingir objetivos de controle desejados (Simont e Mitter, 1968). Este
método converteu-se em uma poderosa ferramenta no começo da década de 1980 quando aplicado
em sistemas espaciais de grande porte. Porém, estes métodos perderam relevância já que problemas
de spillover eram inevitáveis em estruturas altamente flexíveis. O spillover é um efeito indesejado
que pode causar instabilidade e redução do desempenho do sistema. Este efeito é causado devido
ao efeito dos modos residuais que não são considerados no projeto de controle (Kim e Inman,
2001). Recentemente, no entanto, os métodos de controle modal têm sido aplicados em estruturas
inteligentes, pois com a ajuda de sensores e atuadores evita-se o efeito spillover (Inman, 2001).
Segundo Porter e Crossley (1972), o controle modal pode ser baseado em uma lei de controle
por realimentação linear do vetor de estado de um sistema que define os novos autovalores asso-
ciados a os modos dinâmicos do sistema em malha fechada. Por exemplo, considere um sistema
dinâmico simples em tempo contínuo, governado pela equação de estado de primeira ordem
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x˙(t) = ax(t) + bu(t), (1.1)
onde a e b são constantes. Quando no sistema não se tem esforço de controle (ou seja u(t) = 0 ), a
resposta do sistema para qualquer tempo t é dada por
x(t) = x(0)eat,
e se a é positivo, a resposta do sistema será instável. Caso a seja negativo, o sistema é assintotica-
mente estável, mas a queda de x(0) → 0 pode não ser suficientemente rápida. No entanto, se uma
realimentação de estado de acordo com a lei de controle
u(t) = −kx(t)
é introduzida (ver Figura 1.1), o sistema controlado terá a seguinte forma (sistema em malha fe-
chada)
x˙(t) = (a− bk)x(t), (1.2)
onde k é uma constante real arbitrária. A resposta para este novo sistema é dada por
x(t) = x(0)eρt,
onde
ρ = a− bk,
e nota-se que dependendo do valor de k obtém-se um novo valor ρ que modifica a dinâmica do
sistema original.
A mesma análise pode ser aplicada em sistemas com vários modos dinâmicos. Neste caso,
o método de controle do espaço modal independente (IMSC), desenvolvido na década de 1980,
permite modificar a frequência e o amortecimento dos modos controláveis de um sistema, usando
matrizes de ganhos de controle diagonais (Serra et al., 2013). O fato de poder modificar os valores
de frequência e amortecimento dos modos de um sistema faz com que, o método de controle modal,
seja um dos mais usados no controle de vibrações, especialmente em estruturas flexíveis cujo fator
de amortecimento é usualmente baixo.
Este trabalho tem por objetivo realizar um controle modal em estruturas flexíveis (sistema
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u xx˙
a
∫
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Figura 1.1: Sistema simples com realimentação de estado
dinâmico) baseado na atenuação da vibração em uma determinada faixa de frequência, correspon-
dente a um modo de vibrar específico do sistema dinâmico. A motivação de controlar unicamente
um modo de vibrar surge da necessidade de atenuar uma determinada forma de vibrar do sistema
dinâmico que pode afetar o seu desempenho. Este modo de vibrar pode ser excitado por um distúr-
bio de baixa, média ou alta frequência, o que demandaria um sistema de controle que se focalize
na atenuação daquele modo (sintetizar um controlador modal). Também, considera-se o caso em
que mesmo que o distúrbio excite vários modos de vibrar do sistema, mantém-se o objetivo de con-
trolar preferencialmente um único modo (modo de interesse), como por exemplo, no caso de um
problema de poluição sonora quando um modo é a fonte principal de um ruído sonoro indesejado
(Li, 1997).
Neste trabalho propõem-se três métodos alternativos para sintetizar um controlador modal.
Estes métodos são baseados em uma configuração de controle por realimentação de saída e uti-
lizando a teoria de controle H∞. O primeiro método é implementado utilizando funções de pon-
deração as quais são introduzidas no problema de controle H∞ para definir as características do
controlador, visando sintetizar um controlador modal que atenue o modo de interesse. No segundo
método, o controlador modal é sintetizado (via H∞) utilizando uma planta reduzida que contém
unicamente a informação dinâmica do modo que se deseja controlar. Este método foi implemen-
tado com o propósito de sintetizar controladores modais de menor ordem e assim contornar o pro-
blema do custo computacional. O terceiro método busca melhorar o desempenho dos controladores
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modais (conseguir uma maior redução da vibração do modo de interesse). Este método propõe sin-
tetizar o controlador modal formulando um problema de otimização não linear onde as variáveis
do controlador modal são as variáveis do problema de otimização e a função objetivo é definida
com valores específicos da resposta em frequência da função de transferência do sistema dinâmico.
A solução do problema de otimização foi implementada utilizando o algoritmo de programação
quadrática sequencial (SQP).
1.2 Alguns trabalhos sobre controle modal
Nas últimas décadas, o problema de controle de vibrações tem sido amplamente estudado.
Trabalhos de pesquisa relacionados ao controle ativo de vibrações foram desenvolvidos por dife-
rentes autores. Um dos métodos mais destacados foi o controle modal de vibrações, proposto por
Balas (1978), baseado na teoria de controle modal desenvolvida em (Porter e Crossley, 1972). Balas
propõe controlar as vibrações em estruturas flexíveis (cujo modelo matemático é de ordem elevada)
utilizando controladores de menor ordem, considerando apenas os modos mais críticos do sistema.
Além disso, Meirovitch et al. (1984) desenvolveram o método de controle do espaço modal inde-
pendente (IMSC), este método para o controle modal de vibrações de sistemas distribuídos. No
método IMSC, cada modo é controlado de forma independente.
Experimentos também foram realizados para verificar a viabilidade do controle modal (Scha-
fer e Holzach, 1985). Além disso, Baz e Poh (1988, 1990) apresentaram um método de controle
do espaço modal independente modificado para determinar os locais ideais, ganhos de controle e
tensão de excitação dos atuadores piezelétricos. No entanto, problemas de spillover podem ocor-
rer quando o controle modal é implementado em sistemas distribuídos. Os sensores e atuadores
modais distribuídos são então introduzidos para contornar o problema de spillover. Os sensores e
atuadores modais são, geralmente, filmes piezelétricos em formato especial que podem medir ou
atuar em coordenadas modais particulares da estrutura (Wang e Huang, 2002). Até agora, o controle
modal continua sendo um método atraente para realizar controle em estruturas mecânicas (Tanaka
e Sanada, 2007).
Outro enfoque de controle modal é apresentado por De Oliveira Moreira (1998), que propõe
um controle modal de vibrações, onde o objetivo é amortecer os modos de vibrar de uma estrutura
na região de média frequência. A técnica empregada envolve controle por realimentação de saída
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e se aplica tanto a problemas de controle de estruturas flexíveis como controle ativo de vibração e
ruído. Este enfoque utiliza a teoria de controle H∞ e considera incertezas paramétricas dentro do
modelo do sistema a controlar.
1.3 Apresentação geral de termos usados na área de controle de vibrações
Nessa seção apresenta-se uma visão geral de alguns termos comuns que são considerados
relevantes no contexto de controle modal de vibrações.
◦ Modo de vibrar ou modo flexível: Modo de vibrar refere-se a um movimento periódico que
é fisicamente possível na ausência de qualquer influência externa e em que o deslocamento
elástico w(p, t) na posição p e tempo t estão em movimento uniforme (Hughes, 1987).
◦ Modo rígido: Os modos rígidos não representam um movimento vibratório, porém descre-
vem um deslocamento numa direção sem deformação flexível. Consequentemente, a frequên-
cia natural correspondente é zero. Neste trabalho não são considerados estes tipos de modos.
◦ Forma modal: Uma forma modal pode se referir a um modo flexível ou rígido.
◦ Estrutura flexível: Uma estrutura flexível é um sistema que não apresenta modos rígidos ou
estes são considerados não relevantes para propósitos de controle. Neste trabalho considera-
se uma estrutura flexível como aquela que só apresenta modos flexíveis (modos vibratórios).
◦ Estruturas inteligentes: Este termo refere-se a estruturas onde se aplica alguma técnica de
controle (envolvendo sensores e atuadores) para atingir um desempenho desejado.
◦ Controle ativo de vibrações: Técnica de controle destinada a controlar os modos flexíveis
de um sistema. Modos rígidos não são considerados no controle ativo. Assim, o termo “con-
trole da vibração estrutural” também é utilizado. Controle de vibração passiva tem o mesmo
objetivo que o controle de vibração ativo, mas o objetivo é feito basicamente através da mo-
dificação da estrutura, por exemplo, o isolamento de vibração, ou a adição de molas, massas e
amortecedores localizados, ao invés de utilizar atuadores e sensores (Schneiders et al., 2003).
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1.4 Objetivos
Este trabalho tem por objetivo sintetizar controladores que enfocam na atenuação de um
modo de vibrar específico de um sistema dinâmico (estruturas flexíveis). Além disso, apresentam-
se alguns métodos implementados para síntese de controladores modais, analisando as vantagens e
desvantagens de cada método.
A seguir, indica-se os objetivos específicos do trababalho:
◦ Analisar o desempenho dos controladores modais sintetizados com cada um dos métodos
propostos neste trabalho.
◦ Discutir sobre a ordem dos controladores sintetizados utilizando plantas (modelos matemáti-
cos do sistema) de ordem diferentes.
◦ Analisar os esforços de controle de cada controlador modal.
◦ Discutir sobre as características dinâmicas do sistema em malha fechada (sistema contro-
lado), analisando a resposta temporal e a resposta em frequência do sistema em análise.
1.5 Estrutura do trabalho
O trabalho desenvolvido é apresentado na seguinte ordem:
◦ No Capítulo 1 o problema de vibrações em estruturas flexíveis é apresentado. Alguns con-
ceitos básicos são apresentados e os objetivos do trabalho são definidos.
◦ No Capítulo 2 apresenta-se a formulação envolvida no método de controle H∞.
◦ No Capítulo 3, o problema de controle H∞ usando funções de ponderação é formulado.
◦ No Capítulo 4 apresentam-se os métodos desenvolvidos para a síntese de controladores mo-
dais.
◦ No Capítulo 5 mostram-se os resultados obtidos ao aplicar os métodos de síntese de contro-
ladores modais utilizando como exemplo uma viga flexível.
7
◦ Finalmente no Capítulo 6 são apresentadas as conclusões do trabalho.
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2 Síntese de Controladores H∞
2.1 Introdução
A síntese de controladores H∞ é baseada na técnica de controle que foi introduzida por
George Zames no início dos anos 1980. Esta técnica, conhecida pelo nome de método de controle
H∞, formula o problema de controle como um problema de otimização baseado na minimização
da norma H∞ da função de transferência de um sistema em malha fechada, sujeito a restrições de
estabilidade e desempenho, cuja solução permite obter o controlador desejado (Zhou et al., 1996).
O método de controle H∞ é utilizado em diferentes tipos de problemas de controle e é apli-
cado em sistemas com múltiplas entradas e múltiplas saídas. O método H∞ também é utilizado
para resolver problemas de robustez quando existem incertezas dentro do modelo do sistema que
se deseja controlar (You et al., 2010). Nesta seção definem-se alguns conceitos básicos para o en-
tendimento da metodologia de controle H∞, para depois apresentar a formulação matemática que
define o problema de controle H∞.
2.2 Norma H∞
O método de controle H∞ é baseado na redução da norma H∞ da função de transferência do
sistema em malha fechada que se deseja controlar; tal função de transferência é definida pela rela-
ção entre as saídas de desempenho e as entradas de distúrbio do sistema. A norma H∞ representa o
máximo valor da resposta em frequência da função de transferência do sistema em análise. Assim,
para um sistema linear invariante e contínuo no tempo representado pela função de transferência
G(s) (s é a variável de Laplace, s = jω, ω é a frequência de análise e j denota a parte imaginária),
a norma H∞ é definida como (Gawronski, 2004):
◦ Para sistemas de única entrada e única saída
‖G‖∞ = maxω |G(jω)|
9
◦ Para sistemas de múltiplas entradas e múltiplas saídas.
‖G‖∞ = supωσmax(G(jω))
onde σmax(G(jω)) é o máximo valor singular de G(s), e sup denota o supremo.
2.3 Problema de controle H∞
Considere-se a planta P conectada com o controlador K numa configuração de realimentação
de saída, como mostrado na Figura 2.1. A representação em espaço de estados da planta P é dada
por
x˙ = Ax + B1w + B2u (2.1)
z = C1x + D11w + D12u (2.2)
y = C2x + D21w + D22u (2.3)
A representação em espaço de estados do controlador é dada por
x˙c = Acxc + Bcy (2.4)
u = Ccxc + Dcy (2.5)
P
zw
u
K y
Figura 2.1: Planta P conectada com o controlador K por realimentação de saída.
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A conexão entre P e K caracteriza a forma padrão do problema de controle H∞, onde se
definem as seguintes especificações:
◦ z representa o sinal de saída de desempenho do sistema.
◦ w representa o sinal de distúrbio.
◦ y representa o sinal de realimentação ou entrada no controlador.
◦ u representa o esforço de controle.
A interconexão entre P e K conforma o sistema em malha fechada Tzw que representa a
função de transferência da saída de desempenho z em relação à entrada de distúrbio w, como
mostrado na Figura 2.2. O comportamento dinâmico do sistema Tzw depende tanto da dinâmica
da planta P como da dinâmica do controlador K. Isto é evidenciado ao se calcular a representação
em espaço de estados de Tzw.
K
u
w
P y
z
Figura 2.2: Sistema em malha fechada Tzw.
Substituindo (2.3) em (2.5), obtém-se
u = Ccxc + Dc(C2x + D21w + D22u)
(I−DcD22)u = Ccxc + DcC2x + DcD21w
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e isolando u obtém-se
u = (I−DcD22)−1Ccxc + (I−DcD22)−1DcC2x + (I−DcD22)−1DcD21w
u = NCcxc + NDcC2x + NDcD21w (2.6)
onde N = (I−DcD22)−1.
Substituindo (2.6) em (2.1) e (2.2), obtém-se
x˙ = Ax + B1w + B2(NCcxc + NDcC2x + NDcD21w)
= (A + B2NDcC2)x + B2NCcxc + (B1 + B2NDcD21)w (2.7)
z = C1x + D11w + D12(NCcxc + NDcC2x + NDcD21w)
= (C1 + D12NDcC2)x + D12NCcxc + (D11 + D12NDcD21)w (2.8)
Substituindo as equações (2.3) e (2.6) em (2.4) obtém-se
x˙c = Acxc + Bc(C2x + D21w + D22u)
= Acxc + BcC2x + BcD21w + BcD22(NCcxc + NDcC2x + NDcD21w)
= (BcC2 + BcD22NDcC2)x + (Ac + BcD22NCc)xc + (BcD21 + BcD22NDcD21)w
(2.9)
As equações (2.7), (2.8) e (2.9) podem ser ordenadas da seguinte maneira
[
x˙
x˙c
]
=
[
A+B2NDcC2 B2NCc
BcC2 +BcD22NDcC2 Ac +BcD22NCc
][
x
xc
]
+
[
B1 +B2NDcD21
BcD21 +BcD22NDcD21
]
w
z = [C1 +D12NDcC2 D12NCc]
[
x
xc
]
+ [D11 +D12NDcD21]w
(2.10)
Agora, definindo
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A˜ =
[
A + B2NDcC2 B2NCc
BcC2 + BcD22NDcC2 Ac + BcD22NCc
]
B˜ =
[
B1 + B2NDcD21
BcD21 + BcD22NDcD21
]
C˜ = [C1 + D12NDcC2 D12NCc]
D˜ = [D11 + D12NDcD21]
(2.11)
é possível reescrever (2.10) como
[
x˙
x˙c
]
= A˜
[
x
xc
]
+ B˜w
z = C˜
[
x
xc
]
+ D˜w
(2.12)
Finalmente a função de transferência do sistema em malha fechada Tzw baseada em (2.12) é
definida por
Tzw(s) = C˜(sI− A˜)−1B˜ + D˜ (2.13)
A formulação do problema de controle H∞ é baseada na minimização de ‖Tzw(s)‖∞. O
objetivo é encontrar um controlador ótimo que minimize a magnitude do maior valor da resposta
em frequência do sistema em malha fechada Tzw.
Neste contexto, o problema de otimização pode ser descrito como
Minimizar γ
Sujeito a ‖Tzw‖∞ < γ
γ > 0
(2.14)
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O problema (2.14) pode então ser resolvido usando algumas formulações, por exemplo, equa-
ções de Riccati, desigualdades matriciais lineares ou mesmo minimização direta, obtendo-se assim
o controlador.
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3 Funções de Ponderação
3.1 Introdução
Um dos objetivos dos sistemas de controle é atingir o desempenho desejado para o sistema
controlado. O desempenho pode ser ajustado utilizando funções de ponderação apropriadas no
controle de sistemas com múltiplas entradas e múltiplas saídas (Zhou et al., 1996). No projeto de
sistemas de controle, as funções de ponderação, também conhecidas como filtros de ponderação,
impõem pesos nos sinais de saída de desempenho como no sinal de controle, com o propósito de
caracterizar seu comportamento dinâmico (atingir o desempenho desejado).
O uso de funções de ponderação, no projeto de controladores H∞, busca duas características
principais na dinâmica do sistema controlado. A primeira é a estabilidade do sistema que pode ser
alterada devido a incertezas dinâmicas que surgem da excitação de modos que não foram conside-
rados no modelo do sistema. A segunda é garantir a minimização do efeito das entradas de distúrbio
sobre o sinal de desempenho do sistema. Finalmente, ressalta-se que as funções de ponderação não
são implementadas fisicamente no projeto de controladores H∞, pois são unicamente consideradas
no processo de síntese do controlador como pesos no problema de otimização.
3.2 Seleção das Funções de Ponderação
A seleção das funções de ponderação é baseada nas características de desempenho desejadas
para o sistema em malha fechada, em um problema de controle específico. O processo de seleção
destas funções é usualmente feito por ajustes, onde a cada tentativa os parâmetros que definem as
funções de ponderação são alterados até obter parâmetros mais apropriados. As funções de trans-
ferência das funções de ponderação frequentemente usadas no projeto de sistemas de controle são
as seguintes (Zhou e Doyle, 1998):
◦ Função do tipo passa-baixa Wp
Wp(s) =
(
s/ k
√
Mp + wc
s+ wc k
√
p
)k
(3.1)
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◦ Função do tipo passa-alta Wu
Wu(s) =
(
s+ wc/
k
√
Mu
k
√
us+ wc
)k
(3.2)
onde os parâmetros Mp e Mu são os ganhos na região de passagem, p e u são os ganhos na
região de rejeição das funções Wp e Wu, respectivamente. O parâmetro k representa a ordem das
funções de ponderação e wc a frequência de cruzamento para o ganho unitário. A Figura 3.1 mostra
a função de resposta em frequência de uma função do tipo passa-alta onde se indicam alguns do
seus parâmetros.
Ganho na passagem
Ganho na rejeição
[rad/s]
Mu
ǫu
ωc
Figura 3.1: Resposta em frequência da função de transferência do tipo passa-alta Wu.
Geralmente, durante a fase de síntese de controladores H∞ as funções de ponderação são
conectadas ao modelo da planta a controlar. A função passa-baixa Wp impõe um peso grande
na região de baixa frequência e a função passa-alta Wu impõe um peso grande na região de alta
frequência. Na Figura 3.2 mostra-se a resposta em frequência típica das funções Wp e Wu junta-
mente com uma curva típica de resposta em frequência da planta a ser controlada.
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[dB]
[rad/s]
Filtro passa-baixa Wp
Filtro passa-alta Wu
Figura 3.2: Resposta em frequência das funções passa-baixa Wp e passa-alta Wu.
3.3 Problema de Controle H∞ Usando Funções de Ponderação
Quando as funções de ponderação são introduzidas no problema de controle H∞, geralmente,
duas saídas são consideradas no sistema a controlar. A primeira corresponde ao sinal de desempe-
nho do sistema e a outra corresponde ao esforço de controle do sistema. O fato de considerar o
esforço de controle como saída do sistema permite (utilizando funções de ponderação) limitar ou
restringir a ação do controlador, melhorando assim as características de estabilidade do sistema
controlado (evita-se o efeito spillover). A seguir mostra-se como são utilizados as funções de pon-
deração no problema de controle H∞.
Considera-se o sistema dinâmico apresentado na Figura 2.1 e duas funções de ponderação,
uma do tipo passa-baixa Wp e outra do tipo passa-alta Wu. Estas funções de ponderação são co-
nectadas com a planta P. A função de ponderação Wp é colocada na saída do sinal de desempenho
z impondo um peso alto, por exemplo, na região de baixa frequência do sistema. Isto significa,
no contexto do problema de controle H∞, priorizar a atenuação da vibração dos modos de baixa
frequência do sistema. A função de ponderação Wu é colocada na saída do esforço de controle u,
impondo um peso alto, por exemplo, na região de alta frequência o que implica minimizar o esforço
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de controle nesta região. Isto induz o controlador a agir principalmente em uma faixa de frequência
desejada. A conexão entre a planta P com as funções de ponderação Wp e Wu gera uma planta
aumentada Pa cuja configuração é mostrada na Figura 3.3.
z˜
u˜
u
w
P y
z
Wp
Wu
Figura 3.3: Configuração da planta augmentada Pa. Conexão da planta P com as funções de pon-
deração Wp e Wu.
A representação em espaço de estados das funções de ponderação Wp e Wu é,
x˙p = Apxp + Bpz
z˜ = Cpxp + Dpz
(3.3)
x˙u = Auxu + Buu
u˜ = Cuxu + Duu
(3.4)
Usando as equações (3.3) e (3.4) junto com a representação em espaço de estados da planta
P, apresentada nas equações (2.1), (2.2) e (2.3), a representação em espaço de estados da planta
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aumentada Pa é obtida, e pode ser escrita da seguinte forma: x˙x˙u
x˙p
=
 A 0 00 Au 0
BpC1 0 Ap

︸ ︷︷ ︸
Aa
 xxu
xp
 +
 B10
BpD11

︸ ︷︷ ︸
Ba1
w +
 B2Bu
BpD12

︸ ︷︷ ︸
Ba2
u (3.5)
[
z˜
u˜
]
=
[
DpC1 0 Cp
0 Cu 0
]
︸ ︷︷ ︸
Ca1
 xxu
xp
 + [ DpD11
0
]
︸ ︷︷ ︸
Da11
w +
[
DpD12
Du
]
︸ ︷︷ ︸
Da12
u (3.6)
y =
[
C2 0 0
]
︸ ︷︷ ︸
Ca2
 xxu
xp
 + [ D21 ]︸ ︷︷ ︸
Da21
w +
[
D22
]
︸ ︷︷ ︸
Da22
u (3.7)
Agora, utilizando as equações (3.5), (3.6) e (3.7) e considerando xa = [x xu xp]
T , e
za = [z˜ u˜]
T obtém-se
x˙a = Aaxa + Ba1w + Ba2u
za = Ca1xa + Da11w + Da12u
y = Ca2xa + Da21w + Da22u
(3.8)
Logo, usando (3.8) e a representação em espaço de estados do controlador K apresentado nas
equações (2.4) e (2.5), e considerando Da22 = D22 = 0 (pois u não afeta y diretamente), obtém-
se a representação em espaço de estados do sistema em malha fechada da planta aumentada Tazw
descrita como[
x˙a
x˙c
]
=
[
Aa +Ba2DcCa2 Ba2Cc
BcCa2 Ac
][
xa
xc
]
+
[
Ba1 +Ba2DcDa21
BcDa21
]
w
za =
[
Ca1 +Da21DcCa1 Da12Cc
] [ xa
xc
]
+
[
Da11 +Da12DcDa21
]
w
(3.9)
Definindo
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A˜ =
[
Aa + Ba2DcCa2 Ba2Cc
BcCa2 Ac
]
B˜ =
[
Ba1 + Ba2DcDa21
BcDa21
]
C˜ =
[
Ca1 + Da21DcCa1 Da12Cc
]
D˜ =
[
Da11 + Da12DcDa21
]
(3.10)
a função de transferência de Tazw, que inclui as funções de ponderação, é dada por
Tazw(s) = C˜(sI− A˜)−1B˜ + D˜ (3.11)
Utilizando a saída de desempenho modificada z˜ e o esforço de controle modificado u˜, pode-
se sintetizar um controlador K dado pelas matrizes (Ac,Bc,Cc,Dc) que procure o desempenho
desejado para o sistema em malha fechada Tazw, como apresentado em (2.13).
Lembra-se que Tazw é utilizada unicamente para sintetizar o controlador K cujo desempenho
será avaliado quando conectado com a planta P (sem o emprego das funções de ponderação, que
foram usadas apenas para o projeto do controlador).
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4 Métodos Propostos
O propósito deste capítulo é mostrar os métodos empregados neste trabalho para sintetizar
controladores modais. Neste trabalho são apresentados três métodos diferentes para este fim. O pri-
meiro método é chamado de método das funções de ponderação e consiste em utilizar duas funções
de ponderação que fazem o controlador ter foco na atenuação de um modo de vibrar específico
da planta em análise. O segundo método é chamado de método do modelo reduzido. Este método
consiste em utilizar uma planta reduzida para sintetizar o controlador modal, onde a planta reduzida
contém apenas a informação dinâmica do modo que se quer controlar. O terceiro método ou método
de minimização direta é baseado em um problema de otimização onde as variáveis do controlador
modal são definidas como as variáveis da função objetivo do problema de otimização, sendo que o
problema de otimização é baseado na redução da vibração do modo que se deseja controlar.
4.1 Método das Funções de Ponderação
O método das funções de ponderação é baseado na teoria apresentada no Capítulo 3, onde
se mostra a aplicação das funções ou filtros de ponderação para caracterizar o comportamento do
controlador e ao mesmo tempo, atingir objetivos específicos de desempenho e estabilidade do sis-
tema controlado. Este método utiliza a planta aumentada Pa para sintetizar o controlador modal. A
planta Pa é obtida conectando a planta P, que representa o sistema original que se deseja controlar,
com duas funções de ponderação Wp e Wu. Estas funções, Wp e Wu, têm por objetivo fazer com
que o controlador modal atenue um certo modo de vibrar da planta P (o modo de interesse).
4.1.1 Características das funções de ponderação Wp e Wu
A primeira função de ponderação Wp é do tipo passa-banda. Esta função impõe um peso
maior na região aos arredores da frequência de ressonância do modo que se deseja controlar, o que
significa (dentro do contexto do problema H∞) priorizar a redução da vibração daquele modo. A
segunda função de ponderação Wu é do tipo rejeita-banda. Esta função impõe um peso maior fora
da região em frequência do modo de interesse, fazendo com que o esforço de controle seja mínimo
nesta região, evitando a excitação deste modos. Isto faz com que o controlador modal somente
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procure atenuar o modo de interesse. Como exemplo, a Figura 4.1 mostra a resposta em frequência
das funções de ponderação Wp e Wu juntamente com uma curva de resposta em frequência da
planta. Neste caso, estas funções estão focalizadas no segundo pico da função de resposta em
frequência da planta, correspondente ao segundo modo de vibrar.
[dB]
[rad/s]
Filtro passa-banda Wp
Filtro rejeita-banda Wu
Figura 4.1: Resposta em frequência das funções de ponderação Wp e Wu para a atenuação do
segundo pico.
4.1.2 Determinação das funções de ponderação
Para calcular as funções de ponderação Wp e Wu é possível usar uma modificação da formu-
lação proposta nas equações (3.1) e (3.2). Esta modificação é realizada pois as funções de pondera-
ção utilizadas para sintetizar um controlador modal são do tipo passa-banda e rejeita-banda, como
explicado anteriormente, e a formulação proposta em Zhou e Doyle (1998) é utilizada para calcular
funções de ponderação do tipo passa-baixa e passa-alta, como explicado no Capítulo 3. Esta modi-
ficação consiste basicamente em fazer uma composição de dois tipos básicos de funções, uma do
tipo passa-baixa e outra do tipo passa-alta, para gerar uma função composta do tipo passa-banda
ou rejeita-banda. Por exemplo, uma função do tipo passa-banda é obtida através da multiplicação
de uma função passa-baixa com uma função passa-alta. A escolha dos parâmetros para cada fun-
ção básica deve ser adequada, sendo que estes parâmetros definem a banda de passagem da função
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composta. Para gerar uma função do tipo rejeita-banda a inversa da fórmula da função passa-banda
é usada.
A expressão matemática para calcular as funções Wp e Wu, no domínio de Laplace é dada
por:
◦ Função do tipo passa-banda Wp
Wp(s) =
(
s+ wc1/ k
√
Mp
k
√
ps+ wc1
)k
×
(
s/ k
√
Mu + wc2
s+ wc2 k
√
u
)k
(4.1)
◦ Função do tipo rejeita-banda Wu
Wu(s) =
(
k
√
ps+ wc1
s+ wc1/ k
√
Mp
)k
×
(
s+ wc2 k
√
u
s/ k
√
Mu + wc2
)k
(4.2)
Os parâmetros Mp e Mu são os ganhos na região de passagem, p e u são os ganhos na
região de rejeição das funções Wp e Wu, respectivamente; wc1 e wc2 representam as frequências
de corte para cada função do tipo passa-banda ou rejeita-banda. Estes dois últimos parâmetros são
os que definem a banda de passagem ou rejeição da função composta, e portanto a escolha destes
parâmetros determina a região em frequência em que se deseja atuação de controle, podendo esta
ser relacionada a um modo específico. O valor 2k determina a ordem das funções de ponderação
compostas.
4.1.3 Síntese do controlador modal
Considerando que se deseja controlar um modo específico da planta P, o controlador modal
será sintetizado utilizando uma planta aumentada Pa, que é obtida da conexão da planta P com as
funções de ponderação Wp e Wu, conforme apresentado na Seção 3.3. Os passos para sintetizar o
controlador modal são os seguintes:
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◦ Passo 1: Definir o modo da planta P que se deseja controlar.
◦ Passo 2: Definir os parâmetros que definem as funções Wp e Wu.
◦ Passo 3: Obter a planta aumentada Pa.
◦ Passo 4: Sintetizar o controlador modal utilizando a planta Pa.
◦ Passo 5: Conectar a planta P com controlador modal para obter o sistema controlado.
◦ Passo 6: Verificar a estabilidade e o desempenho do sistema controlado.
A estabilidade e o desempenho do sistema controlado dependem das características das fun-
ções Wp e Wu. Isto indica que se pode manipular os parâmetros destas funções de ponderação
para obter um controlador modal que procure satisfazer os requisitos de desempenho e estabilidade
desejados.
4.2 Método do Modelo Reduzido
No processo de síntese de um controlador de vibrações utilizando a metodologia H∞, é co-
mum utilizar uma planta P que contém os modos mais representativos do sistema que se deseja
controlar (dentro de uma faixa de frequência de análise). Quanto maior é o número de modos con-
siderados para o modelo do sistema, maior será a ordem da planta P, o que significa que a ordem
do controlador sintetizado também será maior. Isto ocorre, pelo fato de que os controladores sinte-
tizados utilizando a metodologia H∞ possuem a mesma ordem do modelo da planta. Finalmente o
fato dos controladores serem de ordem maior demanda um maior esforço de processamento o que
pode implicar em um maior custo computacional.
O método do modelo reduzido foi desenvolvido com o objetivo de obter controladores modais
de menor ordem, para evitar o problema do custo computacional. Este método propõe sintetizar o
controlador modal utilizando uma planta reduzida Pr, de menor ordem que a planta P, e que
contém a informação dinâmica de um único modo da planta P, sendo que este modo é aquele que
se deseja controlar. A planta Pr é obtida fazendo uma transformação de coordenadas da planta
P para expressá-la na sua forma modal, o que permite obter a informação dinâmica do modo de
interesse. Além disso, a planta reduzida Pr é conectada com as mesmas funções de ponderação
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utilizadas no primeiro método de controle modal proposto neste trabalho (método das funções de
ponderação).
De fato, é necessário utilizar funções de ponderação para buscar um melhor desempenho e a
estabilidade do sistema; por exemplo, a função de ponderação do tipo rejeita-banda Wu é utilizada
para evitar a excitação dos modos não considerados na planta Pr contornando assim o problema de
instabilidade. Além disso, a função de ponderação Wp ajuda a melhorar o desempenho do sistema.
A conexão da planta Pr com os filtros Wu e Wp gera uma nova planta aumentada Pra baseada
na planta do modelo reduzido. Finalmente Pra é utilizada para sintetizar o controlador modal.
4.2.1 Modelo da planta reduzida Pr
Considere-se a representação em espaço de estados de P dada pelas equações (2.1), (2.2) e
(2.3), como mostrado na Seção 2.3:
x˙ = Ax + B1w + B2u
z = C1x + D11w + D12u
y = C2x + D21w + D22u
Definindo:
w =
[
w
u
]
, z =
[
z
y
]
B =
[
B1 B2
]
, C =
[
C1
C2
]
D =
[
D11 D12
D21 D22
]
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obtém-se uma nova representação da planta P dada por
x˙ = Ax + Bw
z = Cx + Dw
(4.3)
Na Equação (4.3), x representa o vetor de estados da planta P em coordenadas nodais. Para
modelar P em coordenadas modais é feita a seguinte transformação
x = Φxm (4.4)
x˙ = Φx˙m (4.5)
onde xm é o vetor de estados da planta P em coordenadas modais e Φ é a matriz de transformação
modal que contém os autovetores da matriz A.
Substituindo as equações (4.4) e (4.5) na equação (4.3), obtém-se
x˙m = Φ
−1AΦxm + Φ−1Bw
z = CΦxm + Dw
(4.6)
Fazendo An = Φ−1AΦ, Bn = Φ−1B, Cn = CΦ e Dn = D, a representação em espaços
de estado da planta P em coordenadas modais é dada por
x˙m = Anxm + Bnw
z = Cnxm + Dnw
(4.7)
As matrizes (An,Bn,Cn,Dn) definem o modelo da planta P em coordenadas modais (a
matriz D não muda devido a que esta mantém a relação entrada-saída do sistema original). Na
Equação (4.7) os modos de P ainda não estão organizados. Para obter o modelo modal de P de
forma adequada é necessário organizar a informação contida nas matrizes (An,Bn,Cn,Dn), como
mostrado por Gawronski em (Gawronski, 2004).
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O modelo modal da planta P contém a informação dinâmica dos modos de P de maneira
independente, onde cada modo está desacoplado dos outros. Este modelo é definido pelas matrizes
(Am,Bm,Cm,Dm). Am é uma matriz bloco diagonal escrita da seguinte forma
Am = diag(Ami) =

× × 0 0 ... ... 0 0
× × 0 0 ... ... 0 0
0 0 × × ... ... 0 0
0 0 × × ... ... 0 0
... ... ... ... ... ... ... ...
... ... ... ... ... ... ... ...
0 0 0 0 ... ... × ×
0 0 0 0 ... ... × ×

, i = 1,2,...,n (4.8)
onde Ami representa um bloco de 2 × 2 sem elementos nulos (elementos não nulos são marcados
com×). Bm e Cm são as matrizes correspondentes às entradas e saídas do sistema em coordenadas
modais, respectivamente. A matriz Dm mostra a relação entre as entradas e as saídas do sistema.
Bm =

Bm1
Bm2
...
Bmn
 , Cm =
[
Cm1 Cm2 ... Cmn
]
, Dm (4.9)
Os valores de (Ami,Bmi,Cmi,Dm) definem a representação em espaços de estado do i-
ésimo modo da planta P que contém a informação dinâmica do i-ésimo modo de vibrar de P.
Finalmente a planta Pr é definida pela a representação em espaços de estado dada por
x˙i = Amixi + Bmiw
zi = Cmixi + Dmw
(4.10)
4.2.2 Síntese do controlador modal
O controlador modal é sintetizado utilizando a planta reduzida Pr obtida segundo o procedi-
mento apresentado na Seção 4.2.1. A planta Pr é conectada com duas funções de ponderação, uma
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do tipo rejeita-banda Wu (colocada na saída do esforço de controle) e outra do tipo passa-banda
Wp colocada na saída de desempenho da planta Pr. A conexão entre Pr com as funções Wu e
Wp gera uma planta reduzida aumentada Pra que finalmente será utilizada para sintetizar o con-
trolador modal, como explicado na Seção 3.3. A seguir mostram-se os passos usados para sintetizar
o controlador modal:
◦ Definir o modo da planta P que deseja-se controlar.
◦ Definir os parâmetros das funções de ponderação Wu e Wp.
◦ Obter a planta reduzida Pr associada ao modo de interesse.
◦ Obter a planta reduzida e aumentada com as funções de ponderação, Pra.
◦ Sintetizar o controlador utilizando a planta Pra.
◦ Conectar a planta P com controlador modal para obter o sistema controlado.
◦ Verificar a estabilidade e o desempenho do sistema controlado.
4.3 Método de Minimização Direta
O método de minimização direta foi desenvolvido com o objetivo de sintetizar controladores
modais que apresentem um melhor desempenho na atenuação da vibração do modo que se deseja
controlar. Ou seja, obter controladores modais que sejam capazes de conseguir uma maior redução
da vibração do modo de interesse. Assim, com este propósito um problema de otimização pode ser
formulado, e tem o objetivo de minimizar a vibração de um modo de vibrar específico da planta
em análise, onde as variáveis do controlador modal são definidas como as variáveis do problema de
otimização. O problema de otimização gerado é classificado como um problema de programação
não linear devido a não linearidade da função objetivo e das restrições do problema. Finalmente,
foi usado o algoritmo de programação quadrática sequencial (SQP) para resolver o problema de
otimização.
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4.3.1 Problema de Otimização
Seja P a planta para a qual se deseja controlar um modo de vibrar específico. Seja K um
controlador que, quando conectado com a planta P na configuração do problema H∞, gera um
sistema em malha fechada representado por Tzw, tal como mostrado no Capítulo 2. O sistema em
malha fechada Tzw é utilizado para definir o problema de otimização cuja solução permite obter o
controlador modal K. O problema de otimização é definido a seguir:
◦ Função objetivo.
O objetivo do problema de otimização é minimizar a vibração de um modo de vibrar especí-
fico da planta Tzw. Assim, para definir a função objetivo do problema, selecionam-se vários
pontos da resposta em frequência de Tzw que sejam próximos à frequência de ressonância
do modo que se deseja controlar.
Para selecionar os pontos, primeiro define-se a faixa de frequência onde se deseja atenuar a
vibração do sistema. Esta faixa de frequência pode ser definida entre ωo e ωf , mas tem que
conter a frequência de ressonância do modo de interesse. Logo, define-se o número de pontos
n que será selecionado para definir a função objetivo. Finalmente, selecionam-se n valores
de frequências ωi (i = 1, 2, 3, . . . , n.), igualmente espaçados, dentro da faixa de frequência
definida.
A função objetivo do problema de otimização é definida como a somatória das magnitudes
das respostas em frequência do sistema em malha fechada, correspondentes às frequências
ωi selecionadas. A Figura 4.2 mostra um exemplo de como selecionar os pontos que definem
a função objetivo do problema, e neste caso, selecionam-se pontos próximos à frequência de
ressonância do modo 3.
A magnitude da resposta em frequência de Tzw correspondente a cada frequência ωi é defi-
nida por
‖Tzw(ωi)‖, i = 1, 2, ..., n.
Logo, a função objetivo do problema de otimização é definida como
n∑
i=1
‖Tzw(ωi)‖ (4.11)
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[dB]
[rad/s]
Pontos selecionados
ωo ωfω1 ωn. . .
Figura 4.2: Seleção dos pontos que definem a função objetivo do problema de otimização. Neste
exemplo deseja-se controlar o terceiro modo de vibrar.
Como foi indicado no início dessa seção, as variáveis de otimização são definidas com base
nas variáveis do controlador K. Sejam as matrizes do controlador K definidas da seguinte
forma,
Ac =

× × ... ×
× × ... ×
...
... ...
...
× × ... ×

nk×nk
, Bc =

× ... ×
× ... ×
... ...
...
× ... ×

nk×s
Cc =

× × ... ×
...
... ...
...
× × ... ×

r×nk
, Dc =

× ... ×
... ...
...
× ... ×

r×s
onde nk representa a ordem do controlador que é fixa (definida pelo projetista), s o número
de entradas e r o número de saídas do sistema. Neste caso, os elementos das matrizes Ac,
Bc, Cc e Dc são armazenados de forma ordenada no vetor de variáveis de otimização.
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Para garantir a estabilidade da planta Tzw, é possível impor a seguinte restrição no problema
de otimização,
max(real(λ(Tzw))) < 0 (4.12)
onde λ(Tzw) denota os autovalores do sistema em malha fechada. Esta restrição obriga os polos de
Tzw serem localizados no lado esquerdo do plano complexo, garantindo assim, a estabilidade do
sistema em malha fechada.
Finalmente o problema de otimização cuja solução gera um controlador modal pode ser defi-
nido como
Minimizar
∑n
i=1 ‖Tzw(ωi)‖
Sujeito a max(real(λ(Tzw))) < 0
(4.13)
A solução do problema de otimização apresentado na Equação (4.13) é feita, neste trabalho,
utilizando-se o algoritmo de programação quadrática sequencial, sendo necessário um ponto de
partida. Por tal motivo, neste trabalho, utiliza-se valores de controladores modais sintetizados com
o método do modelo reduzido como ponto de partida.
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5 Resultados
Neste Capítulo é apresentado um exemplo onde são aplicados os três métodos que foram
discutidos no capítulo anterior. Para este propósito, se utiliza o modelo matemático de uma viga
flexível que tem uma extremidade fixa e uma outra livre. O modelo matemático da viga é obtido
através do método dos elementos finitos e representa o sistema de análise ou planta P. Esta planta
P é utilizada para sintetizar controladores modais para atenuar um modo de vibração específico da
viga quando excitada por uma força externa. Finalmente, uma comparação dos resultados obtidos
é feita em relação ao desempenho de cada um dos controladores modais sintetizados com os três
métodos propostos no Capítulo 4.
5.1 Descrição do Problema
Considere-se uma viga que está engastada em uma de suas extremidades e livre na outra. Um
sensor e dois atuadores são colocados no corpo da viga; o sensor é colocado no extremo livre da
viga e os atuadores ao longo da mesma, tal como se mostra na Figura 5.1. O sensor é utilizado para
medir a aceleração do extremo livre da viga, um dos atuadores aplica uma força de distúrbio e o
outro aplica uma força de controle na viga. O conjunto composto pela viga, sensor e os atuadores
conformam o sistema de análise P.
As características da viga são as seguintes:
◦ Comprimento: L = 1m;
◦ Altura: h = 0, 003m;
◦ Base: b = 0, 032m;
◦ Módulo de Elasticidade: E = 69× 109Pa;
◦ Densidade: ρ = 2, 88× 103kg/m3.
O modelo de elementos finitos da viga utilizado considera 20 elementos finitos de igual ta-
manho, 21 nós e 42 graus de liberdade. Cada elemento da viga possui dois nós e para cada nó é
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1 m
0.032 m
0.003 m
Sinal de distúrbio
Esforço de controle
Sinal medido (Aceleração)0.2 m
0.45 m
Figura 5.1: Sistema ou planta de análise.
atribuído dois graus de liberdade. Um elemento geral da viga possui os nós (i, i+ 1); o nó i possui
o par de graus de liberdade (q2i−1, q2i). Os graus de liberdade que possuem subíndice ímpar, q2i−1,
representam o deslocamento vertical do nó i da viga, e aqueles com subíndice par, q2i, representam
uma rotação angular no mesmo nó. A Figura 5.2 mostra a forma geral de um elemento finito da
viga com a notação usada para os graus de liberdade.
O modelo matemático da viga foi obtido segundo o método de elementos finitos (Chan-
drupatla e Belegundu, 2011) utilizando a equação de Euler-Bernoulli para uma viga em flexão e
considerando um amortecimento proporcional definido por αM + βK, onde α = 2.5 × 10−6 e
β = 5.0× 10−3, M é a matriz de massa e K é a matriz de rigidez. Este modelo descreve o compor-
tamento dinâmico do corpo da viga quando excitado por forças externas.
A seguir são definidas algumas características para a representação em espaço de estados do
modelo da viga:
◦ O vetor de estado x está composto pelo vetor dos graus de liberdade e sua derivada. O pri-
meiro nó da viga é fixo, então não possui graus de liberdade.
◦ O distúrbio w é uma força aplicada no nó 10 (ver Figura 5.3).
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◦ A força de controle u é aplicada no nó 5 (ver Figura 5.3).
◦ O sinal de saída z é a aceleração do extremo livre da viga (nó 21). Este sinal é enviado ao
controlador, representando também o sinal medido y.
2i-1
2i
2i+1
2i+2
q
q
q
q
i i+1
Figura 5.2: Elemento finito da viga engastada
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21
Sinal de distúrbio
Força de controle
Sinal de saída
w
u
z
Figura 5.3: Malha de elementos finitos da viga flexível indicando os respectivos números dos nós.
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O modelo da viga, quando considerados 20 elementos finitos, gera uma planta P de ordem
40. Esta planta representa um modelo que contém 20 modos de vibração da viga. Uma redução do
modelo é feita utilizando a funçãomodreal (ver Apêndice A) do pacote Robust Control Toolbox do
Matlab, considerando os 7 primeiros modos de vibração da viga. Este modelo reduzido é chamado
de planta nominal Pn e corresponde à faixa de frequência de análise (faixa de frequência de inte-
resse) que compreende de 0 até 2000 rad/s. A Figura 5.4 mostra a função resposta em frequência
das funções de transferência da planta P e da planta nominal Pn.
A função de transferência de P corresponde a saída de desempenho z (aceleração do ex-
tremo livre da viga) em relação à entrada de distúrbio w (força vertical). Na Figura 5.4, se observa
que os sete primeiros modos que conformam a planta nominal Pn são os mais representativos
apresentando picos de maior magnitude. Assim, a planta nominal Pn é usada para sintetizar os
controladores modais.
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Figura 5.4: Resposta em frequência da planta P e a planta nominal Pn.
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As frequências de ressonância de Pn são apresentadas na Tabela 5.1.
Tabela 5.1: Frequências de ressonância da planta nominal Pn.
Modo 1 Modo 2 Modo 3 Modo 4 Modo 5 Modo 6 Modo 7
Freq. (rad/s) 14,9 93,4 262 513 847 1270 1770
5.2 Síntese do Controlador Modal Usando Funções de Ponderação
5.2.1 Escolha das funções de ponderação
Como explicado no capítulo anterior, na Seção 4.2, a escolha das funções de ponderação vai
depender do modo de vibrar que se quer controlar. Assim, para controlar diferentes modos de vibrar
serão usadas diferentes funções de ponderação. Para controlar o terceiro modo de vibrar da viga, as
seguintes funções de ponderação foram escolhidas:
◦ Função do tipo passa-banda Wp3:
Wp3(s) =
0, 02s6 + 453, 40s5 + 2, 74× 106s4 + 5, 59× 109s3 + 2, 15× 1011s2 + 2, 78× 1012s+ 1, 20× 1013
s6 + 1680s5 + 1, 17× 106s4 + 4, 39× 108s3 + 9, 22× 1010s2 + 1, 03× 1013s+ 4, 81× 1014
◦ Função do tipo rejeita-banda Wu3:
Wu3(s) =
500s6 + 1, 00× 106s5 + 7, 75× 108s4 + 2, 89× 1011s3 + 5, 42× 1013s2 + 4, 91× 1015s+ 1, 71× 1017
1× 10−3s6 + 8, 47s5 + 2, 41× 104s4 + 2, 37× 107s3 + 1, 69× 109s2 + 4, 15× 1010s+ 3, 43× 1011
As funções de ponderação Wp3 e Wu3 foram calculadas usando as equações (4.1) e (4.2)
respectivamente. A Figura 5.5 mostra a resposta em frequência de ambas funções onde se pode
observar que estas enfocam o terceiro modo da planta Pn.
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Figura 5.5: Resposta em frequência das funções de ponderação para o terceiro modo da planta Pn.
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Os parâmetros de Wp3 e Wu3 são mostrados na Tabela 5.2. Estes parâmetros foram es-
colhidos para priorizar a atenuação do terceiro modo de vibrar da viga flexível. Assim, como a
frequência de ressonância do terceiro modo é 262 rad/s (ver Tabela 5.1), então as frequências de
corte para cada função de ponderação, wc1 e wc2, são próximas a esta.
Os parâmetros (Mp,Mu,p,u) influenciam diretamente no desempenho do controlador modal
e na estabilidade do sistema em malha fechada, porém existe um compromisso entre estas carac-
terísticas. Estes parâmetros devem ser selecionados adequadamente para determinar as funções de
ponderação que permitam sintetizar controladores modais de bom desempenho sem instabilizar o
sistema controlado. Geralmente, a seleção destes parâmetros é feita por tentativas, verificando-se a
forma das funções de transferência das funções de ponderação e os respectivos resultados obtidos
para o sistema controlado.
O valor 2k define a ordem das funções de ponderação. Nesse trabalho, todas as funções de
ponderação são determinadas com um valor de k = 3, o que determina funções de ordem seis.
Tabela 5.2: Parâmetros de cálculo das funções de ponderação para o terceiro modo da planta Pn.
Parâmetros Wp3 Wu3
k 3 3
wc1 280 250
wc2 280 280
Mp 10
4 103
Mu 10
4 103
p 1 0,1
u 1 0,1
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5.2.2 Síntese do controlador modal
A síntese do controlador modal é feita utilizando a planta aumentada Pa e resolvendo o
problema de otimização apresentado na Equação (2.13), como explicado na Seção 4.1 do capí-
tulo anterior. A função hinfsyn do pacote Robust Control Toolbox do Matlab é usada para este
propósito (ver Apêndice B).
O resultado deste processo é a síntese de um controlador modal de ordem elevada. O contro-
lador obtido é de ordem 26, correspondente à ordem da planta aumentada Pa, e atinge uma redução
de 12,0 dB da amplitude do terceiro modo. A Figura 5.6 mostra a resposta em frequência da planta
Pn e o sistema em malha fechada que representa a planta Pn conectada com o controlador modal.
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Figura 5.6: Resposta em frequência da planta Pn com e sem controle. Controle do terceiro modo.
Na Figura 5.6 nota-se que a redução de amplitude ocorre principalmente no terceiro modo
(redução da magnitude do terceiro pico da resposta em frequência da planta Pn), o qual foi pre-
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determinado pelas funções de ponderação Wp3 e Wu3. Assim o objetivo foi atingido sendo que o
controlador conseguiu atenuar o modo selecionado (modo de interesse).
Analisando o sistema, com e sem controle, no domínio temporal nota-se também como o
controlador modal conseguiu reduzir o modo de interesse. Para obter a resposta temporal da planta
Pn foi usado um sinal de excitação (sinal de distúrbio w) do tipo senoidal de 0,1 de amplitude e
uma varredura em frequência de 1 a 300 Hz durante 100 segundos com 10000001 pontos. Este
sinal de exitação é utilizado para analisar a resposta temporal do sistema controlado de todos3 os
casos que são estudados neste trabalho.
A Figura 5.7 mostra a resposta temporal da planta Pn com e sem controle. Nota-se também
que os modos próximos ao terceiro modo também são reduzidos pelo controlador, porém em menor
proporção. Este comportamento está diretamente relacionado com as bandas de passagem e rejeição
das funções de ponderação.
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Figura 5.7: Resposta temporal da planta Pn com e sem controle. Controle do terceiro modo.
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5.2.3 Análise do Esforço de Controle
O propósito dessa seção é analisar o esforço de controle aplicado por cada controlador modal
durante o controle da planta Pn. O interesse é conhecer a magnitude das forças aplicadas pelos
controladores modais sintetizados com os três métodos propostos no Capítulo 4. Para este propósito
são analisados os gráficos do esforço de controle no domínio do tempo. Estes gráficos são obtidos
registrando o sinal de saída do controlador (dentro do sistema de controle) quando a planta for
excitada por um sinal de distúrbio (o mesmo sinal de distúrbio utilizado para obter a resposta
temporal da planta Pn), como explicado na Seção 5.2.2.
A Figura 5.8 apresenta o gráfico do esforço de controle utilizado para atenuar a vibração do
terceiro modo planta Pn. Esta figura mostra que a magnitude do esforço de controle, nesse caso,
alcança um valor máximo de 0,035 N . A redução da vibração do modo de interesse, atingida com
este esforço de controle é de 12,0 dB, como mostrado na Seção 5.2.2.
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Figura 5.8: Esforço de controle aplicado pelo controlador modal sintetizado com o método das
funções de ponderação. Controle do terceiro modo da planta Pn.
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Anteriormente se escolheu o terceiro modo de vibrar para ser usado como exemplo. Agora
são mostrados alguns resultados onde se usa a mesma técnica de controle modal, mas aplicado
a outros modos de vibrar. Para atenuar outro modo de vibrar, é preciso determinar as funções de
ponderação de maneira que o controle seja focado no modo de interesse. A seguir mostram-se
alguns resultados para o controle de outros modos.
5.2.4 Controlador modal para o segundo modo
As funções de ponderação utilizadas para sintetizar um controlador modal que atenue a vi-
bração do segundo modo são apresentadas na Figura 5.9.
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Figura 5.9: Resposta em frequência das funções de ponderação para o segundo modo da planta Pn.
Estas funções de ponderação são calculadas utilizando novos parâmetros nas equações (4.1)
e (4.2). Estes parâmetros são mostrados na Tabela 5.3.
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Tabela 5.3: Parâmetros de cálculo das funções de ponderação para o segundo modo da planta Pn.
Parâmetros Wp2 Wu2
k 3 3
wc1 75 75
wc2 150 100
Mp 10
6 104
Mu 10
6 104
p 1 1
u 1 1
As respostas em frequência e temporal da planta Pn, com e sem controle, são apresentadas
nas Figuras 5.10 e 5.11 respectivamente. Neste caso, o controlador modal conseguiu reduzir 27,7
dB da amplitude do segundo modo.
101 102 103 104
−10
0
10
20
30
40
50
60
70
Frequência [rad/s]
A
m
pl
itu
de
 [d
B]
 
 
Pn sem controle
Pn com controle
Figura 5.10: Resposta em frequência da planta Pn com e sem controle. Controle do segundo modo.
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Figura 5.11: Resposta temporal da planta Pn com e sem controle. Controle do segundo modo.
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5.3 Síntese do Controlador Modal Usando um Modelo Reduzido
5.3.1 Modelo da planta reduzida Pr
A planta Pr é obtida aplicando o método apresentado na Seção 4.2. Assim, considerando que
se quer controlar o terceiro modo de vibrar da planta Pn, seleciona-se os valores de (Am3, Bm3,
Cm3, Dm) que correspondem à representação em espaço de estados da planta reduzida do terceiro
modo Pr3. Os valores de (Am3, Bm3, Cm3, Dm) são mostrados a seguir:
Am3 =
[
−0, 88 261, 5
−261, 5 −0, 88
]
, Bm3 =
[
−17, 09 −35, 41
4, 02 8, 329
]
Cm3 =
 −13, 99 −61, 310 0
−13, 99 −61, 31
 , Dm =
 2, 092 −2, 4080 1
2, 092 −2, 408

A matriz Am3 é de ordem dois, o que define a ordem do modelo da planta Pr3. Na Figura 5.12
mostra-se a resposta em frequência do terceiro modo de vibrar Pr3 da planta Pn.
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Figura 5.12: Resposta em frequência do terceiro modo da planta Pn.
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5.3.2 Síntese do controlador modal
Como explicado na Seção 4.2, as mesmas funções de ponderação utilizadas no primeiro mé-
todo de controle modal (Wp3 e Wu3) são utilizadas para direcionar a atuação do controlador modal
na região de frequência do modo de interesse. A planta reduzida Pr3 de ordem 2 é conectada com
as funções Wp3 e Wu3 (de ordem 6 cada), o que gera a planta aumentada Pra de ordem 14. As-
sim, a planta Pra é utilizada para sintetizar o controlador modal. A Figura 5.13 mostra as funções
de ponderação focalizados no terceiro modo da planta Pn.
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Figura 5.13: Resposta em frequência das funções de ponderação Wp3 e Wu3 focalizadas no ter-
ceiro modo da planta Pn.
Para este caso, o controlador modal também é sintetizado utilizando a função hinfsyn do
pacote Robust Control Toolbox do Matlab. O controlador modal sintetizado é de ordem 14, cor-
respondente à ordem do planta Pra. As matrizes do controlador modal que atenua a vibração do
terceiro modo da planta Pn são mostradas a seguir:
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Ac3 =

−27, 09 150, 55 0 0 0 0 0 0 −7, 57 −3, 30 −1, 67 −0, 49 −0, 08 0
−375, 94 −501, 25 0 0 0 0 0 0 −2, 15 −0, 94 −0, 47 −0, 14 −0, 023 0
0 0 −1680 −574, 22 −418, 70 −171, 73 −75, 13 −54, 78 0 0 0 0 0 0
0 0 2048 0 0 0 0 0 0 0 0 0 0 0
0 0 0 512 0 0 0 0 0 0 0 0 0 0
0 0 0 0 512 0 0 0 0 0 0 0 0 0
0 0 0 0 0 256 0 0 0 0 0 0 0 0
0 0 0 0 0 0 64 0 0 0 0 0 0 0
667, 89 −310, 92 0, 02 −0, 01 −0, 05 −0, 06 −0, 04 −0, 04 −2245, 51 −237, 41 −47, 96 −35, 96 −25, 50 −27, 80
0 0 0 0 0 0 0 0 8192 0 0 0 0 0
0 0 0 0 0 0 0 0 0 2048 0 0 0 0
0 0 0 0 0 0 0 0 0 0 256 0 0 0
0 0 0 0 0 0 0 0 0 0 0 128 0 0
0 0 0 0 0 0 0 0 0 0 0 0 32 0

Bc3 =

−40, 44
−181, 77
712, 56
0
0
0
0
0
0
0
0
0
0
0

, C
′
c3 =

0, 0009
−0, 0004
0
0
0
0
0
0
0, 0085
0, 0037
0, 0019
0, 0006
0, 0001
0

, Dc3 = 0
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O controlador modal sintetizado através deste método conseguiu uma redução de 26,9 dB na
amplitude do terceiro modo. A Figura 5.14 mostra a resposta em frequência da planta Pn com e
sem controle, onde se mostra a redução da amplitude do terceiro modo. Além de atenuar o modo
de interesse, o controlador também reduz a amplitude dos modos próximos a este. Na resposta
temporal, mostrada na Figura 5.15, podemos observar este resultado.
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Figura 5.14: Resposta em frequência da planta Pn com e sem controle. Controle do terceiro modo.
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Figura 5.15: Resposta temporal da planta Pn com e sem controle. Controle do terceiro modo.
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5.3.3 Análise do Esforço de Controle
Com o método do modelo reduzido, o valor máximo do esforço de controle utilizado para
atenuar a vibração do terceiro modo é de 0,26 N (ver Figura 5.16). Com este esforço de controle
conseguiu-se uma redução da magnitude do modo de interesse de 26,9 dB, como mostrado na
Seção 5.3.2.
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Figura 5.16: Esforço de controle aplicado pelo controlador modal sintetizado com o método do
modelo reduzido. Controle do terceiro modo da planta Pn.
De forma similar, o método do modelo reduzido pode ser aplicado para atenuar outro modo
de vibrar da planta Pn. A seguir mostram-se os resultados obtidos ao aplicar este método para
sintetizar um controlador modal que atenue o segundo modo de vibrar da planta Pn.
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5.3.4 Controlador modal para o segundo modo
A planta reduzida Pr2 e as funções de ponderação Wp2 e Wu2 correspondentes ao segundo
modo são mostradas na Figura 5.17. Nota-se que as funções Wp2 e Wu2 são focalizadas no se-
gundo modo da planta Pn. As matrizes da planta Pr2 são:
Am2 =
[
−0, 134 93, 4
−93, 4 −0, 134
]
, Bm2 =
[
40, 05 16, 82
−0, 8705 −0, 3654
]
Cm2 =
 −0, 4561 −24, 180 0
−0, 4561 −24, 18
 , Dm =
 2, 092 −2, 4080 1
2, 092 −2, 408

100 101 102 103 104
−50
0
50
100
Frequência [rad/s]
A
m
pl
itu
de
 [d
B]
 
 
Planta Pn
Planta reduzida Pn2
Filtro passa−banda Wp2
Filtro rejeita−banda Wu2
Figura 5.17: Resposta em frequência da planta Pr2 e das funções de ponderação Wp2 e Wu2.
As matrizes do controlador modal sintetizado são:
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Ac2 =

−89, 83 −95, 09 0 0 0 0 0 0 −0, 13 −0.07 −0, 02 0 0 0
20, 5 −1, 51 0 0 0 0 0 0 0, 43 0, 25 0, 08 0 0 0
0 0 −675 −362, 54 −202, 77 −124, 47 −79, 56 −41, 43 0 0 0 0 0 0
0 0 512 0 0 0 0 0 0 0 0 0 0 0
0 0 0 256 0 0 0 0 0 0 0 0 0 0
0 0 0 0 128 0 0 0 0 0 0 0 0 0
0 0 0 0 0 64 0 0 0 0 0 0 0 0
0 0 0 0 0 0 32 0 0 0 0 0 0 0
−7, 11 −41, 94 0 0 0 0 0 0 −532, 19 −28, 84 −1, 66 −0, 82 −1, 74 −6, 14
0 0 0 0 0 0 0 0 4096 0 0 0 0 0
0 0 0 0 0 0 0 0 0 2048 0 0 0 0
0 0 0 0 0 0 0 0 0 0 128 0 0 0
0 0 0 0 0 0 0 0 0 0 0 16 0 0
0 0 0 0 0 0 0 0 0 0 0 0 4 0

Bc2 =

−204, 38
−166, 1
1246, 82
0
0
0
0
0
0
0
0
0
0
0

, C
′
c2 =

−0, 0007
−0, 0041
0
0
0
0
0
0
0, 5817
0, 3316
0, 1182
0, 0095
0, 0019
0

, Dc2 = 0
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O controlador modal obtido reduz 27,8 dB da amplitude do segundo modo de vibrar da planta
Pn. A resposta em frequência da planta controlada é mostrada na Figura 5.18 e visualiza-se que
o pico correspondente ao segundo modo é atenuado. Os modos próximos ao segundo modo são
ligeiramente atenuados. Na resposta temporal, mostrada na Figura 5.19, também podemos ver este
efeito.
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Figura 5.18: Resposta em frequência da planta Pn com e sem controle. Controle do segundo modo.
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Figura 5.19: Resposta temporal da planta Pn com e sem controle. Controle modal do segundo
modo.
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5.4 Síntese do Controlador Modal por Minimização Direta
5.4.1 Síntese do Controlador modal
Segundo o método de minimização direta, o controlador modal é sintetizado resolvendo o
problema de otimização apresentado na Equação 4.13. Para este propósito foi utilizada a função
fmincon do pacote Optimization Toolbox do Matlab (ver Apêndice C). O ponto de partida para
dar início ao algoritmo de solução do problema de otimização será a solução obtida na Seção 5.2.
Isto é, utilizam-se os valores das matrizes do controlador modal, sintetizado com o método do
modelo reduzido, para obter o ponto de partida do problema de otimização.
Para o caso do terceiro modo, o controlador modal sintetizado com este método conseguiu
reduzir amplamente a magnitude do modo, redução de 44,3 dB ; porém existe um deslocamento de
outros modos e em alguns casos houve aumento da magnitude do pico destes modos. A Figura 5.20
mostra a resposta em frequência da planta Pn com e sem controlador, onde se pode observar que o
terceiro modo (modo de interesse) é atenuado. Também podemos observar que há um deslocamento
do quarto modo e um aumento da sua magnitude, que também ocorre para o sexto modo. A resposta
temporal, apresentada na Figura 5.21, mostra com também este efeito.
Nota-se que o controlador modal sintetizado com o método de minimização direta modifica a
dinâmica da planta alterando o amortecimento de outros modos além do modo de interesse. Nesse
caso, o amortecimento do quarto e sexto modo é alterado (diminui). Mas o terceiro modo (modo
de interesse) foi atenuado, o que indica que o propósito de reduzir a vibração da planta Pn numa
determinada faixa de frequência (correspondente a um modo dinâmico) foi alcançado.
As matrizes do controlador obtido com o método de minimização direta para o controle do
terceiro modo são:
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Figura 5.20: Resposta em frequência da planta Pn com e sem controle. Método de minimzação
direta. Controle do terceiro modo de vibrar.
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Figura 5.21: Resposta temporal da planta Pn com e sem controle. Método de minimização direta.
Controle do terceiro modo de vibrar.
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Ac3 =

−27, 09 150, 55 0 0 0 0 0 0 −7, 57 −3, 3 −1, 67 −0, 49 −0, 08 0
−375, 94 −501, 25 0 0 0 0 0 0 −2, 15 −0, 93 −0, 47 −0, 14 −0, 02 0
0 0 −1680 −574, 21 −418, 7 −171, 73 −75, 13 −54, 78 0 0 0 0 0 0
0 0 2047, 99 0 0 0 0 0 0 0 0 0 0 0
0 0 0 511, 99 0 0 0 0 0 0 0 0 0 0
0 0 0 0 512 0 0 0 0 0 0 0 0 0
0 0 0 0 0 256 0 0 0 0 0 0 0 0
0 0 0 0 0 0 63, 99 0 0 0 0 0 0 0
667, 89 −310, 92 0, 02 0 −0, 05 −0, 06 −0, 04 −0, 03 −2245, 5 −237, 41 −47, 96 −35, 96 −25, 5 −27, 8
0 0 0 0 0 0 0 0 8191, 99 0 0 0 0 0
0 0 0 0 0 0 0 0 0 2048 0 0 0 0
0 0 0 0 0 0 0 0 0 0 256 0 0 0
0 0 0 0 0 0 0 0 0 0 0 127, 99 0 0
0 0 0 0 0 0 0 0 0 0 0 0 31, 99 0

Bc3 =

−40, 44
−181, 78
712, 57
0
0
0
0
0
−0.0001
0
0
0
0.0001
0.0001

, C
′
c3 = 10
−3 ×

0.0030
0.0001
0.0073
−0.0093
−0.0110
−0.0122
0.0235
−0.0219
0.0098
−0.0079
0.0113
0.0269
−0.0006
0.0079

, Dc3 = −0.0070
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5.4.2 Análise do Esforço de Controle
Com este método, o valor máximo do esforço de controle utilizado para atenuar a vibração
do modo terceiro modo é 2,75 N (ver Figura 5.22). Porém, com este método se atinge uma maior
redução da vibração do modo de interesse (44,3 dB), como mostrado na Seção 5.4.1.
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Figura 5.22: Esforço de controle aplicado pelo controlador modal sintetizado com o método de
minimização direta. Controle do terceiro modo da planta Pn.
O método de minimização direta também pode ser utilizado para sintetizar controladores
modais que atenuem outos modos da planta Pn. A seguir mostra-se a sintese de um controlador
modal para atenuar a vibração do segundo modo da planta Pn utilizando o método de minimização
direta
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5.4.3 Controle modal para o segundo modo
O controlador modal sintetizado para atenuar o segundo modo da planta Pn reduz a mag-
nitude do modo em 34,6 dB. A resposta em frequência da planta Pn com e sem controle para o
segundo modo, apresentada na Figura 5.23, mostra que o segundo modo é amplamente reduzido.
Neste caso também existe um aumento da amplitude do quinto modo. A Figura 5.24 mostra a
resposta temporal para a planta Pn com e sem controle.
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Figura 5.23: Resposta em frequência da planta Pn com e sem controle. Método de minimização
direta. Controle do segundo modo de vibrar.
As matrizes do controlador obtido com o método de minimização direta para o controle do
segundo modo são:
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Figura 5.24: Resposta temporal da planta Pn com e sem controle. Método de minimização direta.
Controle do segundo modo de vibrar.
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Ac2 =

−875, 87 1427, 15 0 0 0 0 0 0 −2, 39 −1, 03 −0, 57 −0, 01 0 0
−5130, 56 708, 2 0 0 0 0 0 0 −10, 8 −4, 68 −2, 57 −0, 08 0 0
0 0 −7500 −2861, 02 −2328, 3 −1065, 81 −520, 41 −423, 51 0 0 0 0 0 0
0 0 8192 0 0 0 0 0 0 0 0 0 0 0
0 0 0 2048 0 0 0 0 0 0 0 0 0 0
0 0 0 0 2048 0 0 0 0 0 0 0 0 0
0 0 0 0 0 1024 0 0 0 0 0 0 0 0
0 0 0 0 0 0 256 0 0 0 0 0 0 0
−1901, 93 −83, 83 0, 85 0, 74 0, 98 0, 57 0, 27 0, 19 −4482, 48 −117, 15 −5, 4 −1, 82 −2, 77 −12, 52
0 0 0 0 0 0 0 0 65535, 99 0 0 0 0 0
0 0 0 0 0 0 0 0 0 16384 0 0 0 0
0 0 0 0 0 0 0 0 0 0 511, 99 0 0 0
0 0 0 0 0 0 0 0 0 0 0 63, 99 0 0
0 0 0 0 0 0 0 0 0 0 0 0 7, 99 0

Bc2 =

−437, 36
−1975, 07
13423, 7
0
0
0
0
0
0
0
0
0
0
0

, C
′
c2 = 10
−3 ×

0
0
0
0
0
−0, 0001
0
0
0, 0014
0, 0003
0
0
0, 0001
0

, Dc2 = 0
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5.5 Análise dos Resultados
Nesta seção são discutidos os resultados obtidos no processo de controle de vibrações da
viga flexível utilizando os métodos usados neste trabalho para a síntese dos controladores modais.
Assim, são analisados os resultados dos controladores modais sintetizados com os três métodos
apresentados no Capítulo 4. Esta análise é feita baseada no desempenho dos controladores modais,
que está relacionado com sua capacidade de atenuar a vibração da viga flexível dentro de uma
determinada faixa de frequência, correspondente a um modo de vibrar em específico. A ordem dos
controladores também é levada em consideração. Além disso, é feita uma análise dos esforços de
controle aplicados pelos controladores modais durante o processo de controle.
5.5.1 Análise do desempenho dos controladores modais
Como explicado na Seção 5.2, um controlador modal sintetizado com o método das funções
de ponderação é de ordem elevada (ordem 26), o que pode demandar de um esforço computacional
maior, nos sistemas de controle. Isto implica utilizar processadores computacionais de maior capa-
cidade nos sistemas de controle. Sobre a redução da magnitude dos modos, os resultados obtidos
com este método, dependem diretamente das funções de ponderação correspondentes a cada modo.
Para o caso do segundo e o terceiro modo de vibrar da viga, a redução da vibração é de 27,7 e
12,0 dB, respectivamente. A Tabela 5.4 mostra estes resultados.
Para o caso dos controladores sintetizados com o método do modelo reduzido, observa-se que
estes são de ordem menor (ordem 14), o que pode contornar o problema do esforço computacional.
A redução da vibração dos modos atingida por estes controladores é geralmente maior ou igual à
redução obtida pelos controladores sintetizados com o método das funções de ponderação (ver Ta-
bela 5.4). Uma característica deste controlador é que além de atenuar o modo de interesse, também
atenua os modos próximos a este; porém esta redução não é tão considerável como à atingida no
modo de interesse.
O método de minimização direta mostrou-se ser melhor quanto à redução da magnitude dos
modos. Segundo a Tabela 5.4, a redução do segundo modo é de 34,6 dB e no caso do terceiro
modo é de 44,3 dB. Com este método consegue-se sintetizar controladores de baixa ordem e que
praticamente atenuam por completo o modo de interesse. Por outro lado, verifica-se também que
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o uso deste tipo de controlador modal gerou um deslocamento de alguns dos modos da planta a
controlar e em alguns casos aumentou a magnitude destes modos. Embora este fenômeno ocorra,
isto não é considerado como uma desvantagem pois o objetivo principal que é atenuar a vibração
da planta numa faixa de frequência, correspondente a um modo de vibrar, foi atingido com sucesso.
A Tabela 5.4 apresenta o valores de redução da magnitude do segundo, terceiro e quarto
modos, atingido pelos controladores sintetizados pelos seguintes métodos: funções de ponderação,
modelo reduzido e minimização direta.
5.5.2 Análise dos esforços de controle dos controladores modais
Mostrou-se os valores do esforço de controle aplicados pelos controladores modais (sinteti-
zados com os três métodos propostos) para o controle do terceiro modo da planta. Os gráficos da
resposta temporal do esforço de controle para cada método mostram que os valores mais baixos
de força aplicada correspondem ao controlador modal sintetizado com o método das funções de
ponderação (com um valor máximo de 0,035 N), seguido pelo controlador modal sintetizado com o
método do modelo reduzido (com um valor máximo de 0,25 N) e finalmente com os controladores
modais sintetizados com o método de minimização direta (com um valor máximo de 2,75 N). Os
níveis das magnitudes das forças aplicadas por cada controlador modal são compatíveis com os
níveis de redução de vibração, como mostrado na Tabela 5.5. Nota-se que com maior esforço de
controle existe maior redução de vibração.
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Tabela 5.4: Redução da magnitude dos modos da planta Pn.
Método das Método do Método de
funções de ponderação modelo reduzido minimização direta
Ordem do Ordem do Ordem do
controlador controlador controlador
26 14 14
Modo Frequência de Redução Redução Redução
ressonância (rad/s) (dB) (dB) (dB)
Modo 2 93,4 27,7 27,8 34,6
Modo 3 262 12,0 26,9 44,3
Modo 4 513 7,5 13,8 24,5
Tabela 5.5: Força de controle e redução da vibração para o controle do terceiro modo da planta Pn.
Força máxima (N ) Redução (dB) Ordem do controlador
modo 3
0,035 12,0 26
0,25 26,9 14
2,75 44,3 14
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6 Conclusões
Neste trabalho foi abordado o problema de controle modal de vibrações em estruturas flexí-
veis, baseado na atenuação da vibração de um sistema dinâmico dentro de uma determinada faixa
de frequência, correspondente a um modo de vibrar específico do sistema dinâmico. O problema foi
abordado por três métodos diferentes utilizando a metodologia de controle H∞. O primeiro método
foi formulado utilizando funções de ponderação as quais são introduzidas no problema de controle
H∞ para focalizar o controlador na atenuação do modo de interesse. No segundo método, o contro-
lador modal foi sintetizado utilizando uma planta reduzida que contém a dinâmica do modo que se
deseja controlar. Além disso, o método procurou reduzir a ordem do controlador modal sintetizado.
No terceiro método formulou-se o problema de controle modal como um problema de otimização
não linear cuja solução foi obtida utilizando o algoritmo de programação quadrática sequencial. Os
três métodos foram testados para o modelo de uma viga flexível engastada num dos seus extremos
e cujo modelo matemático foi obtido utilizando o método dos elementos finitos.
No primeiro método se utilizou duas funções de ponderação, uma do tipo passa-banda e
outra do tipo rejeita-banda, ambas de ordem 6. O controlador modal foi sintetizado através da
metodologia de controle H∞, e utilizando uma planta que considera os sete primeiros modos de
vibrar da viga; a ordem da planta é 14. Para sintetizar os controladores modais, pares de funções de
ponderação para cada modo foram usados. A seleção de cada par de funções foi feita por tentativas
escolhendo-se seus parâmetros. Estes parâmetros são escolhidos de maneira que as funções de
ponderação permitam sintetizar controladores modais que garantam o desempenho desejado e a
estabilidade do sistema em malha fechada. Os controladores modais sintetizados com este método
foram de ordem 26, correspondendo à ordem da planta aumentada. Para o caso do controle do
terceiro modo da planta, o controlador modal sintetizado conseguiu uma redução de 12.0 dB na
magnitude do modo. Pode-se considerar que estes controladores têm ordem maior que a ordem dos
controladores sintetizados com os outros métodos usados nesse trabalho.
No segundo método, o modelo da planta reduzida foi obtido através de uma transformação
modal que permite desacoplar os modos dinâmicos da planta. Com este método pode-se sintetizar
controladores modais de menor ordem devido a planta reduzida, utilizada no processo de síntese
do controlador, ser de ordem 2, uma ordem muito menor do que a ordem da planta completa que
considera a dinâmica de todos os modos. Neste método foram usadas as mesmas funções de ponde-
ração utilizadas no primeiro método para sintetizar os controladores modais. Foi possível sintetizar
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controladores modais de ordem 14, correspondentes a ordem da planta aumentada que resulta da
conexão da planta reduzida (ordem 2) com as duas funções de ponderação (ordem 6 cada). O fato
de poder sintetizar controladores de ordem menor é muito favorável já que isto implica um menor
esforço computacional dos sistemas de controle. Para o caso do terceiro modo o controlador mo-
dal sintetizado conseguiu uma redução de 26.9 dB. Com este método, a ordem do controlador foi
reduzida consideravelmente e houve uma melhora do desempenho dos controladores modais.
No terceiro método, o controlador modal é sintetizado resolvendo um problema de otimização
não linear. Uma das caraterísticas deste método é que não utiliza funções de ponderação, o que é
considerado uma vantagem já que utilizar funções de ponderação aumenta a ordem do controlador
sintetizado. Outro aspecto positivo deste método é que a ordem do controlador é definida pelo
projetista, podendo assim, sintetizar controladores de uma ordem desejada. Porém, este método
requer de um ponto de partida para começar o algoritmo de solução, o que dificulta o processo
de síntese dos controladores. Os controladores modais, sintetizados com o terceiro método, são de
ordem 14 (mesma ordem dos controladores sintetizados com o segundo método). Os controladores
modais apresentam um melhor desempenho com relação aos outros métodos. No caso do terceiro
modo conseguiu-se uma redução de 44.3 dB. Neste método houve um deslocamento em frequência
de alguns modos da planta e em alguns casos aumento da sua magnitude.
Conclui-se que foi possível sintetizar controladores modais com os três métodos apresenta-
dos, onde se destacam as seguintes características: Os controladores sintetizados com o primeiro
método são de ordem elevada e não conseguem uma boa atenuação da vibração do modo de inte-
resse. No segundo método conseguiu-se reduzir a ordem dos controladores modais e (em alguns
casos) o desempenho destes controladores é melhor em comparação com os controladores sinte-
tizados com o primeiro método. Já no terceiro método é obtido um controlador de baixa ordem e
excelente desempenho, podendo ser considerado potencialmente o melhor dos três métodos para
sintetizar os controladores modais. Uma característica observada deste método é o fato de haver
deslocamento em frequência de outros modos da planta, mas o objetivo de controlar a vibração da
planta numa determinada faixa de frequência foi atingido com sucesso.
Da análise dos esforços de controle pode-se verificar que os controladores modais sintetiza-
dos com o método de minimização direta apresentaram um maior esforço de controle durante a
atenuação da vibração da planta. Isto indica que os sistemas de controle que utilizarem este tipo de
controladores gastariam mais energia, mas isto é compensado pelo fato de que estes controladores
atingem uma maior redução da vibração da planta na faixa de frequência desejada.
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Algumas perspectivas futuras para continuar com este trabalho de pesquisa são apresentadas
a seguir:
◦ Extensão das três metodologias de controle modal propostas neste trabalho para atenuar a
vibração do sistema em análise em uma faixa de frequência maior, considerando mais de um
modo de vibrar do sistema.
◦ No caso do primeiro método, procurar outros tipos de funções de ponderação que permitam
sintetizar controladores modais de melhor desempenho e menor ordem.
◦ No caso do terceiro método de controle modal, avaliar a possibilidade de redefinir o problema
de otimização proposto neste método, incluindo novas restrições, com o propósito de evitar
alterações na dinâmica dos outros modos (deslocamento em frequência e redução do fator de
amortecimento).
◦ Comparação do desempenho dos controladores modais, sintetizados com os métodos imple-
mentados neste trabalho, com outros métodos de controle modal.
◦ Realizar uma análise experimental de controle de vibrações utilizando controladores modais
sintetizados com as três metodologias propostas neste trabalho e aplicado a outros tipos de
estruturas, como placas por exemplo.
69

Referências
BALAS, M.J. Active control of flexible systems. Journal of Optimization Theory and Applica-
tions: Vol. 25, N. 3, pp. 415-436, July, 1978.
BAZ, A. e POH, S. Performance of an active control system with piezoelectric actuators. Journal
of Sound and Vibration: Vol. 126, N. 2, pp. 327-343, October, 1988.
BAZ, A. e POH, S. Experimental implementation of the modified independent modal space control
method. Journal of Sound and Vibration: Vol. 139, N. 1, pp. 133-149, May, 1990.
BAZARAA, M.S.; SHERALI, H.D. e SHETTY, C.M. Nonlinear Programming Theory and
Algorithms. Wiley-Interscience, 2008.
BOGGS, P.T. e TOLLE, J.W. Sequential quadratic programming. Acta Numerica: Vol. 4, pp.
1-51, January, 1996.
CANAHUIRE CABELLO, Ruth V. Controle H-infinito de Vibrações com Restrições no Esforço
de Controle. 2009. Dissertação (Mestrado). Universidade Estadual de Campinas Faculdade de
Engenharia Mecânica.
CHANDRUPATLA, T.R. e BELEGUNDU, A.D. Introduction to Finite Elements in Enginee-
ring. Pearson, 2011.
DE OLIVEIRA MOREIRA, F. J. Um Controlador H-infinito de Banda Limitada para o Con-
trole Ativo de Vibração Estrutural. 1998. Tese (Doutorado). Universidade Estadual de Campinas
Faculdade de Engenharia Mecânica.
71
DOYLE, J.; GLOVER, K.; KHARGONEKAR, P. e FRANCIS, B. State-space solutions to standard
h2 and h-infinity control problems. IEEE Transactions on Automatic Control: Vol. 34, N. 8, pp.
831-849, February, 1989.
GAWRONSKI, W.K. Advanced Structural Dynamics and Active Control of Structures.
Springer-Verlag New York, Inc., 2004.
GAWRONSKY, W. Model reduction for flexible structures: Test data approach. Journal of Gui-
dance, Control, and Dynamics, Vol. 14, No. 3, pp. 692-694,, 1991.
GLOVER, K. e DOYLE, J.C. State-space formulate for all stabilizing controllers that satisfy an
h-infinity norm bound and relations to relations to risk sensitivity. Systems & Control Letters:
Vol. 11, N. 3, pp. 167-172, May, 1988.
GU, G. All optimal hankel-norm approximations and their error bounds in discrete-time. Interna-
tional Journal of Control; Vol. 78, N. 6, pp. 408-423, August, 2005.
HE, J. e FU, Z.F. Modal Analysis. Butterworth-Heinemann, 2001.
HU, Y.R. e NG, A. Active robust vibration control of flexible structures. Journal of Sound and
Vibration: Vol. 288, N. 1, pp. 43-56, November, 2005.
HUGHES, P.C. Space structure vibration modes: How many exist? which ones are important?
Control Systems Magazine, IEEE: Vol. 7, N. 1, pp. 22-28, February, 1987.
HYLAND, D. e BERNSTEIN, D. The optimal projection equations for model reduction and the
relationships among the methods of wilson, skelton, and moore. IEEE Transactions on Automatic
Control: Vol. 30, N. 12, pp. 1201-1211, January, 1985.
INMAN, D.J. Active modal control for smart structures. The Royal Society: Vol. 359, N. 1778,
pp. 205-219, March, 2001.
72
JONCKHEERE, E. Principal component analysis of flexible systems–open-loop case. IEEE Tran-
sactions on Automatic Control: Vol. 29, N. 12, pp. 494-512, December, 1984.
KARKOUB, M.; BALAS, G.; TAMMA, K. e DONATH, M. Robust control of flexible manipula-
tors via u-synthesis. Control Engineering Practice: Vol. 8, N. 7, pp. 725-734, July, 2000.
KIM, M.H. e INMAN, D.J. Reduction of observation spillover in vibration suppression using a
sliding mode observer. Journal of Vibration and Control: Vol. 7, N. 7, pp. 1087-1105, October,
2001.
KWON, Y.W. e BANG, H. The Finite Element Method Using Matlab. Crc Mechanical Engine-
ering Series, 1996.
LI, Zhonglin. Design of Active Structural Acoustic Control Systems Using Eigenassignment
Approaches. 1997. Tese (Doutorado). Virginia Polytechnic Institute and State University.
LICHTER, M.D.; UENO, H. e DUBOWSKY, S. Vibration estimation of flexible space structures
using range imaging sensors. The International Journal of Robotics Research: Vol. 25, N. 10,
pp. 1001-1012, October, 2006.
LUENBERGER, D.G. e YE, Y. Linear and Nonlinear Programming. Springer, 2008.
MEIROVITCH, L.; BARUH, H.; MONTGOMERY, R.C. e P., W.J. Nonlinear natural control of
an experimental beam. Journal of Guidance, Control, and Dynamics: Vol. 7, N.4, pp. 437-442,
August, 1984.
MOORE, B. Principal component analysis in linear systems: Controllability, observability, and
model reduction. IEEE Transactions on Automatic Control: Vol. 26, N. 1, pp. 17-32, February,
1981.
PETYT, M. Introduction to finite element vibration analysis. Cambridge University Press, 1990.
73
PORTER, B. e CROSSLEY, R. Modal Control, Theory and Applications. Taylor & Francis Ltd.,
1972.
SARRACINI JR., Fernando. Síntese de Controladores H-infinito de Ordem Reduzida com
Aplicação no Controle Ativo de Estruturas Flexíveis. 2006. Dissertação (Mestrado). Universi-
dade Estadual de Campinas Faculdade de Engenharia Mecânica.
SCHAFER, B.E. e HOLZACH, H. Experimental research on flexible beam modal control. Journal
of Guidance, Control, and Dynamics: Vol. 8, N. 5, pp. 597-604, September, 1985.
SCHNEIDERS, M.; VAN DE MOLENGRAFT, M. e STEINBUCH, M. Introduction to an inte-
grated design for motion systems using over-actuation. In Proceedings of the European Control
Conference: 1-4 September. 2003.
SERRA, M.; RESTA, F. e RIPAMONTI, F. Dependent modal space control. Smart Materials and
Structures: Vol. 22, N.10, 105004, October, 2013.
SIMONT, J.D. e MITTER, S.K. A theory of modal control. Information and Control: Vol. 13,
N. 4, pp. 316-353, October, 1968.
TANAKA, N. e SANADA, T. Modal control of a rectangular plate using smart sensors and smart
actuators. Smart Materials and Structures: Vol. 16, pp. 36-46, November, 2007.
WANG, D.A. e HUANG, Y.M. Modal space vibration control of a beam by using the feedforward
and feedback control loops. International Journal of Mechanical Sciences: Vol. 44, N.1, pp.
1-19, January, 2002.
WILSON, D.A. Model reduction for multivariable systems. International Journal of Control:
Vol. 20, N. 1, pp. 57-64, October, 1974.
WILSON, R.B. A simplical method for convex programming. 1963. Tese (Doutorado). Harvard
University.
74
YOU, W.Q.; CHEN, H.H. e HE, X.D. Norms and their applications in vibration control systems.
Journal of Nanjing University of Aeronautics & Astronautics: Vol. 3, 2007.
YOU, W.Q.; CHEN, H.H. e HE, X.D. Tracking control research of high-order flexible structures
on the h-infinity control method. In Advanced Computer Control (ICACC), 2010 2nd Interna-
tional Conference on (Volume:5 ). 2010.
ZHAI, G.; MURAO, S.; KOYAMA, N. e YOSHIDA, M. Low order h-infinity control design: An
lmi approach. In European Control Conference. 2003.
ZHOU, K. e DOYLE, J.C. Essentials of Robust Control. Prentice Hall, 1998.
ZHOU, K.; DOYLE, J.C. e GLOVER, K. Robust and Optimal Control. Prentice Hal, 1996.
ZIMIANI DE PAIVA, Mariana. Controle de estruturas flexíveis levando em conta o projeto
simultâneo da estrutura e do controlador. 2009. Dissertação (Mestrado). Universidade Estadual
de Campinas Faculdade de Engenharia Mecânica.
75

A Redução do modelo - A função modreal
Geralmente, um modelo que possui um grande número de graus de liberdade, pode apre-
sentar mais dificuldades na respectiva análise dinâmica do sistema (Gawronski, 2004). No projeto
de sistemas de controle estrutural, por exemplo, a complexidade e o desempenho do controlador
dependem da ordem do modelo da estrutura. Assim, a redução do modelo é parte importante den-
tro da análise dinâmica do sistema. O uso de um modelo reduzido pode contornar dificuldades de
tratamento do problema desde que mantenha as propriedades essenciais do modelo completo do
sistema.
Várias técnicas de redução têm sido desenvolvidas. Algumas delas, como as apresentadas em
(Hyland e Bernstein, 1985) e (Wilson, 1974), mostram ótimos resultados, mas são complexas e
computacionalmente caras. Outros métodos, relativamente simples, mostram bom resultados, por
exemplo, o método de truncamento balanceado e truncamento modal, expostos em (Moore, 1981;
Jonckheere, 1984) e (Gawronsky, 1991). Neste Apêndice será introduzido o método de redução por
truncamento modal que é implementado na função modreal do Matlab.
A.1 Redução do modelo usando truncamento modal
Considere a representação em espaço de estados modal do sistema dinâmico P (como expli-
cado na Seção 4.2.1), dada por
x˙ = Amx + Bmw
z = Cmx + Dmw
(A.1)
Na representação modal de P o vetor de estados x é ordenado da seguinte forma:
x =

x1
x2
...
xn
 , (A.2)
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onde um modo i de P pode ser associado a dois estados independentes (Gawronski, 2004), ou seja,
xi =
{
xi1
xi2
}
. (A.3)
Define-se ‖Gi‖ como a norma H2, H∞ ou a norma Hankel (Gu, 2005) do modo i. É possível
ordenar os estados do vetor x de forma decrescente em relação ao valor da norma de cada modo i.
Assim, os estados do vetor x com maior valor de norma estão na parte superior do vetor x e os de
menor valor de norma estão localizados na parte inferior do vetor x.
O modelo reduzido da planta P é obtido removendo os estados correspondentes aos modos
cuja valor da norma ‖Gi‖ é menor. Estes modos podem ser considerados menos importantes. Desde
que os modos que possuem norma menor estão localizados na parte inferior do vetor x, o modelo
reduzido pode ser obtido removendo-se os últimos estados do vetor do x, como se indica a seguir.
É possível particionar o vetor x da seguinte maneira
x =
{
xr
xt
}
, (A.4)
onde xr é o vetor de estados mantidos e xt é o vetor de estados truncados. Se o número de modos
mantidos é k < n, o vetor xr contém 2k estados, e xt contém 2(n− k) estados. Agora, as matrizes
(A,B,C) da planta P (o subíndice m é retirado por simplicidade de notação, a matriz Dm = D
não muda como explicado na Seção 4.2.1) podem ser expressas de forma particionada, assim:
A =
[
Ar 0
0 At
]
, B =
[
Br
Bt
]
, C =
[
Cr Ct
]
. (A.5)
Finalmente, o modelo reduzido é obtido eliminando as últimas 2(n− k) linhas de A,B, e as
últimas 2(n− k) colunas de A,C. Formalmente, esta operação pode ser feita da seguinte maneira:
Ar = LAL
T , Br = LB, Cr = CL
T , (A.6)
onde L =
[
I2k 0
]
. Aqui, I2k é a matriz identidade de ordem 2k. A redução implementada na
função modreal é baseada norma Hankel.
78
B Sintese de controladores H∞ - A função hinfsyn
Os controladores H∞ são sintetizados solucionando um problema de otimização cuja solução
pode ser obtida através de diferentes métodos, como por exemplo, o método Riccati onde o con-
trolador é sintetizado solucionando duas equações de Riccati e incluindo algumas restrições que
garantem a solução do problema (Glover e Doyle, 1988).
Neste Apêndice é abordado brevemente o algoritmo de solução do problema H∞ em termos
das equações de Riccati cuja implementação é feita na função hinfsyn do Matlab.
B.1 Solução do problema H∞ via Riccati
Seja a representação em espaço de estados de uma planta P dada por
x˙ = Ax + B1w + B2u
z = C1x + D11w + D12u
y = C2x + D21w + D22u
(B.1)
Por simplicidade na formulação considera-se D11 = 0 e D22 = 0, logo a representação
compacta de P é
P =
 A B1 B2C1 0 D12
C2 D21 0
 (B.2)
Para este sistema considera-se o seguinte: (A,B2) é controlável e (A,C2) é observável. Isto
garante que P seja controlável (Doyle et al., 1989).
O problema de otimização H∞ pode ser definido como o projeto do controlador K, que
minimiza a norma H∞ do sistema em malha fechada Tzw que representa a função de transferência
da saída de desempenho z em relação à entrada de distúrbio w (ver Seção 2.3). Então, o problema
H∞ sub-ótimo é descrito como: Achar um controlador K tal que ‖Tzw‖∞ < γ.
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A solução do problema H∞ sub-ótimo envolve o uso de duas matrizes Hamiltonianas:
H∞ =
[
A γ−2B1B1T −B2B2T
−C1TC1 −AT
]
,
J∞ =
[
A γ−2C1TC1 −C2TC2
−B1B1T −AT
]
.
Segundo Doyle et al. (1989), existe um controlador admisível K tal que ‖Tzw‖∞ < γ se as
seguintes condições são verdadeiras:
◦ H∞ ∈ dom(Ric) e X∞ = Ric(H∞) ≥ 0. Então X∞ satisfaz a seguinte equação de Riccati
ATX∞ + X∞A + X∞(γ−2B1B1T −B2B2T )X∞ + C1TC1 = 0
◦ J∞ ∈ dom(Ric) e Y∞ = Ric(J∞) ≥ 0. Então Y∞ satisfaz a seguinte equação de Riccati
ATY∞ + Y∞A + Y∞(γ−2C1TC1 −C2TC2)Y∞ + B1B1T = 0
onde Ric(·) denota a função de Riccati e dom(·) o seu domínio (Doyle et al., 1989).
Nesse caso, o controlador K é dado por
K =
[
Aˆ∞ −Z∞L∞
F∞ 0
]
, (B.3)
onde
Aˆ∞ = A + γ−2B1B1TX∞ + B2F∞ + Z∞L∞C2 (B.4)
F∞ = −B2TX∞, L∞ = −Y∞C2T ,Z∞ = (I− γ−2X∞Y∞)−1 (B.5)
Um algoritmo que pode ser usado para determinar o controlador K através do método Riccati
é descrito a seguir:
◦ Passo 1: Para k = 0, define-se γ0 (valor de partida grande).
◦ Passo 2: Resolver as equações de Riccati.
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◦ Passo 3: Determinar o controlador.
◦ Passo 4: Fechar a malha, conexão da planta P com o controlador K.
◦ Passo 5: Verificar a estabilidade em malha fechada.
◦ Passo 6:Diminuir γ, γk+1 = γk −∆; ∆ > 0
◦ Passo 7: Voltar para o passo 2.
As iterações são terminadas quando não for possível obter a solução para as equações de
Riccati, ou a malha fechada for instável.
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C Programação Quadrática Sequencial - A função fmincon
Neste Apêndice será descrita brevemente a formulação do algoritmo de programação quadrá-
tica sequencial que é utilizada na solução de problemas de otimização não linear com restrições.
Este Apêndice é baseado no trabalho de Zimiani de Paiva (2009).
C.1 Otimização restrita
Os métodos de otimização restrita, considerados eficientes, exploram as condições de Kuhn-
Tucker (Bazaraa et al., 2008). As equações de Kuhn-Tucker são condições necessárias de otima-
lidade na solução de um problema de otimização restrito. Caso o problema de programação seja
convexo, assim como sua função objetivo e suas restrições, então as equações de Kuhn-Tucker são
necessárias e suficientes para garantir a obtenção um ponto de solução ótima global.
A base de vários algoritmos de programação não linear, tais como os métodos lagrangianos,
é a solução das equações de Kuhn-Tucker. Para estes algoritmos, o emprego dos métodos Quase-
Newton, que usam informações de segunda ordem, garantem boa convergência. Uma classe destes
métodos é formada pelos métodos de Programação Sequencial Quadrática (SQP - “sequential qua-
dratic programming”), que resolvem sub-problemas de programação quadrática a cada iteração
(Boggs e Tolle, 1996).
O método de programação quadrática sequencial já está implementado no software MATLAB
através da função fmincon, que será utilizada neste trabalho para resolver o problema de otimiza-
ção
C.2 Programação quadrática sequencial - SQP
O método de programação quadrática sequencial (SQP) foi introduzido pela primeira vez por
Wilson (1963) e foi desenvolvido com o propósito de garantir uma rápida convergência em uma
região próxima a solução.
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O método SQP consiste basicamente em fazer uma aproximação quadrática para a função
lagrangiana do problema e linearizar as restrições, dando origem a um problema quadrático, que
pode ser resolvido através de técnicas de programação quadrática. Nas formulações usuais dos mé-
todos SQP, a matriz hessiana da função lagrangiana é atualizada usando os conceitos dos métodos
de Quase-Newton. O método SQP será brevemente descrito a seguir.
Seja um problema de minimização restrita:
Minimizar f(x)
Sujeito a h(x) = 0
onde x representa o vetor das variáveis de otimização, e h(x) é o vetor das restrições, neste caso
de igualdade para simplificar as deduções matemáticas.
A função lagrangiana correspondente a este problema de minimização é:
L(x, µ) = f(x) + µTh(x), (C.1)
sendo µ o vetor dos multiplicadores de Lagrange.
As condições de Kuhn-Tucher para este problema são (Bazaraa et al., 2008):
∇f(x) + µ∇h(x) = 0, h(x) = 0. (C.2)
sendo que∇ representa o operador gradiente.
As condições de Kuhn-Tucher representam um sistema de equações em x e em µ, que pode
ser escrito como W(x, µ) = 0. Este sistema pode ser expandido e aproximado em série de Taylor
como:
W(xk, µk) +∇W(xk, µk)
{
xk
µk
}
= 0, (C.3)
sendo que∇W denota a matriz jacobiana, dada por:
∇W(xk, µk) =
[
∇2L(xk) ∇hT (xk)
∇h(xk) 0
]
(C.4)
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e ∇2L(xk) = ∇2f(xk) + µT∇2h(xk) é a matriz hessiana da função lagrangiana com relação a
variável x.
O sistema de equações (C.3) pode ser reescrito de forma iterativa como:{
xk+1
µk+1
}
=
{
xk
µk
}
−∇W−1(xk, µk)W(xk, µk) (C.5)
que caracteriza uma equação da iteração do método de minimização de Newton. Um passo de
busca unidimensional α pode ser introduzido no sentido de melhorar a convergência e robustez do
método, ou seja, {
xk+1
µk+1
}
=
{
xk
µk
}
− α∇W−1(xk, µk)W(xk, µk) (C.6)
A equação (C.6) representa uma sequência típica de processo iterativo de minimização, inclu-
sive permitindo que ∇W−1(xk, µk) seja estimada diretamente pelas fórmulas usuais dos métodos
Quase-Newton tais como DFP e BFGS (Luenberger e Ye, 2008).
Usando (C.2) e (C.4) é possível reescrever (C.3) como:
∇2L(xk)(x− xk) +∇hT (xk)(µ− µk) = −∇f(xk)−∇hT (xk)µk
∇h(xk)(x− xk) = −∇h(xk)
Definindo d = (x− xk) pode-se reescrever:
∇2L(xk)d +∇hT (xk)µ = −∇f(xk)
∇h(xk)d = −∇h(xk)
(C.7)
Um problema quadrático em d, que possui as mesmas condições de otimalidade (Bazaraa et al.,
2008) dadas em (C.7), pode ser formulado como:
Minimizar f(xk) +∇fT (xk)d + 1
2
dT∇2L(xk)d
Sujeito a h(xk) +∇hT (xk)d = 0,
(C.8)
Este problema quadrático pode então ser resolvido sucessivas vezes, caracterizando a meto-
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dologia conhecida como SQP. Nota-se que as restrições são linearizadas dentro de cada problema
quadrático.
Verifica-se também que a função objetivo do problema (C.8) pode ser substituída por uma
aproximação quadrática da função lagrangiana, caracterizando-se o seguinte problema quadrático,
que também possui as condições de otimalidade desejadas:
Minimizar L(xk) +∇LT (xk)d + 1
2
dT∇2L(xk)d
Sujeito a h(xk) +∇hT (xk)d = 0,
(C.9)
A solução de um problema quadrático é facilmente encontrada do ponto de vista da progra-
mação matemática.
O problema da equação (C.9) pode ser reescrito na notação padrão de um problema quadrá-
tico como:
Minimizar f(d) =
1
2
dTQd + dTc
Sujeito a Ad = b⇒ Ad− b = 0.
(C.10)
As condições de otimalidade de Kuhn-Tucker (C.2) para este problema permitem obter o
seguinte sistema de equações:
Qd + c + ATµ = 0
Ad− b = 0,
que pode ser escrito de forma matricial como:[
Q AT
A 0
]{
d
µ
}
=
{
−c
b
}
(C.11)
Sendo assim, o sistema de equações (C.11) permite obter a solução do problema quadrático
diretamente. Uma alternativa para a resolução do problema (C.9) pode ser conseguida empregan-
dose alguma metodologia de minimização, cuja solução pode ser encontrada, a menos de dificul-
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dades relacionadas ao condicionamento da matriz Q. Uma extensão para o caso de restrições de
desigualdade pode ser encontrada em (Bazaraa et al., 2008).
Sumarizando, pode-se dizer que o método SQP envolve uma aproximação quadrática para
a função lagrangiana do problema original, juntamente com uma linearização das restrições. Isso
gera um problema quadrático padrão. Esse processo é repetido sucessivas vezes atualizando-se a
matriz hessiana da função lagrangiana através de uma fórmula do tipo Quase-Newton e atualizando
a linearização das restrições em torno do novo ponto obtido.
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