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We propose an efficient scheme for simulating the Lipkin-Meshkov-Glick (LMG) model with
nitrogen-vacancy (NV) center ensembles in diamond magnetically coupled to superconducting copla-
nar waveguide cavities. With the assistance of external microwave driving fields, we show that the
interaction of the NV spins can be easily controlled, and several types of the LMG model can be
realized by tuning the different parameters. Under the thermal dynamical limit, the distinct non-
equilibrium second order quantum phase transition of the spin ensemble can be achieved at the
critical point. Furthermore, we show that the spin squeezed state can be generated by tailoring the
LMG Hamiltonian to possess the two-axis counter-twisting form in this hybrid quantum system.
I. INTRODUCTION
Manipulating the couplings of collective particles has
been a fascinating subject with the development of new
technologies for ultracold atoms, trapped ions, and solid-
state spins [1–11]. One of the most important appli-
cations is to simulate the Lipkin-Meshkov-Glick (LMG)
model in these different systems [12–14]. This model,
which was first proposed in nuclear physics [15], has be-
come a hot issue in the field of quantum information and
quantum simulation [16–18]. Because of utilizing this
model, we can not only manipulate the special quantum
states such as the coherent spin state or spin squeezed
state [19–22], but also “tailor” the microscopic interac-
tion between the particles to mimic quantum phase tran-
sitions of the macroscopic system [16–18, 23]. In spite of
many outstanding investigations for simulating the LMG
model, it remains a challenge to realize the general LMG
model in laboratory [20–23]. Therefore, it is appealing
to present an experimentally feasible scheme for realiz-
ing the LMG model.
Recently, much attention has been paid to manipu-
lating nitrogen-vacancy (NV) center ensembles in hybrid
quantum systems [24–39]. NV centers in diamond have
exhibited the excellent features such as fast microwave
manipulation, optical preparation, and detection, and
long coherence time even at room temperature [40–48].
Besides, we can directly combine NV centers with other
quantum systems without requiring sophisticated trap-
ping techniques [40, 41]. Therefore, hybrid quantum sys-
tems composed of superconducting circuits and NV cen-
ters have been extensively investigated [41–56]. Utilizing
these hybrid systems, one can prepare fantastic quantum
states, design quantum logic gates, store or transfer quan-
tum states [24–29, 31–35, 44–49, 51, 56]. Furthermore,
we can perform some quantum simulating tasks with this
spin-photon system [33, 57, 58]. In a recent paper, a
protocol for simulating the Dicke model and Dicke Lat-
tice Model is proposed with the isotropy and anisotropy
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NV center ensembles in the periodic superconducting mi-
crowave cavities respectively [59]. This prominent work
demonstrates that hybrid quantum systems provide a re-
alistic platform for studying characteristic phenomena of
nonequilibrium quantum systems in various configura-
tions.
In this work, we propose an experimentally feasible
scheme for simulating the LMG model in a hybrid quan-
tum system with an NV center ensemble in diamond
coupled to superconducting coplanar waveguide cavities.
Under the condition of large detunings as well as the bad
cavity limit, we can obtain the generalized LMG model
in this hybrid system. We discuss several forms of the
LMG model by adjusting the parameters such as detun-
ings, Rabi frequencies, coupling coefficients and so on.
In particular, we focus on the positive field case h > 0
of the χ = 0 LMG model with ferromagnetic interac-
tions λ > 0. Under the thermal dynamical limit, the dis-
tinct non-equilibrium second order quantum phase tran-
sition of the coupled spins can be achieved at the crit-
ical point, as the magnitude of the interaction strength
varies. On the other hand, the LMG model with the
form of H ∼ Jˆ2x , Jˆ2y , Jˆ2z or H ∼ (Jˆ2x − Jˆ2y ), correspond-
ing to the one-axis twisting or two-axis counter-twisting
Hamiltonian, can also be utilized for generating the spin
squeezed state [19–23, 31, 51, 58, 61]. Therefore, by tai-
loring the LMG model with the two-axis counter-twisting
form, we can prepare the spin squeezed state with high
degree of squeezing based on this kind of interaction.
Our work provides a realistic platform for implementing
LMG-type models and for studying characteristic phe-
nomena of nonequilibrium quantum systems with hybrid
quantum systems.
II. THE MODEL
As illustrated in Fig. 1(a), in this hybrid quantum
system two superconducting coplanar waveguide cavi-
ties are strongly coupled together with the coefficient
ǫ ∼ 10 MHz. Meanwhile one of them is magnetically
coupled to an NV center ensemble [40, 41, 55–59]. The
energy level structure of the single NV center is shown
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FIG. 1. (Color online) The scheme diagrams. (a) Two super-
conducting coplanar waveguide cavities are coupled together
( the coupling coefficient is ǫ ), an NV center ensemble is set
in the center of one cavity and this ensemble is magnetically
coupled to this cavity. (b) Level diagram of the NV center
ground triplet state and the feasible four Raman transition
channels. The blue solid arrows indicate the coupling to the
two normal modes of the quantized cavities fields with the
frequencies νa, and νb. The red dashed arrows show the four
additional classical microwave fields with frequencies ω1, ω2,
ω3, and ω4, and they are used to implement Raman transi-
tions between the two excited spin states |+〉 and |−〉.
in Fig. 1(b). The electronic ground state is the spin
triplet state denoted as |ms = 0,±1〉, and the zero-field
splitting between the degenerate sublevels |ms = ±1〉
and |ms = 0〉 is D = 2π × 2.88 GHz. Then we ap-
ply a homogeneous static magnetic field B1 to remove
the degenerate states |ms = ±1〉 with the Zeeman split-
ting δB/2π = 2geµBB1 ∼ 100 MHz (ge ≃ 2 is the
nitrogen-vacancy lande´ factor, µB = 14 MHz mT
−1 is
the Bohr magneton), which results in a three-level sys-
tem denoted as |ms = 0〉 ≡ |0〉, |ms = +1〉 ≡ |+〉, and
|ms = −1〉 ≡ |−〉.
In this solid-state system, the presence of local strain
and the coupling of the NV spins to other electronic or
nuclear spins in the surrounding can substantially gener-
ate the random frequency splitting δj between the states
|+〉 and |−〉 for each NV center [59]. As a result, the co-
herence time is limited by this inhomogeneous broaden-
ing, resulting in an ensemble dephasing time T ∗2 , which
is about one microsecond according to the current ex-
periments [62–64]. However, one can extend this coher-
ence time from T ∗2 to the value T2 (close to the intrinsic
spin coherence time) through the spin echo technology
[62–64]. It has been reported that, the NV spin coher-
ence time in an ensemble is comparable to that of single
NV center, with T2 > 600µs for a sample with natu-
ral abundance of 13C and paramagnetic impurity density
̺ ∼ 1015cm−3 [65, 66]. In this work, we have neglected
these terms in the Hamiltonian and included their ma-
jor influence via the dephasing rate γdep to the master
equation equivalently.
Therefore, the Hamiltonian for describing these two
cavities and the homogeneous NV center ensemble is (~ =
1)
H1 = HNV E +H10 +HNC +HCC , (1)
where HNVE =
∑N
j=1 ω+|+〉j〈+|+ω−|−〉j〈−| is the free
Hamiltonian for the homogeneous NV ensemble, H10 =
ωc1cˆ1
†cˆ1 + ωc2cˆ2
†cˆ2 is the free Hamiltonian for these
two cavities with the destruction operators cˆi, (i = 1, 2),
HNC =
∑N
j=1[η1cˆ1|+〉j〈0| + η2cˆ1|−〉j〈0| + h.c.] is the
interaction between cavity 1 and the NV centers, and
HCC = ǫ(cˆ1cˆ2
† + cˆ1
†cˆ2) is the interaction between these
two cavities. For the related parameters, N is the num-
ber of the available NV centers, ω± = D ± δB/2 the
transition frequencies between the states |±〉 and |0〉, ωc1
and ωc2 the cavity mode frequencies, and η1 and η2 are
the coupling strengths between the cavity mode cˆ1 and
the jth NV center for the transitions |0〉j → |+〉j and
|0〉j → |−〉j .
In order to acquire four distinct Raman transitions be-
tween the two spin states |ms = +1〉 and |ms = −1〉, we
utilize the canonical transformation cˆ1 = (aˆ+bˆ)/
√
2, cˆ2 =
(aˆ− bˆ)/√2, cˆ1† = (aˆ† + bˆ†)/
√
2, and cˆ2
† = (aˆ† − bˆ†)/√2.
As a result, we can get the equivalent form of the above
Hamiltonian
H
′
1 = νaaˆ
†aˆ+ νbbˆ†bˆ+HNVE
+
N∑
j=1
(g1aˆ|+〉j〈0|+ g2aˆ|−〉j〈0|
+g3bˆ|+〉j〈0|+ g4bˆ|−〉j〈0|+H.c.), (2)
where aˆ(aˆ†) and bˆ(bˆ†) are destruction (creation) opera-
tors for these two supermodes, gk(k = 1, 2, 3, 4) are the
relative average coupling coefficients between the super-
modes and NV centers (g1 = g3 = η1/
√
2, g2 = g4 =
η2/
√
2), and νa = ǫ+(ωc1+ωc2)/2 and νb = −ǫ+(ωc1+
ωc2)/2 are the relative frequencies of these two super-
modes respectively. Meanwhile, we introduce four mi-
crowave classical fields with frequencies ωk(k = 1, 2, 3, 4)
to the NV center ensemble, and neglect the NV centers’
anisotropy and the deference from locations.
As a result, the total Hamiltonian for this hybrid quan-
tum system can be expressed as
Htotal = H0 +Hint, (3)
where
H0 = νaaˆ
†aˆ+ νbbˆ†bˆ+
N∑
j=1
(ω+|+〉j〈+|+ ω−|−〉j〈−|),
3Hint =
N∑
j=1
(g1aˆ|+〉j〈0|+ g2aˆ|−〉j〈0|
+g3bˆ|+〉j〈0|+ g4bˆ|−〉j〈0|
+Ω1/2|+〉j〈0|e−iω1t +Ω2/2|−〉j〈0|e−iω2t
+Ω3/2|+〉j〈0|e−iω3t +Ω4/2|−〉j〈0|e−iω4t +H.c.).
In the interaction picture, we have
HI =
N∑
j=1
(g1aˆ|+〉j〈0|ei∆a1t + g2aˆ|−〉j〈0|e−i∆a2t
+g3bˆ|+〉j〈0|ei∆b1t + g4bˆ|−〉j〈0|e−i∆b2t (4)
+Ω1/2|+〉j〈0|e−i∆a2t +Ω2/2|−〉j〈0|ei∆a1t
+Ω3/2|+〉j〈0|e−i∆b2t +Ω4/2|−〉j〈0|ei∆b1t +H.c.),
where (∆a1+∆a2) ∼ (∆b1+∆b2) ∼ δB, ∆a1 = ω+−νa =
ω− − ω2, ∆a2 = ω1 − ω+ = νa − ω−, ∆b1 = ω+ − νb =
ω− − ω4, and ∆b2 = ω3 − ω+ = νb − ω−. We assume
that all of the fields are on the two-photon resonance
in these four Raman transitions and take advantage of
the relations δB ≫ gi,Ωi, |∆a1 ± ∆b1| ≫ gi,Ωi, and
|∆a2 ± ∆b2| ≫ gi,Ωi. In this case, the total effective
Hamiltonian can be written as [60]
Heff = µ0Jˆz + ζaaˆ
†aˆ+ ζbbˆ†bˆ+ η−a Jˆzaˆ
†aˆ+ η−b Jˆz bˆ
†bˆ
+
σa√
N
(Tˆaaˆ+ Tˆ
†
a aˆ
†) +
σb√
N
(Tˆbbˆ+ Tˆ
†
b bˆ
†), (5)
where the effective microscopic parameters are given by
µ0 =
|g1|2
∆a1
− |g2|2
∆a2
+ |g3|
2
∆b1
− |g4|2
∆b2
+ 1
4
( |Ω1|
2
∆a2
+ |Ω2|
2
∆a1
− |Ω3|2
∆b2
− |Ω4|2
∆b1
),
σaαa =
√
Ng1Ω
∗
2
2∆a1
, σaβa = −
√
Ng2Ω
∗
1
2∆a2
,
σbαb =
√
Ng3Ω
∗
4
2∆b1
, σbβb = −
√
Ng4Ω
∗
3
2∆b2
,
ζa =
N
2
( |g1|
2
∆a1
− |g2|2
∆a2
), ζb =
N
2
( |g3|
2
∆b1
− |g4|2
∆b2
),
η−a = (
|g1|2
∆a1
− |g2|2
∆a2
), η−b = (
|g3|2
∆b1
− |g4|2
∆b2
). (6)
The operators Tˆi = αiJˆ+ + βiJˆ−, i = {a, b}, and the di-
mensionless factors {αi, βi} ∈ [−1, 1] are introduced for
convenience. The coefficients for the free Hamiltonian are
µ0, ζa and ζb, and the coefficients for the interactions are
σiαi and σiβi(i = {a, b}), the coefficients for the nonlin-
ear items are ηa and ηb, all of the coefficients above can be
tuned by the number of NV centers N , the average cou-
pling coefficients gk, Rabi frequencies Ω
∗
k(k = 1, 2, 3, 4)
and the detunings. The collective ladder operators for the
NV center ensemble are Jˆz =
1
2
∑N
j=1(|+〉j〈+|−|−〉j〈−|),
Jˆ+ =
∑N
j=1 |+〉j〈−|, Jˆ− =
∑N
j=1 |−〉j〈+|, and they also
satisfy the angular momentum commutation relations
[Jˆi, Jˆj ] = iεijkJˆk, [Jˆ+, Jˆ−] = 2Jˆz, [Jˆz , Jˆ±] = ∓Jˆ±. (7)
The master equation for the cavity modes and NV
spins is,
ρ˙g = −i[Heff, ρg] + κaD[aˆ]ρg + κbD[bˆ]ρg + γdepD[Jˆz ]ρg,
(8)
where D[Oˆ]ρ = 2OˆρOˆ† − Oˆ†Oˆρ− ρOˆ†Oˆ, κi is the cavity
field decay rate, and γdep is the dephasing rate caused by
the inhomogeneous broadening. Now we suppose that
the two cavities are both bad cavities and satisfy the re-
lations
√
κ2i + ζ
2
i ≫ σi, µ0. Therefore, these two super-
modes are only weakly excited and can be adiabatically
eliminated from the dynamics [21, 23]. First of all, we set
the subspace for the cavity supermodes as |0a0b〉 = |1〉,
|0a1b〉 = |2〉, |1a0b〉 = |3〉, and |1a1b〉 = |4〉, and neglect
populations of the highly excited states. As a result, the
master equation (8) can be expressed as a set of coupled
differential equations for the reduced density matrix el-
ements, with ρ = Trfields(ρg) = (ρ11 + ρ22 + ρ33 + ρ44).
Owing to the strong damping, the most populated states
of the supermodes are in the ground state |1〉 and the off-
diagonal elements of the reduced density operator change
slowly in time, i.e., ρ˙ij = 0, (i 6= j). Taking advantage of
the steady solutions of the off-diagonal elements of ρij ,
we have the following master equation for the reduced
density operator
ρ˙ = −i[H, ρ]+ Γa
N
D[Tˆ †a ]ρ+
Γb
N
D[Tˆ †b ]ρ+γdepD[Jˆz]ρ, (9)
where
H = µ0Jˆz − Λa
N
TˆaTˆ
†
a −
Λb
N
TˆbTˆ
†
b , (10)
with Λi =
σ2i ζi
κ2i + ζ
2
i
, and Γi =
σ2i κi
κ2i + ζ
2
i
. Because of
the large cavity dissipations κi ≫ η−a , η−b , the nonlinear
terms of these two supermodes have no contributions in
the adiabatic elimination course. According to the defi-
nition of Tˆi and Tˆ
†
i , we transform the equation (10) into
the generalized LMG model Hamiltonian [15–23, 61],
HLMG = −2hJˆz − 2λ
N
(Jˆ2x + χJˆ
2
y ), (11)
where the parameters are given by
− 2h = µ0 −
ζa((L
a
α)
2 − (Laβ)2)
NKa
− ζb((L
b
α)
2 − (Lbβ)2)
NKb
,
2λ =
ζa(L
a
α + L
a
β)
2
Ka
+
ζb(L
b
α + L
b
β)
2
Kb
,
χ =
Kbζa(L
a
α − Laβ)2 +Kaζb(Lbα − Lbβ)2
Kbζa(Laα + L
a
β)
2 +Kaζb(Lbα + L
b
β)
2
,
Ka = (κ
2
a + ζ
2
a),Kb = (κ
2
b + ζ
2
b ),
Laα = σaαa, L
a
β = σaβa, L
b
α = σbαb, L
b
β = σbβb.
These parameters can be controlled by adjusting the rele-
vant parameters such as the detunings, Rabi frequencies,
and coupling coefficients.
4TABLE I. The relevant parameters for the specific LMG Hamiltonian
Parameters (MHz) Two-axis counter-twisting LMG
model (Equation (12))
Isotropic LMG model
(Equation (14))
One-axis twisting LMG
model (Equation (16))√
Ngk(N ≃ 1012) 12 12 12
|Ω∗1|/2π 4 0 7
|Ω∗2|/2π 1 1 3
|Ω∗3|/2π 1 1 0.77
|Ω∗4|/2π 4 0 0
|∆a1|/2π 20 20 30
|∆a2|/2π 80 80 70
|∆b1|/2π 80 80 50
|∆b2|/2π 20 20 50
σaαa/2π 0.3 0.3 0.6
σaβa/2π 0.3 0 0.6
σbαb/2π 0.3 0 0
σbβb/2π -0.3 0.3 0.092
In addition, we consider several forms of the LMG
model by tuning these parameters. In order to describe
them more clearly, we list three groups of parameters in
TABLE. I. Then we can get several different forms of
the LMG Hamiltonian via choosing the suitable param-
eters. When we set the parameters as those in the first
column of TABLE. I, we can get the conventional LMG
Hamiltonian with the expression
H = −2hJˆz − 2λ
N
(Jˆ2x − Jˆ2y ), (12)
where h = −µ0/2, χ = −1, αa = αb = α =
√
2/2,
βa = −βb = β =
√
2/2, λ = Λa = −Λb, and σa ≃ σb.
The master equation reduces to the form
ρ˙ = −i[H, ρ]+2Γaα
2
N
D[Jˆ−]ρ+
2Γbβ
2
N
D[Jˆ+]ρ+γdepD[Jˆz ]ρ.
(13)
This kind of LMG model has been investigated for
phase transitions and multiparticle entanglement [12–17].
One can generate the spin squeezed state by the two-
axis counter-twisting interactions utilizing this kind of
Hamiltonian[19–21].
Secondly, we can get the isotropic Hamiltonian when
choosing the second column parameters in TABLE. I.
H = −2hJˆz − 2λ
N
(Jˆ2x + Jˆ
2
y ), (14)
where h = −µ0/2, χ = 1, Λa = Λb ≡ λ, αa = βb = 1,
αb = βa = 0 and σa ≃ σb. Then the master equation is
ρ˙ = −i[H, ρ]+Γa
N
D[Jˆ−]ρ+
Γb
N
D[Jˆ+]ρ+γdepD[Jˆz]ρ. (15)
This is an isotropic LMG Hamiltonian which can be
solved exactly because of H = −2hJˆz − 2λJˆ2/N +
2λJˆ2z /N , where Jˆ
2
= Jˆ2x + Jˆ
2
y + Jˆ
2
z . We can get the dou-
ble degenerate ground states for this Hamiltonian when
h = 0. Otherwise, for the symmetry breaking case h 6= 0,
we will get an unique ground state (h > 0, | ↑↑↑ · · · 〉 =
|mz = N/2〉 or h < 0, | ↓↓↓ · · · 〉 = |mz = −N/2〉 ).
In addition there will be the transition between the fer-
romagnetic and antiferromagnetic interactions by tuning
the sign of λ when we set h = 0, and so on.
Finally, we can obtain the simple Hamiltonian accord-
ing to the third column in TABLE. I,
H = −2hJˆz − 2λ
N
Jˆ2x , (16)
and achieve the master equation
ρ˙ = −i[H, ρ] + Γa
N
D[2Jˆx]ρ+
Γb
N
D[Jˆ+]ρ+ γdepD[Jˆz ]ρ,
(17)
where λ = 2Λa, χ = 0, αa = βa = 1, βb =
√
2/2, and
αb = 0. There will be many other applications of this
kind of interactions, e.g., simulating the first order and
second order phase transitions, preparing multiparticle
entanglement and generating spin squeezed state by the
one-axis twisting interactions [12–14]. In the following,
we will investigate this kind of phase transition in this hy-
brid quantum system for the Hamiltonian with the form
given by equation (16).
III. THE SECOND-ORDER PHASE
TRANSITION
Under the thermodynamic limit corresponding to that
N →∞, V →∞, and the density n = N/V keeps finite,
we can neglect the quantum fluctuation for this spin-
spin interaction system, for example, 〈JˆkJˆl〉 → 〈Jˆk〉〈Jˆl〉,
where k, l ∈ {x, y, z}. Considering the ferromagnetic
interactions (λ > 0) from equation (16), we will apply
the method of semiclassical equations of motion to sim-
ulate the second-order quantum phase transition. The
differential equations of motion for the expectation val-
ues of collective spin components 〈Jˆi〉 = Tr(ρJˆi) are
readily derived from the master equation (17). Utiliz-
ing the relations d〈Jˆi〉/dt = Tr(ρ˙Jˆi) and the definition of
5X = 〈Jˆx〉/j, Y = 〈Jˆy〉/j, and Z = 〈Jˆz〉/j (j = N/2 is
the scaling factor), we obtain the semiclassical equations
of motion
X˙ = 2hY − ΓbZX − γdepX/2 (18)
Y˙ = −2hX + 2λZX − ΓbZY − γdepY/2 (19)
Z˙ = −2λXY + Γb(X2 + Y 2). (20)
These three formulas can not form a closed set of group,
and the constraint X2+ Y 2 +Z2 = 1 corresponds to the
conservation of angular momentum. Therefore, we can
get a closed set of group with these four equations, and
obtain the steady-state analytical solutions or numerical
solutions from these equations. The numerical solutions
for the finite N will lead to 〈Jˆx〉 = 〈Jˆy〉 = 0 for all λ.
Then we will derive the steady-state analytical solutions
of motion from these equations
2hY − ΓbZX − γdepX/2 = 0, (21)
−2hX + 2λZX − ΓbZY − γdepY/2 = 0, (22)
−2λXY + Γb(X2 + Y 2) = 0, (23)
X2 + Y 2 + Z2 = 1. (24)
We solve the equations (21)-(24) and find the critical
point of the coupling strength λ,
λc = h+
Γ2b
4h
. (25)
It is obviously that the critical point λc is varying with
Γb and h, but immune to the dephasing γdep.
When the coupling strength satisfies λ < λc, the
steady-state belongs to the normal phase and the ana-
lytical solutions of motion are given by
Znp = 1, Xnp = Ynp = 0. (26)
While for λ > λc, which is the region for the second-
order phase transition, the steady-state corresponds to
the broken phase and the analytical solutions are given
by
Zbp = Z0 − r0, (27)
Xbp = ±
√
1− (Z0 − r0)2
1 + ΓbZ20/2h
, (28)
Ybp = ±Γb
2h
Z0(
√
1− (Z0 − r0)2
1 + ΓbZ20/2h
), (29)
where Z0 =
2h
Γ2b
(λ −
√
λ2 − Γ2b(1 + r0λ/h)), and the di-
mensionless parameter r0 = γdep/2Γb. The analytical
solutions of motion exhibit a bifurcation at the critical
coupling strength λc.
In order to exhibit the macroscopic difference between
the normal phase and the broken phase, we can apply the
Bloch vector to describe the average collective spins. The
NV center ensemble in this system can be interpreted as
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FIG. 2. (Color online) The average values of the first-order
spin components and the quadratic spin components versus
the dimensionless variables λ/γ and Γb/γ, where the parame-
ters are chosen as γdep = 0.2γ and h = γ. The average values
of 〈Jˆi〉/j and 〈Jˆ2i 〉/j2 versus λ/γ with Γb = 0.2γ for (a)− (b)
and Γb = 0.8γ for (c) − (d). (e)− (f) The three dimensional
plots of 〈Jˆi〉/j and 〈Jˆ2i 〉/j2 versus (λ/γ, Γb/γ).
the collective spin-1/2 particle system. According to the
definition of spin vacuum state and spin coherent state
[19], the average value of the spin ensemble can be ex-
pressed as X = sin θ cosφ, Y = sin θ sinφ, and Z = cos θ,
where the vector (1, θ, φ) means the average-spin direc-
tion for this spin ensemble. According to this defini-
tion, we can describe the macroscopic eigenstate as |θ, φ〉.
When we set θ = 0, the average value is Z = 1, X = 0,
and Y = 0 , which means the average-spin direction is
along +z axis and the spin ensemble belongs to the nor-
mal phase area. On the other hand, if θ 6= 0, the average
value is Z = cos θ, X = sin θ cosφ, and Y = sin θ sinφ,
which means the Bloch vector is rotated away from +z
axis and then the system falls in the broken phase area.
The second-order phase transition will occur in this area
when λ = λc.
In this setup, we assume that the density of the NV
centers is about ̺ ∼ 1015cm−3 with the total number
N ∼ 1012, and we set the parameters as the last col-
umn for the simple LMG model in TABLE. I. We can
calculate the expectation values of the spin components
of the Bloch vector numerically from the equations (21)-
(24), where the effective coupling strengths λ ∼ 2π×0.25
MHz and h ∼ 2π × 0.25 MHz, the effective dissipa-
tion rate Γb ∼ 2π × 0.05 MHz and the dephasing rate
γdep ∼ 2π×0.02 MHz. The scaling factor is γ ∼ 2π×0.25
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FIG. 3. (Color online) The average values of the first-order
spin components and the quadratic spin components versus
the dimensionless variables λ/γ and γdep/γ, where the pa-
rameters are chosen as Γb = 0.5γ and h = γ. The average
values of 〈Jˆi〉/j and 〈Jˆ2i 〉/j2 versus λ/γ with γdep = 0.2γ for
(a) − (b) and γdep = 0.4γ for (c) − (d). (e) − (f) The three
dimensional plots of 〈Jˆi〉/j and 〈Jˆ2i 〉/j2 versus (λ/γ, γdep/γ).
MHz.
In order to illustrate the effects of the coupling λ, the
dissipation Γb and the dephasing γdep on phase transi-
tions, in Figs. 2 and 3 we present the average values of the
first-order spin components and the quadratic spin com-
ponents under different conditions from equations (26)-
(29).
As shown in Fig. 2(a), (b), (c) and (d), we set γdep =
0.2γ and h = γ, and get the curve for the average values
of the first-order 〈Jˆi〉/j and the quadratic 〈Jˆ2i 〉/j2 spin
components varying with λ/γ, where Γb = 0.2γ (Fig.
2 (a) and (b)) and Γb = 0.8γ (Fig. 2(c) and (d)). In
Fig. 2(e) and (f), we also display the three dimensional
surface of these average values varying with the two pa-
rameters (λ/γ, Γb/γ) when γdep = 0.2γ and h = γ. One
can find that the second-order phase transition occurs at
the point near λc. It is shown that the average value
of 〈Jˆz〉/j or 〈Jˆ2z 〉/j2 is always 1 when λ < λc, and then
displays a discontinuous transition as λ/γ increases to a
value larger than 1. As for the 〈Jˆx〉/j or 〈Jˆ2x〉/j2 com-
ponent, it exhibits a reversed behavior compared to the
〈Jˆz〉/j or 〈Jˆ2z 〉/j2 component. However, both display the
discontinuous behaviour at the point λc, which signifies
quantum phase transition occurs. In addition, as shown
in Fig. 2(e) and (f), when the dissipation Γb increases,
the critical point λc will be slightly shifted. The value
of 〈Jˆy〉/j or 〈Jˆ2y 〉/j2 in the vicinity of λc also increases a
little. Comparing Fig. 2(a) or (b) with Fig. 2(c) or (d),
the critical point has changed from about λc = 1.01γ to
λc = 1.16γ. Moreover, in the vicinity of λc, the value
of 〈Jˆy〉/j has changed from a value less than 0.1 to one
larger than 0.2.
In Fig. 3(a), (b), (c) and (d), we set Γb = 0.5γ and
h = γ, and can obtain the illustrations for the values of
the first-order 〈Jˆi〉/j and the quadratic 〈Jˆ2i 〉/j2 spin com-
ponents varying with λ/γ, where γdep = 0.2γ (Fig. 3a)
and (b)) or γdep = 0.4γ (Fig. 3(c) and (d)). Moreover, as
shown in Fig. 3(e) and (f), we also plot the three dimen-
sional surface of these average values varying with the
parameters (λ/γ, γdep/γ) when Γb = 0.5γ and h = γ.
We can obtain the critical point for the phase transition
λc = 1.0625γ from Fig. 3, which is immune to the dephas-
ing γdep. Figure. 3 displays the same behavior of the aver-
age spin components as in Fig. 2. We find a discontinu-
ous behavior as λ increases to a value larger than λc, and
〈Jˆx〉/j or 〈Jˆ2x〉/j2 exhibits a reversed behavior compared
to 〈Jˆz〉/j or 〈Jˆ2x〉/j2. Although the dephasing will not af-
fect the critical point, we can not neglect its effect on the
phase transition. As shown in Fig. 3(e) and (f), when in-
creasing λ and γdep, the values of 〈Jˆy〉/j will be enlarged
continuously. Meanwhile 〈Jˆx〉/j will be suppressed con-
tinuously too. When λ/γ ∼ 10 and γdep/γ ∼ 1, 〈Jˆy〉/j
will keep the value of 0.24, while 〈Jˆx〉/j will be about
0.87. Therefore, we can simulate the second-order quan-
tum phase transition with this hybrid quantum system,
which provides the very convincing evidence for manip-
ulating the spin ensembles realistically in our scheme.
IV. THE SPIN SQUEEZED STATE
It is known that spin squeezed states can be pre-
pared efficiently by one-axis twisting or two-axis counter-
twisting interactions [19]. These kinds of interactions are
equivalent to the LMG model with the form of equa-
tion (16) or (12). Although the two-axis counter-twisting
Hamiltonian is superior to the one-axis twisting one, the
spin-spin interaction with the form of two-axis counter-
twisting has not been realized in any experiments due to
the demanding requirements [19–22, 61]. We will discuss
how to prepare spin squeezed states by simulating the
two-axis counter-twisting interaction with equation (12)
in our scheme. In this system, the coherent coupling
strength between a single NV center and the cavity is
much less than the cavity dissipation rates (|gi| ≪ κa,b),
but this collective coupling can be enhanced by increasing
the number of the NV centers. Therefore, we can neglect
the dissipations as long as the condition
√
N |gi| ≫ κa,b
is satisfied.
In order to describe the degree of spin squeezing, we
introduce the definition [61]
ξ2 =
4min(∆Jˆ2~n⊥)
N
, (30)
7where ~n⊥ refers to an axis perpendicular to the mean-spin
direction, and the term “min” is the minimization over all
directions ~n⊥. The first step is to determine the mean-
spin direction ~n0 by the expectation values 〈Jˆα〉, with
α ∈ {x, y, z}. We write ~n0 with spherical coordinates
~n0 = (sin θ cosφ, sin θ sinφ, cos θ), and this description is
equivalent to the coherent spin state |θ, φ〉. We can get
the other two orthogonal bases which are perpendicular
to ~n0,
~n1 = (− sinφ, cosφ, 0), (31)
~n2 = (cos θ cosφ, cos θ sinφ,− sin θ). (32)
Hence, ~n⊥ = ~n1 cosβ+ ~n2 sinβ is the arbitrary direction
vector perpendicular to ~n0, and we can find a pair of op-
timal quadrature operators by tuning β. Then we obtain
two components of the angular momentum,
Jˆ~n1 = − sinφJˆx + cosφJˆy, (33)
Jˆ~n2 = cos θ cosφJˆx + cos θ sinφJˆy − sin θJˆz . (34)
As a result, we acquire the expression of the optimal
squeezing parameter
ξ2 =
2
N
[〈Jˆ2~n1+Jˆ2~n2〉−
√
(〈Jˆ2~n1 − Jˆ2~n2〉)2 + 4Cov(Jˆ~n1 , Jˆ~n2)],
(35)
where
Cov(Jˆ~n1 , Jˆ~n2) =
1
2
〈Jˆ~n1 Jˆ~n2 + Jˆ~n2 Jˆ~n1〉.
We can distinguish between spin coherent states and spin
squeezed states distinctly for this NV center ensemble
according to ξ2 = 1 or ξ2 < 1. Therefore, it is imperative
for us to carry out some numerical calculations for the
squeezing parameter in this system.
It is evident that one can strengthen the spin squeezing
degree by increasing the total number of the spins [20–
22, 45, 61]. As discussed above, we can get the relations
σaαa ≃ σaβa, σbαb ≃ −σbβb by tuning the collective
couplings, the Rabi frequencies, and the detunings. Then
we can get α = β =
√
2/2 when setting σa ≃
√
2σaαa,
σb ≃
√
2σbαb. We investigate equations (12) and (13)
and assume that the coefficients are λ ≡ |Λa| = |Λb|,
σa ≃ σb ≡ σ, ζa ≃ ζb ≡ ζ, and the dissipations of the
supermodes are κa = κb ≡ κ.
We choose the first column parameters for the con-
ventional LMG model in TABLE. I and assume the dis-
sipations κ ∼ 2π × 0.1 MHz. We choose the number
of NV centers N ≃ 106 and get the collective coupling√
Ngi ≃ 2π × 12 kHz. Then the effective coupling coef-
ficient is λ = σ2|ζ|/(κ2 + ζ2) ≃ σ2|ζ|/κ2 ≃ 0 Hz and the
effective dissipations are Γa,b = σ
2κ/(κ2 + ζ2) ≃ σ2/κ ≃
2π × 1.8 Hz. So we can not prepare the spin squeezed
state when N ≃ 106, because λ and Γa,b are too weak.
When we set N ≃ 1010 and the collective coupling as√
Ngi ≃ 2π × 1.2 MHz, utilizing the same parameters
above, we can get the effective coupling coefficient as
λ = σ2|ζ|/(κ2 + ζ2) ≃ 2π × 4.43 kHz and the effective
dissipations as Γa,b = σ
2κ/(κ2 + ζ2) ≃ 2π × 16.4 kHz.
It is evident that we can not prepare the spin squeezed
state unless N > 1010. On the other hand, if we choose
N ≃ 1012 and utilize the same parameters above, we find
that, the effective coupling λ ∼ 2π × 65.2 kHz is much
stronger than the effective dissipations Γa,b ∼ 2π × 2.4
kHz. Therefore, one can not prepare the spin squeezed
state unless N > 1010 in this setup. These estimations
above also show that the appropriate choice for simulat-
ing spin squeezed state is N ≃ 1012.
In the condition of weak excitations and N ≫ 1, we
map the collective spin operators Jˆ+(Jˆ−) into the boson
operators dˆ†(dˆ) in the Holstein-Primakoff representation,
Jˆ+ =
√
Ndˆ†,
Jˆ− =
√
Ndˆ, (36)
Jˆz = (dˆ
†dˆ− N
2
),
where the operators dˆ and dˆ† obey the standard boson
commutator [dˆ, dˆ†] = 1. The equations (12) and (13) can
be transformed as
ρ˙ = −i[HT , ρ]+ΓaD[dˆ]ρ+ΓbD[dˆ†]ρ+γdepD[dˆ†dˆ]ρ, (37)
HT = −2hdˆ†dˆ− λdˆ2 − λdˆ†2. (38)
We assume the collective spins are initially prepared
in the state |θ = 0〉 (Z = 1) and the dissipations satisfy
Γa = Γb. Then we solve the master equation (37) nu-
merically and present the simulations in Fig. 4. In this
numerical simulation, the parameters are set as those
in the first column of TABLE. I. With these param-
eters, we can obtain the effective coupling coefficient
λ ≃ 2π×65 kHz, and the corresponding effective dissipa-
tions Γa,b ≃ 2π× 0.065 kHz, 2π × 0.65 kHz and 2π × 6.5
kHz. Here the dephasing rates are γdep ≃ 2π × 1.3 kHz,
2π × 1.95 kHz, and 2π × 2.6 kHz. Therefore, the scaling
factor in Fig. 4 is γ ≃ 2π × 65 kHz.
As shown in Fig. 4(a), we can definitely get spin
squeezed for a relatively short evolution time. The sys-
tem can always be in the spin squeezed state when 0 <
t ≤ 0.8
γ
, and the squeezing parameter is about ξ2 ∼ −10
dB when Γa,b ≃ 2π×0.065 kHz and γdep ≃ 2π×1.3 kHz.
Nevertheless, this nonclassical state will be destroyed be-
cause of the dissipation and dephasing. In Fig. 4(b), it
is evident that the dissipation and dephasing will reduce
the squeezing degree, and it finally evolves into a thermal
state.
To examine the feasibility of our scheme in realistic
experiment, we now discuss the relevant available ex-
perimental parameters. The magnetic coupling strength
between the cavity and a single NV center is about
gi ∼ 2π × 10 Hz. The dissipation rate of microwave
cavities is about κa, κb > 2π × 1 kHz. In the practi-
cal situation, we consider a spin ensemble of N ∼ 1012
NV centers coupled to the cavity, and the collective cou-
pling strength satisfies
√
Ngi ∼ 2π × 10 MHz [52]. The
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FIG. 4. (Color online) Time evolution of ξ2 with HT for
N ≃ 1012, where the parameters are chosen as λ/γ ≃ 1,
2h/γ ≃ 0 and the different effective dissipations are Γa =
Γb = Γ = 0.1γ, 0.01γ, 0.001γ and the dephasing rates are
γdep = 0.02γ, 0.03γ, 0.04γ respectively. (a) The evolution for
a shorter time 0 ≤ t ≤ 1.5/γ. (b) The evolution for a longer
time 0 ≤ t ≤ 3/γ.
Rabi frequency is about |Ω∗i | ∼ 2π × 1 MHz. Based on
the chosen parameters, the time for maintaining the spin
squeezed state is about 0 < t ≤ 2 µs in this system, and
we can obtain the degree of squeezing ξ2 ∼ −10 dB with
the relative smaller number of the excitations. On the
other hand, the relaxation time of the NV spin triplet
ranging from milliseconds at room temperature to sev-
eral seconds at low temperature has been reported [53].
In addition, the dephasing time (T2 ∝ 1/γdep) more than
400 µs for spin ensemble has been demonstrated, and
can be raised to about 2 ms with an isotopically pure
diamond sample [62–66]. Thus, the coherence time is
sufficient for achieving the desired spin squeezed state.
V. CONCLUSION
In summary, with the assistance of classical microwave
fields and superconducting coplanar waveguide super-
modes, we implement an exquisite setup for simulating
LMG model with an NV center ensemble in diamond.
Utilizing this hybrid quantum system, we can not only
achieve the second order quantum phase transition when
the coefficient satisfies λ = λc, but also prepare the spin
squeezed state via the LMG Hamiltonian with the form
of two-axis counter-twisting spin-spin interactions. In
this protocol, due to the weak single coupling coefficient
gi ≪ κi, the two-axis counter-twisting interactions will
not be valid unless N > 1010. Moreover, in spite of the
negative effect of dissipations and dephasing, the squeez-
ing degree is near to −10 dB when we choose N ≃ 1012.
We can further enhance the squeezing degree by increas-
ing the number of the NV centers. Furthermore, if we ex-
tend this scheme to the LMG “Lattice ” model, there will
be more physics. This scheme is a new attempt for uti-
lizing the hybrid quantum system to simulate the LMG
model.
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