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定義 1.1. ei を i番目成分が 1でその他の成分が 0である Rn 上の点とし，eS =
P
i2S ei (但
し，S  f1; 2; : : : ; ng）とする．
定理 1.2. F を n変数トロピカル多項式とし，各変数の次数は高々 1で，どの項も他の項
を割り切らないとする．この時，F の各単項式は Rn0 上単独で最大値をとる．
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定理 1:2は元の定理から，各項の係数が 0という条件を取り除いた．
定理 1.3. I; J; K; L  f1; : : : ; ng とする．eI ; eJ ; eK ; eL が同一平面上にあるならば，
I; J; K; Lを適当に入れ替えれば，互いに素な集合 Q; A0; A1; B0; B1 が存在して，
I = Q q A0 q A1;
J = Q q A0 q B1;
K = Q q B0 q A1;
L = Q q B0 q B1:
と表わせる．
定理 1.4. I; J; K; L; M  f1; : : : ; ng とする．eI ; eJ ; eK ; eL; eM が同一 3 次元空間内にあ
り，どの 4点の組も同一平面上にないならば，I; J; K; L; M を適当に入れ替えれば，互い
に素な集合 Q; A0; A1; A2; B0; B1; B2 が存在して，
I = Q q A0 q A1 q A2;
J = Q q A0 q B1 q B2;
K = Q q B0 q A1 q B2;
L = Q q B0 q B1 q A2;




経路 J; K が得られることが分かった．また，定理 1:4から，プロジェクトネットワークに
ある 5つの経路に対応するニュートン多面体の頂点のどの 4点も同一平面上になく，5点
が同一 3次元空間内にある場合，極大経路 I; M の直和分解の組み換えにより，残りの極











作業を頂点とする AON 図か，作業を有向辺とする AOA 図という代表的な記法がある．
本研究では，前者の記法を用いる．







命題 2.3. V を半順序有限集合とする．この時，V の元とプロジェクトネットワークの元，
および V の順序とプロジェクトネットワークによって定まる順序は一対一に対応する．[2]
この命題によって，プロジェクトネットワークを半順序集合として扱うことができるよ






定義 2.4. ([n]; <)をプロジェクトネットワークとし，作業 iの着手から完了までの時間を
ti とする．この時，ti を iの時間コストと呼ぶ．
注意 2.5. 時間コストは非負実数とする．
定義 2.6. ([n]; <) をプロジェクトネットワーク，I を [n] の全順序部分集合とする．この





命題 2.7. ([n]; <) をプロジェクトネットワークとする．([n]; <) の極大経路の中で，時間
コストの総和が最短完了時間と等しいものが存在する．













定義 3.1. 実数全体 Rに次の 2つの演算を定義する．
x  y B maxfx; yg; x  y B x + y:
これらをトロピカル演算と呼ぶ．
以降では を単に +と書き，を通常の乗法のように省略することにする．








定義 3.4. トロピカル多項式 F をプロジェクトネットワークの最短完了時間とする．この
とき F を R多項式と呼ぶ．




定義 3.6. 定理 3:5の条件を満たすトロピカル多項式 F を P多項式という．また，1，3の
条件を満たすトロピカル多項式 F を P0 多項式という．
例 3.7. 次のトロピカル多項式 F は P多項式だが R多項式ではない．[2]
F = t1t2 + t2t3 + t1t3
以降，tI B i2I ti とする．
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命題 3.8. F を n変数トロピカル多項式とする．この時，以下は同値になる．[2]
1. F が R多項式である．
2. I が [n]の極大全順序部分集合であることと tI が F の項であることが同値である．
4 準備
結果を述べる為に，いくつかの定義と補題を準備する．
定義 4.1.   B Rn0 と定義する．
定義 4.2. I  [n]とする．eI 2  を i 2 I の時，i番目成分が 1，その他は 0とする．特に，
efig を単に ei とかく．
定義 4.3. F をトロピカル多項式とする．(F) = fF に現れる項 gと定義する．
定義 4.4. 各トロピカル多項式 F = F(t1; t2; : : : ; tn); ti 2 Rに対して，二つ以上の項が最大
値をとる点の集合を F の定めるトロピカル超曲面と呼び，V(F)とかく．
定義 4.5.
V(F)0 B V(F) \  ;
 F B   n V(F)0:
定義 4.6.  の元を t = (t1; t2; : : : ; tn)と表わす．








ft 2   j aI tI > aJtJg:
トロピカル演算で表記されていることに注意する．
注意 4.8. CI は  上の閉集合である．





証明. 1. 格子点を eI とし，I の補集合を Ic とする．この時，eI と eI   eIc の内積は jIj
となる．0/1多面体の他の頂点と eI   eIc の内積は jIjより真に小さくなるから，eI
は 0/1多面体の頂点になる．
2. 同一直線上にあるとし，eI ; eJ ; eK は相異なる頂点とする．仮定から，eK   eI =





P 多項式の各単項式は   上単独で最大値をとる点がある．P 多項式の条件を緩めた P0
多項式の場合にも同様に成り立つことを示した．
補題 5.1. F を n変数 P0 多項式とする．この時，次が成り立つ．
1. CI , ;; dimCI = n.
2. CI = (CI)i   .
3. CI = CI   .
証明. (1) aM > maxI[n]fjaI jg，I ; J  [n]とする．Fの項 aI tI の 2aMeI での値は 2aM jIj+aI，
aJ tJ の 2aMeI での値は 2aM jI\ Jj+aJ となる．また，P0 多項式の各項は互いを割り切らな
いので，I\ J ( I; J．したがって，jIj > jI\ Jjをみたすので，2aM jIj+aI  2aM jI\ Jj  aJ >
(aM + aI) + (aM   aJ) > 0が成り立つ．以上より，F の項 aI tI は 2aMeI で単独で最大値を
とるので，CI , ;．
(2) t 2 CI を，aI tI jt = aJtJ jt を満たすようにとる．P0 多項式の各項は互いを割り切らな
いので，j 2 J n I がとれて，任意の " > 0に対して，t+ "e j < CI をみたす．よって tは CI
の境界上の点になる．よって，CI n ft 2   j aI tI jt = aJ tJ jtg = (CI)i = CI．
8
(3) t 2 CI とする．任意の r > 0に対し，t+ reI 2 CI．よって，t 2 CI．また，CI は閉集
合より，CI  CI．したがって，CI = CI 
定理 5.2. F を n変数 P0 多項式とし，F の各項は互いに割り切らないとする．このとき，
F の各項は  上単独で最大値をとる．
証明. F の項 aI tI を任意にとる．補題 5.1より，CI , ;． 
5.2 プロジェクトネットワークに関する定理
補題 5.3. I; J; K; Lを [n]の相異なる部分集合とする．eI ; eJ ; eK ; eL が同一平面上にある
ならば，eI ; eJ ; eK ; eL が平行四辺形をなす 4頂点になる．
証明. 四点が相異なり，同一平面上にあることから，
eL   eI = s(eJ   eI) + t(eK   eI)
を満たす．相異なることから，I; J を必要に応じて取りかえることで，ある i 2 J n I がと
れる．与式の i番目成分に着目すると，補題 4:10より，s , 0; s + t , 1に注意して，
s = 1 (i 2 L n K);
s + t = 0 (i 2 K n L):
を得る．同様にして，ある， j 2 K n I に対して
t = 1 ( j 2 L n J);
s + t = 0 ( j 2 J n L):
よって, (s; t) = (1; 1); (1; 1); ( 1; 1); (s; s) のいずれか．(s; t) = (s; s) の時，eL   eI =
s(eJ   eK) と各成分は 1; 0; 1 のいずれかであることから，s = 1; 1 よって，(s; t) =
(1; 1); (1; 1); ( 1; 1)より，四点は平行四辺形になる． 
定理 5.4. I; J; K; Lを [n]の相異なる部分集合とする．eI ; eJ ; eK ; eL が同一平面上にある
ならば，I; J; K; Lを適当に入れ替えれば，互いに素な集合 Q; A0; A1; B0; B1 が存在して，
I = Q q A0 q A1;
J = Q q A0 q B1;
K = Q q B0 q A1;
L = Q q B0 q B1:
と表わせる．
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証明. 必要に応じて，eI ; eJ ; eK ; eL を入れ替えることで，補題 5:3から，eL + eI = eJ + eK
を得る．両辺の 2となる成分を見て，I \ L = J \ K を得る．また，
Q B I \ L = J \ K;
A0 B (I \ J) n Q;
A1 B (I \ K) n Q;
B0 B (K \ L) n Q;
B1 B (J \ L) n Q:
とおく．この時，I = (A0[A1)qQ; J = (A0[B1)qQ; K = (B0[A1)qQ; L = (B0[B1)qQ．
また，A0; A1; B0; B1 は互いに素． 
この定理によって，R多項式のニュートン多面体が単体でない場合，プロジェクトネッ
トワークに次の構造のいずれかが含まれていることが分かった．
定義 5.5. P1; P2 をプロジェクトネットワークの極大経路とし，<をプロジェクトネット
ワークの順序とする．P1; P2 が狭義の組み換え構造をもつとは，P の直前直後にある作
業，i < j ( = 1; 2)が存在して，i1 < j2 かつ，i2 < j1 が成り立つことを言う．[5]
図 2 狭義の組み換え構造
定義 5.6. P1; P2 をプロジェクトネットワークの極大経路とし，< をプロジェクトネッ
トワークの順序とする．P1; P2 が共通中間元をもつとは，P の作業 i; j で，i < q <
j ( = 1; 2)となる q 2 P1 \ P2 が存在することを言う．[5]
図 3 共通中間元
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補題 5.7. I; J; K; L; M を [n] の相異なる部分集合とする．eI ; eJ ; eK ; eL; eM が同一空間
上にあり，どの 4点の組も同一平面上にないとする．この時，eI ; eJ ; eK ; eL; eM は平行六
面体の頂点の一部となる．
証明. I , M より，必要なら入れ替えることで，i 2 M n I を取れる．仮定より，
eM   eI = s(eJ   eI) + t(eK   eI) + u(eL   eI) (9s; t; u 2 R)
と表わせる．また，補題 4:10とどの 4点も同一平面上にないことより，
s + t + u , 1; s; t; u , 0:
ここで，i番目成分に着目すると，s; t; uは，
s + t = 1 (i 2 (J \ K) n L);
s + u = 1 (i 2 (J \ L) n K);
t + u = 1 (i 2 (K \ L) n J);
s = 1 (i 2 J n (K [ L));
t = 1 (i 2 K n (J [ L));
u = 1 (i 2 L n (J [ K)):
上の条件式のいずれかをみたす．
(a)s + t = 1の時，eM = seJ + teK + u(eL   eI)．J , K より，必要に応じて入れ替えるこ
とで， j 2 J n K とできる． j成分に着目すると，uは次のいずれかになる．
u = s;
u =  s;
u = 1   s = t;
u = s   1 =  t:
(a1) s = uの時，eM = (1  t)(eJ + eL   eI)+ teK．よって，右辺の各成分が取りうる値は，
2   2t; 2   t; 1   t; 1; 0; t; t   1; 2t   1:
左辺の成分が 1; 0のみより，条件をみたすのは，
(s; t; u) = (1=2; 1=2; 1=2); ( 1; 2;  1):
(a2) u = t; u =  sの時も，同様にして，
(s; t; u) = (1=2; 1=2; 1=2); (2;  1; 1); ( 1; 2; 1):
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(b) s + u = 1; t + u = 1の時も同様にして，
(s; t; u) = (1=2; 1=2; 1=2); ( 1=2; 1=2; 1=2); (2; 1;  1); (1; 2;  1); (1;  1; 2):
(c) s = 1の時，eM = eJ + t(eL   eI) + u(eK   eI)．また，t + u , 0; s + t , 1; s + u , 1．
j 2 M n I をとると，右辺の j番目成分がとりうる値は，
1 + t; 1 + u; 1 + t + u; t + u; t; u:
左辺の j番目成分は 1より，1 + t; 1 + u; 1 + t + uは除外される．
(c1) t + u = 1の時，上の結果より，
(s; t; u) = (1; 2;  1); (1;  1; 2):
(c2) t = 1の時，u = 1, u = 1の時，t = 1．よって，
(s; t; u) = (1; 1; 1); (1; 1; 1):
(d) t = 1; u = 1の時も同様にして，
(s; t; u) = (1; 1; 1); (1; 1; 1); (1; 1; 1):
どの (s; t; u) の組も必要に応じて，I; J; K; L; M を入れ替えることによって，eM   eI =
(eJ   eI) + (eK   eI) + (eL   eI)とできる．したがって，eI ; eJ ; eK ; eL; eM は平行六面体の
頂点の一部になる． 
定理 5.8. I; J; K; L; M を [n] の相異なる部分集合とする．eI ; eJ ; eK ; eL; eM が同一空間
上にあり，どの 4点の組も同一平面上にないならば，I; J; K; L; M を適当に入れ替えるこ
とによって，互いに素な集合 Q; A0; A1; A2; B0; B1; B2 が存在して，
I = Q q A0 q A1 q A2;
J = Q q A0 q B1 q B2;
K = Q q B0 q A1 q B2;
L = Q q B0 q B1 q A2;
M = Q q B0 q B1 q B2:
と表わせる．
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証明. 補題 5:7より，2eM + eI = eJ + eK + eL と書ける．両辺の 3である成分に注目して，
I \ M = J \ K \ Lを得る．また，
Q B I \ M = J \ K \ L;
A0 B (I \ J) n Q;
A1 B (I \ K) n Q;
A2 B (I \ L) n Q;
B0 B (K \ L \ M) n Q;
B1 B (J \ L \ M) n Q;
B2 B (J \ K \ M) n Q:
とおく．この時，A0 \ A1 = (I \ J \K) nQ．与式より，(J \K)  Mよって，A0 \ A1 = ;．
同様にして，A0; A1; A2 は互いに素．また，B0 \ B1  (J \ K \ L) n M = ;．同様にして，
B0; B1; B2 は互いに素．また，i; j 2 0; 1; 2 とする．Ai \ B j  (I \ M) n Q = ; よって，
Q; A0; A1; A2; B0; B1; B2 は互いに素． 
この定理の条件に I; J; K; L; M がプロジェクトネットワークの極大経路であることを
加えると，
J0 = Q q B0 q A1 q A2;
K0 = Q q A0 q B1 q A2;
L0 = Q q A0 q A1 q B2:
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