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Abstract
For classical one-dimensional dynamical systems, such as circle diffeomorphisms,
unimodal interval maps at the boundary of chaos, critical circle maps, the topolog-
ical classes coincide with the rigidity classes. That is, the topological conjugacies
are differentiable on the attractors. This phenomenon is known as rigidity.
A natural question is now to investigate the rigidity phenomenon for more gen-
eral dynamical systems. The situation is clearly more intricate. We cannot expect
that the topological classes will always coincide with the rigidity classes, like in the
classical context. See for example He´non maps at the boundary of chaos. Actually
already for C3 circle maps with a flat interval and Fibonacci rotation number the
topological class is a C1 co dimension 1 manifold which is foliated by co dimension
3 rigidity classes. The rigidity paradigm breaks, but in a very organized way. The
foliations by rigidity classes will be an integral part of rigidity theory in general
context.
1 Introduction
One of the fundamental questions in low-dimensional dynamics is whether two systems
with the same topological properties have also the same geometrical properties. More
precisely, consider two dynamical systems defined by two functions f and g and suppose
that there exists an homeomorphism h which conjugates f and g on their attractors. Is
h a C1+β, β > 0 diffeomorphism? Such a regularity of the conjugacy implies that the
geometry of the two systems is rigid, it is not possible to modify it on asymptotical small
scales. The fact that the conjugacy has any regularity is by itself very surprising. It tells
that as soon the topology of a systems is known, the asymptotic small scale geometry is
also determined. The rigidity question has been studied for circle diffeomorphisms [10]
[31], critical circle homeomorphisms [3], [30], [29], [8], [7], unimodal maps [14], [28], [22],
[15], [16], [23], [4], circle maps with breakpoints [13], [11] and for Kleinian groups [24]. It
turned out that in all these cases the conjugations are indeed differentiable.
The tool to study small scales geometrical properties of dynamical systems is renormal-
ization. When Coullet and Tresser introduced renormalization to dynamics, they studied
unimodal maps at the boundary of chaos, they observed rigidity and the related geomet-
rical universality in parameter space. They conjectured that this geometrical universality
would also be observed in real world dynamical systems. The classical one-dimensional
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systems played a crucial role in the development of renormalization theory and rigidity
theory. However from the point of view of real world dynamics they are toy models.
In fact as soon as we get out of the context of classical systems the situation becomes
immediately more intricate. For example He´non maps at the boundary of chaos are not
rigid. However a certain organization is kept: the asymptotical small scale geometry is
probabilistically rigid, see [18]. A natural direction is, at this point, to investigate renor-
malization and rigidity in more general systems with the aim of eventually understanding
realistic dynamics. Here we present a new phenomenon which will become an integral
part of the renormalization theory in general context: the rigidity classes form foliations
of the topological class.
This phenomenon occours already in the one-dimensional context of circle maps with
a flat interval and Fibonacci rotation number. We explain it in the following. In the
classical case of unimodal maps at the boundary of chaos, the attractor is a Cantor set and
its scaling ratios are bounded away from zero. In fact the consecutive renormalizations
of such a maps converge to an hyperbolic fixed point. As consequence going in deeper
and deeper scales, the scaling ratios converge and this is the reason for rigidity.
For circle maps with a flat interval, the actractor is also a Cantor set and if the critical
exponent ℓ (that’s the degree of the singularities close to the boundary points of the flat
interval) is strictly smaller than 2, the scaling ratios, αn, go to zero double exponentially
fast, see [25]. As a consequence the renormalization diverges. The asymptotic of the
divergence has three quantitative aspects: an unstable part, a neutral part and a stable
part. The precise formulation is as follows:
Proposition 1.1. Fix ℓ < 2. Then there exist λu > 1, |λs| < 1, such that for f in
our class with critical exponent ℓ < 2 and Fibonacci rotation number there are three
geometrical characteristics Cu(f), Cs(f) and C−(f) such that for all n ∈ N
logαn ≍ Cu(f)λnu + Cs(f)λns + C−(f)(−1)n.
A geometrical characteristic appears also in the case of unimodal interval maps with
quadratic critical point and Fibonacci combinatorics. Also in this case, the geometrical
characteristic describes how the scaling ratios degenerate. However, differently than in
our setting, the invariant Cantor set is not the attractor of the system, see [17].
The three geometrical invariants Cu(f), Cs(f) and C−(f) describe the organization of
the rigidity classes in the topological class. In Section 4 we prove:
Theorem 1.2. Let ℓ < 2. There exists β = β(ℓ) > 0 such that if f, g have Fibonacci
rotation number, critical exponent ℓ and if h is the topological conjugation between f and
g then
• h is a Holder homeo
• h is a bi-Lipschitz homeo ⇐⇒ Cu(f) = Cu(g),
• h is a C1 diffeo ⇐⇒ Cu(f) = Cu(g), C−(f) = C−(g),
• h is a C1+β diffeo ⇐⇒ Cu(f) = Cu(g), C−(f) = C−(g), Cs(f) = Cs(g).
The Fibonacci class consisting of all functions with Fibonacci rotation number is the
topological class. In Section 5 we show that
Theorem 1.3. The Fibonacci class is a C1 codimension 1 manifold.
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Observe that the C1 smoothness of the manifold is obtained in the context of C3
functions. The renormalization operator in the space of C3 functions is not differentiable.
The usual techniques to construct invariant manifolds cannot be applied. The theorem
was obtained by developping a method to circumvent the lack of differentiability of the
renormalization operator.
We are now ready to describe the rigidity classes. We say that two functions f and g
are in the same rigidity class if the conjugacy is a C1+β diffeomorphism when restricted
to the attractors. The rigidity class is also called a C1+β class. Similarly one define
bi-Lipschitz classes and C1 classes. In Section 6 we prove:
Theorem 1.4. There exists β = β(ℓ) > 0 such that
The bi-Lipschitz classes form a codimention 1 foliation of the Fibonacci class.
The C1 classes form a codimention 2 foliation of the Fibonacci class.
The C1+β classes form a codimention 3 foliation of the Fibonacci class.
The phenomenon of the foliation by rigidity classes is now completely described and
we expect that the case of circle maps with a flat interval is not an isolated case. As soon
as the scaling ratios of the Cantor attractor of the system degenerate, the foliation by
rigidity class will occur. For example in the cases of Lorentz maps, see [21] and He´non
maps, see [1].
1.1 Basic Definitions and Assumptions
Our Class of Functions
1. We consider continuous circle endomorphisms f of degree one, at least three times
continuously differentiable except for two points (endpoints of the flat interval).
2. The first derivative of f is everywhere positive except for the closure of an open
non-degenerate interval U (the flat interval) on which it is equal to zero.
3. Let (a, b) be a preimage of U under the natural projection of the real line on S1.
On some right-sided neighborhood of b, f can be represented as
ϕr
(
(x− b)ℓ
)
,
where ϕr is a C
3-diffeomorphism on an open neighborhood of b. Analogously, there
exists a C3-diffeomorphism on a left-sided neighborhood of a such that f is of the
form
ϕl
(
(a− x)ℓ
)
.
The real positive number ℓ is called the critical exponent of f .
The class of such maps will be denoted by L .
A standard flat map in L will be fa,b,v : [0, 1] → [0, 1] such that fa,b,v(x) = v for
x ∈ (a, b) and fa,b,v(x) = xℓ for x ∈ [0, 1] \ [a, b].
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Rotation Number. As the maps we consider are continuous and weakly order pre-
serving, they have a rotation number; this number is the quantity which measures the
rate at which an orbit winds around the circle. More precisely, if f is a map in L and F
is a lifting of f to the real line, the rotation number of f is the limit
ρ(f) = lim
n→∞
F n(x)
n
(mod 1).
This limit exists for every x and its value is independent of x. Because the dynamics
is more interesting, in the discussion that follows and for the rest of this paper we will
assume that the rotation number is irrational. Also, it will often be convenient to identify
f with a lift F and subsets of S1 with the corresponding subsets of R.
Combinatorics. Let f ∈ L and let ρ(f) be the rotation number of f . Then, ρ(f) can
be written as an infinite continued fraction
ρ(f) =
1
a1 +
1
a2+
1
···
,
where ai are positive integers.
If we cut off the portion of the continued fraction beyond the n-th position, and write
the resulting fraction in lowest terms as pn
qn
then the numbers qn for n ≥ 1 satisfy the
recurrence relation
qn+1 = an+1qn + qn−1; q0 = 1; q1 = a1. (1.5)
The number qn is the number of times we have to iterate the rotation by ρ(f) in order
that the orbit of any point makes its closest return so far to the point itself (see Chapter
I, Sect. I in [?]).
Definition 1.6. We say that the rotation number ρ(f) is Fibonacci or golden mean if
for all n ∈ N we have an = 1.
Standing Assumptions Our paper will be devoted to the study of the subclass [Fib]
of L containing the functions with Fibonacci rotation number and critical exponent
ℓ < 2.
1.2 Discussion and Statement of the main Results
2 Preliminaries
2.1 Distortion
Definition 2.1. Let g : N → N be a C1 map where N is either the circle S1 or the
interval [0, 1]. It T ⊂ N is an interval such that Dg(x) 6= 0 for every x ∈ T , we define
the distortion of g in T as:
dist(g,T) = sup
x,y∈T
log
|Dg(x)|
|Dg(y)| .
Here |Dg(x)| denoted the norm or absolute value of the derivative of g in x.
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We introduce now some concept and Theorem which will allow us to control the
distortion of our functions under iterates. For the proofs of the next Theorems and more
details on the subject the reader can refer to [DeMelo-VanStrien]. We will state the
Theorems for our class of functions but they are much more general.
Definition 2.2. Let J ⊂ T be open and bounded intervals in N such that T \ J consists
of intervals L and R. If g : T → N is continuous and monotone then we define the
cross-ratio distortion of g as
B(g, T, J) =
|g(T )||g(J)|
|T ||J |
|L||R|
|g(L)||g(R)| .
Moreover if f : N → N is continuous and fn|T is monotone then
B(fn, T, J) =
n−1∏
i=0
B(f, f i(T ), f i(J)).
Theorem 2.3. Let f ∈ L then there exists a bounded continuous function σ : [0,∞)→
R+ with the following property. If m ∈ N and J ⊂ T are intervals such that fm|T is a
diffeomorphism then
B(fn, T, J) ≥ exp
{
−σ(S)
m−1∑
i=0
|f i(T )|
}
,
where S = maxi=0,...,m−1 |f i(T )|.
Theorem 2.4. (Koebe Principle) For each S, τ > 0 and each map f ∈ L there exists a
constant K(S, τ) with the following property. If T is an interval such that
• fm|T is a diffeomorphism,
• ∑m−1i=0 |f i(T )| ≤ S,
• each component of fm(T ) \ fm(J) has at least length δ|fm(J)|,
one has
1
K(S, τ)
≤ Df
m(x)
Dfm(y)
≤ K(S, τ), ∀x, y ∈ J
where K(S, τ) = (1+τ)
2
τ
eCS and C ≥ 0 only depends on f .
2.2 The Renormalization Operator
We fix ℓ < 2 and we denote by Σ the simplex
Σ = {(x1, x2, x3, x4, s) ∈ R5|x1 < 0 < x3 < x4 < 1, 0 < x2 < 1 and 0 < s < 1},
by Diff3([0, 1])3 =
{
(ϕ−, ϕ+l, ϕ+r)| ϕ−, ϕ+l, ϕ+r : [0, 1]→ [0, 1] orientation preserving C3-diffeos }
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and by
M = Σ× Diff3([0, 1])3.
Notice that the space M can be equipped by the sum of the usual norms: the euclidian
distance on Σ and the sum of the C3 norms on Diff3([0, 1]).
We fix a point (x1, x2, x3, x4, s, ϕ
−, ϕ+l, ϕ+r) ∈ M and we define F : M → L as
follows:
F (x1, x2, x3, x4, s, ϕ
−, ϕ+l, ϕ+r) := f
where
f(x) :=


f1(x) = (1− x2)q−s ◦ ϕ−
(
1− x
x1
)
+ x2 if x ∈ [x1, 0)
f2(x) = x1
(
ϕ+l
(
x3−x
x3
))ℓ
if x ∈ [0, x3]
f3(x) = 0 if x ∈ (x3, x4)
f4(x) = x2
(
ϕ+r
(
x−x4
1−x4
))ℓ
if x ∈ [x4, 1]
(2.5)
and q− : [0, 1]→ [0, 1] is a diffeomorphic part of xℓ parametrized by s ∈ (0, 1), namely
q−s (x) =
[(1− s)x+ s]ℓ − sℓ
1− sℓ .
Observe that f ∈ L and that F is a one-to-one function.
Let
M0 =
{
X = (x1, x2, x3, x4, s, ϕ
−, ϕ+l, ϕ+r) ∈ M |0 < x2 < x3
}
.
We say that X ∈M is renormalizable if X ∈M0.
Let X ∈ M0 and let G(X) be the first return map of F (X) to the interval [x1, x2].
Let us consider the function L : [x1, x2] → [0, 1] defined as L(x) = xx1 for all x ∈ [x1, x2].
Then the function
g := L ◦G(X) ◦ L−1
is still a map of L . Notice that g is nothing else than the first return map of F (X)
to the interval [x1, x2] rescaled and flipped. We can then define the first return point
Y = (x1,1, x2,1, x3,1, x4,1, s1, ϕ
−
1 , ϕ
+l
1 , ϕ
+r
1 ) of X as Y = F
−1(g).
The renormalization operator R : M0 → M is then defined in our context as the
operator which associate to any renormalizable point his first return point.
Moreover we say that the point X ∈ M0 is ∞− renormalizable if, for any n ∈ N ,
Rn(X) is renormalizable. We denote the components of Rn(X) by
Rn(X) = (x1,n, x2,n, x3,n, x4,n, sn, ϕ
−
n , ϕ
+l
n , ϕ
+r
n ).
Observe that F (Rn(X)) is a function in L whose components, f1,n, f2,n, f3,n, f4,n are
describes as in (2.5).
We say that a function f ∈ L is∞−renormalizable if F−1(f) is∞−renormalizable.
The class of functions which are ∞− renormalizable will be denoted by [∞− R].
Remark 2.6. Observe that if f ∈ [∞−R], then for all n odd, x1,n = f qn+1, x2,n =
f qn+1+1, x3,n is the left end-point of f
−qn+1 and x4,n is the right end-point of f−qn+1.
similarly, for all n even, x1,n = f
qn−1+1, x2,n = f
qn+1, x3,n is the left end-point of f
−qn−1+1
and x4,n is the right end-point of f
−qn−1+1.
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Lemma 2.7. The class of the ∞− renormalizable functions coincide with the class of
function of L having Fibonacci rotation number:
[∞− R] = [Fib]
Proof. The proof become trivial after observing that for all n, x1,n = qn and x2,n =
qn+1.
2.3 Standing Notation
Let αn and βn be two sequences of positive numbers. We say that αn is of the order of
βn if there exists an uniform constant K > 0 such that, for n big enough αn < Kβn. We
will use the notation
αn = O(βn).
2.4 The Sequence αn
We define the following sequence that will play a main role in the rest of the paper. Let
f ∈ [∞− R], we define the scaling ratio αn as
αn :=
x3,n
x4,n
.
The proof of the next proposition can be find in [6, 25, 27].
Proposition 2.8. Let f ∈ L , there exists α0 < 1 such that
αn = O
((
α
2
ℓ
0
)n
2
)
.
3 Properties of the Renormalization Operator
Let ϕ ∈ Diff3([0, 1]) and let I = [a, b] ⊂ [0, 1]. We define the “zoom” function ZIϕ as ϕI
rescaled into Diff3([0, 1]). Namely for x ∈ [0, 1],
ZI,ϕ(x) =
ϕ((b− a)x+ a)− a˜
b˜− a˜
where a˜ = ϕ(a) and b˜ = ϕ(b).
By the definition of the renormalization operator it follows the next Lemma.
Lemma 3.1. Let X = (x1, x2, x3, x4, s, ϕ
−, ϕ+l, ϕ+r) ∈M0 and let
RX = (x1,1, x2,1, x3,1, x4,1, s1, ϕ
−
1 , ϕ
+l
1 , ϕ
+r
1 ). Then
1. x1,1 =
x2
x1
,
2. x2,1 =
(
1− ϕ+l
(
x2
x3
))ℓ
,
3. (1− x2)q−s ◦ ϕ−(1− x3,1) + x2 = x4,
4. (1− x2)q−s ◦ ϕ−(1− x4,1) + x2 = x3,
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5. s1 = 1− ϕ+l
(
x2
x3
)
,
6. ϕ−1 = Z[0,x2
x3
]
,ϕ+l
,
7. ϕ+l1 = ϕ
+r ◦ Z[x3,1−x1
x1
,1
]
,q−s ◦ϕ−,
8. ϕ+r1 = Z
[
x2
x3
,1
]
,ϕ+l
◦ Z[
0,
x4,1−x1
x1
]
,q−s ◦ϕ−.
For X = (x1, x2, x3, x4, s, ϕ
−, ϕ+l, ϕ+r) ∈ M we denote by ϕX = (ϕ−, ϕ+l, ϕ+r) ∈
Diff 3([0, 1])3.
Lemma 3.2. Let f ∈ [∞−R], then for all n ∈ N
dist(ϕRn(F−1f)) = O (
√
αn−2) .
In particular,
dist(ϕ−n ) = O
(√
αn−2
)
dist(ϕ+ln ) = O
(√
αn−1
)
dist(ϕ+rn ) = O
(√
αn
)
Proof. We denote by, ϕ−n ,ϕ
+l
n and ϕ
+r
n the components of the vector ϕRn(F−1f). We
suppose that n is odd (the case n even is completely analogous) and we prove that
dist(ϕ−n ,M) = O
(√
αn−2
)
where M = (f qn+1(U), f(U)). By Remark 2.6 it is enough
to show that dist(f qn−1−1,M) = O
(√
αn−2
)
which will be achieved by looking at the
extension of f qn−1−1 to the interval T = (l(f−qn−1+1(U)), r(f−qn+1(U))). Let L and R be
the left and right components of T \M . We denote by Ln = f qn−1−1(L), Rn = f qn−1−1(R),
Mn = f
qn−1−1(M) and by Tn = Ln ∪Mn ∪ Rn. Observe that:
1. {f i(T )}0≤i≤qn−1−1 are pairwise disjoint,
2. f
qn−1−1
|T is a diffeomorphism,
3. |Mn| = O(αn−2)min(|Ln|, |Rn|) (this is a direct consequence of Proposition 2 in []).
We consider now the new intervals Lˆn ⊂ Ln and Rˆn ⊂ Rn adjacent to Mn and with the
property that
|Lˆn| = |Rˆn| = 1√
αn−2
|Mn|.
Let now Tˆn = Lˆn ∪Mn ∪ Rˆn. Observe that for n large enough Tˆn ⊂ Tn, then we can
consider Tˆ = f qn−1−1(Tˆn). We prove that for all 0 ≤ i ≤ qn−1 − 1,
|f i(Tˆ )|
|f i(T )| = O(
√
αn−2). (3.3)
We denote by LTn and RTn the left and right components of Tn \ Tˆn and by LT and RT
the left and right components of T \ Tˆ . Then by the definition of Tˆn and item 3 above,
we have
|Tˆn|
|LTn| ,
|Tˆn|
|RTn| ≤
(
2√
αn−2
+ 1
)
|Mn|(
1
Kαn−2
− 1√
αn−2
)
|Mn|
= O(
√
αn−2)
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where K is a uniform constant coming from Proposition 2 in [6]. From the previous
estimate, from item 1 above and from Theorem 2.3 there exists a constant C0 > 0 such
that for all 0 ≤ i ≤ qn−1 − 1
O(
√
αn−2) =
|Tn||Tˆn|
|LTn||RTn| ≥ C0
|f i(T )||f i(Tˆ )|
|f i(LT )||f i(RT )| ≥ C0
|f i(Tˆ )|
|f i(LT )| .
Hence
|f i(Tˆ )|
|f i(T )| ≤
|f i(Tˆ )|
|f i(LT )| = O(
√
αn−2).
Equation (3.3) is now proved.
The distortion estimate for ϕ−n will follow by applying Theorem 2.4. Using the nota-
tions from that Theorem 2.4, equation (3.3) and item 1 above we have that
S =
∑
|f i(Tˆ )| = O(√αn−2)
∑
|f i(T )| = O(√αn−2).
Notice that Tˆn is a τ -scaled neighborhood of Mn. Namely
τ =
|Lˆn|
|Mn| =
|Rˆn|
|Mn| =
1√
αn−2
.
In conclusion
dist(ϕ−n ) ≤ logK(S, τ) = CS + log
(
1 + τ
τ
)2
= O(
√
αn−2).
For proving that dist(ϕ+ln ) = O
(√
αn−1
)
it is enough to repeat the previous arguments
with M = (f(U), f−qn+1(U)). In this case you have to show that dist(f qn−1,M) =
O
(√
αn−1
)
which will be achieved by looking at the extension of f qn−1 to the interval
T = (l(f−qn+1+1(U)), r(f−qn+1(U))). For proving that dist(ϕ+rn ) = O
(√
αn
)
it is enough
to take M = (f−qn+1(U), f qn−1+1(U)) and to study the extension of f qn−1 to the interval
T = (l(f−qn+1(U)), l(f−qn−2+1(U))).
Take f ∈ [∞− R] and the corresponding point F−1f = (x1, x2, x3, x4, ϕ−, ϕ+l, ϕ+r) ∈
M . We consider the change of coordinates:
SF−1f =
(
S1 =
x3−x2
x3
, S2 =
1−x4
1−x2 , S3 =
x3
1−x4 , S4 =
x2
−x1 , S5 =
|x1|Df(x1)
1−x2
)
The following two lemmas are consequence of explicit calculations.
Lemma 3.4. The inverse of (x1, x2, x3, x4)→ (S1, S2, S3, S4) is given by
• x1 = − S3(1−S1)S2(1+S3(1−S1)S2)S4 ,
• x2 = S3(1−S1)S21+S3(1−S1)S2 ,
• x3 = S3S21+S3(1−S1)S2 ,
• x4 = 1− S21+S3(1−S1)S2 .
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Lemma 3.5. For i ∈ {2, 3, 4, 5}, let yi = log Si. Then
∂x1
∂S1
= S3S2
(1+S3(1−S1)S2)2S4
∂x2
∂S1
= − S3S2
(1+S3(1−S1)S2)2
∂x1
∂y2
= − S3S2(1−S1)
(1+S3(1−S1)S2)2S4
∂x2
∂y2
= S3S2(1−S1)
(1+S3(1−S1)S2)2
∂x1
∂y3
= − S3S2(1−S1)
(1+S3(1−S1)S2)2S4
∂x2
∂y3
= − S3S2(1−S1)
(1+S3(1−S1)S2)2
∂x1
∂y4
= S3S2(1−S1)
(1+S3(1−S1)S2)S4
∂x2
∂y4
= 0
∂x1
∂y5
= 0 ∂x2
∂y5
= 0
∂x3
∂S1
= − (S3S2)2
(1+S3(1−S1)S2)2
∂x4
∂S1
= − S3S22
(1+S3(1−S1)S2)2
∂x3
∂y2
= S3S2
(1+S3(1−S1)S2)2
∂x4
∂y2
= − S2
(1+S3(1−S1)S2)2
∂x3
∂y3
= S3S2
(1+S3(1−S1)S2)2
∂x4
∂y3
=
S3S
2
2(1−S1)
(1+S3(1−S1)S2)2
∂x3
∂y4
= 0 ∂x4
∂y4
= 0
∂x3
∂y5
= 0 ∂x4
∂y5
= 0
We define now for all n ≥ 1
SRn(F−1f) = (S1,n, S2,n, S3,n, S4,n, S5,n).
Lemma 3.6. Let f ∈ [∞−R], then
1. x2,n+1
x1,n
= O(αn+1),
2.
x3,n+1
x1,n
= O(αn+1),
3.
x1,n−x4,n+1
x1,n
= O(αn),
4. S1,n =
x3,n−x2,n
x3,n
= O(αn+1).
Proof. Observe that
1. x2,n+1
x1,n
= f
qn+2+1(U)
fqn+1(U)
,
2.
x3,n+1
x1,n
= f
−qn+1+1(U)
fqn+1(U)
,
3.
x1,n−x4,n+1
x1,n
= f
qn+1(U)−f−qn+1+1(U)
fqn+1(U)
,
4.
x3,n−x2,n
x3,n
= f
−qn+1(U)−fqn+1+1(U),
f−qn+1(U)
.
Items 1 and 2 come directly from Proposition 2 in [6]. For item 3 consider T =
(l(f−qn−1+1(U)), r(f−qn+1(U))), J = (f qn+1(U), f(U)) and observe that
• f qn−1−1T is a diffeomorphism,
• ∑qn−1−2i=0 |f i(T )| is bounded,
• each component of f qn−1−1(T )\f qn−1−1(J) has at least length 1
αn−2
(f qn−1−1(J)) (here
we use Proposition 2 in [6]).
10
By Theorem 2.4 and by Proposition 2 in [6] we have:
f qn+1(U)− f−qn+1+1(U)
f qn+1(U)
= O
(
f−qn(U)− f qn+1(U)
f qn−1(U)− f qn+1(U)
)
= O(αn).
The proof of item 4 is a repetition of the proof of item 3 for the function f qn−1 and
intervals T = (l(f−qn+1+1(U)), r(f−qn+1(U))), J = (f(U), f−qn+1(U)).
Lemma 3.7. Let f ∈ [∞−R], then
S1,n+1 = 1−
(
ℓSℓ1,n
S2,n
)
(1 +O(
√
αn−1))
S2,n+1 =
S1,nS2,nS3,n
S5,n
(1 +O(
√
αn−2))
S3,n+1 =
S5,n
ℓS1,nS3,n
(1 +O(
√
αn−2))
S4,n+1 =
Sℓ1,n
S4,n
(1 +O(
√
αn−1))
S5,n+1 = ℓS
ℓ−1
1,n (1 +O(
√
αn−1)).
Proof. Let f1,n be the branch of the R
nf with domain the interval (x1,n, 0) and image
(x2,n, 1) and let f2,n the branch of the R
nf with domain the interval (0, x3,n) and image
(x1,n, 0).
Recall 2.5 and notice that
f1,n((x3,n+1, 0)) = (x4,n, 1).
Then by the intermediate value theorem there exist θ1, θ2 ∈ (x3,n+1, 0) such that
x3,n+1Dϕ
−
n (θ1)Dq
−
sn
(θ2) =
1− x4,n
1− x2,n = S2,n.
Observe that Dq−sn(θ2) = ℓO(x3,n+1). By Lemma 3.2 and by point 4 of Lemma 3.6 it
follows
x3,n+1(1 +O(
√
αn−2))ℓ(1 +O(αn+2)) = S2,n
and then
x3,n+1 =
S2,n
ℓ
(1 +O(
√
αn−2)). (3.8)
By point 2 of Lemma 3.1 and by Lemma 3.2
x2,n+1 =
(
x3,n − x2,n
x3,n
)ℓ
(1 +O(
√
αn−1))
and
x2,n+1 = S
ℓ
1,n(1 +O(
√
αn−1)). (3.9)
By (3.8) and (3.9) it follows that
S1,n+1 =
x3,n+1 − x2,n+1
x3,n+1
= 1−
(
ℓSℓ1,n
S2,n
)
(1 +O(
√
αn−1)).
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Observe that by point 4 of Lemma 3.1 and by Lemma 3.2 we have
(1− x4,n+1)S5,n(1 +O(√αn−2)) = x3,n − x2,n
1− x2,n
=
x3,n − x2,n
x3,n
x3,n
1− x4,n
1− x4,n
1− x2,n
= S1,nS2,nS3,n.
It follows that
(1− x4,n+1) = S1,nS2,nS3,n
S5,n
(1 +O(
√
αn−2)). (3.10)
By 3.9, point 4 of Lemma 3.6 and 3.10
S2,n+1 =
1− x4,n+1
1− x2,n+1 =
S1,nS2,nS3,n
S5,n
(1 +O(
√
αn−2)).
By (3.8) and (3.10) we have
S3,n+1 =
x3,n+1
1− x4,n+1 =
S5,n
ℓS1,nS3,n
(1 +O(
√
αn−2)).
By point 1 of Lemma 3.1 and by (3.9) we have
S4,n+1 =
x2,n+1
−x1,n+1 = x2,n+1
1
x2,n
−x1,n
=
Sℓ1,n
S4,n
(1 +O(
√
αn−1)).
By the definition of f2,n, by point 1 of Lemma 3.1, by Lemma 3.2, by (3.9) and by points
1 and 4 of Lemma 3.6 we have
S5,n+1 =
|x1,n+1|
1− x2,n+1Df(x1,n+1) =
x2,n
|x1,n+1|(1− x2,n+1)Df2,n(x2,n)
= (1 +O(αn+1))ℓS
ℓ−1
1,n (1 +O(
√
αn−1))
= ℓSℓ−11,n (1 +O(
√
αn−1)).
Lemma 3.11. Let f ∈ [∞−R] then for all n ∈ N(
ℓSℓ1,n
S2,n
)
= 1 +O(
√
αn−1).
Proof. By Lemma 3.7 and Lemma 3.6 we have(
ℓSℓ1,n
S2,n
)
= (1−S1,n+1)(1+O(√αn−1)) = (1+O(αn+2))(1+O(√αn−1)) = 1+O(√αn−1).
For all n ∈ N we define
wn =


log S2,n
log S3,n
log S4,n
log S5,n


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L =


1 + 1
ℓ
1 0 −1
−1
ℓ
−1 0 1
1 0 −1 0
1− 1
ℓ
0 0 0


and
w∗ =


−1
ℓ
log ℓ
(1− 1
ℓ
) log ℓ
− log ℓ
1
ℓ
log ℓ


Lemma 3.11 allows to eliminate S1,n which asymptotically is determined by S2,n. With the
notations introduced above, the new estimates of Lemma 3.7 obtained by the substitution
of S1,n takes the following linear form.
Proposition 3.12. Let f ∈ [∞− R], then
wn+1 = Lwn +O(
√
αn−2) + w∗.
Notice that L has eigenvalues
−1 0 λs =
1
ℓ
−
√
( 1ℓ )
2
+ 4
ℓ
2
∈ (−1, 0) λu =
1
ℓ
+
√
( 1ℓ )
2
+ 4
ℓ
2
> 1
and corresponding eigenvectors
E− = (e−i )i=2,3,4,5 E0 = (e
0
i )i=2,3,4,5 Eu = (e
u
i )i=2,3,4,5 Es = (e
s
i )i=2,3,4,5
By solving the equations LEu = λuEu and LEs = λsEs we find the following:
Lemma 3.13. Eu =
(
1, −λu+ℓ−1
ℓλu(1+λu)
, 1
1+λu
, ℓ−1
ℓλu
)
, Es =
(
1, −λs+ℓ−1
ℓλs(1+λs)
, 1
1+λs
, ℓ−1
ℓλs
)
and E− =
(0, 0,−1, 0).
Let wfix be the fixed point of the equation Lwfix + w
∗ = wfix.
Lemma 3.14. Let f ∈ [∞−R] then there exist Cu(f), Cs(f) and C−(f) such that for
all n ∈ N
wn = Cu(f)λ
n
uEu + Cs(f)λ
n
sEs + C−(f)(−1)nE− +O


√
α
( 2
ℓ
)
n−3
2
0

+ wfix.
Proof. For all n ∈ N let vn = wn − wfix. Then by Proposition 3.12,
vn+1 = Lvn + ǫ
n
where ǫn = O(
√
αn−2) = O
(√
α
( 2
ℓ
)
n−2
2
0
)
, see [25, 27]. By iterating this formula we get
vn = L
nv0 +
n−1∑
k=0
Ln−k−1ǫk. (3.15)
By expressing v0 and ǫn in the eigenbasis we find the following equalities:
v0 = C
0
uEu + C
0
sEs + C
0
−E− + C
0
0E0,
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ǫn = ǫ
n
uEu + ǫ
n
uEs + ǫ
n
−E− + ǫ
n
0E0.
We consider now the following quantities depending on f :
Cu(f) = C
0
u +
∞∑
k=0
ǫku
λk+1u
, (3.16)
Cs(f) = C
0
s +
∞∑
k=0
ǫks
λk+1s
, (3.17)
C−(f) = C0− +
∞∑
k=0
ǫk−
(−1)k+1 . (3.18)
Formula (3.15) in the coordinates becomes
vn =
(
C0u +
n−1∑
k=0
ǫku
λk+1u
)
λnuEu +
(
C0s +
n−1∑
k=0
ǫks
λk+1s
)
λnsEs +(
C0− +
n−1∑
k=0
ǫk−
(−1)k+1
)
(−1)nE− + ǫn−10 E0 =
Cu(f)λ
n
uEu + Cs(f)λ
n
sEs + C−(f)(−1)nE− + C00E0 +
( ∞∑
k=n
ǫku
λk+1u
)
λnuEu +( ∞∑
k=n
ǫks
λk+1s
)
λnsEs +
( ∞∑
k=n
ǫk−
(−1)k+1
)
(−1)nE− + ǫn−10 E0 =
Cu(f)λ
n
uEu + Cs(f)λ
n
sEs + C−(f)(−1)nE− +O


√
α
( 2
ℓ
)
n−3
2
0

 .
Notice that the three tails terms were estimated in the following way. Let us start
with the tail term corresponding to Es. The others are treated in a similar way. Notice
that for k large enough the ratio of two consecutive terms is bounded by 1
2
:
√
α
( 2
ℓ
)
k
2
0√
α
( 2
ℓ
)
k−1
2
0 λs
≤ 1√
2
.
As a consequence
∣∣∣∣∣
∞∑
k=n
ǫks
λk+1s
∣∣∣∣∣λns ≤
∞∑
k=n
(√
α
( 2
ℓ
)
k−2
2
0
)
λks
λn−1s ≤
√
α
( 2
ℓ
)
n−2
2
0
λns
λn−1s
∞∑
k=0
(
1√
2
)k
= O


√
α
( 2
ℓ
)
n−2
2
0

 .
Finally observe that the largest estimation comes from the term ǫn−10 = O
(√
α
( 2
ℓ
)
n−3
2
0
)
.
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Lemma 3.19. Let f ∈ [∞−R] then
αn = O
(
eCu(f)(e
u
2+e
u
3 )λ
n
u
)
and Cu(f) < 0.
Proof. By the definition of αn we find
αn =
x3,n
x4,n
=
x3,n
1− x4,n
1− x4,n
1− x2,n
1− x2,n
x4,n
= S2,nS3,n
1− x2,n
x4,n
.
We prove that limn→∞
1−x2,n
x4,n
= 1. In fact
1− x2,n
x4,n
=
x3,n−x2,n
x4,n−x3,n + 1 +
1−x4,n
x4,n−x3,n
x3,n
x4,n−x3,n + 1
= O(1 + αn)
where we used the following estimates:
• x3,n−x2,n
x4,n−x3,n ≤
x3,n
x4,n−x3,n =
x3,n
x4,n
1−x3,n
x4,n
= O(αn),
• by Proposition 2 in [6] and by point 3 of Lemma 3.6 we have 1−x4,n
x4,n−x3,n = O(1− x4,n) =
O(αn−1). Finally, from the formula of Lemma 3.14 we get
αn = O
(
eCu(f)(e
u
2+e
u
3 )λ
n
u
)
.
From Lemma 3.13 we have that (eu2 + e
u
3) > 0 and consequently Cu(f) < 0.
By Lemma 3.14 and Lemma 3.19 we get the following fundamental formula which
describe the asymptotic degeneration of the renormalizations.
Proposition 3.20. Let f ∈ [∞−R] then there exist Cu(f), Cs(f) and C−(f) such that
for all n ∈ N
wn = Cu(f)λ
n
uEu + Cs(f)λ
n
sEs + C−(f)(−1)nE− +O(
√
eCu(f)(e
u
2+e
u
3 )λ
n−3
u ) + wfix.
Lemma 3.21. Let ℓ < 2 and f f ∈ [∞− R], then
- −x1,n = eCu(f)λnu(eu2+eu3−eu4 )+Cs(f)λns (es2+es3−es4)−C−(f)(−1)n+O(
√
e
Cu(f)(e
u
2
+eu
3
)λn−3u ),
- x2,n = e
Cu(f)λnu(e
u
2+e
u
3 )+Cs(f)λ
n
s (e
s
2+e
s
3)+O(
√
e
Cu(f)(e
u
2
+eu
3
)λn−3u ),
- x3,n = e
Cu(f)λnu(e
u
2+e
u
3 )+Cs(f)λ
n
s (e
s
2+e
s
3)+O(
√
e
Cu(f)(e
u
2
+eu
3
)λn−3u ),
- 1− x4,n = eCu(f)λnu(eu2 )+Cs(f)λns (es2)+O(
√
e
Cu(f)(e
u
2+e
u
3 )λ
n−3
u ).
Proof. Observe that by Lemma 3.4
• x1,n = − S3,n(1−S1,n)S2,n(1+S3,n(1−S1,n)S2,n)S4,n ,
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• x2,n = S3,n(1−S1,n)S2,n1+S3,n(1−S1,n)S2,n ,
• x3,n = 1+S3,nS2,n1+S3,n(1−S1,n)S2,n ,
• x4,n = 1− S2,n1+S3,n(1−S1,n)S2,n .
By Proposition 2 in [6], S3,nS2,n = O(αn) and by point 4 of Lemma 3.6, S1,n = O(αn+1).
In order to complete the proof it is then enough to apply Lemma 3.19 and Proposition
3.20.
4 Rigidity
Let f, g ∈ [∞− R] and let h be an homeomorphism which conjugates f and g. Observe
that h is such that h(Uf) = Ug, moreover the choice of h inside Uf could be arbitrary.
However h|Kf is uniquely defined. Being interested in the geometry of the Cantor set Kf ,
from now on we will only study the quality of h|Kf which we will denote simply by h.
Theorem 4.1. Let ℓ < 2 and let β =
(1+eu3 )(λu−1)
2λ2u
> 0. If f, g ∈ [∞−R] with critical
exponent ℓ and if h is the topological conjugation between f and g then
h is a Holder homeo
h is a bi-Lipschitz homeo ⇐⇒ Cu(f) = Cu(g),
h is a C1 diffeo ⇐⇒ Cu(f) = Cu(g), C−(f) = C−(g),
h is a C1+β diffeo ⇐⇒ Cu(f) = Cu(g), C−(f) = C−(g), Cs(f) = Cs(g).
Proposition 4.2. Let f, g ∈ [∞− R] with different critical exponents ℓf 6= ℓg both
ℓf , ℓg < 2 then h is not Holder.
Proof. Being ℓf 6= ℓg, then λu(f) 6= λu(g). Without loose of generality we may assume
λu(g) < λu(f). Observe that
f qn+1+1(Uf)− f(Uf)
f(Uf)− f qn+1(Uf ) =
x2,n
−x1,n = S4,n.
As consequence for Proposition 3.20 we get
f qn+1+1(Uf )− f(Uf) =
∏
k≤n
S4,k ∼ eCu(f)λu(f)neu4 (f). (4.3)
In the same way
gqn+1+1(Ug)− g(Ug) ∼ eCu(g)λu(g)neu4 (g).
Notice that, if h conjugates f and g then without loosing generality we may assume that
h(f(Uf)) = g(Ug). Suppose now that h is Holder continuous with exponent β > 0 then
lim
n→∞
gqn+1+1(Ug)− g(Ug)
(f qn+1+1(Uf)− f(Uf))β
∼ lim
n→∞
eCu(g)λu(g)
neu4 (g)−βCu(f)λu(f)neu4 (f) =∞
where we used that Cu(f) < 0 (see Lemma 3.19) and that λu(g) < λu(f). Finally, h
cannot be Holder.
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We would like to compare Proposition 4.2 with the main Theorem in [26]. The author
proves there that if f, g ∈ [Fib] with different critical exponents ℓf 6= ℓg both belonging
to [2,+∞] then h is a quasi-symmetric homeomorphism. The reason for the regularity
of h with such a week conditions is related with the fact that for functions with critical
exponent ℓ > 2 the sequence αn is bounded away from zero (see [25]). In the setting of
our paper, of functions with critical exponent ℓ < 2, the sequence αn goes to zero double
exponentially fast and this causes the lost of the regularity of the conjugacy.
4.1 Proof of Theorem 4.1
Proposition 4.4. Let ℓ < 2. If f, g ∈ [∞− R] with critical exponent ℓ and if h is the
topological conjugation between f and g then
h is a bi-Lipschitz homeo =⇒ Cu(f) = Cu(g),
h is a C1 diffeo =⇒ Cu(f) = Cu(g), C−(f) = C−(g).
Proof. Without loose of generality we assume that Cu(g) ≥ Cu(f). From (4.3) and
Proposition 3.20 we get
D = lim sup
n→∞
gqn+1+1(Ug)− g(Ug)
f qn+1+1(Uf )− f(Uf ) = lim supn→∞ e
(Cu(g)−Cu(f))λnueu4+(C−(g)−C−(f))(−1)n .
Observe that h(f qn+1+1(Uf )− f(Uf )) = (gqn+1+1(Ug)− g(Ug)).
If h is a bi-Lipschitz homeomorphism thenD is bounded by a positive constant. Hence
Cu(g) = Cu(f).
If h is a C1 diffeomorphism then D = limn→∞ g
qn+1+1(Ug)−g(Ug)
fqn+1+1(Uf )−f(Uf ) . Hence Cu(g) = Cu(f)
and C−(g) = C−(f).
For all n ∈ N we define the following intervals:
• An(f) = f(U)− f qn+1(U),
• Bn(f) = f−qn+1(U)− f(U)
• Cn(f) = f−qn+1(U),
• Dn(f) = f qn−1+1(U)− f−qn+1(U).
and their iterates
• Ain(f) = f i(An(f)) for 0 ≤ i < qn−1,
• Bin(f) = f i(Bn(f)) for 0 ≤ i < qn,
• C in(f) = f i(Cn(f)) for 0 ≤ i < qn,
• Din(f) = f i(Dn(f)) for 0 ≤ i < qn.
Observe that for all n ∈ N, Pn(f) = {Ain(f), Bjn(f), Cjn(f), Djn(f)|0 ≤ i < qn−1, 0 ≤ j < qn}
is a partition of the circle and that
• h(Ain(f)) = Ain(g) for 0 ≤ i < qn−1,
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• h(Bin(f)) = Bin(g) for 0 ≤ i < qn,
• h(C in(f)) = C in(g) for 0 ≤ i < qn,
• h(Din(f)) = Din(g) for 0 ≤ i < qn.
For all n ∈ N we define the function Dhn : [0, 1] −→ R+ as
Dhn(x) =
|h(I)|
|I|
with I ∈ Pn and x ∈ I˚. Observe that if T = ∪Ii with Ii ∈ Pn, then for all m ≥ n,
|h(T )| =
∫
T
Dhm. (4.5)
Lemma 4.6. There exists C > 0 such that for every interval I ∈ Pn, I 6= C in then
|I| ≥ 1
C
eCu(f)λ
n+1
u (e
u
2 )
λu
λu−1 .
Proof. Let J ∈ Pn−1, I ⊂ J . By the construction of Pn from Pn−1 we see that
|I|
|J | ≥ (1 +O(
√
αn−2))min {1− x4,n+1, x3,n+1, S1,n}
where we used the mean value theorem and Lemma 3.2. From Lemma 3.21, Lemma 3.11
and Proposition 3.20 there exists a positive constant K > 0 such that
1. 1− x4,n+1 ≥ eCuλn+1u eu2−Kλns ,
2. x3,n+1 ≥ eCuλn+1u (eu2+eu3 )−Kλns ,
3. S1,n ≥ eCuλnu(
eu2
ℓ
)−Kλns
From Lemma 3.13 and recalling the value of λu, we get that
|I|
|J | ≥ e
Cuλ
n+1
u e
u
2−Kλns .
Finally observe that J 6= Cjn−1 we can repeat then this estimates and we get
|I| ≥ e
∑n+1
k=1 Cuλ
k+1
u e
u
2−Kλks .
The lemma follows.
Lemma 4.7. There exists C > 0 such that for every interval I ∈ Pn, I 6= C in then
|I| ≤ CeCu(f)λn−1u (eu2+eu3 ).
Proof. By mean value theorem and Lemma 3.2 we get
1. |Ain| ≤ x2,n−1(1 +O(√αn−2))
2. |Bin| ≤ x3,n(1 +O(√αn−2))
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3. |Din| ≤ (1− x4,n)(1 +O(√αn−2))
From Lemma 3.21 there exists a positive constant K > 0 such that
1. 1− x4,n ≤ KeCuλnueu2 ,
2. x3,n ≤ KeCuλnu(eu2+eu3 ),
3. x2,n−1 ≤ KeCuλn−1u (eu2+eu3 ).
The lemma follows by the fact that λue
u
2 > e
u
2 + e
u
3 , see Lemma 3.13.
Lemma 4.8. Let ℓ < 2. If f, g ∈ [∞− R] with critical exponent ℓ and Cu = Cu(f) =
Cu(g) then
log
Dhn+1
Dhn
= O(
√
αn−2 + |(Cs(g)− Cs(f))|λns ).
Proof. The hypothesis Cu = Cu(f) = Cu(g) implies that αn(g) = αn(f), see Lemma 3.19.
By Lemma 3.2 and point 4 of Lemma 3.6 we get
Dhn+1|Ain+1(f)
Dhn|Ain+1(f)
=
|Ain+1(g)|
|Ain+1(f)|
|Bin(g)|
|Bin(f)|
=
|Ain+1(g)|
|Bin(g)|
|Ain+1(f)|
|Bin(f)|
=
|An+1(g)|
|Bn(g)|
|An+1(f)|
|Bn(f)|
(1 +O(
√
αn−2))
=
x2,n(g)
x3,n(g)
x2,n(f)
x3,n(f)
(1 +O(
√
αn−2)) =
1− S1,n(g)
1− S1,n(f)(1 +O(
√
αn−2)) = 1 +O(
√
αn−2).
Observe that for i ≥ qn−1, then Bin+1(f) = Di−qn−1n (f) and in particular
Dhn+1|Bin+1(f)
Dhn|Bin+1(f)
= 1.
Let now i < qn−1 with a similar calculation as before we get
Dhn+1|Bin+1(f)
Dhn|Bin+1(f)
=
|Bin+1(g)|
|Bin+1(f)|
|Ain(g)|
|Ain(f)|
=
|Bn+1(g)|
|An(g)|
|Bn+1(f)|
|An(f)|
(1 + O(
√
αn−2))
=
x3,n+1(g)
x3,n+1(f)
(1 +O(
√
αn−2))
= (1 +O(
√
αn−2))e(Cs(g)−Cs(f))λ
n+1
s (e
s
2+e
s
3)+O(
√
e
Cu(f)(e
u
2
+eu
3
)λn−2u )
= 1 +O(
√
αn−2 + |(Cs(g)− Cs(f))|λns )
where we used Lemma 3.21.
Observe that for i ≥ qn−1, then C in+1(f) = C i−qn−1n (f) and in particular
Dhn+1|Cin+1(f)
Dhn|Cin+1(f)
= 1.
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Let now i < qn−1 with a similar calculation as before we get
Dhn+1|Cin+1(f)
Dhn|Cin+1(f)
=
|Cn+1(g)|
|Cn+1(f)|
|An(g)|
|An(f)|
(1 +O(
√
αn−2))
=
x4,n+1(g)− x3,n+1(g)
x4,n+1(f)− x3,n+1(f)(1 +O(
√
αn−2))
=
1− [x3,n+1(g) + (1− x4,n+1(g))]
1− [x3,n+1(f) + (1− x4,n+1(f))](1 +O(
√
αn−2))
=
1− O(αn+1(g))
1−O(αn+1(f))(1 +O(
√
αn−2)) = 1 +O(
√
αn−2)
where we used Lemma 3.21 and Lemma 3.19.
We denote by ∆n(f) = (f
qn+1+1(U), f−qn+1(U)) and its iterates by ∆in(f) = f
i(∆n(f))
for 0 ≤ i < qn. Observe that for i ≥ qn−1, Din+1(f) = ∆i−qn−1n (f) and in particular
Dhn+1|Din+1(f)
Dhn|Din+1(f)
=
|∆i−qn−1n (g)|
|∆i−qn−1n (f)|
|Bi−qn−1n (g)|
|Bi−qn−1n (f)|
=
|∆n(g)|
|∆n(f)|
|Bn(g)|
|Bn(f)|
(1 +O(
√
αn−2))
=
|∆n(g)|
|Bn(g)|
|∆n(f)|
|Bn(f)|
(1 +O(
√
αn−2))
=
S1,n(g)
S1,n(f)
(1 +O(
√
αn−2)) = 1 +O(
√
αn−2)
where we used point 4 of Lemma 3.6. Let now i < qn−1 then we get
Dhn+1|Din+1(f)
Dhn|Din+1(f)
=
|Dn+1(g)|
|Dn+1(f)|
|An(g)|
|An(f)|
(1 +O(
√
αn−2))
=
|Dn+1(g)|
|An(g)|
|Dn+1(f)|
|An(f)|
(1 +O(
√
αn−2))
=
1− x4,n+1(g)
1− x4,n+1(f)(1 +O(
√
αn−2))
= (1 +O(
√
αn−2))e(Cs(g)−Cs(f))λ
n+1
s (e
s
2)+O(
√
e
Cu(f)(e
u
2
+eu
3
)λn−2u )
= 1 +O(
√
αn−2 + |(Cs(g)− Cs(f))|λns )
where we used Lemma 3.21 and Lemma 3.19.
Observe that every boundary point of an interval in Pn is in the orbit of the critical
point o(f(U)). So, if x /∈ o(f(U)) then Dhn(x) is well defined. Lemma 4.8 implies that
D(x) = lim
n→∞
Dhn(x)
exists. Observe that 0 < infxD(x) < supxD(x) <∞.
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Lemma 4.9. Let ℓ < 2. If f, g ∈ [∞− R] with critical exponent ℓ and Cu = Cu(f) =
Cu(g) then the function D : [0, 1] \ o(f(U))→ (0,∞) is continuous. In particular for all
n ∈ N, ∣∣∣∣log D(x)Dhn(x)
∣∣∣∣ = O(√αn−2 + |(Cs(g)− Cs(f))|λns ).
Proof. Fix n0 ∈ N, then by Lemma 4.8∣∣∣∣log D(x)Dhn0(x)
∣∣∣∣ ≤ ∑
k≥0
∣∣∣∣log Dhn0+k+1(x)Dhn0+k(x)
∣∣∣∣
≤
∑
k≥0
O(
√
αk−2 + |(Cs(g)− Cs(f))|λks)
= O(
√
αn0−2 + |(Cs(g)− Cs(f))|λn0s ).
As consequence, if x, y ∈ I ∈ Pn0 then∣∣∣∣log D(x)D(y)
∣∣∣∣ ≤
∣∣∣∣log D(x)Dhn0(x)
∣∣∣∣ +
∣∣∣∣log D(y)Dhn0(y)
∣∣∣∣ = O(√αn0−2 + |(Cs(g)− Cs(f))|λn0s )
which means that D is continuous.
Let T be an interval in [0, 1], then by formula (4.5) we have
|h(T )| = lim
n→∞
|hn(T )| = lim
n→∞
∫
T
Dhn ≤
∫
T
D < sup
x
D(x)|T |. (4.10)
Proposition 4.11. Let ℓ < 2. If f, g ∈ [∞−R] with critical exponent ℓ and if h is the
topological conjugation between f and g then
h is a bi-Lipschitz homeo ⇐ Cu(f) = Cu(g),
h is a C1 diffeo ⇐ Cu(f) = Cu(g), C−(f) = C−(g).
Proof. Observe that by (4.10) and by Lemma 4.9 it follows immediately that if Cu(f) =
Cu(g) then h is a bi-Lipschitz homeomorphism.
We assume now that Cu(f) = Cu(g) and C−(f) = C−(g) we will prove that under
these conditions D extends to a continuous function of the interval [0, 1]. Observe that
by (4.10), h is differentiable with Dh(x) = D(x) for all x. A priori D could be not
continuously extended only in the points ck = f
k(f(U)) with k ≥ 0. We prove will that
lim
x↑ck
D(x) = lim
x↓ck
D(x)
and in particular D extends to a continuous function D : [0, 1]→ R.
Fix k ≥ 0 and let now n ∈ N big enough such that qn−1 > k. Define
D+(ck) = lim
x↓ck
D(x) = lim
n→∞
|Bk2n(g)|
|Bk2n(f)|
and
D−(ck) = lim
x↑ck
D(x) = lim
n→∞
|Ak2n(g)|
|Ak2n(f)|
.
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By Lemma 3.2 and Lemma 3.21 it follows that
D+(ck)
D−(ck)
= lim
n→∞
|Bk2n(g)|
|Ak2n(g)|
|Bk2n(f)|
|Ak2n(f)|
= lim
n→∞
|B2n(g)|
|A2n(g)|
|B2n(f)|
|A2n(f)|
= lim
n→∞
x3,2n(g)
−x1,2n(g)
x3,2n(f)
−x1,2n(f)
= lim
n→∞
eO(λ
2n
s ) = 1.
Proposition 4.12. Let ℓ < 2 and let β =
(1+eu3 )(λu−1)
2λ4u
> 0. If f, g ∈ [∞− R] with critical
exponent ℓ and if h is the topological conjugation between f and g then
h is a C1+β diffeo ⇐⇒ Cu(f) = Cu(g), C−(f) = C−(g), Cs(f) = Cs(g).
Proof. Let us assume that h is C1+β , then by Proposition 4.11, Cu(f) = Cu(g) and
C−(f) = C−(g). Observe that
Dh(f qn+1+1(U))
Dh(f qn+1(U))
=
Dgqn−1(gqn+1(U))
Df qn−1(f qn+1(U))
=
S5,n(g)
1−x2,n(g)
x1,n(g)
S5,n(f)
1−x2,n(f)
x1,n(f)
= e(Cs(g)−Cs(f))λ
n
s e
s
5+O(
√
e
Cu(f)(e
u
2+e
u
3 )λ
n−3
u )(1− O(αn))
e−(Cs(g)−Cs(f))λ
n
s (e
s
2+e
s
3−es4)+O(
√
e
Cu(f)(e
u
2+e
u
3 )λ
n−3
u )
= e−(Cs(g)−Cs(f))λ
n
s (e
s
2+e
s
3−es4−es5)+O(
√
e
Cu(f)(e
u
2+e
u
3 )λ
n−3
u )
where we used Proposition 3.20, Lemma 3.21 and Lemma 3.19. From Lemma 3.13 it
follows that
(es2 + e
s
3 − es4 − es5) 6= 0.
Moreover by the hypothesis that h is C1+β and by (4.3) we get
Dh(f qn+1+1(U))
Dh(f qn+1(U))
≤ K|f qn+1(U), f qn+1+1(U)|β ≤ K|f qn+1(U), f(U)|β = O(eβCu(f)λnueu4 ).
The two above estimates imply that Cs(f) = Cs(g).
Let us suppose now that Cu(f) = Cu(g), C−(f) = C−(g) and Cs(f) = Cs(g). Let
x, y ∈ Kf and choose n maximal such that there exists I ∈ Pn containing x and y.
Because of the fact that B
i+qn−1
n+1 = D
i
n it follows that I 6= Din (otherwise we would
contradict the maximality of n) and because of the fact that x, y ∈ Kf , then I 6= C in. It
remains to study two cases: either I = Ain or I = B
i
n.
Let us suppose that I = Ain, then x ∈ Din+1 and y ∈ Ain+1. From this, from the fact
that 1− x4,n+1, x3,n+1 << 1 and from Lemma 4.6 it follows that
|x− y| ≥ 1
2
|Ain| ≥
1
2C
eCu(f)λ
n+1
u (e
u
2 )
λu
λu−1 . (4.13)
Observe now that by Lemma 4.9 and by Lemma 3.19 we have
log
Dh(x)
Dh(y)
= O(e
1
2
Cuλ
n−2
u (e
u
2+e
u
3 )) (4.14)
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By (4.13) and (4.14) we find
|Dh(x)−Dh(y)|
|x− y|β = O
(
eCuλ
n−2
u [ 12 (eu2+eu3 )−βλ3u(eu2 ) λuλu−1 ]
)
= O(1)
for 0 < β ≤ (eu2+eu3 )(λu−1)
2eu2λ
4
u
, see Lemma 3.13.
Suppose now that I = Bin, then x ∈ Ain+1 and y ∈ Di+qn−1n+1 . Moreover x ≤
f qn+1+i+1(U) ≤ y. Let m ≥ n + 1 maximal such that x ∈ Ai+qn+1m and y ∈ Bi+qn+1m .
As consequence, using Lemma 4.6 we have
|x− y| ≥ 1
2
(|Ai+qn+1m |+ |Bi+qn+1m |) ≥
1
2C
eCu(f)λ
m
u (e
u
2 )
λu
λu−1 . (4.15)
Observe now that by Lemma 4.9 and by Lemma 3.19 we have∣∣∣∣log Dh(x)Dh(y)
∣∣∣∣ =
∣∣∣∣log Dh(y)Dh(f qn+1+i+1(U))
∣∣∣∣+
∣∣∣∣log Dh(x)Dh(f qn+1+i+1(U))
∣∣∣∣ = O(e 12Cuλm−2u (eu2+eu3 ))
(4.16)
By (4.15) and (4.16) we find
|Dh(x)−Dh(y)|
|x− y|β = O
(
eCuλ
m−2
u [ 12 (e
u
2+e
u
3 )−βλ3u(eu2 ) λuλu−1 ]
)
= O(1)
for 0 < β ≤ (eu2+eu3 )(λu−1)
2eu2λ
4
u
=
(1+eu3 )(λu−1)
2λ4u
, see Lemma 3.13.
Proposition 4.17. Let ℓ < 2 and let β =
(1+eu3 )(λu−1)
λ3u
> 0. If f, g ∈ [∞− R] with critical
exponent ℓ then the topological conjugation between f and g is Cβ.
Proof. Let x, y ∈ Kf and choose n maximal such that there exists I ∈ Pn containing x
and y. Because of the fact that B
i+qn−1
n+1 = D
i
n it follows that I 6= Din (otherwise we would
contradict the maximality of n) and because of the fact that x, y ∈ Kf , then I 6= C in. It
remains to study two cases: either I = Ain or I = B
i
n.
Let us suppose that I = Ain, then x ∈ Din+1 and y ∈ Ain+1. From this, from the fact
that 1− x4,n+1, x3,n+1 << 1 and from Lemma 4.6 it follows that
|x− y| ≥ 1
2
|Ain| ≥
1
2C
eCu(f)λ
n+1
u (e
u
2 )
λu
λu−1 . (4.18)
Observe now that by Lemma 4.7 we have
|h(y)− h(x)| ≤ |h(I)| = O(eCuλn−1u (eu2+eu3 )) (4.19)
By (4.18) and (4.19) we find
|h(y)− h(x)|
|x− y|β = O
(
eCuλ
n−1
u [(eu2+eu3 )−βλ2u(eu2 ) λuλu−1 ]
)
= O(1)
for 0 < β ≤ (eu2+eu3 )(λu−1)
eu2λ
3
u
, see Lemma 3.13.
Suppose now that I = Bin, then x ∈ Ain+1 and y ∈ Di+qn−1n+1 . Moreover x ≤
f qn+1+i+1(U) ≤ y. Let m ≥ n + 1 maximal such that x ∈ Ai+qn+1m and y ∈ Bi+qn+1m .
As consequence, using Lemma 4.6 we have
|x− y| ≥ 1
2
(|Ai+qn+1m |+ |Bi+qn+1m |) ≥
1
2C
eCu(f)λ
m
u (e
u
2 )
λu
λu−1 . (4.20)
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Observe now that by Lemma 4.7 we have
|h(y)− h(x)| ≤ |h(Ai+qn+1m )|+ |h(Bi+qn+1m )| = O(eCuλ
m−1
u (e
u
2+e
u
3 )) (4.21)
By (4.20) and (4.21) we find
|h(y)− h(x)|
|x− y|β = O
(
eCuλ
m−1
u [(eu2+eu3 )−βλ2u(eu2 ) λuλu−1 ]
)
= O(1)
for 0 < β ≤ (eu2+eu3 )(λu−1)
eu2λ
3
u
, see Lemma 3.13.
5 Manifold Structure of The Fibonacci Class
In the section we will prove that the class of functions with Fibonacci rotation number
is a codimension 1, C1 manifold. In details:
Theorem 5.1. [Fib] is a codimension 1, C1 manifold in L .
Observe that, being the functions in L , C3, the renormalization operator in the space
L is not differentiable. We cannot then use the standard cone field method for the
construction of the manifold. The real reason for which our renormalization operator
is not differentiable is that the composition of C3 diffeos is not differentiable. We wil
then introduce a new space in which we don’t compose. Such a space will be called the
decomposition space L. The corresponding renormalization on L will be differentiable.
We will then show that such a renormalization operator is hyperbolic and using standard
cone field method we will construct the C1 maniforld in L which we will then project on
L .
We would like to stress that these techniques can be generalized for proving that in a
space of Cr functions, r ≥ 3, it is possible to conscruct a Cr−1 manifold. It can be proved
that our manifold is in fact C2, but it is not relevant for the aim of this paper and it
would involve more technical details.
The details of the previous discussion are contained in the following subsections.
5.1 Decomposition Space L
Let us start making the space Diff 3+([0, 1]) into a Banach space. This is will be achieved
by using the concept of non linearity.
Definition 5.2. The non linearity η : Diff 3+([0, 1])→ C1([0, 1]) is defined as
ϕ→ ηϕ = D logDϕ.
Lemma 5.3. η is a bijecion.
Proof. There is an explicit inverse of η. Namely,
ϕ(x) =
∫ x
0
e
∫ s
0 ηds∫ 1
0
e
∫ s
0
ηds
.
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We can now identify Diff 3+([0, 1]) with C1([0, 1]) and use the Banach space structure
of C1([0, 1]) on Diff 3+([0, 1]). The norm of a diffeomorphism ϕ ∈ Diff 3+([0, 1]) will then
be defined as
|ϕ| = |ηϕ|C1
. Observe that if |ϕn − ϕ| → 0, then dC3(ϕn, ϕ)→ 0.
We are now ready for the definition of decomposition.
Let
T =
{
k
2n
|n ≥ 0, 0 < k ≤ 2n
}
⊂ (0, 1]
be the dyadic rationals with his natural order. Let θ : T → T the doubling map
θ : τ → 2τ mod 1
with τ ∈ T .
Let X be the space of decomposed diffeomorphism
X =
{
ϕ = (ϕτ )τ∈T |ϕτ ∈ Diff 3+([0, 1]),
∑
|ϕτ | <∞
}
.
We define the norm of ϕ ∈ X as
|ϕ| =
∑
|ϕτ |.
Let On : X → Diff 2+([0, 1]) be the partial composition defined as
Onϕ = ϕ1 ◦ · · · ◦ ϕ k
2n
◦ · · · ◦ ϕ 2
2n
◦ ϕ 1
2n
.
Proposition 5.4. The limit
Oϕ := limOnϕ
exists and it is called the composition of ϕ. The composition
O : X → Diff 2+([0, 1])
is C1 and is Lipschitz on bounded sets.
Proof. Sandwich lemma from [19].
We are now ready for defining our decomposition space L = R5 × X × X × X . A
point
f = (S1, y2, y3, y4, y5, ϕ
−, ϕ+l , ϕ+r) ∈ L if it satisfies the following conditions
• ϕ+l(1) and ϕ+r(1) are standard maps,
• S1, y2, y3, y4, y5 ∈ R,
• ϕ−, ϕ+l , ϕ+r ∈ X .
Observe that the role of the these coordinates is the following: S1 is the same number
defined in section 2 and for any k = 2, . . . , 5, yk = log Sk. As shown in proof of Lemma
3.21 we have the following relations:
- x2 = (1− S1) S2S3(1−S1)S2S3+1 ,
25
- −x1 = 1−S1S4 S2S3(1−S1)S2S3+1 ,
- 1− x4 = x3S3 = S2(1− (1− S1) S2S3(1−S1)S2S3+1),
- x3 =
S2S3
(1−S1)S2S3+1 .
These formulas allow to project the space L to the space M .
Let O : L→ L defined as
f = (S1, y2, y3, y4, y5, ϕ
−, ϕ+l, ϕ+r)→ f = (x1, x2, x3, x4, ϕ−, ϕ+l, ϕ+r).
Observe that L is an open subset ofR5×Diff 3([0, 1])3 which has Banach space structure
defined by the norm of a point (x1, x2, x3, x4, ϕ
−, ϕ+) ∈ L as∑
|xi|+ |ϕ−|+ |ϕ+|.
5.2 Renormalization on L
We define the subset of renormalizable points L0 ⊂ L as
L0 =
{
f ∈ L|0 < S1 < 1
}
.
Let I = [a, b] ⊂ [0, 1] and let 1I : [0, 1]→ [a, b] ⊂ [0, 1] be the affine map
1I(x) = (b− a)x+ a.
We define the zoom operator ZI : C1([0, 1])→ C1([0, 1]) as
ZIη = (b− a)η ◦ 1I .
Using the non linearity identification η : Diff 3+([0, 1]) → C1([0, 1]) we define the linear
zoom operator ZI : Diff
3
+([0, 1])→ Diff 3+([0, 1]).
Lemma 5.5. Let I an interval of [0, 1]. The norm of ZI satisfies
|ZI | = |I|.
Lemma 5.6. Let I an interval of [0, 1].Then ZIϕ is the diffeomorphism obtained by
rescaling the restriction of ϕ to I.
We are now ready for defining the renormalization operator on L. Let τ ∈ T and let
πτ : X → X defined as
πτϕ(τ ′) =
{
0 τ ′ > τ
ϕ(τ ′) τ ′ ≤ τ
}
Let x ∈ [0, 1] and τ ∈ T . We define the function γx,τ : X → [0, 1] as
γx,τ (ϕ) = O ◦ πτ (ϕ)(x).
Lemma 5.7. For every x ∈ [0, 1] and τ ∈ T the function γx,τ : X → [0, 1] is C1. Moreover
γx,τ are uniformly bounded in the C1 norm on bounded set of X.
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Let f ∈ L0 and x2 = (1− S1) S2S3(1−S1)S2S3+1 . Then x2(τ) = γx2,τ(ϕ+l). We define
Rf = (S˜1, y˜2, y˜3, y˜4, y˜5, ϕ˜
−, ϕ˜+,l, ϕ˜+,r)
where
ϕ˜+r(τ) =
{
Z[1,x˜4(θτ )]ϕ
−(θτ ) τ ≤ 12
Z[x2(θτ ),x3(θτ )]ϕ
+l(θτ ) τ >
1
2
,
}
,
ϕ˜+l(τ) =
{
Z[x˜3(θτ ),0]ϕ
−(θτ ) τ ≤ 12
Z[x4(θτ ),1]ϕ
+r(θτ ) τ >
1
2
,
}
,
ϕ˜−(τ) = Z[0,x2(θτ )]ϕ
+l(τ),

y˜2
y˜3
y˜4
y˜5

 = L


y2
y3
y4
y5

+O(√ey2+y3) + w∗ (5.8)
is given by Proposition 3.12 and
S˜1 = 1−
(
ℓSℓ1
ey2
)
(1 +O(
√
ey2+y3)) (5.9)
by Lemma 3.7.
Lemma 5.10. For all ǫ > 0, there exist δ > 0 and K > 0 such that for all f =
(S1, y2, y3, y4, y5, ϕ
−, ϕ+l , ϕ+r) ∈ L0 the following holds. If
• |ϕ−|, |ϕ+l |, |ϕ+r | ≤ δ,
• S1, S2, S3, S4, S5 ≤ δ,
• S2S3
S4
≤ δ,
• |1− ℓSℓ1
S2
| ≤ δ
then the derivative of Rf , DRf is of the form
DR =
(
Af Bf
Cf Df
)
where
• Af : R5 → R5,
• Bf : X ×X ×X → R5,
• Cf : R5 → X ×X ×X,
• Df : X × X × X → X × X × X given by the operators Di,j : X → X with
i, j ∈ {−,+l,+r}.
Moreover the operators have the following properties:
27
• Af is of the form
Af =


−ℓ
S1
(1 + ǫ1) 1 + ǫ1,2 0 0 0
1
S1
(1 + ǫ2) 1 +
1
ℓ
1 0 −1
− 1
S1
(1 + ǫ3) −1ℓ −1 0 1
ℓ
S1
(1 + ǫ4) 1 0 −1 0
ℓ−1
S1
(1 + ǫ5) 1− 1ℓ 0 0 0

 ,
where |ǫ1,2|, |ǫi| ≤ ǫ for i ∈ {1, 2, 3, 4, 5},
• |Bf | ≤ K,
• |Cf | ≤ ǫ,
• The bounds on the operators Di,j is given by the matrix
(|Di,j|) ≤

0 1 0ǫ 0 1
ǫ ǫ 0

 .
Moreover, let ∆v = (∆S1,∆y2,∆y3,∆y4,∆y5,∆ϕ
−,∆ϕ+l,∆ϕ+r) be such that ∆S1 = 0
then
|DR∆v| ≤ K|∆v|.
Proof. Let
∆v = (∆S1,∆y2,∆y3,∆y4,∆y5,∆ϕ
−,∆ϕ+l,∆ϕ+r)
and let
∆v˜ = DRf∆v = (∆S˜1,∆y˜2,∆y˜3,∆y˜4,∆y˜5,∆ϕ˜−,∆ϕ˜+l,∆ ˜ϕ+r)
.
We start studying the operator Af . From Lemma 3.7
S˜1 = 1− ℓS
ℓ
1
S2
(1 + ǫ(ϕ−, ϕ+l, ϕ+r)))
where |ǫ(ϕ−, ϕ+l, ϕ+r)| ≤ ǫ
4
. By explicit calculation using formulas in Lemma 3.7, we get
∂S˜1
∂S1
= − ℓ
S1
(1 + ǫ(ϕ−, ϕ+l, ϕ+r)) ∂S˜1
∂y2
= (1 + δ)(1 + ǫ(ϕ−, ϕ+l, ϕ+r)) ∂S˜1
∂yk
= 0, k = 3, 4, 5
∂y˜2
∂S1
= 1
S1
(1 + ǫ2(ϕ
−, ϕ+l, ϕ+r))
∂y˜3
∂S1
= − 1
S1
(1 + ǫ3(ϕ
−, ϕ+l, ϕ+r))
∂y˜4
∂S1
= ℓ
S1
(1 + ǫ4(ϕ
−, ϕ+l, ϕ+r))
∂y˜5
∂S1
= ℓ−1
S1
(1 + ǫ5(ϕ
−, ϕ+l, ϕ+r))
By Proposition 3.12 the rest of the matrix Af is exactly L.
We study now Bf . Observe that
[1 ] S˜1 = 1− x˜2x˜3 ,
[1,1 ] ∂x˜2
∂ϕ−
= 0,
[1,2 ] ∂x˜2
∂ϕ+r
= 0(ℓSℓ1),
∂x˜3
∂ϕ+r
= 0 and 1
x˜3
= O( 1
S2
)
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[1,3 ] ∂x˜2
∂ϕ+l
= 0, ∂x˜3
∂ϕ+l
= 0.
[2 ] S˜2 =
1−x˜4
1−x˜2 ,
[2,1 ] ∂x˜2
∂ϕ−
= 0, | ∂x˜4
∂ϕ−
| = O(x3−x2
1−x2 ) and (1− x˜4)S5 = O(x3−x21−x2 ),
[2,2 ] ∂x˜2
∂ϕ+r
= O(ℓSℓ1),
∂x˜4
∂ϕ+r
= 0,
[2,3 ] ∂x˜2
∂ϕ+l
= 0, ∂x˜4
∂ϕ+l
= 0.
[3 ] S˜3 =
x˜3
1−x˜4 ,
[3,1 ] ∂x˜3
∂ϕ−
= O(|x˜3|), | ∂x˜4∂ϕ− | = O(x3−x21−x2 ) and (1− x˜4)S5 = O(x3−x21−x2 ),
[3,2 ] ∂x˜3
∂ϕ+r
= 0 and ∂x˜4
∂ϕ+r
= 0,
[3,3 ] ∂x˜3
∂ϕ+l
= 0 and ∂x˜4
∂ϕ+l
= 0.
[4 ] S˜4 = − x˜2x˜1 ,
[4,1 ] ∂x˜2
∂ϕ−
= 0 and ∂x˜1
∂ϕ−
= 0,
[4,2 ] ∂x˜2
∂ϕ+r
= O(ℓSℓ1) and
∂x˜1
∂ϕ+r
= 0,
[4,3 ] ∂x˜2
∂ϕ+l
= 0 and ∂x˜1
∂ϕ+l
= 0.
[5 ] Let s = ϕ+r(S1), then s ≡ S1, S˜5 = ℓsℓ−1(1−s)1−sℓ and ∂s∂ϕ+r = O(S1)
As consequence
Bf =


∂S˜1
∂ϕ−
= x˜2
x˜23
∂x˜3
∂ϕ−
∂S˜1
∂ϕ+r
= O(
ℓSℓ1
S2
) ∂S˜1
∂ϕ+l
= 0
∂y˜2
∂ϕ−
= O(S5)
∂y˜2
∂ϕ+r
= O(ℓSℓ1)
∂y˜2
∂ϕ+l
= 0
∂y˜3
∂ϕ−
= O(1 + S5)
∂y˜3
∂ϕ+r
= 0 ∂y˜3
∂ϕ+l
= 0
∂y˜4
∂ϕ−
= 0 ∂y˜4
∂ϕ+r
= − 1
x˜2
O(ℓSℓ1)
∂y˜4
∂ϕ+l
= 0
∂y˜5
∂ϕ−
= 0 ∂y˜5
∂ϕ+r
= O(1) ∂y˜5
∂ϕ+l
= 0


Because of the fact that
[1,1 ] ∂x˜3
∂ϕ−
= O(|x˜3|) and that x˜2x˜3 = O(1),
[1,2 ] O(
ℓSℓ1
S2
) = O(1),
[2,1 ] S5 ≤ δ,
[2,2 ] ℓSℓ1 ≤ ℓδℓ
[3,1 ] S5 ≤ δ,
[4,2 ] 1
x˜2
= O( 1
Sℓ1
),
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we get
Bf ≤


O(1) O(1) 0
O(δ) O(δℓ) 0
O(1) 0 0
0 O(1) 0
0 O(1) 0


We study now Cf . Observe that
[1 ] ϕ˜− = Z[0,1−S1]ϕ
+r .
[2 ] ˜ϕ+r(τ) =
{
ϕ+l(θτ ) τ >
1
2
Z[0,x˜3]ϕ
−(θτ ) τ ≤ 12
}
, x˜3 = (q5 ◦ ϕ−)−1(S2)
[2,1 ]
∂ ˜ϕ+r
∂S1
=
∂ ˜ϕ+r
∂x˜3
∂x˜3
∂S1
= 0
[2,2 ]
∂ ˜ϕ+r
∂y2
=
∂ ˜ϕ+r
∂x˜3
∂x˜3
∂y2
, |∂ ˜ϕ+r
∂x˜3
| = O(|ϕ−|) and ∂x˜3
∂y2
= O(|ϕ−|S2),
[2,3 ]
∂ ˜ϕ+r
∂y3
=
∂ ˜ϕ+r
∂x˜3
∂x˜3
∂y3
= 0
[2,4 ]
∂ ˜ϕ+r
∂y4
=
∂ ˜ϕ+r
∂x˜3
∂x˜3
∂y4
= 0
[2,5 ]
∂ ˜ϕ+r
∂y5
=
∂ ˜ϕ+r
∂x˜3
∂x˜3
∂y5
, |∂ ˜ϕ+r
∂x˜3
| = O(|ϕ−|) and ∂x˜3
∂y5
= O(S5),
[3 ] ϕ˜+l(τ) =
{
Z[x˜4,1]ϕ
−(θτ ) τ ≤ 12
Z[1−S1,1]ϕ
+r(θτ ) τ >
1
2
}
, 1−x˜4 = (ϕ−◦q5)−1(x3−x21−x2 ) = (ϕ−◦q5)−1(S1S2S3),
[3,1 ]
∂ ˜ϕ+l
∂S1
= O(|ϕ−|), ∂ ˜ϕ+r
∂x˜4
= O(|ϕ−|) and ∂x˜4
∂S1
= O(S2S3),
[3,2 ]
∂ ˜ϕ+l
∂x˜4
= O(|ϕ−|) and ∂x˜4
∂y2
= O(S1S2S3),
[3,3 ]
∂ ˜ϕ+l
∂x˜4
= O(|ϕ−|) and ∂x˜4
∂y3
= O(S1S2S3),
[3,4 ]
∂ ˜ϕ+l
∂x˜4
= O(|ϕ−|) and ∂x˜4
∂y4
= 0,
[3,5 ]
∂ ˜ϕ+l
∂x˜4
= O(|ϕ−|) and ∂x˜4
∂y5
= O(S5),
It follows that
Cf =

 ηϕ+r (S1) 0 0 0 00 O(|ϕ−|2S2) 0 0 O(|ϕ−|S5)
O(|ϕ−|S2S3 + |ϕ−|) O(|ϕ−|S1S2S3) O(|ϕ−|S1S2S3) 0 O(|ϕ−|S5)


Moreover
[1,1 ] ηϕ+r (S1) ≤ |ϕ+r | ≤ δ,
[2,2 ] O(|ϕ−|) = O(δ) and O(S2) = O(δ),
[2,5 ] O(|ϕ−|) = O(δ) and O(S5) = O(δ),
[3,1 ] O(|ϕ−|) = O(δ) and O(S2S3) = O(δ2),
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[3,2 ] O(|ϕ−|) = O(δ) and O(S1S2S3) = O(δ3),
[3,3 ] O(|ϕ−|) = O(δ) and O(S1S2S3) = O(δ3),
[3,5 ] O(|ϕ−|) = O(δ) and O(S5) = O(δ)
As consequence
Cf ≤

 δ 0 0 0 00 O(δ3) 0 0 O(δ2)
O(δ) O(δ4) O(δ4) 0 O(δ2)


We study now Df . Observe that
[1 ] ϕ˜− = Z[0,1−S1]ϕ
+r .
[2 ] ˜ϕ+r(τ) =
{
ϕ+l(θτ ) τ >
1
2
Z[0,x˜3]ϕ
−(θτ ) τ ≤ 12
}
, x˜3 = (q5 ◦ ϕ−)−1(S2).
[3 ] ϕ˜+l(τ) =
{
Z[x˜4,1]ϕ
−(θτ ) τ ≤ 12
Z[1−S1,1]ϕ
+r(θτ ) τ >
1
2
}
, 1−x˜4 = (ϕ−◦q5)−1(x3−x21−x2 ) = (ϕ−◦q5)−1(S1S2S3).
It follows that
Df =


∂ϕ˜−
∂ϕ−
= 0
∂ϕ˜−
∂ϕ+r
= O(1)
∂ϕ˜−
∂ϕ+l
= 0
∂ ˜ϕ+r
∂ϕ−
= O(|x˜3|) ∂
˜ϕ+r
∂ϕ+r
= 0
∂ ˜ϕ+r
∂ϕ+l
= O(1)
∂ ˜ϕ+l
∂ϕ−
= O(|1− x˜4|) ∂
˜ϕ+l
∂ϕ+r
= O(S1)
∂ ˜ϕ+l
∂ϕ+l
= 0


Moreover
[2,1 ] O(|x˜3|) = O(S2) = O(δ),
[3,1 ] O(|1− x˜4|)) = O(S1S2S3) = O(δ3),
[3,2 ] O(S1) = O(δ).
As consequence
Df ≤

 0 O(1) 0O(δ) 0 O(1)
O(δ3) O(δ) 0


The renormalization operator on the space L is now defined. We denote by [Fib] the
class of maps in L which are ∞-renormalizable.
Lemma 5.11. The renormalization operator on L commutes with the renormalization
operator on L under the composition O, i.e
O ◦R = R ◦O.
Moreover
[Fib] = O−1([Fib]).
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5.3 Cone Field
Let 1 > r > 0. We define the cone
Cr = {(S1, y2, y3, y4, y5)||y2|+ |y3|+ |y4|+ |y5| ≤ r|S1|} .
Proposition 5.12. For any λ0 > 1 and all 0 < r < 1there exists M > 0 such that
for every f = (S1, y2, y3, y4, y5, ϕ
−, ϕ+l, ϕ+r) ∈ L0 with 0 < S1 < 1M , yk < −M for all
k = 2, . . . 5 and |ϕ±| ≤ 1 then
• Af(Cr) ⊂ C r
3
,
• if v ∈ Cr then |Afv| > λ0|v|.
Proof. Let ∆y =


∆y2
∆y3
∆y4
∆y5

, let ∆y˜ =


∆y˜2
∆y˜3
∆y˜4
∆y˜5

, let ∆v = (∆S1,∆y) ∈ Cr and let ∆v˜ =
Af∆v. From (5.8) there exists K > 0 such that
|∆y˜| ≤ K|∆y|. (5.13)
From Lemma 5.10, there exists a constant K > 0 such that
|∆S˜1| > ℓM |∆S1| −K|∆y|.
Hence we get
|∆S˜1| > (ℓM −Kr) |∆S1|.
We prove now the invariance of the cone, that is Af(Cr) ⊂ C r
3
. In fact
|∆y˜|
|∆S˜1|
≤ L|∆y|
(ℓM −Kr) |∆S1| ≤
Lr
ℓM −Kr <
r
3
when M is large enough.
It is now left to show that the cone is expansive. First observe that |∆v| = |∆S1| +
|∆y| ≤ (1 + r)|∆S1|. Hence
|∆S1| ≥ 1
1 + r
|∆v|
. It follows that for M large enough
|∆v˜| ≥ |∆S˜1| ≥ (ℓM −Kr) |∆S1|
≥ ℓM −Kr
(1 + r)
|∆v| ≥ λ0|∆v|.
Proposition 5.14. For all 0 < r < 1 and for every λ > 0 there exist M > 0 and δ > 0
such that
Cr,δ =
{
f ||ϕ±| ≤ δ|S1|, |y2|+ |y3|+ |y4|+ |y5| ≤ r|S1|
}
is a cone field in R5 × X × X × X. Let f = (S1, y, ϕ−, ϕ+l, ϕ+r) ∈ L a renormalizable
map with |ϕ±| ≤M and y2 < −M and let Rf = (S˜1, y˜, ϕ˜−, ϕ˜+l, ϕ˜+r). Then
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• y˜2 < −M ,
• |ϕ˜±| ≤M ,
• DRf(Cr,δ) ⊂ C r
2
, δ
2
,
• if v ∈ Cr,δ then |DRf(v)| > λ|v|.
Proof. We represent R5×X ×X ×X as R×R4×Z with elements of the form (x, y, z).
Moreover we denote DRf(x, y, z) = (x˜, y˜, z˜). Let f = (S1, y, ϕ
±) with |y| large enough
such that Lemma 5.10 applies and |C|, |D| ≤ K.
Let now (x, y, z) ∈ Cr,δ where r is given by Proposition 5.12. Let now A(x, y) = (xˆ, yˆ).
From the same proposition we get that
|xˆ|+ |yˆ| ≥ λ0(|x|+ |y|).
and
|yˆ| ≤ r
3
|xˆ|.
So
(1 +
r
3
)|xˆ| ≥ λ0(|x|+ |y|) ≥ λ0|x|.
Hence
|xˆ| ≥ 3λ0
4
|x|
and
|x˜| = |x˜− xˆ+ xˆ| ≥ |xˆ| −K|ϕ| ≥ |xˆ| −Kδ|x| ≥ (3λ0
4
−Kδ)|x| > λ0
2
|x| (5.15)
where we used the fact that |x˜−xˆ| ≤ K|ϕ| and we choose δ small enough. By Proposition
5.12, equation (5.15) and the fact that |x˜− xˆ| ≤ K|ϕ| we have
|y˜| ≤ |yˆ|+ |Bϕ|
≤ r
3
|xˆ|+Kδ|x|
≤ r
3
|x˜|+ 2Kδ|x|
≤ (r
3
+
4Kδ
λ0
)|x˜| ≤ r
2
|x˜|.
This prove the second condition for the invariance of the cone field. For proving the first
condition observe that
|z˜| = |C(x,y) +Dz|
≤ K(|x|+ |y|+ |z|)
≤ K(1 + r + δ)|x|
≤ K(1 + r + δ)
λ0
2|x˜|
≤ δ
2
|x˜|
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where we used equation 5.15, Lemma 5.10 and we take λ0 large enough. Let now v =
(x, y, z) ∈ Cr,δ, then
|Rv| ≥ |A(x, y) +Bz| (5.16)
≥ |A(x, y)| − |Bz| (5.17)
≥ λ0(|x|+ |y|)−Kδ|x| (5.18)
≥ (λ0 −Kδ)|x|. (5.19)
Observe now that
|v| ≤ |x|+ |y|+ |z| ≤ |x|+ r
3
|x|+ δ|x| = (1 + r
3
+ δ)|x|. (5.20)
By equations 5.16 and 5.20, taking δ small enough we get
|Rv| ≥ λ0 −Kδ
(1 + r
3
+ δ)
|v| > λ|v|.
5.4 Construction of the Manifold
Observe that the space L is contained in R × R4 × X × X × X and that a map f ∈ L
is of the form f = (S1, y, ϕ
−, ϕ+). We introduce the notation (s, b) := (S1, y, ϕ−, ϕ+)
where s = S1 and b = (y, ϕ
−, ϕ+). In this coordinates L is contained in R × B where
B = R4 × X × X × X . Chose λ > 1 large and let M , r and δ the numbers given by
Proposition 5.14. Then we consider the subspace of B,
B0 =
{
b = (y, ϕ−, ϕ+l, ϕ+r) ∈ B|y2 ≤ −M, |ϕ±| ≤M
}
.
Proposition 5.21. [Fib] ⊂ L is a C1 manifold. Moreover it is a graph in the s-direction.
In particular there exists a function w : B → R such that for any point f ∈ [Fib] there
exists b ∈ B such that f = (w(b), b) and w|B0 is a C1 function.
The proof of Proposition 5.21 is using the usual technique of graph transform. The
Fibonacci maps form an invariant manifold of renormalization. Because of the fact that
the renormalization diverges the invariant manifold is not the stable manifold of a fixed
point and that’s way we cannot apply straight the stable manifold theorem. We will
have to study the graph transform in this context. There will be technical details in the
argument which depend on our specific situation. The difficulty comes from the fact that
there is not a easily defined hyperbolic extension at infinity of renormalization. The proof
of Proposition 5.21 is divided in 3 steps as follows.
5.4.1 The graph transform
Consider the space of Lipschitz functions
X0 = {w : B → [0, 1]|q − p /∈ Cr,δ, ∀p, q ∈ graph(w)} .
Definition 5.22. A C1 curve γ : [0, 1]→ R× B is called an almost vertical curve if the
following are satisfied:
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• ∀ξ ∈ [0, 1], Im(Dγ(ξ)) ⊂ Cr,δ,
• γ(0) = (0, b0),
• γ(1) = (1, b1).
The length of a smooth curve γ : [0, 1]→ R× B is denoted by |γ|.
Observe that if γ is an almost vertical curve and w ∈ X0, then there is a unique
intersection point wγ = γ∩graph(w). Let p, q ∈ γ then we define |[p, q]γ| to be the length
of the line segment in γ connecting p to q. We are now ready for defining a metric on
X0. Let w1, w2 ∈ X0 then
d0(w1, w2) = sup
γ
|[wγ1 , wγ2 ]γ|.
Remark 5.23. d0 is a complete metric on X0.
We are now ready to define the graph transform T : X0 → X0. Let w ∈ X0, b ∈ B0
and γb the vertical line at b, γb(ξ) = (ξ, b). From Lemma 3.7 we have that Rγb(0) = (1, b˜1)
and Rγb(1) = (−s, b˜−) where s > 0 As consequence there exists a sub curve of γ which is
mapped to an almost vertical curve γ˜. From Proposition 5.14 we have that γ˜ ⊂ [0, 1]×B0.
Let now
Tw(b) = R−1(wγ˜) ∈ γb.
Lemma 5.24. Tw ∈ X0.
Proof. By contradiction there exists p, q ∈ graph(Tw) such that q − p ∈ Cr,δ. Let
q˜ = Rq, p˜ = Rp ∈ graph(w). By the invariance of the cone q˜ − p˜ ∈ Cr,δ. This is a
contradiction.
Lemma 5.25. Let f = (s, b) ∈ [0, 1] × B0 and let f ′ = (s′, b) ∈ [0, 1] × B0 be n times
renormalizable maps. Then for every ξ ∈ (s, s′), f
ξ
= (ξ, b) is n times renormalizable.
Proof. Let w0 ≡ 0 and w1 ≡ 1 be the two constant function in X0. It we denote by Fibn
the n-times renormalizable maps then Fibn is bounded by T
nw0 and T
nw1.
5.4.2 The fixed point
Lemma 5.26. T is a contraction.
Proof. Let w1, w2 ∈ X0 and let γ be an almost vertical curve. The expansion in the cone,
see Proposition 5.14, implies
|[Twγ1 , Twγ2 ]γ|λ ≤ |[RTwγ1 , RTwγ2 ]Rγ | ≤ d0(w1, w2)
where we used that Rγ is also an almost vertical curve. Hence
d0(Tw1, Tw2)λ ≤ d0(w1, w2).
Lemma 5.27. Let w∗ the fixed point of T . Then
graph(w∗) = [Fib] ∩ ([0, 1]×B0).
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Proof. Suppose that f ∈ graph(w∗), then being w∗ fixed point of the graph transform
Rf is defined and Rf ∈ graph(w∗). Hence f is ∞-renormalizable, f ∈ [Fib].
Suppose now that f = (s, b) ∈ [Fib] but f /∈ graph(w∗). Let g = (w∗(b), b) and let γ
the vertical line connecting f and g. From Lemma 5.25 we know that every point of γ
belongs to [Fib]. Then for every n ∈ N, Rnγ is an almost vertical curve and
|Rnγ| > λn|γ|.
However Rnf, Rng ∈ [0, 1]× B0 which implies that every almost vertical curve between
Rnf and Rng has bounded length. This leads to the contradiction.
Observe that the the renormalization operator is not Lipschitz. The expansion in the
S1 direction become stronger and stronger when the map gets more and more degenerate.
However the next Proposition show that the renormalization operator is Lipschitz along
the Fibonacci class. The same phenomena appears for renormalizations of critical circle
maps, see [7].
Proposition 5.28. Let W ∗ = graph(w∗). Then R :W ∗ →W ∗ is Lipschitz.
Proof. From Proposition 5.14 there exists a constant K > 0 such that for every p ∈ W ∗
and ∆v = (0,∆b) we get
|DRp∆v| ≤ K|∆v|.
Let p ∈ W ∗ and ∆p = (∆s,∆b) with p + ∆p ∈ W ∗. Let γ be the vertical line segment
through p+∆b. Then because R(p +∆p) ∈ W ∗
DRp(∆p) = DRp(∆b) + v /∈ Cr,δ
with v ∈ C r
2
, δ
2
. We need to estimate |DRp(∆p)|. The worst situation is when
DRp(∆b) = (−K|∆b|, K∆b)
and
DRp(∆p) ∈ ∂Cr,δ.
Let r = min {r, δ}. A calculation shows that
|DRp(∆p)| ≤
∣∣∣∣
((
2
r
+ 1
)
K|∆b|, (2 + r)K∆b)
)∣∣∣∣ .
Hence
|DRp(∆p)| ≤
(
3 + r +
2
r
)
K|∆b| ≤
(
3 + r +
2
r
)
K|∆p|.
This concludes the proof.
Remark 5.29. Let L be the Lipschitz constant of R|W ∗. Now apply Proposition 5.14 with
λ > L. By shrinking the domain of B0 we may assume that λ > L.
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5.4.3 Differentiability of the fixed point
A plane field on the graph(w∗) is a continuous assignment, V (p), p ∈ graph(w∗), of
codimension 1 subspaces of R×B satisfying
V (p) ∩ Cr,δ = {0} .
Let now X1 be the space of plane fields. Observe that if w
∗ is differentiable then the
tangent planes to the graph(w∗) will form a plane field.
We define a distance on X1 as follows. Let V1, V2 two codimension 1 planes such that
Vi ∩ Cr,δ = {0} for i = 1, 2. Let γ be an almost vertical straight line that is a line whose
direction is in C r
2
, δ
2
. Observe that γ is an affine space which does not necessarily go to
zero. Observe also that γ intersect each plane in a single point. Let Mγ(V1, V2) the line
segment in γ connecting V1 with V2. Let Tγ be the longest line segment of γ which does
not intersect Cr,δ. We define
d1(V1, V2) = sup
p,γ
|Mγ(V1(p), V2(p))|
|Tγ| .
Lemma 5.30. d1 is a complete metric on X1.
The next step is to define the plane field transform T1 : X1 → X1 as follows. Let
V ∈ X1 and p ∈ graph(w∗), then
T1V (p) = DR
−1
p (V (Rp)).
Lemma 5.31. T1 is a contraction.
Proof. Let V1, V2 ∈ X1, p ∈ graph(w∗) and let γ be an almost vertical straight line. Then
|Mγ(TV1(p), TV2(p))|
|Tγ| =
|DRpMγ(TV1(p), TV2(p))|
|DRp(Tγ)|
=
|DRp(Mγ(TV1(p),TV2(p)))|
|DRp(Tγ )|
|MDRp(γ)(V1(Rp),V2(Rp))|
|TDRp(γ)|
|MDRp(γ)(V1(Rp), V2(Rp))|
|TDRp(γ)|
≤
|DRp(Mγ(TV1(p),TV2(p)))|
|DRp(Tγ )|
|MDRp(γ)(V1(Rp),V2(Rp))|
|TDRp(γ)|
d1(V1, V2)
=
|TDRp(γ)|
|DRp(Tγ)|d1(V1, V2)
where we used the invariance of ratios under linear maps and that DRp(γ) is an almost
vertical straight line which follows from the cone contraction.
Observe that TDRp(γ) is a line segment in the line DRp(γ) not intersection Cr,δ. More-
over DRp(Tγ) is a line segment in the same line DRp(γ) with and points in the cone C r
2
, δ
2
.
A calculation 1 shows that |TDRp(γ)|
|DRp(Tγ)| ≤
1
2
.
1Let v = (s, b) be the direction of DRp(γ) with |b| ≤ θ|s| and θ ≤ 12 min(r, δ) = 12r. Then
|TDRp(γ)|
|DRp(Tγ)| ≤
r2 − 4θ2
2(r2 − θ2) ≤
1
2
.
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In particular
d1(TV1, TV2) ≤ 1
2
d1(V1, V2).
Let V ∗ be the unique invariant plane field on the graph of w∗.
Lemma 5.32. The fixed point w∗ is C1, in particular for every p ∈ graph(w∗), V ∗(p) =
Tpgraph(w
∗).
Proof. For every p ∈ graph(w∗) let
V ∗p = {p+ v|v ∈ V ∗(p)} .
By contradiction suppose that there exists p ∈ graph(w∗) and a sequence xn ∈ graph(w∗)
such that xn → p but the convergence is not along V ∗p . It means that there exists a
positive number a such that
|vn − xn| ≥ a|p− xn|
where vn = V
∗
p ∩ γxn and γxn is the straight vertical line trough xn. Choose N large and
define v˜n = R
Nvn, x˜n = R
Nxn and p˜ = R
Np. Then for large n
v˜n − p˜ /∈ Cr,δ.
This is a consequence of the fact that DRNp (V
∗
p ) = V
∗
RNp
and V ∗
RNp
∩ Cr,δ = {0}. From
Proposition 5.28 we get
|p˜− x˜n| ≤ LN |p− xn|
and from Proposition 5.14
|x˜n − v˜n| ≥ λN |vn − xn|.
Observe that
|x˜n − v˜n|
|p˜− x˜n| ≥
λN |xn − vn|
LN |p− xn| ≥ a
(
λ
L
)N
>> 1
which is arbitrarily large when N is large enough because λ > L, see Remark 5.29. This
tells that the vector v˜n − p˜ is essentially vertical for N large enough.
However we are going to prove that
|x˜n − v˜n|
|p˜− x˜n| ≤ 2 +
4
min {r, δ} . (5.33)
The contradiction follows. The following is devoted to prove (5.33). Let r = min {r, δ}
Observe that the largest possible distance between x˜n and v˜n is when both are on the
boundary of the cone, i.e. x˜n− p˜, v˜n− p˜ ∈ ∂Cr,δ. Using that v˜n− x˜n ∈ C r
2
, δ
2
a calculation
shows that the worst situation is when
x˜n = (−1
r
|b˜n|, b˜n) + p˜
and
v˜n = (
3
r
|b˜n|, 3b˜n) + p˜.
Hence
|x˜n − v˜n| ≤ 2|b˜n|+ 4
r
|b˜n| ≤
(
2 +
4
r
)
|b˜n| ≤
(
2 +
4
r
)
|x˜n − p˜|.
This completes the proof.
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5.5 Proof of Theorem 5.1
So far we proved that an absorbing part of [Fib] ⊂ L is a C1 manifold. In this last section
we will prove that [Fib] ⊂ L and [Fib] ⊂ L are C1 manifolds.
Taken f ∈ [Fib] ⊂ L we will show that [Fib] in a neighborhood of f is a C1 manifold.
Let i : L → L be a smooth embedding with O ◦ i = id. Let f = i(f), then there exists
N such that RNf ∈ W ∗. This implies that in a neighborhood of f , [Fib] ⊂ R−N (W ∗).
Similarly [Fib] in a neighborhood of f is contained in i−1(R−N(W ∗)). If we can show
that Im(DRNf ◦ Dif) is transversal to TRN fW ∗ then in a neighborhood of f and in a
neighborhood of f , the class of Fibonacci maps is codimension 1, C1 manifold.
The following will be devoted to the proof of this transversality. Let rt the rotation
of the circle over angle t. Consider the family ft = rt ◦ f . We will show that the family
RN i(ft) is transversal to W
∗. Let f
t
= i(ft) and let
∆f =
d
dt
(f
t
).
Everything boils down in the proof of the following lemma.
Lemma 5.34.
DRNf (∆f) /∈ TRN fW ∗.
Proof. We normalize f(U) = 0. Let A = f qN+1+1(U) < 0 and let B = f qN+1(U) > 0.
Similarly let At = f
qN+1+1
t (U) < 0 and let Bt = f
qN+1
t (U) > 0. The monotonicity of the
family ft implies immediately that:
• At ≥ A + t,
• Bt ≥ B + t,
• ∀x ∈ [At, 0], f qN+1t (x) > f qN+1(x) + t,
• ∀x ∈ [0, B], f qNt (x) > f qN (x) + t.
Let preRNf =: [A,B]→ [A,B] defined by
preRNf = h ◦O(RNf) ◦ h−1
where h(x) = Bx. Similarly
preRNft = ht ◦O(RNf t) ◦ h−1t
where ht(x) = Btx. Let g ∈ L with |g −RNf t| ≤ tK where K is a large constant. Define
g = ht ◦O(g) ◦ h−1t : [Ag, Bt]→ [Ag, Bt].
Then when K is large enough, we have
• Ag > A,
• Bt > B,
• ∀x ∈ [Ag, 0], g(x) > f qN+1(x) + t2 ,
• ∀x ∈ [0, B], g(x) > f qN (x) + t
2
.
Using Proposition 8.4 in [7] this implies that g is not of Fibonacci type. Hence that for
every t > 0 and for every g such that |g−RN(ft)| ≤ tK then g /∈ [Fib]L. This means that
DRNf (∆f) /∈ TRNfW ∗.
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6 Foliations
Theorem 6.1. There exists β > 0 such that
The bi-Lipschitz classes form a codimention 1 foliation of the Fibonacci class.
The C1 classes form a codimention 2 foliation of the Fibonacci class.
The C1+β classes form a codimention 3 foliation of the Fibonacci class.
The different classes will be traited in the following three sections.
6.1 The Lipschitz Classes
Parametrize R(W ∗) by X×X×X×R4. Use as basis on R4 the eigenspace of the matrix
L, Eu, E−, E0, Es. The coordinates are
f = (yu, y−, ys, ϕ−, ϕ+,l, ϕ+,r)).
Consider the cone
Cur =
{
f ||y−|, |ys|, |ϕ−|, |ϕ+,l|, |ϕ+,r| ≤ r|yu|} .
Observe, Cur ⊂ Cr and there is a a > 0 such that for ∆v ∈ Cur
|DR∆v| ≥ (1 + a)|∆v|.
Let Lipu consists of all Lipschitz function, with respect to the cone Cur , w : X ×X×X ×
R
4 → R. And Lipup the Lipschitz whose graph contains p. The metric is the same as used
before using almost vertical curves with respect to Cr. Let
Lipup,N = R
−N(LipuRNp).
Lemma 6.2. Lipup,N+1 ⊂ Lipup,N and
diam(Lipup,N)→ 0.
Proof. This is a consequence of the expansion in the cone. Compare the proof of Lemma
5.26.
Let
wup =
⋂
Lipup,N .
Lemma 6.3. The Lipschitz classe of p, [p]Lip is the graph of the continuous function wup .
It is a codimension one submanifold of W ∗.
Proof. Let q ∈ wup . We will first show that Cu(q) = Cu(p). Let ϕN be the diffeomorphic
part of RNp and yuN , y
0
Ny
−
N , y
s
N the other coordinates. The corresponding coordinates of
q are given by y˜uN , etc. From the Proposition 3.20 we get
|y−N − y˜−N | = O(1).
and
|ysN − y˜sN | = O(λNs ).
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Moreover, from [25],
|ϕN |, |ϕ˜N | = O(αN).
Because RNq ∈ graph(wu
RNp
) which is a Lipschitz graph we get
|yuN − y˜uN | = O(1).
This implies that Cu(p) = Cu(q). Otherwise |yuN − y˜uN | ≥ KλNu . Let q /∈ graph(wup ) and
Cu(q) = Cu(p). Then we may assume that q is on the vertical line through p because w
u
q
is also a graph. That means, form the expantion along almost vertical lines,
|yuN − y˜uN | ≥ K(1 + a)N .
This is not possible because Cu(q) = Cu(p). We have
|yuN − y˜uN | = O(1).
6.2 The C1 Classes
Consider the cone
Cu,−r =
{
f ||ys|, |y0|, |ϕ−|, |ϕ+,l|, |ϕ+,r| ≤ r(|yu|+ |y−|)} .
There is a 0 < a << 1 such that for ∆v ∈ Cu,−r
|DR∆v| ≥ (1− a)|∆v|,
where (1 − a) > λs. Let Lipu,− consists of all Lipschitz function, with respect to the
cone Cu,−r , w : X ×X ×X × R2 → R2. And Lipu,−p the Lipschitz functions whose graph
contains p. The metric is similar to the metric before using almost vertical planes with
respect to the cone Cu,−r . Let
Lipu,−p,N = R
−N(Lipu,−
RNp
).
Lemma 6.4. Lipu,−p,N+1 ⊂ Lipu,−p,N and
diam(Lipu,−p,N)→ 0.
Proof. Let w1, w2 ∈ Lipu,−p,N . And q1 ∈ w1 and q2 ∈ w2. Let γ be an almost vertical plane
through q1 and q2. Assume that γ measure the distance between w1 and w2. The the
diffeomorphic parts of q1N , q
2
N and pN have norm of the order αN , see [25]. Moreover,
|ysq1|, |ysq2|, |ysp| = O(λNs ).
The maps q1 and q2 are in the cone of p. The estimates imply that
dist(q1N , q
2
N) = O(λ
N
s ).
So
|γ| · (1− a)N ≤ |RNγ| = O(λNs ).
Hence,
dist(w1, w2) = O
((
λs
1− a
)N)
.
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Let
wu,−p =
⋂
Lipu,−p,N .
Lemma 6.5. The C1 classe of p, [p]C
1
is the graph of the continuous function wu,−p . It
is a codimension two submanifold of W ∗.
Proof. Let q ∈ wup . We will first show that Cu(q) = Cu(p) and C−(p) = C−(p). Let
ϕN be the diffeomorphic part of R
Np and yuN , y
−
N , y
0
N , y
s
N the other coordinates. The
corresponding coordinates of q are given by y˜uN ., etc. From Proposition 3.20 we get
|ysN − y˜sN | = O(λNs ).
Moreover, from [25],
|ϕN |, |ϕ˜N | = O(αN).
Because qN ∈ RN (wu,−p ), which is a Lipschitz graph, we get
|yuN − y˜uN |+ |y−N − y˜−N | = O(λNs ).
This implies that Cu(p) = Cu(q), C−(p) = C−(q). Otherwise Proposition 3.20 gives
|yuN − y˜uN |+ |y−N − y˜−N | ≥ K > 0
Let q /∈ graph(wu,−p ) and Cu(q) = Cu(p) and C−(p) = C−(q). Then we may assume that
q is on the vertical plane through p because wu,−q is also a graph. That means, form the
weak expansion along almost vertical planes,
|yuN − y˜uN |+ |y−N − y˜−N | ≥ K(1− a)N .
This is not possible because Cu(q) = Cu(p) and C−(p) = C−(q), Proposition 3.20 gives
|yuN − y˜uN |+ |y−N − y˜−N | = O(λNs ).
6.3 The C1+β Classes
Consider the cone
Cu,−,sr =
{
f ||y0||ϕ−|, |ϕ+,l|, |ϕ+,r| ≤ r(|yu|+ |y−|+ |ys|)} .
Lemma 6.6. There is a 0 < µ such that, for ∆v ∈ Cu,−,sr
|DR∆v| ≥ µ|∆v|.
Proof. Let ∆v = (∆S1,∆y2,∆y3,∆y4,∆y5,∆ϕ
−,∆ϕ+l,∆ϕ+r) ∈ Cu,−,sr , then
|∆ϕ| < r|∆v|
and
|∆y3 −∆y5| ≥ r0|∆v|
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where r0 >> r. Let ∆vˆ = A∆v where A is the matrix in Lemma 5.10 and µ0 = ‖∆vˆ‖.
From ∆Sˆ1 and ∆yˆ5 by inverting a 2× 2 matrix, we can calculate ∆S1S1 and ∆y2. It follows
that there exists a constant K > 0 such that
|∆y2|,
∣∣∣∣∆S1S1
∣∣∣∣ ≤ Kµ0.
Observe now that |∆yˆ2| ≤ µ0, hence
r0|∆v| < |∆y3 −∆y5| ≤ Kµ0.
As consequence µ0 >
r0
K
|∆v|. Finally observe that
|DR∆v| ≥ |A∆v| − |A∆ϕ| ≥ r0
K
|∆v| −Kr|∆v| = µ|∆v|.
Let Lipu,−,s consists of all Lipschitz function, with respect to the cone Cu,−,sr , w :
X × X × X × X → R3. And Lipu,−,sp the Lipschitz functions whose graph contains p.
The metric is similar to the metric before using almost vertical spaces with respect to
the cone Cu,−,sr . Let
Lipu,−,sp,N = R
−N(Lipu,−,s
RNp
).
Lemma 6.7. Lipu,−,sp,N+1 ⊂ Lipu,−,sp,N and
diam(Lipu,−,sp,N )→ 0.
Proof. Let w1, w2 ∈ Lipu,−,sp,N . And q1 ∈ w1 and q2 ∈ w2. Let γ be an almost vertical space
through q1 and q2. Assume that γ measures the distance between w1 and w2. The the
diffeomorphic parts of q1N , q
2
N and pN have norm of the order αN , see [25]. This implies,
using the fact that q1 and q2 are not in the cone through p, that
|ysq1N − y
s
q2N
|+ |y−
q1N
− y−
q2N
|+ |yuq1N − y
u
q2N
| = O(αN).
Use
|ysq1
N
− ysq2
N
| ≤ |ysq1
N
− pN |+ |pN − ysq2
N
|.
The estimates imply that
dist(q1N , q
2
N) = O(αN).
So
|γ| · µN ≤ |RNγ| = O(αN).
Hence,
dist(w1, w2) = O(
αN
µN
).
Let
wu,−,sp =
⋂
Lipu,−,sp,N .
Lemma 6.8. The C1+β classe of p, [p]C
1+β
is the graph of the continuous function wu,−,sp .
It is a codimension three submanifolds of W ∗.
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Proof. Let q ∈ wup . We will first show that Cu(q) = Cu(p), C−(p) = C−(p) and Cs(p) =
Cs(p) . Let ϕN be the diffeomorphic part of R
Np and yuN , y
−
N , y
0
N , y
s
N the other coordinates.
The corresponding coordinates of q are given by y˜uN , etc. From [25],
|ϕN |, |ϕ˜N | = O(αN).
Because qN ∈ RN (wu,−p ) which is a Lipschitz graph we get
|yuN − y˜uN |+ |y−N − y˜−N |+ |ysN − y˜sN | = O(αN).
This implies that Cu(p) = Cu(q), C−(p) = C−(q) and Cs(p) = Cs(p) . Otherwise the
super formula gives
|yuN − y˜uN |+ |y−N − y˜−N |+ |ysN − y˜sN | ≥ K · λNs .
Let q /∈ graph(wu,−,sp ) and Cu(q) = Cu(p), C−(p) = C−(q) and Cs(p) = Cs(p). Then we
may assume that q is on the vertical space through p because wu,−,sq is also a graph. That
means, form the weak expansion along almost vertical planes,
|yuN − y˜uN |+ |y−N − y˜−N |+ |ysN − y˜sN | ≥ KµN .
This is not possible because Cu(q) = Cu(p), C−(p) = C−(q) and Cs(p) = Cs(p) the
Proposition 3.20 gives
|yuN − y˜uN |+ |y−N − y˜−N |+ |ysN − y˜sN | = O(αN−2).
6.4 Foliations
In the previous sections we showed that the rigidity classes, either Lipschitz, C1 and C1+β
are graphs of Lipschitz functions. They form a partition of the space in Lipschitz graphs.
It remains to prove that these partition are in fact topological foliations. This is a general
fact formulated in the following lemma.
Lemma 6.9. Let X be a Banach space. Suppose that the space B = X×Rn is partitioned
in graphs of continuous functions, that is for every b ∈ B there exists a unique continuous
function wb : X → Rn with the following properties
1. b ∈ graph(wb),
2. if graph(wb1) ∩ graph(wb2) 6= ∅ then wb1 = wb2.
This partition is a topological foliation.
Proof. We construct an homeomorphism h : B → X×Rn such that [b] = h−1(X×{yb}).
For this aim let b = (x, wb(x)) ∈ B, we define h(b) = (x, wb(0)). By construction h is
a bijecion. To show that h is continuous it is enough to show that h2 : b → wb(0) is
continuous. Let b = (xb, yb) and let Dr(b) ⊂ B be the ball of radius r centered in b. The
holonomy to x = 0 will create intersections
Hr(b) =
{
wb˜(0)|b˜ = (x, y)y ∈ Dr(b)
}
.
44
For proving that h2 is continuous it is enough to prove that⋂
r>0
Hr = {h2(b)} .
Suppose not, then there exists y˜ ∈ ⋂r>0Hr, y˜ 6= h2(b). Let b˜ = (0, y˜), then wb˜ 6= wb.
Hence wb˜(x) 6= wb(x). However for every r > 0 graph(wb˜) ∩ Dr(b) 6= ∅ and being wb˜
continuous, the graph(wb˜) is closed. Moreover b /∈ graph(wb˜). Hence, there exists r > 0
such that Dr(b)∩graph(wb˜) = ∅. This leads to a contradiction. With the same argument
one can prove that h−1 is continuous.
Observe that the rigidity classes form a foliation ofW ∗ when the min {y2, y3, y4, y5} <
−N . It remains to extend this foliation to all W ∗. This will be achieved by pulling
back the foliation. Observe that if f ∈ W ∗ then there exists n > 1 such that the
yk(R
n(f)) < −N for k = 2, 3, 4, 5. The following transversality lemma will allow us to
pull back the foliations. The lemma says that the image of renormalization is transversal
to rigidity classes of any type. The notation of the following lemma refers to Lemma
5.10.
Lemma 6.10. For every f ∈ W ∗, the operator(
Af Bf
)
is onto.
Proof. By explicit constrcution we can find 5 independent transformations which show
that the operator is onto.
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