Abstract. In this paper we study the decomposability of rank one perturbations of complex symmetric operators R = T + u ⊗ v. Also we investigate some conditions for which R satisfies a-Weyl's theorem. Finally, we characterize some conditions for R to be hyponormal. As consequences, we provide several cases for such operators.
Introduction
Let L(H) be the algebra of all bounded linear operators on a separable complex Hilbert space H and let K (H) be the ideal of all compact operators on H. If T ∈ L(H), we write ρ(T), σ(T), σ su (T), σ a (T), σ e (T), σ le (T), σ re (T), σ se (T), and σ es (T) for the resolvent set, the spectrum, the surjective spectrum, the approximate point spectrum, the essential spectrum, the left essential spectrum, the right essential spectrum, the semi-regular spectrum, and the essentially semi-regular spectrum of T, respectively.
A conjugation on H is an antilinear operator C : H → H which satisfies Cx, Cy = y, x for all x, y ∈ H and C 2 = I. For any conjugation C, there is an orthonormal basis {e n } ∞ n=0
for H such that Ce n = e n for all n (see [9] for more details). An operator T ∈ L(H) is said to be complex symmetric if there exists a conjugation C on H such that T = CT * C. In this case, we say that T is complex symmetric with conjugation C. This concept is due to the fact that T is a complex symmetric operator if and only if it is unitarily equivalent to a symmetric matrix with complex entries, regarded as an operator acting on an l 2 -space of the appropriate dimension (see [9] ). All normal operators, Hankel matrices, finite Toeplitz matrices, all truncated Toeplitz operators, and some Volterra integration operators are included the class of complex symmetric operators. We refer the reader to [9] - [11] for more details.
If u and v are nonzero vectors in H, we write u ⊗ v for the operator of rank one defined by
where , denotes the inner product of the Hilbert space H.
Let {e n } ∞ n=0 denote an orthonormal basis for H which will remain fixed throughout this paper. Throughout the paper we suppose that u and v are nonzero vectors in H and their expansions with respect to the orthonormal basis {e n } ∞ n=0 are u = ∞ n=0 a n e n and v = ∞ n=0 b n e n where a n and b n are nonzero coefficients for all nonnegative integer n. An operator T ∈ L(H) is said to be normal if T and T * commute. An operator T ∈ L(H) is said to be hyponormal if T * T ≥ TT * where T * is the adjoint of T. It is known that the class of hyponormal operators is a larger class containing normal operators.
We say that an operator R ∈ L(H) is a rank one perturbation of an operator T ∈ L(H) if there exist vectors u and v (defined above) in H such that R = T + u ⊗ v. In 2001, E. Ionascu has studied several properties of rank one perturbations of diagonal operators (see [15] ). It was shown from [9] that every normal operator is complex symmetric. Moreover, S. R. Garcia and W. R. Wogen [11] proved that the rank one perturbations of normal operator is also complex symmetric. In the model space K u , the compressed shift and Clark unitary operator have the forms which are the rank one perturbations of complex symmetric operators (see [6] , [9] , [23] , and [21] for more details). In view of this, it is natural to consider the rank one perturbations of complex symmetric operators.
In this paper, we study the decomposability of rank one perturbations of complex symmetric operators R = T + u ⊗ v. Also we investigate some conditions for which R satisfies a-Weyl's theorem. Finally, we characterize some conditions for R to be hyponormal. As consequences, we provide several cases for such operators.
Preliminaries
An operator T ∈ L(H) is said to have the single-valued extension property (or SVEP) if for every open subset G of C and any H-valued analytic function f on G such that (T − λ) f (λ) ≡ 0 on G, we have f (λ) ≡ 0 on G. For an operator T ∈ L(H) and for a vector x ∈ H, the local resolvent set ρ T (x) of T at x is defined as the union of every open subset G of C on which there is an analytic function f : G → H such that (T − λ) f (λ) ≡ x on G. The local spectrum of T at x is given by σ T (x) = C \ ρ T (x). We define the local spectral subspace of an operator T ∈ L(H) by H T (F) = {x ∈ H : σ T (x) ⊂ F} for a subset F of C. An operator T ∈ L(H) is said to have Dunford's property (C) if H T (F) is closed for each closed subset F of C. An operator T ∈ L(H) is said to have Bishop's property (β) if for every open subset G of C and every sequence { f n } of H-valued analytic functions on G such that (T − λ) f n (λ) converges uniformly to 0 in norm on compact subsets of G, we get that f n (λ) converges uniformly to 0 in norm on compact subsets of G. An operator T ∈ L(H) is said to be decomposable if for every open cover {U, V} of C there are T-invariant subspaces X and Y such that
It is well known that
Bishop's property (β) ⇒ Dunford's property (C) ⇒ SVEP.
Any of the converse implications does not hold, in general (see [19] for more details).
An operator T ∈ L(H) is called upper semi-Fredholm if T has closed range and dim ker(T) < ∞, and T ∈ L(H) is called lower semi-Fredholm if T has closed range and dim(H/ran(T)) < ∞. When T is upper semi-Fredholm or lower semi-Fredholm, T is said to be semi-Fredholm. The index of a semi-Fredholm operator T ∈ L(H), denoted ind(T), is given by
and this value is an integer or ±∞. Also an operator T ∈ L(H) is said to be Fredholm if it is both upper and lower semi-Fredholm. An operator T ∈ L(H) is said to be Weyl if it is Fredholm of index zero. If there is a nonnegative integer m such that ker(T m ) = ker(T m+1 ), then T is said to have finite ascent. If there is a nonnegative integer n satisfying ran(T n ) = ran(T n+1 ), then T is said to have finite descent. We say that T ∈ L(H) is Browder if it has finite ascent and finite descent. We define the Weyl spectrum σ w (T) and the Browder spectrum σ b (T) by σ w (T) = {λ ∈ C : T − λ is not Weyl} and
where π 00 (T) = {λ ∈ isoσ(T) : 0 < dim ker(T − λ) < ∞} and iso∆ denotes the set of all isolated points of ∆. We say that Browder's theorem holds for
We define the following subsets of the essential spectrum of an operator T ∈ L(H):
is the essential approximate point spectrum, and
is the Browder essential approximate point spectrum. For T ∈ L(H), we say that a-Weyl's theorem holds for T if
where π a 00 (T) = {λ ∈ iso σ a (T) : 0 < dimker(T − λ) < ∞}, while a-Browder's theorem holds for T if σ ea (T) = σ ab (T).
It is known that
Browder's theorem ⇐= a-Browder's theorem
⇑ ⇑
Weyl's theorem ⇐= a-Weyl's theorem.
We refer the reader to [1] , [13] , [8] , and [16] for more details.
Let L 2 be the Lebesque (Hilbert) space on the unit circle, and let L ∞ be the Banach space of all essentially bounded functions on ∂D. The Hardy-Hilbert space, denoted by H 2 , consists of all analytic functions f (z) = ∞ n=0 a n z n on D such that f 2 := (
For ϕ ∈ L ∞ , the Toeplitz operator T ϕ : H 2 → H 2 is defined by
for f ∈ H 2 where P denotes the orthogonal projection of L 2 onto H 2 . For u ∈ H 2 with power series representation u(z) = ∞ n=0 a n z n , it is well known that lim r→1 − u(rz) exists for almost every z ∈ ∂D, and so one defines u(e iθ ) := ∞ n=0 a n e inθ for almost every θ ∈ [0, 2π). A function u ∈ H 2 is called inner if | u(e iθ )| = 1 for almost every θ ∈ [0, 2π). For a nonconstant inner function u, the model space is given by K u := H 2 uH 2 (see [9] and [23] for more details). For an inner function u and ϕ ∈ L 2 , the truncated Toeplitz operator A u ϕ : K u → K u is the compressed operator of T ϕ to the space K u , that is,
We denote the truncated Toeplitz operator on K u corresponding to the unilateral shift T z merely by S u , i.e., S u := A u z . For λ ∈ D, let K λ denote the reproducing kernel for H 2 , i.e., K λ has the property that f, K λ = f (λ) for all f ∈ H 2 where ·, · stands for the inner product inducing the canonical norm · 2 on H 2 . In fact, it is easy to check that
1 − λz and we call k u λ the reproducing kernel for K u . Note that the kernel function k u λ belongs to K ∞ u which is dense in K u . Define an antilinear operator C on K u by C f = z f u. It is known from [9] that z f u ∈ K u for all f ∈ K u and C is a conjugation operator on K u . It is easy to see that
for λ ∈ D (see [9] and [23] ). For α ∈ D, the compressed shifts are defined by
and is a completely non-unitary contraction which is related to the result of Sz.-Nagy and C. Foias (see [21] for more details). If α ∈ ∂D, then U α is the Clark unitary operators defined in [6] .
Main Results
In this section, we consider the decomposability of rank one perturbations of complex symmetric operators. For example, let S be the unilateral shift in L(H) and let {e n } ∞ n=0 be an orthonormal basis of H. If T = S e 0 ⊗ e 0 0 S * and P = 0 −e 0 ⊗ e 0 0 0 are in L(H ⊕ H), then we have T * T = I = TT * . Therefore, T is unitary and P is a rank one operator. Furthermore, in this case, we know that T and P are decomposable by [19] . However, T + P = S ⊕ S * is not decomposable even if S ⊕ S * is complex symmetric. So, it is natural to consider the decomposability of rank one perturbations of complex symmetric operators R = T + u ⊗ v. We start our program with the following lemma.
Lemma 3.1. If T ∈ L(H) is complex symmetric with the conjugation C and λ ∈ C is a nonzero eigenvalue of T corresponding to an eigenvector Cv for any vector v ∈ H, then R = T + u ⊗ v is complex symmetric with the same conjugation C and T(u ⊗ v) = (u ⊗ v)T where u = λCv with a nonzero complex number λ.
If u = λCv with a nonzero complex number λ, then we have
Hence R is complex symmetric with the conjugation C. Since T is complex symmetric, λ is a nonzero eigenvalue of T with respect to Cv, and u = λCv, we thus obtain
We next consider the decomposability of the rank one perturbations of complex symmetric operators.
Theorem 3.2. Let T ∈ L(H) be complex symmetric with the conjugation C, let λ ∈ C be a nonzero eigenvalue of T corresponding to an eigenvector Cv for any vector v ∈ H, and let u = λCv for a nonzero complex number λ. Then the following statements are equivalent:
(ii) T has the property (β).
(iii) T * has the property (β).
(i) ⇔ (ii) Suppose that T has the property (β). Let D be an open set in C and let f n : D → H be a sequence of analytic functions such that
Since p(F) = 0 and TF = FT by Lemma 3.1, it follows that
Since T + u, v has the property (β), we have
The equations (2) and (3) imply that lim
Since T has the property (β), we get that lim n→∞ f n (z) K = 0. Hence R has the property (β). Since T * and
we know from the previous argument that R * = T * + v ⊗ u also has the property (β). Hence we conclude from [19, Theorems 1.2.29 and 2.5.5] that R is decomposable.
Conversely, assume that R is decomposable. Let D be an open set in C and let f n : D → H be a sequence of analytic functions such that
for every compact set K in D, where f K denotes sup z∈K f (z) for an H-valued function f (z). Then we get from (4) that
Since R − u, v has the property (β), we obtain
The relations (5) and (6) imply that lim
Since R has the property (β), we get that lim n→∞ f n (z) K = 0. Hence T has the property (β). So we complete the proof.
(ii) ⇔ (iii) Since T is complex symmetric, the proof follows from [16] .
(iii) ⇔ (iv) We get this result by using a similar method of (i) ⇔ (ii).
From Theorem 3.2, we provide several examples of the rank one perturbations of complex symmetric operators which is decomposable.
Example 3.3.
If N is a normal operator on H, then N is a complex symmetric operator by [9] . So there exists a conjugation operator C such that CNC = N * . If NCv = λCv for some nonzero complex number λ, then N + λCv ⊗ v is decomposable from Theorem 3.2.
Example 3.4. Let T be a compact and complex symmetric operator with conjugation C and let u k be any element of an orthonormal basis {u n } ∞ n=0
of H. Then we know from [4, Page 33 ] that T has the property (β). If λ is a nonzero eigenvalue of T corresponding to Cu k , then T + λCu k ⊗ u k is decomposable by Theorem 3.2.
Example 3.5. Let T be the multiplication operator on a Lebesgue space L 2 (µ) where µ is a planar positive Borel measure with compact support. Then it is clear that T is normal and it is complex symmetric with respect to the conjugation C f = f for all f ∈ L 2 (µ) by [9] . Consequently, if λ ∈ C is a nonzero eigenvalue of T with respect to f , we get that T + λ f ⊗ f is decomposable by Theorem 3.2. Even if T is not a complex symmetric operator in Theorem 3.2, the commutativity preserves the property (β) under the rank one perturbation. Proof. Let R = T + u ⊗ v. Suppose that T has the property (β). Let D be an open set in C and let f n : D → H be a sequence of analytic functions such that
for every compact set K in D, where f K denotes sup z∈K f (z) for an H-valued function f (z). Set F = u ⊗ v.
Then we obtain from (7) that
Since TF = FT and F 2 − u, v F = 0, it follows that
Since T + u, v has the property (β), it ensures that
The relations (8) and (9) give that lim
Since T has the property (β), we get that lim n→∞ f n (z) K = 0. Hence R has the property (β). Conversely, assume that R has the property (β). Let D be an open set in C and let f n : D → H be a sequence of analytic functions such that
for every compact set K in D, where f K denotes sup z∈K f (z) for an H-valued function f (z). Then we get from (10) that
Since TF = FT and
Since R − u, v has the property (β), we get
The equations (11) and (12) yield that
Since R has the property (β), we obtain that lim n→∞ f n (z) K = 0. Hence T has the property (β). In the following theorem, we study the single-valued extension property of the rank one perturbations of complex symmetric operators. 
Since p(F) = 0 and TF = FT by Lemma 3.1, it follows that (T + u, v − z)F f (z) = 0. Since T + u, v has the single-valued extension property, we have F f (z) = 0 and so (T − z) f (z) = 0. Since T has the single-valued extension property, we get that f (z) = 0. Hence R has the single-valued extension property. Conversely, assume that R has the single-valued extension property. Let G be an open set in C and let f : G → H be an analytic function such that (T − z) f (z) ≡ 0 on G. Then we have (R − z) f (z) − F f (z) = 0. Since p(F) = 0 and TF = FT by Lemma 3.1, it follows that (R − u, v − z)F f (z) = 0. Since R − u, v has the single-valued extension property, we have F f (z) = 0. From this, we obtain (R − z) f (z) = 0. Since R has the single-valued extension property, we get that f (z) = 0. Hence T has the single-valued extension property.
(ii) ⇔ (iv) Since T is complex symmetric, the proof follows from [17, Lemma 3.5].
An operator T ∈ L(H) is called quasitriangular if T can be written as sum T = T 0 + K, where T 0 is a triangular operator (i.e., there exists an orthonormal basis for H with respect to which the matrix for T 0 has upper triangular form) and K ∈ K (H). We say that T ∈ L(H) is biquasitriangular if both T and T * are quasitriangular (see [22] for more details). For an operator T ∈ L(H), the quasinilpotent part of T is defined by
Then H 0 (T) is a linear (not necessarily closed) subspace of H. We remark from [2] that if T has the single-valued extension property, then
for all λ ∈ C. It is well known from [1] and [2] that if H 0 (T−λ) = {0} for all λ ∈ C, then T has the single-valued extension property. The analytical core K(T) of T is the set of all x ∈ H with the property that there is a sequence {u n } ⊂ H and a constant δ > 0 such that x = u 0 , Tu n+1 = u n , and u n ≤ δ n x for every integer n ≥ 0 (see [1] for more details). Corollary 3.10. Let R = T + u ⊗ v be an operator in L(H) with the same hypotheses as in Theorem 3.2. If T has the single-valued extension property, then the following properties hold:
(iii) λ 0 ∈ σ e (R) if and only if λ 0 is a cluster point of σ(R) or λ 0 ∈ isoσ(R) for which
Proof. Since T has the single-valued extension property, the operator R = T + u ⊗ v and R * have the singlevalued extension property from Theorem 3.9. Hence the proof follows from [1, Corollaries 2.45 and 3.53], [2] , [20] , and [22] .
As some applications of Theorems 3.2 and 3.9, we get the following corollary. 
Proof. (i) It is well known from [19] that R is decomposable if and only if R and R * have the property (β). Hence we complete our proof.
(ii) Since R has the property (β) and σ(R) has nonempty interior, the proof follows from [7] . (iii) Since R is decomposable from Theorem 3.2, it ensures that H R (F) is a spectral maximal space of R by [4] . Hence the proof follows from [4] .
(iv) Since f (R) is decomposable from [19] , it follows that f (R) is clearly subscalar. Hence Weyl's theorem holds for f (R) by [1] . Moreover, since f (R) has the single-valued extension property, Browder's theorem holds for f (R) and given equations are satisfied from [1] .
Next, we provide several spectral relations between R = T + u ⊗ v, T, and u ⊗ v as in Theorem 3.2.
Proposition 3.12. Let R = T + u ⊗ v be an operator in L(H) with the same hypotheses as in Theorem 3.2. Then the following properties hold:
, and
where F is any subset of C. (i) Since T commutes with (u ⊗ v) by Lemma 3.1, it ensures that
Proof. Assume that
by [19] . Since T, u ⊗ v, and R are complex symmetric by [11] and Lemma 3.1, we conclude from [18, Lemma 3.22] that
By the similar method, we get that
* by [16] , and the previous result, we conclude that Γ(R) ⊂ Γ(T) ∪ Γ(u ⊗ v) because R, T, and u ⊗ v are complex symmetric.
(ii) Since R is complex symmetric, we know that σ re (R) * = σ re (R * ) and σ le (R) * = σ le (R * ) from [16, Lemma 4.1]. Since σ re (S) * = σ le (S * ) and σ e (S) = σ le (S) ∪ σ re (S) for any S ∈ L(H), it suffices to prove σ le (R) ⊂ σ le (T + u, v ). If λ ∈ σ le (R), then there exists a sequence {x n } of unit vectors in H such that {x n } weakly converges to 0 and lim n→∞ (R − λ)x n = 0 for any R ∈ L(H). Put y n = (u ⊗ v)x n . Since T commutes with (u ⊗ v) by Lemma 3.1, we obtain that
In addition, if {x n } weakly converges to 0, then {(u ⊗ v)x n } clearly weakly converges to 0 and so {y n } clearly weakly converges to 0. Therefore λ ∈ σ le (T + u, v ). Since σ e (T + K) = σ e (T) for all compact operator K, it ensures that σ e (T) = σ e (R). The remaining relations come from [18, Lemma 3.22] . So, we complete the proof.
(iii) Let λ ∈ π a 00 (R). Then λ ∈ isoσ a (R) is an eigenvalue of R with finite multiplicity. By (i), we know that λ ∈ isoσ(R) is an eigenvalue of R with finite multiplicity. This gives from [14, Proposition 2.1] that λ ∈ σ(T) ∪ ρ(T). Since T is complex symmetric, we conclude that
where ρ(T) denotes the resolvent set of T.
(iv) Suppose that λ 0 ∈ ρ T+ u,v (x). Then there is an H-valued analytic function f (λ) in a neighborhood D of λ 0 such that (T + u, v − λ) f (λ) = x for every λ ∈ D. Since T commutes with (u ⊗ v) by Lemma 3.1, it follows that
On the other hand, we assume λ 0 ∈ ρ R (x). Then there is an
. Therefore, there is an H-valued analytic function f defined on F c such that
Since T commutes with (u ⊗ v) by Lemma 3.1, it follows that
On the other hand, if x ∈ H R (F), then σ R (x) ⊂ F and so F c ⊂ ρ R (x). Therefore, there is an H-valued analytic function f defined on F c such that
Recall that an operator T ∈ L(H) is said to be finite-isoloid if iso σ(T) ⊂ π 0 f (T) where π 0 f (T) is the set of the eigenvalue of finite multiplicity. Next, we consider a-Browder's or a-Weyl's theorems hold for the rank one perturbations of complex symmetric operators. Proof. Let R = T + u ⊗ v with the hypotheses as in Theorem 3.2. (i) If T is complex symmetric with the property (β), then R and R * have the property (β) by Theorem 3.2. Hence R is subscalar by [17] and [19] . Therefore R has the following property by [1, Page 175]; for each λ ∈ C, there exists q λ ∈ N such that
Let p λ := q λ for λ ∈ C. Since H 0 (R * − λ) ⊃ ker(R * − λ) p λ for any λ ∈ C, it suffices to show the converse inclusion. Let x ∈ H 0 (R * − λ). Then, since CRC = R * for some conjugation C by Lemma 3.1, we obtain that
which implies that Weyl's theorem holds for T + u ⊗ v by [1, Theorem 3.99 ]. Since R is complex symmetric by Lemma 3.1, it follows that σ w (R) = σ ea (R) by Proposition 3.12 (iii). Therefore we get that
Hence a-Weyl's theorem holds for T +u⊗v. Similarly, we can show that a-Weyl's theorem holds for T * +v⊗u. (ii) Since T has the property (C) and T(u ⊗ v) = (u ⊗ v)T by Lemma 3.1, this ensures from Theorem 3.9 that R has the single-valued extension property. Hence R satisfies Browder's theorem by [1] . Moreover, since R is complex symmetric by Lemma 3.1, we get that σ(R) = σ a (R) and σ w (R) = σ ea (R) by Proposition 3.12. Hence [1, Theorem 3.65] implies that
where acc(∆) is the set of all accumulation points of ∆ ⊂ C. Since σ b (R) = σ w (R), we have σ ea (R) = σ w (R) = σ ab (R). Hence a-Browder's theorem holds for R. On the other hand, we verify that R * = T * + v ⊗ u also satisfies a-Browder's theorem by a similar fashion. If H 0 (T − λ) is closed for every complex number λ, then, by a similar way, we get from [1, Page 336] this result.
(iii) This result follows from Proposition 3.12, [18] , and [14, Proposition 2.2].
As some applications of Theorem 3.13, we get the following corollary.
Corollary 3.14. Suppose that T satisfies the hypotheses as in Theorem 3.2. Then following assertions hold:
Proof. (i) Since T is normal or compact, it follows from [4] or [19] that T has the property (β). Hence the result follows from Theorem 3.13. If T is hyponormal, it ensures that T is isoloid. Moreover, since T is complex symmetric, we know that T is normal by [26] . Hence T satisfies Weyl's theorem and finitely isoloid because isoσ(T) ⊂ π 00 (T) ⊂ π 0 f (T). Therefore, the proof follows from Theorem 3.13.
(ii) Since T is quasinilpotent, it ensures from [1] and Theorem 3.13 that T + u ⊗ v and T * + v ⊗ u satisfy a-Browder's theorem.
Finally, we investigate the hyponormality of the rank one perturbations of complex symmetric operators. 
for all x ∈ H. In particular, if u and v are linearly dependent, R is hyponormal if and only if
for all x ∈ H. Moreover, if u and v be linearly independent, then R is hyponormal if and only if for all x = y + z with y ∈ ∨{u, v} and z ∈ (∨{u, v})
holds where t = x, u Tv − TCu, Cx v.
Proof. Since u = v = 1, we get that
and
Since T * = CTC for some conjugation C, it follows that
for all x ∈ H. Hence we obtain that R is hyponormal if and only if
for all x ∈ H. In particular, if u and v are linearly dependent, then there exists a ∈ C such that u = av and this implies | x, u | = |a x, v | = | x, v |. Therefore, the inequality (16) yields that R is hyponormal if and only if
On the other hand, let u and v are linearly independent. Set t = x, u Tv − TCu, Cx v. Then the relation (16) ensures that R is hyponormal if and only if for all x = y + z with y ∈ ∨{u, v} and z ∈ (∨{u, v}) ⊥ ,
holds where t = x, u Tv − TCu, Cx v. The reverse implication is clearly holds. Hence we complete the proof.
From Theorem 3.15, then we obtain the following results.
Corollary 3.16. Let T ∈ L(H) be complex symmetric and let R = T + u⊗v be hyponormal on H.
holds where t = x, u Tv− TCu, Cx v, then (13) gives Tx 2 ≥ T * x 2 for all x. Therefore T is hyponormal. Since T is complex symmetric, we conclude that T is normal by [26] . be an orthonormal basis of H 2 with e n (z) = z n . If a Toeplitz operator T ϕ is complex symmetric with the conjugation C, then the following statements hold:
where e 0 and e 1 are elements of the basis {e n } ∞ n=0
, then T ϕ + (e 0 ⊗ e 1 ) is hyponormal if and only if
for all f = + h ∈ ∨{e 0 , e 1 } ⊕ (∨{e 0 , e 1 })
where e 0 is element of the basis {e n } ∞ n=0
, then T ϕ + (e 0 ⊗ e 0 ) is hyponormal if and only if
Proof. Let ϕ ∈ L ∞ and let T ϕ be complex symmetric with the conjugation C on H 2 . Then it holds that
for all f ∈ H 2 . Since e 0 and e 1 are linearly independent, it follows from Theorem 3.15 that we conclude that R is hyponormal if and only if for all f = + h with ∈ ∨{e 0 , e 1 } and h ∈ (∨{e 0 , e 1 }) ⊥ ,
holds.
(ii) By a similar method of (i) and (14) in Theorem 3.15, we obtain that T ϕ + (e 0 ⊗ e 0 ) is hyponormal if and only if Re(f (0) T ϕ e 0 , f −f (0) f, T * ϕ e 0 ) ≤ 0 for all f ∈ H 2 .
Corollary 3.18. Let ϕ = αψ + β be in L ∞ where ψ is a real-valued function in L ∞ with α and β ∈ C. If T ϕ + (e 0 ⊗ e 1 ) and T ϕ + (e 0 ⊗ e 0 ) satisfy the conditions (17) and (18) , respectively, then T ϕ + (e 0 ⊗ e 1 ) and T ϕ + (e 0 ⊗ e 0 ) have a nontrivial invariant subspace.
Proof. Since T ϕ is normal by [3] , it follows from [11, Theorem 3] that T ϕ + e 0 ⊗ e 1 and T ϕ + e 0 ⊗ e 0 are complex symmetric. If (17) and (18) hold for T ϕ , respectively, we obtain that T ϕ + (e 0 ⊗ e 1 ) and T ϕ + (e 0 ⊗ e 0 ) are hyponormal by Corollary 3.17. Since T ϕ + (e 0 ⊗ e 1 ) and T ϕ + (e 0 ⊗ e 0 ) are complex symmetric by [11] , they must be normal by [26] . Hence T ϕ + (e 0 ⊗ e 1 ) and T ϕ + (e 0 ⊗ e 0 ) have a nontrivial invariant subspace.
As an application of Theorem 3.15, we consider the hyponormality of the rank one perturbations of truncated Toeplitz operators. 
for all f ∈ K u .
Proof. Let ϕ = ϕ 1 + ϕ 2 ∈ L 2 where ϕ 1 and ϕ 2 are in K u . Since every truncated Toeplitz operator is complex symmetric by [9] , we get that 
Combining (22), (23) , and (13) in Theorem 3.15, we get that R is hyponormal if and only if it follows that R is complex symmetric. From [11] , we know that R should be normal. The condition (20) clearly holds. The converse implication trivially holds. In particular, if u(0) = 0, then k u 0 = 1. So we can get this result.
