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Abstract
We consider the following system of third-order three-point generalized right focal boundary value problems
u′′′i (t) = fi(t, u1(1(t)), u2(2(t)), . . . , un(n(t))), t ∈ [a, b],
ui(a) = u′i (z) = 0, iui (b) + iu′′i (b) = 0,
where > 0, i = 1, 2, . . . , n, 12 (a + b)< z<b, i 0, i > 0, and i are deviating arguments. Criteria will be developed so that for
values of  that form an interval (bounded or unbounded), the above system has a ﬁxed-sign solution u = (u1, u2, . . . , un), i.e., for
each 1 in, iui (t)0 for t ∈ [a, b], where i ∈ {1,−1} is ﬁxed. Explicit intervals for such values of  will also be presented. A
numerical example is included to illustrate the results obtained.
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1. Introduction
In this paper we consider the following system of three-point generalized right focal boundary value problems:{
u′′′i (t) = fi(t, u1(1(t)), u2(2(t)), . . . , un(n(t))), t ∈ [a, b],
ui(a) = u′i (z) = 0, iui(b) + iu′′i (b) = 0,
(F)
where > 0 and i = 1, 2, . . . , n. For each 1 in, i is a deviating argument and it is assumed that
1
2 (a + b)< z<b, i0, i > 0, i ≡ 2i + i (b − a)(b − 2z + a)> 0.
A solution u = (u1, u2, . . . , un) of (F) will be sought in (C[a, b])n = C[a, b] × C[a, b] × · · · × C[a, b] (n times).
We say that u is a solution of ﬁxed sign if for each 1 in, we have iui(t)0 for all t ∈ [a, b], where i ∈ {1,−1}
is ﬁxed. In the event that i = 1 for all 1 in, we get the special case of a positive solution.
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If, for a particular , the system (F) has a ﬁxed-sign solution u, then  is called an eigenvalue and u a corresponding
eigenfunction of the system. Let E be the set of eigenvalues of (F), i.e.,
E = {|> 0 and the system (F) has a ﬁxed-sign solution}.
The eigenvalue characterization for the two-point right focal boundary value problem
{
(−1)3−ky′′′(t) = f (t, y(t)), t ∈ [0, 1],
y(j)(0) = 0, 0jk − 1; y(j)(1) = 0, kj2,
where k ∈ {1, 2}, has been well discussed in the literature [1,3]. The related higher order discrete problem can
be found in [11,12,14]. Work on a three-point right focal problem, a special case of (F) when n = 1, 1 = 1, 1 = 0,
1(t) = t is available in [6]. Recently, Anderson [5] considered (F) when n = 1,  = 1,1(t) = t and developed the
Green’s function for the boundary value problem. Existence criteria for multiple ﬁxed-sign solutions of (F)
when  = 1,i (t) = t, 1 in have very recently been established in [13]. In our present work, we generalize
the boundary value problem considered in [5] to a system, with a general nonlinear term involving deviating
arguments, and consider the eigenvalue problem where the eigenfunctions concerned are of ﬁxed sign.
As noted earlier, the deﬁnition of ﬁxed-sign solution includes the usual positive solution as a particular case.
This has been the usual consideration in the literature; see for example [1–8,11,12,14] and the references
cited therein.
The paper is outlined as follows. In Section 2, we shall state Krasnosel’skii’s ﬁxed-point theorem, which is crucial
in establishing subintervals of E. In Section 3, criteria are developed for E to contain an interval, and for E to be
an interval, which may either be bounded or unbounded. Moreover, upper and lower bounds are established for an
eigenvalue . We obtain explicit subintervals of E in Section 4. Finally, an example is presented in Section 5 to illustrate
the importance of the results obtained.
2. Preliminaries
The following theorem will be needed. It is usually called Krasnosel’skii’s ﬁxed-point theorem in a cone.
Theorem 2.1 (Krasnosel’skii [9]). Let B = (B, ‖ · ‖) be a Banach space, and let C ⊂ B be a cone in B. Assume
1,2 are bounded open subsets of B with 0 ∈ 1, 1 ⊂ 2, and let
S : C ∩ (2\1) → C
be a continuous and completely continuous operator such that, either
(a) ‖Su‖‖u‖, u ∈ C ∩ 1, and ‖Su‖‖u‖, u ∈ C ∩ 2, or
(b) ‖Su‖‖u‖, u ∈ C ∩ 1, and ‖Su‖‖u‖, u ∈ C ∩ 2.
Then S has a ﬁxed point in C ∩ (2\1).
3. Eigenvalue characterization
Let gi(t, s) be the Green’s function of the boundary value problem
{
y′′′(t) = 0, t ∈ [a, b],
y(a) = y′(z) = 0, iy(b) + iy′′(b) = 0.
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It is known [5] that for t, s ∈ [a, b],
gi(t, s) =
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
t − a
2
(2s − t − a) + i (t − a)
2i
(s − a)2(2z − a − t), ts, s ∈ [a, z],
(s − a)2
2i
[i + i (t − a)(2z − a − t)], ts, s ∈ [a, z],
t − a
2i
(2z − a − t)[2i + i (b − s)2], ts, s ∈ [z, b],
t − a
2i
(2z − a − t)[2i + i (b − s)2] +
(t − s)2
2
, ts, s ∈ [z, b].
(3.1)
Moreover, gi(t, s) has the following properties:
gi(t, s)0, t, s ∈ [a, b]; gi(t, s)> 0, t, s ∈ (a, b]; (3.2)
gi(t, s)gi(z, s), t, s ∈ [a, b]; (3.3)⎧⎨
⎩
gi(t, s)Mgi(z, s), t ∈ [z − h, z + h], s ∈ [a, b],
where h ∈ (0, b − z) is ﬁxed, and M = (z − a + h)(z − a − h)
(z − a)2 (0<M < 1).
(3.4)
Throughout, we shall denote u= (u1, u2, . . . , un). Let the Banach space B = (C[a, b])n be equipped with the norm
‖u‖ = max
1 in
sup
t∈[a,b]
|ui(t)| = max
1 in
|ui |0,
where we let |ui |0 = supt∈[a,b]|ui(t)|, 1 in.
For clarity, we shall list the conditions used later as follows. In these conditions, the numbers i ∈ {1,−1}, 1 in,
are ﬁxed, and the sets K , K˜ are deﬁned, respectively, by
K˜ = {u ∈ B|iui(t)0, t ∈ [a, b], 1 in}
and
K = {u ∈ K˜|j uj (t)> 0 for some j ∈ {1, 2, . . . , n} and some t ∈ [a, b]} = K˜\{0}.
(A1) For each 1 in, the function fi : [a, b] × Rn → R is a L1-Carathéodory function (i.e., the map t 	→ f (t, u)
is measurable for all u ∈ Rn; the map u 	→ f (t, u) is continuous for almost all t ∈ [a, b]; for any r > 0, there
exists 	r ∈ L1[a, b] such that |u|r implies that |f (t, u)|	r (t) for almost all t ∈ [a, b]).
(A2) For each 1 in, we have
ifi(t, u)0, u ∈ K˜, a.e. t ∈ (a, b) and ifi(t, u)> 0, u ∈ K, a.e. t ∈ (a, b).
(A3) For each 1 in, we have

i (t)pi(u)ifi(t, u)i (t)pi(u), u ∈ K˜, a.e. t ∈ (a, b),
where pi, 
i , i are continuous functions with pi : K˜ → [0,∞) and 
i , i : (a, b) → [0,∞).
(A4) For each 1 i, jn, if 0j uj j vj , then for a.e.t ∈ (a, b),
ifi(t, u1, . . . , uj−1, uj , uj+1, . . . , un)ifi(t, u1, . . . , uj−1, vj , uj+1, . . . , un).
(A5) For each 1 i, jn, if 0j uj j vj , then
pi(u1, . . . , uj−1, uj , uj+1, . . . , un)pi(u1, . . . , uj−1, vj , uj+1, . . . , un).
(A6) For each 1 in, the deviating argument i is continuous and i maps [a, b] into [a, b].
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Remark 3.1. There are many examples of a deviating function i satisfying (A6). For instance, when a=0 and b=1,
i (t) = t2 or sin t/2.
To begin, we deﬁne the operator S : (C[a, b])n → (C[a, b])n by
Su(t) = (S1u(t), S2u(t), . . . , Snu(t)), t ∈ [a, b] (3.5)
with
Siu(t) = 
∫ b
a
gi(t, s)fi(s, u1(1(s)), u2(2(s)), . . . , un(n(s))) ds
= 
∫ b
a
gi(t, s)fi(s, u((s))) ds, t ∈ [a, b], 1 in, (3.6)
where we let u((s))= (u1(1(s)), u2(2(s)), . . . , un(n(s))). Clearly, a ﬁxed point of the operator S is a solution of
the system (F).
Next, with i , 1 in and h (0<h<b − z, see (3.4)) ﬁxed, we deﬁne a cone in B = (C[a, b])n as
C =
{
u ∈ B
∣∣∣∣ for each 1 in, iui(t)0 for t ∈ [a, b], and mint∈[z−h,z+h] iui(t)M|ui |0
}
, (3.7)
where M is deﬁned in (3.4). Note that C ⊆ K˜ . A ﬁxed point of S obtained in C or K˜ will be a ﬁxed-sign solution of the
system (F). Further, for R> 0, we denote
C(R) = {u ∈ C|‖u‖R}.
Remark 3.2. If (A2), (A3) and (A6) hold, then together with (3.2), it follows from (3.6) that

∫ b
a
gi(t, s)
i (s)pi(u((s))) dsiSiu(t)
∫ b
a
gi(t, s)i (s)pi(u((s))) ds,
u ∈ K˜, t ∈ [a, b], 1 in. (3.8)
Lemma 3.1. Let (A1) hold. Then, the operator S is continuous and completely continuous.
Proof. As in [10, Theorem 4.2.2], (A1) ensures that S is continuous and completely continuous. 
Lemma 3.2. Let (A2) and (A6) hold. Then, the operator S maps C into itself.
Proof. Let u ∈ C. Noting (A2), (A6) and (3.2), it is clear that
iSiu(t) = 
∫ b
a
gi(t, s)ifi(s, u((s))) ds0, t ∈ [a, b], 1 in. (3.9)
Next, using (3.9) and (3.3), we ﬁnd for t ∈ [a, b] and 1 in,
|Siu(t)| = iSiu(t)
∫ b
a
gi(z, s)ifi(s, u((s))) ds.
Hence, we have
|Siu|0
∫ b
a
gi(z, s)ifi(s, u((s)) ds, 1 in. (3.10)
Now, employing (3.4) and (3.10), we obtain for t ∈ [z − h, z + h] and 1 in,
iSiu(t)
∫ b
a
Mgi(z, s)ifi(s, u((s))) dsM|Siu|0.
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This leads to
min
t∈[z−h,z+h] iSiu(t)M|Siu|0, 1 in. (3.11)
Inequalities (3.9) and (3.11) imply that Su ∈ C. 
Our ﬁrst main result provides conditions for E to contain an interval.
Theorem 3.1. Let (A1)–(A3) and (A6) hold, and let gi(z, s)i (s) ∈ L1[a, b], 1 in. Then, there exists r > 0 such
that the interval (0, r] ⊆ E.
Proof. Let R> 0 be given. Deﬁne
r = R
⎧⎪⎨
⎪⎩
⎡
⎢⎣ max
1kn
sup
|uj |R
1 j  n
pk(u1, u2, . . . , un)
⎤
⎥⎦∫ b
a
gi(z, s)i (s) ds
⎫⎪⎬
⎪⎭
−1
. (3.12)
Let  ∈ (0, r]. We shall prove that S(C(R)) ⊆ C(R). To begin, let u ∈ C(R). Since we already have Su ∈ C
(Lemma 3.2), it remains to show that ‖Su‖R. Using (3.9), (3.8), (3.3), (A6) and (3.12), we get for t ∈ [a, b] and
1 in,
|Siu(t)| = iSiu(t)
∫ b
a
gi(z, s)i (s)pi(u((s))) ds

⎡
⎢⎣ sup
|uj |R
1 j  n
pi(u1, u2, . . . , un)
⎤
⎥⎦∫ b
a
gi(z, s)i (s) ds

⎡
⎢⎣ max
1kn
sup
|uj |R
1 j  n
pk(u1, u2, . . . , un)
⎤
⎥⎦∫ b
a
gi(z, s)i (s) ds
r
⎡
⎢⎣ max
1kn
sup
|uj |R
1 j  n
pk(u1, u2, . . . , un)
⎤
⎥⎦∫ b
a
gi(z, s)i (s) ds = R.
It follows immediately that
‖Su‖R.
Thus, we have shown that S(C(R)) ⊆ C(R). Also, from Lemma 3.1 the operator S is continuous and completely
continuous. Schauder’s ﬁxed-point theorem guarantees that S has a ﬁxed point in C(R). Clearly, this ﬁxed point is a
ﬁxed-sign solution of (F) and therefore  is an eigenvalue of (F). Since  ∈ (0, r] is arbitrary, we have proved that the
interval (0, r] ⊆ E. 
We shall next develop criteria for E to be an interval. To do that, we ﬁrst establish the following lemma.
Lemma 3.3. Let (A1), (A2), (A4) and (A6) hold. Suppose that ∗ ∈ E. Then, for any  ∈ (0, ∗), we have  ∈ E, i.e.,
(0, ∗] ⊆ E.
Proof. Let u∗ = (u∗1, u∗2, . . . , u∗n) be the eigenfunction corresponding to the eigenvalue ∗. Thus, we have
u∗i (t) = Siu∗(t) = ∗
∫ b
a
gi(t, s)fi(s, u
∗((s))) ds, t ∈ [a, b], 1 in, (3.13)
where u∗((s)) = (u∗1(1(s)), u∗2(2(s)), . . . , u∗n(n(s))).
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Deﬁne
K∗ = {u ∈ K˜| for each 1 in, iui(t)iu∗i (t), t ∈ [a, b]}.
Let u ∈ K∗ and  ∈ (0, ∗). In view of (A6), it follows that
iui(i (t))iu∗i (i (t)), t ∈ [a, b].
Hence, applying (3.2), (A2), (A4) and the above inequality, we get
0iSiu(t) = i
[

∫ b
a
gi(t, s)fi(s, u((s))) ds
]
i
[
∗
∫ b
a
gi(t, s)fi(s, u
∗((s))) ds
]
= iSiu∗(t), t ∈ [a, b], 1 in,
where the last equality follows from (3.13). This immediately implies that the operator S deﬁned by (3.5) maps K∗
into K∗. Moreover, from Lemma 3.1 the operator S is continuous and completely continuous. Schauder’s ﬁxed-point
theorem guarantees that S has a ﬁxed point in K∗, which is a ﬁxed-sign solution of (F). Hence,  is an eigenvalue, i.e.,
 ∈ E. 
Theorem 3.2. Let (A1), (A2), (A4) and (A6) hold. If E = ∅, then E is an interval.
Proof. Suppose E = ∅ is not an interval. Then, there exist 0, ′0 ∈ E(0 < ′0) and  ∈ (0, ′0) with  /∈E. However,
this is not possible as Lemma 3.3 guarantees that  ∈ E. Hence, E is an interval. 
Our next result provides upper and lower bounds for an eigenvalue .
Theorem 3.3. Let (A2), (A3), (A5) and (A6) hold, and let gi(z, s)i (s) ∈ L1[a, b], 1 in. Suppose that  is an
eigenvalue of (F) and u ∈ C is a corresponding eigenfunction. Let qi = |ui |0, 1 in. Then, for each 1 in, we
have
 qi
pi(1q1, 2q2, . . . , nqn)
[∫ b
a
gi(z, s)i (s) ds
]−1
(3.14)
and
 qi
pi(1Mq1, 2Mq2, . . . , nMqn)
[∫
I
gi(z, s)
i (s) ds
]−1
, (3.15)
where
{
I is the largest subset of [a, b] of positive measure such that
i (s) ∈ [z − h, z + h], 1 in for all s ∈ I.
(3.16)
Proof. First, we shall prove (3.14). For each 1 in, let x∗i ∈ [a, b] be such that qi =|ui |0 =iui(x∗i ), 1 in. Note
also from (A6) that
j uj (j (s))qj = j (j qj ), s ∈ [a, b], 1jn.
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Then, together with (3.8), (3.3) and (A5), we ﬁnd
qi = iui(x∗i ) = iSiu(x∗i ) = i
∫ b
a
gi(x
∗
i , s)fi(s, u((s))) ds

∫ b
a
gi(x
∗
i , s)i (s)pi(u((s))) ds

∫ b
a
gi(z, s)i (s)pi(1q1, 2q2, . . . , nqn) ds,
from which (3.14) is immediate.
Next, to verify (3.15), we employ (3.8), (3.4), (A5) and the fact that u ∈ C implies
min
s∈I j uj (j (s))M|uj |0 = Mqj = j (jMqj ), 1jn,
to get
qi = |ui |0iui(z) = i
∫ b
a
gi(z, s)fi(s, u((s))) ds

∫ b
a
gi(z, s)
i (s)pi(u((s))) ds

∫
I
gi(z, s)
i (s)pi(u((s))) ds

∫
I
gi(z, s)
i (s)pi(1Mq1, 2Mq2, . . . , nMqn) ds.
Inequality (3.15) is now immediate. 
Having obtained Theorems 3.2 and 3.3, we are now ready to establish criteria for E to be a bounded or an unbounded
interval. For each 1 in, deﬁne
FBi =
{
p : K˜ → [0,∞)
∣∣∣∣ |ui |p(u1, u2, . . . , un) is bounded for u ∈ K˜
}
,
F 0i =
{
p : K˜ → [0,∞)
∣∣∣∣ lim
min1 j  n|uj |→∞
|ui |
p(u1, u2, . . . , un)
= 0
}
,
F∞i =
{
p : K˜ → [0,∞)
∣∣∣∣ lim
min1 j  n|uj |→∞
|ui |
p(u1, u2, . . . , un)
= ∞
}
.
Theorem 3.4. Let (A1)–(A6) hold, and let gi(z, s)i (s) ∈ L1[a, b], 1 in.
(a) If pi ∈ FBi for each 1 in, then E = (0, r) or (0, r] for some r ∈ (0,∞).
(b) If pi ∈ F 0i for each 1 in, then E = (0, r] for some r ∈ (0,∞).
Proof. (a) This is immediate from (3.15) and Theorems 3.1 and 3.2.
(b)) Since F 0i ⊆ FBi , 1 in, it follows from Case (a) that E = (0, r) or (0, r] for some r ∈ (0,∞). In
particular, r = supE. Let {m}∞m=1 be a monotonically increasing sequence in E which converges to r , and let
{um = (um1 , um2 , . . . , umn )}∞m=1 ∈ K˜ be a corresponding sequence of eigenfunctions. Further, let qmi = |umi |0, 1 in.
Then, (3.15), together with pi ∈ F 0i , implies that no subsequence of {qmi }∞m=1 can diverge to inﬁnity. Thus, there exists
Ri > 0, 1 in, such that qmi Ri, 1 in, for all m. So umi is uniformly bounded for each 1 in. This, together
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with Sum = um (note Lemma 3.1) implies that for each 1 in, there is a subsequence of {umi }∞m=1, relabelled as the
original sequence, which converges uniformly to some ui ∈ K˜i , where
K˜i = {y ∈ C[a, b]|iy(t)0, t ∈ [a, b]}.
Clearly, we have
umi (t) = m
∫ b
a
gi(t, s)fi(s, u
m
1 (1(s)), u
m
2 (2(s)), . . . , u
m
n (n(s))) ds, t ∈ [a, b], 1 in. (3.17)
Since umi converges to ui and m converges to r , letting m → ∞ in (3.17) yields
ui(t) = r
∫ b
a
gi(t, s)fi(s, u1(1(s)), u2(2(s)), . . . , un(n(s))) ds, t ∈ [a, b], 1 in.
Hence, r is an eigenvalue with corresponding eigenfunction u= (u1, u2, . . . , un), i.e., r = supE ∈ E. This completes
the proof for Case (b). 
Theorem 3.5. Let (A1)–(A3), (A5) and (A6) hold, and let gi(z, s)i (s) ∈ L1[a, b], 1 in. If pi ∈ F∞i for each
1 in, then E = (0,∞), i.e., (F) has a ﬁxed-sign solution for any > 0.
Proof. Let > 0 be ﬁxed. Choose > 0 so that
 max
1 in
∫ b
a
gi(z, s)i (s) ds
1

. (3.18)
By deﬁnition, if pi ∈ F∞i , 1 in, then there exists R = R()> 0 such that the following holds for each 1 in:
pi(u1, u2, . . . , un)< |ui |, |uj |R, 1jn. (3.19)
We shall prove that S(C(R)) ⊆ C(R). To begin, let u ∈ C(R). By Lemma 3.2, we have Su ∈ C. Thus, it remains to
show that ‖Su‖R. Using (3.9), (3.8), (3.3), (A6), (A5), (3.19) and (3.18), we ﬁnd for t ∈ [a, b] and 1 in,
|Siu(t)| = iSiu(t)
∫ b
a
gi(z, s)i (s)pi(u((s))) ds
pi(1R, 2R, . . . , nR)
∫ b
a
gi(z, s)i (s) ds
(R)
∫ b
a
gi(z, s)i (s) dsR.
It follows that ‖Su‖R and hence S(C(R)) ⊆ C(R). From Lemma 3.1 the operator S is continuous and
completely continuous. Schauder’s ﬁxed-point theorem guarantees that S has a ﬁxed point in C(R). Clearly, this ﬁxed
point is a ﬁxed-sign solution of (F) and therefore  is an eigenvalue of (F). Since > 0 is arbitrary, we have proved that
E = (0,∞). 
4. Subintervals of E
In this section, we derive explicit subintervals of E. Throughout, we assume that i ∈ {1,−1}, 1 in and h ∈
(0, b − z) are ﬁxed.
The main tool used is Theorem 2.1, with B = (C[a, b])n, the cone C as deﬁned in (3.7), and the operator S as deﬁned
in (3.5) and (3.6).
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For each pi, 1 in introduced in (A3), we deﬁne
p0,i = lim sup
max1 j  n|uj |→0
pi(u1, u2, . . . , un)
|ui | , p0,i = lim infmax1 j  n|uj |→0
pi(u1, u2, . . . , un)
|ui | ,
p∞,i = lim sup
min1 j  n|uj |→∞
pi(u1, u2, . . . , un)
|ui | , p∞,i = lim infmin1 j  n|uj |→∞
pi(u1, u2, . . . , un)
|ui | .
Theorem 4.1. Let (A1)–(A3) and (A6) hold, and let gi(z, s)i (s) ∈ L1[a, b], 1 in. If  is such that
1,i < < 2,i , 1 in, (4.1)
where
1,i =
[
p∞,i
∫
I
Mgi(z, s)
i (s) ds
]−1
, 2,i =
[
p0,i
∫ b
a
gi(z, s)i (s) ds
]−1
,
and I is deﬁned in (3.16), then  ∈ E. Hence, we have
(1,i , 2,i ) ⊆ E, 1 in.
Proof. Let  satisfy (4.1) and let i > 0, 1 in, be such that[
(p∞,i − i )
∫
I
Mgi(z, s)
i (s) ds
]−1

[
(p0,i + i )
∫ b
a
gi(z, s)i (s) ds
]−1
, 1 in. (4.2)
First, we pick w> 0 so that
pi(u)(p0,i + i )|ui |, 0< |ui |w, 1 in. (4.3)
Let u ∈ C be such that ‖u‖ = w. Then, applying (3.9), (3.8), (3.3), (A6), (4.3) and (4.2) successively, we ﬁnd for
t ∈ [a, b] and 1 in,
|Siu(t)| = iSiu(t)
∫ b
a
gi(z, s)i (s)pi(u((s))) ds

∫ b
a
gi(z, s)i (s)(p0,i + i )|ui(i (s))| ds

∫ b
a
gi(z, s)i (s)(p0,i + i )‖u‖ ds‖u‖.
Hence,
‖Su‖‖u‖. (4.4)
If we set 1 = {u ∈ B|‖u‖<w}, then (4.4) holds for u ∈ C ∩ 1.
Next, choose T >w> 0 such that
pi(u)(p∞,i − i )|ui |, |ui |T , 1 in. (4.5)
Let u ∈ C be such that
‖u‖ = T ∗ ≡ T
M
(>w).
Suppose ‖u‖ = |uk|0 for some k ∈ {1, 2, . . . , n}. Then, for s ∈ I we have
|uk(k(s))|M|uk|0 = M‖u‖ = M ·
T
M
= T ,
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which, in view of (4.5), yields
pk(u((s)))(p∞,k − k)|uk(k(s))|, s ∈ I . (4.6)
Using (3.8), (3.4), (4.6) and (4.2), we ﬁnd
|Sku(z)| = kSku(z)
∫ b
a
gk(z, s)
k(s)pk(u((s))) ds

∫
I
gk(z, s)
k(s)pk(u((s))) ds

∫
I
gk(z, s)
k(s)(p∞,z − k)|uk(k(s))| ds

∫
I
gk(z, s)
k(s)(p∞,z − k)M|uk|0 ds
= 
∫
I
gk(z, s)
k(s)(p∞,z − k)M‖u‖ ds‖u‖.
Therefore, |Sku|0‖u‖ and this leads to
‖Su‖‖u‖. (4.7)
If we set 2 = {u ∈ B|‖u‖<T ∗}, then (4.7) holds for u ∈ C ∩ 2.
Now that we have obtained (4.4) and (4.7), it follows from Theorem 2.1 and Lemma 3.1 that S has a ﬁxed point
u ∈ C ∩ (2\1) such that w‖u‖T ∗. Since this u is a ﬁxed-sign solution of (F), the conclusion of the theorem
follows immediately. 
Corollary 4.1. Let (A1)–(A4) and (A6) hold, and let gi(z, s)i (s) ∈ L1[a, b], 1 in. Then,(
0, max
1 in
2,i
)
⊆ E,
where 2,i is deﬁned in Theorem 4.1.
Proof. This is immediate from Theorem 4.1 and Lemma 3.3. 
Theorem 4.2. Let (A1)–(A3) and (A6) hold, and let gi(z, s)i (s) ∈ L1[a, b], 1 in. If  is such that
3,i < < 4,i , 1 in, (4.8)
where
3,i =
[
p0,i
∫
I
Mgi(z, s)
i (s) ds
]−1
, 4,i =
[
p∞,i
∫ b
a
gi(z, s)i (s) ds
]−1
,
and I is as deﬁned in (3.16), then  ∈ E. Hence, we have
(3,i , 4,i ) ⊆ E, 1 in.
Proof. Let  satisfy (4.8) and let i > 0, 1 in, be such that[
(p0,i − i )
∫
I
Mgi(z, s)
i (s) ds
]−1

[
(p∞,i + i )
∫ b
a
gi(z, s)i (s) ds
]−1
, 1 in. (4.9)
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First, pick w> 0 such that
pi(u)(p0,i − i )|ui |, 0< |ui |w, 1 in. (4.10)
Let u ∈ C be such that ‖u‖ =w. Suppose ‖u‖ = |uk|0 for some k ∈ {1, 2, . . . , n}. Employing (3.9), (3.8), (3.3), (A6),
(4.10) and (4.9) successively, we get
|Sku(z)| = kSku(z)
∫ b
a
gk(z, s)
k(s)pk(u((s))) ds

∫ b
a
gk(z, s)
k(s)(p0,k − k)|uk(k(s))| ds

∫
I
gk(z, s)
k(s)(p0,k − k)|uk(k(s))| ds

∫
I
gk(z, s)
k(s)(p0,k − k)M|uk|0 ds
= 
∫
I
gk(z, s)
k(s)(p0,k − k)M‖u‖ ds‖u‖.
Therefore, |Sku|0‖u‖ and inequality (4.7) follows immediately. By setting 1 = {u ∈ B|‖u‖<w}, we see that (4.7)
holds for u ∈ C ∩ 1.
Next, choose T >w> 0 such that
pi(u)(p∞,i + i )|ui |, |ui |T , 1 in. (4.11)
Let Nb and Nu be subsets of {1, 2, . . . , n} such that pi is bounded for i ∈ Nb and pj is unbounded for j ∈ Nu.
Clearly, Nb ∩ Nu = ∅ and Nb ∪ Nu = {1, 2, . . . , n}. We shall consider the two cases when pi is bounded and when pi
is unbounded.
Case 1: Suppose that pi is bounded, i.e., i ∈ Nb. Then, there exists some Ri > 0 such that
pi(u)Ri, u ∈ K˜, i ∈ Nb. (4.12)
Deﬁne
T ′ = max
i∈Nb
4,iRi
∫ b
a
gi(z, s)i (s) ds.
Let u ∈ C be such that ‖u‖T ′. Applying (3.9), (3.8), (3.3), (A6), (4.12) and (4.8) gives for i ∈ Nb and t ∈ [a, b],
|Siu(t)| = iSiu(t)
∫ b
a
gi(t, s)i (s)pi(u((s))) ds

∫ b
a
gi(z, s)i (s)Ri ds
< 4,i
∫ b
a
gi(z, s)i (s)Ri dsT ′‖u‖.
It follows that for u ∈ C with ‖u‖T ′,
max
i∈Nb
|Siu|0‖u‖. (4.13)
Case 2: Suppose that pi is unbounded, i.e., i ∈ Nu. Then, there exists
T ′′ >max{T , T ′} (>w),
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such that
pi(u) max
j ∈{−1,1}
1 j  n
pi(1T
′′, 2T ′′, . . . , nT ′′), |uj |T ′′, 1jn. (4.14)
Let u ∈ C be such that ‖u‖= T ′′. Then, successive use of (3.9), (3.8), (A6), (4.14), (4.11), (3.3) and (4.9) provides for
i ∈ Nu and t ∈ [a, b],
|Siu(t)| = iSiu(t)
∫ b
a
gi(t, s)i (s)pi(u((s))) ds

∫ b
a
gi(t, s)i (s) max
j ∈{−1,1}
1 j  n
pi(1T
′′, 2T ′′, . . . , nT ′′) ds

∫ b
a
gi(t, s)i (s)(p∞,i + i )T ′′ ds
= 
∫ b
a
gi(z, s)i (s)(p∞,i + i )‖u‖ ds‖u‖.
Therefore, we have for u ∈ C with ‖u‖ = T ′′,
max
i∈Nu
|Siu|0‖u‖. (4.15)
Combining (4.13) and (4.15), we obtain for u ∈ C with ‖u‖ = T ′′,
max
i∈Nb∪Nu
|Siu|0 = max
1 in
|Siu|0 = ‖Su‖‖u‖.
Hence, by setting 2 = {u ∈ B|‖u‖<T ′′}, we see that (4.4) holds for u ∈ C ∩ 2.
Having obtained (4.7) and (4.4), an application of Theorem 2.1 and Lemma 3.1 leads to the existence of a ﬁxed point
u of S in C ∩ (2\1) such that w‖u‖T ′′. This u is a ﬁxed-sign solution of (F) and the conclusion of the theorem
follows immediately. 
Corollary 4.2. Let (A1)–(A4) and (A6) hold, and let gi(z, s)i (s) ∈ L1[a, b], 1 in. Then,(
0, max
1 in
4,i
)
⊆ E,
where 4,i is deﬁned in Theorem 4.2.
Proof. This is immediate from Theorem 4.2 and Lemma 3.3. 
Theorem 4.3. Let (A1)–(A3) and (A6) hold, and let gi(z, s)i (s) ∈ L1[a, b], 1 in. For some i ∈ {1, 2, . . . , n}, if
pi is superlinear (i.e., p0,i = 0 and p∞,i = ∞) or sublinear (i.e., p0,i = ∞ and p∞,i = 0), then E = (0,∞), i.e., (F)
has a ﬁxed-sign solution for any > 0.
Proof. This is clear from Theorems 4.1 and 4.2. 
Remark 4.1. Superlinearity and sublinearity conditions have also been discussed for various boundary value problems
in the literature for the single equation case (n = 1), see, for example, [2–4,7] and the references cited therein.
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5. Example
We consider the system (F) when n = 2, [a, b] = [0, 1], z = 0.55, i = 1, i = 0.5, i = 1, 2,
f1(t, u1(t), u2(t)) = (|u1(1(t))| + 1)
2
|u2(2(t))| + 1
[
t (t − 2)
(
t − 517
360
)
+ 1
]−1
,
f2(t, u1(t), u2(t)) = 3(|u2(2(t))| + 1)
2
|u1((1(t))| + 1
[
3t (t − 2)
(
t − 517
360
)
+ 3
]−1
,
where 1(t) =
√
t and 2(t) = sin t.
Clearly, (A1) and (A6) are satisﬁed. Fix 1 = 2 = 1. Then, (A2) is fulﬁlled. Next, choose
p1(u1, u2) = (|u1| + 1)
2
|u2| + 1 , p2(u1, u2) =
3(|u2| + 1)2
|u1| + 1 ,

1(t) = 1(t) =
[
t (t − 2)
(
t − 517
360
)
+ 1
]−1
,

2(t) = 2(t) =
[
3t (t − 2)
(
t − 517
360
)
+ 3
]−1
.
Then, (A3) is satisﬁed. Moreover, we have gi(z, s)i (s) ∈ L1[0, 1], i = 1, 2.
By Theorem 3.1, there exists r > 0 such that
(0, r] ⊆ E. (5.1)
On the other hand, it is easy to see that
p0,1 = p0,1 = ∞, p∞,1 = p∞,1 = 1, p0,2 = p0,2 = ∞ and p∞,2 = p∞,2 = 3.
Using expression (3.1), by direct computation we get
3,1 = 3,2 = 0 and 4,1 = 4,2 = 13.7382.
It follows from Theorem 4.2 that
(0, 13.7382) ⊆ E. (5.2)
In view of (5.2), we see that (5.1) holds for any positive r < 13.7382. Moreover, as an example, when  = 6 ∈
(0, 13.7382) ⊆ E, the system considered has a positive solution u = (u1, u2) given by
u1(t) = u2(t) = t (t − 2)
(
t − 517
360
)
. (5.3)
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