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Sums of two squares
We would now like to use the rather algebraic theory we have developed to solve a purely Diophantine problem: which integers n are the sum of two squares?
The relevance of the Gaussian integers is not hard to see: N (a + bi) = a 2 + b 2 , so we are asking which integers are norms of Gaussian integers.
It turns out to be best to consider first the case of primes. Why would we think to do this? Let us consider the situation for small values of n: n = 1: 1 = 0 2 + 1; n = 2 (prime): 2 = 1 2 + 1 2 ; n = 3 (prime) is not a sum of two squares. n = 4: 4 = 2 2 + 0 2 . n = 5 (prime): 5 = 2 2 + 1 2 . n = 6 is not a sum of two squares. n = 7 (prime) is not a sum of two squares. n = 8: 8 = 2 2 + 2 2 . n = 9: 9 = 3 2 + 0 2 . n = 10: 10 = 3 2 + 1 2 . n = 11 (prime) is not a sum of two squares. n = 12 is not a sum of two squares. n = 13 (prime): 13 = 3 2 + 2 2 . n = 14 is not a sum of two squares. n = 15 is not a sum of two squares. n = 16: 16 = 4 2 + 0 2 . n = 17 (prime): 17 = 4 2 + 1 2 . n = 18: 18 = 3 2 + 3 2 . n = 19 (prime) is not a sum of two squares. n = 20: 20 = 4 2 + 2 2 . n = 21 is not a sum of two squares. n = 22 is not a sum of two squares. n = 23 (prime) is not a sum of two squares. n = 24 is not a sum of two squares. n = 25: 25 = 5 2 + 0 2 . n = 26: 26 = 5 2 + 1.
We can continue our table, however the apparent pattern in the case of prime values of n is already easy to guess: 2 is a sum of two squares, any prime p = 4k + 1 is a sum of two squares, and any prime p = 4k + 3 is not a sum of two squares. The general situation seems more complicated, so let us first try to establish these facts.
Proposition 1.
If n ≡ 3 (mod 4), then n is not a sum of two squares.
Proof: Suppose n = a 2 + b 2 ; then reducing modulo 4 we would have 3 = a 2 + b 2 in Z/4Z. In fact this is not possible: the squares in Z/4Z are 0 = 0 2 = 2 2 and 1 = 1 2 = 3 2 . Adding any pair of elements from {0, 1}, we cannot get 3.
The other part, that every prime p = 4k + 1 is a sum of two squares lies much deeper. To get at it, let us try to recast our previous statement in terms of the arithmetic of Z[i]. Namely, suppose p ≡ 3 (mod 4) is a prime number. We claim that p is also irreducible (and hence prime, since
, any nontrivial factorization would involve an element a + bi with N (a + bi) = a 2 + b 2 = p, and we just showed that no such elements exist when p is 3 (mod 4).
Consider however that 5 = N (2 + i) = (2 + i)(2 − i). Thus 5 is not prime in Z [i] ; it splits into the nonassociate primes 2 + i and 2 − i. This is the behavior we would like to generalize: that is, to show that if p ≡ 1 (mod 4), then p splits as a product of two primes in
Unfortunately it is still not clear how to show that a prime p of the form 4k + 1 splits in this way. 
which is what we wanted to show. (It also follows that c + di = a − bi; a prime p which is irreducible must split into a product of two conjugate irreducible elements of Z [i] .)
It remains to prove Fermat's Lemma. There are in fact many different proofs, although none is easy. From a modern algebraic perspective, it can be shown to follow easily from the fact that the group of units (Z/pZ) × of the finite field Z/pZ is cyclic. However, we have alluded to but not yet proven this result (at least, not in an understandable way!), so we take a different approach here. First:
Proof: Equivalently, (p − 1)! ≡ −1 (mod p), or: if we multiply all the nonzero elements of the finite field F p := Z/pZ, we get −1. The statement is certainly true for p = 2 (indeed we have equality: 2 = (2 − 1)! + 1), so we may assume that p is an odd prime. Now consider the map ι :
. First note that (as for any group), this map is a bijection: every element has a unique inverse. Moreover, the "fixed points" of this map are those elements x = ι(x) which are equal to their own inverse: x = x −1 ; this is equivalent to the equation x 2 = 1. There are two obvious solutions: namely x = ±1 (which are different since p ̸ = 2). On the other hand, these are all the solutions: the polynomial x 2 − 1 can have at most two roots in the field F p . This means that every element different from ±1in F × p is distinct from its inverse, so when we multiply out the nonzero elements of
) -i.e., all the elements apart from ±1 can be paired with their distinct and unique multiplicative inverse. That the product is −1 is now clear! Remark: It turns out that, like Euclid's Lemma, prime numbers are characterized by satisfying Wilson's Theorem. In other words, if n > 1 is an integer such that n | (n − 1)! + 1, then n is prime. (We will leave the proof as a harderand optional -exercise.) This is worth remarking upon but not very useful as a primality test: computing (n − 1)! takes a long time! Finally, we use Wilson's Theorem to prove Fermat's Lemma. We showed that for a prime p, the product of the first p − 1 integers is −1 modulo p. But this can be immediately generalized as follows: suppose that S is any reduced residue system modulo p, i.e., a set of p − 1 integers such that
i.e., a set that represents every nonzero residue class modulo p exactly once. Then the conclusion of Wilson's theorem must be true for S just as it is for the particular choice S 0 = {1, . . . , p − 1}: namely,
in other words, S is the set of nonzero integers of absolute value at most p−1 2 : note that this set has p − 1 elements. Moreover, the difference between the least element and the greatest element is precisely p − 1 < p, so that no two of them can differ by a multiple of p: they are too close together for that. Thus S is a reduced residue system modulo p, so that Wilson's theorem says that
On the other hand, by "folding in half" -i.e., by multiplying each element in S with its partner of opposite sign -we directly compute that ∏ i∈S i = (−1)
where x is (for the record) ( But let us not forget that we treated the case of prime n only for simplicity. What about more general values of n? There is some further "mopping up" to do. The most important observation is the following:
Proposition 5. For any integers a, b, c, d, we have:
Proof: Of course all we really need to do to prove this result -or any polynomial identity -is just to check it directly by multiplying out both sides. However, this is clearly a suboptimal approach as it does not explain where the identity comes from. Having studied the Gaussian integers, the "right" explanation is easy to find: namely, since the norm map is multiplicative, we have
The use of this proposition is not in the particular form of the identity (although that it is interesting and it is natural to wonder about the existence of similarlooking identities in more variables) but rather in its immediate consequence that the set of positive integers n which are sums of two squares is closed under multiplication. (If you enjoy such terminology, it is a submonoid of Z + .) From this we conclude immediately that any integer of the form 2 a0 p a1 1 · · · p ar r , in which the p i 's are all primes of the form 4k + 1, is a sum of two squares. On the other hand, trivially any square n 2 is a sum of two squares -we allow (for now!) the representation n 2 = n 2 + 0 -so this means that we can have prime factors of the form q bj j with q j ≡ 3 (mod 4) as long as all the exponents b j are even. In other words, any integer n for which ord p (n) is even for all primes p ≡ 3 (mod 4) can be represented as a sum of two squares.
It is now time to look more extensively at the data to see whether any other integers are sums of squares. We can easily program a computer program to verify that for n up to, say, 10, 000, it is exactly the integers of the above form which are sums of two squares, which leads us to the statement of the following result.
Theorem 6. A positive integer n is a sum of two squares iff ord p (n) is even for all primes p ≡ 3 (mod 4).
Remark: An equivalent statement of the theorem, which we will use in the proof, is: n is a sum of two squares iff it factors as n = ab 2 , where a has no prime factor p ≡ 3 (mod 4).
For the proof we will need the following:
Lemma 7. If a prime number p ≡ 3 (mod 4) divides a 2 + b 2 , then p|a and p|b.
Proof: By the previous section we know that such a prime number p remains irre-
In either case we get the desired conclusion (so in fact, p must divide both factors).
Let us now complete the proof of Theorem 6. What remains to be shown is that if n is a sum of two squares, then is of the form ab 2 , where a has no prime factor p ≡ 3 (mod 4). We will argue by induction: assume that every smaller sum of squares is of this form, and suppose n = x 2 + y 2 . Since n is certainly of the required form if it has no prime divisors which are 3 mod 4, let us assume that it is divisible by such a p. Then by the previous lemma, p|x and p|y; say x = pX, y = pY , so
is a smaller sum of squares, we may by induction write it in the form ab 2 , with a not divisible by any prime congruent to 3 mod 4, so n = a (pb) 2 is itself of this form. This completes the proof of the theorem.
Some Supplementary Remarks
As mentioned in class, the discovery of which primes (and probably even which integers) are sums of two squares is due to Fermat. It is generally believed that he had a valid proof, although this is to a degree speculative since he almost never wrote out proofs of any of his theorems. Almost certainly he did not have in mind the proof we have just given, which is much more algebraically sophisticated: indeed, as far as I know the Gaussian integers are correctly named (i.e., were first studied by Gauss, born in 1777), whereas Fermat died in 1665. There are however many other proofs; let me briefly comment on some of them.
Apparently the first published proof is due to Euler, in 1749. He used a form of "infinite descent", a technique developed by Fermat in his one completely written down proof (which we will be seeing soon). The key step in the proof is certainly to see that a prime p ≡ 1 (mod 4) is a sum of two squares, and what we showed first was that at least there exists x such that p | x 2 + 1; in particular, p divides a sum of two squares, or equivalently, some multiple of p is a sum of two squares. Then a natural line of attack -indeed, probably more natural than a week-long digression on factorization in Z[i] -would be to try to show that if mp = a 2 + b 2 and m > 1, then also np = c 2 + d 2 for some 0 < n < m. If so, then we work our way down to 1p = y 2 + z 2 , which is what we want. It is possible to give a quite elementary and reasonably short proof (shorter than a week-long. . .) of this argument. This has its merits: on the one hand, it shows that one does not need abstract algebra to prove the two squares theorem, and on the other hand a very similar descent argument works to show that any prime is a sum of four squares, given the (easier!) lemma that every prime divides a sum of four squares. At a moment of more leisure, we will outline this descent argument in some exercises.
There are many other proofs. Perhaps the most interesting argument was given by the leading analytic number theorist Roger Heath-Brown in 1971 (but only published in 1984): it is described in Aigner and Ziegler's Proofs from THE BOOK, a book-length compendium of "the most beautiful proofs."
1 Moreover there are many minor variants of the proof we have given: we have allowed ourselves to use relatively sophisticated algebraic concepts but not more esoteric, but elementary, statements about congruences, some of which we will develop later in the course. If we allowed ourselves the luxury of using that the multiplicative group of the finite field Z/pZ is cyclic, it follows very rapidly that −1 ≡ x 2 can be solved in Z/pZ iff p = 2 or p ≡ 1 (mod 4). I feel though that most of the proofs of the Two Squares Theorem that do not use Gaussian integers have a somewhat ad hoc feeling, and moreover, that developing the theory of unique factorization in PID's and using division to show that Z[i] forms a PID are very important ideas, probably more important than the two squares theorem itself.
A Variant
This section was not discussed in class. Suppose instead we are considering which integers are of the form x 2 + 2y 2 . It is interesting to see how much of the previous discussion carries over. We give an outline only, asking the interested reader to fill in the details.
Step 1: An integer n is of the form x 2 + 2y 2 iff it is of the form N (x + y √ −2); i.e., the ring to be looking at here is Z[ √ −2].
Step 2: The ring Z[ √ −2] (which, alas, does not have a spiffy name like "the Gaussian integers") is a PID, and hence satisfies Euclid's Lemma. (Hint: run through the proof for Z[i], especially the key division lemma; it works in this case too, albeit with less room to spare.)
Step 3: Experiment with primes p to see if you can find a pattern as to which are of the form x 2 + 2y 2 and which are not. (Hint: look again for a congruence condition, although not necessarily modulo 4.)
Step 4: Guess an analogue of Fermat's Lemma: namely that for all primes p in certain "good" congruence classes, p | (x 2 + 2).
Step 5: Assuming your analogue of Fermat's Lemma is correct, use it and Step 2 to show that odd primes in your "good" congruence classes cannot be irreducible in Z [ √ −2] , and conclude that all primes in your "good" classes are sums of squares.
Step 6: Can you show that primes in your "bad" congruence classes are not of the form x 2 + 2y 2 ?
