The Kohonen Self-Organizing Map (KSOM) is one of the Neural Network unsupervised learning algorithms. This algorithm is used in solving problems in various areas, especially in clustering complex data sets. Despite its advantages, the KSOM algorithm has a few drawbacks; such as overlapped cluster and non-linear separable problems. Therefore, this paper proposes a modified KSOM that inspired from pheromone approach in Ant Colony Optimization. The modification is focusing on the distance calculation amongst objects.
INTRODUCTION
Clustering is widely used in many data mining applications, which involves large databases with different kind of attributes. Technically, it can be defined as a process of grouping similar objects into several groups called clusters. These clusters consist of objects that are similar to one another in the same cluster and dissimilar to the objects of another cluster. From machine learning perspective, the clusters resemble the hidden patterns in the data set while the resulting system represents a data concept. The searching process of clusters is categorized as unsupervised learning [1] . Unlike classification, this technique requires no-pre-classified data; where it will search for clusters of data that exhibit similar behavior or feature through the data set. The distance measure is used as a standard measurement in clustering technique; where the distance measurement includes within-cluster distance and between cluster distances. The cluster analysis is used as a tool to investigate the cluster meaning and hidden pattern based on the characteristics or features of the data set. Various methods for searching clusters are available, and each of these methods produces different types of clusters.
Many clustering algorithms have been used and applied in various applications, including the Kohonen Self-Organizing Map (KSOM). Being one of the most popular unsupervised learning techniques; KSOM is used in various applications to solve complex problems. Teuvo Kohonen developed the KSOM algorithm in 1982, and this algorithm implements vector quantization based on similarities of patterns [2] . It is a neural network-based divisive clustering approach where it assigns genes to a series of partitions in its output neuron layer by the similarity of their expression vectors to reference vectors or weights that are defined for each partition.
There are a few factors that might influence the KSOM clustering result; such as learning parameters and topology map sizes. Therefore, the dataset is trained repetitively using different map sizes, to find the most suitable map size that can represent the clusters for the data set, accurately. This algorithm is also capable of processing high dimensional data because it is designed to group data into clusters that exhibit some similarities. Each cluster with similar features is projected onto the same node on the map. Otherwise, the dissimilarity increases with the distance that separates two objects on the map. Thus, the cluster space is identified on the map, so that the object enables simultaneous visualization and observation of the cluster [3] .
Nowadays, the KSOM is hybridized with other methods, algorithms or filtering techniques to solve complex problems, such as signal and image processing. For example, it has been applied in transient crack-related signal detection that can recognize the presence of strong time-varying noise or interferences [4] , [5] . Also, the KSOM has also been widely used as a visualization tool for dimensionality reduction. Its unique topology preserving property can be used to visualize the relative mutual relationships among the data. It has been applied to organize and visualize the vast amount of textual information, for example, the SOM that organizes massive document collection, which named as WEBSOM [6] . Razaei et al. [22] have demonstrated that KSOM is not applicable in segmenting the Virtual Histology-Intravascular Ultrasound (VH-IVUS) images, because of there is no pre-defined number of the cluster that represents the color component in detecting the vulnerable plagues.
However, there is one of KSOM advantages; it does not require prior knowledge of the number of clusters. The main benefit of KSOM is the topology preservation of an input space, which makes a similar object appear closely on the map, and differentiate the clusters effectively [7] , [21] . Most of these applications are based on 2D grids and map. The KSOM can deal with incomplete and noisy data [8] , and can transform a non-linear statistical data pattern in multidimensional data space into a simple geometric relation of their images in two or three-dimensional output space [9] . Moreover, this is why it has become one of the conventional clustering techniques and being implemented in various fields.
THE MODIFIED KSOM ALGORITHM
Regardless of all these advantages, the KSOM has a few drawbacks; such as overlapped clusters, non-linear separable problem and the distribution of clustering data. These problems need to be solved, and if not, it might influence the algorithm performance. Because of that, lots of researches have been done to overcome the mentioned problems. The KSOM is modified to improve the clustering performance.
The Growing Self-Organizing Map or also known as GSOM was introduced to improve and optimize the neighborhood preservation, by optimizing the weight vectors in the input and output space, even if the dimension of the input set is unknown. This algorithm has been applied in solving various types of problems in many areas. For example; in the classification of protein sequences [10] , discovering the temporal input pattern [11] and semantic acquisition modeling [12] . However, this GSOM algorithm has certain weaknesses, such as projection distortion and incapable of dealing with high-dimensional data. Therefore, Amarasiri et al. [13] proposed a High Dimensional Growing Self-Organizing Map (HDGSOM) to deal with high dimensional. This proposed algorithm could solve the problem faced by GSOM in handling the high dimensional data, where the clustering process is more efficient than GSOM. While a year later, Hsu et al. [14] introduced Generalized Visualization-Induced Self-Organizing Map (GViSOM) to overcome the projection distortion in clustering and this proposed algorithm was able to handle mixed data, hence preserve the topological structure of the data. Compared to KSOM, GSOM, and ViSOM, this GViSOM has able to reveal the structure of the data accurately.
Furthermore, ViSOM was introduced by Yin [10] in the year 2002, to solve the data cluster structures in visualization, where the shape of the clusters are often distorted. This algorithm implemented the inter-neuron distance with a parameter to control the map resolution. The computational complexity is also simpler even when it handles training or new data. However, the ViSOM was derived from heuristic. The Probabilistic Regularized SOM (PRSOM) was proposed by Wu and Chow [11] to improve the visualization effect. The cost function is used for weight updating, and this is predefined before the training process. On the other hand, Hadzic and Dillon [12] proposed a Continuous Self-Organizing Map (ContSOM) to extract the input data pattern. The connection weights are replaced by ranges, to influence the change in weight updates process and also in competition phase; to determine the best matching unit. On the other hand, the Concurrent Self-Organizing Map (ConcSOM) classifier was proposed by Emil et al. to detect the changes in remote sensing images [13] and recognize the automatic target in SAR images [14] . The ConcSOM is able to classify images accurately compared to Multilayer Perceptron Neural Network (MLP-NN), Support Vector Machine (SVM) and Principle Component Analysis (PCA).
PROPOSED METHODOLOGY
The original KSOM algorithm, introduced by [15] has several steps to be followed in order to rearrange the data into clusters that have similar features, and this is shown in Figure 1 . The algorithm starts with calculating the distance between cluster nodes in the topographic map. These nodes are arranged in the two-dimensional lattice, and each of the nodes is fully connected to input nodes in the input layer. The distance between these nodes is calculated using Euclidean Distance. Usually, the Euclidean Distance is used to measure the distance in the plane using (1) [16] , [17] . 
Step
: The minimum d(i,j) is selected to be the winning unit Step 5
: All weights for neighbor nodes are calculated using Gaussian Function Step 6 : Each neighboring node's weight is adjusted to make it more likely the input vector using:
Step 7 : Update learning rate at certain time Step 8 : Repeat
Step 2 for N iterations
It is shown in many kinds of research that this algorithm is capable of clustering various data sets into desired groups or categories. Even though all data is clustered and grouped into the corrected cluster, the data is scatteredly mapped onto the lattice. Hence, every cluster is located close to each other, and it has caused some issues, such as overlapped cluster and nonlinearly separable problem. Because of the Euclidean Distance has only calculated the distance between nodes, the overlapped clusters are formed. For some data sets, this issue is crucial, where the number of dislocated data that form the overlapped clusters are many and this has led to a separation problem amongst clusters.
Therefore, to produce better results and to reduce the problem mentioned, we propose a modification to the existing KSOM algorithm. Figure 2 shows the flow process of the proposed methodology. The modification is based on pheromone approach in Ant Colony Algorithm, and it is called Pheromone-Density Measure (PDM) [18] and this is shown in (3). The PDM also uses the Euclidean Distance to calculate the distance between objects, but it has some additional parameters in it. 
Here, δ is the number of neighborhood nodes in the topographic map while α is the discriminant factor that will determine the successfulness of self-organizing process. This discriminant factor acts as a learning controller, where the selection of this factor value is important because it will affect the convergence process. If the value for α is too large, the convergence is too fast, and the learning process does not occur in a correct way. Moreover, if the value if too small, the learning process will be too slow. The d(i,j) is the Euclidean Distance, and it calculates the distance between objects. N is the number of samples or instances in the data set. However, the other processes in this proposed algorithm are retained as the original KSOM algorithm. If Euclidean Distance calculates the distance between the objects, the PDM focuses on the average distance between the objects, and this is shown in (3) [19] [20] . Even though both objects are considered similar (based on the distance calculated by Euclidean Distance), they are not necessarily the same species. This is because the calculated distance is only a distance between two objects. However, by measuring the average distance of the current object with all neighbors will help the KSOM to find the most similar cluster species, accurately. In this case, if the value of f(i) is small, it shows that the current object is similar with the surrounding objects in its neighbors, and vice versa.
RESULTS AND ANALYSIS
The main reason KSOM is selected to cluster all these four data sets is because of its ability to reveal and visualize the hidden pattern of these data sets. Iris, Seeds, Glass and Wisconsin Breast Cancer Database, are among standard categorical data sets that are usually used in testing and validating the proposed algorithm in many types of research. Therefore, several experiments have been conducted to investigate the effectiveness of this modified KSOM algorithm. The results are then compared with the original KSOM results for every dataset.
From the experiments, the KSOM was seen able to cluster all data sets into the desired clusters; Iris (3 groups of clusters), Seeds (3 groups of clusters), Glass (2 groups of clusters) and Wisconsin Breast Cancer Database (2 groups of clusters). Figure 4 shows the results for Iris data set using both algorithms. The KSOM algorithm has produced three groups of clusters, which represent the species of Iris; Setosa, Versicolor, and Virginica. However, the data is scatteredly mapped on the topological map, and the boundaries amongst the clusters are difficult to identify. All clusters are closely located, and there exist some overlapped clusters, due to feature similarity. However, the modified KSOM was able to cluster the data set into three clusters successfully, with a clear separation boundary, even though the cluster for Versicolor and Virgnica are located next to each other. While, for Seeds data set, KSOM has also clustered this data into three types of Seeds; Kama, Rosa and Canadian (as shown in Figure 5 ). Compared to KSOM, the modified KSOM are able to refine the three clusters, where the data are closely located in one small cluster. However, there are a few overlapped clusters for all types of seeds. This is shown in Figure 4 Moreover, for the other two datasets; Glass and Wisconsin Breast Cancer Database, KSOM was also able to cluster both datasets into two groups; Glass dataset into window glass and non-window glass, and Wisconsin Breast Cancer Dataset into benign and malignant. However, the KSOM has used almost all cluster nodes in the topological map for both datasets. Unlike the modified KSOM, the data has clustered into two groups but with less number of cluster nodes in the map. This is shown in Figures 6(b) and 7(b) . Conclusively, the modified KSOM algorithm has improved the result by refining the data scatterings during the clustering process. The separation boundary amongst clusters can clearly be seen, where data with similar features and in the same categories or species are located in one area or groups.
CONCLUSION
The KSOM algorithm has succeeded in clustering and solving complex problems in many areas, especially when they involve high dimensional data. However, this KSOM algorithm is incapable of handling the feature similarity problem efficiently; which leads to the scattered distribution of data in the clustering results. Thus, the modification of the distance measurement in KSOM algorithm using pheromone approach from Ant Colony Optimization helps to cluster the datasets efficiently. All data with similar features are closely grouped and located in one cluster. While the other dissimilar data are clustered in another cluster, separately. However, even though all datasets clustered correctly, there are a few overlapped clusters in the results and the separation boundaries between clusters are still very close. Furthermore, this modified algorithm will be fine-tuned to improve the clustering result and reduce the overlapped cluster, hence improve the cluster's separation boundary.
