Abstract-In this paper, we present a method to calibrate and enhance depth information captured by an infrared (IR)-based time-of-flight video-plus-depth camera called "Kinect camera". For depth data calibration, we use color and IR images of a chessboard with on-off halogen light sources to calculate camera parameters of the video and IR sensors in the Kinect camera. For depth data enhancement, we introduce weighted joint bilateral filtering based on distance transform of the color and depth images. Experimental results show that our method calibrates the video and depth sensors successfully and reduces the noise in captured depth images efficiently.
INTRODUCTION
Video-plus-depth [1] is an image sequence of synchronized color and depth images. It is widely accepted that the new image representation will aid a variety of interactive applications related to humancomputer interaction, 3D television, and even security in the near future. Basically, we should obtain high-quality video-plus-depth for its practical use in the applications. However, acquiring accurate depth images is much more difficult than acquiring color images because of many challenges in real-time distance measurement.
As depth acquisition technology has advanced significantly over the last few years, a video-plus-depth sensor called Kinect [2] was developed recently. As shown in Fig. 1 , Kinect is composed of three sensors: infrared (IR) sensor, video sensor, and IR structured light projector. The principle of depth acquisition in Kinect is a time-of-flight technique. The IR ray emerges from the ring illuminator and a taking lens gathers the reflected IR light from the objects. The depth information is calculated by the difference between departure and arrival time of IR ray. The Kinect camera gives a 640×480 image at 30 frames per second with depth resolution of a few centimeters.
IR structured light projector
Video sensor IR sensor Kinect has advantages over traditional stereoscopic cameras, such as real-time depth estimation and accurate depth acquisition. However, data from this sensor cannot directly be used due to two built-in problems: uncalibrated depth data and noisy depth image. Since the IR sensor on Kinect is not located on the same position with the video sensor physically, the captured depth image is not registered with its color image. In addition, image noise usually occurs at the interior or boundary of objects in a scene as a result of differences in reflectivity of an IR according to color variation.
For camera calibration between the video sensor and the IR sensor in Kinect, we cannot directly use traditional camera calibration method [3] based on chessboard images. Since the depth image captured by the IR sensor represents the chessboard image with a few indistinguishable pixel intensity values, it is almost impossible to detect the corners of the chessboard from it for camera calibration. An alternative way is to use the IR image internally-captured by the IR sensor. However, it is also difficult to find the corners of the chessboard, because the IR image is distorted by the IR static pattern generated by IR structured light projector.
For depth data enhancement, the bilateral filer [4] can minimize the noise in the depth image using a kernel regression function derived from differences of pixel positions and intensities between an interest pixel and its neighboring pixels. However, the bilateral filter is not efficient when the depth image has severe noise. A joint bilateral filter [6] can be also used to enhance a depth image from its color image. The kernel of the joint bilateral filter is derived from differences of intensities in the color image. However, homogenous depth information is often misrepresented as non-homogenous data by the color image information.
Our goal of this work is to provide a practical solution to calibrate depth data with color data in a timeof-flight camera system and to reduce the noise in captured depth images. In this paper, we introduce depth data calibration based on IR and color images. In order to remove the IR static pattern on the IR image and clean it, we add a halogen light source in the camera calibration system. In addition, we present a depth data enhancement algorithm to minimize the noise of depth images using weighted joint bilateral filtering. The weighting function is derived by common distance transform of the color and depth images.
II. DEPTH DATA CALIBRATION
Depth data calibration is to find relative camera parameters of the video and IR sensor in Kinect. To the end, color and IR images internally-captured by Kinect are used as input data and a chessboard image-based camera calibration method [3] is employed. Figure 2 shows our camera calibration environment composed of one Kinect, halogen light source, and a chessboard. The most important part in camera calibration is to detect corners correctly from captured chessboard images. There is typically no problem to detect the corners from the color image. However, it is very hard to detect them from the IR image directly, because it is distorted by the IR static pattern (see Fig. 3(a) ) generated by IR structured light projector. Halogen light plays a role to remove the IR static pattern on the IR image efficiently. Figure 4 shows the overall procedure of depth data calibration. First, we capture more than 8 chessboard color, IR and depth image sets by changing the position of the chessboard. We turn the halogen light off for color and depth image acquisition, while we turn the halogen light on for IR image acquisition. Second, we detect corners of the chessboard from color and IR images. Third, we calculate camera parameters for the video and IR sensors using a camera calibration algorithm and find the baseline between them. Fourth, the projection matrices of both sensors are calculated. Finally, we project the depth image onto the video sensor space using projection matrices to obtain a calibrated depth image. We implemented depth data calibration using the camera calibration functions wellsupported by OpenCV library. 
III. DEPTH DATA ENHANCEMENT

A. Joint Distance Transform
Distance transform (DT) [6] represents the distance between edges extracted from an image and its pixel positions. We perform DT for both color and depth images captured by Kinect. First, we apply an edge detection algorithm onto both images to obtain their edge maps. Then, every pixel on an edge in each image is set to 0 and the other pixels are set to infinity (= 255) to initialize DT. We performed DT iteratively to get a DT map. Formally, for a pixel value p 
where a is the strength of DT. The term of T is the threshold for common homogenous region detection.
It is worth noting that the value of the joint DT map comes from parts of the DT map of the color image. If the DT value of the depth image is equal or similar to the one of the color image, the joint DT value is equal to the latter. Otherwise, it is infinity (=255). Hence, the joint DT map indicates the region of a common image structure of two images that have different image modality each other. That is, if some regions in a color image are homogenous and their corresponding regions in the depth image are also homogenous, the joint distance transform value is meaningful. Contrarily, if some regions in a color image are homogenous and their corresponding regions in the depth image are nonhomogenous, the joint DT value is not meaningful.
B. Weighted Joint Bilateral Filter
In order to reduce noise in depth images, we design a new joint bilateral filter considering the color and depth information at the same time. Formally, for a pixel position p of depth image D, the filtered value J p is represented by
where G s is the space weight. G r1 and G r2 are the weights of color and depth difference, respectively. These weights are calculated through Gaussian kernel. The operator (||x-y||) is the absolute difference between x and y. The pixel value difference is weighted by a weight factor w that is derived from (4). The term Ω denotes the spatial support of the weight G s , and K p is a normalizing factor.
In this work, we design the weighting function w(i, j) related to joint DT map D J (i, j) using an exponential equation. The weighting function is represented by
where β is the strength of the weighing function with 0.5 < β <1, and λ is dependent valuable related to β and m which is given by m a β λ log 1 − = (5) Figure 5 depicts the weighing function based on a joint DT map. The weighing factor has a closer value from β when a joint DT value is closer to 0. In this case, color information influence more than depth information during joint bilateral filtering. When weighing factor is 0, joint bilateral filtering is not dependent on color information but depth information. 
IV. EXPERIMENTAL RESULTS
To evaluate the proposed method for depth data calibration and enhancement, we implemented a 3D scene reconstruction viewer and tested it on data acquired with our Kinect. Figure 6 shows the results of the reconstructed 3D scene through our viewer (a) before and (b) after depth data calibration. When we look at the details of the mannequin in the scene, its boundaries in the color image were matched well with its depth image after depth data calibration. To assess the improvement of the depth accuracy, we tested the method on synthetic data with known ground truth data from the Middlebury stereo [7] . The synthetic data that we picked are the 5 datasets (image resolution: 437×370), 'Bowling', 'Midd1', 'Monopoly', 'Rocks1', and 'Wood1'. We added Gaussian noise 978-1-4673-5836-1//11/$26.00 ©2011 IEEE (standard deviation = 20) to the ground truth to generate noisy test depth images. We used root mean square error (RMSE) measurement for an objective evaluation of depth quality improvements. We summarize RMSE comparison among (a) the proposed method, (b) bilateral and (c) joint bilateral filtering in Table I . The proposed method has the best results in the test with synthetic data. The RMSE gain from our method was about 1.84 more than joint bilateral filtering and 0.43 more than bilateral filtering on average. Figure 7 shows the refined depth image from the Monopoly color image (Fig. 7(a) ) and the noisy depth image (Fig. 7(c) ) generated from its ground truth (Fig.  7(b) ). When we saw the region marked by a rectangle, our method (Fig. 7(f) ) made the flat area smoother and the texture area sharper than bilateral filtering (Fig. 7(d) ) and joint bilateral filtering (Fig. 7(e) ) thanks to the adaptive weighting function based on joint DT.
In addition, we tested our method with RGB-D data provided by [8] . Figure 8 (a) and Figure 8(b) show the results of 3D scene reconstruction from 'Apple' and 'Meeting Room' RGB-D data, respectively. The left results are before depth data enhancement and the right result are after depth data enhancement. As shown in Fig.  8 , the depth information distorted by noise was enhanced by the proposed method successfully.
V. CONCLUSIONS
We presented a method to calibrate and enhance depth information captured by Kinect. A halogen light source was added to the system for depth data calibration with video source. In addition, weighted joint bilateral filtering was introduced to improve the quality of depth information. In the future, we will generalize the idea to be used in various applications. 
