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Abstract
Jolly, William M., PhD, August 2004 Forestry
Developing a near real-time system for monitoring the foliar phenology of the terrestrial 
biosphere
Committee Chairperson: Steven W. Running
Foliar phenology significantly influences the exchanges of energy, mass and momentum 
between the land and the atmosphere. The timing of phenological events such as the 
flushing or senescence of leaves is highly variable in space and time and these events are 
very sensitive to changes in climate. Computer models have been developed to predict 
foliar phenology in response to the prevailing elimatic conditions but none of these 
models were sufficiently generalized to provide estimates of phenology anywhere on the 
globe. The work of this dissertation sought to bridge that gap by developing a 
generalized phenology model that could adequately predict the time course of vegetation 
foliar development and maintenance throughout the season. This model adequately 
predicted the timing and duration of foliage as compared to satellite-derived Normalized 
Difference Vegetation Index values.
1 then coupled this model with gridded surface weather observations produced using 
statistical interpolation techniques to create a system that predicts foliar phenology 
anywhere within a region of interest. The gridded surface weather data is generated as 
part of a near real-time system which automatically retrieves point-source weather data, 
stores these data in a relational database, and interpolates the data onto a user-specified 
grid. I performed extensive methodological crossvalidation of interpolated results to 
ensure that these datasets are accurate and unbiased.
Gridded phenology predictions are produced automatically each day using the surface 
weather data and served to the public over the World Wide Web. This interface provides 
the ability to extract a point of interest from the gridded dataset as either an ascii text file 
or an automatically generated graph in addition to creating spatial maps of vegetation 
foliar status throughout the entire landscape.
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Preface 
Introduction
The chapters in this dissertation represent a progression of tasks required to 
undertake a planned research project. These steps can be broken into four main 
components, each applying to one or more chapters. These steps are: Data preparation, 
conceptualization, generalization and application. I will first briefly introduce these ideas 
as they pertain to the chapters of this dissertation and will then describe each chapter in 
detail.
The first step is data preparation. Suitable spatial data sources are a prerequisite 
to spatial modeling problems. Although there are a number of extant methods for 
developing gridded datasets for point data, they all had many short comings. These 
methods lacked flexibility to new spatial scales or mathematical processors and were 
generally unusable to anyone other than the person who developed them. Thus, my first 
task was to develop a program to generate surfaces of meteorological data that I could 
use in subsequent modeling analysis that would build upon established methods, while 
providing for flexibility in both output region / resolution and the mathematical 
processors used in interpolation. The development of this system is described briefly 
below and detailed in Chapter 1.
The second step is conceptualization. This step is important because it builds an 
understanding of how things are currently done and the limitations of those methods.
The study that I performed in the Kalahari (Chapter 2) represents this conceptualization 
step. When I was approached to be a part of this study, 1 was sure it would be a simple
X V
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job. After I started the process of running BIOME-BGC for semi-arid sites, I realized 
that our representation of phenology in water-limited regions was lacking. It was from 
this study that 1 started to develop an understanding of phenological processes and the 
environmental cues that control these processes in different parts of the world. From this 
study, 1 developed the concepts necessary to push forward and attempt to develop a more 
generalized phenology model that may be applicable. The next step was to generalize 
these findings into a more complete model of foliar phenology.
The generalization step allowed me to take an understanding of the interaction 
between climate and vegetation foliage and develop it into a generalized model. My 
hypothesis was simple: “Was there a set of environmental controls that act both 
independently and interactively to limit the foliar phenology of a landscape?” This step 
would require me to move away from the traditional approaches of modeling foliar 
phenology that focused on determining the dominant factor that controlled phenology at a 
given place and using that factor in a univariate model to predict foliar phenology. These 
methods are sound and well-tested throughout the world but they are too empirical to 
apply generally. 1 wished to determine if 1 could define phenology in terms of the 
‘phenological environment,’ or the suite of bioclimatic factors that serve to control 
phenology. Chapter 3 details the development and testing of such a model.
The final step of this research is its application. This model is intended to provide 
estimates of greenup dates for the United States National Fire Danger Rating System 
(NFDRS), a system that is used to predict fire potential throughout the continental United 
States, Alaska and Hawaii. Currently, there are no methods for predicting greenup dates 
and fire managers either enter the same greenup date each year or they enter the date of
X V I
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greenup of a few individuals. Applying the model is not as simple as inserting the new 
model into the existing NFDRS because so much of the current operations planning is 
based on the existing model. For this reason, I was faced with the dilemma of how to get 
this information to the fire managers throughout the country so that they can use it as a 
decision making tool. The development of this application is detailed in Chapter 4.
Chapter 1
This chapter details the development of a system for interpolating surface weather 
observations to continuous surfaces of weather data. This is a crucial step in any spatial 
modeling application because models generally require estimates of key meteorological 
conditions at every point where one wishes to predict some quantity of interest. This 
system was designed to be an operational, near-realtime system. It includes automatic 
retrieval of meteorological point source data, interpolation of data by a number of 
methods and a variable prediction grid to allow for flexibility in regional scale 
applications. This work is in press with Environmental Modeling and Software.
Chapter 2
This chapter details the development of a phenology model for semi-arid regions 
in the Kalahari. This work was pivotal in the subsequent development of the phenology 
model presented in Chapter 3 in two ways. First, it allowed me a first-hand look at the 
difficulties of modeling the foliar phenology of drought-deciduous species, where leaf 
development is driven by seasonal rainfall. Second, it gave me a glimpse at the 
difficulties in assessing leaf onset and offset dates from satellite-derived vegetation 
inidices such as NDVI. In contrast to the easily defined leaf duration of temperate
xvii
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deciduous species, drought-deciduous species do not have a definable leaf offset. These 
species generally drop leaves in response to decreases in soil water availability and 
continue to photosynthesize into the dry season. From this work, I realized that I needed 
a new way to think about foliar phenology; I needed to develop a continuous phenology 
model. This work also allowed me to develop the skills necessary to deal with long time- 
series satellite data and to understand their applications and limitation in phenology 
monitoring. This worked is published in Global Change Biology 10(3);303-308.
Chapter 3
Traditional phenology models are concerned with the prediction of discrete events 
such as the date of leaf emergence or the date of the start of leaf coloration. Based on 
what I learned from the Kalahari study, I realized that although this might work well for 
temperate ecosystems, it would not work as a generalized phenology monitor. I needed 
to think a completely different way than traditional approaches. This chapter details the 
development of a generalized phenology monitoring system that can be used throughout 
much of the world. I attempted to develop a model based on a set of limiting factors 
which I assumed must be met by any plant, in any ecosystem, in any part of the world. 
The model is simple and general and appears to depict the time course of foliar 
development throughout a range of different biomes on every signifieantly vegetated 
continent. The final benefit of the model is that it can be run in real-time to monitor the 
status of vegetation anywhere there is suitable meteorological data. This work is in 
review with Global Change Biology.
xvm
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Chapter 4
This brief chapter describes how the aforementioned individual components 
combine to produce a simple, straightforward application that can monitor the phenology 
of the terrestrial biosphere. This system was developed to operate unattended to provide 
information to local fire managers that help aide in their decision to ‘green up’ a National 
Fire Danger Rating System (NFDRS) station. NFDRS is used to predict the potential of 
wildfires throughout the continental United States and it is foundation for many 
managerial decisions. Currently, greenup assessments are made based on “gut feeling”or 
a few subjective observations. There is little quality control or checks and balances that 
one might undertake to better asses this condition. My monitor system fills this void by 
providing a unified, nationwide system to assess greenness conditions.
Synopsis
The chapters presented here have detailed the development of a foliar phenology 
system capable of predicting the canopy status of a region of interest. Chapter 1 will 
detail the development of a system to create continuous surfaces of weather data for 
model inputs. Chapter 2 will describe the conceptualization of phenology monitoring to 
looking at phenology in an extreme environment. The work in Chapter 2 was pivotal to 
my developing a more complete understanding of foliar phenology and it was a crucial 
precursor to developing the generalized phenology model. The generalized model that 
will be presented in Chapter 3 represents the first of its kind because it defines phenology 
in terms of a set of bioclimatic criteria that interact to limit foliar maintenance and 
development. Finally, Chapter 4 will detail the implementation of a phenology
X IX
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monitoring system that allows land managers access to data for their location and 
provides a foundation for a number of future enhancements.
Data preparation
Conceptualization
Generalization
Application
Water-driven 
phenology 
Model 
(Chapter 2)
Generalized 
Phenology 
Model 
(Chapter 3)
Phenology 
monitoring 
system 
(Chapter 4)
Surface 
Observations 
Gridding 
System 
(SOGS) 
(Chapter 1)
Figure 1 - A flow diagram o f the interconnection of individual components to create the phenology 
monitoring system.
XX
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Chapter 1 - A flexible, integrated system for generating 
meteorological surfaces derived from point sources across 
multiple geographic scales
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Abstract
The generation of meteorological surfaces from point-source data is a difficult but 
necessary step required for modeling ecological and hydrological processes across 
landscapes. To date, procedures to acquire, transform, and display meteorological 
information geographically have been specifically tailored to individual studies. Here I 
offer a flexible, integrated system that employs a relational database to store point 
information, a modular system incorporating a choice of weather data interpolation 
methods, and a matrix inversion method that speeds computer calculations to display 
information on grids of any specified size, all with minimal user intervention. I 
demonstrate the power of this integrated approach by cross-validating projected daily 
meteorological surfaces derived from -1200 weather stations distributed across the 
continental United States for a year. I performed cross-validations for five meteorological 
variables (solar radiation, minimum and maximum temperatures, humidity, and 
precipitation) with a truncated Gaussian filter, ordinary kriging and inverse distance 
weighting and achieved comparable success among all interpolation methods. Cross- 
validation computation time for ordinary kriging was reduced from 1 hour to 3 minutes 
when 1 incorporated the matrix inversion method. I demonstrate the system’s flexibility 
by displaying results at eight-kilometer resolution for the continental USA and at one- 
degree resolution for the globe.
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Introduction
Although landscape modeling of ecological and hydrological processes 
commonly requires a similar set of meteorological variables, a challenge exists in 
gathering information from point-data sources and generating from these a reasonable 
interpolation or extrapolation across topographically variable conditions at a variety of 
temporal and spatial scales. Environmental modeling is scale independent ranging from 
small watershed studies at fine resolutions (Band et al. 1993, White and Running 1994) to 
global studies at course resolutions (Nemani et al. 2003). Meteorological data for these 
types of simulations are rarely available at the appropriate spatial or temporal scale 
(Eagleson 1986, Cramer et al. 1999, Mummery and Battaglia 2002).
To date, most modeling exercises have required the development of a processing 
technique that must be modified extensively to handle different sets of meteorological 
data, their interpolation or extrapolation, and display at a specified temporal and spatial 
scale. 1 recognize, as do others (Baron et al. 1994, Pierce and Running 1995), that a 
flexible, more integrated system would be highly desirable and that such a system must 
be able to acquire and store, transform, and display meteorological information in an 
efficient, accurate manner at multiple geographic scales without extensive user 
intervention. I envision three discrete components that must be integrated.
The first system component involves data acquisition and storage. If I store point- 
source observations in a relational database with an open standard interface I can remain 
independent of any specific database management system. I can then use this relational 
database as a foundation to develop scaleable applications that use data efficiently while 
still providing point-source data access to nearly any data-aware program. The
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acquisition and storage of highly variable meteorological data can be done efficiently by 
incorporating a relational format using Structured Query Language (SQL). SQL 
provides a simple, common interface to allow spatial and temporal selection and 
summarization of data with ease and efficiency.
The second system component involves the incorporation of techniques to 
transform point-source weather data into continuous variables that can be displayed 
spatially. Many applications have tailored interpolation processes specifically for 
generating surfaces of weather data (Daly and Neilson 1994, Thornton et al. 1997, 
Hutchinson 1998, Fleming et al. 2000, Goovaerts 2000, Price et al. 2000, Jeffrey et al. 
2001). These applications use a variety of mathematical techniques, such as Ordinary 
Kriging, truncated Gaussian filters or thin plate smoothing splines, but all have the same 
goal: to generate surfaces of weather data over large spatial scales. I should adapt a 
modular framework to allow for the substitution of one technique for another without 
affecting the format of the acquired data or the products generated. Modularity promotes 
system flexibility and adaptation to changing research needs at different scales (Voinov et 
al. 2004).
The third system component involves the display of meteorological surfaces at 
any selected spatial scale. Earth science applications are focusing on modeling processes 
at multiple scales in near real time (Nemani et al. 2003) and such a system must be able 
to efficiently generate meteorological data over a comparable spatial extent. Using inputs 
of the wrong spatial seale can significantly bias model predictions (Pierce and Running 
1995). I offer in this paper the application of such a flexible system based on criteria
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provided by the user to the mathematical processor that can generate meteorological data 
surfaces at any spatial scale.
Briefly, I automatically retrieve and store meteorological data in an SQL 
database, interpolate those data using a variety of mathematical techniques and display 
the results over multiple spatial extents. I test the system by implementing three different 
mathematical processors that interpolate meteorological point-source data: ordinary 
kriging, a truncated Gaussian filter, and inverse distance weighting and compare the 
results of these three processors using -1200 daily station observations over the 
continental United States for 2002. I illustrate the advantages of an integrated system by 
presenting daily meteorological data interpolated across the United States at eight- 
kilometer resolution on the continent and at one-degree grids at the global scale. I 
contend that these characteristics culminate in a system that can rapidly adapt to meet the 
meteorological data needs of environmental modelers.
Methods
Surface Observations Grldding System (SOGS)
I named the flexible, integrated system that I developed the Surface Observation 
Gridding System (SOGS). A flow diagram of the system is shown in Figure 2 that 
indicates its modular design and functional relationships between data acquisition, 
storage, interpolation and projection as surface variables on multiple spatial scales.
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Figure 2- Flow diagram of the Surface Observations Gridding System (SOGS). Three main 
components that comprise the system are: data retrieval and storage, interpolation and output 
handling. Data retrieval is configured to automatically retrieve the most recent data available and 
insert those data into the SQL database. Interpolation methods are modular and allow maximum 
flexibility in implementing new routines as they become available. Outputs are generated on the 
prediction grid that is determined by the latitude, longitude, elevation and mask layers.
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Data Retrieval and Storage
I obtained daily global weather data (Global Surface Summary of the Day) from 
the National Climate Data Center (NCDC). The system automatically retrieves the most 
current data from the World Wide Web and stores these data in the relational database. 
Currently, these summaries are updated by the NCDC about weekly and provide daily 
observations of maximum, minimum, average and dewpoint temperatures, and 
precipitation for approximately 6000 global stations. Observations are available from 
late 1994 to the present. New data sources can be added simply by creating and 
populating new database tables based on the new data formats and all data can be merged 
into a superset data source using SQL for use in the interpolation system. An example set 
of daily global observations from NCDC is shown in Figure 3.
Figure 3 - Sample set of global, daily observations from the NCDC Global Surface Summary of the 
Day for May 4‘\  2003.
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Interpolation
The interpolation routine was designed to be modular such that the interface to 
the routine remains the same while the technique itself could easily be switched to use 
another method. The interpolation routine requires a set of spatially explicit input 
observations and the location and elevation of the prediction point. It generates a 
prediction from these inputs. This ensures that other methods can be added with minimal 
effort. A flow diagram of the modular interpolation logic is shown in Figure 4. In all 
cases, locations are specified as longitude (x) (decimal degrees), latitude (y) (decimal 
degrees) and elevation (z) (meters). Elevation is explicitly considered as a third 
dimension due to the covariance of many weather variables with changes in elevation 
(Barry and Chorley 1998).
O b se rv a tio n s
(X,Y,Z,R)
P rediction  P o in ts  
(XO,YO,ZO)
Interpolation
Logic
Prediction
(RO)
Figure 4 - System flow diagram for modular interpolation logic used in SOGS. Prediction locations 
(Xq,Yo,Zo) and observed data (Xi..„,Yi..„,Zj.„,Ri..„) are input into the interpolation routine and that 
routine generates a prediction (Rq) based on the observed data and some weighting scheme.
Generating Products
Output generation is linked to the prediction grid using four raster inputs: latitude,
longitude, elevation and a simulation mask. The simulation mask determines the
8
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presence or absence of a prediction point. Prediction points outside the region of interest 
determined by the simulation mask are not estimated and are set to a fill value.
Longitude, latitude and elevation layers determine the location and topography of the 
prediction point respectively. Although latitude and longitude are used in this example, it 
is still possible to use other grid coordinates such as UTM. A set of example raster 
inputs is shown in Figure 5. To assess the ease with which new spatial resolutions could 
be modeled, I generated two test input raster sets: one for the continental United States at 
eight kilometer resolution and one for the globe at one degree resolution and used these 
test inputs to interpolate example raster weather data images at those resolutions for May 
4‘̂  2003.
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Figure 5 - SOGS input rasters for the continental United States at eight kilometer resolution. These 
inputs drive the prediction grids of the outputs generated by SOGS.
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Interpolation Implementation
To test the modularity of the system, I implemented ordinary kriging (OK) 
(Brooker 1979), a truncated Gaussian filter (TGF) (Thornton et al. 1997) and inverse 
distance weighting (IDW) (Isaaks and Srivastava 1989) as interpolators within the SOGS 
framework. OK calculates predictions using two components: a matrix of covariances 
between observations and a matrix of covariances between the observations and the 
prediction point. These covariances were determined from a spherical semivariogram 
model. TGF does not consider the covariances between observations, weighting each 
observation’s contribution to the prediction only by its distance to the prediction. It 
assesses each station’s contribution by a Gaussian weighting function that is truncated at 
some distance from the prediction point. Inverse distance weighting is similar to TGF 
except that it weighs the contribution of each observation by the squared reciprocal of its 
distance to the prediction point. The IDW method truncates observations at some 
distance from the prediction point in the same way as TGF. Specific details for each of 
the key weather variables interpolated are detailed below.
The runs were accomplished using identical model parameters for each respective 
method for all five variables because I was interested in optimizing speed and 
performance. This allowed the calculation of a single observation weight for all 
interpolated variables. Fixing model parameters also ensures that the same observations 
are included for each method for each prediction. Each method has a truncation distance 
and if these were allowed to vary, different numbers of observations would be allowed 
for each prediction with each method, possibly confounding the comparison of the three 
interpolators. Fixing these parameters therefore allows for a more direct comparison
11
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between the methods. These fixed model parameters for each of the methods are shown 
in Table 1.
Ordinary Kriging
Sill 10.0
Range 5.5°
Nugget 0.0
Truncated Gaussian Filter
Shape Parameter (a) 6.5
Truncation Radius (Rp) 5.5°
Inverse Distance Weighting
Power 2.0
Truncation Radius 5.5°
Table 1- Model parameters for ordinary kriging, the truncated Gaussian filter and inverse distance 
weighting implemented in SOGS. Range and truncation radius parameters are in decimal degrees. 
Variogram sill and nugget values are in variance units o f either °C  ̂for temperatures, (W m'̂ )̂  for 
solar radiation and cm^ for precipitation. The Truncated Gaussian Filter shape parameter (a) and 
Inverse Distance Weighting power parameter are dimensionless.
Air Temperatures
As part of the system, maximum, minimum, average and dewpoint temperature 
observations were detrended prior to interpolation by reducing them to equivalent 
potential temperature at 1000 millibars (Barry and Chorley 1998) as follows;.
e  = T 1,000 Equation 1
12
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
Where 0 is the potential temperature in Kelvin, T is the local air temperature in 
Kelvin and P is the surface pressure estimated as a function of elevation with the 
observed surface pressure. Surface pressure was estimated as a function of elevation as 
derived by Iribane et al. (Iribane and Godson 1981):
P = P.Ski
l . O - ( L R s r o * Z )
 ̂STD
LR,, MA Equation 2
Where P  is the surface pressure, P s t d  is the standard surface pressure, L R s t d  is the 
standard environmental lapse rate in (-K m-1), Z is the elevation in meters, g is the 
standard gravitational constant, R is the gas law constant and MA is the molecular weight 
of air. These parameters are given in Table 2.
Parameter Value Units
P s t d 101325.0 (Pa) standard pressure at 0.0 m elevation
L R s t d 0.0065 (-K m ') standard temperature lapse rate
T s t d 288.15 (K) standard temp at 0.0 m elevation
G 9.80665 (m s '̂ ) standard gravitational accel.
R 8.3143 (m̂* Pa mof* K'*) gas law constant
MA 28.9644e'" (kg mol ') molecular weight of air
Table 2 - Constants used to estimate surface pressure from elevation as derived by Iribane et al. 
(1981)
Once predictions were made, potential temperatures were reversed to surface 
temperatures using estimates of surface pressure at the predicted elevation points.
13
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Precipitation Occurrence and Amount
Precipitation is a difficult quantity to interpolate because, due to its discrete 
nature, it is non-stationary at daily time steps. Therefore, precipitation interpolation is a 
two-step process: the determination of precipitation occurrence and amount. First, I must 
define regions where precipitation is likely to occur. Second, I interpolate precipitation 
amounts contingent on the probability of the occurrence of precipitation at that point. To 
accomplish this, the OK method uses a combination of indicator kriging (IK) and OK.
IK is the categorical equivalent of OK and is achieved by using an indicator variable that 
represents the occurrence (1) or non-occurrence (0) of precipitation at a given station as 
an input to OK. The results of IK give predictions that are expressed between 0 and 1 
and represent the probability of a precipitation event at a given location. This method has 
proved useful in improving estimates of non-stationary quantities in other geostatistical 
analyses (Marinoni 2003). TGF precipitation predictions were performed by first 
determining the Precipitation Occurrence Probability (POP) (Thornton et al. 1997) which 
is comparable to the results obtained from IK. IDW precipitation occurrence predictions 
were performed using the POP method but replacing the Gaussian weighting function 
with the IDW function. If the likelihood of precipitation at a given prediction point for a 
given method exceeds the user-defined probability (0.54 for my application), 
interpolation of precipitation amount is performed at that point using their respective 
interpolation method.
14
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Vapor Pressure Deficit (VPD) and Solar Radiation
I estimated aetual and saturation vapor pressure (Campbell and Norman 1998) 
using the interpolated dewpoint and average daily temperatures and calculated VPD as 
the difference between saturation and actual vapor pressures. I estimated solar radiation 
using the method of Thornton et al. (Thornton et al. 1997) in DAYMET. For simplicity, I 
estimated flat-plane radiation, setting slope to zero.
Cross-validation
To test the system, I performed cross-validation for daily maximum and minimum 
temperature, vapor pressure deficit, solar radiation and precipitation over the Continental 
United States for the entire year of 2002, excluding 4 missing days, using OK, the TGF 
and IDW. For each variable, I estimated the mean absolute error (MAE) and bias to 
quantify the accuracy and precision of my predictions. Cross-validation can be 
computationally demanding for OK if the number of stations used in interpolation is 
large, as is the case with SOGS. For example, if n is the number of observations, the 
addition of a single observation used in interpolation represents a 2n+\ increase in size of 
the inter-observation covariance matrix, resulting in an exponential increase in computing 
time with increasing numbers of observations. OK cross-validation is particularly 
challenging because each iteration requires the inversion of an n x n matrix of inter­
observation covariances. Because the resulting inverted covariance matrix is a square, 
symmetric matrix, one can derive a procedure for calculating the equivalent inverse of the 
resulting matrix, through row and column removal techniques, which does not require the 
iterative calculation of the larger matrix inverse. Although many stations in the
15
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prediction would have zero weight, this technique is more efficient because it does not 
require the point-wise filtering of local stations at each prediction point. Depending on 
the size of the prediction grid, this may be a computationally expensive process. Using 
this technique, cross-validation time scales linearly with increases in station density 
rather than exponentially, significantly reducing cross-validation time.
I worked closely with Dr. Jonathan Graham from the Department of Mathematical 
Science a the University of Montana to formalize the definition of this matrix inversion 
routine. The matrix inverse routine works as follows. Let M be an n x n, invertible, 
symmetric matrix (a covariance matrix for my purposes). Once inverted, the M'^ matrix 
is partitioned into submatrices as follows aceording to the row and column of the inverted 
matrix that you wish to remove. (For crossvalidation requiring removal of the i**' 
observation, the i*'’ row and column of M’’ is removed).
M
^ a - I ) x ( i - I )  f ( i - l ) x l  ^ a - l)x (n - i)
f l x ( i - I )  ^IxJ S lx(n-i)
^ ( n - i ) x ( i- I )  8 (n -i)x l ^(n -i)x(n-i)
Equation 3
where the i‘*' row and column are [ f  e g’] and [f e g]’ respectively, i denotes the row and 
column to remove from the matrix. A new matrix H is constructed with the removal of
the i**’ row and column using the submatrices A, B, B’ and D as follows;
H
A B 
B' D Equation 4
16
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and a new vector is formed with the removed column i omitting the intersection value eij 
as follows:
k  - f
g
Equation 5
The inverse of M with the ith row and column removed, denoted , can then be found 
as:
— H  — kk /e  Equation 6
Finding the resulting matrix after removing the i'*' row and column thus reduces to 
matrix and arithmetic multiplication, division and subtraction operations as opposed to a 
computationally expensive matrix inversion routine. This routine works for any 
symmetric, invertible matrix but is used in SOGS on the matrix of inter-station 
covariances for the OK interpolator.
To quantify the speed increases gained from this matrix inversion shortcut, I 
performed cross-validation twice, once using this matrix inversion routine and the other 
iteratively inverting the inter-station covariance matrix with increasing station densities 
from 100 to 600 stations and measured the time required to complete the calculation for 
each method. All processing was performed on a Redhat Linux 7.3 workstation with dual 
1.6 Ghz AMD Athlon processors and 2 Gb of RAM.
17
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Results
Cross-validation
Results of daily cross-validation for ordinary kriging (OK), the truncated 
Gaussian filter (TGF) and inverse distance weighting (IDW) for the continental United 
States for 2002 are presented in Table 3. In general the three test methods performed 
similarly across all variables. Tempecatures predicted with OK had lower MAE than 
those predicted with TGF and IDW but no method showed a marked improvement over 
the other. VPD bias predicted with OK was high relative to the biases in the TGF and 
IDW. Precipitation occurrence / non-occurrence was predicted with 85% accuracy using 
Indicator Kriging, 88% using TGF and 87% using IDW. The error matrices for these 
precipitation occurrence methods are presented in Table 4.
18
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Ordinary
Kriging
Truncated 
Gaussian Filter
Inverse Distance 
Weighting
MAE Bias MAE Bias MAE Bias
Tmax (°C) 1.6 0.03 1.9 -0.01 1.9 0.11
Tmin (°C) 1.9 0.01 2.0 0.01 2.0 0.02
Precipitation
(cm)
0.48 0.35 0.49 0.29 0.47 0.27
VPD (Pa) 293.1 -196.6 167.5 7.2 141.6 9.1
Solar Radiation 
(W W )
43.5 -3.4 47.7 -8.7 43.1 -4.2
Table 3 - SOGS cross-validation results for each o f the five key weather variables for the Continental 
United States for 2002 using ordinary kriging, the truncated Gaussian filter and inverse distance 
weighting.
19
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Indicator Kriging
Measured
Precipitation
No Measured 
Precipitation
Predicted Precipitation 5% 6%
No Predicted Precipitation 9% 80%
Truncated Gaussian Filter
Measured
Precipitation
No Measured 
Precipitation
Predicted Precipitation 4% 2%
No Predicted Precipitation 10% 84%
Inverse Distance Weighting
Measured
Precipitation
No Measured Precipitation
Predicted Precipitation 4% 3%
No Predicted Precipitation 10% 83%
Table 4 - Error matrix for prediction of precipitation occurrence / non-occurrence using indicator 
kriging (ordinary kriging with indicator variables), the truncated Gaussian filter and inverse 
distance weighting.
Resolution Change Example
The flexibility of the system for use at two widely different spatial scales is 
demonstrated in Figure 6. The plates on the left show the results of the one-degree 
square resolution for the globe for each of the five response variables estimated with
20
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SOGS for May 4**', 2003. The plates on the right show the results of a separate run on an 
eight-kilometer square resolution for the Continental United States for the same variables 
and day. Once can see the influence of lack of data on the one-degree resolution product, 
indicated by a large white stripe through central Africa. This can also be seen in the 
distribution of observations shown in Figure 3.
21
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Figure 6 - Example of two different spatial resolution tests for all five variables for May 4 ' \  2003 
using NCDC Global Surface Summary of the Day data. For this test, data were interpolated using 
the truncated Gaussian filter.
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Cross-validation efficiency test
I found that cross-validation time was significantly reduced using a cross- 
validation shortcut. If the inter-observation covariance matrix was inverted during each 
iteration of cross-validation, even with only 600 stations, cross-validation would take 
approximately one hour. When the matrix inversion shortcut was used, the same cross- 
validation took approximately three minutes. In general, the process of cross-validation 
was scaled from an exponential to linear increase in time with the addition of a single 
station without loss of precision. Figure 7 shows the comparisons of execution time 
based on increasing the number of observations.
23
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Figure 7 - Efficiency improvements using matrix inversion shortcut relative to the number of stations 
used in cross-validation of OK showing almost an order of magnitude increase in efficiency between 
standard OK and my improved cross-validation method. Cross-validation time with the new method 
scales linearly with increasing station density as opposed to exponentially.
Discussion
Although there are a number of common desktop software applications that can 
both parse the available weather data and interpolate these data to continuous surfaces, 
these software products lack the ability to perform these processes repetitively or with 
different mathematical processors without extensive software modifications. 
Environmental modeling studies often require historical datasets in order to properly 
account for long-term climatic trends (Cramer et al. 1999). In some cases, these datasets
24
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are created daily for over a hundred years, such as those used in the Vegetation / 
Ecosystem Modeling and Analysis Project (Schimel et al. 2000). Such datasets would be 
tedious to create using common desktop software because of the intense amount of user 
interaction required. My system can generate such data with minimal initial user 
interaction over any period of interest or spatial resolution unattended.
My comparisons between OK, the TGF and IDW interpolation methods show 
very small differences between the three logics. It is, however, important to note that OK 
develops interpolation weights not only on the relationship between the prediction point 
and observation point but rather a combination of those relationships and the 
relationships between observation points. Clustered stations have their weights reduced 
because they do not offer independent information to the prediction. This corrects for the 
uneven or clumped distribution of stations commonly found in spatially explicit point 
data, eliminating the need to cycle through observation data in an effort to estimate local 
truncation radii (Thornton et al. 1997). My implementation is more of an empirical rather 
than statistical implementation because I used fixed variogram parameters. This ignores 
one of the strengths of OK: the ability to tailor the interpolator to the spatial correlation of 
the input observations. For this reason, I would ideally derive my model parameters from 
a model fit to an empirical variogram calculated from the observed data. In fact, this is 
part of the program but for my analysis, it was not implemented because I was interested 
in a more direct comparison of the distance-based interpolators. Even without this 
process, the program still benefits from ordinary kriging’s ability to correct weights under 
conditions of spatially heterogeneous observations.
25
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Errors for most variables were similar between my three tested interpolators.
VPD was the only variable where marked differences in error statistics were apparent. 
Because the estimation of VPD relies on estimating not one but two temperatures, 
asymmetries in estimation errors could lead to larger errors in VPD, particularly at higher 
temperatures. This is possibly why VPD errors were higher even though temperature 
prediction errors were lower using OK. For example, with similar predictions of 
dewpoint temperatures between methods, if the error for average temperature were 
consistently lower with one method, I would underestimate VPD and have a negative bias 
for that method, as was observed in the error statistics for OK. Equal errors in 
temperature estimations might represent an equal shift up the SVP curve and thus the 
estimated VPD might be less biased. As an alternative, I could estimate VPD at each 
station first and then interpolate the resulting VPD. However, the relationship between 
elevation and temperature is clearer than the relationship between VPD and elevation. 
Interpolating temperatures first and using the resulting interpolated temperatures allows 
us to resolve the topographic influence on VPD. Regardless, all tested methods represent 
an improvement over previous versions of daily interpolators because they use measured 
dewpoint temperatures which do not require the estimation of actual vapor pressures 
based on similarities between dewpoint and minimum temperatures (Kimball et al. 1997).
Errors in daily predictions of precipitation were high for all three methods and 
little or no differences were ascertainable between the three. Interpolation of daily 
precipitation values is complicated by many factors. Convective processes in summer 
create complex patterns of precipitation as compared to broad-scale, frontal winter 
precipitation patterns resulting in much higher errors in the estimation of precipitation
26
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
(Comrie and Broyles 2002). Also, the use of a single truncation radius ignores that there 
is a different radius of influence for small versus big precipitation events on a daily basis 
(Skaugen 1997).
Poor spatial resolution of available meteorological data is a problem for many 
modeling studies (Cramer et al. 1999, Mummery and Battaglia 2002) but this constraint 
is significantly reduced by SOGS. Point data are independent of scale and one can 
generate surfaces of these variables at any resolution provided that the point data 
sufficiently resolve the spatial heterogeneity of the process. The data products commonly 
available to ecological modelers are the actual raster datasets; the initial point data are 
rarely made available. If the spatial scale of these raster datasets does not match the 
resolution of other inputs, they are often resampled. For example, Coops and Waring 
(2001) were required to resample available raster weather data to match the input of other 
parameters to their regional ecosystem process model 3PG. Such resampling could 
significantly bias the results of a model simulation (Pierce and Running 1995). When 
point data are stored, one does not need to resample a previously created raster datasets to 
a new resolution and risk introducing more bias. One can easily switch the spatial 
resolution of the inputs to SOGS and generate a new dataset at the appropriate scale 
based on the original point data, thereby reducing uncertainty in model inputs.
The cross-validation shortcut presented here represented a large increase in 
efficiency as station counts increased. Without this shortcut, it would have been very 
difficult to implement cross-validation for OK due to the inordinate amount of time it 
would have required for cross-validation of 1200 stations. This technique is fully generic
27
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and can be used anywhere users are required to remove a row and column from an 
inverted, symmetric matrix.
Conclusions
I have detailed a flexible system for the interpolation of spatially explicit point 
data onto a user specified grid with minimal user intervention. I have presented the 
implementation of a system that will allow the adaptation to new interpolation methods 
as they arise as well as a system that is highly plastic in output resolution. I have tested 
the adaptability of the system to interpolation logic by implementing three separate 
spatial interpolators and assessed the quality of the data produeed by each. I also 
presented examples of varying the spatial resolution of the output data. This system, I 
believe, represents an effective way of increasing the application of ecological and 
hydrological process modeling at a variety of landseape scales.
28
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
Chapter 2 - The effects of precipitation and soil water potential 
on drought deciduous phenology in the Kalahari
29
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Abstract
I utilized an ecosystem process model to investigate the influence of precipitation 
and soil water potential on vegetation phenology in the semi-arid, drought-deciduous 
ecosystems in the Kalahari region of South Africa. Timing of leaf flush was assumed to 
be the first day during which a rainfall event exceeded that day’s estimate of potential 
evapotranspiration after a defined dry season. Leaf senescence was assumed to be a 
dynamic feedback between soil water potential and net plant carbon gain and was 
determined by dynamically modeling the effects of concomitant trends in soil water 
potential and net primary production on leaf area index. Model predictions of leaf area 
index (LAI) were compared to satellite-derived Normalized Difference Vegetation 
Indices (NDVI) for three years at two sites along the Kalahari transect. Mean absolute 
error (MAE) for the prediction of modeled leaf flush date compared to leaf flush dates 
estimated from NDVI were 10.0 days for the Maun site and 39.3 days for the Tshane site. 
Correlations of model predicted 10-day average leaf area index with 10-day composite 
NDVI for both Maun and Tshane were high (p = 0.67 and 0.74 respectively, p < 0.001) 
suggesting this method adequately predicts intra-annual leaf area dynamics in these dry 
tropical ecosystems.
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Introduction
Vegetation phenology has a large impact on the global carbon cycle, influencing 
both the amplitude and timing of seasonal cycles of atmospheric CO2 (Myneni et al.
1997). It determines the timing and duration of a photosynthetically-active canopy and 
therefore influences the magnitudes of carbon and water fluxes throughout the growing 
season. The degree by which important climatic controls such as photoperiod, 
temperature and moisture affect plant phenology has been shown to vary with location. 
In temperate ecosystems, leaf flush has been shown to occur as a function of favorable 
temperatures and leaf senescence is determined by photoperiod (White et al. 1997) and 
other internal or genetic factors that may be species specific. However, the rules that 
predict the phenology of temperate deciduous vegetation do not apply to dry tropical 
forests. In those regions, several studies have shown that moisture is the primary control 
for both leafing and senescence (Monasterio and Sarmiento 1976, Nilsen and Muller 
1981, Childes 1989, Bullock and Solis-Magallanes 1990, Borchert 1994, Seghieri et al. 
1995). These drought-deciduous species have adapted to long dry seasons by rapid leaf 
flushing at the onset of the rainy season (Monasterio and Sarmiento 1976) and by 
shedding leaves as available soil water decreases with lack of precipitation (Daubenmire 
1972, Nilsen and Muller 1981, Childes 1989). For many drought-deciduous species, the 
first large precipitation event at the start of the rainy season initiates rapid leaf flush 
(Childes 1989) whereas leaf senescence responds more slowly to decreases in available 
water (Daubenmire 1972, Frankie et al. 1974, Childes 1989, Borchert 1994). These 
adaptations extend the period of favorable water relations and optimize photosynthesis.
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Dropping some, but not all, leaves allows the plant to eontinue photosynthesizing into the 
dry season while lowering the overall transpiration loss.
In this study, I evaluate whether the phenology of drought-deciduous vegetation 
in the Kalahari ean be predicted from readily available climate and soils data. The 
approach is dependent on biophysical models that (a) transform limited weather data 
(precipitation and temperature) to more functional forms, (b) estimate effective 
precipitation, and (c) predict seasonal changes in canopy leaf area index. The predicted 
timing of leaf expansion and senescence was compared with information derived from 
near-infrared and red reflectance measurements acquired by AVHRR NOAA satellite 
coverage.
Methods
Ecosystem Process Model (BIOME-BGC)
The ecosystem process model BIOME-BGC version 4.1.1 (Thornton et al. 2002) 
used for this analysis, was modified to access the timing of leaf flush and the regulation 
of leaf senescence. The model requires information on soil texture, meteorology and a 
few physiological properties of the vegetation. Physiographic information for specific 
sites was utilized to estimate daylength, soil water storage capacities, and other variables 
required to initialize the ecosystem model. Physiological information appropriate for 
woody, deciduous vegetation was acquired from White et al. (2000). Model simulations 
were limited to predicting the seasonal phenology of woody vegetation over a 
consecutive three-year period.
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Physiographic information
Two sites were selected based on the completeness of available data. These sites 
were Maun, a Mopane woodland, and Tshane, an Acacia spp. savanna. They represent 
two distinct landcover types with different vegetation characteristics and precipitation 
regimes. Physical site parameters are listed in Table 5.
Maun
(Mopane
woodland)
Tshane
(Acacia
savanna)
Latitude -19.93 -24.17
Longitude 23.59 21.71
Elevation (m) 930 1100
Soil % sand 96 98
Soil % silt 1 0
Soil % clay 3 2
Table 5 -  BIOME-BGC site parameters for test sites in the Kalahari region o f South Africa.
Meteorological Data
Surface meteorology were obtained from the NOAA National Climate Data 
Center African Weather Data files for each site for 1989 - 1992. Missing temperature 
data was filled with the previous good day’s value and missing precipitation values were 
assumed to represent zero precipitation. Maximum and minimum temperature and daily 
total precipitation were used as inputs to the MT-CLIM 4.3 program (Running et al.
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1987, Kimball et al. 1997, Thornton et al. 2000) to estimate vapor pressure deficit and 
radiation. Daylength was calculated as a function of date and site latitude.
Ecophysiological Parameters
Midgley et al. (2003) estimates of the maximum rate of carboxylation (Vcmax) for 
each species at each of the two sites were normalized to 25 °C using the temperature 
dependence in Walcroft et al. (1997). Estimates of the fraction of leaf nitrogen in rubisco 
were approximated from the Vcmax values using the method of Ninnemets and Tenhunen 
(1997) in conjunction with field estimates of the foliar carbon to nitrogen mass ratio (Kg 
C / Kg N) (Feral et al. 2003) and specific leaf area (Midgely et al. 2003), assuming the 
ratio of Kg C / Kg leaf dry weight to be 50%. To generalize from individual species, 
parameters for each species at a site were averaged, assuming each species contributes an 
equal proportion to canopy LAI. The averaged parameters are shown in Table 6.
Maun Tshane
Specific Leaf Area (m^ / Kg Dry Weight) 8.4 6.8
Vcmax (pmol C W /s) at 25 °C 70.0 73.5
Foliar C:N (Kg C / Kg N) 22.6 20.1
Fraction of Leaf Nitrogen in Rubisco 0.20 0.14
Table 6 - Ecophysiological parameters for each site. Vcmax values are mean Vcmax values for all 
species at each site normalized to 25°C using the temperature dependency of Vcmax from Walcroft et 
al (1997).
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BIOME-BGC Phenology Modifications 
Leaf Flush
The phenological model for the determination of the timing of leaf flush is 
controlled by two components; the determination of the first significant precipitation 
event (SPE) following the dry season and the definition of a dry season. An SPE is 
defined as an event where, for a given day, precipitation exceeds potential 
evapotranspiration (PET). PET was calculated using the Priestly-Taylor formula 
(Priestly and Taylor 1972). To determine the extent of the dry season, I averaged daily 
precipitation and daily estimates of PET over the entire period of meteorological data and 
calculated average daily significant precipitation events. The first SPE after July 
(yearday 182, the start of phenological year in the Southern Hemisphere) was defined as 
the starting point for determining the annual onset dates. This starting point was then 
modified to allow for variability in the onset of the first rains by subtracting two weeks 
from this date to establish the actual starting point. In this way I avoided ineffectual 
rainfall events that might occur in the middle of the dry season. Using this method, 1 
determined starting dates to be October 29**’ (yearday 302) and September 20**’ (yearday 
263) for Maun and Tshane respectively after which significant precipitation events were 
determined daily. The first SPE following the starting point determined in the previous 
step was then assumed to trigger leaf flush in BIOME-BGC. For example, at the Maun 
site on November 23, 1990 there was a 0.2 cm rainfall event but the estimates of PET for 
that day were 0.26 cm/day indicating ineffectual precipitation. However, on December
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3"̂  ̂of that year, a day’s rainfall of 0.7 cm with a PET of 0.35 indicated a significant 
rainfall event.
Leaf Senescence
Leaf senescence was modeled as a dynamic response to variations in soil water 
potential (vi/soii) and net primary production (NPP). To test this assumption, BIOME-BGC 
was modified as follows: seven-day moving windows were maintained within BIOME- 
BGC for \|/soii and NPP. Each day, seven-day time series ordinary least squares 
regressions (to,t_i,.. .t-e) were performed on model variables of v|/soii and NPP to determine 
the regression coefficient and the r̂  for each of the two variables. The parameters for this 
sub-model were derived from a best-fit estimate of leaf area index to NDVI for the Maun 
site in 1989. The parameters were then fixed for the remaining two years of Maun 
simulations and the three years of simulations at Tshane. Based on the best-fit estimates, 
a fixed fraction of leaf carbon (4.5% of total) was converted to leaf litter on days where 
the slope of both seven day trends in soil water potential and NPP were negative with r  ̂> 
0.8 and the slope of the soil water potential trend was < -0.1 Mpa/day.
Satellite Validation Data
Normalized Difference Vegetation Indices (NDVI) were extracted from the 
NOAA/NASA Pathfinder AVHRR Land (PAL) global, 10 day, eight kilometer resolution 
composite dataset. NDVI has been shown to be strongly related to leaf area index (LAI) 
(Myneni et al. 1995) and should provide a suitable means by which to test model 
predictions of LAI. I selected the raster value closest to each site, based on latitude and 
longitude, and extracted a corresponding NDVI. The timing of leaf flush was determined
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from the NDVI data by taking the first derivative of five composite periods. Slopes of 
the NDVI time series were calculated using the points NDVIt-2, NDVIt-i, NDVfo, 
NDVIt+i and NDVIt+2. The timing of leaf flush was then assumed to be the period when 
the rate change of NDVI became positive after July 1®*. The NDVI time series and slope 
calculations are presented in Figure 1 for late 1989-1992.
Results
The results of the model runs for Maun and Tshane are presented in Figure 2. 
Correlations between predicted 10 day mean leaf area index and 10 day composite NDVI 
for Maun were 0.67 [p < 0.001, n = 108] and for Tshane were 0.74 [p < 0.001, n = 108]. 
The estimated timing of leaf flush using the precipitation and PET-driven phenology as 
well as the date of the middle of the composite period of apparent actual leaf flush 
determined from the NDVI time series are summarized in Table 7. Mean absolute error 
(MAE) for prediction of the timing of leaf flush at Maun was 10.0 days and was 39.3 
days at Tshane. Mean absolute error for Tshane was high because of one very poor 
predietion of leaf flush in 1989. MAE for the remaining two years was 18.5 days. In 
general, model predictions for leaf flush at Maun were later than observed and 
predictions at Tshane were earlier. Predictions of leaf area index dynamics show good 
agreement between model predictions and NDVI. At Maun during the 1991 -1992 
phenologieal year, 1 observed an anomalous regrowth around May 30*"̂  (yearday 150), 
which was not depicted by the model. At Tshane in 1989-1990, the model predicted leaf 
flush too early, which caused the model to initiate canopy growth, but internal dynamics
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constrained the rate of leaf development, resulting in good agreement with observed peak 
LAI and the rates of senescence thereafter.
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Growing Season Precipitation-Driven 
Leaf Flush Date 
(Yearday)
Actual Leaf Flush 
Date from AVHRR 
(Yearday)
Maun
(Mopane
woodland)
1989-1990 316 310
1990-1991 337 320
1991-1992 327 320
Predietion MAE 10.0
Tshane
(Acacia savanna)
1989-1990 310 391
1990-1991 284 330
1991-1992 268 289
Prediction MAE 39.3
Table 7 - Predicted leaf flush timing using the precipitation and PET-derived model as compared to 
the estimates of leaf flush timing from NDVI at each site for each phenological year. Leaf flush 
dates from NDVI represent the date of the center of the 10 day composite period where the first 
derivative of NDVI became positive after yearday 182 (July 1*').
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Figure 8 - NDVI and d(NDVI)/dt time series for two sites, Maun and Tshane, along the Kalahari 
transect from 1989-1992.
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Figure 9 - Predicted leaf area index using modified version BIOME-BGC and observed Pathfinder 
AVHRR NDVI for Maun and Tshane beginning at yearday 310,1989.
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Discussion
In general, comparisons of predicted LAI to NDVI show good agreement at both 
sites. At Maun, predictions of leaf flush timing were better using the first significant 
precipitation event than at Tshane (MAE, Table 3). Predictions of leaf flush at Maun 
were consistently earlier while at Tshane they were consistently later. This may reflect 
differences in rooting characteristics of the types of species at these two contrasting sites. 
Maun is covered by a mixture of trees and shrubs, whereas Tshane is covered hy Acacia 
spp. with a grass understory. Shrubs generally have access only to water at the soil 
surface and therefore are prone to respond quickly to precipitation events. This could 
explain the rapid greenup shown in response to the first rainfalls in Maun. Tshane 
vegetation is dominated hy Acacia spp., many of which are known to have deep tap roots 
(Cole and Brown 1976) giving them access to water at greater depths and therefore 
making single precipitation events less likely to influence vegetation phenology. In those 
cases the vegetation may respond to other cues such as photoperiod (Borchert and Rivera 
2001).
The contribution of grasses was ignored because I lacked information to quantify 
their photosynthetic performance. Because grasses are clearly an integral part of these 
ecosystems, this poses a limitation to the current analysis and may explain some of the 
discrepancies with observations. For example, leaf flush dates predicted by the SPE 
model were delayed at Maun for all three simulation years as compared to leaf flush date 
assessed from NDVI. NDVI values probably incorporate leaf emergence of herbaceous 
vegetation. This possibility is supported by observations at Maun where predictions of 
canopy leaf flush consistently lagged behind satellite-derived dates.
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I demonstrated that the rate of leaf senescence could be predicted reasonably well 
by taking into account short-term, parallel decreases in modeled soil water potentials and 
NPP (Fig. 2). An exception was Maun in 1991-1992. This discrepancy indicates a 
probable deficiency in the current configuration of the model: BIOME-BGC appears to 
underestimate the rate of leaf area expansion immediately following precipitation at the 
end of the dry season. Drought-deciduous species have been shown to be very 
opportunistic in their water use by retaining non-dormant buds throughout the year and 
rapidly flushing leaves following rainfall events (Borchert 1994). BIOME-BGC showed 
a slowing of leaf loss in those periods of rapid greening but did not adequately predict the 
large, rapid increases in leaf area. On the other hand, the satellite-derived information 
may be unreliable because cloud cover is accumulated at this time and may contaminate 
the analyses (Lovell and Graetz 2001).
I emphasize that plants do not respond directly to precipitation events but rather 
the influence of those precipitation events on soil water potential and possibly vapor 
pressure deficit. Precipitation is a direct driver of the water balance of a system but it 
alone does not control the amount of water made available to the plant. Since my method 
uses precipitation and potential evapotranspiration, it is more complete than using a 
simple precipitation trigger for leaf flush because it accounts for both gains and losses of 
water to the system, but it is still essentially one step removed from the actual biophysical 
manifestations of those drivers. It still neglects the fact that the additional net input of 
water to the system must sufficiently raise soil water potentials enough for the plant to 
maintain turgor pressure during leaf flush. It also neglects important water balance 
components such as surface and ground water runoff. A more complete leaf flush
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determination might use soil water potential as an integrated trigger for leaf flush timing 
determination.
In summary, I support an increased emphasis on modeling canopy dynamics 
because this feature is particularly sensitive, and therefore likely to respond more quickly 
to predicted changes in climate than will the composition of the vegetation. I substantiate 
the long held belief that in dry tropical ecosystems, precipitation, through influence on 
soil water potential, imparts predictable phenological responses by the canopy. The 
approach presented provides a step forward in quantifying biophysical relationships that 
underlie interactions of dry tropical vegetation with climate.
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Chapter 3 - A generalized, bioclimatic index to predict foliar 
phenology in response to climate
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Abstract
Vegetation significantly affects exchanges of heat, mass, and momentum between 
the Earth's surface and the atmosphere by phenological changes. Although current 
patterns can be estimated from satellites, one laeks the ability to predict future trends in 
response to climate change. I searched the literature for a common set of variables that 
might be combined into an index to quantify the greenness of vegetation throughout the 
year. I selected as variables: daylength (photoperiod), evaporative demand (vapor 
pressure deficit), and suboptimal (minimum) temperatures. For each variable I set 
threshold limits, within which the relative phenologieal performance of the vegetation 
was assumed to vary from inactive (0) to unconstrained (1). A combined Growing Season 
Index (GSI) was derived as the product of the three indices. Ten-day mean GSI values for 
nine widely dispersed ecosystems showed good agreement (r >0.8) with the satellite- 
derived Normalized Difference Vegetation Index (NDVI). 1 also tested the model at a 
temperate deciduous forest by comparing model estimates to average field observations 
of leaf flush and leaf coloration. The mean absolute error of predictions at this site was 3 
days for average leaf flush dates and 2 days for leaf coloration dates. Finally, 1 used this 
model to produce a global map that distinguishes major differences in regional 
phenological controls. The model appears sufficiently robust to reconstruct historical 
variation as well as to forecast future phenological responses to changing climatic 
conditions.
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Introduction
For centuries, people have observed annual variation in the dates at which buds 
break and flowers bloom (Sparks and Carey 1995). The science of plant phenology is 
concerned with understanding the variability of these reproductive and vegetative cycles, 
particularly in relation to their biotic and abiotic forcings (Lieth 1974). Plant vegetative 
cycles, sueh as the timing and duration of foliage, determine exchange periods of carbon 
dioxide and water between the Earth’s surface and the atmosphere. Recent decades have 
seen changes in the timing and duration of plant greenness across much of the globe 
(Myneni et al. 1997, Menzel and Fabian 1999, Schwartz and Reiter 2000, Matsumoto et 
al. 2003) and these changes could have a large impact on the global carbon cycle 
(Keeling et al. 1996).
Satellite observations, ground observations and mathematical models are all key 
components that aid in the study of large-scale phenological patterns (Schwartz 1999). 
Researchers have used satellite data to adequately map the waxing and waning of 
vegetation greenness across the Earth's surface (Justice et al. 1985). These phenological 
estimates have improved regional and interannual predictions from general circulation 
models (Chase et al. 1996) but such coupled land-atmosphere models often use fixed 
vegetation phenology parameters (Sellers et al. 1996). This neglects the dynamic 
characteristics of surface vegetation. Ground observations aid in developing a more 
dynamic link between driving variables, such as climate, and phenophase transitions but 
these observations are generally not well distributed globally and the quality of such data 
is dependent on the skills of the observer (Menzel 2002). Mathematical models bridge
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the gap between the extensive spatial scales available from satellite-derived observations 
and the linkage to driving variables that can potentially be derived from ground 
observations. Work has been done to combine such phenology models as part of land- 
surface models that are then coupled with GCMs to provide dynamic, large scale 
predictions of interactions between vegetation and climate, but this work would benefit 
from a more generalized and complete description of vegetation phenology (Foley et al. 
1998).
Phenology models predict canopy greenness from climate data because climate is 
the primary driver at large scales (Botta et al. 2000). In the mid- and high latitudes, 
phenology is controlled by temperature and photoperiod (Myneni et al. 1997, White et al. 
1997, Chuine and Cour 1999, Jarvis and Stuart 2000, Schwartz and Reiter 2000), but 
regionally, water limitations may also be important (Penuelas et al. 2004). In the tropics, 
phenology is controlled either by seasonal rainfall (Childes 1989, de Die et al. 1998, Bach 
2002) or photoperiod (Njoku 1958, Borchert and Rivera 2001). However, single climatic 
factors do not always limit phenology at a given location; sometimes multiple factors 
control phenology concurrently or at different times of the year (Nilsen and Muller 1981, 
White et al. 1997, Jame et al. 1998).
Foliar phenology models have been developed to predict dates of leaf flushing 
and leaf senescence from available climate data (Kramer 1994,White, 1997 #19, Botta et 
al. 2000, Kang et al. 2003, Jolly and Running 2004), but many of these models were 
developed for temperate ecosystems where phenophase transitions are easily defined. In 
the tropics, seasonal water availability promotes rapid leaf flushing while leaf senescence
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may occur gradually over as much as six months (Childes 1989); any choice of a single 
leaf senescence date would be arbitrary at best.
Attempts to model phenology globally have been constrained to the prediction of 
the start of leaf flushing, or onset, and have neglected the dynamics of leaf fall at the end 
of the growing season (Botta et al. 2000). In addition, continental or larger scale 
phenology models require a priori knowledge of the climate or vegetation in order to 
discretely switch among biome-specific models (White et al. 1997, Botta et al. 2000).
This limits their utility for forecasting the impacts of climate change on vegetation 
because the limiting factor at a given location may change. An alternative to traditional 
phenology models might be to continuously characterize within-year variation in canopy 
leaf area, rather than finite phenophase transitions, by combining the limitations and 
interactions of all key climate variables into a single index of foliar phenology. This is 
possible if one assumes that there are a minimum set of requirements that must be met for 
a plant to either initiate or maintain a certain phenological state.
In this chapter, I seek to develop a simple, generalized phenology model to test 
the hypothesis that there is such a set of common climatic conditions that interact to limit 
foliar phenology globally. I am interested in predicting not only the beginning and end of 
the growing season but also the status of the canopy throughout the year without a priori 
knowledge of the vegetation or climate. I also show that the model can also predict 
phenophase transition dates like traditional foliar phenology models. I seek to drive the 
model with readily available climatic data, and to provide an integrative index that 
combines the weighed effects of daylength (photoperiod), evaporative demand (vapor 
pressure deficit), and suboptimal (minimum) temperature. I test the generality of the
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model at widely diverse locations and judge its performance against satellite-derived 
estimates of the Normalized Difference Vegetation Index (NDVI). I also test the model 
at a temperate deciduous forest site to assess its ability to predict inter-armual differences 
in leaf flush and leaf senescence dates.
Methods 
Model development
I searched for a common set of meteorological variables that together might account for 
much of the variation observed in the seasonal phenology recorded across the Earth. I 
chose three that are readily available and good surrogates for the underlying mechanisms: 
low temperatures, evaporative demand, and photoperiod. From the literature, I extracted 
threshold limits for each variable, between assuming that phenological activity varied 
linearly from inactive (0) to unconstrained (I). These functions and their derivations are 
described in detail below. The product of the three indices forms a combined model that 
is calculated daily and integrated as a 21-day running average. Rurming averages were 
chosen over single daily values because plants are expected to respond to short-term 
changes in environmental conditions (Lieberman 1982, Lechowicz 2001).
Minimum temperature
Biochemical processes of plants are sensitive to low temperatures (Levitt 1980), and 
constraints on phenology appear to be more closely related to restrictions on water uptake 
by roots when soil temperatures are suboptimal (Waring 1969). Many field studies show 
variable ecosystem responses over a range of minimum temperatures. Jarvis and Linder
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(Jarvis and Linder 2000) demonstrated that northern spruces and pines increase their 
photosynthesis rapidly once temperatures exceed -1°C. Temperatures below freezing are 
lethal, however, for tropical trees (Larcher 1995). Temperatures below -2°C can freeze 
water in the xylem of some trees (Zimmerman 1964). Minimum temperature is also a 
stronger indicator of climate change than either average or maximum temperature (IPCC 
2001). To incorporate a range of species, I chose a range encompassed by a lower 
minimum temperature threshold of -2°C (Tmmiii) and an upper threshold of 5°C (TMMax)- 
A similar range of low temperature sensitivities has been reported elsewhere (Larcher and 
Bauer 1981).
A minimum temperature index (iTmin), presented graphically in Fig. 1 A, was created as 
follows:
0 If r  <T■‘ min — ^ M M i n
T - T. i n  MMin  ̂ ^
T  - TMMcix MMin
1 If r  >T/  ’ nun — MMiix
Where iTmin the daily indicator for minimum temperature and is bounded 
between zero and one and Tmin is the observed daily minimum temperature in degrees 
Celsius. For all tests, TMMin= -2°C and Tmmbx = 5°C.
Vapor Pressure Deficit (VPD)
Water stress causes partial to complete stomatal closure (Mott and Parkhurst 
1991), reduces leaf development rate (Salah and Tardieu 1996), induces the shedding of 
leaves (Childes 1989), and slows or halts cell division (Granier and Tardieu 1999). 
Although models are available to calculate a soil water balance, they require knowledge
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of rooting depth, soil texture, latent heat losses, and precipitation. As a surrogate, I 
selected an index of the evaporative demand, the vapor pressure deficit (VPD) of the 
atmosphere. At low values, latent heat losses are unlikely to exceed available water; 
whereas at high values, particularly if sustained, photosynthesis and growth are likely to 
be significantly limited. The distribution of vegetation with different phenological 
pattems is thus very sensitive to seasonal changes in vapor pressure deficit (Huffaker 
1942).
From the literature, I found evidence that VPD less than 900 Pa (Pa) should exert little 
effect on stomata whereas values greater than 4100 Pa generally are sufficient to force 
complete stomatal closure, even when the soils are moist (Osonubi and Davies 1980, 
Tenhunen et al. 1982). Although these limits vary by locations and species (White et al. 
2000), I chose a common set of parameters for all sites. The VPD index, shown 
graphically in Fig. IB, was therefore derived as follows:
iVPD =
0,lfFPD>F/>D„,„
VPD-VPD
 ̂~ vpn -VPn ’ ™   ̂ "
[\,\fVPD<VPD^,„
Where iVPD is the daily indicator for vapor pressure deficit and is bounded between zero 
and one and VPD is the observed daily vapor pressure deficit in Pascals. For all tests, 
VPDiviin = 900 Pa and VPDmex = 4100 Pa.
Photoperiod
Photoperiod provides a plant with a reliable annual climatic cue because it does not vary 
from year to year at a given location. 1 assume that photoperiod provides the outer
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envelope within which other climatic controls may dictate foliar development. Studies 
have shown that photoperiod is important to both leaf flush and leaf senescence 
throughout the world (Njoku 1958, Rosenthal and Camm 1997, White et al. 1997, 
Hakkinen et al. 1998, Partanen et al. 1998, Borchert and Rivera 2001). 1 assumed 
photoperiods of ten hours or less completely limited canopy development and eleven 
hours or more allowed canopies to develop unconstrained. The photoperiod index, 
shown graphically in Fig. 1C, was therefore derived as follows:
iPhoto =
0 ,lf Photo < Photo
Photo -  Photo.,.
P h o t o -  Photo
, If P h o t o > Photo > P h o t o Equation 9
1, If Photo > Photo Max
Where iPhoto is the daily photoperiod indicator and Photo is the daily photoperiod in 
seconds. For all tests, PhotOMin = 36000 seconds (10 hours) and Photowax = 39600 
seconds (11 hours).
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Figure 10 - Graphic representation of the meteorological functions selected to predict foliar 
phenology. For each variable, threshold limits are defined, between which the relative constraint on 
phenology is assumed to vary linearly from inactive (0) to unconstrained (1).
The Growing Season Index (GSI)
The product of the individual daily indicators for minimum temperature, vapor pressure 
deficit and photoperiod forms a single metric which can be monitored for canopy 
greenness, hereafter referred to as the Growing Season Index (GSI). The GSI is a daily 
indicator of the relative constraints to foliar canopy development or maintenance due to 
climatic limits. It is continuous but bounded between zero (inactive) and one 
(unconstrained). The daily metric is calculated as follows: 
iG SI = * iVPD* iPhoto Equation 10
Where iGSI is the daily Growing Season Index, iTmin is the minimum temperature 
indicator, iVPD is the vapor pressure deficit indicator and iPhoto is the photoperiod 
indicator. The daily GSI is then calculated as the 21-day moving average of daily 
indicator, iGSI, for all sites. The moving average serves to buffer single extreme events 
from prematurely triggering canopy changes.
Model Test Sites
Nine global sites were selected to represent a range o f  phenologically-different
biomes. At least one site was selected per continent, excluding Antarctica, with
additional sites selected to provide a range of biome types. Site selection was also
dependent on available point-source weather data. Site vegetation was determined from
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the World Wildlife Foundation (WWF) map of global ecoregions (Olson et al. 2001). A 
summary of these site locations and their related biome-types is shown in Table 8 and 
their spatial distribution is shown in Figure 11.
701718
727730 ,*726165
228870
443020 .
610360
833620
682260 943320
Figure 11 - Location of test sites, designated by the weather station identification provided hy the 
World Meteorological Office (WMO).
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Location and description of model test sites
WMO
ID
Site Name Location Biome
Lat.
(DO)
Lon.
(DO)
Elev.
(m)
228870 Russia
Scandinavian and 
Russian taiga
Boreal Forests/Taiga 61.2 46.7 56
443020 Mongolia
Mongolian-Manchurian
grassland
Temperate Grasslands, 
Savannas & Shrublands
47.8 112.1 926
610360 Sahel
Sahelian Acacia 
savanna
Tropical & Subtropical 
Grasslands, Savannas & 
Shrublands
14.2 1.5 210
682260 Kalahari Kalahari xeric savanna Deserts & Xeric Shrublands -24.0 21.9 1100
701718 Alaska
Interior AlaskaA"ukon 
lowland taiga
Boreal Forests/Taiga 67.1 -157.9 88
727730 Missoula
North Central Rockies 
forest
Temperate Conifer Forest 46.9 -114.1 972
726165
Harvard
Forest
New England/Acadian 
forests
Temperate Broadleaf & Mixed 
Forests
42.9 -72.3 149
Tropical & Subtropical
833620 Cerrado Cerrado Grasslands, Savannas & 
Shrublands
-15.6 -56.1 182
Tropical & Subtropical
943320 Australia Mitchell grass downs Grasslands, Savannas & -20.7 139.5 344
Shrublands
Table 8 - Model test sites and their respective vegetation types from the WWF Ecoregions map.
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Model Applications
The model can be applied to address a number of phenology related questions. Each of 
these questions can be grouped into three distinct categories. The first category is the 
prediction of discrete transitions such as the timing of leaf onset or offset. Ecosystem 
process models such as BIOME-BGC require a set of dates which the canopy is 
considered to be active. This is particularly important for deciduous biomes because the 
model must know when to start growing leaves in the spring and when to begin leaf 
senescence in the fall. The Growing Season Index can be used to predict the timing of 
leaf flushing and leaf senescence by setting a simple trigger threshold. To test this aspect 
of the model, I used observed phenology data from the Harvard Forest as detailed below.
I also used data from the Remote Automated Weather System (RAWS), where local fire 
management officers and personnel observed the greenup or spring onset of greenness. 
This analysis is also detailed below.
The second category is the prediction of within year variations in canopy status as 
a result of a combination of climatic factors that may limit foliage maintenance or 
development. Researchers would significantly benefit from a simple tool that could show 
how climatic factors seasonally limit foliar phenology and canopy functioning. This 
model provides such a tool. Each of the three variables used in the model represents a 
fundamental potential climatic limitation to the fitness of a plant. By plotting the time 
series of index values for each variable within a year, one can better understand what 
variables limit phenology and canopy functioning at different times of the year.
The third category of GSI applications is the assessment of interannual variability 
in growing seasons. Currently, there is a gap in the understanding of the relationship
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between eanopy foliage duration and the growth of plants (White and Nemani 2003).
The GSI helps to bridge this gap because it does not operate on a single variable but 
rather it allows any factor to potentially limit foliar maintenance or development. GSI is 
potentially useful for assessing a more physiological growing season and still relating this 
growing season to the display period of leaves. To assess this potential, I use the model 
to assess the impact of an extreme heatwave in central Europe on the apparent growing 
season length of the local vegetation. This analysis is also detailed below. 
Meteorological Data
Meteorological data were extracted from the National Climate Data Center Global 
Summary of the Day from January -  December for 2000 if sites were in the northern 
hemisphere and from July -  June for 1999-2000 if sites were in the southern hemisphere. 
Only average temperature, minimum temperature and dewpoint temperature were 
required. Daily vapor pressure deficits were estimated for each site as the difference 
between saturation vapor pressure and actual vapor pressure estimated using average 
temperature and dewpoint temperature respectively with a standard relationship between 
temperature and vapor pressure (Campbell and Norman 1998). The daily photoperiod 
was estimated using Julian Day and site latitude (Monteith and Unsworth 1990). 
Satellite Data
Normalized Difference Vegetation Indices (NDVI) were extracted from the 
NOAA/NASA Pathfinder AVHRR Land (PAL) global, 10-day, eight-kilometer 
resolution composite dataset. PAL NDVI values were resampled to 0.25° using a spatial 
average to reduce the impacts of atmospheric contamination. NDVI has been shown to be 
strongly related to leaf area index (LAI) (Myneni et al. 1995) and should provide a
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suitable means by which to test model intra-annual canopy dynamics. I selected the 
raster value closest to each site, based on latitude and longitude, and extracted an NDVI 
corresponding to the meterological dataset. The NDVI time series were filtered using a 
five composite period moving average of NDVI to remove spurious increases and 
decreases in NDVI caused by atmospheric contamination (Lovell and Graetz 2001). 
Model comparisons to NDVI
GSI values were calculated daily at each site using the model parameters and 
logic shown in equations 1-4.  For comparison to satellite data at each site, I calculated 
the mean GSI for the corresponding satellite data composite period and compared these 
means to satellite-derived NDVI with a standard Pearson’s product-moment correlation.
Model comparisons to phenology observations at Harvard Forest
I also estimated GSI values for Harvard Forest using weather data derived from 
the DAYMET meteorological archive (Thornton et al. 1997,http://www.daymet.org) and 
compared these simulations to phonological field observations. The same model 
parameters and logic shown in equations 1 -  4 were used for this analysis. Phenology 
observations were averaged over all species for each observation date. The average date 
of leaf flushing, or onset, was defined as the time when average canopy condition 
exceeded 10% of the seasonal maximum. Conversely, the average date of leaf coloration, 
or offset, was defined as the date when leaf coloration exceeded 90%. Model simulations 
were performed daily from 1990 to 1997. Modeled leaf onset was defined as the time 
when GSI exceeded 0.5 in the spring and leaf offset was defined as the time when GSI 
dropped below 0.5 in the fall. I computed the mean absolute error as the difference
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between the predicted and observed yeardays of leaf onset and leaf offset. Model 
predicted leaf onset dates were compared to average observed leaf onset dates for 1990 to 
1997. Model predicted leaf offset dates were compared to average observed leaf offset 
dates for 1991 to 1997. My analysis was limited to this range of dates because of 
differences in data availability for both DAYMET and phenology observations.
Comparison of model predictions to RAWS greenup dates
Observed leaf onset dates were obtained from the Weather Information Management 
System (WIMS) where local managers observe and record greenup dates for the National 
Fire Danger Rating System (NFDRS). Only leaf onset data were available; no offset 
observations are made for this system. 1 chose sixteen sites based on completeness of 
data that represented a full range of phonological variability (Figure 12). 1 included one 
site from Alaska and one site from Flawaii to ensure maximum variability. I then seleet 
data from the NCDC arehive for the nearest first order climate station. 1 used that data to 
predict the greenup dates for each site based on a 0.5 GSI threshold value. 1 used the 
same model parameters that were used throughout the study. 1 compared the model 
predicted onset dates to the observed onset dates.
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/  :■
Figure 12 - Location of WIMS test sites for the United States.
Assessing the Interannual variability in growing season lengths of 
the Alps
The Growing Season Index can serve as a useful metric for comparing the growth periods 
of sites between years because it combines temperature, water availability and light 
limitations into a single, simple index. For each day, the maximum index value is one 
and the minimum index value is zero. If I simply sum these indicators for each day of the 
year, I get a value bounded between 0 and 365 (or 366 for leap years) that tells us how 
many days the bioclimate was suitable for plant growth. I can therefore formalize this 
definition as follows:
365
GSL = ^  iGSI I Equation 11
(=1
Where GSL is a mechanistic definition of growing season length, iGSI is the daily GSI 
indicator calculated as per Equation 10. I tested how well this model can determine 
differences in the growth period of vegetation in the Alps of Switzerland. In 2003,
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Europe experienced its hottest summer in over 500 years (Luterbacher et al. 2004). This 
event provides a unique means to test our phenology model because it is precisely the 
type of situation where traditional phenology models would fail. Traditional models are 
strictly temperature driven. In the case of an extreme temperature event, they would 
likely predict a longer leaf duration period and the subsequent assumption would be that 
the plants grew more over that period. This is incorrect because it fails to account for the 
presence of an increase in mid-summer water stress. In this study, 1 tested the phenology 
model by estimating a growing season length for 2002 and 2003 at 85 NCDC weather 
stations throughout the Alps. I compared the differences in the growing seasons of 2002 
and 2003 to differences in average radial growth observed at multiple sites within the 
Swiss Long-Term Forest Ecology Research sites. Radial growth observations were 
tabulated from dendrometer bands placed on trees that represent the full range of 
variability in both size class and age class. These radial growth measurements were then 
averaged across all individuals to get a mean radial growth increment per site for 2002 
and 2003. Also, I compared it to eanopy duration observed as part of the Swiss 
Phenology Network to determine if the model adequately predicted a true growing season 
as compared to the simple leaf duration estimate of growing season. Canopy duration 
was calculated as the difference between observed leaf offset and leaf onset for European 
beech (Fagus sylvatica). I also use a long-term climate dataset from Bern, Switzerland to 
show how the model can be used to plot inter-annual differences in growing season 
length.
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Mapping global controls on vegetation foliar phenology
I used my generalized phenology model to calculate the relative annual controls 
of vapor pressure deficit, minimum temperature and photoperiod spatially over the entire 
globe. I utilized daily gridded climate data from the NCEP / NCAR Reanalysis (Kistler 
et al. 2001) for the year 2000 to construct a global map of the factors that limit foliar 
phenology. I calculated the point-wise daily indicators for minimum temperature, vapor 
pressure deficit and photoperiod (Equations 1 -  3 respectively) and summed each 
indicator over the year. These indicators tell us the number of days of the year that each 
variable was adequate at a given location. I then subtracted the annual point-wise 
indicator sums from 365 to express each value in terms of the number of days that it 
limits phenology in a year. I calculated the actual vapor pressure from surface air 
pressure and specific humidity and saturation vapor pressure from average surface 
temperature. Vapor pressure deficit was calculated as the difference between saturation 
and actual vapor pressures. Photoperiod was estimated as a function of latitude and 
yearday (Monteith and Unsworth 1990). The three variables were then displayed as an 
RGB composite with each color representing a variable. Vapor pressure deficit limits are 
displayed in red, photoperiod limits are displayed in green and minimum temperature 
limits are displayed in blue.
Results
The correlations between model-predicted GSI values and satellite-derived NDVI
values are shown in Table 9. Using the same model and the same parameters 1 was able
to adequately predict the intra-annual dynamics of the vegetation canopy at all sites
regardless of the dominant or co-dominant climatic controls at that site. There was a
64
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slight, but not marked, bias towards better predictions at temperate sites. The highest 
correlations were found in the high latitude forests, presumably because they are more 
purely temperature limited than other sites. However, correlations at the hydroperiodic 
sites were still very high, suggesting that the vapor pressure deficit control adequately 
depicts the intra-annual canopy dynamics in these regions.
Individual daily index values for minimum temperature, vapor pressure deficit 
and daylength at each site are shown in Figure 13. These figures clearly show the 
relative influence of water, light and temperature limitations at each site. In only two 
cases does a single variable limit foliar phenology (Figure 11C,1 IH). More often, there 
is a mix of environmental limits both temporally, as shown when observed over time at a 
given site, and spatially, as shown when comparing sites.
Time-series plots of model-predicted foliar phenology and NDVI values for each 
site are shown in Figure 14. In all cases, regardless of the previously reported 
correlations, the GSI-predicted canopy dynamics appear to correspond well with 
observed canopy changes. In some cases, the model predicted a drop in canopy 
greenness after the initial start-of-season increase. For example, at the Mongolia site, the 
start-of-season is determined from temperature limits but the growing season has high 
vapor pressure deficit. This is shown clearly in Figure 3B where the large red areas in 
mid-summer indicate water stress. During the period of the predicted canopy activity 
drop, the rate of increase of NDVI is less than the early season, suggesting that this vapor 
pressure deficit control may be important in determining the rate of canopy increase. In 
the Kalahari, early season conditions that were not limiting were not met with concurrent 
increases in canopy greenness. However, small concomitant increases and decreases
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between NDVI and GSI values are observed during that period and the model predicts a 
clear leaf flush as conditions become more favorable. At Harvard Forest, the model over­
predicts increases in timing of observed increases in canopy leaf area. However, 
modeled changes in canopy greenness generally track well with observed changes in 
canopy leaf area at all sites.
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(G) Missoula
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Figure 13 - The seasonal index values for minimum temperature, vapor 
pressure deficit and daylength for each site showing the seasonal limits of 
each variable. Indices are presented as a 21-day running average to better 
depict seasonal trends.
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Figure 14 - A comparison of seasonal variation in the modeled Growing 
Season Index (GSI) with the Normalized Difference Vegetation Index 
(NDVI) obtained from satellite coverage at lO-day intervals (see correlation
coefficients in Table 2).
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Results of model comparison to NDVI and estimates of Realized Growing Season Length
Correlation Between
WMOID Location GSI and NDVI
(r)
228870 Russia 0.939
443020 Mongolia 0.903
610360 Sahel 0.896
682260 Kalahari 0.742
701718 Alaska 0.986
726165 Harvard Forest 0.870
727730 Missoula 0.839
833620 Cerrado 0.868
943320 Australia 0.571
Table 9 - Correlations between composite period NDVI values and modeled GSI values averaged 
over the corresponding NDVI composite period for each of the nine test sites. All correlations were 
significant (p < 0.001, n = 34).
Harvard Forest onset and offset comparison
Model estimates of leaf onset compared to observations is shown in Table 10 and 
leaf offset comparisons are shown in Table 11 . There was good agreement between the 
modeled leaf onset and offset dates and observations at Harvard Forest. The mean 
absolute error of predicted the onset date over eight years was 3.38 days and the mean 
absolute error of predicted the offset date over seven years was 2.29 days. This suggests 
that even though the model predicts continuous changes in canopy activity, it still serves
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well as a model to prediet the dates of start and end of the foliage period. This also 
suggests that the model does a good job of assessing inter-annual variability.
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Observed Observed
Average Predicted Average Predicted
Onset Onset Absolute Offset Offset Absolute
Date Date Difference Date Date Difference
4/28/1990 5/1/1990 3 10/23/1991 10/25/1991 2
4/16/1991 4/24/1991 8 10/23/1992 10/20/1992 3
5/1/1992 5/6/1992 5
10/18/1993 10/19/1993 1
4/24/1993 4/25/1993 1
10/21/1994 10/20/1994 1
4/28/1994 4/30/1994 2
10/24/1995 10/28/1995 4
5/3/1995 5/3/1995 0
10/21/1996 10/22/1996 1
4/25/1996 5/2/1996 7
10/28/1997 10/24/19975/5/1997 5/6/1997 1 4
MAE
(days)
MAE
(days) 3.38 2.29
Table 10 - Differences between model predicted 
and field observed average leaf onset dates for 
Harvard Forests from 1990 to 1997. The Mean 
Absolute Error (MAE) of the model predictions 
was 3.38 days.
Table 11 - Differences between model predicted 
and field observed average leaf offset dates for 
Harvard Forests from 1991 to 1997. The Mean 
Absolute Error (MAE) of the model predictions 
was 2.29 days.
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Figure 15 - Comparison of observed greenup dates from the National Fire Danger Rating System to 
predicted greenup dates using the GSI model. Greenup dates were assumed to be the day that GSI 
met or exceeded 0.5. Line indicates 1 to 1 correspondence.
NFDRS greenup date comparisons
The model also adequately reproduced the variability in greenup dates are reported by the 
fire managers in the National Fire Danger Rating System. The mean absolute error of the 
predictions was 10 days. A plot of the observed against predicted values of onset of 
greenness is shown in Figure 15.
Swiss growing season differences
Model estimates of the relative difference in growing season lengths and observed 
differences in radial growth over a range of elevations are shown in Figure 16. One can 
see that the phenology model produces the same pattern as that observed by radial 
growth: higher elevations grew more in 2003 and lower elevation grew less. In Figure 
17,1 extended my predictions over a much larger range of elevations and found that this
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case was even more extreme at the highest elevations, where the model predicted as 
much as a 350% difference in growing seasons between the two years. In those regions, 
growing seasons are inherently short and small absolute changes in growing season 
length can represent very large relative ehanges in the total growing season length, as is 
expressed in Figure 17. In any case, canopy duration observations do not show a similar 
pattern. One can see that in Figure 18 there is no clear trend in foliage duration as a 
function of elevation in contrast to the striking trend seen in radial growth. My modeling 
approach appears to more adequately describe the differences in growth and may 
therefore serve to further a more complete understanding of the linkage between 
phenology and growth of plants.
The model can also be used to better understand the bioclimate from year to year. 
Figure 19 shows a 100 year time series of growing season length calculated as the annual 
sum of the daily GSI values. This plot reveals a striking long term trend in growing 
season lengths over the period of record. Such as trend in European growing season 
length has been reported based on canopy duration (Menzel and Fabian 1999) but there is 
no guarantee that canopy duration directly influences carbon uptake (White and Nemani 
2003). Our model confirms that the canopy duration changes may have indeed resulted 
in more carbon uptake if we assume that our comparison of model estimates to radial 
growth is valid.
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Figure 16 - Model predictions of the differences between the 2002 and 2003 growing season lengths as 
a function of elevation and observed differences in radial growth at sites within the Swiss Long-Term  
Forest Ecological Research network. Note that the model predicted a clear increase in the 2003 
growing season relative to elevation but that predicted growing seasons in lower elevations were 
actually shorter due to increased summer drought stress. Radial increments show a similar pattern.
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Figure 17 - Model predicted differences between the 2002 and 2003 growing seasons as a function of 
elevation for 85 weather stations throughout the Alps of Switzerland and Austria.
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Figure 18 - Observed canopy duration of Fagus sylvatica (European Beech) as a function of elevation 
expressed as the ratio of the canopy duration of 2003 as compared to the canopy duration o f 2002 
throughout the country of Switzerland. Note that the foliar display period was consistently longer in 
2003 (greater than one) and showed no trend in elevation.
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Figure 19 - Growing Season Length calculated as the annual sum of daily GSI values for Bern, 
Switzerland.
Global phenologlcal limits map
The map of global climatic constraints to foliar phenology is shown in Figure 20. 
This map resolves major global patterns of phenology while also revealing some 
interesting patterns of interactive effects. Black areas in the tropics show regions where 
climate is essentially aseasonal; red areas show where water limits dominate foliar 
phenology; blue shows where minimum temperatures most limit phenology. Blue-green 
and green-blue areas have co-limitations of photoperiod and temperatures. The patterns 
depicted are consistent with the global distribution of biomes that exhibit vastly different
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leaf phenological strategies. Figure 21 shows how the relative influence of each 
controlling factor changes a function of latitude.
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Figure 20 - Modeled regional constraints on phenology created from NCEP/NCAR weather data for 
the year 2000. In most regions more than one variable limits phenology. The black area in the tropics 
indicates no seasonal climatic constraints to photosynthesis.
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Environmental Limits By Latitude
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Figure 21 - Environmental limits to foliar phenology expressed as a function of latitude.
Discussion
In this paper, I have presented a new way of assessing canopy foliar dynamics by 
combining simple environmental limitations into an index that quantifies changes in 
those limitations within the year. 1 have succeeded in reproducing the intra-annual 
canopy dynamics seen from satellite-derived vegetation indices in various regions 
throughout the world, independent of vegetation type, while using the same types of input
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data, the same model and the same model parameters. The model performs well in 
multiple locations because it does not impose a priori knowledge of vegetation or climate 
to switch discretely between models or model parameters; it simply allows controlling 
climatic factors to shift or co-limit both temporally and spatially.
A key component to this model, which promotes its application to climate change 
scenarios, is this ability to transition from one limiting factor to another without the need 
for a discrete model change. As mentioned earlier, previous attempts to model vegetation 
phenology globally have required the discrete switching from one model to another 
(Botta et al. 2000). Even in regions that are small compared to the entire globe, different 
factors limit foliar phenology spatially (Penuelas et al. 2004). Therefore, a generalized 
phenology model must provide sufficient flexibility to transition from one limiting factor 
to another in both space and time.
In some cases, the model seemed to predict suitable conditions when no observed 
changes in canopy were evident. In the Kalahari, early season vapor pressure deficits 
were low and photoperiods were long, but no canopy changes were observed. This may 
indicate inadequate model variables or parameters in these locations, but it could also 
suggests a difference in response time between locations. Shallow-rooted plants may 
respond more rapidly to environmental stimuli than deep-rooted plants. In this case, 
model predictions of earlier canopy initiation may not necessarily be wrong because I am 
comparing the results to radiometrically-averaged NDVI values. If grasses account for 
only a small part of the signal, they may be hidden in the overall time series. I see a 
similar pattern at the Harvard Forest site where model predictions increase earlier than 
observed increases in NDVI. In similar locations, understory plants flush leaves up to
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two weeks earlier than overstory plants (Gill et al. 1998, Augspurger and Bartlett 2003), 
but the understory may contribute less than 20% to the total LAI (Rhoads et al. 2002), 
suggesting that the NDVI response may be more dominated by larger vegetation.
Using vapor pressure deficit as a surrogate for precipitation has both advantages 
and disadvantages. The main advantage is that vapor pressure deficit is both continuous 
and easily calculated. Global phenology studies have cited the low reliability of 
precipitation and soil water potential data in the tropics as the reason for poor predictions 
of foliar phenology (Botta et al. 2000), due in part to the discrete nature of precipitation. 
Precipitation, and its influence on soil water storage, is a major driver of tropical 
phenology. In many cases, leaf flush may be caused by a single precipitation event 
(Childes 1989). If the data for that precipitation event were missing, this may introduce a 
serious bias into a model. VPD is a continuous variable and therefore would be less 
sensitive to a single missing value.
The primary disadvantage of using VPD as a surrogate for precipitation is that my 
model works on the assumption that changes in VPD are a direct result of seasonal 
precipitation changes. However, phenology itself may influence VPD through 
transpiration. Therefore, the main problem with using VPD in a prognostic phenology 
model is whether or not changes in VPD are a cause or effect: does VPD influence 
phenology or does phenology influence VPD? It is known that there is a relationship 
between atmospheric water vapor pressure and the date of leaf emergence at landscape 
scales (Hayden 1998), but the cause and effect of this relationship is not clear. If 
advected moisture or precipitation raises vapor pressures independent of vegetation 
feedbacks, then changes in vapor pressure deficit could signal the onset of the rainy
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season. However, if vapor pressure deficit decreases are primarily a result of 
transpiration of newly flushed leaves, then this method would not work as a prognostic 
model. It would still work well as a monitoring model if using observations rather than 
predicted vapor pressure deficits. If integrated into an ecosystem process model or a 
land-surface model, soil water potential could easily be substituted for the vapor pressure 
deficit control, using the same model framework. A similar method has been shown to 
adequately predict leaf area dynamics in some semi-arid tropical regions (Jolly and 
Running 2004) and should correct any model limitations caused by vegetation feedbacks.
My model is independent of any particular application and therefore could be 
incorporated into larger modeling applications in a variety of ways. Although it goes 
against my argument of creating a continuous phenology model, I have shown that the 
model can still be used as a discrete trigger telling other simulation models when to start 
growing leaves. My model test at Harvard Forest showed good agreement between 
predicted and observed phenophase transition dates even when using the same parameters 
and logic used for all other sites. For this simple test I defined a threshold GSI value 
above which 1 assumed that there is a plant canopy and below which you assume there is 
no plant canopy. My choice of 0.5 appears to be a suitable threshold value. This cutoff 
value represents the proportion of days in the smoothing window (21 days in this case) in 
which conditions were suitable for a plant canopy. A value of 0.5 or greater simply 
means that at least half of the days in the smoothing window were sufficient to maintain a 
vegetative canopy. I encourage further exploration of this cutoff value, and I also suggest 
that this value may vary by species or biome. In theory, this threshold could also be used 
with monthly averages instead of daily running average values, allowing it to be
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incorporated into ecosystem process models that operate on monthly data such as the 
3PG model (Landsberg and Waring 1997).
This model could also be used to generate dynamic estimates of leaf area index by 
scaling the potential leaf area index for a site. The model by definition is bounded 
between zero and one, where zero indicates times with a very low probability of a plant 
canopy and one indicates a very high probability of a canopy. Methods exist and have 
been tested in a variety of regions for determining the optimal leaf area index for a given 
site (Woodward 1987, Nemani and Running 1989). My simple phenology model could 
be used to scale potential maximum leaf area index values for a site creating daily 
estimates of leaf area index throughout the growing season.
The model parameters used in this analysis are sufficient to reproduce large scale 
differences in phenology throughout the world; however, I do not contend that these 
parameters are exactly the same everjwhere. I understand that different species and 
biomes are sensitive to environmental conditions over different ranges of values (Larcher 
1995). Rather, I have attempted to provide a modeling framework and a simple set of 
parameters that sufficiently resolve the heterogeneity of phenology as observed from 
satellite data. My efforts were geared towards creating a generalized phenology model, 
which is why 1 chose to develop a common set of parameters and not vary them by site. 
However, one should be able to tune the model to reproduce observed variation in 
phenology at loeal scales.
In addition to the fixed environmental parameters, I also chose a 21-day moving 
average because it produced the most general results. By averaging over 21 days, model 
results are less erratic. I tested a number of intervals from 7 to 21 days and found no
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appreciable difference among the smoothing intervals other than the desired effect of 
reducing erratic pulses of model predictions from extreme climatic events that were not 
indicative of average climatic conditions. It is plausible that different life forms respond 
differentially to changing environmental stimuli and that this parameter may be biome- 
specific, but the model seems to perform well for all biome types, suggesting my choice 
of a 21 day averaging window is sufficient in most locations. Furthermore, the choice of 
smoothing window width also determines how fast the model transitions from one 
phenological condition to another, such as no leaves (0) to full canopies (1). Similar 
values have been reported in other studies that range from 21 to 31 days (Cleary and 
Waring 1967, Van Wijk et al. 2003).
Model predictions of greenup dates compared well to observed greenup dates 
from the National Fire Danger Rating System. No single model has ever been developed 
that can adequately cover the range of phenological variability from our test data set. I 
hope that this model will provide a simple, effective means to reduce the user-induced 
subjectivity of NFDRS predictions. The fact that the model performed equally well over 
sites from Hawaii to Alaska suggests that this is definitely possible if the model can be 
transferred to fire manager effectively.
My map of phenological limiting factors is unique because it displays regions 
where limiting factors are either controlled by a single variable or an interaction of 
variables. It is clear that phenology must be co-limited by multiple factors in many 
locations but these co-limitations have never been expressed spatially for the globe. This 
map is consistent with other studies that suggests co-limits in a number of regions (Nilsen 
and Muller 1981, White et al. 1997, Jame et al. 1998, Nemani et al. 2003). The black
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areas in the tropies define aseasonal elimatie regions. In these areas, photoperiod is the 
only likely abiotic cue regulating canopy phenology. In addition to abiotic factors, 
factors such as endogenous plant rhythms or genetic differences also play a key role. 
Indeed, in these areas, vegetation responds to photoperiod changes of as little as 15 to 30 
minutes (Njoku 1958, Borehert and Rivera 2001). Pure low temperature limits are rare 
and generally only seen in alpine regions such as the Andes of South America, the Rocky 
Mountains of North America and the Tibetan plateau of central Asia. Pure water-limited 
phenology was more apparent over much of the globe. The high latitudes, where solar 
radiation and temperature are highly seasonal, show a mix of photoperiod and 
temperature limits which is consistent with previous research (Partanen et al. 1998). 
Mid-latitude, temperate regions show more of a balance between photoperiod controls 
and low temperature limits. I hope that this map will better help researchers understand 
the limits to global phenological patterns.
I have presented a simple, meteorological data-based phenology model that can 
adequately predict the intra-annual dynamics of plant canopies at sites throughout the 
world using the same model logic and parameters with no a priori knowledge of the local 
vegetation or climate. I have demonstrated that this model is flexible enough to predict 
phenology regardless of the factors that control phenology regionally. I have used this 
model to generate a global map of climate limits to foliar phenology and I have found 
that it resolves spatial patterns of areas with vastly different phenological strategies. The 
model presented is simple and independent of any particular modeling framework and 
thus should be suitable for many global change applications.
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Chapter 4 PHENoMenON: The National phenology 
monitoring system
94
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The final product of this system is to provide spatial estimates of greenness to managers 
in the fire community who operate the National Fire Danger Rating System. This must 
be accomplished without changing the form of the current system. For this reason, I 
developed the system as a tool that fire managers could use to validate and augment their 
own field observations. The entire system operates unattended with minimal user 
intervention while optimizing for application scalability. The system operates as follow;
1. Point source weather data are retrieved automatically over the internet and stored 
in the SOGS relational database.
a. Data are obtained from the Climate Prediction Center temperature and 
precipitation tables and from the Remote Automated Weather System 
(RAWS) automatically each day at 7:30 AM. These processes are 
performed by PERL applications using the DBI module. DBI allows 
application scalability by providing a common interface to any number of 
database backends. These ingesting applications therefore should scale 
well as both software and hardware development progresses.
2. Data are interpolated using SOGS over the region of interest: currently this region 
is the continental United States and Alaska at eight kilometer resolution.
a. As mentioned in Chapter 1, SOGS was developed to provide a flexible 
interpolation interface by applying a black-box prediction approach. In 
this way, as interpolation methods improve, it should be easy to 
implement these new methods within the current framework. Also, SOGS 
maximizes the use of the Structure Query Language (SQL) for interacting 
with data. This language is ultimately a cross-platform language that can
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be used with any Database Management System to store, retrieve and 
manipulate data. Using SQL databases, as opposed to proprietary data 
formats, ensures that the data are available to any data-aware application, 
thus facilitating uses well beyond the scope of applications presented here.
3. These outputs are then used as inputs to the Growing Season Index phenology 
model and phenology estimates are made throughout the region of interest each 
day.
a. This step is accomplished using a procedure written in the Interactive Data 
Language (IDL). IDL is a tremendous development resource because it 
provides a powerful, efficient high-level language that can be run on 
almost any computed platform.
4. The system automatically generates a map image for display on a website and it 
also automatically appends that image to an animation of daily GSI images.
a. Data visualization is a key component to any usable application and this 
system makes extensive use of it. The SOGS image generator provides 
this data visualization steps. This image generator accepts raster binary 
inputs generated at each stage of the process. From these binary rasters, it 
generates image files that suitable for display and distribution on the 
World Wide Web. For this application, I generate graphics exclusively in 
the Portable Network Graphics (PNG) format to maximize cross-platform 
compatibility.
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5. The web interface then allows a user to view the spatial map of GSI and to extract 
a GSI time series for a point and either return the raw data or plot the data to a 
web browser.
a. The PHENoMenON web application encompasses an incredible amount 
of functionality into a simple, user friendly, form-driven interface. The 
interface displays the current GSI map and also links to the GSI animation 
created as part of the image generation routine. Also, the web interface 
provides access to point-level time series of GSI and the MODIS NDVI 
vegetation index data for that location. The web interface provides simple 
text outputs, suitable for importing into a spreadsheet application, as well 
as time series graph of both the GSI and NDVI for a given location.
b. This web application encompasses a number of programs. First, the 
interface is built in HTML and provides a standard look and feel to the 
user. The retrieval program was written as a Common Gateway Interface 
(CGI) in PERL. This program is a wrapper for a retrieval program that 
allows the translation of geographic to projected coordinate systems. This 
retrieval program uses the General Cartographic Transform Package 
(GCTP) for the Unites States Geological Survery. The GCTP is a C 
library that allows the translation between different projected and 
geographic coordinate systems.
6. In addition to the model predicted GSI, the system also provides access to 
MODIS vegetation index data. The system automatically retrieves, mosaics and
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scales MODIS 16 day composite NDVI and EVl data and provides a summary 
time series of that data in conjunction with the point-level extraction tool.
A flow diagram of the entire system is shown in Figure 22.
Summary
This application is the culmination of years of development of individual components and 
methods each of which have contributed to a system that allows the spatially-explicity 
prediction of foliar phenology over any region of interest. It provides a simple, well- 
defined user interface that consolidates a tremendous amount of data into a simple 
summary that is meaningful to the fire managers. It meets the challenges of technology 
transfer head on by reducing the complexity of the system to a simple user interface that 
can be used by decision makers. I hope that its simplicity and parsimony will promote its 
application throughout fire management in the United States. Although the application 
itself is very eomplex, the information seen by the user is tailored to provide only what 
they need to know about their particular location.
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Figure 22 - Flow diagram of the phenology monitoring system "PHENoMenON".
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Postscript
The work in this dissertation manifested itself as a new way of thinking about 
phenology. Traditional phenology modeling approaches are inevitably based on a priori 
information of the vegetation or climate of a given location and parameters or even 
different models are selected based on this information. Furthermore, phenological 
research for the most part is a ‘temperate’ pursuit, meaning that the majority of 
phenological studies are done in the mid-latitude, generally on deciduous trees. Even in 
the first sentences of the introduction to a recent book dedicated entirely to phenology, 
Schwartz (Schwartz 2003) states that:
“Phenology, which is derived from the Greek word phaino meaning to show or to 
appear, is the study ofperiodic biological events in the animal and plant world as 
influenced by the environment, especially temperature changes driven by 
weather and climate. ”
Immediately, this sets the stage by suggesting that all other variables are not as 
important as temperature in determining phenology; this is simply not the case. It is true 
that mid-latitude phenology is mostly controlled by temperature but a more complete 
understanding of phenology suggests that there are many controls that act to control foliar 
phenology. As mentioned earlier, periodic, monsoonal rainfall events control phenology 
in semi-arid regions where temperature variations are almost insignificant (Frankie et al. 
1974, Lieberman 1982, Childes 1989, de Bie et al. 1998). In some areas, both 
temperature and water are not limiting throughout the growing season and photoperiod 
alone serves as the only reliable cue to time seasonal events (Njoku 1958, Borehert and
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Rivera 2001). These factors can also be interactive where one variable can only 
influence phenology when the minimum requirements of another variable are already met 
(Frankie et al. 1974, Partanen et al. 1998).
Once I better understood that there is no single environmental cue that controls 
phenology globally, I then asked the question: “Is there a set of environmental controls 
that serve to limit phenology globally?” The main foundation of such a question lies in 
the understanding that environmental limits ALWAYS exist but that in many cases the 
conditions are already met. Such is the case with the temperature dependency of tropical 
plants. In most cases, it is warm throughout the year but if it were to get cooler, it is 
likely that plants would delay leaf production or shed leaves to adapt to cooler 
temperatures just like temperate trees. Therefore, we can define plant foliar phenology in 
terms of an integrated set of controls that I call the Phenological Environment rather than 
in terms of their current controlling factor(s).
This Phenological Environment should include water, temperature and light limits 
into a single metric of foliar plant growth and maintenance. Such a metric must allow the 
independent and interactive contribution of all variables to the final prediction of foliar 
condition. In this way, controlling factors can limit foliar phenology both temporally, on 
scales of days to years or longer, and spatially across regions where the current controls 
are significantly different. This approach essentially eharaeterizes phenology more at the 
level the ecosystem level rather than at the individual or species level.
Why is this approach important? It is important because to forecast the impacts of 
climate change on vegetation, we have to look at phenology in a different way. We will 
not likely know what the vegetation of a given area might be or what the controlling
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factor(s) might be, but if we can define phenology in terms of the environmental limits of 
ALL important variables, we will be better equipped to project the impact of climate 
changes on vegetation. Climate change studies suggest that the temperature and 
precipitation regimes of many areas will change. If this is the case, then using a temperate 
phenology model to project the impact of future climates on vegetation might be invalid 
even in places where the model may work well under current conditions. Our model will 
fill this gap because it is general enough to capture phenological variability regardless of 
the dominant environmental control or the vegetation type.
In short, we need to shift the paradigm of examining phenology in terms of their 
current controlling factor and attempt to define phenology in terms of the suite of 
environmental factors that I call the Phenological Environment. Such a definition of 
phenology should scale adequately from small plot level assessments, such as those 
needed by the National Fire Danger rating system, to large scale differences between 
biomes. By defining phenology in terms of an integrated suite of environmental cues, 
rather than in terms of just a single variable, we forge a new pathway of understanding 
that may be better able to link plant processes to their environmental limits.
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