Introduction
The multilayer perceptron(MLP) is one of the most popular architectures of neural networks for pattern recognition etc., trained with a tutored learning. However, in some applications, MLP does not work well in learning and generalization. In order to improve the performance of MLP, several architectures having higher-order connectivity have been proposed [l-4. While increasing the order of connectivity enhances the computational power of the network, it may not be favorable in learning speed because of increase in adjustable connection weights. Hence it is need'ed to find efficient ways of introducing higher-order connectivity considering the following points: (a) Computational power of the network, (b) Learning speed and (c) Generalization ability, in practical applicakions.
In this paper, we propose an architecture of a multilayer quadratic perceptron (MLQP) considering the above discussions. A backpropagation learning algorithm for MLQP is presented, and the learning speed of MLQP is compared experimentally with MLP and other two kinds of the second-order feedforward neural networks(SFNs) on pattern classification and function approximation problems.
The MLQP Architecture
The basic idea of MLQP is an introduction of quadratic terms into the net input to a unit. The computational element of MLQP is shown in Fig. 1 . The characteristic of the unit in MLQP is defined by 
Experimental Comparison
In order to investigate the computational power of MLQP and to compare it with the conventional MLP and other two kinds of SFNs on pattern classification and function approximation problems, siniulations are carried out for three benchmark problems.
In the simulations, modified backpropagation learning algorithms L5j are used for training the following four kinds of the networks. (c) Network with quadratic sigmoidal activation NQA is a network having the function(NQA) [2] . connectivity same as the conventional MLP, and the activation function is defined by:
where 6'kj is an adjustable coefficient. In NQA, higher-order terms are introduced with few extra adjustable coefficients relatively to the conventional MLP, and it is more restrictive in comparison with MLQP. The characteristic of NQA is its partially localized representation, i.e., its representation is local in the direction of the connection weight and global in its orthogonal space.
(d) Network with the second-order unit(NSU) [l] . The characteristic of the unit in NSU is represented by where U k j i , V k j i , W k j i h and biaskj denote the connection weights and the bias, respectively. For NSU, a unit in the layer k needs adjustable weights(inc1uding bias). Thus, the number of weights required to accommodate all the second correlations increase extremely with the input dimension and the numbers of hidden and output units, and hence it is not suitable to large problems. In the simulations, all the networks have three layers. In order to compare the performances of the networks systematically, two strategies for choosing the number of hidden units are used. One is to select different number of hidden units to make each of the networks have similar number of adjustable weights, and another is to select same number of hidden units for each of the networks. The numbers of the input, the hidden and the output units are shown in the captions of Fig. 2(b) , 4(b) and 5(b). The learning rates are shown in Table 1 . They are optimized in convergence speed in the specified problems and the network architectures in preliminary experiments. The momentums are set all to 0.9. In the simulations, the learning is considered completed when the sum of squared error(SSE) between the desired and the actual outputs gets less than a specified value.
Pattern Classification
For simplicity of illustration, a simplified version of spirals problem(SP) is considered. The training data for this problem are shown in Fig. 2(a) .
The points a t which the network should output 0's and 1's are represented by small crosses and squares, respectively. The learning curves are illustrated in Fig. 2(b) . From Fig. 2(b) , we see that MLQP is far superior t o MLP, NQA and NSU in learning speed.
In order to illustrate the internal representation of MLQP, the decision regions of units in the hidden layer formed by MLQP are depicted in Fig. (3) . 
Function Approximation
The following two functions [ ' I are approximated. 
. Conclusion
This paper has presented a novel multilayer quadratic feedforward neural network, and shown that the proposed network is efficient for pattern classification and function approximation in comparison with the conventional multilayer perceptron and the existing other two kinds of the second-order feedforward networks.
In future studies, we will analyze the computational power of MLQP theoretically, investigate the internal representation deeper and examine its performance on realistic problems such as recognition of hand written characters.
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