Abstract. The complexity of error diagnosis in requirements specifications, already high, is increased when requirements refer to various system components, on whose interaction the system's aims depend. Further, finding causes of error, and ways of overcoming them, cannot easily be achieved without a systematic methodology. This has led researchers to explore the combined use of verification and machine-learning to support automated software analysis and repair. However, existing approaches have been limited by using formalisms in which modularity and compositionality cannot be explicitly expressed. In this paper we overcome this limitation. We define a translation from a representative process algebra, Finite State Processes, into the action language C+. This enables forms of verification not supported by previous methods. We then use a logicprogramming equivalent of C+, to which we apply inductive logic programming for learning repairs to system components while ensuring no new errors are introduced and interactions with other components are maintained. These two phases are iterated until a correct specification is reached, enabling rigorous and scalable support for automated analysis and repair of component-based specifications.
Introduction
Research into formal specification, verification and error diagnosis has played a significant role in improving software safety and reliability. Such methods rely on specifying the system in a formal language (e.g., temporal logic, process algebras) and using automated verification techniques such as model checking and theorem proving to check that the specified system satisfies some given property. Though such methods are useful for detecting errors in software specifications (e.g., [14] ), identifying the exact causes of error and resolving them is a very difficult task that is mostly performed manuallydefeating the aim of automation, and increasing the likelihood of error.
In recent years researchers in software engineering have responded to this by deploying a combination of verification and machine learning techniques to improve software specifications. For example, in [1] the authors describe a method for incrementally refining a consistent specification, expressed in first-order temporal logic, with respect to some given property using an integration of model checking and Inductive Logic Programming (ILP). In [2] , the authors give a method for revising temporal specifications that may be incorrect or inconsistent using model checking and artificial neural networks. Such advances overcome some of the difficulties of generating alternative candidate repairs to detected errors, ensuring consistency of the computed solutions with the available specification and property. However, a very significant drawback of such approaches is that verification and specification improvement are at system level only: they do not relate the specification to the individual system components, nor do they support compositional analysis. With this drawback come the familiar problems of modularity, scalability and realizability. (Realizability means that suggested repairs can be assigned to and achieved by individual components.) Furthermore, these approaches either require the engineer to specify an action thought to have produced the error in the output violation run; or require the engineer to simplify the diagnosis procedure by assuming that the last action in the run is the cause.
In this paper we propose a new approach for incrementally detecting errors in and repairing compositional software specifications using verification and ILP. Our framework: (i) supports error-diagnosis and repair at component level rather than system level; (ii) diagnoses multiple errors in a single iteration; (iii) can hypothesize faults at any point in a violation run, and fix them wherever they are; (iv) finds all minimal repairs with respect to a given input language; (v) guarantees deadlock-free repairs to components consistent with the original specification; and (vi) is fully automated.
Our systems specifications are given in Finite State Processes (FSPs), a well-studied process algebra [20] . FSPs enable a user to represent the behaviour at the architectural level, specifying the system in a modular manner as a composition of processes executed concurrently and interacting with each other through shared actions. FSPs contain operations common to most algebraic languages and are supported by the model checker LTSA [20] . We show how FSP descriptions can be formulated in the action language C+ [12] (from non-monotonic reasoning in A.I.) and its corresponding logic programming representation, EC+ [6] which are the languages used by the verification and learning tasks respectively. C+ is a natural choice: similarly to FSPs, it has a semantics of LTSs and allows concise representation of domains. It also supports many forms of reasoning, including the computation of all runs of a given length that satisfy a given description, and the construction complex queries over runs, states and transition of processes. We describe a systematic translation of C+ into logic programs, where the resulting logic programs allows us to deploy ILP in the discovery of repairs.
The paper is structured at follows. §2 gives background, and §3 our running example. In §4 we describe verification using C+. §5 presents the use of EC+ and ILP to correct FSP descriptions. Related work and a conclusion follow in §6.
Background Labelled Transition Systems (LTSs)
LTSs [15] are behaviour models representing the changing states of a system, in response to actions occurring within or outside the system. Both FSPs and C+ use LTSs in their semantics. An LTS L is a structure (S, A, Δ, S 0 ), where S is a finite set of states, A is a finite set of action labels (also known as the alphabet), Δ ⊆ S × A × S is the transition relation, and S 0 is a set of initial states. An LTS is deterministic iff for each s ∈ S and each action label a ∈ A, there is at most one state s for which (s, a, s ) ∈ Δ. It is called deadlock-free if for each s ∈ S reachable from an initial state in S 0 , there is at least one state s for which (s, a, s ) ∈ Δ. We use s a − → s as
