Abstract-OpenFlow is a programmable network protocol and associated hardware designed to effectively manage and direct traffic by decoupling control and forwarding layers of routing. This paper presents an analytical framework for optimization of forwarding decisions at the control layer to enable dynamic Quality of Service (QoS) over OpenFlow networks and discusses application of this framework to QoS-enabled streaming of scalable encoded videos with two QoS levels. We pose and solve optimization of dynamic QoS routing as a constrained shortest path problem, where we treat the base layer of scalable encoded video as a level-1 QoS flow, while the enhancement layers can be treated as level-2 QoS or best-effort flows. We provide experimental results which show that the proposed dynamic QoS framework achieves significant improvement in overall quality of streaming of scalable encoded videos under various coding configurations and network congestion scenarios.
I. INTRODUCTION
Streaming media applications such as WebTV, video-on-demand and videoconferencing require predictable, steady network resources with little delay variation and no packet loss which cannot be always met by the standard best-effort Internet. Therefore, over the past decade, the Internet Engineering Task Force (IETF) has explored several Quality of Service (QoS) architectures, but none has been truly successful and globally implemented. This is because QoS architectures such as IntServ [1] and Diffserv [2] are built on top of current Internet distributed hop-by-hop routing architecture, lacking a broader picture of overall network resources. Although tunneling with MPLS [3] provides a partial solution, it lacks real-time reconfigurability and adaptivity.
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propose an optimization framework for dynamic routing of QoS traffic at the OpenFlow's control layer. The proposed framework differs from existing QoS architectures [1] , [2] where we offer a new per-flow prioritization scheme that is based on dynamic routing preferences. Naturally, there will be an extra cost for requesting QoS from the service provider. If the video is encoded at a single layer, such as using H264/MPEG-4 AVC, the entire video needs to be served with either QoS or best-effort. While serving the entire video with QoS clearly provides the highest quality, it comes at a premium cost. On the opposite end, streaming the entire video with best-effort cannot provide any quality guarantee. Alternatively, scalable video coding, such as MPEG-4 SVC [5] , [6] , encodes video in a base layer and one or more enhancement layers and thereby provides the ability to offer different grades of service at a trade-off point between reasonable guaranteed quality and reasonable cost. In order to guarantee a reasonable quality, it is sufficient to stream the base layer video without any packet loss or delay variation, while enhancement layers can be served with best-effort-or when capacity is available as a QoS stream. Note that all enhancement layers are decoded with reference to the base layer; hence, the need to carry the base layer without packet losses. This paper proposes and evaluates a variety of methods for video streaming with QoS, which trades off video quality performance and cost. Note that we only focus on network-layer adaptive routing for streaming. The adaptive streaming using application-layer rate control is not within the scope of this paper.
There are several notable works in the literature on QoS routing. Masip-Bruin et al. [7] present an accurate description of the state-ofthe-art and outline research challenges in QoS routing. However, there is no technical problem formulation or solution methodology in their paper. Chen and Nahrstedt [8] provide an overview of QoS routing over next generation high-speed networks. They present different QoS routing problems, their challenges, the QoS routing strategies and an evaluation of existing routing algorithms. Yet, [8] only focuses on connection establishment and resource reservation aspects. Most research on QoS routing deals with solution of multi constrained path (MCP) and constrained shortest path (CSP) problems. To this effect, many approximation and heuristic algorithms have been proposed. Kuipers et al. [9] present an overview of constraint-based path selection algorithms for QoS routing. Wang and Crowcroft [10] propose multi-constrained path computing algorithms and also discuss cost metric selections for QoS routing. Xue et al. [11] discuss various approximation algorithms for MCP problems and propose an improved approximation scheme. Juttner et al. [12] propose a method for delay-constrained least cost QoS routing, which formulates aggregated costs and finds the optimal Lagrange multiplier using the LARAC algorithm. This method runs in polynomial time and produces a theoretical lower bound along with the solution. Chen et al. [13] presents two approximation algorithms for the CSP problem, which are alternatives to the LARAC algorithm. These two algorithms achieve smaller average path cost than LARAC, but they run slower. Note that [10] - [13] only consider route calculation task of QoS routing and do not address how to collect information about the state of the network and the available network resources. Moreover, [7] - [9] focus their attention on resource reservation and Intserv-based architectures, and do not discuss either dynamic QoS routing or problem formulation for OpenFlow networks. In [14] , Kim et al. propose an automatic QoS control over OpenFlow, but it is a completely different approach which is based on rate-shaping. Similar to our framework, there are cross-layer designs for QoS routing over wireless networks (e.g. ad-hoc and sensor networks) [15] - [17] , but they cannot be implemented on wired networks. Even though our focus is 1520-9210/$31.00 © 2012 IEEE on wired networks, there is an initial implementation of wireless extension of OpenFlow (OpenRoads) [18] on which our framework can be implemented with a little effort.
The contributions of this paper are summarized as follows:
• We design a new QoS architecture based on OpenFlow.
• We define a new prioritization scheme based on dynamic QoS routing.
• We propose an optimization framework running on top of OpenFlow's centralized controller paradigm which dynamically fulfills the required end-to-end QoS.
• We apply our methodology to scalable video streaming and evaluate the video quality performance under various coding scenarios. The rest of this paper is organized as follows: The proposed architecture for QoS-enabled video streaming over OpenFlow networks is introduced in Section II. Section III proposes an optimization framework for OpenFlow controller design, formulating and solving it as a constrained shortest path problem. Simulation experiments and test results are presented in Section IV. Finally, Section V draws some conclusions.
II. AN ARCHITECTURE FOR QOS-ENABLED ADAPTIVE VIDEO STREAMING OVER OPENFLOW NETWORKS

A. Dynamic QoS Support in OpenFlow
In the current Internet architecture, it is not possible to change network routing on a per-flow basis. OpenFlow offers a new paradigm to mainly remedy this deficiency by allowing us to define different routing rules associated with data flows so that the partitions of the network's layout and traffic flows can be instantly modified as in a Software-Defined Network (SDN) [19] . • Topology management-discovering and maintaining network connectivity topology through data collected or received from forwarders.
• Route managementdetermining availability and packet performance of routes to aid the route calculation. This function requires collecting performance data from the forwarders on a periodic or on a notification basis.
• Route calculation-calculating and determining routes for different data flows. Several routing algorithms can run in parallel to meet the performance requirements and objectives of different flows. Network topology and route management information are input to this function along with service reservations.
• Service management-this is where different data flow request reservations are managed and stored.
• Service Level Agreement (SLA) managementproviding SLA templates to users for different types of allowable data flow patterns. • Traffic policing-determining if data flows agree with their SLAs, and apply policy rules when they do not. When a video service (i.e. service reservation module) requests a QoS option from the network, it is initially received by the service management function of the controller and this function determines if the requested service SLA can be delivered based on other reservations being made. If the reservation is accepted, the network resources are managed for the service starting at the begin time of the data flow. The data flow may start when the video server signals the controller, at which time the route calculation function computes the exact route and uploads the flow table to appropriate forwarders. If there is congestion in the network, the route management function reactivates the route calculation function to determine a new route for the data flow. It is important to note that the traffic policing function must also be implemented to make sure the end points conform to their Service Level Agreements (SLAs) stated in their QoS contract.
We can set up different rules for traffic coming from or going to a certain destination (e.g. from a specific server to a client), or of certain type (e.g. video) or protocol (e.g. RTP). The corresponding flow tables are dynamically uploaded to forwarders by the controller. The route calculation function determines the QoS routing by optimizing a different cost function other than the hop count. Routes that have larger capacity (even with longer path lengths) may be more preferable to shorter routes that cause packet loss. The QoS flows can be dynamically rerouted based on performance indicators (such as packet loss) collected on the flows' path.
When QoS traffic is placed on a route, more packet loss may be observed on other types of traffic on the shared route. Therefore, any performance optimization process which cares about QoS flows must also consider the impact on best-effort traffic. In order to minimize the adverse effects of QoS provisioning on best-effort flows, we only propose to employ dynamic routing in the proposed QoS architecture and do not exploit resource reservation [1] and/or priority queuing [2] mechanisms. So, we define three different flow types as follows:
• QoS level-1: which will be dynamically rerouted first with highest priority • QoS level-2: which will be dynamically rerouted after the routes of level-1 traffic are fixed • Best-effort: with no dynamic rerouting (will follow shortest path) As illustrated in Fig. 2 , the controller generates and sends three sets of flow tables to the forwarders distinguishing the level-1 QoS flow, level-2 QoS flow and the best-effort flow routing for the flows between the same ingress and egress points.
B. QoS-Enabled Scalable Video Streaming Over OpenFlow Networks
In this section, we present methods for QoS-enabled streaming of videos, which are scalable encoded in one base layer and one or more enhancement layers. It is crucial that the base layer is streamed without any packet loss or delay variation to guarantee continuous video playback at the receiving peer, while the enhancement layers may be regarded as discardable, since loss of an enhancement layer packet typically causes only small variation in the received video quality. In the following, we propose two approaches to map the base and enhancement layers of video to level-1 and level-2 QoS, defined in Section II-A, which extends our previous work [20] , [21] .
Approach-1: The video is MPEG-4 SVC (scalable) encoded, where the base layer packets are sent as level-1 QoS flow, which ensures rerouting to avoid packet losses and minimize delay variation, and the rest of the video (enhancement layer packets) remain as best-effort flows. This approach implies the controller generates two flow tables: one for the QoS flow (level-1); one for the rest of the traffic (best-effort).
Approach-2:
The video is MPEG-4 SVC (scalable) encoded, where the base layer packets are sent as level-1 QoS flow, while the rest of the video (enhancement layer packets) are sent as level-2 QoS flow, which provides lower priority rerouting after the routes of level-1 traffic are determined and fixed. This approach implies that the controller generates three flow tables: one for level-1 QoS flow, one for level-2 QoS flow, and one for the best-effort flow for cross traffic. We assume that level-1 QoS will be the most expensive and best-effort will be the least expensive option, and investigate whether rerouting of SVC enhancement layer in (more expensive) results in noticeable video quality increase compared to . We will also evaluate the performances of the proposed two approaches against three benchmarks:
Benchmark-1: The video is H.264/AVC (not scalable) encoded, and all packets are sent using level-1 QoS support. This approach is used as a benchmark to compare the efficiency of layered coding (MPEG-4 SVC), and represents the highest quality but also the highest cost solution.
Benchmark-2: The video H.264/AVC (not scalable) encoded, and all packets are sent using best-effort flows. This approach represents the least quality but also the least cost solution.
Benchmark-3:
The video is SVC encoded, and all packets are sent using best-effort flows.
III. AN OPTIMIZATION FRAMEWORK FOR OPENFLOW CONTROLLER DESIGN
This section presents an optimization framework to design an OpenFlow controller which provides QoS guarantees to designated streams, called QoS flows; that is, to optimize routing dynamically to ensure delivery of QoS flows within specified constraints.
A. Optimization of Dynamic QoS Routing as a Constrained Shortest Path Problem
We pose the dynamic QoS routing as a Constrained Shortest Path (CSP) problem. For the CSP problem, it is crucial to select a cost metric and constraints where they both characterize the network conditions and support QoS requirements. In multimedia applications, the typical QoS indicators are packet loss, delay and delay variation (jitter); therefore we need to determine the cost metric and the constraint accordingly. Obviously, all applications require that the packet loss is minimized for better QoS. However, some QoS indicators may differ depending on the type of the application:
• Interactive multimedia applications have strict end-to-end delay requirements (e.g. 150-200 ms for video conferencing). So, the CSP problem constraint should be based on the total delay.
• Video streaming applications require steady network conditions for continuous video playout; however, the initial start-up delay may vary from user to user. This implies that the delay variation is required to be bounded, so the CSP problem constraint should be based on the delay variation. Since in this paper our focus is on video streaming, we will employ delay variation as the constraint in our problem formulation. Note that, it is straightforward to modify the proposed problem formulation for interactive multimedia applications by using the total delay as a constraint instead of delay variation.
In our formulation, a network is represented as a directed simple graph , where is the set of nodes and is the set of all arcs (also called links), so that arc is an ordered pair, which is outgoing from node and incoming to node . Let be the set of all routes (subsets of ) from source node to destination node . For any route we define cost and delay variation measures as,
where and are cost and delay variation coefficients for the arc , respectively. The CSP problem can then be formally stated as finding (2) that is, finding a route which minimizes the cost function subject to the delay variation to be less than or equal to a specified value . We select the cost metric as the weighted sum of packet loss measure and delay variation as follows, (3) where denotes the packet loss measure for the traffic on link , and is the scale factor. The formula for is as follows, (4) where is the bandwidth of the link , , and are the amounts of QoS level-1 traffic, QoS level-2 traffic and best-effort traffic observed on the link , respectively. It is crucial that forwarders return reasonable estimates of and to determine precise routes. In the proposed controller architecture (Section II), the route management function collects data from forwarders (i.e., proper estimates of and ) and passes them to the route calculation function. At the forwarder level, necessary parameters are estimated as follows:
• Packet loss measure is calculated using (4) where , , and are required parameters for the calculation. OpenFlow protocol enables us to monitor the per-flow traffic amounts (i.e., , and ) on each link. This is done by per-flow counters maintained in the forwarders. The controller can collect the per-flow statistics on request [22] . The link bandwidth, , can be known by experimenting or setting manually during the network setup.
• Delay is obtained by averaging the observed delay using time stamping (e.g. RTP [23] ) • Delay Variation is measured as the first derivative (rate of change) of the delay. The weight determines the relative importance of the delay variation and the packet losses depending on network and traffic characteristics. For large , the route selection would be more sensitive to packet losses on the QoS route. Vice versa, for small the route selection would be more sensitive to delay variation.
In order to find level-1 and level-2 QoS routes, defined in Section II-A, we solve the proposed CSP problem successively two times, first to find the level-1 routes and then to find the level-2 routes by fixing the level-1 routes and modifying the cost parameters accordingly. Note that, the proposed solution method for the CSP problem is presented in the next section (Section III-B). For the QoS level-1 route, , we directly use the estimated packet loss measure and delay variation parameters to calculate cost coefficients ( in (3)) and the CSP problem is solved accordingly to get the optimal route, . Then, the QoS level-1 flows are rerouted to the optimal route, . The QoS level-2 route, , is found after the route of the QoS level-1 flows is fixed. In order to do this, we update the packet loss measure, denoted as , by removing the observed traffic from its old route, , and placing it on the optimal QoS level-1 route, , which can be formulated as follows, (5) where is the average QoS level-1 traffic on the route . Then, we recalculate the cost coefficients ( in (3)) using the updated packet loss measure for and estimated delay variation . We solve the CSP problem using the new cost coefficients to get the route, , for QoS level-2 flows and these flows are rerouted to the route .
B. Solution to the Constrained Shortest Path Problem
The solution to the CSP problem stated in (2) will give the minimum cost route satisfying a pre-specified maximum delay variation from source to destination. However, the CSP problem is known to be NP-complete [10] , so there are heuristic and approximation algorithms to solve it as proposed in the literature. Here, we propose to use the Lagrangian Relaxation Based Aggregated Cost (LARAC) algorithm [12] . The LARAC algorithm exploits the dual of the CSP problem, which is defined as a maximization problem, (6) where the Lagrangian dual function, , is defined as,
and (8) denotes the aggregated cost of a route with the Lagrange multiplier . Note that, the minimization term in (7), , can be easily solved by using Dijkstra's shortest path algorithm [24] on aggregated arc costs, for a given . The Lagrangian dual function (7) gives the lower bound on optimal value of the original CSP problem for each . By maximizing the Lagrangian dual function, , we can find the best lower bound for the optimal solution. This leads us to the solution of dual CSP problem in (6) . In order to solve the dual problem given by (6) , it is crucial to search for the optimal and to determine the criteria for stopping the search. The LARAC algorithm, presented in Fig. 3 , provides an efficient search procedure for .
In the LARAC algorithm of Fig. 3 , denotes the network representation as a directed simple graph, is the vector of cost coefficients, , for all links, is the vector of delay coefficients, , for all links, is the vector of aggregated link costs coefficients, , for all links, is the maximum tolerable delay, is the source node, and is the destination node. Furthermore, , and procedures calculate shortest paths using link costs, link delays and aggregated link costs, respectively. The functions (see in (1)) and (see in (8)) give the cost, delay and aggregated cost of route, respectively.
In the first step, LARAC finds the shortest path (route) using link costs. If satisfies the delay constraint, then it is the optimal route. Otherwise, the algorithm checks to determine if a feasible solution exists. To this effect, the algorithm calculates the shortest path (route) using link delays. If the minimum delay route does not satisfy the delay constraint, then a feasible solution does not exist, and the algorithm stops. Otherwise, the algorithm finds the optimal solution by iteratively searching for optimal (see while block in Fig. 3 ). In [12] , the authors provide an algebraic approach to efficiently search for and to determine the stopping criterion. The corresponding proofs are provided in [25] .
It is shown that LARAC is a polynomial-time algorithm that efficiently finds a good route without deviating from the optimal solution [12] , [25] in time [26] , where and are the number of nodes and links, respectively. LARAC also provides a lower bound for the theoretical optimal solution, which leads us to evaluate the quality of the result. By further relaxing the optimality of routes, it provides some flexibility to control the tradeoff between optimality and runtime of the algorithm. Therefore, the LARAC algorithm is well suited for use in real-time dynamic QoS routing.
IV. RESULTS
We have built a comprehensive test network to evaluate the performance of several variants of the proposed QoS routing architecture for scalable video streaming using an open-source network optimization tool, the Library for Efficient Modeling and Optimization in Networks 
(LEMON) [27] . We use the Transit-Stub (TS) network model [28] , implemented by the Georgia Tech. Internetwork Topology Modeling Tool (GT-ITM) [29] . With GT-ITM, we generate a test network of 300 nodes (with 15 Transit domains). This network is input to the LEMON. Throughout the simulations, we use the MPEG test video "Train" which is 704 576 pixels and 241 frames. We loop original sequence 4 times to generate 900 frames lasting about 30 seconds. This video is scalable encoded using the SVC reference software, Joint Scalable Video Mode (JSVM 9.19), to obtain an SVC base layer stream and an enhancement layer stream where the Group of Picture (GoP) size is set to 16 . We set all link capacities to be 15 Mbps and the cross traffic on each link is modeled as an independent Poisson random process which is a good model for the bursty nature of the Internet in sub-second small time scales [30] . The link delays are modeled as -distributed random variables with means 10 ms, 15 ms and 20 ms where we randomly assign these random variables to each link. The maximum tolerable delay variation, , is set to 200 ms. The proposed controller calculates new routes for the video stream by solving the CSP problem posed in Section III-A. To solve this optimization problem, the controller uses the LARAC algorithm (see Section III-B) implemented in LEMON. Dynamic routing is performed at each second which corresponds to 2 GoPs of SVC video approximately. In a nutshell, for each time interval (1 second) the proposed controller method executes following steps:
• detects which video packets are lost on the previous route and calculates the packet loss probability and delay variance ; • calculates the cost coefficients using and from previous step for given value (see (3));
• calculates necessary routes (QoS level-1 and level-2) by solving the CSP problem stated in (2) using the LARAC algorithm; • reroutes the SVC video layers according to approaches (1 and 2) or benchmarks (1, 2 and 3), discussed in Section II-B. By matching the lost packets with the Network Access Layer (NAL) units of the SVC video stream, we find which NAL units are lost in the received video stream and erase them. Then, the manipulated video is decoded and the Peak Signal to Noise Ratio (PSNR) is measured.
We execute 9 different test scenarios as combinations of the following simulation parameters:
• Congestion Level: We model three congestion levels for shortest path links with Poisson random processes with mean 13 Mbps, 14 Mbps and 15 Mbps, while other links have less congestion (half of the congestion on average).
• 1) The proposed optimization scheme for dynamic rerouting of QoS streams over OpenFlow networks improves the quality of scalable video streaming significantly while causing minimum disturbance on best-effort traffic. 2) Dynamically rerouting the base layer only with QoS attains in the range of 6-12 dB overall PSNR improvement which is significant over sending the entire video stream with best-effort. 3) Dynamically rerouting enhancement layers also provides only marginal improvement (max. 2 dB in overall PSNR) at higher congestion levels given that the base layer bitrate is selected high enough to provide acceptable video quality. 4) As base layer video coding rate increases, both approaches (1 and 2) get closer to rerouting entire non-scalable coded video stream with QoS , as expected. Therefore, we conclude that in streaming scalable video over an OpenFlow network, dynamic rerouting of base layer video only is sufficient to attain significant quality improvement over streaming scalable or non-scalable video with best-effort if the network congestion level is low or the base layer's bitrate is high enough to achieve high video quality. Further dynamic rerouting of the enhancement layer pays off the cost of forwarding along QoS level-2 route if the network congestion level is high and base layer's bitrate is low compared to the overall video bitrate. Moreover, since the proposed QoS provisioning scheme is only based on dynamic routing and built on top of OpenFlow's flow reservation paradigm, it has no adverse effect on any other type of flows.
