A major challenge in theoretical ecology is understanding how natural microbial communities support species diversity 1-8 , and in particular how antibiotic-producing, -sensitive and -resistant species coexist [9] [10] [11] [12] [13] [14] [15] . While cyclic 'rock-paper-scissors' interactions can stabilize communities in spatial environments [9] [10] [11] , coexistence in unstructured environments remains unexplained 12, 16 . Here, using simulations and analytical models, we show that the opposing actions of antibiotic production and degradation enable coexistence even in well-mixed environments. Coexistence depends on three-way interactions in which an antibiotic-degrading species attenuates the inhibitory interactions between two other species. These interactions enable coexistence that is robust to substantial differences in inherent species growth rates and to invasion by 'cheating' species that cease to produce or degrade antibiotics. At least two antibiotics are required for stability, with greater numbers of antibiotics enabling more complex communities and diverse dynamic behaviours ranging from stable fixed points to limit cycles and chaos. Together, these results show how multispecies antibiotic interactions can generate ecological stability in both spatially structured and mixed microbial communities, suggesting strategies for engineering synthetic ecosystems and highlighting the importance of toxin production and degradation for microbial biodiversity.
A major challenge in theoretical ecology is understanding how natural microbial communities support species diversity [1] [2] [3] [4] [5] [6] [7] [8] , and in particular how antibiotic-producing, -sensitive and -resistant species coexist [9] [10] [11] [12] [13] [14] [15] . While cyclic 'rock-paper-scissors' interactions can stabilize communities in spatial environments [9] [10] [11] , coexistence in unstructured environments remains unexplained 12, 16 . Here, using simulations and analytical models, we show that the opposing actions of antibiotic production and degradation enable coexistence even in well-mixed environments. Coexistence depends on three-way interactions in which an antibiotic-degrading species attenuates the inhibitory interactions between two other species. These interactions enable coexistence that is robust to substantial differences in inherent species growth rates and to invasion by 'cheating' species that cease to produce or degrade antibiotics. At least two antibiotics are required for stability, with greater numbers of antibiotics enabling more complex communities and diverse dynamic behaviours ranging from stable fixed points to limit cycles and chaos. Together, these results show how multispecies antibiotic interactions can generate ecological stability in both spatially structured and mixed microbial communities, suggesting strategies for engineering synthetic ecosystems and highlighting the importance of toxin production and degradation for microbial biodiversity.
Antibiotic-producing species are common in natural microbial communities 13, 17, 18 . Ecological models of antibiotics typically assume pairwise species relationships, where antibiotic producers inhibit sensitive species more than resistant species. These pairwise inhibitory interactions, combined with costs for production and resistance, can lead to relationships of cyclic dominance among species (for example, rock-paper-scissors games), which can support coexistence in spatial environments [9] [10] [11] beyond the limit set by competitive exclusion 4, 5 . However, such pairwise interaction models lead to coexistence through the separation of species into distinct spatial domains, whereas in nature antibiotic-producing, -resistant and -sensitive species appear to intermix even at very small length scales 17, 19 . Furthermore, species communities stabilized through pairwise antibiotic interactions are not resilient to the high level of species dispersal expected in nature 12, 16 . Understanding how multiple antibiotic-producing species coexist despite dispersal remains an open question.
The inhibitory interaction between an antibiotic-producing species and an antibiotic-sensitive species can be attenuated by the presence of a third 'modulator' species ( Fig. 1a ). One established mechanism for antibiotic attenuation is enzymatic degradation 20 , a common mechanism for antibiotic resistance 21 . In principle, a modulator species could also intensify inhibitory interactions between two species 22, 23 , for example by inducing antibiotic production. However, when testing for such interactions among a collection of soil isolates using a threespecies interaction assay (Fig. 1b) , we observed that intensification was rare, while attenuation was common (Extended Data Figs 1, 2 and Extended Data Table 1 ). Realizing that such three-way attenuating interactions commonly occur among natural species motivated us to explore their impact on ecological dynamics. We focus on antibiotic attenuation caused by degradation, which we observed experimentally (Extended Data Figs 1d and 2c ), but our analysis can be generalized to other attenuation mechanisms such as antibiotic suppression 24 . It is known that antibiotic-degrading species can coexist together with sensitive species when an antibiotic is provided externally [25] [26] [27] . However, when antibiotics are produced by the species themselves, these two-species communities are no longer stabilized by degradation 27, 28 . The impact of antibiotic-degrading species on the stability of larger ecosystems has not been explored.
We investigated how antibiotic-degrading species affect the dynamics of microbial communities containing antibiotic producers by modifying a classical spatial model of antibiotic-mediated interactions. As in previous spatial models of antibiotic inhibition [9] [10] [11] [12] , we consider antibiotic-producing, -sensitive or -resistant species phenotypes. However, unlike in previous models, in addition to intrinsic resistance we also consider resistance through antibiotic degradation ( Fig. 1a, b ). Antibiotic-degrading species remove antibiotics from nearby locations, thereby protecting not only themselves but also neighbouring species. The simulations are performed on a grid ( Fig. 1c) , with each simulation step consisting of: production of antibiotics around antibiotic-producing species (within area of size K P ), removal of antibiotics near antibiotic-degrading species (within area of size K D ), killing of antibiotic-sensitive species within the antibiotic zones, and finally colonization of empty regions on a new grid by randomly choosing surviving species within a given dispersal radius, r dispersal (Extended Data Fig. 3 ; Methods).
In these spatial inhibition-zone models, communities with intrinsic resistance and with resistance through antibiotic degradation result in dramatically different patterning and robustness to dispersal. We simulated a simple three-species and three-antibiotic network that exhibits cyclic dominance. Consistent with previous studies [9] [10] [11] [12] , pairwise interactions among intrinsically resistant species result in coexistence of all three species through single-species domains that continually chase each other around the grid (Fig. 1d, left) . However, we found that three-way interactions created by antibiotic degradation lead to tight intermixing of species (Fig. 1d, right) . This fine-scale intermixing allowed us to investigate whether a spatial environment was necessary for the coexistence of these antibiotic-degrading communities. Spatial structure is needed for coexistence in pairwise antibiotic-interaction models [9] [10] [11] [12] , and diversity of the community with intrinsic resistance collapses when the dispersal radius increases ( Fig. 1e , left; Supplementary Videos 1-5). In contrast, the antibioticdegrading community maintains diversity across any level of dispersal, even with complete mixing between time steps ( Fig. 1e , right; Supplementary Videos 6-10).
We characterized the stability of these communities with respect to model parameters by considering the analytical limit of an infinitely large environment with complete mixing between time steps (r dispersal R '; a 'mixed inhibition-zone model'; Methods). Considering different initial species abundances, the community with intrinsically resistant species coexists only at a single unstable fixed point; starting in any other initial condition leads to extinction of all but one species ( Fig. 2a, left) . In contrast, the community with antibiotic degradation coexists with a stable fixed point and a large basin of attraction ( Fig. 2a, right) . Moreover, antibiotic degradation enables stable communities to form despite large differences in inherent species growth rates (g 1 , g 2 , g 3 ; Fig. 2b , right). Thus, even in environments with complete mixing, the interplay of antibiotic production and degradation leads to coexistence that is robust to large perturbations of species abundances and substantial differences in inherent growth rates.
Community stability is maximized at intermediate levels of antibiotic degradation ( Fig. 2c and Extended Data Fig. 4a ). Levels of degradation that are too high mostly eliminate the effects of the antibiotics, after which inherent growth rate differences lead to one species taking over. Levels of degradation that are too low do not allow coexistence, as expected, since K D 5 0 is equivalent to intrinsic antibiotic resistance. Stability is therefore maximal at intermediate levels of degradation where a negative feedback can operate, such that increased abundance of a given species results in its increased inhibition (Extended Data Fig. 4b-d ). In contrast, stability is maximal at high levels of antibiotic production (K P ). Thus, strong antibiotic production can stabilize diversity when combined with intermediate levels of antibiotic degradation.
Production and degradation of multiple antibiotics also leads to robust coexistence in a well-mixed chemostat setting. We modelled the cyclic three-species, three-antibiotic interaction network using a single resource chemostat model. While these models are inherently unstable with intrinsic resistance, implementing resistance through enzymatic degradation of antibiotics allows coexistence of all species through stable fixed points or limit cycles (Methods). As in the inhibition-zone model, stability occurs despite inherent growth rate differences among species and was strengthened at high levels of production and intermediate levels of degradation (Extended Data Fig. 5a ). We also observed robust coexistence for different forms of antibiotic inhibition functions and when inhibitory interactions are diffuse 29 , that is, when all species have finite sensitivity to each antibiotic (Extended Data Fig. 5b ). This generality with respect to different models, assumptions, and parameter values suggests that the counteraction of antibiotic production and degradation can support coexistence in a wide variety of settings.
These three-species ecosystems are also stable with respect to cheaters; that is, they resist invasion by species that gain a small growth advantage by ceasing production or degradation of antibiotics. We consider two types of cheating species: those that stop producing antibiotics and revert to intrinsic resistance while enjoying the production of antibiotics by their parental species, and those that stop degrading antibiotics to become antibiotic sensitive, yet still enjoy protection by their parental species (Fig. 3a ). Starting with a stable three-species community, we simulated potential cheater invasion by adding a small amount of a cheater species derived from one of the existing species. We calculated the final abundance of a cheater once the community reached steady state while varying the growth advantage of the cheater compared to its parent: g i cheater 5 (1 1 e)g i . We assume that each species has a different inherent growth rate, g 1 , g 2 , g 3 . For small e, the only cheater that can invade the community is the production cheater derived from the fastest growing strain (Fig. 3b ). This cheater replaces its parent, forming a new community of three species interacting through only two antibiotics. Coexistence in this simpler community is robust to parameter variation (Extended Data Fig. 6 ) and is also evolutionarily stable: it does not allow invasion by cheaters arising from any of its species (Extended Data Fig. 7 ). All other cheaters in the three-species, three-antibiotic community cannot invade, even with a small growth advantage (that is, for small positive e their final abundance is zero; Fig. 3c ). With higher growth advantages, these cheaters can ultimately invade by dominating the community, by replacing the parent in a newly formed three-species community, or by generating a new four-species community (Fig. 3c ). The emergence of these fourspecies communities motivated us to search for more complex ecosystems with greater numbers of species and to explore their dynamic behaviours.
Analysis of more complex networks identified many ways for antibiotic production and degradation to generate stability. Randomly sampling larger networks with up to six species and five antibiotics, we found many stable community topologies, all of which included degradation leads to stable communities robust to initial conditions and substantial differences in species growth rates. a, Communities with intrinsic resistance diverge from an unstable fixed point (green dot, left), while communities with antibiotic degradation converge towards a stable fixed point within a large basin of attraction (green area, right). Shown in trilinear coordinates are abundance changes per generation (white arrows) and example trajectories (black) for species with inherent growth rates: g 1 , g 2 , g 3 . b, Communities with degradation remain stable even for large differences in inherent species growth rates (right), while communities with intrinsic resistance are always unstable (left). c, Maximal community stability occurs at high levels of antibiotic production (K P ) and intermediate levels of degradation (K D ). Shading shows rate of exponential convergence (green) or escape (grey) from the fixed point. Black lines in panels b and c show the stability region boundary based on linear stability analysis (Methods). Units for production and degradation strength are species 21 ; t generation is the number of generations taken to get closer/further to the fixed point by a factor of 10. b, When cheater growth advantage e is small, only the production cheater of the fastest growing species can invade (species 3, green). This cheater replaces its parent, forming a new stable community, which is in turn robust to further invasions. The other two production cheaters can invade only when e is large enough, taking over the community (yellow) or replacing their parent in a stable community (red). c, Degradation cheaters cannot invade the community at low e, whereas at high enough e they can invade without replacing their parents, rather generating a stable four-species community. A four-species interaction network is shown for the species 2 degradation cheater: grey interactions are inherited from the parent species; yellow interactions are specific to the cheater. Shaded areas span lower/upper bounds when the community exhibits sustained oscillations. Depending on the strengths of antibiotic production and degradation, this community can coexist through stable equilibrium, limit cycles or chaos (Methods). Line colours indicate species identity.
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antibiotic-degrading species (Extended Data Fig. 8 ). Notably, greater numbers of antibiotics generally increase the number of species that can coexist. While the fraction of network topologies that support stable communities can be small, the combinatorial increase in the number of possible networks provides multitudes of ways for antibiotic production and degradation to generate stable communities with large numbers of species. Coexistence among species in these various network topologies can occur through different dynamic behaviours, including stable fixed points, limit cycles, or chaos, depending on the strengths of antibiotic production K P and degradation K D ( Fig. 4 and Extended Data Fig. 9 ). Thus, in addition to enabling the long-term coexistence of complex communities, the combined effect of antibiotic production and degradation can dramatically impact community dynamics. Our findings suggest new possibilities for engineering multi-species microbial consortia 30 and shed light on the role of antibiotic production and degradation in maintaining biodiversity within natural microbial communities. Of course, natural microbial ecosystems are extremely complicated 13 ; they contain orders of magnitude more species than we modelled and include additional interactions at the level of resource competition, metabolic cross-feeding, phage invasion, and predatorprey relationships. We expect that further insights into ecosystem stability and assembly will emerge by understanding how these mechanisms generate both pairwise and higher-order multi-species interactions.
Online Content Methods, along with any additional Extended Data display items and Source Data, are available in the online version of the paper; references unique to these sections appear only in the online paper.
METHODS
Mixed inhibition-zone model of cyclic three-species communities. Model description. We derived a formula for the changes of species abundances in the inhibition-zone model for the limit of complete mixing after each time step (r dispersal R') and infinite population size. Let X i be the abundance of species i per unit area, K P the killing area around each producer and K D the degradation area around each degrader. Since species disperse randomly, the fitness f i of species i depends on its inherent growth rate g i and the fraction of area 1 2 P kill in which it is not killed by antibiotics:
For each antibiotic, a sensitive individual S will only be killed if it is located where there is at least one producer P within a K P neighbourhood and there is no protecting antibiotic-degrading (R D ) species within a K D neighbourhood. Since individuals are randomly placed, the number of cells within such neighbourhoods follows a Poisson distribution, so that if l is the expected number of cells in a region then the probability of having zero cells in the region is e {l . Thus the probability of being in the killing zone of the producer is 1{e {KPXP , and the probability of not being in the degradation zone of R D is e {KDXD , where X P and X D are respectively the abundances of species producing and degrading the antibiotic. Combining these we obtain
Thus for the cyclic three-species network the fitness of each species is:
We update species abundance for each time step using the discrete time formula:
where the denominator ensures that total species abundance remains constant. Linear stability analysis. We found the fixed point numerically for each set of parameters and then found the eigenvalues of the Jacobian computed at the fixed point. The logarithm of the maximum absolute value of the eigenvalues was used as a stability measure in Fig. 2b , c to determine the region of stability. The fixed point is stable if this value is less than zero.
Robustness to mutation and invasion by cheating species. Each cheating species was cloned from a parent by copying all antibiotic phenotypes except for a mutation in the phenotype with respect to a single antibiotic: PRR I for production cheaters, and R D RS for degradation cheaters. Starting with a three-species community at equilibrium, we added a small amount of the cheating species (X cheater 5 0.001, with abundances of the other species renormalized so that P i X i~1 ). We set the growth rate of the cheater to the parental growth rate with a growth advantage e, so that g cheater 5 (11e)g parent . We ran each simulation until species abundances reached steady state or stable oscillations, and then we calculated the minimum and maximum values for each cheater during the last third of the simulation time.
Coexistence of communities with three species and two antibiotics. Cyclic three-species communities maintain coexistence even when the fastest growing species ceases antibiotic production, resulting in a simpler three-species, twoantibiotic community. This network exhibits robust coexistence similar to the three-antibiotic network, so long as the species that does not produce antibiotics is the fastest growing species (Extended Data Fig. 6a ). This simpler community also resists invasion by any remaining production or degradation cheaters (Extended Data Fig. 7b ).
We investigated whether further reductions of this network support coexistence. While coexistence is possible when only one of the two antibiotics is degraded, this coexistence occurs only for a small range of parameter values (Extended Data Fig. 6b ). Based on a comprehensive sampling of parameter space, we found that further reductions to communities that produce only a single antibiotic do not support coexistence when inherent growth rates differ. This is consistent with the intuition that when only one antibiotic is being produced there will always be two species that are equivalent with respect to the antibiotic, which will lead to extinction of the slower-growing species. Thus, in contrast to spatial models where coexistence is possible on a single antibiotic 11 , coexistence in wellmixed models requires three species and at least two antibiotics. Generalizing the mixed inhibition-zone model for arbitrary interaction networks. Model description. We calculated the probability of each species being inhibited for a general ecosystem with n s species and n a antibiotics, where species can be any of the four antibiotic phenotypes (P, S, R I or R D ) for each antibiotic. The assumptions are the same as for the mixed inhibition-zone model of cyclic threespecies communities. Consider the situation in which antibiotic production is stronger than degradation (K P . K D , the other scenario follows similarly). For an individual of a target sensitive species, each of the other n s 2 1 species can be either near enough to affect the target through production and degradation of some of the antibiotics (with probability P near ), can be at intermediate distances in which they affect the target through production but not degradation (P intermediate ), or can be far away so that they do not affect the target in any way (P far ). These three distance ranges make for 3 ns{1 possible combinations for the presence or absence of the other species within any neighbourhood of the target species. Based on the phenotypes of the sensitive target species and the other species, we calculated all combinations that result in antibiotic inhibition. For each species i, we calculated the probabilities P near , P intermediate and P far from the levels of production and degradation of the antibiotics, in this case:
Combining these, we calculated the probability P c of each inhibitory combination occurring, multiplying the probabilities of each species being either near, intermediate, or far according to the requirements of each combination. Finally, we obtained the total probability of the target species being inhibited by summing across all possible inhibitory combinations with P kill~P c P c . As in the threespecies model we let the fitness of each species be:
Testing for coexistence in more complex networks. We randomly sampled up to 10 6 networks for each combination of 4-6 initial species and 1-5 initial antibiotics by randomly choosing one of the four phenotypes (S, P, R I or R D ) for each species/ antibiotic combination. When the total number of possible networks was less than 10 6 we tested all networks. We excluded networks that contained antibiotics or species with identical properties from subsequent simulations, since these are equivalent to instances of networks with a smaller number of antibiotics or species. With n a initial antibiotics and n s initial species at initial abundances 1/n s , we calculated the number of final species surviving at abundance X i . 0.01/n s after 10,000 time steps. Simulations were binned by the maximum number of surviving species across all possible combinations of the parameters: g max 5 (1.2 or 2.5), K P 5 (10 or 30) and K D 5 (3 or 10). For a given g max , species growth rates were evenly spaced between 1.0 and g max . With total number of network topologies n total~4 nsna =n a !, even this sparse sampling of parameters shows that the total number of topologies that support stability is quite large (Extended Data Fig. 8 ). Calculating effective number of species using Shannon diversity. We calculated effective species numbers by the Shannon entropy H of the species distribution:
H~{ P i X i log 2 X i with species frequencies X i normalized such that P i X i~1 . Effective number of species is then given by 2 H . Chemostat model of cyclic three-species communities. Model description. Our chemostat model is adapted from classical models of antibiotic interactions with a constant inflow of a single resource and constant dilution 28 . Ordinary differential equations track the concentration of the resource (Z), the abundances of three species (X i ), and the concentrations of three antibiotics (C i ), implementing the cyclical interaction network as described previously. Each species consumes resources and produce antibiotics. The species degrade antibiotics to which they are resistant, and their growth is inhibited by antibiotics to which they are sensitive. The resource dynamic is:
where Z o is the concentration of the added resource, D is the dilution rate, G i a function that describes the growth rate of species i considering antibiotic and resource levels, and m is a conversion factor between resources and species,
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so that G i /m is the resource consumption rate of each species. The species abundances change according to:
Z kzzZ e {KPCj : Growth rate increases with the concentration of resources following Monod kinetics, where k z determines the concentration of half-maximal resource absorption. The growth rate is also affected by antibiotics, decreasing exponentially with the level of antibiotics to which a species is sensitive (here an antibiotic with concentration C j inhibits species i). The parameter K P characterizes the strength of antibiotic inhibition, and g i is a species-specific maximal growth rate.
The antibiotic concentration dynamics are given by: dCj dt~p X j G j {K D X k C j {DC j The parameter p determines the amount of antibiotics produced per cell division, the second term assumes that species k degrades the antibiotic produced by species j through mass action kinetics, and the parameter K D characterizes the strength of antibiotic degradation.
Rescaled chemostat model. To analyze the stability of the three-species three-antibiotic interaction network, we first note that
and therefore after a transient Z~Z o { P i X i =m which allows us to eliminate the resource concentration degree of freedom.
We rescale variables to reduce the number of free parameters: time so that D 5 1, Z and k z so that Z o 5 1, and we eliminate m by substituting X i 9 5 X i /m, C i 9 5 C i / m, K P 9 5 mK P and K D 9 5 mK D . Dropping the primes we obtain:
Linear stability analysis. The problem of finding the fixed point in the rescaled model was reduced to a single nonlinear algebraic equation, which was numerically solved for different parameters to determine the corresponding equilibriums for X i and C i . At the fixed point dXi dt~0 , and therefore G i~1 . This allows us to express the C j variables as functions of Parameter values for main text figures:. Fig. 1 : grids were 200 3 200 with wrapping boundaries. Species were initially randomly seeded on the grid at low total abundance (1%), or in an initial configuration with three large domains for r dispersal . 20 to reduce the initial chance of extinction of all species at high levels of mixing (with intrinsic resistance). Fig. 1e , lines show average of ten simulations, calculating the effective species numbers based on Shannon diversity of species within 40 3 40 sub-regions (shown in insets) at 100 evenly spaced locations on the grid at the final time; other parameters: r production 5 3, r degradation 5 3, r dispersal 5 (3, 4, 6, 10, 20, 80, 200) ; runtimes for each r dispersal are respectively: (150, 150, 75, 75, 75, 25, 25) , after which the overall spatial patterns were relatively unchanging. For intrinsic resistance with r dispersal 5 (80, 200) it was possible for all species to be inhibited at the same time step, in which case we chose one cell at random to proceed to the next generation. Fig. 2 : we estimated the size of the basin of attraction by running simulations starting from 210 different initial species abundances that were equally spaced on a triangle lattice inside the x 1 1 x 2 1 x 3 5 1 two-dimensional simplex. The basin of attraction area is the fraction of simulations that move to the fixed point with all three species coexisting. Fig. 2a , g 1 5 1.0, g 2 5 1.1, g 3 5 1.2; left: K P 5 4, K D 5 0; right: K P 5 12, K D 5 3. Fig. 2b , left: K P 5 4, K D 5 0; right: K P 5 40, K D 5 4. Fig. 2c , g 1 5 1, g 2 5 3, g 3 5 2. Fig. 3 : g 1 5 1.0, g 2 5 1.1, g 3 5 1.2, K P 5 16, K D 5 4. Fig. 4 : g 1 5 1.0, g 2 5 1 1 1/30, g 3 5 1 1 2/30, g 4 5 1.1; stable equilibrium: K P 5 10, K D 5 10; limit cycles: K P 5 12, K D 5 20; chaos: K P 5 20, K D 5 55. Code availability. MATLAB code for the spatial inhibition-zone model, mixed inhibition-zone model and chemostat model is available from the authors upon request. Note on the mechanism of three-way attenuating interactions. Antibiotic degradation is a common mechanism of antibiotic resistance 21 and is therefore a probable mechanism for the attenuation of inhibition that we observed in the three-species interaction assays and the antibiotic modulation assays (Extended Data Figs 1 and 2) . There is strong evidence in support of this assumption based on many reports of antibiotic degrading species protecting sensitive species from antibiotics 20, 25, 26, [31] [32] [33] . Antibiotic degradation is also a known mechanism of resistance for the antibiotics in which we observed significant attenuation (Extended Data Fig. 1c ): tobramycin 34 , ciprofloxacin 35 , b-lactam antibiotics 36 (cefoxitin, pipericillin, penicillin), nitrofurantoin 37 , rifampin 38 and trimethoprim 32 . Furthermore, we experimentally confirmed that degradation through b-lactamases contributes to the attenuation of b-lactam antibiotics through a modified version of the antibiotic modulation assays that uses b-lactamase inhibitors (Extended Data Figs 1d and 2c ). However, we note that the models we use can be easily generalized to additional mechanisms that generate antibiotic attenuation, for example through antibiotic suppression 24, 39 . Interaction experiments. No statistical methods were used to predetermine sample size. Three-species interaction assays. All possible pairings of 16 Streptomyces species from a spore collection (,100 spores per ml) were pinned 1 cm apart on 9-cm Petri dishes with 13 oatmeal agar, and plates were grown in a darkened plastic bin for 13 days at room temperature. Overlay media without thiamine was prepared in test tubes in 5-ml aliquots, melted in an autoclave (to melt, not sterilize), and cooled to 42 uC in a water bath. An overnight liquid-broth culture of E. coli expressing YFP was mixed 9:1 with 1,0003 thiamine stock, 50 ml of the E. coli mixture was added to overlay agar, quickly vortexed to mix and then poured uniformly onto the plate. Plates were incubated at 37 uC for 18 h and photographed in bright field and YFP channels to record the antibiotic inhibition zone. Combinations in which one species created a large inhibition zone were scored using the modulation index M 5 (r m 2 r o )/(r m 1 r o ), where r m is the radius of the inhibition zone in the direction of the modulator and r o is the radius of the inhibition zone in the opposite direction. Extended Data Fig. 1b shows data from 54 combinations in which one species made a large inhibition zone, with five antibiotic producers and 11 modulator species (one plate removed due to contamination). Extended Data Fig. 2a shows images and scoring. We observed similar attenuation in follow-up technical replicas of individual strain combinations and when testing on other media. Antibiotic modulation assays. Antibiotic modulation assays were similar to the three-species assays except that the antibiotic producing species was replaced with pure antibiotic and the assay geometry was modified to enable more highthroughput measurements. Modulator inoculation plates were prepared by spreading 50 ml of 20% glycerol spore stocks onto 1/23 oatmeal agar 9-cm Petri dishes with glass beads, incubated for 1 week at 30 uC in plastic bins, then stored at room temperature. 25 ml of 1/23 oatmeal agar was spread evenly over a 14-cm Petri dish. On day 1, a small amount of antibiotic stock was pipetted onto the centre of the agar, absorbed and stored at 30 uC (cefoxitin 10 ml, chloramphenicol 10 ml, ciprofloxacin 10 ml, doxycyclin 10 ml, nitrofurantoin 20 ml, penicillin 20 ml, piperacillin 15 ml, rifampicin 20 ml, tobramycin 40 ml, trimethoprim 20 ml). On day 2, a thin radial line for each of three modulator species was inoculated using the edges of sterilized 60-mm cover glass (VWR 48393-070) onto the 14-cm Petri dish. Plates were incubated in plastic bins at 30 uC for 3 days and small areas of contamination were cut out of the agar. Overlay media was prepared in 25-ml aliquots, as in the three-species assays. Overnight cultures of yellow fluorescent protein (YFP) and cyan fluorescent protein (CFP) producing E. coli were combined at equal ratios (by OD) and mixed 9:1 with 1,0003 thiamine stock. 1 ml of the E. coli mixture was added to the overlay media, vortexed, and poured evenly over the surface of the oatmeal agar. All plates were incubated at 37 uC between 16-21 h and photographed in bright field, YFP and CFP channels to record the antibiotic inhibition zone. Test strains included the two strongest attenuators from the three-species assay, Streptomyces coelicolor and a collection of soil isolates from Massachusetts and Colorado soils. Combinations were marked with a dot for significance in Extended Data Fig. 1c where the average modulation index M deviated from 0 by at least twice the standard error in the mean (P , 0.05, twosided t-test, n 5 3 technical replicas). These images were also visually inspected to confirm warping of the inhibition-zone boundary. Extended Data Fig. 2b shows examples and scoring for different antibiotics.
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b-Lactamase inhibitor assays. 1 ml of 1 mM b-lactamase inhibitor was spread evenly over 14-cm 1/23 oatmeal plates with glass beads and allowed to dry in a ventilation hood (to minimize contamination). Overlay with YFP and CFP E. coli was the same as the antibiotic modulation assay except that 1 ml of 1 mM b-lactamase inhibitor stock was added to the overlay media and vortexed before adding E. coli. Extended Data Fig. 1d shows data for a collection of 14 species, four antibiotics and three b-lactamase inhibitors. Extended Data Fig. 2c shows example assay images. Isolation of soil bacteria. Isolation and identification of five Streptomyces from soil A (Massachusetts) as described in ref. 17 . We chose five strains from a collection of 47 isolates that did not produce strong antibiotic inhibition zones on oatmeal agar. Soil B (Colorado) was collected from White River National Forest in unincorporated Pitkin County. We chose ten strains from a collection of 55 isolates that did not produce strong inhibition zones, including two Streptomyces species, five Actinobacteria species and three non-Actinobacteria species. Species identification was through Sanger sequencing of 16S ribosomal DNA.
Imaging and data analysis. The three-species assay images were photographed using a custom-built automated fluorescent imaging system as described in ref. 40 . Other assays were using a similar but newer system. Levels of antibiotic modulation were scored by manually recording the edges of the inhibition zones of the fluorescent E. coli using MATLAB. Example images were normalized to fill the dynamic range and gamma adjusted to improve contrast. Growth media. 13 oatmeal agar: 72.5 g l 21 Difco oatmeal agar (BD). 1/23 oatmeal agar: 31.25 g l 21 Difco oatmeal agar (BD) and 6.25 g l 21 Bacto agar (BD), with ,100 ml l 21 10 M NaOH to adjust to pH 7. Media for overlays consisted of M63 salts (2 g l 21 (NH 4 ) 2 SO 4 , 13.6 g l 21 KH 2 PO 4 , 0.5 mg l 21 FeSO 4 7H 2 O) supplemented with 0.4% glucose, 0.02% casamino acids, 1 mM MgSO 4 , 1.5 mM thiamine, 7.5 g l 21 bacto-agar (BD), adjusting pH to 7.0 with 1 M NaOH. 1,0003 thiamine was prepared at 1.5 M in H 2 O and filter sterilized. Chemical stocks. Cefoxitin (Sigma C-4786) 50 mg ml 21 Extended Data Figure 1 | Antibiotic attenuation is widespread among natural antibiotic producing species isolated from soil. a, Diagram of threespecies assays: measuring the antibiotic inhibition zone of E. coli around a producer strain enables quantification of three-species interactions caused by a modulator strain. b, Attenuating interactions dominate among a set of 54 Streptomyces producer-modulator combinations. Triangle and square markers show scoring from example images in Fig. 1b, left and right respectively. c, Antibiotic modulation assays: attenuating interactions dominate among combinations of soil species with a panel of ten pure antibiotics. Combinations are coloured by modulation index as in b and marked with a dot where the modulation index is significantly different from zero (n 5 3, Methods). Strains 1 and 2 are the strongest modulators from the three-species assays, strain three is Streptomyces coelicolor, strains 4-18 are additional soil isolates (Extended Data  Table 1 ). DOX, doxycycline; CMP, chloramphenicol; TOB, tobramycin; CPR, ciprofloxacin; FOX, cefoxitin; PIP, piperacillin; PEN, penicillin; NIT, nitrofurantoin; RIF, rifampicin; TMP, trimethoprim. d, Scatter plots of average modulation index M for 12 species from panel c, with and without b-lactamase inhibitors. Points occur off the diagonal for the b-lactams piperacillin and penicillin but near the diagonal for the structurally unrelated antibiotics rifampin and nitrofurantoin, consistent with attenuation of the b-lactams through a mechanism of antibiotic degradation. Error bars are standard error of the mean for technical replicas with inhibitor (n 5 3) or without inhibitor (control, n 5 6). Control is addition of H 2 O instead of inhibitor. Clav, clavulanic acid; tazB, tazobactum; sulB, sulbactam.
Extended Data Figure 2 | Example images from three-species interaction assays and antibiotic assays. a, Images and scoring for three-species interaction assays from Extended Data Fig. 1b . p indicates producer species, m indicates potential modulator species. b, Example images and scoring from the antibiotic modulation assays from Extended Data Fig. 1c . Each plate shows tests for modulation of antibiotic inhibition for three different species against a different antibiotic. Colour lines show the size of the inhibition zone at the location of the radially positioned modulator species; the white circles show the radius of the zone of inhibition as inferred from the left side of the plate that contains no modulators. c, Example images from an antibiotic modulation assay with b-lactamase inhibitors and the b-lactam antibiotic cefoxitin. Left and right side of each plate is inoculated with a line of species four from Extended Data Fig. 1c . Attenuation is significantly reduced by the b-lactamase inhibitors (especially clavulanic acid and tazobactam) when compared to controls (H 2 O). 
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Extended Data Figure 4 | Dependence of coexistence on degradation in the mixed inhibition-zone model. a, Stability analysis of the full parameter space in the mixed inhibition-zone model. Using simulations, we tested the stability of cyclic three-species, three-antibiotic communities with dense sampling of all possible parameters for the inhibition-zone model, varying strengths of K P and K D , initial abundances of species 1-3 and growth ratios g 2 /g 1 and g 3 /g 1 . As in Fig. 2b , each grid shows a 100-fold range of growth rate ratios from 0.1 to 10. Large basins of attraction exist across a wide range of parameter values, with maximal stability at high levels of antibiotic production and intermediate levels of degradation. b-d, Intuition for why coexistence depends on degradation. b, The inhibition-zone model calculates the probability of a given sensitive species being inhibited by an antibiotic producer (blue), or being protected by a degrading species (red), given the relative strengths of production (K P ) and degradation (K D ). The expected area covered by the overlapping circles (left) is used to calculate the corresponding inhibition and attenuation probabilities (percentage area of filled boxes, right; Methods). c, Focusing on one antibiotic in a stable three-species community, increasing the abundance of the yellow species creates negative feedback by decreasing the abundance of blue and red, which results in more inhibition of yellow. d, Communities are not stable at low levels of degradation due to positive feedback, whereby increasing the abundance of the yellow species results in a decrease of inhibition.
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Extended Data Figure 5 | Coexistence of antibiotic degrading communities in a well-mixed chemostat model with three antibiotics. a, Stability of the three-species, three-antibiotic community in a single resource chemostat model in which species and antibiotics are completely homogeneous. Communities in the chemostat model may coexist through fixed points or limit cycles. For parameter sets in which the fixed point of the chemostat model was unstable, we started simulations close to the fixed point to determine if the community coexists through a limit cycle. Limit cycles occur in the areas between the dashed and solid black lines. Chemostat parameters: g 1 5 3, g 2 5 6, g 3 5 9, k z 5 0.5, P 5 1. b, Communities coexist in the chemostat for a wide range of assumptions regarding antibiotic mechanisms. We simulated the chemostat model while changing how the action of the antibiotics is modelled and observed robust coexistence across all models. For each simulation we started all species at equal concentration (X i 5 0.2), ran the simulation until t 5 100 generations and calculated the Shannon diversity of the final species levels. The default chemostat model assumes exponential inhibition of species by antibiotics, but similar coexistence is observed for Monod-like inhibition, for linear inhibition (for G i , 0 we set G i 5 0), when species are only partially inhibited or when each species is sensitive at some level to all antibiotics. G 1 is the growth rate of species 1 under inhibition, while g 1 is its maximal rate of growth; R(x) captures resource dependence on current species levels; C 1 , C 2 and C 3 are the concentrations of antibiotics produced by species 1-3 respectively (Methods). Equations for the growth of species 2 and 3 have the same form as G 1 . All other parameters are the same as for panel a.
Extended Data Figure 6 | Coexistence of communities with three species and two antibiotics. a, Comparing community diversity in the mixed inhibition-zone model and the chemostat model. For each simulation we started all species at equal concentration (X i 5 1/3 for the inhibition-zone model, X i 5 0.2 for the chemostat model), ran the simulation for until t 5 100 generations and calculated the Shannon diversity of the final species levels. Other parameters are the same as in Fig. 2 for the inhibition-zone model or Extended Data Fig. 5 for the chemostat model. b, Three species communities require two antibiotics for stability. When only one antibiotic is degraded the community either lacks stability (first panel), or is stable only for a small number of growth rates and initial conditions (second panel). When two antibiotics are degraded the community is robustly stable to differences in species growth rates and initial conditions (third panel), provided that the antibiotics inhibit the faster-growing species (species 2 and 3). Basin colours as in Fig. 2b ; grey shows parameters for which no initial conditions were stable; K P 5 40, K D 5 4.
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Extended Data Figure 7 | Robustness of three species communities to invasion by cheaters in the mixed inhibition-zone model. Analysis of production cheaters (PRR I , left) and degradation cheaters (R D RS, right). As in Fig. 3 , we plot the final abundance of each cheater as a function of its growth advantage e over its parent species. a, Cheaters cannot invade the threespecies, three-antibiotic network when their growth advantage is small, except for the production cheater of the species with the fastest inherent growth rate (species 3, green line), which replaces its parent generating a new stable community of three species interacting through two antibiotics. b, This resulting three-species, two-antibiotic community is resilient to invasion by all cheaters; cheaters must have a substantial growth advantage to invade and take over. Parameters for both networks are the same as Fig. 3 . Shaded areas indicate the maximum and minimum abundance when the community reaches stable oscillations. Note, the analysis above is for networks with g 1 , g 2 , g 3 . The alternative network of g 1 . g 2 . g 3 , is less robust to invasion by production cheaters. Two cheaters can invade this community even with small e: the production cheater for species 2 invades the network in a and gives rise to a stable three-species two-antibiotic community, while the production cheater for species 1 can take over the communities shown in a and b. For degradation cheaters this alternative network is similarly robust to cheaters as shown. The number inside each square shows how many networks resulted in the specified number of final species (after removing networks that did not use all of the initial antibiotics, Methods). Colours show the frequency of each outcome within all simulated networks, with grey where no stable networks were found. We sparsely sampled parameters for species growth rates and antibiotic production and degradation levels (Methods). The sparse sampling means that a given network topology may exhibit stability for parameter combinations that were not tested.
