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This is a contribution to the number theory of the dimer problem.
Let An = 2
n · B2n (Bn > 0) denote the number of dimer coverings (i.e., perfect
matchings) of a 2n×2n square lattice graph. Bn turns out to be an integer. Motivated
by a somewhat strange observation (see below), we investigated the residue classes
Bn mod 2
r. In this paper, we outline a method that, for a fixed integer r, enables
these residue classes to be determined. Explicitly, Bn mod 64 is calculated and from
the resulting formula the following proposition is deduced:
Bn ≡
{
n+ 1 (mod 32) if n is even
(−1)n−12 · n (mod 32) if n is odd.
The analogous statement mod 64 is not true: B3 = 29 is a counterexample.
1. Introduction.
Let An denote the number of different ways in which a 2n × 2n chessboard can
be covered with 2n2 dominoes such that each domino covers two adjacent squares
(n = 1, 2, 3, ...). Set
(1) An = 2
nB2n where Bn > 0.
As we shall see (and is well known), Bn is an integer.
Let
uk = 2cos
kπ
2n+ 1
, k = 0,±1,±2, ...;
note that
(2) u−k = uk, u2n+1−k = −uk.1
1In fact, uk depends on two variables, n and k, but for the sake of readability we shall suppress
the n. The same applies to the following function symbols used in this paper: vk, vk, sk, sk, σk.
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The following is a classical result of Fisher/Temperley and Kasteleyn, 1961 (see,
e.g. [2], p. 96):
An =
n∏
j=1
n∏
k=1
(u2j + u
2
k).
Some first investigations of the numbers Bn (for small value of n) gave rise to a
somewhat strange conjecture which was backed by the list of the first 20 numbers Bn
provided by N. Saldanha (Lyon)2; this conjecture, now Theorem A, is to be proved
in this paper:
Theorem A. The statement Sr :
Bn ≡
{
n+ 1 if n is even
(−1)n−12 · n if n is odd (mod 2
r)
is true for r = 5 (thus also for r = 1, 2, 3, 4) and false for r = 6 (thus also for
r > 6).
The numbers B3 = 29, B5 = 89893 ≡ 37 and B6 = 28793575 ≡ 39, mod 64 are
counterexamples to statement S6.
An immediate consequence of Theorem A is
Corollary A. ([1]). All numbers Bn are odd.
We shall prove a slightly more general proposition, namely, we shall establish a
formula for the residue classes Bn mod 64 (Theorem B). The method used can, in
principle, be extended so as to enable the Bn mod 2
r to be calculated for any fixed
positive integer r, however, with increasing r the situation becomes more and more
involved: we are unable to provide a closed formula (in n and r) for Bn mod 2
r.
2. Preliminaries.
Let
(3) vk = u2k = 2 cos
2kpi
2n+1
;
note that
(4) v−k = vk = v2n+1−k.
By (2), u2k+1 = −u2(n−k), thus, by (3),
u2k = vk, u2k+1 = −vn−k.
2e-mail message of May 9, 1997
2
This implies
{u2k | k = 1, 2, ..., n} = {v2k | k = 1, 2, ..., n},
therefore,
(5) An =
n∏
j=1
n∏
k=1
(v2j + v
2
k).
Define
2α = 2α(x) = arc cos x
2
,
Sn = Sn(x) =
sin [(2n+ 1)α(x)]
sin α(x)
(−2 < x < 2).
Note that
(6) 2 cos(2α(x)) = x, sin α(x) = 1
2
√
2− x, S−1(x) = −1, S0(x) = 1.
Using (6), from
sin α · Sn±1 = sin[(2n+ 1± 2)α] = cos (2α) · sin[(2n+ 1)α]± sin(2α) · cos[(2n+ 1)α]
we obtain
Sn+1 + Sn−1 = 2 cos(2α)
sin[(2n+ 1)α]
sin α
= x · Sn.
Thus Sn satisfies the recurrence relation
Sn+1 = x Sn − Sn−1; S−1 = −1, S0 = 1.
This implies that Sn(x) (n = 0, 1, 2, ...) is a polynomial in x of degree n with integral
rational coefficients and first term xn. Set
Sn(x) =
n∑
ν=0
(−1)νsνxn−ν , n = 0, 1, 2, ... .
It is easily verified by induction that
(7)


s2ρ = (−1)ρ
(
n−ρ
ρ
)
,
s2ρ+1 = (−1)ρ+1
(
n−1−ρ
ρ
)
.
Further, α(vk) =
kpi
2n+1
, thus
Sn(vk) =
1√
2− vk
sin(kπ) = 0, k = 1, 2, ..., n.
This implies that
Sn(x) =
n∏
k=1
(x− vk) =
n∑
ν=0
(−1)νsν xn−ν .
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Note that, by (7),
(8)
n∏
k=1
vk = sn =
{
(−1)n2 if n is even,
(−1)n+12 if n is odd.
Equation (5) implies
(9) An =
n∏
i=1
(2v2i ) {
∏
(j,k)
(v2j + v
2
k)}2
where the symbol (j, k) indicates that the operation to which it pertains is performed
over the set P of all
(
n
2
)
unordered pairs (j, k), j, k ∈ {1, 2, ..., n}, j 6= k.
By (8),
n∏
i=1
v2i = s
2
n = 1, thus, comparing (1) and (9), we have obtained
(10) Bn =
∏
(j,k)
(v2j + v
2
k).
As the last product is an integral symmetric function of the vk, Bn is rational as well
as integral.
3. Proof of Theorem A.
From the trigonometric identity
cos2x+ cos2y = 1 + cos(x+ y) cos(x− y)
we obtain
(11) v2j + v
2
k = 4 + vk+jvk−j.
Let wk denote an indeterminate subject to the rule
(12) w−k = wk = w2n+1−k (k = 1, 2, ..., n);
note that, by (4), the vk satisfy (12).
It is not difficult to prove that
(13) {wk+jwk−j | (j, k) ∈ P} = {wjwk | (j, k) ∈ P}.
Using (11), define
(14) hn(x) =
∏
(j,k)
(x+ vk+jvk−j) =
∏
(j,k)
(x− 4 + v2j + v2k)
= xq + σ1x
q−1 + ...+ σq where q =
(
n
2
)
.
Clearly, the σk are integral rationals.
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Set
(15) Un = σq, Vn = UnGn = σq−1, Wn = UnHn = σq−2.
By (10), (14) and (15),
(16) Bn = hn(4) ≡ 16Wn + 4Vn + Un ≡ Un(16Hn + 4Gn + 1) (mod 64).
We shall in order calculate Un, Gn, Hn.
⋆
By (14) and (15),
(17) Un = σq =
∏
(j,k)
(vk+j vk−j).
Applying (13) (with wk = vk), we have
(18) Un =
∏
(j,k)
(vjvk) = {
n∏
i=1
vi}n−1 =
{
(−1)n2 if n is even
1 if n is odd.
Note that this formula implies the validity of statements S1 and S2.
⋆
Set vk = v
−1
k . Clearly, by (4), the vk satisfy (12). By (15) and (14),
UnGn = Vn = σq−1 =
∑
(j,k)
σq
vk+jvk−j
= Un
∑
(j,k)
vk+jvk−j,
thus, using (13) (with wk = vk),
(19) Gn =
∑
(j,k)
vk+j vk−j =
∑
(j,k)
vj vk.
The numbers vk are the zeros of the “reverse” polynomial of Sn(x), namely,
(20) Sn(x) = (−1)ns−1n xnSn( 1x) = xn − s1xn−1 +−... + (−1)nsn
where
(21) sk = s
−1
n sn−k, k = 1, 2, ..., n.
By (19), (20) and (21),
Gn = s2 = s
−1
n sn−2;
therefore, by virtue of (7),
(22) G2λ = G2λ+1 = −
(
λ+1
2
)
.
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Formulæ (16), (18) and (22) imply the validity of statements S3 and S4.
⋆
By (15) and (17),
UnHn =Wn = σq−2 =
∑
((i,j),(k,l))
σq
vj+ivj−ivl+kvl−k
= Un
∑
((i,j),(k,l))
vj+ivj−ivl+kvl−k.
(13) (with wk = vk) now yields
Hn =
∑
((i,j),(k,l))
vivjvkvl.
The last sum consists of
((n2)
2
)
terms, each of the form vpvqvrvs (type 1) or v
2
pvqvr
(type 2) where the p, q, r, s are pairwise distinct. Each term of type 1 occurs precisely
thrice since a set of 4 elements can be partitioned into two pairs in exactly 3 ways;
each term of type 2 occurs precisely once since a family {a, a, b, c} (a 6= b 6= c 6= a)
can be partitioned into two pairs (x, y), x 6= y, in exactly one way. Thus the number
of terms of type 1 and of type 2 is 3
(
n
4
)
and 3
(
n
3
)
, respectively, which add up to the
total number of terms, namely, 3
(
n+1
4
)
=
((n2)
2
)
.
Denote the symmetric power sum in the variables x1, x2, ..., xn that is the sum of
all terms derivable from xe11 x
e2
2 ...x
et
t (eτ > 0) by permuting the x1, x2, ..., xn (without
repetition) by [xe11 x
e2
2 ...x
et
t ]n
3. In this notation,
(23) Hn = 3[v1v2v3v4]n + [v
2
1v2v3]n.
It can easily be checked that
(24) [x1]n [x1x2x3]n = [x
2
1x2x3]n + 4[x1x2x3x4]n,
thus, by (23), (24) and (21),
Hn = [v1]n[v1v2v3]n − [v1v2v3v4]n
= s s3 − s4 = s−2n (sn−1sn−3 − snsn−4) = sn−1sn−3 − snsn−4.
(7) now yields
(25)
{
H2λ = −{λ
(
λ+1
3
)
+
(
λ+2
4
)},
H2λ+1 = −{(λ+ 1)
(
λ+2
3
)
+
(
λ+2
4
)}.
⋆
3E.g., [x1]4 = x1 + x2 + x3 + x4, [x
2
1x2]3 = x
2
1x2 + x
2
1x3 + x
2
2x1 + x
2
2x3 + x
2
3x1 + x
2
3x2.
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(16), (18), (22) and (25) imply
Theorem B.
B2λ+1 ≡ −16(λ+ 1)
(
λ+2
3
)− 16(λ+2
4
)− 4(λ+1
2
)
+ 1 (mod 64),
(−1)λB2λ ≡ −16λ
(
λ+1
3
)− 16(λ+2
4
)− 4(λ+1
2
)
+ 1 (mod 64).
✷
Replacing λ by λ+ 16, we obtain
Corollary 1. Bn+32 ≡ Bn + 32 (mod 64) ✷
implying
Corollary 2. Bn mod 64 is periodic in n with primitive period 64. ✷
Note that in the congruences of Theorem B the first terms on the right-hand side
are divisible by 32, thus
B2λ+1 ≡ (−1)λB2λ ≡ −16
(
λ+2
4
)− 4(λ+1
2
)
+ 1 (mod 32).
Set λ = 8κ + ϑ, ϑ = 0, 1, 2, ..., 7.
Note that
(
λ+2
4
)
is even if ϑ ∈ {0, 1, 6, 7} and odd otherwise. This implies
B2λ+1 ≡ (−1)ϑB2λ ≡
{ −2λ(λ+ 1) + 1 (mod 32) if ϑ ∈ {0, 1, 6, 7}
−2λ(λ+ 1) + 17 (mod 32) if ϑ ∈ {2, 3, 4, 5}.
After an easy calculation we obtain
B2λ+1 ≡ (−1)ϑB2λ ≡ (−1)ϑ(2λ+ 1) (mod 32).
This implies the validity of statement S5 and thus proves Theorem A. ✷
4. Concluding Remark.
Note that the numbers v2k are pairwise distinct. Set Pn(x) =
n∏
j=1
(x − v2j ). Clearly,
Pn(x
2) =
n∏
j=1
(x− vj)
n∏
k=1
(x+ vk) = (−1)nSn(x)Sn(−x), therefore,
1
4
√
4− x2Pn(x2) = (−1)n sin[(2n+ 1)α(x)] · sin[(2n+ 1)α(−x)]
= sin[(2n + 1)α(x)] · cos[(2n+ 1)α(x)]
=
1
2
sin[(2n+ 1) arc cos
x
2
] =
1
4
√
4− x2 U2n(x
2
)
where
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U2n(x) =
n∑
ν=0
(−1)ν(2n−ν
ν
)
(2x)2(n−ν)
is the (2n)th Chebyshev polynomial of the second kind. Thus
Pn(x) =
n∑
ν=0
(−1)ν(2n−ν
ν
)
xn−ν .
The numbers v4k are the zeros of the polynomial Qn(x) defined by
Qn(x
2) = (−1)nPn(x)Pn(−x).
The discriminants of Pn and Qn are
∆(Pn) =
∏
(j,k)
(v2j − v2k)2 and ∆(Qn) =
∏
(j,k)
(v4j − v4k)2,
respectively, and we obtain
B2n =
∏
(j,k)
(v2j + v
2
k)
2 =
∆(Qn)
∆(Pn)
.
Thus the problem of expressing Bn through the coefficients of Sn, or of Pn, is closely
related to the task of expressing the discriminant of a polynomial F through the
coefficients of F .
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