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Abstract Define A a unbounded self-adjoint operator on Hilbert spaceX . Let
{An} be its resolvent approximation sequence with closed range R(An)(n ∈
N), that is, An(n ∈ N) are all self-adjoint on Hilbert space X and
s− lim
n→∞
Rλ(An) = Rλ(A), ∀λ ∈ C \ R, where Rλ(A) := (λI −A)
−1.
The Moore-Penrose inverse A†n ∈ B(X) is a natural approximation to the
Moore-Penrose inverseA†. This paper shows that:A† is continuous and strongly
converged by {A†n} if and only if sup
n
‖A†n‖ < +∞.
Keywords Unbounded self-adjoint operator · Moore-Penrose inverse ·
Resolvent consistency
1 Introduction
The famous result, Lax equivalence theorem reads as follows
Theorem 11 Let X,Y be Hilbert spaces and the bounded linear operators
A,An : X −→ Y (n ∈ N)
be all bijective. From consistency (∀x ∈ X, ‖Anx−Ax‖ → 0), it follows that
convergence (∀x ∈ Y, ‖A−1n x−A
−1x‖ → 0)⇐⇒ stability (sup
n
‖A−1n ‖ <∞).
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There exists a natural idea to generalize the statement above to a closed linear
(possible unbounded) operator A with nontrivial kernel N (A) 6= {0}. Now
A−1 does not necessarily exist and it is necessary to introduce the generalized
inverse A† to generalize Theorem 1.1.
Moore-Penrose inverse of Linear Operators: Let X,Y be Hilbert spaces.
For linear operator A : D(A) ⊆ X −→ Y , we denote D(A), R(A), N (A),
G(A) as its domain, range, kernel and graph respectively. If its domain is
decomposable with respect to the kernel space, that is,
D(A) = N (A) ⊕ C(A), where C(A) := D(A) ∩ N (A)⊥, (1.1)
then we can define A0 := A|C(A) and A
−1
0 : R(A) ⊆ Y −→ C(A) ⊆ X exists.
Regard A−10 as A
†|R(A) and extend it to A
† with
D(A†) = R(A) +R(A)⊥, (1.2)
N (A†) = R(A)⊥. (1.3)
Above extension is unique and well defined. This defines the Moore-Penrose
inverse A† of linear operator A (also denoted as the maximal Tseng inverse,
see [1,Chapter 9.3, Definition 2]).
Notice that, if A is closed, then N (A) is closed, and recall the fact that
a space in Hilbert space is decomposable with respect to any closed subspace
(See [1, Chapter 9.2, Ex.5]), then (1.1) automatically holds. Thus, A† exists
throughout this paper. Moreover, by [1, Chapter 9.3, Ex13],
A† ∈ B(Y,X)⇐⇒R(A) closed⇐⇒ D(A†) = Y. (1.4)
For more about the Moore-Penrose inverse, see [1, Chapter 9].
Let L(X,Y ) denote the set of all linear operators mapping from X to
Y , C(X,Y ) the set of all A ∈ L(X,Y ) with closed graph, B(X,Y ) the set
of all bounded linear operators A ∈ L(X,Y ), and CR(X,Y ) the set of all
A ∈ B(X,Y ) with closed range. When it concerns operator A ∈ B(X,Y ), we
assume that D(A) = X .
We recall the definitions of consistency, stability and convergence (refer to
[6]):
(A1): Strong consistency (for An, A ∈ B(X,Y ) (n ∈ N) only):
∀x ∈ X, ‖Anx−Ax‖ → 0 (n→∞).
(A2): Uniform consistency (for An, A ∈ B(X,Y ) (n ∈ N) only):
‖An −A‖ → 0(n→∞).
(A3): Resolvent consistency: Suppose that A and {An} are all self-adjoint
operators (possible unbounded) on Hilbert space X . If
s− lim
n→∞
Rλ(An) = Rλ(A), ∀λ ∈ C \ R, Rλ(A) := (λI −A)
−1,
Title Suppressed Due to Excessive Length 3
then we say that {An} andA satisfy the resolvent consistency, i.e., s.r.s− lim
n→∞
An =
A.
(B1): Stability:
sup
n
‖A†n‖ <∞.
(C1): Perfect strong convergence:
D(A†) = Y, s− lim
n→∞
A†n = A
†.
(C2): Perfect uniform convergence:
D(A†) = Y, lim
n→∞
‖A†n −A
†‖ = 0.
Remark 1 This paper mainly concerns a sequence of approximation operators
{An} ⊆ C(X,Y ) with closed range R(An). In this case, by (1.4), it yields
that A†n ∈ B(Y,X)(n ∈ N). Thus ‖A
†
n‖(n ∈ N) are all finite and (B1) is
well defined. Moreover, provided with the original operator A ∈ C(X,Y ) and
D(A†) = Y , then by (1.4) we have A† ∈ B(Y,X). Thus we can discuss the
strong convergence and the norm convergence of A†n to A
† in sense of (C1)
and (C2).
Previous results and main result: For A ∈ CR(X,Y ), provided with ap-
proximation sequence {An} in CR(X,Y ), it is shown in [9] that,
– If {An} and A satisfy (A2), then (C2)⇐⇒ (B1);
– If {An} and A satisfy (A1), then
(C1)⇐⇒ (B1) and
{
A†nAn
s
−→ A†A
AnA
†
n
s
−→ AA†.
(1.5)
Above results are all based on a priori information that A possesses a closed
range. Without this assumption, some improved versions of above results are
given for A ∈ B(X,Y ) in [5].
ForA ∈ B(X,Y ), provided with approximation sequence {An} in CR(X,Y ),
– If {An} and A satisfy (A2), then (B1) implies that A possesses the closed
range R(A). Furthermore, (B1)⇐⇒ (C1)⇐⇒ (C2).
– If {An} and A satisfy (A1), then
(C1)⇐⇒ (B1) and
 s− limn→∞ R(An) = w − l˜imn→∞ R(An) = R(A)s− lim
n→∞
N (An) = w − l˜im
n→∞
N (An) = N (A).
(1.6)
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The equivalences in (1.5) and (1.6) are expressed by (B1) and additional
conditions. Eliminating these additional conditions but supplementing self-
adjoint assumptions for A and {An}, the equivalence result between (B1) and
(C1) (under (A1)) is obtained in [7].
This paper generalize above results into a unbounded case, which is stated
as follows.
Theorem 12 Let A be self-adjoint operator(possible unbounded) on Hilbert
space X, {An} a sequence of self-adjoint operators on X with closed range
R(An)(n ∈ N). If {An} and A satisfy the resolvent consistency, then
(a) supn ‖A
†
n‖ < +∞ ((B1)) =⇒ A preserves closed range R(A);
(b) D(A†) = X,A†n
s
−→ A† ((C1))⇐⇒ supn ‖A
†
n‖ < +∞ ((B1)).
The remainder of this paper is organized as follows: In section 2, we in-
troduce some basic conceptions, such as unbounded self-adjoint operators and
the strong graph limit. In section 3 and section 4, we prove the results (a) and
(b) respectively.
2 Preliminary and Basic Lemmas
2.1 Moore-Penrose inverse
Proposition 21 For a densely defined closed operator A on Hilbert space X,
its Moore-Penrose inverse A† satisfies the following two identities
A†Ax = P
C(A)x, for ∀x ∈ N (A) ⊕ C(A), (2.1)
AA†y = P
R(A)y, for ∀y ∈ R(A)⊕R(A)
⊥. (2.2)
Proof This result can be found in [1, Chapter 9.3, Theorem 1]. However, for
the convenience of readers, we provide a proof of (2.1) here, (2.2) could be
obtained in a similar way.
For x ∈ D(A) = N (A) ⊕ C(A), it can be uniquely represented as
x = x1 + x2, where x1 ∈ N (A), x2 ∈ C(A), and x1 ⊥ x2.
The L. H. S. of (2.1) reads as follows
A†Ax = A†A(x1 + x2) = A
†Ax2 = A
†A0x2 = A
−1
0 A0x2 = x2 = PC(A)x.
⊓⊔
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2.2 Unbounded self-adjoint operator and the strong graph convergence
We firstly introduce the concept of adjoint operator.
Definition 21 Let A be a densely defined closed operator on Hilbert space X.
Set
D(A∗) := {u ∈ X | ∃v ∈ X, such that 〈u,Ax〉 = 〈v, x〉, ∀x ∈ D(A)}.
Then
A∗ : D(A∗) ⊆ X −→ X
u 7−→ v
is defined as the adjoint operator of A, where D(A∗) is the domain of A∗.
Definition 22 Let A be a densely defined closed linear operator on Hilbert
space X. If A = A∗, then we call A self-adjoint. Notice that A = A∗ means:
(1) D(A) = D(A∗),
(2) 〈Ax, y〉 = 〈x,Ay〉, ∀ x, y ∈ D(A).
For unbounded self-adjoint operator (actually not restricted in this case), we
additionally introduce a convergence of new type:
Definition 23 Let {An} be a sequence of closed linear operators on Hilbert
space X. We define
s− lim
n→∞
G(An) :=
{(u, v) ∈ X ×X : ∃un ∈ D(An)(n ∈ N) such that (un, Anun)
s
−→ (u, v)}
If s− lim
n→∞
G(An) is the graph of an operator A, then we say that A is the
strong graph limit of {An} and write s.g.− lim
n→∞
An = A.
The following result indicates that the resolvent convergence and the strong
graph convergence are equivalent when An(n ∈ N) and A are all self-adjoint.
Lemma 21 Let An(n ∈ N), A be self-adjoint operators on Hilbert space X,
then
s.r.s− lim
n→∞
An = A⇐⇒ s.g − lim
n→∞
An = A.
Proof See [4, P.293 Theorem VIII. 26]. ⊓⊔
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2.3 Characterization for convergence of orthogonal projection sequence
Let {Xn} be a subspace sequence of Hilbert space X . We define
s− lim
n→∞
Xn := {x ∈ X : ∃xn ∈ Xn(n ∈ N) such that xn
s
−→ x}
and
w − l˜im
n→∞
Xn := {x ∈ X : ∃xn ∈ Xkn(n ∈ N) such that xn
w
−→ x}.
The convergence of orthogonal projection sequence {PXn} is characterized
in the following result.
Lemma 22 Let X be Hilbert space and {Xn} a sequence of closed subspaces
of X, Then
{PXn} is strongly convergent ⇐⇒ s− lim
n→∞
Xn = w − l˜im
n→∞
Xn.
Moreover, in the case that {PXn} is strongly convergent,
s− lim
n→∞
PXn = PM ,where M := s− lim
n→∞
Xn.
Proof See [5, Lemma 2.13]. ⊓⊔
2.4 Weak convergence
Lemma 23 Let X be a Hilbert space, {xn} a weakly convergent sequence of
X with x∞ = w − lim
n→∞
xn. Then
sup
n
‖xn‖ < +∞, ‖x∞‖ ≤ lim
n→∞
‖xn‖.
Proof See [3, p.120, Theorem 1]. ⊓⊔
3 Proof of Result (a)
Before the proof for result (a), we first prepare two lemmas to describe how
the kernel space sequence {N (An)} converges in a strong and weak sense.
Lemma 31 Let A be a closed linear operator, {An} a sequence of closed linear
operators with closed range R(An)(n ∈ N). Suppose
s.g − lim
n→∞
An = A (3.1)
and
sup
n
‖A†n‖ <∞.
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Then, for y ∈ R(A) and any sequence {yn} such that
yn ∈ R(An) and yn
s
−→ y.
We have
s− lim
n→∞
A−1n (yn) = A
−1(y).
Denote that A−1(y) = {x ∈ D(A) : Ax = y}. Furthermore, setting yn = y =
0 (n ∈ N), it follows that
s− lim
n→∞
N (An) = N (A).
Proof Let y ∈ R(A) and {yn} be any sequence such that
yn ∈ R(An)(n ∈ N) and yn
s
−→ y.
”⊆”: Suppose that x ∈ s− lim
n→∞
A−1n (yn). There exist a sequence {xn} such
that
xn ∈ A
−1
n (yn)(∀n ∈ N) and xn
s
−→ x.
Notice that
Anxn = yn
s
−→ y.
We have
(xn, Anxn)
s
−→ (x, y) in X ×X.
Since s− lim
n→∞
G(An) = G(A) (by (3.1)), we have (x, y) ∈ G(A), that is, x ∈
D(A), y = Ax. So x ∈ A−1(y).
”⊇”: Assume that x ∈ A−1(y). Then
(x, y) ∈ G(A)
(3.1)
= s− lim
n→∞
G(An).
There exists a sequence (xn, Anxn) ∈ G(An) such that
(xn, Anxn)
s
−→ (x, y). (3.2)
In the following, we set
un = A
†
n(yn −An(xn)), pn := xn + un (n ∈ N)
and prove
pn ∈ A
−1
n (yn), pn
s
−→ x.
First, we can check that
‖pn − x‖ = ‖un + xn − x‖ ≤ ‖A
†
n(yn −Anxn)‖+ ‖xn − x‖
≤M‖yn −Anxn‖+ ‖xn − x‖
n→∞
−→ 0 (by (3.2) and (B1))
where M := supn ‖A
†
n‖.
Second, for Anun = AnA
†
n(yn − An(xn)), using yn − Anxn ∈ R(An) and
(2.2), we have Anun = yn −Anxn. Hence Anpn = Anxn +Anun = yn.
Thus, x ∈ s− lim
n→∞
A−1n (yn). ⊓⊔
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Lemma 32 Let A,An(∀n ∈ N) be self-adjoint operators (possible unbounded)
on Hilbert space X. If s.g − lim
n→∞
An = A, then
w − l˜im
n→∞
N (An) ⊂ N (A).
Proof Let x ∈ w − l˜im
n→∞
N (An). There exists a sequence {xn} such that
xn ∈ N (Akn)(kn ≥ n) (3.3)
and
xn
w
−→ x(n→∞). (3.4)
For the proof of x ∈ N (A), it is sufficient to prove
〈x,Au〉 = 0, ∀u ∈ D(A). (3.5)
Since A is self-adjoint, for any u ∈ D(A),
〈x,Au〉 = 〈x− xn, Au〉+ 〈xn, Au〉, ∀n ∈ N, (3.6)
where
〈x− xn, Au〉 → 0 (n→∞) (by (3.4)). (3.7)
As to the latter term of R.H.S., by (3.1), for u ∈ D(A), there exists ukn ∈
D(Akn) such that
(ukn , Aknukn)
s
−→ (u,Au). (3.8)
Notice that,
〈xn, Au〉 = 〈xn, Au〉 − 〈Aknxn, ukn〉 (xn ∈ N (Akn))
= 〈xn, Au〉 − 〈xn, Aknukn〉
= 〈xn, Au −Aknukn〉. (3.9)
By (3.4) and Lemma 2.3,
sup
n
‖xn‖ < +∞.
Thus, with (3.8) and (3.9), it yields that
|〈xn, Au〉| ≤ ‖xn‖‖Au−Aknukn‖ −→ 0 (n→∞). (3.10)
Assuming n→∞ in (3.6), and using (3.7) and (3.10), we have (3.5). Thus,
x ∈ R(A)⊥.
Since R(A)⊥ = N (A∗) holds for all densely defined operator A on Hilbert
space X (See [2, Chapter X, Proposition 1.13]) and A is self-adjoint, we have
x ∈ N (A).
This completes the proof. ⊓⊔
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Proof of Result (a) This proof follows the main idea of [5, Theorem 2.1
(2.22)]. Throughout the whole proof, we will proceed with setting s.g − lim
n→∞
An =
A, that is,
G(A) = s− lim
n→∞
G(An). (3.11)
Since A,An(n ∈ N) are all self-adjoint satisfying (A3) and by Lemma 2.1, we
have
s.r.s− lim
n→∞
An = A =⇒ s.g − lim
n→∞
An = A.
Let {y(m)} ⊆ R(A) and s− lim
m→∞
y(m) = y.
Part I Construct a sequence of pairs {(x(m), y(m))} ⊆ G(A) with {x(m)}
bounded. We proceed with the following three steps.
(1): The construction of {x(m)}.
We claim that (A†y(m), y(m)) ∈ G(A), since
AA†y(m)
(2.2)
= P
R(A)y
(m) = y(m), ∀m ∈ N.
By (3.11), for every m ∈ N, there exists a sequence
(x(m)n , y
(m)
n ) ∈ G(An), n ∈ N
that is, x
(m)
n ∈ D(An), y
(m)
n = An(x
(m)
n ), ∀n ∈ N, such that
x(m)n
s
−→ A†(y(m)), y(m)n
s
−→ y(m) (n→∞). (3.12)
Notice that, with (3.12) and (B1),
sup
n
‖A†n(y
(m)
n )‖ ≤ sup
n
‖A†n‖ sup
n
‖y(m)n ‖ <∞. (3.13)
Because of (3.13) and the reflexive property of Hilbert space X , by Eberlein-
Shmulyan theorem, {A†n(y
(m)
n )}∞n=1 contains a weakly convergent subsequence
{A†nj (y
(m)
nj )}
∞
j=1. Set
x(m) := w − lim
j→∞
A†nj (y
(m)
nj
).
(2): The proof of x(m) ∈ A−1(y(m)). That is, x(m) ∈ D(A), Ax(m) = y(m).
For every m ∈ N, by (3.12),
A†(y(m))− x(m) = w − lim
j→∞
x(m)nj −A
†
nj
(y(m)nj ). (3.14)
Since x
(m)
nj , A
†
nj
(y
(m)
nj ) ∈ A
−1
nj
(y
(m)
nj ), we can verify x
(m)
nj −A
†
nj
(y
(m)
nj ) ∈ N (Anj )
for every m ∈ N. Further by (3.14), we know
A†(y(m))− x(m) ∈ w − l˜im
n→∞
N (An), ∀m ∈ N.
Hence
A†(y(m))− x(m) ∈ N (A), ∀m ∈ N (by Lemma 3.2).
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Then
x(m) ∈ D(A), A(A†y(m) − x(m)) = 0, ∀m ∈ N.
It implies that
Ax(m) = AA†y(m)
(2.2)
= P
R(A)y
(m) = y(m), ∀m ∈ N.
(3): The proof of boundedness of {x(m)}.
‖x(m)‖ ≤ lim
j→∞
‖A†nj (y
(m)
nj )‖ by Lemma 2.3
≤ lim
j→∞
‖A†nj‖‖y
(m)
nj ‖
≤ sup
n
‖A†n‖ lim
j→∞
‖y
(m)
nj ‖ ((by (B1))
= supn ‖A
†
n‖‖y
(m)‖ (by (3.12)).
Taking supreme for index m on both sides yields that
sup
m
‖x(m)‖ ≤ sup
n
‖A†n‖ sup
m
‖y(m)‖ <∞.
Part II Because of Eberlein-Shmulyan theorem, the sequence {x(m)} con-
tains a weakly convergent subsequence {x(mj)}. Set
x := w − lim
j→∞
x(mj).
In the following, we will prove (x, y) ∈ G(A). By Mazur theorem, for every
j ∈ N, there exists a convex combination
kj∑
i=1
α
(j)
i x
(mj+i) (α
(j)
i ≥ 0,
kj∑
i=1
α
(j)
i = 1)
such that
‖
kj∑
i=1
α
(j)
i x
(mj+i) − x‖ ≤
1
j
. (3.15)
Denoting the term
kj∑
i=1
α
(j)
i x
(mj+i) in (3.15) by xj (j ∈ N), we rewrite (3.15) as
‖xj − x‖ ≤
1
j
. (3.16)
Thus,
‖A(xj)− y‖ = ‖
kj∑
i=1
α
(j)
i A(x
(mj+i))− y
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.
= ‖
kj∑
i=1
α
(j)
i y
(mj+i) − y‖ ≤
kj∑
i=1
α
(j)
i ‖y
(mj+i) − y‖
≤ sup
m≥mj
‖y(m) − y‖ ≤ sup
m≥j
‖y(m) − y‖ ∀j ∈ N.
Then
0 ≤ lim
j→∞
‖A(xj)− y‖ ≤ lim
j→∞
sup
m≥j
‖y(m)− y‖ = limj→∞‖y
(j) − y‖ = 0. (3.17)
Since A is closed, we obtain from (3.16) and (3.17) that x ∈ D(A) and y = Ax.
That is, y ∈ R(A). Hence we prove that R(A) is closed. ⊓⊔
4 Proof of Result (b)
After the proof of the result (a), we obtain that, for the original operator
A and its resolvent approximation setting {An} given in Theorem 1.2, if
(B1) holds, then A preserves a closed range and A† ∈ B(X) with D(A†) =
R(A)+R(A)⊥ = X . In the rest proof for the result (b), we only need to prove
(C1) =⇒ (B1) and (B1) =⇒ A†n
s
−→ A†. Notice that, with Banach-Steinhaus
theorem, the former automatically holds. Thus we just need to prove the latter
((B1) =⇒ A†n
s
−→ A†) in the following part.
To prove this, we prepare a technical lemma first.
Lemma 41 Let A, An : X −→ X,n ∈ N, be bounded linear operators. Then
the following two conditions are equivalent:
(a) G(A) ⊆ s− lim
n→∞
G(An) and sup
n
‖An‖ < +∞, where ‖ ·‖ is the operator
norm on B(X);
(b) s− lim
n→∞
An(y) = A(y) for every y ∈ X.
Proof See [5, Lemma 2.5] ⊓⊔
It is obvious that A†n
s
−→ A† yields from
G(A†) ⊆ s− lim
n→∞
G(A†n) and (B1) : sup
n
‖A†n‖ < +∞
by substituting A† and A†n into A and An in Lemma 4.1 respectively.
Now, provided (B1) holds, under the approximation setting given in The-
orem 1.2, we are now in the position to prove G(A†) ⊆ s− lim
n→∞
G(A†n).
Let (y, x) ∈ G(A†), we need to construct a sequence of pairs {(ξn, A†nξn)}
such that
(ξn, A
†
nξn)
s
−→ (y, x). (4.1)
For this construction, recalling the main idea in the proof for [8, Theorem 1.1
(a) =⇒ (b)], we can supplement a strong convergence result for orthogonal
projection sequence {PN (An)} and {PR(An)} in the following.
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Lemma 42 Let An(n ∈ N) and A all be defined in Theorem 1.2. If {An} and
A satisfy the resolvent consistency and (B1), then
s− lim
n→∞
PN (An) = PN (A), s− lim
n→∞
PR(An) = PR(A).
Proof Recall the fact that
s− lim
n→∞
N (An) = N (A) in Lemma 3.1,
w − l˜im
n→∞
N (An) ⊂ N (A) in Lemma 3.2.
Comparing the definitions of s− lim
n→∞
N (An) and w − l˜im
n→∞
N (An), it is obvious
that
s− lim
n→∞
N (An) ⊂ w − l˜im
n→∞
N (An).
Now, we have
s− lim
n→∞
N (An) ⊂ w − l˜im
n→∞
N (An) ⊆ N (A) = s− lim
n→∞
N (An).
That is,
s− lim
n→∞
N (An) = w − l˜im
n→∞
N (An) = N (A).
With Lemma 2.2, we know
s− lim
n→∞
PN (An) = PN (A). (4.2)
Since An and A are all self-adjoint, it yields that
s− lim
n→∞
PN (A∗n) = PN (A∗).
Using identities to subtract above both sides, it follows that
s− lim
n→∞
PN (A∗n)⊥ = PN (A∗)⊥ .
Since R(A)⊥ = N (A∗) holds for all densely defined A on Hilbert space X (See
[2, Chapter X, Proposition 1.13]), together with the fact that An(n ∈ N) and
A possess closed ranges (Result (a)), we have
s− lim
n→∞
PR(An) = PR(A). (4.3)
⊓⊔
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Proof of Result (b) In the following, we focus on the construction of the
sequence in (4.1). For any (x,Ax) ∈ G(A), there exists a sequence {xn} such
that
xn (∈ D(An))
s
−→ x, Anxn
s
−→ Ax (n→∞). (by (3.11))
Set
zn := PN (An)⊥xn ∈ D(An) ∩N (An)
⊥ (by (1.1)). (4.4)
(Explanation: For xn ∈ D(An) = N (An) ⊕ C(An), it can be uniquely repre-
sented as
xn = x1,n + x2,n, where x1,n ∈ N (An), x2,n ∈ C(An), x1,n ⊥ x2,n.
Then
x1,n = PN (An)xn, x2,n = xn − x1,n = xn − PN (An)xn = PN (An)⊥xn ∈ C(An).)
Notice that,
x = A†y ∈ R(A†) = D(A) ∩ N (A)⊥ ⊂ N (A)⊥,
we have
zn = PN (An)⊥xn
s
−→ PN (A)⊥x = x, (4.5)
Anzn
s
−→ Ax. (4.6)
Hence,
Anzn + PR(An)⊥y
s
−→ Ax+ PR(A)⊥y (by (4.3) and (4.6))
= PR(A)y + PR(A)⊥y = y (by x = A
†y and (2.2)),
and
A†n(Anzn + PR(An)⊥y)
(1.3)
= A†nAnzn
(2.1)
= P
C(An)
zn
(4.4)
= zn
s
−→ x. (by (4.5)).
So (y, x) ∈ s− lim
n→∞
G(A†n). Thus we complete the construction for (4.1). ⊓⊔
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