Abstract. In INS (Inertial Navigation System) /GPS (Global Positioning System) integration, nonlinear models should be properly handled. The most popular and commonly used method is the Extended Kalman Filter (EKF) which approximates the nonlinear state and measurement equations using the first order Taylor series expansion. On the other hand, recently, some nonlinear filtering methods such as Gaussian Sum filter, particle filter and unscented Kalman filter have been applied to the integrated systems. In this paper, we propose a modified Gaussian Sum filtering method and apply it to land-vehicle INS/GPS integrated navigation as well as the in-motion alignment systems. The modification of Gaussian Sum filter is based on a combination of Gaussian Sum filter and so-called unscented transformation which is utilized in the unscented Kalman filter in order to improve the treatment of the nonlinearity in Gaussian Sum filter. In this paper, the performance of modified Gaussian Sum filter based integrated systems is compared with other filters in numerical simulations. From simulation results, it was found that the proposed filter can improve transient responses of the filter under large initial estimation errors.
Introduction
In the INS/GPS integrated system, the complementary characteristics of INS and GPS are exploited. INS provides position, velocity and attitude information at a high update rate with the continuous availability, and the long term accuracy of position and velocity information of GPS prevents the growing navigation errors of INS. In other words, the navigation errors of INS are estimated and corrected by using GPS measurements (Siouris, 1993; Grewal, 2001 ).
For many years, the extended Kalman filter (EKF) has been widely utilized as the estimator in the integrated navigation systems (Maybeck, 1979; Gelb, 1974) .
Additionally, in the case of conventional navigation systems, the initialization of INS navigation states is completed prior to vehicle motion and then the ordinary integrated navigation is implemented. Usually, this initialization method needs 5 to 10 minutes and the vehicle must be stopped. It is, however, inconvenient and impractical when there is not enough time to stop at a start point. Thus it is motivated to develop in-motion alignment and navigation algorithms which can provide the accurate attitude information while moving. Because the initial attitude of the land-vehicle is unknown, the attitude is usually assumed to be 0. Thus, when the initial heading error is large, the nonlinear character of the INS error equations is emphasized for in motion alignment (Rogers, 2001) . Therefore several nonlinear filtering methods such as Monte Carlo filter (Kitagawa, 1996; Doucet, 2000) , Quasi-linear optimal filter (Sunahara, 1970) , Gaussian Sum filter (Alspach, 1972) and unscented Kalman filter (Julier, 2000) , have been applied to the integrated navigation systems. The performance comparisons of the nonlinear filters in the integrated navigation systems also have been reported by the authors (Tanikawara, 2004; Fujioka, 2005; Nishiyama, 2006) . According to (Nishiyama, 2006) , although Gaussian Sum filter (GSF) works well with large uncertainties in the initial attitude information, the linearization technique is employed similarly to the extended Kalman filter. On the other hand, the unscented Kalman filter (UKF) has been recently paid much attention in the area of the integrated navigation (Yi, 2005; Shin, 2007) . The unscented Kalman filter calculates the predicting mean and covariance of the state vector from a set of samples that are called sigma points by means of so-called unscented transformation. In this paper, we try to combine the GSF and the unscented transformation in order to improve the treatment of the nonlinearity in the GSF. With this combination, it is expected that the transient response of the filter can be improved under large initial estimation errors.
In this paper, firstly we briefly review the algorithms of the nonlinear filters that are applied in this paper. Then, the modified Gaussian Sum filtering algorithm is derived by utilizing the unscented transformation. Finally, the performance of EKF, GSF, UKF based and modified Gaussian Sum filter based integrated systems is compared in numerical simulations.
Description of the system
In this work, closed-loop, tightly coupled mechanization is adopted for the INS/GPS integration. Fig. 1 shows the architecture of the integration with major data paths between the system components. The components of the system are strapdown INS and GPS receiver. The INS contains IMU (Inertial Measurement Unit: accelerometer and gyro). Based on the measured acceleration and angular rate, the INS computes the position, velocity and attitude of the vehicle relative to their initial value at high frequency. But there exist unbounded position errors that grow slowly with time. The concept of the integrated navigation system of Fig. 1 is to reduce the INS errors by using some external measurement from a GPS receiver. In this research, GPS double differenced carrier phase and undifferenced Doppler measurements are employed as external measurements to remove the INS errors. The nonlinear filter estimates the errors in the navigation and attitude information using the raw GPS data. 
Coordinate systems
To integrate the navigation systems, definitions of coordinate systems that the navigation systems or included sensors refer to are important. This section defines the coordinate frames used in this paper and represents the angular relationship between them. The coordinate frames are defined as follows:
1) The E frame ( , , )
E E E X Y Z is the right-handed earth fixed coordinate frame. It has the origin at the center of the earth; the E Z -axis is directed toward the North Pole; the E X -and E Y -axes are located in the equatorial plane, whereby the E X -axis is directed toward the Greenwich Meridian. It is used for the definition of position location such as latitude and longitude.
2
is the right-handed locally level coordinate frame. The L X -and L Yaxes are directed toward local north and east respectively; L Z -axis is downward vertical at the local earth surface referenced position location. It is used for defining the angular orientation of the local vertical in the E frame.
3) The C frame ( , , ) x y z in the C frame as follows:
T is the direction cosine matrix.
INS error model
The direction cosine matrix C E T is represents the transformation from the E frame to the C frame, and it can be decomposed as follows.
On the other hand, the computed matrices
where
T is horizontal angular position error, and the relation of 
And R is the position error matrix defined as follows (Rogers 2003 (Rogers , 2001 ).
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According to (Rogers, 2001 (Rogers, , 2003 , we have
where the dot above a letter denotes differentiation with respect to time, the vector
is the rotation rate of the L frame with respect to the E frame in the L frame coordinate system, and the vector / C E C ω is similarly defined. From equation (8) ) as well as azimuth error ( δα ) equations can be derived.
Velocity error model
The computed velocity C v also contains the velocity error C δ v such that
and the velocity equation is given by
where C f is non-gravitational specific force vector, ρ is relative rate vector, and C Ω is earth rate vector. The specific force is proportional to the inertial acceleration of the system due to all forces except gravity measured by the accelerometer. C g is the gravity vector, positive toward the centre of the earth in the C frame. From equations (9) and (10), the velocity error is modelled by
T is the attitude error.
Attitude error model
The attitude error 
Therefore, we have following attitude error model.
where C d denotes gyro drift.
Sensor error model
In this paper, the accelerometer bias B b and gyro bias B d are modelled as the first order Markov processes respectively as follows:
where b τ and d τ are the correlation time constants and
u t are zero mean Gaussian white noise processes.
State equation
In order to implement the nonlinear filtering for integrated navigation, here, we define the state vector. Because the double differenced carrier phases are used as the measurements in this paper, the unknown integer ambiguities should be simultaneously estimated. Therefore the state vector is defined such that it includes the INS errors as well as the integer ambiguities as follows: The descriptions of the state vector components are listed in Table 1 . Then, from equations (8), (11), (13) and (14), the state equation can be formulated by
where (•, ) f t is the time-varying nonlinear function, and the process noise ( ) t η is assumed to be mutually independent zero mean Gaussian white noise with covariance matrix ( ) N t . 
where ( ) w k is assumed to be Gaussian white noise with zero mean and diagonal covariance matrix Q(k), and t Δ is a sampling interval of the measurement data.
Measurement equation
In this paper, the measurements are the double differenced carrier phase and Doppler data. By ignoring some errors in the carrier phase data such as the remaining ionospheric and tropospheric delays and multipath errors, then the double differenced carrier phase measurement can be simply modelled by
where E r is the position vector in the E frame, the function h is the nonlinear function that indicates the distance between satellites and receivers, ku N is the ambiguity vector, λ is the wave length, and g ε is the measurement noise.
By linearlizing equation (18) 
where 
where p R is the earth radius.
The Doppler measurement can be modelled by the change of the distance between the receiver and the satellite in the sampling interval t Δ (Misra, 2001 ). By using the velocity error vector in the C frame, C δ v , and the appropriate transformations similarly to the above derivations, the Doppler measurement can be formulated as
Finally, from equations (19) and (22), we have the measurement equation for the integrated navigation in general form:
Nonlinear filtering
Nonlinear filtering techniques are applied to the integrated INS/GPS system in order to estimate the state vector (the errors of INS described above). In this section, firstly, we briefly review the filter algorithms of the GSF and the UKF. Then the modified Gaussian Sum filter (MGSF) algorithm is derived.
Gaussian Sum filtering
Let k Z be the set of the measurement such that
In the GSF (Alspach, 1972) , a posteriori probability density ( ( ) ) k p x k Z | is formed by the convex combination of the outputs of several Kalman filters processed in parallel. The a priori density
is assumed that it is formulated by the sum of several normal distributions as follows:
(
where m is the number of distributions, and 
where ( )
Therefore, we have the filtered estimator
The a priori density ( ( 1) )
can be rewritten with the same algorithm as the EKF as follows.
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Unscented Kalman filter
In the UKF, the predict mean ˆ( 1| ) x k k + and covariance ( 1| ) P k k + are calculated from a set of samples which is called the sigma points. This method is called the unscented transformation (Julier, 2000) . Under the assumption that the system noise is independent and additive, the predict mean and covariance are computed as following steps.
Step1: choose the sigma points (
which is associated with the n-dimensional state vector ( ) x k as follows. 
Step2: compute a set of transformed samples through the process model equation (17),
Step3: compute the predicting mean and covariance as follows
is the weight of the j-th point and κ is a scaling
is the j-th column of the matrix square root of (
and ( 1 )
Since the measurement equation (23) is linear in this navigation problem, above equations (33)- (35) can be simply expressed by
T ( 1 ) ( 1 ) ( )
Modified Gaussian Sum filter
In the Gaussian Sum filtering algorithm, we can see from equations (30)- (32) that the linearization technique is employed similarly to the extended Kalman filter. In this paper, we propose the modified Gaussian Sum filter by applying the unscented transformation algorithm to the time updating algorithm of the GSF, equations (30)-(32).
Step1: similarly to the step 1 of the UKF, for j-
density in GSF, choose the sigma points and weights as follows.
In the MGSF, the original time updating algorithm of equations (30) and (31) are substituted by (42) and (43) respectively.
Experimental results
The experiments of the INS/GPS In-Motion Alignment and navigation algorithms described above were carried out by using simulated INS and GPS data. components of the state vector (see Table ) , β and γ , that represent the azimuth error. They are assumed to have the initial azimuth error estimates such that 60 0 60
The processing results are shown in Fig. (4) - (7). Figs. (4) and (5) show the results of the positioning and comparison of the positioning errors. Table 3 , we can also see that the MGSF achieves the best performance in this simulation. Finally, Fig. 7 shows the results of the azimuth errors. From Fig. 7 , we can see that all filters show almost same results after 200 [sec] , but the MGSF shows faster convergence in its transient response from 0 to 200 [sec] . Therefore, from these results of the simulation, we can consider that the UKF and MGSF can achieve better performance than the EKF and GSF, and the MGSF can work well when there exist a large initial azimuth error. 
Conclusions
In this paper, the modified Gaussian Sum filtering algorithm was derived by applying the unscented transformation to the Gaussian Sum filter, and it was applied to the GPS/INS integrated system. The algorithm was tested and compared with the EKF, GSF and UKF by using simulated data. From the experimental results, it was found that the derived MGSF show the quick transient response for azimuth error estimation. Therefore the MGSF has an ability to improve the navigation performance, when there are large initial azimuth errors.
