discussed in terms of the observed overcharging effect. Particularly interesting results are a very non-monotonic behavior of the ζ-potential, as a function of the rod charge density, and the overcharging by monovalent counterions.
I. INTRODUCTION
"Polyelectrolytes are polymers bearing ionizable groups, which, in polar solvents, can dissociate into charged polymer chains (macroions) and small counterions" [1] .
The combination of macromolecular properties and long-range electrostatic interactions results in an impressive variety of phenomena. It makes these systems interesting from a fundamental as well as a technological point of view. A thorough understanding of polyelectrolytes has become increasingly important in biochemistry and molecular biology. This is due to the fact that virtually all proteins, as well as the DNA, are polyelectrolytes. Their interactions with each other and with the charged cell-membrane are still far from being fully understood, which is partly due to the intricate coupling between ion distribution and chain conformation.
A first approach to the problem is to fix the conformation of the chain and to focus on a detailed description of the counterion distribution. Usually polyelectrolytes stretch due to the electrostatic repulsion of their charged groups. Moreover, many important polyelectrolytes have a large intrinsic stiffness (e.g., DNA, actin filaments or microtubules). Therefore, a rod-like conformation is an obvious first choice. The remaining problem of charged rods immersed into solution is much easier, but is still far from being exactly solvable.
An additional approximation, which is frequently used in theoretical descriptions, is to completely integrate out the counterionic degrees of freedom. On a linearized mean-field level this yields a Debye-Hückel-like theory characterized by a screened Coulomb potential between charged monomers. To obtain the correct physical properties, one uses an effective Yukawa potential, which in turn requires adjustable parameters such as an effective polyelectrolyte radius and charge. In this way the dependence of the ionic structure, hereafter called electrical double layer (EDL), around two or more polyelectrolytes, as a function of the polyelectrolytepolyelectrolyte distance, is not accounted for. This information, however, is most relevant for the understanding of polyelectrolyte aggregation or self-assembling. This effect is more important for polyelectrolytes in low concentration added salt solution, since for this case the ionic screening is weak. This has been shown to be relevant for charged plates and charged spherical macroions [2] [3] [4] .
A common further approximation assumes that the investigation of a small subvolume containing only one rod and its counterions will suffice to unveil much of the interesting physics. The main justification for this approach is that the sub-volume has zero net charge. Moreover, the counterions will also efficiently screen higher order multipoles. Hence, the interactions between two such sub-volumes, which are neglected when focusing on just one rod, will be fairly weak. This approximation is called cylindrical cell model and it provides the framework for our simulation calculation.
One attractive feature of the cell model is that in the salt-free case the nonlinear PB equation can be solved exactly in this geometry [5, 6] . It also displays in a clear fashion the effect of partial counterion condensation [7, 8] . While a charged sphere loses all its counterions upon dilution, a charged plane keeps all of them. For a charged cylinder the fraction of ions, which upon dilution remain in the vicinity of the macroion, can be anywhere between 0 and 100%. Addition of salt increases the screening of the charged rod. If the salt content is large enough, the electric field will have decayed to zero before the cell radius is reached. It is then permissible to extend the latter to infinity. This is the approach that we use for our integral equation calculations.
The PB theory shows its limitations for systems where ion correlations become important [9] . It cannot predict the attractive forces which are seen experimentally in DNA solutions [10] and which have been also found in various simulation [11] [12] [13] and integral equation [14] [15] [16] studies in the presence of multivalent counterions.
In this paper we present studies for a rod immersed in a salt solution which PB theory fails to describe correctly, namely, the possibility of overcharging a single rod, resulting in an effective charge reversal, and the appearance of a non-monotonic zetapotential [17] [18] [19] . This effect is most relevant in electrophoresis experiments [20] .
The overcharging of a macroion modifies in a non-linear fashion the electrophoretic mobility as a function of the polyelectrolyte charge and salt concentration. In the classical electrophoresis theory of Wiersema, O'Brien and White [21, 22] , which is a linear theory based on the Poisson-Boltzmann (PB) description of the EDL around the polyelectrolyte, this effect is not included.
The EDL obtained through the well established integral equation approach does predict overcharging [17, 18] . The overcharging effect has been observed in Monte Carlo (MC) simulations for planar [23] , cylindrical [24] and spherical [25, 26] geometries. Moreover, several years ago, Gonzales-Tovar et al. [18] predicted that for some macroion charge and electrolyte concentration the overcharging produces an electrophoresis mobility reversal. This mobility reversal has been experimentally observed [29, 28, 30, 31] . This effect has been taken into account in the electrophoresis theory by Lozada-Cassou et al. [27] . An excellent qualitative agreement with experimental results [28, 20] is found. This overcharging effect and the predicted mobility reversal have been recently addressed by Deserno et al. [9] and Shklovskii [32, 33] .
In Ref. [9] ion distributions are studied via the integrated charge distribution function, P (r), and overcharging is addressed based on MD simulations. In the present paper we extend this research by approaching the overcharging effect through a well established integral equation theory [17, 18] as well as more detailed molecular dynamics (MD) simulations. We compute P (r), the concentration profiles g i (r), the mean electrostatic potential profile ψ(r), and the ζ-potential. A comparison of the integral equation results with those from MD is presented.
II. SIMULATIONAL DETAILS OF THE MODEL SYSTEM
A. Generating a cell-geometry
Compared to the spherical cell model, the cylindrical one presents one additional but crucial complication: the charged rod is infinitely long. Several methods have been proposed in the literature to handle this problem. They essentially all use as a unit cell a hexagonal prism with a certain height. This approximates the cylindrical cell by the "most round" space-filling object. In this publication we take a computationally even simpler approach by using a cubic unit box of side-length L b and placing the DNA parallel to one of the edges (see Fig. 1 ). The justification for this approach is as follows: In a high-salt environment the charged rod will be screened within a distance much smaller than the size of the box. The potential will therefore become constant long before the deviations from a cylindrical cell will be felt. It is thus largely irrelevant, whether these deviations are of hexagonal or of cubic type. When comparing with the cylindrical cell model, a radius R = L b / √ π is appropriate, since it yields the same area per rod.
The main advantage of this approach is that such a system can be treated with the plain cubic Ewald sum or one of its mesh-upgrades [35] [36] [37] [38] . This permits a very efficient way for computing the long-range electrostatic interactions.
B. Interaction potentials and DNA mapping
A specification of two interaction potentials is necessary to describe the model system: (i) an excluded volume interaction preventing two particles from occupying the same position in space and (ii) the long-range Coulomb potential.
For the excluded volume interaction between the ions we use the following potential:
Without the cutoff this would be the common Lennard-Jones potential describing particles with a diameter a and an attractive potential minimum of ǫ. In order to achieve pure repulsion, we cut the potential at the minimum and shift it up such that it smoothly goes to zero there. As a consequence, ǫ becomes largely irrelevant.
Since two ions a distance a apart have the (repulsive) interaction energy ǫ, we make the natural choice ǫ = k B T .
In order to give the rod a larger radius than the ions, we employ an ion-rod potential similar to Eq. (1), in which r is replaced by r −r s . This shifts the hard core a distance r s towards larger radii and gives a distance of closest approach of r s + a.
Since the ions have diameter a this corresponds to a rod radius r 0 of r 0 = r s + a/2.
Of course, in this case r is a cylindrical and not a spherical radial coordinate.
The electrostatic interaction energy between two ions with charge z i e 0 and z j e 0 , is given by
where z i is the valence of the i species and e 0 the elemental charge. By definition the Bjerrum length ℓ B is the distance at which two unit charges have interaction 
Its relevance lies in the fact that for ξ > 1 the phenomenon of counterion "condensation" is observed [7] .
Within the periodic boundary conditions employed during the simulations, the presence of such long-range interactions poses both mathematical and technical difficulties. We use an efficient FFT accelerated Ewald sum, the P 3 M algorithm, which scales almost linearly with the number of charges [36] [37] [38] .
The final step consists of explicitly mapping the parameters to a DNA system in aqueous solution. This affects ion diameter a, rod radius r 0 , Bjerrum length ℓ B and line charge density λ. Our choice is presented in Table I .
We performed Molecular-Dynamics simulations of the rod-systems using a
Langevin thermostat in order to drive the system into the canonical state [39] .
The real-space and Fourier-space part of the electrostatic energy was used to check for equilibration. The presented observables originate from averaging over roughly 1500 independent configurations.
III. HNC/MSA THEORY
The integral equation formalism is a well established statistical mechanical approach that has been shown to be reliable when it is applied to simple microscopic models of inhomogeneous fluids [41, 42] . A particularly successful integral equation theory for inhomogeneous, charged fluids is the so-called hypernetted-chain/mean spherical approximation (HNC/MSA) [25, [43] [44] [45] . The HNC/MSA theory for a model charged rod, immersed in an electrolyte, has been derived in the past [17, 18] . In this paper, we solve the HNC/MSA equation for an infinitely long, hard, charged cylinder of radius r 0 , with uniform line charge density λ. The rod is immersed in a two-component restricted primitive model electrolyte (RPM), i.e., a fluid of charged hard spheres of diameter a with a centered point charge z i e 0 .
The fluid electroneutrality condition is
where ρ m is the bulk concentration of species m. In order to satisfy the necessary condition of zero electrical field at infinity, the rod charge is compensated by the charge induced in the fluid, λ ′ :
The local concentration profile of the species m is denoted as ρ m (r). The solvent is taken as a dielectric continuum of dielectric constant ε r . For simplicity, rod and solvent are assumed to have the same dielectric constant, in order to avoid complications with dielectric boundaries.
It has long been recognized in physics that particles and fields are equivalent in the sense that both are defined through their interaction potentials. This simple fact has been applied in the past to derive, in a straightforward manner, inhomogeneous integral equation theories from the Ornstein-Zernike (OZ) equation for homogeneous fluids [34, 42] . The homogeneous three-component OZ equation is
where h ij (r 21 ) and c ij (r 21 ) are the total and direct correlation functions, between particle 2 located at r 2 and particle 1 at r 1 of species i and j, respectively, r 21 ≡ r 2 − r 1 .
In consequence, one can consider a particle of a fluid as a source of an external field or an external field as a particle of the fluid. Applying this simple idea to Eqn. (6) , one can think of one of the species, say α, as made of infinite cylindrical rods and the remaining two species as ions. In α's infinite dilution limit the cylinders are uncorrelated. Hence, letting ρ α → 0, the Ornstein-Zernike equation for an ionic solution next to a charged cylinder reads
In the past, several approximations (or "closures") for the direct correlation function have been suggested. Two of them are:
Eqn. (8) and Eqn. (9) are known as the hypernetted chain (HNC) equation and the mean spherical approximation (MSA), respectively; V ij (r 21 ) is the direct interaction potential between species i and j, and β ≡ 1/k B T .
If the HNC closure is used for the direct correlation function between the rod particle and the j species, equation (7) becomes
In this scheme, the two-particles correlation functions h αj (r 21 ) and c αj (r 21 ) correspond to the one-particle total and direct inhomogeneous correlation functions h j (r) and c j (r) for species j of a fluid under the influence of an external field produced by a rod particle. The local concentration for the j species is given by ρ j (r) = ρ j g j (r), where g j (r) = h j (r) + 1 is called the reduced concentration profile. Therefore, the charge concentration profile in Eqn. (5) is given by
For this model the direct interaction potential between the rod and the j species of the fluid, V j (r), can be separated into two parts: the hard sphere-hard rod term V * j (r) and the electrostatic interaction potential V el j (r). The first takes into account the fact that ions cannot penetrate or deform the cylinder
The second can be found from Gauss' law and is given by
In the MSA closure the homogeneous direct correlation function for a RPM electrolyte has an analytical expression. This function can be written as
In the first term appears the direct electric interaction potential between the species of the fluid, which is given by Eqn. only on their relative distance s ≡ |r 1 − r 3 |, Eqn. (10) can after some algebra be written as [17, 18] 
where ψ(r) is the mean electrostatic potential
The J j (r) terms are integrals of the short range terms of the direct correlation function 
where ψ(r) is given by Eqn. (16), which is the solution of the well known PB differential equation for point ions around a charged cylindrical electrode, i.e., 1 r
Therefore, the integral equation version of the Poisson-Boltzmann differential equation is [17] g j (r) = exp 2z j ξ ln(r) + 2z j πℓ B ∞ r 0 +a/2
which is also the HNC/MSA equation in the point ions limit. The differences between these two theories are due to the ionic size correlations which are partially taken into account in HNC/MSA theory but which are ignored in the PB equation. In the past, it has been shown that the size effects become important for strong field interaction, poly-valent ions and high salt concentration [18] .
The HNC/MSA and PB integral equations are numerically solved with efficient finite element methods [16, 46] . The solution of Eqn. (15) takes one minute in a R12000 processor of an SGI machine. In our theoretical calculation we use the same input parameters as in our MD calculations. The salt concentration is obtained through
where N s is the number of salt molecules used in the simulation. Nevertheless, we have to point out the differences in the short range interaction used in both models.
While in HNC/MSA we use hard particles, the MD for technical reasons uses the potential from eq. 1, which has some surface softness. This results in an effective excluded volume, whose actual value depends on the interaction strength. At an interaction energy of k B T the particle diameter is σ. However, if the particles attract each other strongly, they can come closer to each other.
IV. RESULTS
We will discuss the results in terms of the mean electrostatic potential, ψ(r), the local concentration profiles, g m (r), and the integrated charge distribution function Figure 2 shows the HNC/MSA and MD results for P (r) and ψ(r), for five rodsystems, for which the line charge density, and thereby the Manning parameter, has been successively increased. One system has a smaller Manning parameter than DNA and three a larger. All systems have a Debye screening length which is much smaller than the Manning radius of the corresponding salt free system. According to the observations of Ref. [9] this means that the concept of Manning "condensation"
is no longer meaningful. The rod charge is compensated by salt screening. According to simple PB theory, no remarkable features are to be expected in the bulk solution.
Contrary to that, however, in Fig. 2 P (r) shows overcharging, i.e., the rod charge is over-compensated at a certain distance from the rod. As pointed out before [18, 23] , overcharging implies a change of direction in the local electrical field. Our MD and HNC/MSA results are consistent with this fact, as shown in the right hand side of For a given constant value of the Manning parameter, cylindrical macroions with different diameters will produce different EDL structures. In Figure 3 , HNC/MSA results for rods with the same value of ξ but different diameters show different charge distributions P (r). This illustrates the simple fact that the Manning parameter ξ alone is not sufficient to specify the ionic structure around cylindrical macroions.
Since the ionic structure depends directly on the field strength, it is often better to use the cylinder's surface charge density σ, which is a direct measure of the electrical field that penetrates into in the solution. Note, however, that ξ and σ are simply related by ξ = 2πr 0 σℓ B /e 0 .
In Figure 4 we show HNC/MSA and MD generated reduced concentration pro- Another important phenomenon is indicated by the behavior of the mean electrostatic potential in the right frame of Fig. 2 . It concerns the value of this potential at the distance of closest approach between ions and the rod,
which can be identified with the zeta-potential of electrophoresis and which is of importance in the computation of electrophoretic mobilities [27, 40] . In the PB theory for a charged rod immersed into an ionic solution, and its linearized version, ζ depends monotonically on ξ [18] . However, Fig. 2 shows that, in the presence of overcharging, ψ(r) can become negative. This calls the monotonic relation between ζ and ξ into question. Table II For a given rod charge and diameter, for any electrolyte solution parameters, a higher ζ-potential always implies a lower counterions adsorption [18] . A softrepulsive short-range potential, as in our MD calculations, allows the counterions to get closer to the rod. This produces a higher ζ-potential in the MD simulation when compared to the HNC/MSA results. In the case of the PB theory, the neglect of the ionic-size correlations allows a higher density of counterions next to the rod, which in turn can never lead to overcharging.
In all cases, the qualitative agreement is very good. The success of HNC/MSA theory indicates that local ion-size correlations are responsible for both phenomena.
As it is concluded by Lozada-Cassou and Jiménez-Ángeles in ref. [48] , the occurrence Finally, one might ask the question of how the effect of overcharging depends on salt concentration. Obviously there can not be any overcharging in the absence of salt, since then even a complete "condensation" of all ions would merely neutralize the rod. However, it is not clear from the beginning whether an addition of just some salt will immediately lead to overcharging. Figure 7 shows HNC/MSA and MD distribution functions P (r) and mean electrostatic potentials ψ(r) for a DNA-sized and charged rod, immersed into a 2:2 electrolyte, for varying salt concentrations.
The phenomenon of overcharging is indeed observed, but only at sufficiently high salt concentration. This may be illustrated by defining r 1 to be the radius at which overcharging sets in, i.e., r 1 = min r : P (r) = 1 . this is not a feature generally to be expected. In Fig. 7 it can be seen that the stronger overcharging in hypernetted-chain theory should normally lead to a value of r 1 smaller than in the simulation. But with decreasing density the finite radius of the simulation cell becomes relevant. Indeed, zero-salt distribution functions reach the value 1 at the cell boundary, and not at infinity. A reduction of the amount of added salt at fixed cell radius must necessarily lead to values of r 1 smaller than the hypernetted chain prediction for the bulk, since within a finite cell r 1 cannot diverge.
On the other hand, for technical reasons, the MD cell radius can not be increased indefinitely. In any case, our MD results have not been able to unambiguously detect overcharging at densities equal to or lower than 0.2 M, which is in excellent agreement with the HNC/MSA prediction for the minimum amount of salt needed to induce overcharging. there is also a very good quantitative agreement. We argued that the better agreement in the planar and spherical case reported in Refs. [25, 45, 47 ] is most probably due to an implementation of the short range interactions that is identical to the theoretical model and not merely very close. At low salt concentrations the difference between a finite cell used in simulations and the R = ∞ system used in the HNC/MSA calculations becomes important. Also, the macroion and ions electrical fields are much less screened and, hence, the charge correlations become more important [2] . Both these points are responsible for the disagreement between theory and simulations at low salt. While the former can in principle be resolved by increasing the size of the simulation cell, the latter can be addressed by the three point extension HNC/MSA theory [17, 42] , which gives a better account of these correlations [4] .
In the past the HNC/MSA theory for an electrolyte next to a charged rod has been derived [17] and applied [18] to simple DNA models. In this paper we have shown this theory to be qualitatively correct. In particular, for DNA parameters the quantitative agreement is excellent. To the best of our knowledge, in GonzalesTovar et al. [18] overcharging has first been predicted theoretically. It was point out that this should entail an electrophoresis mobility reversal. In the PB theory the ζ-potential as a function of the cylinder charge density is a monotonic function, while in the HNC/MSA theory it is not. In this paper we have shown the HNC/MSA prediction to be in agreement with MD calculations. This non-monotonic behavior of the ζ-potential has important implications in electrophoresis calculations. The standard electrophoresis theory [21, 22] is based on the PB prediction for ζ and, hence, important differences should be found if the HNC/MSA theory is applied to the electrophoresis problem.
Recently, Lozada-Cassou et al. [27] extended the electrophoresis theory to include ionic size effects, through the HNC/MSA theory. It was applied to spherical macroions. A mobility reversal and a very non-linear behavior of the mobility, as a function of the ζ-potential, were predicted. These predictions were found to be in agreement with experimental results. Contrary to the standard electrophoresis theory, the mobility was shown to be non-universal. This is due, precisely, to the non-monotonic behavior of the ζ-potential. The HNC/MSA and MC simulations for spherical and planar macroions do not show a maximum in ζ(σ) as pronounced as that reported here for the cylindrical geometry. Therefore, we believe that our HNC/MSA and MD results are particularly relevant.
In view of the qualitative agreement between HNC/MSA and MD and the quantitative and qualitative disagreement of these with Poisson-Boltzmann theory, we conclude that for concentrated and divalent electrolytes, influenced by charged polyelectrolytes, the size correlations must be taken properly into account to describe the cylindrical double layer. the latter is estimated to be of the order of 2%. Figure 5 visualizes the data.
