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Abstract
Automated structural damage diagnosis after earthquakes is important for improving the efficiency
of disaster response and rehabilitation. In conventional data-driven frameworks which use ma-
chine learning or statistical models, structural damage diagnosis models are often constructed
using supervised learning. The supervised learning requires historical structural response data and
corresponding damage states (i.e., labels) for each building to learn the building-specific damage
diagnosis model. However, in post-earthquake scenarios, historical data with labels are often not
available for many buildings in the affected area. This makes it difficult to construct a damage
diagnosis model. Further, directly using the historical data from other buildings to construct a
damage diagnosis model for the target building would lead to inaccurate results. This is because
each building has unique physical properties and thus unique data distribution.
To this end, we introduce a new framework to transfer the model learned from other buildings
to diagnose structural damage states in the target building without any labels. This framework is
based on an adversarial domain adaptation approach that extracts domain-invariant feature repre-
sentations of data from different buildings. The feature extraction function is trained in an adver-
sarial way, which ensures that the extracted feature distributions are robust to changes in structures
while being predictive of the damage states. With the extracted domain-invariant feature represen-
tations, the data distributions become consistent across different buildings. We evaluate our frame-
work on both numerical simulation and field data collected from multiple building structures. The
results show up to 90.13% damage detection accuracy and 84.66% damage quantification accuracy
on simulation data, and up to 100% damage detection accuracy and 69.93% damage quantification
accuracy when transferring from numerical simulation data to real-world experimental data, which
outperforms the state-of-the-art benchmark methods.
Keywords: Structural damage diagnosis, Domain Adaptation, Transfer Learning, Statistical
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1. Introduction
Accurate and timely structural damage diagnosis is important to ensure human safety and assist
the process of city reconstruction in post-earthquake scenarios [1]. After earthquake, building
damage diagnosis helps people select safe shelters and mitigates secondary injuries from damaged
buildings. Diagnosing the damage severity of different buildings provides detailed information for
decision-making, including the scale of city devastation and repair/demolishing plans of damaged
structures, and thus facilitates city reconstruction [2].
In recent years, many data-driven earthquake-induced building damage diagnosis methods
based on structural vibration sensing have been developed and received much attention [3, 4]. By
combining advanced machine learning techniques in a supervised fashion, these intelligent data-
driven methods utilize historical structural response data and corresponding true damage state (la-
bel) to train building-specific models for structural damage diagnosis [5, 6, 7, 8]. The data-driven
methods can be extended to various application scenarios as they get rid of the requirements of
prior knowledge about building structures. In this paper, we focus on two aspects of damage di-
agnosis: whether there exists damage (damage detection) and the severity of the damage (damage
quantification). These methods are well-suited to modelling the non-linear properties of damage
diagnosis, and perform well when there is massive historical data collected from the same building
of interest.
However, extensive collection of historical data, especially with the true labels, is difficult and
expensive, if not impossible, in real-world practices. One of the common methods of collecting
this data is to conduct visual inspections by trained human experts, which is labour-intensive, time-
consuming, and dangerous. In recent years, researchers have designed and instrumented different
types of sensors to measure the structural damages as labels, but these sensors are either expensive
to deploy or have strict requirements of operation conditions. For example, story drift ratio (SDR),
defined as the relative translational displacement between adjacent floors, is employed to indicate
the true structural damage states [3, 9, 10]. But accurately measuring the story drift ratio requires
expensive sensors (e.g., position sensitive sensors) and strict operation conditions [11, 12, 13]. It
is costly to widely deploy these sensors on buildings in earthquake prone areas. Even though these
sensors are deployed on buildings of interest, there are a limited number of labels available due to
the rarity of earthquakes. Limited quantity or lack of labels makes it difficult to train a damage
diagnosis model sufficiently, which finally reduces the model accuracy.
Meanwhile, directly adopting the diagnosis models from other buildings to diagnosing the
building of interest often results in low performance. Many existing supervised learning methods
are developed under the assumption that the data used for constructing a model (training data)
have the same joint distribution of input-label as the data to be predicted based on the model (test
data) [14]. However, in practices, different buildings often have distinct characteristics such as
geometries, material properties, and foundation conditions, and thus their data distributions are
different from one another. Therefore, directly adopting models learned from other buildings to
diagnose new buildings violates the aforementioned assumptions. The violation of assumptions
lowers the performance of supervised data-driven approaches, and significantly constrains the wide
applications of data-driven damage diagnosis methods in post-earthquake scenarios.
To this end, the machine learning community has introduced domain adaptation techniques to
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address these knowledge transfer problems [14, 15, 16, 17, 18]. We denote the buildings where
labelled data are collected and the knowledge are learned as “Source Domain,” and the new build-
ing of interest without any labelled historical data as “Target Domain”. Domain adaptation tech-
niques are developed to transfer knowledge from source domain to target domain. Previous do-
main adaptation studies fall into several distinct categories such as instance-based [15] and feature
representation-based [18, 16, 17]. The key idea of domain adaptation techniques is to find an op-
timal projection from original space to a new feature representation space such that the features
across different domains subject to a consistent distribution in the new feature space. In this new
feature space with consistent training and test data distributions, we can directly adopt the model
learned from other source domains to diagnose the damage state of the target building. A success-
ful domain adaptation ensures the extracted feature of different buildings to be “domain-invariant”
and “discriminative”. “Domain-invariant” features have consistent distributions across differ-
ent domains. Meanwhile, the extracted feature representations need to be “discriminative” with
respect to structural damages to ensure the damage diagnosis accuracy on the source buildings.
However, there are still challenges to knowledge transfer from source buildings to the tar-
get building for earthquake-induced structural damage diagnosis. First, there exists a trade-off
between domain-invariance and discriminativeness of domain projection. On the one hand, the
damage-predictive information is coupled with earthquake-induced structural responses and envi-
ronmental noises, which vary with buildings, meaning that they are domain-variant. Simply forc-
ing the domain-invariance of feature representations would easily eliminate the damage-predictive
information contained in the original data, which makes the extracted features poor predictors for
structural damage. On the other hand, if we focus on extracting discriminative features regard-
less of underlying distribution changes across different buildings, it would be difficult to ensure
the domain-invariance of extracted features. The most extreme case is to directly use original
data, which contains as much information as possible for damage prediction but makes it diffi-
cult to transfer knowledge across buildings. Therefore, the trade-offs between domain-invariance
and discriminativeness in the earthquake-induced building damage diagnosis problem need to be
investigated and resolved.
Second, the changes of distributions between source buildings and the target building are too
complex to be explicitly modeled, which makes it difficult to best extract domain-invariant fea-
ture representations. The input-label joint distribution of each building is related to the building’s
structural properties, i.e., the functional mapping from building properties to the structural dam-
ages given earthquake excitations. This distribution varies with building according to different soil
types, foundations, complex structural and non-structural components, and other influence factors.
With limited prior knowledge of the influences, it is difficult to directly model the damage patterns
of each building accurately.
Last but not least, the data from different source buildings may induce different levels of bi-
ases to the learned model, causing challenges to integrating the knowledge from multiple source
buildings. Due to the aforementioned problem of costly label collection, each source building usu-
ally has a limited amount of data, and thus provides limited information about earthquake-induced
structural damage patterns. One possible solution is to integrate and transfer the knowledge learned
from multiple source buildings, which is referred to “multiple source domain adaptation”. In con-
ventional multiple source domain adaptation methods, there exists an implicit assumption, that is,
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all of the source domains have the equal importance to provide equally sufficient information to
learn domain-invariant features [19]. However, in real-world practices, different source buildings
have different levels of biases compared to the target building’s data distribution. This may be
induced by distinct physical properties or too limited dataset constraining sufficient statistical es-
timations. Treating all source buildings with the same importance ignores this difference, which
may lower the performance of knowledge transfer.
To address these challenges, we introduce a new physics-guided adversarial modeling frame-
work which transfers the knowledge learned from multiple different source buildings to help diag-
nose the story-wise damage conditions of the target building structure without any labelled data.
This framework integrates a feature extractor, a domain discriminator, and a damage predictor
with deep neural network architectures. The feature extractor aims to extract feature representa-
tions which are domain-invariant and discriminative. The domain discriminator regularizes the
domain-invariance of extracted features. The damage predictor ensures the discriminativeness of
extracted features. To find an optimal trade-off between domain-invariance and discriminativeness,
our framework jointly optimizes the feature extractor, domain discriminator and damage predictor.
The joint optimization is formulated as a minimax problem. By finding the saddle point, the algo-
rithm converges to the near-optimal trade-off between domain-invariance and discriminativeness.
To learn the underlying distribution changes across buildings without any prior knowledge, we
train the feature extractor and the domain discriminator in an adversarial way, where the feature
extractor best learns the underlying domain-invariant representations such that the domain dis-
criminator hardly distinguishes the differences between domains. The extracted domain-invariant
features enable a better understanding of physical relationships between various building proper-
ties, earthquake excitation and damage distributions. To eliminate the biases introduced by less
similar source buildings’ distributions, we design new physics-guided weights based on similari-
ties between buildings. The source buildings which have more similar physical properties to the
target building have higher weights in training loss function. The new weight design ensures the
algorithm to prioritize knowledge transfer from similar source buildings and reduce the biases and
noises induced by other source buildings. The experiments show the new weights significantly
improve the performance in real-world practices.
This work has four main contributions:
1. To best of our knowledge, the introduced framework is the first domain adaptation frame-
work for earthquake-induced building damage diagnosis without any labels of the target
building. This end-to-end framework integrates data augmentation, input feature extrac-
tion, and adversarial domain adaptation for damage diagnosis tasks including damage de-
tection and damage quantification. This framework ensures both the discriminativeness and
domain-invariance of the extracted features by jointly optimizing the feature extractor, do-
main discriminator and damage predictor.
2. We introduce adversarial domain adaptation to learn and transfer the knowledge from mul-
tiple heterogeneous source buildings. The adversarial training scheme avoids the need for
complex sampling or inference during the training process, which enables an efficient learn-
ing of underlying domain-invariant feature representations and is robust to complicate dis-
tribution changes.
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3. We design a new physics-guided weight in the loss function based on the physical similar-
ities of buildings. The new weights help eliminate the biases introduced by those source
buildings with less physical similarities to the target building. We prove that our new
physics-guided loss provides a tighter upper bound for the damage prediction risk on the
target domain compared to the general loss without combining physical knowledge.
4. We characterize the performance of our framework using both numerical simulation data and
real-world experimental data, including 5 different buildings subjected to 40 earthquakes
for simulation and a real-world 4-story building. Especially, we implement the knowledge
transfer across simulation data, and from simulation data to real-world experimental building
damage diagnosis. The results show that our framework outperforms by other methods in
both tasks.
Figure 1: The data distribution (features, damages) of building 1 under Earthquake 1 does not equal
to the data distribution of building 2 under Earthquake 2 in real-world practices, which violates
the underlying assumptions of most current supervised learning methods that the data distribution
is consistent across the training and test dataset.
The remainder of this paper is organized as follows. Section 2 discusses related work about
the domain adaptation and its applications. Section 3 analyzes the domain adaptation challenges
in earthquake-induced building damage diagnosis scenarios. Section 4 describes our knowledge
transfer framework for building damage diagnosis, including the problem definition, model ar-
chitectures, loss function design, and adversarial domain adaptation training scheme. Section 5
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evaluates our knowledge transfer framework on knowledge transfer between numerical simulation
data as well as from simulation data to experimental data. Section 6 concludes the work and gives
further discussions.
2. Related Work
Earthquake-induced building damage diagnosis is a challenging problem. In recent years, wide
deployment of vibration sensing systems in buildings has provided rich building responses during
earthquakes and enabled the applications of data-driven approaches for earthquake-induced build-
ing damage diagnosis [6, 7, 20, 21]. Statistical models or machine learning techniques, such as
multivariate linear regression [5], support vector machine [22], kernel regression [3], deep autoen-
coder [23], and deep convolutional neural networks [24], are utilized to extract damage indicators
from structural responses during earthquakes, either in frequency domain or time domain, and
then estimate the building damages [3, 4, 5, 25]. However, in practice, many buildings often have
very limited or even no labels available for the collected structural response data, which makes it
difficult to train the damage prediction model for the target building. Directly adopting the model
learned from other buildings will result in low prediction performance due to inconsistent distri-
butions of training and test data, which also constrains the utilization of valuable labeled datasets
from other buildings.
In machine learning communities, researchers introduced domain adaptation for knowledge
transfer between inconsistent training and testing data distributions. In domain adaptation, data
distributions are different for the source and target domain, but the learning tasks, e.g., damage
diagnosis, are the same across the source domain and target domain [26, 27, 28, 29]. Especially,
unsupervised domain adaptation focuses more on the unsupervised learning tasks in the target do-
main [30, 31], which means that the target domain data has no labels. In practice, most structural
damage diagnosis tasks using other buildings’ data are essentially addressing the domain adapta-
tion problem, specifically, the unsupervised domain adaptation problem. This is because 1) the
feature spaces are the same, although the distributions of features may be different. For example,
we have the same sensing modality, e.g., floor vibration signals, for both source and target do-
mains. 2) We have the same damage prediction tasks for different buildings since the definition of
building damage states are consistent in source and target domains. 3) There is no label available
from the target building.
Traditional domain adaptation includes 2 types of approaches: instance-based and feature
representation-based. Instance-based learning assumes that certain parts of data from the source
domain can be reused for the target domain. During the learning process, instance-based methods
match the joint distribution P (X, Y ) between the source and target domain by re-weighting the
labeled instances (X, Y ) from the source domains, where X is the input feature and Y is the label.
Feature representation-based methods focus on learning a representation of the input X in a re-
producing kernel Hilbert space (RKHS) in which the feature distributions of different domains are
close to each other (domain-invariant). Our problem falls into the feature representation-based
class, which aims to first extract domain-invariant feature representations and then build an opti-
mal damage classifier based on the extracted feature representations. Especially, we need to learn
domain-invariant representations across multiple source domains and the target domain.
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In recent years, feature representation-based domain adaptation has been widely studied in
different areas, such as image recognition [17, 14], natural language processing [32], sentiment
analysis [33] and so on. Classic methods include transfer kernel learning [34] (TKL), geodesic
flow kernel [35] (GFK), joint distribution adaptation [36] (JDA), and transfer component analy-
sis [37, 38] (TCA). However, these methods mainly focus on learning shallow feature represen-
tations, which constrain their abilities to understand the complex distribution changes as well as
the knowledge transfer performance. Meanwhile, these methods often separately conduct domain
adaptation and feature learning, which makes it difficult to ensure the extracted features to be
simultaneously discriminative and domain-invariant.
To ensure the discriminativeness and domain-invariance of the extracted feature representa-
tions, researchers developed adversarial frameworks to embed domain adaptation into the process
of feature representation extraction. In the adversarial frameworks, a domain discriminator block is
added to distinguish between the samples from source domain and target domain, which provides
strong regularization to encourage the domain-invariance of the extracted feature representations
[39, 40, 41, 42]. Deep domain confusion loss has been introduced to maximize the similarity be-
tween the data distributions of source and target domains [42]. Gradient reversal algorithm has
been designed to achieve adversarial training by reversing the gradient of the domain discrimina-
tor during the back-propagation [39]. Adversarial discriminative domain adaptation alternatively
learns the feature representations and trains the domain discriminator [41]. However, these frame-
works focus on single-source-single-target problems. When there are multiple source domains, the
distribution changes become more complicated. Naive applications of those single-source-single-
target methods would result in sub-optimal solutions.
Some existing multiple source domain adaptation approaches are mostly based on fixed feature
representation learning and can not utilize effective deep neural network models [43, 44]. Zhao
et al. introduced a deep adversarial domain adaptation method for multiple source domain adap-
tation [45]. This method combines multiple domain discriminators to extract domain-invariant
features across multiple source domains and a target domain [45]. This method treats all domains
with the same importance for domain-invariant feature representation learning. However, it is dif-
ficult to ensure that each domain contains equally important information for the target tasks in
real-world practices. In our work, we introduce a new loss function to consider source domains
with different importance.
3. Data Distribution Shifting Challenges for Post-earthquake Building Damage Diagnosis
In this section, we first describe input-label joint distribution shifting, which is a common
challenge in domain adaptation for post-earthquake building damage diagnosis scenarios. Then
we characterize the data distribution changes with different earthquakes and building types.
Domain adaptation is important for enabling wide applications of data-driven post-earthquake
building damage diagnosis in data-constrained scenarios. In the general framework of data-driven
approaches, structural responses, e.g., the structural vibration signals, are collected as input x,
the respective structural damage states are label y, and a relation between x and y are defined
as a function F : x → y in a discriminative way or a joint distribution P (x, y) in a generative
way [46]. A common underlying assumption for general supervised learning methods is that the
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marginal distributions P (x) and P (y) and the joint distribution P (x, y) are consistent between the
training dataset and the test dataset.
(a) (b)
Figure 2: The 2D tSNE visualizes the significant changes of data distributions of different build-
ings under the same earthquake and of the same building under different earthquakes. The red
points represent data sampled from the source domain and the blue points represent data sampled
from the target domain. The red dotted line shows the classification decision boundary for source
domain (red points). Diamond indicates damaged and square indicates undamaged. (a) shows the
difference between data distributions of a 20-story building and a 2-story building. (b) shows the
difference between data distribution of 1994 Northridge earthquake and 1989 Loma Prieta earth-
quake. Both figures show that directly applying the model trained on source domain dataset (red)
to diagnose structural damage on target domain (blue) results in low accuracy.
However, data distribution shifting commonly exists in model transfer between different build-
ings. Denote the building with labelled data which we would like to transfer the knowledge from
as source domain, i.e., s. Denote the building without any labelled data that we need to diagnose
as target domain, i.e., t. The structural response and damage states collected from the source do-
main are Xs and ys, respectively, and those from the target domain are X t and yt, respectively.
The data distribution in the source domain does not equal to the data distribution in the target do-
main, i.e., P (Xs, ys) 6= P (X t, yt). Figure 2a presents the 2 dimensional t-Distributed Stochastic
Neighbor Embedding (t-SNE) visualization [47] of structural vibration signals collected from a
2-story building (blue) and a 20-story building (red). The red dotted line refers to the true decision
boundary for damage detection of the 20-story building (red points). The performance of damage
detection for the 2-story building drops dramatically if the decision boundary learned from the
20-story building is used. Meanwhile, the data distributions of the same building under different
earthquake excitations are also different. Figure 2b shows the visualization of structural vibration
signals collected from the 1989 Loma Prieta (LP) earthquake (blue) and the 1994 Nothridge (NR)
earthquake (red). The red dotted line represents the damage decision boundary for buildings under
NR earthquake. Directly adopting the decision boundary learned from NR earthquake results in
inaccurate damage decision for LP earthquake.
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3.1. Characterization of Distribution Changes with Earthquakes and Buildings
The input-label joint distributions change with different earthquakes and buildings. The physi-
cal properties of earthquakes, including ground motion intensities, length, and seismic waveform,
significantly influence the structural damage patterns. The physical properties of buildings ( e.g.
stiffness, damping, structured design, and non-structural components) are also closely related to
the damage occurrence. In this section, we visualize how ground motion intensity, which is a
typical earthquake characteristic, and building height, which is a typical building property, would
influence the complex data distribution changes.
3.1.1. Impact of Ground Motion Intensities
The previous research works show that the influence of earthquake excitations on structural
damage patterns is significant and difficult to accurately model [48, 49]. The process of dam-
age initiation and progression is highly non-linear, time-variant, and involves complicated wave
propagation inside structures, which makes it difficult to quantitatively and accurately model the
impact of earthquakes. It has been shown that the correlation between damages and ground mo-
tion characteristics are not consistent based on the observations in buildings in Mexico City [49].
There also exist many studies exploring load-deformation model relating the engineering ground
motion parameters to the structural damages. For example, the ground motion intensity is related
to hysteretic energy [50]. Destructiveness of seismic ground motions is also related to the seismic
duration, maximum absolute ground acceleration, and frequency content of the respective strong
ground motion [51]. These studies show that it is difficult to build an explicit transfer function to
model the distribution changes induced by a variety of earthquakes.
Here we give examples, using a 12-story building, to show how data distributions, includ-
ing the distributions of peak absolute floor acceleration (PFAs) and peak absolute story drift ratio
(SDRs) change with the ground motion intensities. Figure 3a shows the PFAs distribution changes
with different scaled intensities of a seismic ground motion (the ground motion observed in Station
Gilroy Array #3 during 1989 Loma Prieta earthquake) in an incremental dynamic analysis. Dif-
ferent scale factors for incremental dynamic analysis indicate different ground motion amplitudes
used for simulations. We use normal distribution to fit the density estimation of PFAs. With inten-
sity increasing, both mean and variance of PFAs increases. Statistically, as the intensity increases,
the support of PFA distribution spreads wider. When there are limited data which mostly fall into
the overlapping supporting range, it would become more difficult to distinguish the distribution
changes. Figure 3b shows how the peak story drift ratio changes with increasing ground motion
intensities on each story of the 12-story building. With ground motion intensity increases, the
SDRs of middle stories first increase. When intensities become higher, the lower stories (1 ∼ 5
story) are severely damaged and finally collapse. This transition trend indicates that under different
ground motion intensities, the changes of data distribution vary a lot at different stories.
In summary, Figure 3 shows that even with the same type of ground motions, the building
exhibits distinct responses and damage patterns under different intensities. When different build-
ings are subjected to various types and intensities of earthquakes, the changes of their structural
responses and damage patterns become more complicated and hard to model. Therefore we com-
bine the ground motions of earthquakes as the input features for reducing the complexity of domain
adaptation, which would be discussed in Section 4.2.3
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(a) (b)
Figure 3: The distributions of (a) peak absolute floor accelerations (PFAs) and (b) peak absolute
story drift ratio (SDRs) changes with different ground motion intensities. The data is collected
based on incremental dynamic analysis of a 12-story building based on the ground motion ob-
served in Station Gilroy Array #3 during 1989 Loma Prieta earthquake. Note that the figures
only show the data collected from a single building subjected to the same earthquakes with dif-
ferent scaling factors. The real-world distribution changes would be much more complicated and
intractable due to various earthquakes and building frames.
3.1.2. Impact of Building Heights
The structural damage pattern is closely related to various structural and non-structural com-
ponents of buildings, including the type of the structural frames, stiffness, damping, and height.
These physical properties affect the structural system’s elastic and elasto-plastic behaviour un-
der earthquakes and thus are key elements to determine the structural response-damage distribu-
tions [52, 53, 54]. These influences are often interdependent and complex. For example, input
energy is not only related to the elastic period of the structure, but also the viscous damping and
the characteristics of the plastic response [53]. More importantly, we often lack the detailed prior
knowledge about the physical properties of buildings. The lack of sufficient physical knowledge
makes it impossible to explicitly model the impacts of physical properties on structural damage
patterns.
Instead of constructing transfer functions using detailed prior physical knowledge, we utilize
simple characteristics which are easier to be obtained. In real-world practices, we may have some
approximated and simplified physical knowledge, e.g., building heights, story/height ratio, and so
on. It is difficult to directly learn the distribution transitions based on these simplified physical
knowledge, but it is still helpful to quantitatively combine this physical knowledge to let it guide
and improve the training of data-driven models.
As an example, we show how data distributions vary with building heights in Figure 4. We
present the PFAs and mean SDRs of the 2nd story of 2-story, 4-story, 8-story, 12-story and 20-story
buildings with Steel Moment-resisting Frames (SMFs) under different ground motions intensities.
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(a) (b)
Figure 4: The distributions of (a) peak absolute floor accelerations (PFAs) and (b) correlations
between mean peak story drift ratio (SDRs) and peak absolute floor accelerations (PFAs) change
with different building heights. The data is collected based on incremental dynamic analysis of
2-story, 4-story, 8-story, 12-story and 20-story buildings under different ground motion intensities.
Figure 4a shows the peak absolute floor acceleration distributions fitted with Log-Normal distri-
butions. It is shown that the distributions of structural responses are distinct from each other.
The general trend is that at the same story, high-rise buildings tend to have more spread struc-
tural responses. Figure 4b shows the correlations between PFAs and corresponding peak SDRs
of different buildings. It is shown that low-rise buildings (e.g., 2-story and 4-story building) have
larger SDRs, indicating more severe damages. This may be because the lower-rise buildings tend
to experience a larger increase in ductility demands [55]. A general trend is that the buildings with
similar heights tend to have similar damage patterns given the same type of structural frame and
the same ground motion. The similar physical properties indicate similar responses and deforma-
tion patterns given consistent earthquake loading. In Section 4.2.3, we show how we incorporate
the building heights into the design of loss function for our data-driven model.
4. Adversarial Knowledge Transfer Framework
In this section, we introduce a new intelligent building damage diagnosis framework which
transfers the knowledge learned from multiple other buildings to predict and quantify the damage
states of the target building without any label. As Figure 5 shows, our framework includes 3 steps:
data preprocessing, adversarial domain adaptation training, and damage diagnosis. Adversarial
domain adaptation jointly trains 3 neural networks, including domain-invariant feature extractor
(E), damage predictor (M) and domain discriminator (D). The 3 components are jointly optimized
to obtain 1) domain-invariant and discriminative feature representations, and 2) a well-trained
damage predictor which maps from the extracted features to damage states. Finally, in the stage
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of target building damage diagnosis, we directly input the extracted features for target domain
data to well-trained damage predictor to diagnose the damage states of the target building. In
this section, we first introduce our data preprocessing which prepares new preliminary inputs
combining the earthquake information and structural responses in Section 4.1. Then we present
the details of adversarial domain adaptation training (Section 4.2), including problem background
and key definitions (Section 4.2.1), architectures of each component (Section 4.2.2), and our new
physics-guided loss function (Section 4.2.3).
Figure 5: Our adversarial framework for multiple source domain adaptation for building damage
diagnosis. Red represents source domains and blue refers to the target domain. In our setup, there
is no label available for target domain data, which is common in post-disaster scenarios due to the
difficulty of label acquisition.
4.1. Data Preprocessing
The focus of the data preprocessing includes two key steps: 1) preliminary input processing,
and 2) data augmentation.
Preliminary input processing: Based on the characterization in Section 3, we know that the
difference between data distributions of source domains and target domain is related to both earth-
quakes and building properties. By including the ground motion information into the input, we can
reduce the problem as learning building-invariant feature representations, by providing the infor-
mation of earthquakes. Specifically, given floor vibration signals collected from source buildings
and the target building, we extract preliminary inputs by combining the ground motion accelera-
tions, the floor vibrations, and the ceiling vibration of each story. We first extract the frequency
spectrum of each vibration signal. If the sampling rates are inconsistent across signals from dif-
ferent buildings, up-sampling and down-sampling are applied to unify the frequency resolution.
Then we stack the frequency spectrums of the ground motion, the floor vibration and the ceiling
vibration. Assuming the length of each frequency spectrum is l, we have each sample’s input with
size of 3× l× 1. With stacked frequency information, the convolutional layers in later adversarial
domain adaptation model can better understand the local correlation between ground motion and
floor acceleration to extract domain-invariant features.
Data Augmentation: In real-world practice, the size of each domain’s dataset varies signifi-
cantly, from tens to thousands of samples. Training the deep neural network often needs a large
amount of data to avoid over-fitting and biases induced by noises, as well as to ensure sufficient
information for learning. Therefore, we conduct data augmentation on the raw datasets to increase
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the data size. We use varying-length sliding window on the raw vibration signals. The vibra-
tion signals can be split into three stages: ambient excitation/free vibration before earthquake,
earthquake-induced vibrations, ambient excitation/free vibration after earthquake. The rule of
thumb to select the window length is to ensure that the duration of earthquake excitations is always
covered. The window length varies to cover a part of vibration signals before earthquake happen-
ing and after earthquake happening. Then we smooth the signals and conduct the aforementioned
preliminary input processing. The data augmentation increases the data amount and introduces
different types of noises, which is important to improve the robustness of domain-invariant and
discriminative feature representation learning.
4.2. Adversarial Domain Adaptation
This section introduces our adversarial learning algorithm for multiple source domain adapta-
tion. We first provide a mathematical overview of domain adaptation problem. Then we present
the detailed architectures of each component of the algorithm. Finally, we introduce the new
physics-guided loss function for model optimization.
4.2.1. Background and Definitions
For simplicity, we denote the source domains as S and target domain as T . Assume that we
have n ≥ 2 source buildings. Each of them has a distinct data distribution. We denote each source
domain as Si ∈ S, i ∈ {1, · · · , n}. The training dataset in each source domain Si is composed of
Si = {xSij , ySij }
mSi
j=1 , where x
Si
j , y
Si
j refers to the jth sample collected from the ith source building,
and mSi refers to the number of samples from the ith source building. Denote the sample space
for ith domain as XSi where xSij ∈ XSi , and damage state space for ith domain as YSi where
ySij ∈ YSi . Assume the labeled source data Si is drawn i.i.d from the distribution DSi . For the
target building, we have a set of the collected earthquake-induced building floor vibration signal
{xTj }mTj=1, where mT refers to the number of instances we need to diagnose for the target domain.
In this work, we assume that mT 
∑n
i mSi . Their corresponding true damage labels {yTj }mTj=1
are unknown. Similar to the source domain definition, denote xTj ∈ XT and yTj ∈ YT for the target
domain T . Denote the true data distribution on the target domain as DT . Assume the unlabeled
target sample T is drawn i.i.d from the marginal distribution of DT over X , i.e. DXT .
Our final goal is to predict the damage states of the target building without any labeled data
collected from the target building. That is, without any information about the labels {yTj }mTj=1, we
aim to build a classifier h : XT → YT with a low target risk RT (h), which is defined as:
RT (h) = Pr(x,y)∼DT (h(x) 6= y).
In this problem, the data distribution varies between different source domains and between
source domains and the target domain, i.e. P (XSi ,YSi) 6= P (XT ,YT )∀i. Let H denote the
reproducing kernel Hilbert space (RKHS) [56, 57] for classifiers on X . H∆H-divergence depicts
the distance between two distributions on the symmetric difference hypothesis space H∆H [58].
Define the empirical H∆H-divergence between two sets of unlabeled samples Sˆ ∼ (DXS )mS and
Tˆ ∼ (DXT )mT as dH∆H(Sˆ, Tˆ ). Ben-David et.al proved that the final target classification risk is
upper bounded by the combinations of empirical H-divergence dH∆H(Sˆ, Tˆ ) and the empirical
risk on source domain RˆS(h) [57].
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Theorem 1. (Ben-David et al., 2006) Let H be a hypothesis class of VC dimension d. Given
the unlabeled samples Sˆ ∼ (DXS )m and Tˆ ∼ (DXT )m, with probability 1 − δ, for every function
h ∼ H:
RT (h) ≤ RˆS(h) + dH∆H(Sˆ, Tˆ ) + λ+O
(√
1
m
(d log
m
d
+ log
1
δ
)
)
with λ ≥ infh∗ [RS(h?) +RT (h?)].
In feature representation-based methods, the empirical risk on source domain RS(h) depicts
the discriminativeness of the damage classifier on the source domain S. dˆH∆H(S, T ) depicts the
domain-variance between the source data and the target data onH.
Extending this theorem to multiple source domains where Si ∼ (DXSi)m and T ∼ (DXT )m,
Zhao et.al [45] showed that ∀wi ∈ R+,
∑
iwi = 1, with probability 1 − δ and for every function
h ∼ H,
RT (h) ≤
∑
i
wi
(
RSi(h) + dH∆H(Sˆi, Tˆ )
)
+ λw +O
(√
1
km
(d log
km
d
+ log
1
δ
)
)
, (1)
where d is the VC dimension of the hypothesis class and k is a constant. To ensure a successful
prediction of h on the target domain, we need to minimize the target risk RT (h). To minimize the
target risk, we need to minimize the empirical source risk RˆSi(h) and the empirical distribution
distance between Si and T on the input X . That is, to ensure a successful knowledge transfer from
multiple source domains to the target domain, we need to ensure the discriminativeness and the
domain-invariance of the extracted features. Meanwhile, as there are multiple source buildings, wi
here represents a convex combination of the risk upper bounds based on different source building
data distributions.
4.2.2. Architectures of Feature Extractor, Domain Discriminator, and Damage Predictor
Our deep adversarial domain adaptation framework includes 3 main components: feature ex-
tractor (E), damage predictor (M ), and domain discriminator (D), as Figure 6 shows. With the
extracted frequency information of structural vibration responses (shown in Section 4.1) as input,
the feature extractor projects the input to a high-dimensional space to obtain the domain-invariant
representations h of structural responses. In the training stage, the extracted source feature hSi
is input to both domain discriminator and damage predictor, and the target feature hT is input to
domain discriminator. Damage predictor is used to learn the optimal mapping from the extracted
feature representations to damage states, i.e., P (hSi ,YSi). Domain discriminator includes n sub-
classifiers. The ith sub-classifier focuses on distinguishing the difference between the distributions
of hSi and hT . Our objectives are (1) to find an optimal feature extractor such the extracted fea-
tures are domain-invariant as well as discriminative with respect to various damage states, and (2)
to find an optimal damage predictor with the extracted features as input. To achieve objective (1),
our algorithm optimizes feature extractor and domain discriminator in an adversarial way, such
that even the best-trained domain discriminator cannot tell the difference between the extracted
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Figure 6: The overview of our adversarial domain adaptation algorithm for knowledge transfer
from multiple source buildings to the target building.
features across source and target domains. To achieve objective (2), our algorithm jointly op-
timizes the damage predictor together with the feature extractor to build accurate the structural
damage prediction model given extracted feature representations. In this way, we can find an op-
timal trade-off between the domain-invariance and discriminativeness of extracted features, and
thus successfully adapt the knowledge learned from other buildings to help diagnose the target
building of interest.
The architectures of feature extractor, domain discriminator and damage predictor are all based
on deep convolutional neural network (CNN). In recent years, deep learning techniques benefit
many applications in engineering fields. By constructing neural networks with deep and special
architectures, we can approximate a wide range of highly non-linear and complex mapping func-
tions [59]. A variety of deep neural networks have been proved to be effective and powerful in
many real-world tasks, including computer vision [60], natural language processing [61], medical
imaging [62, 63] and video game [64]. Some typical architectures of deep neural networks include
deep convolutional neural network (CNN) [60] and recurrent neural network [65]. Among these
architectures, deep convolutional neural network combines convolutional layers to understand the
local structures of features in various resolutions and thus becomes very powerful to learn effective
representations from complex data.
Feature Extractor: Feature extractor focuses on extracting domain-invariant and discrimina-
tive features for all source and target domains. The feature extractor take the stacked frequency
information from the structural responses and respective ground motion as input. With 3 channels
including ground motion, floor and ceiling vibration in the input, we use multiple convolutional
layers with varying kernel sizes to enlarge the number of channels to discover the detailed local
correlation between the frequencies of ground motion and floor vibrations, as well as to extract
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Table 1: Architecture for 5-class damage quantification
Networks Operation Kernel Strides Feature maps Activation
Feature Extractor
Input 3× 1000× 1
Convolution 81× 5× 1 2× 1 81× 499× 1 LeakyReLU
Convolution 81× 5× 1 2× 1 81× 248× 1 LeakyReLU
Convolution 81× 3× 1 2× 1 81× 124× 1 LeakyReLU
Convolution 81× 3× 1 2× 1 81× 61× 1
Damage Predictor
Convolution 243× 3× 1 2× 1 243× 30× 1 LeakyReLU
Convolution 81× 3× 1 1× 1 81× 29× 1 LeakyReLU
Convolution 27× 3× 1 1× 1 27× 28× 1 LeakyReLU
Flatten 756
Full connection 5 Softmax
The ith
Domain Discriminator
Flatten 4941
Full connection 2 Softmax
the combinations of frequency energy with varying resolutions. The selection of kernel size obeys
the rule of thumb that larger size at the bottom layers and smaller size at the top layers, which can
better capture the information at different resolution scales. The output of feature extractor is an
input to both the damage predictor and the domain discriminator.
The optimization of the feature extractor takes the gradient information from both domain
discriminator and damage predictor. This optimization is a trade-off between domain-invariance
and damage discriminativeness. The extracted features are designed to improve the performance
of the damage predictor and to be highly domain-invariant such that even optimal domain dis-
criminator cannot distinguish which domain they come from. To achieve this, we use the newly
designed physics-guided loss function to train the feature extractor via gradient reversal, which is
introduced in Section 4.2.3.
Damage Predictor: The damage predictor is designed to ensure the discriminativeness of the
extracted features. It takes the extracted features as inputs and classifies the samples into different
damage states. The basic intuition for the damage predictor is to model the mapping from extracted
features to damage states. A well-trained damage predictor back-propagates as much sufficient
information as possible to the feature extractor, to improve the discriminativeness of extracted
features. When designing the damage predictor, the expressive power of the model needs to be
ensured to model highly non-linear functional relationship. However, the damage predictor cannot
be too deep, otherwise the vanishing gradient back-propagated to the feature extractor no longer
provides any effective information about the damage patterns. According to our empirical study,
we design the damage predictor as 3 convolutional layers with shrinking kernel size followed by
1 fully connected layer.
Domain Discriminator: Domain discriminator examines the domain-invariance of the ex-
tracted features. Each domain discriminator Di takes only the extracted features from the source
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domain Si or the target domain T as inputs, and classifies the samples into 2 classes: the sample
comes from the source domain Si or the sample comes from the target domain T . We have mul-
tiple sub-classifiers inside the domain discriminator to ensure the consistent distribution between
extracted features of each source domain and the target domain. The domain discriminator is
trained adversarially with the feature extractor, such that the domain discriminator which can best
distinguish the domain-difference between features is still confused by the domains of the feature
extractor’s outputs. The design of domain discriminator should be simpler than that of the damage
predictor – otherwise, the domain discriminator will dominate the training process and prevent the
damage discriminativeness of the extracted features.
Table 1 provides the details of architecture we used in our experiment. The architecture may
change with different knowledge transfer tasks. For example, for a binary damage detection task,
the depth of feature extractor and damage predictor could be reduced since the damage detection
task is relatively simpler than the damage quantification task.
4.2.3. Physics-guided Loss Function for Adversarial Domain Adaptation
To best learn domain-invariant feature representations, we train the feature extractor and do-
main discriminator in an adversarial way. The key idea of adversarial training is to play a minimax
two-player game between the feature extractor and domain discriminator. In detail, we first op-
timize the domain discriminator to best distinguish the domain-difference of any features output
by the feature extractor, and then we optimize the feature extractor such that the domain discrim-
inator is not able to differentiate features as from the source or target domain. By alternatively
optimizing the feature extractor and domain discriminator, the adversarial training aims at finding
a saddle point such that the two networks achieve an equilibrium. In this way, we obtain an op-
timal feature extractor to best learn the domain-invariant feature representations. In recent years,
adversarial learning has attracted much attention in machine learning communities since it avoids
complex sampling and inference and enables an efficient learning of generative models [66, 41].
Studies based on adversarial learning, such as Generative Adversarial Nets (GANs) and adversar-
ial defenses, have led to significant advances in generative learning and robustness of deep neural
networks.
In this section, we first present the adversarial loss we designed for model optimization. We
then provide theoretical insights behind the physics-guided weight design. As an important com-
ponent of the loss function design, our physics-guide weight is designed to provide a better guar-
antee for damage prediction error.
I. Physics-guided Adversarial Loss
A key challenge is the loss function design. The optimization objective is to simultaneously
(1) minimize the loss of damage prediction by optimizing both feature extractor and damage pre-
dictor, (2) minimize the loss of domain discrimination by optimizing domain discriminator, and
(3) maximize the loss of domain discrimination by optimizing the feature extractor. Different from
the two-player game in conventional adversarial learning, we also have damage predictor to ensure
the damage discriminativeness of the extracted features, which makes the optimization problem a
three-player game. Besides, each module is composed of a deep neural network. Jointly optimiz-
ing the three non-convex complex networks with unknown landscape is a challenging task. There-
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fore, the loss function design is important to ensure the performance of the adversarial knowledge
transfer framework.
For simplicity, we use a more general notationF to represent the mapping function constructed
by the deep neural networks. We denoteFE(·; θe) : X → h as the feature extractor neural network
with parameters θe. Similarly, FM(·; θm) : h→ Y refers to damage predictor M with parameters
θm which map extracted features to damage states (we assume there are K damage states in total).
FDi(·; θdi) : h → C refers to the ith domain discriminator Di with parameters θdi mapping the
extracted features to domain labels. Di takes extracted features from the source domain Si and
the target domain T . The domain label space C has 2 labels: 1 represents that the sample comes
from some source domain, 0 represents that the sample is from the target domain. We use LiM
to represent the cross-entropy loss of using the extracted features to predict the damage states for
source domain Si. LDi represents the cross-entropy loss of distinguishing the extracted features
from Si or T . λ is defined as the factor to tune the trade-off between domain-invariance and
discriminativeness of the extracted features.
The feature extractor, damage predictor, and domain discriminator are optimized by solving
the following optimization problem,
min
θe,θm
[
n∑
i=1
wiLiM(θe, θm)− min
θd1 ,··· ,θdn
λ
n∑
i=1
wiLDi(θe, θdi)
]
, (2)
where
LiM(θe, θm) = −E(x,y)∼DSi
K∑
k=1
I(y = k) logFM(FE(x)) (3)
LDi(θe, θdi) = −Exs∼XSi [log (FDi(FE(xs)))]− Ext∼Xt [log (1− FDi(FE(xt)))] . (4)
wi is the weight for source domain i, which is designed to balance the influence of different source
buildings, as mentioned in Section 4.2.1. We introduce a new physics-guided weight design which
measures the importance of each source building using their physical similarities to the target
building. We present the details of this physics-guided weight in the next subsection.
The problem in (2) is a minimax problem. Since the goals of the feature extractor and of the
domain discriminator are conflicting, we need to train them in an adversarial manner to find the
saddle point θˆe, θˆm, θˆdi such that
(θˆe, θˆm) = arg min
[
n∑
i=1
wiLiM(θe, θm)− min
θd1 ,··· ,θdn
λ
n∑
i=1
wiLDi(θe, θdi)
]
(5)
(θˆd1 , · · · , θˆdn) = arg minλ
n∑
i=1
wiLDi(θe, θdi). (6)
In practices, to find a stationary saddle point, the adversarial training is achieved by a non-trivial
gradient-reversal layer. As Figure 6 shows, the gradient-reversal layer connects the feature extrac-
tor and the domain discriminator. In back-propagation, it reverses the gradient by multiplying it
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by a negative scalar during back-propagation [40]. That is, during back-propagation, the neural
networks follow the gradient updates as:
θe ← θe − δ
∑
i
(
∂wiLiM
∂θe
− λ∂wiLDi
∂θe
)
(7)
θm ← θm − δ
∑
i
(
∂wiLiM
∂θm
)
(8)
θdi ← θdi − δ
(
λ
∂wiLDi
∂θdi
)
(9)
II. Theretical Insights behind Physics-guided Weights
An important component of the loss function is the weight wi. This weight decides how effi-
ciently we can integrate the knowledge from different source domains. From the Equation 1, an
optimalwi for different source domains can approximate the tightest upper bound of the target risk.
In previous work, people mostly set wi = 1/n where n is the number of the source domains [45].
However, we show that wi =
1/dH∆H(Sˆi, Tˆ )∑
i 1/dH∆H(Sˆi, Tˆ )
results in a tighter bound, which provides an
improved guarantee on the performance of knowledge transfer.
Theorem 2. Given RˆS1(h) = · · · = RˆSn(h)∀i, wi =
1/dH∆H(Sˆi, Tˆ )∑
i 1/dH∆H(Sˆi, Tˆ )
results in a tighter upper
bound for the target risk RT (h) than wi = 1/n.
Proof. Given that RSi(h) depends on the expressive power of the shared damage classifier h =
FM(FE(·; θe); θm), we assume that the classifier is optimally trained and over-fitted on the source
data and the source risks are equal to one another, i.e., RˆS1(h) = · · · = RˆSn(h)∀i. Therefore, for
dH∆H(Sˆi, Tˆ ) > 0,∑
i
1/dH∆H(Sˆi, Tˆ )∑
i 1/dH∆H(Sˆi, Tˆ )
(
RˆSi(h) + dH∆H(Sˆi, Tˆ )
)
=
∑
i
1/dH∆H(Sˆi, Tˆ )∑
i 1/dH∆H(Sˆi, Tˆ )
RˆSi(h) +
n∑
i 1/dH∆H(Sˆi, Tˆ )
≤ RˆSi(h) +
∑
i
1
n
dH∆H(Sˆi, Tˆ )∀i (based on Cauchy-Schwarz inequality)
=
∑
i
1
n
(
RˆSi(h) + dH∆H(Sˆi, Tˆ )
)
.
It has been shown that
∑
iwi
(
RSi(h) + dH∆H(Sˆi, Tˆ )
)
decides the upper bound of the target risk,
i.e., RT (h) in Equation 1. Therefore, wi =
1/dH∆H(Sˆi, Tˆ )∑
i 1/dH∆H(Sˆi, Tˆ )
renders a tighter upper bound of
the target risk.
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Therefore, when designing the loss function for the framework, it is necessary to weigh the loss
of different domains unequally to achieve better knowledge transfer performance. However, as we
have no labelled data for the target building. it is unlikely to directly estimate the target data distri-
bution and further measure the empirical distribution divergence dH∆H(Sˆi, Tˆ ). In Sections 3 and
4.2.1, we show that the divergence between two buildings’ sample data distributions dH∆H(Sˆi, Tˆ )
is related to the similarity between the two building’s physical properties dHu∆Hu(USi ,UT ), thus,
we use dHu∆Hu(USi ,UT ) to indicate the relative changes of dH∆H(Sˆi, Tˆ ). The optimal weight for
the ith domain, wi, is designed as follows,
wi ∝ f(1/dHu∆Hu(USi ,UT ))∑
i f(1/dHu∆Hu(USi ,UT ))
, (10)
where f is a non-decreasing function to model the relationship between dHu∆Hu(USi ,UT ) and
dH∆H(Sˆi, Tˆ ).
Intuitively, the knowledge learned from the similar buildings should be (1) more efficiently
transferred to the target building, and (2) more informative and indicative of the damage prediction
on the target building. Therefore, we assign higher weights to the source domains which have more
similar physical properties in the loss design.
In practices, most available physical knowledge about buildings are simple and fuzzy physical
properties. Denote USi and UT as the known physical knowledge about the ith source building
and the target building T . From empirical study, we found that taking f as exponential functional
family performs best. Therefore, we calculate wi by taking the reciprocal of the similarity between
USi and UT , and then normalize wi across all source domains using softmax function as
wi =
exp [1/dist(USi , UT )]∑
i exp [1/dist(USi , UT )]
. (11)
By using softmax function, we can smooth the influence of the differences between physical prop-
erties. The physical knowledge is combined to regularize the domain-invariant and discriminative
feature extraction. As mentioned in Section 3, how the building physical property influences the
data distribution is a complex process. In practice, the limited physical knowledge and the sim-
ple mapping function f may constrain the ability to approximate the real distribution divergence.
However, this rough estimation is still helpful to leverage different source domains and guide the
training process. Besides, the data-driven model also automatically updates their parameters to
complement the insufficient divergence approximation by physics-guided weights. Note that the
similarities between different buildings’ physical properties may depend on how many known pa-
rameters can be obtained (e.g., heights, mode shapes, strong-column/weak-beam ratios). The key
is the insight that using physical similarities guides the knowledge transfer between buildings. For
example, in our experiment, we have very limited information about the building besides build-
ing height. Based on the analysis in Section 3, we define the similarity as a function of building
heights:
dist(USi , UT ) = (1−HSi/HT )2 + ,
where HSi and HT represents the heights of the source and target buildings, and  is a smoothing
factor to avoid dist = 0.
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5. Evaluation
In this section, we evaluate our framework on both simulation and real-world experimental
earthquake-induced building vibration datasets. We first give a brief description about the datasets
in Section 5.1. Then we describe the baseline methods for comparison (Section 5.2), the knowl-
edge transfer performance on simulation data (Section 5.3) and experimental dataset (Section 5.4).
Finally, we characterize the training process and discuss the effect of hyperparameter λ (Sec-
tion 5.5).
5.1. Data Description
To evaluate the performance of our algorithm, we first transfer the knowledge between simula-
tion data, and then transfer the knowledge learned from simulation data to diagnose the structural
damages in shake-table experiments.
Simulation Data: To understand the building structural damage patterns under earthquakes,
our building response database consists of a wide range of archetype steel frame buildings with
MRFs [25, 5]. The archetypes we used include 2-story, 4-story, 8-story, 12-story and 20-story
building with a first-story height of 4.6m and a typical story height of 4m. The steel MRFs of these
archetypes are designed with three strong-column/weak-beam (SCWB) ratios of 1.0 [67]. The re-
searchers utilize a suite of ground motions with large moment-magnitude (6.5 ≤ Mw ≤ 7) and
short closest-to-fault-rupture distance (13km < Rrup < 40km). These ground motions are col-
lected from 40 observation stations during 5 previous earthquake events. To simulate the building
responses, two-dimensional nonlinear model representations of all the archetype MRFs are devel-
oped in the Open System for Earthquake Engineering Simulation (OpenSEES) Platform [68, 5],
and incremental dynamic analysis (IDA) [10] is performed. The floor accelerations and story drift
ratios are recorded with sampling frequency of 200Hz for each ground motion over a wide range
of incremental factors.
Experimental data: A series of shake table tests of a 1:8 scale model for a 4-story steel MRFs
are conducted at the State University of New York at Buffalo [20]. The structure is subjected to
a series of the scaled 1994 Northridge earthquake ground motions recorded at the Canoga Park,
CA, station. The scale factor ranges from 0.4 to 1.9. Accelerometers and displacement meters are
instrumented on the structure to record the structural responses and story drift ratios 128Hz.
True damage label determination: According to the current standard (FEMA P695) [69, 70,
71, 72], structural damage states are defined based on the ground-truth peak story drift ratio at
each story. For the damage detection task, we divide the damage state into no damage (SDR ∈
[0, 0.01)) and damaged(SDR ∈ [0.01,+∞)). For the task of damage quantification, we use 5
damage states: no damage (SDR ∈ [0, 0.01)), slight damage (SDR ∈ [0.01, 0.02)), moderate
damage (SDR ∈ [0.02, 0.03)), severe damage (SDR ∈ [0.03, 0.06)), and collapse (SDR ∈
[0.06,+∞)).
5.2. Benchmark Methods
We compare the performance of our framework with 6 other different methods, including
MDAN [45], C-DANN [40], B-DANN [40], C-CNN, TCA [37], and directly training and testing
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(a) (b)
(c) (d)
(e)
Figure 7: (a), (b), (c), (d), (e) compares the performance of knowledge transfer from other build-
ings to the 2, 4, 8, 12, and 20-story buildings using our framework and other benchmark methods.
The results include binary damage detection (blue) and 5-class damage quantification (orange).
The dotted lines represent the damage prediction accuracy when directly training using the target
domain labelled data as reference (ideal case). The results show that our framework outperform
other methods.
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on the target domain. MDAN is a multiple source adversarial domain adaptation method with uni-
form weight across different source domains. We use MDAN as one baseline method to show the
model performance improvement due to our physics-guided loss design. C-DANN combines the
data from all source domains as single source domain dataset, and use single source domain adap-
tation method named as Domain Adversarial Neural Network (DANN) [40] to transfer knowledge
from the source domain to the target domain. B-DANN transfers the knowledge from each source
domain to the target domain using DANN [40], and then selects the one with the best performance
to report. C-DANN and B-DANN have the exactly same architectures of feature extractor and
damage predictor with our framework. The only difference is that there is only one classifier in
domain discriminator due to a single source domain. C-CNN directly uses deep convolutional
neural network to train on the combined source data and predict on the target domain. The ar-
chitecture for C-CNN is the combination of the architectures of the feature extractor and damage
predictor in our framework mentioned in Section 4. Transfer Component Analysis (TCA) is a
two-stage classic statistical single-domain adaptation method. When implementing TCA, we first
combine the data from all source domains as a single source domain dataset, then use TCA to
extract the domain-invariant features for both the source and target domain, and finally use the
support vector machine to train on the transformed source data and predict on the transformed
target data. We also evaluate the performance of directly training and testing on the target domain
using deep convolutional neural network given ground-truth labels for target domain data (ideal
case).
5.3. Knowledge Transfer Across Different Buildings on Simulation Data
(a) (b)
Figure 8: (a) Confusion matrix of the 5-class damage quantification result for knowledge transfer
from other buildings to the 8-story building. (b) Confusion matrix of the 5-class damage quan-
tification result for knowledge transfer from other buildings to the 12-story building. The left of
each confusion map shows the density histogram of each damage class in the respective building’s
dataset.
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We first evaluate the performance of our framework on knowledge transfer across different
buildings using simulation data. Two different tasks, binary damage detection and 5-class damage
quantification, are conducted.
To prepare the training and testing datasets for simulation data, we first conduct linear interpo-
lation to align the timestamps of floor vibrations and impute the missing data for each building. We
then conduct data augmentation as some buildings have very limited structural response datasets.
Based on the observations on the data, we take the sliding window length varying between t− 2.5
seconds to t seconds where t is the time length of the raw vibration signal. We take the stride of
sliding the window as 0.25 seconds. Based on the selected data, we conduct Fast Fourier Transform
(FFT) on the ground motion, the floor acceleration and the ceiling acceleration for each story-wise
data sample. In our experiment, we take the the spectrum with frequency lower than 26Hz, which
corresponds to a 1000× 1 vector for each vibration signal. We choose lower frequency band since
most fatal structural damages are induced by low-frequency seismic waves. The peak story drift
ratio is simultaneously quantized into damage classes as ground-truth labels. We organized the
data for each building by story level.
We conduct separate experiments which transfer knowledge to each of 2, 4, 8, 12, and 20-story
building from the other buildings. The domain adaptation is implemented in story level. As an
example, we show the performance of our framework on transferring knowledge across the 2nd
floor of each building. We present the performance at the 2nd floor since: 1) all the 5 buildings
have the 2nd floor, and 2) as Figure 3b and Figure 4b shows, the data distribution changes in lower
floors are more complex than higher levels, which makes their analysis more challenging.
We design different architectures for binary damage detection task and 5-class damage quan-
tification task. The architecture for damage quantification is shown in Table 1 with∼ 250K param-
eters. Since damage detection is an easier task, we reduce the number of convolutional layers in
feature extractor and damage predictor to 3 and 2, respectively. To evaluate the best performance,
when training the model, we use Adam as optimizer [73] with the momentum of 0.9 and the weight
decay rate of 1e − 4. We take λ as 0.2 ∼ 0.5 for damage quantification and λ as 0.01 ∼ 0.05 for
damage detection. The initial learning rate is set as 0.005 for damage quantification and 0.0002
for damage detection with learning decay rate of 0.1.
Figure 7 shows the performance of our framework on knowledge transfer across 5 buildings
for different damage diagnosis tasks. Figures 7a, 7b, 7c, 7d and 7e show the results of knowledge
transfer to the 2, 4, 8, 12, 20-story building from all the remaining buildings, respectively. Blue
bars refer to the results of binary damage detection and orange ones represent the results of 5-class
damage quantification tasks. We use the dotted line to represent the damage prediction accuracy
of directly training on the target domain as reference (ideal case). Our framework achieves up
to 68.76% improvement on damage detection and 86.37% improvement on damage quantification
compared to the benchmark methods other than directly training on the target domain. Figure 8
presents the confusion matrix of damage quantification results for transferring knowledge from
all the remaining buildings to the 8-story and the 12-story buildings. Since we do not have class
5 (collapse) for 12-story building data, we mark it as 1 in the confusion matrix. Figure 8 shows
that the damage quantification accuracy achieves 76% and 84.67% for the 8 and 12-story build-
ings, respectively. Besides, the ±1 damage quantification accuracy achieves 97.41% and 100%
respectively. Figure 9 shows the performance of our framework to transfer knowledge from other
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buildings to the 12-story building across the 2nd story, 6th story and the roof story to compare the
performance of knowledge transfer in different stories. The results on damage detection, damage
quantification and ±1 damage quantification are presented.
Figure 9: Performance of our framework to transfer knowledge from other buildings to the 12-
story building across the 2nd story, 6th story and the roof story. The results on damage detection
(blue), damage quantification (yellow) and ±1 damage quantification (green) are presented.
From Figures 7, 8 and 9, we have 4 observations based on the results: 1) “no damage” vs
“slight damage” data points, or “moderate damage” vs “severe damage” are difficult to classify.
2) Except transferring to the 2-story building, our method can achieve comparable performance
or outperform directly training on the target domain given labelled target domain data. This is
because that for some buildings with very few data, the information is too limited for directly
training and testing on the target domain even if the label is given, which makes the model easily
overfit and reduce the prediction performance. This also shows that our framework is good at
integrating the information from different source domains to improve the knowledge transfer. 3)
For most buildings, multiple source domain adaptation methods (Ours, MDAN) outperform single
domain adaptation methods (C-DANN, B-DANN, TCA). This is because multiple source domain
adaptation methods can utilize information from multiple buildings compared to baseline like B-
DANN and TCA, and can better understand and extract these information compared to C-DANN
and C-CNN. 4) Small size of unlabelled target domain data would constrain the performance of
knowledge transfer. For example, the 8-story and the 12-story building can achieve relatively
higher accuracy rather than other building. This is because there are too few samples (< 1000)
even after data augmentation. Having few inputs from the target domain makes it difficult for the
feature extractor to sufficiently learn the underlying marginal distributions and conduct domain-
invariant transform.
5.4. Knowledge Transfer Across Different Buildings From Simulation to Real-world Diagnosis
Compared to the simulated non-linear building model, experimental structures often have more
complex non-linear load-deformation patterns. However, real-world seismic structural response
data is often difficult to acquire. Here we validate the application to transfer the knowledge from
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Figure 10: This figure compares the domain adaptation performance between our method and other
approaches on binary damage detection (blue) and 5-class damage quantification tasks (yellow)
on a experimental 4-story building. We use the dotted line to represent the damage prediction
accuracy of directly training on the target domain as reference.
the simulation data to the experimental structure for earthquake-induced structural damage diag-
nosis.
For the data preprocessing, we follow the same steps described for simulation data in Sec-
tion 5.3. The difference is that we have more dense sliding window with small striding to augment
the data, since the size of experimental building data is very limited. Data augmentation results
in 1500 data points and respective damage states from the experimental structure dataset. Note
the damage class distribution is very imbalanced as Figure 11 shows, which is common in exper-
imental data. We use the same architecture as Table 1 for damage quantification. For damage
detection, a model with smaller sizes of neural networks compared to the one for simulation data
is employed. We use Adam with the momentum of 0.9 and the weight decay rate of 1e − 4 as
optimizer [73]. For damage quantification, we found the performance achieves the best when we
set λ = 1. We take λ as 0.01 ∼ 0.05 for damage detection. The initial learning rate is set as 0.005
for damage quantification and 0.0002 for damage detection with learning decay rate of 0.1. The
selection of hyper-parameters is based on our empirical study.
As a result, our framework can achieve 100% damage detection accuracy and 69.93% 5-class
damage quantification accuracy, as shown in Figure 10. In the task of damage detection, our
framework has the same performance as MDAN, and outperforms other methods, which validates
that multiple source domain adaptation methods have unique advantages on fusing the information
from different source domains. On the more difficult task of damage quantification, our method
outperforms all other methods, which shows the importance of discovering and combining the
physical knowledge about the domains into the loss design. Figure 11 shows the confusion matrix
for the damage quantification result, which indicates a 100% ±1 damage quantification accuracy.
Since we do not have class 2 (slight damage) and class 5 (collapse), we mark them as 1 in the
confusion matrix. Interestingly, the source dataset contains data points indicating slight damage
and collapse, but the well-trained model only misclassifies a small group of data points belonging
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Figure 11: Confusion matrix of the 5-class damage quantification result for knowledge transfer
from simulation data to a experimental 4-story building. The left of the confusion map shows the
density histogram of each damage class.
to moderate damage into slight damage, and avoids to classify any points into collapse.
5.5. Characterizing the Training Process and Effect of λ
In this section, we characterize the training process, to provide insights and experiences about
the optimization of our framework. A key problem for adversarial framework is how to find a sta-
tionary saddle point in minimax/maximin optimization. For our framework, this problem is more
critical and difficult to resolve, because our framework combines three neural network architec-
tures, which makes it more difficult to guarantee a stationary saddle point. Here we visualize the
changes of the damage classification loss
1
n
∑n
i=1wiLiM(θe, θm) and domain discrimination loss
1
n
∑n
i=1wiLDi(θe, θdi) in Figure 12. The figure shows that both loss keep fluctuating during the
training epochs due to adversarial training scheme. The damage prediction accuracy on the target
domain varies a lot at the early training stage, and finally converge a stable point. A basic insight
to stabilize the training is that, in architecture design, the sub-classifiers in domain discriminator
should be kept as light-weight nets but sufficiently powerful to conduct binary classification on the
extracted features. However, sometimes it would be difficult to find a saddle point for the training
framework. How to stabilize the training of adversarial frameworks needs to be resolved in the
future work.
The tuning of parameter λ is another key for the network optimization. λ controls the trade-off
between the discriminativeness and domain-invariance of the extracted features. In our experi-
ment, we found that different architectures have different optimal λ. If the architecture of damage
predictor is more complex, or if we have limited data or more noisy data, we need higher λ to
ensure the domain-invariance of the extracted features.
We also visualize the kernel in the first convolutional layer of learned feature extractor. In
Figure 13 shows, it shows that there are 3 groups of 81 kernels with size of 5 × 1. The 3 groups
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Figure 12: The loss of domain discrimination loss, the loss of damage classification on the source
domains, and the accuracy of damage classification on the target domain change with training
epochs.
focus on extracting information from floor response frequency, ceiling response frequency, and
ground motion frequency. We can find that most kernels are active, which means our network
parameters are not redundant. It can be found that in some groups, the kernels focus on extracting
information in the same frequency band, while in some other groups, the kernels for floor and ceil
responses tend to focus on opposite frequency band to the kernel for ground motion information.
6. Conclusion
In this work, we introduce a new modeling framework to adapt and transfer the knowledge
learned from different buildings to diagnose the earthquake-induced structural damages of another
building without any labelled data. Our adversarial domain adaptation approach extracts domain-
invariant and damage-discriminative feature representations of data from different buildings. To
the best of our knowledge, this is the first framework to address the multiple source domain adap-
tation challenge in post-earthquake building damage diagnosis without any labels of the target
building. This end-to-end framework integrates data augmentation, input feature extraction, and
domain adaptation for damage detection and damage quantification. Besides, this framework is
flexible to combine as much available information in historical datasets from other different build-
ings as possible to help diagnose the current building, which ensures its application practicalities.
In this framework, we design a new physics-guided loss function based on fuzzy physical knowl-
edge about buildings to eliminate the uncertainties introduced by those source buildings with less
physical similarities to the target building. We prove that this new loss provides a tighter upper
bound the damage prediction risk on the target building.
We evaluate our framework using both simulation data and experimental data, including 5
different buildings under 40 earthquakes for simulation and an experimental 4-story building sub-
jected to incremental dynamic analysis. Our method achieves upto 90.13% damage detection
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Figure 13: Visualized kernel for the first convolutional layer of the learned feature extractor de-
scribed in the Table 1. There are 3 groups of 81 kernels with size of 5 × 1. The 3 groups focus
on extracting information from floor response frequency, ceiling response frequency, and ground
motion frequency, which is ordered from top to bottom in the figure.
accuracy and 84.66% damage quantification accuracy on simulation data. We also successfully
transfer the knowledge learned from simulation data to experimental data with 100% damage
detection accuracy and 69.93% damage quantification accuracy, which outperforms other state-of-
the-art benchmark methods. The theoretical analysis and experimental results show the potential
of our physics-guided adversarial domain adaptation framework to sufficiently distill and trans-
fer the knowledge of seismic building damage patterns for building damage diagnosis, which is
important for enabling fast and accurate post-earthquake building damage estimation.
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