Introduction
A statistical test is a mechanism to make quantitative decision about process. The objective of statistical test is to determine whether there is an evidence to reject the hypothesis about process.
Types of Statistical Tests:
There is a wide range of statistical tests. The type of the test, to be used, depends on research design, distribution of data and type of variables. If the data is normally distributed, we will choose parametric tests. If the data is non-normal, we will choose non parametric test. Pearson Correlation test is used to test the strength of association between two continuous variables. It is determined by Covariance of two variables divided by the product of their standard deviations. It is a measure of linear correlation between two variables. It has a value between -1 and +1.
Spearman correlation test is used to test the strength of association between two ordinal variables. Chi square test is used to test the strength of association between two categorical variables. T-Tests are used to test the mean of the data ( One sample T-Test) or to compare two sets of data (Paired T-test). ANOVA test the difference between group means. Simple regression predicts the change of predictor variable with outcome variable. Multiple regression predicts the change of two or more predictor variable with outcome variable. 
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Statistical Tests are used to make inferences from data. These tests will tell whether the observed pattern is real or just due to chance. The type of the test, to be used, depends on research design, distribution of data and type of variables. In this paper, we are addressing high dimensionality problem in software defect prediction using statistical tests. We determined the distribution of data to choose appropriate statistical test. We observed most of the variables follow gamma distribution and hence applied wilcoxon Rank Sum Test for correlation between input variables and outcome variable. We extracted the variable with high correlation. We observed the performance of the classifier was improved by addressing high dimensionality problem with wilcoxon Rank Sum Test. Satya Srinivas M and Malladi Srinivas 2 identifying defective prone modules. He observed 71 percent probability of detection and mean false alarm rate of 25 percent [3] . Aditi Thakur et al applied hybrid Neuro Fuzzy Approach for bug prediction using software metrics. He applied Linear Discriminant Analysis for dimensionality reduction and reduced the dataset. Then they applied hybrid neuro fuzzy approach for reduced dataset [4] . K Punitha et al compared Genetic algorithm with ant colony optimization with Hybrid Neuro Fuzzy Inference system and Naïve Bayes classiers. He proved that machine learning algorithms yields more efficieny and better performance [5] . Shivkumar Shivaji et al proposed Improving of change based bug prediction using reduced features. He Investigated various feature selection techniques to classification algorithms for bug prediction. He reduced less than 10% of features to improve the classification performance. He applied reduced dataset to Naïve bayes and support vector machine classifiers and observed 21 % improvement in F-measure [1] . Mrinal Singh Rawat et al surveyed Machine learning algorithms for Software Defect Prediction. They applied Bayesian belief networks, Genetic algorithms & Neural networks for identification of defective prone modules [2] . Vipul Vashisht et al designed a frame work for Defect prediction using Adaptive Neuro Fuzzy Inference System. He found the accuracy of validation for 10 projects during requirement analysis and construction as 93.4% [6] . Juan Murillo Morera designed a frame work for software effort prediction using genetic algorithm. The performance of learning schemes was measured using the metrics Spearman's rank correlation, mean of magnitude relative error, median of magnitude of relative error, standardized accuracy, number of predictions within percentage of actual ones [7] . J S Pahariya et al. proposed Genetic Programming based feature selection for software cost estimation. They compared the efficiency of various classification algorithms, Multiple linear regression, polunomial regression, Support Vector Regression, Radial Basis Function neural network, Dynamic Evolving Neuro Fuzzy Inference System, has been tested on ISBSG 10 datasets [8] . Ebubeogu Amarachukwu et. al conducted an experiment to determine the correlation of each predictor variable with the number of defects [9] . Wenjie Liu attempted automatic feature selection method to improve the performance of severity prediction of bug reports. They introduced ranking based strategy to improve existing feature selection algorithms [10] . Kehan Gao et al. presented a novel form of ensemble learning based on boosting that incorporates data sampling to alleviate class imbalance and feature selection to address high dimensionality problems [11] .
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Methodology
In this paper, we are proposing Wilcoxon Rank Test to determine the correlation between predictor variable & outcome variable. Relavant features are extracted by outcome of the test. A Classifier was constructed using the extracted features. Figure 1 shows the methodology used in this paper. 
Data Collection
The Data for Software Defect Prediction was downloaded from NASA Dataset repository. The datasets were donated by Softlab. Softlab is the Software Research Laboratory in Bogazici University, Istanbul, Turkey. Function level static code attributes are collected using the Pretest metrics Extraction and Analysis tool. In this data, there are two types of datasets, one will keep defect information in discrete manner where as the other will keep the bug count associated with defectiveness. 
Types of distributions
There are number of probability distributions. The most generally used probability distributions are
Normal Distribution
It is a most famous statistical distribution, used when the probability distribution at extreme values is low.It generally follows bell shaped curve.
Poisson distribution
A distribution is said to be Poisson, when the success of an event should not influence the outcome of another successful event with the probability of success over a short interval must equal the probability of success over a long interval.
Binomial distribution
The binominal distribution with parameters 'n' and 'p' is the discrete probability distribution of number of success in a sequence of 'n' independent trails. Gamma distribution Gamma distribution is a two parameter family of continuous probability distributions with shape parameter(k) and scale parameter (ʘ)
Choose type of test
To fit relationship between predictor variable and outcome variable, there are various types of tests. These tests are categorized into parametric and non parametric tests.
Parametric test:
Parametric tests are applied when the population follows probability distribution based on fixed set of parameters. Parametric tests provide more accurate results.
Non parametric test:
Non parametric tests are applied when the assumptions about probability distributions are non known. Non parametric tests provide more robustness. From Table 1 , most of the variables in Software Defect Prediction follows gamma distribution. Figure 3 in appendix, demonstrates the probability distribution of variables. 
Find the Correlation between Predictor and Outcome variable
Wilcoxon Rank Sum Test: The two-sample nonparametric Wilcoxon rank sum test (equivalent to the Mann-Whitney test) is performed on the two specified samples. The null hypothesis is that the distributions are the same (i.e., there is no shift in the location of the two distributions) with an alternative hypothesis that they differ on location (based on median). This test does not assume that the two samples are normally distributed but does assume they have distributions of the same shape. If the p-value is less than 0.05 then we reject the null hypothesis and accept the alternative hypothesis, that the two samples have different medians, at the 95% level of confidence. As per our finding described in Table 2 
Results & Discussion
A logistic regression model was applied on Software Defect Prediction. The performance of classifier was measured using accuracy. By applying statistical testing to construct the classifier the accuracy was improved to 94%. Table 3 shows the Accuracy values of C4.8, SVM Neural Network and ANFIS applied on SDP datasets. 
Conclusion
Predicting Software Defects in advance greatly reduces the development cost of variable. We can improve the performance of the classifier by applying statistical testing on the variables to extract relevant features to address high dimensionality problem. Wilcoxon test was applied for the variables that follow Gamma distribution to find the reliance of variables on defects. We constructed logistic regression on reduced dataset. The performance of Classier was improved to 94%. 
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