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While alloy, core-shell and Janus binary nanoclusters are found in more and more technological
applications, their formation mechanisms are still poorly understood, especially during synthesis
methods involving physical approaches. In this work, we employ a very simple model of such
complex systems using Lennard-Jones interactions and inert gas quenching. After demonstrating
the ability of the model to well reproduce the formation of alloy, core-shell or Janus nanoparticles, we
studied their temporal evolution from the gas via droplets to nanocrystalline particles. In particular,
we showed that the growth mechanisms exhibit qualitative differences between these three chemical
orderings. Then, we determined how the quenching rate can be used to finely tune structural
characteristics of the final nanoparticles, including size, shape and crystallinity.
I. INTRODUCTION
Envisioned applications of nanoparticles (NPs), includ-
ing catalysis[1–5], optics[6–11], and medicine[12–16], de-
pend on the ability to tailor their physical properties. A
precise control of composition, shape, size distribution,
and crystal structure should therefore be achieved during
the synthesis [17–19]. Most recent research efforts went
into raising the complexity of the material and multi-
component systems are increasingly researched in order
to combine several properties within the same NP[20–22].
For binary systems, three different types of morphology
are observed (1) alloy[23–26], (2) core-shell[27–32] and
(3) Janus[11, 33–35].
Owing to their simplicity and their ability to generate
a wealth of structures, physical synthesis methods rep-
resent an appealing alternative to more traditional soft
chemistry routes and should be crucial to reach an on-
demand synthesis of nanomaterials in general[27, 32, 36–
44]. Physical synthesis methods include laser abla-
tion [45–48], flame pyrolysis [49–51], or magnetron sput-
tering [45, 52, 53] and always start with the production
of an initially hot gas. The subsequent cooling renders
the system unstable, which leads to the nucleation and
growth of the NPs. These methods are highly versa-
tile and easily controllable via experimental parameters.
The out-of-equilibrium state during the growth process
and the formation kinetics both play a crucial role in
determining particle properties[54, 55] and should there-
fore help obtaining new exotic structures and morpholo-
gies [27, 32, 38, 39, 43].
∗ julien.lam@ulb.ac.be
However, due to their complexity, details of the NP
formation processes are still not very well understood.
Experimentally, physical synthesis has been investigated
mostly by optical techniques [51]. In particular, at
the early stages, when gas and small clusters make up
most of the system, the temperature can be probed
by infrared [56, 57] and Raman spectroscopy [58, 59],
laser-induced fluorescence [60], and laser-induced break-
down spectroscopy [59, 61, 62]. For instance, with the
latter technique, the chemical composition of diatomic
molecules and the electron density were recently mea-
sured for laser ablation in air and liquid [61, 63–65]. The
synthesized nanomaterials can also be characterized in
terms of size and crystallinity using scattering methods
based on optical or X-ray sources [66–69]. Understand-
ing the mechanisms occurring in physical synthesis tech-
niques has also benefited from numerical simulations[70].
For instance, models for laser-matter interaction and the
subsequent plasma formation have been developed for the
study of laser ablation [71].
Nevertheless, the growth of nanostructures in the cool-
ing ablation plume appears to be much harder to study.
On the one hand, nucleation and growth in such non-
equilibrium processes are very fast and involve few atoms,
so that it cannot be easily investigated using conventional
experimental techniques. On the other hand, much nu-
merical effort went into the investigation of this prob-
lem and gas condensation in general. The temperature
quench is usually achieved by successive collisions be-
tween the reactive and inert gas atoms kept at room tem-
perature. With such modeling, it was demonstrated that
the condensation rate is almost independent of the inter-
atomic potential and that it can be related to the partial
pressure of the inert gas using an analytical model [72].
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2Various monoatomic materials were studied, including
silicon [73], germanium [74, 75], and metals [72] us-
ing semi-empirical potentials such as EAM, Tersoff, and
Stillinger-Webber. Yet, for binary systems like alloy,
Janus and core-shell nanomaterials, the atomistic mech-
anisms occurring during the synthesis are not very clear
yet, especially in the context of physical methods [76–78].
In this work, we study three binary Lennard-Jones sys-
tems each tailored to favor one of these morphologies. On
the one hand, we identify the differences in the synthesis
mechanisms for each morphology by studying the tempo-
ral evolution. On the other hand, the final distributions
of clusters are analyzed in terms of structural proper-
ties, including size, asphericity, crystallinity and, chem-
ical ordering. Moreover, we show that these structural
properties can be finely adjusted solely by changing the
quenching rate, which can be controlled in most experi-
mental set-ups. Using this simple model system, we aim
at drawing very general conclusions regarding the under-
lying mechanisms which involve both thermodynamical
and kinetic processes.
II. METHODS
Three different types of atoms make up the systems
studied here. Truncated and shifted Lennard-Jones in-
teractions are used throughout this work. The two first
species are reactive, and their interactions are tailored to
obtain (1) alloy, (2) Janus and (3) core-shell NPs [See Ta-
ble I]. In the two latter cases, the coefficients are chosen
by following the work of Mravlak et al. who computed
the most stable structures of binary nanoclusters for a
large number of combination of coefficients [79]. In the
alloy case, the σ parameters are chosen to obtain the
Kobb-Andersen system, which crystallizes in alloy BCC
structures [80–83], while the energy parameters are set in
a way to roughly match the melting and boiling temper-
atures obtained with the core-shell and Janus systems.
The third species serves as an inert buffer gas and in-
teracts with the reactive NPs and with one another also
using truncated and shifted Lennard-Jones interactions,
but with a cutoff equal to 2(1/6)σ which leads to a purely
repulsive interaction.
Initially, the reactive system consists of 105 atoms at
a density of 0.02σ−3. The same number of inert atoms
is added in the simulation box. In our molecular dy-
namics simulations, the reactive atoms move freely (non-
thermostated), a Berendsen thermostat controls the tem-
perature of the inert gas. The quenching is obtained by
linearly decreasing the inert gas temperature and thus
inducing a subsequent cooling of the reactive gas. The
temperature is decreased from kBT = 0.7 to kBT = 0.2
during quench durations ∆t, ranging from 106t0 to 10
7t0.
The simulation time step t0 correpsonds to 0.005τ in
Lennard-Jones units. To convert Lennard-Jones reduced
units into physical units, one can use Lennard-Jones pa-
rameters obtained for aluminium where τ = 0.19 ps and
/kB = 5886 K [84]. In this case, the corresponding
quenching rates range from 3080 K/ns to 308 K/ns which
is faster than experimental rates measured in the case of
plasma quenching with laser ablation [65]. This simu-
lation protocol allows for a good control of the quench-
ing rate without having to finely tune neither the in-
ert gas pressure nor its interactions with the reactive
atoms. Fig. 1, shows that initially, the reactive gas tem-
perature follows closely the imposed constant quenching
rate. Then, because of condensation and crystallization,
potential energy is released that adds to the kinetic en-
ergy. This trend was also observed when instead of a
linear decrease, the inert gas temperature was fixed at
low temperatures throughout the entire simulations [72].
Final results are averaged over ten independent runs. All
the simulations were performed using the LAMMPS soft-
ware package [85].
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FIG. 1. Temperature evolution during the quench in the (a)
alloy, (b) Janus and (c) core-shell cases. Continuous and dot-
ted lines represent the temperature of the reactive and inert
gas, respectively.
For the analysis, atoms less than 1.5σ apart from
each other are regrouped into clusters. In what fol-
lows, any clusters made of more than one atom is re-
ferred to as “NP”. For each of the obtained NPs, sev-
eral characterizations are carried out. The size is mea-
sured simply by counting the number of atoms and
by means of the gyration radius of the NPs, i.e., the
root mean square distances of the atoms from the cen-
ter of mass of the NPs. Furthermore, we quantify the
shape of the NPs with the help of an asphericity index,
χ = 3 (2I1 − I2 − I3) /2 (I1 + I2 + I3), with I1 ≥ I2 ≥ I3
the principal moments of inertia of the NP. The aspheric-
ity index varies by construction between 0 and 1, with
values close to zero corresponding to rather symmetric
geometries such as spheres and larger values correspond-
ing to rod-like and disk-like shapes. In order to determine
whether or not an atom is part of a crystallite, we use the
adaptive Common Neighbor Analysis method (a-CNA),
as implemented in the ovito software package [86–88].
3Alloy Janus Core-shell
ij σij rcut(σ) ij σij rcut(σ) ij σij rcut(σ)
A-A 0.80 1.00 2.5 1.00 1.00 2.5 1.00 1.00 2.5
B-B 0.40 0.88 2.2 0.62 1.00 2.5 0.50 1.00 2.5
A-B 1.20 0.80 2.0 0.30 1.00 2.5 0.70 1.00 2.5
TABLE I. Lennard-Jones parameters for the interaction between reactive NPs in the three different cases.
kB
FIG. 2. Temporal evolution during the temperature quench
with ∆t = 5×106t0. Time and temperature are given in units
of 106t0 and of , respectively. In the snapshots, blue and red
dots represent A and B atoms. The inert gas atoms are not
shown for better clarity.
III. RESULTS
A. Chemical ordering and size distribution
In the following two sections, we focus on results ob-
tained at an intermediate quench duration of ∆t =
5×106t0, i.e., 4.8 ns in physical units. The final snapshots
of Fig. 2 confirm that alloy, Janus, and core-shell were in-
deed obtained. The NPs can be assigned one of the three
classes by defining two order parameters: (i) p1 is the dis-
tance between the center of masses G of atoms of species
A and B, and (ii) p2 the ratio of the fraction of atoms of
species A denoted x in the core (atoms within the gyra-
tion radius) and the shell (all other atoms). Fig. 4 shows
that the core-shell NPs of this work consist of a core of
atoms A and a shell of an alloy of A and B. Therefore, in
our case, p2 would equal two for perfect core-shell NPs,
whereas it would equal one for ideal alloy or Janus NPs.
The definitions of the order parameters are illustrated in
Fig. 3(a). The NP is assigned alloy character if both or-
der parameters are less than thresholds set to 1.1 σ and
1.1 respectively, if not the NP is of Janus (p1 > p2) or
core-shell (p1 ≤ p2) type. For this analysis, we consider
only NPs with more than 100 atoms. The majority of
the NPs have the desired chemical ordering for all of the
three Lennard-Jones models. This is shown in Fig. 3(b)
(b)Alloy Lennard-Jones model
Janus Lennard-Jones model
Core-shell Lennard-Jones model
(a)
Alloy particles Janus particles Core-shell particles
p1=dist(GA,GB) p2=xcore/xshell
GA GB GA GBGA GB
FIG. 3. (a) Illustration of the order parameters p1 and p2.
(b) Chemical ordering for the final NP population obtained
at the quench duration of 5× 106t0.
for ∆t = 5 × 106t0, but holds true also for all the other
quenching rates (data not shown). However, we note that
in some cases, a significant number of NPs solely made
up of atoms B, form. As we will see in the following,
these NPs are smaller and are formed at the end of the
quenching process. Corresponding NPs containing only
atoms of species A do not occur in the simulations re-
ported here.
Fig. 4 shows the species-resolved atomic number densi-
ties within the largest NP obtained at the end of the sim-
ulations as a function of the distance from their respec-
tive center of masses. Alloy and Janus NPs ideally show
uniform distributions, while in the case of the core-shell
NPs, higher concentrations of species A can be found in
the center as compared to the shell. However, neither,
core nor shell are made up purely of either species A or
B. In particular, the shell is composed of almost as many
atoms of species B as of species A.
Regarding the size of the obtained NPs, probability
distributions of gyration radii are given in Fig. 5 for
the three system types. The narrowest distribution is
achieved within the alloy system, where 59% of the NPs
have a gyration radius in the range of 4.2–6.2 σ. The situ-
ation is qualitatively different for the Janus and core-shell
systems: the distribution of the gyration radii is bimodal
with relatively broad peaks below and above 5σ. The
small size peak consists in NPs made mostly of atoms of
species B that bind more weakly both with one another
4Species B
Species A
FIG. 4. Atomic number densities of atoms of species A (solid
lines) and species B (dashed lines) as a function of distance
from the center of mass of the NPs. Red, blue and green
curves indicate alloy, Janus, and core-shell systems, respec-
tively. The data correspond to the largest NP obtained at
the end of the quenching simulations with ∆t = 5.0× 106t0.
and atoms of species A.
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FIG. 5. Probability distribution of NPs from the final con-
figuration of simulations with a quench duration of 5×106t0.
Panel (a-c) are concerned with the alloy, Janus, and core-shell
systems.
B. Nucleation and growth mechanisms
In this section, we investigate the temporal evolution
i.e., the emergence of the NPs. In Fig. 2, one can roughly
observe three stages (1) binary gas, (2) coexistence of
lower density gas and droplets, and (3) coexistence of
very low-density gas and crystalline NPs with the de-
sired chemical ordering. The evolution of the fraction of
atoms of species A and B in the forming NPs are shown
in Fig. 6. While in the alloy case species A and B be-
have similarly, in the Janus and core-shell cases, two-
step mechanisms are observed in which the number of
atoms A increases before that of atoms B. This shows
that the nucleation and growth mechanisms are qualita-
tively very different for alloy, Janus and core-shell NPs.
Inversely, the gas is dominated by monomers of species
B during much of the simulation, and especially in the
time frame of 2.0 − 4.0×106t0 in the case of the Janus
and core-shell systems. Droplets condensed from this re-
maining gas make up the small size peak observed in the
size distribution [See Fig. 5].
In order to get a more detailed picture, two parameters
FIG. 6. Species-resolved fraction of atoms within NPs ob-
tained at a quench duration of 5× 106t0 in the (a) alloy, (b)
Janus and (c) core-shell cases.
are evaluated in time, the size of the largest NP and the
fraction of atoms that are found within the crystalline
parts of NPs [See Fig. 7]. Firstly, the size of the largest
NPs increases slowly for t < 2×106t0, which corresponds
to nucleation and growth through monomer accretion,
and then they grow in a step-wise manner through col-
lisions with other NPs. Secondly, the crystalline struc-
tures emerge later at t > 3× 106t0, which corresponds to
kBT < 0.4, and then plateau rapidly.
L s
FIG. 7. Number of atoms within the largest NP and overall
fraction of crystalline atoms within NPs as a function of time.
The figure shows data corresponding to the alloy, Janus, and
core-shell system at a quench duration of 5×106t0.
Not only the size of the largest NPs increases during
the quench but also, and more importantly, the entire
size distribution evolves. For further analysis, the NPs
5are grouped by size into five classes: 2-10, 11-100, 101–
1,000, 1,001–10,000, and 10,001–100,000 atoms. For the
quench duration of 5×106t0, Fig. 8 shows the abundance
of atoms within each of the size classes as a function of
time in the case of the alloy, Janus, and core-shell sys-
tems. The fraction of atoms within the smallest NPs
of up to 10 atoms decreases monotonically with time
in the alloy system, which is consistent with results ob-
tained with pure germanium NPs [74, 75]. In the case of
the Janus and core-shell systems, the curves present lo-
cal maxima at about the time when significant amounts
of atoms of species B condense [See also Fig. 6]. The
amount of atoms within the next larger class of NPs (11-
100 atoms) exhibits a maximum at a simulation time of
≈ 2.0×106t0. While, in the case of the alloy system,
this is the only maximum, a secondary lower maximum,
which corresponds to the formation of droplets mostly
made up of atoms of species B, is found at ≈ 4.0×106t0
for the Janus NPs. This secondary maximum is not ob-
served for the core-shell NPs either, but the fraction of
atoms in NPs of this type and size class increases again
at the end of the simulation. Independent of the sys-
tem type, during a short time window (2.0–2.5×106t0),
most of the atoms are bound in NPs of 101–1,000 atoms.
This particular intermediate size corresponds to the crit-
ical nucleus for the gas to liquid transition as observed at
approximately 300 atoms with monodispersed Lennard-
Jones particles using umbrella sampling [89]. Later dur-
ing the simulations, this fraction decreases again at the
expense of larger NPs. The amount of atoms within the
two largest classes of NPs increases monotonically with
time in each of the systems, albeit none of the largest
NPs are formed in the case of the alloy system.
FIG. 8. Fraction of atoms within NPs of different sizes as a
function of time in case of the simulation with a quench du-
ration of 5×106t0 for the alloy, Janus, and core-shell systems.
C. Tuning structural parameters via the quenching
rate
In what follows, we explore how the quenching rate
influences the probability distributions of the properties
of the NPs. We focus on NP size, shape, crystallinity,
and composition at the end of the quenching simula-
tions. The fraction of atoms within NPs increases with
quench duration [See Fig. 9]. The same tendency was also
noted in simulations where the inert gas pressure was var-
ied [72, 74, 75]. The differences between the three system
types – alloy, Janus, and core-shell – are related to their
different condensation temperatures as well as kinetic ef-
fects. While in the alloy case, atoms of each type may
condense at the NP surface, condensation is limited to
one side of the NP for either species in the case of the
Janus NPs and one species in the case of the core-shell
NPs. In either case, however, most (> 90%) of the atoms
of the system atoms are bound in NPs. As can be appre-
ciated from Fig. 9(b), not only the fraction of atoms in
NPs, also the average size of the NPs increases naturally
with the quench duration. This increase in size is par-
ticularly pronounced with the alloy and Janus systems.
As stated earlier, the size distribution of the Janus and
core-shell NPs is bimodal, which translates here in these
cases to slightly lower average gyration radii.
FIG. 9. Fraction of atoms bound in NPs as well as the average
gyration radii of NPs populations as a function of quench
duration for the alloy, Janus and core-shell system at the end
of the quenching simulation.
The abundance of NPs within the different size classes
as a function of quench duration for the three system
types considered in this work is shown in Fig. 10. The
fraction of atoms found within the three classes of small-
est NP size (up to 1,000 atoms) decreases exponen-
tially (mostly straight lines on the logarithmic plot) with
quench duration. While the rate of decrease becomes
smaller with NP size in the case of the alloy and Janus
systems, it becomes more important for the larger core-
shell NPs. Considering the fact that, per NP, the second
and third smallest class of NPs contain respectively one
and two order of magnitude more atoms than the small-
est class of NPs, less of these larger NPs are generated
in most cases. The majority of atoms are part of NPs
of medium size (1,001–10,000 atoms) at the end of al-
most all the simulations. Considering the logarithmic
scale of Fig. 10, the number of atoms within these NPs
6reaches a clear maximum at a quench duration of about
4× 106t0, where they essentially make up the entire sys-
tem. At larger quench durations, the number of atoms
in the largest NPs of up to 1×105 atoms increases expo-
nentially and becomes comparable to the atoms within
the second largest class of NPs at the largest quench du-
rations (0.9−1.0×107t0) studied here. Since the simula-
tions used here contain 1×105 atoms, we cannot observe
larger NPs than that. We speculate, however, that their
number would be very limited in the range of quench du-
rations discussed here. Their abundance would become
more important at larger quench durations at the expense
of the two largest classes of NPs shown in Fig. 10.
FIG. 10. Fraction of atoms within NPs of different sizes as
a function of the quench duration for the alloy, Janus, and
core-shell systems.
In the following, we characterize the NPs in terms of
their shape, crystallinity, and composition. It turns out
that the asphericity of NPs does not depend very much
on the quench duration (data not shown), or on the type
of system (alloy, Janus, or core-shell). Fig. 11 shows the
average asphericity over all quenching rates as a func-
tion of NP size. While the smallest and largest NPs have
higher asphericity indexes on average, the most spherical
NPs have an intermediate size of 101–1,000 atoms. This
size range was already identified as a critical size of the
gas-liquid transition when studying the temporal evolu-
tion. As such, it suggests that the nucleation core should
be spherical in these systems. It is, therefore, instructive
to consider the internal structure of the NPs: Fig. 11
shows the fraction of crystalline atoms within the NPs,
averaged over all quenching rates, as well. Surprisingly,
the crystallinity is also little dependent on the quench du-
ration (not shown). However, NP size has a significant
effect again: The largest NPs have a higher amount of
crystalline atoms. This is to be expected, as larger NPs
have relatively fewer surface atoms, which are identified
as non-crystalline by the a-CNA method.
The chemical composition of the NPs at the end of
the quenching simulation is given in Fig. 12. In almost
all our simulations (except for the smallest alloy NPs at
quench durations in the range of 2–3×106t0), the amount
of atoms of species A increases with NP size and decreases
with quench duration. The alloy ratio of the two largest
NP populations reaches about unity in all three system
types at the highest quench durations studied here. In
FIG. 11. Asphericity and crystallinity of NPs of different size
classes at the end of the quenching simulations.
the alloy system, all NP populations have an alloy ratio
between 0.65 and 1.15, meaning they always contain a
non-negligible number of atoms of either species. In the
case of the Janus and core-shell systems, this ratio tends
to zero for NPs smaller than 1,000 atoms. In other words,
these NPs are composed mostly of atoms of species B.
Atoms of species B condense at lower temperatures and
thus later in the quenching simulations (compare Fig. 6).
At that time, atoms of species A are already absorbed
into other NPs that are then larger at the end of the
simulation. Therefore, close to the end of the simula-
tions, there is mostly gas of atoms B left that finally
condenses into small, almost monoatomic NPs of species
B. Inversely, atoms of species A condense at higher tem-
peratures, and, in the case of the core-shell NPs form the
core of the NPs.
FIG. 12. Ratio of atoms of species A and B within the fi-
nal NPs grouped into 5 size classes as a function of quench
duration.
IV. CONCLUSIONS
In summary, molecular dynamics simulations were em-
ployed in order to study the formation mechanisms oc-
7curring in the physical synthesis of binary NPs. First, we
confirm that with simple Lennard-Jones interactions, one
can obtain NPs with different chemical ordering: alloy,
Janus, and core-shell. Analyzing the probability distri-
bution, we show that while alloy NPs display narrow size
distributions, Janus and core-shell NPs exhibit bimodal
distributions. Our simulations reveal that the nucleation
and growth mechanisms depend qualitatively on the sys-
tem type, with two-step processes occurring in Janus
and core-shell systems. A critical cluster size emerges
at intermediate time which is reminiscent of a classical
nucleation core in equilibrium conditions. Studying the
temporal evolution, we go beyond equilibrium simula-
tions. In our case, the phase transitions occur at low
free energy barriers and kinetic considerations related to
quench durations are more likely to explain the forma-
tion mechanisms. The quench duration does not affect
the crystallinity nor the asphericity of the NPs but re-
mains an essential parameter to tune NP size and the
chemical ordering, especially for Janus and core-shell sys-
tems. While our modeling follows the simplest possible
approach, it allowed for studying numerous features of
the physical synthesis of binary NPs. As such, we hope
it will encourage further studies with the same modeling,
but even more complex structural characterization using
for instance novel machine-learning methodologies [90].
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