Quantum thermodynamics addresses the emergence of thermodynamical laws from quantum mechanics. The link is based on the intimate connection of quantum thermodynamics with the theory of open quantum systems. Quantum mechanics inserts dynamics into thermodynamics giving a sound foundation to finite-time-thermodynamics. The emergence of the 0-law I-law II-law and IIIlaw of thermodynamics from quantum considerations is presented. The emphasis is on consistence between the two theories which address the same subject from different foundations. We claim that inconsistency is the result of faulty analysis pointing to flaws in approximations.
efficiency [2, 3] . Power optimisation leads to efficiency at maximum power identical to finite time thermodynamics [8] . Many dynamical models have been introduced for different types of continuous quantum engines, all consistent with the laws of thermodynamics [7, 8, 13, 20, 24, 25, [51] [52] [53] [54] [55] [56] [57] [58] [59] [60] [61] [62] [63] [64] [65] . The prime example of a continuous refrigerator is laser cooling. In this context it is obtained by reversing the operation of a 3-level laser [51, 52, [66] [67] [68] [69] [70] [71] [72] [73] . A quantum absorption refrigerator has also been studied which is a refrigerator with heat as its power source [53, 66, 74, 75] . An example could be a refrigerator driven by sunlight [76] .
Amazingly, in all these examples a thermodynamical description is appropriate up to the level of a single open quantum system [8, 35, 62, 77] . The common assumption that thermodynamics applies solely to macroscopic systems is only true in classical mechanics. There are alternative approaches to the emergence of thermodynamical phenomena, for example based on the complexity of the spectrum of large quantum systems [78] [79] [80] [81] . For such systems the closed system dynamics of global observables is indistinguishable from dynamics generated by LGKS generators [82, 83] .
Two contemporary fields of research: Ultra cold matter and quantum information processing are closely related to quantum thermodynamics. Cooling mechanical systems unravels their quantum character. As the temperature decreases, degrees of freedom freeze out, leaving a simplified dilute effective Hilbert space. Ultracold quantum systems contributed significantly to our understanding of basic quantum concepts. In addition, such systems form the basis for emerging quantum technologies. The necessity to reach ultralow temperatures requires focus on the cooling process itself, i. e. , quantum refrigeration. A key theme in quantum information processes is error correction. The resource for these operations are cold ancilla qubits [84] . It is therefore expected that a quantum computer will be intimately connected to a quantum refrigerator.
The present review follows the manifestation of the laws of thermodynamics in their quantum dynamical context.
• 0-law of thermodynamics deals with the partition of the system from the bath.
• I-law: The first law of thermodynamics is a statement of conservation of energy.
• II-law: The second law is a statement on the irreversibility of dynamics: the breakup of time reversal symmetry. An empirical definition: Heat will flow spontaneously from a hot source to a cold sink. These statements are translated to quantum definitions of positive entropy generation.
• III-law: We will analyse two formulations. The first: The entropy of any pure substance in thermodynamic equilibrium approaches zero as the temperature approaches the absolute zero. The second formulation is a dynamical one, known as the unattainability principle: It is impossible by any procedure, no matter how idealised, to reduce any assembly to absolute zero temperature in a finite number of operations.
II. QUANTUM OPEN SYSTEMS
Quantum thermodynamics is based on a series of idealisations in similar fashion to the ideal gas model which serves classical thermodynamics. The theory of quantum open systems is the inspiration for many of these idealisations. The primary goal of open quantum systems theory is to develop a local dynamical description of the dynamics of a system coupled to an environment termed "reduced dynamics". The variables of the theory are defined by local system observables. These observables constitute the quantum thermodynamical description. To account for possible system-bath entanglement the system has to be described by a mixed stateρ S . Observables are obtained from:
It is customary to assume that the entire world is a large closed system and, therefore, time evolution is governed by a unitary transformation generated by a global Hamiltonian. For the combined system bath scenario the global Hamiltonian can be decomposed into::Ĥ =Ĥ S +Ĥ B +Ĥ SB ,
whereĤ S is the system's HamiltonianĤ B the bath Hamiltonian andĤ SB the system-bath interaction. Formally, the state of the system can be obtained from a partial trace over the combined system:ρ S (t) = Tr B {ρ SB (t)} = Tr B {Ûρ SB (0)Û † }, whereÛ is generated by the total Hamiltonian:Û = e − i Ĥ t . Reduced dynamics is an equivalent description utilising only systems operators. The desired outcome is to obtain a local dynamical theory.
There are two major strategies to derive such equations. The first is based on the weak system-bath coupling expansion which leads to an integro-differential equation for the systems stateρ S [86] :
where K is the memory kernel, and an additional assumption that at t = 0 the system and bath are uncorrelated:
Assuming the bath dynamics is fast, Eq. (2) reduced to a differential form [87, 88] :
where L D is the generator of dissipative dynamics. The alternative approach to reduced dynamics searches for the most general form of the generator of Markovian dynamics or in more technical terms: A quantum dynamical completely positive semigroup [86, 89] . Kraus has shown [90] that starting from an uncorrelated initial system and bath state Eq. (3), a reduced map Λ S (t) to the final time has always the structure:ρ
whereK are system operators and jK jK † j =Î. When adding a Markovian assumption Λ S (t) = e Lt the differential generator L of the map becomes [5, 6] :
whereV are system operators andĤ S is a renormalised system Hamiltonian. Eq. (6) is the Lindblad-GoriniKossakowski-Sudarshan (LGKS)-semi group generator [5, 6] . In the LGKS derivation the operatorsV j are unrestricted systems operators. Explicit derivations such as in Eq. (23) relate the operatorsV j to system-bath coupling terms. The Markovian dynamics implies also that Eq. (3) is true for all times [91] . The completely positive construction assures that the dynamics can be generated from a non-unique Hamiltonian model of some large system. The Heisenberg representation supplies a direct link to quantum thermodynamical observables. The dynamics of an observable represented by the operatorÔ it has the form:
where the possibility that the operatorÔ is explicitly time dependent is included. Eq. (7) allows to follow in time thermodynamical observables, such as energy, for a desired process.
III. THE 0-LAW
The zero law of thermodynamics is typically stated as: If A and C are each in thermal equilibrium with B, A is also in equilibrium with C. A thermodynamical description is based on idealised partitions between subsystems. An isothermal partition, for example, allows heat to flow from system to bath maintaining the integrity of the subsystems. Consistency with quantum mechanics due to the global structure of the theory is therefore a non-trivial statement.
A. System bath partition
Quantum thermodynamics idealises that the system can be fully described by local operators, which is equivalent to the condition:ρ
In Eq. (8) there is no system-bath entanglement, which is also true for Markovian dynamics. Thermodynamically the local description of the system is equivalent to the extensivity of its observables. We conclude that the dynamics represented by the LGKS generator Eq. (6) is closely linked to a thermodynamical framework.
B. Thermal equilibrium
An equilibrium state in general is defined as stationary and stable. This assumption is used to derive the KuboMartin-Schwinger stability criterion for thermal equilibrium [92, 93] . This criterion will imply that in equilibrium there is no energy current between system and bath. If we extend the description to a network of baths connected by systems:Ĥ =Ĥ S1 +Ĥ Ba +Ĥ S1Ba +Ĥ S2 +Ĥ S1Ba +Ĥ B b +Ĥ S1B b +Ĥ S2Ba ...
then the KMS condition for a tensor product state of subsystems implies the 0-law for a network of coupled systems.
IV. THE I-LAW
The I-law is devoted to the elusive concept of energy conservation. If the universe is closed and passive, meaning there are no source terms, then its energy is conserved. This implies that the total evolution is unitary, where the dynamics is generated by a total HamiltonianĤ, Cf. Eq. (1) and Eq. (9) . As a result the total energy expectation Ĥ is constant. Quantum thermodynamics focusses on the balance of energy of systems coupled to a bath. The local change is the sum of the heat currents in and out of the system: Heat flow from the environments and power from an external source. The time derivative of the system's energy balance becomes:
where J j is the heat current from the jth bath, and P is the external power. The quantum thermodynamic version of the I-law is obtained by inserting the system HamiltonianĤ S into Eq. (7) leading to:
since [Ĥ S ,Ĥ S ] = 0 only the dissipative part of L appears. The heat currents J j can be identified as:
and the power becomes:
Eq. (12) and (13) are the dynamical versions of the I-law based on Markovian dynamics [8, 94, 95] . The criticism of relying exclusively on LGKS generators is that they are not unique. In addition such reliance may violate the II-law. The non-uniqueness is caused by the substitutionV →V + iγÎ andĤ S →Ĥ S + γ 2 (V +V † ) which maintains the dynamics generated by Eq. (7) invariant. In contradiction, the heat current L D (Ĥ S ), is not invariant to this transformation. The origin of this fuzziness of the definition stems from arbitrariness of accounting for the system bath interaction energy inĤ S . To obtain a consistent definition of the I-law additional restrictions must be imposed.
A. The dynamical generator in the weak system-bath coupling limit A unique and consistent approach is obtained by deriving the generator L D in the weak system bath coupling limit. In this limit the interaction energy can be neglected. This approach represents a thermodynamical idealisation: It allowed energy transfer while keeping a tensor product separation between the system and bath, i.e. a quantum version of an isothermal partition.
Consider a system and a reservoir (bath), with a "bare" system HamiltonianĤ S and the bath HamiltonianĤ B , interacting via the Hamiltonian λĤ int = λŜ ⊗B. Here λ is the coupling strength. It is assumed that the bath is stationary:
The reduced, system-only dynamics in the interaction picture map is defined by a partial trace over the batĥ
where the unitary propagator in the interaction picture is described by the time ordered exponential
S(t) is defined with respect to the renormalized, physical,Ĥ S and notĤ S which can be expressed aŝ
The renormalizing terms containing powers of λ are Lamb-shifts corrections due to the interaction with the bath. The lowest order (Born) approximation with respect to the coupling constant λ yieldsĤ corr 1 . A convenient tool to represent the reduced map is a cumulant expansion
One finds that K (1) = 0 and the weak coupling limit consists of terminating the cumulant expansion at n = 2, hence we denote the generator
One obtains
where F (s) = Tr{ρ BB (s)B}. The similar terms in Eq. (21) are of the formρ SŜ (s)Ŝ(u) † andŜ(s)Ŝ(u) †ρ S . The Markov approximation (in the interaction picture) means that for sufficient long time the generator in Eq. (19) becomes:
where L is a Linblad-Gorini-Kossakowski-Sudarshan (LGKS) generator [5, 6] . To find its form the effective system coupling termŜ(t) is decomposed into its Fourier componentŝ
where the set {ω} contains Bohr frequencies of the Hamiltonian
Then Eq. (21) can be written as
with the use of two crucial approximations:
This condition works for for t max{1/(ω − ω )}. These two approximations lead to K(t)ρ S = (t/ 2 ) ωŜ ωρSŜ † ω G(ω) + (similar terms), and hence it follows from Eq. (22) that L D is a special case of the LGKS generator Eq. (6) derived for the first time by Davies [87] . Returning to the Schrödinger picture one obtains the following Markovian master equation:
The positivity G(ω) ≥ 0 follows from Bochner's theorem and is a necessary condition for the complete positivity of the Markovian master equation.
The absence of off-diagonal terms in Eq. (28), compared to Eq. (25), is the crucial property of the Davies generator which can be interpreted as coarse-graining in time of fast oscillating terms. It implies also the commutation of L D with the Hamiltonian part [Ĥ S , •]. This fixes the ambiguity in Eq. (7) of the partition between the Hamiltonian and dissipative parts. Markovian behaviour involves a rather complicated cooperation between system and bath dynamics. This means that in phenomenological treatments, one cannot combine arbitrary system HamiltoniansĤ S with a given LGKS generator. This observation is particularly important in the context of quantum thermodynamics, where it is tempting to study Markovian dynamics with an arbitrary control Hamiltonian. Erroneous derivations of the quantum master equation can easily lead to a violation of the laws of thermodynamics cf. next section.
For a bath at thermal equilibrium the additional Kubo-Martin-Schwinger (KMS) [92, 93] condition holds
where T is the bath's temperature. As a consequence of (29) the Gibbs statê
is a stationary solution of (28) . Under mild conditions (e.g : "the only system operators commuting withĤ S andŜ are scalars") the Gibbs state is a unique stationary state and any initial state relaxes towards equilibrium which is consistent with the "0-th law of thermodynamics". The corresponding thermal generator in Heisenberg form becomes:
where finally the kinetic coefficients become Fourier transforms of the bath autocorrelation functions:
The weak system bath coupling is the quantum version of the thermodynamic isothermal partition between system and bath. It preserves the autonomy of the system's observables allowing energy flow across the boundary, thus restoring the definition of the heat flow J Eq. (12) and power Eq. (13).
B. Thermal generators for periodic driving fields
An external perturbation modifying the hamiltonian of the system will also modify the heat flow. As a result, the LGKS generator has to be renormalised. For a slow change one can adopt the adiabatic approach and use the temporary systems Hamiltonian to derive L D . In general, the temporal changes in the system's Hamiltonian have to be incorporated in the derivation of the dissipative generator. This task is difficult since fast changes may alter the Markovian assumption. An important class of problems in quantum thermodynamics is periodically driven systems. Periodic heat engines and power driven refrigerators fall into this class.
A derivation of the dissipative generator L D limited to a periodically driven time dependent Hamiltonian cf. Eq. (13) is sketched.
1. The system's renormalised Hamiltonian is now periodic in time:
The role of the constant Hamiltonian is played by an effective HamiltonianĤ ef t defined by the spectrum of the periodic propagator:
k are called "quasi-energies". (23) is replaced by a double Fourier decomposition:
The Fourier decomposition
where Ω = 2π/τ and {ω} = { k − l }. The decomposition above follows from Floquet theory.
3. The generator in the interaction picture is the sum of its Fourier components:
where
Returning to the Schrödinger picture we obtain the following master equation:
In particular, one can represent the solution of (38) in the form
Any state, satisfying Lρ = 0, defines a periodic steady state (limit cycle)
Finally, one should notice that in the case of multiple couplings and multiple heat baths the generator L can be always represented as an appropriate sum of the terms, like Eq. (31).
C. Heat flows and power for periodically driven open systems
The heat currents for periodic systems break up to a sum of Fourier components for each bath labeled by index j. Then the generator in the interaction picture become:
where any single L j ωq has a structure of Eq. (37) with the appropriate γ j (ω). The corresponding time-dependent objects satisfy
Using the decomposition (42) , one can define a local heat current which corresponds to the exchange of energy ω + qΩ with the j-th heat bath for any initial state
The heat current associated with the j-th bath is a sum of the corresponding local ones
where the sum is over multiples of Floquet frequency and Bohr frequencies of the effective Hamiltonian. We emphasise in this section a dynamical version of the I-law based on examining energy currents between the system and baths. This derivation for a periodically driven system is also consistent with the II-law of thermodynamics [51, 75, 96] .
V. THE II-LAW
The second law is a statement on the irreversibility of dynamics or alternatively the breakup of time reversal symmetry. This should be consistent with the empirical direct definition: Heat will flow spontaneously from a hot source to a cold sink. In classical thermodynamics this statement is equivalent to the statement that the change in entropy of the universe is positive: ∆S ≥ 0. In addition, the entropy generation is additive. There is considerable confusion in the adaptation of the second-law in quantum mechanics where static and dynamical viewpoints are employed.
From a static viewpoint, for a closed quantum system the II-law of thermodynamics is a consequence of the unitary evolution [97] . In this approach one accounts for the entropy change before and after a change in the entire system. A dynamical viewpoint is based on local accounting for the entropy changes in the subsystems and the entropy generated in the baths.
A. Entropy
In thermodynamics, entropy is related to a concrete process. In quantum mechanics this translates to the ability to measure and manipulate the system based on the information gathered by measurement [98] . An example is the case of Maxwell's demon which has been resolved by Szilard [99] [100] [101] [102] . There is a close relationship between the theory of quantum measurement and filtering out an outcome [85, 103] . Gathered information can be employed to extract work from a single bath [54] . This means that the gathered information depends on the particular measurement therefore for the same system different entropies appear depending on the observable being measured. Entropy of an observable is associated with the complete projective measurement of an observableÂ where the operatorÂ has a spectral decomposition:Â = i α iPi andP i = |α i α i |. The probability of the outcome is therefore p i = tr{ρP i }. The entropy associated with the observableÂ is the Shannon entropy with respect to the possible outcomes [37] :
where dimensionless units are chosen for entropy i.e. k B = 1. The most significant observable in thermodynamics is the energy represented by the Hamiltonian operatorĤ and its associated energy entropy S E [104] . von Neumann suggested to single out the most informative observable to characterise the entropy of the system. This invariant is obtained by minimising the entropy with respect to all possible observables. The most informative observable operator commutes with the state of the system [V,ρ] = 0. The entropy of this observable is termed the von Neumann entropy [85] and is equal to:
As a consequence, S A ≥ S vn for all observablesÂ =V. S vn is invariant to a unitary transformation changing the statê ρ. The invariance is a consequence of the entropy being a functional of the eigenvalues ofρ. A unitary transformation does not change these eigenvalues. The von Neumann entropy S vn is additive only for a system state which is composed of a tensor product of its subsystemsρ = j ⊗ρ j . In the general case the subsystems are entangled. If local measurements are only accessible then the observable entropy relates to a product of local observablesÔ = j ⊗Ô j . Since this is a restricted class of operators, the associated entropy which is the sum of entropies of the subdivision, is always larger than the total von Neumann entropy.
j S vnj ≤ S vn . The extreme example is an entangled pure state where for the bipartite case S vn = 0 and S vn1 = S vn2 > 0. This observation is the base for using the reduced state entropy as a measure of entanglement [105] [106] [107] . Consider an uncorrelated initial state: Once an interaction Hamiltonian turns on, the dynamics will cause the sum of local entropies to increase [108] . A local structure imposed on the total system by thermodynamic partitions is the source of local entropy increase. In general, entropy in quantum mechanics is not additive. Once a tensor product partition is imposed the quantum entropy becomes additive. Alternative sources for entropy increase have been suggested. For example, in a scattering event the correlation generated by the interaction is lost when the scattering partners reach indefinite distance [39] . Quantum complexity can also lead to quantum thermalization [80, 81] and entropy increase [104] .
B. Quantum networks and quantum devices
A quantum network is defined as a collection of interconnected quantum systems and baths at different temperatures, cf. Fig. 1 and 2 . This network can be decomposed into two elementary segments: A wire and a junction. The wire is a transport line between two segments. In the most simple form it connects two baths. The junction is a tricycle; a system combining three currents. A heat engine is a tricycle connected to three baths; A work bath, and a hot and cold bath. More complex networks can be constructed from these two basic elements cf. Fig. 2 . A linear network composed of linearly coupled harmonic oscillators can be decomposed to wires only [109] . 
Quantum networks are subject to the Clausius version of the II-law [110]:
• No process is possible whose sole result is the transfer of heat from a body of lower temperature to a body of higher temperature.
This statement can be generalised to N coupled heat baths in steady state: A dynamical version of the II-law can be proven, based on Spohn's inequality [111] :
which is valid for any LGKS generator L with a stationary stateρ.
Computing the time derivative of the von Neumann entropy S vn (t) = −k B Tr{ρ(t) lnρ(t)} and applying (49) one obtains the II-law in the form
where S vn (t) = −Tr ρ(t) lnρ(t) . The heat currents in the steady state for a periodically driven systemρ(t) are time-independent and given bỹ
In steady-state they satisfy the II-law in the form
while, according to the I-law
is the averaged power (negative when the system acts as a heat engine). In the case of a single heat bath the heat current is always strictly positive except for the case of no-driving when it is equal to zero. For the constant Hamiltonian these formulas are also applicable after removing the index q, which implies also that M j=1J j = 0. In a linear quantum system composed of linearly coupled harmonic oscillators this statement can be derived directly [109] .
External power carries with it zero entropy generation. This is also the case of entropy generation originating from a bath with infinite temperatureṠ = −J /(T → ∞) = 0. Also power obtained from pure Gaussian white noise carries with it zero entropy generation. Another source of zero entropy is a weak quantum measurement [112] . It seems counterintuitive but a refrigerator driven by external power, a high temperature bath, by white noise or by quantum measurements are all equivalent from a thermodynamical standpoint [67] .
An illuminating example is of work converted to heat in a driven two-level-system coupled to a bath. Work is a zero entropy source, therefore it will generate a current flowing to the bath at any finite temperature. Consistency with the second law will demand that the work will be dissipated to heat in the bath. In 1946 Bloch proposed to describe the motion of the components of the macroscopic nuclear polarisation, M, subject to an external, time-dependent, magnetic field [113] . The Bloch equations have been extended to the optical regime becoming the workhorse of spectroscopy [114] . The Bloch equations have been derived and re-derived based on the weak system-bath coupling limit [115] . Their form has the LGKS structure. Surprisingly, these sets of equations for strong driving fields violate the II-law [96] . The reason for this violation is that in these derivations the energy levels of the system are not dressed by the external driving field. A derivation of a generalised master equation within the Floquet theory restores the II-law [96, 116] .
A similar problem arises for the tricycle case. The three-level laser is such an example. The equivalence of the three-level laser with the Carnot engine was first derived by Scovil et al. [2, 3] . A dynamical set of equations for the laser known as Lamb's equation [117] also violates the II-law [51] . Again, the remedy is a dressed state framework for deriving the dissipative LGKS generator [51, 75] . An interesting case is a tricycle driven by a Poissonian noise. Such nose has a unitary component which effectively modifies the Hamiltonian of the system. As a result the detailed balance conditions of the hot and cold bath are modified [66] . Only this procedure saves the II-law of thermodynamics.
The warning emerging from these examples is that a careful derivation of the LGKS generator is required in order to be consistent with the II-law of thermodynamics. Examples of violations have been published [118] which could be traced to a flaw in the Master equation.
C. Approach to steady state: Limit cycle
In a quantum network the quantum thermodynamical framework leads to a steady state solution: The limit cycle. The monotonic approach to steady state can be proven for an evolution generated by a completely-positive-map Λ.
For such a map the conditional entropy:
is always decreasing [119] :
Ifρ f is an invariant of the map Λ then repeated application of the map will lead to a limitρ →ρ f [120, 121] . A quantum network whose generator is a sum of LGKS generators will reach steady state. A reciprocating quantum engine can be described by a completely positive map U which is the product of the maps of each segment. For example, a map of the Otto refrigerators U = U h U hc U c U ch [26, 122] . The above argument means that such cycles will reach a limit cycle of operation [26] .
D. The quantum and thermodynamical adiabatic conditions and quantum friction
Thermodynamical adiabatic processes have no entropy change. Typically, an external control modifies the state. A quantum version of an adiabatic process can be modelled by an externally controlled time dependent Hamiltonian H(t). If the system is isolated the dynamics is unitary and therefore S vn is a constant. For this reason the relevant entropy measure for quantum adiabatic processes is the energy entropy S E cf. Eq. (46) . A quantum adiabatic process is defined by S E constant. Taking the time derivative leads to:
where p j is the expectation of the projection on the instantaneous energy level j (t). The adiabatic condition is therefore equivalent to no net change in the population of the instantaneous energy levels. This implies that the Hamiltonian should commute with itself at different times:[Ĥ(t),Ĥ(t )] = 0. A generic control Hamiltonian used to modify the system from an initial to a final state is typically constructed from a static "drift" HamiltonianĤ 0 and a time dependent control partĤ C (t):
Typically, [Ĥ 0 ,Ĥ C (t)] = 0 therefore also [Ĥ(t),Ĥ(t )] = 0 and time ordering corrections mean that strictly adiabatic processes are impossible. Approximate adiabatic dynamics require therefore a slow change of the control Hamiltonian H C (t). These conditions are defined by the adiabatic parameter µ = ij |ω ij /ω 2 ij | 1 where ω ij = ( i − j ) are the instantaneous Bohr frequencies [123] .
The adiabatic condition is an important idealisation in thermodynamics. For example if the initial state is the ground state then the adiabatic conditions define the path that will require minimum work to reach the final value of the control which will be the ground state of the modified Hamiltonian. This statement can be generalised for an initial thermal state of an harmonic oscillator and a TLS, which will commute withĤ(t) and maintain a thermal state at all times [32] .
When the adiabatic conditions are not fulfilled, additional work is required to reach the final control value. For an isolated system this work is recoverable since the dynamics are unitary and can be reversed. The coherences stored in the off-diagonal elements of the density operator carry the required information to recover the extra energy cost and reverse the dynamics. Typically, this energy is not recoverable due to interaction with a bath that causes energy dephasing. The bath in this case acts like a measuring apparatus of energy. This lost energy is the quantum version of friction [27, 36, 37] . The deviation form adiabatic behaviour can be related to the difference between the energy entropy and the von Neumann entropy [122] .
There are several strategies to minimise the effect of quantum friction. One possibility, termed quantum lubrication, is to force the state of the system to commute with the instantaneous Hamiltonian [ρ(t),Ĥ(t)] = 0. This can be achieved by adding an external source of phase noise [38] . It was found that lubrication could be achieved in a small window of control parameters. Outside this window the noise caused additional heating of the system. In the case of quantum refrigerators this noise was always harmful leading to a minimum temperature the refrigerator can reach [33, 124] .
Is it possible to find non-adiabatic control solutions with an initial and final state diagonal in the energy representation [ρ i ,Ĥ(0)] = 0, [ρ f ,Ĥ(t f )] = 0 ? This possibility, which relies on special dynamical symmetries, has been termed shortcut to adiabaticity [32, [40] [41] [42] [43] [44] 125] . The idea is to optimise the scheduling function f (t) of the control H C (t) =V C f (t) in such a way that in the shortest time the frictionless transformation from an initial value of the control function to a final value is achieved.
VI. THE III-LAW
Two independent formulations of the III-law of thermodynamics exist, both originally stated by Nernst [126] [127] [128] . The first is a purely static (equilibrium) one, also known as the "Nernst heat theorem": phrased:
• The entropy of any pure substance in thermodynamic equilibrium approaches zero as the temperature approaches zero.
The second formulation is dynamical, known as the unattainability principle:
• It is impossible by any procedure, no matter how idealised, to reduce any assembly to absolute zero temperature in a finite number of operations [128, 129] .
There is an ongoing debate on the relations between the two formulations and their relation to the II-law regarding which and if at all, one of these formulations implies the other [130] [131] [132] [133] . Quantum considerations can illuminate these issues.
At steady state the second law implies that the total entropy production is non-negative, cf. Eq. (52) . When the cold bath approaches the absolute zero temperature, it is necessary to eliminate the entropy production divergence at the cold side. The entropy production at the cold bath when T c → 0 scales aṡ
For the case when α = 0 the fulfilment of the second law depends on the entropy production of the other baths, which should compensate for the negative entropy production of the cold bath. The first formulation of the III-law slightly modifies this restriction. Instead of α ≥ 0 the III-law imposes α > 0 guaranteeing that at absolute zero the entropy production at the cold bath is zero:Ṡ c = 0. This requirement leads to the scaling condition of the heat current
. The second formulation is a dynamical one, known as the unattainability principle; No refrigerator can cool a system to absolute zero temperature at finite time. This formulation is more restrictive, imposing limitations on the system bath interaction and the cold bath properties when T c → 0 [67] . The rate of temperature decrease of the cooling process should vanish according to the characteristic exponent ζ:
Solving Eq. (60), leads to;
where c is a positive constant. From Eq. (61) the cold bath is cooled to zero temperature at finite time for ζ < 1. The III-law requires therefore ζ ≥ 1. In order to evaluate Eq.(60) the heat current can be related to the temperature change:
This formulation takes into account the heat capacity c V (T c ) of the cold bath. c V (T c ) is determined by the behaviour of the degrees of freedom of the cold bath at low temperature. Therefore the scaling exponents can be related ζ = 1 + α − η where c V ∼ T η c when T c → 0. To get additional insight specific cases are examined. The quantum refrigerator models differ in their operational mode being either continuous or reciprocating. When T c → 0 the refrigerators have to be optimised adjusting to the decreasing temperature. The receiving mode of the refrigerator has to become occupied to transfer energy. The rate of this process is proportional to a Boltzman term ω γ c exp[− ωc k B Tc ]. When optimized for maximum cooling rate the energy difference of the receiving mode should scale linearly with temperature ω c ∼ T c [32, 52, 53, 66, 67] . Once optimised the cooling power of all refrigerators studied have the same dependence on the coupling to the cold bath. This means that the III-law depends on the scaling properties of the heat conductivity γ c (T c ) and the heat capacity c V (T c ) as T c → 0.
A. Harmonic oscillator cold heat bath
The harmonic heat bath is a generic type of a quantum bath. It includes the electromagnetic field: A photon bath, or a macroscopic piece of solid; a phonon bath, or Bogliyobov excitations in a Bose Einstein condensate. The model assumes linear coupling of the refrigerator to the bath. The standard form of the bath's Hamiltonian is:
where a(k), a † (k) are annihilation and creation operators for a mode k. For this model the weak coupling limit procedure leads to the LGKS generator with the cold bath relaxation rate given by
For the bosonic field in d-dimensional space, where k is a wave vector, and with the linear low-frequency dispersion law (ω(k) ∼ |k|) the following scaling properties for the cooling rate at low frequencies are obtained
where ω 
Taking into account that for low temperatures the heat capacity of the bosonic systems scales like
which produces the scaling of the dynamical equation, Eq. (60)
Similarly, the same scaling Eq. (69) is achieved for the periodically driven refrigerator, with the optimization tuning ω c , λ ∝ T c . The III-law implies a constraint on the form of interaction with a bosonic bath
For standard systems like electromagnetic fields or acoustic phonons with linear dispersion law ω(k) = v|k| and the formfactor g(k) ∼ |k|/ ω(k) the parameter κ = 1 as for low ω, |g(ω)| 2 ∼ |k|. However, the condition (70) excludes exotic dispersion laws ω(k) ∼ |k| α with α < 1 which anyway produce the infinite group velocity forbidden by the relativity theory. Moreover, the popular choice of Ohmic coupling is excluded for systems in dimension d > 1. The condition (70) can be also compared with the condition
which is necessary to assure the existence of the ground state for the bosonic field interacting by means of the Hamiltonian (63) . The third law loses its validity if the cold bath does not have a ground state. For a harmonic bath this could happen if even one of the effective oscillators has an inverted potential.
A natural physical stability condition which should be satisfied by any model of an open quantum system is that its total Hamiltonian should be bounded from below and should possess a ground state. In the quantum degenerate regime even a mixture of isotopes will segregate and lead to a unique ground state. In the case of systems coupled linearly to bosonic heat baths it implies the existence of the ground state for the following bosonic Hamiltonian (compare with (63) ):
Introducing a formal transformation to a new set of bosonic operators
we can write
with the formal ground state |0 satisfying
For the interesting case of an infinite set of modes {k}, labeled by the d-dimensional wave vectors, two problems can appear:
1) The ground state energy E 0 can be infinite, i.e. does not satisfy
2) The transformation (73) can be implemented by a unitary one, i.e. b(k) = U a(k)U † if and only if
Non-existence of such a unitary implies non-existence of the ground state (75) (in the Fock space of the bosonic field) and is called van Hove phenomenon [134] . While the divergence of the sums (76), (77) (or integrals for infinite volume case) for large |k| can be avoided by putting an ultra-violet cutoff, the stronger condition (77) imposes restrictions on the form of g(k) at low frequencies. Assuming, that ω(k) = v|k| and g(k) ≡ g(ω) the condition Eq. (77) is satisfied for the following low-frequency scaling in the d-dimensional case
These conditions on the dispersion relation of the cold bath required for a ground state are identical to the conditions for the III-law Eq. (71) . The consistency with the III-law ensures the existence of the ground state.
C. Ideal Bose/Fermi gas cold heat bath
An important generic cold bath consists of a degenerate quantum gas composed of ideal Bose or Fermi gas. The model refrigerator consists of the working medium of (infinitely) heavy particles with the internal structure approximated (at least at low temperatures) by a two-level-system (TLS) immersed in the low density gas at the temperature T c . Insight into the III-law comes from realising that the degenerate gas is in equilibrium with a normal part. The external refrigerator only couples to the normal part. Once the temperature approaches zero the fraction of the normal part decreases, eventually nulling the cooling current. Another source of excitations are collective excitations of Bogoliubov type [135] . The low energy tail can be described as a phonon bath with linear dispersion thus the previous section covered the III-law for these excitations.
The Markovian dynamics of such systems was derived by Dumcke [136] in the low density limit and N -level internal structure. For the case of the TLS there is one receiving Bohr frequency ω c . Cooling occurs due to the non-elastic scattering leading to energy exchange with this frequency [67] :
with n the particles density, f Tc ( p g ) the probability distribution of the gas momentum strictly given by Maxwell's distribution, p and p are the incoming and outgoing gas particle momentum. E( p) = p 2 /2m denotes the kinetic energy of gas particle. At low-energies (low-temperature), scattering of neutral gas at 3-d can be characterized by s-wave scattering length a s , having a constant transition matrix, |T | 2 = ( 4πas m ) 2 . For this model the integral (79) is calculated
where K p (x) is the modified Bessel function of the second kind. Notice that formula (80) is also valid for an harmonic oscillator instead of TLS, assuming only linear terms in the interaction and using the Born approximation for the scattering matrix. Optimizing formula (62) with respect to ω c leads to ω c ∼ T c . Then the scaling of the heat current becomes:
When the Bose gas is above the critical temperature for the Bose-Einstein condensation the heat capacity c V and the density n are constants. Below the critical temperature the density n in formula (79) should be replaced with the density n ex of the exited states, having both c V , n ex scale as ∼ (T c ) 3 2 which finally implies
In the case of Fermi gas at low temperatures only the small fraction n ∼ T c of fermions participate in the scattering process and contribute to the heat capacity, the rest is "frozen" in the "Dirac sea" below the Fermi surface. Again, this effect modifies in the same way both sides of (60) and therefore (82) is consistent with the III-law. Similarly, a possible formation of Cooper pairs below the critical temperature does not influence the scaling (82) . Figure 3 demonstrates the III-law showing the vanishing of the cooling current J c and the temperature decrease rate dTc dt as a function of T c for the cases of the harmonic bath and Bose gas bath.
FIG. 3:
A demonstration of the III-law. The vanishing of the cooling current and the rate of temperature decrease as Tc → 0. The harmonic bath in 3-D indicated in blue and Bose gas in three dimensions indicated in red. The Bose gas cools faster when Tc → 0 but its rate of temperature decrease is slower than the harmonic bath.
D. Thermoelectric refrigerators
Thermoelectric effect is a combined charge and heat flow between two or more reservoirs [137] . The non linear interaction that allows such a device to operate is supplied by the coupling between these currents. The first law is modified by the electrical power P e j = V j I j where V j is the bias voltage and I j is the electrical current.The I-law becomes:
The II-law is not modified based on scattering theory the charge redistribution does not change entropy [138] .
The maximum heat current that can be extracted from the cold bath is limited by [137] :
where N c is the number of scattering channels. This means that the scaling of the heat current is J c ∼ T The dynamical version of the III-law is up for critical analysis [67] . The examples of quantum refrigerators show that the cooling exponents are independent of the type of refrigerator model used. The III-law exponents depend on the cold bath characteristics, the ratio between the heat conductivity and the heat capacity for a specific bath. This ratio should scale as ∼ T ζ c , ζ > 1 for the III-law to hold cf, Eq. (60) . There has been a recent challenge to the III-law claiming that zero temperature can be reached [75, 139] . The present view advocates that this discrepancy is caused by an uncontrolled approximation leading to the particular dispersion used.
VII. CONCLUSIONS
A dynamical view of quantum thermodynamics was presented. The theory is based on a series of idealisations the main one is to impose a local structure through thermodynamic partitions. If the dynamics of the universe is generated by a hamiltonian, then the conservation of energy and conservation of von Neumann entropy is a trivial statement. But without partitions local information on the world cannot be extracted. Our goal is to learn about our local environment. Quantum thermodynamics follows the laws of thermodynamics within a local structure. The theory of open quantum systems is employed to construct such partitions. The weak coupling limit is an idealisation employed to construct isothermal partitions which are consistent with the first and second law of thermodynamics.
Quantum thermodynamics is applicable up to the level of a single particle. This means that very simple models have the same thermodynamical characteristics of macroscopic devices. For example efficiency at maximum power related to finite-time-thermodynamics. Also the quantum and thermodynamical adiabatic behaviour are closely linked. Deviations lead to friction resulting in reduced efficiency.
The III-law can be thought of as an attempt to isolate completely a subsystem. Once a system is cooled to the absolute zero temperature it reaches a pure ground state and therefore becomes disentangled from the rest of the universe. The III-law is a statement that obtaining an isolated pure state is an idealisation impossible at finite time.
This review advocates the view that the laws of thermodynamics are true in any quantum circumstance. An apparent failure of a quantum model is caused by flaws in the approximation, usually in the derivation of the master equations. One can therefore use thermodynamics as a consistency check for approximate quantum theories.
