Cooperation among genetically unrelated individuals is a fundamental aspect of society, but it has been a longstanding puzzle in biological and social sciences. Recently, theoretical studies in biology and economics showed that conditional cooperationcooperating only with those who have exhibited cooperative behaviorcan spread over a society. Furthermore, experimental studies in psychology demonstrated that people are actually conditional cooperators. In this study, we used functional magnetic resonance imaging to investigate the neural system underlying conditional cooperation by scanning participants during interaction with cooperative, neutral and non-cooperative opponents in prisoner's dilemma games. The results showed that: (i) participants cooperated more frequently with both cooperative and neutral opponents than with non-cooperative opponents; and (ii) a brain area related to cognitive inhibition of pre-potent responses (right dorsolateral prefrontal cortex) showed greater activation, especially when participants confronted non-cooperative opponents. Consequently, we suggest that cognitive inhibition of the motivation to cooperate with non-cooperators drives the conditional behavior.
INTRODUCTION
Cooperation is crucial for our survival in a society. In fact, we can find forms of cooperation, such as food-sharing and management of common-pool resources, all over the world (Kaplanand and Hill, 1985; Ostrom et al., 1999) .
On the other hand, cooperation among genetically unrelated individuals has been a longstanding puzzle in biology and economics. This is because cooperation is often costly to those who practice it, while others benefit. In recent decades, using the prisoner's dilemma (PD) game ( Figure 1A ), many theoretical studies showed that a conditional cooperation, cooperating with cooperators but not with non-cooperators, can spread over a society (Axelrod and Hamilton, 1985; Fudenberg and Maskin, 1986; Nowak and Sigmund, 1998) . These works have been quite influential because no kinship or purely altruistic preference is needed to explain the evolution of cooperation. Moreover, many behavioral experiments confirmed that humans and some kinds of animal are actually conditional cooperators (Milinski, 1987; Wedekind and Milinski, 2000; Fischbacher et al., 2001; Fehr and Fischbacher, 2003; Bshary and Grutter, 2006) .
Especially, Axelrod and Hamilton (1981) investigated the evolution of cooperation in fixed matching repeated PD, where each participant plays the game with the same opponent repeatedly. They demonstrated that a type of conditional cooperators who practice 'tit-for-tat' behavior, which means that they cooperate on the first move and thereafter copy their opponents' moves, can evolve and form a cooperative society against defectors. This is because conditional cooperators cooperate with each other and never cooperate with defectors, hence conditional cooperators prevail in the population by natural selection. On the other hand, Nowak and Sigmund (1998) formalized random matching repeated PD, where each participant plays the game with a different opponent in every round. The opponent's past actions are shown to the participant as an action history (index of reputation). Those authors showed that conditional cooperators called 'Discriminators', who cooperate only with others who have a good action history, can establish a cooperative society. The former and latter forms of cooperation are respectively called direct reciprocity and indirect reciprocity because the cooperation is reciprocated by the recipient directly (by someone else indirectly) in fixed matching repeated PD (in random matching repeated PD). Subsequent to those works, various studies of reciprocal cooperation were conducted (May, 1987; Boyd and Richerson, 1988; Suziki and Akiyama, 2005 , 2007 , 2008 . Furthermore, many experimental reports described that humans actually behave as conditional cooperators in broadly various situations (Wedekind and Milinski, 2000; Fischbacher et al., 2001; Fehr and Fischbacher, 2003) .
Despite the importance of conditional cooperation, the neural systems underlying it are not well understood. This is because it is difficult to investigate the issue using fixed matching repeated PD. In fixed matching repeated PD, participants can make a decision about whether or not to cooperate in the subsequent game when they observe the outcome of the current game, because the opponent in the subsequent game is the same as in the current game. For example, if your opponent does not cooperate, you can immediately decide not to cooperate with her in the subsequent game in order to retaliate. Therefore, the neural activity used in decision making about the subsequent game cannot be dissociated from the activity in observing the outcome of the current game. To our knowledge, previous functional magnetic resonance imaging (fMRI) studies of repeated PD (Rilling et al., 2002 (Rilling et al., , 2007 (Rilling et al., , 2008 had this problem, although they succeeded in reporting several interesting findings [e.g. mutual cooperation is associated with activation in reward-processing brain regions (Rilling et al., 2002) ].
To overcome this problem, in the present study we used random matching repeated PD with action histories reflecting participants' past actions, i.e. the indirect reciprocity paradigm (Nowak and Sigmund, 1998; Wedekind and Milinski, 2000) , to investigate the neural and psychological processes underlying conditional cooperation. In random matching repeated PD, you cannot immediately decide on your behavior in the subsequent game based on the opponent's current action because the opponent in the subsequent game is different in most cases. So, we can dissociate the neural activity in decision making from the activity in observing the outcome of the game in random matching repeated PD.
In order to implement conditional cooperation, we need to reward cooperative opponents and punish noncooperative ones. It was shown that activation of the right dorsolateral pre-frontal cortex (DLPFC) is associated with punishing norm violators in social situations (Knoch et al., 2006; Buckholtz et al., 2008) . On the basis of the previous results, we hypothesized that, in our experimental task, the right DLPFC played important roles in participants' conditional cooperation, and the right DLPFC exhibited greater activation, especially when faced with non-cooperative opponents.
MATERIALS AND METHODS Participants
In our experiment, 17 healthy volunteers participated (Japanese students at the University of Tsukuba; 12 men and 5 women; mean age ¼ 21.35, s.d. ¼ 1.46). Participants were excluded if they had medical, neurological or psychiatric illness. All participants gave their informed consent. The study was approved by the MRI Ethics Committee of Numbers in bold are payoffs for player A, whereas those in parentheses are payoffs for player B. This game represents social interactions in which each player is better off by defecting irrespective of the opponent's choice. However, if both players cooperate, each can obtain a higher payoff than that obtained through mutual defection. (B) Timeline for a round of PD. Each round began with a 3 s decision phase. In this phase, participants saw photographs of the potential opponents and an action history of the actual opponent (no. of cooperation, no. of defection). Note that participants knew the action history of the actual opponent, but did not know who the actual opponent was among the potential opponents. Around the end of the decision phase, participants decided either to cooperate or to defect by pressing one of two buttons. After a 3-s fixation interval, they saw the outcome of the game, called the outcome phase. (C) Behavioral results: these are the cooperation rates when participants interacted with human and computer opponents whose action history was unknown, good, or bad, respectively (error bars denote s.e.m.). (D) Behavioral results: these are reciprocity indices in human and computer conditions. This index is defined as the difference between the rate of cooperation with good opponents and that with bad opponents.
the National Institute of Advanced Industrial Science and Technology.
Experimental procedure
The participants engaged in six sessions, each consisting of 18 rounds of the PD game ( Figure 1A ) with action histories reflecting the participants' past actions, in the MRI scanner, after two practice sessions outside the scanner. The payoff matrix for PD used in this study was consistent with the low-cost condition of Bolton et al. (2005) , in which there is relatively little motivation to defect. Although it is expected that participants' behaviors are sensitive to payoff structures such as the cost and benefit of cooperation, conditional cooperation was observed within a wide range of payoff parameters in random matching repeated PD with action histories (Wedekind and Milinski, 2000, Milinski et al., 2001; Bolton et al., 2005) . In all six sessions, they played random matching repeated PD with computer program opponents. However, they were instructed as follows. In three of the six sessions, called the human condition, they played PD with a human opponent chosen randomly from a pool of seven potential human opponents in every round. In the remainder, called the computer condition, they played the game with a randomly chosen computer opponent. The order of the six sessions they played was randomized across subjects.
To reinforce the belief that participants would be interacting with real human opponents in the human condition, before the practice sessions we showed the participants a movie of a room in which the seven potential human opponents were sitting in front of a computer screen. Although the participants were told that they were watching live movie, in fact they were watching a pre-recorded movie. Furthermore, in the practice and the scanned human sessions, the participants saw a photograph of the room ( Figure 1B) . After the experiment, we debriefed the participants and confirmed that they did not doubt the existence of the human opponents. Moreover, as we show later, behavioral and neuro-imaging data imply that participants can distinguish human opponents from computer opponents.
Each round in a session began with a 3 s decision phase. In this phase, participants saw an action history of the actual opponent and a photograph of the potential opponents in the human condition set (in the computer condition set, the action history of the computer opponent and a photograph of a computer were presented to participants). Around the end of the phase, the participants decided either to cooperate or to defect based on the action history by pressing one of two buttons (average reaction time was 2.78 s from the beginning of a decision phase). During the decision phase, participants knew the action history of the actual opponent, but did not know who among the potential opponents was the actual opponent. Furthermore, participants were instructed that their opponents also made decisions in this phase (i.e. simultaneous PD). Next, after a 3 s fixation interval, they were informed of the result of the game for 2 s during the outcome phase. The intertrial interval (ITI) was 3.5 s. Regarding the length of ITI, there is a trade-off. In terms of gathering a clear BOLD signal related to the task, it is ideal to employ a longer ITI (>12 s). On the other hand, it is possible to use an experimental design with a short ITI in order to ensure a sufficient number of trials. In this study, we adopted a short ITI (3.5 s) experimental design. The timeline for a PD round is portrayed in Figure 1B .
An action history was described as the set of the numbers of instances of cooperation and defection in past rounds of the session. However, in 6 of the 18 rounds, an action history was hidden. In this case, the history was displayed as 'Ã'.
For analyses, we defined an opponent's history 'Ã' as 'unknown', a history where the number of instances of cooperation is greater than that of defection as 'good', and the reverse history as 'bad'. Each of the three types of histories were presented six times per session (18 rounds) in random order.
Note that each participant was told that, in each round, others not chosen as the opponent were playing PD with each other. Furthermore, each participant was informed that his or her action history was shown to the opponent; and that his or her own and all the others' action histories were updated based on their own actions.
Moreover, in both human and computer conditions, decision-making by computer opponents was programmed to be more likely to cooperate with a participant who had cooperated many times in prior rounds of the session. It was shown that real human subjects have this tendency (Wedekind and Milinski, 2000) . That is, an opponent's action depends on the participant's own action history, but not on the opponent's own reputation. Specifically, if a participant had cooperated c times and defected d times in the past rounds of a session, the probability that an opponent of the participant cooperated was
In the first round, an opponent cooperated with a P ¼ 0.5. Furthermore, after the experiment, participants' payoffs were converted into cash (Japanese yen). They received 0-2500 yen in addition to a fixed reward of 5500 yen ($1%100 yen).
Rational behavior in this experiment and rationality index
Here, we show the rational behavior in this task in terms of monetary reward maximization. Of course, participants could not know the rational behavior exactly because they did not know their opponents' decision-making algorithm described in Equation (1). However, they might be able to learn the rational behavior through trial and error.
In this task, each of the six sessions was mutually independent because the action histories of the participants were reset at the beginning of a session.
Each session consisted of 18 rounds. Therefore, the actions of a participant are represented as an 18-D vector a ¼ ða 1 , . . . ,a 18 Þ, where a t 2 f0, 1g. The t-th element of the vector represents an action of the participant at round t: 1 denotes cooperation; 0 denotes defection. Given the opponent's decision-making algorithm described in Equation (1), the expected payoff of a participant at round t is represented as
(see the payoff matrix of PD in Figure 1A ). Therefore, the expected payoff throughout the session is
The second term represents the cost of cooperation. The third one denotes the benefit from cooperation. The equation above can be rewritten as
In the expressions shown above, the coefficient of a t is positive for t 14 and negative for t > 15. Therefore, the rational behavior that maximizes the expected payoff of a participant is cooperation during the first 14 rounds and defection in the remaining four rounds. Intuitively speaking, participants should cooperate in the first 14 rounds to obtain a better action history in order to induce opponents' cooperation; but, in the last four rounds, they should defect to exploit their opponents' cooperation.
We define a participant's rationality index as the ratio of rational actions to all of his or her own actions in the human condition.
Data acquisition
All scanning was performed using an MRI scanner (3.0-T MRI, Signa GE 3T; GE Healthcare) equipped with EPI capability using the standard head coil for radiofrequency transmission and signal reception. In all, 27 axial slices (4 mm thick with a 0.2 mm gap, interleaved) were prescribed to cover the whole brain. T2Ã-weighted gradient echo EPI was used. The imaging parameters were TR ¼ 2 s, TE ¼ 30 ms, FA ¼ 75, FOV ¼ 20 Â 20 cm (64 Â 64 mesh). To avoid head movement, participants wore a neck brace and were asked not to talk or move during scanning.
Data analysis
The image data were analyzed using SPM5. After slice timing correction, the images were realigned to the first volume to correct for participants' motion, spatially normalized and spatially smoothed using an 8 mm FWHM Gaussian kernel. High-pass temporal filtering (using a filter width of 128 s) was also applied to the data.
A separate general linear model (GLM) was defined for each subject. The model included six regressors that modeled the BOLD response to interacting with opponents of six types in the decision phase: unknown-human, good-human, bad-human, unknown-computer, good-computer and badcomputer; and eight regressors that modeled the BOLD response to combinations of the PD outcomes of four types and opponents of two types (eight combinations in all) in the outcome phase. Each regressor was convolved with a standardized model of the hemodynamic response. For each subject, contrasts of parameter estimates were computed at every voxel of the brain. One-sample t-tests were used to identify voxels, where the average contrasts for the whole group differed significantly from zero (i.e. a random effect analysis).
We included no data on four participants in the analyses of the outcome phase because sufficient mutual defection (DD) or unilateral defection (DC) outcomes were not ensured in their data. On the other hand, for analyses of the decision phase, we included data on all 17 participants.
RESULTS

Behavioral results
Behavioral results showed that participants were conditional cooperators ( Figure 1C) ; that is, more likely to cooperate with opponents whose action history was good or unknown than with opponents whose action history was bad (Tukey's multiple-comparison test: n ¼ 17; good-unknown, P > 0:05; good-bad, P < 0:01; unknown-bad, P < 0:01).
(From here on, we call opponents with unknown action histories 'unknown opponents'). This result suggests that participants strongly distinguished bad opponents from the others, and so they were more likely to defect when interacting with bad opponents, whereas they were more likely to cooperate with both unknown and good opponents. In addition, the tendency was more robust when interacting with human opponents than when interacting with computer opponents ( Figure 1D) . Precisely, the difference between the rate of cooperation with good opponents and that with bad opponents, i.e. the reciprocity index, was Neural basis of conditional cooperation SCAN (2011) greater when participants interacted with humans than when they interacted with the computer (n ¼ 17, t 16 ¼ 1:78, P < 0:05, one-tailed).
Neuro-imaging results
Decision phase
Here, we show the results of neuro-imaging in the decision phase, during which the participants made decisions based on their opponents' action histories. (In the remainder of this article, we present results in the human condition unless we specifically mention otherwise.) Comparing participants' neural activities when faced with bad opponents to their activities when faced with good opponents, we found significant activity in the right DLPFC (Figure 2 and Table 1 ). In addition, bilateral posterior superior temporal sulcus and temporo-parietal junction (pSTS/TPJ) showed greater activation associated with interaction with bad opponents (Table 1) .
We also analyzed the opposite contrast, (good-bad). However, no region was detected under the same statistical threshold. Under a more liberal threshold (P < 0:01, uncorrected), we found activation in the bilateral temporal pole (Supplementary Table S1 ), which is thought to be a part of the social brain Gallagher and Frith, 2003) .
Outcome phase
Next, we show neuro-imaging results in the outcome phase, during which participants observed the result of a round of PD.
Several studies showed that brain regions associated with reward-feedback-based learning play important roles in social decision-making (Barraclough et To detect brain regions involved in reward processing in our task, we compared brain activity when observing mutual cooperation (CC) or unilateral defection (DC) with unilateral cooperation (CD) or mutual defection (DD). (Recall that monetary payoffs for CC and DC were greater than that for CD and DD as described in Figure 1A .) For the contrast [CC þ DC À CD À DD], we found activation in the striatum and left orbital medial pre-frontal cortex (OMPFC; Figure 3A -D and Table 2 ).
Furthermore, we found a significant correlation between each participant's rationality index and the activity of OMPFC associated with the contrast ( Figure 3E ; r ¼ 0.69, P < 0:01), although no significant correlation was observed in the activity of the striatum. The rationality index of a participant is defined as the ratio of rational actions to all of his or her own actions in the human condition (we exactly show the rational behavior and the definition of the rationality index in 'Materials and Methods' section).
Furthermore, recent neuro-imaging studies suggested that human subjects make decisions based not only on the prospects of monetary reward but also on those of social rewards (Rilling et al., 2002; Moll et al., 2006; Fehr and Camerer, 2007; Harbaugh et al., 2007) . Harbaugh et al. (2007) and Moll et al. (2006) suggested that donation or cooperation itself is rewarding for humans. So, we analyzed a contrast (CC þ CD À DC À DD) to investigate neural activity in observing outcomes where the subject had cooperated with others. For the contrast, we found posterior cingulate cortex (PCC) activity ( Figure 4A and B, Table 3 ). Moreover, each participant's activity was significantly correlated with his or her cooperation rate ( Figure 4C ; r ¼ 0.56, P < 0:01).
On the other hand, Rilling et al. (2002) suggested that mutual cooperation (CC) is associated with activation in reward-processing brain regions. So, we tried to find brain regions specifically involved in observing CC by a contrast (3*CC À CD À DC À DD). Although some reward-related brain regions were detected under the contrast, we could not show that any of them were specifically engaged in CC (see Supplementary data).
Human condition--computer condition Finally, we compared brain activity during interaction with human opponents to that during interaction with computer opponents. Consistent with previous studies (Gallagher et al., 2002; Gallagher and Frith, 2003; Amodio and , in the decision phase, this contrast revealed activation in anterior cingulate cortex (ACC) thought to be associated with mentalizing and theory of mind (Table 4) . Furthermore, the temporal pole and insula, which are also related to mentalizing, theory of mind and empathy Gallagher and Frith, 2003; Singer et al., 2004; Lissek et al., 2008) , were activated in the outcome phase, although with only a few voxels (Table 4 ). This implies that participants distinguished between human opponents and computer opponents.
DISCUSSION
Cooperation is a costly behavior that benefits others. Why is self-sacrificial behavior observed in human and some kinds of animal societies? How does cooperation evolve? This issue has been of considerable concern in various fields such as biology (Nowak, 2006) , economics (Fudenberg and Maskin, 1986 ) and psychology (Dawes, 1980) . In recent 
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Plot of the correlation between the b-value of the peak voxel in the OMPFC and the rationality index for each participant (r ¼ 0:69, P < 0:01). The rationality index of a participant is defined as the ratio of rational actions to all of their own actions in the human condition (we show exactly the rational behavior and the definition of the rationality index in 'Materials and Methods' section). Neural basis of conditional cooperation SCAN (2011)decades, many theoretical studies showed that a conditional cooperation, cooperating with cooperators but not with non-cooperators, can spread over a society (Axelrod and Hamilton, 1981; Fudenberg and Maskin, 1986; Nowak and Sigmund, 1998) . Moreover, behavioral experiments confirmed that humans and some kinds of animals are actually conditional cooperators (Milinski, 1987; Wedekind and Milinski, 2000; Fischbacher et al., 2001; Bshary and Grutter, 2006) . However, the neural and psychological processes underlying conditional cooperation are still unknown. In this study, we investigated the neural and psychological bases of conditional cooperation using fMRI. Specifically, we scanned participants while they played random matching repeated PD, i.e. the indirect reciprocity paradigm (Nowak and Sigmund, 1998; Wedekind and Milinski, 2000) , with opponents whose action history was good, unknown or bad.
The behavioral results showed that participants were conditional cooperators, which is consistent with the results of previous studies (Wedekind and Milinski, 2000; Fischbacher et al., 2001; Fehr and Fischbacher, 2003) . In addition, we found that participants strongly distinguished bad opponents and were therefore more likely to defect when faced with bad opponents, whereas they tended to cooperate with both unknown and good opponents.
In the rest of this section, we first discuss neural activity when participants observed a result of the game, and then discuss the activity when they made decisions based on the opponents' action histories.
Neural activity when observing a result of the game We found that OMPFC and striatum were activated when participants received a large monetary reward. The OMPFC and the striatum are thought to be parts of a neural circuit that guides behavior based on reward feedback (Bechara et al., 1999 (Bechara et al., , 2000 O'Doherty, 2004; O'Doherty et al., 2004; Doya, 2008; Hare et al., 2008; Rushworth and Behrens, 2008) , which is consistent with our results.
Furthermore, several studies suggested that OMPFC is more directly involved in action-selection than the striatum (Bechara et al., 1997 (Bechara et al., , 1999 (Bechara et al., , 2000 Hampton et al., 2008; Hare et al., 2008) . Specifically, lesion studies showed that patients with OMPFC damage were impaired in gambling tasks (they continued to choose disadvantageously; Bechara et al., 1997 Bechara et al., , 1999 Bechara et al., , 2000 . Moreover, Hare et al. (2008) showed that OMPFC encodes the goal value, whereas the striatum encodes the value update signal, the so-called reward prediction error. In addition, Hampton et al. (2008) suggested that, in the context of a strategic game, expected values of actions that guide behaviors are maintained in OMPFC and are updated by a prediction error encoded in the striatum. Indeed, our experiment revealed a significant correlation between each participant's index of rationality, in terms of monetary reward maximization, and the OMPFC activity associated with receiving a large monetary reward ( Figure  2C ), although no significant correlation was observed in the activity of the striatum. In other words, participants who acted rationally exhibited greater activation in OMPFC associated with monetary reward. A similar correlation was observed in a non-social gambling task (De Martino et al., 2006) .
Taking these factors into account, we suggest that, in our experiment, OMPFC was involved in guiding behavior towards the rational based on reward feedback. Specifically, we speculate that the OMPFC activation was associated with the learning signal (i.e. reward feedback) to acquire the rational behavior.
In addition, our analysis revealed that PCC activity was associated with observing outcomes where the participants had cooperated with others. Moreover, participants who showed greater PCC activation were more likely to cooperate with others. PCC is thought to be involved in reward processing (McCoy et al., 2003; Fliessbach et al., 2007; Ballard and Knutson, 2009) and in the theory of mind or mentalizing (Seger et al., 2004; Chiu et al., 2007) . We therefore suggest that one possible function of PCC activity is to process social reward elicited by cooperating with others.
Another possibility is that PCC activity reflected a reputation building or an expectation of future reward. This is because, in our random matching repeated PD task, a participant's cooperation (i.e. the outcome of mutual cooperation or unilateral cooperation) caused his or her own action history to improve, meaning that opponents would cooperate with him or her in the future. Consistent with that, in the fixed matching repeated PD task, Rilling et al. (2002) showed that mutual cooperation was most likely to be followed by mutual cooperation in the subsequent round and that observing mutual cooperation was associated with neural activity in reward-processing brain regions.
Neural activity during decision making
We found greater neural activity in the right DLPFC when interacting with bad opponents than with good opponents. The right DLPFC is generally thought to be involved in cognitive top-down inhibition of pre-potent responses (Miller and Cohen, 2001; Mansouri et al., 2007 Mansouri et al., , 2009 ). Then, in our task, what pre-potent responses did the right DLPFC inhibit? Recall that, in our task, it is speculated that participants made decisions for the sake of monetary and social rewards, as suggested in the discussion about neural activity when observing results of the game. To gain monetary rewards, cooperation is rational behavior in most rounds (see 'Materials and Methods' section). This is because opponents in our experiment were more likely to cooperate with a participant who had a good action history. So, participants should cooperate to obtain better action histories in the long run. Likewise, in terms of social rewards, participants obviously should attempt to cooperate. Moreover, the right DLPFC exhibited greater activation when the participant engaged in interaction with bad opponents. These factors suggest that a pre-potent response in our experiment was cooperating with others, and that the DLPFC activity inhibited the response. In other words, only when faced with bad opponents, participants inhibited the pre-potent motivation of cooperation and so were more likely to defect (i.e. reciprocally fair behavior) in association with the brain activity in the right DLPFC. In fact, we confirmed that the right DLPFC activity was greater when participants defected than cooperated (see details in Supplementary data).
Consistent with that inference, a previous study showed that disruption of the right DLPFC by repetitive transcranial magnetic stimulation (rTMS) diminished rejection of unfair offers in ultimatum games, although the disruption did not affect judgment of the fairness of the offers (Knoch et al., 2006) . The authors of the study (Knoch et al., 2006) suggested that the right DLPFC played a key role in overriding self-interested motivation (to accept unfair offers in ultimatum games) and thus enabled participants to implement their fairness goals. Moreover, Rilling et al. (2007) reported the activity in DLPFC during defection in fixed matching repeated PD and suggested that pre-potent motivation to cooperate was overridden by cognitive control associated with DLPFC.
Several studies have reported a similar conflict-induced neural activity in ACC as well as DLPFC in social situations (Sanfey et al., 2003; Rilling et al., 2007; Baumgartner et al., 2008) . In contrast, in our experiment, ACC did not show greater activation, especially when the participant was interacting with bad opponents. Although it is not easy to explain why, one possibility is that the ACC is less directly related to resolution of conflict between incompatible motor plans than the DLPFC, as was recently suggested (Rushworth et al., 2004; Mansouri et al., 2007 Mansouri et al., , 2009 .
In addition to the right DLPFC, the bilateral pSTS/TPJ showed greater activation during interactions with bad opponents. The pSTS/TPJ is known to be associated with mentalizing or the theory of mind Gallagher and Frith, 2003; Overwalle, 2009 ). The activation might be consistent with our statement that cooperating was a pre-potent response in our experiment. That is, participants needed to deliberately think about their opponents only when the opponents were bad, which elicited the activation of pSTS/TPJ.
Taken together, these findings indicate that, in this task, the brain had two parallel systems. One is a pre-potent system that taught participants to cooperate for the sake of social and long-term monetary rewards. The system was established through trial-and-error learning associated with the activity of reward-processing brain regions such as OMPFC and PCC. The other is a system that inhibited the motivation of cooperate and motivated participants to defect when faced with bad opponents. The right DLPFC, a brain area involved in cognitive inhibition of pre-potent responses, was implicated in the system. This idea is consistent with our behavioral results that participants were more likely to defect on bad opponents and cooperate with both unknown and good opponents.
SUPPLEMENTARY DATA
Supplementary data are available at SCAN online.
