In this paper we construct and analyze a two-well Hamiltonian on a 2D atomic lattice. The two wells of the Hamiltonian are prescribed by two rankone connected martensitic twins, respectively. By constraining the deformed configurations to special 1D atomic chains with position-dependent elongation vectors for the vertical direction, we show that the structure of ground states under appropriate boundary conditions is close to the macroscopically expected twinned configurations with additional boundary layers localized near the twinning interfaces. In addition, we proceed to a continuum limit, show asymptotic piecewise rigidity of minimizing sequences and rigorously derive the corresponding limiting form of the surface energy.
Introduction
In the last decades there has been an intensive mathematical research on martensitic transformations in shape memory alloys using nonlinear elasticity models of continuum mechanics, see e.g. [1] [2] [3] [4] . In several models a finite length scale of the emerging martensitic microstructure was obtained and analyzed by adding penalizing higher order gradient terms to the elastic energy [2, 3, 5] . In parallel to this, the analysis of microscopic models in nonlinear elasticity and the systematic derivation of the corresponding discrete-to-continuum limits has recently attracted a lot of attention [6] [7] [8] [9] [10] [11] . In this context, even more general reference-free models have been constructed and analyzed in [12, 13] . In particular, the derivation of the arising limiting surface energies was investigated rigorously in [14] [15] [16] [17] [18] [19] . While the cases when the minimizers of the energy belong to a single well are well understood also in several dimensions, see e.g. [16] , surface energies for two-well, discrete problems have to the best of our knowledge only been derived rigorously in 1D cases [15, 17] . The multi-well structure, however, is an intrinsic feature of martensitic microstructures and of the understanding of the appearing characteristic, finite length scales.
In this paper we investigate the problem of the formation of twinned martensitic microstructures from a microscopic point of view. We begin by defining a class of atomistic two-well Hamiltonians on a 2D atomic lattice. These Hamiltonians feature nonconvex interactions and are constructed to model simple martensitic microstructures. We aim at describing the structure of their ground states and at deriving a limiting form of the corresponding surface energies at zero temperature. The latter should emerge naturally from the full microscopic energy given by the Hamiltonian.
The novelty of our approach consists of the non-discreteness of the set constituting our minimizers. The energy wells are given by SO(2)U 0 ∪ SO(2)U 1 with U 0 and U 1 being rank-one-connected matrices in SL(2, R ). This setting allows for a very rich microscopic behavior reflecting the interesting behavior of the corresponding continuum models [1] [2] [3] [4] . Due to the expected complexity of the material behavior, we only consider a simplified "(1 + )-dimensional" model. In a sense, the model we investigate in this study is an intermediate one. On one hand, it is more involved than a purely one-dimensional model as we consider two-dimensional deformations. On the other hand, it is not fully two-dimensional since we restrict our attention to laminates -i.e. 1D atomic chains. Thus, the considered model does not include genuinely two-dimensional phenomena such as the formation of e.g. branched microstructures which are expected to form for a large class of boundary conditions, see e.g. [20, 21] . However, already in our simplified setting we are confronted with phenomena which, from a mathematical point of view, differ from the analogous one-dimensional situations:
• In the crucial compactness statements which are necessary in order to pass to the first order Γ-limit, one cannot argue via pure L ∞ arguments. As the energy wells of the functional are not discrete an additional argument has to ensure compactness. For this we use the Friesecke-James-Müller L p rigidity theorem, c.f. [22] .
• In order to estimate the density of defect points possessing high local energy (needed for obtaining compactness and piecewise rigidity of the minimizing sequences), we apply a dimension separation approach, i.e. we first estimate the number of high energy points for a few fixed horizontal atomic layers and then in the bulk between them. This argument makes crucial use of the structure of the two wells (c.f. the proof of Proposition 3.1.).
• Due to the lack of L ∞ compactness and the prescribed deformation in the vertical direction, we develop slight modifications of Braides' and Cicalese's [15] original, one-dimensional strategy of deriving the respective first order Γ-limits. At this point horizontal and vertical "cutting procedures" are introduced (see e.g. Remark 4.1) that preserve the non-interpenetration condition of the modified deformations.
We finally conclude the introduction by commenting on the organization of the remainder of the article:
• In Section 2 we introduce a class of discrete two-well Hamiltonians with prescribed properties. Under a special periodicity assumption on the atomic configuration in the vertical direction, we then reduce these Hamiltonians to functions on certain generating 1D atomic chains.
• In Section 3 we show compactness and asymptotic rigidity of the minimizing sequences as well as of sequences whose rescaled energy remains controlled in the continuum limit.
• In Section 4 we, rigorously, derive the first order Γ-limit for the chain Hamiltonian and, by that, obtain the limiting form of the surface energy.
• In Section 5 we provide results of a numerical simulation underscoring the analytical results. These indicate exponential asymptotic decay of the boundary layers between twin configurations.
• In Section 6 we discuss the results and give an outlook.
Setting and Notation
In the sequel we work on the following parallelogram Ω ⊂ R 2 and for n ∈ N also consider the associated lattice Ω n on it. For λ n = 1 n , we set:
,
With a slight abuse of notation, we denote the lateral boundaries of the parallelograms by ∂ x Ω and ∂ x Ω n . For brevity of notation, we further define the rescaled parallelograms Moreover, it proves to be convenient to introduce the notation
for a parallelogram determined by any pair of points x 1 , x 2 ∈ [−1, 1]. By A n we denote the set of all deformations u : Ω n → R 2 of a finite, n-dependent number of atoms from their initial reference configuration Ω n such that u is an orientationpreserving, non-selfinterpenetrating deformation, i.e.
Below we will identify such deformations with their piecewise affine interpolations
where we define Ω ± ij to be the triangles with the vertexes
respectively. With a slight abuse of notation we will often identify A n andÃ n and omit the tildes in the notation in the sequel. Moreover, in the remainder of the article we frequently make use of the notations f φ and f ∼ φ in order to indicate the existence of positive, universal constants c and c 1 , c 2 such that the inequalities f (·) ≤ cφ(·) and c 1 φ(·) ≤ f (·) ≤ c 2 φ(·) hold uniformly in the set in which the arguments and parameters of the (positive) functions f and φ are assumed to vary.
In the sequel, we will deal with two-dimensional Hamiltonians satisfying the following conditions:
, where u ij := u(iλ n , jλ n ). In this context, the ±-signs denote that h depends on both the quantities with the − and + signs.
(H2) h is rotation invariant, (H3) h ∈ C 1 has a super-linear, polynomial growth and satisfies
for some p ∈ (1, ∞). Here, ∇u ij is used as an abbreviation for the restriction of ∇u to the domain Ω ij , which is the union of the four triangles having one common vertex [iλ n , jλ n ]
T . The inequality is assumed to hold uniformly in Ω ij . (H4) The zero level set of the density h is prescribed: On any domain Ω ij the equation
Here U 0 , U 1 are rank-one connected matrices such that for each matrix U ∈ SO(2)U i , i ∈ {0, 1}, there exist exactly two rank-one connected matrices in the respective other well, Q 0 , Q 1 ∈ SO(2) are arbitrary rotations and c 0 , c 1 ∈ R 2 are constant off-set vectors. We further assume that det(U 0 ) = det(U 1 ) = 1.
The Hamiltonians satisfying the properties (H1)-(H4) are aimed at modeling a martensitic square-to-rectangular transformation in R 2 (which is a direct analog of cubic-to-tetragonal transformations in R 3 ). One can easily show that the property (H3) implies that for all sufficiently small η
In particular, estimate (2.2) holds uniformly in Ω ij .
As an example of such an Hamiltonian we have the following atomistic two-well energy, H n (u), in mind:
where the parameters a, b ∈ R + , a = b, are chosen such that ab = 1 (this corresponds to volume preserving transformations). In the above definition and below, we use a summation agreement: the sign ± in a term indicates that the latter should be replaced by the sum of the terms with all possible sign combinations, e.g.
We remark that, in particular, our functional (2.3) satisfies a condition similar to (H3):
As will become evident from our proof of Theorem 1, we are mainly interested in the behavior of the Hamiltonian on a bounded set in gradient space. Hence, for this Hamiltonian the lower bound effectively turns into a quartic estimate (with p = 4) with respect to the distance function. Thus, our special Hamiltonian (2.3) essentially satisfies the growth bounds required for the class of Hamiltonians defined via (H1)-(H4).
Moreover, the zeros of the first and second square brackets in (2.3) are given by all possible rotations of two rank-one connected affine deformations that are produced by the transformation matrices
respectively. Each matrix within one of the wells SO(2)U 0 or SO(2)U 1 is connected via two rank-one connections with the respective other well: There exist Q,Q ∈ SO(2) such that
(2.4) Thus, it is possible for the material to form twins along these normals. We remark that for a general Hamiltonian satisfying (H1)-(H4) there is no restriction to assume that U 0 and U 1 are of the described form as an appropriate transformation reduces the general situation to this case. In the sequel we concentrate on this setting.
Motivated by the structure of the wells and the example (2.3), we further restrict the class of deformations which we study. For τ := −a b we consider in this paper an additional constraint u ∈ A n,τ , where
This implies that u n is represented via a 1D atomic chain on which the i-th atom on the base layer j = 0 is (vertically) extended n (and −n) times in the direction of the corresponding vector λ n τ i , which depends on the horizontal position i. For appropriate boundary conditions (see details below), this is a reasonable assumption as in this case one expects the ground states of any Hamiltonian satisfying (H1)-(H4) to stay locally close to laminar configurations formed by pairs of the two martensitic variants. Note that the particular case of an atomic chain extended uniformly by the vector τ in the vertical direction is included in the definition of A n,τ . Returning to our model case, the restriction u ∈ A n,τ allows us to reduce (2.3) to a function on the generating 1D chain in the parallelogram Ω n . More precisely, 
More precisely, we assume that u may be extended to the whole lattice Z × [−n, n] such that for the generating chain it holds u i = F iλ n 0 and τ i ≡ τ if i ≤ −n and if i ≥ n.
As we are mainly interested in the emergence of surface energy contributions, we do not consider the full class of possible boundary conditions. Instead, we restrict our attention to the case of linear boundary data leading to zero bulk energy contributions in the continuum limit. Applying the results of [8, 11] one can prove the existence of the zero order Γ-limit for H n . Due to these results on the derivation of continuum limits, the zero set of the continuum elastic energies, on the one hand, contain at least (SO(2)U 0 ∪ SO(2)U 1 ) qc -the quasiconvexification of the wellsas the resulting continuum limits are determined by a non-negative, quasiconvex energy density.
On the other hand, as dist(
as a result of (H3) and (H4). The estimate (2.7) then implies that the zero set of the zero order Γ-limit is exactly given by
qc affine boundary conditions inducing twin configurations with zero bulk energy contributions and prescribed chain direction, τ , are associated with deformation gradients of the form
where Q ∈ SO(2) corresponds to the rotation from (2.4) and
Thus, it turns out to be convenient to introduce a subspace of A n,τ which incorporates these (Dirichlet) data into our class of functions: For F λ ∈ R 2×2 as above, we define
In the sequel, we investigate the limiting behavior of minimizers (n → ∞) in the class (2.9) as well as the emergence of surface energy contributions.
Rigidity of Minimizers and Limiting Form for the Surface Energy
Our first main theorem shows that minimizing sequences to (2.6) considered with boundary conditions prescribed by (2.8) converge to piecewise affine deformations.
On each of the continuity subintervals of its gradient, the respective deformation coincides with a rotation of one of the two martensitic variants, i.e. it corresponds to one of the transformations in SO(2)U 0 ∪ SO (2) 
n,τ be a sequence of minimizers of (2.6). Then there exists a number K ∈ N such that (for a notrelabeled subsequence)
Remark 3.1. The choice of p = 4 in (i) is arbitrary; in fact our proof shows that it is possible to deduce u n → u in W 1,p for any p ∈ (1, ∞).
Remark 3.2. Before proceeding with the proof, we comment on its structure. As in most similar proofs, we first construct a comparison function in order to obtain an upper bound on the energy. We then crucially exploit the two-well structure of the Hamiltonian and the geometry of the rank-one connections between the wells (c.f.
Step 2). Here the key observation is that in matrix space any rank-one line between the wells only intersects the respective other well once. This allows to extend the control from certain particular horizontal layers j n −1 , j n 0 , j n 1 to the whole vertical stripe between them, c.f. the calculations following (3.12) . This information then allows to apply the Friesecke-James-Müller rigidity theorem [22] .
Proof.
Step 1: Constructing an appropriate comparison function. Below c > 0 denotes a constant that may vary from line to line but does not depend on any parameter of the problem. We first consider the following piecewise affine comparison function:
where the constants c 1 , c 2 ∈ R 2 are chosen such that the resulting function u(z) is continuous (which is possible due to the rank-one connections between the wells). Let {u n } n∈N be a minimizing sequence corresponding to the energies H n (·) considered with the boundary condition (2.8). Then
We consider the rescaled Hamiltonian (which corresponds to surface energy contributions originating from the boundaries and interfaces):
Step 2: Estimating the number of the jumps between the wells. Let 0 < α < 1. Then the energy bound (3.4) yields control on the energy per horizontal line and on the energy per lattice point:
In particular, for any sufficiently small δ > 0, (3.5a) and (3.5b) imply that for sufficiently large n ∈ N there exist a large number of horizontal lines with good energy estimates, i.e. it is possible to find j
for l ∈ {−1, 0, 1}. This is a consequence of the following observations:
• Due to (3.5a) and α < 1, the number of j ∈ [−n, n] violating (3.7) is smaller than δ 2 n if n is sufficiently large.
• If (3.8) were wrong, for example, for all j ∈ [−n, −n + 2δn], this would entail that for any constant c > 0
which contradicts (3.5b).
(note that in the general case of a Hamiltonian with p-growth a similar choice can be made), we observe that we may further choose j n −1 , j n 0 , j n 1 such that there exists a number M δ > 0, independent of n with
(3.9) Indeed, if this were false for all lines in the intervals given by (3.6), this would imply that for any M > 0 and all sufficiently large n it holds:
Taking M such that M δ > c, would then contradict (3.4). Therefore, choosing M δ sufficiently large, the fraction of lines satisfying (3.9) becomes sufficiently large in order to find horizontal lines satisfying (3.6), (3.7), (3.8) and (3.9) simultaneously. Moreover, by density considerations similar to the previous ones and by potentially enlarging the constants in (3.6), (3.7), (3.8) and (3.9) by a factor ∼ 100 δ , we may additionally with out lost of generality assume that j
This follows from the facts that
• equations (3.8) and (3.9) hold for n − n different choices of j ∈ [−n, n], and the observation that the constant can be made arbitrarily small by choosing the constants in the respective estimates sufficiently large. We stress that the points at which (3.9) holds are the only places along the horizontal lines {j
} at which jumps between the wells can occur (later we will see that these points and their vertical extensions are in fact globally the only points at which such large jumps may occur). Due to the uniformity in n, estimate (3.9) will play a crucial role in controlling the location and number of the large jumps, c.f. step 3. As a last immediate consequence of the upper estimate on the energy (3.4), we deduce an L ∞ bound on minimizing configurations which is uniform in n: Indeed, (3.4) directly implies
Choosing a constant C 1 of the size C 1 ≥ 100c, allows to conclude that for a fixed i ∈ [−n, n] not more than one percent of all points (i, j) have a local energy exceeding C 1 . Hence, for each i ∈ (−n, n) it is possible to find vertical atoms of distance ∼ 2n such that their local energy, h
n , j , is less than C 1 . Due to the chain structure of the Hamiltonian, the local energy of any vertical point j is then bounded by 3C 1 . As a consequence, we obtain |∇u ij n | c < ∞ uniformly for n ∈ N and i, j ∈ {−n, ..., n}.
(3.10)
We proceed by considering the points having low energy and show that for a large fraction of points the deformation is already "approximately laminar". For this, we define a position i ∈ [−n, n] on the horizontal lines, to be "simultaneously good" for j
Note, that due to (3.8) the number of i ∈ [−n, n] which are not "simultaneously good" is δ −1 n α . Property (2.2) implies that for each "simultaneously good"
In estimating the energy, we consider three "good" layers j = n 0 , j n ±1 which are indicated in green. Along the vertical lines (e.g. along the red line) the 1D chain structure implies that the gradient changes along rank-one directions in the matrix space.
Next, we claim that due to the two-well structure of our Hamiltonian a stronger property is satisfied: For sufficiently large n and each fixed "simultaneously good" i exactly one of the inequalities in (3.11) holds for all l ∈ {−1, 0, 1}. This will then imply that it is impossible to switch between the wells along the vertical direction if one starts at a "simultaneously good" position. In order to prove this claim, we argue by contradiction. Let us fix a "simultaneously good" i ∈ [−n, n] and assume, for example, that the following holds
12) By definition (2.6) of our 1D chain, one has the following relations
These, together with (3.12), imply that if
then necessarily there exists γ n ∈ (−π/2, π/2) such that
where Q γn ∈ SO(2) denotes a rotation by the angle γ n and the following conditions on (j
and γ n hold:
The inequalities (3.14)-(3.15) are connected to the fact that a deformation with gradient in SO(2)U 1 can be obtained from one of the respectively associated rankone connected matrices in SO(2)U 0 by a shear deformation. Next, let us suppose that dist(∇u
Then, analogous to the derivation of (3.15), there exists an angle γ 1,n such that
and the following relations hold between γ n and γ 1,n
For sufficiently large n and a correspondingly sufficiently small error n −α/4 the last two inequalities become incompatible with the first one in (3.15) as soon as a = b. Therefore, such an angle γ 1,n cannot exist, which thus yields a contradiction to (3.16) . Consequently, dist(∇u
holds. Proceeding analogous to the considerations in (3.13)-(3.14) one concludes in this case that
The last inequality, however, by (3.13) implies that
Therefore, one arrives at a contradiction to the starting assumption (3.12) . This and analogous considerations in the remaining cases, prove the claim for simultaneously good points. Finally, we conclude that the estimates can be extended along the whole vertical direction: For each "simultaneously good" i ∈ [−n, n] there exists Q i,n ∈ SO(2) such that either
This follows from the previous argument and the second estimate in (3.17). Similar estimates can be shown under p-growth assumptions on the two-well Hamiltonian.
Step 3: Jumps within the wells and the FJM rigidity theorem. As a consequence of (3.18) and (3.10) we have, ||u n || W 1,p (Ω) ≤ C for any p ∈ (1, ∞). On passing to subsequences, we may therefore conclude that
• and for any n there exist associated points
(Ω), (here the choice p = 4 is arbitrary),
• as a consequence of (3.11) the following dichotomy holds in the interval
Here the points x s , s ∈ {1, ..., K}, are obtained by taking a limit of an appropriate subsequence of the rescaled points i n from the set in (3.9). Similarly, the points y n s,l are obtained from the points which are not simultaneously good, i.e. at least one of the points on the vertical lines j n −1 , j n 0 or j n 1 carries a local energy of less thañ c but larger than n −α . Since the number of the latter points can possibly increase with growing n, there is no uniform a priori bound on it. However, our previous considerations on the simultaneously good points lying between these allows to deduce (3.19) .
) and a certain j ∈ [−n, n] one has dist(∇u Step 3a: Non-degenerate intervals. We distinguish two cases: In the first one we consider s ∈ {1, ..., K} such that x s = x s+1 , in the second case the jump planes are allowed to collapse in the limit. We start discussing the first alternative. For a fixed s ∈ {1, ..., K} there exists m s ∈ {0, 1} such that (3.19) holds with a single matrix, U ms , for any i with λ n i ∈ (y 
as, by (3.5a), the number of "bad" vertical stripes is controlled by n α , the horizontal length of each stripe is given by n −1 and its energy is bounded by a constant. Therefore,
Next, we apply the (non-linear) quantified Liouville (L p -rigidity) theorem of FrieseckeJames-Müller [22] : For each n ∈ N and each interval (x
Note that the constant c in the last estimate can be chosen uniformly on the domains Ω(x n s , x n s+1 ) if x s = x s+1 . Since SO(2)U ms is compact, for each s ∈ {1, ..., K} there exists a subsequence V n s → V s ∈ SO(2)U ms . Due to weak lower semicontinuity, the last two estimates and the boundedness of ∇u n , we infer 20) where {n l } ∈ N denotes the subsequence which realizes the lim inf in the second inequality. As a consequence we deduce
for some fixed rotation Q j ∈ SO(2). In a similar way one can conclude that u n → u in W 1,4 (Q(x s , x s+1 )). Note that similar estimates hold in the general case for Hamiltonians satisfying (H1)-(H4) with a p-growth assumption.
Step 3b: Degenerate intervals. For the case of degenerate intervals we argue similarly. Assume that x s = x s+1 for some s ∈ {1, ..., K} but x n s = x n s+1 . Without loss of generality, let x s−1 = x s = x s+2 . Then, one obtains
Here the first energy contribution, n −α , originates from the "good" stripes (y n r,l , y n r,l+1 ) with r ∈ {s − 1, s + 1} and l ∈ {1, ..., K n r }, respectively. The second contribution comes from the jumps between the stripes (y 
Since the interval (x s−1 , x s+1 ) has finite, non-degenerate length, the rigidity estimate can be applied with a fixed constant c. As in the first case of non-degenerate intervals, we can find a subsequence such that V n s → V s and V s ∈ SO(2)U ms . Using weak lower semicontinuity, the last estimate and proceeding as in (3.20) before, one obtains
Hence,
Therefore, collapsing intervals can be considered irrelevant for the gradient distribution of the limiting function ∇u. The limit is determined by the non-degenerate intervals only.
Step 4: Conclusion. We identify V s = U 0 if m s = 0 and V s = QU 1 if m s = 1. Indeed, a combination of the growth property (H3) and the L ∞ bounds from (3.10) imply uniform L p bounds (and strong convergence) for the gradients ∇u n as n → ∞. This in turn leads to a continuous limit function, u ∈ C(Ω), from which one then obtains that V s has to be rank-one connected to F λ . Therefore the statement follows.
Remark 3.3.
• Note, that the proof of Theorem 1 relies only on the general assumptions (H1) − (H4) and the definition of the constrained set A n,τ in (2.5). In particular, it does not make essential use of the specific form of the Hamiltonian (2.3).
• The converging subsequence and the resulting limiting function depend on the choice of the interpolation.
Analogously, we obtain the following compactness statement:
Then there exists a number K ∈ N and a (not relabeled) subsequence such that
for z ∈ Ω(x s , x s+1 ), where Q 0 := Id, Q 1 := Q and x K = 1,
Proof. This is analogous to the characterization of minimizers: Condition (3.21) replaces the direct construction of a comparison function and yields control of the gradient which allows to argue along the same lines as in Theorem 1.
4 First Order Γ-Limit and the Limiting Form of the Surface Energy
Setup and Statement of the Result
In the sequel, we concentrate on an important consequence of Theorem 1: The compactness results allow us to determine the limiting form of the surface energy of the sequences satisfying (3.21) using their previously derived piecewise rigid structure. We define boundary and internal layer energies,
, adapted to our situation of specific rank-one connected matrices via appropriate minimization problems. Let
be rescaled versions of the sets (2.1) and (2.9). 
We remark that as in [15] our definitions of the boundary and surface energy layers correspond to minimization problems for which the boundary conditions are "moved to infinity". However, in contrast to [15] we cannot eliminate the dependence on the parameter n in the densities since we are dealing with two-dimensional energies.
The definition of the boundary and internal energy layers allow to introduce a further quantity: The main theorem of this section rigorously shows the following asymptotic decomposition of the energy of any sequence, {u n } n∈N , satisfying the assumptions of Proposition 3.1:
for some K ∈ N and V s ∈ {U 0 , QU 1 }, s ∈ {1, ..., K − 1}. This implies that for perturbations of laminar configurations the leading order energy scales as O(λ n ). Hence, we may interpret the quantity (4.4) as a surface energy contribution. Correspondingly, if u n is a minimizing sequence to (2.6), (2.8) then
(4.6) as n → ∞. Note that in (4.6) one needs to minimize an overall number, K, of boundary and internal layers as the exact number is -a priori -not given explicitly by Theorem 1. As a consequence of Theorem 2 we will obtain the expected result K = 3: Under our boundary conditions (2.8), there are, in general, boundary energy contributions as well as a single interior interface. For the more general sequences from Proposition 3.1, i.e. for sequences with a finite surface energy which need not necessarily be minimizers, a finite but arbitrary number of interior interfaces is possible.
With this preparation our main result in this section can be formulated as: Here, we have 
The proof of the Γ-convergence for the surface energy follows along the lines of the strategy introduced by Braides and Cicalese in [15] . However, adaptations are needed for our special two-dimensional chain setting: The "(1 + )"-dimensionality of it causes additional technical difficulties, both in the construction of the recovery sequence for the Γ-lim sup inequality and in the proof of the Γ-lim inf inequality. Thus, we start by proving an important auxiliary result in the following subsection. It will play a major role in adapting the strategy of Braides and Cicalese [15] to our setting.
An Auxiliary Result
In the sequel we introduce one of the crucial techniques used in proving the Γ-lim inf and Γ-lim sup inequalities. This first technical tool consists of an observation based on averaging and allows to pass from a large number of horizontal atomic layers to a smaller number of these without changing the energy much. In order to give the precise statement, we introduce the following quantity. It can be regarded as an intermediate auxiliary functional between H n (u n ) and C(V 1 , V 2 , r 1 ): 
such that the following statements hold:
Here the decisive estimate is given by the last point which allows to pass from averaging over n points in the vertical direction to averaging over only m points while creating at most an energy surplus of the size . .7), we argue via contradiction. Assuming that the statement of the lemma were wrong, we would obtain
Since the strips I k , k ∈ {0, ..., n m }, are disjoint, this leads to the following estimate: , implies the claims of the lemma.
Proof of Theorem 2
With the preparation from the previous section, we address the proof of the Γ-lim inf inequality: Apart from the "averaging procedure" introduced in the previous section a second crucial ingredient of its proof consists of a horizontal "cutting procedure", which allows to modify a given configuration with locally small energy by horizontally extending the configuration via an appropriate element of SO(2)U 0 ∩ SO(2)U 1 after a certain point. In this sense, the "cutting procedure" in the horizontal direction complements the averaging procedure from the previous section since the latter can be interpreted as a "cutting" mechanism in the vertical direction. Both tools -the "cutting" and "averaging" procedures -also play a central role in the construction of the recovery sequence for the Γ-lim sup inequality later on.
Proof of the Γ-lim inf inequality. Let {u n } n∈N ⊂ L ∞ be a sequence such that u n → u with respect to the L ∞ topology. Without loss of generality, we may assume H 1 n (u n ) < ∞. According to the compactness result of Proposition 3.1, u n → u in 
where the vertical indexes j n 0 , j n ±1 are defined as in (3.6)-(3.9). In particular, the limiting points x s , s ∈ {1, ..., K}, are the only possible jump points of the gradient of u. Since we may always pass to the infimizing sequence of the energy, we may further assume w.l.o.g. that the statements of (4.9) hold for the whole sequence. We remark that the x s n are possibly degenerate in the sense that x s = x s+1 for some s ∈ {1, ..., K}. However, in the sequel we only consider the case of nondegenerate points x s , and briefly comment on the necessary modifications in the case of degenerate points at the end of the proof. In order to pass from the coordinates in Ω to the integer coordinates in Ω r n , we keep track of the number of atoms between the respective jumps of the gradient in the n-th iteration step by defining sequences {h for s ∈ {1, ..., K − 1}. This allows to rewrite the energy as
At this point, we would like to relate our energy contributions H 1 n , ..., H K n to the interfacial and boundary layer energies from Definition 4.1. As (rescaled versions of) our functions u n are very close to being admissible for the definition of these energies, we only have to modify them slightly: A first ansatz would be to use u n for the region close to the expected jump and then extend this deformation by the correct element V s of one of the energy wells SO(2)U 0 or SO(2)U 1 (c.f. Braides and Cicalese, [15] ). Since, however, our gradient sequence only converges in L p and not uniformly, this extension might cause an error of O(1). In order to avoid this difficulty, we use the (uniform in n) bound H 1 n (u n ) ≤ c < ∞ which allows to argue similarly as in Step 2 of Theorem 1. The result of the next lemma implies the Γ-lim inf inequality.
Lemma 4.2. For any s ∈ {1, ..., K} it holds
where w(n) → 0 as n → ∞.
We present the strategy of the proof in greatest detail for the left boundary layer. The arguments for the interior interfaces and the right boundary layer follow along the same lines. We indicate the main differences and how to overcome additional difficulties.
Step 1: The left boundary layer. By the estimates on the simultaneously good points from the proof of Theorem 1, we infer that for any 0 < α < 1 there exists an integer r α,1 n ∈ (−n, −n + n α ] such that in Ω(λ n r α,1 n , λ n r α,1 n + λ n ) the function u n satisfies estimates of the form (3.18), i.e. there exists a rotation Q n such that
In particular, the first equation yields an estimate on the vertical extension vectors:
We would like to exploit this, in order to obtain a test function for the minimization problem (4.2). For this we use a strategy based on defining a test function as (a rescaled version of) u ij n for the first r α,1 n horizontal steps and then extending it by an appropriately translated version of the affine function V 1 x. However, we have to be careful not to violate the non-interpenetration condition (2.1). In the sequel, we provide the details of the construction. We start by remarking that equation ( 
14)
for 0 < α < 1 2 − δ and 0 < δ 1. We further claim, that
Indeed, from the previous estimates we obtain
Combining this with the fact that
yields the claim. HereQ denotes the rotation matrix mapping the vector a b to the vector a −b . In the second line we made use of the commutativity of SO(2).
Thus, this leads to 
We stress that thusũ m is an admissible test function -satisfying in particular (4.1) -for the minimum problem defining
Using (4.14'), we estimate
as n → ∞. Thus, in the limit n → ∞, estimate (4.17) implies:
Step 2: Internal layers. For the remaining intervals we argue analogously: For each s ∈ {2, ..., K − 1} and each 0 < α ≤ n λ n + λ n ) and Ω(r α,s n λ n , r αs n λ n + λ n ). Moreover, by an argument which is similar to the one used for the left boundary layer, we may without loss of generality assume that the deformation gradients (and in particular the associated rotations) on the left and on the right hand side of the boundary layer are O(n −α/4 ) close to V s−1 and V s , respectively. Indeed by similar considerations as before, we may first assume that there exists a single rotation Q s n ∈ SO(2) such that ∇u −1 u ij n in the respective n α neighborhoods of the interface, we may assume that the deformation is close to V s−1 and V s on the left and right hand sides of the jump layer, respectively. In the sequel, we assume that -if necessary -the appropriate rotation has already been carried out and omit the bars in the notation. Again invoking Lemma 4.1 and setting m(n) := n α , (after a possible vertical translation) we define a new horizontally truncated deformation bỹ and
Step 3: The right boundary layer. Finally, for the right boundary layer, we argue as in the case of the left boundary layer. Denoting by l α,(K−1) n , the corresponding integer in the interval [n − n α , n], recalling Lemma 4.1 and (after a possible vertical translation) setting 20) where
and
+ o(1) as n → ∞. Combining the estimates (4.18)-(4.20), we finally infer the desired inequality (4.11). Hence the lemma and therefore, the Γ-lim inf inequality in the case of non-degenerate intervals, are proved.
In the case of degenerate intervals we mainly argue along the same lines as above. In this case the sequence u n may have more transition layers than the limiting function u. As degenerate intervals possibly yield additional transitions (with the length scale α possibly chosen accordingly to the degeneracy of their lengths as n → ∞ -but always keeping α bounded from below by an n-independent constant) one may rely on the triangle inequality for the boundary layer energies, e.g. in the form of the estimate:
Hence, the Γ-lim inf inequality also holds in this setting.
Remark 4.1. For later reference, we summarize the essential modification steps which were used in the Γ-lim inf inequality and refer to them as a "cutting procedure". As outlined in the proof of the Γ-lim inf inequality, it involves
• finding integer points close (more precisely, n α -close) to the expected jump layers at which the configuration transforms from one of the wells to the other well (and possibly back to the original well), c.f. equation (4.12),
• transferring the good estimates on neighboring τ i n , c.f. (4.13), to the α-scale in order to avoid self-interpenetration of the material, c.f. equations (4.14) and (4.14') which is possible for any α < 1/2,
• horizontally gluing the right rotation to the prescribed sequence at the respective α-close points, c.f. (4.15),
• using Lemma 4.1 in order to pass from the original sequence, which had a scale ∼ n, to a modified sequence which is reduced to a scale m = n α in both the horizontal and the vertical directions.
We emphasize that both the second and the fourth steps are essential in preserving the rescaled non-interpenetration condition (4.1), c.f. (4.14').
Keeping the previous comments in mind, we continue with the proof of the Γ-lim sup inequality. Again, this is slightly more involved than the strategy proposed in [15] , as we again have to preserve the admissibility conditions, i.e. u n ∈ A n,τ . In particular, we are confronted with the presence of an n-dependence in the functional which we analyze. As before, the key tools consist of a version of the averaging lemma (Lemma 4.1) and the "cutting procedure" introduced in Lemma 4.2.
Proof of the Γ-lim sup inequality.
Step 1: Preparation. Let u be such that
For a fixed but arbitrary > 0 let r = [r 0 , ..., r K ] be such that
By definition of the internal layer energies, for every s ∈ {2, ..., K − 2} there exist an infimizing subsequence {n ms } ms∈N ⊂ N with n ms → ∞ and functions u nm s ∈ A r nm s ,τ such that
Analogous statements hold for the boundary layers. We would like to use the subsequences {n ms } ms∈N and the functions u nm s which realize the lim inf in Definition 4.1 in order to define a recovery sequence for the Γ-lim sup inequality. For this, however, we have to fill the gaps in the subsequence u nm s in a way which does not raise the energies contributing to lim sup n→∞ H n (u n ). In order to deal with this difficulty, we make use of an "energy partitioning" or "averaging argument" in the spirit of Lemma 4.1.
Step 2: Averaging and collecting properties of the layer energies. In the sequel, we focus on a single transition layer, say on the transition layer C(V 1 , V 2 , r 1 ). All the other boundary and internal layer contributions can be treated analogously. We denote the subsequence realizing the lim inf in Definition 4.1 by {n m } m∈N and the associated functions by u nm . These functions are defined on Z × [−n m , n m ] and fulfill the rescaled admissibility condition (4.1).
We centrally use the following variant of Lemma 4.1:
Lemma 4.3 (Energy Partitioning/Averaging). Let n ∈ N and > 0 be arbitrary. Then there existsn ∈ {n m } m∈N withn n,n =n( , n), such that there exists a function u : Lemma 4.3 thus allows us to extend the infimizing subsequences {u nm s } in (4.22) for each s ∈ {1, ..., K − 1} to full sequences {u s n }, n ∈ N , such that for > 0 fixed and all sufficiently large n one has
We now prepare for patching together the various u s n originating from the different internal and boundary layer energies. In this context the "cutting procedure" summarized in Remark 4.1 plays an essential role.
The next lemma shows that after slight modifications which, however, preserve the estimates (4.23) (up to additional O( ) terms), the sequence {u s n } can be chosen to converge to a function u s with ∇u s ∈ {V s , V s+1 } whose gradient only has a single jump layer:
Lemma 4.4. Let 0 < α < 1 2 − δ, 0 < δ 1 and 0 < α < β < α + δ/2 be fixed but arbitrary. For each s ∈ {1, ..., K − 1} it is possible to modify the sequence {u remains admissible and has exactly one transition layer between V s and V s+1 of the width O(n α ) (see Fig. 3 ) which is (without loss of generality) centered at 0. More precisely, there exists i the stated constraints on α, β and by invoking Lemma 4.1, the construction remains admissible (in particular (4.1) can be satisfied). Moreover, its energy is controlled by (4.26) given below, i.e. it satisfies an analog of the energy bound (4.23) for the modified functionsũ s m (with possibly additional O( ) error contributions). As any further transition from V s+1 to V s costs an additional finite amount of energy, we have thus obtained a construction which does not deteriorate the energy of the original construction (i.e. satisfies the estimate (4.26)) and its gradient attains an appropriate deformation from the wells SO(2)U 0 ∪ SO (2) Remark 4.2. We remark that the modified sequence of Lemma 4.4 which was obtained via the "cutting procedure" summarized in Remark 4.1 does not necessarily preserve the shift r s in the definition of the boundary layer C(V s , V s+1 , r s ). However, for our further purposes it is only necessary that the resulting energy does not exceed an estimate of the form (4.23).
Step 3: Conclusion. Applying the previous step with an appropriate choice of α, β, we obtain a sequence {ũ s m } m∈N which satisfies the desired energy estimate • the individual jumps in its gradient converge to the respective jumps of the gradient of u,
• due to (4.23) satisfies the overall energy bound
for all sufficiently large m.
More precisely, we define As a corollary we obtain Corollary 4.1. Let {u n } n∈N be a minimizing sequence of H n (·) corresponding to admissible boundary data (2.8). Then the total number of boundary and internal layers is equal to three if λ / ∈ {0, 1}. The internal layer is either positioned at the horizontal coordinate x = 1 − 2λ or at x = −1 + 2λ.
Proof. This follows from the previous Γ-convergence result, in particular it is implicitly present in Lemma 4.3. For a fixed λ the position of the internal layer is uniquely prescribed by the points x = 1 − 2λ or x = −1 + 2λ.
Comparison with Numerics
In this section we present the results of our numerical simulations finding local minimizers to (2.6) considered with fixed τ i ≡ τ (i.e. the minimization was done only among chains that are uniform in the vertical direction) and boundary conditions
The numerics are based on a local optimization Newton type algorithm. Starting with a deformation u n ∈ A n,τ corresponding to a martensitic twin, i.e. a configuration such that we initially preoptimize the position of the middle atom i = 0 in (5.2). Namely, we optimize its position w.r.t. (2.6) considered with τ i ≡ τ without changing the configuration of the other atoms.
Next, the resulting preoptimized configuration is used as an initial guess for the Newton algorithm and thus, a nearby lying local minimizer of (2.6) considered with (5.1) is found.
The results in Fig. 4 show such a minimizer possessing a straight twinning interface coinciding with that of (5.2) and prescribed by the vector τ . The figure shows that the deviation from the the twinned configuration quickly decreases as the number of atoms, n, tends to infinity. In Fig. 5 we plot the absolute deviation in the atom positions of our local minimizer from the rank-one twin configuration (5.2). One finds that the deviation decreases exponentially starting from the middle atom lying on the twinning interface. Note, that the decay is not given exactly by a simple exponent but nevertheless is nicely approximated by it. Surprisingly, the middle atoms of our local minimizer and the initial guess for the Newton algorithm lying on the twinning interface coincide (deviation between them is zero). This might appear due to the initial preoptimization of the position of the middle atom in (5.2) which was described above. This simple preoptimization step seems to find the right position of the middle atom on the twinning interface. 
Summary and Discussion
In this article we introduced a general type of two-well Hamiltonian defined on a two-dimensional sublattice of Z 2 by imposing the assumptions (H1)-(H4). After restricting the set of possible deformations to the special case of 1D chains, non-uniformly extended in the vertical direction and considered with the boundary conditions (2.8), we were able to show piecewise asymptotic rigidity of sequences whose energy scales as surface energy. The corresponding compactness and Γ-convergence arguments allowed us to rigorously derive the continuum limit of the surface energy concentrating on the line interfaces between twin configurations. Finally, a numerical minimization of the discrete problem reflected our analytical results and showed an interesting exponential decay in the boundary layer profiles between arising twins.
Keeping these results in mind, we conclude by briefly commenting on the underlying physical assumptions, possible generalizations and some interesting related questions:
Since low energy states are expected to remain close to laminar configurations, our class of constrained configurations, i.e. atomic chains, seem to be natural objects -even though they impose restrictions on the model. An immediate -though less natural -generalization to the three-dimensional two-well problem is possible:
Considering configurations in which a chain of atoms (i.e. the atoms on the (i,0,0)-line with i ∈ [−n, n]) is freely deformed while the atoms on the corresponding orthogonal two-dimensional planes are deformed with a variable elongation, τ i n , in one direction and a fixed extension, τ , in the other planar direction, (basically) reduces this 3D situation to our 2D situation. Indeed, under these assumptions (and appropriate Dirichlet boundary conditions) the 3D setting corresponds to rankone perturbations of a "one-dimensional" configuration. As in our two-dimensional framework this then allows to conclude that in the in-plane directions all deformations have to be close to a single well -jump! s between the wells are impossible in this direction. This again relies on the fact that there are at most two intersections with the wells along any arbitrary rank-one direction in the matrix space. As our arguments rely on the one-dimensionality in the direction vertical to the generating chain, it is at the moment neither clear how to extend our results to the full two-dimensional setting nor to the three-dimensional case with variable elongations in both of the planar directions (i.e. which in a sense would correspond to a "(1 + 2 )-dimensional" argument).
In the case of general boundary conditions one expects that minimizers reflect the microstructure predicted in continuum theories and determine a length scale for the microstructures. For an investigation of this question one would need to proceed to the full two-dimensional setting which seems to be a very difficult open problem which is not even fully understood in the continuous framework.
Finally, an analytical identification of the minimizing sequences in the definitions of the boundary and internal layers (4.2)-(4.3) poses a further interesting problem. It seems impossible to find explicit solutions of the underlying EulerLagrange systems -even for our model Hamiltonian (2.3). Nevertheless, it could be possible to justify the exponential decay of the boundary and internal layers found numerically in Fig. 4-5 following e.g. approaches outlined in [14, 18] . From an analytical side already the "cutting procedure" introduced in Lemma 4.2 and Remark 4.1 shows that the width of the internal and boundary layers in the corresponding infimizing sequences can be made arbitrarily algebraically small, i.e. of the size O(n α ) for any 0 < α < 1/2. This again suggests that the width of the layers should decay exponentially with n.
