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Abstract
In this thesis, we investigate the stability of limit cycles of passive dynamic walking. The
formation process of the limit cycles is approached from the view of energy interaction.
We introduce for the first time the notion of the energy portrait analysis originated
from the phase portrait. The energy plane is spanned by the total energy of the system
and its derivative, and different energy trajectories represent the energy portrait in the
plane. One of the advantages of this method is that the stability of the limit cycles
can be easily shown in a 2D plane regardless of the dimension of the system. The
energy portrait of passive dynamic walking reveals that the limit cycles are formed by
the interaction between energy loss and energy gain during each cycle, and they are
equal at equilibria in the energy plane. In addition, the energy portrait is exploited to
examine the existence of semi-passive limit cycles generated using the energy supply
only at the take-off phase. It is shown that the energy interaction at the ground contact
compensates for the energy supply, which makes the total energy invariant yielding limit
cycles. This result means that new limit cycles can be generated according to the energy
supply without changing the ground slope, and level ground walking, whose energy gain
at the contact phase is always zero, can be achieved without actuation during the swing
phase. We design multiple switching controllers by virtue of this property to increase
the basin of attraction. Multiple limit cycles are linearized using the Poincare´ map
method, and the feedback gains are computed taking into account the robustness and
actuator saturation. Once a trajectory diverges from a basin of attraction, we switch
the current controller to one that includes the trajectory in its basin of attraction.
Numerical simulations confirm that a set of limit cycles can be used to increase the
basin of attraction further by switching the controllers one after another. To enhance
our knowledge of the limit cycles, we performed sophisticated simulations and found
all stable and unstable limit cycles from the various ground slopes not only for the
symmetric legs but also for the unequal legs that cause gait asymmetries. As a result,
we present a novel classification of the passive limit cycles showing six distinct groups
that are consecutive and cyclical.
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Chapter 1
Introduction
1.1 Motivations
Passive dynamic walking refers to the property that a suitably-designed biped can ex-
hibit stable walking on a downhill slope without any actuation [60] and is of great
theoretical interest because of its several particular features, which are listed later in
this section. On the other hand, public interest in walking robots has risen significantly
since Asimo’s debut in 2000. Asimo and its progenitor E0, developed by Honda, are
shown in Figure 1.1 (c) and (b), respectively. In 2009, Boston Dynamics introduced
the state-of-the-art walking robot, Petman, shown in Figure 1.1 (d). These two robots
are presently placed at the top of the two different types of the development of bipedal
locomotion. One is the Zero Moment Point (ZMP) walking, and the other1 is walking
using periodic orbits or limit cycles.
Vukobratovic´ et al. introduced the notion of the ZMP in 1968 [95–97]. Various robots
have been developed based on the ZMP such as Wabot-1 shown in Figure 1.1 (a) from
Waseda university in 1973, E and P series from Honda during the 1980s and 1990s,
and Asimo in 2000. The basic idea of ZMP walking is that a biped does not fall over
if an application point of ground reaction force is placed inside the support polygon
such as a foot sole during the single support phase. Hence, the biped tries to maintain
its equilibrium state at every moment of walking, which results in a large amount
of energy consumption. However, passive dynamic walking introduced by McGeer in
1988 takes advantage of the stability of periodic orbits [59, 60]. The biped eventually
1Boston Dynamics did not publish papers regarding Petman. This statement is based on our opinion.
If it is not true, Collins’ 3D walker shown in Figure 1.1 (e) would be worth mentioning in this place.
1
(a) Wabot-1 (b) Honda E0 (c) Asimo
(d) Ruina’s 2D walker (e) Collins’ 3D walker (f) Petman
Figure 1.1: Walking robots: (a) Wabot-1 (Waseda univ., 1973), (b) E0 (Honda, 1986),
(c) Asimo (Honda, 2000), (d) Ruina’s 2D walker (Garcia et al., 2000), (e) Collins’ 3D
walker (Collins et al., 2001), (f) Petman (Boston Dynamics, 2009)
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converges to a passive limit cycle, and thus the walking efficiency theoretically tends
to infinity. The idea of passive dynamic walking has influenced the development of
real bipedal robots that use natural dynamics or limit cycles such as [13,25,36,59,102]
in 2D and [18, 19, 93, 101] in 3D. We focus on passive dynamic walking because of its
interesting features. For example,
• Passive walking is perfectly efficient since no external energy (other than gravity)
needs to be supplied [59,60].
• Natural human walking is partly dependent on the passive mechanism during the
swing phase [61,63,64].
• Passive dynamic walking exhibits period doubling bifurcations leading to a chaotic
regime as the ground slope is varied [32,33].
The first feature motivated the development of the notion of the energy portrait
analysis. When a biped is walking, some amount of energy supply is indispensable to
sustain the walking because the biped loses its energy at every step because of the inelas-
tic impact of the swing foot [60]. This is the reason why passive level ground walking is
impossible. However, when a biped walks down a slope, the energy loss is compensated
by the potential energy without any external actuation. The energy portrait analysis is
the product of the study on the natural energy interaction between loss and gain. The
second feature had an effect on the development of the notion of multiple switching
control. In the control algorithm, only take-off movement plays an important role in
stabilizing the walking gaits and the other phases use natural dynamics without any
actuation. Therefore, the resultant walking appears very anthropomorphic. The third
feature motivated further studies on bifurcations and chaos of passive walking, which
resulted in classification of the passive limit cycles.
1.2 The Compass-gait Biped
Throughout this thesis, the compass-gait biped introduced in [30, 32] will be used for
all numerical simulations. The original movement was divided into a swing phase and
3
stθ
swθ
φ
m
Hm
m
Figure 1.2: Modeling of the compass-gait biped
an impact phase, but we divide it into three phases such as a take-off phase, a swing
phase, and a contact phase like Roussel et al. [78]. They used four phases adding a
double support phase, but we do not control the double support phase in this thesis.
Our biped model is shown in Figure 1.2.
1.2.1 Take-off Phase
A walking cycle starts from the take-off phase at which both legs are on the ground
and impulsive torques are instantaneously applied to the system. The equations of
motion at the take-off phase with generalized impulsive forces are given from the La-
grangian dynamics [86]
d
dt
(
∂T
∂q˙i
)
− ∂T
∂qi
+
∂U
∂qi
= fi,impulsive, (1.1)
∫ t+
t−
d
dt
(
∂T
∂q˙i
)
dτ −
∫ t+
t−
∂T
∂qi
dτ +
∫ t+
t−
∂U
∂qi
dτ =
∫ t+
t−
fi,impulsivedτ, (1.2)
∫ t+
t−
d
dt
(
∂T
∂q˙i
)
dτ =
∫ t+
t−
fi,impulsivedτ, (1.3)
4
where the generalized impulse pi is defined by the right-hand side of (1.3) [103].
∴ ∂T
∂q˙i
∣∣∣∣
t+
− ∂T
∂q˙i
∣∣∣∣
t−
= pi. (1.4)
On substituting the Kinetic energy with T = 12 q˙
TMq˙,
M(q˙+ − q˙−) = p, . (1.5)
Equation (1.5) is the equations of motion of the take-off phase.
1.2.2 Swing Phase
The swing phase describes that one leg is fixed on the ground as a pivot and the
other leg swings above the ground while walking. These legs are called a stance leg and
a swing leg, respectively. Since there is no external force, the total energy of the biped
is conserved. θst(t) and θsw(t) are stance leg angle and swing leg angle respectively.
They are with respect to the vertical to level ground. We choose the two leg angles
as generalized coordinates for the compass-gait biped. m, mH , and l are leg mass, hip
mass, and leg length respectively. φ is ground slope, and during the take-off phase φ
can be calculated from the leg angles, that is, 2φ = −(θst(t) + θsw(t)). The equations
of motion of the swing phase are also derived from the Lagrangian dynamics
 M11 M12
M21 M22
 q¨ +
 0 C12
C21 0
 q˙ +
 G1
G2
 = 0, (1.6)
5
where q = [qst, qsw]T = [θst(t), θsw(t)]T , and
M11 = l2(4mH + 5m)/4,
M12 = M21 = −l2m cos(qst − qsw)/2,
M22 = l2m/4,
C12 = −C21 = − l2m sin(qst − qsw)q˙sw/2,
G1 = −gl(2mH + 3m) sin(qst)/2,
G2 = glm sin(qsw)/2.
1.2.3 Contact Phase
The contact phase describes the instant when the swing leg strikes the ground after
passing the stance leg. When the two legs are overlapped during the swing phase the
swing leg also scuffs the ground, but we ignore this touchdown in simulation. Knees
or nonzero feet are required to avoid the scuffing in practice. We make standard as-
sumptions that the impact is perfectly inelastic and that there is no slipping at the
stance foot/ground contact [48]. In passive walking the loss of kinetic energy at impact
is compensated by the increment of the potential energy gained from the change in the
reference frame after impact. The equations of motion of the contact phase are governed
by the conservation of angular momentum. The results are given by q˙+ = R(q−)q˙−,
where superscripts − and + denote state variables just prior to and just after impact,
respectively. The impact map R(·) is described by [32]
R(q−) =
 r+11 r+12
r+21 r
+
22

−1  r−11 r−12
r−21 0
 , (1.7)
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where
r+11 = l
2(4mH + 5m− 2m cos(q−st − q−sw))/4,
r+12 = l
2m(1− 2 cos(q−st − q−sw))/4,
r+21 = −l2m cos(q−st − q−sw)/2,
r+22 = l
2m/4,
r−11 = l
2(−m+ 4(mH +m) cos(q−st − q−sw))/4,
r−12 = r
−
21 = − l2m/4,
1.3 Stability Analysis
1.3.1 Background
Stability of a 1-degree-of-freedom (DoF) rimless wheel [58] was considered to be related
to the natural dynamics of bipedal locomotion and used to develop the notion of passive
dynamic walking by McGeer in 1988 [59,60]. He studied modeling, stability, and param-
eter effects of a 2-DoF planar biped robot walking down a shallow slope only powered
by gravity. A rimless wheel in 3 dimensions (3D) was investigated by Coleman et al. [17]
to study 3D walking. Both movements consist of a continuous natural dynamics and
a discrete impact dynamics. Stability of 3D walking using the natural dynamics was
studied by many researchers such as Fowble and Kuo [24], Adolfsson et al. [2, 3], Pratt
and Pratt [77], and Kuo [52].
Trajectories of Passive dynamic walking form periodic orbits or limit cycles whose
stability can be analyzed using the Poincare´ map method [74]. The Jacobian of the
Poincare´ map shows movements of the trajectories near a fixed point after small per-
turbations and can be computed by numerically updating trajectory sensitivity. Hiskens
and Pai [41,42] introduced the trajectory sensitivity considering a discrete jump for hy-
brid systems. As for passive dynamic walking, the trajectory sensitivity should be
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updated once more after ground contact because the trajectory jumps on the Poincare´
section to complete one walking cycle. Goswami et al. studied the stability of limit
cycles of the compass-gait biped using the Poincare´ map method and found that dis-
sipative effects significantly improves the stability [22, 33]. Many researchers also took
advantage of the Poincare´ map method to study the stability of limit cycle walking.
1.3.2 Approach
The Poincare´ map method shows that stability of limit cycles is determined by perturbed
trajectories of state variables, which are joint angles and joint angular velocities. Instead
of using the state variables, we are going to investigate energy variables which consist
of total energy and its derivative because the formation of the limit cycles is caused by
energy interactions at the contact phase.
Abeyaratne [1] studied the stability of a 1-DoF prism rolling down a slope, which has
the same mechanism as a 1-DoF rimless wheel has. Abeyaratne’s results can also be
seen in Chapter 10. of [90]. When a prism is rolling down stably on a slope, its angular
velocity ω converges to a constant ω∗. If ω > ω∗, the total energy of the next rolling
decreases since the larger ω causes the larger kinetic energy loss than a potential energy
gain at impact. Therefore, ω of the next rolling decreases. If ω < ω∗, the total energy
of the next rolling increases since the smaller ω causes the smaller kinetic energy loss
than a potential energy gain at impact. Therefore, ω of the next rolling increases. In
this way, ω converges to ω∗. This is kind of a natural energy feedback system.
Bipedal walking has more than 2-DoF and the energy relationship is more compli-
cated. Therefore, we will introduce, for the first time, a new notion of energy portrait
analysis in Section 2.3 to investigate the stability of energy flow in the overall energy
plane spanned by the total energy and its derivative.
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1.4 Control
1.4.1 Background
The existing passive limit cycles can be fortified by passivity-based control [69–71]
for not only underactuated but also fully actuated biped robots [31, 81, 82, 85]. The
trajectories during the swing phase are controlled to converge to the reference total
energy. The control inputs become zero at the reference energy, and thus trajectories
still follow the passive limit cycle. As results, the rate of convergence to the limit cycle
is improved.
Each slope has its own passive limit cycle. When the slope is changed, we need to
find a new passive limit cycle as a reference of control. Spong [81], and Spong and
Bullo [83, 84] introduced the notion of controlled symmetry and utilized a property of
Lagrangian dynamics which is invariant under the group action. The hybrid dynamics
of passive walking is slope invariant except for the gravitational term derived from
potential energy. Therefore, the current passive limit cycle can still be invariant on
different slopes by shaping the potential energy during the swing phase.
The passive limit cycles should be modified by external inputs to regulate walking
performance. Kuo [53,54] used a toe-off impulse before the heel strike and a hip torque
during the swing phase. Combinations of both inputs generate various step lengths and
walking speed. Chevallereau [12] used a time-scaling method [20] to generate a set of
reference trajectories which converge to various limit cycles by a nonlinear control law
for an underactuated planar biped. Holm et al. [44] used the time scaling method to
modify passive limit cycles. As results, a gait transition and walking speed regulation
are achieved for bipedal walking on the same slope.
Grizzle et al. [37] took advantage of the notion of zero dynamics [11, 49, 51] with an
output function defined by virtual constraints to control a 3-DoF underactuated planar
biped robot. Hybrid zero dynamics (HZD) is an invariant zero dynamics manifold
under the impact map. The lower dimensional HZD of an n-DoF planar biped can
be asymptotically stable by a feedback linearization controller [99, 100]. Stable limit
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cycles of the HZD are also stable in full dimensional dynamics. The notion of HZD was
successfully applied to not only simulations [15,67] but also real robots like Rabbit [13]
developed by the CNRS, and MABEL with a compliant transmission [87] developed by
the University of Michigan. Both of them walk in a 2D sagittal plane by a rotating
boom attached to the hips. HZD walking of 3D biped robots was investigated by Ames
and Gregg [4], and Gregg and Spong [34, 35] using Routhian reduction method, and
Chevallereau et al. [14] using extended virtual constraints.
1.4.2 Approach
The development of our control algorithms is also approached by energy view. Limit
cycles are formed at the place where energy interactions are balanced. Therefore, if
energy supply is changed, the current limit cycle moves to another one yielding dif-
ferent walking performance. We are going to investigate how to provide energy for a
biped. Additional constraints should be considered due to the redundancy of joint vari-
ables. The resulting limit cycles are possibly unstable, and thus stabilization control is
necessarily. On the contrary to the previous work that manipulated the swing phase
to modify limit cycles, we leave the swing phase uncontrolled, which exhibits natural
dynamics. The following two issues are considered from a practical view point. First,
control inputs are saturated by physical ranges. Second, we are going to use bounded
continuous inputs instead of using impulsive torques.
1.5 Thesis Outline
In chapter 2, we compile all analysis methods that are widely used to study the sta-
bility of bipedal locomotion. Especially, we give some comments on the comparison of
the Zero Moment Point, the Foot Rotation Indicator and the Center of Pressure. After
that, the Poincare´ map method is presented, and then we propose our own stability
analysis method using the energy portrait of nonlinear hybrid systems. In chapter
3, we suggest control algorithms for the take-off phase and the swing phase. Based on
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the fact that passive walking has multiple limit cycles, we propose a novel concept of
multiple switching control. We also give a solution to a practical issue regarding how to
deal with impulsive torques in real systems. In chapter 4, we present very elaborate
simulation results in order to enhance our understanding on the passive walking. Espe-
cially, we for the first time introduce classification of passive limit cycles of asymmetric
walking obtained from bifurcation diagrams showing step periods versus two bifurca-
tion parameters which are the ground slope and the ratio of the leg masses. Finally
we summarize and emphasize our contributions in the last chapter and suggest some
directions for future work.
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Chapter 2
Stability Analysis for Bipedal Locomotion
2.1 Stability of Indicators
2.1.1 Background
In order to explore the stability of indicators, we introduce basic terms of dynamic
systems with forces referenced from [8, 62]. Many problems in mechanics deal with a
system of forces, and it is usually necessary to reduce the system to its simplest form
in describing its action. The resultant of a system of forces is the simplest force
combination that can replace the original forces without altering the external effect of
the system on the rigid body to which the forces are applied.
Algebraically, we may locate the resultant force as shown in figure 2.1. First, a
convenient reference point O is chosen. All forces shown in (a) are added to form the
resultant force ~R at O, and all couples are added to form the resultant couple ~MO. The
couple, a free vector, is defined as the moment produced by two equal, opposite and
parallel forces. We now have the single force-couple system as shown in figure 2.1 (b).
Finally, in (c), the line of action of ~R is located by requiring ~R to have a moment of
~MO about the point O. This process is summarized in equation form by
~R =
∑
~Fi, (2.1)
~MO =
∑
(~Fid), (2.2)
Rd = MO. (2.3)
We note that the force systems of figure 2.1 (a), (b), and (c) are all equivalent.
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Figure 2.1: Resultant of a system of forces
We now consider a rigid body of mass m moving under the action of several external
forces ~F1, ~F2, and ~F3 shown in figure 2.2 (a). Considering first the motion of the mass
center C of the body with respect to the Newtonian frame, we can write
∑
~Fi = m~a, , (2.4)
where ~a is the acceleration of the mass center C. Turning to the motion of the body
relative to the centroidal frame at C, we can write
∑
~MC = ~˙HC , , (2.5)
where ~˙HC represents the rate of change of ~HC , the angular momentum of the rigid
body about its mass center C. Both (2.4) and (2.5) express that the system of the
external forces is equivalent to the system consisting of the vector m~a attached at C
and the couple of moment ~˙HC shown in figure 2.2 (b). (2.4) and (2.5) apply in the most
general case of the motion of a rigid body.
Let us consider the angular momentum of the rigid body relative to an arbitrary point
O. The angular momentum ~HO about any given point O can be obtained by adding
the angular momentum ~rOC ×m~˙rOC generated by the linear momentum to the angular
momentum ~HC . We write
~HO = ~rOC ×m~˙rOC + ~HC , (2.6)
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Figure 2.2: Equivalent systems for a rigid body in motion
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Figure 2.3: Simplified foot
where ~rOC is a position vector from O to C.
2.1.2 Foot Simplification
We present a simplified biped with a leg and a foot at the single support phase on the
level ground as shown in Figure 2.3. In order to analyze this system, we replace the
external influence above the ankle as an ankle force ~FA and an ankle moment ~MA. The
foot mass m~g is exerted at the center of mass of the foot. Figure 2.4 indicates these
forces. In addition, there exists the ground reaction force applied to the foot from the
ground. The ground reaction force plays a key role in this section. Before we compute
the ground reaction force, we find the simplified equivalent system of Figure 2.4. This
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Figure 2.4: Forces acting on the foot
effort enables us to easily investigate the ground reaction force.
2.1.3 Zero-Moment Point (ZMP)
We derive the resultant forces from the external forces ~FA, ~MA, and m~g except for
the ground reaction force. An arbitrary point O on the ground is selected as shown
in Figure 2.5 and the resultant force ~FR and the resultant moment ~MO are calculated
from the following equations:
~FR = ~FA +m~g, (2.7)
~MO = ~rOA × ~FA + ~MA + ~rOC ×m~g. (2.8)
Let us move ~FR to another point P on the ground so that the horizontal moment
about P is equal to zero. The moment about O is ~MO = (MOx,MOy,MOz). We need
A
OM
O
C
x
z
RF
Figure 2.5: Equivalent system at an arbitrary point O
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Figure 2.6: Equivalent System at P where horizontal moment becomes zero
to find the position of P whose moment about P is ~MP = (0, 0,Mz) satisfying
[~rOP × ~FR]hor = [ ~MO]hor. (2.9)
The physical meaning of the zero horizontal moment is that the foot does not rotate
along x and y axes. Therefore the foot is in equilibrium. However, Mz is not necessarily
to be zero because friction between foot and ground can remove the movement generated
by Mz. In general, Mz is not equal to zero. Figure 2.6 shows the results. Let us plug
(2.7) and (2.8) into (2.9).
[~rOP × (~FA +m~g)]hor = [~rOA × ~FA + ~MA + ~rOC ×m~g]hor, (2.10)
~rOA = ~rOP + ~rPA , (2.11)
~rOC = ~rOP + ~rPC , (2.12)
[~rPA × ~FA + ~MA + ~rPC ×m~g]hor = 0, (2.13)
∴
∑
~MP |hor = 0. (2.14)
The position of P can be obtained from (2.13).
Now, it is easier to find the ground reaction force from Figure 2.6. The ground
reaction force is composed of a normal force ~N , a friction force ~Fs, and a tangential
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Figure 2.7: Three ground reaction forces
moment ~Mt on the foot sole as shown in Figure 2.7. ~Fs and ~Mt are generated by friction
between foot and ground. If we assume that the friction is sufficiently large, then ~Fs is
less than equal to the maximum static friction force and the magnitude of ~Mt is equal to
Mz so that the foot does not rotate along z-axis. The equations of equilibrium including
the ground reaction force are given by
∑
~F = ~FR + ~FS + ~N = 0, (2.15)∑
~M = ~Mz + ~Mt = 0. (2.16)
Therefore, the system is in equilibrium. Figure 2.8 illustrates all external forces acting on
the foot. ~R = ~Fs + ~N is said to be the ground reaction force in bipedal locomotion.
P is the application point of the ground reaction force on the ground. Finally, if P
satisfying (2.14) is placed inside of the foot sole and the friction is sufficiently large,
then the horizontal resultant moment at P is zero and the foot is in equilibrium. This
point P is said to be the Zero-Moment Point proposed by [95–97] because
∑
Mx = 0,∑
My = 0 about this point.
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2.1.4 Example of ZMP
The system is given in Figure 2.8 [56]. ~FA and ~MA can be measured by experiment.
We can derive the position of ZMP from (2.13).
~rPA = (xA − xP , yA − yP , zA −zP ), (2.17)
~FA = (Fx, Fy, Fz), (2.18)
~MA = (Mx,My,Mz), (2.19)
~rPC = (xC − xP , yC − yP , zC −zP ), (2.20)
~g = (0, 0, g). (2.21)
18
~rPA × ~FA = {(yA − yP )Fz − zAFy}i
+{zAFx − (xA − xP )Fz}j
+{(xA − xP )Fy − (yA − yP )Fx}k, (2.22)
~rPC ×m~g = (yC − yP )mgi
+(xC − xP )mgj, (2.23)
for i,
(yA − yP )Fz − zAFy +Mx + (yC − yP )mg = 0, (2.24)
for j,
zAFx − (xA − xP )Fz +My − (xC − xP )mg = 0, (2.25)
Therefore,
xZMP =
xCmg − zAFx + xAFz −My
mg + Fz
(2.26)
yZMP =
yCmg − zAFy + yAFz −Mx
mg + Fz
(2.27)
In the following section we discuss the ZMP out of the foot sole.
2.1.5 Foot Rotation Indicator (FRI)
We derived the equations of equilibrium under the condition that P, the ZMP, is placed
inside the foot sole. In this section, we put the point P out of the foot sole. The
equivalent system of the resultant force and moment can be shown in Figure 2.9. P
is the point where the horizontal moment induced by ~FA, ~MA, and m~g becomes zero.
Thus P satisfies (2.13), and the resultant force ~FR acts at P. If the ground reaction
force could be applied at the same point P, then the system would be in equilibrium
like the Zero-Moment Point. However, the ground reaction force cannot leave the foot
sole. When the ground reaction force acts at a point within the foot sole, the sum of
the moments about the point is no longer zero and a clockwise moment is generated
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Figure 2.9: Equivalent systems at P located out of the foot sole
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Figure 2.10: Foot in motion
as shown in Figure 2.10. The foot is rotating about the tip of the foot at which the
ground reaction force acts, and there exist linear momentum ~L and angular momentum
~H where ~L = m~v and ~H = ~r × m~v. The moments, Mz and ~Mt, shown in figure 2.7
still exist in figure 2.10. However we removed both of them for simplicity. They can be
canceled out each other by sufficient friction. The equations of motion of the system is
expressed as
∑
~F = m~a, (2.28)∑
~MC = ~˙HC . (2.29)
Let us solve (2.29) about the point P.
∑
~MP = ~rPE × ~R = ~˙HP , (2.30)
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~˙HP = ~rPC ×m~¨rPC + ~˙HC , (2.31)
~rPC = ~rPE + ~rEC , (2.32)
~¨rPC = 
~¨rPE + ~¨rEC , (2.33)
∴ ~rPE × ~R − ~rPC ×m~¨rEC = ~˙HC . (2.34)
We can get the same result from the equations of motion about the point E.
∑
~F = ~FR + ~R = m~¨rEC , (2.35)∑
~ME = ~rEP × ~FR = ~˙HE , (2.36)
~˙HE = ~rEC ×m~¨rEC + ~˙HC , (2.37)
~FR = m~¨rEC − ~R, (2.38)
−~rPE × (m~¨rEC − ~R) = ~rEC ×m~¨rEC + ~˙HC , (2.39)
~rPE × ~R − (~rPE + ~rEC )×m~¨rEC = ~˙HC , (2.40)
∴ ~rPE × ~R − ~rPC ×m~¨rEC = ~˙HC . (2.41)
(2.34) and (2.41) are of course equivalent. In sum, P is the point where the horizontal
resultant moment from ~FA, ~MA, and m~g becomes zero, but the sum of the moments of
the system about P is no longer zero because the ground reaction force, ~R, acts at a
different point from P. This fact can be verified from (2.30). Finally, if P satisfying (2.13)
or (2.41) is placed out of the foot sole and friction is sufficiently large, then horizontal
resultant moment at P is zero but the foot is not in equilibrium but in motion. This
point P is said to be the Foot Rotation Indicator [29] because the foot is rotating.
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2.1.6 Example of FRI
The system is given in figure 2.10 [76]. ~¨rEC and ~˙HC can be measured by experiment.
We can derive the position of FRI from (2.41) as well as from (2.13).
~rPE = (xE − xP , yE − yP ,zE −zP ), (2.42)
~R = (Rx, Ry, Rz), (2.43)
~rPC = (xC − xP , yC − yP , zC −zP ), (2.44)
~¨rEC = (x¨C , y¨C , z¨C ), (2.45)
~˙HC = (H˙Cx, H˙Cy, H˙Cz), (2.46)
From (2.34)
~rPE × ~R = (yE − yP )Rzi
−(xE − xP )Rzj
+{(xE − xP )Ry − (yE − yP )Rx}k, (2.47)
~rPC ×m~¨rEC = {(yC − yP )mz¨C − zCmy¨C}i
+ {zCmx¨C − (xC − xP )mz¨C}j
+ {(xC − xP )my¨C − (yC − yP )mx¨C}k, (2.48)
for i,
(yE − yP )Rz − (yC − yP )mz¨C + zCmy¨C = H˙Cx, (2.49)
for j,
−(xE − xP )Rz − zCmx¨C + (xC − xP )mz¨C = H˙Cy, (2.50)
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Therefore,
xFRI =
xCmz¨C − zCmx¨C − xERz − H˙Cy
mz¨C −Rz
(2.51)
yFRI =
yCmz¨C − zCmy¨C − yERz + H˙Cx
mz¨C −Rz
(2.52)
2.1.7 ZMP vs. FRI
The notion of the Zero-Moment Point was formally introduced by Vukobratovic and
Stepaneko in 1968 [97]. The ZMP is a point on the ground at which the net moment of
the inertial forces and the gravity forces have no component along the horizontal axes.
The Foot Rotation Indicator was firstly introduced by Goswami 1999 [29]. He defined
the FRI as a point on the foot-ground contact surface, within or outside the support
base, where the net ground reaction force would have to act to achieve a zero moment
condition about the foot with respect to the FRI point itself.
As we mentioned above, (2.13) can be applied to both ZMP and FRI, that is the
horizontal resultant moment generated from the external forces except ground reactions
becomes zero. Hence, their positions can be derived from the same equation. If the
position is placed inside of the foot sole, the foot is in equilibrium and the point is called
the ZMP. The equations of equilibrium of the system can be expressed as
∑ ~F = 0 and∑ ~M = 0. On the other hand, if the point is out of the foot sole, then the foot is in
motion and the point is called the FRI. The equations of motion of this system can
be expressed as
∑ ~F = m~a and ∑ ~M = ~˙H. Another interpretation is that the FRI
coincides with the ZMP when the foot is stationary, but it is different from the ZMP
for the non-zero rotational acceleration. In addition, Goswami gave another method to
compute the FRI position in eq. (2.41) that came from the equations of motion of the
system.
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2.1.8 Center of Pressure (CoP)
The CoP is a point at which the resultant force produced by the pressure distribution is
applied, and it is placed where the the sum of the horizontal moments of the distributed
pressure becomes zero. The pressure can be generated from the place where the foot
makes contact with the ground, and thus the CoP is placed inside of the foot sole like
ZMP. The resultant force, by definition, corresponds to the normal component of the
ground reaction force. An important observation is that tangential component of the
ground reaction force has no influence on the horizontal moments, therefore the point
where the ground reaction force acts is identical with the Center of Pressure.
2.2 Stability of Limit Cycles
2.2.1 Hybrid Systems
One walking step of a compass-gait biped has two phases: a continuous swing phase and
a discrete impact phase. This type of dynamic systems is said to be hybrid systems.
Let qst, q˙st, qsw, q˙sw be state variables denoted by x, then state equations of each phase
are given by
 x˙ = f(x), x /∈ Σx+ = R(α)x−, x ∈ Σ (2.53)
where 2α = q−st− q−sw. Σ denotes the switching surface at which impact occurs, and f(·)
and R(·) can be directly derived from (1.6) and (1.7).
2.2.2 Poincare´ map method
Poincare´ map method is widely used to analyze the stability of bipedal locomotion
[14, 37, 42, 68, 100]. We let xi denote the state variable x ∈ <n on Σ ∈ <n−1 at the
beginning of the ith cycles. If we select the switching surface Σ as a Poincare´ section,
24
then the Poincare´ map P is a mapping from Σ to Σ, and can be defined by
xi+1 = P (xi), (2.54)
where P : Σ→ Σ [89]. P is computed by using the state variable xi numerically updated
from (2.53).
A limit cycle of walking corresponds to a fixed point x∗ on P . The walking gait
satisfying x∗ = P k(x∗) is said to be a period-k motion, which means xi+k = xi and
the cycle forms a closed orbit after k steps. k is said to be the periodicity of the
limit cycle. The stability of the limit cycle is determined by using the Jacobian of the
Poincare´ map near the fixed point, which is given by
δxi+1 =
∂P k(x)
∂x
∣∣∣∣
x∗
δxi. (2.55)
The eigenvalues of the linearization all of which are inside of the unit circle guarantee
that the orbit is locally asymptotically stable.
2.3 Stability of Energy
2.3.1 Definition
In this section we explain one of the main contributions of this thesis. The basic idea
of the energy portrait analysis is similar to the well-organized phase portrait analysis
of two dimensional dynamic systems. We define two energy variables, which are
nonlinear functions in terms of the state variables of n-dimensional dynamic systems as
follows:
z1 = Total energy, (2.56)
z2 = Rate change of the total energy. (2.57)
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The energy flow is represented in the z1−z2 plane, which is said to be the energy plane.
All energy trajectories form the energy portrait in <2 regardless of the dimension of
the system.
One of the characteristics of passive walking is that the total energy during the swing
phase is invariant and a discrete change takes place at the contact phase. Thus, we can
represent energy variables as the following discrete equations
z1 = E = Ei, (2.58)
z2 = ∆E = Ei+1 − Ei, (2.59)
where Ei is the total energy at the beginning of the ith step of the swing phase given
by (1.6). The energy space equations correspond to the state space representation of
the two dimensional systems described by two first order differential equations. The
correspondence enables us to take advantage of the stability analysis using eigenvalues
and eigenvectors of the linearization. The energy space equations are given as
∆z1 = Ei+1 − Ei, (2.60)
∆z2 = (Ei+2 − Ei+1)− (Ei+1 − Ei). (2.61)
The equilibrium point of energy is defined by a set of state variables satisfying the
right-hand side of the energy space equations is equal to zero.
2.3.2 Energy of hybrid systems
All energy variables during the swing phase of passive walking are represented by a
single point in the energy plane because the total energy during the swing phase is
always constant. Energy moves only at the contact phase. Let us take an example of
the compass-gait biped to examine the energy movement.
When the swing leg hits the ground, there is an impact and the collision is inelastic
causing an effect of the change in the kinetic energy. If it is the purely elastic collision,
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then the kinetic energy before impact would be fully restored after impact. In other
words, if the coefficient of restitution is equal to one, then the kinetic energy loss during
compression is fully released during restitution [90]. However, we assumed that the
impact of the compass-gait biped is plastic or purely inelastic [48]. This assumption is
reasonable based on the fact that human feet do not rebound from the ground surface
during the double support phase. If the coefficient of restitution is equal to zero, no en-
ergy is released during restitution, which results in the loss of kinetic energy. Therefore,
we define Eloss as
Eloss = −(T+i − T−i ). (2.62)
When the compass-gait biped walks on level ground, the biped stops walking in several
steps due to the energy loss that makes the total energy tend to zero. On the other
hand, walking down on a slope gains energy at every step from an increment of the
potential energy. The origin of the reference frame of the compass-gait biped is placed
at the end of the stance leg. After impact, two legs are switching their roles and the
reference frame moves down to the end of the swing leg before impact. At the moment
of impact, the potential energy with respect to the new frame is greater than those with
the old frame. Therefore, we define Egain as
Egain = U+i − U−i . (2.63)
Combining (2.62) and (2.63) yields
Egain − Eloss = T+i − T−i + U+i − U−i . (2.64)
Since swing phase is free, we note that
T−i + U
−
i = T
+
i−1 + U
+
i−1. (2.65)
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Thus
Egain − Eloss = T+i − T+i−1 + U+i − U+i−1, (2.66)
= ∆Ti−1 + ∆Ui−1. (2.67)
Finally, the rate chance of the total energy can be described using Egain and Eloss as
∆Ei−1 = Egain − Eloss. (2.68)
2.3.3 Energy variables
In order to draw the energy portrait, energy trajectories should be computed from many
different initial conditions. Since the energy flow of passive walking of the compass-gait
biped is represented by discrete equations, the energy trajectories can be plotted by
computing energy variables at the beginning of each step. Let xi be the initial condition
of ith steps, then z1 from (2.58) is directly obtained from xi. In order to compute z2
from (2.59), it is required to find the initial condition of the next step, that is we need
to compute xi+1 = P (xi) where P (·) is the Poincare´ map numerically calculated from
(2.53). However, the energy variables can be determined by using the results of the
previous section 2.3.2 without computing the Poincare´ map.
The inverse of the impact map gives x−i = R(α)
−1xi from (1.7) and (2.53). Egain and
Eloss are computed from xi and x−i yielding all energy variables of the previous step.
To simplify equations, system parameters are given by
mhip = 10 kg, (2.69)
mleg = 5 kg, (2.70)
lleg = 1 m, (2.71)
g = gravitational acceleration (u 9.81 m/sec2). (2.72)
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State variables are given by
x1 = stance leg angle, (2.73)
x2 = stance leg angular velocity, (2.74)
x3 = swing leg angle, (2.75)
x4 = swing leg angular velocity. (2.76)
Then the total energy, Egain, and Eloss are written by
Etotal =
1
2
q˙TMq˙ + 2.5g(2 cosx1 − cosx3) + 12.5g, (2.77)
Egain = 40g sinα sinφ, (2.78)
Eloss =
1
2
q˙T (RTinvMRinv −M)q˙, (2.79)
where
q˙ = [x2 x4]T , (2.80)
2α = x1 − x3, (2.81)
2φ = −(x1 + x3), (2.82)
Rinv =
 2 cos 2α −1
−1 + 12 cos 4α −10 cos 2α
 , (2.83)
M =
5
4
 13 −2 cos 2α
−2 cos 2α 1
 . (2.84)
Therefore, energy variables at the previous step are obtained from the current state
variables xi as
z1,i−1 = Etotal(xi)− (Egain(xi)− Eloss(xi)), (2.85)
z2,i−1 = Egain(xi)− Eloss(xi). (2.86)
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2.3.4 Energy portrait analysis
In order to compare the energy portrait with the phase portrait, two trajectories be-
ginning at the same initial conditions were plotted in the phase plane and the energy
plane. Figure 2.11 (a) and (c) show the phase portrait and (b) and (d) show the energy
portrait. The black dots indicate initial conditions, which were picked up from the bor-
der of the basins of attraction to show an unstable limit cycle. In the energy portrait,
red dots indicate entire swing phase since the total energy is constant. Discrete jumps
of energy take place at the contact phase.
Figure 2.11 (a) illustrates that the trajectory beginning at the black dot passes by an
unstable limit cycle and then it converges to a stable limit cycle. Thus it is marginally
stable walking. It is not obvious to see the path unless we check the trajectory step by
step in the phase plane. On the other hand, the energy portrait shown in (b) clearly
illustrates the path in the energy plane.
The initial conditions for (c) and (d) are very close to those for (a) and (b) but out of
basins of attraction, which means that it is marginally unstable walking. (c) illustrates
that the biped falls over near the unstable limit cycle but there is no further information.
(d) shows the difference between the marginally stable and unstable walking. In the
case of unstable walking, the energy continues to increase after passing by the unstable
equilibrium point corresponding to the unstable limit cycle in the phase plane. Fig-
ure 2.11 shows that the energy portrait is a useful method to analyze nonlinear hybrid
periodic systems.
Figure 2.12 (a) shows the energy portrait drawn by energy trajectories from twelve
different initial conditions. (b) is a rough diagram based on (a) to see overall energy
flow of the compass-gait biped. There are two equilibrium points. One is a stable focus
corresponding to the stable limit cycle and the other is a saddle point or an unstable limit
cycle. They are always on the horizontal axis, which means Egain = Eloss. Trajectories
of the phase portrait do not overlap with each other so that there exists a unique vector
field at each point in the phase plane. However, a point in the energy plane may have
multiple solutions. The total energy of the compass-gait biped is a function of four state
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variables, thus there are infinite number of combinations to generate one constant total
energy. Nevertheless, the energy portrait analysis is still effective because our main
concern is the energy flow near the equilibrium point, which are uniquely defined from
the fixed point of the state variables.
2.3.5 Stability analysis using the energy portrait
All fixed points of the system (2.53) can be found using Poincare´ shooting method [74].
The stability of the fixed point is related to the stability of periodic orbits and is
determined by the eigenvalues of the Jacobian of the Poincare´ map. We propose another
method to analyze the stability by using the energy portrait. The results show not only
the stability, but also the energy flow near the limit cycle.
The right-hand side of the energy space equations (2.60) and (2.61) are nonlinear
functions in terms of state variables. They should be linearized with respect to the
energy variables to take advantage of the eigenvalue method. Let us define energy
variables of the compass-gait biped as
z1 = E1 = Etotal(x) (2.87)
z2 = E2 = Etotal(P (x))− Etotal(x) (2.88)
At the contact phase, only angular velocities can be changed. Let joint angles x1, x3
be constant, then the derivative of (2.87) and (2.88) is given by
 dz1
dz2
 =
 ∂E1∂x2 ∂E1∂x4
∂E2
∂x2
∂E2
∂x4

 dx2
dx4
 , A1dx (2.89)
Let us define energy space equations as
z˙1 = E2 = Etotal(P (x))− Etotal(x), (2.90)
z˙2 = E3 = {Etotal(P (P (x)))− Etotal(P (x))}
− {Etotal(P (x))− Etotal(x)}. (2.91)
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In a similar fashion, the derivative of the energy space equations is given by
 dz˙1
dz˙2
 =
 ∂E2∂x2 ∂E2∂x4
∂E3
∂x2
∂E3
∂x4

 dx2
dx4
 , A2dx (2.92)
To describe the energy space equations with respect to the energy variables, we need
to compute A1 and A2, which are numerically obtained because of the Poincare´ map
P (x). Let us define z = [z1, z2]T and x¯ = [x2, x4]T . Once we find A1 and A2, then the
linearization of (2.90) and (2.91) is obtained from
dz = A1dx¯, (2.93)
dz˙ = A2dx¯, (2.94)
∴ dz˙ = A2A−11 dz , Adz. (2.95)
The A matrix always has a controllability canonical form, and let us define it as
dz˙ = Adz =
 0 1
e f
 dz. (2.96)
Then, eigenvalues and eigenvectors of A are given by
λ1,2 =
f ±
√
f2 + 4e
2
, (2.97)
v1,2 =
 1
λ1
 ,
 1
λ2
 . (2.98)
2.3.6 Numerical simulations
We used the hybrid system (2.53) of the compass-gait biped, and system parameters
came from from (2.69) to (2.72). The biped walks down on a three degree slope. We
numerically found a stable fixed point where a stable equilibrium point of energy exists
using the Poincare´ shooting method. Eigenvalues and eigenvectors of A matrix are
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computed as follows
x∗stable = [12.5287994346, − 62.5889818637,
−18.5287994346, − 21.6219585569][deg], (2.99)
Astable =
 0 1
−0.3305 −0.9836
 , (2.100)
v1,2 =
 0.8669
−0.4264± 0.2581i
 , (2.101)
λ1,2 = −0.4918± 0.2978i. (2.102)
λ1,2 are complex numbers and the magnitudes of the real parts are smaller than one,
which means the energy flow is a stable focus near the equilibrium point. We found
an unstable fixed point that forms an unstable limit cycle and an unstable equilibrium
point of energy. Eigenvalues and eigenvectors of A matrix are computed as follows
x∗unstable = [11.7270456552, − 69.3606591957,
−17.7270456552, − 40.8225933358][deg], (2.103)
Aunstable =
 0 1
1.6333 3.2608
 , (2.104)
v1,2 =
 −0.9149
0.4037
 ,
 −0.2608
−0.9654
 , (2.105)
λ1,2 = −0.4412, 3.7020. (2.106)
The magnitude of λ1 is smaller than one, but that of λ2 is greater than one, which
means the equilibrium point is a saddle. These results are entirely consistent with the
energy portrait shown in Figure 2.12.
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Figure 2.13: Basins of attraction and energy portrait
2.3.7 Energy portrait and the basin of attraction
The basin of attraction is defined as ”the set of points in the space of system vari-
ables such that initial conditions chosen in this set dynamically evolve to a particular
attractor” in [98]. In passive walking, an initial condition starting from the basins of
attraction converges to a stable limit cycle. The initial condition lies in the three di-
mensional switching surface Σ or the Poincare´ section that is one dimension smaller
than that of the system (2.53). The energy portrait is here used to examine the basin of
attraction shown in Figure 2.13. Instead of investigating one three dimensional space,
we examine three pieces of the two-dimensional space that include the stable fixed point.
They are qst − q˙sw, q˙st − q˙sw, and qst − q˙st planes. The red x indicates the stable fixed
point.
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Figure 2.13 shows that the basin of attraction of the system (2.53) have many long
and thin limbs. We picked up six initial conditions from the limbs to plot their energy
trajectories and Figure 2.13 (d) shows the results as energy portrait. It is hard to
know the relationship between the six initial conditions in the state space. However,
energy portrait clearly illustrates that they are all in a narrow stream of the energy flow
heading towards the stable equilibrium point from the right-bottom to left-top of the
energy plane.
2.4 Summary
We introduced three methods of stability analysis for bipedal locomotion. We summa-
rized two previous results, which have been widely used so far. The third method was
our own.
1) Stability of walking can be determined by indicators. The ZMP is a point on
the ground where horizontal moments are equal to zero. If the ZMP lies within a
support polygon, then all forces including inertia forces are in equilibrium. When
all joint trajectories are planned to keep the ZMP in the support polygon, a
biped walks satisfying static or quasi-static equilibrium, which means that it is
not falling over. If the ZMP is out of the support polygon, then the foot begins to
rotate, and the ZMP is no longer defined. The FRI is an indicator on the ground
considering the foot rotation. A rigorous comparison of these indicators can be
seen in [79,94].
2) Poincare´ map method is used to analyze the stability of limit cycles or periodic
orbits. Poincare´ section is transversal to all trajectories and one dimension lower
than the dimension of the system. The periodic orbits are represented by points
on the Poincare´ section in each cycle and a limit cycle is seen as a fixed point. It
is said to be a stable limit cycle if the points around a fixed point converge to the
fixed point with small perturbations.
3) Here, for the first time, we introduce the notion of energy portrait analysis. An
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equilibrium point in the energy plane spanned by E and E˙ indicates the place
where the energy interactions are balanced, and a limit cycle is formed here. In
other words, the sum of energy gains is equal to the sum of energy losses during
one cycle. The energy portrait always shows the overall system movements in a
2D space. As a result, it is clearly seen that a 2-DoF compass-gait biped has one
stable limit cycle and one unstable limit cycle, which correspond to a stable focus
and a saddle point in the energy plane, respectively. This helps to understand
passive dynamic walking.
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Chapter 3
Robust Stabilization Control
In this chapter we design multiple switching control based on multiple limit cycles to
enlarge the basin of attraction. The existence of the multiple limit cycles is verified
by the energy portrait method. Multiple limit cycles are linearized using the Poincare´
map method, and feedback gains are computed taking into account of robustness and
actuator saturation. Once a trajectory diverges from a basin of attraction, we switch
the current controller to another one that includes the trajectory in its basin of attrac-
tion. Our simulation results show that the basin of attraction increases further, and
this switching control can be utilized to regulate walking speed. In addition we give
a solution to practical considerations such as how to apply bounded control torques
instead of using impulsive torques.
3.1 Multiple Limit Cycles
3.1.1 Multiple Limit Cycles
One of the important characteristics of bipedal locomotion is that the equilibria of the
system can move continuously according to external inputs. It can be verified by the
energy portrait of the compass-gait biped with impulsive hip and ankle torques shown
in Section 1.2. The external inputs are instantaneously applied at the take-off phase
as impulses, which provide the system with a constant energy at the beginning of each
step. On the contrary, the swing phase has free movements without any actuation. At
the contact phase, the total energy decreases due to an inelastic impact and the amount
of energy loss can be computed from the difference of the kinetic energy before and
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Figure 3.1: The energy portrait and the total energy of stable limit cycles on a 3
degree slope
after the impact. Both legs change their roles and the reference frame is transferred
from the stance leg tip to the swing leg tip at the impact, which causes the increment
of the potential energy unless the ground slope is zero. Thus, the nonzero ground slope
provides the system with the positive energy gain. Limit cycles are located at the place
where the net energy interaction goes to zero, that is the energy loss is equal to the
energy gain. If we give some constant energy at the take-off phase, a new limit cycle is
placed where the energy interaction compensates for the energy supply.
Figure 3.1 (a) indicates the energy portrait of passive limit cycles on a 3 degree slope,
and (b) shows that the energy loss is equal to the energy gain at the contact phase
when the trajectories converge to the stable limit cycle. Each step begins at the red
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Figure 3.2: Multiple limit cycles from the two different ground slopes
dots. Actually, the contact phase is instantaneous, but we plotted the phase during
nonzero time span in order to see the energy interaction. (c) is the energy portrait
when a constant energy is provided at the take-off phase. There still exist one stable
fixed point and one saddle point like (a). Therefore, the total energy in (d) is invariant
at every step because the energy supply is compensated by the energy interaction at
the contact phase. The take-off phase is also instantaneous, but plotted like the contact
phase. In this way different limit cycles can be generated by different energy supplies.
In addition, level ground walking can be achieved without actuation during the swing
phase. Since the energy gain of the level walking is always zero at the contact phase, the
biped loses its total energy at every step and finally stops walking. Now, the take-off
movement makes up for the energy loss.
Figure 3.2 shows various limit cycles. On a 0◦ slope, the energy supplies are given by
0.05, 0.12, 0.35, 0.7, 1.3, 2, 3, 5, 7, and 9. On a 3◦ slope, they are given by -1, 0, 1.5,
3.5, 4.5, 5.5, and 6.3 generating small to large limit cycles shown in Figure 3.2 (b). The
red limit cycles are unstable, and thus feedback control will be used to stabilize them.
3.1.2 Energy Supply at the Take-off Phase
In this section, we suggest one of the methods to provide the constant Esupply at the
take-off phase. The equations of motion at the take-off phase with an impulse input are
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given by
M(q˙+ − q˙−) = uI (3.1)
The control input uI consists of the hip and ankle impulses. If we use full actuation of
both impulses, then the control input is written by
uI =
Ih + Ia
−Ih
 . (3.2)
If we use under actuation using only the hip impulse, then it is given by
uI =
 Ih
−Ih
 , (3.3)
where Ia and Ih are the ankle and the hip impulses described by the integration of
impulsive torques such as
Ia =
∫ t+
t−
τa,impulsivedt, Ih =
∫ t+
t−
τh,impulsivedt. (3.4)
The kinetic energy of the system can be obtained from either the angular velocities or
the generalized momentum p = Mq˙, and changes in momentum is the impulse, that is
Iimpulse = ∆p = F∆t. Thus the kinetic energy is written as
EKE =
1
2
q˙TMq˙ =
pTM−1p
2
(3.5)
The amount of the energy supply is equal to the difference of the kinetic energy
before and after applying the impulses. The angular velocity q˙+ after the impulse can
be computed form the current velocity q˙ and the control input uI .
q˙+ = q˙ +M−1uI . (3.6)
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Then, the energy supply is written as
Esupply =
1
2
q˙+TMq˙+ − 1
2
q˙TMq˙ = q˙TuI +
1
2
uT
I
M−1uI . (3.7)
For the full actuation, uI has two independent variables which result in the indefinite
solutions. If we don’t use the redundancy, then one more constraint is needed such as
Ih + Ia
−Ih =
q˙st
q˙sw
. (3.8)
The physical meaning of (3.8) is that the generalized impulses are proportional to the
velocities of their generalized coordinates. Then, the ankle impulse can be described as
a function of the hip impulse, and thus the control input is written as follows
Ia =
−(q˙st + q˙sw)
q˙sw
Ih, (3.9)
For the full actuation,
u
I,full
=
− q˙stq˙sw Ih
−Ih
 . (3.10)
For the under actuation,
u
I,under
=
 Ih
−Ih
 . (3.11)
From (3.7), the control input is a solution of the following equation
2(4mH + (5 + C
2
1 )m+ 4C1m cos 2α)
l2m(−4mH − 3m+ 2m cos 4α)
I2h + C2Ih + Esupply = 0, (3.12)
where
C1 =

q˙st
q˙sw
full
−1 under
, and C2 =

(q˙st)2
q˙sw
+ q˙sw full
−(q˙st − q˙sw) under
. (3.13)
All parameters are given, and Ih can be computed from (3.12). Finally, the control
inputs are given by (3.10) and (3.11).
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3.2 Linearized Systems
The overall system is a nonlinear hybrid system, which consists of three phases. Fig-
ure 3.3 shows the flow of the trajectory over one step. At the take-off phase, the following
two events take place by applying impulsive torques. First, the control input uTOP is
used to stabilize a limit cycle. As the trajectory converges to the limit cycle, uTOP goes
to zero. Second, uI provides the system with the constant Esupply to generate multi-
ple limit cycles. In brief, the purpose of take-off phase control is the generation and
stabilization of limit cycles by using two distinct control inputs. There are no external
inputs during the swing and contact phases. The Poincare´ map method describes the
overall dynamics as a discrete time system written by
xk+1 = P (xk, uTOP , Esupply(uI )). (3.14)
The Poincare´ map P is numerically solved from the equations of motion of the three
phases.
The linearized system can be derived from (3.14) by using a small perturbation near
the fixed point on the Poincare´ section.
δxk+1 =
∂P
∂xk
∣∣∣∣
x∗,u∗I
δxk +
∂P
∂uTOP
∣∣∣∣
x∗,u∗I
δuTOP +



∂P
∂E
∂E
∂uI
∣∣∣∣
x∗,u∗I
δuI . (3.15)
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The third term of (3.15) goes to zero because E is constant. We substitute A and B
for the two Jacobians with respect to xk and uTOP . Since δuTOP = uTOP −u∗TOP = uk,
the linearized system is given by
δxk+1 = Aδxk +Buk, (3.16)
where xk ∈ <n, uk ∈ <m, A ∈ <n×n, B ∈ <n×m.
3.3 State Feedback Control
The limit cycles generated by Esupply can be unstable and need to be stabilized using
control. Although they are stable, it is desirable for them to be more robust using the
control. In this section, we take advantage of two state feedback control methods based
on LMI approach that results in optimal solutions using convex properties.
3.3.1 Robust Stabilization Control
We are here concerned with the robust stabilization control proposed by [43, 88]. A
discrete-time linear system with a nonlinear perturbation Hk and a state feedback con-
troller uk = Kδxk is written as
δxk+1 = Aδxk +Buk +Hk, (3.17)
= (A+BK)δxk +Hk, (3.18)
∴ δxk+1 , Aclδxk +Hk. (3.19)
We choose a Lyapunov function candidate as
Vk = δxTk Pδxk, (3.20)
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where P is a symmetric positive definite matrix. The system (3.19) is said to be stable
in the sense of the Lyapunov stability if there exists P > 0 such that Vk+1 − Vk < 0.
Vk+1 − Vk = (Aclδxk +Hk)TP (Aclδxk +Hk)− δxTk Pδxk,
= δxTkA
T
clPAclδxk + δx
T
kA
T
clPHk +H
T
k PAclδxk
+HTk PHk − δxTk Pδxk. (3.21)
Now, we suppose that the nonlinear perturbation Hk is bounded by
‖Hk‖ ≤ α2‖δxk‖. (3.22)
This boundedness yields a nonlinear sector where the nonlinear perturbation is allowed
for the system to maintain its stability. If we find a more accurate upper bound of
‖Hk‖, then it gives us a bigger nonlinear sector and the system would be more robustly
stabilized. From (3.22)
HTk Hk − α2δxTk δxk ≤ 0. (3.23)
According to S-procedure [104]
Vk+1 − Vk < 0 if and only if
∃τ ≥ 0 s.t. Vk+1 − Vk < τ(HTk Hk − α2δxTk δxk). (3.24)
Let τ = 1 since τ can be canceled out by replacing Vk = τδxTk Pδxk. From (3.21) and
(3.24)
δxTkA
T
clPAclδxk + δx
T
kA
T
clPHk +H
T
k PAclδxk
+HTk PHk − δxTk Pδxk −HTk Hk + α2δxTk δxk < 0, (3.25)
δxTk (−P +ATclPAcl + α2I)δxk + δxTkATclPHk
+HTk PAclδxk −HTk (I − P )Hk < 0, (3.26)
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where
δxTkA
T
clPHk +H
T
k PAclδxk −HTk (I − P )Hk
= δxTkA
T
clP (I − P )−1PAclδxk
− (HTk (I − P )
1
2 − δxTkATclP (I − P )−
1
2 )((I − P ) 12Hk
− (I − P )− 12PAclδxk). (3.27)
From (3.26) and (3.27)
δxTk (−P +ATclPAcl + α2I +ATclP (I − P )−1PAcl)δxk
−{(I − P ) 12Hk − (I − P )−
1
2PAclδxk}T
{(I − P ) 12Hk − (I − P )−
1
2PAclδxk} < 0. (3.28)
Since the second term of (3.28) is always negative, then Vk+1 − Vk < 0 if
−P +ATclPAcl + α2I +ATclP (I − P )−1PAcl < 0. (3.29)
We note that
P (I − P )−1P = −P + (P−1 − I)−1. (3.30)
Then
−P +ATcl(P−1 − I)−1Acl + α2I < 0. (3.31)
Let P = Q−1, and multiplying both sides by QT and Q we obtain
−Q+QTATcl(Q− I)−1AclQ+ α2QTQ < 0. (3.32)
Using the Schur complement lemma [10]
 −Q QTATcl
AclQ I −Q
−
 QT
0
(− I
α2
)−1 [
Q 0
]
< 0, (3.33)
47

−Q QTATcl QT
AclQ I −Q 0
Q 0 −γI
 < 0, (3.34)
where γ = 1
α2
, Acl = A+BK, and K , Y Q−1. Finally we have the following LMI

−Q QTAT + Y TBT Q
AQ+BY I −Q 0
Q 0 −γI
 < 0. (3.35)
Proposition 3.1. The linearized system (3.16) with a nonlinear perturbation (3.22) is
said to be robustly stable with degree α if there exist a symmetric positive definite ma-
trix Q ∈ <n×n, a matrix Y ∈ <m×n, and a scalar γ satisfying the following optimization
probelm
minimize γ
subject to
−Q QAT + Y TBT Q
AQ+BY I −Q 0
Q 0 −γI
 < 0.
Proof. See Section 3.3.1.
3.3.2 Numerical Simulations
We performed numerical simulations for a compass-gait biped shown in Figure 1.2 on
a 3◦ slope. All parameters are given as follows: mH = 10 kg, m = 5 kg, and l = 1 m,
which appeared in Goswami et al. [30]. The effect of the robust stabilization control
is shown in Figure 3.4. The black and magenta lines indicate the limit cycles of the
swing and stance legs respectively. The red x marks indicate the stable fixed points.
The blue and green areas indicate the basin of attraction on the qsw − q˙sw and qst − q˙st
planes respectively. The LMI optimization problems were solved by using the LMI lab of
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(b) Robust stabilization control
Figure 3.4: Passive limit cycles and the basin of attraction on a 3◦ slope
Matlab. The ’mincx’ solver of the LMI lab gives αmax = 0.4281 and the state feedback
gain
K =
 45.0875 −2.1417 1.2501
−21.2391 −14.1084 0.8916
 . (3.36)
The results show that the basin of attraction of passive walking becomes wider especially
in the direction of the angular velocities, and the basin of attraction of the stance leg
is more increased than that of the swing leg. We assumed that the sensitivity to the
velocities was caused by the large feedback gain K, and it raised the issue of saturating
control.
3.3.3 Saturating Control
A system with saturating inputs can be represented by a polytopic model firstly intro-
duced in [65] and has been used by many researchers including [28] to which we refer.
We consider a linear discrete-time system with saturating inputs
δxk+1 = Aδxk +Bsat(uk). (3.37)
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The control input uk = [uk,1, . . . , uk,m]T is saturated componentwise and defined by
sat(uk,i) =

ρi, if uk,i > ρi
uk,i, if − ρi ≤ uk,i ≤ ρi
−ρi, if uk,i < −ρi
(3.38)
with ρ  0 for all i = 1, . . . ,m which means that all components of ρ are nonnega-
tive. Instead of using the function sat(·), the saturating input can be redefined using
coefficients of saturation αi such as
sat(uk,i) , αiuk,i , (3.39)
where
αi =

ρi
uk,i
, if uk,i > ρi
1, if − ρi ≤ uk,i ≤ ρi
−ρi
uk,i
, if uk,i < −ρi
(3.40)
If state vectors lie in the whole state space, that is δxk ∈ <n, then the lower bound of
the coefficient of saturation αi tends to zero as uk,i goes to the infinity, and 0 < αi ≤ 1.
However, generalized solutions for the saturating systems can be found from the local
or semi-global stabilization methods [27, 28, 47, 57]. Let us consider a set Slocal and
δxk ∈ Slocal, then αi has nonzero lower bound defined by αi, and we have αi ≤ αi ≤ 1.
When the coefficient of saturation is αi, the control input is saturated as sat(uk,i) =
α
i
u
k,i
= ρi. Since αi is the lower bound, (uk,i)max =
ρi
α
i
, ρ¯i. Therefore the set Slocal
can be defined by
Slocal = {δxk ∈ <n : −ρ¯  uk  ρ¯}. (3.41)
The components of uk are saturated independently, and thus there exist 2m possible
combinations denoted by γj , j = 1, . . . , 2m. For example, if uk ∈ <2, the four coefficient
vectors of their combinations are γ = [α1, 1]T , [1, α2]T , [α1, α2]T , [1, 1]T . The last
entry indicates that no saturation takes place, which means that all control inputs are
inside of Slocal. We now use the state feedback control uk = Kδxk. Its saturation will
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have 2m different forms, which are sat(uk)j = diag(γj)Kδxk , DjKδxk. The system
(3.37) is represented by
δxk+1 = Aδxk +Bsat(Kδxk), (3.42)
, Aclδxk, (3.43)
where the matrix Acl can be obtained from the linear convex combinations of Aj ,
A + BDjK, that is Acl ∈ conv{Aj : j = 1, . . . , 2m}. Finally, for all δxk ∈ Slocal, the
saturating system (3.37) is locally written by a polytopic model
δxk+1 =
2m∑
j=1
λjAjδxk, (3.44)
where
∑2m
j=1 λj = 1, λj ≥ 0.
Now, we will find an invariant ellipsoid that is included in the symmetric polytope
Slocal. Let us define E(Q−1, 1) = {δxk ∈ <n : δxTkQ−1δxk ≤ 1} associated with the
state feedback gain K = Y Q−1. According to [47], E(Q−1, 1) ∈ Slocal if and only if for
all i = 1 . . . ,m,  ρ2i αiImi Y
αiY
T (Imi )
T Q
 ≥ 0, (3.45)
where Imi is the ith row of a m by m identity matric. To prove (3.45), we use the
Lagrange multiplier method. E(Q−1, 1) ⊂ Slocal is equivalent to
min{xTkQ−1xk : Imi Kxk =
ρi
αi
} ≥ 1. (3.46)
By using the Lagrange multiplier λ
∇xTkQ−1xk = 2xTkQ−1, (3.47)
∇Imi Kxk = Imi K, (3.48)
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Thus,
2xTkQ
−1 = λImi K. (3.49)
From (3.46) and (3.49),
λ =
2ρi
αi
(Imi KQK
T (Imi )
T )−1, (3.50)
∴ xTk,min =
ρi
αi
(Imi KQK
T (Imi )
T )−1Imi KQ. (3.51)
Let us plug (3.51) into (3.46). Then,
min{xTkQ−1xk} =
ρ2i
α2i
(Imi KQK
T (Imi )
T )−1 ≥ 1. (3.52)
Since K = Y Q−1,
ρ2i − α2i (Imi Y Q−1Y T (Imi )T ) ≥ 0. (3.53)
Finally, Schur complements lemma yields the LMI (3.45).
The basic idea of the saturating control is that we maximize a set of initial conditions
X0 that is included in E(Q−1, 1). From (3.45), the control input is bounded by Slocal.
According to [10], X0 ⊂ E(Q−1, 1) if and only if for all l = 1, . . . , s 1 vTl
vl Q
 ≥ 0. (3.54)
We now propose the robust stabilization control with input saturation. We consider
a saturating system with a nonlinear perturbation. Instead of using X0, we optimize
the nonlinear sector of the perturbation. Then, the system is described by
δxk+1 = Aδxk +Bsat(uk) +Hk, (3.55)
where the input and perturbation are bounded by (3.38) and (3.22) respectively.
Proposition 3.2. The linearized system (3.55) with a nonlinear perturbation (3.22)
and input saturation (3.38) is said to be locally robustly stable with degree α if there
52
exist a symmetric positive definite matrix Q ∈ <n×n, a matrix Y ∈ <m×n, and a scalar
γ satisfying the following optimization probelm
minimize γ
subject to
−Q QTAT + Y TDjBT QT
AQ+BDjY I −Q 0
Q 0 −γI
 < 0,
where j = 1, . . . , 2m, ρ2i Imi Y
Y T (Imi )
T Q
 ≥ 0, i = 1, . . . ,m.
Proof. See Section 3.3.1 and Section 3.3.3.
3.3.4 Numerical Simulations
We used the same parameters as in the Section 3.3.2 for the compass-gait biped on a
3◦ slope. The control input of the system (3.55) is saturated by ρ = [ρ1 ρ2]T such as−ρ1
−ρ2
 ≤ sat(uk) ≤
ρ1
ρ2
 . (3.56)
When we design our polytopic model (3.44), all αi are simply set to 1 for i = 1, 2 so that
all control inputs are strictly inside of Slocal as long as δxk ∈ E(Q−1, 1). The results are
shown in Figure 3.5, and αmax and K are as follows:
for ρ = [10 10]T , αmax,10 = 0.2197 and
K10 =
 2.8163 3.6958 0.8015
−7.0944 −3.5776 −0.7093
 . (3.57)
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(d) ρ = [70 70]T
Figure 3.5: Robust stabilization control with input saturation
for ρ = [30 30]T , αmax,30 = 0.3959 and
K30 =
 28.6246 6.7056 −4.5230
−22.6613 −10.1222 −1.7095
 . (3.58)
for ρ = [50 50]T , αmax,50 = 0.4281 and
K50 =
 45.0882 −1.3713 −0.0009
−21.2389 −13.9444 0.6253
 . (3.59)
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for ρ = [70 70]T , αmax,70 = 0.4281 and
K70 =
 45.0876 −1.8835 0.8308
−21.2391 −14.0534 0.8024
 . (3.60)
Compared with Figure 3.4, we may conclude that the basin of attraction is getting
closer to that of the robust stabilization control shown in Figure 3.4 (b) as ρ increases,
in other words, the saturation is more allowed.
3.4 Multiple Switching Control
3.4.1 Multiple Switching Control
The robust and saturating control is used to stabilize a fixed point on the Poincare´ sec-
tion as well as to enlarge the basin of attraction near the point. The main contribution
of this chapter is that we broach for the first time the topic of multiple switching
control for bipedal locomotion. The limit cycles or equilibria on the Poincare´ section
can be easily moved from one to another by providing the system with the constant
Esupply. Numerical simulations confirmed that there exists a large enough basin of at-
traction with respect to a new equilibrium point that includes the trajectory diverged
from the current basin of attraction. Therefore the biped can continue to stably walk
by switching the controllers.
We used the compass-gait biped walking on a 3◦ slope. The system parameters are
the same as in the previous sections. Figure 3.6 shows the simulation results. The
four red x marks in each graph are the equilibria generated by Esupply =0, 1, 3, 7,
respectively. The black circle of the red x indicates that it is the fixed point of the
corresponding controller, and thus all trajectories starting from the inside of the basin
of attraction will converge to that point. (a) is purely passive walking without actuation
or Esupply. (b) shows that the basin of attraction of (a) is increased by using the robust
and saturating control with input saturation of ρ = [10 10]T . As for the left figures, we
see that the equilibria are getting less stable since the basin of attraction is waning as
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(b) Esupply = 0, ρ = [10 10]
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(f) Esupply = 3, ρ = [10 10]
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(h) Esupply = 7, ρ = [10 10]
T
Figure 3.6: The basins of attraction of four distinct multiple limit cycles on a 3◦ slope.
No control is applied for the left figures. The robust and saturating control is applied
for the right figures.
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(b) Esupply =0, 1, 3, 7, ρ = [10 10]
T
Figure 3.7: The basins of attraction of four distinct multiple limit cycles on a 3◦ slope
Esupply increases. (g) shows that there exists no basin of attraction and the fixed point
is unstable. On the other hand, the right figures are well stabilized showing the effects
of the controllers.
Figure 3.7 (b) clearly shows the advantage of using the switching control. For example,
we are using the controller based on the leftmost fixed point. Once the trajectory moves
out of its basin of attraction, then the other controllers can be used to stabilize it and
enlarge the basin of attraction further. Additionally, there exist many equilibria as
shown in Figure 3.2.
Technically speaking, we have to plot the basin of attraction in 3D space in order
to mention the involvement with the trajectory and the basin of attraction. However,
our simulation results may support our proposal for the new notion of the multiple
switching control for bipedal locomotion. How to switch the controllers would be our
future work.
3.4.2 Regulation of Walking Speed
The multiple switching control can also be used to regulate walking speed of the
compass-gait biped. Figure 3.8 shows that the biped stopped at first like the left-
most biped. If we use the rightmost controller of the desired speed at this moment, the
biped would fall over in the end because the limit cycle of the desired speed is located
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stop
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desired speed
Figure 3.8: Regulation of walking speed using multiple switching control
far from the current basin of attraction. Therefore the walking speed should increase
step by step using the multiple switching control. Our switching algorithm has not
been studied yet. Instead, we use a simple method to show the effectiveness of this
control. The biped walks on level ground. Esupply compensates for the energy loss at
contact and generates multiple equilibria stabilized by robust and saturating control.
The current controller is not switched until the trajectory converges to its fixed point
that is included in the basin of attraction of the adjacent controller. Every time the
controller is switched, walking speed is increasing until it reaches the desired speed.
Figure 3.9 (a) shows our simulation results. The desired walking speed is set to
2.2608 km/h and its corresponding Esupply is 4.0. Six controllers are used to accomplish
the desired speed from the initial conditions xinit = [4.9179, -24.1133, -4.9179, -25.0018]
[deg] and Esupply = 0.3 which make the biped walk at the speed of 0.9503 km/h at
the first step and converge to 1.2609 km/h which is the speed of its limit cycle. The
current controller is switched to the next controller designed based on Esupply = 0.6
when the current trajectory moves inside of a ball of radius 10−4 whose center is at its
fixed point. The basin of attraction of the second controller includes the fixed point of
the first controller and pushes the biped to walk faster by giving more energy to the
biped and converge to its limit cycle of the speed of 1.4612 km/h. Four other controllers
are used consecutively by supplying Esupply = 1.0, 1.9, 3.0, 4.0 until the biped walks
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(b) Phase portrait of level ground walking
Figure 3.9: Six speed transitions using the six switching controllers on a 0◦ slope
at the desired speed of 2.2608 km/h. Figure 3.9 (b) shows the phase portrait of all
movements.
Traditionally, energy has been used to stabilize dynamic systems by minimizing it to
converge to zero or its equilibrium level. However, in the area of bipedal locomotion, we
use the energy more actively. Spong et al. manipulated the potential energy to generate
the same limit cycles on the different ground slopes [81, 83, 85]. We now manipulate
the total energy to generate the different limit cycles on the same ground slope using
the multiple switching control. From a practical viewpoint, this approach is reasonable.
When people walk or cars drive, they gradually increase the speed. In our simulations,
it took more than a minute to reach the desired speed. Optimal switching algorithm or
energy path planning would be future work.
3.4.3 Walking Speed vs. Esupply
We investigated the relationship between walking speed and Esupply as shown in Fig-
ure 3.10. The compass-gait biped walks on various ground slopes from 0◦ to 4◦ in 0.5◦
increment. We found continuous limit cycles as Esupply increases. The biped walks
faster and faster proportional to the amount of Esupply. However, the speed goes down
at around 3.4 km/h when we actuate both hip and ankle as shown in (a) except for level
ground walking. For under actuation walking in (b), the walking speed cannot exceed
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Figure 3.10: Esupply vs. Walking speed
more than 3.0 km/h when only hip is actuated although we supply large amount of
energy. We plotted both stable and unstable limit cycles.
3.5 Practical Issues
3.5.1 Practical Systems
Impulsive forces are infinitely large and the time of action is infinitely small. It is
impossible to apply these forces to a real system. Instead of using impulsive forces at
the take-off phase, a bounded input u(t) will be applied to the compass-gait biped at
the beginning of swing phase during ∆t. The system consists of only swing and contact
phases, and thus the nonlinear hybrid system with a bounded input u(t) is given by
x˙ = f(x) + g(x)u(t), (3.61)
x+ = Rx−, (3.62)
where
u(t) =
 u(t), if 0 < t ≤ ∆t0, if t > ∆t (3.63)
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3.5.2 Linearized Systems
In the previous Section 3.2, we already derived the linearized system using the Poincare´
map method. The control input was given by impulses at the take-off phase. We here
introduce another linearization method appeared in [52]. We assume that the control
input can be applied to the system by directly changing state variables at the take-off
phase.
Poincare´ map P is defined by
xk+1 = P (x+k ), (3.64)
where x+k = xk + δuk after applying impulsive torques at the take-off phase. Let us
define perturbations near the fixed point as
δxk = xk − x∗, (3.65)
where x∗ is the fixed point that satisfies x∗ = P (x∗). Then we have
xk = x∗ + δxk. (3.66)
Taylor series expansion truncated to the first order yields
xk+1 = P (xk + δuk) (3.67)
= P (x∗ + δxk + δuk) (3.68)
≈ P (x∗) + ∂P
∂x
∣∣∣∣
x∗
(δxk + δuk) + · · · (3.69)
Let us define A matrix as
A =
∂P
∂x
∣∣∣∣
x∗
. (3.70)
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Finally, the linearized system is written as
xk+1 = P (x∗) +A(δxk + δuk), (3.71)
∴ δxk+1 = Aδxk +Aδuk. (3.72)
3.5.3 State Feedback Control
Since Poincare´ map of a compass-gait biped is in 3D space, state variables on the
Poincare´ map can be represented by
xk = [qst, q˙st, q˙sw]T . (3.73)
Note that qsw is a function of qst and the ground slope, that is qsw = −qst − 2φ where
φ is a ground slope.
At the take-off phase, only angular velocities can be changed by control efforts. Thus,
δuk is given by δuk = [0 u1,k u2,k]
T so that linearized system (3.72) is rewritten as
δxk+1 = Aδxk +Buk, (3.74)
where
uk = [u1,k u2,k]
T , (3.75)
B =

∂P1
∂x2
∂P1
∂x3
∂P2
∂x2
∂P2
∂x3
∂P3
∂x2
∂P3
∂x3
 . (3.76)
Let uk = Kδxk using state feedback, then
δxk+1 = Aδxk +BKδxk, (3.77)
= (A+BK)δxk. (3.78)
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3.5.4 Practical Inputs during the Swing Phase
The dynamics of a swing phase of a full actuated compass-gait biped is given by
Mq¨ + Cq˙ +G = busw, (3.79)
where
usw =
 τA
τH
 , b =
 1 1
0 −1
 . (3.80)
The basic idea of our practical control is that the swing phase is provided with the
same amount of impulse p obtained from the take-off phase. The uncertainty is added
to the system as nonlinear perturbations. The robust stabilization method is used to
overcome the uncertainty not only from practical issues but also from the linearization.
We now compute how much impulse is needed at the take-off phase. From (1.5)
p = M¯(q˙+ − q˙−), (3.81)
where M¯ is the inertia matrix at the take-off phase. From x+k = xk + δuk and (3.73)
q˙+ − q˙− = b¯(x+k − xk) = b¯δuk, (3.82)
where b¯ =
 0 1 0
0 0 1
. From (3.72) and (3.74)
Aδuk = Buk = BKδxk. (3.83)
Therefore, the following impulse should be applied to the swing phase:
p = M¯ b¯A−1BK(xk − x∗). (3.84)
Let us consider the swing phase and its control input usw that is applied at the be-
ginning of the swing phase during ∆t. The impulse during the swing phase is computed
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as
psw =
∫ ∆t
0
busw(t)dτ. (3.85)
Ankle torques and hip torques can be considered as sine functions, cubic polynomials,
and so on. For simplicity, we take a constant function, and then our control input is
given by
usw =
b−1psw
∆t
. (3.86)
On substituting p in (3.84) for psw, we finally have
usw(t) =

1
∆tb
−1M¯ b¯A−1BK(xk − x∗), if 0 < t ≤ ∆t
0, if t > ∆t
(3.87)
Instead of giving impulsive forces, this bounded input usw(t) is applied to the system
for ∆t at the beginning of the swing phase.
3.5.5 Numerical Simulations
We used the same parameters as in the Section 3.3.2 for the compass-gait biped on
a 3◦ slope. To compute the feedback gain K in (3.87), we consider not only robust
stabilization but also input saturation. The control input of (3.74) at the take-off phase
is saturated by ρ = [ρ1 ρ2]T such as−ρ1
−ρ2
 ≤ sat(uk) ≤
ρ1
ρ2
 . (3.88)
We need to mention the difference between the two saturated inputs in (3.56) and
(3.88). The former is an impulse and the latter is an angular velocity. In our practical
consideration, the inputs of the angular velocities are used to compute how much impulse
is needed at the take-off phase, and the impulse yields our practical input usw(t) during
the swing phase.
There are two control parameters. One is ρ indicating input saturation and the other
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(a) Passive walking (no control)
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(b) Practical control: ρ = [2 2]T , ∆t = 0.1 sec
Figure 3.11: The basins of attraction in a θst − θ˙st plane
is ∆t of the swing phase. ∆t should be smaller than the step period of the limit cycle,
which is 0.7343 sec in our simulation. These parameters are tuned manually based on
their physical meanings. As results, ρ = [2 2]T and ∆t = 0.1 sec were obtained through
trial and error. The feedback gain K is given by
K =
 −1.7763 −0.5739 −0.0637
1.3741 0.6983 0.2365
 . (3.89)
Figure 3.11 shows that the basin of attraction has been enlarged from (a) to (b) using
the practical control inputs (3.87).
When we examined variations due to the parameter changes, we found that the results
were in agreement with our physical intuition. As seen in the Section 3.3.4, the same
results were observed in Figure 3.12 which showed the effect of input saturation. The
basin of attraction becomes more sensitive to angular velocities as ρ increases. The
physical meaning of this sensitivity is that only angular velocities can be controlled at
the take-off phase and large control inputs help any angular velocities move into the
basin of attraction by robust stabilization control. As for the ∆t, the basin of attraction
with practical inputs is getting close to those with impulsive torques as ∆t tends to zero,
which is clear from the definition of impulse.
65
0 0.1 0.2 0.3 0.4 0.5 0.6
−3
−2.5
−2
−1.5
−1
−0.5
0
θ
st [rad]
θ s
t d
ot
 [ra
d/s
]
(a) ρ = [1.0, 1.0]T , ∆t = 0 sec
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(b) ρ = [2.0, 2.0]T , ∆t = 0 sec
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(c) ρ = [2.5, 2.5]T , ∆t = 0 sec
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(d) ρ = [3.0, 3.0]T , ∆t = 0 sec
Figure 3.12: The basins of attraction with four different input saturations. ∆t = 0
means that control inputs are applied as impulsive torques only at the take-off phase.
3.6 Self-Synchronization Control
This section explains another topic about how to control the remainder after ∆t of the
swing phase. We use the passivity-based control [82, 85] in this section. Chopra et
al. [16] proposed the master/slave synchronization algorithm with constant time delay.
We take advantage of their results to control the swing phase of the compass-gait biped.
The basic idea came from the definition that a biped in two dimensional space is said to
stably periodically walk with step period T if the current movement is identical with the
pervious movement before time T . Now, the control problem is reduced to the output
synchronization control with constant time delay T . Since the system converges to the
past of itself, we call this self-synchronization control.
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A control torque τ is added to the dynamics of the swing phase, and then (1.6) is
rewritten as
M(q)q¨ + C(q, q˙)q˙ +G(q) = τ. (3.90)
The control torque τ and a storage function S are defined by
τ = K{q˙(t− T )− q˙}, (3.91)
S =
1
2
q˙TM(q)q˙ + U(q), (3.92)
where T is the period of the stable limit cycle and U(q) is the potential energy of the
system. The following results are derived by using the property of passivity
S˙ = q˙T τ (3.93)
= Kq˙T q˙(t− T )−Kq˙T q˙. (3.94)
Let us consider a positive semi-definite Lyapunov-Krasovskii functional as
V (q) = K
∫ t
t−T
q˙T q˙dτ + 2S. (3.95)
The derivative of V (q) along the trajectories of the system (3.90) is written by
V˙ (q) = Kq˙T q˙ −Kq˙(t− T )q˙(t− T ) + 2Kq˙T q˙(t− T )− 2Kq˙T q˙ (3.96)
= −K{q˙(t− T )− q˙}2 ≤ 0. (3.97)
We define an error as e(t) = q(t − T ) − q(t) ∈ L∞, then e˙(t), e¨(t) ∈ L∞ and V˙ (q) =
−Ke˙(t)2 ≤ 0. As V˙ (q) is negative semi-definite, then limt→∞ V (q) exists and is finite.
Integrating (3.97) and letting t → ∞, it results in e(t), e˙(t) ∈ L2. From [50, 75, 92], a
bounded error converges to zero asymptotically if the error is square integrable and has
a bounded derivative. Consequently, limt→∞ e˙(t) = limt→∞ e(t) = 0.
Proposition 3.3. The system (3.90) with the control law (3.91) is said to be locally
asymptotically stable and the output synchronizes with its past before T .
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Proof. See Section 3.6.
If there is no contact phase, then the dynamics of the swing phase is identical with that
of a double pendulum. In this case, the controller expedites the pendulum to converge
into the origin and end up hanging vertically down. In other words, V˙ (q) = 0→ q˙ = 0
and this is a trivial solution. The compass-gait biped, however, is a hybrid system, and
V˙ (q) = 0 → q˙ 6= 0 due to the contact phase. Actually, the trajectories converge to the
largest invariant set that is the limit cycle. Therefore, the control torque increases the
convergence rate to the limit cycle of period T .
3.7 Summary
In this Chapter, we used the energy portrait analysis to verify that limit cycles are
formed at the place where the energy interactions are balanced. When Esupply is pro-
vided at the take-off phase, the energy interactions between Eloss and Egain at the
contact phase compensate for the Esupply, that is Eloss = Esupply + Egain, and the tra-
jectories converge to different limit cycles from a passive limit cycle. Therefore, the
multiple limit cycles can be generated on the same ground slope. We suggested how to
provide Esupply for a biped robot. To remove the joint redundancy, we used a simple
constraint, for example, the impulses are proportional to the angular velocities, which
gives a definite solution of control inputs at the take-off phase. The redundancy can be
used to satisfy specific objectives for future work. Some of the semi-passive limit cycles
are unstable and they can be stabilized by linearization control considering the robust-
ness and input saturation based on the LMI approach. This way, we design multiple
controllers for each of semi-passive limit cycles. Numerical simulations show that the
basin of attraction is significantly enlarged by switching controllers, and walking speed
regulation is achieved by using only the take-off phase actuation. The swing phase is
free of actuation exhibiting natural dynamics.
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Chapter 4
Bifurcations and Chaos
4.1 Motivations
We are here interested in bifurcations and chaos obtained from changing parameters in
the dynamic equations of passive walking. Goswami et al. [33] used three parameters
such as ground slope, leg masses, and positions of the leg masses of a compass-gait
biped. Changes in leg parameters were equally applied to both legs so that the biped
showed symmetric walking until period doubling bifurcations occur. After the bifur-
cations, no two steps are identical, but the irregular steps are periodically repeated.
As the periodicity doubles, the walking gaits become more complicated and eventually
exhibit chaos where no steps are identical although the biped still walks stably. Since
then, the same phenomenon has been observed from various walking models with dif-
ferent bifurcation parameters. Garcia et al. [26] showed that a simplified walking model
exhibits the same bifurcations in passive walking by plotting stance leg angles as ground
slopes increase. Aoi and Tsuchiya [5] used the simplest walking model driven by open
loop sinusoidal inputs. Angular velocity of the input phase was used as one of the
bifurcation parameters, and they plotted phase of the oscillator at impact. Asano and
Luo [6] used an underactuated biped with a torso and semicircular feet driven by the
pseudo virtual passive dynamic walking method. Various outputs including step periods
were plotted in terms of torso length as a bifurcation parameter. All the above studies
on different systems have verified the occurrence of period doubling bifurcations and
chaotic attractors. In addition, Howell and Baillieul [45] found not only period doubling
but also saddle-node bifurcations in a torso-driven biped as torso lengths increase.
Bifurcations and chaos are of importance for further studies on passive dynamic walk-
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ing. Suzuki and Furuta [91] investigated a chaos control to enlarge basins of attraction
of passive walking using the so-called OGY (Ott, Grebogi, Yorke) method [73,80]. Kruz
and Stergiou [55] showed that hip actuation by a torsional spring can drive a passive
dynamic walker from chaotic to periodic gaits. Recently, Asano and Luo [7] studied
walking efficiency related to bifurcations. Harata et al. [39] showed that the gait effi-
ciency can be improved by changing the periodic gaits from period-2 to period-1 gaits
using delayed feedback control.
All the above studies on bifurcations and chaos in passive or semi-passive dynamic
walking have used symmetric models with two identical legs. A study of gait asymme-
tries could enhance our understanding of bipedal locomotion in both robots and humans,
for instance, a better understanding of asymmetric walking for people with prosthetic
limbs, injuries, surgical procedures, or disabilities that introduce asymmetries. Some
control authority could be developed based on the results to compensate for disparities
in legs and to generate balanced and symmetric walking gaits from gait asymmetries.
Ephanov and Hurmuzlu [21] showed that swing phase control can generate normal gaits
of planar five link biped with gait asymmetries.
4.2 Model Description
4.2.1 Compass-gait bipeds with asymmetries
In this section, we derive the equations of motion of the compass-gait biped again be-
cause we need to use different legs and define a new notion of the composite hybrid
systems. The compass-gait biped shown in Figure 4.1 is used in this chapter to inves-
tigate gait asymmetries. This two-degree-of-freedom biped has a hip joint connecting
two straight legs and walks passively in the sagittal plane. There are no knees or a
torso. A hip mass, mH , is at the hip joint and two leg masses, mL and mR, are at
the centers of left and right legs whose lengths are equal to l. Asymmetric walking is
embodied by making one leg slightly longer or heavier than the other. In this chapter,
we primarily focus on bipeds with equal leg lengths but different leg masses. However,
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we have observed similar results to those presented here for the compass-gait biped with
unequal leg lengths.
1 step 2 steps
1 cycle0
mL
mH
mR
cycle½
Lθ
Rθ
½ l
½ l
Figure 4.1: A compass-gait biped and its one complete cycle of bipedal walking
The movement of a compass-gait biped is divided into a swing phase and an impact
phase. Since there is no external force, the total energy of the biped is conserved
between impacts. The impact phase describes the instant when the swing leg strikes the
ground after passing the stance leg. When the two legs are overlapped during the swing
phase the swing leg also scuffs the ground, but we ignore this touchdown in simulation.
Knees or nonzero feet are required to avoid the scuffing in practice. We make standard
assumptions that the impact is perfectly inelastic and there is no slipping at the stance
foot/ground contact [48]. In passive walking the loss of kinetic energy because of impact
is compensated by the increment of the potential energy gained from the change in the
reference frame after impact.
4.2.2 Equations of motions
The equations of motion during the swing phase can be derived from the Lagrangian
dynamics. We choose two leg angles θL and θR as generalized coordinates for the
compass-gait biped. These angles are with respect to the vertical to level ground. It is
important to note that gait asymmetry requires two distinct equations of motions: one
for movement with a left stance leg and the other for movement with a right stance leg.
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Gait asymmetry causes each movement to generate different trajectories, and thus the
two equations of motions are alternately solved. Since the biped walks in the sagittal
plane, we cannot distinguish between left and right legs. We designate the stance leg
of the first step as the left leg, which becomes the swing leg of the second step. The
dynamic equations for the compass-gait biped with a left stance leg are described by [86]
 M11 M12
M21 M22
 q¨ +
 0 C12
C21 0
 q˙ +
 G1
G2
 = 0, (4.1)
where q = [qL , qR ]
T = [θL(t), θR(t)]
T , and
M11 = l2(4mH +mL + 4mR)/4,
M12 = M21 = −l2mR cos(qL − qR)/2,
M22 = l2mR/4,
C12 = −C21 = −l2mR sin(qL − qR)q˙R/2,
G1 = −gl(2mH +mL + 2mR) sin(qL)/2,
G2 = glmR sin(qR)/2.
The other dynamic equations with a right stance leg can be derived in a similar way.
Impact dynamics are governed by the conservation of angular momentum. Two dis-
tinct impact maps are also required because of the different masses of the impacting
legs. One of the equations of motions is given as
q˙+ = RL(q
−)q˙−, (4.2)
where superscripts − and + denote variables just prior to and just after impact, respec-
tively. The impact map with a left stance leg is described by [32]
RL(q
−) =
 r+11 r+12
r+21 r
+
22

−1  r−11 r−12
r−21 0
 , (4.3)
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Figure 4.2: Hybrid flows of a composite hybrid system. One walking cycle is
represented by two continuous trajectories and two discrete jumps combining two
distinct switching surfaces.
where
r+11 = l
2(4mH + 4mL +mR − 2mL cos(q−L − q−R ))/4,
r+12 = l
2mL(1− 2 cos(q−L − q−R ))/4,
r+21 = −l2mL cos(q−L − q−R )/2,
r+22 = l
2mL/4,
r−11 = l
2(−mL + 2(2mH +mL +mR) cos(q−L − q−R ))/4,
r−12 = −l2mR/4,
r−21 = −l2mL/4.
Another impact map with a right stance leg can be similarly derived.
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4.3 Methods
4.3.1 Hybrid flows of composite hybrid systems
One walking step has two phases: a continuous swing phase and a discrete impact phase.
This type of a dynamic system is said to be a hybrid system. Let qL , q˙L , qR , q˙R be state
variables denoted by x ∈ <4, then state equations of each phase are given by x˙ = f(x)
and x+ = h(x−), respectively. f(·) and h(·) with a left stance leg can be derived from
(4.1) and (4.2).
In the case of walking with gait asymmetry it is necessary to distinguish two terms,
cycle and step. One walking cycle with gait asymmetry consists of two steps as shown
in Figure 4.1. Therefore, its dynamics requires four state equations as follows
HL :
 x˙ = fL(x), x /∈ ΣLx+
L
= hL(x
−
L
), x ∈ ΣL
(4.4)
HR :
 x˙ = fR(x), x /∈ ΣRx+
R
= hR(x
−
R
), x ∈ ΣR.
(4.5)
The two hybrid systems HL and HR for left and right stance legs represent a composite
hybrid system. ΣL and ΣR are switching surfaces where a swing leg is in contact with
the ground.
Figure 4.2 illustrates hybrid flows of a four-dimensional composite hybrid system or
asymmetric walking trajectories of a compass-gait biped. The continuous flow φ(x, t) is
a solution to the continuous dynamics f(x), and two discrete flows from h(x−) combine
the two switching surfaces. A trajectory starting at an initial condition x0 ∈ ΣL returns
to ΣL at x−L just before the right swing leg hits the ground. After touchdown, the
trajectory instantaneously jumps to x+L ∈ ΣR at which the second step starts. In a
similar fashion, the trajectory returns to ΣL again completing one walking cycle at x+R
that will be an initial condition for the next walking cycle. If a biped has symmetric
legs, then both switching surfaces are equivalent and one walking step is equal to one
walking cycle.
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4.3.2 Poincare´ map method
We consider two hyperplanes Σ˜L and Σ˜R that are three dimensional and transversal
to the flow φ(x, t) of continuous solutions. When a biped walks on a slope that has
a fixed angle of inclination, one leg angle is dependent on the other leg angle if both
legs are on the switching surface. Thus, these hyperplanes are induced by subtracting
one dimension corresponding to a leg angle from the switching surfaces ΣL and ΣR.
Let xi ∈ <3 denote a state variable x on Σ˜L after completing i cycles. If we select a
hyperplane Σ˜L as a Poincare´ section on which a closed orbit hits every cycle, then the
Poincare´ map P is a mapping from Σ˜L to Σ˜R to Σ˜L again, and can be defined by
xi+1 = P (xi), (4.6)
where P : Σ˜L → Σ˜L [89]. P is obtained by using the state variable xi numerically
updated from (4.4) and (4.5) every other hyperplane.
A walking cycle satisfying x∗ = P k(x∗) is called a period-k motion, which means
xi+k = xi, and the hybrid flows form a limit cycle. k is said to be the periodicity of
the limit cycle, which has k fixed points on the Poincare´ section. The stability of the
limit cycle is determined by using the Jacobian of the Poincare´ map near the fixed
points [26, 33]. If the eigenvalues of the linearization lie in the unit circle, then the
closed orbit is locally asymptotically stable.
We use the Newton-Raphson algorithm to find the period-k fixed points. The fol-
lowing iterative process makes a good initial guess rapidly converge to either stable or
unstable fixed points [74].
xi+k = xi − (DxH(xi))−1 ·H(xi), (4.7)
where H(xi) = P k(xi)− xi and Dx is the Jacobian of a function. By the chain rule,
DxH(xi) = DxP (xi+k−1) ·DxP (xi+k−2) · · ·DxP (xi)− I3. (4.8)
75
4.3.3 Cell mapping method
We use the cell mapping method [46] to find stable limit cycles of composite hybrid
systems and their periodicities. A feasible region F ⊂ Σ˜L containing a given initial
condition x0 as a starting point of the cell mapping process is minced into a large
number of small cell cubes. x0 is the location of the cell cube placed at the center of
F . Va(·) indicates the value of the cell cube that contains its state variable. Before
mapping, all Va(·) are initialized to −1 indicating that all cell cubes are virgin cells
except for one that contains x0. We set Va(x0) = 0. The mapping process starts from
x0 and proceeds forward using Poincare´ mapping such as
x0 → P (x0)→ P 2(x0)→ · · · → P i(x0). (4.9)
At each step in generating this sequence, we need to consider the following:
1. If a cell cube containing a newly generated P i(x0) is a virgin cell which means
Va(P i(x0)) = −1, then we set Va(P i(x0)) = i, and carry out the next mapping.
2. In case a newly generated P i(x0) is outside of F , the original cell mapping method
puts it into a sink cell and terminates the sequence. We, however, ignore this
mapping and go on to next mapping since the state variable comes back into F
as long as the flow is stable.
3. Va(P i(x0)) ≥ 0 indicates that the current cell cube has encountered one of the
previous sequences, and the current sequence has converged to a limit cycle. Now,
this process is terminated. Suppose that a number of the cycle at this moment is
n, the periodicity k of the limit cycle is given by
k = n− Va(Pn(x0)). (4.10)
When it comes to practical considerations, the accuracy of convergence can be im-
proved by reducing the size of cell cubes, but the smaller size of cell cubes yields larger
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computation time. As for the feasible region F , it is hard to choose sufficiently large F
such that x∗ ∈ F in the beginning. If a flow does not come back to F in an appropriate
number of cycles, x0 should be placed at the current state variable and another mapping
process resumes in Fnew ⊂ Σ˜L until the flow converges to a fixed point.
In the following section, we investigate bifurcation diagrams. In order to plot them,
we need to find all fixed points as system parameters are varied. The current fixed
point can be used as an initial condition to find next one based on the inference that if
changes in parameters of the system are sufficiently small, then a fixed point of a limit
cycle can still remain in the basin of attraction. The changes will lead the current fixed
point to another one incorporated in a new limit cycle as system dynamics evolves.
4.4 Bifurcation Diagrams
We consider a compass-gait biped with different leg masses. Thus, bifurcation diagrams
can be drawn by two bifurcation parameters, the ground slope and the ratio of leg
masses. As parameters of equations of motions are varied, bifurcations may occur in
the qualitative structure of the solutions [38]. In bipedal locomotion, the bifurcations
are observed from some properties of walking cycles such as step period, walking speed,
double-support angles between two legs, and so on. As seen in the previous studies,
changes in the ground slope give rise to period doubling bifurcations leading to chaos.
Variations in leg masses also cause bifurcations, and thus mass ratio rm = mR/mL can
be another bifurcation parameter. rm = 1 means that both legs are the same.
4.4.1 Previous studies on passive walking with symmetric legs
Our numerical simulations for passive walking with two identical legs also verified the
appearance of the period doubling bifurcations in passive walking as the ground slopes
increase [30]. System parameters were set to mH = 10 kg, mL = mR = 5 kg, and
l = 1 m, which appeared in Goswami et al. [30]. Figure 4.3 and Figure 4.4 represent
bifurcation diagrams showing periods of each step in terms of the ground slope. In
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Figure 4.3: Symmetric walking at the various ground slopes
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Figure 4.4: A magnified diagram showing the inside of the gray box in Figure 4.3
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Figure 4.3, solid lines are stable gaits, and dotted lines are unstable gaits obtained
using the Newton-Raphson algorithm. Lines 1 and 2 indicate the unstable period-1
gaits, and Line 3 indicates the unstable period-2 gait. There are also unstable period-4
and period-8 gaits that are clearly seen as the solid lines in Figure 4.4. Stable gaits
exist in the shallow slopes in contrast to the range of the unstable gaits. According to
our simulation results, the lowest slope at which the stable passive walking exists is 0.03
degree, and the highest slope is 5.20 degree.
Figure 4.4 shows the route to chaos through period doubling bifurcations. The di-
agram starts from the stable period-2 gait since the first period doubling bifurcation
already occurred at the 4.38 degree slope. As the slope increases, the stable period-2
gait turns into the unstable period-2 gait above 4.92 degree, and simultaneously gives
rise to the new stable period-4 gait. Now there exist four gaits that include one sta-
ble period-4 gait and three unstable gaits such as two unstable period-1 gaits and one
unstable period-2 gait. In a similar manner, the stable period-4 gait turns into the un-
stable period-4 gait above 5.01 degree and the new stable period-8 gait simultaneously
takes place. This process is repeated until chaos occurs. We could not numerically find
unstable period-16 gaits using the Newton-Raphson algorithm.
4.4.2 Bifurcation diagrams in gait asymmetries
We performed numerical simulations for a compass-gait biped with asymmetric legs.
All parameters except for rm were fixed as follows: mH = 10 kg, mleg = mL +mR = 10
kg, l = 1 m. Although rm is varied, the total mass of the system is constant at 20
kg since the sum of the two leg masses were fixed. As for the cell mapping method,
the length of one side of a small cell cube was set to 10−8 and the feasible region was
composed of 100 × 100 × 100 cubes.
We calculated walking periods that elapse between Poincare´ sections and the moduli
of the eigenvalues of the Jacobian of the Poincare´ maps as a function of rm. Figure 4.5
and Figure 4.6 show bifurcation diagrams plotted in the logarithmic x-axis at 1.20 and
2.04 degree slopes, respectively. The vertical axes indicate walking periods. Instead of
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Figure 4.5: Asymmetric walking at a 1.20 degree slope
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Figure 4.6: Asymmetric walking at a 2.04 degree slope
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plotting a cycle period, we divided it into two step periods for left and right stance legs.
We chose Σ˜L as a Poincare´ section and thus the trajectory hits Σ˜L at every two steps.
Thus, in view of step periods, period-1 gaits look like period-2 gaits. Lines 1 and 2
indicate likewise unstable period-1 gaits.
Figure 4.5 clearly shows saddle-node bifurcations. At ln rm = 0, a stable period-1
gait and an unstable period-1 gait are exhibited. As ln rm increases, the former becomes
less stable and the latter becomes less unstable because of the following reason: When
we look at the magnitudes of the eigenvalues of the Jacobian of the Poincare´ map, the
maximum modulus of the stable gait begins to increase toward the boundary of the
unit circle, but those of the unstable gait, already being out of the unit circle, decreases
towards the unit circle. Both gaits come together at ln rm = 0.3887 where a saddle-
node is located. There exist no gaits beyond 0.3887. As ln rm decreases in the opposite
direction, bifurcations symmetric about ln rm = 0 take place. This symmetric property
means that the walking gaits are invariant even if both leg masses are exchanged with
each other.
In addition to the saddle-node bifurcations, Figure 4.6 shows period-doubling and
period-remerging [9], like retro-doubling, bifurcations satisfying the Feigenbaum con-
stant [23] in passive walking [26, 66]. At ln rm = 0.0000 to 0.1432, a period-1 gait
appears. Two step periods are equal at ln rm = 0, but they diverge when two legs have
different masses that causes a so-called limping walk, so that one leg moves for longer
time than the other one because of the gait asymmetry. A period-2 gait appears when
ln rm is greater than 0.1432, and the periodicity is doubled as ln rm increases until chaos
appears. We note that changes in the periodicities of both legs are exactly concurrent.
As ln rm increases farther, chaotic attractors are suddenly contracted and expanded
making windows of chaos which is called the interior crisis [72], and period remerging
occurs to make the trajectories converge into a period-1 gait. These walking gaits are
terminated at ln rm = 0.5412 where a saddle-node is located. The biped no longer walks
stably beyond this point and falls over.
81
4.4.3 Cyclic streams of bifurcation diagrams
We continued to examine bifurcation diagrams of asymmetric legs by changing slopes
from 0.03 to 5.20. As results, we discovered cyclic streams of bifurcations within these
ranges, and each slope had its own bifurcation diagram that could be classified as one
of the six distinct stages according to their shape of stable walking gaits as shown in
Table 4.1. The six stages are named from A to F, respectively and there are two sets
of six stages since they are cyclic. The first set of six stages denoted by 1 comes to
an end at a 2.95 degree slope after which the second set of the six stages denoted by
2 starts. The bottom right corner indicates the magnification of the diagrams. In A1,
for instance, 0.3 means that the diagram was reduced to 30 percent of its original size.
The gray dotted lines that cross the center of the diagrams indicate ln rm = 0, that is,
walking gaits with symmetric legs.
The bifurcation diagram of the symmetric legs can be reconstructed out of the di-
agrams of the asymmetric legs by extracting the points on the gray dotted lines. If
all these points were put together, the resulting diagram would be identical with the
diagram of stable gaits as given in Figure 4.3 that looks like one of the diagrams in
stage D. Stable period-1 gaits appear from A1 to D2 at ln rm = 0 as slopes increase.
Then, stable period-2 gaits appear in E2 at ln rm = 0. They are still period-1 gaits
in a composite hybrid system, but period-2 gaits for a biped with symmetric legs that
has only one switching surface. In this way, period-4 gaits appear in F2. As the slope
increases, the diagram in F2 moves to the right-hand side, which causes period doubling
bifurcations at ln rm = 0. Finally, this process comes to an end at a 5.20 degree slope
without period remerging bifurcations.
In the following section, we describe the features of each stage. It is known that
period doubling gaits take place at the moment when the eigenvalues of the Jacobian
of the Poincare´ map hit the boundary of the unit circle. Thus, we examine each stage
by focusing on the stability of stable walking gaits using the eigenvalues.
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Table 4.1: Six stages of bifurcation diagrams
Stage
Slope
Bifurcation diagrams
Period vs. Mass ratio rm
A1
0.80 
X 0.3
B1
1.90 
X 0.3
C1
2.04 
X 0.3
D1
2.10 
X 0.5
E1
2.74 
X 0.8
F1
2.95 
X 1.0
Stage
Slope
Bifurcation diagrams
Period vs. Mass ratio rm
A2
3.50 
X 1.0
B2
3.60 
X 1.0
C2
3.74 
X 1.0
D2
3.80 
X 1.0
E2
4.70 
X 1.0
F2
4.96 
X 1.0
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(d) (e) (f)
(g) (h) (i)
(a) (c)(b)
Figure 4.7: Bifurcation diagrams at different slopes and the corresponding magnitudes
of the eigenvalues of the Jacobian of the Poincare´ map in stage A and B: (a) 1.20◦
slope, (b) 1.52◦ slope, (c) 1.76◦ slope, (d) 1.84◦ slope, (e) 1.92◦ slope, (f) 1.98◦ slope,
(g) 3.60◦ slope, (h) 3.64◦ slope, and (i) 3.68◦ slope
4.5 Six stages of bifurcations
4.5.1 Stage A
Bifurcation diagrams begin to expand from stage A where no bubbles appear until the
next stage B as shown in Table 4.1. The ranges of stage A1 and A2 are from 0.03 to 1.75
and 2.96 to 3.55 degree slopes, respectively. As seen in the Section 4.4.2, saddle-node
bifurcations were observed, and thus the tips of diagrams are connected with unstable
gaits in not only A1 but also in B1 and and C1 where the diagrams of these three
stages expand. As for the saddle-node bifurcations in A2, we could not have enough
information from numerical simulations.
The diagram of stage A is expanding as the slope increases. In case of A1 there are
no changes in periodicities of stable gaits, but the stability of the system is getting
worse because the eigenvalues are approaching the boundary of the unit circle as shown
in Figure 4.7 (a) and (b). The arrows illustrate the direction of the movement of the
eigenvalues as the slopes increase. The upper diagram shows step periods in terms of
ln rm, and the lower diagram indicates moduli of the eigenvalues ranging from zero to
one since only stable gaits were plotted. The moduli of unstable gaits are always bigger
than one. The moduli of the eigenvalues begin to swell around midpoints between
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ln rm = 0 and both tips as shown in Figure 4.7 (b), and (c) finally shows that bubbles
are formed at the place where the peak of the hump touches one. A2 in Table 4.1
already shows stable period-2 gaits because of period doubling bifurcations, but there
is no occurrence of bifurcations until increasing slopes make bubbles.
4.5.2 Stage B
Once bubbles have been formed, child bubbles are formed inside the bubbles, and then
grandchild bubbles are consecutively formed in the child bubbles while diagrams are
expanding with increasing slopes. Stage B is described by this spawning before chaos
appears in the next stage C. The ranges of stages B1 and B2 are from 1.76 to 2.01 and
3.56 to 3.69 degree slopes, respectively.
In Figure 4.7 (c), the most fragile regions are located at around rm = 0.75 and
rm = 1.31 where the first bubbles appeared as results of successions of two different types
of bifurcations. One is period doubling bifurcations, and the other is period remerging
bifurcations. Bier and Bountis [9] called them the period bubbling bifurcation as a
whole. After bubbles are formed, they grow and get stabilized since the eigenvalues of
the interiors of the bubbles return back toward zero as shown in Figure 4.7 (d). With
increasing slopes, new humps come out from the fully stabilized eigenvalues, and they
are rising again as shown in Figure 4.7 (e). Finally the humps yield child bubbles and
period-4 gaits shown in Figure 4.7 (f). In this way consecutive child bubbles are created
by new born humps from the parent bubbles. As for the movement of the humps, only
one dominant eigenvalue goes back and forth along the real axis.
It is observed that the first bubble in B1 gives birth to one child bubble, but those in
B2 simultaneously bears two child bubbles formed in each branch of the first bubbles
because two humps of eigenvalues rise at the same time from the bottom as shown in
Figure 4.7 (g), (h), and (i).
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4.5.3 Stage C
Chaos appears in stage C as shown in C1 and C2 of Table 4.1. The ranges of stages C1
and C2 are from 2.02 to 2.09 and 3.70 to 3.74 degree slopes, respectively. Bifurcation
diagrams are still expanding and being filled with chaos as slopes increase. Walking
gaits are stable in chaos, but we are not able to analyze the stability using eigenvalues
since there are no more fixed points on the Poincare´ section. In fact, it is hard to tell
the difference between high periodic gaits and chaos based on numerical results. The
Lyapunov exponent is used to numerically analyze the chaotic attractor [40], but we
did not go further to analyze the chaos.
4.5.4 Stage D
The previous three stages have been expanding so far with increasing slopes. Stage D
is a turning point at which bifurcation diagrams begin to contract, and the diagrams
of the following stages E and F also contract. At the end of stage C, the first born
bubbles are full of chaos. A slight increment of slope causes the extinction of outermost
remerged parts including chaos, and then bifurcation diagrams are contracting as slopes
increase. Figure 4.8 shows the process. (a) is an incipient diagram of stage C1 where
chaos is distributed over narrow areas. (b) is the last moment of the stage and filled
with chaos. The transition from (b) to (c) is triggered by a 0.01 degree slope, and then
both ends in the boxes vanish instantly. D1 and D2 of Table 4.1 seem to have only
period doubled regions because period remerged parts vanish away.
When it comes to the range of stage, we do not identify them from here because the
three contracting stages exhibit three distinct changes of bifurcation diagrams. We are
here more concerned with the qualitative changes than the ranges of stages, which can
be divided into two parts by a disconnection point shown in the following section.
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(a)
(c)
(b)
Figure 4.8: Transitions from stage C1 to D1: (a) 2.02◦ slope, (b) 2.09◦ slope, (c) 2.10◦
slope
4.5.5 Stage E
In stage E, shrinking bifurcation diagrams are disconnected at certain rm and separated
into two parts. One is said to be the survivor that will remain in stage F, and the other
is called the vanisher that will disappear as slopes increase. After D1, the regions where
period-2 gaits exist are disconnected at around rm = 1.104 at a 2.60 degree slope as
shown in Figure 4.9 (c) yielding a disconnected diagram like E1. The survivor is in
the middle part that consists of period-1 and period-2 gaits, and the vanishers are at
both ends which include chaos. The disconnection occurs when a dominant eigenvalue
stemmed from the mountainside of the eigenvalues hits the boundary of the unit circle
as shown in Figure 4.9. E2 also has a left part as the survivor and a right part as the
vanisher. The disconnection takes place at around ln rm = 0 unlike E1.
4.5.6 Stage F
In this last stage among six stages, the vanisher dwindles away at the edge between
the survivor and the vanisher as slopes increase. At the end of stage F, the vanisher
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(a)  2.30° slope (b)  2.50° slope (c)  2.60° slope
rm = 1.104
Figure 4.9: Transitions in stage E1
completely disappears. However, the survivor still remains and is a little shrunken as
shown in F1 and F2 of Table 4.1. We note that the magnification of F1 is bigger than
that of E1. After the extinction of the vanisher, bifurcation diagrams begin to expand
again with increasing slopes. Expansion and contraction of bifurcation diagrams were
observed after F2, but we were not able to classify diagrams from 4.96 degree to 5.20
degree as six stages.
4.6 Discussion
4.6.1 Bifurcations and chaos
We categorized the bifurcation diagrams in passive walking with gait asymmetries into
six stages in order to explain the transitions in detail. The process can be summarized
by three qualitative changes. First, bubbles are created by period doubling and remerg-
ing bifurcations leading to chaos. Second, when the bubbles are full of chaos, period
remerged parts are instantly discarded. Third, period doubled parts also fade away
after being disconnected. These changes are repeated from stage A2, but the difference
is that stage F2 still has one of the period doubled parts including chaos as a survivor.
The first qualitative change corresponds to stage B. Once chaos appears, it grows in
stage C. The second qualitative change removes some parts of chaos in stage D. The
third qualitative change described in stages E and F also removes chaos. It should
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Table 4.2: Feigenbaum constants in passive walking
Stage rm at P-16 rm at P-32 rm at P-64 δ
C2
3.74°
1.094313 1.094794 1.094897 4.669903
D2
3.80°
1.088440 1.088787 1.088861 4.689189
E2
4.70°
1.026028 1.026130 1.026152 4.636364
F2
4.96°
0.993703 0.993721 0.993802 4.500000
be addressed that the second and the third changes regarding the extinction of chaos
will never be recognized from a single bifurcation diagram drawn by one bifurcation
parameter. One more bifurcation parameter shows us many bifurcation diagrams and
enables us to examine the transitions between them.
In summary, we have investigated the effect of gait asymmetries on passive dynamic
walking. For system modeling, we have proposed the concept of composite hybrid
systems. The ground slope and the mass ratio of right leg to left leg are used as
two bifurcation parameters to reveal the consecutive bifurcation diagrams which can be
grouped into six stages. The first three stages are expanding, and the other three of them
are contracting. We verified that period doubling, period remerging and saddle-node
bifurcations are exhibited in passive dynamic walking. In addition, we have discovered
that chaos disappears through two qualitative changes after which the six stages are
repeatedly observed. Furthermore, the same six stages appear even if we use another
bifurcation parameter such as the length ratio of right leg to left leg instead of the mass
ratio.
4.6.2 Feigenbaum constant
In previous sections, we have been focusing on the features of each stage. We are here
concerned with the universality that holds true for all stages. Feigenbaum was the first
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to discover that ’the rate of convergence’ of the period doubling sequences was the same
between different maps [40]. Let bn be the parameter value at which period-2n motions
appear. Then
δ = lim
n→∞
bn+1 − bn
bn+2 − bn+1 (4.11)
is universal with δ = 4.6692016091029 · · · [23]. We numerically calculated periodicities
in each stage of C2, D2, E2, F2 up to period-64 gaits, and the rates of convergence are
shown in table 4.2. We note that there is period remerging in stage F2. Therefore we
may conclude that the rate of convergence of period doubling sequences in each stage
is in good agreement with the Feigenbaum delta constant.
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Chapter 5
Conclusions
In this thesis, we manipulated the energy of nonlinear hybrid systems to improve the
walking stability of bipedal locomotion. To better understand the stability, we devised
the notion of energy portrait analysis, which shows many advantages compared with
phase portrait analysis. For example,
• The energy plane is always a two dimensional space regardless of the dimension
of the system.
• The movements of the limit cycles can be clearly seen in the energy portrait. It
is difficult to tell the difference between two adjacent marginally stable/unstable
limit cycles in the phase plane. However, the energy portrait illustrates the dif-
ference in the two limit cycles when the trajectories move around a saddle point.
• The energy portrait shows the relationship between the different trajectories at a
glance. The initial conditions scattered in branches of the basin of attraction are
all placed in the narrow stream towards a stable limit cycle.
• The energy portrait can verify the existence of stable/unstable equilibria when
the constant energy is supplied to the system. This is an important factor for
developing the multiple switching control method.
The development of energy feedback control is part of our future work.
Multiple switching control shows that different limit cycles can be generated on the
same ground slope by supplying constant energy. Limit cycles, both stable and unstable,
can be stabilized using robust and saturating control. Control inputs are exerted for
a short time at the beginning of each step. This effort tries to preserve the natural
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walking gaits during the swing phase. Multiple controllers are obtained from each limit
cycle, and then the walking stability can be improved by switching the controllers. The
development of a switching algorithm for bipedal locomotion is part of our future work.
The study on bifurcation diagrams discloses the harmonious relations between the
passive limit cycles. Two big categories are stage ABC that are expanding and stage
DEF that are contracting. The energy portrait analysis shows that there exist a stable
and an unstable limit cycles at a certain ground slope. In stage ABC, the stable and
unstable limit cycles are moving towards each other as the gait asymmetries increase.
In the end, they make contact at a saddle point, and all points in the bifurcation
diagrams are connected with each other and circulate. Even though the period doubling
bifurcations take place in the stable limit cycle, they remerge in the stable limit cycle
again, and then arrive at the saddle point. In stage DEF, the stable and unstable
limit cycles cannot meet as the asymmetries increase. The bifurcation diagrams begin
to shrink in stage D and make chaos disconnected in stage E. After this, all chaos
disappears in stage F, and then stage A, B, and C resume.
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Appendix A
Bifurcation diagrams of gait asymmetries
The bifurcation diagrams shown in Chapter 4 are some parts of our simulation results.
Those diagrams seems to be enough to explain the distinct six stages, but overall tran-
sitions from 0.00◦ to 5.20◦ slopes would be more helpful to understand our results.
We show bifurcation diagrams drawn by different leg lengths in Figure A.2 as well as
different leg masses in Figure A.1.
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Figure A.1: ln(mR/mL) vs. step periods from 1.00
◦ to 5.20◦ slopes. The diagrams are
magnified after a 3.25◦ slope.
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