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This paper deals with the issue of deriving efficient operational rules for polling systems with switchover 
periods. Specifically, we study the following static optimization problem: Determine the server visit order 
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applications coincides with, that of minimizing the overall mean customer delay in the system. A heuristic 
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workload. Numerical experiments show that this heuristic approach yields excellent results. 
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1. INTRODUCTION 
The basic polling system is a system of multiple queues, attended to by a single server in a cyclic 
order. Polling systems arise naturally in the modelling of many computer, communication and pro-
duction networks where several users compete for access to a common resource (a central computer, a 
transmission channel, a carousel in an assembly line). Takagi [23,24] and Levy and Sidi [19] mention 
a large variety of applications. 
Such applications also give rise to several variants of the basic polling system, like: 
(i) probabilistic polling: the server visits the queues according a probabilistic routing mechanism. Pro-
babilistic polling may be used to mode( distributed control systems, in which the decision which sta-
tion will be served next is achieved in a distributed manner, by cooperation among the stations. Cf. 
KJeinrock and Levy [15] who specifically mention the example of an exhaustive slotted Aloha system. 
(ii) periodic polling: the server visits the queues in a fixed order specified by a polling table in which 
each queue occurs at least once (cf. Eisenberg [9], Baker and Rubin [1]). Some examples are provided 
by the token bus protocol in Local Area Networks, and by star polling at a computer with multidrop 
terminals (polling table [l,2,l,3,. .. ,1,N]). 
Probabilistic polling and periodic polling open interesting and useful possibilities for efficient opera-
tion and optimization, by allowing various choices of the server routing probabilities respectively the 
polling table. Optimization in polling systems is a subject which has so far received very little atten-
tion in queueing literature. Of the more than 450 references in Takagi's recently updated polling sur-
vey [24], almost none is concerned with optimization issues. Most polling studies do not go beyond 
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the comparison of performance measures under different service disciplines at the queues. One of the 
few exceptions is the paper of Browne and Yechiali [8]. Using Markov decision processes, they deter-
mine a semi-dynamic policy in which the server, at the beginning of a cycle, chooses a visiting order 
of the queues for this cycle that minimizes the mean duration of the cycle. A somewhat similar prob-
lem for the case of unit buffers is considered in [7]. 
The present study is devoted to optimization in polling systems. The next section contains a global. 
discussion of several polling optimization issues. The goal there is to draw attention to this problem 
area and to list a number of interesting research themes. The rest of the paper studies the following 
optimization problem: Determine the polling table that minimizes the mean total. workload in a 
periodic polling model. This problem is equivalent with that of minimizing 2:P;EW;, a weighted sum 
of the mean waiting times EW; where the weights are the traffic loads p; of the queues. In the practi-
cally relevant case that al.I mean service times are equal, this amounts to minimizing the overall mean 
customer delay W : = 2:i\EW; I 2:A;, A; denoting the arrival. rate at the i-th queue. W is perhaps the 
single most important performance measure in polling systems. The strong relation between total. 
workload and overall mean customer delay adds to the importance of the mean workload as a perfor-
mance measure and as an objective function for optimization. A heuristic approach to the polling 
table problem is presented, using the exact solution of a related problem, viz.: Determine those server 
routing probabilities in a probabilistic polling system that lead to the minimal mean total workload. 
Section 3 prepares the ground, by reviewing recent polling results which are necessary for tackling 
these minimization problems. Section 4 considers the case of probabilistic polling; the obtained 
results are being used in Section 5, which is devoted to periodic polling. Section 6 contains a sum-
mary and some plans for the future. 
2. OPTIMIZATION OF POLLING SYSTEMS 
The ultimate goal of performance modelling and analysis is performance improvement and system 
optimization. Performance analysis can be applied at any stage of development, from the initial 
design phase to the operational phase. The range of options from which one can choose, and the 
optimization problems to be tackled, are mainly determined by the stage of development. For exam-
ple, in designing a local area network there may first exist such channel access options as collision-
detection protocols or collision-free token passing protocols. And when a token passing mechanism 
has been elected, the network configuration may be open for discussion: Should it be a bus, or a ring, 
or perhaps several interconnected rings? In the latter case, how should stations be assigned to the 
rings? Which static or dynamic priority rules should be implemented to give certain stations more 
opportunities to transmit, or longer transmission periods (thus improving some performance meas-
ure)? 
Similar performance and optimization problems occur naturally in many other settings that give 
rise to polling models; whether it be in the design of traffic light regulation systems for signalized 
intersections, or in the development of a robotics system for processing several streams of parts. In 
the abstract setting of a single server that serves several customer classes, we now briefly discuss 
optimization criteria and regulation mechanisms. 
Optimization criteria 
In optimizing a polling system there is generally a trade-off between efficiency and fairness. From the 
point of view of minimizing workload in the system it may be efficient to visit heavy traffic queues 
frequently and for lengthy periods of time; but this may be unfair to the low traffic queues. Perfor-
mance criteria which are often being studied in polling systems are the mean total workload, the 
server cycle time, and the individual mean waiting times or a weighted sum of them. Those weight 
factors may be chosen such as to represent costs, or generally to represent an appropriate balance 
between efficiency and fairness. 
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Regulation mechanisms 
A natural regulation mechanism in many queueing systems is the customer access mechanism. A few 
polling studies have allowed finite buffer sizes, but to the best of our knowledge the paper of Browne 
and Yechiali [7], which considers the routing of the server in a system with unit buffers, is the only 
one of those in which optimization plays a key role. Here lies an important field of study. 
A considerable part of the polling literature is devoted to detailed studies of service policies at the 
queues. The obtained results allow some comparison between different policies. Unfortunately, most 
sophisticated deterministic policies do not yield to an exact mathematical analysis. Recently some 
probabilistic service policies have been introduced, which may be used to approximate the behaviour 
of deterministic policies and which may be better amenable to mathematical analysis. The latter 
statement holds in particular for the fractional service policies suggested by Levy [17,18]. In such 
fractional policies, queue Qt is assigned a parameter p;, O<p;.s;;;I, and - loosely speaking - each of the 
customers present when the server visits Q; (and possibly those arriving during their service times, 
etc.) has a probability p; of receiving service in this visit period. The choice of the p; gives rise to 
interesting optimization problems, which will be discussed in another paper. Another probabilistic 
policy is the Bernoulli service policy, in which a limit to the number of customers served in a service 
period is set using the Bernoulli distribution. This policy seems to affect the performance more than 
the fractional policies, but it is less amenable to mathematical analysis (cf. Servi [22)). 
Another basic regulation mechanism in polling systems is the server routing between queues. Cyclic 
routing is more and more becoming a naive strategy, dating from the days in which not enough com-
puting power was available to implement sometlllng more sophisticated. A fixed routing scheme may 
still be attractive, but in such a scheme it should be possible to visit some stations more frequently 
than others. Nowadays many designers try to build a good polling table, but there are no clear-cut 
rules on how to form the table. The main goal of the present paper is to provide and test such rules. 
It obviously makes sense to combine consideration of service policies and server routing strategies. 
For example, instead of including a queue several times in the polling table and serving one customer 
at each visit, it may be better to visit it only once or twice and provide exhaustive service. In the 
present study we do not touch upon this issue, but the results that we obtain can be used for a further 
investigation in this direction. 
One may go a step beyond fixed, static, routing schemes. In dynamic routing the server visit order 
is changing dynamicaUy, being determined by the system state during its operation. For example, it 
may be natural to observe the contents of the queues and to serve next the most heavily loaded 
queue. The advantage of dynamic server routing is that it is very sensitive to the actual system state 
and can thus be used to improve its performance. The disadvantages are that it requires information 
gathering during operation and that it is generally very hard to analyze. For systems without switch-
over times in which the queue to be served next is chosen after each service completion on the basis 
of complete information about the buffer contents, and with the goal of minimizing the weighted sum 
~ ciEW;, a simple cµ rule holds (see [19] for some references). But when switchover times are posi-
tive, results are very scarce. Hofri and_ Ross [ 11] show for a two-queue model with switchover times 
that the optimal switchover rule is of a threshold type, i.e., there exist thresholds that determine when 
the server switches from one queue to the other. As mentioned in Section l, Browne and Yechiali 
[7,8] study semi-dynamic server routing, in which the server visits all the queues exactly once in a 
cycle, but chooses a new cycle order at the end of each cycle. 
Above we have indicated some global optimization issues in polling systems. By now a vast body 
of knowledge concerning polling systems is available. We believe it is time to develop optimization 
techniques to improve their performance, borrowing methods and insight from such fields as non-
linear programming, Markov decision theory and control theory. 
3. WORKLOADS AND WAITING TIMES IN POLLING SYSTEMS - A BRIEF REVIEW 
Model description 
A single server, S, serves N infinite-capacity queues (stations) Q 1, ••• , QN, switching from queue to 
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queue. Customers arrive at all queues according to independent Poisson processes. The arrival inten-
sity at Q; is A;, i = 1, ... ,N. Customers arriving at Q; are called class-i customers. The service times of 
class-i customers are independent, identically distributed stochastic variables. Their distribution Bi(.) 
has first moment /3i and second moment f3F>. i = I, ... ,N. The offered traffic load, Pi• at Q; is defined 
as P; : = A.;/3;, i = 1, ... ,N, and the total offered load, p, as p : = ~N- Pi· The switchover times of S 
between the various queues are independent stochastic variables. W ~ specify them further when the 
need arises. 
The scheduling discipline is the procedure for deciding which customer(s) should be in service at 
any time. In the polling models under consideration, the scheduling discipline can be decomposed 
into three components: (i) the server routing between queues; (ii) the switchover times between 
queues; (iii) the service policy at each queue. With regard to those service policies we restrict our-
selves here mainly to exhaustive service (S empties each queue that he visits) and gated service (S 
serves exactly those customers in the queue who were present upon his arrival at that queue). 
A case can be made for not including switchover times into the scheduling discipline. We have chosen 
to include them, because of the crucial influence that their presence has on the concepts to be dis-
cussed in the next paragraph. 
Workloads - work conservation and work decomposition 
One of the most fundamental properties that single-server multi-class service systems may possess is 
the property of work conservation. The scheduling discipline (server behaviour) is work conserving if 
(i) S serves at constant rate, (ii) he serves if and only if at least one customer is present, and (iii) his 
behaviour does not affect the amount of service given to a customer, or the arrival time of any custo-
mer. In this case a sample path consideration shows that the amount of work in the system is the 
same, whatever server behaviour with the above-mentioned properties occurs. 
In a polling system with sWitchover times of the server between classes, the principle of work conser-
vation is violated in the sense that the service process is interrupted although work is still present. 
Recently it has been shown that, under certain conditions, a simple extension of the work conserva-
tion principle holds, viz. a work decomposition principle. Before discussing this extension we intro-
duce the following assumptions, which hold in the rest of the paper. 
ASSUMPTIONS 3.1 
l. AU involved stochastic processes possess an equilibrium distribution. 
2. All arrival, service and switchover processes are independent stochastic processes. 
3. Apart from the switchovers, the server behaviour is work conserving. 
For the case that S visits the classes in a fixed ~yclic order, it has been proven in [3] under Assump-
tions 3.1 that the steady-state amount of work, V, in the system with switchover times is distributed as 
the sum of two independent quantities, viz. (i) the steady-state amount of work, V, in the correspond-
ing system without switchover times and· (ii) the steady-state amount of work, Y, in the system at an 
arbitrary switchover epoch: 
A D 
V = V + Y. (3.l) 
D 
Here denotes equality in distribution, and 'the corresponding system without switchover times' 
indicates a single-server multi-class system with exactly the same arrival and service demand process 
as the system under consideration, but without switchover times (hence work conserving). 
The work decomposition result was subsequently proven for more general server visit orders and a 
more general service interruption mechanism [2]. The work decomposition formula (3. l) is in particu-
lar valid for two special polling schemes that generalize cyclic polling and that play a central role in 
the remainder of this study: periodic polling [4] and probabilistic (Markovian) polling [6]. 
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In (3.1) V is completely independent of the scheduling discipline, but Y, and hence also V, does 
depend on it. Naturally, Y and V should decrease 
(i) with decreasing switchover times; 
(ii) with increasingly 'efficient' visit order; 
(iii) with increasing exhaustiveness of the service at the queues. 
We return to the first two properties later on in this section. The third property has been formalized 
in [20). In that paper a general framework is presented for the comparison of different service policies 
in polling systems. A sample path comparison is made which allows the evaluation of the policies 
based on the total amount of work V(t) in the system at any time t. This comparison concerns poli-
cies operating with the same realizations of the arrival, service and switchover processes and of the 
polling order. These processes and the polling order are allowed to be quite general. The only res-
trictions on the server behaviour outside switchover periods are that it should be work conserving and 
that the server does not wait idling in an empty queue. The sample path comparison leads to the fol-
lowing results: 
(i) The workload at any time t under the exhaustive service policy is less than or equal to the work-
load at t under any other arbitrary policy: 
Vexliaustive(t) ~ Vpolicy(t). 
(ii) With a similar notation, 
Vi-limited(!) ~ Vm -limited(!) fork ;;_;;,, m-; 
(under the c-limited policy, S serves at most c customers before leaving the queue). 
Similar comparisons are made for stochastic policies like the Bernoulli and binomial-gated policies: an 
ordering is proven w.r.t. the parameter of the related (Bernoulli, binomial) probability distribution. 
Waiting times - conservation laws and pseudoconservation laws 
Consider a single-server multi-class system for which Assumptions 3.1 hold. First we restrict our-
selves to the case of zero switchover times. Introduce Wn, the waiting time (excluding service time) of 
a class-n customer. Under the assumption that the scheduling discipline is non-preemptive, and that 
only information about the current state and the past of the queueing process is used in making 
scheduling decisions, it can be shown that (cf. Kleinrock [13, 14]): 
(3.2) 
Kleinrock called (3.2) a conservation law to indicate that a change in the scheduling discipline (under 
the above restrictions) does not lead to a·change in~ PnEWn. 
Under the same conditions as above, one obtains [2] in the case of non-zero switchover times, using 
(3. l): 
+ EY. (3.3) 
This has been coined a pseudoconservation law: a change in the visit order or service policy . at a queue 
generally does lead to a change in EY, and hence in the lefthand side of (3.3). We shall specify EY 
for the following server visit orders: (I) cyclic polling, (H) periodic polling, and (HI) Markovian 
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polling. In the sequel, the groups of queues that are being served under the exhaustive (gated) service 
policy are denoted by e (g). 
L CYCLIC POLLING 
Formula (3.3) now reduces to the following pseudoconservation law [3]: 
N ~ Anf3~2l 
n =I 
= p~~--
2(1-p) 
s(2) S 2 N 2 S ""' 2 
+ P]; + 2(l - ) (p - ~ Pnl + l -p ..:;., Pn· P n =I nEg 
(3.4) 
Here sand s<2> denote the mean and second moment of the sum of the switchover times in one cycle. 
It should be noted A that EY appears to be roughly linearly dependent on the mean total switchover 
time s; EY and EV appear to increase roughly linearly with increasing switchover times. It is also 
noteworthy that the order of the queues in the cycle does not influence the mean workload of the sys-
tem or the weighted sum of mean waiting times in (3.4) as long as this order does not affects. 
II. PERIODIC POLLING 
First some additional notation. The order in which S visits the queues is specified in a polling table 
T = {T(m), m = 1, ... ,M}. The i-th entry T(i)-is the index of the i-th queue polled in the cycle. This 
queue is referred to as the i-th 'pseudostation'. For example, T = {1,2,1,3} denotes a cycle in which 
Qi. Q 2 , Q 1' Q 3 are consecutively visited. The first and third pseudostation both refer to Q 1. sm and s~> indicate the mean and second moment of the switchover time between the m-th and m + 1-st 
pseudostations; s denotes~ the mean of the total switchover time in one cycle. The mean of the visit 
time of pseudostation m is denoted by EVIm. Generally there is no simple expression available for 
these mean visit times, but they can be obtained by solving a simple set of linear equations, cf. [1,4]. 
Finally we introduce the MXM (0,1) matrix Z = (zu), where zu = 0 unless none of the table entries 
T(i + 1), ... , T(j) equals T(i), in which case z;1 = l. The following pseudoconservation law has 
been proven in [4] (g denotes the group of gated pseudostations): 
(3.5) 
m-1 
The sum ~ , with l ~k,m ~M, should be interpreted as a cyclic sum. 
j=k 
HI. MARKOVIAN POLLING 
Again, we first need some notation. S is assumed to move between the N queues according to an 
irreducible, positive recurrent discrete-time parameter Markov chain { d,,, n = 0, 1, ... } with stationary 
transition probabilities PiJ = Pr { dn + 1 = j I dn = i}, i,j = 1, ... ,N, n = 0, 1, ... . The limiting and station-
ary distribution of this Markov chain is denoted by q; = lim Pr{d,, = i}, i = l, ... ,N. The switchover 
n-+oo 
times of S between Q; and Q1 are i.i.d. stochastic variables with mean siJ and second moment s~J>. 
An important quantity in this model is Tk;, the time between a departure of S from Q; and the last 
previous departure from Qk, k,i = l, ... ,N. Generally, determination of all ETk; requires the solution 
of N sets of N linear equations. In [6] the following pseudoconservation law has been proven: 
with 
N N 
__E_. "' q. "' p. p> 2 ...:;,,; I ...:;,,; lj lj 
ai=I j=I 
N N 
a : = ~ q; ~ PiJSiJ· 
i=I j=I 
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(3.6) 
Kleinrock & Levy [15] restrict themselves to the case that p;1 = PJ (this is referred to as random pol-
ling) and slJ = s;, s~J> =sf> for all i,jE{l, ... ,N}. In this case qk =Pk• k = 1, ... ,N, 
ETki = (a/(l-p))[(pJq;) - (pklqk) + (l/qk)], k,i=l, ... ,N, and (3.6) reduces to: 
N ~ A.JJF> 
N i=I ~ PnEWn = p '---''-----2(1-p) 
2 
_a_ ~ ~ + _a_ f ~ 
}-p kEe Pk l-p k=I Pk 
~ __E_. ~ (2) 
...:;,,; P;S; + 2 ...:;,,; p; s, ' 
i=I ai=I 
(3.7) 
n=I 
with 
N 
a= ~p;s;. 
i=I 
In Sections 4 and 5 we shall use some of the above conservation laws to attempt minimization of the 
mean workload in a polling system with either Markovian polling or periodic polling, when the server 
transition probabilities, respectively the table, can be freely chosen. 
REMARK 3.1 
The principle of work conservation implies that, in the case of zero switchover times, any server visit 
order leads to the same mean workload. But for positive switchover times and given service policies at 
the queues, the mean total workload will be relatively small when the server visit order is such that 
mean visits are relatively long w.r.t. switchover times. In the next two sections we shall investigate 
this in detail for random polling and periodic polling. 
REMARK 3.2 
From the equations determining the m~an visit times EVIm in (3.5), respectively the mean interdepar-
ture times ETk; in (3.6) (cf. [4] respectively [6]), it can be seen that these quantities depend on "A1 and 
{31 only through their product p1. Hence only the first term in the righthand sides of (3.5) and (3.6) 
depends on individual arrival rates and service time moments; and this first term does not depend on 
the choice of the polling table respectively the server transition probabilities. The implication is that 
for the optimal choice of the table or the transition probabilities, only traffic loads matter and not 
individual arrival rates and service time moments. 
4. OPTIMIZATION OF RANDOM POLLING SYSTEMS 
Consider the Markovian polling system described at the end of Section 3. In the present section we 
are interested in the following problem. Suppose that for given arrival, service and switchover 
processes and service disciplines at the queues, the system designer still has the freedom to choose the 
server transition probabilities p;1, i,j= l, ... ,N. He wants to choose them such that the mean steady-
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state amount of work in the system is minimized. For simplicity a restriction is made to the case of 
random polling: PiJ p1, with all switchover times i.i.d. with first moment <J and second moment <J(2). 
Intuitively one expects that queues with heavy traffic should be visited more frequently than low 
traffic queues. But how much more frequently? In purely cyclic polling it is well known that the 
ratios of mean visit times of the queues are equal to the ratios of the offered traffic loads. Should visit 
frequencies in random polling obey the same rule in order to minimize mean workload? Does the 
choice of service discipline matter? 
In the relatively simple case under consideration, it will turn out that these questions can be easily 
answered using the pseudoconservation law (3.7). Furthermore, the expressions for optimal visit fre-
quencies appear to be extremely appealing, being simple, robust and elegant. 
It follows from (3.7) and the fact that, cf. [6], 
(4.l) 
A 
that minimization of EV w.r.t. Pi. ... ,pN, under the conditions p 1 + · · · +pN = 1, 
p 1 ;:.:.:O, · · · ,pN;::.o, amounts to the following problem. 
2 
_<J_ 2: .!!.!!.... + _<J_ :,f .!!.!!.... - pa + La<2)] 
l-p kEe Pk l-p k=I Pk 2a 
(4.2) 
s.t. 
p I + . . . + PN = l, p I ;;;.:.: 0, ... 'PN ;;a: 0. 
This is a classical non-linear optimization problem with linear constraints. Introducing the Lagrange 
multiplier L, and omitting all terms in (4.2) that do not involve the probabilities p;, we want to 
minimize the unconstrained Lagrangian function 
2 
F:= __ a_ 2: .!!.!!.... + 
l-p kEe Pk 
N p N ~ 2: _!!_ + L(2: fk - 1) 
-p k=I Pk k=I 
(4.3) 
in the non-negative 2N -tant. The Kuhn-Tucker points of this expression are obtained by putting 
aaF =O, k = 1, ... ,N and aaF =O, yielding ~k L 
(i) if Qk has exhaustive service: 
a Pk - Pk 
1-p Pk 
(i) if Qk has gated service: 
+ L = O; 
__ a_!!.f!.... + L = 0. 
1-p Pk 
The convexity Aof F in (ph····PN) readily implies that the admissible stationary point yields the 
minimum of EV: 
If Qk has exhaustive service: 
VPkO-pk) . 
2: VP/1-p) + 2: v;;, Pk (4.4) 
JEe jEg 
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and if Qk has gated service: 
(4.5) 
jEe jEg 
As announced, these optimal server routing probabilities are remarkably simple. Allocation is accord-
ing to a square root rule, and only the offered traffic loads play a role. In the exhaustive case the 
influence of this load is quite small. It should be noted that the visit frequency for a queue Qk with 
exhaustive service is decreasing in Pk for Pk >0.5. Still, it is easily seen that among any two queues 
with exhaustive service the one with higher load has a higher visit frequency. 
REMARK 4.1 
When S meets n customers in Qk, his mean visit period equals nf3k in the case of gated service, and 
nf3k!(l-pd in the case of exhaustive service. This gives some feeling as to why a queue with exhaus-
tive service should receive fewer visits than a queue with gated service and the same traffic load, and 
why relatively few visits should be made to a queue with exhaustive service in heavy traffic. 
REMARK 4.2 
We have also performed the above IllllllllllZation for the cases of binomial-gated and binomial-
exhaustive service. In binomial-gated service, when S finds m customers present at Qk he serves n out 
of those m with probability (l!!.)aZ(l-akr-n (O<ak~l) and then leaves the queue; in the same 
n 
situation under binomial-exhaustive service, S selects n out of those m customers with probability 
(l!!.)yZ(l-ykr-n (O<yk~l) and serves those customers, and the ones arriving during their service, 
n 
etc. Denoting the binomial-exhaustive (binomial-gated) queues by be (bg), and now including e in be 
(Yk = l) and gin bg (ak = 1), we find if Qk has binomial-exhaustive service: 
(4.6) 
jEbe jEbg 
and if Qk has binomial-gated service: 
(4.7) 
jEbe jEbg 
REMARK 4.3 
It follmys from ( 4.1) that, in the practically relevant case that all mean service times are equal, minim-
izing EV amounts to minimizing ::;EA.;EW; I :;EA.;, the overall mean waiting time. 
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5. OPTIMIZATION OF PERIODIC POLLING SYSTEMS 
Consider the polling system with a polling table, as described in Section 3. In the present section we 
are interested in the following problem. Suppose that for given arrival, service and switchover 
processes and service disciplines at the queues, the system designer still has the freedom to choose the 
polling table. He wants to choose it such that the mean steady-state amount of work in the system is 
minimized. For simplicity a restriction is made to the case that all switchover times are i.i.d. with first 
moment a and second moment a<2>. A 
As in the case of the previous section, the mean workload EV is linearly related to ~ PnEW n 
ac~ording to ( 4.1 ). Hence, for a polling table with only exhaustive and gated service, minimization of 
EV over all possible polling tables amounts to minimization of the expression in the righthand side of 
the pseudoconservation law (3.5) over all such tables. If (an upper bound on) the size of the table, M, 
is given, then this requires the solution of an integer programming problem (S. Browne [private com-
munication]). Below we will be concerned with the case in which there is no restriction on the table 
size. The number of possible tables is now unlimited, and it is a priori not clear whether a given 
'good' table cannot be improved upon by taking a much larger table with a very similar structure (for 
example: replace a 60-entry table with 59 X Q 1 followed by once Q2, by a 6001 entry table composed 
of 99 subsequent such 60-entry patterns followed by 60 X Q 1 and once Q 2). 
In this section we present an approximate approach to the problem of choosing an optimal polling 
table. The approach consists of three steps: 
Step 1. Determine 'good' ratios of occurrence of an queues in the table. 
Step 2. Based on these ratios, determine a 'good' table size M and the numbers of occurrence of each 
queue in the table. 
Step 3. Given this M and these numbers of occurrence, determine a 'good' ordering of the queues. 
Below we discuss each of these steps in some detail. Subsequently we present numerical results to 
illustrate the accuracy of the procedure. In [5] more numerical experiments will be reported upon, 
along with an analysis of some generalizations. 
Step 1. Determination of occurrence ratios 
Consider a random polling system with the same arrival, service and switchover distributions and the 
same service policies as in the periodic polling system. In the previous section it has been shown that 
the square root probability assignments (4.4) (for exhaustive service) and (4.5) (for gated service) 
minimize the mean workload in the random polling system. We propose to choose the occurrence fre-
quencies f 1, ••• JN of the various queues in the polling table according to exactly the same square 
root assignments. Obviously there is no guarantee that this yields an optimal ratio. On the other 
hand, since the two systems possess the same properties apart from the fact that in the first one the 
queues are chosen in random order and in the second one in periodic order, it seems natural that 
approximately the same visit frequencies should optimize both. 
REMARK 5.1 
Recently we have found a quite different argument that leads to exactly the same square root assign-
ment in polling tables for exhaustive service, and to a slightly different square root assignment for 
gated service ( y p;(l + P;) instead of yp;, which in most cases yields only minor differences). 
Details will be presented in [5]. 
Step 2. Determination of the table size 
Let f1>···.fN (with ~ f; = 1) be the occurrence frequencies obtained in step L We want to choose a 
table size M such that Mf 1, •.• , M f N either are integers or are within a predetermined small positive 
distance t from an integer (such that the sum of these integers equals M). The resulting integers 
n 1, ••• , nN will be the numbers of occurrence of the N stations. t determines how accurately we wish 
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to approximate the occurrence frequencies. In a different context, this procedure has been proposed 
by Pan war et al. [21 ]. As step 2 seems to be the least crucial one in the present heuristic, we have in 
most numerical experiments restricted ourselves to examples where all frequencies are such rational 
numbers that all M f; are integers for a reasonably small M. Below we shall report on such examples. 
Our limited experience with the procedure of Panwar et al. [21] suggests that it is not necessary to 
take t: very small; we have several examples where t:=0.25 (leading to a small table) yields a better 
result than a much smaller E: (that leads to a larger table). We might add that for practical purposes 
the table can be quite large; a table of several hundred entries should not pose any difficulty in most 
systems. 
Step 3. Determination of the order within the table 
In the previous steps we have determined the table size M and the numbers of occurrence n 1, ••. , nN 
of the queues in this table, with n;-;:::::,Mf;. We would like to find a table order in which, for each i, the 
numbers of visits to other queues between consecutive visits to Q; are (nearly) equal. The following 
example demonstrates that exact equality cannot always be reached. Let M = 6, n 1 = 1, n 2 = 2 and 
n 3 = 3. There is no order in which Q 2 is visited each third time and in which Q 3 is visited after each 
visit to any other queue. 
This example was taken from Hofri & Rosberg [10]. They consider a conflict-free distributed proto-
col for access of N transmission stations to a common channel. They use a weighted Time Division 
Multiplexing (TDM) protocol; the weight factors refer to the frequencies with which time slots are 
assigned to the stations. TDM systems are very similar to polling systems. Two main differences, 
which make TDM better amenable to an exact analysis, are: In TDM each station is visited by the 
server for a fixed time slot, regardless of whether there are messages present; and TDM does not 
require switchover times between stations. Hofri & Rosberg investigate two weighted TDM policies 
for assigning the slots to the stations, for given weight factors f 1, ••• ,JN. One is a 'random' control 
policy in which each slot is with probability f; assigned to the i-th station (note the similarity with 
random polling, where a visit period is assigned instead of a time slot). The other one is a determinis-
tic policy, which appears to be much better than the random policy: the 'Golden Ratio policy'. We 
describe this policy in detail, because we propose to use it also for determining a 'good' polling order. 
Let cp - I : = ~ ( Vs - 1) = 0.618034 .... ( ip - I is also known as the Golden Ratio; it is related to the 
Fibonacci numbers F 1,F 2 ,... via Fk = [qi-(1-q,)k]/ Vs.) Put the M numbers 
ip- 1mod1,2<t>- 1modl, ... ,Mcp- 1modl in increasing order (this corresponds to placing them on a cir-
cle of unit circumference). Let the j-th smallest number correspond to the j-th position in the table. 
Assign ip- 1modl,2ip- 1mod1, ... ,n 1<[>- 1modI to Qi. (n 1 +l)cp- 1mod1, ... ,(n 1 +n 2)4>- 1modl to Q2 , 
etc. The table is thus determined. 
Hofri & Rosberg [10], and in particular also Hai & Rosberg [12], discuss a number of properties of 
the thus obtained assignment. Theorem 5.1 of Hai & Rosberg [12) states that the circle of unit cir-
cumference is divided into intervals of at most three different lengths (two if M is a Fibonacci 
number). As a corollary, they conclude that for each station i, too, there are at most three different 
interval lengths between successive placements (two if n; is a Fibonacci number). Consequently, dis-
tances between consecutive occurrences of station i in the polling table are also quite evenly spaced. 
This provides the motivation for using the Golden Ratio (GR) policy in our periodic polling problem. 
For the same reason, GR has been applied to several other problems where more or less equidistant 
spacings of several kinds of items have to be accomplished. See Knuth [16] for an extensive discus-
sion of its properties, and its application to open address hashing (how to distribute keys uniformly 
over a hashing table); see Hai & Rosberg [12], Hofri & Rosberg [10] and Panwar et al. [21] for perfor-
mance studies of multi-access protocols which use the Gold.en Ratio policy, and for a discussion of 
properties of this policy. 
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TABLE I 
A 2-queue case : comparison of the 'optimal' polling table and 
the Golden Ratio polling table. 
The service strategy at each queue is exhaustive. 
pl= 0.878, p2= 0.05. 
n 1 2 
2 
. . 
n table EV table EV 
I 
opt 12 15.036 122 16.061 1 21 15.036 212 16.061 gr 
opt 211 15.405 2121 15.036 2 112 15.405 1212 15.036 gr 
opt 2111 15.816 21211 15.221 3 1211 15.816 21211 15.221 gr 
opt 21111 16.245 211211 15.405 4 21111 16.245 211121 15.436 gr 
opt 211111 16.683 2112111 15.614 5 111121 16.683 1121121 15.614 gr 
opt 2111111 17. 125 21112111 15.816 6 1121111 17. 125 11211112 15.839 gr 
TABLE II 
table 
1222 
2212 
12122 
21212 
121212 
212121 
1121212 
2121121 
11211212 
11211212 
112112112 
112121112 
A 3-queue case : comparison of the 'optimal' polling table and 
the Golden Ratio polling table. 
The service strategy at each queue ls gated. 
pi= 0.54, p2= 0.24, p3= 0.06. 
n 
2 
1 2 
. 
n table 
1 
EV table 
1 opt 123 16.433 212.3 gr 213 16.433 2312 
2 opt 1213 15.034 12123 gr 1312 15.034 31212 
3 opt 11213 15.497 121213 gr 31211 15.1197 212131 
4 opt 112113 16.321 1211
213 
gr 211131 16.448 2131121 
5 opt 1121113 17. 399 12112113 gr 1131121 17. 399 11211213 
6 opt 11121113 18.528 121112113 gr 11211113 18.607 112131112 
3 
. 
EV table 
18. 579 21223 
18.859 32212 
15.099 212123 
15.099 212132 
14.589 1212123 
14.589 2132121 
14.590 12121213 
111.903 21211213 
15.009 121211213 
15.009 112131212 
15.476 1211211213 
16.656 1312121112 
3 4 
. . 
EV table EV 
17.087 12222 18. 112 
17.087 22212 18.112 
15.569 122122 16.061 
15.570 212122 16. 131 
15.036 2212121 15.403 
15.036 2122121 15.403 
15. 162 21212121 15.036 
15. 162 21211212 15.505 
15.284 112121212 15. 132 
15.284 112121212 15. 132 
15.405 1121211212 15.221 
15.430 1212121112 15.252 
4 
. . 
EV table EV 
21. 4611 221223 211.1125 
21. 464 222132 24.9113 
16.317 2122123 17.686 
16.524 2132122 18. 071 
14.943 21212123 15.842 
14.943 21221213 15.953 
14.709 212121213 15.087 
14.807 212131212 15.543 
14.7118 1212121213 111.981 
14.748 1312121212 14.981 
14.889 12121121213 15.036 
15. 124 12121211312 15.279 
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Numerical results 
We present 4 tables and one figure to give an indication of the accuracy of the procedure outlined in 
steps 1,2 and 3 above. In the limited space of this paper, it is impossible to cover the wide range of 
possible arrival rates, service and switching characteristics and service disciplines. We have restricted 
ourselves to constant switchover times, equal to one, and to negative exponential service time distribu-
tions with unit mean at all queues (Remark 3.2 implies that it is no restriction to choose all mean ser-
vice times equal). 
Discussion of Tables I and II 
Tables I and H are respectively concerned with an extensive analysis of one 2-queue and one 3-queue 
example. In the 2-queue example of Table I, both queues receive exhaustive service. Q 1 has heavy 
traffic, whereas Q 2 has low traffic. Step 1 recommends an occurrence ratio of 3:2. In the table we 
have investigated all 24ratiosn 1 :n 2 ranging from 1: l to 6:4. For each of these ratios we have selected 
n 1 and n 2 to be the numbers of visits paid to the queues.: getting M=n 1 +n 2 , and we have found the 
best ordering consisting A of n 1, n 2 visits by calculating EV for all those orderings. Under the heading 
'opt' the lowest such EV and the corresponding table have been displayed. Under the heading 'gr', 
we display the result of applying GR to each (n 11 n 2) combination. gr coincides with opt in 17 out of 
the 24 cases; in the other 7 cases its largest workload difference is less than 4%. This supports the use-
fulness of the GR policy (step 3). Step 1 (taking the ratio 3:2) did not lead to the best ratio; 1: 1 (or 
2:2, or 3:3, etc.) yields a mean workload which is l.3% lower. On the other hand, taking a ratio equal 
to p 1 :p2 would have led to a GR result that is !ij:!proximately 47% worse (for n 1 = 17, n 2 = l; slightly 
larger errors are found for n 1 =18, n 2 = l and n 1 =35, n 2 =2). 
In Table I it appears to be slightly better to alternate visits to Q 1 and Q 2, than to visit Q 1 twice in 
a row. In the case of exhaustive service it may in most applications be unnatural to have a positive 
switchover time between c!Jllsecutive visits to the same queue. Still, if such positive swit!?hover times 
exist, examples can be given in which repeated visits to the same queue yield a lower EV than alter-
nate visit patterns. 
In the 3-queue case of Table n, where all queues receive gated service, step l suggests a ratio 3:2: l. 
Fixing n 3 =1, we again let (n 1'n 2) range from l: l to 6:4, searching exhaustively in this range among 
all possible orderings. gr coincides with opt in 11 out of the 24 cases; in the other 13 cases it is again 
off by less than 4%. The predicted ratio 3:2: 1 here indeed yields the lowest mean workload. 
EV 
' 
' 
. 
''~S~~~~:,~~2~;-
.~3::~.-~:~.~ :~:r.·.~.-.~.:: /: ... ·-·~---·-.-< ···--~-- ··--p! •.• - ···- - . 
-~ n1 
~~ 
n1 ..... ····· 
Figure 1 EV for a 3-queue case with exhaustive service at Q 1 and gated ser-
vice at Q2 and Q3• p 1 =0.66, p2 =0.10, p3=0.02:5; n3= 1. 
Note: this is case 6 of Table IV. 
TABLE III 
Some 2-queue cases : comparison of the 'optimal' polling table, 
the Golden Ratio polling table and random polling. 
Ql Q2 optimal GR-approximation GR-neighb-approx. Random 
case . 
pl p2 
A A A dis dis EV table EV % table EV 
1 e 0.66 e 0.06 3.574 12 3.597 --0.6 112 3.574 
2 e 0. 12 e 0.05 0.389 12 0.395 -1. 5 21211 0.389 
3 g 0.80 g 0.05 12.555 211111 12.600 -0.4 21111 12.555 
4 g 0.62 g 0.35 81. 200 1121212 81. 200 0.0 2121121 81. 200 
5 g 0.563 g 0.25 10. 484 11211212 10. 487 -0.0 21211 10.1487 
6 e 0.724 g 0.05 4.541 12 4.573 -0.7 112 4.541 
TABLE IV 
Some 3-queue cases : comparison of the 'optimal' polling table, 
the Golden Ratio polling table and random polling. 
Ql Q2 Q3 optimal GR-approximation 
case 
A A 
dis pl dis p2 dis p3 EV table EV % table 
1 e 0.617 e 0. 158 e 0.015 6.087 2121213 6.224 -2.3 21211213 
2 e 0.325 e 0. 11 e 0.025 1. 697 121213 1.697 0.0 212131 
3 e 0.385 e 0.385 e 0.015 6.480 212121213 6.943 -7. 1 212131212 
4 g 0.625 g 0.225 g 0.025 18.647 1211211213 18.781 -0.7 112131212 
5 g 0.80 g 0.05 g 0.05 22.857 1112113 23.067 -0.92 211131 
6 e 0.66 g 0. 10 g 0.025 5.875 121213 5.875 0.0 212131 
A 
% table EV % 
0.0 1212 4.018 -12.42 
0.0 1212 0.475 -22. 11 
0.0 111121 13.575 -8. 12 
0.0 2121121 95.237 -17.29 
-0.0 21211 12.301 -17.30 
0.0 21 5.028 -10. 72 
GR-nelghb-approx. Random 
A A 
EV % table EV % 
6.087 0.0 2132121 7.870 -29.29 
1. 697 0.0 212131 2.249 -32.52 
6.493 -0.2 2132121 8.837 -36. 10 
18. 781 -0.7 112131212 22.775 -21. 27 
22.857 0.0 1131121 26.550 -16. 16 
5.875 0.0 212131 7.439 -26.62 
~ 
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Discussion of Figure 1 
These tables, and many more examples we have investigated, suggest that there are usually many 
points around the optimum (with a different occurrence ratio and/ or a different table ordering) that 
yield almost as small a mean workload; but when the ~urrence ratio is too far removed from the 
optimal one, then EV shoots up sharply. This shape of EV is illustrated in Figure l. As ip Table II, 
this example concerns a 3-queue model with n 3 =l. For each (n 1,n 2,1) combination, EV has been 
calculated by determining the lowest value among all (n 1 + n 2 + l )-size tables with occurrence ratio 
n1:n2:l. 
The above conclusions suggest a refinement of the GR policy: apply GR not only to the case 
(n I> • · • ,nN), but also to all its 2N neighbours, and then take the best result. Note that this would 
have produced the optimum in Table I; a simpler, much cheaper and also very effective alternative 
would be to check only the 2N immediate neighbours, obtained by changing just one n;. 
Discussion of Tables III and IV 
The extensive neighbourhood search has been used in Tables HI and IV. In Table III six 2-queue 
cases are considered, with the service combinations exhausti~e-exhaustive, exhaustive-gated and 
gated-gated ('dis' denotes the service discipline). The 'optimal' EV and corresponding table (checking 
all tables of size n 1 +n 2 with n 1:n 2 ranging from 1:1to6:6) were printed, along with the GR approx-
imation for the (n i,n 2 ) combination suggested by step l and the result obtained by applying GR to 
the eight neighbours of that (n i,n 2) combination ("GR-neighb-approx."). GR coincides with the 
'optimal' result in only I out of 6 cases, but it is_never more than l.5% off; the neighbourhood search 
scores 5 out of 6. Very similar results are obtained in Table IV, which considers six 3-queue cases. 
Here the difference between the 'optimal' and GR results once equals 7.1%; step 1 does suggest the 
right ratio, but GR does not produce the most sensible order. In fact this is also the only case in 
Tables III and IV, where a search of the 2N immediate neighbours does not produce the same result 
as the extensive neighbourhood search - supporting our claim that only checking the immediate neigh-
bours is a very effective alternative to extensive neighbourhood search. A 
For comparison purposes we also record in Tables HI and IV the optimal EV for the equivalent 
random polling system. While the random polling system has tum~ out to be an excellent tool for 
predicting the best operational rule for periodic polling, its actual EV is considerably higher. 
Finally we have tested three 10-queue cases, in each of which p2 = · · · =PIO whereas p1 is such 
that Step l suggests an 11-entry table with Q 1 occurring twice and the other queues once. In each 
case, this table indeed leads to the minimal value but the ordering produced by GR gives a slightly 
larger value. The results are: 
case l. p1 =0.255, p2 = · · · =PIO =0.05, all queues exhaustive: 'opt' = 11.445, 'gr' = 11.596. 
case 2. p1 =0.24, p2 = · · · =p 10 =0.06, all queues gated: 'opt' = 20.811, 'gr' = 20.935. 
case 3. p 1 =0.4, p2 = · · · =p 10 =0.06, Q 1 exhaustive, all other queues gated: 'opt' = 78.328, 'gr' 
79.375. 
Conclusions from the numerical experiments 
The square root assignment of visit frequencies (step 1) performs excellently. Ratios in the direct 
neighbourhood of the obtained ratio usually yield results of comparable quality. 
The procedure for determining the table size (step 2) has not been extensively tested; it seems to be 
the least crucial part of the approach. 
The Golden Ratio policy for determining the exact visit order of the queues in the table generally 
works very well. It is extremely easy to apply, and the mean workload that it produces hardly ever 
exceeds the mean workload for the best order for given table entries (n 1, ••• , nN) by more than a few 
percent. 
The combined procedure, with the refinement of applying GR also to the neighbours of the table 
entry vector (n 1, ••• , nN) found via steps I and 2, has been tested for a large number of queueing 
models with high, medium and low traffic, and with exhaustive and/ or gated service disciplines. In 
each case, the mean workload was also calculated for ALL tables of 'reasonable' size and table entry 
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vector. In almost all cases the two approaches led to the same result; the largest relative difference 
was 0.7%. 
6. SUMMARY AND PLANS FOR THE FUTURE 
This paper has been devoted to a discussion of optimization problems in polling systems. It has been 
pointed out that there is a wide range of challenging and important polling optimization problems, 
only very few of which have been tackled so far. In the present study the issue of deriving efficient 
server visit rules for polling systems with switchover times has been considered. Specifically, the fol-
lowing optimization problem has been studied: Determine the polling table that minimizes the mean 
total workload in periodic polling. For the case that the switchover times between all queues have the 
same distribution, a simple visit rule has been proposed. This rule is based on the exact solution for 
the related problem of minimizing the mean total workload in a random polling system. Numerical 
tests show that the rule performs extremely well. 
Presently we are generalizing the random polling model to allow Markovian server routing (transi-
tion probabilities p;j) and non-identically distributed switchover times. The Lagrangian approach no 
longer yields explicit expressions for the optimal routing probabilities; a numerical analysis appears to 
be needed. As in the random polling case, we intend to investigate the use of the optimal Markovian 
server routing frequencies in polling table design. 
The robustness of the rule (which depends on the arrival rates and mean service times only through 
their product, the traffic load, and which appears to be not very sensitive to the visit frequencies in 
the neighbourhood of the optimal frequency) gives us some hope that similar rules work reasonably 
well for a much larger class of systems; e.g., systems with more general arrival processes. This issue is 
left for future investigation .• 
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