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A NETWORK APPROACH TO ITEM RESPONSE DATA: DEVELOPMENT AND APPLICATIONS
OF LATENT SPACE ITEM RESPONSE MODELS
Abstract
We propose a novel network approach to item response data with advantages over
existing approaches, both non-network approaches and network approaches. Our proposal is
motivated by the observation that in some educational assessment settings it is not credible
that all items with the same difficulty have the same response probability for all respondents
with the same ability. An example is an educational assessment where unobserved
heterogeneity is present, arising from unobserved variables such as cultural background and
upbringing of students, the quality of mentorship and other forms of emotional and
professional support received by students, and other unobserved variables that may affect
response probabilities. To do justice to such item response data, we offer a fresh
perspective, viewing item response data as a bipartite network, consisting of links between
respondents on the one hand and items on the other hand. We assume that both items and
respondents are embedded in a common latent space, with the probability of a correct
response decreasing as a function of the distance between the respondent’s and the item’s
position in the latent space. The resulting latent space network approach to item response
data is simpler than existing network approaches, and helps derive insightful diagnostic
information on items as well as respondents. We provide ample empirical evidence to
demonstrate the usefulness of our proposed approach.
Key words: Item Response Data, Network Modeling, Latent Space Model, Bipartite
Network, Interactions
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1. Introduction
Item response theory (IRT) is a widely used approach for analyzing responses to multiple test
items given by a set of test takers, called respondents. A common IRT model, the one-parameter
logistic model or Rasch model (Rasch, 1961), assumes that the logit of a correct response yij = 1 to
item i by respondent j is of the form
logit(P(yji = 1 | θj , βi)) = θj + βi. (1)
In words, the probability of a correct response to item i by respondent j is a function of two
attributes: one associated with respondent j, θj ∈ R, and the other associated with item i, βi ∈ R.
The main effect θj of respondent j is usually treated as a random effect, representing the ability of
respondent j, while the main effect βi of item i is often treated as a fixed effect (but may be treated
as a random effect as well) and reveals how easily item i is correctly answered.
The one-parameter item response model is a main effects model built upon the following
assumptions: (1) the item responses of any respondent are independent of the item responses of any
other respondent, conditional on the abilities of the respondents and the easiness levels of the items
(unit independence); (2) for each respondent, the responses to items are independent, conditional on
the ability of the respondent and the easiness levels of the items (local independence); (3) for each
item, respondents with the same level of ability have the same success probability (unit homogeneity),
and, for each respondent, items with the same easiness level have the same success probability (item
homogeneity). These assumptions, however, may very well be violated in practice. Worse, whether or
not these assumptions are violated is difficult to verify, because the abilities of respondents and the
easiness levels of items are unobserved.
We offer a fresh perspective on item response data, which helps weaken those assumptions and
has additional advantages. The idea is to view item response data as a bipartite network, consisting of
links between respondents on the one hand and items on the other hand. A network approach to item
response data is not new in psychometrics. For example, Borsboom (2008) described a network
analysis of psychological constructs, where covariance between observed indicator variables is assumed
to arise from interactions among items, without using latent variables. More recently, Epskamp,
Borsboom, and Fried (2018) presented a generalized network approach based on Gaussian graphical
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models, which can include latent variables. Marsman et al. (2018) studied relations between an Ising
graphical model and standard item response models. Our proposal is related to these previous works in
that all take a network view on psychometric data. The fundamental difference, however, is that we
focus on both respondents and items and links between respondents and items, whereas the cited
literature focuses on either items or respondents but not both. As we shall discuss, our approach offers
a novel way to examine links between respondents, items, as well as respondents and items. We will
show why examining these three types of relational structures simultaneously is useful and beneficial in
item response analysis. Another recent development in network modeling of item response data is the
doubly latent space joint model (DLSJM) of Jin and Jeon (2019) and its extension for hierarchical
data (Jin, Jeon, Schweinberger, & Lin, 2018), henceforth called the network item response model
(NIRM). In contrast to our proposed approach, the NIRM approach does not view item response data
as network data at all, but constructs functions of item response data which can be viewed as network
data: respondent-respondent networks consisting of links between respondents who both gave the
correct response to an item (one network for each item), and item-item networks consisting of links
between items that received the correct response by a respondent (one network for each respondent).
Our proposed approach is inspired by the NIRM approach, but we view the original item response data
as a bipartite respondent-item network, with links between respondents on the one hand and items on
the other hand. This change in perspective comes with important benefits, including, but not limited
to: (1) we work with the original item response data rather than functions of item response data; (2)
we have a single network rather than multiple networks, which would have to be combined; (3) we can
examine relationships between items and respondents without choosing a procedure that combines
multiple networks, which—when misspecified—introduces an additional source of error; and (4) our
approach is closely related to the one-parameter model, which facilitates interpretation.
The purpose of our paper is to introduce and demonstrate our novel network approach to item
response data. An immediate theoretical advantage of our approach is that the aforementioned
assumptions required by standard item response models – item and respondent independence and
homogeneity – are not needed. In addition, an important practical advantage of our approach is that it
provides a graphical representation of the item response network. By examining the relationships
between items, between respondents, and between items and respondents, one can derive insightful
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diagnostic information on items as well as respondents.
The remainder of our paper is organized as follows. In Section 2, we first provide some
background information. In Section 3, we present our model with detailed discussions of parameters
and their interpretations. We additionally discuss advantages of the proposed model over related
existing approaches. In Section 4, we describe a Bayesian approach to estimating the proposed model.
In addition, we show how identification issues can be addressed. In Section 5, we provide two empirical
applications to demonstrate and validate our proposed approach. We close our paper with a summary
and discussions on utilities and applications of our proposed approach in Section 6.
2. Background
Here we provide some background on important network concepts and methods to help better
understand the rationale behind our network view on item response data.
2.1. Networks
Networks have long been studied in a wide range of fields since at least the 1930s (Freeman,
2004). A classic example of a network is a friendship network of N school children can be represented
by a binary N by N matrix, where 0’s indicate the absence of a friendship and 1’s indicate the
presence of a friendship.
In the friendship network example, links are between actors of the same type: school children.
Item response data, on the other hand, may be viewed links between two types of actors: respondents
on the one hand and items on the other hand. Suppose N respondents give responses, correct or
incorrect, to I cognitive test items. Then we have a binary N by I matrix Y, where element yji = 1
indicates a link between item i and respondent j. In other words, a link between a respondent and an
item is said to exist if the respondent provided the correct response to the item in question. We can
deal with non-binary item response data (e.g., ordinal responses) by attaching weights to links. The
simplest and most common case, however, are binary item response data, so we focus on binary data
throughout.
Last, but not least, we assume that links between respondents and items are undirected, that is,
the links have no direction. This is a reasonable assumption in standard assessment settings. Directed
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links may be useful in some settings, e.g., computer-based assessments where a computer assigns
different sets of items to different students and respondents are allowed to choose whether or not they
answer given items.
2.2. Transitivity
In the friendship network example above and other social networks, it is well-known that links are
not independent, but exhibit systematic deviations from independence. One of the best-known
deviations from independence in social networks is transitivity. Transitivity means that two actors who
are close (in the sense of being connected) are related to other actors in the same way.
(a) (b)
i
j
k
j
i
h
(c)
j
i
h
k
Figure 1.
Two forms of transitivity in item response data. (a) illustrates transitive relations of respondents, (b) illustrates transitive
relations of items, and (c) illustrates dependence of the two forms of transitivity shown in (a) and (b). In all figures, boxes
(i and h) indicate items and circles (j and k) indicate respondents.
There are good reasons to expect transitivity in item response data as well. In fact, we can
distinguish at least two interesting forms of transitivity: (a) two respondents j and k who are close in
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a well-defined sense both give the same correct response to an item i and are hence both tied to item
i (Figures 1(a)); (b) two items i and h that are both tied to respondent j (that is, both items are
answered correctly by the respondent) are close in a well-defined sense (Figures 1(b)). These two
types of transitivity are closely related, because the transitive relations of respondents are dependent
on the transitive relations of items, as demonstrated in Figure 1(c). To capture closeness of
respondents and items along with transitivity, we use latent space models, as described in Section 2.4.
2.3. Attributes
In item response data, as in social network data, attributes can help predict links between actors.
Since there are two types of actors, respondents and items, we will be interested in allowing the
probability of a link between respondents and items to be a function of both respondent attributes and
item attributes. The attributes can be observed or unobserved (e.g., respondent ability or item
easiness). They may also be shared characteristics or information on item-respondent combinations,
such as whether item i has been exposed to respondent j before or how confident respondent j is
about her answer to item i .
2.4. Latent Space Modeling
To capture transitivity in item response data and accommodate the effects of respondent and item
attributes, we take advantage of latent space models (Hoff, Raftery, & Handcock, 2002; Schweinberger
& Snijders, 2003). Latent space models form a popular approach to modeling network data in social
network analysis (Friel, Rastelli, Wyse, & Raftery, 2016; Gollini & Murphy, 2016; Handcock, Raftery,
& Tantrum, 2007; Krivitsky, Handcock, Raftery, & Hoff, 2009; Raftery, Niu, Hoff, & Yeung, 2012;
Rastelli, Friel, & Raftery, 2016; Sewell & Chen, 2015; Shortreed, Handcock, & Hoff, 2006). Latent
space models embed actors in a latent metric space (which may be a Euclidean space or any other
metric space) and assume that the log odds of the probability of a link between two actors depends on
the distance between them. In addition to distance, observed and unobserved characteristics of the
actors can be added to the log odds, comparable to exogenous covariates in logistic regression models.
It is worth noting that multidimensional scaling (MDS) has been used to represent social networks
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in an unobserved Euclidean space and latent space models can in fact be regarded as a model-based
extension of MDS. That said, MDS does not quantify the uncertainty about the latent positions of
actors, in contrast to latent space models. MDS has likewise been applied in psychometrics, but more
often than not the goal is limited to representing similarities among items in a Euclidean space, rather
than similarities among respondents or similarities among both items and respondents.
Last, but not least, latent space models have usually been applied to analyze social networks that
are made up of one type of actors, although there are some applications to bipartite networks with two
types of actors. For instance, Friel et al. (2016) analyzed the evolution of interlocking directorates in
Ireland, where directors are affiliated with the boards of companies. However, to the best of our
knowledge, our paper is the first attempt to view and analyze item response data as a bipartite
network.
3. Model
3.1. Input Data
We consider item response data consisting of a binary N by I matrix Y, where yji = 1 indicates
the presence of a link between respondent j and item i, while yji = 0 indicates the absence of a link.
As discussed in Section 2, a link between a respondent and an item is established when the respondent
gives a correct response to the item. So the matrix Y is equivalent to an N × I response accuracy
matrix, which is a conventional form of data in item response analysis. An important practical
implication is that our network approach to item response data does not require any additional data
beyond conventional item response data. In addition, our approach does not require any additional
data manipulation, in contrast to the NIRM approach discussed in Section 1.
3.2. Distance Model
To capture transitivity in item response data along with respondent and item attributes, we use
latent space models. We first present a basic distance model without respondent and item attributes,
and then present an extended distance model with respondent and item attributes.
The basic distance model consists of two ingredients. First, both items and respondents are
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assumed to have positions in d-dimensional Euclidean space Rd, where d is 1, 2, or 3.1 Let wi ∈ Rd
be the position of item i in Rd and zj ∈ Rd be the position of respondent j in Rd. The Euclidean
distance between the position wi of item i and the position zj of respondent j in Rd is defined by
||zj −wi|| =
√√√√ d∑
a=1
(zja − wia)2. (2)
An important property of distances, including Euclidean distances, is that distances satisfy the triangle
inequality. The triangle inequality implies that, for any two items h and i and any respondent j
||wh −wi|| ≤ ||wh − zj ||+ ||wi − zj ||. (3)
So, when respondent j is close to both items h and i, the two items are fairly close to each other.
Similarly, the triangle inequality implies that, for any two respondents j and k and any item i,
||zj − zk|| ≤ ||zj −wi||+ ||zk −wi||. (4)
In words, if both respondents j and k are close to item i, the distance between them is fairly small.
The second ingredient relates the distance between item i and respondent j to the response
probability, by assuming that the log odds of the probability of a correct response to item i by
respondent j is of the form
logit(P(yji = 1 | zj ,wi)) = β0 − γ ||zj −wi||, (5)
where β0 ∈ R may be viewed as a baseline term (or intercept) and γ > 0 is the weight of the distance
||zj −wi|| between item i and respondent j. Here, the weight γ of the distance term is positive, so
that an increase in the distance between a respondent and an item leads to a decrease in the
probability of a correct response.
1In principle, the dimension d may exceed 3, but it is not straightforward to visualize 4-dimensional and higher-
dimensional Euclidean spaces, so d = 1, 2, 3 are convenient choices. We provide additional discussions on how to choose
d at the end of the section.
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Latent space models capture transitivity in item response data The two ingredients of the basic
distance model discussed above capture transitivity in item response data. If, e.g., two respondents j
and k are both close to an item i, then the log odds of a correct response by respondents j and k is
high, provided β0 is positive and sufficiently large. As a result, both respondents j and k are tied to
item i with high probability, demonstrating Figure 1(a). In other words, both respondents j and k are
likely to answer item i correctly. It is worth repeating that we do not have respondent-respondent
network data. Despite the lack of respondent-respondent network data, however, the model does
reveal something about the proximity of respondents j and k: The triangle inequality (Equation 4)
reveals that the distance between respondents j and k is fairly small, because the distances of
respondents j and k from item i are both small. Similarly, while we do not have item-item network
data, we know that when the distances of respondent j from items h and i are small, then the distance
between the two items is fairly small by triangle inequality (Equation 3). As a consequence, respondent
j will answer both items correctly with high probability, provided β0 is positive and sufficiently large.
Low-dimensional representation of item response log odds An appealing property of the basic
distance model described above is that it packs all information about the item response log odds into
Rd, which is a low-dimensional space provided d is small. Therefore, the basic model provides a simple
and efficient way of visualizing all item response log odds in a single plot. It is worth noting that
conventional item response models do not allow to visualize the log odds of N × I responses
efficiently, because the I items and N respondents are not embedded in the same space.
3.3. Extended Distance Model
The basic distance model introduced in Section 3.2 postulates that the probability of a link
between a respondent and an item depends solely on the distance between them. Since no respondent
or item attributes are considered, the conclusions based on the basic distance model may be
confounded by attributes of respondents and items. For instance, two respondents may have the same
distance from an item because they have the same ability levels. Similarly, two items may have the
same distance from a respondent because they may have the same difficulty levels.
We therefore extend the distance model to account for the effects of respondent and item
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attributes, which may or may not be observed (in most cases, unobserved). By postulating that
respondents and items have unique effects on the response probability, we formulate the extended
distance model with respondent and item attribute effects as follows:
logit(P(yji = 1 | θj , βi, zj , wi)) = θj + βi − γ ||zj −wi||, (6)
where θj ∈ R and βi ∈ R represent the respondent and item effects on the probability of a correct
response. The θj and βi parameters can be treated as random or fixed effects. If both are treated as
random effects, for instance, additional respondent- and/or item-level covariates can be considered to
identify the contributions or effects of the specific characteristics of respondents and items on the
response probability.
We propose to treat θj as a random effect but βi as a fixed effect, following the convention of
item response modeling (as shown in Equation (1)). This choice offers a benefit that Equation (6)
now has a similar parameterization to a standard item response model. As such, the extended distance
model with attribute effects can be regarded as an one-parameter item response model extended with
latent space distances, where the distances account for interactions or dependence between
respondents, between items, and/or between respondents and items which are not accounted for by
item and respondent main effects. Given its close relation to a standard item response model, we refer
to the extended distance model with attribute effects as a latent space item response model.
Distance term If the distance ||zj −wi|| between respondent j and item i is 0, that is, the
respondent and the item have the same position in Rd, then the probability of a link between the
respondent and the item depends solely on the main effects of the respondent and item attributes. In
other words, the model reduces to the one-parameter item response model, so θj can be interpreted as
the ability of respondent j and βi can be interpreted as the easiness of item i.
If ||zj −wi|| > 0, then the responses are no longer conditionally independent given the
respondent and item effects. In other words, the data violate the local independence assumption.
Specifically, the probability of a link between the respondent and the item given respondent and item
attributes changes depending on the respondent’s distance to the item in Rd. Then the parameters θj
and βi are the main effects of the respondent and item attributes after controlling for the distance
between the respondent and the item, similar to how regression coefficients are interpreted in multiple
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regression analysis. It is worth noting that in the presence of the distance term—which may be
thought of as a form of interaction between the item and respondent—the effect of distance is often
more interesting and informative than the main effects of the respondent and item attributes, similar
to loglinear models where interaction effects may be more interesting than the main effects (Bishop,
Fienberg, & Holland, 1975).
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Figure 2.
(a) Estimated positions of respondents and items based on responses to 14 items from 200 respondents that are generated
from the one-parameter item response model. The estimated distances between items and respondents are negligible, as
expected. Blue dots indicate respondents and red dots indicate items. (b) Estimated positions of respondents and items
based on responses to 14 items from 200 respondents that are generated from the one-parameter item response model
with local dependence. The first 100 people (1–100; group 1) have strong dependence with Items 1–7 (w I1), while the
last 100 people (101-200; group 1) have strong dependence with Items 8–14 (w I2). As expected, group 1 respondents are
positioned close to w I1, while group 2 respondents are close to w I2. Blue numbers indicate respondents and w I1 and
w I2 indicate the positions of Items 1–7 and Items 8-14, respectively.
To illustrate how the latent space looks in the cases of zero and non-zero distances (in other
words, with the absence and presence of dependence), we conduct a simulation study. The simulation
results are based on binary responses to 14 items by 200 respondents. First, data are generated from
the the one-parameter item response model (or equivalently, the extended distance model with γ = 0),
assuming no local dependence. Second, data are generated from the one-parameter model but with
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induced local dependence such that the first 100 respondents have strong dependence on the first
seven items, where the last 100 respondents has strong dependence on the last seven items. Both
datasets are estimated with the extended distance model by Bayesian Markov chain Monte Carlo
methods described in Section 4. Additional details on data generation and analysis are provided in the
Appendix A of the supplementary document. Figure 2 shows that in the first case (a) all items and
respondents are located close to the origin of R2, whereas in the second case (b) the two groups of
100 respondents are located close to the respective sets of items as expected.
A similar scenario arises when, for example, two groups of items are different in terms of contents
but a test composed of both sets of item is administered to two groups of respondents who are
familiar with one content area but not the other one. Specifically, imagine a state-wide assessment
that covers two distinctive curricula A and B is given to two groups of students who attend two
different schools that adopts either curriculum A or B but not both. In this case, students who are
familiar with curriculum A but not B are expected to be located in a neighborhood of the group of
curriculum A items in Rd, but may be far from the group of curriculum B items (and vice versa).
Weight parameter The parameter γ represents the weight of the distance term on the probability
of a link between an item and a respondent, which may be viewed as a scale parameter for the
respondent and item latent positions. To be able to estimate the scale parameter γ, we standardize
the positions of items and respondents, so that the positions have unit variance.
The weight parameter γ is useful as it quantifies the importance or contribution of the distance
term on the link probability, which in turn quantifies the amount of dependence that exist in the data.
For instance, in Figure 2(a) γ = 0 was used to simulate data, which implies that the local dependence
assumption is not violated. The posterior mean of γ turned out to be close to 0, suggesting nothing
more than minimal deviations from the local dependence assumption (which in fact was not violated).
By contrast, in Figure 2(b) in which the local dependence assumption is violated the posterior mean of
γ was estimated as 1.39 and the 95% posterior credible interval turned out to be [1.23, 1.54],
confirming that there are non-trivial deviations from the local dependence assumption; in other words,
the item responses are not conditionally independent given item and respondent attributes.
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Latent space dimension The latent space is a space of unobserved characteristics that helps
capture transitivity in item response data, as explained above. The dimension of the latent space can
be selected to best represent the relational structure of the item response data under investigation.
We choose d = 2 as the dimension of the latent space throughout the paper. A low-dimensional space
of dimension d = 2 has clear advantages in terms of parsimony, ease of interpretability, and
visualization. In other applications, one could select the dimension d of Rd by using BIC or other
model selection criteria.
In general, latent space dimensions (e.g., horizontal and vertical axis of R2) do not have
substantive interpretations, which is an issue shared with other latent variable models such as latent
class models or factor analysis models. It is, however, sometimes possible to attach meaningful
interpretations to latent space dimensions. We demonstrate that in Section 5.2.
3.4. Advantages
We discuss selected theoretical and practical advantages of the proposed network approach to
item response data.
3.4.1. Theoretical Advantages
Conditional independence assumption weakened The proposed network approach to item
response data is based on the following conditional independence assumption:
P(Y | Z,W ,θ,β) =
∏
j
∏
i
P(yji | Zj = zj , Wi = wi, θj , βi).
In words, the item responses are assumed to be independent conditional on the positions of
respondents and items as well as respondent and item attributes. This conditional independence
assumption is weaker than the conditional independence of the one-parameter item response model,
which requires that item responses are independent conditional on respondent and item attributes. So
our network approach to item response data relaxes the conditional independence assumptions
required by item response models.
The relaxed conditional independence assumption suggests that dependence or interactions are
permitted between items, between respondents, and between items and respondents. As a
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consequence, we can handle local item dependence arisen from various sources, such as testlets (e.g.,
items similar in content), learning and practice effects, or repeated measurements, as well as person
dependence stemming from shared school or family memberships (or even unobserved memberships).
Weakened homogeneity assumption In addition, the proposed network approach to item response
data relaxes the homogeneity assumption on respondents and items that most item response models
rest on. For instance, consider a scenario where two respondents j and k with the same abilities have
different distances from an item, i.e., ||zj −wi|| 6= ||zk −wi||. Then the log odds ratio of giving a
correct response by respondents j and k depends on the their distances to the item. Suppose
respondent j is closer to item i than respondent k, that is, ||zj −wi|| < ||zk −wi||. Then, despite
identical abilities, respondent j has a higher probability of giving a correct response to the item than
respondent k. A similar scenario arises when two items i and h have the same easiness but different
distances from respondent j, e.g., ||zj −wi|| > ||zj −wh||. Then item i is less likely to be correctly
answered than item h by the same respondent, despite identical difficulty levels.
Table 1.
Hypothetical item response matrix consisting of four respondents 1, 2, 3, 4 and six items I1, I2, I3, I4, I5, I6. The four
respondents show two response patterns. Respondents 1 and 2 give correct responses to Items I1–I3 only, while Respondents
3 and 4 give correct responses to Items I4–I6 only.
Response I1 I2 I3 I4 I5 I6
1 1 1 1 0 0 0
2 1 1 1 0 0 0
3 0 0 0 1 1 1
4 0 0 0 1 1 1
To illustrate these scenarios, we provide a hypothetical item response matrix in Table 1 involving
four respondents and six math test items. Suppose the first three items (I1–I3) are inference items,
while the last three items (I4–I6) are geometry items. Assume that the inference items (I1–I3) and the
geometry items (I4–I6) have identical easiness levels. Table 1 shows that Persons 1 and 2 have all
inference item correct but none of the geometry items, while Persons 3 and 4 have all geometry items
correct but no inference items. In such scenarios, the respondents’ overall math ability levels are likely
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similar, because they have correct answers to three items of similar easiness levels. However, their
locations in a latent space are presumably very different – Respondents 1 and 2 are close to Items 1–3
but far away from Items 4–6, whereas Respondents 3 and 4 are close to Items 4–6 but far from Item
1–3. We assumed that Items 1 to 6 have similar difficulty levels (which is a plausible assumption as
the same number of respondents of similar ability give correct responses to the items). However, Items
1–3 are far apart from Items 4–6 in the latent space indicating a violation to the response homogeneity
assumption
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Figure 3.
(a) Latent space estimated from a hypothetical data example where Respondents 1–50 (in the bottom left corner) give
correct responses to Items 1–3 only, while Respondents 51–100 (in the top right corer) give correct responses to Items
4–6 only. γ was estimated as 2.90 [2.51, 3.31]. (b) Latent space estimated from a hypothetical setting similar to (a).
Respondents 1–40 (in the bottom left corner) give correct responses to Items 1–3, while Respondents 41–80 (in the top
right corner) give correct responses to Items 4–6. The remaining 20 respondents (in the middle) give random responses
to Items 1–6. γ was estimated as 2.37 [2.01, 2.72]. In both figures, blue points represent respondents and red numbers
represent items.
Figure 3(a) and (b) display two latent spaces estimated from similar response matrices (with
N = 100 and I = 6). Figure 3(a) represents item response data mimicking the response matrix in
Table 1 where fifty respondents give correct responses to the first three items but incorrect responses
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to the last three items, while the other fifty respondents give incorrect responses to the first three
items and incorrect responses to the last three items. Figure 3(b) represents item response data
including random response patterns – eighty respondents have response patterns similar to the
response matrix in Table 1, while the rest twenty respondents give random responses to Items 1–6.
The example illustrated in Figure 3(a) may be somewhat extreme, but a more relaxed scenario
such as the one with mixed response patterns illustrated in Figure 3(b) can certainly be encountered in
real assessment settings. Note that potentially interesting relationships between items and
respondents, like we described above, may be uncovered if a standard, main effect based item response
model based on homogenity is applied.
3.4.2. Practical Advantages
Item and respondent diagnostics A unique and important advantage of the proposed network
view is that it offers a geometric representation of relationships between respondents and between
items as well as between respondents and items. The relational structure visualized in a d-dimensional
Euclidean space (e.g., d = 2) can assist us to identify unobserved characteristics of items and
respondents which may be unknown prior to data analysis.
To illustrate this advantage, let us consider a hypothetical example similar to the setting
presented in Figure 2(b). The latent space shows that respondents 1–100 are closely located to Items
1–7 but distant from Items 8–14, while respondents 101–200 are close to Items 8–14 but far apart
form Items 1–7. In this case, the respondents can be categorized into two sub-groups based on their
response patterns to the fourteen items. If the test items came from a cognitive assessment, this
latent space tells us that each sub-group of examinees was able to solve only one type of items, even
after taking into account their overall ability levels. The two groups of test items were rarely related
possibly because of substantial differences in contents, although it may also be a sign of a potential
issue with the representation or coverage of the test items. In the two empirical examples provided in
Section 5, we illustrate in detail how insightful diagnostics on respondents and test items could be
derived based on the relational structure shown in estimated latent spaces.
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3.5. Related models
Here we provide a brief review on related models that are available in the literature. Models that
were discussed in Sections 1 and 2 are excluded from this review to avoid redundancy.
3.5.1. Models with relaxed assumptions
We discussed that the proposed latent space item response model weakens the assumptions of
standard item response models, allowing for dependence and heterogeneity in item response data. We
acknowledge that psychometricians have made substantial efforts in the previous years to develop
methods and strategies to relax those assumptions. For instance, to handle locally dependent items,
polytomous item models, testlet/bifactor models, or interaction-effect models have been presented
(e.g., Wainer & Kiely, 1987; Wilson & Adams, 1995). To allow for dependence among respondents
within clusters, a multilevel modeling strategy has been applied (e.g., Fox & Glas, 2001). To relax the
homogeneity assumption, finite mixture modeling has been utilized with latent classes (e.g., Rost,
1990). Although these approaches have been successfully utilized in applied research, they are not free
of limitations. For instance, in most methods, the dependence structures of items and people should
be known prior to data analysis. In addition, some but not all assumption are relaxed. For example,
with mixture modeling, homogeneity is partially relaxed across latent classes, but local independence is
still required within latent classes.
3.5.2. Models with interactions between items and persons
We discussed that our network model can be viewed as an extended one-parameter item response
model with the additional distance term. In the sense that distances represents relations between
respondents and items, after controlling for the main effects of respondent and item attributes,
distances can be regarded as interactions between respondents and items that are not explained with
the main effects.
Two-parameter item response model One may say that a two-parameter item response model
permits interactions between respondents and items. To show this, a two-parameter model is
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formulated below:
logit(P(yji = 1 | θj , βi, αi)) = αi θj + βi. (7)
Here, the item slope αi ∈ R represents the interaction between the person latent variable θj and
individual items.2 That is, a two-parameter model represents an item’s interaction with an average
person (or the item’s average interaction with respondents) with the item slope parameters. In our
approach, on the other hand, all relations or interactions between individual respondents and individual
items are directly represented in a latent space.
Interaction model An alternative approach would be to allow interactions among items and
respondents. For instance, the following interaction model may be considered:
logit(P(yji = 1 | θj , βj , δji)) = θj + βi + δji, (8)
where δji ∈ R represents the interaction effect between respondent j’s ability and item i’s easiness.
Observe that two respondents j and k with the same ability level θj have different success probabilities
for item i with easiness level βi, unless δji = δki.
Our extended distance model can be viewed as a special case of the interaction model,
corresponding to
δji = −||zj −wi||.
In other words, the extended distance model makes the implicit assumption that the interaction effects
δji are of the form δji = −ji, where the non-negative terms ji ≥ 0
• are reflexive in the sense that ji = 0 for all i = j;
• are symmetric in the sense that ji = ij for all i, j;
• satisfy the triangle inequality in the sense that
ji ≤ jk + ik for all i, j, k.
2In practice, αi > 0 is often assumed, but choosing either parameter space makes no impact on the rest of our
explanations and claims provided in this paragraph.
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In fact, the triangle inequality is the key to capturing transitivity in item response data, as explained in
Section 3.2.
While the extended distance model is a special case of the interaction model, it has two
important advantages over the interaction model. First, the extended distance model can be
estimated, whereas the interaction model cannot be estimated unless additional parameter constraints
are imposed, because we have a single observation for each item-respondent pair. Second, the
extended distance model captures transitivity in item-response data, whereas the interaction models
may or may not capture transitivity. Therefore, the extended distance model can be viewed as a viable
alternative to the interaction model.
Differential item functioning Lastly, an item response model specified for studying differential
item functioning (DIF) can be seen as a special case of interaction model, where an interaction term is
formed with a known categorical characteristic of respondents, such as gender, and an item indicator.
Standard DIF models, however, require pre-knowledge of the person characteristic to identify the
interaction effect as DIF. The extended distance models do not require such pre-knowledge.
4. Estimation
We propose a fully Bayesian approach based on Markov chain Monte Carlo (MCMC) sampling to
estimate the proposed model, using Gibbs sampling and Metropolis Hastings algorithms. For the
extended distance model, we specify prior distributions for the model parameters as follows:
βi | τ2β ∼ N
(
0, τ2β
)
, τ2β > 0
θj | σ2 ∼ N
(
0, σ2
)
, σ2 > 0
σ2 ∼ Inv-Gamma (aσ, bσ) , aσ > 0, bσ > 0
zj ∼ MVNd (0, Id)
wi ∼ MVNd (0, Id)
log γ ∼ N (µγ , τ2γ ) , µγ ∈ R, τ2γ > 0,
where 0 is a d-vector of zeros and Id is the d× d identity matrix.
We found that the following choices of prior parameters work well: τ2β = 4, aσ = 1, aσ = 1,
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µγ = 0.5, τ
2
γ = 1, which are not uncommon in the literature (see e.g., Furr, Lee, Lee, &
Rabe-Hesketh, 2016). While these priors may seem strong, note that the effective parameter space of
many models for binary data is small: e.g., when items are independent Bernoulli(pi) (pi ∈ (0, 1))
distributed and θ = logit(pi) is the log odds of the probability of a correct response, then the values of
θ outside of (−5,+5) correspond to probabilities close to 0 or 1, which are unrealistic. Therefore,
while the theoretical parameter space of θ is R, the effective parameter space is a small subset of R,
e.g., (−5,+5). As a consequence, using priors that place most probability mass on (−5,+5) are
reasonable, and so are the priors suggested above. To specify a weaker prior on βi, one may
alternatively consider the Cauchy prior (Gelman, Jakulin, Pittau, & Su, 2008) or a hyper-prior on the
normal prior variance (Gelman, 2006). The priors described above with the chosen parameter values
are applied to all analysis presented in this paper unless specified otherwise.
The full posterior of the proposed model is proportional to
pi(β,θ, σ2,Z,W, γ2 | Y) ∝ pi(σ2)pi(γ)
∏
j
pi(θj | σ2)
∏
i
pi(βi)
∏
j
pi(zj)
∏
i
pi(wi)
×
∏
j
∏
i
P
(
yji | zj ,wi, θj , βi
)yji(
1− P(yji | zj ,wi, θj , βi))1−yji . (9)
Our MCMC sampler iterates over the model parameters with the priors given above. At iteration
t, the MCMC sampling can be described as follows:
1. Use Metropolis-Hastings steps to sample βi for each i. Propose β
′
i from a proposal distribution ϕ(·)
and accept with probability equal to
rβ
(
β′i, β
(t)
i
)
=
pi
(
β′i | Y,Z,W,θ, σ2
)
pi
(
β
(t)
i | Y,Z,W,θ, σ2
) ϕ
(
β′i → β(t)i
)
ϕ
(
β
(t)
i → β′i
) ,
where pi
(
βi | Y,Z,W,θ
)
is the full conditional posterior for βi.
2. Propose θ′j from a proposal distribution ϕ(·) and accept the proposed value with probability
rθ
(
θ′j , θ
(t)
j
)
=
pi
(
θ′j | Y,Z,W,β, σ2
)
pi
(
θ
(t)
j | Y,Z,W,β, σ2
) ϕ
(
θ′j → θ(t)j
)
ϕ
(
θ
(t)
j → θ′j
) ,
where pi
(
θj | Y,Z,W,β, σ2
)
is the full conditional posterior for θj .
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3. Propose z′j from a proposal distribution ϕ(·) and accept the proposed value with probability
rz
(
z′j , z
(t)
j
)
=
pi
(
z′j | Y,W,β,θ, σ2
)
pi
(
z
(t)
j | Y,W,β,θ, σ2
) ϕ
(
z′j → z(t)j
)
ϕ
(
z
(t)
j → z′j
) ,
where pi
(
zj | Y,W,β,θ, σ2
)
is the full conditional posterior for zj .
4. Propose w′i from a proposal distribution ϕ(·) and accept the proposed value with probability
rw
(
w′i,w
(t)
i
)
=
pi
(
w′i | Y,Z,β,θ, σ2
)
pi
(
w
(t)
i | Y,Z,β,θ, σ2
) ϕ
(
w′i → w(t)i
)
ϕ
(
w
(t)
i → w′i
) ,
where pi
(
wi | Y,Z,β,θ, σ2
)
is the full conditional posterior for wi.
5. Propose γ′ from a proposal distribution ϕ(·) and accept the proposed value with probability
rγ
(
γ′, γ(t)
)
=
pi
(
γ′ | Y,Z,W,β,θ, σ2
)
pi
(
w
(t)
i | Y,Z,W,β,θ, σ2
) ϕ
(
γ′ → γ(t)
)
ϕ
(
γ(t) → γ′
) ,
where pi
(
γ | Y,Z,W,β,θ, σ2) is the full conditional posterior for γ.
6. Update σ2 from the Inverse Gamma distribution
σ2 ∼ Inv-Gamma
(
aσ +
N
2
, bσ +
∑
j θ
2
j
2
)
All proposals are drawn from normal distributions centered around the parameter values at
iteration t with tunable variance parameters. For instance, ϕ
(
β
(t)
i → β′i
) ∼ N(β(t)i , σ2prop). The
normal proposal densities have the advantage of being symmetric so that the terms such as
ϕ(β′i→β(t)i )
ϕ(β
(t)
i →β′i)
can be canceled out. The proposal distribution variance parameters are set to achieve a good
performance of the algorithm. The convergence of the parameters is checked using trace plots. For
the distance only model, Steps 1, 2, and 6 are replaced with a Metropolis-Hastings step to sample the
intercept parameter, β0 from the full conditional posterior for the parameter.
Identifiability issues The log odds of the probability of a correct response is invariant to
reflections, rotations, and translations of the positions of items and respondents, because the log odds
depends on the distances, but not the positions of items and respondents. As a consequence, the
likelihood function is invariant to reflections, rotations, and translations of the positions of items and
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respondents. The same form of identifiability issue arises in latent space models (Hoff et al., 2002).
Such identifiability issues can be resolved by post-processing the MCMC output with Procrustes
matching (Gower, 1975). That said, results need to be interpreted with care, as there are many latent
space configurations that give rise to the same distances. This means that an estimated latent space
should be interpreted in terms of the relative distances between positions, rather than in terms of the
actual positions themselves.
5. Application
To demonstrate the utilities of the proposed approach, we provide two empirical examples. We
examine different aspects of the proposed model with each example. For instance, with Example 1, we
investigate (1) differences between the basic distance model and the extended distance model, (2)
comparisons with the standard Rasch model, and (3) absolute goodness-of-fit of the extended distance
model. With Example 2, we examine (1) cosine similarities between items (or item groups), (2)
comparisons with existing approaches such as factor analysis, and (3) latent space rotation.
5.1. Example 1: Attitudes to Abortion
5.1.1. Data and Estimation
As a first example, we used the attitudes-to-abortion scale that came from Social and community
planning research (1987). Seven items were included in the scale which ask respondents whether
abortion should be legal in each of the following seven scenarios:
1. The woman decides on her own that she does not wish to have the child
2. The couple agree that they do not wish to have the child
3. The woman is not married and does not wish to marry the man
4. The couple cannot afford any more children.
5. There is a strong chance of a defect in the baby
6. The woman’s health is seriously endangered by the pregnancy
7. The woman became pregnant as a result of rape
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Binary responses to the seven items were collected from a total of 642 respondents, where
response ‘Yes’ was coded as 1 and response ‘No’ was coded as 0. The mean proportion of ‘Yes’ was
0.42, 0.52, 0.47, and 0.53 for Items 1 to 4, while 0.86, 0.94, and 0.93 for Items 5 to 7. As you can see
the positive response proportion was quite high for the last three items, which is sensible given that
those items describe rather extreme situations in which most respondents are likely to endorse. To
implement MCMC for this dataset, we specified the priors as we described in Section 4 except for the
β parameter where we chose a stronger prior with τ2β = 1. This choice was made because otherwise
the MCMC did not converge well due to the boundary effects of probability for Items 5-7 (the positive
answer probability was too close to 1). The MCMC run included 20,000 iterations with the first 10,000
iterations discarded as a burn-in period. The computation took approximately 1,712 seconds for the
extended distance model on a standard computer. Trace plots showed reasonable convergence of the
sampler (convergence evidence was provided in the Appendix B of the supplementary document).
(a) βi (b) θj
1
2
3
4
5
6
7
l
l
l
l
l
l
l
b 1 b 2 b 3 b 4 b 5 b 6 b 7
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
ll
ll
l
ll
−5.0
−2.5
0.0
2.5
0 1 2 3 4 5 6 7
Sum score
Th
et
a 
es
tim
at
es
Figure 4.
(a) 95% credible intervals for the β estimates for Items 1 to 7 (indicated by b1 to b7 on the X-axis). Items 5-7 are much
more difficult than Items 1-4. (b) Box plots of the θ estimates per total sum score on the X-axis (0 to 7). The θ estimates
are nicely aligned with the total scores.
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5.1.2. Results
Distance model vs. Extended distance model We first fit both the the distance model (Equation
5) and the extended distance model (Equation 6). From the extended distance model, the γ
parameter was estimated as 1.25 [0.92, 1.54] and σ as 2.34 [2.07, 2.62].
Figures 4(a) and (b) display the 95% credible intervals for βi estimates and the distribution of θj
estimates per total test score (i.e., the sum of seven item responses ranged from 0 to 7) from the
extended distance model. From the distance model, the γ parameter was estimated as 3.64
[3.19,4.12], β0 was estimated as 8.69 [7.75, 9.76]. The parameter estimates from the distance model
appear somewhat inflated compared with the extended distance model. This is sensible given that the
distance model includes only the global intercept parameter β0 in replacement of the two main effects
parameters βi and θj ; β0 parameter may be seen as the average item main effect βi (averaged over
items), but no parameter is available comparable to θj in the distance model.
(a) Distance model (b) Extended distance model
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Figure 5.
Latent spaces for the attitudes to abortion data. (a) is obtained from the basic distance model. (b) is obtained from the
extended distance model with item and person attribute effects. In both figures, Items 1-4 are apart from Items 5-7. In
(a), respondents appear positioned as small clusters.
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The latent spaces estimated from the distance model and the extended distance model are
presented in Figures 5(a) and (b). We note that the overall relational structure of the items are
roughly similar in the sense that Items 1 to 4 are apart from Items 5 to 7 as well as from most
respondents. However, in terms of the respondent structure, there is a distinctive difference. In Figure
5(a), respondents appear to be positioned as a small cluster. A close inspection on this reveals that
the respondents in smaller clusters show differences in their total test scores. For example, from the far
right, the total scores of the first cluster range from 0 to 2 (0.4 < X < 0.7, −0.5 < Y < 0; X and Y
indicate the values of the X-axis (coordinate 1) and the Y-axis (coordinate 2), respectively), the second
cluster from 2 to 3 (0.25 < X < 0.4, −0.5 < Y < 0), the third cluster from 3 to 4 (0 < X < 0.25,
−0.5 < Y < −0.15), and the fourth cluster from 4 to 5 (−0.25 < X < 0, −0.5 < Y < 0).
This suggests that the relational structure obtained from the distance model may be confounded
with unexplained heterogeneity in attributes among respondents. This also means that the results
from the distance model could be misleading unless the respondents as well as the test items have
equal properties. Hence, for further illustrations and discussions, we focus on the extended distance
model results.
Making sense of latent space results Let us return to Figure 5(b), the latent space estimated
from the extended distance model. Note that the latent space shows the point estimates (posterior
means) of the positions but not their uncertainty, for the ease of visualization. Uncertainty of the
estimated positions, measured with the 95% credible intervals, is reported in the Appendix C of the
supplementary document.
We observe roughly two groups of items in the latent space where one consists of three items
located in the bottom left of the space [Items 5-7], and the other group with four items located in the
top right side of the space [Items 1-4]. We may also discuss two groups of respondents with a larger
group located in the left bottom part of the space [near Items 5-7] and a much smaller, scattered
group located on the right upper side of the space [near Items 1-4].
We note that Items 5-7 involve rather extreme situations, whereas Items 1-4 address relatively
mild situations. It make sense that Items 5-7 are much easier than Items 1-4 (see Figure 4(a)).
Respondents located close to Items 1-4 but apart from Items 5-7 tend to give positive responses to the
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Table 2.
Response patterns to Items 1 to 7 (I1 to I7) for respondents (ID) in the smaller person cluster, located in the bottom left
corner of the latent space (which is the region of X > 0.3 and Y > 0.025) These people tend to give positive responses
to I1-I4, but negative responses to I5-I7.
ID I1 I2 I3 I4 I5 I6 I7
27 1 0 0 1 0 0 0
92 1 1 1 1 1 0 0
132 1 1 0 1 0 0 0
191 1 1 1 1 0 1 0
273 1 1 0 0 0 0 0
330 1 0 0 1 0 0 0
653 1 1 0 1 0 0 0
662 1 1 1 0 0 0 0
675 1 1 1 0 0 0 0
mild items but negative responses to the extreme items. Table 2 shows that the respondents located
in the region of X > 0.3 and Y > 0.025 (close to Items 1-4) indeed tend to choose YES to Items 1 to
4 but NO to Items 5 to 7. It makes sense that those people make a minority group given that their
response patterns are somewhat unusual. On the other hand, the respondents located close to Item
cluster 1 tend to give positive responses to the extreme items (Items 5-7) but negative responses to
the mild situations (Items 1-4). These (conservative) people make a majority group in this dataset.
Comparison with the Rasch model We compare our item and person parameter estimates with
those from the standard Rasch model (Equation 1). The Rasch model was estimated with the fully
Bayesian approach with the same set of priors as our model’s for the βi, θj , σ
2 parameters. Estimation
details were provided in the Appendix D of the supplementary document.3
From the Rasch model, σ was estimated as 2.40 [1.87, 3.02], very similar to the latent space item
response model estimate (2.34 [2.07, 2.62]). The item parameter estimates (βi) are displayed in
3The MCMC estimates of the Rasch model were very similar to the ML estimates obtained from the R lme4 package
(Bates, Ma¨chler, Bolker, & Walker, 2015). The results were also shown in the Appendix D of the supplementary document.
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Figure 6(a). Clearly, there is a similar pattern to Figure 4 in terms of the item parameter estimates.
The item parameter estimates from the Rasch model appear smaller by a constant (approximately 2 in
the logit scale) compared with our model, which is sensible given that the proposed model has the
additional penalty term (distances).
We then compare the person parameter estimates (θj) in Figure 6(b). Overall, the estimates are
similar between the two models (rank order correlation of .95), although we notice that respondents
with the same the θ values from the Rasch model may get different estimates from our latent space
item response model (which is understandable given the heterogeneity additionally modeled with our
approach).
(a) βi (b) θj
−
1
0
1
2
3
4
5
l
l
l
l
l
l
l
b 
1
b 
2
b 
3
b 
4
b 
5
b 
6
b 
7
l
l
l l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
ll
l
l
l
l
l
l
l
l
l
l
l
ll
l
l l
l
l
l
l
l
l
l
ll
ll
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
−4
−2
0
2
−4 −2 0 2
Rasch
La
te
nt
R
Figure 6.
(a) β estimates for Items 1 to 7 (indicated by b1 to b7) from the Rasch model for the attitudes to abortion data. The
β estimates from the Rasch model are smaller by about 2 compared with the estimates from the proposed model. (b) θ
estimates between the Rasch model (Rasch, X-axis) and the extended distance model (LatentR, Y-axis). The rank-order
correlation is 0.95.
Posterior predictive checking We then evaluate the absolute goodness-of-fit of the proposed
extended distance model with attribute effects based on posterior predictive checking. The idea is to
compare some statistics that represent important characteristics of data, such as the proportion of
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correct responses, with those obtained from replicated data based on the model estimates. Little
discrepancy between the observed and replicated measures indicates that the model fit the data
reasonably well. We compare the quality of our posterior prediction with the standard Rasch model.
(a) Extended distance model (b) Rasch model
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Figure 7.
Predicted proportions of the positive responses for the seven items for the attitudes to abortion data. (a) is obtained from
the proposed model and (b) from the Rasch model. In both figures, box plots represent the distributions of the predicted
proportions of positive responses in the replicated data. The red dot in each box indicates the proportion of positive
responses calculated from the raw data. The prediction for the extended distance model is great, while the rasch model’s
prediction is not as good as the proposed model.
Figures 7 (a) and (b) display the results from our model (a) and from the Rasch model (b). The
box plots in each figure represent the distributions of the proportions of positive responses calculated
for each of the seven items over 10,000 replicated data. The red dot in each box indicates the
proportion of positive responses for the corresponding item calculated from the original, raw data.
Figure 7 (a) indicates that the replicated data from our model show highly congruent behavior to the
observed data, suggesting reasonable goodness-of-fit of the proposed model to the data under
investigation. We note in Figure 7 (b) that the prediction is less satisfying with the Rasch model for
most items compared with the proposed model. Based on Cohen’s d effect size, no item showed large
mean differences between the replicated and original data with the proposed model (|d| > 0.8),
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whereas with the Rasch model, two items (Items 5 and 7) showed large mean differences compared
with the original data.
5.2. Example 2: Deductive Reasoning
5.2.1. Data and Estimation
As a second example, we used the data from the Competence Profile Test of Deductive Reasoning
-Verbal assessment (DRV; Spiel & Gluck, 2008; Spiel, Gluck, & Gossler, 2001). The DRV test was
developed to measure deductive reasoning of children who might be potentially in different
developmental stages. The DRV test includes 24 items that are constructed based on three design
factors: (1) Type of inference (four levels: Modus Ponens (MP), Modus Tolens (MT), Negation of
Antecedent (NA), and Affirmation of Consequence (AC)), (2) Content of conditional (three levels:
Concrete (CO), Abstract (AB), and Counterfactual (CF)), (3) Precedent of antecedent (two levels:
No Negation (UN) and Negation (N). Details of the design factors and individual items are provided in
the Appendix E of the supplementary document.
We selected this dataset for two reasons: First, the test items are characterized with the design
factors that are systematically different in terms of cognitive complexity and contents; thus, this
dataset provides us with the opportunity to examine similarities and dissimilarities of the test items in
a latent space. Second, the DRV dataset was previously analyzed by Jin and Jeon (2019) with the
NIRM approach; hence, we can compare our results with the NIRM results for evaluating convergent
validity of our approach.
The DRV data include the 24 item responses from 418 school students, consisting of 162 females
and 256 males from grade 7 to 12. The responses were coded dichotomously such that 1 indicates
correct and 0 indicates incorrect responses. The success rate ranged from 0.19 to 0.85 with a mean of
0.53 for the 24 test items, showing no outlying patterns with extremely low or high proportions.
Hence, MCMC was implemented to fit the extended distance model as described in Section 4 with the
chosen prior parameter values. The MCMC run was based on 20,000 iterations with the first 10,000
iterations as a burn-in period. The computation took approximately 3,371 seconds on a standard
computer, which was longer than the first data example (which may be explainable by that the DRV
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data have 24 items which is three times greater than the first data example). Trace plots showed
reasonable convergence of the sampler (convergence evidence was provided in the Appendix F of the
supplementary document).
5.2.2. Results
Item and person parameter estimates The γ parameter was estimated as 2.23 [2.08, 2.35] and σ
as 2.51 [2.27, 2.76]. Figures 8(a) and (b) show the 95% credible intervals for the βi estimates of the
24 items and the distribution of the θj estimates per total test score. The βi estimates ranged from 1
to7 and the θj estimates ranged from -2 to 2. The θj estimates were generally aliened well with the
total scores. The latent position estimates, posterior means and 95% credible intervals, are provided in
the Appendix G of the supplementary document.
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Figure 8.
(a) 95% credible intervals for the βi estimates (b1 and b24 on the X-axis represent Items 1 to 24), and (b) the distribution
of the θj estimates per total test score for the DRV data. The estimates are from the extended distance model. The θj
estimates are nicely aligned with the sum scores.
Goodness of fit of the extended distance model was tested with posterior predictive checking in
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comparison with the Rasch model which was estimated with MCMC with the same MCMC settings
and the same priors for βi, θj , and σ
2 as the proposed model. Figures 9(a) and (b) display the box
plots of the predicted correct response proportions over 10,000 replicated responses for the 24 DRV
test items from the proposed model (a) and the Rasch model (b), where the red dot in each box
indicates the correct response proportion from the original data. The result shows that the prediction
of our proposed model was excellent, supporting satisfying goodness of fit of the proposed model. For
the Rasch model, the prediction was not as good as the proposed model for most items. Based on
Cohen’s d effect size, no item showed large mean differences from the original data with the proposed
model (|d| > 0.8), whereas eleven items (Items 1, 5, 6, 7, 11, 12, 13, 16, 20, 21, 22) showed large
mean differences with the Rasch model compared with the original data.
(a) Extended distance model (b) Rasch model
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Figure 9.
Box plots of the predicted proportions of the correct responses for the 24 DRV test items from 10,000 replicated data.
The red dot in each box indicates the proportion of the correct responses for the corresponding item from the raw data.
(a) is from our extended distance model and (b) is from the Rasch model. The prediction is generally excellent with the
proposed model for most items, but it is not as good with the Rasch model for several items.
Item structure Figure 10(a) displays the two-dimensional latent space estimated from the
proposed latent space item response model, where bullet points represent respondents and numbers
represent items. Roughly, four item groups appear in the latent space which are color-coded for
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distinction. The four item group members are listed in Table 3. The item group structure identified
with the proposed model shows an excellent agreement with the structure identified by Jin and Jeon
(2019) with the NIRM approach. The congruence in the item structure between the two approaches
serves as convergent validity evidence.
(a) DRV latent space (b) with item group vectors
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Figure 10.
(a) Latent space for the DRV data and (b) DRV data latent space superimposed with the four vectors that represent the
centers of four item groups (I1, I2, I3, and I4). In both figures, dots represent respondents and numbers represent items.
Four item groups are distinguished with four different colors.
The two groups (I1 and I2), located in the upper part of the latent space, consist of Concrete
items (CO), while they are further differentiated in terms of Type of Inference; I1 on the left includes
items with bi-conditional inference (MP and MT) and I2 on the right includes items involving more
complex inference types (NA and AC). The other two items groups (I3 and I4), located in the bottom
part of the latent space, consist of logical fallacy items (Ab and CF), while those are further separated
by Type of Inference; I3 on the left includes bi-conditional items (MP and MT) and I4 on the right
includes complex inference items (NA and AC). The Presentation of Antecedent factor (UN vs. N) is
mixed in all groups, meaning that this factor hardly contributes to item differentiation.
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Item group Group details
I1 UN CO NA (2); UN CO AC (3); N CO NA (6); N CO AC (7)
I2 UN AB NA (10); UN AB AC (11); N AB NC (14); N AB AC (15);
UN CF NA (18); UN CF AC (19); N CF NA (22); N CF MT (23)
I3 UN AB MP (9); UN AB MT (12); N AB MP (13); N AB MT (16);
UN CF MP (17); UN CF MT (20); N CF MP (21); N CF MT (24)
I4 UN CO MP (1); UN CO MT (4); N CO MP (5); N CO MT (8)
Table 3.
Members of the four item groups identified in the DRV data latent space. Numbers in parenthesis indicate item numbers.
The acronyms in the item labels indicate the following design factors and their levels: (1) UN vs. N: no negation (UN) and
Negation (N) for the presentation of the antecedent factor. (2) CO vs. AB vs. AC: Concrete (CO), Abstract (AB), and
Counterfactual (CF) for the content of conditional factor. (3) MP vs. MT vs. NA vs. AC: Modus Ponens (MP), Modus
Tollens (MT), Negation of Antecednet (NA), and Affirmation of Consequent (AC) for the type of inference factor.
Success probabilities for item group We assessed the correct response probabilities within and
between the four identified item groups (I1, I2, I3, and I4). The density plots of the log odds success
probabilities of the individual items per item group are presented in Figure 11. Overall, item members
show similar patterns of the logit success probabilities within each item group, while the patterns are
clearly different across the four item groups. Items groups 3 and 4 (I3 and I4) seem to show mixed
patterns more so than Item groups 1 and 2 (I1 and I2), which can be explainable by that the I3 and I4
group members are less close to each other in their positions, meaning that they are more
heterogeneous in characteristics than the I1 and I2 group members.
Cosine similarity between item groups Based on the estimated distances between items and
respondents, we can evaluate similarities or dissimilarities between items, between respondents, and
between items and respondents. If desirable, one can further quantify similarities by a cosine similarity
measure. The idea is to use the cosine of the angle between two non-null vectors that represent two
positions in an estimated latent space as a measure of similarity between the two vectors. The cosine
similarity between two non-null vectors a ∈ Rd and b ∈ Rd can be computed as cos(a) = a · b||a|| ||b|| ,
where a is the angle between two vectors a and b, a · b =∑di=1 ai bi is the inner product of a and b,
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Figure 11.
Density plots of the log odds success probabilities of the individual DRV test items per item group. (a) to (d) represent
the density plots for item groups I1 to I4 groups in order. The logit success probabilities are similar within item group but
different across item groups.
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and ||a|| =
√∑d
i=1 a
2
i is the Euclidean norm of a. The cosine similarity measure takes on values in
the interval [−1, 1]. Note that two vectors with the same orientation (with a 0◦) have a similarity of 1,
two vectors with opposite directions (with a 180◦ angle) have a similarity of -1, and two orthogonal
vectors (with a 90◦ angle) have a similarity of 0.
Cosine similarity can be measured between any two positions in a latent space: positions of items,
respondents, and both items and respondents. Here, we utilize the cosine measure to quantify
similarities between the four item groups. Figure 10(b) shows the original DRV latent space added
with the four vectors indicating the centers of the four item groups (where the centers are the mean
positions of the corresponding item group members). Table 4 presents a matrix of cosine similarity
measures between the four item groups.
I1 I2 I3 I4
I1 -
I2 0.618 -
I3 -0.680 -0.996 -
I4 -0.996 -0.546 0.613 -
Table 4.
Cosine similarity measures between (centers of) the four item groups. I1: Items 2,3,6,7; I2: Items 10,11,14,15,18,19,22,23;
I3: Items 9,12,13,16,17,20,21,24; I4: Items 1,4,5,8
Table 4 confirms that Item group 1 is most dissimilar to Item group 4 and Item group 2 is most
dissimilar to Item group 3. Similarity between Item groups 1 and 2 is alike to the similarity between
Item groups 3 and 4. Marked dissimilarities between I1 and I4 and between I2 and I3 support our
earlier finding that Type of Inference (MP/MT vs. NA/AC) is the design factor that most
substantially differentiates the DRV test items.
Respondent structure We can evaluate respondents’ response behavior and test performance by
their relatives distances to individual test items. To illustrate, we categorized the following four
sub-groups of children based on their proximity to the four item groups that we identified:
(1) Children located near I1. They performed well on logical fallacy inference items (NA/AC) but
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poorly with simpler inference items (MP/NT) when the items involved concrete conditionals (Co);
(2) Children located near I2. They performed well on logical fallacy inference items (NA/AC) but
poorly with simpler inference items (MP/NT) if the items involved abstract or counterfactual
conditionals (NA/AC);
(3) Children located near I3. They performed well on simpler inference items (MP/MT) but poorly
with logical fallacy inference items (NA/AC) if the items involved abstract or counterfactual
conditionals (NA/AC);
(4) Children located near I4. They performed well on simpler inference items (MP/MT) but poorly
with logical fallacy inference items (NA/AC) if the items involved concrete conditionals (Co);
Children in sub-groups 1 and 2 are close to each other but together they are apart from children
in sub-groups 3 and 4. Based on the two groups’ performance, it may be reasonable to conjecture that
children in sub-groups 3 and 4 were at a lower level of deductive reasoning than those children in
sub-groups 1 and 2 (the latter children were able to handle more complex inference items than the
former). Children in sub-groups 1 and 2 showed poor performance with simpler inference items,
indicating that those children might be in a transition between lower- to higher- developmental stages
in deductive reasoning. Researchers have observed that children in a transition period often make
mistakes with easier items as such, for instance, due to over-generalization on simple problems (e.g.,
Draney, 2007; Markovits, Fleury, Quinn, & Venet, 1998)
Additional sub-groups of children can be further discussed based on their relative distances to the
four item groups. For instance,
(5) Children located between I1 and I3. They were good with both simple and logical fallacy inference
items when the items were combined with abstract/counterfactual and concrete conditionals,
respectively;
(6) Children located between I2 and I4. They were good with both simple and logical fallacy inference
items when the items were combined with concrete and abstract/counterfactual conditionals,
respectively;
(7) Children around the center of the latent space. They performed equally well on most test items.
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If desired, one could identify specific subgroups of children. For instance, for each child, one could
draw a ball (interval in R, circle in R2, ball in R3) that represents a 95% posterior credible region. If
the balls of children overlap, the children may form a subgroup of children that are similar. In addition,
one can directly calculate a distance between an individual respondent and each item or item group.
For instance, suppose respondent A has a distance of 0.5 from Item group 1, 1.5 from Item group 2, 2
from Item group 3, and 3 from Item group 4. This means that respondent A is closest to Item group
1, compared with other item groups (the ratio or relative distances is 1:3:4:6). So it is possible to
categorize respondents based on their quantified relative distances.
Diagnostic Information In the preceding, we intend to illustrate how one can utilize latent space
information to better understand individual respondents’ test performance or their response
tendencies. We would like to stress that such information can be useful for diagnostic or formative
assessment purposes. For instance, with a cognitive assessment such as the DRV test, one can use the
estimated latent space information to diagnose respondents’ strengths and weaknesses, for instance, by
identifying the types or contents of items that the students were able or unable to solve. Such
diagnosis can be useful to formulate individualized feedback so that students can understand their
current learning status and identify the target areas that they need to work on. This information can
also improve class instruction by assisting teachers to recognize the content areas that individual
students most struggle with and efficiently coordinate their efforts and activities in subsequent classes.
One may recognize that models such as cognitive diagnostic models (CDMs; e.g. Rupp, Templin,
& Henson, 2010) offer a similar kind of dignostic information on respondents. However, CDMs
typically assumes homogeneity within a group (or latent class) of respondents, whereas our approach
permits heterogeneity within sub-groups of respondents. It is also worth noting that we identify groups
of items or respondents a posteriori, by inspecting the estimated distances in the latent space. In that
sense, we are different from a finite-mixture approach or model-based clustering. While an extension
to model-based clustering would be interesting and technically feasible with our approach, we do not
purse such an extension here because the resulting model would be less parsimonious.
Comparisons with principal component analysis and factor analysis We earlier showed that
individual items in the same item group have similar characteristics, while items in different groups are
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distinctive in terms of contents as well as success probabilities. One may think of traditional methods
that serve similar purposes, such as principal component analysis (PCA) and factor analysis (FA).
While PCA and FA have differences in underlying models and estimation principles, but they both
purpose to identify groups of items that are similar with respect to the principal components or factors
that are extracted from the data being analyzed.
(a) PCA (b) Factor analysis
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Figure 12.
(a) Principal component analysis (PCA) solution with a tetrachoric correlation matrix as input and (b) item factor analysis
(FA) solution with oblim rotation for the DRV data. Item grouping (four sub-groups) from PCA and FA are roughly similar
to the grouping identified with our proposed approach. The grouping is less clear with the FA approach.
As a comparison, we applied PCA and FA to the DRV data where two principal components and
two factors were extracted.4 The solutions from the two methods are presented in Figure 12, where
items are placed in the two-dimensional spaces that represent the two principal components or factors.
We can see that the item clusters identified with PCA and FA are roughly similar to our approach.
With factor analysis, the membership of a few items, such as Items 6, 15, 17, and 21, were less clear
compared with the other approaches.
4For PCA, a tetrachoric correlation matrix was used as input data with the R psych package (Revelle, 2019). For FA,
item factor analysis is applied with oblim rotation by using the R mirt package (Chalmers, 2012). With both methods,
two-dimensional solutions were optimal.
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Similarity in the solutions between our approach and these traditional methods is assuring and it
can serve as additional convergent validity evidence for our approach. Though, it would be useful to
point out some important differences between the methods. First, in our approach, latent space
dimensions (or two coordinates) are mainly the means to describe potential relationships between the
actors of items response data (items, respondents). In the two traditional methods, on the other hand,
dimensions (factors or principal components) are often the main interest and they are extracted to
best explain relationships between variables in the data. Second, both in PCA and FA, respondents
who are given with the scores of each extracted dimension can be placed in a score plot. However, the
coordinates of the score plot are not the same as the coordinates of the item plot, meaning that items
and respondents cannot be placed or compared in the same space. In contrast, with our approach
respondents and items are positioned in the same space; therefore, relative distances between
respondents and items, between items, and between respondents can be directly assessed and
compared.
Latent space rotation Although extracting or understanding latent space dimensions is not of our
main interest, it is possible that we attach substantive interpretations to the dimensions based on
neighboring items to each dimension. To illustrate this, let us return to the original latent space for
the DRV data displayed in Figure 10(a). No items appear close to the X-axis and therefore; hence, it
is difficult to interpret the X-axis of this original space in a meaningful way.
To address this issue, we propose to rotate the original the latent space dimensions, so that the
original latent space can move to a place where the item positions are better encompassed by the axes.
Space rotation is permitted due to the rotational invariance property of a latent space. Note that
rotation is a frequently utilized technique in factor analysis, which also has a rotational invariance
property.
We applied oblim rotation (Jennrich, 2002) to the estimated item position matrix W using the R
package GPArotation (Bernaards & Jennrich, 2005), and then rotated the respondent position matrix
Z in the same way with a common rotation matrix. We denote the rotated item and respondent
position matrices by W ∗ and Z∗, respectively.
Figure 13 displays the rotated latent space for the DRV data, where items and respondents are
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placed based on Z∗ and W ∗. Observe that in this rotated space, two item groups (I1 and I4) are
positioned close to the X-axis, while the other item groups (I2 and I3) are close to the Y-axis. This
indicates that the X-axis represents Type of Inference (MP/MT vs. NA/AC) combined with Concrete
conditionals, while the Y-axis represents Type of Inference (MP/MT vs. NA/AC) combined with
Abstract and Counterfactual conditionals. Items are differentiated based on the type of inference in
each dimension, while the two dimensions are separated by the content of conditionals (concrete vs.
abstract/counterfactual).
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Figure 13.
Rotated latent space for the DRV data with oblim rotation. Dots represent respondents and numbers represent items.
Four item groups are distinguished with four different colors. Two item groups (I1, I4) are on the X-axis and two item
groups (I2, I3) are on the Y-axis.
6. Discussion
6.1. Summary
In this paper we introduced a novel network perspective on item response data. In this view, item
response data are understood as network data that represent relationships between respondents and
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items, the two types of actors. Our idea is to represent a relationship or network structure between the
actors of item response data by placing them in a low-dimensional latent space, where non-zero
distances indicate dependence or interactions between items, between respondents, and between items
and respondents that are inexplicable with the main attributes of items and respondents. We explained
that the proposed network modeling approach has technical advantages over standard item response
modeling approaches due to our relaxed (local) independence and homogeneity assumptions. An
additional, perhaps more important practical advantage is that it generates a geometrical
representation of items and respondents which could offer important insights into how respondents
perform on the test items and as well as how the test items behave.
6.2. Utilities and applications
Our proposed approach can be utilized for diverse purposes. First, the proposed method can be
applied to evaluate the viability of the local independence and homogeneity assumptions required by
standard item response analysis. If those assumptions are satisfied, distances between items, between
respondents, and between respondents and items must be trivial in an estimated latent space. The
scale parameter for the distance term, γ, is also useful for the same purpose as it indicates the amount
of dependence or response heterogeneity that exists in the data under investigation. If the estimates of
distance measures as well as γ are not ignorable, one may want to consider revising the test items or
applying a different analytic approach that can accommodate the identified violations.
Second, one can assess an estimated latent space to see if test items are differentiated or grouped
together as blueprinted by test developers. For example, the DRV test from our second application
was developed based on three design factors each with varying number of levels. We found that one
design factor, the Presentation of Antecedent, hardly contributed to item differentiation. In additions,
differentiation within some design factors was less clear, for instance, NA and AC levels for Inference
Type, MP and MT levels for Inference Type, and AB and CF levels for Content of Conditional. As
such, an estimated latent space can be used to evaluate or validate an original test structure and to
guide future test revision or development.
Third, an estimated latent space can be utilized to identify unintended or undesirable sources of
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bias or test-taking behavior. For instance, suppose a computer-based cognitive assessment was
administered under a time constraint (with no permission on item skipping or going back) and a latent
space revealed a group of respondents in close proximity to a particular group of test items. This
unintended proximity might be a sign of test speededness if the items were the end of items and no
responses were given by most test takers. Or it could be a signal for item pre-exposure if the items
were difficult items that were mostly correctly answered. Of course, such conclusions must be
accompanied with additional evidence supported by thorough examinations (for instance, with
response time information). Our point is that those undesirable phenomena could be noticed with our
approach, whereas they might be overlooked with standard item response analysis, potentially resulting
in unfair or inappropriate decisions on some respondents and test items.
Lastly, one can utilize an estimated latent space to draw useful diagnostic information about
individual or sub-groups of respondents. For example, with the DRV example, we illustrated that one
could identify the types or contents of items that individual students might be struggling with or
particularly good at. As such, when our approach was applied to analyze cognitive assessment data,
the latent space results are useful to formulate individualized feedback on test performance, which
could help assess students’ readiness, learning progress, potential difficulties, or giftness in some areas.
Such information could further be utilized to guide classroom instruction and to evaluate or improve
intervention programs.
6.3. Final Remark
The innovation that we promote in this proposal is to capture and examine potential dependence
or interactions in item response data in the form of a network between items, between respondents,
and between items and respondents. One may argue that such interactions are undesirable complexity
that should be avoided in item response analysis. However, item response data from a real test setting
most likely present some degree of interactions between items and respondents. We showed evidence
from two empirical examples in this study, but in a number of other datasets that we tested, we
observed that the contribution of interaction term was not ignorable unless the data were generated in
a simulation setting assuming perfectly zero interactions.
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As we demonstrated in this paper, interactions could be a valuable source of information that
offers substantially enhanced insights into how and why individuals are different in their response
behavior. We believe that embracing interactions, instead of discarding them as a disappointing
nuisance, and further integrating them into theory opens up an opportunity to substantially advance
our understanding on human behavior and mind.
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