Abstract. Algorithms of filtering, edge detection, and extraction of details and their implementation using cellular neural networks (CNN) are developed in this paper. The theory of CNN based on universal binary neurons (UBN) is also developed. A new learning algorithm for this type of neurons is carried out. Implementation of low-pass filtering algorithms using CNN is considered. Separate processing of the binary planes of gray-scale images is proposed. Algorithms of edge detection and impulsive noise filtering based on this approach and their implementation using CNN-UBN are presented. Algorithms of frequency correction reduced to filtering in the spatial domain are considered. These algorithms make it possible to extract details of given sizes. Implementation of such algorithms using CNN is presented. Finally, a general strategy of gray-scale image processing using CNN is considered. © 1997 SPIE and IS&T. 
Introduction
Application of the different kinds of neural networks to image processing and recognition has become very popular during the last several years. Many applications have developed: filtering, recognition, storing in associative memory, and segmentation.
Here we would like to consider some aspects of image processing using the cellular neural networks ͑CNN͒ introduced in Ref. 1 and then intensively developed.
2-9 CNN were introduced in the pioneer paper of Chua and Yang 1 as a special high-speed parallel neural structure for image processing and recognition. Many results, from simple filters for binary images 1, 2 to algorithms for processing color images 7 and even to the design of the CNN universal machine ͑CNNUM͒, 8 were carried out during the eight years of development of CNN theory and its applications.
CNN are locally connected networks ͑each neuron is connected with only a limited number of other ones-only with neurons from its nearest neighborhood͒. Depending on the type of neurons that are basic elements of the network it is possible to distinguish classical ͑or continuous-time͒ CNN ͑CCNN͒, 1 discrete-time CNN ͑DTCNN͒ 9 ͑oriented especially on binary image processing͒, and CNN based on universal binary neurons ͑CNN-UBN͒. CNN-UBN makes processing possible defined not only by threshold but also by arbitrary Boolean function. 10 Here we would like to concentrate on the following problems: noise filtering and extraction of the important details against a complex image background. We will present implementation of all algorithms, which we consider in the paper, using classical CNN or CNN based on UBN.
The first section is devoted to CNN in general, classical CNN, and CNN based on UBN. In the second section we will consider algorithms of low-pass filtering and impulsive noise filtering and their implementation using CCNN and CNN-UBN, respectively. The third section is devoted to the original algorithm of edge detection and its implementation using CNN-UBN. Algorithms of frequency correction and their implementation using CCNN are presented in the fourth section. These algorithms make it possible to extract the smallest details and details of given sizes against a complex image background. In the fifth section we will consider the strategy of processing noisy gray-scale images that makes it possible to filter noise and then to sharpen the image and extract important details. We will illustrate all algorithms with examples of real image processing using a CNN software simulator.
Cellular Neural Networks (CNN)

Classical CNN
CNN were introduced in Ref. 1 as an array of the neural elements ͑cells͒ of the dimension NϫM . Each neuron in such a network is connected with all neurons from its nearest neighborhood (nϫm) and only with them. This construction of the network is illustrated by Fig. 1 . It shows a network of the dimension 3ϫ5. Each neuron is connected with other ones from a local 3ϫ3 neighborhood. This means that the output of each neuron is connected with the corresponding input of each neuron from its neighborhood. On the other hand, inputs of each neuron are connected with outputs of neurons from its neighborhood and only with them. Feedback connections are also presented in general. An important feature of the CNN is implementation of the same processing function by all neurons of the network. This feature makes it possible to implement many image processing algorithms using CNN, which are reduced to processing in the local window around each pixel.
In the original CNN conception ͑CCNN͒ 1 it was proposed to use neurons that perform the following function Here (i, j) is the number of the given ͑i j'th͒ neuron; v is the neuron's output; u is the neuron's input; r is the size of the nearest neighborhood of the i j'th neuron (rϫr); t and tϩ1 are the time slots t and tϩ1, respectively; A and B are the rϫr matrixes that defined connection weights for the i j'th neuron ͑feedback and feedforward, respectively; usually weights for CNN are written in such a matrix form, and matrixes A and B are called A and B templates͒; I is bias; and F is the activation function of the neuron:
is oriented toward reducing the range of the input and output signals to the interval ͓Ϫ1,1͔. It is evident from Eq. ͑2͒ that CCNN in conditions of existing corresponding templates may be a very good mean for grayscale image processing.
In Ref. 9 DTCNN based on threshold neural elements is considered. This type of network is oriented on binary image processing. Functionality of such a network is limited by the number of threshold Boolean functions, which is very small in comparison with the number of all Boolean functions. To expand functionality of DTCNN some subnetworks ͑for example, multilayered perceptrons͒ may be used as basic cells instead of the simple threshold elements.
CNN Based on Universal Binary Neurons
Another approach is proposed in Refs. 10 and 11. It consists of using the universal binary neurons ͑UBN͒ as basic cells of the CNN. UBN perform any ͑not only threshold͒ Boolean functions that give nonlimited possibilities for binary image processing. In Refs. 10 to 12, the idea of grayscale image processing reduced to separation of the image on binary planes was proposed. Binary planes integrate into resulting gray-scale images after separate processing. Taking into account that CCNN and DTCNN are presented in detail in the fundamental papers, 1, 6, 8, 9 we will present here in more detail the CNN-UBN, which will play an important role in this paper.
The main advantage of the UBN is the possibility of implementation of arbitrary ͑not only threshold͒ Boolean functions on the single neuron. Thus, an imaginary disadvantage ͑complex arithmetic͒ transforms to a real advantage-universal functionality.
Let us take a CNN of dimension NϫM . We will use UBN as basic neurons of this network. Each of these neurons performs the following transformation:
͑3͒
where Y i j is the neuron's output, w m i j ͓one may compare with the B template in Eq. ͑1͔͒ is the connection weights corresponding to the m'th input of the i j'th neuron, X m i j is the value of the m'th input of the i j'th neuron, and P() is the output function of the neuron:
where i is an imaginary unit, m is some even positive integer M уmу2 (4nуMу2), j is non-negative, 0р j Ͻm, zϭw 0 ϩw 1 x 1 ϩw n x n , and arg(z) is the argument of the complex number z. In this manner the neuron's activation function is the function of the argument of the weighted sum. According to Eq. ͑3͒ we separate the complex plane on m sectors. If the weighted sum gets into one of the sectors 0, 2, 4,...,mϪ2 ͑all even͒, the neuron's output is equal to 0 ͑1, if ͕1,Ϫ1͖ is a basic Boolean set͒. If the weighted sum gets into one of the sectors 1, 3, 5, ... ,mϪ1
͑all odd͒, the neuron's output is equal to 1 ͑Ϫ1, if ͕1, Ϫ1͖ is a basic Boolean set͒. The implemented function and its variables ͑neuron's inputs͒ are Boolean and the variables take values from the set ͕1,Ϫ1͖. Figure 2 illustrates the definition of Eq. ͑4͒. Note that for mϭ2 in Eq. ͑4͒ UBN becomes the complex-threshold element, 13 which is equivalent of the obvious threshold element with real weights and sgn as the activation function. 14, 15 For any n it is always possible to find m ͑see Eq. ͑4͒ and Fig. 2͒ such that all Boolean functions of n variables will be implemented on the single UBN. This fact has been proven in Ref. 16 .
Comparison of the UBN with multi-layered perceptrons ͑MLP͒ 15 shows the advantages of the UBN. Really, MLP is a network, but UBN is a single neuron. Both can implement nonthreshold functions, but UBN is more simple. Of course, to use this advantage of the UBN we must have a good learning algorithm for it.
Here we would like to describe a high-speed learning algorithm for UBN that is very important for implementation of the processing functions. Suppose the weighted sum falls into the sector that corresponds to the incorrect output. In such a case a learning algorithm for UBN would have to ''direct'' the weighted sum into one of the sectors on the complex plane that corresponds to the correct output. A learning algorithm based on this idea was proposed in Refs. 10 and 11. It reduced to the next procedure of correction:
where W m and W mϩ1 are the current and next weighting vectors, is the correction coefficient, x is the vector of the neuron's input signals, ⑀ is the primitive m'th power root of a unit, and q is number of the desired ͑''correct''͒ sector ͑0, 1, 2, ... , mϪ1͒. Choosing is based on the consideration that the weighted sum zϭw 0 ϩw 1 x 1 ϩw n x n has to be closer to the desired sector number q as soon as possible after the learning step defined by Eq. ͑5͒. If the weighted sum gets into the ''incorrect'' sector, both of the neighborhood sectors are ''correct'' in such a case. Thus, weights must be corrected by Eq. ͑5͒ to direct Z into one of the neighborhood sectors ͑left or right depending on which current value of Z is closer͒. This determines the value of the coefficient in Eq. ͑5͒ ͑i is an imaginary unit͒:
⑀ q in such a case corresponds to the right bound of the desired ͑''correct''͒ sector ͑Fig. 2͒. Such a learning process converges quite fast when m in Eq. ͑4͒ is so small (m Ͻ10). Despite that for many nonthreshold functions it is possible to represent by Eqs. ͑5͒ and ͑6͒ when mϽ10, many other ones request greater values of m. Quite removed from such a situation is modification of the correction rule in the algorithm in Eqs. ͑5͒ and ͑6͒, which we would like to propose here.
Instead of coefficient ⑀ q , which demands execution of some evaluations for choosing and additional complex multiplication on each step of the learning process, we will use the error-correction learning rule:
where W m and W mϩ1 are current and next weighting vectors, x is the vector of the neuron's input signals, ⑀ is the primitive m'th power root of a unit ͓m is chosen from Eq. ͑4͔͒, C is the scale coefficient, q is the number of the ''correct'' sector on the complex plane, and s is the number of the sector on the complex plane to which the actual value of the weighted sum has fallen. Choosing q on each step is based on the same consideration as in the algorithm in Eq. ͑5͒. If weighted sum Z gets into ''incorrect'' sector number s, both of the neighborhoods of the s'th sectors will be ''correct,'' thus
So, Eqs. ͑7͒ and ͑8͒ present a learning algorithm for UBN with an error-correction rule.
In comparison with Eqs. ͑5͒ and ͑6͒, the algorithm in Eqs. ͑7͒ and ͑8͒ is independent of the value of m in Eq. ͑4͒ and of n ͑number of neuron's inputs͒. It always leads the weighted sum into the desired sector by 1 or 2 steps. Note that the learning algorithm in Eqs. ͑7͒ and ͑8͒ is especially effective for self-dual functions ͑it is not restricted because any function of n variables may be reduced to a self-dual function of nϩ1 variables͒.
Some words about choosing the initial vector W for the learning algorithm ͓Eqs. ͑7͒ and ͑8͔͒. It was proposed in Ref. 14 Precise proof of the convergence of the algorithm in Eqs. ͑7͒ and ͑8͒ is similar to the proof of the convergence of the algorithm in Eqs. ͑5͒ and ͑6͒, which is presented in Ref. 13 .
Another modification that we would like to propose is rejection of the floating-point evaluations in Eqs. ͑3͒ and ͑4͒ and Eqs. ͑7͒ and ͑8͒, which will give high acceleration of the learning and reduce the processing time for the UBN.
All weights and roots of a unit will be represented by integer 32-bit numbers per real and imaginary part, respectively. The weighted sum will be represented by integer 64-bit numbers per real and imaginary part, respectively. Scale coefficient D may be equal to some power of 2 ͑from 8 to 16,384, but optimal is 2 11 ϭ2048 as has been shown by experiments͒. It will be used for transformation of the real values into integer ones. In other words, if a is a real number that represents a real or imaginary part of the complex number, we will use integer bϭRound(Da) instead of a in all of our evaluations. This modification gives 15 to 17 times the acceleration of the evaluations in Eqs. ͑3͒ and ͑4͒ and Eqs. ͑7͒ and ͑8͒ and also is a good mean to break errors connected with evaluations with irrational numbers. All weights may be reduced to 16 bits per real and imaginary part, respectively, after the learning is finished. The scale coefficient C in Eq. ͑7͒ may be in the range 2 Ϫ8 рC р2 8 . For simplicity it may always equal 1, but convergence will be obtained faster by changing C ͑in the noted range͒.
Finally, learning consists of the sequential checking of Eq. ͑3͒ for all values of variables for which the learned function is defined. Weights have to be correct according to Eqs. ͑7͒ and ͑8͒ in case Eq. ͑3͒ is false. This procedure is continued until Eq. ͑3͒ is true for all values of variables.
Implementation of Noise Filtering Algorithms
Using CNN
Low-Pass Filtering Using CCNN
Of course, there are different kinds of noises and therefore many filters exist for their cutoff. Rank-order and median filters, 17, 18 local-statistics filters, 19 are effective not only for impulsive noise filtering, but for different types of noises. However, it is impossible to implement them using CNN because of their nonlinearity. Statistical analysis and local histograms evaluation cannot be realized using CNN. On the other hand, one of our goals is precisely considerate of such algorithms that may be implemented using CNN. It is very important to take into account the possibility of implementation of image processing technology using the CNN universal machine. 8 Implementation of all the processing algorithms on this highly effective hardware is a great advantage. Thus, we will find some filters that are effective and may be implemented using CNN simultaneously. Of course, this does not mean that we propose to reject other filters. Our proposition is to use the advantages of the CNN where available.
We will consider here implementation of some wellknown algorithms of low-pass filtering using CCNN. With more details we will present the original approach to impulsive noise filtering and its implementation using CNN-UBN. Impulsive noise frequently occurs on satellite pictures especially.
A simple low-frequency filter 17 gives good results for ''white noise'' with small dispersion and impulsive noise with small dynamic range. Three variants of this filter may be implemented using CCNN 1 by the following templates: 
It's surprising that until now nobody transformed formulas for these filters given by Pratt 17 to templates for CCNN. In Fig. 3 one can see an example of implementation of the template in Eq. ͑9b͒ on the software simulator of the CCNN. A satellite picture distorted by complex noise ͑combination of ''white noise'' and impulsive distortions͒ is presented in Fig. 3͑a͒ . In Fig. 3͑b͒ one can see the result of filtering the input image by the template in Eq. ͑9b͒.
Impulsive Noise Filtering Using CNN-UBN
Different impulsive noise filtering algorithms [17] [18] [19] are well known. Median and rank-order filters are local-statistic filters based on statistical analysis of the image in one form or another. These filters give good results, but it is impossible to implement them using CNN.
We would like to propose here a new approach to impulsive noise filtering. We have to say in advance that we are far from the statement that new filters are best ͑in comparison with other ones͒. As will be shown below, they give good results on different kinds of images and are not worse than other filters. The advantage of the approach proposed here is the possibility of its implementation using CNN. Also our new filters may be a good supplement to other ones.
Let us take CNN-UBN of dimension NϫM with local connections in the 3ϫ3 window. Let us take a gray-scale image with 256 gray levels. The main idea of the approach presented here is separate processing of each from the eight binary planes of image. Then the processed planes have to be integrated into the output gray-scale image. Algorithms for the processing of the binary plane may also be used for impulsive noise filtering on binary images.
The procedure of the detection and filtering of the impulsive noise on the binary plane ͑binary image͒ may be described by a Boolean function. To implement this function on the UBN, the learning algorithm in Eqs. ͑7͒ and ͑8͒ is proposed. The template for implementation of the corresponding function on the UBN ͑therefore on the CNN-UBN also͒ will be a result of learning.
We would like to propose here two Boolean functions for detection and filtering of the impulsive noise. One function will be oriented on the single impulses ͑the size of one impulse is equal to one pixel͒. Another function will be oriented on the more complicated noise-a combination of the single impulses and horizontal, vertical, and diagonal ''scratches.'' Both of them are functions of 9 variables. These variables are the values of brightness in a local 3 ϫ3 window around its central pixel. So, the function for detection and filtering of the single impulses is
Ϫx 5 , if x 1 ,x 2 ,x 3 ,x 4 ,x 6 ,x 7 ,x 8 ,x 9 ϭϪx 5 x 5 , otherwise .
͑10͒
In other words, if the value of the brightness in the central pixel of the 3ϫ3 local window is not equal to all of the values of brightness of the neighbor pixels from this window, Eq. ͑10͒ detects the corresponding pixel as noisy and inverts its brightness. This is a nonthreshold function and it cannot be implemented on the single threshold element, but there is no problem with its implementation on the single UBN. Eighty-five iterations only ͑they require a few seconds even on a 33-MHz computer͒ are necessary for convergence of the learning algorithm in Eqs. ͑7͒ and ͑8͒ applied to Eq. ͑10͒. We obtained the next template for Eq. ͑10͒ ͓mϭ18 in Eq. ͑4͔͒ as result of the learning: ͬ .
͑11͒
The function for detection and filtering of the combination of single impulses, vertical, horizontal, and diagonal ''scratches'' may be defined by the next formula: ͬ .
͑13͒
The templates in Eqs. ͑11͒ and ͑13͒ make it possible to implement filters described by Eqs. ͑10͒ and ͑12͒ on the CNN-UBN. A wonderful feature of the templates in Eqs. ͑11͒ and ͑13͒ is their universality. Really, Eqs. ͑10͒ and ͑12͒ ͑not any concrete image͒ are input information for their obtaining. Thus, Eqs. ͑11͒ and ͑13͒ may be applied to any noisy image.
An eight-layer CNN-UBN may be used for simultaneous processing of all eight binary planes of the gray-scale image. Of course, it is also possible to realize sequential processing of the binary planes using the single-layer CNN-UBN.
Knowing the dynamic range of the noise, it is possible to process only binary planes on which noise will be found. Both Eqs. ͑11͒ and ͑13͒ may be used for iterative processing, if some impulses are not removed after the first ͑sec-ond, etc.͒ processing iteration. An important feature of this method is the minimal blurring ͑smoothing͒ of the image during filtering.
Let's consider some examples of applications of Eqs. ͑11͒ and ͑13͒. First, a noisy image is presented in Fig. 4͑a͒ ͑corruption rate, Ϫ0.07; range of the noise, ͓40, 240͔͒. Figure 4͑b͒ presents the results of the processing of this image by Eq. ͑11͒ using the CNN-UBN. Figure 4͑c͒ presents the difference between input ͓Fig. 4͑a͔͒ and filtered ͓Fig. 4͑b͔͒ images. Evidently smoothing of the image is minimal. We can continue filtering to remove some single impulses that are still present in Fig. 4͑b͒ . Results of the third iteration of filtering ͓three-times recursive processing by Eq. ͑11͔͒ are presented in Fig. 4͑d͒ . The corresponding difference with the input image is presented in Fig. 4͑e͒ . Pictures illustrating rank-order and median filtering are also presented for comparison. Figure 4͑f͒ presents the results of rank-order filtering of the input image ͓Fig. 4͑a͔͒. The aperture of the filter is 3ϫ3, and elements with rank-order from 0 to 6 were used for filtering. The corresponding difference with the input image is presented in Fig. 4͑g͒ . Results of the median filtering of the input image ͓Fig. 4͑a͔͒ are shown in Fig. 4͑h͒ ͑aperture of the filter is also 3ϫ3͒. The corresponding difference with the input image is presented in Fig. 4͑i͒ . It seems that the approach to filtering proposed above is at least not worse than rank-order and median filtering.
Processing of the satellite picture by Eq. ͑13͒, which corresponds to Eq. ͑11͒, is presented in Fig. 5 ͓͑a͒ input image, ͑b͒ result of processing, ͑c͒ difference between input and output images͔. Many of the impulsive distortions are filtered without any smoothing of the useful details.
Original Edge Detection Algorithm and Its Implementation Using CNN-UBN
Let's consider again an NϫM dimensional CNN-UBN with local connections in the 3ϫ3 window. The problem of edge detection is not new and has, of course, classical solutions ͑Laplace, Previtt, Sobel, and other similar operators 17, 18 ͒. An approach will be considered here based also, as with impulsive noise filtering ͑see above͒, on the separate processing of the binary planes of the gray-scale image. As will be shown below, a great advantage of this approach is detection of the edge independently of its di- rection and even in the case when the difference between the brightness of neighbor pixels is equal to 1.
It is not difficult to present in analytic form a function that detects edges on the binary image: 
In other words: the edge in the current point ͑pixel͒ is detected if and only if the corresponding contour passes through the central point of the 3ϫ3 window around this pixel. It should be noted that Eq. ͑14͒ excludes ''double'' detection of the edge in the neighbor pixels. For implementation of Eq. ͑14͒ on the UBN we will again apply the learning procedure in Eqs. ͑7͒ and ͑8͒. Let's separate the complex plane into four equal sectors ͓mϭ4 in Eq. ͑4͔͒. The learning procedure in Eqs. ͑7͒ and ͑8͒ is converged after 51 iterations ͑or 10 seconds on a 33-MHz computer͒. We obtain the next template as a result of the learning: ͬ .
͑15͒
Evidently the problem of edge detection on any binary image is completely solved by Eq. ͑15͒. This template, like Eqs. ͑11͒ and ͑13͒, is universal and may be applied to any image. An example of the application of this template to a binary image is shown in Fig. 6 ͓͑a͒ input image, ͑b͒ result of the edge detection͔. Here and below all edges are shown in an inverted palette for more clarified presentation. A more interesting problem is edge detection not on the binary but on the gray-scale image. An effective solution of this problem is similar to the impulsive noise filtering based on the separate processing of binary planes of the gray-scale image. It is possible to detect edges not on all binary planes, but in each partial case on the planes that are important for a given image ͑for instance, from the point of view of its dynamic range͒.
For confirmation of the high efficiency of the proposed approach we will compare its results with some classical operators. Figure 7͑a͒ presents the original image. Results of edge detection by Eq. ͑15͒ on the software simulator of the CNN-UBN are presented in Fig. 7͑b͒ . Results of the processing of the same input image by a Laplacian operator are shown in Fig. 7͑c͒ . Evidently it is impossible to detect small differences between brightness by a Laplacian operator ͓the shadow under the eye is invisible in Fig. 7͑c͒ , as are edges of the nose, lips, and some other small details, but they are visible in Fig. 7͑b͔͒ . The most interesting examples are presented in Figs. 8 and 9 . Figure 8͑a͒ presents the original medical image ͑angiogram͒. Results of the processing by the approach presented here are shown in Fig. 8͑b͒ ͑now thrombs in the vessels are sharpened and visible͒. Figure 8͑c͒ presents results of the processing by a Sobel operator ͑thrombs are still practically invisible͒. Figure 9͑a͒ presents a picture with many small and smoothed details ͑cars and figures of people are smoothed͒. Results of the processing by the approach presented here are presented in Fig. 9͑b͒ ͑edges of the smoothed details and even of the stones and shadows on the tower's wall are visible͒. Figure  9͑c͒ presents results of the processing of the same image by a Laplacian operator ͑edges of the smoothed and smallest details were not detected͒.
We will return below to the algorithm of edge detection during consideration of the general strategy of gray-scale image processing using CNN.
Frequency Correction (Extraction of Details and Sharpening) and Its Implementation Using CCNN
Global Frequency Correction (Extraction of the Details of Given Sizes)
Extraction, localization, and detection of important features on the complex image background are a very important and pressing problem of digital image processing. This problem may be considered a problem of localization of objects or details of a given type on the image. Such types are more often defined as sizes of objects. Solution of this problem may be reduced to linear filtering by some special filters. 20, 21 Let's consider some of these filters and their implementation using CCNN.
Global frequency correction implements extraction of the details of defined sizes against a complex background and involves detection of the details of medium sizes on the gray-scale image. 20, 21 Two of the possible filters for solution of such a problem have been proposed in Ref. 20 . These filters are based on the criteria of the minimal meansquare ͑MS͒ error and the maximum of the signal/noise ͑SN͒ ratio. The Frequency characteristics of these filters are, respectively,
where K x (i, j) is the estimate of the energetic spectrum of the image, ␣ is the spectrum of the signal of the object, which is in the beginning of the coordinates, ͗...͘ is the meaning by variations of the parameters of the object, and ␣ 0 is the spectrum of the object with mean values of the parameters 0 ;
where ␣ (i, j) is complex-conjugated to ␣ (i, j), and K ⌽ (i, j) is the estimate of the energetic spectrum of the background image;
where ␣ 0 (i, j) is the complex-conjugated spectrum of the object with mean values of the parameters 0 , and
is the estimate of the energetic spectrum of the image. Implementation of the considered filters through orthogonal transformations is a complicated computing problem. Really, even using an FFT algorithm requires 2N log(N) complex additions and multiplications also as N 2 multiplications for correction of the spectrum. A wonderful solution is an approximation of the considered filters by two-dimensional filters in the spatial domain. In such a case we will need N 2 real multiplications and additions only. Additionally such an approximation may be implemented using CCNN. Taking into account that the filters in Eqs. ͑16͒ through ͑19͒ are used for extraction of the medium spatial frequencies we can approximate them by the following filter 21, 22 :
where X m is the local mean value in the window around pixel X(i, j); X(i, j), Y (i, j) are the signal values in the (i, j)'th pixel before and after processing, respectively; G 1 and G 3 are the coefficients that define correction of the low spatial frequencies and G 2 defines correction of the high spatial frequencies; and ic is the mean value of the background after processing. For images with 256 grayscale levels in the range ͓0,255͔, recommended values of the weights G are 21, 22 :
The aperture of the filter in Eq. ͑20͒ has to be equal to the sizes of objects that we want to extract. Evidently the algorithm in Eq. ͑20͒ is very convenient for implementation using CCNN because it reduced to the processing in the local window around the current pixel, or to linear convolution with the weighting window. Sizes of the window are defined by sizes of the objects that have been extracted. These sizes also define sizes of the local neighborhood of the CNN that are needed for solution of the problem that is considered. By simple transformations we can obtain from Eq. ͑20͒ the template for its implementation using CCNN: 
Aϭ0; Bϭ
where nϫm are the sizes of the local window of the CNN or aperture of the filter in Eq. ͑20͒ and Cрic. Equation ͑20͒ ͓and therefore Eq. ͑22͒ for its implementation using CCNN͔ is a brilliant mean for extraction of details. We will return to it below, but for now show only one, but effective, example. Figure 10͑a͒ presents an input medical x-ray image with a region of interest ͑tumor of the lung͒ shown within the square. Results of the processing of this image using the CCNN software simulator and Eq. ͑22͒ ͑local window 15ϫ15, G 1 ϭG 3 ϭ0.4, G 2 ϭ5.5͒ are presented in Fig. 10͑b͒ . Now the tumor is sharpened and its structure is visible, along with the fact that the tumor is bigger than may be seen from the input picture.
High-Frequency Correction (Extraction of the Smallest Details)
This operation is very important for extraction of the smallest details against a complex background. Such an effect may be achieved by intensification of the highest spatial frequencies. It is possible to obtain spatial filters for correction of the highest spatial frequencies from Eqs. ͑16͒ to ͑19͒ as an approximation of the corresponding filter in the frequency domain:
where X m is the local mean value in the window around pixel X(i, j); X(i, j), Y (i, j) are the signal's values in the (i, j)'th pixel before and after processing, respectively; G is the weighting correction coefficient corresponding to high spatial frequencies; ic is the mean value of the background after processing. By noncomplicated transformations we can obtain from Eq. ͑22͒ the implementation of such a filter using CCNN:
where nϫm are the sizes of the local window of the CNN or aperture of the filter in Eq. ͑23͒, Cрic, and G ͓0,10͔ ͑last estimate is based on Ref.
is very effective with a small aperture ͑from 3ϫ3 to 7 ϫ7͒. Equation ͑23͒ and therefore Eq. ͑24͒ are very useful for sharpening of the small-detailed images and extraction of the smallest details. It also may be used for sharpening of the image after noise filtering. Let's consider two examples ͓then we will return to Eq. ͑24͒ in the next section͔. An input satellite picture is presented in Fig. 11͑a͒ ͓it is the same picture as in Fig. 5͑b͒ : results of the impulsive noise filtering͔. Results of the processing of the input picture by Eq. ͑24͒ ͑local window 3ϫ3, Gϭ3.5͒ are presented in Fig.  11͑b͒ . Figure 12͑a͒ contains an artificially blurred image and Fig. 12͑b͒ presents one corrected by Eq. ͑24͒ ͑local window 3ϫ3, Gϭ2.0͒. One may compare results of the processing with the original of this well-known test image ͓Fig. 12͑c͔͒.
General Strategy of Gray-Scale Image
Processing Using CNN Let us take a noisy and small-detailed image ͑for instance, a satellite image or a medical image͒. Our goal is to obtain an image with extracted details and without the noise as a result of the processing. We will try to confirm here the possibility of the destination of this goal by processing the image using CCNN and CNN-UBN. Taking into account the existence of the CNN universal machine ͑CNNUM͒ 8 is very important from our point of view, because it makes real-time image processing possible on the hardwareimplemented CNNUM. On the other hand, it has to confirm the efficiency of image processing using CNN and the efficiency of the algorithms proposed above.
To carry out this strategy of processing we will consider here some examples. They will illustrate how it is possible to obtain a sharpened image with even the smallest detected details from the noisy or blurred noncontrast one. In all examples we will use only and precisely the templates for CNN obtained above. Example 1. In Fig. 13͑a͒ one can see a satellite image that is distorted by a combination of the ''white'' and im- pulsive noise. Results of the processing of this image by Eq. ͑9c͒ are presented in Fig. 13͑b͒ : noise is filtered, but the image is blurred. Results of the processing of the filtered image by Eq. ͑22͒ ͑local window 17ϫ17, G 1 ϭG 3 ϭ0.6, G 2 ϭ4.5͒ are shown in Fig. 13͑c͒ : amplification of the high and medium frequencies gives sharpening of the image. Results of the edge detection by Eq. ͑15͒ on the corrected image are presented in Fig. 13͑d͒ . Finally, a combination of the corrected ͓Fig. 13͑c͒ with coefficient 0.9͔ and edged ͓Fig. 13͑d͒ with coefficient 0.2͔ images that contain sharpened details is shown in Fig. 13͑e͒ . Example 2. Another example is presented by Fig. 14. A satellite image distorted by the impulsive noise is shown in Fig. 14͑a͒ . In Fig. 14͑b͒ one can see result of the noise filtering by Eq. ͑13͒. Figure 14͑c͒ presents results of the high-frequency amplification on the image presented by Fig. 14͑b͒ ͓Eq. ͑24͒ local window 3ϫ3, Gϭ3.5͔. Edge detection by Eq. ͑15͒ on the image presented in Fig. 14͑c͒ is shown in Fig. 14͑d͒. Figure 14͑e͒ presents an image that is a combination of the filtered image ͓Fig. 14͑b͒ with coefficient 0.9͔ and edged image ͓Fig. 14͑c͒ with coefficient 0.2͔. Even the smallest details are sharpened on the last image.
Example 3. A fragment of the x-ray medical image ͑re-gion with the probable tumor in lung͒ is presented in Fig.  15͑a͒ . It is a very low quality noncontrast image despite the fact that it is a result of the linear contrast correction of the input one. Results of the processing of the previous image by Eq. ͑22͒, which corresponds to global frequency correction ͑local window 25ϫ25, G 1 ϭ0.5, G 2 ϭ6.0, G 3 ϭ0.4͒ is shown in Fig. 15͑b͒ . The tumor is visible on the last image, but its structure is still not visible. Figure 15͑c͒ presents an image that is the result of edge detection by Eq. ͑15͒ on the image from Fig. 15͑b͒ . Now clearly the tumor is nonhomogenous. The structure of the tumor may be obtained by a combination of the images in Fig. 15͑b͒ ͑coefficient 0.9͒ and Fig. 15͑c͒ ͑coefficient 0. 15͒, which is presented in Fig.  15͑d͒ .
Example 4. A fragment of the ultrasound medical image ͑tumor of the larynx͒ is presented in Fig. 16͑a͒ . In Fig.  16͑b͒ one can see the result of the ultrasound investigation of the same patient after 3 weeks of ray therapy. To improve the quality of both images we used the following technique: ͑1͒ impulsive noise filtering by Eq. ͑11͒; ͑2͒ high-frequency correction by Eq. ͑24͒ ͑window 3ϫ3, G ϭ10.0͒; ͑3͒ edge detection by Eq. ͑15͒; ͑4͒ combination of the images obtained in steps 2 and 3 with coefficients 0.85 and 0.15, respectively; and ͑5͒ global frequency correction by Eq. ͑22͒ ͑window 35ϫ35, G 1 ϭ0.4, G 2 ϭ0.5, G 3 ϭ4.5͒. The resulting images are presented in Fig. 16͑c͒ ͓corresponds to the input image in Fig. 16͑a͔͒ and in Fig.  16͑d͒ ͓corresponds to the input image in Fig. 16͑b͔͒ . Now it is evident from the comparison of the images in Figs. 16͑c͒ and 16͑d͒ that a significant part of the tumor was successfully destroyed.
The considered examples, along with examples presented in previous sections, and many experiments on the software simulator using CCNN and CNN-UBN with templates carried out above make it possible to state the sequence of the operations for processing noisy and smalldetailed images using CNN.
1. If the image is distorted by the ''white'' noise or a combination of the ''white'' and impulsive noise, first such an image must be processed using CCNN by one of the Eqs. ͑9a͒ to ͑9c͒. 2. If the image is distorted by the impulsive noise it must be processed using CNN-UBN by one of the Eqs. ͑11͒ or ͑13͒. 3. For correction of the blurring ͑smoothing͒ ͓especially in the case of processing by Eq. ͑1͔͒ the filtered image must be processed using CCNN by Eq. ͑22͒ or ͑24͒ ͑the latter is better for more hard blurring͒. Equations ͑22͒ and ͑24͒ may also be used for amplification of the medium and high spatial frequencies and thus for extraction of the image details. 4. A highly effective operation for detection of the small details is edge detection defined by Eq. ͑14͒ and implemented using CNN-UBN by Eq. ͑15͒. 5. Combination of the images, obtained in steps 3 and 4 ͑or 2 and 4͒, is a highly effective means for sharpening of the image-all details including the smallest will be extracted by this operation.
Thus we based the strategy of the processing which can be implemented using CNN and leads to obtaining an image free from noise and with the smallest details sharpened from a low-quality noisy image.
Conclusions
The most important result of the work presented above is confirmation of the high efficiency of the different kinds of cellular neural networks for solution of image processing problems, first of all for noise filtering, extraction of details, and improvement of quality. Important development of the theory and applications of CNN based on universal binary neurons ͑a new learning algorithm and some applied problems solved by them͒ also is the result of this paper. Thus the main results obtained here are: ͑1͒ expansion of the functionality of CCNN by carrying out templates for high and global frequency correction ͑extraction of details͒; ͑2͒ elaboration of the new learning algorithm for UBN and therefore for CNN-UBN with an error-correction rule; ͑3͒ original algorithms of edge detection and impulsive noise filtering; ͑4͒ carrying out templates for CNN-UBN for implementation of algorithms of impulsive noise filtering and edge detection; ͑5͒ confirmation of the efficiency of separate processing of the binary planes of a gray-scale image; and ͑6͒ carrying out the effective strategy for noisy and small-detailed gray-scale image processing using CNN to obtain sharpened and noise-free images with extracted details of even the smallest sizes.
The importance of this work may be more than truly theoretical because the existence of the hardwareimplemented CNN universal chips and CNN universal machine 8 makes it possible to perform real-time image processing based on algorithms and templates, which are elaborated above.
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