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¿Existe una burbuja en la deuda corporativa China? Estimación de un Modelo
Oculto de Markov
El presente trabajo de grado busca establecer si existe o no una burbuja en la deuda
corporativa de China, mediante la estimación bayesiana de un Modelo Oculto de Markov,
utilizando el algoritmo de Cadenas de Markov Hamiltonianas (HMC) y Non U Turn Sampler
(NUTS). Lo anterior es novedoso, pues hasta el momento no se conocen estudios empíricos
que analicen la deuda corporativa de China, y tampoco se conocen trabajos que analicen
burbujas en el mercado de crédito mediante Modelos Ocultos de Markov o sus similares.
La anterior metodología es altamente pertinente, pues permite estudiar el comportamiento
explosivo de una burbuja contemplando la no linealidad del proceso que dilucida la dinámica
de la deuda corporativa de China. Además, la detección de burbujas en deuda mediante
algoritmos bayesianos permite abordar efectivamente los problemas que conlleva la baja
frecuencia de la serie e identificar las fechas exactas en las que ocurre la burbuja.
Palabras clave: China, Burbuja, Deuda corporativa, Modelo Oculto de Markov, Cadenas
de Markov Hamiltonianas, Stan
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Abstract
Is There a Bubble in China’s Corporate Debt? A Hidden Markov Model
Approach
The present document determine the existence of multiple bubbles in China’s
corporate debt, through the estimation of a Bayesian Hidden Markov Model, using
Hamiltonian Markov Chains and Non-U-Turn Sampler (NUTS) algorithm. This is novel,
since up to now there are no empirical studies that analyze China’s corporate debt, nor
bubbles in the credit market using Hidden Markov Models. This methodology is highly
pertinent in the context of credit booms, since it allows modeling the explosive behavior of
a bubble considering the non-linearity of the dynamics of China’s corporate debt. In
addition, Bayesian algorithms allows to date stamp and estimate the bubbles
simultaneously, and also effectively address the problems associated with the low frequency
of the data
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1 Introducción
1.1 La deuda corporativa de China
Durante muchos años el motor de la economía China fue el mercado externo. Las
exportaciones manufactureras del gigante asiático dinamizaron su crecimiento y la
consolidaron como una de las principales economías emergentes del mundo. La deuda china
estuvo relativamente estable: entre 2000 y 2007 la deuda apenas creció al ritmo de la
misma economía. Sin embargo, la crisis financiera de 2008 cambió drásticamente el
escenario: las principales economías se desaceleraron, junto con el mercado externo. Así, el
gobierno chino ante la nueva realidad internacional decidió impulsar su crecimiento
mediante un plan de reactivación de la demanda interna. Ello significó una promoción
fuerte y activa de proyectos de inversión, especialmente en infraestructura y vivienda
(Cheng & Kang, 2018; Maliszewski, et al., 2016; McKinsey, 2015).
Inicialmente se consideró al gobierno central, los gobiernos locales y la banca (en su mayoría
de origen estatal) como los principales financiadores de los diversos planes de inversión. No
obstante, las finanzas de la gran mayoría de gobiernos locales se encontraban en una situación
muy precaria, y muchas presentaban altos niveles de déficit fiscal. Por tanto, los bancos se
convirtieron en los principales financiadores del plan de reactivación económica del gobierno.
Ello significó un crecimiento importante de la deuda corporativa, especialmente del sector
de construcción e inmobiliario. La deuda corporativa china creció en promedio más de 20%
tras la crisis de 2008, alcanzando niveles muy superiores a su media histórica: el crédito
privado no financiero alcanzó niveles superiores al 200% del PIB. Este frenético crecimiento
del endeudamiento generó un crecimiento igual de rápido en los niveles de inversión, los
cuales no fueron compensados por crecimientos iguales en la rentabilidad y las ganancias
de las empresas. Mientras que el crédito creció mucho más de lo necesario para financiar
los niveles de inversión, la rentabilidad de los proyectos no creció de la misma manera.
Lo anterior se tradujo en un exceso de financiamiento y un sobre-endeudamiento de las
empresas, especialmente aquellas del sector inmobiliario, de construcción y de los sectores
insumo: acero, cemento, entre otros. El país se encuentra en una situación poco deseable:
un alto endeudamiento que no se traduce en niveles iguales de productividad y crecimiento
(Cheng & Kang, 2018; Maliszewski, et al., 2016; McKinsey, 2015).
El fuerte endeudamiento corporativo, no traducido en ganancias de rentabilidad en las
empresas, implica que el crecimiento de la deuda se hace cada vez más en crédito de menor
eficiencia (es decir, crédito que no se traduce en productividad y crecimiento). Este
crecimiento financió cada vez más proyectos de infraestructura e inversión inmobiliaria que,
además de ser poco eficientes, redundaron en recalentamiento del sector inmobiliario y de
construcción. Muchos analistas han empezado a hablar de la posible existencia de una
“burbuja inmobiliaria”: se ha venido evidenciando un rápido crecimiento en las nuevas
construcciones, así como en el precio de las propiedades hipotecarias. La experiencia y
evidencia histórica han venido confirmando que países con altos niveles de endeudamiento
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terminan financiando burbujas financieras dentro y fuera del país (Cheng & Kang, 2018;
Maliszewski, et al., 2016; McKinsey, 2015).
Hoy en día es muy claro que el sector corporativo es el que ha jalonado el endeudamiento
chino: alrededor de un 45% de la deuda china es de origen corporativo (gráfica 1), de la cual
más de un tercio se encuentra concentrada en el sector inmobiliario y de construcción. Lo
anterior es muy preocupante, pues por un lado el sector inmobiliario y de construcción es de
los más importantes del país y, por otro lado, el nivel de la deuda china es muy superior al
de países de ingreso medio similar (gráfica 2), otras economías emergentes e incluso grandes
potencias económicas. China, entonces, parece no tener la capacidad adquisitiva suficiente
para hacer frente a los altísimos niveles de deuda corporativa que posee. Si bien países como
Estados Unidos y Japón tienen también muy altos niveles de deuda (105% y 250% del PIB,
respectivamente), estas son muy bien conocidas, por lo que sus riesgos son manejables y
previsibles. En China pasa lo contrario: como el gobierno es al mismo tiempo prestador y
prestamista (los bancos y gran parte de las empresas, sobretodo del sector de construcción,
son públicas), no es claro el nivel real de endeudamiento del país. Cálculos del Instituto
Internacional de Finanzas hablan que la deuda llega a más del 300% del PIB (Cheng &
Kang, 2018; Maliszewski, et al., 2016; McKinsey, 2015).
Figure (1) Evolución deuda China
Fuente: Boolmberg
Otro de los grandes riesgos del sobre endeudamiento chino proviene del hecho de que cerca
de un tercio de la deuda del país se encuentra originada en el llamado Shadow Banking:
instituciones financieras no bancarias que facilitan inversiones de alto rendimiento y, por
tanto, alto riesgo. Estas instituciones han venido financiando pequeños negocios que no
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pueden acceder al crédito tradicional proveniente de la banca pública, y pertenecen en gran
parte al sector inmobiliario (Cheng & Kang, 2018; Maliszewski, et al., 2016; McKinsey,
2015).
Según el Fondo Monetario Internacional (Chen & Kang, 2018), de 43 episodios de boom
crediticio analizado en distintos países del mundo, únicamente 5 no terminaron en crisis
financiera o recesión económica. El FMI habla de boom crediticio cuando la deuda crece
más del 30% durante 5 años. En China, cálculos de McKinsey muestran cómo, durante los
últimos siete años, la deuda se ha cuadruplicado.
Figure (2) Endeudamiento vs. PIB per cápita
Por todo lo anterior, resulta necesario y altamente pertinente poder determinar si la deuda
corporativa china, como porcentaje del PIB, ha venido mostrando últimamente un
comportamiento explosivo. Este rápido crecimiento de la deuda ha venido preocupando a
analistas, académicos y hacedores de política del mundo. Por un lado, las burbujas de
deuda terminan financiando generalmente burbujas financieras, que pueden llegar a
desestabilizar el mercado financiero del gigante asiático y contagiar a los mercados
financieros internacionales. Por otro lado, la economía china se ha venido desacelerando
últimamente, por lo que se ha puesto en duda su capacidad de hacer frente a sus altos
niveles de endeudamiento. Un proceso de desapalancamiento del sector corporativo chino,
si bien necesario, podría ahondar ese lento crecimiento y redundar en la recesión de una de
las economías más grandes del mundo (Cheng & Kang, 2018; Maliszewski, et al., 2016;
McKinsey, 2015). Como bien lo concluyó Kenneth Rogoff, profesor de economía de la
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Universidad de Harvard y vicepresidente del supervisor bursátil chino, "la deuda china es la
mayor amenaza para la economía mundial", llegándose a admitir incluso que es como "un
rinoceronte que todo el mundo tiene delante pero al que nadie quiere ver" 1. Ello no sólo
podría desestabilizar el mercado global, sino que sus repercusiones podrían impactar
fuertemente a la economía colombiana, al ser ésta altamente vulnerable ante cualquier
choque externo, como ya se evidenció tras el desplome en el precio del petróleo de años
atras.
Lo anterior ha hecho que los mercados empiecen a responder. En mayo de 2017, la agencia de
calificación de riesgo Moody’s redujo la calificación de la deuda soberana china por primera
vez desde 1989, pasando de Aa3 a A1. Del mismo modo, en septiembre de 2017, Standard and
Poor’s también redujo la calificación de la deuda china, al bajarla de rating AA- a A+, tras
argumentar que el excesivo endeudamiento chino ha incrementado sus riesgos económicos y
financieros.
Para determinar la existencia de una burbuja de deuda corporativa en China, se propone
la estimación bayesiana un Modelo Oculto de Markov, que contempla la no linealidad de la
dinámica de la deuda y resulta pertinente para la baja frecuencia de la serie a estudiar.
1.2 Burbuja especulativa: definición e intuición
Antes de hablar de burbujas de deuda, es importante definir el término "burbuja". Es
quizás sorprendente que no se tenga una definición explícita de lo que significa una burbuja
especulativa. Paul Krugman, premio Nobel de Economía, la definió como aquella situación
en la que la dinámica del precio de algún activo responde a una visión inconsistente y poco
probable respecto al futuro 2. Es decir, el precio termina estando determinado por factores
distintos a la oferta y la demanda, que terminan representando falsamente el verdadero valor
del activo. En otras palabras, una burbuja es un episodio en el cual se observa un incremento
explosivo del precio de un activo, causado por compras excesivas sobre el mismo activo que
no responden a sus fundamentales, es decir, no responden a aquellos factores que realmente
determinan, mediante la interacción entre oferta y demanda, su valor "real". La razón por la
cual las burbujas especulativas son particularmente importantes es porque tienden a estallar:
tarde o temprano, cuando los precios del activo no representan su valor real, los inversores
empezarán a vender rápidamente esos activos altamente sobrevalorados, y el precio tenderá a
caer aceleradamente, generando grandes pérdidas para todos aquellos poseedores del mismo.
Una consecuencia directa de esto es que generalmente los episodios de burbuja terminan en
crisis financieras, como la burbuja Dot-Com de finales de la década de los noventa en Estados







Siguiendo a Phillips, Wu & Yu (2011) y Franco et al. (2014), una burbuja especulativa
puede ser definida a partir de la teoría del valor presente de las finanzas, en donde el valor
fundamental de un activo se encuentra determinado por el valor presente descontado de los
dividendos esperados a futuro. Así, dentro de un modelo estándar de valoración de activos





donde Pt es el precio del activo, Dt es el el dividendo percibido por la tenencia del activo
y rf es la tasa de interés constante libre de riesgo y Et representa el valor esperado en el
periodo t. Si pt = log(Pt), dt = log(Dt), γ = log(1+rf ), entonces resolviendo recursivamente
la anterior expresión, se obtienen las siguientes soluciones (Phillips, Wu & Yu, 2011):
pt = p
f
















bt = (1 + exp(b− p))bt (4)
donde ρ = 1/(1 + exp(b− p)) con b− p igual al promedio en el tiempo de log (Dt/Pt) y






donde 0 < ρ < 1. En este contexto, pft será llamado el componente fundamental del precio
del activo y estará determinado principalmente por los dividendos futuros esperados, y bt
será el componente de burbuja del precio del activo, expresados ambos componentes pft y
bt en términos logarítmicos. Como exp((b− p)) > 0 entonces el componente de burbuja del
precio del activo, bt, es una submartingala3 y además presenta un comportamiento explosivo
(Diba & Grossman, 1988):




bt−1 + εb,t := (1 + g)bt−1 + εb,t (6)
donde g = 1
ρ
− 1 = exp((b− p)) > 0 es la tasa de crecimiento del logaritmo natural del
componente de burbuja y εd,t es una diferencia martingala, tal que Et−1(εb,t) = 0.
3El concepto de martingala y submartingala se puede revisar en los Anexos del documento.
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A partir de la ecuación (2) es evidente que las propiedades estadísticas y estocásticas del
precio de un acivo, pt, van a depender del comportamiento de pft y bt. Así, en la ausencia de
una burbuja, bt = 0 para todo t, y por tanto pt = pft , lo que significa que el precio del activo
estará determinado exclusivamente por su valor fundamental. Entonces, como lo muestran
Phillips, Wu & Yu (2011):







Así, si pt y dt son ambas series integradas de orden uno, entonces por la anterior expresión
es posible afirmar que pt y dt están cointegradas4.
Por el contrario, si existe un componente de burbuja en la serie de precios del activo, es decir
bt 6= 0, entonces de la ecuación (6) se deduce que bt presenta un comportamiento explosivo,
y por tanto también lo hace pt, independiente de cómo se comporte dt. Por lo anterior,
∆pt también presentará un comportamiento explosivo, razón por lo cual la vairable no será
estacionaria5.
Por lo anterior, Diba & Grossman (1988) muestran que una forma de detectar burbujas
expeculativas como la anterior se puede realizar detectando comportamientos explosivos en
series de tiempo, mediante técnicas estadísticas, específicamente comprobando la existencia
de raíz unitaria en ∆pt (Phillips, Wu & Yu, 2011). Al mismo tiempo, Phillips, Shi &
Yu (2012) sugieren aplicar tales pruebas sobre el cociente Pt/Dt, pues el comportamiento
explosivo del precio estaría determinado por el comportamiento explosivo de sus retornos
esperados, y por tanto de sus fundamentales. Así, proponen un método basado en la prueba
de raíz unitaria de Dickey Fuller:
∆pt = µ+ βpt−1 +
k∑
i=1
φi∆pt−i + εt (8)
donde pt = Pt/Dt, εt es un término de error, tal que ε ∼iid N(0, σ2)y µ es una constante.
Nótese que si β = 0, entonces pt tiene raíz unitaria, mientras que si β > 0, entonces la
serie crecerá explosivamente. A este tipo de pruebas, donde se busca contrastar H0 : β = 0
vs. H0 : β > 0, se les conoce como pruebas de cola derecha tipo ADF, y son distintas a
las pruebas de estacionaridad clásicas (donde la hipótesis alterna es que H0 : β < 1). Es
importante observar que si β > 1, entonces Pt/Dt crecerá exponencialmente, lo que significa
que Pt crecerá mucho más rápido queDt, su fundamental. Esto es consistente con la definción
clásica de burbuja especulativa de Pt.
4El concepto de procesos integrados de orden p y procesos cointegrados se puede revisar en los anexos.
5El concepto de estacionariedad se puede revisar en los anexos del documento.
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1.3 Burbujas de deuda
El estudio de las burbujas de deuda se ha focalizado, en casi la totalidad de la literatura
especializada, en analizar la sostenibilidad fiscal, mediante el análisis de la deuda pública
como porcentaje del PIB. La sostenibilidad fiscal se refiere a la sostenibilidad, a través del
tiempo, de las finanzas del gobierno. Por ello, si se quiere evaluar la sostenibilidad fiscal,
quizás el aspecto más importante a evaluar es la deuda: si se espera que la deuda como
porcentaje del PIB mantenga una trayectoria estable a través del tiempo, entonces se podrá
afirmar que esta deuda es sostenible. Por el contrario, si la deuda como porcentaje del
PIB crece aceleradamente, año tras año, entonces la deuda será insostenible en el tiempo:
la deuda crecerá mucho más rápido que el PIB, por lo cual la producción del país no será
suficiente par hacer frente a sus obligaciones. Las pruebas empíricas de sostenibilidad de la
deuda pública se han basado en el análisis del valor presente de la restricción presupuestal
intertemporal del gobierno:
∆Bt = Gt −Rt (9)
donde Bt es el valor real de la deuda pública en el periodo t, Gt es el gasto real del gobierno
y Rt son los ingresos del gobierno.
Bohn (2007) muestra que para que haya sostenibilidad fiscal es suficiente con que se cumpla










donde r es la tasa de interés real.
Por tanto, si el gobierno está satisfaciendo la restricción presupuestal intertemporal, entonces
no podría dejar a largo plazo (asintóticamente) niveles de deuda con valor presente positivo.
Por lo tanto, habrá sostenibilidad fiscal (y se satisfará la restricción presupuestal) si, y solo si,
el valor actual de la deuda pública es igual al valor presente de los excedentes presupuestales
futuros, y esto se garantizará cuando se cumpla la condición de transversalidad. La condición
de transversalidad muestra intuitivamente que la situación fiscal de un país es sostenible, al
igual que su endeudamiento, cuando el stock de deuda pública se espera que crezca a lo más
tan rápido como crece la economía (crecimiento aproximado a partir de la tasa de interés
real).
Asimismo, Bohn (2007) demuestra que, para garantizar la sostenibilidad de la deuda, basta
con analizar las propiedades estocásticas y estadísticas del stock deuda pública, esto es
particularmente determinar la existencia de raíz unitaria en la deuda o determinar la
existencia de cointegración entre las series de ingresos y gastos del gobierno. Por lo tanto,
muchos estudios acerca de la sostenibilidad de la deuda pública se han realizado analizando
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la existencia de raíz unitaria en el stock de deuda pública, bajo la premisa de que si se
prueba la hipótesis nula de presencia de raíz unitaria en la serie de deuda pública como
porcentaje del PIB, se está probando una hipótesis de sostenibilidad de la deuda pública,
mientras que si se prueba la hipótesis nula de cointegración de las series de ingresos y
gastos del gobierno, se está probando una hipótesis de sostenibilidad del déficit fiscal (Chen
& Wu, 2018).
Son varios los estudios que han revisado la sostenibilidad de la deuda pública a partir de
pruebas de raíz unitaria. Las pruebas de raíz unitaria de cola derecha son las más utilizadas
pues han sido muy útiles para detectar burbujas especulativas en mercados financieros.
Fueron desarrolladas por Phillips, Wu & Yu (2011) y Phillips, Shi & Yu (2015), y se basan
en pruebas de raíz unitaria recursivas y de Rolling. Para detectar burbujas mediante estos
métodos, se calcula el supremo del estadístico de la prueba de Dickey – Fuller Aumentada
(SADF) y el supremo generalizado del mismo estadístico (GSADF) sobre una hipótesis
modificada de la prueba de Dickey - Fuller, donde la hipótesis nula es la existencia de raíz
unitaria y la hipótesis alterna refleja un comportamiento explosivo en la serie a analizar.
La prueba SADF se limita únicamente a la detección de un único episodio de burbuja,
mientras que la prueba GSADG sí permite detectar múltiples episodios de burbuja durante
un periodo de tiempo determinado. Es importante mencionar que la metodología
propuesta por Phillips, Shi & Yu (2015) también permite detectar con relativa precisión las
fechas en que ocurrieron los distintos episodios de burbuja mediante el estadístico BSADF6.
Chen & Wu (2018) muestran varios análisis de la sostenibilidad de la deuda pública que se
han realizado a partir de pruebas de raíz unitaria. La tabla 1 muestra lo mencionado.
La mayoría de los estudios se basan en la prueba de Dickey Fuller de cola derecha SADF
y GSADF, pues, como se mencionó, es el método más ampliamente utilizado para detectar
burbujas y comportamientos explosivos de series de tiempo, especialmente financieras.
6El detalle de los métodos puede consultarse en los anexos del documento.
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Tabla 1. Estudios de sostenibilidad fiscal mediante pruebas de raíz unitaria
No obstante, uno de los grandes inconvenientes de las pruebas de cola derecha de raíz unitaria
basadas en la metodología Dickey – Fuller es que se está asumiendo implícitamente un
comportamiento estrictamente lineal en el proceso de ajuste de la serie. Si el déficit del
gobierno o la deuda son ajustadas de formas no lineales (por ejemplo, asimétricas) entonces
las pruebas de raíz unitaria tipo Dickey Fuller perderán potencia. Por tanto, se aumentará la
probabilidad de aceptar la existencia de una burbuja (hipótesis alterna) cuando realmente la
deuda es sostenible (hipótesis nula). Lo anterior es de suma importancia, pues la evidencia
ha mostrado como los hacedores de política económica generalmente responden distinto si el
déficit o el endeudamiento aumentan o disminuyen respecto a su promedio histórico (Chen
& Wu, 2018).
Por lo anterior, además de las pruebas de raíz unitaria de cola derecha, también
se han utilizado pruebas de raíz unitaria que contemplan comportamientos no lineales en
los procesos de ajuste respecto a la media de la serie. Se destacan por ejemplo los trabajos
de Chen & Wu (2018), quienes utilizan una prueba de raíz unitaria basada en un modelo
MTAR con ajustes asimétricos a la hora de determinar el comportamiento no estacionario
de la deuda pública de las principales economías europeas; también el trabajo de Cuestas
y Regis (2018), quienes analizan la deuda pública china mediante la prueba KSS de
raíz unitaria, basada en un modelo STAR, para capturar la no linealidad del proceso; está
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el trabajo de Sarno (2001) que utiliza un modelo STAR para la deuda de Estados Unidos,
entre otros varios trabajos. Tener en cuenta la no linealidad del proceso generador de
datos también implica modelar cualquier posibilidad de cambios estructurales en la serie.
Varios trabajos además de probar la existencia de burbujas de deuda mediante la prueba
de Dickey Fuller de cola derecha, también implementan modelos que permiten evaluar
la estacionariedad de la serie en presencia de distintos cambios estructurales de la deuda.
Por ejemplo, Chen & Wu (2018) utilizan, además, la prueba de raíz unitaria de Leybourne
et al. (1998) que permite modelar una tendencia no lineal de transición logística suave, que
permite la existencia de dos cambios estructurales suaves en la deuda. Asimismo, Cuestas
y Regis utilizan la prueba de raíz unitaria de Leybourne et al. (2007) que permite detectar
cambios endógenos en el orden de integración de la serie durante el periodo analizado.
Casi la totalidad de los estudios de burbujas de deuda se han fundamentado en modelar
posibles comportamientos explosivos de la deuda pública para determinar la sostenibilidad
fiscal del país o países analizados. Para ello, la generalidad ha sido utilizar la metodología
propuesta por Phillips, Shi & Yu (2015) en donde se plantea una prueba de raíz unitaria
tipo Dickey – Fuller de cola derecha (denominada generalmente GSADF), para probar la
hipótesis nula de raíz unitaria contra una hipótesis alterna de comportamiento explosivo de
la serie, es decir, la presencia de una burbuja. El método ha sido ampliamente utilizado
pues es un algoritmo relativamente sencillo de aplicar y permite identificar las fechas de
ocurrencia de la burbuja. Sin embargo, al basarse en una regresión tipo Dickey – Fuller, no
contempla posibles no linealidades de la dinámica estocástica de la serie. Por tanto, en la
literatura se han utilizado como complementos otros modelos, principalmente autoregresivos,
para contemplar posibles ajustes no lineales y cambios estructurales: modelos TAR, STAR,
MTAR, entre otros.
Existe además otro gran inconveniente en las pruebas de raíz unitaria de cola derecha
tradicionalmente utilizadas para detectar burbujas. En el estudio de Chen y Wu (2018) se
encuentra, mediante el estadístico GSADF y el BSADF de la prueba de raíz unitaria de
cola derecha, la existencia de múltiples burbujas de deuda pública. No obstante, al
examinar gráficamente tales episodios de burbujas los autores no encuentran un
comportamiento explosivo de la serie, sino aparentes subidas y bajadas repentinas de la
deuda, e incluso solo caídas fuertes de la misma. Bystrov & Mackewicz (2016) y Chen &
Wu (2018) proveen una posible explicación a estas recurrentes burbujas espúreas: si bien la
metodología propuesta por Phillips, Shi & Yu (2015) es altamente eficiente y potente a la
hora de detectar episodios periódicos de burbujas, esto es cierto casi exclusivamente en
variables financieras de alta frecuencia, como precios de activos, en donde la burbuja se
encuentra caracterizada por una trayectoria ascendente continua, seguida de una fuerte
caída. En variables macroeconómicas como la deuda (% del PIB), de más baja frecuencia,
puede ser un método sub óptimo en el sentido que sistemáticamente encuentra falsos
positivos, pues los comportamientos de la deuda se encuentran recurrentemente afectados
por choques exógenos como la guerra, los desastres naturales o decisiones políticas, lo cual
termina generando un comportamiento distinto al de las burbujas financieras tradicionales.
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Por lo anterior, en el presente trabajo se propone utilizar un Modelo Oculto de Markov
bayesiano para detectar la presencia de una burbuja en la deuda corporativa china. Este
modelo presenta grandes ventajas respecto a los métodos tradicionalmente utilizados para
detectar burbujas de deudas, pues: (i) permiten capturar la dinámica no lineal de los
diversos tipos de burbuja al permitir un número finito de regímenes o estados, así como
otras dinámicas más ricas y heterogéneas de las burbujas de deuda; (ii) gracias a los
algoritmos de estimación bayesiana, se detectan, estiman y fechan simultáneamente los
distintos episodios de burbuja de forma altamente eficiente; (iii) al asumir estructuras
hiper-jerárquicas los pronósticos son superiores y más parsimoniosos por fuera de la
muestra, y (iv) la metodología de estimación bayesiana también permite abordar e inferir a
partir de series de baja frecuencia, como lo es la serie de deuda corporativa de China.
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1.4 Objetivo general
El principal objetivo del presente trabajo es determinar la existencia de una burbuja en la
deuda corporativa china.
1.5 Objetivos específicos
Se propone analizar el Modelo Oculto de Markov como herramienta estadística alterna para
detectar comportamientos de burbuja en series no financieras de baja frecuencia, como la
deuda corporativa. Lo anterior es altamente pertinente pues, como se mostró, los métodos de
detección de burbujas tradicionalmente utilizados fallan al considerar series no financieras de
baja frecuencia, con dinámicas no lineales y posibles cambios estructurales no considerados.
Por tanto, si por ejemplo se quisiera analizar la sostenibilidad de la deuda pública de un país
cualquiera, la metodología adoptada en este trabajo resultaría ideal.
Además, se complementarán los estudios sobre el endeudamiento chino, del cual Cuestas
y Regis (2018) hicieron uno de los más importantes aportes, analizando la sostenibilidad
de la deuda pública de este país. Como se mencionó inicialmente, el problema actual del
sobre endeudamiento chino no responde a la deuda pública que el gobierno posee, pues esta
se mantiene en niveles relativamente bajos. El verdadero problema se encuentra en el alto
nivel de la deuda corporativa, la cual ha crecido a tasas sorprendentes e inquietantes. Hasta
el momento, no se conocen estudios similares respecto a la deuda corporativa de China, ni




Antes de introducir el Modelo Oculto de Markov (HMM, por sus siglas en inglés), es necesario
definir ciertos conceptos básicos que serán muy útiles a la hora de abordar estos modelos.
En términos generales, un HMM es una Cadena de Markov de parámetro de tiempo discreto
con conjunto de estados desconocidos u ocultos. Por lo tanto, antes de hablar de Modelos
Ocultos de Markov, es necesario dar una breve introducción a los conceptos más básicos de
la teoría de procesos estocásticos, y en particular las cadenas de markov.
2.1 Procesos estocásticos y Cadenas de Markov
En esta subsección se utilizará como referencia principal el libro Introduction to Probability
and Stochastic Processes with Aplication de Liliana Blanco, Viswanathan Arunachalan y
Delvamuthu Dharmaraja (2012) (De ahora en adelante BAD). También se hará referencia a
algunos conceptos y definiciones del libro de Introducción a los procesos estocásticos de Luis
Rincón (2012) (de ahora en adelante LR).
Definición 1. (BAD, 2012) (Proceso Estocástico) Un proceso estocástico real es una
colección de variables aleatorias {Xt; t ∈ T} definida sobre un espacio de probabilidad común
(Ω, F, P ) con valores en <. A T se le llama el conjunto de índices o espacio de parámetros
del proceso, que generalmente es un conjunto de <. El conjunto de valores que puede tomar
la variable aleatoria Xt se denomina espacio de estados del proceso y se nota como S.
La aplicación definida para cada ω ∈ Ω fijo,
X(ω) :T → S
t→ Xt(ω)
(11)
se conoce cómo la trayectoria simple del proceso en el tiempo, o la realización del proceso
estocástico.
Si el espacio de parámetros es el conjunto discreto T = {0, 1, 2, . . .} , entonces se dice que el
proceso estocástico es de parámetro de tiempo discreto, y en general el proceso se denotará
por: {Xn : n = 0, 1, . . .} . Así, para cada n , Xn es el valor del proceso o estado del sistema
en el tiempo o momento n.
Definición 2 (BAD, 2012). (Proceso de Markov) Sea {Xt; t ≥ 0} un proceso estocástico
definido sobre el espacio de probabilidad (Ω, F, P ) y con espacio de estados (<,B), con
B la σ álgebra de Borel. Se dice que {Xt; t ≥ 0} es un proceso de Markov si para todo
0 ≤ t1 < t2 < ... < tn y para cualquier B ∈ B se cumple:
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P (Xtn ∈ B|Xt1 , ..., Xtn) = P (Xtn ∈ B|Xtn−1) (12)
Con base en los valores del conjunto de índices del proceso T , se puede clasificar un proceso
de Markov bien sea como una Cadena de Markov de Tiempo Discreto o una Cadena de
Markov de Tiempo Continuo.
Definición 3 (BAD, 2012). (Cadena de Markov de Tiempo Discreto). Una sucesión de
variables aleatorias (Xn)n∈N con espacio de estados discreto se llama Cadena de Markov de
Tiempo Discreto si satisface lo siguiente:
P (Xn+1 = j|Xn = i,Xn−1 = in−1, ..., X0 = i0) = P (Xn+1 = j|Xn = i) (13)
para todo n ∈ N y para todo i0, ..., in−1, in, j ∈ S, donde:
P (X0 = i0, ..., Xn = in) > 0 (14)
Así, las anteriores condiciones implican que si se conoce el estado presente de la cadena,
Xn = i, el conocimiento de la historia pasada, Xn−1, ..., X0, no tiene ninguna influencia ni
efecto en la estructura probabilística del estado futuro Xn+1.
Cuando el espacio de estados S de una cadena de Markov es un conjunto finito, entonces se
dice que la cadena es finita.
Lema 1. (BAD, 2012) Si {Xn;n ≥ 0} es una cadena de Markov, entonces para todo n y
para todo i0, i1, ..., in ∈ S se cumple que:
P (X0 = i0, X1 = i1, . . . , Xn = in) =
P (X0 = i0)P (X1 = i1|X0 = i0) . . . P (Xn = in|Xn−1 = in−1)
(15)
La demostración se puede revisar en Blanco et al. (2012), página 346.
Definición 4. (BAD, 2012)(Probabilidades de Transición) Sea {Xn;n ≥ 0} una cadena
de Markov. A las probabilidades
πij := P (Xn+1 = j|Xn = i) (16)
se les llama probabilidades de transición de la cadena.
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Definición 5. (BAD, 2012) Una cadena de Markov {Xn;n ≥ 0} se llama homogénea, o
cadena de Markov con probabilidades estacionarias, si las probabilidades de transición no
dependen de n.
A la matriz conformada por las probabilidades de transición πij se le denomina matriz de
transición y se denota por Π.
Definición 6. (BAD, 2012)(Distribución de probabilidad inicial) La distribución de
probabilidad π := (πi)i∈S, tal que:
πi := P (X0 = i) (17)
se conoce cómo la distribución inicial de la cadena de Markov.
Teorema 1 (BAD, 2012) (Ecuaciones de Chapman - Kolmogorov). Si la sucesión de
variables aleatorias {Xn;n ≥ 0} es una cadena de Markov, y si k < m < n, entonces para
todo h, j ∈ S:
P (Xn = j|Xk = h) =
∑
i∈S
P (Xn = j|Xm = i)P (Xm = i|Xk = h) (18)
Para la demostración, revisar Blanco et al. (2012) página 350.
Definición 7. (BAD, 2012) La probabilidad
π
(m)
ij = P (Xn+m = j|Xn = i),m ∈ N, i, j ∈ S (19)
es la probabilidad de que la cadena pase del estado i al estado j en m pasos. Adicionalmente,






ij∈S es la matriz de transición de m pasos.
Definición 8 (LR, 2012). (Distribución marginal). La distribución de probabilidad de la
cadena de Markov en el paso n se define a partir del vector π(n), tal que para todo i ∈ S:
π(n) = (π(0)(n), π(1)(n), ..., π(i)(n), ..., π(k)(n)) (20)
donde π(j)(n) representa la probabilidad de que la cadena de Markov en el paso n se
encuentre en el estado j. Así, si n = 0, entonces π(0) = π, la distribución de estados iniciales
de la cadena.
Corolario 1. (BAD, 2012) Sea {Xn;n ≥ 0} una cadena de Markov con matriz de
transición Π y distribución inicial π. Entonces, para cada n ≥ 1 y para cada k ∈ S, se
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cumple que:






La demostración se puede consultar en Blanco et al. (2012), página 352. Lo anterior quiere
decir que la distribución marginal de la cadena en el paso n depende de la distribución de
estados iniciales y de la matriz de transición de n pasos (Rincón, 2012). Es decir:
π(n) = π0Π
n (22)
Uno de los prinicpales problemas dentro del estudio de las cadenas de Markov es su
comportamiento asintótico. Este comportamiento dependerá de qué tan probable es que la
cadena regrese a su punto inicial. Para ello, es necesario caracterizar y clasificar los estados
de una cadena de Markov, como sigue (LR, 2012):
1) Se dice que un estado i ∈ S es recurrente si la cadena de Markov iniciada en i regresa
a i con probabilidad 1.
2) Se dice que un estado i ∈ S es transitorio si tiene una probabilidad estrictamente
positiva de no regresar a i.
3) Se dice que un estado i ∈ S es absorbente si la probabilidad de que la cadena estando
en i se mantenga en i y no haga transición a ningún otro estado j ∈ S es 1.
Definición 8. (BAD, 2012) (Estados accesibles). Un estado j se dice que es accesible
desde el estado i en n pasos si existe un n ≥ 0 tal que π(n)ij > 0. Esto se escribe cómo i→ j.
Definición 9. (BAD, 2012) (Comunicación entre estados). Se dice que los estados i y j,
ambos en S, se comunican entre ellos si i→ j y j → i.
Nótese que si una cadena de Markov empieza en un estado recurrente i, el tiempo de llegada
de la cadena a i, definido como el menor número de pasos necesarios para llegar a i, es una
variable aleatoria cuya media se puede conocer. Si esta media es finita, entonces se dice que
el estado i es recurrente positivo: en promedio la cadena se demora en regresar al estado i
un número finito de pasos.
Definición 10 (BAD, 2012) (Cadena irreducible). Se dice que una cadena de Markov es
irreducible si todos los estados se comunican entre sí.
Definición 11 (BAD, 2012). (Estado absorbente). Un estado i ∈ S se dice absorbente si
πii = 1, o de forma equivalente si πij = 0 para todo i 6= j.
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Las anteriores definiciones permiten evidenciar que si una cadena de Markov es irreducible y
alguno de sus estados es recurrente, entonces todos los estados de la cadena serán recurrentes.
En este caso, se dice que la cadena es recurrente. Del mismo modo, una cadena de Markov
se dirá transitoria si todos sus estados son transitorios, es decir, si es irreducible y tiene al
menos un estado transitorio.
Definición 12 (BAD, 2012) (Periodo). El periodo de un estado i fijo, es un número entero
no negativo denotado por Λ(i) y definido como:
Λ(i) = mcd
{
n ≥ 1 : π(n)ii > 0
}
(23)
donde mcd es el mayor común divisor. Si π(n)ii = 0 para todo n ≥ 1, se define Λ(i) := 0. Se
dice que un estado i es aperiódico si Λ(i) = 1. Adicionalmente, si una cadena es irreducible
y uno de sus estados es aperiódico, entonces todos los estados serán aperiodicos. En tal caso,
se dice que la cadena es aperiódica.
Definición 13 (BAD, 2012) (Distribución estacionaria). Sea {Xn;n ≥ 0} una cadena de
Markov con espacio de estados S. Una medida de probabilidad π = (πh)h∈S definida sobre





para todo j ∈ S. En otras palabras, π es estacionaria si π = πΠ.
Definición 14 (LR, 2012) (Distribución límite). Considerese una cadena de Markov con
matriz de transición Π = (πij) y distribución inicial π1. Se dice que π es la distribución











Definición 15 (LR, 2012) (Cadena Ergódica). Se dice que un estado i ∈ S es ergódico si
es recurrente positivo y aperiodico. Se dice además que una cadena de Markov es ergódica
si todos sus estados son ergódicos.
Teorema 2 (LR, 2012) (Convergencia de una Cadena de Markov). Sea {Xn;n ≥ 0} una
cadena de Markov irreducible y aperiódica, con espacio de estados S. Entonces existe una
medida de probabilidad invariante o estacionaria definida sobre S si, y sólo si, la cadena es
recurrente positiva. Esta medida de probabildiad es única.
Teorema 3 (Ley fuerte de los grandes números para cadenas de Markov). Sea {Xn;n ≥ 0}
una cadena de Markov homogénea e irreducible con distribución estacionaria única π. Sea
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f una función de valor real tal que E(f(X)), con E el valor esperado, existe y es finito para







Lo anterior será particularmente útil a la hora de definir el Algoritmo de Metropolis-Hastings.
Pues, por ejemplo, si se está interesado en conocer π(A) =
∑
j∈A π(j) para algún A ∈ S,
entonces bastará con encontrar una cadena de Markov irreducible {Xn} con distribución







cuando n→∞, donde IA(Xj) = 1 si Xj ∈ A, y 0 en otro caso.
Definición 16 (LR, 2012) (Cadena reversible). Se dice que una cadena de Markov
irreducible, con probabilidades de transición πij y distribución estacionaria π es reversible
si para todo i, j ∈ S:
πiπij = πjπji (28)
Proposición (LR, 2012). Considérese una cadena de Markov irreducible para la cual
existe una distribución π que satisface la igualdad (17). Entonces π es una distribución
estacionaria de la cadena y ésta será reversible.
2.2 El Modelo Oculto de Markov
Siguiendo a Mesa (2010) y a Rabiner (1989), los Modelos Ocultos de Markov, Hidden
Markov Model (HMM), son modelos de Markov de parámetro de tiempo discreto,
ampliamente utilizados para modelar secuencias de observaciones, las cuales son generadas
por una secuencia de estados asociados no observados u ocultos.
Dada una secuencia de observaciones O = {O1, O2, . . . , OT} , donde cada observación Ot
corresponde a un símbolo vt proveniente de un alfabeto finito, y un conjunto finito de
estados Q = {q1, . . . , qT}, tal que cada estado qt puede tomar valores en un conjunto finito
S = {S1, ..., Si, ...SN}, un HMM describe entonces la forma en que se genera la secuencia de
observaciones O y de estados Q que corresponden a cada observación Ot = vt.
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Así, el HMM representa la probabilidad conjunta de observar las secuencias de observaciones
y de estados respectivos que las generan: P (O,Q) . Se asume que se conoce la secuencia de
observaciones, pero no la secuencia de estados que las generan, por lo que estos últimos se
consideran “ocultos” en el modelo. Es decir, en el instante de tiempo t las observaciones se
encuentran en un estado oculto qt igual a Si.
Supuestos del HMM (Mesa, 2010):En un Modelo Oculto de Markov se requieren ciertos
supuestos sobre los datos para su correcto modelamiento. A saber, estos son:
1) El espacio de estados es un conjunto discreto y finito.
2) Propiedad de Markov
3) Homogeneidad del Modelo de Markov: las probabilidades de transición son
independientes de la ubicación en la secuencia: πij es independiente de n .
4) Independencia condicional: la observación Oi solo depende del estado qi que la genera.
Por tanto,
P (Ot = vt|O1, . . . , Ot−1, Ot, Ot+1, . . . , OT , qt = Si) = P (Ot = vt|qt = Si) (29)
donde P (Ot = vt|qt = Si) representa la probabilidad de que en el periodo t se observe el
símbolo vt dado que en ese mismo periodo t la variable aleatoria observada se encuentra en
un estado oculto Si.
Proposición 2 (Mesa, 2010). Bajo los supuestos anteriores, dada una secuencia de
observaciones O = {O1, O2, . . . , OT} y un conjunto finito de estados Q =
{q1, . . . , qT} , la probabilidad conjunta de observar las secuencias de observaciones y de
estados respectivos que las generan, P (O,Q) , puede expresarse de la siguiente manera:




P (Ot = vt|qt = Si)P (qt+1|qt)
]
P (OT = vT |qT = Si) (30)
Gracias a la anterior expresión, es fácil notar que un HMM se encuentra
completamente caracterizado por los siguientes elementos:
1) El número N de estados ocultos del modelo, donde S = {S1, . . . , SN} es el conjunto de
posibles valores de los estados individuales, y donde qt es el estado actual observado,
o el estado en el tiempo t .
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2) El número M de posibles símbolos observados por cada estado del modelo. Estos
símbolos corresponden a lo que efectivamente se observa en el modelo. Se denota al
conjunto de posibles símbolos observados como V = {v1, . . . , vM} .
3) La matriz de probabilidades de transición Π = {πij} tal que:
πij = P (qt+1 = Sj|qt = Si) (31)
4) La distribución de probabilidades de emisión de símbolos observados en el estado k,
B = {bk (t)}, donde
bk (t) = P (Ot = vt|qt = Sk) (32)
Con 1 ≤ j ≤ N, 1 ≤ k ≤M .
5) La distribución de probabilidad del estado inicial π = {πi}, donde:
πi = P (q1 = Si) (33)
Así las cosas, dados unos valores apropiados de N,M,Π, B y π , un HMM puede ser utilizado
como un modelo generador para dar origen a una secuencia de observaciones O1, . . . , OT
(donde cada observación Ot es uno de los posibles símbolos de V , y T es el número de
observaciones en la secuencia). Por tanto, una completa caracterización del modelo HMM
puede darse a través de la tripla λ = (Π, B, π) , que serán los parámetros del modelo.
Dado un HMM, se encuentran tres grandes problemas de interés a resolver en el modelo para
que éste sea útil para aplicaciones empíricas (Rabiner, 1989):
Problema 1: Dada una secuencia de observaciones O1, . . . , OT y un modelo λ = (Π, B, π) ,
¿cómo computar de forma eficiente P (O|λ) , es decir, la probabilidad de observar la secuencia
dado el modelo?
Problema 2: Dada una secuencia de observaciones O1, . . . , OT y un modelo λ = (Π, B, π),
¿cómo escoger la secuencia de estados q0, q1, . . . , qT que maximizan la probabilidad de
observar la secuencia dada?
Problema 3: ¿Cómo ajustar los parámetros del modelo λ = (Π, B, π) tal que maximicen la
probabilidad de observar la secuencia dada, condicional al modelo, P (O|λ) ?
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El problema 1 se denomina problema de evaluación, el problema 2 de decodificación de los
estados ocultos y el problema 3 de aprendizaje o estimación.
Estimación y decodificación de un HMM
Siguiendo a Rabiner (1989) y a Mesa (2010), existen varios algoritmos que ayudan a
resolver, de forma eficiente, los problemas anteriormente descritos. En particular, se
expondrán brevemente los algoritmos Forward – Backward, para resolver los problemas 1 y
3, el algoritmo de Viterbi para resolver el problema 2, y el algoritmo Baum – Welch para
resolver el problema 3.
2.2.1 Algoritmo Forward – Backward
Considérese la probabilidad de generar una secuencia de observaciones O1, . . . , OT donde el
t-ésimo símbolo observado es emitido por el estado k . Entonces:
P (O1, . . . , OT , qt = Sk) = P (O1, . . . , Ot, qt = Sk)P (Ot+1, . . . , OT |O1 . . . , Ot, qt = Sk) (34)
= P (O1, . . . , Ot, qt = Sk)P (Ot+1, . . . , OT |qt = Sk) (35)
= αk (t)ϑk (t) (36)
donde αk (t) es la probabilidad conjunta de generar los primeros t símbolos de la secuencia
observada y terminar en el estado k , dado el modelo, y se le denominará probabilidad
forward. Asimismo, ϑk (t) es la probabilidad condicional de emitir los símbolos observados
restantes dado que en el tiempo t se estuvo en el k-ésimo estado, y se le denominará
probabilidad backward.
Se puede mostrar que el cómputo de las probabilidades forward y backward se pueden realizar
de forma recursiva, como sigue:
αk (t) = P (O1, . . . , Oi, qt = Sk) (37)
= P (Ot|qt = Sk)
∑
j




αj (t− 1)πjk (39)
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bl (t+ 1)ϑl (t+ 1) πkl (42)
con πjk y bk como en (31) y (32). Así, se tienen los siguientes algoritmos recursivos:
Recursión Forward :
1) Inicialización: Se computa αk (1) , la probabilidad conjunta de generar la primera
observación y terminar en el k-ésimo estado, para cada uno de los N estados.
αk (1) = P (O1, q1 = Sk) = P (q1 = Sk)P (O1|q1 = Sk) = πkbk (1) (43)
para todo k = 1, . . . , N
2) Iteración: Para t = 2, . . . , T y para k = 1, . . . , N se computa αk (t) en función de los
parámetros del modelo λ = (Π, B, π) y αk (t− 1) :
αk (t) = bk (t)
∑
j
αj (t− 1) πjk (44)
3) Finalización: Se computa finalmente P (O1, . . . , OT )
P (O1, . . . , OT |λ) =
∑
k
αk (T ) (45)
Recursión Backward:
1) Inicialización: Se fija ϑk (T ) = 1 para todo k .




bl (t+ 1)ϑl (t+ 1) akl (46)
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3) Finalización: Se computa P (O1, . . . , OT |λ)
P (O1, . . . , OT |λ) =
∑
k
πkbk (1)ϑk (1) (47)
2.2.2 Algoritmo de Viterbi
Para resolver el problema de decodificación de los estados ocultos del HMM se utilizará
una técnica de programación dinámica conocida como el algoritmo de Viterbi. Como se
mencionó anteriormente, se busca encontrar la secuencia de estados ocultos que maximice
la probabilidad de observar la secuencia de símbolos dada. Así, se buscará maximizar la
probabilidad de O dado Q :




Pero, como la secuencia de observaciones es conocida, y por tanto constante, entonces el
problema de optimización se reduce a:
maxqP (O,Q|λ) = maxqP (O1, . . . , OT , q1, . . . , qT |λ) (49)
Se define entonces la siguiente variable:
Vt (i) = maxq1,...,qT−1{P (q1, . . . , qt = Si, O1, . . . , Ot|λ)} (50)
Se puede mostrar que la anterior expresión es equivalente a:
Vt+1 (i) = max1≤i≤N {Vt (i) πij} bi (t+ 1) (51)
donde πij y bi son parámetros del modelo.
El algoritmo empieza computando las probabilidades de que el primer símbolo observado O1
sea generado por cada uno de los k-estados ocultos, y se denotará a tal probabilidad como
V1 (k) . En seguida, de forma recursiva se calcula Vt (k) para cada estado k y cada tiempo
t = 2, . . . , T . Como el objetivo es recuperar toda la secuencia de estados que maximizan la
probabilidad de observar la secuencia de símbolos dada, entonces en cada iteración hay que
recuperar el argumento maximizador de tal probabilidad. Para ello, se define la siguiente
variable:
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Lt+1 (i) = argmax1≤i≤N {Vt (i) πij} (52)
El algoritmo es entonces:
1. Inicialización: se computan valores iniciales para todo k = 1, . . . , N .
V1 (k) = P (q1 = Sk)P (O1|q1 = Sk) = πkbk (1) (53)
2. Iteración: para t = 2, . . . , T y para k = 1, . . . , N se calcula recursivamente:
Vt (k) = max1≤k≤N {Vt−1 (i)πkl} bk (t) (54)
Lt (k) = argmax1≤k≤N {Vt−1 (k)πkl} (55)
3. Finalización: se computa:
P (O,Q∗) = maxkVT (k) (56)
q∗T = argmaxkVT (k) (57)
4. Reconstrucción de la secuencia óptima de estados:
q∗t−1 = Lt (q
∗
t ) (58)
2.2.3 Algoritmo de Baum-Welch
El tercer problema busca ajustar los parámetros del modelo λ = (Π, B, π) tal que
maximicen la probabilidad de observar la secuencia dada P (O|λ) . A este procedimiento se
le conoce como entrenamiento o estimación del HMM. Por consiguiente, se busca encontrar
las probabilidades de transición y emisión de observaciones que maximizan la verosimilitud
de la muestra de símbolos observados. Para ello, se recurre al algoritmo de Baum-Welch,
un caso particular del algoritmo EM (Expectation-Maximization) (Mesa, 2010).
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Es importante mencionar que el algoritmo EM permite encontrar estimadores de máxima
verosimilitud en presencia de datos faltantes (Haugh, 2015). En el caso del HMM, un
algoritmo de este tipo permitiría estimar los parámetros del modelo cuando no se conocen
los estados, es decir, cuando estos se encuentran ocultos (Mesa, 2010).
Para poder mostrar la forma en que funciona el algoritmo de Baum-Welch, es necesario
definir primero la probabilidad de estar en el estado Si en el momento t , y en el estado j en
el momento t+ 1 , dada la secuencia de observaciones y el modelo:
ζt (i, j) = P (qt = Si, qt+1 = Sj|O1, . . . , OT , λ) (59)
A partir de la definición de las probabilidades Forward y Backward, se puede mostrar lo
siguiente:
ζt (i, j) =




αi (t) πijbj (t+ 1)ϑj (t+ 1)∑
i
∑
j αi (t) πijbj (t+ 1)ϑj (t+ 1)
(61)
Luego, la probabilidad de estar en el estado Si en el momento t , dada la secuencia de
símbolos observados y el modelo se definirá como γt (i) , y será igual a:
P (qt = Si|O1, . . . , OT , λ) = γt (i) =
N∑
j=1
ζt (i, j) (62)
Si se suma γt (i) sobre t, se obtiene una cantidad que podría interpretarse como el número
esperado de veces (a través del tiempo) que el estado i es visitado en la secuencia. Del mismo
modo, si se suma ζt (i, j) a través de t , se obtiene una cantidad que podría interpretarse
como el número esperado de transiciones que se realizan del estado i al estado j .
Por lo tanto, utilizando las anteriores expresiones se puede postular el siguiente método de
re-estimación de los parámetros del HMM:
π1(i)
+ = γ1 (i) (63)
π+ij =
∑











t∗∗ γt (i) es la suma sobre todos los tiempos t tales que Ot = vt .
Así, π1(i+) denota el la re-estimación del número esperado de veces de estar en el estado Si
en el inicio del proceso; π+ij denota la re-estimación del número esperado de transiciones del
estado Si al Sj , en relación al número esperado de transiciones realizadas desde el estado
Si ; y bj (t)
+ denota la re estimación del número esperado de veces que se está en el estado
SJ y se observa Ot en relación al número esperado de veces que se está en el estado Sj .
A partir de las anteriores expresiones, se tiene el siguiente algoritmo:
1) Se define un modelo inicial λ = (Π, B, π) , y se utiliza para computar
λ+ = (Π+, B+, π+) a partir de (52)-(54).
2) Baum y Sell (1968) demostraron que o bien el modelo inicial λ define un punto crítico
(máximo local) en la función de verosimilitud, en tal caso λ = λ+ ; o bien
P (O|λ+) > P (O|λ), por lo que el modelo λ+ es más probable que el modelo λ.
3) Así, si se utiliza de forma iterativa el modelo λ+ en lugar de λ para la re-estimación
de los parámetros a partir de las anteriores expresiones, entonces se mejorará la
probabilidad de que la secuencia O sea efectivamente observada a partir del modelo,
hasta que se alcanza algún punto de convergencia.
4) El resultado final de la re-estimación del modelo se denomina estimador de máxima
verosimilitud del HMM.
2.3 Estimación Bayesiana
Para detectar burbujas o periodos en dónde la deuda de China presentó comportamientos
explosivos, se estimará un Modelo Oculto de Markov mediante técnicas bayesianas. Por
tanto, es necesario introducir conceptos de la estadística bayesiana que serán muy útiles a
la hora de entender el modelamiento de la deuda corporativa de China. Se seguirá el libro
Monte Carlo Methods and Models in Finance and Insurance de Ralph Korn, Elke Korn y
Gerald Kroisandt (2010).
2.3.1 Conceptos básicos
Sea x = (x1, ..., xn) un vector aleatorio, cuya realización es un conjunto de datos observados
X1, X2, ..., Xn. Un modelo estadístico clásico generalmente se escribe a partir de la función de
verosomilitud, en dónde se suele asumir que cada observación xi proviene de una distribución
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f(xi|θ). Luego, si x1, ..., xn son variables aleatorias independientes dado θ, la función de
verosimilitud será:




Lo anterior bajo el principio de que toda la información respecto al parámetro θ se encuentra
en los datos. Así, mediante alguna estadística construída a partir de las observaciones, se
intentará estimar el valor de θ desconocido, para caracterizar así el mecanismo probabilístico
que dió origen a esos datos.
Entonces, el principio fundamental de la inferencia bayesiana, en particular respecto a la
estimación del parámetro desconocido θ ∈ Rd consiste en tres partes:
1) Conocimiento previo o a priori que se expresa bajo el hecho de que se asume que
θ es la realización de una distribución de probabilidad (la distribución a priori):
θ ∼ G(θ) (67)
2) La actualización del conocimiento a priori a partir de la observación de los
datos X = (X1, ..., Xn), que se expresa a partir de la distribución a posteriori de θ:
θ|X1, ..., Xn ∼ G(θ|X1, ..., Xn) (68)
3) Estimación de θ. La estadística bayesiana permite conocer toda la distribución de
θ, por lo cual se pueden obtener estimadores puntuales del parámetro a partir de su
distribución. Por ejemplo, la media o la moda de la distribución a posteriori pueden
dar origen a dos estimadores puntuales distintos de θ.
Así, el principal objetivo de la estadística bayesiana será estimar la distirbución a
posteriori de θ. Para ello, se sacará provecho de la regla de Bayes.
Definición 17 (Espacio muestral). El conjunto Ω de todos los posibles resultados de un
experimento aleatorio se llama espacio muestral. Los elementos ω ∈ Ω son llamados puntos
muestrales.
Definición 18 (σ - álgebra). Sea Ω 6= Φ. Una colección F de subconjuntos de Ω es una
σ-álgebra sobre Ω si:
• Ω ∈ F .
• Si A ∈ F entonces Ac ∈ F .
• Si A1, A2, ... ∈ F entonces ∪∞i=1Ai ∈ F .
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Definición 19 (Espacio medible). Sean Ω 6= Φ y F una σ-álgebra sobre Ω. La pareja (Ω, F )
se llama espacio medible.
Ejemplo (σ-álgebra de Borel). La menor σ-álgebra sobre < que contiene todos los intervalos
de la forma (−∞, a] con a ∈ < se llama σ-álgebra de Borel.
Definición 20 (Espacio de probabilidad). Sea (Ω, F ) un espacio medible. Una función P
definida sobre F y de valor real, que satisface las siguientes condiciones:
• P (A) ≥ 0 para todo A ∈ F .
• P (Ω) = 1.









se llama medida de probabilidad sobre (Ω, F ). La tripla (Ω, F, P ) se llama espacio de
probabilidad.
Teorema 4. (Teorema de Probabilidad Total). Sea A1, A2, ... una partición finita o
numerable de Ω, con Ω un espacio muestral. Entonces, para cualquier B ∈ F , con F




P (B|An)P (An) (70)
Corolario 1 (Regla de Bayes). Sea A1, A2, ... una partición finita o numerable de Ω con
P (Ai) > 0 para todo i, entonces se satisface para todo B ∈ F con P (B) > 0 lo siguiente:
P (Ai|B) =
P (Ai)P (B|Ai)∑
j P (B|Aj)P (Aj)
(71)
La regla de Bayes permitirá entonces computar la distribución a posteriori de θ una vez





en el caso continuo
P (x|θ)P (θ)∑
θ P (x|θ)P (θ)
en el caso discreto
(72)
donde f es la función de densidad de probabilidad conjunta de x = (x1, ..., xn) cuando
las variables aleatorias son continuas, y P es una medida de probabilidad discreta definida
sobre (<, B) con B la σ-álgebra de Borel, para cuando las variables aleatorias son discretas.
Además, se asume que las funciones de verosimilitud f(x|θ) y P (x|θ) son conocidas.
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Si bien en ambos casos, cuando las variables aleatorias son discretas o cuando son continuas,
computar el numerador de (72) es posible, el gran reto está en el cómputo de denominador,
pues implica calcular integrales que no siempre tienen solución analítica conocida. Este
problema se agrava cuando se tienen vectores aleatorios con varias componentes, dado que
se requeriría calcular integrales en espacios de alta dimensión. Una alternativa a esto se
tiene cuando se tienen distribuciones a priori conjugadas. Si esto sucede, entonces para una
distribución a priori G(θ) y una función de verosimilitud dada, la distribución a posteriori
G(θ|X) será de la misma familia de distribuciones que la priori. A continuación se muestra
un ejemplo:
Ejemplo 1 (Modelo Normal - Normal). SeaX una variable aleatoria tal queX|θ ∼ N(θ, σ2),















(θ2 − 2θµ+ µ2
τ 2
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Si B = σ2
σ2+τ2
entonces es claro que:
θ|X ∼ N(Bµ+ (1−B)X, (1−B)σ2) (74)
En este caso, la distribución a posteriori de θ será también normal, razón por la cual ambas
son distribuciones conjugadas. Además, su media será una combinación lineal entre los datos
y la media de la distribución a priori de θ, y su varianza dependerá de las varianzas de la
distribución a priori de θ y de la varianza de los datos.
Ejemplo 2 (Modelo lineal normal con prior Normal-Gamma) Considérese un modelo lineal
normal Y = Xθ + ε tal que ε ∼ N(0, φ−1V ) y donde:
θ|φ ∼ N(m,φ−1V )
φ ∼ Gamma(a/2, b/2)
(75)
Se dice entonces que (θ, φ) sigue una distribución Normal - Gamma de parámetros
m,V −1, a/2, b/2 y se nota: (θ, φ) ∼ NG(m,V −1, a/2, b/2).
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Además, se puede demostrar (ver Banerjee, s.f.) que la distribución a posteriori de (θ, φ)|Y
también es Normal-Gamma:
θ, φ|Y ∼ NG(m∗, V ∗−1, a∗/2, b∗/2) (76)
donde:
m∗ = (X ′X + V −1)−1(X ′Y + V −1m)
V ∗ = (X ′X + V −1)−1
a∗ = a+ n
b∗ = b+ Y ′Y +m′V −1m−m∗′V ∗−1m∗
(77)
Por tanto, como tanto la distribución a priori como la distribución posterior son ambas de la
familia Normal-Gamma, se dice entonces que la distribución Normal-Gamma es conjugada
al modelo lineal normal. Esto es muy importante, pues permitirá justificar la elección de
distribuciones a priori Normal-Gamma en el Modelo Oculto de Markov que se presentará
más adelante.
Nótese que una vez computada la distribución a posteriori de θ, es posible estimar de forma
óptima el parámetro θ que caracteriza y determina el modelo f(X|θ). Por ejemplo, se
puede calcular fácilmente E(θ|X) que será el valor medio de θ, como posible estimador de
θ desconocido; o a su vez, se puede calcular la moda de la distribución de θ|X, que será
el valor de θ que maximiza su distribución a posteriori7 ; o también se puede calcular la
probabilidad de que θ se encuentre en alguna región o intervalo. Todos estos son ejemplos
de posibles estimaciones que se pueden realizar para intentar aproximar el valor "real" del
parámetro desconocido. Para cualquier tipo de inferencia que se quiera realizar respecto a θ
es necesario poder conocer su distribución a posteriori. Si las distribuciones a priori no son
conjugadas, entonces es necesario computar mediante métodos de aproximación numérica la
distribución a posteriori de θ. Los métodos más comunes y populares para poder aproximar
tales distribuciones a posteriori son los métodos de Cadenas de Markov Monte Carlo (MCMC
por sus siglas en inglés), que se expondrán en seguida.
2.3.2 Métodos Markov Chain Monte Carlo
Muy pocas veces es posible encontrar o conocer la distribución a posteriori exacta de θ, como
se hizo en el Ejemplo 1. Lo más probable es que el cómputo de la distribución posterior
requiera cálculos generalmente dispendiosos y analíticamente imposibles, pues como se ve
en la ecuación (72), la distribución a posteriori requiere el cómputo de una integral que
no siempre tiene solución analítica exacta o conocida. Para poder computar o aproximar
7Nótese que si la distribución a posteriori de θ es unimodal (de una única moda), entonces el máximo de la
distribución a posteriori se alcanza justamente en la moda de tal distribución. Por tanto, la moda maximiza
la distribución a posteriori de θ. Si esto sucede, entonces la moda será el estimador MAP (Maximum a
posteriori ).
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la distribución a posteriori de θ es necesario utilizar métodos de aproximación numérica,
los cuales cuando se tiene un gran número de variables no son siempre eficientes. Una
alternativa para poder conocer la distribución a posteriori es a través de muestras de la
misma, cuando no se conoce su forma explícita. Lo anterior es posible a través de los métodos
de Cadenas de Markov Monte Carlo (MCMC). La idea central de los métodos MCMC es
buscar obtener números aleatorios que se distribuyan (al menos de manera aproximada)
según cierta distribución π mediante la simulación de una cadena de Markov cuya única
distribución estacionaria sea precisamente π (Korn, et al. 2010).
2.3.3 Muestreador de Gibbs y Metropolis-Hastings
Dos de los métodos MCMC más utilizados y conocidos son el muestreador de Gibbs y el
muestreador Metropolis-Hastings, donde el muestreador de Gibbs es un caso particular del
muestreador de Metropolis.
Como se mencionó, la idea detrás de los métodos MCMC es poder generar muestras de las
distribuciones a posteriori de los parámetros del modelo con el fin de poder realizar
inferencia de los mismos, cuando no se puede computar explícitamente la función de
densidad a posteriori. Para ello, se busca establecer algoritmos de muestreo en donde la
muestra seleccionada sea una cadena de Markov. Como se busca tener buenas muestras, es
decir, muestras que representen adecuadamente la población, se busca entonces que todos
los posibles valores de los parámetros tengan probabilidad mayor que cero de ser
seleccionadas en la muestra. Para ello, es necesario que la cadena de Markov generada por
los algoritmos de muestreo recorran todo el espacio de parámetros para que así todos los
posibles valores de los parámetros puedan ser seleccionados en la muestra. Esto requiere
que esta cadena de Markov deba ser irreducible, recurrente positiva (para tener muestras
finitas) y ergódica, con el fin de que la distribución límite de la cadena exista y corresponda
con la distribución a posteriori que se quiere conocer.
Algoritmo Metropolis - Hastings
El algoritmo Metropolis - Hastings fue el primer método de muestreo tipo Cadena de Markov
Monte Carlo en ser desarrollado, publicado por Metropolis et al. (1953). Bajo este algoritmo,
no se requerirá sacar muestras directamente sobre la distribución a posteriori de θ, pues puede
ser computacionalmente difícil, sino se busca simular una cadena de Markov que converja a
tal distribución a posteriori.
Sea S un conjunto finito contable y π una medida de probabilidad definida sobre él. Se
llamará a π la distribución objetivo, de la cual se busca sacar muestras. Sea Π̄ = (π̄ij)i,j∈S
una matriz de probabilidades de transición, tal que para cada i ∈ S es fácil, en términos
computacionales, generar una muestra aleatoria de la distribución {π̄ij : j ∈ S}. Se va a
generar entonces una cadena de Markov {Xn} como sigue: Si Xn = i entonces se saca una
muestra de la distribución {π̄ij : j ∈ S} y se denotará como Yn. Luego, se seleccionará Xn+1
a partir de los valores Xn y Yn así:
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P (Xn+1 = Yn|Xn, Yn) = a(Xn, Yn)
P (Xn+1 = Xn|Xn, Yn) = 1− a(Xn, Yn)
(78)
donde a(i, j) será la probabilidad de aceptación para la muestra, definida como:







para todo i, j ∈ S tal que πiπ̄ij > 0.
Nótese que {Xn} es una cadena de Markov cuya matriz de probabilidades de transición es
Π = (πij)i,j∈S, donde:
πij =
{
π̄ija(i, j) si i 6= j
1−
∑
k 6=i πik si i = j
(80)
Se conocerá a Π̄ como la matriz de probabilidades de transición propuesta, y a a la
probabilidad de aceptación. Nótese que Π y π satisfacen que, para todo i, j ∈ S:
πiπij = πjπji (81)





πij = πj (82)
Luego, π es una distribución de probabilidad estacionaria para Π, es decir: π = πΠ.
Ahora. supóngase que S es un conjunto de estados irreducibles respecto a Π̄ y que πi > 0 para
todo i ∈ S. Se puede mostrar que Π es irreducible, y como tiene distribución estacionaria
π, entonces se cumple la ley fuerte de los grandes números de las cadenas de Markov, y se
garantiza además la convergencia de la misma a su distribución límite.
Ahora, supóngase que S no es finita ni contable, sino es un continuo de estados y que π(.)
es la función de densidad de probabilidad que se quiere muestrear. Si Π̄ es la matriz de
transición, tal que para cada x, π̄(x, y) representa la probabilidad de transición de x a y. En








para todo (x, y) ∈ S, tal que π(x)π̄(x, y) > 0.
El algoritmo entonces será, para j = 1, ..., n, el siguiente:
1) Se establece un valor inicial x0.
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2) Dada una probabilidad de transición π̄(x∗, x0), se genera un valor de x∗ a partir de la
matriz Π̄.




4) Se genera un valor aleatorio uniforme u ∼ U(0, 1). Si min {α, 1} > u entonces x∗ ∼ π.
De lo contrario, x∗ = x1 y se vuelve al paso 2.
Algoritmo de Gibbs
El algoritmo de muestreo de Gibbs es un caso particular de Metropolis-Hastings, en donde
se generan cadenas de Markov irreducibles y aperiódicas, cuya distribución estacionaria es
la función objetivo de la cual se quieren generar muestras.
Sea F una función de distribución conjunta del vector de parámetros (θ, η)′ de la cual se
quieren generar muestras aleatorias. Sea f(θ, η) la función de densidad de probabilidad
conjunta de θ y η. Se supondrá que no existe ninguna forma sencilla de generar muestras




Entonces, se generará una cadena de Markov mediante el siguiente algoritmo:
1) Se establecen valores iniciales para los parámetros: (θ0, η0).
2) Para m = 1, ..., n: se saca una muestra de θ(m) ∼ f(θ|η(m−1)).
3) Se saca ahora una muestra de η(m) ∼ f(η|θ(m)).
4) Se devuelve al paso 2, hasta terminar en n.
Es fácil ver que la secuencia (θ(m), η(m)), para m = 1, 2, ..., n es una cadena de Markov. Como
esta cadena es irreducible y aperiódica entonces, gracias a la Ley Fuerte de los Grandes
Números de las cadenas de Markov, se satisface que la distribución estacionaria de la cadena
de Markov generada converge en probabilidad a F (Geman y Geman, 1984; Casella y George,
1992; Roberts y Smith, 1994). Así, (θ(m), η(m)) se puede ver como una muestra de una
distribución que converge débilmente a F .
2.3.4 Cadenas de Markov Hamiltonianas: HMC
Para modelos de mayor complejidad, cuando la dimensión del espacio de parámetros es
bastante grande, los métodos tradicionales como Metropolis - Hastings y el muestreador de
Gibbs suelen requerir bastante tiempo y bastantes iteraciones para que el algoritmo logre
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que las muestras seleccionadas converjan a la distribución objetivo 8. Una de las razones
de esto es que las muestras generadas por tales algoritmos suelen comportarse como una
"ineficiente" caminata aleatoria 9 que va explorando el espacio de parámetros con cierta
tendencia definida (Hoffman y Gelman, 2014). De allí nace la necesidad de tener algoritmos
que se comporten mejor, buscando evitar el comportamiento de caminata aleatoria de las
cadenas generadas y logrando mayor eficiencia en el proceso de generación de muestras.
Los métodos de cadenas de Markov Hamiltonianas (HMC) nacen justamente para solucionar
estos problemas. Estos algoritmos se basan en la mecánica hamiltoniana, que se explicará en
seguida, para simular trayectorias que permitan generar mejores muestras de los parámetros
de interés, de una forma más eficiente (Neal, 2011; McElreath, 2015).
Mecánica Hamiltoniana
Considérese un objeto en movimiento en el espacio. Sea q ∈ <d un vector que representa
la posición de un objeto en movimiento en un espacio d-dimensional, y p ∈ <d un vector
que representa el momento del mismo objeto, que se define cómo la masa del objeto por
su velocidad. El estado del sistema en el momento t consiste en la posición del objeto y su
momento en ese instante. Asimismo, se define la energía potencial del objeto en la posición q
como una función U(q) proporcional a la altura en que se encuentra el objeto en un instante
de tiempo; y se define la energía cinética K(p) como una función directamente proporcional
al momento del objeto e inversamente proporcional a su masa m (Neal, 2011).
Intuitivamente, puede entenderse la mecánica hamiltoniana observando cómo un objeto se
mueve en el espacio a lo largo de cierta superficie: en las zonas más planas, el objeto tiende
a moverse a una velocidad constante igual a p/m; pero si el objeto se encuentra ante una
pendiente ascendente, éste podrá subirla gracias a su momento, de forma tal que a medida
que va subiendo la pendiente va reduciendo su energía cinética y va aumentando su energía
potencial, hasta que llega un punto en que su energía cinética se hace cero y su potencial
es máxima. A partir de ese momento, el objeto empezará a descender, haciendo que su
energía cinética aumente y su energía potencial vaya disminuyendo. La energía del sistema
estará resumida en su hamiltoniano H, que dependerá tanto de la energía cinética, como de
la potencial (Neal, 2011).
Ecuaciones de Hamilton
Formalmente, lo anterior se puede expresar a partir de un conjunto de ecuaciones
matemáticas que muestran la forma en que se mueve un objeto en el espacio a través del
8Tierney (1994) muestra que no es posible computar la tasa de convergencia de los algoritmos MCMC.
Si bien se han hecho ciertos esfuerzos para determinar teóricamente el número mínimo de iteraciones que
garanticen la convergencia de los algoritmos MCMC, esto se ha hecho únicamente para ciertos modelos muy
particulares (Brooks, 1998; Polson, 1996; Rosenthal, 1995). Además, los resultados encontrados requieren
de un gran número de cálculos bastante dispendiosos y tienden a generar muchas iteraciones, sin ninguna
ventaja práctica (Sinharay, 2003)
9Para entender el concepto de caminata aleatoria, ver Anexos.
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tiempo. Para ello, se define el Hamiltoniano del sistema H(q, p) como una función vectorial
que representa la energía total del sistema y además define la dinámica del mismo a partir
de la posición y el momento del objeto en movimiento. En particular, son sus derivadas
parciales la que determinan la forma en que la posición y el momento de un objeto cambian












donde pi y qi son las i-ésimas coordenadas de p y q, respectivamente, para i = 1, ..., d.
Así, para cualquier intervalo de tiempo s, estas ecuaciones definen una función Ts que parte
del estado del sistema en t, (q(t), p(t)) al estado del sistema en en t+ s: (q(t+ s), p(t+ s)).
Además, la solución del anterior sistema de ecuaciones diferenciales determina finalmente la
trayectoria del objeto en el espacio a través de una pareja (q(t), p(t)).
Estas ecuaciones de Hamilton dan origen a una dinámica de tipo hamiltoniana, que tiene
ciertas propiedades que serán bastante útiles cuando se defina el método de muestreo HMC.
Así, una trayectoria generada a partir de las anteriores ecuaciones satisface lo siguiente:
• Reversibilidad: La función Ts de (q(t), p(t)) a (q(t + s), p(t + s)) es uno a uno. Por
tanto, su inversa T−s existe. Esto permite mostrar que las actualizaciones MCMC
que se basan en trayectorias hamiltonianas permiten que la distribución resultante que
aproxima la distribución posteriori que se quiere muestrear no dependa de t.





• Preservación del volumen: El determinante del Jacobiano 10 de la transformación
Ts es igual a 1. Esto permite que cuando se vaya a determinar la probabilidad de
aceptación en un algoritmo de muestreo tipo Metropolis no haya que controlar por el
jacobiano de la transformación, pues este siempre es uno.
Discretización de las trayectorias Hamiltonianas
En términos prácticos, y principalmente computacionales, es conveniente discretizar las
ecuaciones de Hamilton. Para ello, se introduce el valor ε que determinará el grado de
discretización de las trayectorias generadas, que no es más que el tamaño de cada paso que
se toma para aproximar la trayectoria continua hamiltoniana.
10Para entender el concepto de Jacobiano de una transformación, ver Anexos.
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Supóngase que puede escribirse el hamiltoniano como una suma de la energía cinética y
potencial:
H(q, p) = U(q) +K(p) (88)





donde M es una matriz simétrica definida positiva11. Supóngase por simplicidad12







donde mi es el i-ésimo elemento de la diagonal de la matriz M . Entonces será posible
discretizar la trayectoria hamiltoniana generada por las ecuaciones de Hamilton a partir de:
a) el Método de Euler y b) el método Leapfrog (Neal, 2011).
a) Método de Euler
El método de Euler es uno de los métodos más populares a la hora de discretizar la solución
de un sistema de ecuaciones diferenciales. Si ε representa el grado de discretización, entonces
para cada i = 1, ..., d:








Así, si se empieza en t = 0 con qi(0) y pi(0) dados, entonces se pueden ir iterando las
expresiones anteriores para obtener una trayectoria discreta de q y p en t = ε, 2ε, 3ε, ... que
aproxime la solución continua del sistema de ecuaciones de Hamilton.
b) Método Leapfrog
El método de Leapfrog mejora significativamente la aproximación discreta de las trayectorias
hamiltonianas continuas, y parte del mismo principio del método de Euler, pero dándo
iterativamente pasos intermedios en el momento del objeto: partiendo de un momento inicial,
se da un medio paso (ε/2). En seguida, se da un paso completo (ε) en la posición del objeto
utilizando el paso medio dado inicialmente. Finalmente, se da otro medio paso en el momento
utilizando la nueva posición obtenida anteriormente. El sistema es el siguiente:
11Ambos conceptos se explican en los anexos del documento.
12Si M no es diagonal e incluso si la forma funcional de la energía cinética K(p) no es cuadrática, igual se
pueden aplicar todos los métodos que se exponen.
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qi(t+ ε) = qi(t) + ε
pi(t+ ε/2)
mi







Una de las grandes ventajas de Leapfrog es que permite que la transformación Ts que genera
la trayectoria mantenga el volumen (en el sentido que el jacobiano de la transformación Ts
es uno), y también mantiene la reversibilidad de la trayectoria continua (Neal, 2011).
MCMC con trayectorias Hamiltonianas: HMC
Para poder utilizar trayectorias hamiltonianas en métodos MCMC, es necesario primero
poder traducir los conceptos físicos de "posición", "función de energía potencial", "momento"
y "energía cinética" al lenguaje de la estadística bayesiana.
En primer lugar, la función de densidad a posteriori que se quiere muestrear será la función
de energía potencial U(q), de forma tal que la posición del objeto q será la variable aleatoria,
en este caso el parámetro, de interés. Para poder relacionar ambos conceptos, función de
densidad y función de energía potencial del sistema, se acude al concepto de distribución
canónica de la mecánica estadística (Neal, 2011).
Definición 13 (Distribución canónica) (Neal, 2011): Sea x el estado de un sistema
físico y sea E(x) alguna función de energía dada del sistema. Se define la función de densidad










donde T es la temperatura del sistema13 y Z es una constante de normalización que garantiza
que P (X) sea una una función de densidad de probabilidad.
Es importante notar que como el hamiltoniano de un sistema es una función de energía para
el estado conjunto (q, p), entonces define una distribución canónica para el vector (q, p) como
sigue :









Además, si se supone que el hamiltoniano puede escribirse como H(q, p) = U(q) + K(p)
entonces:
13En el contexto de la mecánica estadística, un área importante de la física, la temperatura se concibe
como un parámetro del sistema físico analizado que representa una medida de la energía cinética promedio
de las partículas del sistema. El concepto de temperatura de un sistema se puede profundizar, por ejemplo,
en el libro de Mecánica Estadística de McQuarie (1976).
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Por lo tanto, q y p son independientes y además tienen distribuciones canónicas cuyas
funciones de energía son, respectivamente, U(q) y K(p).
En el contexto de la estadística bayesiana, si q = θ es la variable aleatoria de interés,
U(q) = − log[π(q)f(X|q)], π(q) es la distribución a priori de q y f(X|q) es la verosimilitud
de los datos, entonces la distribución a posteriori de θ|X, denotada por π(q|X), será la


















Así, en el lenguaje de la estadística bayesiana, U(q) representará la información de los datos
y el conocimiento previo del parámetro desconocido q, mientras que K(p) será una función
de densidad definida sobre una variable auxiliar p que se introduce para facilitar la obtención
de muestras de la distribución a posteriori de q.
El algoritmo HMC
El algoritmo HMC simula una cadena de Markov en donde en cada iteración se selecciona una
muestra aleatoria de un "momento" p, y a partir de ese momento se hace una actualización
tipo Metropolis - Hastings, en la cual se propone un valor de posición como candidato a ser
parte de la muestra de la distribución a posteriori que será aceptado o rechazado, bajo cierto
criterio que será explicado más adelante, utilizando trayectorias hamiltonianas (Neal, 2011).
HMC puede utilizarse para seleccionar muestras únicamente de distribuciones continuas,
definidas sobre <d, para las cuales la función de densidad se puede evaluar. También es
necesario que las derivadas parciales de U(q) existan.
El algoritmo HMC tiene dos pasos (Neal, 2011):
1) Se sacan d-muestras de valores de la variable de momento p de su distribución de forma
independiente de la posición q.
2) Empezando en (q, p), se simula una trayectoria hamiltoniana de L pasos utilizando el
método de Leapfrog con tamaño de cada paso dado por ε. Entonces, las variables de
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momento seleccionadas en el paso anterior son aceptadas o rechazadas, dando origen a
un nuevo estado de la cadena de Markov, con probabilidad de aceptación α dada por:
α = min[1, exp(−H(q∗, p∗) +H(q, p))] = min[1, exp(−U(q∗) + U(q)−K(p∗) +K(p))]
(98)
La distribución de los momentos p se puede elegir libremente, pero lo más usual es que, por
simplicidad, se asuma K(p) = p
′M−1p
2
. Bajo el anterior supuesto, se puede demostrar que
p ∼ N(0,M), con N representando la distribución normal multivariada (Neal, 2011).
Dados ε, L, q0, el algoritmo es el siguiente:
1) Se inicializa en q0 y p0, donde p0 se selecciona aleatoriamente de su distribución
supuesta: P (p).
2) Se utiliza el método Leapfrog para generar una trayectoria hamiltoniana discreta desde
(q0, p0) inicial hasta (q∗, p∗) final.




4) Se acepta o rechaza la propuesta q∗: si 1 < exp(−U(q∗)+U(q)−K(p∗)+K(p)) entonces
se acepta q∗ como elemento de la muestra de U(q). De lo contrario, se mantiene q0, y
el algoritmo se regresa al primer paso.
Ventajas del HMC
El método de muestreo HMC ofrece grandes ventajas respecto a los métodos MCMC
tradicionales. La principal ventaja, como ya se mencionó, es que permite que la trayectoria
generada no presente comportamientos del tipo caminata aleatoria, lo que resulta en
muestras que representan mejor todo el espacio de parámetros. Por otro lado, el algoritmo
simula una cadena de Markov ergódica, que converge asintóticamente a una única
distribución (Neal, 2011).
Lo anterior implica que el método HMC, en relación con los MCMC tradicionales, converja
más rápido a la distribución objetivo, en el sentido que necesita de un menor número de
iteraciones o pasos para que la distribución estacionaria de la cadena simulada converja a la
distribución a posteriori del parámetro desconocido. En particular esto es muy útil cuando
se tiene un espacio de parámetros de alta dimensión, en donde los métodos tradicionales
suelen ser muy ineficientes (Neal, 2011).
No U-Turn Sampling: NUTS
Como bien lo señalan Hoffman y Gelman (2014), la ganancia en eficiencia del muestreador
HMC tiene sus costos. Por un lado, el algoritmo HMC requiere que se compute el gradiente
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de la función de energia potencial U(q), lo cual puede resultar bastante dispendioso si el
modelo es muy complejo. Por otro lado, el método HMC es muy sensible a la elección de
sus parámetros ε y L. Por ejemplo, si ε es muy grande, las tasas de aceptación del método
tienden a ser muy bajas, por lo que la trayectoria simulada no recorrerá eficientemente el
espacio de parámetros. Del mismo modo, si L es muy pequeño, cada muestra sucesiva será
muy cercana a las anteriores, lo que redundará en que la trayectoria simulada tenga un
comportamiento de caminata aleatoria poco deseado. Por otro lado, si L es muy grande,
puede que la cadena de Markov simulada no sea ergódica. En general, no seleccionar bien
los parámetros del método puede hacer que, si bien la cadena sea ergódica, esta converja
muy lentamente a la función de distribución objetivo, y la muestra final no se comporte de
la mejor forma posible.
Por lo anterior, Hoffman y Gelman (2014) introducen el muestreador NUTS (No U-Turn
Sampling), que en síntesis es un HMC extendido de forma tal que hace que no sea necesario
tener que definir discrecionalmente los parámetros ε y L.
NUTS comienza introduciendo una variable aleatoria u, tal que su distribución condicional
está dada por la siguiente función de densidad de probabilidad:
u|q, p ∼ Unif(0, exp(U(q)−K(p))) (100)
Así, el algoritmo NUTS, tras seleccionar una muestra de u|q, p, utiliza el método Leapfrog
para generar una trayectoria hamiltoniana con la siguiente característica: inicialmente, da
un solo paso bien sea hacia adelante o hacia atrás (eligiendo la dirección de forma aleatoria);
en seguida se decide nuevamente, y de forma aleatoria, hacía que dirección ir, pero esta
vez dándo dos pasos hacia adelante o hacia atrás; después vuelve a hacer lo mismo pero
dándo cuatro pasos hacia adelante o hacia atrás, y así sucesivamente hasta que la trayectoria
comienza a devolverse hacia el punto en donde se comenzó el proceso (U-turn). En el punto
en que el algoritmo empieza a devolverse, se detiene y se empiezan a tomar muestras sobre
la trayectoria simulada.
2.3.5 Selección bayesiana de modelos
Una vez estimado un modelo bayesiano mediante algoritmos de muestreo, por ejemplo a
través de métodos MCMC y HMC, este modelo puede ser evaluado y comparado con otros
de distintas formas. La función de distribución a posteriori predictiva puede servir tanto
para evaluar el ajuste del modelo como para comparar entre varios modelos bayesianos.
Para ello, se suelen utilizar distintos estadísticos que buscan estimar y resumir la capacidad
predictiva de los modelos por fuera de la muestra, tales como el Criterio de Información de
Akaike (AIC), el Criterio de Información Bayesiano (BIC), el Criterio de Información de la
Devianza (DIC), y más recientemente el Criterio de Información Watanabe-Akaike (WAIC)
y el método de validación cruzada Leave-One-Out (LOO).
Sea y1, ..., yn un conjunto de datos que representan la realización de un vector aleatorio




La log-verosimilitud de los datos logP (Y |θ) resulta ser una de las primeras aproximaciones
para poder evaluar el ajuste de un modelo y su capacidad predictiva. Sin embargo, lo ideal
a la hora de evaluar la capacidad predictiva de un modelo debería ser su capacidad para
predecir datos no observados futuros. Si f es el modelo verdadero que da origen a los datos
observados (claramente desconocido) y y es un dato observado, tal que ỹ es un dato futuro
desconocido, entonces la bondad de ajuste de la predicción del modelo por fuera de la muestra
respecto a la predicción de ỹ se definirá cómo:
logPpost(ỹi) = logEpost(P (ỹi|θ)) = log
∫
P (ỹi|θ)Ppost(θ)dθ (101)
donde Ppost(ỹi) es la función de densidad de probabilidad predictiva de ỹi inducida por la
distribución a posteriori de θ, que por facilidad se notará Ppost(θ) = P (θ|Y ), y Epost es el
valor esperado respecto a la distribución de probabilidad a posteriori de θ.
Puesto que ỹi es desconocido, se define entonces la distribución predictiva esperada del
modelo para un nuevo dato (Expected log predictive density for a new data point, o "elpd"),
cuya función de densidad se expresa como:
elpd = Ef [logPpost(ỹi)] (102)
Además, se puede extender esta medida para evaluar la capacidad predictiva del modelo
para los n datos observados, tomando uno a la vez, a partir de la distribución predictiva
esperada dato por dato para un nuevo conjunto de datos (expected log pointwise predictive





En la práctica suele trabajarse sobre la distribución a posteriori predictiva Ppost(θ). A partir
de su función de densidad, se define la distribución a posteriori predictiva dato por dato ( log










En la práctica, esta expresión se puede computar a partir de muestras aleatorias provenientes
de la distribución a posteriori de θ (Gelman et al., 2013).
Criterios de Información
Los criterios de información surgen buscando estimar la distribución predictiva del modelo
por fuera de la muestra (elpd). La gran mayoría de éstos se basan en el concepto de devianza
de un modelo.
Supóngase que el modelo probabilístico que da origen a los datos observados se puede
representar a partir de una función de densidad P (Y |θ), y supóngase también que se tiene
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una estimación de θ, denotada como ˆθ(Y ) tal que P (Y |θ̂) define un modelo aproximado
para explicar los datos observados. Entonces se define la devianza D(θ) como:
D(θ) = −2 log P (Y |θ̂)
P (Y |θ)
= −2 logP (Y |θ̂) + 2 logP (Y |θ) (105)
donde la devianza representa una medida de divergencia entre dos distribuciones de
probabilidad, que representa entonces la discrepancia entre dos modelos probabilísticos: el
real y su aproximación.
En general, se considera P (Y |θ) como un término de estandarización que suele aproximarse
a 0. En tal caso, la devianza será:
D(θ) = −2 logP (Y |θ̂) (106)
Para calcular el ajuste del modelo a partir de la devianza, se calcula la devianza esperada,
como el valor esperado, bajo la distribución a posteriori de θ, de D(θ):
D̄ = Epost(D(θ)) (107)
con Epost el valor esperado bajo la distribución a posteriori de θ. Así, a partir del concepto
de devianza esperada se definen ahora los criterios de Información de Akaike, Bayesiano y
de la devianza:
• Criterio de Información de Akaike (AIC): AIC = D̄ + 2k
• Criterio de Información Bayesiano (BIC): BIC = D̄ + k log n
• Criterio de Información de la Devianza (DIC): DIC = D̄ + kd
donde k es el número de parámetros estimados por el modelo, n es el número de observaciones
y kd es el número efectivo de parámetros del modelo. En general, los anteriores criterios
dan información respecto a qué tan bien el modelo estimado es capaz de predecir los datos
observados. Así, el AIC penaliza la devianza por el número de parámetros con el fin de evitar
la sobre-estimación de los parámetros, el BIC penaliza tanto por el número de parámetros
como por la cantidad de observaciones y finalmente el DIC penaliza por el número efectivo
de parámetros kd, dónde:
kd = Epost[−2 logP (Y |θ)] + 2 logP (Y |θ̂) (108)
Criterio de Información de Watanabe-Akaike (WAIC)
El WAIC es un criterio de información mejor adaptado a los métodos de inferencia bayesiana,
pues busca estimar la esperanza de la distribución predictiva por fuera de la muestra (elpd)
utilizando toda la distribución a posteriori de los parámetros del modelo, en vez de utilizar
un estimador puntual de θ, tal como lo hacen AIC, BIC y DIC. Así, el WAIC computa
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la distribución a posteriori predictiva y la penaliza por el número efectivo de parámetros a
estimar, para evitar así favorecer modelos sobreajustados.
Se define el WAIC como:





[log(Epost(P (yi|θ)))− Epost(logP (yi|θ))] (110)
En relación al AIC, BIC y el DIC, el WAIC es preferible en contextos de predicción de
observaciones, pues al utilizar toda la distribución a posteriori de los parámetros evalúa
las predicciones que efectivamente están siendo utilizadas para generar nuevos datos, bajo
un enfoque bayesiano. Adicionalmente, el WAIC es preferible para comparar modelos con
estructuras jerárquicas y mixturas, en donde el número de parámetros crece a medida que
aumenta el tamaño de la muestra (Gelman et al., 2013).
Validación cruzada Leave-One-Out (LOO)
La validación cruzada es otra forma de estimar el elpd de un modelo. Para ello, se particiona
el conjunto de datos en dos subconjuntos: un conjunto de datos de entrenamiento (Ytrain) y
un conjunto de datos de reserva (Yres). Así, el modelo es ajustado y estimado únicamente
con los datos de entrenamiento, dándo origen a una distribución a posteriori para los datos
de entrenamiento Ptrain(θ) = Ppost(θ|Ytrain).
En seguida se evalúa el ajuste del modelo utilizando una estimación de la distribución




En el caso de la validación cruzada LOO (Leave-One-Out), se particiona el conjunto de datos
en n subconjuntos, de forma tal que cada subconjunto de reserva representa un único dato
observado. Así, en una partición se tendrían n − 1 datos de entrenamiento y n datos de
reserva. Esto se hace para cada uno de los i datos, con i = 1, .., n. Por tanto, para cada
una de las n observaciones se genera una estimación de la distribución a posteriori predictiva
Ppost−i(Y ), en dónde se deja por fuera de la estimación del modelo al i-ésimo dato, utilizando
entonces n − 1 observaciones. Se define entonces la distribución a posteriori predictiva por







LOO = −2lppdLOO + 2kLOO (113)
donde kLOO = lppd− lppdLOO
Este método, al igual que el WAIC, tiene la desventaja de requerir que el conjunto de datos
sea particionado en conjuntos disjuntos y condicionalmente independientes, lo cual puede
llegar a ser problemático cuando se están trabajando modelos con datos estructurados, como
redes o modelos espaciales. Además, los métodos de validación cruzada, como el LOO, tienen
un alto costo computacional. Sin embargo, sigue siendo un método preferible en contextos
bayesianos, pues al utilizar casi todos los datos, tanto para estimar el modelo como para para
validarlo, reduce sustancialmente el sesgo de la divergencia estimada del modelo (Gelman




El presente trabajo de grado busca determinar la existencia de una posible burbuja en el
crédito corporativo de China. Para ello, se propone la detección de burbujas especulativas
mediante la estimación bayesiana de un Modelo Oculto de Markov.
Siguiendo a Shi & Song (2016), sean Y1,t = (y1, .., yt) una secuencia de observaciones que
representan la deuda corporativa de China desde el periodo 1 hasta t, Q = {q1, ..., qt} los
estados ocultos del modelo para cada periodo de tiempo y S = {S1, ...Si, ..., Sk} el conjunto
de posibles valores que los estados en cada periodo pueden tomar, que se asume finito.
Entonces, se propone un modelo de dos partes: una parte observada, que modela la dinámica
del crédito, y otra parte no observada, que modela la dinámica de los estados ocultos y se
supone sigue un proceso de Markov14.
P (qt = Si|qt−1 = j,Q1,t−1,Π, Y1,t−1) = P (qt = Si|qt−1 = Sj,Π) = πji (114)
(yt|qt = Si,Θ, Y1,t−1) ∼ f(yt|θi, Y1,t−1) (115)
donde Θ = (θ1, θ2, ..., θSi , ...) es el vector de parámetros del modelo, y Π = {πij} es la matriz
de transición de la cadena de Markov, tal que πij > 0 para todo i, j y
∑
j πji = 1.
Así, la ecuación (114) representa la dinámica de los estados ocultos del modelo (que se
llamará modelo oculto), los cuales siguen la propiedad de Markov; mientras que la ecuación
(115) representa la distribución condicional de la deuda corporativa de China en el periodo
t (que se llamará modelo observado), la cual sólo depende del estado en que se encuentra el
crédito y el endeudamiento pasado observado.
Debido a que el cambio en la deuda corporativa de China expresada en porcentaje del PIB
es una variable aleatoria que puede tomar cualquier valor en los reales15 y como el valor
de la deuda presente depende necesariamente del endeudamiento pasado16, por facilidad de
14Como se verá más adelante, se entenderán los estados ocultos del modelo como estados de calentamiento o
enfriamiento de la economía china. Por tanto, es plausible asumir que estos estados ocultos siguen un proceso
de Markov, pues la probabilidad de que la economía pase, por ejemplo, de un estado de calentamiento a
uno de enfriamiento únicamente dependerá del estado actual en que se encuentra la economía, y no de sus
estados anteriores.
15Es importante recordar que el soporte de una variable aleatoria que sigue una distribución normal es el
conjunto de los números reales.
16La dinámica de la deuda se puede representar a partir de la siguiente ecuación (Escolano, 2010):
dt =
1+r
1+gdt−1 − deft, donde dt es el cociente deuda/PIB, r es la tasa de interés real, g es la tasa de
crecimiento real del PIB y deft es el déficit (ingresos menos gastos) de la empresa en el periodo t.
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cómputo17 se considera razonable asumir que esta variable en cada periodo y para cada
estado qt = Si sigue un proceso autoregresivo normal de orden a lo más p, tal que:






donde θqt = (φ′qt , σqt) y φ
′
qt = (µqt , βqt , φqt,1, ..., φqt,p) son los parámetros del modelo de ∆yt.
Como se mencionó en la sección 1.2, la existencia de una burbuja estará determinada por
βqt : si es mayor que cero, entonces yt presenta un comportamiento explosivo en el estado
qt = Si, mientras que si es igual a cero, la serie presenta en ese estado raíz unitaria, lo cual
en este contexto significa que la deuda es sostenible a través del tiempo (ver sección 1.3).
Se analizará la deuda corporativa de China a partir de datos trimestrales del crédito total
otorgado al sector no financiero como porcentaje del PIB de China durante el periodo
comprendido entre el último trimestre de 1995 y el segundo trimestre de 2018 (91
observaciones). La información fue obtenida de bases de datos del Banco de Pagos
Internacionales (Bank of International Settlements, BIS ).
3.1 Estimación e inferencia del HMM
Se estiman los parámetros del modelo mediante métodos bayesianos. Específicamente, se
computan las distribuciones a posteriori de cada uno de los parámetros contemplados en el
modelo, en particular de β para cada estado qt = Si del modelo, buscando así determinar
la existencia de una burbuja en la deuda corporativa de China durante todo el periodo de
tiempo analizado.
Para ello, se utilizan métodos de Cadenas de Markov Hamiltonianas (HMC), los cuales
simulan trayectorias hamiltonianas para sacar muestras de la distribución a posteriori de
los parámetros desconocidos del modelo (Ver sección 2.3.4). Para este trabajo, se utiliza el
No-U-Turn Sampler (NUTS), propuesto por Hoffman y Gelman (2014), el cual permite
sacar muestras de las distribuciones a posteriori de los parámetros del modelo propuesto
(eq. 116) mediante un algoritmo bastante eficiente, en cuanto que logra reducir
significativamente la autocorrelación generada en la muestra seleccionada, problema típico
de los métodos tradicionales de muestreo, como el muestreador de Gibbs o Metropolis -
Hastings. Además, extiende el muestreador HMC al permitir que no sea necesario ajustar
discrecionalmente ciertos parámetros del método, lo cual si no se hace correctamente puede
inducir comportamientos no deseados de las muestras seleccionadas.
La estimación del Modelo Oculto de Markov se realiza utilizando Stan, uno de los softwares
estadísticos especializados en análisis bayesiano más modernos de la actualidad. Stan se
encuentra escrito en C++, utiliza diferenciación automática como principal herramienta
para el cómputo de derivadas y gradientes, y su principal algoritmo de optimización es el
17Pues, como se mostró en el ejemplo 2 de la sección 2.3.1, el cómputo de las distribuciones a posteriori de
los parámetros de un modelo lineal normal son fáciles de computar cuando se tiene una distribución a priori
conjugada, como justamente se hace en este trabajo.
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L-BFGS (BFGS de memoria limitada), un algoritmo de tipo Quasi - Newton altamente
eficiente. Además, permite la realización de inferencia bayesiana sobre los parámetros del
modelo utilizando métodos HMC, específicamente el algoritmo NUTS. Se elaboró un código
que permitió estimar el modelo mediante HMC, basado, entre otros trabajos, en la guía de
usuario de Stan y en el tutorial de modelos ocultos de Markov en Stan de Luis Damiano,
Brian Peterson y Michael Wewlandt (2017).
3.2 Algoritmo de detección de burbujas
Se determina la existencia de una burbuja (o en otras palabras, un comportamiento explosivo)
en el periodo t a partir de la distribución a posteriori estimada para βqt . Nótese que la
distribución de β depende del estado qt en que se encuentra la variable en el instante t. Por
lo tanto, una vez la estimación del HMM permita identificar en qué estado se encuentra la
deuda corporativa China en cada uno de los trimestres analizados, será posible conocer el
valor estimado de β en cada uno de los trimestres según sea el estado en que se encuentre la
serie.
Phillips, Shi & Yu (2012) demuestran que la existencia de una burbuja en cada instante
analizado t dependerá de que el β estimado en cada periodo sea mayor que cero. Como
el algoritmo HMC utilizado permite computar la distribución a posteriori de βqt para cada
uno de los K posibles estados del HMM, y siguiendo a Shi & Song (2016), se utilizan dos
estadísticos comúnmente usados para la detección de burbujas:
• Se dice que existió una burbuja en la deuda corporativa china en el periodo t si
P (βqt > 0|Y ) > 0.5
• Se dice que existió una burbuja en la deuda corporativa china en el periodo t si
E(βqt|Y ) > 0
donde P (βqt > 0|Y ) es la probabilidad a posteriori de β y E(βqt |Y ) es el valor esperado
a posteriori de β. El primer criterio corresponde a un proceso de decisión estadística con
función de pérdida de valor absoluto, mientras que al segundo criterio le corresponde la
función de pérdida cuadrática (Shi & Song, 2016). Estos estadísticos se pueden calcular a
partir de muestras de la distribución a posteriori de β (McElreath, 2015). Por tanto, si se
satisfacen ambos criterios simultáneamente en cada instante t, se podrá afirmar que en t
existe una burbuja en la deuda corporativa de China 18.
18En el caso en que el primer criterio defina la existencia de una burbuja en t, pero el segundo no lo haga,
entonces no podrá afirmarse la existencia de una burbuja en el periodo t.
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3.3 Distribuciones a priori del HMM
3.3.1 Distribuciones a priori del modelo observado
Siguiendo a Shi & Song (2016), si φ′i = (µi,0, βi, φi,1, φi,2, ...) y θ = (φ′, σ) son los parámetros
del modelo observado (eq. 115), entonces las distribuciones a priori para cada estado
i = 1, ..., K estarán dadas por:
φi|σ2 ∼ N(φ, σ2i I)
σ−2i ∼ Gamma(χ, v)









Así, se asume que θi sigue una distribución Normal - Gamma: NG(φ, χ, v) la cual resulta ser
conjugada respecto a los modelos lineales normales (Ver Ejemplo 2 de la subsección 4.3.1).
Adicionalmente, al utilizar un enfoque bayesiano jerárquico19 se hace más robusta y menos
subjetiva la escogencia de distribuciones a priori. Esto también facilita el proceso de muestreo
de la cadena de Markov generada por el algoritmo HMC, pues al utilizar la información de
la muestra restringe los posibles valores de los hiperparámetros a una región de tamaño
razonable, sobre la cual los métodos MCMC pueden muestrear valores más facilmente (Shi
& Song, 2016).
3.3.2 Distribuciones a priori para el modelo oculto
En cuanto a las distribuciones a priori escogidas para el modelo oculto, específicamente para
la matriz de transición, se sigue lo usual en la literatura (ej. Pasanisi et al., 2012; Sung et
al., 2014; Bertarelli et al., 2018) al asumir que cada una de las filas de la matriz de transición
sigue una distribución Dirichlet de hiperparámetro a20. Adicionalmente, se asume que a
sigue una distribución Gamma inversa estándar:
πk ∼ Dirichlet(a)
a ∼ InvGamma(a1, a2)
a1 ∼ Gamma(1, 1)
a2 ∼ Exp(1)
(118)
19Un modelo bayesiano jerárquico es un modelo en donde, además de especificar distribuciones a priori
sobre los parámetros desconocidos del modelo que se asume para los datos observados, también se asumen
distribuciones a priori para los parámetros que caracterizan las primeras distribuciones a priori.
20Un vector aleatorio (x1, ..., xn) se dice que sigue una distribución de Dirichlet de hiperparámetro





donde B(a) es una constante de normalización que depende de a y xi ∈ (0, 1) con
∑
i xi = 1.
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4 Resultados
En primer lugar, para estimar el modelo expresado por la ecuación 104, se determina el
número óptimo de rezagos a incorporar en la ecuación de la media del modelo observado.
Mediante los criterios de información de Akaike (AIC) y Bayesiano (BIC) se determinó que
el número óptimo de rezagos p es cinco, pues tiene los menores valores del AIC y el BIC:
Table (1) Selección óptima de rezagos a incluir en ecuación de media
Criterio de información p=1 p=2 p=3 p=4 p=5
BIC 488.06 488.02 487.44 487.24 483.76*
AIC 478.11 475.64 472.64 470.06 464.22*
Una vez establecido que se incluirán cinco rezagos en la ecuación de media de (111), entonces
se procede a estimar el HMMmediante Stan, utilizando NUTS para muestrear la distribución
a posteriori de los parámetros del HMM.
Se estimaron seis modelos distintos, buscando poder determinar el modelo que mejor se
ajuste a los datos y que tenga una mejor capacidad predictiva de los mismos. Se van a
estimar tres tipos de modelos según el número de estados ocultos a modelar: los modelos
tipo 2 tienen dos estados ocultos, los tipo 3 tienen tres estados ocultos y los tipo 4 tienen
cuatro estados ocultos21. Adicionalmente, para cada una de estas categorias de modelos,
se estiman los modelos A, que tienen las distribuciones a priori que se especificaron en la
sección 3.3 (que siguen las distribuciones a priori de la literatura relacionada: Shi & Song,
2016; Pasanisi et al., 2012; Sung et al., 2014; y Bertarelli et al., 2018), y los modelos B,
que se caracterizan porque para los parámetros de la parte oculta del modelo (las filas
de la matriz de transición) se asumen distribuciones a priori uniformes sobre el intervalo
(0,1), que representan la falta de conocimiento previo que se tiene sobre la distribución de
tales parámetros (distribuciones a priori no informativas). Así, se estimaron los siguientes
seis modelos22:
• Modelo 2A: HMM de dos estados ocultos y con priors Dirichlet para los parámetros
del modelo oculto.
• Modelo 2B: HMM de dos estados ocultos y con priors no informativas en los
parámetros del modelo oculto.
• Modelo 3A: HMM de tres estados ocultos y con priors Dirichlet para los parámetros
del modelo oculto.
21También se consideró estimar modelos de más de cuatro estados ocultos, pero en ninguno de ellos las
cadenas de Markov simuladas lograron converger en menos de 500 mil iteraciones (un costo computacional
altísimo, dada la complejidad del modelo), razón por la cual se descartaron.
22Se estimó también un modelo tipo 4A, sin embargo éste nunca logró alcanzar la convergencia, incluso
con más de 600 mil iteraciones. Por lo tanto se descartó.
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• Modelo 3B: HMM de tres estados ocultos y con priors no informativas en los
parámetros del modelo oculto.
• Modelo 4B: HMM de cuatro estados ocultos y con priors no informativas en los
parámetros del modelo oculto.
En el contexto de la deuda corporativa de China, los estados ocultos representarán el grado
de recalentamiento o "temperatura" de la economía23 (Shi & Song, 2016). En una
economía es siempre deseable que haya un rápido y continuo crecimiento, pues esto genera
empleo, incentiva el consumo y mejora el bienestar de los individuos. Sin embargo, el
crecimiento de una economía es deseable y beneficioso siempre que este crecimiento sea
sostenible. Cuando la economía alcanza el límite de sus capacidades de producción,
entonces todo crecimiento adicional dejará de ser sostenible. Técnicamente, una economía
se recalienta en el momento en que el crecimiento observado del Producto Interno Bruto
supera su nivel potencial, entendido este último como el nivel de producción que se obtiene
cuando se utilizan plenamente todos sus factores productivos. Cuando una economía se
recalienta, muchos productores dejan de ser capaces de satisfacer la demanda de todos los
consumidores, lo cual lleva a que los precios suban rápidamente, generando así fuertes
periodos de inflación. Además, los periodos de recalentamiento también suelen llevar a que
la gente sea mucho más optimista de lo que debería ser respecto al futuro (pues si la
economía está creciendo mucho, entonces pensarán que es natural que siga así a futuro, e
incluso crezca más) sobretodo respecto a los salarios que esperan obtener. Esto convlleva a
que los hogares y las empresas incurran en altos niveles de endeudamiento, que son además
sustentados por el creciente aumento del consumo privado (de hogares y empresas). Por lo
anterior, es natural que en los periodos de recalentamiento de la economía abunden las
burbujas especulativas, en particular burbujas de deuda.
Para poder seleccionar el mejor modelo, con el cual se determinará la existencia de
burbujas de deuda corporativa en China, primero se evalúa cada uno de los modelos
estimados. Para ello, se examinan las cadenas de Markov generadas por el método NUTS
de Stan. Asimismo, se analiza la distribución a posteriori predictiva de cada modelo y se
compara con la log-verosimilitud de los datos, buscando evaluar el ajuste cada modelo.
Finalmente, se utiliza el método de validación cruzada Leave-One-Out (LOO) y el criterio
de información de Watanabe-Akaike (WAIC) para seleccionar aquel modelo que mejor
prediga los datos observados de la deuda corporativa China durante el periodo de análisis.
4.1 Diagnósticos de las cadenas de Markov simuladas
En primer lugar, se va a evaluar el desempeño del muestreador NUTS en cada modelo
estimado. Para ello, se analizan las cadenas de Markov simuladas. En la siguiente gráfica se
observan las cadenas de cada uno de los seis modelos estimados para el parámetro de interés
β.
23No confundir este concepto de temperatura de la economía, con el concepto de temperatura mencionado
en la sección 2.3.4. Este último concepto de hace referencia a la temperatura de un sistema físico, utilizado
dentro de la formulación de las ecuaciones de movimiento de Hamilton.
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Figure (3) Convergencia de las Cadenas de Markov
(a) Modelo 2A (b) Modelo 2B
(c) Modelo 3A (d) Modelo 3B
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(e) Modelo 4B
Se puede observar de la anterior gráfica que en todos los modelos las cadenas de Markov
simuladas convergieron a la distribución a posteriori del parámetro de interés β para cada
uno de los estados ocultos modelados24. Una forma de ver si las cadenas de Markov simuladas
convergieron en todos los parámetros del modelo es mediante el estadístico R̂ de Gelman
y Rubin (1992)25. La idea detrás de este estadístico es comparar el comportamiento de la
cadena simulada respecto a otras cadenas de Markov inicializadas en puntos aleatorios. Así,
el estadístico R̂ mide la razón de la varianza promedio de las muestras de cada una de las
cadenas generadas respecto a la varianza promedio de las muestras de todas las cadenas
mezcladas. Si todas las cadenas simuladas están en equilibrio, ambas varianzas deberían ser
iguales, por lo cual R̂ = 1, lo que indicaría que todas las cadenas convergieron. Gelman y
Rubin recomiendan que el R̂ sea menor a 1.1.
La siguiente gráfica muestra la distribución de los R̂ estimados para cada uno de los
parámetros del modelo:
24Es importante aclarar que en teoría la convergencia de las cadenas de Markov generadas solo se puede
garantizar de forma asintótica, cuando el número de muestras seleccionadas tiende a infinito. Por lo tanto,
los métodos y diagnósticos que se muestran en esta sección permiten monitorear el comportamiento de las
cadenas de Markov generadas para así intuir la convergencia de las mismas cuando se tiene un número finito
de muestras elegidas.
25El modelo 2A logr ó converger después de 30000 iteraciones; el modelo 2B después de 200 mil iteraciones,
el 3A después de 50 mil iteraciones; el 3B después de 50 mil iteraciones y el 4B después de 200 mil iteraciones
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Figure (3) Histograma del estadístico R̂ para cada modelo
(a) Modelo 2A (b) Modelo 2B
(c) Modelo 3A (d) Modelo 3B
(e) Modelo 4B
Nota: La linea roja corresponde al corte en 1.1. Lo recomendable es que en la gran mayoría
de parámetros del modelo el estadístico R̂ sea menor a este valor.
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El anterior gráfico indica que las cadenas de Markov simuladas por NUTS para los distintos
modelos convergen en ciertos casos. Para el modelo 2A y el 3A es clara la convergencia, pues
absolutamente todos los R̂ estimados de todos los parámetros y cantidades estimadas del
modelo son menores a 1.1. Para los modelos 3B y 4B, si bien la gran mayoría de estadísticos
estimados son menores a 1.1, aún hay parámetros para los cuales las cadenas no convergieron,
sobretodo en el modelo 4B. En el caso de los modelos 2B, existen muchos parámetros para
los cuales el R̂ es mucho mayor que 1.1, incluso son varios los parámetros y cantidades
estimadas cuyo R̂ es mayor que 1.5, lo cual indicaría la no convergencia de las cadenas de
Markov simuladas para ese modelo.
Finalmente, para terminar de evaluar el proceso de muestreo de las distribuciones a
posteriori de los parámetros de cada modelo estimado, se analizan las divergencias del
muestreo realizado. Como se mencionó en la sección 4.3.4, los métodos HMC como el
NUTS utilizan una metodología leapfrog para simular trayectorias hamiltonianas que
generan la cadena de Markov del muestreador. Este método leapfrog genera una cadena de
Markov que recorre la distribución a posteriori que se quiere muestrear. Sin embargo, es
posible que el muestreador deje de recorrer correctamente la distribución. En el momento
en que lo anterior suceda, se genera una paso divergente en la cadena simulada. Por lo
tanto, una forma alterna de evaluar el comportamiento de las cadenas de Markov simuladas
es mediante el porcentaje de pasos divergentes que dió el procedimiento durante el
muestreo de las distribuciones a posteriori. Las siguientes gráficas muestran este porcentaje
de divergencias para las cadenas de Markov simuladas en cada modelo, separando las
iteraciones que se queman26 en el proceso, de las que no.
Figure (3) Iteraciones divergentes de las MC para cada modelo
(a) Modelo 2A (b) Modelo 2B
26Es importante aclarar que si bien la convergencia de la cadena de Markov simulada mediante métodos
MCMC o HMC es garantizada, esta convergencia se alcanza más rápido si solo se incluyen aquellas iteraciones
de la cadena que se encuentran cerca de la distribución estacionaria. Por tanto, las primeras iteraciones que
se encuentran más alejadas del nivel estacionario de la cadena son descartadas. Estas primeras iteraciones
se encuentran en lo que se denomina "periodo de quema" de la cadena de Markov (Korn et al., 2010).
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(c) Modelo 3A (d) Modelo 3B
(e) Modelo 4B
Se puede observar cómo en todos los modelos la cantidad de iteraciones divergentes es muy
baja, generalmente menor al 10% del total de interaciones realizadas en cada proceso de
muestreo. Son el modelo 2A y el 4B los que mayores iteraciones divergentes presentan,
mientras que el 3A y el 2B son los que menos.
Del anterior análisis, es claro que el modelo 2B es el que peor comporamiento presenta, pues
sus cadenas son divergentes y no terminan convergiendo a la distribución a posteriori de los
parámetros. El resto de modelos tienen un mejor comportamiento respecto al proceso de
muestreo de las distribuciones a posteriori de los parámetros de los modelos propuestos.
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4.2 Comparación y selección de modelos
Antes de analizar las distribuciones predictivas de los seis modelos, se procederá a analizar
la distribución a posteriori del parámetro de interés β del HMM, el cual indica la existencia
de comportamiento explosivo o burbuja en la serie de deuda corporativa china, para cada
uno de los estados ocultos estimados.
Las siguientes gráficas muestran los Boxplots de β en cada modelo estimado, para cada uno
de los estados ocultos de los respectivos modelos. Esto permite evaluar la existencia de una
burbuja de deuda.
Figure (3) Boxplot de β por estado oculto en cada modelo
(a) Modelo 2A (b) Modelo 2B
(c) Modelo 3A (d) Modelo 3B
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(e) Modelo 4B
Gracias a los anteriores Boxplots, es claro que el modelo 2A parece indicar que en la serie
de deuda corporativa de China siempre hubo burbuja, pues el HMM propuesto contempla
únicamente dos estados ocultos, y en ambos estados β es siempre positivo, indicando así la
existencia de burbuja en los dos únicos estados del modelo. En cuanto al modelo 2B, también
pareciera indicar que en China siempre hubo burbuja de deuda, aunque β1, correspondiente
al estado 1 del modelo, tiene varios valores negativos, lo que indicaría que ese estado podría
estar caracterizado por la no existencia de burbuja en la serie de deuda corporativa. El resto
de modelos muestran estados en dónde parece haber burbuja y estados en dónde no. Un
análisis más juicioso de la existencia de burbuja en la serie de deuda corporativa se hará
únicamente para el modelo que mejor ajuste y prediga los datos observados.
A partir de la distribución a posteriori predictiva se puede determinar el modelo que mejor
prediga las observaciones. Para ello, un primer ejercicio será inspeccionar la distribución
a posteriori predictiva de cada modelo y la log-verosimilitud de los datos, de forma que se
pueda observar en qué modelo ambas distribuciones se parecen más. Las siguientes gráficas
muestran las funciones de densidad aproximadas de cada una de estas distribuciones para
cada modelo HMM estimado:
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Figure (3) Distribución a posteriori predictiva vs. Log-verosimilitud de los datos
(a) Modelo 2A (b) Modelo 2B
(c) Modelo 3A (d) Modelo 3B
(e) Modelo 4B
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A primer vista parece que la distribución a posteriori predictiva del modelo ajusta
relativamente bien los datos, pues no parecen haber grandes diferencias entre la
distribución predictiva y la log-verosimilitud en cada modelo estimado. Sin embargo, esta
inspección visual no permite determinar con exactitud cuál es el mejor modelo, en cuánto a
su capacidad de predecir datos no observados. Por lo anterior, se va a utilizar el método de
validación cruzada LOO y el criterio de información de Watanabe-Akaike, para seleccionar
formalmente el modelo que mejor predice los datos, y por tanto el mejor modelo de todos
los seis estimados.
Tanto el método LOO como el WAIC buscan estimar la capacidad predictiva de un modelo,
en cuánto a su precisión por fuera de la muestra (el elpd del que se habló en la sección
4.3.5), bajo un marco de inferencia bayesiana, utilizando la log-verosimilitud del modelo
pero evaluada en las simulaciones de la distribución a posteriori que se muestreo. Como
se mencionó antes, el WAIC y el LOO son ambos preferibles a los criterios de información
tradicionales (como el AIC, BIC o DIC), pues utilizan toda la distribución a posteriori de
los parámetros, y resultan más adecuados para comparar y evaluar modelos con estructuras
jerárquicas y mixturas, en dónde el número de parámetros crece a medida que aumenta el
tamaño de la muestra, como es el caso de los Modelos Ocultos de Markov (HMM). Las
siguientes tablas muestran los resultados de la estimación del WAIC y el LOO para los seis
modelos propuestos:
Table (2) Validación Cruzada LOO
Modelo elpd LOO k LOO LOO
Modelo 3B* -208.3 31.2 416.6
Modelo 4B -210.1 32.6 420.3
Modelo 2A -210.8 21.7 421.7
Modelo 2B -211.7 22.4 423.4
Modelo 3A -214.5 25.2 429.0
Modelo 4A -235.4 32.9 470.9
Es claro como bajo ambos criterios, WAIC y LOO, el modelo que mejor predice los datos
es el 3B (tres estados ocultos y con distribuciones a priori planas para los parámetros del
modelo oculto). Por tanto, será a partir de ese modelo que se determinará la existencia de
una burbuja de deuda corporativa en China.
4.3 Detección de burbujas
Como ya se vió, el modelo 3B es el que mejor predice los datos de la deuda corporativa
China. Además, es un modelo bien comportado, como se vio antes a través de los distintos
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Table (3) Criterio de Información WAIC
Modelo elpd WAIC k WAIC WAIC
Modelo 3B* -201.4 24.3 402.9
Modelo 4B -203.0 25.5 406.1
Modelo 2A -205.0 15.9 410.0
Modelo 2B -205.6 16.2 411.1
Modelo 3A -205.9 16.6 411.8
Modelo 4A -241.3 38.8 482.7
diagnósticos sobre las cadenas de Markov simuladas para el proceso de muestreo de las
distribuciones a posteriori de los parámetros del HMM. Ahora, se examinan más en detalle
los resultados arrojados por el modelo, particularmente los que atañen al parámetro de
interés βi, con i = 1, 2, 3, el cual sirve para determinar la existencia de burbuja en la serie
de deuda corporativa de China.
En primer lugar, se analiza la distribución a posteriori de β para cada uno de los tres estados
del modelo.
Figure (3) Distribución a posteriori de β en cada estado oculto del modelo
(a) Boxplot (b) Densidades
Se puede observar cómo en el primer estado oculto β es siempre negativo, mientras que en
los otros dos estados es casi siempre positivo. Por lo tanto, el modelo parecería indicar que
de los tres estados ocultos, el primero no indica existencia de un comportamiento explosivo,
o burbuja, en la deuda corporativa de China, mientras que los otros dos sí lo hacen.
Para determinar si efectivamente esto sucede, se va a computar el valor esperado de β, su
moda y la probabilidad de que β sea mayor que cero, en cada uno de los estados ocultos
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del modelo. Como se mencionó en la sección 3.2, la existencia de una burbuja de deuda
corporativa estará determinada por el valor esperado de β y su probabilidad de que sea
mayor que cero. Si E(βi|Y ) > 0 o si P (βi > 0|Y ) > 0.5, entonces podrá afirmarse de que
existe burbuja en cada estado i = 1, 2, 3 del modelo. Estos cómputos se realizarán a partir
de muestras de la distribución a posteriori de βi.
Table (4) Determinación de burbuja por estado oculto
Estado E(β) mod(β|Y) P(β > 0|Y )
1 -0.834 -0.777 0.194
2* 0.009 0.004 0.930
3* 0.409 0.004 0.999
Es claro entonces que la serie de deuda corporativa en los estados 2 y 3 presenta burbuja,
mientras que en el estado 1 no.
Como se mencionó anteriormente, una interpretación común de estos estados ocultos es la
"temperatura" de la economía (Shi & Song, 2016). Por tanto, en este trabajo se asociarán
los estados ocultos del HMM a estados de calentamiento y enfriamiento de la economía. Así,
siguiendo a Shi & Song (2016) podrá entenderse el parámetro β como una variable que indica
la "temperatura" de la economía china para cada estado oculto. Así las cosas, como β1 < 0,
entonces la temperatura en el estado 1 es "baja", razón por la cual se asocia a este estado
como un estado de enfriamiento de la economía china, en dónde es muy poco probable que
hayan burbujas de deuda. Del mismo modo, como tanto β2 y β3 son ambos mayores que cero,
en los estados 2 y 3 la economía se encuentra recalentada; y puesto que E(β3|Y ) > E(β2|Y )
y P (β3 > 0|Y ) > P (β2 > 0|Y ), entonces el estado 3 se considerará como un estado de
"sobrecalentamiento" de la economía, en dónde la probabilidad de sobre-endeudamiento es
mayor, mientras que el estado 2 será un estado de "re-calentamiento" de la economía, en
dónde si bien la probabildiad de sobre endeudamiento es alta, no es tan alta como en los
estados de "sobre-calentamiento".
Una de las grandes ventajas de los Modelos Ocultos de Markov es que permiten calcular
el estado más probable en que se encuentra la serie de tiempo en cada instante de tiempo,
mediante el algoritmo de Viterbi (ver sección 4.2.2). En la gráfica siguiente se puede observar
la serie de deuda corporativa de China indicando el estado en que se encuentra la deuda en
cada periodo de tiempo. Las partes rojas de la gráfica representan el estado 3 del modelo,
que indica los periodos en los que la economía se encuentra sobrecalentada, y en dónde la
presencia de la burbuja es más fuerte. Las partes amarillas de la gráfica representan el estado
2 del modelo, e indican los periodos en los que la economía se encuentra recalentada y en
dónde también hay presencia de burbuja de deuda. Finalmente, las zonas azules de la gráfica
representan el estado 1 del modelo, en dónde la economía se encuentra enfriándose y por
tanto no hay presencia de burbuja de deuda.
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Figure (4) Burbujas encontradas según estados del modelo HMM
Es claro cómo en gran parte del periodo analizado existe un comportamiento explosivo
en la serie de deuda corporativa, como porcentaje del PIB, de China. Esto quiere decir
que el nivel de endeudamiento de las empresas ha venido creciendo mucho más rápido que
toda la economía. Únicamente en siete periodos de tiempo la deuda corporativa (%PIB) es
estacionaria, y por tanto no presenta burbuja: septiembre 2004 - diciembre 2005, septiembre
2006 - diciembre 2006, septiembre 2007 - diciembre 2008, jun 2010 - septiembre 2011, jun
2016 - diciembre 2016, junio 2017 - diciembre 2017 y en junio de 2018. En el resto de periodos
se encontró la existencia de una burbuja en la deuda corporativa ( % PIB) de China. Esta
burbuja fue mucho más fuerte en seis periodos: diciembre de 1999, marzo de 2001, marzo de
2002, marzo 2009 - junio 2009, y marzo de 2018.
Uno de los resultados más interesantes que resaltan del gráfico anterior es que la burbuja
de deuda corporataiva en China se venía presentando incluso antes de la crisis financiera de
2008, momento tras el cual el gobierno chino empezó a fomentar el crédito para dinamizar
la economía del país. Si bien justo tras la crisis financiera se observa uno de los mayores
picos de endeudamiento, en dónde se da una de las burbujas más fuertes de todo el
periodo, la dinámica explosiva del endeudamiento de las empresas es un fenómeno que se
venía observando desde mediados de la década de los noventa. Una posible razón de esta
dinámica pudo haber sido la crisis financiera asiática de 1997. Esta crisis se originó tras la
fuga masiva de capitales extranjeros que golpeó a los sistmas financieros de gran parte de
las principales economías del este y sudeste asiático, pero sin afectar directamente a China
debido a sus regulaciones financieras y económicas particulares. Sin embargo, la crisis si
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afectó al gigante asiático indirectamente: muchos de los países afectados entraron en
recesión económica, por lo cual la demanda externa de las exportaciones chinas cayó
fuertemente. Para una economía muy dependiente del mercado externo, esto significó una
caída en su tasa de crecimiento. Por tanto, el gobierno decidió estimular la economía
mediante políticas de impulso a la demanda interna, principalmente a través de reducciones
de la tasa de interés y una agresiva política fiscal expansiva, incentivando así el
endeudamiento (Wang, 1999). Así pues, los resultados encontrados parecen indicar una
relación existente entre las crisis financieras internacionales de finales de los 90 y de 2007, y
el crecimiento explosivo del crédito corporativo chino en los periodos siguientes a ambas
crisis. Es importante aclarar que encontrar evidencia estadística que confirme la hipótesis
de un efecto contagio de las crisis financieras internacionales en el aumento del
endeudamiento chino se sale de los objetivos y el alcance de este trabajo.
Todos los seis modelos estimados indican la existencia de una burbuja en la deuda corporativa
de China. Lo único que cambia entre estos modelos es que en unos es probable que existan
estados en dónde no hay un crecimiento explosivo de la deuda. Por tanto, todo indica que
en China ha venido existiendo durante ya varios años una burbuja en la deuda corporativa
de China. Lo anterior es preocupante, pues implica que la deuda de las empresas no es
sostenible en el tiempo, y el crecimiento económico del país no alcanza a compensar el
rápido endeudamiento corporativo observado.
Para complementar lo anterior, y con el fin de comparar el Modelo Oculto de Markov
estimado mediante métodos bayesianos modernos, se comparan los resultados del modelo
HMM estimado con los resultados que se obtienen al utilizar el método estándar de
detección de burbujas desarrollado por Phillips, Shi & Yu (2015), de ahora en adelante
denotado por PSY. En pocas palabras, el método se basa en una prueba de Dickey-Fuller
Aumentada de cola derecha, en dónde se busca contrastar una hipótesis nula de raíz
unitaria contra una hipótesis alterna de comportamiento explosivo de la serie. Para ello, los
autores calculan dos estadísticos, el GSADF y el BSADF, que les permiten detectar las
fechas exactas de ocurrencia de la burbuja (en los anexos se encuentra el método explicado
en detalle). Mediante el paquete Psymonitor de R, construído precisamente para hacer
seguimiento de burbujas especulativas en series macroeconómicas y financieras, se
implementó el método de Phillips, Shi & Yu para detectar burbujas en la serie de deuda
corporativa de China (como % PIB), buscando comparar su resultado con el obtenido por
el HMM bayesiano.
En el panel (a) del gráfico siguiente se observan los periodos en los que el HMM bayesiano
encontró evidencia de la existencia de burbuja en la deuda corporativa de China (zonas
rojas). Estos son los periodos en los que la serie se encuentra en el estado 2 o 3. Por otro
lado, en el panel (b) se encuentran los resultados del método PSY para la detección de
burbujas. La zona azul muestra un único periodo de crecimiento explosivo en la serie de
deuda corporativa. Una simple inspección visual da cuenta de lo perinente y útil que resulta
detectar burbujas en series de baja frecuencia, no financieras, como la deuda corporativa de
China, mediante Modelos Ocultos de Markov bayesianos. Este resultado no es de sorprender,
pues ya se habían mencionado las debilidades del método estándar PSY (Chen & Wu, 2018).
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Figure (5) Detección de burbujas: HMM vs. PSY
(a) Burbujas detectadas por el HMM bayesiano
(b) Burbujas detectadas por el método PSY tradicional
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5 Conclusiones y trabajo futuro
En el presente trabajo se detectó la existencia de seis episodios de comportamiento
explosivo, o burbuja, en la serie trimestral de la deuda corporativa de China, durante el
periodo 1995 - 2018. Varios analistas y académicos ya venían manifestando gran
preocupación por la existencia de una "burbuja" en la deuda corporativa del gigante
asiático. Este trabajo es el primero, hasta el momento en que se escribió, que encuentra
evidencia estadística de lo anterior, y lo hace mediante la estimación bayesiana de un
modelo oculto de Markov, algo también novedoso y muy pertinente dada la naturaleza de
la serie de deuda. También es el primer trabajo que permite conocer en qué periodos
específicos se observó un comportamiento explosivo en la serie de deuda. Al comparar el
HMM bayesiano propuesto con el método tradicional de detección de burbujas de Phillips,
Shi & Yu (2012; 2015) se da cuenta de lo pertinente que resulta el HMM bayesiano para
detectar burbujas en variables macroeconómicas, no financieras, de baja frecuencia, como
la deuda corporativa.
El anterior resultado es bastante preocupante, pues como lo mencionó un estudio de Oxford
Economics27, la mayoría de economías emergentes han experimentado burbujas crediticias,
o de deuda, durante los últimos cinco años, y la historia ha demostrado que alrededor de dos
tercios de esos episodios han redundado en crisis financieras en los respectivos países o caídas
fuertes en las tasas de crecimiento económico. En particular, las burbujas de deuda privada,
como la corporativa, tienen una probabilidad muy alta, cercana al 70%, de terminar en crisis
financiera o estancamiento económico en los países donde éstas suceden. El hecho de que lo
anterior pueda pasar en China es aún más preocupante, pues es una de las economías más
grandes del mundo.
Respecto al presente trabajo, aún quedan cosas por mejorar. Inicialmente, se plantea la
posibilidad de extender el modelo mediante la teoría de procesos de Dirichlet Jerárquicos,
con el fin de tener un modelo oculto de Markov con "infinitos" estados (iHMM), tal como
lo proponen Shi & Song (2016). Ello permitiría que, en vez de estimar varios HMM finitos
con distinto número de estados cada uno, se estime un único HMM que, a partir de los
datos, determine endógenamente el número de estados que mejor explique el comportamiento
observado de la serie. Para ello, se utilizaría un proceso de Dirichlet Jerárquico, esto es
una distribución a priori "no paramétrica" sobre la matriz de transición de la cadena de
Markov de los estados ocultos del HMM. Finalmente, algo que sería muy interesante es el
pronóstico de la deuda corporativa china, mediante el HMM estimado o incluso el iHMM
propuesto, con el fin de poder determinar la fecha exacta en que pueda "estallar" la burbuja
de deuda corporativa de China. Asimismo, se plantea la posibilidad de evaluar la hipótesis del
efecto contagio de las crisis financieras internacionales como posibles causas del crecimiento
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7 Anexos: conceptos importantes
7.1 Prueba tradicional de detección de burbujas - Phillips, Shi &
Yu (2015)
Caminata aleatoria simple (Blanco et al.,2012): Una cadena de Markov de tiempo
discreto cuyo espacio de estados está dado por los enteros i = ±1,±2,±3, ... se llama
caminata aleatoria si para algún número 0 < p < 1
pi,i+1 = p = 1− pi,i−1 (119)
para i = ±1,±2,±3, ....
Filtración (Blanco et al.,2012): Sea (Ω, F, P ) un espacio de probabilidad. Una filtración
es una colección de sub σ álgebras (Fn)n≥0 de F tal que Fm ⊆ Fn para todo m ≤ n. Se dice
que la sucesión {Xn;n ≥ 0} es adaptada a la filtración (Fn)n≥0 si para todo n, la variable
aleatoria Xn es F -medible, es decir, {ω ∈ Ω : Xn(ω) ≤ a} ∈ Fn para todo a ∈ <.
Martingalas (Blanco et al., 2012): Sea {Xn;n ≥ 0} una sucesión de variables
aleatorias definidas sobre un espacio de probabilidad (Ω, F, P ) y (Fn)n≥0 una filtración
sobre F . Supóngase que {Xn;≥ 0} es adaptada a la filtración (Fn)n≥0 y existe E(Xn) para
todo n. Se dice entonces que:
1) {Xn;n ≥ 0} es una (Fn)n≥0 - martingala si, y sólo si, E(Xn|Fm) = Xm casi siempre,
para todo m ≤ n.
2) {Xn;n ≥ 0} es una (Fn)n≥0 - submartingala si, y sólo si, E(Xn|Fm) ≥ Xm casi siempre,
para todo m ≤ n.
3) {Xn;n ≥ 0} es una (Fn)n≥0 - supermartingala si, y sólo si, E(Xn|Fm) ≤ Xm casi
siempre, para todo m ≤ n.
Caminata aleatoria - martingala (Blanco et al., 2012): Sea Z1, Z2, ... una sucesión de
variables aleatorias independientes e idénticamente distribuídas definidas sobre un espacio
de probabilidad (Ω, F, P ), con media finita µ = E(Z1), y sea Fn = σ(Z1, Z2, ...) para n ≥ 1.
Sea Xn = Z1 + ...+ Zn, con n ≥ 1. Entonces, para todo n ≥ 1:
E(Xn+1|Fn) = E(Xn + Zn+1|Fn)
= E(Xn|Fn) + E(Zn+1|Fn)
= Xn + E(Zn+1)




E(Xn+1|Fn) = Xn si µ = 0
> Xn si µ > 0
< Xn si µ < 0
(121)
Por tanto, {Xn;n ≥ 0} es una martingala si µ = 0, una submartingala si µ > 0, y una
supermartingala si µ < 0.
Incrementos independientes (Blanco et al., 2012): Si, para todo t0, t1, ..., tn tal que
t0 < t1 < ... < tn, las variables aleatorias Xt0 , Xt1 − Xt0 , Xt2 − Xt1 , ..., Xtn − Xtn−1 son
independientes, entonces el proceso {Xt; t ∈ T} se dice que es un proceso con incrementos
independientes.
Incrementos estacionarios (Blanco et al., 2012): Un proceso estocástico {Xt; t ∈ T}
se dice que tiene incrementos estacionarios si Xt2+τ −Xt1+τ tiene la misma distribución que
Xt2 −Xt1 , para cualquier t1, t2 y τ > 0.
Proceso estacionario (Blanco et al., 2012): Si, para cualquier t1, t2, ..., tn tal que
t1 < t2 < ... < tn, la distribución conjunta del vector aleatorio (Xt1 , Xt2 , ..., Xtn) es la
misma que la distribución del vector (Xt1+h, Xt2+h, ..., Xtn+h) para cualquier h > 0,
entonces el proceso estocástico {Xt; t ∈ T} se dice que es un proceso estocástico
estacionario de orden n. El proceso estocástico será estacionario en el sentido fuerte, o
fuertemente estacionario, si la anterior propiedad se cumple para todo n.
Movimiento browniano (Blanco et al., 2012): El proceso estocástico
B = {Bt; t ≥ 0} se llama movimiento browniano si satisface las siguientes condiciones:
1) B0 = 0
2) B tiene incrementos independientes y estacionarios.
3) Para cada s < t, todo incremento {Bt − Bs} se distribuye normal con media 0 y
varianza (t− s).
4) La trayectoria simple del proceso es continua, con probabilidad 1.
Modelo Auto-regresivo de orden p (Stock & Watson, 2007): Sea Y1, Y2, ..., YT una
sucesión de variables aleatorias. Un modelo autoregresivo de orden p, (AR(p)) representa a
Yt como una combinación lineal de p valores rezagados de sí misma, así:
Yt = µ0 + θ1Yt−1 + θ2Yt−2 + ...+ θpYt−p + ut (122)
para todo t ∈ <, donde E(ut|Yt−1, Yt−2, ...) = 0.
Tendencia estocástica y tendencia determinística (Stock & Watson, 2007): Una
tendencia es un movimiento persistente, de largo plazo, de una variable a través del tiempo.
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Así, un proceso estocástico indexado en el tiempo (esto es una serie de tiempo) fluctuará
siempre al rededor de su tendencia. Existen dos tipos de tendencia:
1) Tendencia determinística: es una tendencia expresada como una función no
aleatoria (determinística) del tiempo. Por ejemplo, una función lineal en el tiempo.
2) Tendencia estocástica: es una tendencia representada por una variable aleatoria que
sigue cierto proceso estocástico.
Un ejemplo de una variable con tendencia aleatoria es una caminata aleatoria. Si
(Y1, ..., Yt, ...YT ) es una serie de tiempo, entonces la siguiente caminata aleatoria:
Yt = Yt−1 + ut (123)
donde E(ut|Yt−1, Yt−2, ...) = 0 y ut es una variable aleatoria independiente e idénticamente
distribuída (iid). En este caso, es claro que ∆Yt es iid.
Si ahora se modela la serie de tiempo, de forma tal que presente una tendencia ascendente
a través del tiempo, entonces bastará con ajustar el anterior modelo (123) añadiéndole una
tendencia o "deriva" que dirija la serie de forma sistemáticamente ascendente, mediante un
parámetro β0:
Yt = µ0 + Yt−1 + ut (124)
Si µ0 > 0 entonces en promedio Yt crecerá periodo tras periodo. Es importante notar que
si Yt sigue una caminata aleatoria, entonces no es estacionaria (demostración en Stock &
Watson, 2007).
Como el anterior modelo (124) representa un proceso AR(1) con θ1 = 1, entonces se puede
afirmar que si Yt sigue un proceso AR(1) con θ1 = 1, entonces Yt tiene una tendencia
estocástica y no es estacionaria. Pero si |θ1| < 1 y ut es estacionaria, entonces Yt será
estacionaria (Stock &Watson, 2008). Así, la estacionariedad de un proceso AR(p) dependerá
del valor que tomen los parámetros µ0, ..., θp.
Raíz Unitaria (Stock & Watson, 2007): Considérese un proceso AR(p) como el que
sigue:
Yt = µ0 + θ1Yt−1 + ...+ θpYt−p + ut (125)
Ahora, considérese el polinomio que caracteriza el anterior proceso:
1− θ1z + θ2z2 + θ3z3 + ...+ θpzp (126)
Entonces, Yt será estacionario si las raíces de su polinomio característico (la solución a la
siguiente ecuación: 1 − θ1z + θ2z2 + θ3z3 + ... + θpzp = 0) son todas mayores que 1. En el
caso en que alguna de las raíces del anterior polinomio sea igual a 1, entonces la serie tendrá
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una tendencia estocástica, razón por la cual no será estacionaria. Si esto sucede, se dice que
el proceso tiene raíz unitaria.
Órdenes de integración (Stock & Watson, 2007): Se dice que el órden de integración
de una serie de tiempo es el número de veces que ésta tiene qeu ser diferenciada (restarle
rezagos de sí misma) para que logre ser estacionaria. Así, por ejemplo, yt será integrada
de órden uno, I(1), si ∆yt = yt − yt−1 es estacionaria y yt no lo es. Del mismo modo, se
dice que yt es integrada de órden 2, I(2), si yt no es estacionaria, pero su segunda diferencia
∆2yt = ∆yt −∆yt−1 es estacionaria.
Prueba de Dickey Fuller Aumentada para detectar raíz unitaria (Stock &
Watson, 2007)
Supóngase un proceso AR(p) como en la ecuación (125). David Dickey y Wayne Fuller (1979)
desarrollaron una prueba estadística que permite determinar la presencia de raíz unitaria en
una serie de tiempo que sigue un proceso AR(p). Los autores plantean el siguiente modelo:
∆Yt = µ+ βYt−1 + φ1∆Yt−1 + φ2∆Yt−2 + ...+ φp∆Yt−p + εt (127)
y la siguiente prueba de hipótesis:
H0 : β = 0
H1 : β < 0
(128)
Así, bajo H0 cierta, Yt tendrá una tendencia estocástica y por tanto raíz unitaria; mientras
que bajo H1 cierta, Yt será estacionaria. Además, para contrastar la hipótesis anterior los















donde W (r) es un movimiento browniano definido sobre el intervalo (0, 1).
Prueba SADF para detección de burbujas (Phillips, Wu & Yu, 2011)
En la sección 1.2. se mostró que es posible determinar la existencia de un comportamiento
explosivo en una serie de tiempo yt mediante pruebas de Dickey - Fuller de cola derecha
(H1 : γ > 0). En particular, si yt es el logaritmo natural del precio de un activo cualquiera,
Phillips, Wu & Yu (2011) propusieron determinar la existencia de una burbuja en el precio
del activo a partir del siguiente modelo:
∆yt = µy + βyt−1 +
J∑
j=1
φj∆yt−j + εt (131)
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con ε ∼ NID(0, σ2), donde NID denota independiente y distribuído normal. En tal caso, se
busca contrastar la siguiente hipótesis:
H0 : β = 0
H1 : β > 0
(132)
Así, los autores proponen estimar la ecuación 131 de forma recursiva, es decir, se estima la
ecuación varias veces utilizando subconjuntos de los datos, incrementando de a una
observación en cada estimación. Entonces, si la primera regresión estimada implica
τ0 = [nr0] observaciones, con [] la parte entera, para alguna fracción inicial r0 del total de la
muestra. Entonces las regresiones siguientes irán aumentando de a una observación
alcanzando así un total de observaciones de τ = [nr], con r0 ≤ r ≤ 1.
Denótese ADFr al estadístico de Dickey - Fuller aumentado (130) calculado con las primeras
r observaciones, y ADF1 como el correspondiente estadístico Dickey-Fuller utilizando la




























Para detectar la presencia de burbujas en yt se compara el supr ADFr (SADF) con los







. Si el el estadístico
calculado es mayor que los respectivos valores críticos, entonces se rechaza H0 y por tanto
se puede afirmar que la serie presenta un comportamiento de burbuja.
Detección de burbujas mediante el Sup ADF Generalizado: GSADF
Phillips, Shi & Yu (2012) proponen una versión generalizada del estadístico SADF descrito
antes. Partiendo de la prueba de hipótesis (132), este método sigue el principio de Phillips,
Wu & Yu (2011) que dió origen al estadístico SADF, pero lo generaliza en el sentido que
permite que las submuestras con las que se calculan los distintos estadísticos ADFr varíen
tanto en su punto inicial como en su punto final. Es decir, se genera una "ventana" móvil
que va cambiando a medida que se estiman regresiones de forma recursiva. Supóngase que
el modelo descrito por la ecuación 131 es estimado a partir de varias regresiones, en donde
la muestra utilizada en las distintas regresiones empieza con una fracción inicial, r1, de la
muestra y termina con una fracción final r2 de la muestra, dónde r2 = r1 + rw, con rw
la fracción de la muestra que determina el número de observaciones efectivamente usadas
en cada regresión (o el tamaño de la "ventana" utilizada). El tamaño de la ventana será
entonces rw, e irá de r0 a 1, donde r0 es el menor tamaño posible de la ventana, que se
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determina a priori, y 1 es el máximo tamaño de la ventana. Si se fija el inicio de la muesta
r1 en 0, entonces el punto final de cada submuestra, r2 será rw, quién varía entre r0 y 1.
El GSADF (SADF generalizado) explota lo anterior y además permite que r2 varíe de r0 a
1, y que r1 a su vez varíe de 0 a r2 − r0. Así, variando tanto r1 como r2, se estiman varias
regresiones del modelo dado por la ecuación 131 y en cada regersión estimada se calcula el
respectivo estadístico ADF (Dickey-Fuller Aumentado) utilizando datos desde r1 hasta r2:
ADF r2r1 . Entonces, el estadístico GSADF será el ADF estimado más grande sobre todos los
posibles ADF calculados:
GSADF (r0) = sup
r2∈[r0,1];r1∈[0,r2−r0]
{ADF r2r1 } (135)



























donde rw = r2 − r1 y W es un movimiento browniano estándar. Al igual que en el método
dado por el SADF, para detectar la presencia de burbujas en yt, se compara el GSADF (r0)
con los valores críticos de cola derecha de su distribución límite. Si el estadístico estimado
GSADF para los datos es mayor que su valor crítico a cierto nivel α, entonces se rechaza
H0 (132) y se concluye que existe fuerte evidencia de la presencia de burbujas en la serie de
tiempo analizada.
Finalmente, para detectar las fechas exactas en las que empiezan y terminan las burbujas
detectadas, Phillips, Shi & Yu (2012) definen el estadístico BSADF (Backward SADF).
Supóngase que se busca determinar si una observación particular [Tr2] se encuentra en una
fase de burbuja (con T siéndo el tamaño total de la muestra). La idea ahora es realizar una
prueba ADF de cola derecha (SADF) de forma recursiva pero hacia atrás, utilizando datos
desde el punto [Tr2] hasta el inicio de la muestra: (y1, y2, ..., y[Tr2]). Entonces, la prueba
BSADF realiza pruebas SADF en muestras que se van expandiendo hacia atrás (desde y[Tr2]
hasta y1), en donde la fracción final de la muestra se fija en r2 y la fracción inicial de la
muestra va variando de 0 a r2 − r0. Supóngase que se etiqueta el estadístico ADF de cada
regresión utilizando una submuestra que va desde r1 hasta r2 para así obtener BADF r2r1 .
Se construye entonces una secuencia de estadísticos {BADF r2r1 }r1∈[0,r2−r0]. El estadístico
BSADF se define como el valor supremo de la secuencia BADF anterior:
BSADFr2(r0) = sup
r1∈[r2−r0]
{BADF r2r1 } (137)
Se define entonces el origen de un episodio de burbuja en la serie como la primera observación
cuyo BSADF supera el valor crítico de la distribución límite del respectivo BSADF, para un
nivel α dado. La fecha de terminación del episodio de burbuja será la primera observación
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después de la observación [T r̂e] + δ log(T ) cuyo estadístico BSADF es menor que el valor
crítico de la distribución límite del respectivo BSADF. Se está asumiendo, por construcción,
que la duración de una burbuja tiene que ser mayor a δ log(T ), donde δ es un parámetro que
depende de la longitud de la serie a analizar y r̂e es la fracción de los datos que representa


















donde scvαTr2 es el valor crítico al 100αT% de significancia de la distribución límite del
estadístico SADF construído con [Tr2] observaciones, y nivel de significancia αT .
7.2 Otros conceptos matemáticos importantes
Bola de radio ε centrada en a (Shurman, s.f.): Sea a ∈ <n y ε > 0. Se define una bola
de radio ε centrada en a como:
B(a, ε) = {x ∈ <n : |x− a| < ε} (140)
Aplicación o(h) (Shurman, s.f.): Considérese una aplicación de una bola centrada en el
origen de <n y con radio ε, a un espacio Rm de dimensión diferente:
ϕ : B(0n, ε)→ <m (141)
donde n y m son enteros positivos y ε > 0. Se dice que la aplicación ϕ es de orden a lo más
h, y se nota o(h) si para todo c > 0, |ϕ(h)| ≤ c|h|, para cualquier h suficientemente pequeño.
Esto quiere decir que, en órdenes de magnitud, una aplicación o(h) se hace cada vez más
pequeño que cualquier constante c a medida que h tiende a cero. Es decir, |o(h)|/|h| → 0 a
medida que h→ 0.
Punto interior (Shurman, s.f.): Sea A un subconjunto de <n y a ∈ A. Se dice que
a es un punto interior de A si existe una bola centrada en a con radio ε que se encuentra
contenida en A, para algún ε > 0.
Jacobiano de una transformación (Shurman, s.f.): Sea A un subconjunto de <n, sea
f : A → <n un mapa y sea a un punto interior de A. Entonces f es diferenciable en a si




es o(h). Si lo anterior sucede, entonces Ta será la derivada de f en a, y se notará Dfa.
Cuando f es diferenciable en a, entonces la matriz de derivadas de f se llama Jacobiano
de f en a.
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Forma Cuadrática (Díaz y Morales, 2012): Sea A una matriz simétrica (AT = A) de
tamaño pxp y X un vector de tamaño (px1). La función
Q(X) = XTAX (143)







con aij el elemento de la fila i y columna j de la matriz A, xi y xj elementos del vector X.
Matrices definidas positivas y semidefinidas positivas (Díaz y Morales, 2012): Si
la forma cuadrática Q(X) > 0 para todo X 6= 0 se dice entonces que A
es definida positiva; mientras que si Q(X) ≥ 0 para todo X 6= 0, se dice entonces que A es
semidefinida positiva.
7.3 Código utilizado Stan
El código está basado en Damiano, Peterson y Weylandt (2017), en la guía de usuarios de
Stan, versión 2.23 (capítulo 2.6) y en el código abierto de distintos repositorios de Github
relacionados con modelos ocultos de Markov y su estimación bayesiana.






































logalpha[1] = log(pi1) + normal_lpdf(y[1] | a0, sigma);
for (j in 1:K) {
for(i in 1:K) {
accumulator[i] = logalpha[1,i] + log(A[i,j]) +




for (j in 1:K) {
for(i in 1:K) {
accumulator[i] = logalpha[2,i] + log(A[i,j]) +




for (j in 1:K) {
for(i in 1:K) {
accumulator[i] = logalpha[3,i] + log(A[i,j]) +






for (j in 1:K) {
for(i in 1:K) {
accumulator[i] = logalpha[4,i] + log(A[i,j]) +
normal_lpdf(y[5] | a0[j]+b[j]*x[4]+phi1[j]*y[1]+phi2[j]*y[2] +




for (t in 6:T) {
for (j in 1:K) { // j: current t
for (i in 1:K) { // i previous t-1












for (k in 1:K)
a0[k] ~ normal(phi0,sigma0);
b[k] ~ normal(phi0,sigma0);







sigma0 ~ inv_gamma(chi, v);
chi ~ gamma(d0/2,c0/2);
v ~ exponential(pv);
// Modelo oculto (para modelo tipo B, toca quitar esta parte)

















vector[T] log_lik; // Log likelihood
vector[T] pp_yhat ; // Predictive posterior
{ // Algoritmo Forward
for (t in 1:T)
alpha[t] = softmax(logalpha[t]);
} // Forward
{ // Algoritmo Backward
real accumulator[K];
for (j in 1:K)
logbeta[T, j] = 1;
for (tforward in 0:(T-6)) {
int t;
t = T - tforward;
for (j in 1:K) { // j = previous (t-1)
for (i in 1:K) { // i = next (t)
// backwards t + transition prob + local evidence at t









for (j in 1:K) {
for (i in 1:K) {






for (j in 1:K) {
for (i in 1:K) {






for (j in 1:K) {
for (i in 1:K) {






for (j in 1:K) {
for (i in 1:K) {
accumulator[i] = logbeta[2, i] + log(A[j, i]) +




for (t in 1:T)
beta[t] = softmax(logbeta[t]);
} // Backward
{ // forward-backward algorithm log p(z_t = j | y_{1:T})
for(t in 1:T) {






{ // Viterbi algorithm
int bpointer[T, K];
real delta[T, K];
for (j in 1:K)
delta[1, K] = normal_lpdf(y[1] | a0[j], sigma[j]);
for (j in 1:K) {
delta[2,j] = negative_infinity();
for (i in 1:K) {
real logp;
logp = delta[1,i] + log(A[i,j]) +
normal_lpdf(y[2] | a0[j]+b[j]*x[1]+phi1[j]*y[1], sigma[j]);






for (j in 1:K) {
delta[3,j] = negative_infinity();
for (i in 1:K) {
real logp;
logp = delta[2,i] + log(A[i,j]) +
normal_lpdf(y[3] | a0[j]+b[j]*x[2]+phi1[j]*y[2]+
phi2[j]*y[1], sigma[j]);






for (j in 1:K) {
delta[4,j] = negative_infinity();
for (i in 1:K) {
real logp;










for (j in 1:K) {
delta[5,j] = negative_infinity();
for (i in 1:K) {
real logp;
logp = delta[4,i] + log(A[i,j]) + normal_lpdf(y[5] | a0[j]+
b[j]*x[4]+phi1[j]*y[4]+phi2[j]*y[3]+
phi3[j]*y[2]+ phi4[j]*y[1], sigma[j]);






for (t in 6:T) {
for (j in 1:K) { // j = current (t)
delta[t, j] = negative_infinity();
for (i in 1:K) { // i = previous (t-1)
real logp;
logp = delta[t-1, i] + log(A[i, j]) + normal_lpdf(y[t] | a0[j]+
b[j]*x[t-1]+phi1[j]*y[t-1]+phi2[j]*y[t-2]+
phi3[j]*y[t-3]+phi4[j]*y[t-4]+phi5[j]*y[t-5], sigma[j]);
if (logp > delta[t, j]) {
bpointer[t, j] = i;






for (j in 1:K)
if (delta[T, j] == logp_zstar)
zstar[T] = j;
for (t in 1:(T - 1)) {




// Cálculo beta* para cada t
{
for (t in 1:T) {




log_lik[1] = normal_lpdf(y[1] | a0[zstar[1]], sigma[zstar[1]]) ;
log_lik[2] = normal_lpdf(y[2] | a0[zstar[2]]+b[zstar[2]]*x[1]+
phi1[zstar[2]]*y[1], sigma[zstar[2]]) ;
log_lik[3] = normal_lpdf(y[3] | a0[zstar[3]]+b[zstar[3]]*x[2]+
phi1[zstar[3]]*y[2]+phi2[zstar[3]]*y[1], sigma[zstar[3]]) ;
log_lik[4] = normal_lpdf(y[4] | a0[zstar[4]]+b[zstar[4]]*x[3]+
phi1[zstar[4]]*y[3]+phi2[zstar[4]]*y[2]+phi3[zstar[ 4]]*y[1], sigma[zstar[4]]) ;
log_lik[5] = normal_lpdf(y[5] | a0[zstar[5]]+b[zstar[5]]*x[4]+
phi1[zstar[5]]*y[4]+phi2[zstar[5]]*y[3]+phi3[zstar[ 5]]*y[2]+phi4[zstar[5]]*y[1], sigma[zstar[5]]) ;
for (t in 6:T) {
















for (t in 6:T) {
pp_yhat[t] = normal_rng(a0[zstar[t]]+b[zstar[t]]*x[t-1]+
phi1[zstar[t]]*y[t-1]+phi2[zstar[t]]*y[t-2]+
phi3[zstar[t]]*y[t-3]+phi4[zstar[t]]*y[t-4]+
phi5[zstar[t]]*y[t-5], sigma[zstar[t]]) ;
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}
}
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