The Box-Cox (1964) transformation model (hereafter called the BC model) is widely used in various fields of econometrics and statistics. However, since the error terms cannot be normal except in cases in which the transformation parameter is zero, the likelihood function under the normality assumption (hereafter the BC likelihood function) is misspecified and the maximum likelihood estimator (hereafter the BC MLE) cannot be consistent. Alternative distributions of the error terms and transformations for the BC model have been proposed by various authors. However, these alternative estimators are not inconsistent if the distributions of the error terms are misspecified. Foster, Tain, and Wei (2001) and Nawata and Kawabuchi (2013) for all observations), so that a rather arbitrary rescaling of t y is necessary, and (iii) its finite-sample properties are not good and it often performs poorly, as shown in the Monte Carlo experiments.
proposed a semiparametric estimator based on the moment restriction. Although Powell's estimator is consistent under heteroscedasticity, the problems of the estimator are: (i) to identify the transformation parameter, λ , we need to introduce one or more instrumental variables, t w , which satisfy 0 ) ( = ⋅ t t u w E and are not included in , t x and the result of the estimation changes depending on the selection of instrumental variables, (ii) as pointed out by Khazzoom (1989) , when all observations are 1 < for all observations), so that a rather arbitrary rescaling of t y is necessary, and (iii) its finite-sample properties are not good and it often performs poorly, as shown in the Monte Carlo experiments.
Here I propose a new robust estimator of the power transformation model (the Box-Cox transformation model excluding the cases in which the transformation parameter is zero) given by The estimator is based on only the first-and third-moment restrictions of the error terms and does not require the assumption of a specific distribution. The estimator is a root of the equations; The estimator is consistent if the first-and third-moments of the error terms are zero; that is, it is consistent even under heteroscedasticity. Moreover, it can be easily calculated by the least-squares and scanning methods. The results of the Monte Carlo experiments show the superiority of the proposed estimator over the BC MLE and Powell's estimator. Foster, Tain, and Wei (2001) and Nawata and Kawabuchi (2013) proposed semiparametric estimators. However, these alternative estimators are not consistent under heteroscedasticity. Powell (1996) proposed a semiparametric estimator based on the moment restriction. Although Powell's estimator is consistent under heteroscedasticity, the problems of the estimator are: (i) to identify the transformation parameter, λ , we need to introduce one or more instrumental variables, t w , which satisfy 0 ) ( = ⋅ t t u w E and are not included in , t x and the result of the estimation changes depending on the selection of instrumental variables, (ii) as pointed out by Khazzoom (1989) , when all observations are 1 < for all observations), so that a rather arbitrary rescaling of t y is necessary, and (iii) its finite-sample properties are not good and it often performs poorly as shown in the Monte Carlo experiments.
Keywords
Here I propose a new robust estimator of the power transformation model: the Box-Cox transformation model excluding the cases in which the transformation parameter is zero. The estimator is based on only the first-and third-moment restrictions of the error terms and does not require the assumption of a specific distribution. The estimator is consistent even under heteroscedasticity. Its asymptotic distribution is obtained, and the results of Monte Carlo experiments are also presented
MODEL
We consider the simple power transformation model
where t x and β are k-th dimensional vectors of explanatory variables and the coefficients, respectively, and λ is the transformation parameter. Let
, in which case we obtain the BC model. However, to ensure the asymptotic distribution of the estimator, we only considered the 0 ≠ λ case and did not consider the 0 = λ case. Therefore, we call this model a power transformation model rather than a BC model. } { t x and } { t u do not have to be independent and identically distributed (i.i.d.) random variables, and heteroscedasticity can be assumed. The following assumptions are made:
are independent but not necessary identically distributed. The distribution of t u may depend on t x .
Assumption 2. t u follows distributions whereby the supports are bounded from below (i.e., 0
is the probability (density) function.) For any t, the following moment conditions are satisfied:
x are independent and its fourth moments are finite. The distributions of } { t x and the parameter space of β are restricted so that
in the neighborhood of 0 β where 0 β is the true parameter value of β .
Here, instead of the BC likelihood function, we use the third-moment restriction and the roots of the equations;
, are considered. Note that the second equation of (2) gives the least-squares estimator when the value of λ is given. Let ) , ( '
be the true parameter value of θ . Since
, we obtain the following proposition: Nawata, Robust estimation based on the first-and third-moment restrictions of the power transformation model Proposition 1
Among the roots of (2), there exists a consistent root.
be the consistent root. The asymptotic distribution of θˆ is obtained by the following proposition.
converges to a nonsingular matrix A in probability and that
where * θ is some value between θˆ and 0 θ . Here,
are independent and the Lindberg condition is satisfied under Assumptions 2 and 3, we obtain
from Theorem 3.1.6 in Amemiya (1985, p. 92) .
from Theorem 4.1.4 in Amemiya (1985, pp.112-113) . From Theorem 4.1.3 in Amemiya (1985, p.111) , the asymptotic distribution of θˆ is given by Equation (3).
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MONTE CARLO STUDY
In this section some Monte Carlo results are presented for the BC MLE, the newly proposed estimator, and Powell's estimator. The behaviors of the estimators under both homoscedasticity and heteroscedasticity are studied. The basic model is
Note that when λ is given, 1 β and 2 β are obtained by the least-squares method. The BC MLE and the proposed estimator are calculated by the following scanning method (Nawata 1994; Nawata and Nagase 1996) . Determine the final estimator. For the proposed estimator, there are two possible problems. They are: i) Equation (2) has multiple solutions, and Equation (2) θ Unlike the proposed estimator, these problems happen in many trials. Since we cannot get accurate values of the estimator in these trials, the results of Powell's estimator are calculated for trials without these problems.
Under homoscedasticity
In this section, the behavior of the estimators under homoscedasticity is analyzed. β . Powell's estimator performs poorly. In many trials, we cannot get accurate values of the estimator because of the problems mentioned earlier. Moreover, although the biases are smaller than those of the BC MLE, the standard deviations are much larger than those of the newly proposed estimator even for trials without the problems.
Under heteroscedasticity
In this section, the effect of heteroscedasticity is analyzed. The BC MLE underestimates λ and the biases of the BC MLE are larger than those under homoscedasticity for all cases. This coincides with a previous report (Showalter, 1994) in which large biases of the BC MLE under heteroscedasticity were described. The standard deviations of the proposed estimator are about 2.5 times larger than those of the BC MLE. However, the biases of the proposed estimator are much smaller than those of the BC MLE. As a result, in terms of the MSE, the proposed estimator is better than the BC MLE in all cases. As before, Powell's estimator performs poorly. In many trials, we cannot get accurate values of the estimator. The standard deviations are much larger than those of the newly proposed estimator even for the trials without the problems.
CONCLUSION
Although the BC model is widely used in various fields, the BC MLE is not consistent. In this paper, a new robust estimator of the power transformation model is proposed. The estimator is based on the first-and third-moment restrictions of the error terms. The estimator is consistent even under heteroscedasticity and its asymptotic distribution is also obtained. Moreover, the estimator is easily calculated by the least-squares and scanning methods. The results of the Monte Carlo experiments show the superiority of the proposed estimator over the BC MLE and Powell's estimator. However, the performance of the estimators may depend on the model; the findings may differ in other models. Further investigation is thus necessary to determine the conditions under which the proposed estimator shows superiority Nawata, Robust estimation based on the first-and third-moment restrictions of the power transformation model Nawata, Robust estimation based on the first-and third-moment restrictions of the power transformation model 
