Production and comprehension have long been viewed as inseparable components of language. The study of vision, by contrast, has centered almost exclusively on comprehension. Here we investigate drawing -the most basic form of visual production. How do we convey concepts in visual form, and how does refining this skill, in turn, affect recognition? We developed a crowdsourcing platform for collecting large amounts of drawing and recognition data, and applied a deep neural network model of visual cortex to explore the hypothesis that drawing recruits the same abstract object representations that subserve visual recognition. Consistent with this hypothesis, we discovered that drawings contain the features most important for recognizing objects in photographs, and that learning to make more recognizable drawings of objects generalizes to enhanced recognition of those objects. These findings could explain why drawing is so effective for communicating visual concepts, they suggest novel approaches for evaluating and refining conceptual knowledge, and they highlight the potential of deep networks for understanding human learning.
: A: Features were extracted from drawings and photos using a neurally predictive, deep convolutional neural network model previously optimized for performance on object recognition tasks involving natural photographs but not drawings. Each feature reflects the activation of a single unit in a given layer of the neural network. B: Representational distance matrices (RDMs) of model features for each image domain, displaying the overall layout of objects in high-dimensional feature space. Each entry shows correlation distance (1-r) between feature vectors for a pair of objects. Darker values reflect relatively proximal pairs of objects. Reflecting the presence of higher-order structure (i.e., clustering of objects with similar features), each top-layer matrix shows clear block-diagonality. C: Cross-domain similarity between image domains increases as a function of model layer. Error bars represent 1 s.e.m., estimated by jackknife resampling of objects. D: Human participants (N=327) provided labels for drawings from a subset of these categories (64 of 105). We found that human and computer recognition performance (d') was highly consistent across objects. condition (F 2,587 =0.147, p = 0.863).
140
During the training phase, participants drew the four Trained objects five times each, in a randomly in-141 terleaved order. To assess changes in performance over training, we computed the mean rank across objects 142 for each repetition and assessed its relationship to repetition number. Across participants, the trend was reli-143 ably negative (mean Spearman's r = -0.075; t = 3.37, p = 0.0007), demonstrating that drawings improved with 144 practice (Fig. 3A) . To assess learning across conditions, we compared differences between pretest and posttest performance 146 (Near and Far objects only appeared during these phases). For each object in all conditions, we calculated the 147 change in rank (∆ rank = rank post − rank pre ), then averaged these ∆ rank values across objects in each condition. 148 We then performed the same type of ANOVA across participants as for the pretest analysis, revealing a signifi-149 cant difference in rank change between conditions (F 2,1182 = 7.67, p < 0.001). There was no main effect of cue 150 type (F 1,591 =1.66, p = 0.198), nor an interaction between condition and cue type (F 2,1182 = 0.162, p = 0.851), 151 so we collapse across cue type in subsequent analyses. Drawings of Trained objects were better recognized by 152 the model following training (∆ rank < 0: t 592 = 4.04, p < 0.001, two-sided in this and all subsequent t-tests); 153 no such improvement was found for Near objects (t 592 = 0.511, p = 0.609) or Far objects (t 592 = 1.22, p = 154 0.223). The improvement for Trained exceeded that of Near (t 592 = 3.44, p < 0.001) and Far (t 592 = 2.91, p 155 = 0.004), which themselves did not differ (t 592 = 1.15, p = 0.252). Taken together, these results indicate that 156 production training primarily resulted in object-specific benefits (Fig. 3B ). In particular, improved classifica-157 tion performance for Trained objects was driven primarily by an increase in the hit rate (+5.2%, percentage of 158 trials, pooling across participants; p < 0.001, bootstrap resampling of participants), with marginally significant 159 decreases in the rate that Trained drawings were misclassified as being Near (-1.3%, p = 0.080) or Far (-1.2%, 160 p = 0.082) objects.
161
The improved rank score for Trained objects shows that their high-level feature representations became 162 more linearly discriminable. We investigated two potential sources of this differentiation (not mutually ex- 
165
To test for separation, we first extracted the model's top-layer feature representation of all drawings from 166 the pretest and posttest and computed a matrix of the correlation distances between these feature vectors 167 ( Fig. 3C ). Then, for each Trained object, we compared its distance before training with other Trained ob- this possibility, a one-way repeated-measures ANOVA revealed a main effect of condition (F 2,1773 = 3.12, p = 172 0.044). Planned comparisons confirmed that Trained objects separated more than Near objects (t 592 = 3.48, p = 173 0.0005) and Far objects (t 592 = 3.46, p = 0.0005), which did not differ from each other (t 592 = 0.005, p = 0.996).
174
To test for sharpening, we tracked changes in the distance between feature vectors from the top layer across 175 successive drawings of the same object during training. For each Trained object, we constructed a distance 176 matrix relating drawings across all repetitions (Fig. 3D ); this analysis was not possible for Near or Far objects 177 because they were only drawn at the start and end of the study. We quantified change in feature variability 178 in two ways: by comparing root-mean-squared feature distances among early drawings (first three) and late 179 drawings (final three), and by measuring the trend in feature distances across pairs of successive drawings. 180 We found that late drawings were reliably more similar to one another than early drawings (mean ∆ =-0.061, 181 s.e.m. = 0.005, p < 0.001, bootstrap resampling of participants), and that this reflected a gradual decrease in 182 the amount by which successive drawings differed across repetitions (Spearman's r =-0.211, s.e.m. = 0.022, p < 0.001, bootstrap resampling of participants). formance (as quantified by the model), we regressed both of these measures on the change in rank for Trained 186 vs. Far objects. Across participants, we found that sharpening (β=7.62, t 590 = 2.53, p = 0.012) but not sepa-187 ration (β=0.02, t 590 = 0.004, p = 0.997) predicted model performance. This suggests that decreased variability 188 was most directly responsible for the increased discriminability of Trained objects.
189
The results so far have been interpreted as a consequence of repeatedly drawing the Trained objects.
190
However, as these objects were being drawn, participants also received additional perceptual experience with 191 them. This experience could have induced perceptual learning, providing an alternative explanation for the 192 benefit for Trained over Near and Far objects, which were only encountered in the pretest and posttest.
193
To evaluate this alternative, we conducted a second training study. For each participant in the original 194 cohort, we recruited a new participant to repeat the same sequence of trials. However, instead of drawing 195 during the training phase, they were instead presented with the finished drawing produced by their matched 196 participant from the original cohort ( Fig. 4A ). In some ways, this provides even more perceptual experience, 197 as they always viewed the completed, most recognizable drawing, rather than incomplete, ambiguous versions.
198
To keep participants engaged, they were instructed to "guess what the computer thinks the drawing looks like" 199 by typing in a label, and they received bonus points when their guess matched the model's top guess, which 200 occurred on 36.7% of trials. 201 We found that viewing finished drawings yielded only modest changes in drawing performance for Trained 202 objects (t 592 = 1.72, p = 0.086), and no reliable improvement for Trained objects relative to Far (t 592 = 0.580, p 203 = 0.562) or Near objects (t 592 = 1.21, p = 0.228). Again, neither Near (t 592 = 0.160, p = 0.873) nor Far (t 592 = 204 1.27, p = 0.205) objects improved relative to their pretest baseline, nor differed significantly from one another 205 (t 592 = 0.714, p = 0.475). Together, these results suggest that mere exposure to drawings is insufficient for 206 improving the ability to produce recognizable drawings (Fig. 4B ).
207
Although viewing completed drawings did not improve drawing performance, this only captures part of 208 the perceptual experience of drawing. In particular, completed drawings are the result of composing a series 209 of individual strokes into parts, and parts into whole drawings, over time. We hypothesized that observing 210 these stroke-level dynamics may be more beneficial for learning how to draw, because they convey information 211 about the procedure for composing a drawing that may be subsequently used to support successful drawing. To 212 evaluate this possibility, another cohort of naive participants was recruited to each repeat the same sequence of 213 trials of a participant in the original cohort, except that training now involved viewing a stroke-by-stroke replay 214 of each drawing being produced (Fig. 4C ). Again, their task was to guess the object being drawn, and they Near (t 592 = 2.55, p = 0.011) objects. These findings suggest that observing the process of drawing construction 219 improves participants' subsequent ability to make recognizable drawings of those objects they had previously 220 observed being drawn (Fig. 4D ). We again found no reliable pre-post changes in performance for Near (t 592 = 221 0.448, p = 0.655) or Far (t 592 = 0.606, p = 0.545) objects, and these conditions did not differ from one another 222 (t 592 = 0.751, p = 0.453). the distinguishing features of the majority object, supporting more consistent identification of that object. 243 We adapted our training task in several ways to enhance our ability to measure the hypothesized perceptual 244 changes. Estimating the parameters of psychometric curves requires many trials, so we used a reduced stimulus 245 set of two categories with four objects each (furniture: table, bench, bed, chair; cars: sedan, limo, SUV, smart-246 car; Fig. 5A ). To enable morphing of these objects, we commissioned an artist to design 3D models of each 247 object with the same number of vertices per category, and then generated intermediate objects via interpolation 248 between these endpoint objects. To increase the probability of inducing transfer effects, we also increased the 249 number of training trials per object from 5 to 16. Finally, we removed feedback from the training phase to more 250 cleanly isolate the consequences of production as such.
251
Each participant was randomly assigned one of the two categories and was trained to draw two of the ob-252 jects in that category (Trained). The other two objects (Control) served as a baseline for changes in recognition.
On each training trial, participants were cued with one of the Trained endpoint objects (trial-unique viewpoint) and then made a drawing of it. Before and after training, participants performed a recognition task in which 255 they discriminated morphs of the two Trained objects or morphs of the two Control objects. On each trial of 256 this task, participants were briefly presented with a morph and made a forced-choice judgment about which 257 of the two objects they saw (Fig. 5B ). Responses were fit with a logistic function, separately for Trained and 258
Control pairs, and for pretest and posttest. Our key prediction concerned the slope parameter from the fitted 259 logistic: enhanced perceptual discriminability should lead to a greater increase in slope for Trained vs. Control 260 pairs (Fig. 5C ). (table, bench , bed, chair; sedan, limo, SUV, smartcar) . Morphs were generated by linearly interpolating between endpoint objects. B: Before and after training, participants performed an object recognition task. On each trial, participants were briefly presented (duration = 1000ms) with a morph between either the two Trained endpoints or the two Control endpoints, and made a 2AFC judgment about which of the two objects they saw. C: Psychometric data were fit with a logistic function, whose slope parameter was predicted to increase as a consequence of training, if drawing impacts recognition.
Slope estimates did not differ between Trained and Control pairs during the pretest (p = 0.473, boostrapped 262 resampling), which was expected since there was no difference between conditions prior to training. After 263 training, the slope for the Trained pair reliably increased (p = 0.004; Fig. 6A ), and more than for the Control 264 pair (p = 0.005), whose slope did not change (p = 0.533). The threshold parameter did not change significantly 265 for either condition (Trained: p = 0.092; Control: p = 0.308). These results show that visual production training can generalize to a recognition task, lending key support to our hypothesis that production and recognition 267 engage a common high-level representation for objects. performance in the earlier experiment, we hypothesized that transfer to a recognition task would require more 275 significant representational changes, as would be induced by drawing, and thus that this group might not show 276 improved perceptual discrimination.
277
Indeed, there was no reliable change in slope for either the Trained pair (p = 0.475; Fig. 6B ) or Control 278 pair (p = 0.332), and no difference between these conditions (p = 0.169). Moreover, there was an interaction 279 between training group and condition (p = 0.002), with a larger increase in slope for Trained vs. Control in the 280 participants who were trained to draw than in those who observed somebody else drawing. The threshold pa-281 rameter did not change for either condition (Trained: p = 0.838; Control: p = 0.147). These results suggest that 282 the generalization of drawing training to perceptual discrimination was driven by aspects of visual production Discussion 285
The present study investigated the relationship between the ability to recognize objects -a biological endow-286 ment shared with other species -and to produce images of objects by drawing -a relatively recent development 287 from human prehistory. We examined the hypothesis that these two behaviors are at least partly served by a 288 common representational substrate for objects. 289 We discovered that a deep neural network model trained only on photos succeeded in recognizing draw- 290 ings, suggesting that this kind of abstraction can arise from the same neural architecture evolved to make sense 291 of natural visual inputs (Sayim, 2011 n−1 n ∑ n i=1 (x i −x (.) ) 2 , wherex i is the correlation based on leaving out the ith object class andx (.) = 1 n ∑ n ix i , the 381 mean correlation across all subsamples (of size 104). This estimate of standard error allows us to construct 95% 382 confidence intervals and compute two-sided p-values for specific comparisons (Tukey, 1958; Efron, 1979) . from the training set, and accuracy is assessed on these held-out images. The robustness of classifier accuracy 388 scores was determined using stratified 5-fold cross validation on 80% train/20% test class-balanced splits.
389
Visual production training experiment 390 Stimuli. In order to identify groups of objects that are drawn similarly prior to training, we applied a clustering 391 algorithm (affinity propagation with damping = 0.9; Frey & Dueck, 2007) to the features extracted from the 392 105-object drawing corpus described above (Eitz et al., 2012) . This yielded 16 clusters containing between 3 393 and 20 objects each. Among clusters containing at least 8 objects, we defined 8 visual categories containing 8 394 objects each (Table 1) . Each participant was randomly assigned two of these categories, and only the 16 objects 395 from these two categories appeared as drawing targets during their session. to buttons was randomized across trials. Participants who did not achieve greater than 80% accuracy on the 517 unambiguous 0%/100% endpoint objects in the pretest phase did not proceed to the training phase.
