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Based on the method of (n, k)-universal sets, we present a deterministic parameterized
algorithm for the weighted rd-matching problem with time complexity O∗(4(r−1)k+o(k)),
improving the previous best upper bound O∗(4rk+o(k)). In particular, the algorithm applied
to the unweighted 3d-matching problem results in a deterministic algorithm with time
O∗(16k+o(k)), improving the previous best result O∗(21.26k). For the weighted r-set pack-
ing problem, we present a deterministic parameterized algorithm with time complexity
O∗(2(2r−1)k+o(k)), improving the previous best result O∗(22rk+o(k)). The algorithm, when ap-
plied to the unweighted 3-set packing problem, has running time O∗(32k+o(k)), improv-
ing the previous best result O∗(43.62k+o(k)). Moreover, for the weighted r-set packing and
weighted rd-matching problems, we give a kernel of size O(kr ), which is the first kernel-
ization algorithm for the problems on weighted versions.
© 2010 Elsevier B.V. All rights reserved.
1. Introduction
Matching and packing problems form an important class of NP-hard problems. In particular, the 3d-matching problem
is one of the six ‘‘basic’’ NP-complete problems [7]. In this paper, we are mainly focused on the weighted rd-matching and
weighted r-set packing problems, for r ≥ 3, which are formally defined as follows.
Weighted rd-matching: Given a collection S ⊆ A1 × A2 × · · · × Ar of r-tuples and an integer k, where A1, A2, . . . , Ar
are pair-wise disjoint sets and each r-tuple in S has a weight value, find a subcollection S ′ of k r-tuples in S with the
maximum weight sum such that no two r-tuples in S ′ have common elements, or report that no such subcollection
exists.
Weighted r-set packing: Given a collection S of r-sets (i.e., sets that contain exactly r elements) and an integer k,
where each r-set in S has a weight value, find a subcollection S ′ of k r-sets in S with the maximum weight sum such
that no two r-sets in S ′ have common elements, or report that no such subcollection exists.
Parameterized algorithms for rd-matching and r-set packing have been an active research line, whose running time
are bounded by a polynomial of the input size n times a function f (k) of the parameter k. First note that the r-set packing
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Table 1
Comparison of deterministic algorithms for matching.
References Time complexity 3DM rDM W3DM WrDM Remark
[4] O∗((rk)!(rk)3rk) X X X X
[5] O∗(25rk−4k
6(r−1)k+k
rk

) X X X X
[11] O∗(12.8rk) X X X X
[2] O∗(4rk+o(k)) X X X X
Our result O∗(4(r−1)k+o(k)) X X X X
[15] O∗(432k+o(k)) X X r = 3 only
Our result O∗(16k+o(k)) X X r = 3
[1] O∗((r − 1)k((r − 1)k/e)k(r−2)) X X × ×
[9] O∗(2O(rk)) X X × ×
[16] O∗(43.62k+o(k)) X × r = 3 only
[12] O∗(21.26k) X × r = 3 only
[10] O∗(8k) (randomized) X × r = 3 only
problem is a general extension of the rd-matching problem. Therefore, all parameterized algorithms for r-set packing can
also be used to solve rd-matching. The weighted rd-matching and weighted r-set packing problems were first studied by
Downey and Fellows [4],where a deterministic parameterized algorithmof time complexityO∗((rk)!(rk)3rk)was presented.1
An improved deterministic algorithm for theweighted rd-matching andweighted r-set packing problemswas proposed by
Fellows et al. [5] with running time O∗(25rk−4k
6(r−1)k+k
rk

). Liu et al. [11] further reduced the time complexity to O∗(12.8rk).
For weighted 3d-matching, Wang and Feng [15] gave a more efficient algorithm of time complexity O∗(7.563k+o(k)) =
O∗(432k+o(k)). Currently, the best deterministic algorithms for the weighted rd-matching and weighted r-set packing
problems are due to Chen et al. [2] with time complexity O∗(4rk+o(k)).
We remark that there is also a very active research line on parameterized algorithms for unweighted versions of the
problems. Using the technique of Greedy Localization, Chen et al. [1] and Jia et al. [8] presented deterministic algorithms
for the unweighted rd-matching and r-set packing problems of time O∗((r − 1)k((r − 1)k/e)k(r−2)). Koutis [9] gave an
improved deterministic algorithm of timeO∗(2O(rk)). For the case of r = 3, Liu et al. [12] presented a deterministic algorithm
of time O∗(21.26k) for the unweighted 3d-matching problem, which is currently the best deterministic algorithm for the
unweighted 3d-matching problem. For the unweighted 3-set packing problem, Liu et al. [12] gave a deterministic algorithm
of time O∗(97.98k), which was further improved by Wang and Feng [16] with an algorithm of time O∗(43.62k+o(k)). This is
currently the best deterministic algorithm for the unweighted 3-set packing problem. It should be pointed out that all these
algorithms [1,8,9,12,16] seem to work only for unweighted versions and cannot be applied to solve the weighted versions.
Very recently, Koutis [10] proposed a randomized algorithm of time complexity O∗(8k) for the unweighted 3d-matching
and 3-set packing problems. However, as remarked in [17], the algorithms in [10] only work for unweighted case and do
not appear to extend to the weighted versions. Moreover, whether the algorithms can be extended to rd-matching and
r-set packing for r > 3, and whether the randomized algorithms can be derandomized are still unknown.
In this paper, we study the weighted versions of rd-matching and r-set packing, and develop a different algorithmic
approach to the problems. In particular, after further analyzing the structure of the problems and using (n, k)-universal
sets and the divide-and-conquer methods, we are able to develop a deterministic algorithm of time O∗(4(r−1)k+o(k)) for the
weighted rd-matching problem, improving the previous best result O∗(4rk+o(k)). In fact, our deterministic algorithms for
the weighted cases are even better than the previous best deterministic algorithm for the unweighted cases. For example,
our algorithm for weighted 3d-matching runs in time O∗(16k+o(k)), which is much better than the previous best algorithm
of time O∗(21.26k) for unweighted 3d-matching.
Table 1 provides a comprehensive comparison of deterministic algorithms for the rd-matching problems, where ‘‘X’’
denotes that the algorithm can be applied to the problem, ‘‘×’’ denotes that the algorithm is not applicable to the problem,
and 3DM, W3DM, rDM, and WrDM denote unweighted 3d-matching, weighted 3d-matching, unweighted rd-matching,
and weighted rd-matching, respectively. We have partitioned the algorithms into three groups. In the first group (the
first 5 rows in the table), we compare our algorithm with previous algorithms that are applicable to rd-matching for a
general integer r ≥ 3 and for both weighted and unweighted versions. In the second group, consisting of rows 6–7 in the
table, we compare our algorithm with the best previous algorithm for 3d-matching for both weighted and unweighted
versions. Finally, the last group, consisting of rows 8–12 in the table, lists all previous algorithms that are only applicable
to unweighted version of rd-matching. As we can see, our algorithm improves all previous algorithms significantly, except
the last row, which, as we have mentioned above, seems difficult to be derandomized and/or extended to general integer
r > 3.
For the weighted r-set packing problem, we also develop an improved deterministic algorithm. By further analyzing
the structure of the problem, we present an algorithm of time O∗(2(2r−1)k+o(k)) for weighted r-set packing, improving the
1 Following the recent convention, for a given function f , we will use the notion O∗(f ) for O(f · nO(1)).
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previous best result O∗(22rk+o(k)). In particular, for the case of r = 3, our deterministic algorithm for weighted 3-set packing
runs in time O∗(32k+o(k)), which is even better than the previous best algorithm of time O∗(43.62k+o(k)) for the unweighted
3-set packing problem.
Finally, for the weighted r-set packing and rd-matching problems, we develop a polynomial time kernelization
algorithm that gives the problems a kernel of size O(kr). This gives the first kernelization algorithm for the problems for
their weighted versions.
Before we start our discussion, we give a brief review on the necessary background.
Assume that n and k are integers such that n > k. Let Zn be the set {0, 1, . . . , n − 1}. A splitting function over Zn is a
{0, 1} function over Zn. A subsetW of Zn is called a k-subset if it contains exactly k elements. Let (W0,W1) be a partition of
the k-subset W , i.e., W0 ∪W1 = W and W0 ∩W1 = ∅. We say that a splitting function f over Zn implements the partition
(W0,W1) if f (x) = 0 for all x ∈ W0 and f (y) = 1 for all y ∈ W1.
Definition ([13]). A set Ψn,k of splitting functions over Zn is an (n, k)-universal set if for every k-subsetW of Zn and for any
partition (W0,W1) ofW , there is a splitting function f in Ψn,k that implements (W0,W1). The size of an (n, k)-universal set
Ψn,k is the number of splitting functions in Ψn,k.
Proposition 1.1 ([13,2]). There is an O(n2k+12 log2 k) time deterministic algorithm that constructs an (n, k)-universal set Ψn,k of
size bounded by n2k+12 log2 k+2.
A function f on Zn is injective from a subsetW of Zn if for any two different elements x and y inW , f (x) ≠ f (y).
By Bertrand’s postulate, proved by Chebyshev in 1850 (see [14], Section 5.2), there is a prime number q such that
n ≤ q < 2n. Moreover, the smallest prime number q0 between n and 2n can be constructed in time O(n).
Proposition 1.2 ([6]). Let n and k be integers, n ≥ k, and let q0 be the smallest prime number such that n ≤ q0 < 2n. For any k-
subset W in Zn, there is an integer z, 0 ≤ z < q0, such that the function gn,k,z over Zn, defined as gn,k,z(a) = (az mod q0)mod k2,
is injective from W.
2. An improved algorithm for weighted rd-matching
Let S ⊆ A1 × · · · × Ar be a collection of r-tuples. Denote by Vali(S) the set of all elements from Ai in S, 1 ≤ i ≤ r , and
let Val(S) = ri=1 Vali(S). Without loss of generality, we assume that |Vali(S)| = n for all i. A matching is a collection of
r-tuples in which no two tuples have common elements. A k-matching is a matching of k tuples.
Our improved algorithm for weighted rd-matching is based on the idea of divide-and-conquer. Let (S, k) be an instance
of weighted rd-matching. Suppose that a k-matching of themaximumweight in S isM∗. LetM∗1 be the collection of any k/2
r-tuples inM∗, and letM∗2 be the collection of the other k/2 r-tuples inM∗.2 Then bothM
∗
1 andM
∗
2 are (k/2)-matchings. If
we can partition the elements in Val(S) into two subsets V1 and V2 such that Val(M∗1 ) ⊆ V1 and Val(M∗2 ) ⊆ V2, then we can
recursively work on two subcollections S1 and S2, where Si is the subcollection of r-tuples in S in which all elements are in
Vi, for i = 1, 2. Note that for i = 1, 2, M∗i is a (k/2)-matching in Si. Therefore, if we can recursively find a (k/2)-matching
M ′i of the maximum weight in Si, for i = 1, 2, then, since Val(S1) ∪ Val(S2) = ∅, the union ofM ′1 andM ′2 is a k-matching of
the maximum weight in S.
This idea has been used in [2], which developed a deterministic algorithm of time O∗(4rk+o(k)) for the weighted rd-
matching problem. The following observation enables us to further improve the running time of the algorithm. Let
Val1(S) = {a1, . . . , an}. Then it is easy to see that there is an index h such that {a1, . . . , ah} contains k/2 elements in Val1(M∗)
and {ah+1, . . . , an} contains the other k/2 elements in Val1(M∗). In particular, this implies that the maximum weighted
k-matching M∗ can be partitioned into two (k/2)-matchings M∗1 and M
∗
2 such that {a1, . . . , ah} contains all elements in
Val1(M∗1 ) and {ah+1, . . . , an} contains all elements in Val1(M∗2 ). The index h can be found by enumerating all possible indices
between 1 and n. Therefore, finding the correct partition of the elements in Val1(S) takes at most n rounds.
This idea is implemented in the algorithmWRDM given in Fig. 1, where the function gn,k,z is as given in Proposition 1.2.
Theorem 2.1. The algorithmWRDM in Fig. 1 correctly solves the weighted rd-matching problem in time O∗(4(r−1)k+o(k)).
Proof. First note that the collection M returned by the algorithm WRDM is initialized as the empty set ∅ in step 4. Only
when step 5.1 of the algorithm finds a k-matchingM1 in S, does step 5.2 of the algorithm replaceM by the k-matchingM1.
Therefore, if the collection S has no k-matching, then the algorithmWRDMwill always correctly return the empty set ∅.
In consequence, we only need to prove thatwhen the collection S contains k-matchings, the algorithmWRDM(S, k)must
return a k-matching of the maximum weight in S.
Without loss of generality and by renaming the elements, we can assume that the set Val1(S) is the set Zn, and that the set
Val(S)−Val1(S) is the set Z(r−1)n. In particular, for an h-matchingM in S for any integer h, Val1(M) is a subset of h elements
in Zn and Val(M)− Val1(M) is a subset of (r − 1)h elements in Z(r−1)n.
We prove the following Claim for the subroutineMatching-ext(S ′, z1, z2, h) by induction on the integer h.
2 To simplify our discussion, we assume that k is even. In case k is odd, we should replace the two k/2’s by ⌊k/2⌋ and ⌈k/2⌉, respectively. Our discussion
will still go through but will be involved in more complicated expressions.
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AlgorithmWRDM (S, k)
Input: S ⊆ A1 × A2 × · · · × Ar and an integer k
Output: a maximum weighted k-matching in S if such a matching exists
1. for h = 1 to k do construct a (((r − 1)k)2, (r − 1)h)-universal set Ψ((r−1)k)2,(r−1)h;
2. let q1 be the smallest prime number such that n ≤ q1 < 2n;
3. let q2 be the smallest prime number such that (r − 1)n ≤ q2 < 2(r − 1)n;
4. M = ∅;
5. for 0 ≤ z1 ≤ q1 and 0 ≤ z2 ≤ q2 do
5.1 M1 = Matching-ext(S, z1, z2, k);
5.2 ifM1 ≠ ∅ andM1 is a k-matching with weight larger than that ofM
thenM = M1;
6. returnM .
Subroutine Matching-ext(S ′, z1, z2, h)
Input: a collection S ′ of r-tuples and an integer h ≤ k, z1 induces a pre-partition of
Val1(S ′), and z2 induces a pre-partition of Val(S ′)− Val1(S ′).
Output: an h-matching with maximum weight in S ′ if such a matching exists
1. if h = 1 then return the r-tuple with the maximum weight in S ′;
2.M ′ = ∅;
3. for i = 0 to k2 − 1 do
for each splitting function f in Ψ((r−1)k)2,(r−1)h do
3.1 V0 = {a | a ∈ Val1(S ′) and gn,h,z1 (a) ≤ i};
3.2 V1 = {a | a ∈ Val1(S ′) and gn,h,z1 (a) > i};
3.3 W0 = {a | a ∈ Val(S ′)− Val1(S ′) and f (g(r−1)n,(r−1)k,z2 (a)) = 0};
3.4 W1 = {a | a ∈ Val(S ′)− Val1(S ′) and f (g(r−1)n,(r−1)k,z2 (a)) = 1};
3.5 let S ′0 be the subcollection of r-tuples in S ′ whose elements are all in V0 ∪W0;
3.6 let S ′1 be the subcollection of r-tuples in S ′ whose elements are all in V1 ∪W1;
3.7 M ′0 = Matching-ext(S ′0, z1, z2, h/2);
3.8 M ′1 = Matching-ext(S ′1, z1, z2, h/2);
3.9 ifM ′0 ≠ ∅,M ′1 ≠ ∅, and weight(M ′0)+weight(M ′1) > weight(M ′)
thenM ′ = M ′0 ∪M ′1;
4. returnM ′ .
Fig. 1. The algorithmWRDM.
Claim. LetM∗ be an h-matching of themaximumweight in the collection S ′, where S ′ ⊆ S and h ≤ k. If z1 is an integer
that makes the function gn,k,z1 injective from Val
1(M∗), and if z2 is an integer that makes the function g(r−1)n,(r−1)k,z2
injective from Val(M∗) − Val1(M∗), then the subroutine Matching-ext(S ′, z1, z2, h) returns an h-matching of the
maximum weight in the collection S ′.
The Claimobviously holds true for the caseh = 1by step 1 of the subroutine (for any given z1 and z2). Nowweconsider the
case h > 1. Recall that the function gn,k,z1 is from Zn to Zk2 . Since the function gn,k,z1 is injective fromVal
1(M∗), we can assume
that gn,k,z1 maps the h elements in Val
1(M∗) to h different elements i1, i2, . . ., ih in Zk2 , where 0 ≤ i1 < i2 < · · · < ih ≤ k2−1.
Take the index ih/2 and define
M∗0 : the set of h/2 r-tuples inM∗ such that ∀a ∈ Val1(M∗0 ), gn,h,z1(a) ≤ ih/2, (1)
M∗1 : the rest h/2 r-tuples inM∗ such that ∀b ∈ Val1(M∗1 ), gn,h,z1(b) > ih/2. (2)
Nowconsider the set Val(M∗)−Val1(M∗). First of all, by our assumption, the function g(r−1)n,(r−1)k,z2 , which is from Z(r−1)n
to Z((r−1)k)2 , is injective from Val(M∗)− Val1(M∗). Therefore, the function g(r−1)n,(r−1)k,z2 maps the set Val(M∗)− Val1(M∗)
of (r − 1)h elements to a set X of (r − 1)h different elements in Z((r−1)k)2 . In particular, the function g(r−1)n,(r−1)k,z2 maps the
set Val(M∗0 ) − Val1(M∗0 ) of (r − 1)h/2 elements to a set X0 of (r − 1)h/2 different elements in Z((r−1)k)2 , and maps the set
Val(M∗1 )− Val1(M∗1 ) of (r − 1)h/2 elements to a set X1 of (r − 1)h/2 different elements in Z((r−1)k)2 . That is
g(r−1)n,(r−1)k,z2 maps Val(M
∗
0 )− Val1(M∗0 ) to X0, (3)
g(r−1)n,(r−1)k,z2 maps Val(M
∗
1 )− Val1(M∗1 ) to X1. (4)
Note that (X0, X1)makes a partition of X (i.e., X0 ∩ X1 = ∅ and X0 ∪ X1 = X).
Since X is a subset of (r − 1)h elements in Z((r−1)k)2 , by the definition of the (((r − 1)k)2, (r − 1)h)-universal set
Ψ((r−1)k)2,(r−1)h, there is a splitting function f0 in Ψ((r−1)k)2,(r−1)h that implements the partition (X0, X1), that is
f0(a) = 0 for all a ∈ X0, (5)
f0(b) = 1 for all b ∈ X1. (6)
Now consider step 3 of the subroutine Matching-ext(S ′, z1, z2, h), when the integer i = ih/2 is picked and the splitting
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function f = f0 is picked. For these selections of the index i = ih/2 and the function f = f0, we can derive
Val1(M∗0 ) ⊆ V0 and Val1(M∗1 ) ⊆ V1, (7)
where the first relation is from (1) and step 3.1 of the subroutine, and the second relation is from (2) and step 3.2 of the
subroutine. Moreover, from (3), (5), and step 3.3 of the subroutine, we derive
Val(M∗0 )− Val1(M∗0 ) ⊆ W0, (8)
and from (4), (6), and step 3.4 of the subroutine, we derive
Val(M∗1 )− Val1(M∗1 ) ⊆ W1. (9)
From (7) and (8), all elements in M∗0 are contained in V0 ∪ W0, and from (7) and (9), all elements in M∗1 are contained
in V1 ∪ W1. By steps 3.5–3.6, the subcollection S ′0 contains the (h/2)-matching M∗0 , and the subcollection S ′1 contains
the (h/2)-matching M∗1 . Note that M
∗
0 must be an (h/2)-matching of the maximum weight in S
′
0—otherwise, a maximum
weighted (h/2)-matching in S ′0 plus the (h/2)-matching M
∗
1 in S
′
1 would form an h-matching whose weight is larger than
that of M∗, contradicting the maximality of M∗. Since the function gn,k,z1 is injective from Val
1(M∗), the integer z1 also
makes the function gn,k,z1 injective from Val
1(M∗0 ). Similarly, the integer z2 makes the function g(r−1)n,(r−1)k,z2 injective from
Val(M∗0 ) − Val1(M∗0 ). Therefore, by the induction hypothesis, the subroutine call Matching-ext(S ′0, z1, z2, h/2) in step 3.7
will return an (h/2)-matchingM ′0 of themaximumweight in S
′
0, where the (h/2)-matchingM
′
0 should have the sameweight
as that ofM∗0 . Completely similar analysis shows that the subroutine callMatching-ext(S
′
1, z1, z2, h/2) in step 3.8will return
an (h/2)-matching M ′1 of the maximum weight in S
′
1, where the (h/2)-matching M
′
1 should have the same weight as that
of M∗1 . Since the collections S
′
0 and S
′
1 share no common elements, the union of M
′
0 and M
′
1 is an h-matching in S
′ whose
weight is equal to that of the maximum weighted h-matchingM∗, we conclude that after step 3.9 of the subroutine for the
selections of the index i = ih/2 and the splitting function f = f0, the collectionM ′ becomes an h-matching of the maximum
weight in S ′. In particular, when the subroutineMatching-ext(S ′, z1, z2, h) returns at step 4, it returns an h-matching of the
maximum weight in S ′.
This completes the proof of the Claim.
Now we return back to the algorithmWRDM(S, k). Suppose that the collection S has a k-matching M¯ of the maximum
weight. Since the set Val1(M¯) is a subset of k elements in Val1(S) = Zn, by Proposition 1.2, there is an integer z1, 0 ≤ z1 ≤ q1,
such that the function gn,k,z1 is injective from Val
1(M¯). Similarly, since the set Val(M¯) − Val1(M¯) is a subset of (r − 1)k
elements in Val(S) − Val1(S) = Z(r−1)n, by Proposition 1.2, there is an integer z2, 0 ≤ z2 ≤ q2, such that the function
g(r−1)n,(r−1)k,z2 is injective from Val(M¯)−Val1(M¯). When these values of z1 and z2 are selected in step 5 of the algorithm, by
the Claim proved above, the subroutine callMatching-ext(S, z1, z2, k) in step 5.1 will return a k-matching of the maximum
weight in S. Now by step 5.2 of the algorithm, the final collection M returned by the algorithm in step 6 is a k-matching of
the maximum weight in S.
This completes the proof of the correctness for the algorithmWRDM.
Finally, we study the complexity of the algorithm WRDM. First consider the subroutine Matching-ext(S ′, z1, z2, h). By
Proposition 1.1, the (((r − 1)k)2, (r − 1)h)-universal set Ψ((r−1)k)2,(r−1)h contains at most ((r − 1)k)22(r−1)h+12 log2((r−1)h)+2
splitting functions. Therefore, the loop body, i.e., steps 3.1–3.9, of the subroutine is executed at most
k2((r − 1)k)22(r−1)h+12 log2((r−1)h)+2 ≤ 2(r−1)hk2((r − 1)k)2212 log2((r−1)k)+2
= 2(r−1)hk2212 log2((r−1)k)+2 log((r−1)k)+2
≤ 2(r−1)h212 log2((r−1)k)+4 log((r−1)k)+2
times (note that r ≥ 3). Each execution of the loop body takes time O(m) to construct the subcollections S ′0 and S ′1, and
recursively calls the subroutine twice to search for (h/2)-matchings in the subcollections, where m = O(nr) is the size of
the collection S ′. Therefore, if we let T (m, h) be the running time of the subroutine Matching-ext(S ′, z1, z2, h), then the
function T (m, h) satisfies the following recurrence relation:
T (m, 1) ≤ cm;
T (m, h) ≤ 2(r−1)h212 log2((r−1)k)+4 log((r−1)k)+2 · (2T (m, h/2)+ cm),
where c is a constant. Using Corollary 2.2 in [2] (where we replace k by h, n by m, a by 2r−1, t(n) by cm, and c0 by
212 log
2((r−1)k)+4 log((r−1)k)+2), we derive
T (m, h) = O(m4(r−1)h2O(log3((r−1)k))) = O∗(4(r−1)h+o(k)).
This shows that the running time of the subroutineMatching-ext(S ′, z1, z2, h) is bounded by O∗(4(r−1)h+o(k)).
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Since the prime number q1 is bounded by 2n, and the prime number q2 is bounded by 2(r − 1)n, and by Proposition 1.1,
the (((r − 1)k)2, (r − 1)h)-universal sets for all h in step 1 can be constructed in time O∗(2k+o(k)), from the analysis for
the subroutine Matching-ext(S ′, z1, z2, h), now it is straightforward to conclude that the running time of the algorithm
WRDM(S, k) is bounded by O∗(4(r−1)k+o(k)).
This completes the proof of the theorem. 
Wepoint out that the algorithmWRDM(S, k) can be used directly to solve the unweighted rd-matching problem in time
O∗(4(r−1)k+o(k)), which improves the previous best deterministic algorithm of running time O∗(4rk+o(k)) for the problem [2].
Applying the algorithmWRDM(S, k) to the unweighted 3d-matching problem, we get a deterministic algorithm of running
time O∗(16k+o(k)) for the problem, improving the previous best deterministic algorithm of running time O∗(21.26k) for the
problem [12].
3. An improved algorithm for weighted r-set packing
In this section, we are focused on the weighted r-set packing problem. A packing of r-sets is a collection of r-sets in
which no two r-sets intersect. A k-packing is a packing of k r-sets. Let (S, k) be an instance of weighted r-set packing, whose
objective is to find a k-packingwith themaximumweight in S. For a collection S ′ of r-sets, let Val(S ′) be the set of all elements
occurring in S ′. Without loss of generality, let Val(S) = Zn = {0, 1, . . . , n− 1} so that the elements in Val(S) can be related
by inequalities.
The method we used in the previous section on rd-matching is not applicable to r-set packing: the elements in Val(S)
cannot be partitioned into ‘‘columns’’. Nevertheless, the following observation helps us to ‘‘partially’’ apply the method.
Define the pivot of an r-set σ to be the smallest element in σ .
Lemma 3.1. Let P = {σ1, σ2, . . . , σk} be a k-packing of the maximumweight in the collection S, sorted in increasing order by the
pivots of the r-sets. For each i, 1 ≤ i ≤ k, let ai be the pivot of the r-set σi. Then for all i, 1 ≤ i ≤ k, no r-set among {σi+1, . . . , σk}
can contain any elements in {a1, . . . , ai}.
Proof. Since the r-sets σ1, σ2, . . . , σk are sorted in increasing order by their pivots, for each j, j > i, the smallest element
in σj (i.e., the pivot of σj) is larger than all elements in {a1, . . . , ai}. Thus, the r-set σj cannot contain any elements in
{a1, . . . , ai}. 
In particular, if we pick the pivot ak/2 of the r-set σk/2 in themaximumweighted k-packing P = {σ1, σ2, . . . , σk}, which is
sorted in increasing order by pivots,3 then all r-sets in the (k/2)-packing P0 = {σ1, . . . , σk/2} have their pivots smaller than
or equal to ak/2, and all r-sets in the (k/2)-packing P1 = {σk/2+1, . . . , σk} have their pivots larger than ak/2. Unfortunately,
an r-set σi in P0, where i ≤ k/2, may contain an element a that is a pivot for some r-set not in P and a > ak/2. Therefore,
we cannot simply partition the collection S into two subcollections S0 and S1 based on pivots, then construct maximum
weighted (k/2)-packings in S0 and S1, and combine them into a maximum weighted packing in S.
On the other hand, the element ak/2 at least indicates the fact that if we want to construct two disjoint subcollections
S0 and S1 from S such that P0 and P1 are maximum weighted (k/2)-packings in S0 and S1, respectively, then by Lemma 3.1,
all pivots a1, . . ., ak/2 should be in S0. Therefore, we only need to concentrate on properly partitioning the rest (r − 1/2)k
elements in the k-packing P into the two subcollections S0 and S1.
Let f0 be a function on Val(S). Define f0(S) to be a collection of r-sets constructed by the following process. Initially,
f0(S) = ∅.
1. For each r-setσ = {b1, b2, . . . , br} in S, if f0(bi) ≠ f0(bj) for all i ≠ j, construct an r-set f0(σ ) = {f0(b1), f0(b2), . . . , f0(br)}
of the same weight and add it to f0(S);
2. If there are multiple copies of an r-set σ ′ in f0(S), then remove all copies of σ ′ from f0(S) except the one with the largest
weight.
For a k-packing P ′ = {σ ′1, . . . , σ ′k} in f0(S), there is a k-packing P = {σ1, . . . , σk} of the same weight in S, where for each
i, f0(σi) = σ ′i . Moreover, the k-packing P can be easily constructed from P ′ in time O(km), where m is the total number of
r-sets in S. In particular, the weight of a maximum weighted k-packing in f0(S) cannot be larger than that of a maximum
weighted k-packing in S.
Now we are ready for our algorithmWRSP for weighted r-set packing, as given in Fig. 2.
Theorem 3.2. The algorithmWRSP correctly solves the weighted r-set packing problem in time O∗(2(2r−1)k+o(k)).
Proof. The function gn,rk,z in step 4.1 of the algorithmWRSP is as given in Proposition 1.2, which maps each element in Zn
to an element in Z(rk)2 . First note that in the algorithmWRSP, the collection P is initialized to the empty set ∅ in step 3. The
collection P becomes a k-packing in S only when step 4.3 of the algorithm finds a k-packing in S. Moreover, by the remark
before the theorem, when P is a k-packing in S, a k-packing P in S of the same weight can be constructed in time O(km),
3 Again, to simplify our discussion and expressions, we assume that k is an even number.
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AlgorithmWRSP (S, k)
Input: a collection S of r-sets such that Val(S) = Zn , and an integer k
Output: a maximum weighted k-packing in S if such a packing exists
1. for h = 1 to k do construct a ((rk)2, (2r − 1)h/2)-universal set Ψ(rk)2,(2r−1)h/2);
2. let q be the smallest prime number such that n ≤ q < 2n;
3. P = ∅;
4. for z = 0 to q− 1 do
4.1 S = gn,rk,z(S);
4.2 P1 = Packing-ext(S, k);
4.3 if P1 is a k-packing with weight larger than that of P then P = P1;
5. return a k-packing P in S whose weight is equal to that of P .
Subroutine Packing-ext(S ′, h)
Input: a collection S ′ of r-sets such that Val(S ′) ⊆ Z(rk)2 and an integer h ≤ k
Output: a maximum weighted h-packing in S ′ if such a packing exists
1. if h = 1 then return the r-set with the maximum weight in S ′;
2. let {a1, a2, . . . , at } be the set of pivots of r-sets in S ′ , sorted in increasing order;
3. P ′ = ∅;
4. for i = h/2 to t − h/2 do
4.1 for each splitting function f in Ψ(rk)2,(2r−1)h/2 do
4.2 V0 = {a1, a2, . . . , ai};
4.3 W0 = {x | x ∈ Val(S ′)− V0 and f (x) = 0};
4.4 W1 = {x | x ∈ Val(S ′)− V0 and f (x) = 1};
4.5 let S ′0 be the subcollection of S ′ that contains only elements inW0 ∪ V0;
4.6 let S ′1 be the subcollection of S ′ that contains only elements inW1;
4.7 P ′0 = Packing-ext(S ′0, h/2); P ′1 = Packing-ext(S ′1, h/2);
4.8 if P ′0 ≠ ∅, P ′1 ≠ ∅ and weight(P ′0)+weight(P1) > weight(P ′)
then P ′ = P ′0 ∪ P ′1;
5. return P ′ .
Fig. 2. The algorithmWRSP.
where m is the total number of r-sets in S. Therefore, if the collection S has no k-packing, then the algorithm WRSP will
always correctly return the empty set ∅.
As a result, we only need to prove that when S contains k-packings, the algorithm WRSP must return a k-packing
with the maximum weight in S. For this, we first prove that if a collection S ′ contains an h-packing, then the subroutine
Packing-ext(S ′, h) returns an h-packing of the maximum weight in S ′. Our proof is by induction on h.
The Claim obviously holds true for the case h = 1 by step 1 of the subroutine. Now consider the case when h > 1. Let
P∗ = {σ1, σ2, . . . , σh} be an h-packing of the maximumweight in S ′, where the r-sets are sorted in increasing order by their
pivots, and for each i, let bi be the pivot of σi. Note that all pivots bi appear in the set {a1, a2, . . . , at} constructed in step 2 of
the subroutine. In particular, we can assume bh/2 = aj.
Let P∗0 = {σ1, . . . , σh/2}, and P∗1 = {σh/2+1, . . . , σh}. Consider the two disjoint sets Y0 = Val(P∗0 ) − {a1, . . . , aj} and
Y1 = Val(P∗1 ). The set Y0 has at most (r − 1)h/2 elements because {b1, . . . , bh/2} is a subset of {a1, . . . , aj} (note that some
ai in {a1, . . . , aj} that is not a pivot of any r-set in P∗0 can appear in P∗0 ). The set Y1 has exact (rh)/2 elements. Let Y ′0 be any
superset of Y0 that is disjoint from Y1 and has exact (r−1)h/2 elements. Then, the set Y = Y ′0∪Y1 is a set of exact (2r−1)h/2
elements in the set Z(rk)2 (recall that we assume Val(S
′) ⊆ Z(rk)2 ).
By the definition of the ((rk)2, (2r − 1)h/2)-universal set, there is a splitting function f ∗ in Ψ(rk)2,(2r−1)h/2 such that (1)
f ∗(x) = 0 for all x in Y ′0 (in particular f ∗(x) = 0 for all x in Y0), and (2) f ∗(x) = 1 for all x in Y1. Now consider step 4 of the
subroutine when i = j (i.e., when ai = bh/2) and when f = f ∗. By the above discussion, we have Val(P∗0 ) ⊆ W0 ∪ V0 and
Val(P∗1 ) ⊆ W1 (note that by Lemma 3.1, no element in {a1, . . . , aj} is in Val(P∗1 )). Therefore, P∗0 and P∗1 are (h/2)-packings in
the subcollections S ′0 and S
′
1, respectively. By the induction hypothesis, step 4.7 returns amaximumweighted (h/2)-packing
P ′0 in S
′
0 and a maximum weighted (h/2)-packing P
′
1 in S
′
1. Since the subcollections S
′
0 and S
′
1 contain no common elements,
the union P ′0∪P ′1 is an h-packing in S ′. Since the weight of P ′0 is not smaller than that of P∗0 and the weight of P ′1 is not smaller
than that of P∗1 , and P∗ = P∗0 ∪ P∗1 is a maximum weighted h-packing in S ′, we conclude that after the execution of the loop
with the values i = j and f = f ∗, the collection P ′ becomes a maximum weighted h-packing in S ′. Since step 4.8 of the
subroutine can never produce an h-packing of weight larger than that of P∗, the subroutine Packing-ext(S ′, h)must return
in step 5 a maximumweighted h-packing in S ′. This completes the proof that if S ′ contains h-packings, then the subroutine
Packing-ext(S ′, h)must return a maximum weighted h-packing in S ′.
To complete the proof for the correctness for the algorithmWRSP(S, k), let Pmax be a maximum weighted k-packing in
S, and let Ymax be the set of rk elements in Pmax. By Proposition 1.2, there is an integer z∗, 0 ≤ z∗ < q, such that the function
gn,rk,z∗ is injective from Ymax. Therefore, when z = z∗ in step 4 of the algorithmWRSP, the collection gn,rk,z∗(Pmax) has the
same weight as that of Pmax and is a maximum weighted k-packing in S (note that the weight of a maximum weighted k-
packing in S cannot be larger than that of Pmax). By what we have proved for the subroutine Packing-ext, step 4.2 of the
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algorithm will produce a maximum weighted k-packing P1 in S and step 4.3 will ensure that the collection P is a k-packing
in S whose weight is equal to that of Pmax. Finally, step 5 ofWRSP returns a maximum weighted k-packing in S.
We now analyze the complexity of the algorithm. First consider the subroutine Packing-ext. By our assumption,
Val(S ′) ⊆ Z(rk)2 . Thus, the set of pivots in step 2 of the subroutine has at most (rk)2 elements (i.e., t ≤ (rk)2). By
Proposition 1.1, the ((rk)2, (2r − 1)h/2)-universal set Ψ(rk)2,(2r−1)h/2 has at most (rk)22(2r−1)h/2+12 log2((2r−1)h/2)+2 splitting
functions. Therefore, the loop of steps 4.2–4.8 of the subroutine is executed at most (rk)42(2r−1)h/2+12 log2((2r−1)h/2)+2 times.
Each execution of the loop, not counting the recursive calls, takes time O(m), wherem is the number of r-sets in S ′.
Let T (m, h) be the running time of the subroutine Packing-ext. Then we have
T (m, 1) ≤ cm;
T (m, h) ≤ (rk)42(2r−1)h/2+12 log2((2r−1)h/2)+2(cm+ 2T (m, h/2))
≤ 2(2r−1)h/2212 log2(rk)+4 log(rk)+2(cm+ 2T (m, h/2))
where c is a constant, and we have used the fact h ≤ k and (2r − 1)/2 < r . Using Corollary 2.2 in [2], where we replace k
by h, n bym, a by 2(2r−1)/2, t(n) by cm, and c0 by 212 log
2(rk)+4 log(rk)+2 (note that both r and k are independent of h andm), we
derive
T (m, h) = O(m2(2r−1)h2O(log3(rk))) = O∗(2(2r−1)h+o(k)).
This shows that the complexity of the subroutine Packing-ext(S ′, h) is O∗(2(2r−1)h+o(k)). In particular, step 4.2 of the
algorithmWRSP takes time O∗(2(2r−1)k+o(k)).
By Proposition 1.1, the ((rk)2, (2r − 1)h/2)-universal sets Ψ(rk)2,(2r−1)h/2 for all h in step 1 of the algorithmWRSP can be
constructed in time O∗(2(2r−1)k/2+o(k)). The prime number q is bounded by 2n. Therefore, the running time of the algorithm
WRSP(S, k) is bounded by O∗(2(2r−1)k+o(k)). This completes the proof of theorem. 
We point out that the algorithm WRSP(S, k) can be directly applied to solve the unweighted r-set packing problem in
time O∗(2(2r−1)k+o(k)), and improves the previous best result O∗(22rk+o(k)) [2]. In particular, when applying the algorithm
WRSP(S, k) to the unweighted 3-set packing problem, we solve unweighted 3-set packing in time O∗(32k+o(k)), improving
the previous best result O∗(43.62k+o(k)) [16].
4. Kernelization for weighted matching and packing
In this section, we present an O∗(kr) kernel for the weighted r-set packing problem (thus, also for the weighted rd-
matching problem).
Lemma 4.1. Let (S, k) be an instance of weighted r-set packing, where S contains k-packings. Let a1, . . ., ar−q be r− q elements
in Val(S), 0 ≤ q ≤ r − 1. If S has more than (rk)q r-sets that contain all a1, . . ., ar−q, then there is a proper subcollection S ′ of S,
S ′ ( S, that contains a maximum weighted k-packing in S.
Proof. We prove the lemma by induction on q. The lemma is trivially true for the case q = 0: if the collection S contains
more than (rk)0 = 1 copies of an r-set that consists of the r elements a1, . . ., ar , then we can remove all but the one with
the largest weight of these copies. It is obvious that the resulting proper subcollection S ′ of S contains a maximumweighted
k-packing in S.
Now consider the general case of q > 0. Let T = {σ1, . . . , σh, σh+1, . . . , σt} be the collection of all r-sets in S that contain
all elements a1, . . ., ar−q, sorted by their weights in non-increasing order, where h = (rk)q and t > h = (rk)q. Let P∗ be a
maximum weighted k-packing in S.
Case 1. If P∗ has no r-set that contains all elements a1, . . ., ar−q, or if P∗ contains an r-set σi in T with i ≤ h, then the
proper subcollection S ′ = S−{σt} of S contains P∗ (note that h < t and that no other r-set in P∗ can be in T ), and the lemma
is proved.
The remaining case is that P∗ contains an r-set σi in T with i > h. We divide this case into two subcases.
Case 2.1. If an r-set σj in T with j ≤ h contains no element in Val(P∗)−{a1, . . . , ar−q}, then (P∗−{σi})∪{σj} is amaximum
weighted k-packing in S that is contained in the proper subcollection S ′ = S − {σt} (note that by the ordering of T and by
the definition of P∗, the weight of σj must be equal to the weight of σi) and the lemma is proved.
Case 2.2. Every r-set in {σ1, . . . , σh} contains at least one element in Val(P∗) − {a1, . . . , ar−q}. Then {σ1, . . . , σh, σi}
is a collection of more than h = (rk)q r-sets in T that contain all elements a1, . . ., ar−q plus at least one element in
Val(P∗)− {a1, . . . , ar−q}. Since there are r(k− 1)+ q < rk elements in Val(P∗)− {a1, . . . , ar−q} (note that q < r), there is
at least one element b in Val(P∗)− {a1, . . . , ar−q} such that more than (rk)q−1 r-sets in T (thus in S) contain the r − (q− 1)
elements {a1, . . . , ar−q, b}. Now by the induction hypothesis, there is a proper subcollection S ′ of S that contains amaximum
weighted k-packing in S.
This completes the proof of the lemma. 
Now we can conclude with our main theorem in this section.
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Theorem 4.2. There is a polynomial time kernelization algorithm for the weighted r-set packing problem that, on an instance
(S, k), produces an instance (S ′, k)where S ′ is a subcollection of S and S ′ has at most (rk)r = O(kr) r-sets, such that if S contains
k-packings then S ′ contains a maximum weighted k-packing in S.
Proof. First note that S ′ is a subcollection of S. Therefore, if S contains no k-packings, then it is impossible for S ′ to contain
a k-packing. Therefore, in the following, we can assume that S contains k-packings.
On a collection S of more than (rk)r r-sets, our kernelization algorithm works by repeatedly applying the following
procedure:
Reduce(S)
1. for q = 0 to r − 1 do
1.1 for every r − q elements a1, . . ., ar−q in Val(S) do
1.2 if there are more than (rk)q r-sets in S that contain all a1, . . ., ar−q
1.3 then remove from S the r-set σt that contains all a1, . . ., ar−q
1.4 and has the smallest weight, Return;
2. remove from S the r-set σ ′t that has the smallest weight; Return.
We must show that the procedure Reduceworks correctly.
Case A. The procedure Reduce(S) returns at step 1.4. Then there are an integer q, 0 ≤ q ≤ r − 1, and r − q elements
a1, . . ., ar−q such that S has more than (rk)q r-sets that contain all a1, . . ., ar−q. If this is in Case 1 or Case 2.1 as described
in the proof of Lemma 4.1, then as explained in the proof, the proper subcollection S ′ = S − {σt} of S contains a maximum
weighted k-packing in S, where σt is the r-set that contains all a1, . . ., ar−q and has the smallest weight. On the other hand,
Case 2.2 in the proof cannot hold true here: Case 2.2 would imply that there are r − (q − 1) elements a1, . . ., ar−q, b such
that the collection S has more than (rk)q−1 r-sets that contain all a1, . . ., ar−q, b (see the discussion of Case 2.2 in the proof
of Lemma 4.1). If this were the case, then the procedure would have returned during the (q− 1)st execution of the loop of
steps 1.1–1.4. In conclusion, if there are an integer q, 0 ≤ q ≤ r−1, and r−q elements a1, . . ., ar−q such that S hasmore than
(rk)q r-sets that contain all a1, . . ., ar−q, then the procedure Reduce(S)will produce the proper subcollection S ′ = S − {σt}
of S that contains a maximum weighted k-packing in S.
Case B. The procedure Reduce(S) returns at step 2. Let P∗ be a maximum weighted k-packing in S. Let S =
{σ ′1, . . . , σ ′h, σ ′h+1, . . . , σ ′t }, where the r-sets have been sorted by their weights in non-increasing order, h = (rk)r , and
t > h. Let Sh = {σ ′1, . . . , σ ′h}. If all r-sets in P∗ are in Sh, then the proper subcollection S ′ = S − {σ ′t } contains the maximum
weighted k-packing P∗. On the other hand, suppose that there are r-sets in P∗ that are not in Sh. Let σ ′j be the r-set in P∗ that
is not in Sh and has the largest index j in S (in particular, j > h). We divide this case into two subcases:
Subcase B.1. There is an r-set σ ′i in Sh, i ≤ h, that contains no elements in Val(P∗). Then the proper subcollection
S ′ = S − {σ ′t }will contain (P∗ − σ ′j ) ∪ {σ ′i }, which is also a maximum weighted k-packing in S.
Subcase B.2. Every r-set in Sh contains at least one element in Val(P∗). Then Sh plus σ ′j gives a collection of more than
(rk)r r-sets in S in which each r-set contains at least one element in Val(P∗). Since Val(P∗) has exactly rk elements, we derive
that there is an element a1 in Val(P∗) such that Sh ∪ {σ ′j } (thus S) has more than (rk)r−1 r-sets that contain a1. That is, for
q = r−1, there is r−q = 1 element a1 such that S hasmore than (rk)q r-sets that contain a1. But this is a contradiction: the
existence of the element a1 would have made the procedure Reduce(S) to return at step 1.4 during its (r − 1)st execution
of the loop 1.1–1.4, instead of at step 2. Therefore, Subcase B.2 is impossible.
This completes the proof that if the procedure Reduce(S) returns at step 2, then the proper subcollection S ′ = S − {σ ′t }
must contain a maximum weighted k-packing in S.
Summarizing the discussion in Cases A and B verifies that if the collection S hasmore than (rk)r r-sets, then the procedure
Reduce(S) always returns a proper subcollection S ′ of S that contains a maximum weighted k-packing in S.
It is easy to derive that the running time of the procedure Reduce(S) is bounded by
O

m
r−
q=0

n
r − q

= O(mnr),
wherem is the number of r-sets in S and n = |Val(S)|.
Therefore, in time O(mnr), the procedure Reduce(S), on a collection S of more than (rk)r r-sets, produces a proper
subcollection S ′ of S that contains a maximumweighted k-packing in S. If we repeatedly apply the procedure Reduce to the
resulting collection as long as it contains more than (rk)r r-sets, for at mostm− (rk)r times, we end up with a subcollection
S ′ of the original collection S such that S ′ contains at most (rk)r r-sets and S ′ contains a maximumweighted k-packing in S.
The instance (S ′, k) then is the desired instance in the theorem, and it can be constructed from the original instance in time
O(m2nr). 
Since r-set packing is a natural generalization of rd-matching. Theorem 4.2 also gives a kernelization algorithm for the
weighted rd-matching problem.
Finally, we remark that polynomial time kernelization algorithms for the unweighted rd-matching and r-set packing
problems have been reported in the literature [5]. On the other hand, Theorem 4.2 seems to be the first kernelization result
for the weighted versions of the problems.
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5. Conclusions
Matching and packing have been an important class of NP-hard problems. Parameterized algorithms for matching and
packing problems have been an active research direction in the past decade. In this paper, we offered new observations
that enabled us to take advantage of the recent techniques based on divide-and-conquer in parameterized algorithms [2],
and develop improved deterministic algorithms for the weighted rd-matching and r-set packing problems for any fixed
constant r .
An obvious open problem is whether or not the algorithms can be further improved. In particular, is it possible to
develop deterministic algorithms of running timeO∗(2rk) for the rd-matching and r-set packing problems, even just for the
unweighted versions? The approach based on (n, k)-universal set, which has been adopted in the current paper, seems to
have its limit to reach this goal. On the other hand, there have been recently developed randomized algorithms of running
time O∗(23k) for the unweighted 3d-matching and 3-set packing problems [10], although it is unknown whether these
algorithms can be derandomized without significantly increasing the running time and whether these algorithms can be
extended to solve the weighted versions of the problems and to solve the problems for a general integer r > 3 [10,17].
Theorem 4.2 shows a kernelization upper bound O(kr) for the weighted rd-matching and the weighted r-set packing
problems. This result may lead to further interesting research. In particular, Dell and van Melkebeek [3] have recently been
able to establish non-linear lower bounds for kernel size for a variety of parameterized problems. It will be interesting to
study nontrivial lower bounds for kernel size for rd-matching and r-set packing, and see how closely the upper bounds
presented in the current paper match the lower bounds.
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