Many modern neural network architectures are trained in an overparameterized regime where the parameters of the model exceed the size of the training dataset. Sufficiently overparameterized neural network architectures in principle have the capacity to fit any set of labels including random noise. However, given the highly nonconvex nature of the training landscape it is not clear what level and kind of overparameterization is required for first order methods to converge to a global optima that perfectly interpolate any labels. A number of recent theoretical works have shown that for very wide neural networks where the number of hidden units is polynomially large in the size of the training data gradient descent starting from a random initialization does indeed converge to a global optima. However, in practice much more moderate levels of overparameterization seems to be sufficient and in many cases overparameterized models seem to perfectly interpolate the training data as soon as the number of parameters exceed the size of the training data by a constant factor. Thus there is a huge gap between the existing theoretical literature and practical experiments. In this paper we take a step towards closing this gap. Focusing on shallow neural nets and smooth activations, we show that (stochastic) gradient descent when initialized at random converges at a geometric rate to a nearby global optima as soon as the square-root of the number of network parameters exceeds the size of the training data. Our results also benefit from a fast convergence rate and continue to hold for non-differentiable activations such as Rectified Linear Units (ReLUs).
Introduction

Motivation
Modern neural networks typically have more parameters than the number of data points used to train them. This property allows neural nets to fit to any labels even those that are randomly generated [1] . Despite many empirical evidence of this capability the conditions under which this occurs is far from clear. In particular, due to this overparameterization, it is natural to expect the training loss to have numerous global optima that perfectly interpolate the training data. However, given the highly nonconvex nature of the training landscape it is far less clear why (stochastic) gradient descent can converge to such a globally optimal model without getting stock in subpar local optima or stationary points. Furthermore, what is the exact amount and kind of overpametrization that enables such global convergence? Yet another challenge is that due to overparameterization, the training loss may have infinitely many global minima and it is critical to understand the properties of the solutions found by first-order optimization schemes such as (stochastic) gradient descent starting from different initializations.
Recently there has been interesting progress aimed at demystifying the global convergence of gradient descent for overparameterized networks. However, most existing results focus on either quadratric activations [2, 3] or apply to very specialized forms of overparameterization [4] [5] [6] [7] [8] [9] involving unrealistically wide neural networks where the number of hidden nodes are polynomially large in the size of the dataset. In contrast to this theoretical literature popular neural networks require much more modest amounts of overparameterization and do not typically involve extremely wide architectures. In particular (stochastic) gradient descent starting from a random initialization seems to find globally optimal network parameters that perfectly interpolate the training data as soon as the number of parameters exceed the size of the training data by a constant factor. See Section 4 for some numerical experiments corroborating this claim. Also in such overparameterized regimes gradient descent seems to converge much faster than existing results suggest.
In this paper we take a step towards closing the significant gap between the theory and practice of overparameterized neural network training. We show that for training neural networks with one hidden layer, (stochastic) gradient descent starting from a random initialization finds globally optimal weights that perfectly fit any labels as soon as the number of parameters in the model exceed the square of the size of the training data by numerical constants only depending on the input training data. This result holds for networks with differentiable activations. We also develop results of a similar flavor, albeit with slightly worse levels of overparameterization, for neural networks involving Rectified Linear Units (ReLU) activations. Our results also show that gradient descent converges at a much faster rate than existing gurantees. Our theory is based on combining recent results on overparameterized nonlinear learning [10] with more intricate tools from random matrix theory and bounds on the spectrum of Hadamard matrices. While in this paper we have focused on shallow neural networks with a quadratic loss, the mathematical techniques we develop are quite general and may apply more broadly. For instance, our techniques may help improve the existing guarantees for overparameterized deep networks ( [6, 9] ) or allow guarantees for other loss functions. We leave a detailed study of these cases to future work.
Model
We shall focus on neural networks with only one hidden layer with d inputs, k hidden neurons and a single output as depicted in Figure 1 . The overall input-output relationship of the neural network in this case is a function f (⋅; W ) ∶ R d → R that maps the input vector x ∈ R d into a scalar output via the following equation
In the above the vectors w ∈ R d contains the weights of the edges connecting the input to the th hidden node and v ∈ R is the weight of the edge connecting the th hidden node to the output. Finally, φ ∶ R → R denotes the activation function applied to each hidden node. For more compact notation we gather the weights w v into larger matrices W ∈ R k×d and v ∈ R k of the form
We can now rewrite our input-output model in the more succinct form
x ↦ f (x; W ) ∶= v T φ(W x).
(1.1)
Here, we have used the convention that when φ is applied to a vector it corresponds to applying φ to each entry of that vector.
Notations
Before we begin discussing our main results we discuss some notation used throughout the paper. For a matrix X ∈ R n×d we use σ min (X) and σ max (X) = X to denote the minimum and maximum singular value of X. For two matrices
we define their Khatri-Rao product as
, where ⊗ denotes the Kronecher product. For two matrices A and B, we denote their Hadamard (entrywise) product by A ⊙ B. For a matrix A ∈ R n×n , A ⊙r ∈ R n×n is defined inductively via
with A ⊙0 = 11 T . Similarly, for a matrix X ∈ R n×d with rows given by x i ∈ R d we define the r-way Khatrio-Rao matrix X * r ∈ R n×d r as a matrix with rows given by
For a matrix W ∈ R k×d we use vect(W ) ∈ R kd to denote a column vector obtained by concatenating the rows w 1 , w 2 , . . . ,
T . Similarly, we use mat (w) ∈ R k×d to denote a k × d matrix obtained by reshaping the vector w ∈ R kd across its rows. Throughout, for a differentiable function φ ∶ R ↦ R we use φ ′ and φ ′′ to denote the first and second derivative. If the function is not differentiable but only has isolated non-differentiable points we use φ ′ to denote a generalized derivative [11] . For instance, for φ(z) = ReLU (z) = max(0, z) we have φ ′ (z) = I {z≥0} with I denoting the indicator mapping. We use c and C to denote numerical constants whose values may change from line to line. We also use the notation c z to denote a numerical constant only depending on the variable or function z.
Main results
When training a neural network, one typically has access to a data set consisting of n feature/label pairs (x i , y i ) with x i ∈ R d representing the features and y i the associated labels. We wish to infer the best weights v, W such that the mapping f (x; W ) ∶= v T φ(W x) best fits the training data. In this paper we assume v ∈ R k is fixed and we train for the input-to-hidden weights W via a quadratic loss. The training optimization problem then takes the form
To optimize this loss we run (stochastic) gradient descent starting from a random initialization W 0 . We wish to understand: (1) when such iterative updates lead to a globally optimal solution that perfectly interpolates the training data, (2) what are the properties of the solutions these algorithms converge to, and (3) what is the required amount of overparameterization necessary for such events to occur. We begin by stating results for training via gradient descent for smooth activations in Section 2.1 followed by ReLU activations in Section 2.2. Finally, we discuss results for training via Stochastic Gradient Descent (SGD) in Section 2.3.
Training networks with smooth activations via gradient descent
In our first result we consider a one-hidden layer neural network with smooth activations and study the behavior of gradient descent in an over-parameterized regime where the number of parameters is sufficiently large.
Theorem 2.1 Consider a data set of input/label pairs x i ∈ R d and y i ∈ R for i = 1, 2, . . . , n aggregated as rows/entries of a data matrix X ∈ R n×d and a label vector y ∈ R n . Without loss of generality we assume the dataset is normalized so that x i 2 = 1. Also consider a one-hidden layer neural network with k hidden units and one output of the form
We would like to note that we have chosen to state our results based on easy to calculate quantities such as σ 2 min (X * X) and µ φ . As it becomes clear in the proofs a more general result holds where the theorem above and its conclusions can be stated with µ φ σ min (X * X) replaced with a quantity that only depends on the expected minimum singular value of the Jacobian of the neural network mapping at the random initialization (See Theorem 6.2 in the proofs for details). Using this more general result combined with well known calculations involving Hermite polynomials one can develop other interpretable results. For instant we can show that σ min (X * X) can be replaced with higher order Khatrio-Rao products (i.e. σ min (X * r )). Before we start discussing the conclusions of this theorem let us briefly discuss the scaling of various quantities. When n ≳ d, in many cases we expect X to grow with n d and σ min (X * X) to be roughly a constant so that κ(X) is typically a constant (see Corollary 2.2 below for a precise statement). Thus based on (2.2) the typical scaling required in our results is kd ≳ n 2 . That is, the conclusions of Theorem 2.1 holds with high probability as soon as the square of the number of parameters of the model exceed the number of training data by a fixed numerical constant. To the extent of our knowledge this result is the first of its kind only requiring the number of parameters to be sufficiently large w.r.t. the training data rather than the number of hidden units w.r.t. the size of the training data. That said, as we demonstrate in Section 4 neural networks seem to work with even more modest amounts of overparameterization and when the number of parameters exceed the size of the training data by a numerical constant i.e. kd ≳ n. We hope to close this remaining gap in future work. We also note that based on this typical scaling the convergence rate is on the order of 1 − c d n .
1 If k is odd we set one entry to zero ⌊ We briefly pause to also discuss the case where one assumes n ≲ d (although this is not a typical regime of operation in neural networks). In this case both X and σ min (X * X) are of the order of one and thus κ scales as d n. Thus, the overparmeterization requirement (2.2) reduces to k ≳ n. Thus, in this regime we can perfectly fit any labels as soon as the number of hidden units exceeds the size of the training data. We also note that in this regime the convergence rate is a fixed numerical constant independent of any of the dimensions.
Before we start discussing the conclusions of this theorem let us state a simple corollary that clearly illustrates the scaling discussed above for randomly generated input data. The proof of this simple corollary is deferred to Appendix E. Corollary 2.2 Consider the setting of Theorem 2.1 above with η = n 2B 2 y 2 2 X 2 . Furthermore, assume the we use the softplus activation φ(z) = log(1 + e z ) and the input data points x 1 , x 2 , . . . , x n are generated i.i.d. uniformly at random from the unit sphere of R d where d ≤ n ≤ cd 2 . Then, as long as
3)
Here, γ 1 , γ 2 , c, C, c 1 , c 2 , and c 3 are fixed numerical constants.
We would like to note that while for simplicity this corollary is stated for data points that are uniform on the unit sphere, as it becomes clear in the proof, this result continues to hold for a variety of other generic 2 data models with the same scaling. The corollary above clarifies that the typical scaling required in our results is indeed kd ≳ n 2 . That is, the conclusions of Theorem 2.1 holds with high probability as soon as the square of the number of parameters of the model exceed the number of training data by a fixed numerical constant.
The theorem and corollary above show that under kd ≳ n 2 overparameterization Gradient Descent (GD) iterates have a few interesting properties properties: Zero traning error: The first property demonstrated by Theorem 2.1 above is that the iterates converge to a global optima. This holds despite the fact that the fitting problem may be highly nonconvex in general. Indeed, based on (2.4) the fitting/training error f (W τ ) − y 2 achieved by Gradient Descent (GD) iterates converges to zero. Therefore, GD can perfectly interpolate the data and achieve zero training error. Furthermore, the algorithm enjoys a fast geometric rate of convergence to this global optima. In particular to achieve a relative accuracy of (i.e. f (W τ ) − y Gradient descent iterates remain close to the initialization: The second interesting aspect of our result is that we guarantee the GD iterates never leave a neighborhood of radius of the order of √ n around the initial point. That is the GD iterates remain rather close to the initialization. 2 Informally, we call a set of points generic as long as no subset of them belong to an algebraic manifold. 3 Note that W0 F ≈ √ kd >> √ n so that this radius is indeed small.
Furthermore, (2.5) shows that for all iterates the weighted sum of the distance to the initialization and the misfit error remains bounded so that as the loss decreases the distance to the initialization only moderately increases. Gradient descent follows a short path: Another interesting aspect of the above results is that the total length of the path taken by gradient descent remains bounded and is of the order of √ n.
Training ReLU networks via gradient descent
The results in the previous section focused on smooth activations and therefore does not apply to non-differentiable activations and in particular the widely popular ReLU activations. In the next theorem we show that a similar result continues to hold when ReLU activations are used.
Theorem 2.3 Consider the setting of Theorem 2.1 with the activations equal to φ(z) = ReLU (z) ∶= max(0, z) and the step size η = n 3 y 2 2 X 2η withη ≤ 1. Then, as long as 6) and γ and c fixed numerical constants, then with probability at least 1
Also similar to Corollary 2.2 we can state the following simple corollary to better understand the requirement in typical instances.
Corollary 2.4 Consider the setting of Theorem 2.3 above with η = n y 2 2 X 2 . Furthermore, assume the input data points x 1 , x 2 , . . . , x n are generated i.i.d. uniformly at random from the unit sphere of R d where d ≤ n ≤ cd 2 . Then, as long as
7)
with probability at least 1
The theorem and corollary above show that all the nice properties of GD with smooth activations continue to hold for ReLU activations. The only difference is that the required overparameterization is now of the form
d which is suboptimal compared to the smooth case by a factor of n d. Our discussion so far focused on results based on the minimum singular value of the second order Khatrio-Rao product X * X or higher order products X * r . The reason we require these minimum singular values to be positive is to ensure diversity in the data set. Indeed, if two data points are the same but have different output labels there is no way of achieving zero training error. However, assuming these minimum singular values are positive is not the only way to ensure diversity and our results apply more generally (see Theorem 6.3 in the proofs). Another related and intuitive criteria for ensuring diversity is assuming the input samples are sufficiently separated as defined below.
Assumption 1 (δ-separable data) Let δ > 0 be a scalar. Consider a data set consisting of n samples x 1 , x 2 , . . . , x n ∈ R d all with unit Euclidian norm. We assume that any pair of points x i and x j obey min(
We now state a result based on this minimum separation assumption. This result is a corollary of our meta theorem (Theorem 6.3) discussed in the proofs.
Theorem 2.5 Consider the setting of Theorem 2.1 with the activations equal to φ(z) = ReLU (z) ∶= max(0, z) and the step size η = n 3 y 2 2 X 2η withη ≤ 1. Suppose Assumption 1 holds for some δ > 0 and let c, C > 0 be two numerical constants. Suppose number of hidden nodes satisfy
Then with probability at least 1
We would like to note that related works [4, 6, 8] consider slight variations of this assumption for training ReLU networks to give overparameterized learning guarantees where the number of hidden nodes grow polynomially in n. Our results seem to have much better dependencies on n compared to these works. Furthermore, we do not require the number of hidden nodes to scale with the desired training accuracy (L(W ) ≤ ) as required by [4] .
Training using SGD
The most widely used algorithm for training neural networks is Stochastic Gradient Descent (SGD) and its variants. A natural implementation of SGD is to sample a data point at random and use that data point for the gradient updates. Specifically, let {γ τ } ∞ τ =0 be an i.i.d. sequence of integers chosen uniformly from {1, 2, . . . , n}, the SGD iterates take the form
Here, G(θ τ ; γ τ ) is the gradient on the γ τ th training sample. We are interested in understanding the trajectory of SGD for neural network training e.g. the required overparameterization and the associated rate of convergence. We state our result for smooth activations. An analogous result also holds for ReLU activations but we omit the statement to avoid repetition.
Theorem 2.6
Consider the setting and assumptions of Theorem 2.1 where we use the SGD updates (2.9) in lieu of GD updates with a step size η =
σ 2 min (X * X) X 2η withη ≤ 1 and ν ≥ 3. Set initial weights W 0 with i.i.d. N (0, 1) entries. Then, with probability at least 1
there exists an event E 4 which holds with probability at least
starting from W 0 and running stochastic gradient descent updates of the form (2.9), all iterates obey
Furthermore, on this event the SGD iterates never leave the local neighborhood
with c a fixed numerical constant.
This result shows that SGD converges to a global optima that is close to the initialization. Furthermore, SGD always remains in close proximity to the initialization with high probability. To assess the rate of convergence, let us assume generic data and n ≥ d, so that we have X ∼ n d and σ min (X * X) scales as a constant. Then, the result above shows that to achieve a relative accuracy of ε the number of SGD iterates required is of the order of τ ≳
. This is essentially on par with our earlier result on gradient descent by noting that n SGD iterations require similar computational effort to one full gradient with both approaches requiring n d log(1 ) passes through the data.
The need for overparameterization beyond width
In this section we would like to further clarify why understanding overparameterization beyond width is particularly important. To see this, we shall set the input-to-hidden weights at random (as used for initialization) and consider the optimization over the output layer weights v ∈ R k . This optimization problem has the form
which is a simple least-squares problem with a globally optimal solution given bŷ
This simple observation shows that the simple least-squares optimization over the output weights achieves zero training as soon as Φ has full column rank. Thus, in such a setting a simple kernel regression using the random features φ(W x 1 ), φ(W x 2 ), . . . , φ(W x n ) suffices to perfectly interpolate the data. In this section we wish to understand the amount and kind of overparameterization where such a simple strategy suffices. We thus need to understand the conditions under which the matrix φ XW T has full row rank. To make things quantitative we need the following definition.
Definition 3.1 (Output feature covariance and eigenvalue) We define the output feature covariance matrix asΣ
where w ∈ R d has a N (0, I d ) distribution. We useλ(X) to denote the corresponding minimum eigenvalue i.e.λ(X) = λ min Σ (X) .
With this definition in place we are now ready to state the main result of this section. Theorem 3.2 Consider a data set of input/label pairs x i ∈ R d and y i ∈ R for i = 1, 2, . . . , n aggregated as rows/entries of a data matrix X ∈ R n×d and a label vector y ∈ R n . Without loss of generality we assume the dataset is normalized so that x i 2 = 1. Also consider a one-hidden layer neural network with k hidden units and one output of the form x ↦ v T φ (W x) with W ∈ R k×d and v ∈ R k the input-to-hidden and hidden-to-output weights. We assume the activation φ is bounded at zero i.e. φ(0) ≤ B and has a bounded derivative i.e. φ ′ (z) ≤ B for all z. We set W to be a random matrix with i.i.d. N (0, 1) entires. Also assume
Then, the matrix Φ ∶= φ XW T has full row rank with the minimum eigenvalue obeying
Thus, the global optima of (3.1) achieves zero training error as long asλ(X) ≥ 6B n 100 .
We note that one can develop interpretable lower bounds forλ (see Appendix H). For instance, in Appendix H we show that
As we discussed in the previous sections for generic or random data σ 2 min (X * X) often scales like a constant. In turn, based on the above inequalityλ(X) also scales like a constant. Thus, the above theorem shows that as long as the neural network is wide enough in the sense that k ≳ n, with high probability on can achieve perfect interpolation and the global optima by simply fitting the last layer with the input-to-hidden weights set randomly. Of course the optimization problem over W is significantly more challenging to analyze (the setting in this paper and other publications [4, [6] [7] [8] [9] ). However, this simple baseline result suggests that there is no fundamental barrier to understanding perfect interpolation for k ≳ n wide networks. In particular, as discussed earlier the result above can be thought of as kernel learning with random features. Indeed, in this settings one can also show the solutions found by (stochastic) gradient descent converges to the least-norm solution and does indeed generalize. Furthermore, neural networks are often trained with the number of hidden nodes of the at each intermediate layer significantly smaller than the data size. Thus to truly understand the behavior of neural network training and demystify their success beyond kernel learning it is crucially important to focus on moderately overparameterized networks where the number of data points is only moderately larger than the number of parameters used for training. We hope the discussion above can help focus future theoretical investigations to this moderately overparameterized regime.
Numerical experiments
In this section, we provide numerical evidence that neural networks trained with first order methods can fit to random data as long as the number of parameters exceed the size of the training dataset. In particular, we explore the fitting ability of a shallow neural network by fixing a dataset size n and scanning over the different values of hidden nodes k and input dimension d. The input samples are drawn i.i.d. from the unit sphere, the labels i.i.d. standard normal variables and the input/output weights of the network are initialized according to our theorems. We consider two activations softplus (φ(z) = sof tplus(z) = log (1 + e z )) and Rectified Linear Units (φ(z) = ReLU (z) = max(0, z)). We pick a constant learning rate of η = 0.15 for softplus and η = 0.1 for ReLU activations. We run the updates for 15000 iterations or when the relative Euclidean error ( f (W τ ) − y 2 y 2 ) falls below 2.5 × 10 −3 . Success is declared if the relative loss is less than 2.5 × 10 −3 . To obtain an empirical probability, we average 10 independent realizations for each (k, d) pair. Figure 2a plots the success probability where n = 100 and k and d are varied between 0 to 25. The solid white line represents the n = kd. There is a visible phase transition from failure to success as k and d grows. Perhaps more surprisingly, the success region is tightly surrounded by the n = kd curve indicating that neural nets can overfit as soon as the problem is slightly overparameterized. Figure 2b repeats the same experiment with a larger dataset (n = 200). Phase transitions are more visible in higher dimensions due to concentration of measure phenomena. Indeed, n = kd curve matches the success region even tighter indicating that kd > (1 + ε)n amount of overparametrization may suffice for fitting random data.
A related set of experiments are based on assigning random labels in classification problems [1] . These experiments shuffle the labels of real datasets (e.g. CIFAR10) and demonstrate that standard deep architectures can still fit them (even if the training takes a bit longer). While these experiments provide very interesting and useful insights the do not address the fundamental tradeoffs surrounding problem parameters such as n, k, and d. Finally, we emphasize that the dataset in our experiment is randomly generated. It is possible that worst case datasets exhibit different phase transitions. For instance, if two identical inputs receive different outputs a significantly higher amounts of overparameterization may be required.
Prior art
Optimization of neural networks is a challenging problem and it has been the topic of many recent works [1] . A large body of work focuses on understanding the optimization landscape of the simple nonlinearities or neural networks [12] [13] [14] [15] [16] [17] [18] [19] [20] when the labels are created according to a planted model. These works establish local convergence guarantees and use techniques such as tensor methods to initialize the network in the proper local neighborhood. Ideally, one would not need specialized initialization if loss surface has no spurious local minima. However, a few publications [21, 22] demonstrate that the loss surface of nonlinear networks do indeed contains spurious local minima even when the input data are random and the labels are created according to a planted model.
Over-parameterization seems to provide a way to bypass the challenging optimization landscape by relaxing the problem. Several works [1-3, 10, 23-33] study the benefits of overparameterization for training neural networks and related optimization problems. Very recent works [4, [6] [7] [8] [9] show that overparameterized neural networks can fit the data with random initialization if the number of hidden nodes are polynomially large in the size of the dataset. While these results are based on Phase transitions for overparameterization. These diagrams show the empirical probability that gradient descent from a random initialization successfully fits n random labels y ∈ R n when a one-hidden layer neural network is used. Here, d is the input dimension, k the number of hidden units, and n the size of the training data. The colormap tapers between red and blue where red represents certain success, while blue represents certain failure. The solid white line highlights n = kd i.e. when the size of the training data is equal to the number of parameters.
assuming the networks are sufficiently wide with respect to the size of the data set we only require the total number of parameters to be sufficiently large. Since our conclusions and assumptions are more closely related to [7, 9] we focus precise comparisons to these two publications. In particular, for smooth activations we show that neural networks can fit the data as soon as kd ≳ n 2 where as [9] requires k ≳ n 4 . Thus, in terms of the hidden units our results are sharper by a factor on the order of n 2 d. 5 Focusing on ReLU networks we require k ≳ n 4
d 3 compared to k ≳ n 6 assumed in [7] so that our results are sharper by a factor n 2 d 3 . Our convergence rate for gradient descent also seems to be faster by a factor on the order of n compared to these results. In addition our results extend to SGD. We would like to note however that our results focus on one-hidden layer networks where as some of the publications above such as [6, 9] apply to deep architectures. That said, our results and proof strategy can be extended to deeper architectures and we hope to study such networks in our future work. Finally, these recent papers as well as our work is inherently based on connecting neural networks to kernel methods. We would like to note that the relationship between kernel methods and deep learning has been emphasized by a few interesting publications [34] [35] [36] [37] .
We would also like to note that a few interesting recent papers [29, [38] [39] [40] relate the empirical distribution of the network parameters to Wasserstein gradient flows using ideas from mean field analysis. However, this literature is focused on asymptotic characterizations rather than finite-size networks.
An equally important question to understanding the convergence behavior of optimization algorithms for overparameterized models is understanding their generalization capabilities. This is the subject of a few interesting recent papers [5, 36, [41] [42] [43] [44] [45] [46] [47] . While this work do not directly address generalization, techniques developed here (e.g. characterizing how far is global minima) may help demystify the generalization capabilities of overparametrized networks trained via first order methods. Rigorous understanding of the relationship between optimization and generalization is an interesting and important subject for future research.
Proofs
Preliminaries
We begin by noting that for a one-hidden layer neural network of the form x ↦ v T φ (W x), the Jacobian matrix with respect to vect(W ) ∈ R kd takes the form
Alternatively this can be rewritten in the form
An alternative characterization of the Jacobian is
Our results are also sharper in terms of dependence on the quantity λ defined in the proofs. In more detail, we require kd ≳ In particular, given a residual misfit r ∶= r(W ) ∶= φ W X T T v−y ∈ R n the gradient can be rewritten in the form
We also note that
The latter can also be rewritten in the more compact form
Meta-theorems
In this section we will state two meta-theorems and discuss how the two main theorems stated in the main text follow from these results. Our results require defining the notion of a covariance matrix associated to a neural network.
Definition 6.1 (Neural network covariance matrix and eigenvalue) Let w ∈ R d be a random vector with a N (0, I d ) distribution. Also consider a set of n input data points x 1 , x 2 , . . . , x n ∈ R d aggregated into the rows of a data matrix X ∈ R n×d . Associated to a network x ↦ v T φ (W x) we and the input data matrix X we define the neural net covariance matrix as
We also define the eigenvalue λ(X) based on Σ(X) as λ(X) ∶= λ min (Σ(X)) .
We note that the neural network covariance matrix is intimately related to the expected value of the Jacobian mapping of the neural network at the random initialization. In particular when the output weights have unit absolute value (i.e. v = 1), then
where W 0 ∈ R k×d is a matrix with i.i.d. N (0, 1) entires. As mentioned earlier we prove a more general version of Theorem 2.1 which we now state. The proof is deferred to Section 6.2. Theorem 6.2 (Meta-theorem for smooth activations) Consider a data set of input/label pairs x i ∈ R d and y i ∈ R for i = 1, 2, . . . , n aggregated as rows/entries of a data matrix X ∈ R n×d and a label vector y ∈ R n . Without loss of generality we assume the dataset is normalized so that x i 2 = 1. Also consider a one-hidden layer neural network with k hidden units and one output of the form x ↦ v T φ (W x) with W ∈ R k×d and v ∈ R k the input-to-hidden and hidden-to-output weights. We assume the activation φ has bounded derivatives i.e. φ ′ (z) ≤ B and φ ′′ (z) ≤ B for all z. Let λ(X) be the minimum neural net eigenvalue per Definition 6.1. Furthermore, we set half of the entries of v to 
2)
and c a fixed numerical constant, then with probability at least 1
Furthermore, the total gradient path obeys
Next we state our meta-theorem for ReLU activations. The proof is deferred to Section 6.2.
Theorem 6.3 (Meta-theorem for ReLU activations)
Consider the setting of Theorem 6.2 with the activations equal to φ(z) = ReLU (z) ∶= max(0, z) and the η = n 3 y 2 2 X 2η withη ≤ 1. Then, as long as
3)
holds with C a fixed numerical constant, then with probability at least 1 − 2 n − e −δ 2 n X 2 all GD iterates obey
Our main theorems in Section 2 can be obtained by substituting the appropriate value of λ(X) into the two meta theorems above.
Reduction to quadratic activations and proofs for Theorems 2.1 and 2.3
Theorems 2.1 and 2.3 are corollaries of the meta-Theorems 6.2 and 6.3. To see this connection we will focus on lower bounding the the quantity λ(X) which is not very interpretable and also not easily computable based on data. In the next lemma we provide a lower bound on λ(X) based on the minimum eigenvalue of the Khatri-Rao product of X with itself. This key lemma relates the neural network covariance (from Definition 6.1) for any activation φ to the case of where the activation is a quadratic of the form φ(z) = 1 2 z 2 . We defer the proof of this lemma to Appendix B. We also note that this lemma is a special case of a more general result containing higher order interactions between the data points. Please see Appendix H for more details.
Lemma 6.4 (Reduction to quadratic activations) For an activation φ ∶ R ↦ R define the quantitiesμ
Then, the neural network covariance matrix and eigenvalue obey
To see the relationship with the quadratic activation note that for this activation
Thus the right-hand side of (6.4) is µ 2 φ multiplied by the covariance matrix of a neural network with a quadratic activation φ(z) = 
Lower and upper bounds on the eigenvalues of the Jacobian
In this section we will state a few key lemmas that provide lower and upper bounds on the eigenvalues of Jacobian matrices. The results in this section apply to any one-hidden neural network with activations that have bounded generalized derivative. In particular, our results here do not require the activation to be differentiable or smooth and thus apply to both the softplus (φ(z) = log (e z + 1)) and ReLU (φ(z) = max (0, z)) activations.
We begin this section by stating a key lemma regarding the spectrum of the Hadamard product of matrices due to Schur [48] which plays a crucial role in both the upper and lower bounds on the eigenvalues of the Jacobian discussed in this section as well as our results on the perturbation of eigenvalues of the Jacobian discussed in the next section.
Lemma 6.5 ( [48])
Let A, B ∈ R n×n be two Positive Semi-Definite (PSD) matrices. Then,
The next lemma focuses on upper bounding the spectral norm of the Jacobian. The proof is deferred to Appendix A.1.
Lemma 6.6 (Spectral norm of the Jacobian) Consider a one-hidden layer neural network model of the form x ↦ v T φ (W x) where the activation φ has bounded derivatives obeying φ ′ (z) ≤ B. Also assume we have n data points x 1 , x 2 , . . . , x n ∈ R d aggregated as the rows of a matrix X ∈ R n×d . Then the Jacobian matrix with respect to the input-to-hidden weights obeys
Next we focus on lower bounding the minimum eigenvalue of the Jacobian matrix at initialization. The proof is deferred to Appendix A.2.
Lemma 6.7 (Minimum eigenvalue of the Jacobian at initialization) Consider a one-hidden layer neural network model of the form x ↦ v T φ (W x) where the activation φ has bounded derivatives obeying φ ′ (z) ≤ B. Also assume we have n data points x 1 , x 2 , . . . , x n ∈ R d with unit euclidean norm ( x i 2 = 1) aggregated as the rows of a matrix X ∈ R n×d . Also define
Then, as long as
the Jacobian matrix at a random point W 0 ∈ R k×d with i.i.d. N (0, 1) entries obeys
with probability at least 1 − 1 n.
Jacobian perturbation
In this section we discuss results regarding the perturbation of the Jacobian matrix. Our first result focuses on smooth activations. In particular, we show the Lipschitz property of the Jacobian with smooth activations. The proof is deferred to Appendix C.1.
Lemma 6.8 (Jacobian Lipschitzness) Consider a one-hidden layer neural network model of the form x ↦ v T φ (W x) where the activation φ has bounded second order derivatives obeying φ ′′ (z) ≤ M . Also assume we have n data points x 1 , x 2 , . . . , x n ∈ R d with unit euclidean norm ( x i 2 = 1) aggregated as the rows of a matrix X ∈ R n×d . Then the Jacobian mapping with respect to the input-to-hidden weights obeys
Our second result focuses on perturbation of the Jacobian from the random initialization with ReLU activations. This requires an intricate perturbation bound stated below and proven in Appendix C.2. 6n the Jacobian matrix J associated with the neural network obeys
Proofs for meta-theorem with smooth activations (Proof of Theorem 6.2)
To prove this theorem we will utilize a result from [10] stated below.
Theorem 6.10 Consider a nonlinear least-squares optimization problem of the form
with f ∶ R p ↦ R n and y ∈ R n . Suppose the Jacobian mapping associated with f obeys
over a ball D of radius R ∶=
. Then, running gradient descent updates of the form θ τ +1 = θ τ − η∇L(θ τ ) starting from θ 0 , all iterates obey
Furthermore, the total gradient path is bounded. That is,
It is more convenient to work with a simpler variation of this theorem that only requires assumption (6.7) to hold at the initialization point. We state this corollary below and defer its proof to Appendix D. 6 That is, D = B θ0,
Corollary 6.11 Consider the setting and assumptions of Theorem 6.10 where 12) holds only at the initialization point θ 0 in lieu of the left-hand side of (6.7). Furthermore, assume 13) holds. Then, the conclusions of Theorem 6.10 continue to hold.
To be able to use this corollary it thus suffices to prove the conditions (6.8), J (θ) ≤ β, (6.12), and (6.13) hold for proper choices of α, β, and L. First, by Lemma 6.8 and our choice of v we can use
Second, by Lemma 6.6 and our choice of v we can use
Next note that
Thus, as long as (6.2) holds then
Here, (a) follows from the fact that n ≥ log n for n ≥ 1 and (b) from (6.16). Thus by our choice of v we have
so that Lemma 6.7 applies and we can use
All that remains is to prove the theorem using Corollary (6.11) is to check that (6.13) holds. To this aim we upper bound the initial misfit in the next lemma. The proof is deferred to Section 6.6.1.
Lemma 6.12 (Upper bound on initial misfit) Consider a one-hidden layer neural network model of the form x ↦ v T φ (W x) where the activation φ has bounded derivatives obeying φ ′ (z) ≤ B. Also assume we have n data points x 1 , x 2 , . . . , x n ∈ R d with unit euclidean norm ( x i 2 = 1) aggregated as rows of a matrix X ∈ R n×d and the corresponding labels given by y ∈ R n . Furthermore, assume we set half of the entries of v ∈ R k to 
holds with probability at least 1 − e −δ 2 n 2 X 2 .
To do this we will use Lemma 6.12 to conclude that
holds with probability at least 1 − e −δ 2 n 2 X 2 . Thus, as long as
Thus, as long as (6.2) (equivalent to (6.18)) holds, then also (6.13) holds and hence
Therefore, using a step size
all the assumptions of Corollary 6.11 hold and so do its conclusions, completing the proof of Theorem 6.2.
Upper bounding the initial misfit (Proof of Lemma 6.12)
To begin first note that for any two matrices W , W ∈ R k×n we have
where in (a) we used the mean value theorem with S a matrix with entries obeying 0 ≤ S i,j ≤ 1 and 1 n×n the matrix of all ones. Thus, 19) holds with probability at least 1 − e
. We now upper bound the expectation via
Here, (a) follows from Jensen's inequality, (b) from linearity of expectation and the fact that for x i with unit Euclidean norm W x i ∼ N (0, I k ), (c) from simple algebraic manipulations, (d) from the fact that 1 T v = 0, (e) from φ ′ (z) ≤ B a long with the fact that for a B-Lipschitz function φ and normal random variable we have Var(φ(g)) ≤ B 2 based on the Poincare inequality (e.g. see [49, p. 49] ). Thus using t = δB √ n v 2 in (6.19) we conclude that
holds with probability at least 1 − e −δ 2 n 2 X 2 . Thus,
holds with probability at least 1 − e −δ 2 n 6.7 Proofs for meta-theorem with ReLU activations (Proof of Theorem 6.3)
To prove Theorem 6.3 we start by stating a general overparameterized fitting of non-smooth functions. This can be thought of a counter part to Theorem 6.10 for non-smooth mappings. We note that we do not require the mapping f to be differentiable rather here the Jacobian is defined based on a generalized derivative. Consider a nonlinear least-squares optimization problem of the form
with f ∶ R p ↦ R n and y ∈ R n . Suppose the Jacobian mapping associated with f obeys the following three assumptions.
Assumption 2 We assume σ min (J (θ 0 )) ≥ 2α for a point θ 0 ∈ R p .
Assumption 3
We assume that for all θ ∈ R d we have J (θ) ≤ β.
Assumption 4 Let ⋅ denote a norm that is dominated by the Euclidean norm i.e. θ ≤ θ 2 holds for all θ ∈ R p . Fix a point θ 0 and a number R > 0. For any θ satisfying θ − θ 0 ≤ R, we have that
Under these assumptions we can state the following theorem. We defer the proof of this Theorem to Appendix G. Theorem 6.13 (Non-smooth Overparameterized Optimization) Given θ 0 ∈ R p , suppose Assumptions 2, 3, and 4 hold with
Then, using a learning rate η ≤ 1 3β 2 , all gradient iterations obey
We shall apply this theorem to the case where the parameter is W , the nonlinear mapping is given by f (W ) = v T φ W X T with φ = ReLU , and the norm ⋅ is the spectral norm of a matrix. Completing the proof of Theorem 6.3. With this result in place we are now ready to complete the proof of Theorem 6.3. As in the smooth case (6.3) guarantees the condition of Lemma 6.7 (i.e. k ≥ 20 log n X 2 λ(X) ) holds. Thus, using Lemma 6.7 with probability at least 1 − 1 n, Assumption 2 holds with
Furthermore, Lemma 6.6 allows us to conclude that Assumption 3 holds with
To be able to apply Theorem 6.13, all that remains is to prove Assumption 4 holds. To this aim note that using Lemma 6.12 with B = 1 and δ ← 2δ, to conclude that the initial misfit obeys
with probability at least 1 − e −δ 2 n X 2 . Therefore, with high probability
Thus, when (6.3) holds using the perturbation Lemma 6.9 with m 0 = k 200 λ(X) X , with probability
This guarantees Assumption 4 also holds concluding the proof of Theorem 6.3 via Theorem 6.13.
Proofs for training the output layer (Proof of Theorem 3.2)
To begin note that
Here T n a function of n whose value shall be determined later in the proofs. To continue we need the matrix Chernoff result stated below.
Theorem 6.14 (Matrix Chernoff ) Consider a finite sequence A ∈ R n×n of independent, random, Hermitian matrices with common dimension n. Assume that 0 ⪯ A ⪯ RI for = 1, 2, . . . , k. Then 22) holds with probability at least 1 − n
Applying this theorem with
Next we shall connect the the expected value of the truncated matrixÃ(w) to one that is not truncated defined as A(w) = φ(Xw)φ(Xw)
T . To do this note that
Here, (a) follows from Jensen's inequality, (b) from the simple identity (a + b)
from the Cauchy-Schwarz inequality, (e) from Jensen's inequality, and (f) from the fact that for a standard moment random variable X we have E[X 4 ] = 3. To continue we need to show that P{ φ(Xw) 2 > T n } is small. To this aim note that for any activation φ with φ ′ (z) ≤ B we have
Thus by Lipschitz concentration of Gaussian functions for a random vector w ∼ N (0, I d ) we have
holds with probability at least 1 − e − t 2 2B 2 X 2 . Thus using t = ∆B √ n we conclude that
holds with probability at least 1 − e − ∆ 2 2 n X 2 . Thus using ∆ = c √ log n and T n = CB √ n log n we can conclude that
Thus, using (6.23) we can conclude that
Combining this with (6.22) with δ = 1 2 we conclude that
holds with probability at least 1 − ne
n . The latter probability is larger than 1 − 1 n 100 as long as
concluding the proof.
Thus using Lemma 6.5 we have
completing the proof.
A.2 Proofs for minimum eigenvalue of the Jacobian at initialization (Proof of Lemma 6.7)
To lower bound the minimum eigenvalue of J (W 0 ), we focus on lower bounding the minimum eigenvalue of J (W 0 )J (W 0 ) T . To do this we first lower bound the minimum eigenvalue of the expected value E J (W 0 )J (W 0 )
T and then related the matrix J (W 0 )J (W 0 ) T to its expected value. We proceed by simplifying the expected value. To this aim we use the identity
mentioned earlier to conclude that
To relate the minimum eigenvalue of the expectation to that of J (W 0 )J (W 0 ) T we utilize the matrix Chernoff identity stated below.
Theorem A.1 (Matrix Chernoff ) Consider a finite sequence A ∈ R n×n of independent, random, Hermitian matrices with common dimension n. Assume that 0 ⪯ A ⪯ RI for = 1, 2, . . . , k. Then
We shall apply this theorem with A ∶= J (w )J
so that we can use Chernoff Matrix with R = B 2 v 2 ∞ X 2 to conclude that
Thus using (A.2) in the above with δ = 1 2 we have
Therefore, as long as
holds with probability at leat 1 − 
B Reduction to quadratic activations (Proof of Lemma 6.4)
First we note that (6.5) simply follows from (6.4) by noting that
Thus we focus on proving (6.4). We begin the proof by noting two simple identities. First, using multivariate Stein identity we have
where in the last line we used the fact that x i 2 = 1. We note that while for clarity of exposition we carried out the above proof using the fact that φ ′ is differentiable the identity above continues to hold without assuming φ ′ is differentiable with a simple modification to the above proof. Next we note that
We continue by noting that
Thus, using (B.1) and (B.2) we have
Combining the latter with (B.3) we arrive at
Hence, setting η =μ φ and γ = µ φ we conclude that
completing the proof of (6.4) and the lemma.
C Proofs for Jacobian perturbation C.1 Proof for Lipschitzness of the Jacobian with smooth activations (Proof of Lemma 6.8)
To prove this lemma first note that using the form (6.1) we have
Now using the fact that (A * B)(A * B)
To continue further we use Lemma 6.5 combined with (C.1) to conclude that
completing the proof of this lemma. Here, (a) holds by the mean value theorem for some matrix S ∈ R k×d with entries 0 ≤ S ij ≤ 1.
C.2 Jacobian perturbation results for ReLU networks (Proof of Lemma 6.9)
To prove Lemma 6.9 we first relate the perturbation of the Jacobian to perturbation of the activation pattern φ ′ (XW T ) as follows.
Lemma C.1 Consider the matrices W , W ∈ R k×d and a data matrix X ∈ R n×d with unit Euclidean norm rows. Then,
Proof Similar to the smooth case in the previous section, the Jacobian difference is given by
Consequently,
The lemma above implies that, we simply need to control φ ′ (W x i ) around a neighborhood of W 0 . To continue note that since φ ′ is the step function, we shall focus on the number of sign flips between the matrices W X T and W 0 X T . Let v m− denote the mth smallest entry of v after sorting its entries in terms of absolute value. We first state a intermediate lemma. Proof We will prove this result by contradiction. Suppose there is an x i such that φ ′ (W x i ) and φ ′ (W 0 x i ) have (at least) 2m different entries. Let {(a r , b r )} 2m r=1 be (a subset of) entries of W x i , W 0 x i at these differing locations respectively and suppose a r 's are sorted decreasingly in absolute value. By definition a r ≥ W 0 x i m− for r ≤ m. Consequently, using sign(a r ) ≠ sign(b r ), we have
Using Lemma C.1, this in turn implies
Thus to complete the proof of Lemma 6.9 all that remains is to prove (C.2). To this aim, we state the following lemma proven later in this section.
Lemma C.3 Let x 1 , x 2 , . . . , x n ∈ R d be the input data point with unit Euclidean norm. Also let W 0 ∈ R k×d be a matrix with i.i.d. N (0, 1) entries. Then, with probability at least 1 − ne Observe that W 0 x 1 , W 0 x 2 , . . . , W 0 x n are all standard normal however they depend on each other. We begin by focusing on one such vector. We begin by proving that with probability at least 1 − e − m 6 , at most m of the entries of W 0 x i are less than m 2k . To this aim let γ α be the number for which P{ g ≤ γ α } = α where g ∼ N (0, 1) (i.e. the inverse cumulative density function of g ). γ α trivially obeys γ α ≥ π 2α. To continue set g ∶= W 0 x i ∼ N (0, I k ) and the Bernouli random variables δ given by
Since the δ 's are i.i.d., applying a standard Chernoff bound we obtain
The complementary event implies that at most m entries are less than m 2k . This together with the union bound completes the proof.
D Proof of Corollary 6.11
First note that (6.13) can be rewritten in the form
Thus using the Lipschitzness of the Jacobian from (6.8) for all θ ∈ B (θ 0 , R) we have
Combining the latter with the triangular inequality we conclude that σ min (J (θ)) ≥ σ min (J (θ 0 )) − J (θ) − J (θ 0 ) ≥ 2α − α = α, so that (6.7) holds under the assumptions of the corollary. Therefore, all of the assumptions of Theorem 6.10 continue to hold and thus so do its conclusions.
Adding the latter two identities, we obtain
completing the proof of (6.21). Finally, the convergence rate guarantee (6.20) follows from (G.2) can be upper bounded by (1 − ηα 2 ) r τ 2 .
