Abstract-In this paper, we study the theoretical problem of the end-to-end rate assignment for multi-hop wireless networks. Specifically, we consider the problem of joint congestion control, random access and power control design with multihop transmissions and interference-limited link rates. In order to address both the end-to-end throughput maximization and energy efficiency, we formulate this problem into a cross-layer design problem under a realistic interference-based communication model, which captures the attainable link capacity in practice. There are primarily three challenges in this design: 1) how to formulate the cross-layer design; 2) how to solve the nonconvex and non-separable problem efficiently; more importantly 3) under a reasonably complexity, how to design a distributed algorithm that can realize this formulation while maintaining the architectural modularity among different layers.
key issues is to develop distributed control mechanisms that can rapidly respond to the changing network conditions while maintaining the system efficiency and fairness simultaneously. From control theory, feedback is one of the most efficient ways in achieving system stability and robustness under uncertain, time-varying and information-limited environments. In wired networks, Internet congestion control, such as TCP/AQM, is a representative distributed control mechanism in the form of feedback-based dynamic response to network congestion. As shown in Fig. 1 [16] , the network is modeled as a collection of individual users and network components that are in constant negotiation with one another. The main innovation from this line of work (e.g., [8] , [14] , [15] , [16] ) is to formulate an optimization-based framework which provides an interpretation of various congestion control mechanisms and forwardengineering protocol design. Although congestion control has been studied extensively for wired networks, these results cannot be applied directly to multi-hop wireless networks. In wired networks, the network capacity region (i.e., the set of feasible data rates) is of a simple form. That is to say, the sum of the data rates at each link should be less than the link capacity, which is usually known and fixed. In multi-hop wireless networks, the capacity of each radio link depends on the signal and interference levels, which is further complicated by the power allocation and transmission schedule at vicinity links. Hence, the capacity region is usually of a complex form that critically depends on the way where resources at the underlying physical and MAC layers are utilized. This becomes particularly challenging when designing an end-toend rate control in wireless multi-hop networks.
One possible way is to use the traditional layered approach (see, e.g. [25] , [26] ). As shown in Fig. 2 , this is usually an open loop system for the whole protocol stack. Herein, the power control and MAC are designed based on some local criteria. With the prior knowledge of the fixed capacity region f , the rate control at transport layer is similar with the Internet rate control algorithms. This approach essentially attempts to make rate control oblivious of the dynamics of the underlying layers. Due to the lack of the end-to-end consideration at the lower stack of protocols, the power control and MAC cannot adapt to the end-to-end service requirements. Thus, such a layered approach often results in a conservative rate allocation and energy wastage. In this paper, we study a distributed rate control problem in a multi-hop wireless network with interference-limited link rates and utilizing the cross-layer design philosophy. Our focus is on how to construct closed- 
A. Related Work and Motivating Example
It has been widely recognized that cross-layer design can potentially lead to substantial performance gains in wireless networks (see, e.g. [6] , [9] , [11] , [18] , [20] , [24] ). The efficiency and fairness of resource allocation are of great importance in multi-hop wireless networks. This section summarizes the relevant works on jointly optimal design of rate control, MAC and power control.
1) Joint Rate Control and MAC:
The joint rate control and scheduling-based MAC design was studied extensively (see, e.g. [2] , [3] , [11] , [12] , and [20] ). In [20] , Price and Javidi investigated the distributed rate assignments problem in CDMA-based wireless networks. They presented a modular implementation of a distributed rate assignment algorithm at the MAC and transport layer, which regulated rates separately based on the congestion and interference constraints. Lin et al. discussed the joint problem of allocating data rates and stabilizing scheduling policy in a multi-hop wireless network [11] . In [11] , the scheduling policy in the crosslayer congestion control scheme requires solving a global optimization problem in each iteration, which can be complex. An imperfect scheduling scheme was proposed in [12] , which designed a suboptimal solution for the scheduling problem with significantly less computation overhead. In [3] , Chen et al. addressed the joint congestion control and media access control for ad hoc wireless networks, where the rate allocation is formulated as a utility maximization problem with the constraints that arise from contention for channel access. Furthermore, their model is reformulated in the consideration of the routing and the network with time-varying channel, multirate devices [4] . In [2] , an asynchronous congestion control model was proposed to account for the effect of the information-exchange delay. It showed that the proposed joint asynchronous congestion control and scheduling algorithm supported at least one-third of the throughput supportable by any algorithm including centralized algorithms. Compared to schedule-based MAC scheme, random access scheme incurs less computation and implementation overhead, which is widely applied. Therefore, it is important to study the rate control algorithm design under random access protocols. Recently, Wang and Kar addressed the end-to-end proportionally fair rate control problem in a multi-hop random access network with a general network topology [23] . Two crosslayer algorithms were proposed to solve the problem, both of which can be implemented in a distributed manner. The stochastic noisy feedback, however, is practically inevitable in the distributed algorithm implementation for the cross-layer design, especially for the wireless multi-hop networks with random access manner. In [27] , Zhang et al. made use of combination of advanced tools in stochastic approximation, martingale theory and convex analysis to study the impact of stochastic noisy feedback on the general distributed algorithms based on different decomposition methods.
2) Joint Rate Control and Power Control:
A jointly optimal congestion control and power-control algorithm for a general ad hoc network was presented in [5] to enhance the overall network performance. The main contribution was the proposal of a framework on how physical layer resource allocation can be adapted to enhance the end-to-end utilities.
A distinctive character of wireless networks is that the attainable link capacity is determined by both link scheduling and power level decision. However, there is little work on jointly optimal design of rate control, random access and power control due to the difficulty in solving non-convex, non-separable programming problem. Furthermore, most of MAC designs adopt a collision-based communication model (node exclusive collision model [2] and K-hop collision model [21] ) for capturing the link access and network capacity, which often ignore the power influence from neighborhood nodes. These models imply that simultaneous transmissions on proximate links necessarily collide with each other, which is not necessarily true in a signal to interference plus noise ratio (SINR) environment. In fact, the mutual interference links can be activated synchronously if the transmission powers of the different senders are properly adjusted [17] . To illustrate the difference between collision-based and interference-based communication model, we present a simple motivating example as following. The network topology is shown in Fig. 3 . With the collision-based model, the attainable link capacity is expressed as
where c l = log 1 +
is the maximum link capacity [23] . Assume the two users' utility functions are U (x) = log x. Fig. 4 
is attainable link capacity with the the interference-based communication model. f 4 is the optimization solution for the convex programming problem (9) in Section II. Thus, we have the following observations from the illustrative example.
1) The interference-based communication model (2)- (4) is corresponding to the attainable link capacity in practice, which may enhance the end-to-end throughput utility with the same energy consumption from f 2 and f 3. 2) It is profound importance of choosing a proper transmitting power in the interferenc-limited environment. Increasing the power level may lead to high interference, which results in the total throughput utility reducing and energy wastage. The above observations motivate us to jointly consider the design of rate control, interference-based random access and power control. One of the key issues is how to characterize the influences from resource allocations in MAC layer and physical layer on the end-to-end throughput.
B. Summary of Results
In this paper, we adopt an interference-based communication model with the notion of SINR for the link capacity. That is to say, a message is successfully received by a node if the average SINR exceeds a certain hardware-specific threshold. We model the link capacity with Shannon mean for SINR, which is a function of power level and link access probability. Therefore the interference-based communication model can more accurately capture the attainable network capacity in practice. Moreover, compared to scheduling-based MAC schemes, the random access scheme is more flexible and easy to implement in a distributed manner. Thus, from practical engineering point of view, the important problem is the joint design of random access and power control for adapting to transport layer; further, how to implement this in a distributed manner and enhance the end-to-end utilities. Our study is motivated by solving these critical problems. The main contributions are summarized below:
• We propose a framework for joint rate control, random access and power control underlying the interferencebased communication model. • We propose a method combining geometric programming with variable substitute, which converts a nonconvex, non-separable nonlinear programming into convex programming problem. The proposed method falls into the "layering as optimization decomposition" approach. Thus, the three-layer joint optimization design can maintain the architectural modularity among different layers.
• We propose a distributed random access and power control algorithm to perform the resource allocation in according with the congestion prices. We show that both the end-to-end throughput utility and energy efficiency can be significantly improved with the simultaneous optimization of three layers. The rest of the paper is organized as follow. Section II introduces the system model we consider in this paper. Section III presents an equivalent convex formulation for the end-to-end rate control problem. With the dual decomposition technique, the cross-layer design is separated as rate control subproblem and joint random access and power control subproblem. The protocol implementation issues are discussed in Section IV. We present the Jointly Optimal Congestion-Control, RandomAccess and Power-Control (JOCRP) Algorithm, which can be implemented in a distributed manner with message passing. Section V conducts the simulation investigate to support our analytical observations. Finally, conclusions are made in Section VI.
II. SYSTEM MODEL AND PROBLEM FORMULATION
A multi-hop wireless network can be represented as a directed graph G = (V, L), where V is the set of nodes in the network and L is the set of directed edges (links) in the network. The nodes communicate with each other via wireless links. Each node can communicate directly with a subset of other nodes. Assume the network is shared by a set S of source indexed by s. A sequence of connected links l ∈ L (s) forms a route originating from source s, and f l is the link capacity, in terms of the attainable data rate rather than the information-theoretic multiterminal channel capacity on logical link l. Since wireless links use a shared medium, they may interfere with each other if they transmit data at the same time. If the interference level between two links is too high, transmissions from those two links will collide, resulting in a failure of the transmission. In the following, we present the detailed interference relation based on the link layer model. In general, the link capacity f l can be represented as the function of power consumption and link access probability in a random access network.
A. Random Access, Power Control and Link Capacity
In this section, we present the random access protocol with neighborhood link interference information. Define L out (v) as a set of outgoing links from node v, L in (v) as a set of incoming links to node v, t l as the transmitter node of link l, and r l as the receiver node of link l. Assume that the transmission of a link is interfered from the transmission of another link, if the distance between the receiver node of the former and the transmitter node of the latter is less than some threshold [10] . We define N I to (l) as the set of nodes whose transmission cause interference to the receiver of link l, excluding the transmitter node of link l and L I from (v) as the set of links whose transmission get interfer from the transmission of node v, excluding outgoing links form node v. Each node v transmits data with a probability v . When it determines to transmit data, it chooses one of its outgoing links with probability
and transmits data only on the chosen link. Hence there is no collision among links that have the same transmitter node. Link l, l ∈ L out (v), transmits data with the persistence probability q l such that
We designate the transmitted power and SINR for the lth
) and γ l , respectively. The users' transmit power vector is denoted by p = (p 1 , . . . , p N ). We denote the background (receiver) noise within the link's bandwidth by σ l . In the deterministic formulation of the power control problem for wireless multi-hop networks, the noise power σ l is dealt with a constant. We use a "snapshot" model with the assumption that link gains evolute slowly with respect to the SINR evolution. In this problem formulation, the average SINR of the lth link is
where h t l r l is the link gain from the lth link's transmitter t l to its intended receiver r l , and h t k r l is the link gain from the kth link's transmitter t k to the lth user's receiver r l . We denote the interference plus noise of link l by
A packet is assumed to be received without error if the SINR is above a target SINR γ tgt l for the duration of the slot in which it is transmitted. The link capacity is determined by the power level and link access probability based on the following interference-based communication model
where
notes that both transmitter t l of link l and its intended receiver r l cannot transmit or receive simultaneously.
B. Problem Formulation
Consider a set of S = {1, . . . , S} users, where each user injects data into the network and travels through one fixed route. Let x s be the rate that user s injects into the network, and U s (x s ) be the utility function of user s, L (s) be the link set of user s, R = [R l,s ] be the routing matrix, i.e.
We now make the following assumptions on the utility function U s for all users s. 
Moreover, it should satisfy the following condition
A2
Each user s always has data to transmit and has the maximum data rate
The constraint in (6) demonstrates that the utility must be elastic enough. Note that the condition is not restrictive and holds for the following class of utility functions.
This class of utility functions are known to characterize a large class of fairness concepts [10] . Before proceeding, we introduce the following notation:.
The network utility maximization (NUM) problem is formulated as follows
The first and second sets of constraints ensure that the total source rates of traffic in a link cannot exceed the attainable rate of the link with the required interference constraints. The third set of constraint comes from the fact that the link persistent probabilities and node random access probabilities are non-negative, and that cannot be greater than unity. The objective of this problem is to obtain the optimal persistence probabilities q, transmit powers p on links that maximize the network utility. The rate control question therefore represents a joint optimization problem which couples the link persistent probabilities at link layer, transmit powers at the physical layer with the end-to-end source rates at the transport layer. Note that the NUM problem P1 is non-convex and non-separable. The major challenges are the global dependence between the source rates x and link capacities f and the nonlinear couple among link capacities f , link persistent probabilities q and link transmit powers p. Our primary goal in this paper is to distributively find the jointly and globally optimal solution (x * , q * , p * ) to problem P1 by breaking down the global dependence and nonlinear couple limitation. The interesting readers can refer to [7] , [13] , [19] for the recent development in cross-layer decomposition methods for NUM problem.
III. DISTRIBUTED ALGORITHMS DESIGN VIA LAYERED
DECOMPOSITION METHOD In this Section, we first present an equivalent convex formulation by variable substitute method. That is, the non-convex and non-separable programming P1 will be converted into a standard geometric programming problem. Then a general dual decompostion method can be used to seperate the joint design.
A. Equivalent Convex Formulation
First, we give the following notations. Let y l = γ l and log change of variables as shown on the top of the following page. Correspondingly, the domains of these variables by excluding the boundary region are denoted aŝ
where M is a large positive constant. Let
and the constraint sets in (7) can be rewritten as following with respect to the log change of variables:
Therefore, we have the following Theorem. 
, ∀v, the problem P2 is convex programming.
Proof: See the Appdenix I.
, ∀v pose additional constraints for the link access, i.e. for all the node v, any incoming link's access probability of node v is no larger than the sum of its outgoing links' access probability and any outgoing link's access probability of node v is no larger than the sum of its incoming links' access probability.
B. Dual Decomposition
Consider the dual to the primal problem (9)
with partial dual function
Note that we relax only the first and second constraints in (9) by introducing Lagrangian multiplier λ l and μ l for link l ∈ L. IfΠ * and D * denote the optimal value of (9) and (10) respectively, we have D * ≥Π * with the weak duality theorem. Since P2 is a convex programming, there is no duality gap, i.e. D * =Π * .
The maximization in (11) can be decomposed into the following three subproblems
and
Remark 3: With the dual decomposition method, the system optimization problem can be decomposed by rate control problem in (12) and resource allocation problem in (14) , which is to determine the link's access probability and power level. The second subproblem (13) can be viewed as an interface between rate control subproblem and resource allocation subproblem, which is introduced by the auxiliary variableŷ. Thus the cross-layer optimization problem P2 decomposes into separate optimization problems of transport layer and link/physical layers, respectively, and they interact through congestion prices λ l and link capacity estimate prices μ l .
Due to the function
is concave with respect tox, we can solve the subproblem in (12) by the first-order optimal condition
Consider the proportional fairness utility U (x s ) = log x s , the end-to-end rate is adjusted by
where [a] b c = max {min {a, b} , c}. The second subproblem (13) can be viewed as an interface between network subproblem and resource subproblem, which is introduced by the auxiliary variableŷ. Solving the second subproblem (13), we have the following relations
The third subproblem (14) is the resource allocation problem to determine the link's access probability and power level. It is easy to verify the following proposition based on the subgradient definition in [22] .
Proposition 1: Let λ 0, μ 0 be given, andx,q,p be the associated optimal solutions to the network optimal problem (12) and the resource allocation problem (14) , respectively. ThenĈ l (x,ŷ l ) andD l p,q −l ,ŷ l are the subgradient of dual function D (λ, μ) at point λ and μ, respectively.
The dual problem (10) can then be solved using subgradient projection method, where the Lagrangian multipliers λ l , and μ l are adjusted in the direction opposite to the subgradients ∇ λ D (λ, μ), and ∇ μ D (λ, μ).
Herein, t is the iteration number, β (t) is the positive scalar step size, and '+' denotes the projection onto the set + of non-negative real numbers.
From Eq. (16) and (18), we have the following closed-
The above dual decomposition method achieves a distributed solution for the joint rate control, random access and power control design, where at the transport layer sources s individually adjust their rates according to the congestion price, and link prices according to formula (17) . At the link/physical layer, the link l solve the resource allocation problem (14) to determine their random access probabilities and power levels.
C. Joint Random Access and Power Control Design
It is worth noting that the boundary conditionŝ E l p,q −l = 0 andF v (q) = 0 are not the optimal points for the subproblem (14) . Therefore, the general dual decomposition method with gradient (subgradient) algorithm is not suitable for solving subproblem (14) . In the following, we introduce the penalty method to solve the joint random access and power control design problem. A penalty function should impose a positive penalty at infeasible points and no penalty at feasible points. We apply the non-smooth penalty function method and consider the following problem:
and κ is a positive penalty constant. Since the objective function of problem (14) is concave, problem (20) is convex optimization with simple, decoupled constraints, which can be solved by using a subgradient projection algorithm. We can easily show that
where 
Then, the subgradient projection algorithm that solves problem (20) is obtained as follows. On each logical link l, transmission is decided to take place with probability
and the transmission power control level is adjusted
where α (t) is step size.
Remark 4:
We present some intuitive arguments on joint random access and power control design in (26)- (27) . Eq. (21)- (22) show each link needs the broadcast message m k and congestion prices λ j of its receiver's outgoing links at each iterative. Note that the message m k can be computed with the local measurement information γ k and h t k r k p k . Intuitively, if the local link congestion status is high, the random access probability should increase. If the congestion conditions on other links are high, the random access probability and power level should decrease in order to reduce interference on those links. The update in (26)- (27) is consistent with the intuition. Note that λ l > μ l due to γ
thus the random access probability may increase more aggressively than the power level when the link congestion is increasing. This characteristic leads to energy efficiency in our joint design. Another characteristic of this design is that the power update needs the link access probability information. The closed-loop structure of our proposed cross-layer design is shown in Fig. 5 . 
IV. ALGORITHM IMPLEMENTATION ISSUES
In this section, we describe in detail a distributed implementation of the dual based algorithm to solve the NUM problem (7) . Using the properties of standard gradient or subgradient method, we can show the convergence of the rate control algorithm with fixedŷ and joint random access and power control algorithm with fixed λ, μ. To guarantee the stability of the entire protocol stack, however, this implementation will pose a strict time scheduling. That is to say, the rate control loop is scheduled to run when the joint random access and power control loop converges to a local optimum point as well as the joint random access and power control loop. The algorithm implementation with strict time scheduling is shown in Fig. 6 .
To reduce the implementation complexity, we present an asynchronous implementation for the cross-layer design. Firstly, we show the subalgorithm implementation in transport layer, cross-layer interface and link/physical layer, respectively.
A. Rate Control at Transport Layer
Let T r ⊆ {1, 2, · · · } be a set of times at which source s ∈ S update their transport rates and link l ∈ L update their congestion prices. Given the parameter estimateŷ from the cross-layer interface, the rate control algorithm at transport layer is summarized in SA 1.
B. Cross-Layer Interface
Let T i ⊆ {1, 2, · · · } be a set of times at which link l ∈ L update their link prices and auxiliary parameters estimate. In the cross-layer interface, there are two functions. One is to provide the information of estimate prices to the link/physical layer, which is called the downward information procedure. The other is in charge of sending the estimate parameters to transport layer, which is called the upward information procedure. The algorithm at the cross-layer interface is summarized as follows.
C. Joint Random Access and Power Control
Let T j ⊆ {1, 2, · · · } be a set of times at which link l ∈ L update their random access probabilities and power levels. Given the estimate price μ from the cross-layer interface, the algorithm for joint random access and power control design at the link/physical layer using subgradient algorithms are summarized as follows.
D. Asynchronous Algorithm Implementation
The asynchronous algorithm implementation for the crosslayer design is summarized in Algorithm 1.
The diagram of asynchronous algorithm implementation is shown in Fig. 7 .
If T r = T i = T j , the Algorithm 1 is reduced to the following JOCRP algorithm.
Jointly Optimal Congestion-Control, Random-Access and Power-Control (JOCRP) Algorithm: During each time slot t, the following four steps are carried out simultaneously until convergence.
(1) cross-layer Interface: parameter estimate and link/node information computing.
Algorithm 1: Asychronous Algorithm for Joint Design
with Dual Decomposition Method (1) Initial. For any link l ∈ L, choose the initial random access probability q l and power level p l . (2) For t r ∈ T r , the subalgorithm 1 is scheduled to run for end-to-end rate control. (3) For t i ∈ T i , the subalgorithm 2 is scheduled to parameter estimate. (4) For t j ∈ T j , the subalgorithm 3 is scheduled to run for the update of random access probability and power level.
Congestion Control
Cross Layer Interface Random Access and Power Control 
Remark 5:
The JOCRP algorithm is a distributed implementation for rate control, random access and power control, which maintains the architectural modularity among layers. It only needs an additional cross-layer interface for parameter estimate and sharing information. In the joint random access and power control (26)- (27) , each link needs to communication the message m l to its neighboring nodes. This can be implemented by message passing (broadcast or inquire). Let L, denote the maximum L I from (t l ) , ∀l ∈ L in the network, the communication overhead for joint random access and power control design is O (L |L|) in each period t. Thus, our design has low communication overhead.
Remark 6: Our proposed rate control is an end-to-end scheme, which is the same with the general TCP/AQM framework. As shown in Eq. (17) and (15), we use a rate-based merit to compute congestion price. Compared with the conventional queue-based method, the computing overhead may increase a little due to the log operation.
In the following, we prove the convergence property of our proposed JOCRP algorithm using the results on the convergence of the subgradient method [1] , [4] . The proof of the main result is deferred to Appendix II.
Theorem 2: Given small enough positive constants α, β and large enough positive constant κ, the distributed JOCRP algorithm converges statistically to the global optimum of the JCRP problem (7).
V. SIMULATION INVESTIGATION
In this section, we investigate the performance of the proposed distributed algorithm. The network that we consider is composed of nine nodes and six links shown in Fig. 9 . Assuming that transmissions from two links interfere with each other, if the distance between the transmitter node of one link and the receiver node of the other link is less than 2d. We consider the case of end-to-end throughput utility (ω = 1) and proportional fairness, i.e. U s (x s ) = log x s .Herein,
. In this simulation, we compare our proposed JOCRP algorithm with the dual-based Algorithm in [23] . We set α = 0.0001, β = 0.1, κ = 1000, and γ tgt = 50 for JOCRP algorithm. The solutions obtained through JOCRP algorithm and the dualbased Algorithm in [23] are presented in Table I . The globally optimal solutions solved by MATLAB are presented in Table  I too. Our aim is to design a network protocol to support end-to-end flow as much as possible with reasonable energy consumption. Therefore, from the total throughput utility comparison, the solutions verify that the JOCRP algorithm achieves the globally optimal solutions. Moreover, our proposed JOCRP algorithm have a desirable energy efficiency property. Fig. 10 shows how the link power levels, link random access probabilities, end-to-end rate, and the aggregate utility converge when the JOCRP algorithm with interference-based communication model is used. It can be seen from the plots that after about 5000 iterations, all the variables are quite close to their globally optimal values. The converge speed is about 3000 iterations for dual-based Algorithm in [23] . Note that JOCRP algorithm is joint three layers design, the convergence times thus is reasonable.
VI. CONCLUSION
We formulate the end-to-end rate control problem in a random access networks as an optimization problem underlying interference-based communication model. A method combined with geometric programming and variable substitute is proposed to convert the non-convex, non-separable nonlinear programming into convex programming problem. Using dual decomposition techniques, we present a distributed joint random access control and power control algorithm that couples with the existing TCP congestion control algorithms to increase end-to-end throughput and energy efficiency of multi-hop transmissions in wireless multi-hop networks. The proposed JOCRP algorithm can converge to the global optimum. Even we need a merge of random access control and power control and cross-layer interface to share the information, the architectural modularity among layers is maintained as well. The simulation results also validate our analytical observations. Proof: Introduce a auxiliary variable y l for the user's SINR γ l , the first constraint in optimization problem (7) can be expressed as the following two constraints:
, ∀l. 
The next step of problem transformation is to take the log of both sides of the constraints in problem (28) and this reformulation turns the problem into P2. Based on the constraints for the curvatures of U s in Assumption A1, it is easy to verify that the utility functionÛ s (x s ) is concave with respect tox s . To show problem P2 is convex programming, it only needs to proof the convexity of constraints set in (9) . We can get the following derivative are, respectively, convex with respect tô x,q due to the convexity of log of a sum of exponential of linear functions. Thus we proof the constraints set in (9) is convex. The proof is completed.
APPENDIX B PROOF OF THEOREM 2
Proof: First, we show that q (t) , p (t) are bounded with the subgradient algorithm (26) and (27) . Denote w (t) = q (t) , p (t) , W * (λ,μ) = (q * (λ,μ) , p * (λ,μ)) be the set of optimal solutions of (14) with a given (λ,μ). We further define d (w, W ) = min w ∈W w − w and N r (W ) = { w| d (w, W (μ)) ≤ r}. We have the following results readily derived based on the convergence properties of subgradient algorithm [22] . Let w (t) (α) denote the sequence of vectors defined by the iterative procedure stated in (26) and (27) with α (t) = α, ∀t. Then there exists a K < ∞ and a function r (α) such that lim α→0 + r (α) = 0, and for all κ > K, 
