ABSTRACT This paper presents a modification of Quinlan's C4.5 algorithm for imbalanced data classification. While the C4.5 algorithm uses the difference in information entropy to determine the goodness of a split, the proposed method, which is named AUC4.5, examines the difference in the area under the ROC curve (AUC) of a split. It implies that our method attempts to maximize the AUC value of a trained decision tree in order to cope with class imbalance in data. An extensive experimental study was performed on 20 real datasets from the machine learning repository at the University of California at Irvine, Irvine. The proposed AUC4.5 algorithm showed better classification than both the standard and cost-sensitive C4.5 algorithms.
I. INTRODUCTION
Traditional classification techniques such as logistic regression, decision tree, support vector machines, and neural networks have been developed and modified under the assumption that data has a balanced class distribution [21] . In the case of binary classification, classifiers are trained in order to maximize overall accuracy [5] , because they assume that the number of instances in one class is approximately equal to the number of instances in the other class. Due to this learning objective, these classifiers have shown poor classification performance when the class distribution is skewed [18] .
In general, imbalanced class distributions appear more frequently than balanced data in real-world systems; however, they produce unevenly distributed data sets. Some examples include datasets for credit card fraud detection [24] , electric fraud detection [8] , marketing and CRM management [7] , and cancer detection via mammography test [31] . Spam in email transactions [25] and fraud in financial statements [22] are also representative examples of imbalanced datasets. Customer churn analysis [17] and stream data analysis [12] exhibit highly imbalanced class distributions in their datasets.
The aforementioned datasets have two common characteristics: the first is that they have two classes, and the other The associate editor coordinating the review of this manuscript and approving it for publication was Yin Zhang.
is that the classes are unevenly distributed. In other words, they are subject to both binary classification and imbalanced data classification problems. In such classification problems, the minority class, with fewer (or much fewer) instances, is usually the more interesting to research. However, traditional classification algorithms, such as standard inductive learning models, tend to result in high predictive accuracy for the majority class and poor predictive accuracy for the minority class. This is due to the fact that the classifiers are trained to maximize overall accuracy, to which the minority class contributes minimally. For example, for a dataset with 100 minority class instances and 10,000 majority class instances, even though a classifier has no ability to discriminate the minority class instances from the majority class instances, its accuracy would be 99%. However, this classifier cannot be proven to be useful. Rather, it would be regarded as showing very poor performance.
Many research studies have attempted to address the challenge of producing better algorithms for imbalanced data classification, and they can be grouped into two main categories: resampling approaches and cost-sensitive learning approaches [28] . The former attempts to re-size the training set so that its class distribution can be balanced. This is done by either oversampling the minority class instances [16] or undersampling the majority class instances in order to downsize the volume of the majority class [20] , [30] . A more sophisticated sampling method is the Synthetic Minority Oversampling TEchnique (SMOTE). This method generates artificial minority class instances using linear interpolation between real minority class instances [4] . Cost-sensitive learning methods train classifiers so that the overall misclassification costs are minimized. By assigning different costs to the minority and majority classes, cost-sensitively learned classifiers in general increase the predictive accuracy for the minority class. Numerous research studies have been done in the area of cost-sensitive learning. Several splitting criteria and pruning methods were examined in decision tree induction at various settings for misclassification costs in order to investigate how they are affected by these costs [9] . Classifier ensembles were shown to be cost-sensitive in AdaCost, CSB2, and DataBoost-IM [13] . Cost-sensitive SVMs were proposed as a method for detecting malignant nodules [2] and later examined with imbalanced datasets in various ways, such as sampling methods, heuristic methods, and different misclassification cost settings [26] . Assigning different error costs is equivalent to assigning different weights to instances in the data. Hence, instance-weighting methods support a simple and effective implementation of cost-sensitive learning. Moreover, because weighting instances is also associated with over-or under-sampling instances, resampling methods and cost-sensitive learning methods are highly related [27] . However, neither of these approaches is problem-free, as in resampling there remain inaccuracies related to determining the sampling rates and, in cost-sensitive learning approaches, calculating the misclassification costs remains problematic. Even the domain experts are often unable to determine sufficiently precise values to obtain satisfactory accuracies for both the minority and majority classes [18] .
In order to address these problems, researchers recently attempted to modify the learning algorithms themselves. Since we have evaluation metrics used in imbalanced data classification, such as AUC (are under the ROC curve), they can be used as learning objectives instead of overall accuracy or total misclassification cost. There is only a limit amount of research available. However, one study proposed the use of a Hellinger Distance Decision Tree (HDDT), which uses both the true positive rate and the false positive rate as split criteria for tree induction [6] . Another decision tree algorithm, the Class Confidence Proportion Decision Tree (CCPDT), was proposed [19] , where the information gain was re-expressed in terms of the confidence a rule for imbalanced datasets. In order to maximize the convex hull of the ROC curve, a ROC-tree induction method was developed [14] . Despite some research focusing on the tree induction area, there has not yet been any studies focusing on directly adapting the measure of the AUC for decision tree induction.
Specifically, this research proposes a modification of Quinlan's C4.5 algorithm [23] for imbalanced data classification. The main idea of the proposed method is to maximize the AUC value of a trained decision tree. We, therefore, grow a tree using the AUC as a splitting criterion and, prune it such that the AUC of the tree is not greatly altered by reducing its model complexity. Our method can be regarded as a modification of the existing C4.5 by a different learning objective, one that is suitable for imbalanced datasets. We name our proposed method AUC4.5.
This paper is organized as follows. In Section 2, we briefly review the evaluation measures for binary classification, focusing on the AUC measure that is directly used in our research. In Section 3, we describe the proposed method and its detailed algorithms, followed by Section 4 providing illustrative examples to show the split difference between C4.5 and AUC4.5. In Section 5, we outline our evaluation of the proposed method, based on twenty real datasets from the UCI machine learning repository [1] . We state our conclusions in Section 6.
II. EVALUATION OF BINARY CLASSIFIERS
We use the pairs of terms, 'positive' and 'minority', and 'negative' and 'majority' interchangeably throughout this article because almost all previous research studies follow this convention and the positive class instances are the minority class instances in this research. In binary classification, the predictive performance of a classifier is generally measured using the confusion matrix in Table 1 , which has four values: TP (true positives), the number of correctly predicted positive instances; FN (false negatives), the number of incorrectly predicted positive instances; FP (false positives), the number of incorrectly predicted negative instances; and TN (true negatives), the number of correctly predicted negative instances.
Using these four cell statistics, several of the often-used evaluation measures are given as follows. The overall accuracy, which is the rate of correct classification, is defined in Equation (1) .
As previously mentioned, this measure is no longer useful if the class distribution is imbalanced. Suppose that a dataset has 99% negative instances and only 1% positive instances and we learned a classifier that predicts only a negative class. The expected overall accuracy of this classifier would be 99%, although the classifier is not useful at all. In order to effectively deal with such a case of data imbalance, it would be better to consider the following two measures simultaneously.
The TPR (True Positive Rate) is the ratio of correctly classified positive instances to true positive instances, whereas the FPR (False Positive Rate) is the ratio of incorrectly classified negative instances to true negative instances. The former implies the benefits gained from a classification task and the latter indicates the costs. A receiver operating characteristic (ROC) graph is a useful tool for visualizing and comparing classifier performance based on TPR and FPR measures [11] . Subsequently, the AUC (area under the ROC curve) can be computed in order to summarize the ROC curve as a single value. Since the ROC curve considers only the TPR and FPR, without any assumptions on class distribution, its summarized value, which is the AUC, is a non-parametric statistic that is not affected by class distribution [29] . As for the soft classifiers, calculating the AUC values is a little tedious process; however, the AUC of a hard classifier can be given as a closed form of the TPR and FPR, which is defined in Equation (4) . Hence, the AUC value is an effective tool for demonstrating balanced accuracies in both positive (minority) and negative (majority) classes.
There has been an abundance of research that has used the ROC (or AUC) to evaluate the performance of classifiers for imbalanced data classification [3] , [14] , [15] , [18] . However, no research has used the AUC itself as an objective for learning classifiers. Our research begins with the belief that, as the overall accuracy has been used for both learning objective and evaluation measure, the AUC can be used for both purposes as well. We chose to use Quinlan's C4.5 algorithm, modifying it so as to embed the AUC as a learning objective. Our detailed algorithms will be introduced in Section 3.
III. PROPOSED METHOD: AUC4.5
This section describes how the AUC can be adapted in the C4.5 algorithm to cope with class imbalance in data. The main idea of the proposed method is that, while the original C4.5 algorithm examines the difference in the information entropy of a split, the AUC4.5 uses the difference in the AUC to determine the goodness of the split. The proposed method consists of six algorithms, as shown below.
AUC4.5 is the main algorithm that invokes GrowTree, PruneTree, and ValidTree. This algorithm returns the final decision tree that was learned from the training set D, and the training set is divided into two subsets: one for growing a decision tree (D grow ) and the other one for the pruning step (D valid ) to avoid creating an overfitted decision tree.
GrowTree is a recursive algorithm used to add branches and child nodes. This algorithm invokes both itself and AUCsplit, as defined in Algorithm 3. In the node splitting step (line (4) of Algorithm 2), the proposed method differs from the original C4.5 in that the child nodes obtained by splitting their parent node have their class labels. Computing an impurity value such as information entropy does not require class labels for the resulting child nodes, whereas class labels Algorithm 1 AUC4.5
Input:
should be assigned to child nodes to compute AUC values. Since the proposed method examines the difference in the AUC between a parent node and its child nodes (in other words, the proposed method uses AUCGain instead of InformationGain), the child nodes should have their class labels to compute the corresponding AUC value, allowing us to decide if the split is the best in terms of the AUC. This is explained in further detail below.
Algorithm 2 GrowTree
Input: TD denotes training data of an input node Output: Decision tree (1) if TD has a single class then (2) Return one node of TD (3) else // Find the best splitting attribute Attri, // the splits (values of attributes) {v i }, // the sub-datasets {TD i }, // and their class labels
Add a child node with TD i (8) Assign the class label cl i to TD i (9) Add a subtree GrowTree (TD i ) to this branch (10) end for (11) Return the decision tree (12) 
end if
AUCsplit function is to determine the best splitting attribute, characterized by the fact that the split by this attribute maximally increases the AUC of the tree. Once the best attribute is determined (assigned to the node of ND), its branches {v i }, sub-data in child nodes {TD i }, and their class labels {cl i } are accordingly determined in this algorithm. AUCsplit invokes MaxAUC, which functions to compute the maximum AUC value for a (parent) node or a set of child nodes. If the input of MaxAUC is a single node, its AUC obviously becomes 0.5, because only one class label can be assigned to this node, which results in either {TPR=1, FPR=1} or {TPR=0, FPR=0}. This occurs in the case of a parent node. On the other hand, if a set of (child) nodes is entered into this algorithm, different assignments of class labels are possible. If the cardinality of {SD i } is n, then (2 n − 2) assignments are possible. For example, suppose that three child nodes are branched off from a parent node. Then, there are six potential class label assignments that can be given to the nodes: {+, −, −}, {−, +, −}, {−, −, +}, {+, +, −}, {+, −, +}, and {−, +, −}. Therefore, we test all of the assignments and select the one that returns the maximum AUC. The line (3) of Algorithm 3 is written for a discrete attribute. In the case of a continuous attribute, ND is divided into two parts {SD 1 , SD 2 } by a threshold value. Therefore, lines (3)- (7) are repeated for all possible threshold values if the jth attribute is continuous.
Algorithm 3 AUCsplit
Input: ND denotes the data in a node Output: (Attri,
corresponding to the maximum AUCGainRatio
Algorithm 4 MaxAUC
Input: {SD i } denotes a set of datasets Output: (mAUC, {cl i }) denotes the possible maximum AUC value and the corresponding class labels (1) if cardinality of {SD i } is 1 then (2) Return mAUC ← 0. 5 and cl ← majorityclasslabel (3) else (4) Compute AUC values for all possible combinations of class labels assigned to {SD i } (5) Find the maximum AUC (6) Return mAUC and the corresponding class labels {cl i } (7) end if After a fully grown tree is obtained by GrowTree, we generate a set of candidate trees using the PruneTree algorithm. Note that T (1) is the fully grown tree and T (|T candidate |) is the single root node. At each iteration of PruneTree, the branches for pruning are determined by examining the AUC differences between before-pruning and after-pruning and determining the minimum difference.
Algorithm 5 PruneTree
Input: T full denotes a fully grown tree Output: T candidate denotes a set of candidate trees
(
Prepare PruneSet i consisting of parent nodes which child nodes are leaf nodes (5) for each node j in PruneSet i do (6) PT
← Pruned tree at node j (7)
AUC j ← AUC of T (i) − AUC of PT (j) (8) end for (9) Find PT (j) corresponding to smallest AUC j (10) i
is the root node of T full then (13) break (14) end if
ValidTrees determines the final decision tree from the set of candidate trees. At this stage, we use the previously prepared dataset D valid with all of the candidate trees to select the one that returns the maximum AUC value. This step simultaneously avoids overfitting and obtains a maximally precise decision tree (the highest AUC in this research). A postpruning approach and validation set are implemented in this research; however, other methods, such as leave-one-out, can be adapted.
Algorithm 6 ValidTrees
Compute AUC of T (i) using D valid (3) end for (4) Return T * ← T (i) corresponding to maximum AUC
IV. ILLUSTRATIVE EXAMPLES
In this section, we provide illustrative examples of small size to help readers better understand the proposed method and show the differences between the existing C4.5 and the proposed AUC4.5. The split difference and the labeling difference will be shown individually by using two datasets.
A. SPLIT DIFFERENCE
The dataset shown in Table 2 is designed to demonstrate that the splitting criteria-InfoGainRatio in C4. 5 and AUCGainRatio in AUC4.5-can make different splits. The dataset consists of 11 instances and 2 nominal type attributes. Imbalanced class distribution is constructed by 4 positives and 7 negatives. As known from [23] , the InfoGainRatio VOLUME 7, 2019 criterion is used to determine the goodness of a split by Attri j , which is computed by
where
and
The Info( ) is a measure of impurity of a node such as information entropy and Gini index. Figure 1 shows the first splits by C4.5 and AUC4.5 respectively, from the same dataset in Table 2 . C4.5 chose the Attri 1 for the split (see Figure 1(a) .), whereas the Attri 2 was selected by AUC4.5 (see Figure 1(b).) . By the information entropy, C4.5 made the split shown in Figure 1 (a) by choosing the Attri 1 , which resulted in decreasing more impurity. On the other hand, the proposed AUC4.5 performed the following computations. From Algorithm 4, mAUC (Attri 1 ) = 0.57 by assigning the class labels {positive, negative, positive} to the child nodes {S Attri 1 =1 , S Attri 1 =2 , S Attri 1 =3 } respectively, which corresponds to TPR= 1 and FPR= 0.86, whereas mAUC (Attri 2 ) = 0.607 by assigning the class labels {positive, negative, negative} to the child nodes {S Attri 2 =1 , S Attri 2 =2 , S Attri 2 =3 } respectively, which corresponds to TPR= 0.5 and FPR= 0. = 0.068, AUC4.5 made the split shown in Figure 1(b) by choosing the Attri 2 , which was more beneficial in increasing AUC of classification.
B. LABELING DIFFERENCE
The example in Table 3 is constructed to illustrate another case in which both algorithms select the same splitting attribute but assign difference class labels to child nodes. The dataset consists of 13 instances of 3 positives and 10 negatives measured on 2 nominal type attributes.
C4.5 computed InfoGainRatio (Attri 1 ) = 0.07 and Info GainRatio (Attri 2 ) = 0.001 from this dataset, and the Attri 1 was therefore chosen to make a split. Figure 2 shows the resulting tree. Since the classification objective of C4.5 is to increase overall accuracy, the class labels {negative, negative, negative} were assigned to each of the child nodes {S Attri 1 =1 , S Attri 1 =2 , S Attri 1 =3 }. The proposed AUC4.5 also chose the same attribute for its split because AUCGainRatio (Attri 1 ) = 0.1 and AUCGainRatio (Attri 2 ) = 0.02. However, it assigned the different class labels, which are {positive, negative, positive}, to the child nodes, because it is a better classification in terms of AUC. This class assignment increased the TPR from 0 to 1, even though it also increased the FPR from 0 to 0.7. Because of the matter of data size, the increased FPR might seem unacceptable. However, we believe that the examples in the sections 4.A and 4.B are worthy enough to show that the proposed method is effective to maximize the AUC of a final tree.
V. EXPERIMENTS
To evaluate the performance of the proposed method, we prepared twenty imbalanced data classification tasks. The C4.5 algorithms that are trained in both standard and costsensitive learning were benchmarked to show the effectiveness of our method in terms of the TPR, FPR, and AUC.
A. DATASETS AND CLASSIFIERS
We chose twenty datasets from the machine learning repository at the University of California, Irvine [1] for the purpose of testing the proposed method on various datasets with different characteristics. The selected datasets had varying degrees of class imbalance. As shown in Table 4 , the most VOLUME 7, 2019 skewed case was the 'Wine Quality-Red' with only 1.13% of minority class instances, and the most balanced dataset was the 'Mammographic Mass,' in which there were 46.31% minority class instances. Furthermore, not all of the datasets had two classes originally. For datasets with more than two classes, we chose the class with fewer instances as the minority class and merged the other classes together to present the majority class. These cases, therefore, discriminate one class from the other classes. We also included different sizes of instances, attributes, and various composites of the attributes. Our experiment also used datasets that were complete and datasets with missing values. Table 4 shows detailed descriptions of the selected datasets. All of the datasets were divided into training (66.7%) and test (33.3%) sets by stratified random partitioning. The training sets were then divided again into two parts, D grow (66.7%) and D valid (33.3%).
To determine how much of the AUC could be improved using the proposed method, we compared the performance of the AUC4.5 with that of two tree induction methods: the standard C4.5 and the cost-sensitive C4.5 [10] , denoted as SC4.5 and CSC4.5, respectively. For the CSC4.5, we set the misclassification cost for the majority class instance to 1, with the minority class instance set to 1∼50. Hence, we attempted to train 50 CSC4.5 trees with 50 different settings of misclassification costs, and then chose the one with the highest AUC to ensure that the CSC4.5 method could have its best results. We reported the AUC, TPR, and FPR that were computed from the test sets. Table 5 summarizes the whole experimental results. In many cases, the AUC4.5 outperformed the SC4.5 and CSC4.5 in terms of the AUC. In all but two cases, 'Nursery' and 'Wine Quality-White,' the proposed method showed the best performance across all test cases. For datasets 5, 8, 10, 11, 12, 14, 15, 16 , and 17, the AUC4.5 obtained higher TPR values than the SC4.5 and CSC4.5, although its FPR values were also higher than those generated using the other methods. This implies that the proposed method more accurately classified minority class instances with a tolerable FPR sacrifice, which resulted in the highest AUC. It is worth noting that the proposed method could improve the TPR more than the costsensitive learning method. The opposite phenomenon was observed in datasets 3, 4, 19, and 20. In these cases, the TPR values of the AUC4.5 were equal to or less than those of the CSC4.5; therefore, the proposed method either equally or less accurately classified the minority class instances. However, its FPR values were less than the FPR values of the CSC4.5, which results in higher AUC values.
B. RESULTS
The two types of results, {better TPR, worse FPR, and eventually better AUC} and {worse TPR, better FPR, and eventually better AUC}, prove that the proposed method worked as intended. The AUC4.5 can be trained with the objective of maximizing the AUC. In addition, unlike the CSC4.5, the proposed method does not require different parameter settings (different settings of costs in the CSC4.5) and can be used as is. Both the SC4.5 and CSC4.5 completely failed to classify dataset 1, which was a very highly imbalanced case. However, the proposed method showed that its classification is possible with 0.727 of the resulting AUC. For datasets 7 and 9, all three methods resulted in perfect classifications. These two datasets are shown to be quite separable.
VI. CONCLUSIONS
We proposed a new tree induction method by modifying Quinlan's C4.5 algorithm, which we named AUC4.5. This method appeared to be more suitable for binary imbalanced data classification. Instead of examining information entropy, the proposed method uses the difference in the AUC to determine the best split when growing a decision tree. A postpruning algorithm based on a validation set determines the tree that is expected to have the maximum AUC with the minimum model complexity. We compared our method with the original C4.5 algorithm and the cost-sensitively learned C4.5 based on twenty real datasets from the UCI machine learning repository.
The experimental results showed that the proposed method in general produced more balanced accuracies for both minority and majority classes than the standard and cost-sensitive C4.5. More specifically, our method did not sacrifice the false positive rate in order to increase the true positive rate, which resulted in the highest AUC values. In addition, the AUC4.5 does not necessitate the testing of different settings of misclassification costs, unlike the existing cost-sensitive learning methods, which means that the proposed method requires less training time, but performs better than the cost-sensitive C4.5. It is, therefore, useful when the misclassification costs are unknown in imbalanced data classification tasks.
