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We present a detailed study of the cosmological evolution in general vector-tensor theories of gravity
without potential terms. We consider the evolution of the vector field throughout the expansion history of
the Universe and carry out a classification of models according to the behavior of the vector field in each
cosmological epoch. We also analyze the case in which the Universe is dominated by the vector field,
performing a complete analysis of the system phase map and identifying those attracting solutions which
give rise to accelerated expansion. Moreover, we consider the evolution in a universe filled with a
pressureless fluid in addition to the vector field and study the existence of attractors in which we can have
a transition from matter domination to vector domination with accelerated expansion so that the vector
field may play the role of dark energy. We find that the existence of solutions with late-time accelerated
expansion is a generic prediction of vector-tensor theories and that such solutions typically lead to the
presence of future singularities. Finally, limits from local gravity tests are used to get constraints on the
value of the vector field at small (Solar System) scales.
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I. INTRODUCTION
General relativity (GR) is considered nowadays the
standard theory of the gravitational phenomena. In this
theory, the gravitational interaction is mediated by a pure
spin two field which allows one to describe the geometry of
the background space-time where the physical processes
take place. In spite of its elegance and experimental suc-
cess, the possible existence of other metric theories of
gravity compatible with Solar System experiments, as
well as the importance of knowing the true theory of the
gravitational interaction to describe properly relativistic
astrophysical objects, motivated a long time ago the search
for alternative gravitational theories with new degrees of
freedom, in addition to the metric tensor. The first of these
attempts was the so-called Brans-Dicke theory in which,
apart from having the metric tensor, the gravitational in-
teraction is described by a scalar field which makes the
gravitational constant vary in space and time. Since the
timewhen this new theory was proposed in the early 1960s,
many other possibilities containing new degrees of free-
dom (not necessarily scalars) have been proposed.
In cosmology, the interest in alternatives to GR has
grown recently because of the existence of several prob-
lems which cannot be satisfactorily addressed within the
framework of GR without resorting to unknown compo-
nents, namely, dark matter and dark energy. The need of
new dark matter particles first appeared in order to account
for the rotation curves of galaxies which seemed to indicate
the existence of some kind of nonluminous matter in the
haloes of such galaxies. However, its presence is also
crucial to explain some cosmological observations as, for
instance, the formation of the structures that we observe
today (galaxies, clusters, etc.).
The other dark component, dark energy, would be re-
sponsible for the accelerated expansion of the Universe
first inferred from observations of distant type Ia super-
novae [1] and subsequently confirmed by more precise
supernovae measurements [2] as well as other cosmologi-
cal probes, mainly the cosmic microwave background
(CMB) temperature power spectrum and baryon acoustic
oscillations [3]. Although it is possible to explain the
accelerated expansion by introducing a cosmological con-
stant term in Einstein’s equations, this poses a problem
from the theoretical point of view because its value, ac-
cording to observations, is extremely small compared to
the natural scale of gravity set by Newton’s constant.
Although this fact would not need to be a problem, the
actual situation is that a theory with two scales differing in
many orders of magnitude does not seem very natural, and
that is why this problem is usually referred to as the
naturalness problem. For this reason, many models trying
to play the role of dynamical dark energy have been
developed during the last decade and can be broadly clas-
sified in two classes: on one hand, models in which dark
energy is a new field to add to the standard composition of
the Universe [4] and, on the other hand, models in which
the accelerated expansion would be an effect of a modified
theory of gravity [5]. Nevertheless, this distinction is not
always very clear because some modified gravity models
require the introduction of new fields which, indeed, may
play the role of dark energy.
One class of alternative theories of gravity with an extra
field, in addition to the metric tensor, are the so-called
vector-tensor theories, in which the gravitational action is
modified by adding a vector field that is nonminimally
coupled to gravity. The study of vector-tensor theories to
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describe the gravitational interaction as alternatives to GR
started long ago with the works by Will, Nordtvedt, and
Hellings [6] in the early 1970s as candidates to produce
preferred frame effects. After these pioneering works,
vector-tensor theories were abandoned because gravita-
tional experiments seemed to rule out such preferred frame
effects. Moreover, fluctuations of the vector field could be
either timelike or spacelike so that those models were
generally thought to present instabilities. A detailed treat-
ment on this issue was developed in [7] for the case without
a potential term and in [8] for the case with a potential term
and it was shown that there is still some room in the
parameter space for stable models. A special class of these
theories reemerged due to the increasing interest in models
with Lorentz violation [9]. The breaking of Lorentz invari-
ance was achieved by the presence of a vector field whose
norm was forced to be constant by means of a Lagrange
multiplier. Moreover, some of these models are free of
instabilities as was shown in [10].
More recently, after the discovery of the accelerated
expansion of the Universe, vector-tensor theories supple-
mented with potential terms have got much attention as
possible candidates for dark energy [11]. Nevertheless,
vector-tensor theories even in the absence of potential
terms have also turned out to be compelling candidates
for dark energy [12] and they could even solve the afore-
mentioned naturalness problem that most dark energy
models exhibit. A remarkable example is the electromag-
netic field. Indeed, it has been recently shown that electro-
magnetic quantum fluctuations generated during an
inflationary epoch at the electroweak scale can give rise
to an effective cosmological constant whose value is in
agreement with the observed value [13]. Finally, vector
fields have also been used for other cosmological purposes
as candidates to drive an inflationary epoch [14], to gen-
erate nonsingular cosmologies [15], as dark matter candi-
dates [16], and as candidates to solve some of the observed
anomalies in the CMB power spectrum [17].
Given the increasing interest in vector-tensor theories of
gravity in order to understand the wide variety of cosmo-
logical problems explained above, it seems useful to pro-
vide a detailed analysis of the cosmological evolution in a
general vector-tensor theory so that one can know whether
a particular theory will be able to play a determined role in
the Universe’s history. In this work, we shall focus on the
problem of dark energy and obtain the necessary condi-
tions to produce late-time acceleration, although the results
obtained will be general enough to be useful in other
cosmological contexts as well.
The paper is organized as follows: in Sec. II we describe
the general vector-tensor theory and give the correspond-
ing equations. Section III is devoted to study the evolution
of the vector field in an isotropic Friedmann-Robertson-
Walker universe. We shall give the behavior of the vector
field in the different phases that the Universe has under-
gone, namely: inflation, radiation domination, and matter
domination. After that, in Sec. IV we shall study the case in
which the temporal component of the vector field domi-
nates the Universe and, in Sec. V, we shall obtain the region
in the parameter space in which we might have attracting
solutions with accelerated expansion. The case of a uni-
verse filled with matter plus the vector field will be studied
in Sec. VI where it is shown that solutions exist which
describe a transition from matter dominance to vector
dominance with accelerated expansion. In Sec. VII we
use current limits on local gravity tests to obtain constraints
on the vector field at small scales.
II. VECTOR-TENSOR THEORIES OF GRAVITY
We shall start by writing the most general action for a
vector-tensor theory without any other restriction apart
from having second order linear equations of motion [18]:
S½g; A ¼
Z
d4x
ffiffiffiffiffiffiffigp  1
16G
Rþ!RAA
þ ~RAA þ rArA
þ "FF

; (1)
with !, ~, , " dimensionless parameters, and F ¼
@A  @A. In the so-called Aether-Einstein models,
the vector field norm is fixed by introducing a Lagrange
multiplier in the action of the form mðAA m2Þ so that
A is constrained to be either timelike or spacelike. In
other cases, the vector field is supplied with a mass term or
even more complicated potential terms. As we said above,
throughout this work we shall focus on vector-tensor theo-
ries without Lagrange multipliers nor potential terms.
Notice also that terms given in (1) are the only possibilities
without introducing new scales in the theory and that give
rise to linear equations of motion for the vector field. If
such an action is just a low energy limit of some underlying
theory, one would expect to have corrections involving
terms of dimension higher than 4 which would be sup-
pressed by some scale M.
For subsequent calculations we shall work with an alter-
native form of action (1) obtained via an integration by
parts:
S½g; A ¼
Z
d4x
ffiffiffiffiffiffiffigp  1
16G
Rþ!RAA
þ RAA þ ðrAÞ2 þ FF

;
(2)
where the new parameters relate to the old ones as follows:
 ¼ ~   ¼   ¼ 2"þ 
2
: (3)
We prefer the new form of the action because it allows a
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more suggestive interpretation for each term, namely: the 
term is nothing but the Uð1Þ gauge invariant kinetic term
for the vector field, the  term is analogous to the gauge
fixing term introduced in the electromagnetic quantization
and, finally, both the ! and  terms are nonminimal
couplings to gravity and play the role of effective mass
terms for the vector field driven by gravity.
The gravitational equations obtained from action (2) by
varying with respect to the metric tensor can be written in
the following way:
G ¼ 8Gð!T! þ T þ T þ T þ TNG Þ;
(4)
where TNG is the energy-momentum tensor corresponding
to other fields rather than A (generally the inflaton, mat-
ter, and radiation) and we have defined
T! ¼ 2½hA2g þ A2G þ RAA rrA2
T ¼ g½rr	ðAA	Þ  R	AA	 þhðAAÞ
 2rrððAÞAÞ þ 4AAðRÞ
T ¼ g½ðrAÞ2 þ 2Arðr	A	Þ
 4AðrÞðrAÞ
T ¼ 4FF  gF	F	
TNG ¼ 2ffiffiffiffiffiffiffigp 
SNG
g
(5)
with h ¼ rr, A2 ¼ AA and brackets in a pair of
indices denoting symmetrization with respect to the corre-
sponding indices.
Apart from the gravitational equations we can obtain a
set of field equations for A by varying the action with
respect to the vector field to give
2rF  rðrAÞ þ!RA þ R A ¼ 0: (6)
As we are interested in the cosmological evolution of the
vector field (especially as a candidate for dark energy) we
shall focus on the simplest case in which the field is
homogeneous, i.e., we shall study the evolution of the
zero Fourier mode of the vector field. Actually, this will
correspond to all Fourier modes whose physical wave-
lengths are much larger than the Hubble radius (super-
Hubble modes). In fact, this is the relevant part of the field
for the cosmological expansion evolution, although the
inhomogeneous part could also be very important for the
anisotropies of the CMB or for structure formation, but this
is out of the scope of this work. Besides, we shall choose
the spatial component of the field lying along the z axis in
such a way that we can write A ¼ ðA0ðtÞ; 0; 0; AzðtÞÞ and,
therefore, we have axial symmetry around that axis. Thus,
the metric tensor will be appropriately described by that of
the axisymmetric Bianchi type I space-time:
ds2 ¼ dt2  a?ðtÞ2ðdx2 þ dy2Þ  akðtÞ2dz2; (7)
where a? and ak are the transverse and longitudinal scale
factors, respectively. For this metric, the field equations
read
½ €A0 þ ð2H? þHkÞ _A0 þ ½ð2!þ Þð2H2? þH2kÞ
þ ð2!þ þ Þð2 _H? þ _HkÞ þ 2!ð2H?Hk þH2?ÞA0
¼ 0; (8)
2½ €Az þ ð2H? HkÞ _Az þ ½2!ð3H2? þ 2 _H?Þ
þ ð2!þ Þð _Hk þH2k þ 2H?HkÞAz ¼ 0; (9)
where a dot stands for derivative with respect to the cosmic
time t and Hk ¼ _ak=ak and H? ¼ _a?=a? are the longitu-
dinal and transverse expansion rates, respectively. In these
equations we see that the expansion of the Universe pro-
vides an effective mass for each component of the vector
field as well as a friction term. It is interesting to note that
the dynamics of A0 and Az are driven by  and , respec-
tively, whereas the rest of parameters of the action, ! and
, only affect the effective mass of the field. In fact, the
presence of nonvanishing values for  and  ensures the
existence of evolving A0 and Az respectively. On the con-
trary, if one of these parameters is zero, the corresponding
component does not have dynamics and, in general, will
vanish.
The highly isotropic CMB power spectrum that we
observe today shows that the anisotropy at the last scatter-
ing surface was very small so that it is justified to consider
small deviations from a pure isotropic universe so that
a?ðtÞ ¼ aðtÞ akðtÞ ¼ aðtÞ

1þ 1
2
h

(10)
with h 1 and aðtÞ the isotropic scale factor. Then, we
can describe the anisotropy by means of the degree of
anisotropy h in terms of which the metric can be written
as a perturbed Friedmann-Lemaitre-Robertson-Walker
(FLRW) given by
ds2 ¼ dt2  aðtÞ2ð
ij þ hijÞdxidxj (11)
with hij ¼ h
iz
jz and aðtÞ the usual scale factor.
Moreover, the degree of anisotropy can be related to the
linearized Einstein tensor for the Bianchi type I metric as
follows:
G? Gk ¼ 1
2a3
d
dt
ða3 _hÞ þOðh2Þ; (12)
where G? ¼ Gxx ¼ Gyy and Gk ¼ Gzz. Then, from Einstein
equations we can obtain the evolution for the degree of
anisotropy which happens to be
h ¼ 16G
Z 1
a3
Z
a3ðpk  p?Þdt

dt: (13)
In principle, the problem has not been solved yet because
the expression inside the integral will depend on h as well.
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However, we can obtain an approximate solution by re-
placing such an integrand by its expression in the isotropic
case. In fact, one could obtain more accurate solutions by
an iterative process. Thus, if we now assume that the only
source of anisotropy comes from the spatial component of
the vector field we have that
a2ðpk  p?Þ ¼ ½ð24! þ 12! þ 8 þ 32ÞH2
þ ð12! þ 6! þ 4 þ 2Þ _HA2z
þ 4HAz _Az  2ð2þ Þ _A2z ; (14)
where H ¼ _a=a the Hubble expansion rate and we have
introduced the notation ! ¼ != and  ¼ =. In the
rest of this work we shall perform a detailed analysis of the
isotropic evolution so that we could eventually use those
results to evaluate (13) and, therefore, to discriminate those
models in which the degree of anisotropy grows or decays
as the Universe expands, that is, what models would give
rise to large-scale anisotropies. For a detailed treatment on
the anisotropy evolution in dark energy models see [19].
Moreover, the generated large-scale anisotropy would af-
fect the photons coming from the last scattering surface so
that it would give a new contribution to the low multipoles
of the CMB. In fact, this can be used to rule out those
models in which the new contribution is larger than the
observed one.
To end this section we would like to comment on a very
interesting feature of these models. In [20] it was shown
that a dark energy field carrying a nonvanishing density of
momentum could modify the usual interpretation of the
CMB dipole as well as the value of the quadrupole. The
density of momentum of dark energy can be interpreted as
a relative motion of this component with respect to the
others. Given that photons, baryons, and dark matter par-
ticles were strongly coupled in the early Universe, they
originally shared a common large-scale rest frame so that,
after becoming decoupled, they should remain at rest with
respect to each other because of momentum conservation.
However, the presence of a dark energy fluid with a non-
vanishing density of momentum allows the existence of
relative velocities among all the components without vio-
lating the momentum conservation. Therefore, as a vector
field has spatial components one would expect it to carry
density of momentum, essentially determined by Ai and, as
a consequence, it would be a natural candidate for a mov-
ing dark energy model. Nevertheless, once one uses the
equations of motion it turns out that the density of momen-
tum vanishes identically, i.e., T0i ¼ 0 over the field equa-
tions. Hence, although the vector field can provide large-
scale anisotropy supported by its spatial component, it does
not modify the cosmic rest frame so that the rest of the
fluids will generally share a common large-scale rest frame
and no effects on the CMB dipole are expected. However,
it is possible that vector perturbations could be supported
by perturbations of the vector field so that, unlike in
standard CDM, we could obtain large peculiar velocities
at large scales as those observed in [21].
III. EVOLUTION IN AN ISOTROPIC UNIVERSE
In this section we shall write down and solve the equa-
tions for the vector field in a universe dominated by an
isotropic perfect fluid, with the energy density of the vector
field negligible. In such a case, both expansion factors
become the same a? ¼ ak ¼ a as well as the expansion
rates H? ¼ Hk ¼ H. This is equivalent to neglecting the
effects of the small degree of anisotropy that may be
present. In such a case, the field equations read
€A0 þ 3H _A0 þ ½3ð4! þ ÞH2 þ 3ð1þ 2! þ Þ _HA0
¼ 0
€Az þH _Az þ 12 ½3ð4! þ ÞH
2 þ ð6! þ Þ _HAz ¼ 0:
(15)
On the other hand, the energy density associated to A0 and
Az in the isotropic case are
A0 ¼ ½3ð3þ 2! þ 2ÞH2A20
þ 6ð1þ 2! þ ÞHA0 _A0 þ _A20
Az ¼ 
2
a2
½ð3! þ ÞH2A2z
þ ð6! þ ÞHA0 _A0 þ _A20:
(16)
In these expressions we have introduced again the notation
! ¼ !=,  ¼ =,! ¼ !=, and  ¼ =, which
only makes sense for   0 and   0. However, if that is
not the case, the corresponding component does not have
dynamics and, generally, vanishes so that it does not play
any role, as we explained above.
Although we are restricting ourselves to the case of
isotropic expansion, one should be aware of the fact that
the presence of a small shear could modify the evolution of
the spatial components of the vector field because, in the
stability analysis around a FRW metric, there could be
vanishing eigenvalues [22] and, as a consequence, the
evolution of Az could be different from that determined
by (15).
In next subsections we shall study the evolution of the
vector field in the different epochs of the expansion history
of the Universe and carry out a classification of the models
according to their behaviors.
A. Inflationary (de Sitter) epoch
During the inflationary era, the Universe undergoes an
exponential expansion so that the Hubble parameter H is
constant, i.e., a / eHt. In such a case, the solutions to (15)
can be expressed as
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A0 ¼ ðAþ0 ec0Ht þ A0 ec0HtÞe3Ht=2
Az ¼ ðAþz eczHt þ A0 eczHtÞeHt=2;
(17)
where
c0 ¼ 12
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
9 48!  12
p
; (18)
cz ¼ 12
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1 24!  6
p
: (19)
Then, the evolution of the temporal component depends on
whether c0 is real or complex. That way, we find that it
oscillates with frequency jc0j and it is modulated by a
damping factor of the form e3Ht=2 for 16! þ 4 > 3
whereas it evolves as eðc03=2ÞHt for 16! þ 4 < 3.
When 16! þ 4 ¼ 3, we have that c0 ¼ 0 and the
vector field evolves as A0 ¼ ðC01 þ C02tÞe3Ht=2.
Concerning Az, it has an oscillating evolution with fre-
quency jczj suppressed by eHt=2 for 24! þ 6 > 1 and
it evolves as eðcz1=2ÞHt for 24! þ 6 < 1. Finally, for
24! þ 6 ¼ 1we have that cz ¼ 0 and the field evolves
as Az ¼ ðCz1 þ Cz2tÞe3Ht=2.
When we insert solutions (17) into (16) we obtain the
energy density evolutions, which can be written as
A0 ¼ Aþ0 a2c03 þ A0 a2c03 (20)
Az ¼ Aþz a2cz3 þ Az a2cz3; (21)
where we have defined
A
0
¼ ½3ð3þ 2! þ 2Þ þ 6ð1þ 2! þ Þ
 ðc0  3=2Þ þ ðc0  3=2Þ2ðHA0 Þ2 (22)
Az ¼ 2½ð3! þ Þ þ ð6! þ Þðcz  1=2Þ
þ ðcz  1=2Þ2ðHAz Þ2: (23)
In these expressions we see that the temporal component is
suppressed during inflation in models with 2c0 < 3)
4! þ  > 0 whereas an inflationary epoch amplifies
A0 for those models with 4! þ  < 0. For 4! þ  ¼
0, the temporal component has constant energy density.
Moreover, for the aforementioned special case with c0 ¼ 0
the energy density is given by
A0 jc0¼0 ¼

2
C02½3ð5 8!ÞHC02t ð24!  15ÞHC01
þ 2C02a3 (24)
so it decays as ta3 (unless 5 8! ¼ 0).
Analogously, we find that the spatial component is am-
plified during inflation in models with 12! þ 3 <4,
it is suppressed for those models with 12! þ 3 >4,
and it has constant energy density if the condition 12! þ
3 ¼ 4 is satisfied. Again, for the special case with
cz ¼ 0 we have a different evolution given by
Az jcz¼0 ¼

3
Cz2½ð5 12!ÞHCz2t ð12!  5ÞHCz1
þ 2Cz2a3; (25)
so it decays as ta3 (unless 5 12! ¼ 0).
Finally, notice that the oscillating behavior of the field
will translate into an oscillating evolution of the energy
density so that in those cases in which the field oscillates
the energy density for the corresponding component is
suppressed by a factor a3. In fact, if the inflationary era
lasts N e folds, i.e., the scale factor increases as aend=ain ¼
eN , we can calculate the amplification or suppression of the
field at the end of inflation and that is given by
ln

A0ðtendÞ
A0ðtinÞ

¼

Reðc0Þ  32

N (26)
ln

AzðtendÞ
AzðtinÞ

¼

ReðczÞ  12

N: (27)
For the energy densities of each component we can pro-
ceed similarly to obtain
ln

A0ðtendÞ
A0ðtinÞ

¼ ½2Reðc0Þ  3ÞN (28)
ln

AzðtendÞ
AzðtinÞ

¼ ½2ReðczÞ  3ÞN: (29)
In these expressions, the real parts of c0 and cz have to be
taken because they are either real or purely imaginary and,
in the latter case, the only effect of c0;z is to produce
oscillations, but neither suppression nor amplification of
the vector field, as we commented above. In the special
cases with c0;z ¼ 0we have to add a term lntendtin on the right-
hand sides of the above expressions, although such a term
is usually much smaller than N and can be safely
neglected.
B. Barotropic fluid domination
In a universe dominated by a barotropic perfect fluid
with constant equation of state w ¼ p=, the scale factor
evolves according to a power law of the form a / tp with
p ¼ 23ð1þwÞ so that H ¼ p=t. In such a case, the field
equations (15) have the following solutions:
A0ðtÞ ¼ Aþ0 tþ þ A0 t AzðtÞ ¼ Aþz t	þ þ Az t	
(30)
with
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 ¼ 12 ½1 3p
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ 6ð1þ 4! þ 2Þpþ 3ð3 16!  4Þp2
q
 (31)
	 ¼ 12 ½1 p
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ 2ð6! þ   1Þp ð24! þ 6  1Þp2
q
: (32)
As in the inflationary epoch, we see that the components of
the vector field have two different types of evolution
depending on whether  and 	 are real or complex.
Thus, if the term inside the root is positive, the correspond-
ing component of the field will evolve as a power law
essentially given by the growing mode whereas if the
term inside the root is negative, the field will oscillate
with an amplitude proportional to tð13pÞ=2 for A0 or
tð1pÞ=2 for Az. In fact, for ;	 2 C, the solutions of the
vector field can be expressed as:
A0ðtÞ ¼ tReðÞ½C01 cosðImðÞ lntÞ þ C02 cosðImðÞ lntÞ
AzðtÞ ¼ tReð	Þ½Cz1 cosðImð	Þ lntÞ þ Cz2 cosðImð	Þ lntÞ;
(33)
where we see that the vector field actually oscillates har-
monically in lnt and not in the proper time t. There is still
another special case which is that when we have degen-
eration in the solutions, i.e., when þ ¼  or 	þ ¼ 	.
If any of these relations takes place, the corresponding
component of the vector field has a logarithmic solution
in addition to the potential solution, being the complete
solution as follows:
A0 ¼ ðC01 þ C02 lntÞtð13pÞ=2
Az ¼ ðCz1 þ Cz2 lntÞtð1pÞ=2:
(34)
The evolutions of the energy densities are achieved by
inserting solutions (30) into (16) and, for , 	 2 R, are
given by
A0 ¼ Aþ0 a
þ
0 þ A
0
a

0 (35)
Az ¼ Aþz a
þ
z þ Az a

z ; (36)
where
A
0
¼ ½3ð3þ 2! þ 2Þp2
þ 6ð1þ 2! þ Þp þ 2ðA0 Þ2 (37)
Az ¼ 2½ð3! þ Þp2
þ ð6! þ Þp	 þ 	2ðAz Þ2 (38)
and
0 ¼ 2
  1
p
z ¼ 2	  1 pp : (39)
Again, given that þ0;z  0;z, the energy densities will
evolve proportionally to a
þ
0;z so that the vector field be-
haves as the superposition of two perfect fluids with equa-
tions of state w0;z ¼  13 ð1þ þ0;zÞ. However, in some
cases, it might happen that Aþ0;z vanishes and, as a conse-
quence, the corresponding energy density will evolve as
a

0;z rather than a
þ
0;z .
When  and 	 are complex, the energy densities still
evolve as A0;z ¼ Aþ0;za
þ
0;z although we must replace
þ ! ReðþÞ and 	þ ! Reð	þÞ in (39) and Aþ
0;z
are
oscillating functions instead of constants.
For the degenerate case with a logarithmic solution, the
energy densities are given by
A0 jþ¼ ¼ 
ðC02Þ2
2ð1 pÞ

½1 2pþ ð24!  15Þp2


C01
C02
þ lnt

þ 2ð1 pÞ

a0 (40)
Az j	þ¼	 ¼ 
ðCz2Þ2
ð1 3pÞ

½1þ 6pþ ð12!  5Þp2


Cz1
Cz2
þ lnt

þ 2ð3p 1Þ

az : (41)
Therefore, the evolution is the same as in the nondegener-
ate case modified by a logarithmic variation.
In any case, we can carry out a classification of the
models according to whether the energy density of each
component grows, decays, or remains constant. Finally, we
can also identify scaling behaviors or whether the energy
density of the vector field grows or decays with respect to
that of the dominant component. In Figs. 1 and 2 we show
the evolution in the different regions in the parameter
space.
1. Radiation dominated epoch
In the radiation dominated epoch we have that p ¼ 1=2
and the evolution of the vector field, according to (32), is
given by
R ¼ 
1
4
½1 ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi25þ 12p  (42)
	R ¼
1
4
½1 ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi1 2p : (43)
These expressions allow one to find that the temporal
component evolves as a power law for  > 2512 whereas
it oscillates with an amplitude decaying as t1=4 for  <
 2512 . The degenerate case happens for  ¼  2512 . For the
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FIG. 1 (color online). Behavior of the temporal component of the vector field in the different phases of the Universe’s history
according to the values of the parameters of the model. The labels Decaying and Growing refer to the behavior with respect to the
dominant component, whereas Scaling means that it evolves in the same way as the background.
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FIG. 2 (color online). Behavior of the spatial component of the vector field in the different phases of the Universe’s history according
to the values of the parameters of the model. The labels Decaying and Growing refer to the behavior with respect to the dominant
component, whereas Scaling means that it evolves in the same way as the background.
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spatial component of the vector field, we have power law
behavior for  <
1
2 and it oscillates with an amplitude
growing as t1=4 for  >
1
2 , whereas the logarithmic solu-
tion appears for  ¼ 12 . Notice that the evolution of the
vector field does not depend on the parameter ! of the
action, which is due to the fact that the Ricci scalar R
vanishes in a universe dominated by radiation.
Concerning the evolution of the energy densities, ac-
cording to (39), we have that
R0 ¼ 5
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
25þ 12
p
(44)
Rz ¼ 5
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1 2
p
: (45)
If we want the vector field to be dominated by its
temporal component we must impose the condition 0þ >
zþ, which leads to the constraint 6 þ  >12. That
way we prevent the generation of large-scale anisotropy
that would be in conflict with observations.
The temporal component of the vector field will have
constant energy density in this epoch for R0þ ¼ 0 which is
satisfied by the model with  ¼ 0 and it has scaling
evolution if R0þ ¼ 4 which happens for  ¼ 2.
From this last condition we also find that, in models with
 >2, the energy density associated to the temporal
component grows with respect to that of the radiation fluid
R whereas in those models with  <2, the ratio
A0=R decays as the Universe expands. See Fig. 1 for a
summary of these behaviors.
Concerning the spatial component, the condition of
constant energy density is satisfied for models with  ¼
12 whereas it scales as radiation in models with  ¼ 0.
Finally, the energy density associated to the spatial com-
ponent of the vector field grows (decays) with respect to R
in models with  < 0 ( > 0). This classification is
shown in Fig. 2.
2. Matter dominated epoch
In a universe dominated by a pressureless fluid the scale
factor evolves as a / t2=3 so that
M ¼ 
1
6
½3 ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi81 48! þ 24p  (46)
	M ¼
1
6
½1 ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi1 24!  12p : (47)
In this case, the temporal component oscillates with am-
plitude proportional to t1=2 for 16!  8 > 27, it
evolves with a power law for 16!  8 < 27, and the
degenerate case corresponds to 16!  8 ¼ 27. On the
other hand, Az follows a power law evolution for 24! þ
12 < 1, it oscillates with amplitude proportional to t
1=6
for 24! þ 12 > 1, and the degenerate case happens for
24! þ 12 ¼ 1.
Moreover, R0 and 
R
z become
M0 ¼
1
2
½9 ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi81 48! þ 24p  (48)
Mz ¼
1
2
½9 ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi1 24!  12p : (49)
In this epoch, the condition for the temporal contribution to
dominate over the spatial one reads 6ð!  2!Þ þ
3ð  2Þ>80.
The scaling behavior for the energy density associated to
the temporal component in this epoch is obtained from the
condition M0þ ¼ 3, whose solution is 2!   ¼ 3.
Moreover, for 2!   < 3 the energy density of the
vector field grows with respect to that of matter and, as a
consequence, the Universe is eventually dominated by it.
Notice that this is a necessary condition to have a dark
energy model, i.e., those models with 2!   > 3 will
never dominate the energy content of the Universe if there
is a matter component and, as a consequence, it cannot be
responsible for the present acceleration. Figure 1 shows
this classification.
For the spatial component we obtain constant energy
density in models with 2! þ  ¼ 20=3 and scaling
evolution for 2! þ  ¼ 2=3. Finally, the energy den-
sity of Az grows (decays) with respect to M in models with
2! þ  <2=3 (2! þ  >2=3). This is shown in
Fig. 2.
IV. VECTOR DOMINANCE
In this section we shall study the case in which the
Universe becomes dominated by the temporal component
of the vector field so that the anisotropy is small and we can
use the isotropic equations. Thus, we have the field equa-
tion for A0 given in (15) and the two Einstein equations
3H2 ¼ 8GA0 (50)
3H2 þ 2 _H ¼ 8GpA0 : (51)
Although, of course, only two of the three equations are
independent, it will be useful to work with all of them.
For the subsequent analysis, it will be convenient to
introduce the field variable x 	 d lnA0d lna so that we can obtain
the following autonomous system:
dH
dN
¼ 3 ð2! þ Þx
2  2ð4! þ Þx 3ð4! þ Þð2! þ  þ 1Þ
½xþ 3ð2! þ  þ 1Þ2
H (52)
COSMOLOGICAL EVOLUTION IN VECTOR-TENSOR . . . PHYSICAL REVIEW D 80, 063512 (2009)
063512-9
dx
dN
¼  x
2 þ 6ð2! þ  þ 1Þxþ 3ð2! þ 2 þ 3Þ
xþ 3ð2! þ  þ 1Þ x (53)
with N ¼ lna. These two equations can be combined to give the following equation for the trajectories in the phase map:
dH
dx
¼ 3 ð2! þ Þx
2  2ð4! þ Þx 3ð4! þ Þð2! þ  þ 1Þ
½x2 þ 6ð2! þ  þ 1Þxþ 3ð2! þ 2 þ 3Þ½xþ 3ð2! þ  þ 1Þ
H
x
: (54)
This equation can be readily integrated for given values of
the parameters, although we shall not do it, but we shall
study the phase map and, from its features, we shall obtain
the relevant information.
In addition to the equations given above, we have the
following constraint provided by the Friedmann equation
1
3
A20½x2þ 6ð2!þþ 1Þxþ 3ð2!þ 2þ 3Þ ¼ 1:
(55)
This relation constrains the possible values of x because the
condition
½x2 þ 6ð1þ  þ 2!Þxþ 3ð3þ 2 þ 2!Þ  0
(56)
must hold. This condition restricts the physically admis-
sible trajectories as those for which the vector field carries
positive energy density and can always be achieved by
means of a suitable choice of the sign of . Notice that
all the dependency of the problem on the parameter  is
indeed contained in this condition.
In (53) we see that the equation dHdN ¼ 0 has two solu-
tions, H ¼ 0 and x ¼ xl , with
xl ¼
4! þ  
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffið4! þ Þ½2ð5! þ 2Þ þ 3ð2! þ Þ2p
2! þ  ; (57)
whereas the solutions of dxdN ¼ 0 are x ¼ 0 and x ¼ xc , with
xc ¼ 3ð2! þ  þ 1Þ 
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
6ð5! þ 2Þ þ 9ð2! þ Þ2
q
: (58)
Therefore, the autonomous system has generally three
critical points: P0 ¼ ð0; 0Þ and P ¼ ðxc ; 0Þ. Moreover,
when the equality xc ¼ xl takes place, we have a critical
line instead of a critical point because both dHdN and
dx
dN
vanish regardless the value of H. Notice that the critical
points P only exist when the constraint 6ð5! þ 2Þ þ
9ð2! þ Þ2  0 is satisfied, which corresponds to the
white region shown in Fig. 3. Moreover, the trajectories in
the phase map have vertical tangents in the lines x ¼ 0 and
x ¼ xc so that, apart from being critical points, they are
vertical separatrices (see Fig. 4). However, these are not the
only separatrices in the phase map, but we have another
vertical one in xs ¼ 3ð2! þ  þ 1Þ as well as one
horizontal one in the horizontal axis H ¼ 0. One interest-
ing feature of the phase map is that xs ¼ ðxþc þ xc Þ=2, i.e.,
the separatrix at xs is always located in the middle of the
two critical points. Notice that the critical points xc also
separate the region with physically admissible trajectories
according to (56) which imposes the energy density of the
vector field to be positive, although to identify each of
these regions we need to specify the sign of . According
to the previous discussion, the phase map will be divided in
several rectangular regions parallel to the axis which, in-
deed, are disconnected from each other, i.e., the trajectories
will not be able to cross from one to another. However, the
particular picture will depend on the particular values of
the parameters, making it possible to distinguish the fol-
lowing cases (see Fig. 4).
(1) Case I: The critical points xc exist and are different
from each other, which imposes the condition
9ð2! þ  þ 1Þ2  3ð2! þ 2 þ 3Þ> 0 and
corresponds to the gray region in Fig. 3. Moreover,
in this case we still have three different possibilities:
(a) Case Ia: Both critical points are different from zero
and they do not coincide with xs. In this case we
have 4 vertical separatrices and the phase map is
divided into 10 disconnected regions.
(b) Case Ib: One of the two critical points is zero. This
case happens when 2! þ 2 þ 3 ¼ 0 but 2! þ
 þ 1  0 so that they are not zero simulta-
neously. In fact, if 2! þ  þ 1 is positive (nega-
tive), then xþc (xc ) is at the origin. Notice that this
simply says that, given that the separatrix located at
xs is in the middle of x and xþ, the critical point
that is at the origin depends on the sign of xs. In this
case we only have 3 vertical asymptotes and, as a
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consequence, the phase map contains 8 regions.
This case corresponds to the dashed line in Fig. 3,
which represents the equation 2! þ 2 þ 3 ¼ 0.
(c) Case Ic: The vertical separatrix satisfies xs ¼ 0 so
that the two critical points are symmetric with re-
spect to the origin. The condition xs ¼ 0 reads in
terms of the parameters 2! þ  þ 1 ¼ 0 and, as
a consequence, the critical point P0 is absent. In this
case we also have 3 vertical asymptotes and 8 re-
gions in the phase map and this case corresponds to
the dotted line inside the grey region in Fig. 3.
FIG. 4 (color online). These plots show two examples of phase maps for the autonomous system describing a universe dominated by
the vector field. The left panel corresponds to a model lying in the gray region in Fig. 3 in which the two critical points P are present
whereas the right panel shows the phase map for a model in which these two critical points do not exist. We can see that all the critical
points as well as the separatrix are vertical tangents and the x axis is a horizontal separatrix, as explained in the main text.
−4 −2 0 2 4
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0
2
4
ωλ
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FIG. 3 (color online). This plot shows the different cases ex-
plained in the main text in the parameter space. The shaded
(green) region corresponds to models in which both x exist
(case I) whereas in the white region neither of them is present
(case II). The solid line identifies the models for which xþ ¼ x
corresponding to case III. The dashed line (whose equation is
2! þ 2 þ 3 ¼ 0) represents those models that have either x
or xþ at the origin (case Ib) and the models whose parameters lie
on the dotted line (with equation 2! þ  þ 1 ¼ 0) have the
separatrix xs at the origin. Thus, in the region above (below) that
line xs is negative (positive). Case Ic corresponds to the piece of
the dotted line inside the white region whereas the piece of the
dotted line inside the gray region corresponds to case IIb. Finally,
the (orange) dot with parameters ! ¼ 1=2,  ¼ 2 gives the
case IIIb in which x ¼ xs ¼ 0.
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(2) Case II: Neither of the two critical points xc exists.
This case satisfies 9ð2! þ  þ 1Þ2  3ð2! þ
2 þ 3Þ> 0 and corresponds to the white region
in Fig. 3. Again, we have several subcases:
(a) Case IIa: The separatrix xs is different from zero.
Then, we have 2 different vertical asymptotes and
the phase map contains 6 regions.
(b) Case IIb: The separatrix is located at the origin xs ¼
0 so that 2! þ  þ 1 ¼ 0 (P0 is not a critical
point) and we are left with just 1 vertical asymptote
that divides the phase map in 4 regions. This case
corresponds to the dotted line inside the white re-
gion in Fig. 3.
(3) Case III: The 2 critical points become equal so we
only have 1 critical point which, indeed, coincides
with xs, i.e., x
þ
c ¼ xc ¼ xs ¼ 3ð2! þ  þ 1Þ.
This case is represented by the solid line in Fig. 3.
The 2 possibilities we have in this case are:
(a) Case IIIa: The critical point is different from zero so
that we have 2 vertical asymptotes and the phase
map contains 6 regions.
(b) Case IIIb: The critical point is zero. Then we only
have 1 vertical separatrix and 4 regions. This case
corresponds to the particular model ( ¼ 2,
! ¼ 1=2) and is represented by the (orange) dot
in Fig. 3.
Now that we know the arrangement of the phase map for
the different models attending to the existence and location
of the critical points, we shall study the particular features
of each critical point according to the values of the pa-
rameters:
(1) P0 ¼ ð0; 0Þ. The eigenvalues for this critical point
are
H ¼  4! þ 2! þ  þ 1 ;
x ¼  2! þ 2 þ 32! þ  þ 1 :
(59)
Thus, we have that the critical point is a saddle point
for models whose parameters are between the lines
4! þ  ¼ 0 and 2! þ 2 þ 3 ¼ 0 whereas it
is an attractor node if the parameters are in the
external region. Notice that this critical point does
not exist when 2! þ  þ 1 ¼ 0—that corre-
sponds to case Ic in which the separatrix xs is placed
at the origin. When 4! þ  ¼ 0 we have that
H ¼ 0 and the critical point becomes a critical
line because x ¼ 0 is a singular point irrespective
of the value of H.
(2) P ¼ ðxc ; 0Þ. For these critical points the eigenval-
ues can be expressed as H ¼ ð2xc þ 3Þ and
x ¼ 2xc . Then, if the critical point is positive
we have an attractor node whereas it behaves as a
repelling node if xc <3=2. Finally, in the range
3=2< xc < 0, we get a saddle point. These
ranges correspond to the regions in the parameter
space shown in Fig. 5. The eigenvalues x vanish
when the corresponding critical point is located at
the origin, i.e., 2 þ 2! þ 3 ¼ 0. Then, we can
have three different cases depending on the sign of
2! þ  þ 1, namely:
(a) 2! þ  þ 1> 0. In this case þx ¼ 0 and x ¼
6ð2! þ  þ 1Þ< 0.
(b) 2! þ  þ 1 ¼ 0. This is the case IIIb described
above in which both critical points are located at the
origin and, as a consequence, þx ¼ x ¼ 0.
(c) 2! þ  þ 1> 0. This case is the opposite to (a)
above, i.e., x ¼ 0 and þx ¼ 6ð2! þ  þ
1Þ> 0.
On the other hand, the eigenvalues H vanish in the case
that the critical points are such that xc ¼ 3=2 which is
satisfied for models with  þ 4! ¼ 3=4. In this case we
also obtain three possibilities in terms of the sign of
12!  15=2, as follows:
(a) 12!  15=2> 0. In this case we haveH ¼ 0 and
þH ¼ 24!  15> 0.
(b) 12!  15=2 ¼ 0. In this case we have H ¼
þH ¼ 0.
(c) 12!  15=2< 0. In this case we haveþH ¼ 0 and
H ¼ 24!  15< 0.
(3) Separatrix x ¼ xs. For values of x close to xs, i.e.,
x ¼ xs þ 
 with 
! 0 the equations become
dH
dN
’ s H

2
(60)
dx
dN
’ s 1
 (61)
with
s ¼ 9ð2! þ  þ 1Þ½12!2 þ ð4þ 3Þ
þ 2!ð5þ 6Þ: (62)
Then, the separatrix will attract the trajectories of
the phase map for models in which s > 0 whereas
for models withs < 0 the trajectories will go away
from xs. Note that this is true for both sides of the
separatrix.
(4) x! 1. In this case we have that dxdNx2 so that
the trajectories will always approach from þ1 and
will move away to 1, i.e., the region with large
values of xþ1 repels the trajectories of the phase
map whereas the trajectories become attracted by
the region with x! 1 irrespective of the values
of the parameters in the action. This means that the
region with large positive values of x is always
unstable for any choice of ! and  and, on the
contrary, the region with negative large values of x is
always stable.
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A. Accelerating solutions
In this section we shall enumerate the necessary con-
ditions for a vector-tensor model to lead to accelerating
solutions. To that end we shall express the equation of state
in terms of the field variable x:
w ¼ ð4! þ 2 þ 1Þx
2  2ð2!    3Þx 3ð2! þ  þ 1Þð2!    3Þ
½xþ 3ð2! þ  þ 1Þ2
: (63)
Notice that this equation of state only depends on x and not
on the Hubble parameter H. The models with accelerating
solutions will be those in which w evolves toward w<
1=3. Moreover, as this work is intended to find models in
which the vector field could play the role of dark energy,
we shall demand that the accelerated phase is an attractor.
To that end, we shall look at the equation of state for all the
possible attracting places in the phase map as well as in the
repelling ones. Notice that, as the equation of state does not
depend onH but only on xwe only need to require attractor
or repelling properties with respect to x. For instance, if a
critical point is a saddle point but with the trajectories
going toward x! xcrit (x < 0), it will be considered as
an attractor and the opposite for a repelling point. Now, we
shall study the existence of accelerating regimes in the
phase map.
(1) P0. As we pointed out above, this critical point will
be an attractor in models with x < 0. On the other
FIG. 5 (color online). In this plot we show the different regions obtained in the parameter space according to the features of the
critical points. We have shaded (orange) the regions where the eigenvalue of x is negative so that the trajectories in the phase map
approach the corresponding point. We have also indicated the sign of each eigenvalue in the form ðx;HÞ. For the separatrix we
indicate the regions where the trajectories approach the separatrix. Finally, the two plots on the right show the 13 regions explained in
the text (and summarized in Table I). The bottom-right plot corresponds to a zoom of the shaded (blue) region in the top-right panel
above.
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hand, the equation of state for this critical point is
wP0 ¼
2!    3
3ð2! þ  þ 1Þ : (64)
From this expression we see that P0 corresponds to
an accelerated phase (wP0 <1=3) if the following
condition holds:
2!  1
2! þ  þ 1 < 0; (65)
which is satisfied for models in which either 1<
2! <ð1þ Þ or ð1þ Þ< 2! < 1. The
corresponding region is shown in Fig. 6 and, in
that figure, we see that there exists a region in which
P0 is an attractor and gives rise to accelerated ex-
pansion simultaneously.
(2) P. For these critical points, the equation of state
becomes
wP ¼ ð8! þ 4 þ 3Þ 
4
3

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
6ð5! þ 2Þ þ 9ð2! þ Þ2
q
: (66)
Notice that if the condition of accelerated expansion
is satisfied for Pþ, then it is also satisfied for P
since wPþ  wP . The models that lead to acceler-
ated expansion are shown in Fig. 6. However, in the
same figure, we see that neither of the critical points
P behaves as an attractor in the region where we
get accelerated expansion.
(3) Separatrix x ¼ xs. In this case the equation of state
will evolve either to þ1 or to 1 as the trajectory
approaches the separatrix. The interesting case here
is when w! 1 so that we get acceleration. For
x ¼ xs þ 
 with 
! 0, the equation of state be-
comes
ws ’  2s
3
2
: (67)
FIG. 6 (color online). In this plot we show the regions in which we get accelerated solutions in a universe dominated by the vector
field for each critical point. The darkest shaded regions are those in which the accelerated solutions are attractors. We can see that
neither for Pþ nor for P can we obtain attracting accelerated solutions.
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In Fig. 6 we show the region in which the equation
of state goes to 1, corresponding to the condition
s > 0. Notice that this condition also guarantees
that the separatrix behaves as an attractor so all the
cases in which the sepratrix is an attractor give rise
to accelerated expansion.
(4) x! 1. As we showed above, x ¼ 1 is always
an attractor whereas x ¼ þ1 is always a repelling
point. Moreover, as x approaches 1 the equation
of state is given by
wðx! 1Þ ¼ ð4! þ 2 þ 1Þ (68)
so that it gives rise to accelerated expansion in
models with 2! þ  >1=3. This case is inter-
esting for the vector field to drive an inflationary era
because it could start with a large value of x and, as
x ¼ 1 repels the trajectories, it would be forced to
evolve toward smaller values of x until it reaches
either Pþ or P0. Moreover, such an evolution can
lead to accelerated expansion as long as the condi-
tion 2! þ  >1=3 holds.
After having obtained the general conditions necessary
to have accelerated expansion, we shall study the particular
solutions in which the scale factor evolves as a power of the
cosmic time, i.e., a / tp, and we shall get some analytical
solutions. For this expansion law, the vector field evolves
according to (30), although, in this case, the parameter p
must be determined from the Einstein equations. When we
introduce (30) in (50) we find that the vector field must take
a constant value given by
A10 ¼
1ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
8Gð3þ 2! þ 2Þ
p : (69)
Notice that this value only makes sense for ð3þ 2! þ
2Þ> 0, which can always be fulfilled by a suitable
choice of the parameter . Moreover, we also find that p
is given by
p ¼ 1þ 2! þ 
4! þ  : (70)
With this expression we can calculate the deceleration
parameter
q1 	  €aa
_a2
¼ 2!  1
2! þ  þ 1 : (71)
This deceleration parameter must be negative in order to
have an accelerated expansion, but this is indeed the same
condition that we found above in (65) when studying the
critical point P0. This was expected because the Hubble
expansion rate goes to zero for a power law expansion and
this imposes that A0 has to be constant which means that
x ¼ 0. Thus, we have just obtained nothing but the ana-
lytical solutions for the trajectories approaching P0 along
theH axis. Notice that this is, indeed, the only critical point
attracting trajectories with accelerated expansion and hav-
ing a finite value for the vector field equation of state.
V. TRANSITION FROM MATTER DOMINATION
TO VECTOR DOMINATION: LATE-TIME
ACCELERATED SOLUTIONS
In previous sections we have studied a universe com-
pletely dominated by the vector field and obtained the
necessary conditions to have accelerated solutions. In this
section, however, we shall consider the case in which the
Universe contains matter in addition to the vector field and
study the circumstances under which we can get a transi-
tion from a matter dominated universe to an accelerated
phase provided by the vector field so that the vector field
can play the role of dark energy. To do so, we shall proceed
as in previous sections, i.e., we shall obtain the correspond-
ing autonomous system and identify attracting solutions in
which the vector field eventually dominates the energy
content of the Universe and has equation of state smaller
than 1=3.
Before going on with the study of the autonomous
system, we recall that a necessary condition to have a
candidate to dark energy is that the energy density asso-
ciated to the vector field decays slower than that of a
pressureless fluid in the matter dominated epoch. This
requirement guarantees the dominance of the vector field
at late times so that it can drive the expansion of the
Universe. According to Table I, such models are those
whose parameters satisfy the condition
2!   < 3: (72)
We shall take this condition as a necessary requirement for
the model to be able to play the role of dark energy.
The system of equations must be modified by introduc-
ing the matter contribution to the Friedmann equation so
that
3H2 ¼ 8GðA0 þ MÞ: (73)
Moreover, we have a new equation provided by the energy
conservation of the matter fluid
_M þ 3HM ¼ 0: (74)
As we did in the previous sections, we shall introduce the
field variable x 	 d lnA0d lna and the matter energy density will
be described by the density parameterM 	 M3H2 . In terms
of these variables, we can obtain the following autonomous
system:
dH
dN
¼ 3 ð2! þ Þx
2  2ð4! þ Þx 3ð4! þ Þð2! þ  þ 1Þ þ FHM
½xþ 3ð2! þ  þ 1Þ2  ½9ð2! þ Þ2 þ 6ð5! þ 2ÞM
H (75)
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dx
dN
¼ ½x
2 þ 6ð2! þ  þ 1Þxþ 3ð2! þ 2 þ 3Þ½xðxþ 3ð2! þ  þ 1ÞÞ þ FxM
½xþ 3ð2! þ  þ 1Þ2  ½9ð2! þ Þ2 þ 6ð5! þ 2ÞM
dM
dN
¼ 3 ½ð4! þ 2 þ 1Þx
2  ð4!  2  6Þx 3ð2! þ  þ 1Þð2!    3Þ
½xþ 3ð2! þ  þ 1Þ2  ½9ð2! þ Þ2 þ 6ð5! þ 2ÞM
ð1MÞM;
where we have defined
FH ¼  12 ½ð4! þ 2 þ 1Þx
2  2ð2!    3Þxþ 6ð4! þ Þð2! þ Þ þ 9ð2!  1Þ
Fx ¼  32 ½ð4! þ 2 þ 1Þx 2! þ  þ 3:
(76)
These equations are supplemented by the following constraint provided by the Friedmann equation:
1
3
A20½x2 þ 6ð2! þ  þ 1Þxþ 3ð2! þ 2 þ 3Þ þM ¼ 1: (77)
As before, this relation will determine the sign of the parameter  in order to fulfill the condition ½x2 þ 6ð2! þ  þ
1Þxþ 3ð2! þ 2 þ 3Þ> 0.
The equation of state for the vector field is given in this case by
w ¼ ð4! þ 2 þ 1Þx
2  2ð2!    3Þx 3ð2! þ  þ 1Þð2!    3Þ
½xþ 3ð2! þ  þ 1Þ2  ½9ð2! þ Þ2 þ 6ð5! þ 2ÞM
: (78)
The sections fx;Mg of the phase map do not depend on
H. Notice that, as expected, the equations for dHdN and
dx
dN
reduce to (53) when M ¼ 0 so that all the critical points
analyzed in the previous sections are also critical points of
(76) with M ¼ 0, which is the interesting case here
because this means that the vector fields eventually domi-
nate the energy of the Universe. Apart from these critical
points with M ¼ 0 we also have critical points with
M ¼ 1 which correspond to situations where matter
drives the Universe expansion. As we are interested in
obtaining solutions leading to late-time accelerated expan-
sion driven by the vector field, we shall study just the
critical points with M ¼ 0 so that the critical values of
x and H are the same as those studied in the vector
dominance case. However, the features of the critical
points may change because of the presence of matter.
Therefore, for each critical point, we shall identify the
necessary conditions for the corresponding critical point
to be an attractor with respect to M and x and, then,
compute the equation of state in the critical point. This is
possible because the equations forM and x do not depend
on H. Notice that the condition for M ¼ 0 to be an
attractor will, in general, differ from the condition given in
(72) obtained by imposing that the energy density of the
vector field grows with respect to that of matter. This is so
because to achieve that condition we assumed that the
TABLE I. In this table we summarize the features of the phase map for the different regions shown in Fig. 5. When a given critical
point is a saddle point we give the sign of the eigenvalue corresponding to x so that we can know whether the trajectories approach the
critical point (negative eigenvalue) or move away from it (positive eigenvalue) along the x direction.
Region P0 P Separatrix Pþ
I Attractor node Saddle point x > 0 Repelling Attractor node
II Saddle point x > 0 Attractor node Repelling Attractor node
III Saddle point x > 0 Attractor
IV Saddle point x < 0 Repelling
V Saddle point x < 0 Repelling node Attractor Repelling node
VI Attractor node Repelling node Attractor Repelling node
VII Attractor node Repelling node Attractor Saddle point x > 0
VIII Saddle point x > 0 Repelling node Attracting Attractor node
IX Saddle point x < 0 Repelling node Repelling Attractor node
X Saddle point x < 0 Saddle point x > 0 Repelling Attractor node
XI Saddle point x > 0 Saddle point x > 0 Attractor Attractor node
XII Attractor node Saddle point x > 0 Attractor Saddle point x > 0
XIII Attractor node Repelling
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amount of matter was initially dominant with respect to
that of the vector field and, however, for M ¼ 0 to be an
attractor, such a condition does not need to be satisfied.
Finally, it is interesting to remark that the region with
M > 0 is disconnected from that with M < 0 because
the trajectories are always tangent to the plane M ¼ 0
which ensures that the energy density of matter remains
positive as long as it is initially positive. See Fig. 7 to have
an idea of how the phase maps look.
Let us analyze then each critical point for this case:
(1) P0 ¼ ð0; 0Þ. For this critical point, the linearized
system becomes
dH
dN
’  4! þ 
2! þ  þ 1H
dx
dN
’  2! þ 2 þ 3
2! þ  þ 1


xþ 2!    3
2ð2! þ  þ 1ÞM

dM
dN
’ 2!    3
2! þ  þ 1M:
The eigenvalues for this system are the same as
those of the vector dominance case plus M ¼ð2!    3Þ=ð2! þ  þ 1Þ, which deter-
mines the stability of the solutions with M ! 0.
Therefore, the analysis proceeds exactly the same as
before with the supplementary condition M < 0
ensuring the late-time domination of the vector field.
Notice that, as commented above, this condition is
not the same as that given in (72). Indeed, this
supplementary condition happens not to reduce the
region of the parameter space in which we get
attracting solutions with accelerated expansion,
i.e., all the models indicated in Fig. 6 corresponding
to these type of solutions have indeedM ¼ 0 as an
attractor.
(2) P ¼ ðx; 0Þ. In this case the linearized system
becomes diagonal with the same eigenvalues for x
and H as in the vector dominance case, i.e., H ¼
ð2xc þ 3Þ and x ¼ 2xc . Moreover, the eigen-
value for M is given by M ¼ 4xc þ 3. Hence,
as in the case of P0 the stability analysis is the same
as that already performed above, although we must
impose the condition 4xc þ 3< 0 so that the vector
field eventually dominates. However, when we im-
pose the latter condition we find that these critical
points happen not to be attractors for any value of
the parameters.
So far, we have seen that the presence of a matter fluid
only affects the solutions in the sense that the parameter
space is restricted to that region in which M ¼ 0 is an
attractor, otherwise the vector field would never dominate
and we cannot produce late-time acceleration. In other
words, the features of the critical points remain the same
as those studied in the vector domination case, although
only the cases in the allowed region are admissible. The
novelties appear when studying the separatrix.
FIG. 7 (color online). In these two plots we show two examples of phase maps corresponding to the cases when the two critical
points are present (left) and when they are not (right) or, equivalently, when the separatrix is open from above or from below.
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(1) Separatrix. In this case the separatrix is no longer
given by x ¼ xs, but by the parabola
M ¼ ½xþ 3ð2! þ  þ 1Þ
2
½9ð2! þ Þ2 þ 6ð5! þ 2Þ
: (79)
Notice that the vertex of this parabola always lies on
the x axis, i.e., in the vertex we always get M ¼ 0
so that it will be interesting to have solutions at-
tracted by it. Whether this parabola is open from
above or below in the ðx;MÞ plane depends on the
sign of 9ð2! þ Þ2 þ 6ð5! þ 2Þ which also
determines the existence of xc so that if the critical
points xc exist the parabola goes up and if they do
not exist the parabola goes down. Since negative
values ofM are physically unreasonable, an open-
from-below parabola does not represent a proper
separatrix for the physically admissible region of
the phase map.
Close to the vertex of the separatrix, i.e., for
M ¼ ½xþ 3ð2! þ  þ 1Þ
2
½9ð2! þ Þ2 þ 6ð5! þ 2Þ
þ 
M
(80)
x ¼ 3ð2! þ  þ 1Þ þ 
x (81)
with 
M , 
x  1 the autonomous system becomes
dH
dN
’ 3 2! þ  þ 1

M
H
dx
dN
’ 3ð2! þ  þ 1Þ 
x
M
dM
dN
’ 2 2! þ  þ 1
3ð2! þ Þ2 þ 2ð5! þ 2Þ

2x

M
:
In the previous expressions, 
M parametrizes the
separation to the separatrix and is positive (negative)
for points above (below) it, whereas 
x gives the
separation on the right (
x > 0) or on the left (
x <
0) from the vertex of the parabola. From the equa-
tion for dH=dx we see that the trajectories will not
be able to cross the vertex because dH=dN becomes
singular at that point. On the other hand, it is easy to
see from the equations for dx=dN and dM=dN that
the vertex will always act as an attractor for the
trajectories approaching from one side of the parab-
ola so that, in the cases in which the parabola is open
from above, there always exist trajectories that are
attracted by the vertex of the separatrix. Whether the
trajectories approaching the vertex are those going
from above or below the parabola is determined by
the sign of 2! þ  þ 1 as follows:
(a) 2! þ  þ 1> 0. In this case the trajectories ap-
proaching from below are attracted toward the ver-
tex whereas those solutions contained in the region
above the separatrix are repelled by the vertex.
(b) 2! þ  þ 1< 0. In this case, the solutions in the
region above the separatrix are attracted toward the
vertex whereas the trajectories below the parabola
go away from the vertex.
To study the cases when the parabola is open from below
we shall analyze the autonomous systems for xþ 3ð2! þ
 þ 1Þ ¼ 
x  1 and M  1. In that case we obtain
dx
dN
’ 3ð2! þ  þ 1Þ 
xM
dM
dN
’ 6ð2! þ  þ 1Þ:
(82)
Thus, only if ð2! þ  þ 1Þ< 0 the vertex of the sepa-
ratrix is an attractor when the separatrix is contained in the
region with M < 0.
Finally, it remains to study the behavior of the equation of
state as the trajectory approaches the vertex of the separa-
FIG. 8 (color online). In this plot we show the regions where
we have the vertex of the separatrix attracting trajectories with
accelerated expansion ([green] shaded region) and where there
are not solutions attracted by the vertex in which the expansion is
accelerated (white region). We see that, in most of the parameter
space, we have that the vertex attracts some trajectories in which
the equation of state of the vector field diverges evolving toward
1. The curve plotted in the graph separates those models in
which the separatrix is open from above (outer region) and those
in which the separatrix is open from below (inner region). Notice
that these regions coincide with those in which the critical points
P exist (separatrix open from above) and they do not (separa-
trix open from below), as explained in the main text.
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trix. If we use the parametrization given in (81) again, we
find that the equation of state becomes
w ’ 2 2! þ  þ 1

M
: (83)
Therefore, if the trajectory approaches the vertex from
above the separatrix, the equation of state will evolve
toward þ1 (1) as long as 2! þ  þ 1 is positive
(negative). On the contrary, when the trajectory goes to the
vertex from below the separatrix the equation of state of the
vector field goes toþ1 (1) as long as 2! þ  þ 1 is
negative (positive).
Then, if the parabola is open from above (3ð2! þ Þ2 þ
2ð5! þ 2Þ> 0), irrespective of the sign of 2! þ
 þ 1 we have that the vertex acts as an attractor for
some trajectories with solutions whose equation of state
goes to1. On the other hand, when the parabola is open
from below (3ð2! þ Þ2 þ 2ð5! þ 2Þ< 0), only
when 2! þ  þ 1 is negative the vertex acts as an
attractor and, in that case, the equation of state in the vertex
goes to 1.
Finally, we would like to comment on the existence of
certain models in which we can have critical points with
M  0; 1. Those critical points can be found from (76) by
solving dMdN ¼ 0 with respect to x and for arbitrary values
ofM and, then, obtaining the corresponding critical value
for M from the equation
dx
dN ¼ 0. In these critical points,
one generally gets H ¼ 0. The explicit expressions for
these critical points are
xM ¼
2!    3
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2ð2!    3Þ½2ð5! þ 2Þ þ 3ð2! þ Þ2
p
4! þ 2 þ 1 (84)
M ¼ 
xM ½xM þ 3ð2! þ  þ 1Þ
FxðxM Þ
: (85)
Therefore, only models in which ð2!    3Þ
½2ð5! þ 2Þ þ 3ð2! þ Þ2 is positive can contain
this type of critical points. Moreover, this condition does
not guarantee the existence of physically admissible values
for M because one could, in principle, obtain both posi-
tive and negative values for M. However, these critical
points cannot lead to accelerated solutions because the
equation of state for the vector field in such points is
identically zero, i.e., it behaves as a dust fluid.
To summarize the results of this section, we have shown
that the features of the critical points for the case when we
have matter in addition to the vector field remain unaf-
fected, but the behavior of the separatrix presents novelties
and, generally, in all the models we shall have attracting
solutions with future singularities (see Fig. 8. Finally, we
have shown that solutions in which M goes to some
values different from 0 and 1 are such that the equation
of state of the vector field goes to zero, i.e., it asymptoti-
cally behaves as a matter fluid.
VI. LOCAL GRAVITY TESTS
The viability of any alternative theory of gravity is
subject to its agreement with Solar System experiments,
which provide very tight constraints on the so-called pa-
rametrized post-Newtonian (PPN) parameters. These pa-
rameters are a set of quantities that characterize most of
gravity theories at small scales and are extremely useful to
measure deviations from GR. For the action (2), the PPN
parameters are given by [18]
 ¼ 1þ 4!A
2ð1þ 2!þ Þ
1 4!A2ð1 4! Þ
	 ¼ 1
4
ð3þ Þ þ 1
2


1þ ð 2Þ
G

1 ¼ 4ð1 Þ½1þ 2 þ 16!A2a
2 ¼ 3ð1 Þ

1þ 4
3


þ 8!A2a 2 bA
2
G
3 ¼  ¼ 1 ¼ 2 ¼ 3 ¼ 4 ¼ 0
(86)
with
 ¼ ð1 4!A
2Þð2þ  2!Þ
ð1 4!A2Þ2þ 32!2A2  ¼
1
2A22  2½1 4A2ð!þ Þ a ¼ 2ð1 3Þ þ 2ð1 2Þ
b ¼
 ð2!þ Þ½ð2 1Þðþ 1Þ þð 2Þ  ð2 1Þ2ð2!þ þ Þð1 2!þþ Þ   0
0  ¼ 0 :
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Moreover, the effective Newton constant is defined as
Geff 	 G

1
2
ðþ 1Þ þ 6!A2ð 1Þ  2A2ð1þÞ
1
:
(87)
In the above expressions we have assumed Geff ¼ 1 and A
is the value of the vector field at Solar System scales (in
units of 4G). The parameters ð;	Þ are usually called the
static PPN parameters and measure the space-curvature
produced by a unit mass and the degree of nonlinearity
relative to GR, respectively. The parameter  measures
effects of preferred location whereas i have to do with
preferred frame effects. Finally,3 and i are nonvanishing
for theories in which the conservation of total momentum
is violated. In GR, the PPN parameters are such that 
1¼	 1¼ 1 ¼ 1 ¼ 3 ¼ ¼ 1 ¼ 2 ¼ 3 ¼ 4 ¼ 0.
On the other hand, for a general vector-tensor theory we
see that there are neither preferred location effects nor
violation of the total momentum conservations. However,
these theories typically lead to preferred frame effects (as
expected because of the presence of a vector field) as well
as deviations from GR for the static PPN parameters.
Current observational limits on the PPN parameters im-
pose very stringent limits on modified gravity theories
because they do not allow much deviation from GR, i.e.,
GR agrees with local gravity tests with very good precision
[18]:
 1 & 2:3 105 	 1 & 2:3 104
1 & 10
4 2 & 104ð107Þ:
(88)
In order to obtain constraints on the vector field from these
limits we linearize the PPN parameters given in (86) as
follows:
 1 ’ 4!

½2ð!Þ þ A2
	 1 ’ ð2! Þð2 2!þ Þð4 2!þ Þ
42
A2
1 ’ 16!ð2þ Þ A
2
2 ’
( ½ð2!þ Þ2ð1 2Þ  4A2   0
4!
 ½2ðþ!Þ þ A2  ¼ 0:
(89)
Therefore, we can set that, typically, the vector field at the
Solar System scale will be constrained to be A & 102, for
models in which all the parameters are order unity. Let us
remark that this value of the vector field does not need to
coincide with its cosmological value.
On the other hand, the linearized Newton constant is
given by
G ’ 1
ð2! Þ2

þ 4ð!Þ

A2: (90)
Then, if we use the existent limits on its time variation
_G=G & 1013 yr1 together with the constraints on the
vector field obtained above, we can also set bounds on
the cosmological time variation of the vector.
Although a general vector-tensor theory will be con-
strained by the aforementioned limits, there is a number
of models whose parameters satisfy certain relations so
that some of the PPN parameters could be identical to those
of GR and, thus, pass the limits given in (88). Indeed, in [7]
is shown that there exist a total of 6 models which are
indistinguishable from GR by means of local gravity tests
for any value of the background vector field, namely: f ¼
0; ; g, f ¼ 4 ¼ 4g, f ¼ 3 ¼ 2g and
f ¼ m; with m ¼ 0;2;4g. Moreover, in that work,
a detailed analysis of the stability of these models is
performed.
VII. CONCLUSIONS AND DISCUSSION
In this work we have developed a general study of the
cosmological evolution of a vector field nonminimally
coupled to gravity and without potential terms. We have
given the evolution of this vector field in terms of the
parameters of the theory for the different epochs of the
expansion history of the Universe, namely: inflation, ra-
diation dominated era, and matter dominated era. We have
shown that it is possible to obtain a wide variety of behav-
iors for the evolution of the vector field by suitable choices
of the parameters. In particular, we have obtained condi-
tions for the parameters so that the vector field energy
density grows or decays with respect to that of the domi-
nant component. Moreover, conditions to have scaling
evolution have also been calculated.
The case of a universe dominated by the temporal com-
ponent of the vector field has been studied in detail. We
have obtained an autonomous system describing the evo-
lution of the Hubble expansion rate and the vector field.
The general features of the phase map have been given and
all the critical points have been appropriately character-
ized. For those points that act as attractors we have ob-
tained the general conditions under which the vector field
gives rise to accelerated expansion.
To study the viability of these theories as dark energy
candidates we have performed an analysis of the field
equations together with Einstein’s equations when the
Universe contains matter in addition to the vector field.
Then, we have identified solutions which allow a transition
from matter domination to vector domination with accel-
erated expansion. We have also shown that these models
generally contain future singularities in which the equation
of state diverges and that most of the models can give rise
to periods of accelerated expansion.
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In addition to the general results commented above, we
have also found a wide variety of particular model ex-
amples with interesting properties, thus: models with
late-time attractors with M  0; 1 all with equations of
state for the vector field resembling that of nonrelativistic
matter. This type of models could provide vector dark
matter candidates. We have also found models with
early-time accelerated solutions which are unstable thus
giving rise to possible finite inflationary periods. On the
other hand, the dark energy model proposed in [12] corre-
sponds to the parameters  ¼ 1=4,  ¼ 1=2,  ¼ 1,
! ¼ 0. Concerning the temporal component, we have that
 ¼ 2 and! ¼ 0 and, if we look at Fig. 1, we see that
it lies in the line of scaling behavior during radiation (what
allows one to solve the coincidence problem in a natural
manner) and in the growing region for the matter era, in
agreement with the result found in [12]. Moreover, it
belongs to the region I of the classification summarized
in Table I for the vector dominance case so that P0 and Pþ
behave as attractors whereas P and the separatrix repel
the trajectories. The singularity found in [12] corresponds
to the trajectories approaching the separatrix in the case
when matter is present. This is also in agreement with the
results of this paper because we have that the separatrix for
this particular model is given by M ¼ 112 ðx 3Þ2 so that
it is open from above. Moreover, we have that 2! þ
 þ 1 ¼ 1< 0 so that, according to the discussion
about the separatrix in Sec. V, the trajectories above the
separatrix will be attracted by its vertex. Then, as the vector
field evolves as / t with  ¼ 16 ð3þ
ffiffiffi
3
p Þ in the matter
dominated era, we have that the initial conditions are given
by M ’ 1 and x ’ 32 ’ 0:69 so that the cosmological
solution corresponds to one of the trajectories approaching
the vertex of the separatrix and, therefore, leading to a
future singularity. Finally, the electromagnetic dark energy
model proposed in [13] has parameters ! ¼  ¼ 0,  ¼
1=6,  ¼ 1=4 and coincides with the only model whose
temporal component has constant energy density for all the
cosmological epochs (see Fig. 1). Moreover, if we look at
Fig. 3 we see that it belongs to case IIIa in which both
critical points Pþ and P coalesce and they coincide with
the separatrix. In [13] it is shown that this model, indeed,
behaves as a cosmological constant irrespective of the
Hubble expansion rate so that it leads to a de Sitter universe
once it dominates over the matter component.
In the last section of the paper we have given the
expressions for the PPN parameters of the general vector-
tensor theory and used current limits on the PPN parame-
ters to constrain the value of the vector field at small (Solar
System) scales, which has been found to be A
 & 102.
However, one cannot, in principle, use this bound to put
limits on the cosmological value of the vector field because
both values do not need to coincide, unless the power
spectrum of the vector field happens to be scale-invariant.
In the general case, one would need to know the mecha-
nism that originated the primordial power spectrum of the
vector field so that we can know the expectation value of
the vector field at Solar System scales and, thus, compare
to the experimental limits.
We would like to remark that, throughout this work, we
have focused on the viability of vector-tensor theories as
candidates for dark energy just for the first stage, i.e., we
have given the general conditions under which the homo-
geneous part of a vector-tensor theory can lead to late-time
acceleration. However, to propose a serious candidate one
should also study the perturbations of the corresponding
model and check the presence of instabilities both at
classical and quantum levels. The absence of classical
instabilities is required in order not to have exponentially
growing modes that could spoil the predictions of the
model for the zero mode. The issue of quantum instabilities
has to do with the existence of modes with negative energy
(ghosts) so that nonlinear interactions of the field might
produce an unlimited number of such particles. The exis-
tence of such instabilities has already been studied in [7]
for those vector-tensor theories which are indistinguishable
from GR at small scales by considering perturbations in
both the vector field and the metric. In [23], the existence
of instabilities for the longitudinal component of the vector
field was shown in some particular cases. In [8], a detailed
treatment on the stability of the vector field perturbations
for general vector-tensor theories with a potential term was
performed. However, a complete study by considering
metric perturbations in addition to vector perturbations
remains to be done, although such a study is far from
straightforward because of the large number of cases in-
volved. In any case, as suggested in [24] where general N
forms are studied, the existence of singular classical solu-
tions is related to the presence of ghosts so that one would
expect that most of the vector-tensor models present in-
stabilities (at least at the quantum level) because, as shown
in this work, the existence of singular solutions at the
classical level is a common feature in these models.
As a final comment, although throughout this work we
have focused on vector fields as candidates for dark energy,
we would like to mention that, because of their generality,
the results given in the paper can also be used in other
cosmological contexts in which vector fields could play a
relevant role.
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