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Quantum optimal control can play a crucial role to realize a set of universal quantum logic gates with er-
ror rates below the threshold required for fault-tolerance. Open-loop quantum optimal control relies on accu-
rate modeling of the quantum system under control, and does not scale efficiently with system size. These
problems can be avoided in closed-loop quantum optimal control, which utilizes feedback from the system to
improve control fidelity. In this paper, two gradient-based closed-loop quantum optimal control algorithms,
the hybrid quantum-classical approach (HQCA) described in [Phys. Rev. Lett. 118, 150503 (2017)] and the
finite-difference (FD) method, are experimentally investigated and compared to the open-loop quantum optimal
control utilizing the gradient ascent method. We employ a solid-state ensemble of coupled electron-nuclear
spins serving as a two-qubit system. Specific single-qubit and two-qubit state preparation gates are optimized
using the closed-loop and open-loop methods. The experimental results demonstrate the implemented closed-
loop quantum control outperforms the open-loop control in our system. Furthermore, simulations reveal that
HQCA is more robust than the FD method to gradient noise which originates from measurement noise in this
experimental setting. On the other hand, the FD method is more robust to control field distortions coming from
non-ideal hardware.
Quantum computers are believed to outperform classical
computers in solving certain problems [1]. However, turning
theory into practice will require quantum processors that are
resilient to noise. Fault tolerance theory assumes reasonable
noise models and requires low error rates below a threshold
level. Quantum optimal control [2–4] is a useful tool to de-
vise high fidelity control pulses that satisfy the threshold con-
dition, and great progress has been made in different device
architectures, e.g. superconducting qubits, quantum dots, ion
traps, and nitrogen-vacancy centers [5–8].
There are two broad classes of quantum optimal control:
open-loop and closed-loop. Open-loop quantum control typi-
cally relies on accurate modelling of the system Hamiltonian
and control parameters, therefore it may no longer produce
expected result in realistic settings, e.g. effects due to the
hardware tranfer function [9–11]. In such cases, on one hand,
open-loop optimization considering uncertainties in system
and control Hamiltonians is being studied [12]; on the other
hand, better performance can be achieved from closed-loop
quantum control [2, 13–16]. Moreover, closed-loop quantum
control combines the use of both classical and quantum re-
sources in a way that the calculation remains efficient when
the size of the system Hilbert space becomes classically in-
tractable.
In the context of closed-loop quantum optimal control, both
gradient-based and gradient-free search algorithms have been
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investigated [13–15, 18–21]. Generally speaking, gradient-
free algorithms converge slowly compared to gradient-based
algorithms [17]. Gradient-based algorithms can be clas-
sified into two categories: model-free [21] and model-
dependent [13, 20]. In their hybrid quantum-classical ap-
proach (HQCA), Li et al. [13] developed a scheme for mea-
suring gradients based on the knowledge of the system Hamil-
tonian model, assuming a flat hardware transfer function.
HQCA was successfully demonstrated in liquid-state nuclear
magnetic resonance (NMR) [13, 16] where the transfer func-
tions are relatively flat over the control frequency range, and
improvement on control fidelity compared to open-loop con-
trol was observed. Ferrie et al. [21] utilized a model-free algo-
rithm stemming from the finite-difference (FD) method which
uses finite differences to approximate derivatives/gradients.
They also compared their FD method with gradient-free sim-
plex or Nelder-Mead algorithm [14, 15, 19] and numerically
showed that their method is more robust to control noise and
requires fewer resources.
In this paper, we experimentally investigated the two
gradient-based closed-loop quantum control approaches,
HQCA and FD, in a solid-state electron spin resonance (ESR)
two-qubit system. The ensemble two-qubit system consists
of hyperfine coupled electron and nuclear spins. This system
combines advantages of electron spins and nuclear spins, i.e.
large thermal polarization and fast control of electron spins,
and long coherence time of nuclear spins. It has been shown
that universal quantum control using only microwave excita-
tion in this system is possible [22–24]. However, achieving
high fidelity quantum control in a bulk ESR system is chal-
lenging. One reason is the limited frequency bandwidth of
ar
X
iv
:1
80
5.
11
67
4v
2 
 [q
ua
nt-
ph
]  
10
 O
ct 
20
18
2a conventional microwave resonator [11]. Hence, when de-
signing optimal control pulses for ESR systems, the hard-
ware transfer function cannot usually be ignored. The HQCA
method does not explicitly consider the transfer function, so it
is important to test its performance experimentally and com-
pare it with the FD method, which in principle accounts for the
transfer function. We used two basis sets for the FD method,
linear and Slepain [25–27]. The Slepain basis is designed
for limited control bandwidth, and therefore can give further
insights regarding the effects of the transfer function band-
width. Finally, open-loop quantum optimal control using the
first-order gradient ascent method was also implemented for
comparison. In general, higher fidelities were observed with
closed-loop control. Although the HQCA and FD methods
showed similar experimental performance, we used simula-
tions to find favorable conditions for each method. When the
error in our system is dominated by the transfer function, the
FD method performs better. When the error in our system
is dominated by the randomly fluctuating measurement noise
which results in errors in the measured gradients, the HQCA
method performs better.
Two methods for deriving gradients— The control problem
we consider here is to prepare a desired state starting from a
given initial quantum state. We choose the state fidelity de-
fined in Eq. (1) as the metric to evaluate the control quality,
F = Tr
[
U(T )ρiU(T )
†ρf
]
/2n, (1)
where ρi and ρf are the initial and target states, respectively,
T is the total duration of the control sequence, and n is the
number of qubits. U(t) is the unitary evolution of the spin
system in the presence of the system’s internal Hamiltonian
H0 and control Hamiltonian Hc (u(t)), and hence satisfies:
U˙(t) = −i [H0 +Hc (u(t))]U(t)
U(0) = I⊗n. (2)
Here u(t) is the collection of control parameters, e.g. control
field amplitudes, and I is the 2-dimensional identity operator.
The goal is to maximize the fidelity defined in Eq. (1).
Gradient ascent pulse engineering (GRAPE) [4] is a well-
known iterative numerical method to solve the optimization
problem, where at the qth iteration the control parameters are
updated by
uq+1 = uq + cqg
q, (3)
where gq is the gradient of F with respect to the control pa-
rameters uq and cq is an adaptive step size. Convergence hap-
pens at certain local optima and the solution can be accepted
once the desired F is realized with the parameters uq . In this
paper, we refer to a class of numerical optimization methods
which uses classical resources to calculate the fidelity F and
its gradients gq as open-loop quantum optimal control.
One drawback of open-loop quantum optimal control is that
it relies on accurate determination of H0 and Hc, which can
be difficult to obtain in real systems. Moreover, numerical
methods become impractical when the size of the system is
larger than a handful of qubits [16]. To address such issues, Li
et al. proposed a closed-loop quantum optimal control scheme
known as HQCA which utilizes the quantum system under
control as a quantum simulator in calculating the gradient gq .
In the following, we briefly describe the method.
The HQCA approach can be applied to many quantum sys-
tems. Here, we take the spin-based magnetic resonance as an
example. Consider a common control Hamiltonian in mag-
netic resonance systems, where the control magnetic field is
in the transverse plane relative to the static magnetic field, i.e.
in the x-y plane:
Hc(m) = Σ
N
l=1
[
ux,l(m)σ
l
x + uy,l(m)σ
l
y
]
, (4)
where N is the number of spins that can be excited by the res-
onant alternating current (AC) magnetic field, σlα is the Pauli
operator of the lth spin, and uα,l(m) is the piecewise constant
control amplitude (α = x or y). The unitary generated by the
total Hamiltonian H=H0+Hc is then given by
U(T ) = ΠMm=1e
−i∆t[H0+Hc(m)], (5)
where ∆t is the time step and M is the total number of seg-
ments of uα,l(m). The gradient at the qth iteration, gq , is then
defined as the partial derivative of F with respect to uα,l:
gq ≡
[
∂F
∂ux,l(m)
,
∂F
∂uy,l(m)
]
. (6)
As proposed by Ref. [13], combining Eqs. (1) and (5) gives
∂F
∂uα,l(m)
≈ ∆tTr
[
ρl+α(m)ρf
]− Tr [ρl−α(m)ρf ]
2n
, (7)
where ρl±α(m) = U
M
m+1R
l
α(±pi2 )Um1 ρi
[
UMm+1R
l
α(±pi2 )Um1
]†
.
This means that gq can be experimentally measured by in-
serting pi/2 rotations Rlα(
pi
2 ) and R
l
α(−pi2 ) into the control
pulse U . Since gq is a 2NM dimensional vector, if we
consider one experiment as containing the preparation of an
initial state, implementation of the pulse and measurement
over a chosen basis element, then at each iteration 4NMP
experiments are required to obtain gq . Here, P is the number
of Pauli elements with non-zero coefficients that compose the
target state ρf .
Figure 1 shows the schematic of how closed-loop quantum
optimal control is performed iteratively. While the HQCA
method is a good choice for large systems with uncertain
Hamiltonians [13, 16], it does not account for hardware trans-
fer function. In case the bandwidth of the hardware trans-
fer function is much narrower than the intended bandwidth
of the inserted pi/2 rotation pulse, the scheme can fail. Even
if the pi/2 pulse functions properly, HQCA measures ∂F/∂u˜
instead of ∂F/∂u (see Fig. 1), where u˜ represents the dis-
torted pulse. Compared to the radio-frequency regime typical
of NMR, the microwave transfer function relevant to ESR ex-
periments tends to be much less uniform over the frequency
range of interest. Thus, we consider another method of closed-
loop control that can take these effects into account: the FD
method. It uses finite differences to approximate the deriva-
tives when an analytic expression of the gradient function is
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Figure 1. (Color online) Flow diagram of gradient-based closed-
loop optimal control as applied to ESR. Arrows label the direction
of information flow. Error sources are labeled using orange dash-
line circles. Both the HQCA and FD methods can compensate for
the control errors caused by the uncertainty in the system Hamilto-
nian. Theoretically, the FD method finds the gradient ∂F/∂u, while
HQCA finds the gradient ∂F/∂u˜. The pulse shape represented by u˜
is distorted by the hardware.
not available. If we write uq=(uqx,1, u
q
y,1, . . . , u
q
x,N , u
q
y,N ) as
the qth control amplitude parameters, gq can be expressed as
gq = Σkg
q
kv
k, 1≤k≤2NM
gqk ≈
F (uq + ∆uqkv
k)− F (uq −∆uqkvk)
2∆uqk
. (8)
Here {vk} is a basis set that spans the parameter space and
∆uqk is a properly chosen difference value [21]. To obtain the
complete gradient vector gq , similar to the HQCA method,
a total of 4NMP measurements are needed at each itera-
tion. As the gradients are estimated directly from state fi-
delity measurements, distortions of the pulse due to the trans-
fer function are accounted for in the process (see Appendix
A). This method is useful when the hardware transfer function
is strongly frequency dependent or is not accurately known.
In Ref. [21], the authors simulated a closed-loop (in-situ)
optimization scheme based on the FD method. Instead of us-
ing a complete basis set per iteration, they acquired gradient
and performed optimization only with one random element
of the basis set at a time. This results in fewer experiments
per iteration, but convergence is slow if the random elements
are not well chosen. In this work, we use two different ba-
sis sets: the first is a complete basis set in the time domain
with a dimension of 2NM (we call it the linear basis), and
the second is the Slepian basis [25–27]. The Slepian basis can
be constructed to have fewer elements than 2NM with nar-
rower control bandwidth, and is thus suitable for applications
when the bandwidth is experimentally limited (see Appendix
C). Roughly speaking, the Slepian basis set is a low-pass fil-
tered version of the linear basis as the elements of the Slepian
basis exhibit much smoother amplitude changes in the time
domain compared to the linear basis.
Experimental Results— Experiments were carried out us-
ing a custom pulsed ESR spectrometer operating at X-band.
An arbitrary waveform generation (AWG) enables pulse shap-
ing, and a loop-gap resonator with Q∼100 allows excitation
over a bandwidth ∼100 MHz [28]. The sample we use is
a single crystal of unlabeled malonic acid (CH2(COOH)2),
where paramagnetic defects are created by gamma-ray irra-
diation [24]. Since the carbon atoms are not spin labeled,
all hyperfine couplings involve surrounding hydrogen atoms
(I=1/2), and up to 8 have been observed [29]. The general
spin Hamiltonian can be written as
H0 = µBB
T
0 ·g·S +
8∑
i=1
(
ST ·Ai · Ii − µngnBT0 ·Ii
)
, (9)
where µB is the Bohr magneton, µn is the nuclear magne-
ton, B0=B0zˆ is the externally applied magnetic field, g is
the g-tensor of the electron spin, gn is the g-factor of the nu-
clear spin, S=(Sˆx, Sˆy, Sˆz) is the electron spin operator, Ai
and Ii are the hyperfine tensor and nuclear spin operator for
the ith nuclear spin, respectively (vectors are in bold). The
hyperfine coupling to the α-proton dominates, as it is about
10 times stronger than the second largest coupling. Therefore,
we neglect all other protons and write a simplified, two-spin
Hamiltonian:
H0 = ωIIz +ASzIz +BSzIx. (10)
This Hamiltonian is written in the rotating frame of the elec-
tron and makes use of the secular approximation. Here A and
B are the secular and pseudo-secular hyperfine couplings, re-
spectively, and ωI=µngnB0 is the nuclear Zeeman frequency.
At X-band where the strength of the static magnetic field (B0)
is around 0.34 T for g∼2, |ωI |∼14.5 MHz. Diagonalizing H0
gives
Hd0 = Diag
[ω12
2
,−ω12
2
,
ω34
2
,−ω34
2
]
|ω12| =
√
(ωI +A/2)2 +B2/4
|ω34| =
√
(ωI −A/2)2 +B2/4, (11)
where the superscript ‘d’ denotes the diagonal form. Fig-
ure 2(a) shows the energy level diagram for the hyperfine cou-
pled electron-nuclear spin system. The nuclear frequencies
ω12 and ω34 are given in Eq. (11). The hyperfine coupling
is known to be strongly anisotropic [28], so the values of A
and B depend on how the sample crystal is oriented with re-
spect to B0. We chose an orientation in which AB. Un-
der such condition, it is more difficult to fully characterize
the Hamiltonian experimentally compared to the cases when
A∼B. The uncertainty in the Hamiltonian provides a good
testbed for comparing feedback control schemes.
As shown in Fig. 2(b), a spin echo sequence is utilized to
read out the intensity of a particular ESR transition. When ei-
ther the dc magnetic field, B0, or the microwave frequency is
varied to satisfy the resonance condition, strong peaks corre-
sponding to the two allowed ESR transitions appear, as shown
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Figure 2. (Color online) (a) Energy level diagram of the two-qubit system. Each level is designated by electron and nuclear spin quantum
number,ms andmI , respectively. (b) Pulse sequence used for the reference (spin echo), gate 1 (ZI to XI), and gate 2 (ZI to ZZ) measurement.
For the reference and readout, 200 ns long square pi/2 and pi pulses with excitation bandwidth of 5 MHz were used throughout the experiments,
providing selective excitation of one allowed transition without affecting the other. The echo is formed after τ=1 µs from the pi pulse. Phase
cycling was implemented in gate 2 measurement to remove possible signal contributions from the transversal polarizations, which we do not
want to measure. (c) ESR spectra acquired by sweeping the magnetic field (blue, lower trace) and frequency (red, upper trace) using the
reference spin echo sequence. For the field swept spectrum, the microwave pulse frequency is fixed at the resonance frequency of the loop-gap
resonator, determined from a separate microwave reflection (S11) measurement as shown in the inset. For the frequency swept spectrum,B0 is
fixed at 3401 G (denoted by the arrow in the figure). Two strong signals at 3401±14 G or±36 MHz (SL and SR) correspond to the resonance
condition of the two allowed ESR transitions. The unequal intensities obtained in the frequency swept spectrum are due to the frequency
dependence of the spectrometer’s transfer function.
in Fig. 2(c). In addition, smaller signals from the forbidden
transitions appear between the two strong allowed peaks.
From spectral fitting, the forbidden transition rates are es-
timated to be <5% of the allowed transition rates. The esti-
mated range of A and B is 72>|A|>66 MHz and 0<|B|<26
MHz, where one constraint is that |ω12|+|ω34|=72 MHz (sep-
aration of the two allowed transitions). Since the forbid-
den transition rates are small, no electron spin echo envelope
modulation (ESEEM) signals were observed. The lack of in-
formation from an ESEEM experiment is a key reason that
the Hamiltonian parameters cannot be determined more accu-
rately in this orientation.
Finally, we test and compare open- and closed-loop quan-
tum optimal control of two state-to-state gates on the two-
qubit system described above. We denote the thermal equi-
librium state by ZI, where the first (second) letter refers to the
state of electron (nuclear) spin. Here, we use the deviation
density matrix to describe a state, and X, Y, and Z stand for
the Pauli matrices. Gate 1 is the transformation ZI→XI, and
gate 2 is the transformation ZI→ZZ. Both target states only
contain one Pauli element and thus P=1. Characterizing the
control quality requires measurement of the final state. This is
done via two separate, selective readouts of the allowed ESR
transitions, which we denote SL and SR (see Fig. 2(b)). The
selective readout is accomplished by fixingB0 at the center of
the spectrum and varying the pulse frequency using the AWG.
To compensate for the transmission/receiver transfer function
that is not flat, SL and SR must be properly normalized by
their thermal reference signal intensity, SL and SR. From Eq.
(1) we can define the control quality for gates 1 and 2 as:
FXI =
1
2
(
SL/SL + SR/SR
)
FZZ =
1
2
(
SL/SL − SR/SR
)
. (12)
The minus sign in FZZ is due to the fact that the two allowed
transition peaks have opposite sign in the ideal spectrum for
the state ZZ. We note that while FZZ can be considered as the
true state fidelity as defined in Eq. (1), FXI should be treated
as a relative measure only. The reason is that FXI can be larger
than 1 when gate 1 performs better in exciting the transitions
than the square pi/2 pulse used in the reference measurement
(see Fig. 2(b)).
Figure 3 shows the general procedure of the closed-loop
gate finding process. Below describes each step in detail.
Step 1: We start with the pulse obtained from the previous
iteration.
Step 2: Next, we measure two control qualities F k,±x. For
HQCA, the pulse is obtained by inserting a ±pi/2 rotation
around the x-axis at the kth segment of the x-phase of the pre-
vious pulse (see Appendix B). For the y-phase pulse, a ±pi/2
rotation about the y-axis would be used. For the FD method,
the the pulse is obtained by adding/subtracting a vector that is
proportional to the kth basis vector from the x or y-phase of
the previous pulse. The index k runs from 1 to the total num-
ber of pulse segments for the HQCA method, or from 1 to the
size of the basis set vk for the FD method.
Step 3: The x-phase gradient is given by gk∝F k,+x−F k,−x
(see Eq. (7) for HQCA or Eq. (8) for the FD method).
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Figure 3. (Color online) Process flow for optimizing closed-loop
control. Starting with the pulse obtained from previous iteration
(Step 1; shown here is a square pulse as an example), two control
qualities F k,±x are measured (Step 2) to calculate the gradient in a
particular direction of a basis denoted as vk (Step 3). For the HQCA
method, a ±pi/2 rotation pulse around the x-axis (Rx(±pi/2); see
Appendix B) is inserted at the kth segment. For the FD method, the
pulse is perturbed by the addition/subtraction of a small amplitude
vector proportional to the kth basis element in the x-phase. Steps 2
and 3 are repeated for all elements of the basis, and the final gradient
is obtained by summing all gradients (Step 4). The pulse is updated
by adding the final gradient in x-phase (Step 5). A similar procedure
is carried out to obtain the final gradient in y-phase. More details of
the procedure, including information of different basis sets used, are
given in the main text.
Step 4: By summing over all k, we obtain the full gradient for
the current iteration in x-phase, g=
∑
k gkv
k. For the HQCA
method, vk is a unit vector with the only non-zero element
being 1 at the kth index, e.g. {0,0,1,0,...,0} for k=3. For the
FD method, it is the kth basis vector from a chosen set; in
this paper we use linear and Slepian basis (see Appendix C
for more detail).
Step 5: We update the x-phase pulse from previous iteration
by adding cg. Here, c is a scaling factor chosen to avoid over-
or undershooting. The y-phase pulse is updated in a similar
manner, after finding the y-phase gradient.
Figure 4 summarizes the closed-loop optimization of the
ZI→ZZ pulse (gate 2). Similar to open-loop methods like
GRAPE, the fidelity is seen to increase quickly in the first few
iterations, but slows down and eventually saturates when the
measured gradient becomes comparable to the shot noise. Al-
though there is a convergence proof [21, 30] in case of noisy
measurements, there are two problems in practice: (1) inac-
curacy in measured gradients and (2) difficulty in verifying
small improvements in F . Moreover, a long-term drift in mea-
surements can prevent F from reaching a convergence [21].
In practice, we found that there was no benefit in going be-
yond ∼15 iterations for the gates and protocols tested here,
i.e. when the improvement in F per iteration is smaller than
the measurement noise.
Table I summarizes the final FXI and FZZ obtained us-
ing three closed-loop optimal quantum control methods, (i)
HQCA, (ii) FD with linear basis, and (iii) FD with Slepian ba-
sis. In addition, the results of open-loop control are presented.
Here, the open-loop pulses were designed under three differ-
ent conditions: (i) A=72 MHz, B=0 MHz, T =1, (ii) A=66
MHz, B=26 MHz, T =1, and (iii) A=66 MHz, B=26 MHz,
T =Tmeas. T denotes the transfer function, and T =1 means
that the pulses were designed under an ideal, flat transfer func-
tion. T =Tmeas indicates that the pulse design accounted for
the experimentally measured transfer function (see Appendix
E). In all the three conditions, a∼10 MHz FWHM Larmor fre-
quency distribution with the Lorentzian shape was considered.
When designing the open-loop pulses, the gradients were cal-
culated numerically using the FD method and two basis sets,
the linear and Slepian basis, were used for comparison with
their closed-loop counterparts. All the designed open-loop
pulses have a simulated control quality higher than 1.020 for
gate 1 and higher than 0.990 for gate 2 under their specific
design conditions. As mentioned earlier section, the control
quality of gate 1 is greater than 1 because it is more efficient
in exciting the transitions than the square pi/2 pulse used in
the reference measurement (see Fig. 2(b)).
First of all, we remark again that direct comparison of FXI
and FZZ is not proper as FXI is not strictly a fidelity. For
open-loop quantum optimal control, we observe higher F
when more accurate Hamiltonian parameters and realistic T
are taken into consideration. However, closed-loop quantum
optimal control methods still outperform the best open-loop
results. Both closed-loop methods, HQCA and FD, produced
similar control qualities under the experimental conditions
tested here. However, simulations show that under different
conditions, one method can perform better. This is described
in the section below.
Simulations— Simulations were performed to further elu-
cidate the roles of measurement noise and the spectrometer
transfer function in limiting the final closed-loop control qual-
ity. In these simulations, the closed-loop optimization is per-
formed in the same way as before, but with the experimen-
tal system response simulated by computer. The simulations
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Figure 4. (Color online) (a) FZZ as a function of the number of iterations (HQCA method). Here, the fidelity measurement for each pulse
shape, together with the reference signal measurements, was repeated 5 times for the first 13 iterations and 50 times for the last 4 iterations.
Each individual measurement was an average of 16,000 phase-cycled scans. The error bars indicate one standard deviation of the measurement
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Dashed lines indicate ±0.03 deviation from the normalized mean. (c) Example of pulse update. The blue curve represents the initial x-phase
shape. The green dotted curve is the experimentally measured gradient g. The red curve is the updated pulse obtained by adding cg.
were ended when the overall improvement after five succes-
sive iterations is smaller than 0.01. As shown in Table II, the
simulation results indicate that HQCA is more robust to the
measurement noise than FD methods. We find that this in-
creased robustness for HQCA is due to its larger gradients
compared to the FD methods.
The effect of the transfer function on closed-loop optimiza-
tion was also tested in simulations. When the bandwidth of
the transfer function is about twice the spectral width, both
HQCA and FD methods give similar results. However, when
the bandwidth of the transfer function becomes similar to
the width of the spectrum, FD methods become superior to
HQCA. This is because the derivation of Eq. (7) assumes
T =1, and non-ideal T will cause imperfections in Rα(±pi/2)
and measured gradients. In real experiments, if the transfer
function is unknown or has limited accuracy, the distorted gra-
dients cannot be corrected properly and will slow down the
search. However, the gradient measurements should not be
affected by non-ideal T in FD methods as these effects are
accounted for automatically (see Appendix A).
Experimentally observed control qualities for gate 2 (FZZ;
see Eq. (12) and Table I) are considerably lower than values
obtained in the simulations. Transverse and longitudinal re-
laxations (T2∼4 µs and T1∼28 µs) only give error of ∼2%,
which does not fully explain the discrepancy. This could be
due to several reasons.For closed-loop methods, one reason
is that long-term drifts in the spectrometer components during
experiment (single iteration takes∼8-12 hours) may introduce
error. This limited the total number of iterations performed in
experiment, which was far fewer compared to the simulations.
The neglect of small couplings to nearby proton spins, i.e. the
use of a simplified 2-spin Hamiltonian, can partly explain the
imperfect control obtained with both open- and closed-loop
methods (see Appendix I). Another possibility is that some
components in the spectrometer transmission arm may exhibit
small power non-linearities, so that T depends not only on fre-
quency (as we assume) but also on microwave power.
Conclusions— Two gradient-based closed-loop quantum
control methods are experimentally demonstrated in a solid-
state two-qubit system and compared with gradient-based
open-loop control methods. The implemented closed-loop
control methods outperform the open-loop methods when the
information of the Hamiltonian and hardware transfer func-
tion lacks accuracy in our quantum system. The open-loop
control can be further improved by taking into consideration
of the uncertainties of the transfer function and the Hamil-
tonian (e.g. distributions of A, B, and small couplings with
the environment) which will increase the classical resources
needed for the open-loop pulse design exponentially.
Together with simulations, we find that for the closed-loop
optimzation, HQCA works better than FD methods when shot
noise in measurements is large enough to be the dominant er-
ror limiting the gradient search. When T is narrow and/or the
control bandwidth is limited (often by hardware), FD methods
can perform better than HQCA. With the bandwidth-limited
Slepian basis set, the gradient finding procedure of the FD
method can be made less time-consuming and the pulses gen-
erated may be friendlier to implement in experiment. Thus,
starting with a viable open-loop quantum optimal control (e.g.
GRAPE) pulse and running subsequent iterations of an appro-
priate closed-loop control protocol may be a good strategy to
reach high control quality under realistic experimental condi-
tions [14]. It should be mentioned that in the experimental
setting of this work, the signal-to-noise ratio (SNR) is one
of the major factors limiting the final control quality of the
closed-loop methods (SNR∼17 with 16,000 averaging). This
also causes the closed-loop optimization processes to be more
time-consuming than the open-loop counterparts. However,
as mentioned earlier, our open-loop pulse design did not con-
sider all of the factors to expediate the process. Moreover, the
time consumption of open-loop control optimization process
will increase exponentially with the system size, which is not
the case with the closed-loop control process. Therefore, the
time consumption is not a critical drawback of the closed-loop
control. In the future, it may be of interest to combine the opti-
mal random orientation method [30, 31] with the closed-loop
7Closed-loop control Open-loop control
HQCA FD (linear) FD (Slepian) A=72 MHz,
B=0 MHz, T =1
A=66 MHz,
B=26 MHz, T =1
A=66 MHz,
B=26 MHz, T =Tmeas
FXI 0.968(39) 0.993(46) 1.010(40) · 0.946(40)† 0.951(41)∗ 0.955(37)† 0.990(51)∗
FZZ 0.914(36) 0.918(43) 0.932(37) 0.807(37)† 0.799(37)∗ 0.891(40)† 0.883(45)∗ 0.889(39)† 0.902(43)∗
Table I. Experimental control qualities for gate operations 1 and 2. For closed-loop control, results are given for HQCA, FD with linear basis,
and FD with Slepian basis. For open-loop control, the Hamiltonian parameters were varied as well as whether or not the spectrometer transfer
function is accounted for in pulse design. The numbers reported here are averages of 50 measurements, and given in the parentheses are
standard deviations (e.g. 0.968(39)=0.968±0.039). † The open-loop control pulses were designed using the full-bandwidth basis set. ∗ The
open-loop control pulses were designed using the limited-bandwidth basis set, i.e. the Slepian basis, with a control bandwidth of 120 MHz. It
should be noted that direct comparison of FXI and FZZ is not proper as FXI is not strictly a fidelity (see the main text).
Noise HQCA FD (linear) FD (Slepian)
∼0.03 0.958(02) 0.967(01) 0.973(02)
∼0.07 0.958(02) 0.968(04) 0.973(03)
∼0.14 0.957(03) 0.947(26) 0.960(30)
∼0.20 0.956(09) 0.926(48) 0.905(29)
FWHM HQCA FD (linear) FD (Slepian)
∼130MHz 0.958 0.970 0.975
∼70MHz 0.936 0.974 0.964
Table II. Simulation results showing the effects of noise level and
transfer function bandwidth on the control fidelities FZZ for gate 2.
Noise: Zero-mean Gaussian random noise with a standard deviation
(σ) of 0.03, 0.07, 0.14, and 0.20 was added to the ideal gradient
measurements, where the reference measurements (SL and SR) are
normalized to 1. The averages and standard deviations of ten trials in
each condition are given. Transfer function: In each case, the entire
control pulse sequence was distorted according to a realistic transfer
function with full width at half maximum (FWHM) of 130 and 70
MHz. In the simulation with different noise levels, the transfer func-
tion with 130 MHz FWHM was considered. Simulated pulse finding
was stopped when the overall improvement over five successive iter-
ations was smaller than 1%. T2 was not included in this simulation.
quantum control methods for better efficiency of convergence
rate.
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9Appendix: Closed-loop quantum optimal control in a solid-state two-qubit system
Appendix A: Difference between the gradient derived with the
HQCA and FD methods
As mentioned in the main text, HQCA does not consider
the existence of hardware transfer function. In case of an ex-
tremely narrow transfer function, the required ±pi/2 pulses
can be seriously distorted and the method can totally fail.
When the distortion is mild, the±pi/2 pulses can still function
well, which is the case for our experiment. Here we describe
the difference between the gradient derived with the HQCA
and FD methods.
The target function, which is the state fidelity F , is a func-
tion of the control amplitudes u, i.e. F (u). In presence
of hardware transfer function T , it can be further written as
F (u˜)=F (T (u)) where u˜ is the distorted control amplitudes.
In HQCA, the derived gradient is
g˜ =
∂F
∂u˜
. (A1)
In the FD method, the derived gradient is
g =
∂F
∂u
. (A2)
The relationship between g˜ and g is
g = g˜ · ∂u˜
∂u
, (A3)
where ∂u˜∂u is given by T . The gradient g is the “correct” gradi-
ent for updating the control amplitudes u. As shown with the
simulation in the main text, narrower bandwidth of T yields
lower final fidelity with HQCA while fidelities obtained us-
ing the FD method are practically independent of T . This
indicates that the gradient derived with the FD method auto-
matically accounts for T . If T is known accurately, obtaining
g from g˜ is possible using Eq. (A3).
Appendix B: Non-ideal ±pi/2 rotation pulse in HQCA
The pulse we insert in HQCA should ideally be a non-
selective ±pi/2 rotation, but this is difficult to realize with
simple square or Gaussian pulses due to the limited control
bandwidth and pulse power. So we try to realize the rota-
tion by simply adding two selective±pi/2 square pulses at the
two different frequencies, given by the distance between the
two allowed ESR peaks from the center (i.e. ±36 MHz; see
Fig. 2(c) of the main text). Even though the composed pulse
does not provide accurate ±pi/2 rotation, the simulation and
experiment confirm that it is sufficient in deriving gradient to-
ward higher control quality. Here, we give a short proof for
the effectiveness of a non-ideal ±pi/2 rotation in the HQCA
method. From Ref. [13], we have
∂F
∂uα,l(m)
=
Tr(−i∆tUMm+1[σlα, Um1 ρiUm†1 ]UM†m+1ρf )
2n
, (B1)
and for any operator ρ,
[σlα, ρ] = i[R
l
α(
pi
2
)ρRlα(
pi
2
)† −Rlα(−
pi
2
)ρRlα(−
pi
2
)†]. (B2)
By combining Eqs. (B1) and (B2), we obtain Eq. (7) in the
main text. When the rotation angle θ 6=pi/2, it is easy to see
that
[σlα, ρ] =
i[Rlα(θ)ρR
l
α(θ)
† −Rlα(−θ)ρRlα(−θ)†]
sin(θ)
, (B3)
meaning that the orientation of the derived gradient is unaf-
fected (the amplitude is scaled by a factor of sin(θ)).
Appendix C: Bandwidth-limited Slepian basis
The Slepian basis set we use in this work is composed
of Slepian sequances which are also called discrete prolate
spheroidal sequences [25]. Slepian sequences with a sequence
lengthN and half bandwidth W∈ (0, 0.5] are defined to be the
real solutions to the eigenvalue problem
N−1∑
m=0
sin 2piW (l −m)
pi(l −m) vk(m;N,W )
= λk(N,W )vk(l;N,W ). (C1)
Here, k, l∈{0, 1, ..., N−1}, and vk(l;N,W ) is the lth ele-
ment of the kth order Slepian sequence. The Slepian se-
quences are spectrally concentrated in the frequency range
[−W/∆t,W/∆t], especially the first 2NW ones. Ref. [26]
used the first 2NW Slepian sequences to approximate the
space of bandwidth limited sequences of length N .
Appendix D: Linear basis
The shaped pulse used in this work has 100 segments with
2 ns step size. In addition to the badnwidth-limited Slepian
basis described above, a linear basis set of dimension 100
based on the Hadamard basis is used. The complete space of
this linear basis set is composed of three subspaces with 64-
dimensional, 32-dimensional and 4-dimensional Hadamard
basis spaces. The linear basis set is chosen this way because
having as many non-zero elements as possible in the basis
set is preferred to generate observable difference in the FD
method.
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Appendix E: Transfer function
Our hardware transfer function T was measured by observ-
ing the Rabi oscillation of the electron spin signal at different
offset frequency of the control pulse (see Ref [11] for more de-
tail). By fitting the oscillation trace, the response of the spin to
the pulse with different frequency can be obtained as shown
in Fig. S1(a). This was used in the open-loop control pulse
design and simulation. The transfer function in Fig. S1(b) is
an artificial alteration from Fig. S1(a) to make the bandwidth
narrower for simulation purpose only.
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0
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1
1.5
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pl
itu
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1
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(a) (b)
Figure S1. (Color online) The transfer function used in open-loop
pulse design and simulation. (a) is the experimentally measured
transfer function which has the bandwidth of ∼130 MHz. (b) is ob-
tained by artificially alteration of (a) to make narrower bandwidth of
∼70 MHz. The absolute, real, and imaginary values are in green,
blue, and red, respectively. The transfer function is a complex func-
tion, and its amplitude and phase are used to adjust the amplitude and
phase of our pulses.
Appendix F: Learning rates in open- and closed-loop methods
Both in the open-loop and closed-loop optimization pro-
cesses, the learning rates (cq in Eq. (3) of the main text) af-
fect the performance of the algorithms. We chose the leaning
rates in a way that cg have comparable magnitudes for the
open-loop and closed-loop optimizations in the first couple
of iterations using the same initial pulse shape. The learning
rates were fixed to c when the fidelity was smaller than 0.95,
and were 0.5c between 0.95 and 0.97, 0.25c between 0.97 and
0.98, and finally became 0.125c when the fidelity was larger
than 0.98. Furthermore, when the fidelity in the experimen-
tal closed-loop control got saturated, the learning rates were
changed in a larger range to check whether the saturation can
be avoided. However, this further optimization of the learn-
ing rates did not help a lot. Besides the learning rates, the
small difference value ∆uq in Eq. (8) of the main text should
also be chosen carefully. In the experimental closed-loop con-
trol, this value was optimized for the first one or two iterations
and then fixed until reaching the fidelity saturation. Near the
saturation the value was further tuned to try to break the satu-
ration. However, same as the learning rate, the final tuning of
∆uq did not help a lot in obtaining better control fidelities. In
the open-loop control, ∆uq was chosen to resemble the exper-
imental value and fixed for all the iterations. The optimization
codes of the open-loop optimization and simulations for the
closed-loop optimization were written using Matlab and can
be provided upon request.
Appendix G: The estimated control quality of the open-loop
pulses with different transfer functions bandwidths
Shown in Table S1 is the simulated control quality of the
open-loop pulses for gate 2. The two pulses considered here
were designed using the linear basis set and the Slepian ba-
sis set separately, and both of them were designed using the
condition that A=66 MHz, B=26 MHz, T =Tmeas. The sim-
ulated values show that the accurate transfer function infor-
mation is important in the open-loop pulse design, which is
different from the closed-loop case.
FWHM linear basis Slepian basis
∼130MHz 0.991 0.990
∼70MHz 0.898 0.899
Table S1. Simulated control quality of the open-loop pulses with
different transfer functions bandwidth.
Appendix H: Propagation of error in measurements to
uncertainties in fidelities
Here we explain how the errors in measurements (i.e.
signal-to-noise ratio or SNR) propagate to the uncertainties
in fidelities reported in Table I of the main text which are the
standard deviations of 50 measurements. Taking FXI given in
Eq. 12 of the main text as an example,
FXI =
1
2
(
SL
SL
+
SR
SR
)
(H1)
The uncertainty in FXI is given by
δFXI =
[(
SL
SL
)2{(
δSL
SL
)2
+
(
δSL
SL
)2}
+
(
SR
SR
)2{(
δSR
SR
)2
+
(
δSR
SR
)2}]1/2
(H2)
using the error propagation rules for addition (if Q=a+b
then δQ=
√
(δa)2+(δb)2) and multiplication/division
(if Q=a/b then δQ/|Q|=√(δa/a)2+(δb/b)2). δFXI,
δSL, δSL, δSR, and δSR denote the uncertainties
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in FXI, SL, SL, SR, and SR, respectively. For
HQCA, SL/SL∼1.00, δSL/SL∼0.03, δSL/SL∼0.02,
SR/SR∼0.94, δSR/SR∼0.02, δSR/SR∼0.02 which gives
δFXI∼0.04 which agrees well with the reported standard
deviation. The values for other closed-loop methods and
open-loop conditions are very similar, and the uncertainty in
FZZ is mathematically equivalent to that of FXI.
Appendix I: Effect of additional H spins in the environment
Throughout the paper, we use the simplified, two-spin
Hamiltonian with one electron and one α-H spin. However,
there are more H spins in the environment that are weakly
coupled to the electron spin (Ref. [29] identifies seven more
H spins with an order of magnitude smaller coupling strengths
compared to the α-H spin). Such weak couplings are not re-
solvable in the ESR spectrum because the linewidth is too
broad (∼10 MHz; see Fig. 2(c) of the main text). And we
treated the effect of the weak environment H spins as a static
inhomogeneous local field. However, these environment H
spins will likely change their state during our control pulse.
In order to gain some insight about the influence of additional
environment H spins on our closed-loop optimal control, fur-
ther simulation of ZI-ZZ gate using the FD method was per-
formed with one electron, one α-H, and one weakly coupled
H spin. For the weakly coupled H spin, different coupling
strength constants of A and B were considered. It was found
that while the strength of A has little effect, larger B value
tends to slow down the process. For example, the simula-
tion with A=4 MHz and B=0 MHz generated the same fi-
delity value compared to the simulation without the weakly
coupled H, under same termination condition (e.g. when the
average fidelity improvement is less than 0.002 per iteration).
However, when A=0 MHz and B=4 MHz, the final fidelity
was 0.004 lower than the simulation without the weakly cou-
pled H. Therefore, the environment H spins can be another
error source, especially if they have non-zero B. Due to large
amount of computing resources required and uncertainty in
the crystal orientation, we did not simulate all the seven H
spins identified by Ref. [29]. The effect of weakly coupled
environment H spins on closed-loop optimal control is of fu-
ture interest.
