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Precise determination of the branching ratio of the neutral-pion Dalitz decay
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We provide a new value for the ratio R = Γ(pi0 → e+e−γ(γ))/Γ(pi0 → γγ) = 11.978(6) × 10−3,
which is by two orders of magnitude more precise than the current Particle Data Group average. It is
obtained using the complete set of the next-to-leading-order radiative corrections in the QED sector,
and incorporates up-to-date values of the pi0-transition-form-factor slope. The ratio R translates
into the branching ratios of the two main pi0 decay modes: B(pi0 → γγ) = 98.8131(6) % and
B(pi0 → e+e−γ(γ)) = 1.1836(6) %.
PACS numbers: 13.20.Cz, 13.40.Gp, 13.40.Hq
I. INTRODUCTION
The present 3% experimental precision on B(pi0D)
1 [1]
represents a limitation for rare-pi0-decay measurements,
which commonly use the Dalitz decay pi0D for normaliza-
tion, and is also becoming a limiting factor for rare-kaon-
decay measurements. An example is the K+ → pi+e+e−
decay [2]: accurate knowledge of B(pi0D) would improve
the precision on the rate measurement by 30%, and the
precision on the low-energy parameter a+ [3] by 10%.
The uncertainty on B(pi0D) also dominates the precision
on the K± → pi±pi0e+e− rate measurement [4], and is
among the principal contributions to the uncertainties on
the measured KL,S → pi
+pi−e+e− rates [5]. In these cir-
cumstances, considering the improving precision on rare-
decay measurements, and the recent progress on the pi0-
form-factor measurement [6] and radiative corrections for
the pi0D decay [7], both a precision measurement of B(pi
0
D)
and an updated theoretical evaluation of this quantity
are becoming more important.
Branching ratios can serve to translate lifetimes into
decay widths and vice versa. There are several meth-
ods to determine the pi0 lifetime: a direct average-
distance measurement of the highly-relativistic pion, the
conserved-vector-current hypothesis connecting the vec-
tor form factor (i.e. charged pions) to the pi0 lifetime [8],
and the Primakoff effect [9]. Since 2012 its Particle
Data Group (PDG) value settled to τPDGpi0 = 8.52(18)×
10−17 s [10]. Presently, the most precise pi0-lifetime mea-
surements are given by two different methods: τPrimExpi0 =
8.32(23)× 10−17 s [11] (Primakoff effect, PrimEx experi-
ment at JLab) and τCERNpi0 = 8.97(28)× 10
−17 s [12] (di-
rect measurement, CERN). It is clear that the situation
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f
:= pi0 → f , with D := e+e−γ
and DD := e+e−e+e−.
is unsatisfactory and a new independent measurement is
desirable. For the Primakoff-effect-type pi0-lifetime mea-
surements, B(pi02γ) constitutes an essential input.
In this work we discuss the theoretical determination
of the following ratio of decay widths:
R ≡
Γ(pi0 → e+e−γ)
Γ(pi0 → γγ)
=
B(pi0D)
B(pi02γ)
. (1)
The current PDG value R|PDG = 11.88(35) × 10
−3 is
an average of experimental results, the most recent of
which comes from 2008 and is based on archived ALEPH
data [13]. Other measurements with competitive uncer-
tainties date back to 1981 [14] and 1961 [15]. The branch-
ing ratios B(pi02γ)|PDG = 98.823(34)% and B(pi
0
D)|PDG =
1.174(35)% [1] are subsequently obtained from a con-
strained fit.
Besides the direct extraction of R from experiment,
the shape of the singly-virtual pi0 transition form fac-
tor (TFF) can be measured. This can be expanded in
the transferred momentum squared, with the linear co-
efficient called the (TFF) slope api. Since the slope em-
bodies the most relevant input to the ratio R regarding
the (non-perturbative) low-energy QCD sector (the pe-
culiar [16] TFF normalization F(0) conveniently drops
out), its knowledge from experiment is crucial to ob-
tain a model-independent prediction of R. Recently,
it was measured in the NA62 experiment, which ana-
lyzed 1.1×106 fully reconstructed pi0D decays with the
result aNA62pi = 3.68(57)% [6], taking into account the
complete set of next-to-leading-order (NLO) radiative
corrections in the QED sector [7]. The current PDG
value is dominated by two inputs: the above NA62 re-
sult and the value provided by the CELLO Collabora-
tion (aCELLOpi = 3.26(37)%) [17] by (model-dependent)
extrapolation from the space-like region.
Our calculation combines a wide range of theoretical
models and available experimental results on the TFF
shape and the well-established QED calculation including
the complete set of NLO corrections, taking into account
higher orders in the QED expansion in a conservative un-
certainty estimate. As such, it represents a precise and
2reliable improvement (by two orders of magnitude) to the
current PDG-based value of R, which might be further
used in various theoretical predictions and experimental
analyses. Moreover, for the first time, the slope correc-
tions were not neglected in the bremsstrahlung contribu-
tion. Finally, we present R for the full as well as partial
kinematic regions.
Measurements of the TFF shape or the ratio R require
significant theoretical input and depend crucially on the
proper incorporation of radiative corrections. Conse-
quently, a statement that experiment itself provides a
more relevant value of R than our theoretical prediction
is by its nature imprecise. However, the computation
would not be possible without the experimental evidence
that the TFF slope lies within a certain range of val-
ues. An example of how theoretical inputs influence the
experimental values in this sector is the well-known dis-
crepancy in the rare decay pi0
e+e−
driven most probably
by the approximate radiative corrections [18] which do
not agree with the exact calculation [19]; for details and
discussion see Refs. [20, 21].
II. THEORETICAL FRAMEWORK
Considering the QED expansion, the leading-order
(LO) pi0-Dalitz-decay differential width reads [7, 22, 23]
d
2
ΓLO(x, y)
dxdy
=
α
pi
Γ(pi0 → γγ)
∣∣∣∣F(M
2
pix)
F(0)
∣∣∣∣
2
(1− x)3
4x
[
1 + y2 +
4m2e
M2pix
]
,
(2)
where the two-photon decay width is parametrized as
Γ(pi0 → γγ) ≡
e4M3pi
64pi
|F(0)|2 . (3)
Above, Mpi and me are the neutral-pion and electron
masses, respectively. The definition (3) holds to all or-
ders in the QED and Chiral Perturbation Theory expan-
sions [16] and covers also possible physics from beyond
the Standard Model, simply putting these nontrivial dy-
namical effects into the TFF normalization F(0). As
usual, kinematical variables x and y are defined as
x =
(pe− + pe+)
2
M2pi
, y = −
2
M2pi
ppi0 · (pe− − pe+)
(1− x)
, (4)
with p denoting four-momenta of respective particles.
The slope api and curvature bpi of the singly-virtual
pion TFF are defined in terms of the Taylor expansion
in the invariant mass of the vector current [30, 31]:∣∣∣∣F(M
2
pix)
F(0)
∣∣∣∣ ≡ f(x) = 1 + apix+ bpix2 +O(x3) . (5)
This parametrization is sufficient in the whole (small)
region relevant to the pi0D decay. Having particular theo-
retical models at hand one can immediately explore the
source VMD LMD THS dispers. Pade´ aps. NA62 PDG
api [%] 3.00 2.45 2.92(4) 3.15(9) 3.21(19) 3.68(57) 3.35(31)
bpi [10
−3] 0.90 0.74 0.87(2) 1.14(4) 1.04(22) × ×
Table I. The slope and curvature of the singly-virtual pion
TFF in various approaches. The values given by the VMD,
LMD and THS models are compared with the results of the re-
cent dispersive calculation [24, 25] incorporating inputs from
both the space- and time-like regions (and updating Ref. [26]),
the method of Pade´ approximants [27] mainly based on the
extrapolation of the space-like data (as was the previous
work [28]) and supported by the low-energy time-like data, the
recent measurement performed by the NA62 experiment [6]
or the PDG average [1]. Inherent model uncertainties (due to
large-Nc and chiral limits) are not fully included in the THS
value [21]. Additionally, a recent time-like-region measure-
ment by the A2 Collaboration reads aA2pi = 3.0(1.0) % [29].
properties of F(q2) and calculate api and bpi. As ex-
amples we briefly mention the vector-meson-dominance
(VMD) ansatz [31, 32] together with the lowest-meson-
dominance (LMD) [33, 34] and two-hadron-saturation
(THS) [21] models; see Ref. [35] for more details.
These belong to a family of large-Nc motivated ana-
lytic resonance-saturation models and as such they can
be straightforwardly used in the calculation of radiative
corrections. By means of the first and second derivatives
it is easy to find the analytic expressions for api and bpi
within these models; for details see Section 5 of Ref. [21].
Numerical results are shown in Table I, together with
other theoretical approaches and experimental results.
From Eq. (5) it follows that
f2(x) = 1 + 2apix+ (a
2
pi + 2bpi)x
2 +O(x3) . (6)
We can use the expansion (6) to obtain a simple for-
mula for the LO width. Inserting Eq. (6) into Eq. (2)
and taking into account that x ∈ (4m2e/M
2
pi, 1) and
y ∈
(
−β(M2pix), β(M
2
pix)
)
with β(s) ≡
√
1− 4m2e/s, we
get
RLO =
α
pi
[
4
3
ln
Mpi
me
−
1
3
(7− api) +
1
30
(a2pi + 2bpi)
+ (12− 8api)
m2e
M2pi
+O
(
m4e
M4pi
)]
.
(7)
This expression is a very good approximation with the
precision η(RLO) ≃ 10−9 (evaluated for parameters close
to the physical ones). As is a common practice, e.g. in
Ref. [6], further on the prescription f2(x)
∣∣
lin.
≡ (1+apix)
2
is used, which is accurate to first order in x. The effect
of the missing 2bpix
2 term is negligible, since the region
where such a difference arises (i.e. when x ≃ 1) is sup-
pressed; cf. Eq. (2) and also Table III later on. If we
consider bpi ≃ a
2
pi, as suggested by the models (cf. Ta-
ble I), we introduce an error of σ(api) ≃ a
2
pi/5, i.e. a
relative error η(api) . 1%, on the estimate of api be-
ing well under the current experimental precision. The
3Π
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Figure 1. NLO QED radiative corrections for pi0D:
(a) vacuum-polarization insertion; (b),(c) one-loop 1γIR con-
tribution; (d) vertex correction; (e) bremsstrahlung.
previous discussion also implies that the effect of the apix
term on the Dalitz-decay rate is limited, letting us pro-
vide a very precise determination of R while allowing for
20% uncertainty on api. Finally, let us note that drop-
ping bpi out of Eq. (7) decreases its precision down to
η(RLO|bpi=0) ≃ 10
−5, being still a good approximation
for our purpose in view of the above discussion.
In the rest of the section we address the NLO QED-
sector radiative corrections; see Fig. 1 for Feynman dia-
grams. It is convenient to introduce the NLO correction
δ to the LO differential width (and thus to write schemat-
ically dΓ = (1 + δ + . . .) dΓLO), which can be in general
(for the two- and one-fold differential case, respectively)
defined as
δ(x, y) =
d2ΓNLO
dxdy
/
d2ΓLO
dxdy
, δ(x) =
dΓNLO
dx
/
dΓLO
dx
.
(8)
One can obtain δ(x) from δ(x, y) using the following pre-
scription:
δ(x) =
3
8
1
β(M2pix)
(
1 +
2m2e
M2pix
)−1
×
∫ β(M2
pi
x)
−β(M2
pi
x)
δ(x, y)
[
1 + y2 +
4m2e
M2pix
]
dy .
(9)
To calculate the NLO radiative corrections we use the ap-
proach documented in Refs. [7, 36], which reviewed and
extended the classical work of Mikaelian and Smith [22].
Hence, together with the bremsstrahlung (BS) beyond
the soft-photon approximation, we take into account
in the following calculations the one-photon-irreducible
(1γIR) contribution; see Figs. 1(b) and 1(c).
For historical reasons [22, 23, 37–39], let us discuss the
case when the 1γIR contribution to the NLO radiative
corrections is not considered in the analysis to extract the
TFF slope from the data. If we start with the equation
among the measured spectral shapes (one-fold differential
widths) and eliminate dΓLO/dx|f(x)=1 from both sides,
take the expansion (6) to the linear order, and neglect
the corrections of order αapi , we find
∆apix ≡
(
api − a
1γIR
pi
)
x ≃ −
1
2
δNLO1γIR(x) , x≪ 1 . (10)
Numerically, ∆api ≃ 0.5% [23]. This is the value to be
added to the experimental value a1γIRpi (extracted neglect-
ing the 1γIR contribution) in order to find an estimate
of the pure-low-energy-QCD-sector parameter api with
all the QED radiative corrections subtracted. Above,
δNLO1γIR(x) is calculated from δ
1γIR(x, y) stated in Section
IV of Ref. [7] using the prescription (9). Note that the
1γIR contribution was already taken into account in the
NA62 analysis [6] and aNA62pi does not need to be cor-
rected by ∆api .
Finally, taking the prescription f2(x)
∣∣
lin.
and the NLO
QED radiative corrections to approximate the exact
Dalitz-decay differential width beyond LO (and conse-
quently ∆R ≡ R−RLO) we arrive at
∆R ≃ RNLO ≡
α
pi
∫∫
(1 + apix)
2δ(x, y)
×
(1 − x)3
4x
[
1 + y2 +
4m2e
M2pix
]
dxdy .
(11)
III. CALCULATION AND UNCERTAINTY
ESTIMATION
Our aim now is to precisely and reliably (using con-
servative error estimates) determine R. In the following
we choose aunivpi ≡ 3.55(70)% by stretching the uncer-
tainty band over the whole interval of values suggested
by different approaches; cf. Table I. From Eq. (7) we get
RLO = 11.879(5)× 10−3 (12)
and based on (11) we arrive at
∆R = 0.099(3)× 10−3 . (13)
During the estimation of the above uncertainty, higher
orders in the QED expansion were considered, surpass-
ing in size the uncertainty stemming from the TFF de-
pendence. In this regard, we can take the absolute value
of the dominant correction (RNLOBS,div; see Table II) as the
typical expected maximum value appearing in NLO and
anticipate that the NNLO correction is suppressed com-
pared to the NLO one in the similar manner as NLO is
suppressed with respect to LO: circa on the level of 3%.
This uncertainty is already conservative: the total NLO
correction is on the level of 1%. Summing Eqs. (12) and
(13) we finally obtain
R = 11.978(5)(3)× 10−3 . (14)
This is one of the main results of the presented work. The
former uncertainty stands for the TFF effects and the
4RNLOvirt R
NLO
BS,conv R
NLO
BS,div R
NLO
1γIR R
NLO
−0.0750(2) −0.15759(2) 0.3363(3) −0.00466(2) 0.09911(7)
Table II. Individual contributions of the NLO radiative cor-
rections for R in [10−3]. The ‘virt’ label stands for virtual
corrections (Figs. 1(a) and 1(d)) and ‘div’ (‘conv’) label the
divergent (convergent) parts of the bremsstrahlung contri-
bution (Fig. 1(e)) [40]. The listed uncertainties stem from
the uncertainty of aunivpi . In the case of the 1γIR correction
(Figs. 1(b) and 1(c)), a particular model for the doubly-virtual
TFF (LMD, etc.) is necessary to introduce. The resulting
model dependence is suppressed [7] and related uncertainty
included.
latter for neglecting the higher-order corrections;2 me,
Mpi and α are known very precisely.
This calculation also includes all contributions from
the decays where additional photon(s) with arbitrarily
high (kinematically allowed) energies are radiated. In-
deed, the bremsstrahlung correction at NLO (calculated
a` la Refs. [7, 22]) takes into account an additional final-
state photon and integrates over its energy and emis-
sion angle without any additional cuts. The results are
thus meant to be used for the inclusive process. How-
ever, quantities for exclusive processes can be obtained
in a similar way while introducing some specific cut-off
in the bremsstrahlung correction δBS(x, y). A combined
approach was used in the analysis of the recent NA62
measurement [6], when an additional photon was simu-
lated above the cut-off given by the detector sensitivity.
To conclude, for each experimental setup the specific ap-
proach for including radiative corrections must be used.
When it applies, we explicitly state (as in the abstract)
that the results include an additional final-state photon,
denoting it as (γ). We also take this tacitly into account
in the results for R, e.g. in Eq. (14).
In experiments, specific kinematic regions might be
considered. The sample values for
R(xcut) ≡
B(pi0 → e+e−γ(γ), x > xcut)
B(pi02γ)
(15)
are listed in Table III, using which one can also ob-
tain values for any intermediate region. As an exam-
ple, in the pi0-rare-decay measurement performed by
KTeV [41] the region x > xcut = 0.232 was used for the
Dalitz decay, which served as the normalization chan-
nel in this search. The direct calculation based on this
2 Relaxing the requirement of providing a conservative value,
one can significantly reduce the former uncertainty (stemming
from the TFF effects) taking into account a particular result
from Table I: e.g. with the most precise entry — the dispersion-
theoretical result [24, 25] — by factor of 8. Higher-order QED
corrections would need to be computed to achieve an additional
gain of precision.
work leads to R(0.232) = 0.380(2) × 10−3 and the in-
terpolation based on Table III gives R(0.232)|intpol. =
0.379(2) × 10−3, which is compatible within uncertain-
ties. In Ref. [42] the value [R(0.2319)/R]|KTeV = 0.0319
was used, which is compatible with our calculation:
R(0.232)/R = 0.0317(2).
Based on R, we can predict B(pi02γ) and B(pi
0
D). Con-
sidering the uncertainty of R, we can write
1− B(pi0DD) ≃ B(pi
0
2γ) + B(pi
0
D(γ)) , (16)
since the branching ratios of other decay modes are
smaller than 10−6. Using B(pi0DD) = 3.3(2)× 10
−5 [1, 43]
(double-Dalitz decay), we find
B(pi02γ) ≃
1− B(pi0DD)
1 +R
= 98.8131(6)% . (17)
Note that taking tacitly into account inclusive Dalitz de-
cays in Eq. (16) is justified and contributes to the relevant
decay modes. Finally, the Dalitz-decay branching ratio
reads
B(pi0D(γ)) ≃
R
1 +R
[1− B(pi0DD)] = 1.1836(6)% . (18)
The above results are compatible with the PDG averages,
exhibiting much higher precision.
Let us see how the new result on the Dalitz-decay
branching ratio (18) influences a completely different
family of processes on a simple example of the K+ →
pi+e+e− decay measurements. The low-energy parame-
ters a+ and b+ were measured by the NA48/2 Collab-
oration to be a+ = −0.578(16) and b+ = −0.779(66),
leading to the model-dependent branching ratio B(K+ →
pi+e+e−) = 3.11(12)× 10−7, using the 2008 PDG aver-
age B(pi0D) = 1.198(32)% [44] for normalization [2]. The
central value of our result (18) is 1.2% lower than the
quoted PDG average and has a negligible error. The
remaining external uncertainty on the measurement [2]
related to the normalization comes from B(K+ → pi+pi0)
known to 0.4% precision. The corrected values are a+ =
−0.575(14), b+ = −0.771(64) and B(K
+ → pi+e+e−) =
3.07(10)× 10−7. Note that considering the external er-
rors on a+ and b+ quoted in Ref. [2], further experimen-
tal progress on K+ → pi+e+e− measurement would be
impossible without improvement on B(pi0D).
IV. COMPARISON AND CONCLUSION
Radiative corrections for the integral decay width were
first addressed by Joseph [45], who numerically arrived
to ∆R|Jph. = 0.105× 10
−3 neglecting, among others, the
pion TFF slope. A simple analytical prescription in the
limit of the vanishing electron mass was later found by
5xcut R(xcut) [10
−5] xcut R(xcut) [10
−5] xcut R(xcut) [10
−6] xcut R(xcut) [10
−8]
0.05 203.72(45) 0.30 22.13(13) 0.55 24.20(22) 0.80 67.28(85)
0.10 117.03(36) 0.35 14.787(97) 0.60 14.07(14) 0.85 19.81(27)
0.15 74.38(29) 0.40 9.756(71) 0.65 7.703(80) 0.90 3.594(54)
0.20 49.11(23) 0.45 6.313(50) 0.70 3.890(43) 0.95 0.1967(35)
0.25 32.92(17) 0.50 3.978(34) 0.75 1.757(21) 1.00 0
Table III. The values of R(xcut) for chosen sample values of xcut. To be suitable for interpolation, higher precision is used. The
quoted uncertainties are dominated by the TFF-slope knowledge (for its value we assume aunivpi ); the additional 3% uncertainty
covering the higher-order corrections is also included. Note different additional multiplicative factors depending on xcut.
Lautrup and Smith [46]:
∆R
∣∣
L&S
=
(α
pi
)2 [8
9
ln2
Mpi
me
−
1
9
(19− 4api) ln
Mpi
me
+ 2ζ(3)−
2
27
pi2 +
137
81
−
63
108
api +O
(
me
Mpi
)]
.
(19)
Numerically, ∆R
∣∣api=0
L&S
= 0.10378× 10−3 and ∆R
∣∣aunivpi
L&S
=
0.10414(7)× 10−3. The two approaches are compatible
and should be compared with our result (13). However,
the 1γIR contribution was, due to inappropriate assump-
tions and arguments based on Low’s theorem [47–49],
considered negligible and left out; see also Refs. [22, 38].
The exact calculation shows its significance [7, 23, 37, 39]
and it thus embodies the main source of the differ-
ence between our result and the previous works. More-
over, the symmetrization with respect to the two pho-
tons in the bremsstrahlung contribution was neglected
in Refs. [45, 46]. This interference of the diagrams from
Fig. 1(e) is indeed negligible and corresponds (for api = 0)
to ∆RBSinterf = 0.000360× 10
−3. Let us stress again that
the prediction (14) is based on the complete calculation
which includes the entire bremsstrahlung and 1γIR con-
tributions. Here, TFF effects were taken into account
also in the bremsstrahlung correction [40] and the mass
of the final-state leptons was not neglected.
Our main result (14) together with the value (17)
should be considered as an alternative to the current
PDG averages which opens the way to a new level of pre-
cision for a whole class of other processes, for instance for
the already mentioned kaon decays. Similarly, the cur-
rent situation, when the precision on B(pi0D)|PDG domi-
nates the uncertainty on B(pi0DD) [50] and is the largest
source of uncertainty on B(pi0
e+e−
) [41], is improved.
ACKNOWLEDGMENTS
We thank G. D’Ambrosio, M. Hoferichter and A.
Portelli for initial suggestions, P. Sanchez-Puertas for
helpful discussions and J. Portole´s for comments on the
manuscript.
This work has been supported in part by the
Agencia Estatal de Investigacio´n (AEI, ES) and the
European Regional Development Fund (ERDF, EU)
[Grants No. FPA2014-53631-C2-1-P, FPA2017-84445-P
and SEV-2014-0398], by Generalitat Valenciana [Grant
No. PROMETEO/2017/053], by the Czech Science Foun-
dation grant GACˇR 18-17224S and by the ERC starting
grant 336581 “KaonLepton”.
[1] M. Tanabashi et al. (Particle Data Group), Phys. Rev.
D98, 030001 (2018).
[2] J. R. Batley et al. (NA48/2), Phys. Lett. B677, 246
(2009), arXiv:0903.3130 [hep-ex].
[3] G. D’Ambrosio, G. Ecker, G. Isidori, and J. Portoles,
JHEP 08, 004 (1998), arXiv:hep-ph/9808289 [hep-ph].
[4] J. R. Batley et al. (NA48/2), Phys. Lett. B788, 552
(2019), arXiv:1809.02873 [hep-ex].
[5] A. Lai et al. (NA48), Eur. Phys. J. C30, 33 (2003).
[6] C. Lazzeroni et al. (NA62), Phys. Lett. B768, 38 (2017),
arXiv:1612.08162 [hep-ex].
[7] T. Husek, K. Kampf, and J. Novotny´, Phys. Rev. D92,
054027 (2015), arXiv:1504.06178 [hep-ph].
[8] M. Bychkov et al., Phys. Rev. Lett. 103, 051802 (2009),
arXiv:0804.1815 [hep-ex].
[9] H. Primakoff, Phys. Rev. 81, 899 (1951).
[10] J. Beringer et al. (Particle Data Group), Phys. Rev.D86,
010001 (2012).
[11] I. Larin et al. (PrimEx), Phys. Rev. Lett. 106, 162303
(2011), arXiv:1009.1681 [nucl-ex].
[12] H. W. Atherton et al., Phys. Lett. 158B, 81 (1985).
[13] A. Beddall and A. Beddall, Eur. Phys. J. C54, 365
(2008).
[14] M. A. Schardt, J. S. Frank, C. M. Hoffman, R. E. Mis-
chke, D. C. Moir, and P. A. Thompson, Phys. Rev.D23,
639 (1981).
[15] N. P. Samios, Phys. Rev. 121, 275 (1961).
[16] K. Kampf and B. Moussallam, Phys. Rev. D79, 076005
(2009), arXiv:0901.4688 [hep-ph].
[17] H. J. Behrend et al. (CELLO), Z. Phys. C49, 401 (1991).
[18] L. Bergstro¨m, Z. Phys. C20, 135 (1983).
[19] P. Vasˇko and J. Novotny´, JHEP 1110, 122 (2011),
6arXiv:1106.5956.
[20] T. Husek, K. Kampf, and J. Novotny´, Eur. Phys. J.
C74, 3010 (2014), arXiv:1405.6927 [hep-ph].
[21] T. Husek and S. Leupold, Eur. Phys. J. C75, 586 (2015),
arXiv:1507.00478 [hep-ph].
[22] K. O. Mikaelian and J. Smith, Phys. Rev. D5, 1763
(1972).
[23] K. Kampf, M. Knecht, and J. Novotny´, Eur. Phys. J.
C46, 191 (2006), arXiv:hep-ph/0510021 [hep-ph].
[24] M. Hoferichter, B.-L. Hoid, B. Kubis, S. Leupold, and
S. P. Schneider, Phys. Rev. Lett. 121, 112002 (2018),
arXiv:1805.01471 [hep-ph].
[25] M. Hoferichter, B.-L. Hoid, B. Kubis, S. Leupold, and
S. P. Schneider, JHEP 10, 141 (2018), arXiv:1808.04823
[hep-ph].
[26] M. Hoferichter, B. Kubis, S. Leupold, F. Niecknig,
and S. P. Schneider, Eur. Phys. J. C74, 3180 (2014),
arXiv:1410.4691 [hep-ph].
[27] P. Masjuan and P. Sanchez-Puertas, Phys. Rev. D95,
054026 (2017), arXiv:1701.05829 [hep-ph].
[28] P. Masjuan, Phys. Rev. D86, 094021 (2012),
arXiv:1206.2549 [hep-ph].
[29] P. Adlarson et al. (A2), Phys. Rev. C95, 025202 (2017),
arXiv:1611.04739 [hep-ex].
[30] S. Berman and D. Geffen, Nuovo Cim. 18, 1192 (1960).
[31] L. Landsberg, Phys. Rept. 128, 301 (1985).
[32] J. J. Sakurai, Currents and Mesons (University of
Chicago Press, Chicago, 1969).
[33] S. Peris, M. Perrottet, and E. de Rafael, JHEP 05, 011
(1998), arXiv:hep-ph/9805442 [hep-ph].
[34] M. Knecht, S. Peris, M. Perrottet, and E. de Rafael,
Phys. Rev. Lett. 83, 5230 (1999), arXiv:hep-ph/9908283
[hep-ph].
[35] The simplest models do not, for instance, satisfy some
of the major high-energy constraints: VMD violates
operator-product-expansion (OPE) constraints [21, 51]
and the LMD model cannot satisfy the Brodsky–Lepage
scaling limit [52, 53]. Although the THS model by con-
struction satisfies the mentioned constraints [21] and sur-
passes in this sense the VMD and LMD models, it in-
evitably suffers from shortcomings common to the whole
family: for instance a presence of systematic uncertain-
ties at low energies [54] (see also Ref. [55]) or, at in
the high-energy region, limq2→∞ q
2
F
THS(p2, q2) not be-
ing finite for all p2, as a direct consequence of satisfying
OPE [56].
[36] T. Husek, K. Kampf, S. Leupold, and J. Novotny´, Phys.
Rev. D97, 096013 (2018), arXiv:1711.11001 [hep-ph].
[37] G. B. Tupper, T. R. Grose, and M. A. Samuel, Phys.
Rev. D28, 2905 (1983).
[38] M. Lambin and J. Pestieau, Phys. Rev. D31, 211 (1985).
[39] G. Tupper, Phys. Rev. D35, 1726 (1987).
[40] The value corresponding to the correction δBSconv includes
not only the part with neglected slope ∆RBS
conv,aδ
pi
=0
=
−0.1582(1) × 10−3, but newly the form-factor correction
was taken into account: ∆RBSslope = 0.00062(13) × 10
−3.
This was calculated based on the final part of Section V
of [7] and is (due to the smallness of api) compatible with
the approach described in Section V of [36].
[41] E. Abouzaid et al. (KTeV), Phys. Rev. D75, 012004
(2007), arXiv:hep-ex/0610072 [hep-ex].
[42] R. Niclasen, Measuring the branching ratio of the rare
decay pi0 → e+e−, Ph.D. thesis, Colorado U. (2006).
[43] K. Kampf, J. Novotny´, and P. Sanchez-Puertas, Phys.
Rev. D97, 056010 (2018), arXiv:1801.06067 [hep-ph].
[44] C. Amsler et al. (Particle Data Group), Phys. Lett.
B667, 1 (2008).
[45] D. Joseph, Nuovo Cim. 16, 997 (1960).
[46] B. Lautrup and J. Smith, Phys. Rev. D3, 1122 (1971).
[47] F. E. Low, Phys. Rev. 110, 974 (1958).
[48] S. L. Adler and Y. Dothan, Phys. Rev. 151, 1267 (1966).
[49] J. Pestleau, Phys. Rev. 160, 1555 (1967).
[50] E. Abouzaid et al. (KTeV), Phys. Rev. Lett. 100, 182001
(2008), arXiv:0802.2064 [hep-ex].
[51] M. Knecht and A. Nyffeler, Eur. Phys. J. C21, 659
(2001), arXiv:hep-ph/0106034 [hep-ph].
[52] G. P. Lepage and S. J. Brodsky, Phys. Lett. 87B, 359
(1979).
[53] G. P. Lepage and S. J. Brodsky, Phys. Rev. D22, 2157
(1980).
[54] M. Golterman and S. Peris, Phys. Rev. D74, 096002
(2006), arXiv:hep-ph/0607152 [hep-ph].
[55] P. Masjuan and S. Peris, JHEP 05, 040 (2007),
arXiv:0704.1247 [hep-ph].
[56] S. Leupold and B. Kubis, personal communication.
