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We use Lagrangian effective field theory techniques to construct the equations of motion for
an ideal relativistic fluid whose constituent degrees of freedom have microscopic polarization. We
discuss the meaning of such a system, and argue that it is the first term in the EFT appropriate for
describing polarization observables in heavy ion collisions, such as final state particle polarization and
chiral magnetic and vortaic effects. We show that this system will generally require non-dissipative
dynamics at higher order in gradient than second order, leading to potential stability issues known
with such systems. We comment on the significance of this in the light of conjectured lower limits
on viscosity.
PACS numbers:
I. INTRODUCTION
Relativistic hydrodynamics is a topic of very active
theoretical and phenomenological development [1]. Phe-
nomenologically, it seems to provide a good description
of physics in heavy ion collisions, making numerical hy-
drodynamic solvers an indispensable tool in this field.
One phenomenon which has not been taken into account
dynamically in hydrodynamics is polarization. This is
understandable because it is not immediately straight-
forward to link it to flow observables. Hydrodynamics
deals with macroscopic, coarse grained quantities, while
particle polarization is a microscopic one. More over that
spin polarization is a particle physics concept while hy-
drodynamics can be defined (and it is used) even when
there are no known (quasi-) particle excitations. The di-
rect observation of polarization of Λ particles in heavy
ion collisions [2] has the potential to change this. A reli-
able set of tools to analyze this observable theoretically
is however still lacking. For instance Israel-Stewart equa-
tions (the most commonly used for second order viscous
hydrodynamics) is usually thought of as a limit of the
relativistic Boltzmann equation. Spin dynamics has been
completely neglected in the derivation, appearing only as
a degeneracy factor, which is equivalent to an assump-
tion of equiprobability of polarization. This is at odds
with statistical equilibrium with non-vanishing angular
momentum [21–23].
Polarization, vorticity and chirality observables have
received some amount of attention in literature in the
context of vorticity-induced polarization [3–5], hadronic
reactions [6, 7] and generic transport theory including
chirality [8–11], the latter motivated by the hypothesis of
the chiral magnetic effect [12] and its hydrodynamic [13]
and magnetohydrodynamic [14, 15] incarnation. Note
that spin-orbit coupling, unlike the effects described here,
is not anomalous, since vortical susceptibility is directly
related to spin-orbit coupling [16]. That said, if the sys-
tem arising in heavy ion collisions is an ideal fluid and
polarization is non-negligible, anomalous transport, as a
deviation from local equilibrium, should be sub-leading
to the effect of spin-orbit interactions in an evolving fluid.
An effective theory for describing the relationship be-
tween vorticity and polarization is however still missing.
The problem is that vorticity does not emerge in the
transport limit, but rather close to the thermodynamic
and hydrodynamic regime. Thermodynamics was stud-
ied within the usual techniques, updated with the in-
clusion of angular momentum [21–23], but this is not
generally a good approximation for a strongly coupled
dynamical system, where equilibrium is local rather than
global. [5] used thermodynamic equilibrium within an
isochronous Cooper-Frye formula assuming polarization
is zero before freezeout, but this assumption violates de-
tailed balance across the freezeout hypersurface [24]. If
hadrons after freeze-out carry both vorticity and spin po-
larization, then so must the constituents of a fluid before
freezeout. Such a fluid, however, while being studied in
condensed matter systems [25, 26] still needs to be devel-
oped for the ultra-relativistic limit. Even intuitively, the
idea that only quasi-particles carry polarization makes
envisioning such a fluid confusing.
The problem is a conceptual one: local isotropy,
one definition of an ideal fluid, forbids the transfer of
angular momentum to spin as that would create an
anisotropy independent of the coarse-graining scale [3]
(such anisotropy, in normal hydrodynamics, is directly
proportional to the mean free path). However, local equi-
libration and entropy maximization in the presence of an-
gular momentum and spin explicitly necessitates of such
an anisotropy [21]. And, of course, vorticity conservation,
the Noether current of the diffeomorphism invariance un-
derlying perfect fluid dynamics [32], should be broken if
angular momentum can be transferred to local polariza-
tion. While attemps to resolve this issue go back decades
[33, 34], the contradiction between the various definitions
of hydrodynamics can still elicit confusion.
To clarify this situation, one can turn to microscopic
transport theory [27]. Polarization is not a purely
transport phenomenon since it can occur in equilibrium
if the system aquires angular momentum. However,
non-equilibrium Microscopic polarization is a violation
2of molecular chaos, since it means that the distribu-
tion function is generalized into polarization components
f(x, p) → {fi(x, p)} whose correlation cannot be factor-
ized, 〈fifj〉 6= 〈fi〉 〈fj〉 within a microscopic volume el-
ement. It is describeable fully within only higher terms
of the BBGKY hyerarchy w.r.t. the average. In the
strongly coupled limit, boson-fermion couplings (the in-
teraction between colorD3 and higher order flavor branes
[28]) are suppressed by factors of Nc (following the hy-
erachy studied in [29]), leading support to the idea that
this qualitative picture also applies at strong coupling
(transverse polarization of the spin degrees of freedom
in N = 4 SYM is a more subtle issue since gauge in-
variance there has a non-trivial effect. To calculate this
exactly one would need to calculate the 2-point function
of vorticity beyond leading order, a work in progress).
To summarize this argument, as is well known hydro-
dynamics is based on a hierarchy of three length scales
[37, 38, 40–43]
n−1/3 ≪ lmfp ≪ (∂uµ)
−1 (1)
where n1/3 ≡ T0 is the separation of the microscopic de-
grees of freedom (whose effect are non dissipative but
probabilistic [40]), lmfp is the mean free path (whose
effect is deterministic but dissipative) , and ∂uµ is the
gradient of the velocity. The second inequality controls
leading-order dissipative phenomena, such as viscosity,
conductivity and sound attenuation. The first inequality
regulates the departure from molecular chaos, the irrel-
evance of thermodynamic fluctuations to hydrodynamic
evolution.
If one considers hydrodynamics as a gradient expan-
sion, as is done in [46], one generally forgets the first in-
equality and uses the second inequality to define an effec-
tive theory expansion parameter (the Knudsen number)
which can be developed into a gradient effective theory.
The current of the angular momentum with respect to
the point x0 reads
Mλµνx0 =
[
(x− x0)
µT λν − (x− x0)
νT λµ
]
. (2)
In which T µν is the expectation value of the stress-energy
tensor (before coarse-graining), defined as the derivative
of the action with respect to the metric tensor. At global
equilibrium, the flux of this, namely the total angular
momentum, is given by the total four momentum and
the vorticity. In the ideal hydrodynamic limit the lat-
ter is linked to the circulation, which is used to define,
trough the Stokes theorem, another antisymmetric rank
two tensor also called vorticity. This is a conserved quan-
tity in the usual perfect fluid approach, whose symmetry
is the theory’s volume preserving diffeomorphism invari-
ance [32, 35]. In order to avoid confusion we will refer to
this definition of vorticity as circulation, even if we re-
fer to the rank two tensor and not to the line integral. If
we insert polarization effects in ideal hydrodynamics, one
can expect that (as we will show later) the new degrees
of freedom could act as a source of circulation, there-
fore breaking explicitly the circulation theorem. This can
be considered as a feed back of the polarization degrees
of freedom (order zero in a gradient expansion) to the
circulation (linked to the geometric vorticity, even if it
the two are not exactly proportional in general) which is
expressed as gradients of the hydrodynamical variables.
Hence, one would expect the gradient expansion to break
down in a very specific way, which should be related to
the enriched structure of the conserved angular momen-
tum, the divergence of Eq. 2, if polarization effects can’t
be neglected. Unlike a normal EFT expansion, however,
the appropriate terms will not be generic higher order
gradient terms, but will be precisely constrained by sym-
metries (as we show in [36], this can be clearly seen in
the linearized limit when the dispersion relation is consid-
ered), and will coincide with the gradient terms expected
in the global equilibrium state with angular momentum
[22].
To quantify the latter, in a relativistic setting with
a small chemical potential, our intuition tells us that
the microscopic density of degrees of freedom (gT )3
where g ∼ N2c is the microscopic degeneracy (numeri-
cally (gT )3×Volume is O
(
102−3
)
in heavy ion collisions,
O
(
104
)
in ultracold atom systems) might increase the
amount of angular momentum stored microscopically by
equipartition. However, experience with magnets tells us
that in the high temperature limit the net polarization
decreases as ∼ tanh(µS/T ) where µS is the microscopic
polarizeability and, generically, spin-orbit couplings be-
tween gauge bosons and Fermions in the fundamental
representation are suppressed in the planar limit.
Summarizing these considerations, one naively expects
polarization in a hydrodynamic system to be small ([39]
argues parametrically smaller than the total vorticity),
but not necessarily parametrically smaller than the mean
free path (the experimental measurement of polarization
in a system commonly thought to be hydrodynamic con-
firms this expectation). We therefore aim to see how the
gradient expansion is altered in the limit when polariza-
tion is non-negligible. As we show in the next section,
combining the EFT picture with the symmetry proper-
ties of angular momentum can accomplish this.
II. HYDRODYNAMICS AS AN EFFECTIVE
THEORY
The theoretical tools necessary to develop hydrody-
namics in this limit [40–44], and to relate it to dissipation
[45] are well known: One writes down hydrodynamics in
lagrangian form, and treats the microscopic scale as an
effective Planck constant [40], the Knudsen number as an
effective theory scale hyerarchy and develops fluctuation-
driven terms within the effective field theory.
A perfect fluid without polarization can be described
by three fields φI , describing the three Lagrangian coor-
dinates of the systems. The fact that it is a fluid can
be imposed through a volume-preserving diffeomorphism
3invariance [32, 44, 46]
L(φI → ξI(φJ ))→ L , det
[
∂ξI
∂φJ
]
= 1 (3)
It therefore follows that the Lagrangian with the lowest
order possible of gradients is of the form (notation of [46])
L = F (b) , b =
√
det
IJ
[BIJ ] , BIJ = ∂µφI∂
µφJ (4)
The Lagrangian above can be shown in a straight-forward
way to yield the energy momentum tensor whose conser-
vation yields Euler’s equations [32, 44, 46],
∂µT
µν = 0 , T µν = (p+ e)uµuν − pgµν . (5)
If one wants to include a chemical potential µ, the energy
density and pressure read instead [46]
e = µ
dF (b, µ)
dµ
−F (b, µ) , p = F (b, µ)−
dF (b, µ)
db
b. (6)
Note that the lagrangian F (b, µ = 0) coincides with the
energy density for vanishing chemical potential and cor-
responds, in general, to a Legendre-transformed energy.
The chemical potential is also related to the Noether cur-
rent generating the scalar conserved charge, a U(1) sym-
metry, by
L(exp[iψ])→ L(exp[i(ψ + c)]) , µ = uµ∂
µψ. (7)
The flow velocity uµ is defined as uµ∂µφJ = 0∀J , which
in four dimensions leads uniquely to a 4-vector normal-
ized to unity
uµ =
1
6b
ǫIJKǫµαβγ∂
αφI∂βφJ∂γφK (8)
with the comoving projector being
∆µν = gµν − uµu
ν = B−1IJ ∂
µφI∂
νφJ , (9)
where we used the mostly plus convetion for the met-
ric tensor gµν . Since the four-velocity defined in (8) is
by construction the direction of a local conserved four-
current,
Kµ =
1
6
ǫIJKǫµαβγ∂
αφI∂βφJ∂γφK = buµ ⇒ ∂µK
µ = 0.
(10)
it is natural to identify it with the entropy current, since
entropy is the only locally conserved current in a perfect
fluid with no conserved charges.
The relativistic extension of the Kelvin circulation the-
orem, usually referred to as vorticity conservation, arises
in this description as a non-local Noether current of
the diffeomorphism invariance of the theory, specifically
[32, 35]
∮
Ω
dxiu
i dF (b)
db
= −
∫ 1
0
dτ× (11)
×
∫
d3x
∂L
∂(∂0φI)
dΩI
dτ
δ3
(
φJ − ΩJ (τ)
)
.
That is the circulation of the three-velocity (times a func-
tion) along the flux tubes 1 defined by the loop ΩI . The
LHS of the equation is one definition of vorticity, and the
RHS is the Noether current ∂F∂(∂µφI )ζ
I
Ω(φI) for a, infinites-
imal volume preserving diffeomorphism with generator2
ζIΩ(φ
J ) = −
∫ 1
0
dτ
dΩI
dτ
δ3
(
φJ − ΩJ(τ)
)
(12)
which moves coordinates among the loop between the
parameter values τ = 0 and τ = 1.
III. POLARIZATION DEGREES OF FREEDOM
If the system has intrinsic polarization, a net spin di-
rection where a fraction of microscopic degrees of freedom
points to, the coordinates φI(x) are not enough because
they do not contain information about polarization.
To find the appropriate additional degrees of freedom,
we need to understand how to generalize hydrodynamics
in a situation where some of what are considered funda-
mental principles of it, such as local isotropy, are inap-
propriate. The principles we choose to use are
(i) The dynamics within each cell is faster than macro-
scopic dynamics, and it is expressible only in term
of local variables and with no explicit reference to
four-velocity uµ (gradients of flow are however per-
missible, in fact required to describe local vortic-
ity).
(ii) This dynamics is dictated by local entropy maxi-
mization, within each cell, subject to constraints
of that cell alone. In the ideal limit, macroscopic
quantities are assumed to be in local equilibrium in-
side each macroscopic cell (even if gradients are not
vanishing and the system can be relatively far away
from global equilibrium). This point is what distin-
guishes our approach from previous treatments, in-
cluding the widely cited works in this subject from
decades ago [33, 34]
(iii) The only excitations allowed around a hydrostatic
medium are sound waves and vortices
We shall examine the consequences of each assumption
in detail throughout the paper. The intrinsic angular
1 The circulation is on the flux lines since ΩI has components in
the internal indices space, the Lagrange coordinates, and not the
space coordinates themselves.
2 It can be proven that ζJ
Ω
fulfills
∑
I
∂ζI/∂φI as it has to for being
a generator of volume preserving diffeomorphisms.
4momentum of a fluid cell is the integral around a small
hypervolume δΣ of the flux of angular momentum
δJµν(x) =
∫
δΣ
dΣλM
λµν
x (13)
According to principle (i), the integral is performed in the
local comoving frame dΣµ = dV uµ. Since angular mo-
mentum can be exchanged (in macroscopic time scales)
between cells, this is not a conserved quantity. In order
to have a polarization which is not infinitesimally small,
we normalize to the small volume of the coarse graining
δV =
∫
δΣ dΣ
Ψµν(x) =
δJµν
δV
. (14)
In this way the variable Ψµν can be considered the local
”angular momentum” of the fluid cell, which is usually
neglected in a coarse graining procedure. As a mathe-
matical simplification, during the remainder of this work
we will assume that only the part of Ψµν orthogonal to
the four velocity will be the relevant one to be included
in the effective Lagrangian treatment. This is the part
related to the classical part of the angular momentum
(the one which ends up in the generator of rotations, as
opposed to the time-like one which is related to the boost
generator), note how in Ref. [21] this is the part which
is actually responsible of particle polarization in global
equilibrium and the weak coupling limit. We will call
this variable yµν
yµν = ∆µα∆
ν
βΨ
αβ, (15)
where ∆µν = gµν − uµuν is the projector on the hyper-
plane orthogonal to the local four-velocity uµ.
It must be noted that yµν depends on the coarse
graining scale. This is unavoidable because of the non-
extensivity of the angular momentum. However, contrary
to what one might expect, it is not vanishing in the van-
ishing volume limit in the case of constituents with spin.
Using the physical intuition from classical mechanics one
expects for a system at global equilibrium an orbital part
(which vanishes since moments of inertia over volume
vanish in the small volume limit) and a polarization con-
tribution. This contribution was calculated explicitly in
ref. [22] as seen from the lab frame, for a rotating gas
of particles with spin in global equilibrium. It shows a
”spin component” of the angular momentum density that
becomes constant in the non-relativistic limit. The ”spin
component” of the total angular momentum is almost
proportional (exactly in the non-relativistic limit) to the
volume, and in particular the ratio with the volume is
not vanishing in the small volume limit. This provides
an example of a physical situation where yµν is not van-
ishing. The Lagrangian approach will allow us to study
how yµν behaves when equilibrium is local rather than
global.
IV. THE EFFECTIVE THEORY LAGRANGIAN
According to point (ii) the fluid cells are suppsed to be
in local equilibrium. It is known that in the case of ther-
modynamical equilibrium, angular momentum is propor-
tional to the antisymmetric part of the four-velocity gra-
dients [21, 22]
1
2
[∂µuν − ∂νuµ] =
1
2
[Aµuν −Aνuµ] + ωµν , (16)
being Aµ = u˙µ = uρ∂ρu
µ the four-acceleration and ωµν
the vorticity (the space part of the antisymmetric part
of the gradient). Equilibrium, local or global, implies
that the space part of polarization has to be in a one to
one correspondence to the vorticity subject to entropy
maximization. More specifically, if sound waves and vor-
tices are the only excitations within the hydrostatic limit
this means polarization and vorticity have to point in the
same direction, therefore
yµν = χ(b, ω
2)ωµν (17)
This is a very general point: If we allow polarization
and vorticity at equilibrium to be aligned by an angle
θ 6= 0, it would generate a broken continuus symmetry
(the longitudinal angle ϕ where the polar θ is defined by
vorticity, could take any value), with Eq. 17 updated
to yµν = χ(b, ω2)Λµα(θ, ϕ)Λ
ν
β(θ, ϕ)ω
αβ and Λµν (θ, ϕ) is,
in the comoving frame, a rotation matrix. This carries
with it a Goldstone mode (excitation in ϕ) with non-
trivial topological structures (rings in ϕ have to be con-
tinuos). A detailed investigation of this model is left for
another work, though we suspect that dissipative correc-
tions, where polarization relaxes to vorticity, make the
ideal limit of such a system un-realizeable. Beyond the
ideal fluid limit, as discussed in [50], an Israel-Stewart
approach will be likely where yµν relaxes to the vorticity
tensor.
We note that yµν is an auxiliary field interacting with
φI rather than an extension of φI to internal degrees of
freedom. This reflects the fact that spin is not conserved
separately to angular momentum. In Noether’s language,
diffeomorphisms such as Eq. 3 act on φI but not y
µν ,
since the latter represents an internal symmetry. How-
ever, if we combine a Lagrangian invariant under Eq. 3
with a locally invariant term for the internal rotation dif-
feomorphisms, a conserved current comprising space and
internal symmetries, physically represented by a current
combining spin current and vorticity-carried angular mo-
mentum, would arise. This can be seen more explicitly
by considering that Eq. 12 only moves around φI and not
yµν breaks the symmetry. For instance, consider an effec-
tive Lagrangian of the form F (b, · · · y · · · ), where · · · y · · ·
stands for the dependency of the Lagrangian density on
a scalar combination of yµν , its derivatives, and eventual
mixed terms with the gradients ∂µφ
I which respects all
the previous symmetries. Hence, the conserved current
corresponding to the loop ΩJ reads
5JµΩ =
∂F
∂(∂µφI)
ζI + higher order derivatives terms, (18)
the term proportional to ∂F/∂b will give one term which
is again a circulation of a function times ui, but the ad-
ditional terms will add, in general, a circulation of an ob-
ject which is not proportional to the velocity, preventing
a further extension of the circulation theorem. For in-
stance, looking in Sec. V one can find one instance of the
derivatives of the effective Lagrangian, and it is straight-
forward to check that in this case there is a, rather com-
plex, source term for the circulation of ui. In the end
this means that the conserved current for the volume pre-
serving diffeomorphisms can not be related to a familiar
concept like the relativistic version of the circulation the-
orem.
In order to proceed one has to insert the new vari-
ables tracking microscopic polarization in the effecting
Lagrangian. The combination has to be a scalar and, as
a first attempt, we assume that only the lowest order in
gradients will be needed. Hence, by counting gradients
and enforcing symmetries, the lowest order scalar term
is yµνy
µν . For example det[y] is a higher term in gra-
dients, since yµν itself is proportional to a gradient of a
macroscopic quantity by definition, ǫαβγρ∂
µKνyγρ would
violate parity and ∂µKνy
µν is proportional to yµνy
µν .
Parity violating terms would of course be permitted in
the context of anomalous hydrodynamics, but we will
not consider it in the present work. In order to han-
dle more easily the resulting equations we make use now
of some phenomenological ansatz, which can be however
easilly relaxed if one wants to study the more general
case. Considering that polarization introduces a corre-
lation between microstates, the presence of polarization
at a given entropy b should change the free energy, to
leading order in gradient, as b→ b (1− cyµνy
µν) where c
is a dimensionful constant representing polarizeability (it
can be positive for a ferromagnetic material and negative
for an antiferromagnetic one). For dimensional reasons,
and because of Eq 1, c ∼ T 20 Given this, a physically
reasonable way to introduce polarization is
F (b, y)→ F (b× f(y)) , f(y) = 1− cyµνy
µν +O
(
y4
)
,
(19)
where y is a short-hand notation for yµνy
µν .
In principle one should know the exact form of the
effective Lagrangian in order to solve the equations of
motion. However only a few (constant) parameters are
necessary for the study of the small perturbations over
a static background (Linearized theory). The next chap-
ter will be dedicated to that. We will end this section
explaining the possible ways to fix (without phenomeno-
logical assumptions like the last one, if needed) the form
F , linking the Lagrangian formulation and usual thermo-
dynamics using the methods of [46] but with the angular
momentum in lieu of chemical potential (note that the
collinearity between angular momentum and polarization
is what makes this analogy possible).
One has to be careful with this because, as illustrated
for example in [19, 22], entropy in systems with angu-
lar momentum is generally non-extensive. Polarization
is however intensive, as any other property dealing with
microscopic properties. Because of this, one cannot, as
is usual in ideal hydrodynamics without polarization, as-
sume the thermodynamic limit for the equation of state.
However, one can still define local equilibrium within a
microscopic cell in its comoving frame, starting from a
finite-size statistical treatment [19, 22].
By analogy with ref. [46] where it was said about the
effective Lagrangian density F (b, µ) in Eq. (6) ”It can
be thought as a somewhat unusual thermodynamic po-
tential where: dF = −Tds+ ndµ”. We can expect that
the Lagrangian density in Eq. (19) would correspond to
thermodynamic potential
dF (b, y) = ∂bF ds+ ∂yµνF dy
µν = (20)
= −(1− cy2)F ′ds− 2cbF ′yµνdyµν .
Note that this makes explicit the fact, inferred from (ii),
that yµν , while being a source of a conserved quantity,
is not a dynamical degree of freedom, since the amount
of angular momentum is not determined by initial con-
ditions but rather by entropy maximization. A solution
with a boundary condition with different y, b and velocity
should generate the sort of shock-wave studied in [11].
In order to recognize the derivatives of this thermody-
namic potential, one should do like in Ref. [46]. Namely
compute the stress-energy tensor, consider b = s, since
there is no other conserved vector current except the en-
tropy density, and check which one is the form of F that
will reproduce the thermodynamical relations obtained
from another source (for instance lattice gauge results
for the equation of state of QCD).
In hydrodynamics without polarization, for instance,
the analogous of Eq. (20) gives rise to the Gibbs-Duhem
relation relating pressure and energy density to temper-
ature and entropy density. Here, because of the presence
of angular momentum, terms like pressure and energy-
density will not have such a simple relationship to actual
energy and momentum flow within the fluid. Unfortu-
nately it is not known the exact form of the entropy den-
sity for a spinning system, mainly because of the difficulty
of computing the logarithm of the partition function for
a generic relativistic-quantum system. In Ref. [21, 22] in
any case we can see that, in the weak coupling limit and
for small vorticity, the angular momentum of a spinning
system is proportional to the vorticity itself as in (17),
an we can guess that
− 2cbF ′yµν = −2cbχF ′ωµν ∝
1
T
(21)
being T the local temperature.
The derivative of F w.r.t. yµν is related to the vortical
susceptibility in the way described in [16]. As such, it will
be strictly related to the magnetic susceptibility [14, 15]
6(in one case one deforms Aµ, in the other the perpendic-
ular components of the metric [16]), and can be inferred
from lattice results at finite magnetic field [53]. It can
also be computed explicitly [54].
One important point to note is that we inserted the
polarization related degrees of freedom in the effective
Lagrangian and, in order to enforce local equilibration,
we substitute yµν with a functional of the old degrees of
freedom to enforce local equilibrium on each fluid cell.
Thanks to (17) the effective Lagrangian becomes second
order in the derivatives of the fundamental effective fields
φI . The reason to consider these gradients and not, for
instance the symmetric part of the four-velocity gradi-
ent, lies in the assumption of local equilibration, namely
point (ii). Contrary to most expectations, global equilib-
rium doesn’t imply vanishing gradients. It does only in
the case of homogeneous equilibrium (translationally and
rotationally symmetric), however an average angular mo-
mentum is breaking rotation and translation invariance.
In general equilibrium requires a timelike direction fulfill-
ing a killing equation, see for instance Refs. [14, 21]. The
case we are interested in is the one with average angular
momentum, in this case it is straightforward to prove that
the four-velocity may have only an antisymmetric gradi-
ent. This one, remaining at equilibrium, shouldn’t be
considered a dissipation inducing gradient, and therefore
it can enter the effective Lagrangian for ideal hydrody-
namics with polarization. The symmetric part however,
being vanishing at equilibrium, should be safely consid-
ered a dissipation inducing term, like it has always been
done in hdrodynamics, and it is reasonable to wait to
extend the model to non ideal hydrodynamics with po-
larization before including it in the effective Lagrangian,
suppressed by factors of the order of the Knudsen num-
ber.
The equilibrium calculation with angular momentum
can be used to justify the choice of considering only the
space like part of the fluid cell internal angular momen-
tum in the definition of yµν , i.e. the one proportional to
the vorticity at equilibrium, while the space-time mixing
term (corresponding to the boost generator) is propor-
tional to the acceleration. At global equilibrium the four
acceleration is the only one consistent with the vortic-
ity profile (providng the necessary centripetal force and
allowing a rotation). Indeed, even the temeperature gra-
dient is proportional to the acceleration. The only gradi-
ent we need to consider in global rotating equilibrium is
then the vorticity, the other ones can be extracted from
it. Therefore we include in the Lagrangian density the
only gradient necessary for equilibrium.
V. THE DYNAMICS
The most common way to study the evolution of a
fluid is to extract from the Lagrangian the stress energy
tensor T µν , and close the system of equations using the
equation of state and local four-momentum conservation.
From the Lagrangian a generic Lagrangian density an
energy-momentum tensor can be constructed [47]. How-
ever, a crucial difference between polarized and unpolar-
ized hydrodynamics is that in the former, due to lack
of isotropy, conservation of energy-momentum does not
close the equations of motion.
From the Lagrangian, we can of course match the num-
ber of unknowns and equations, but at the price of pro-
moting spin waves to independent degrees of freedom,
which will generally violate local entropy maximization.
Since, however, local equilibrium requires spin and vor-
ticity to be aligned, Eq. 17 and the ansatz for F in 19
reduce the whole system to three degrees of freedom.
The Lagrangian coordinates φI(x). One can than use
the Hamilton principle of action minimization,
δ
∫
d4xL = 0
with the proviso that the functional implementation of
this principle will lead to a generalization of the usual
Euler-Lagrange equations since this Lagrangian in our
case depends on second derivatives of fields. Given there
is no explicit dependence on the fields themselves, rather
than their derivatives, the correct equation is
∂µ∂ν
∂F
∂(∂µ∂νφI)
= ∂µ
∂F
∂(∂µφI)
. (22)
Since
∂2F
∂(∂µ∂νφI)
= 4 c F ′ χ
(
χ+ 2ω2∂ω2χ
)
ωαβ g
α{µP
ν}β
I ,
(23)
∂F
∂(∂µφI)
= −F ′
[
uρP
ρµ
I
(
1− cy2 − 2cbχω2 ∂bχ
)]
−2c
(
χ+ 2ω2 ∂Ω2χ
)
F ′×
×
{[
χω2 −
1
b
yρσ (uα∂
αKρ − uα∇
ρKα)
]
P σµI −
−
1
6b
yρσε
µραβǫIJK∇
σ∂αφ
J∂βφ
K
}
. (24)
This leads to three conservation law equations, ∂µJ
µ
I =
0, where
JµI = 4 c ∂ν
{
F ′
[
χ (χ+ 2 ∂Ω2χ)ωαβ g
α{µP
ν}β
I
]}
−
−F ′
[
uρP
ρµ
I
(
1− cy2 − 2cbχω2 ∂bχ
)]
−2c
(
χ+ 2ω2 ∂Ω2χ
)
F ′×
7×
{[
χω2 −
1
b
yρσ (uα∂
αKρ − uα∇
ρKα)
]
P σµI −
−
1
6b
yρσε
µραβǫIJK∇
σ∂αφ
J∂βφ
K
}
. (25)
with PµνK = ∂K
µ/∂(∂νφK), ∇α = ∆αβ∂β and [...], {...}
corresponding to, respectively, antisymmetrization and
symmetrization of the indices, as done in [30].
In addition to generally breaking isotropy and the cir-
culation theorem, unlike non-polarized case the higher
gradient of the four velocity will be the third one (fourth
one in the fields φI). This system of equation has no
easy solutions, however the situations is much simper if
one considers the small perturbations from a static back-
ground, as it has already be done for the non polarized
case (see for instance [46]). To understand the conse-
quences of this, we linearize the hydrostatic limit, with a
back ground (leading order) entropy density b0
φI = b
1/3
0
[
δIµ x
µ + πI(t,x)
]
(26)
Using the notation in [51] we can use as definitions (writ-
ten in the rest frame of the hydrostatic background)
π˙I = ∂tπ
I = ∂tφ
I , while the contraction π · ∂ stands
for δµI π
I∂µ and [∂π · · · ∂π] is a short hand notation for
the trace δiJ∂iπ · · · ∂π
J . Note that, since the lower-case
indices are Lorentz indices, while the upper case (and
only latin) ones are internal indices that do not change
under a coordinate change, all these definitions become
more complicated in other reference frames. It is how-
ever convenient in this situation to write everything in
this particular frame. We can add another short-hand
nontation π · π =
∑
I π
IπI . The non-polarized hydrody-
namics gives the usual wave equation for sound waves,
the stationary vortex state polarization terms which will
increase the gradients at each order by one unit. The free
part of the equation (second order in the small fields πI)
will be, up to an additional F (b0) constant which is not
relevant for the equations of motion,
F ≃ A
{
[∂π]−
1
2
[∂π · ∂π]−
1
2
π˙2
}
+ (27)
+B
{
(∂ρπ˙) · (∂
ρπ˙) + [∂π˙ · ∂π˙]
}
+
(
1
2
A+ C
)
[∂π]2.
and the constants A,B,C are obtained by Taylor-
expanding the lagrangian around the usual hydrostatic
limit
A = b0F
′(b0), B = Acχ
2(b0, 0), C =
1
2
b20F
′′(b0),
(28)
At the level of the action, the part independent of B is
equivalent to that obtained in [44], as can be verified by
an integration by parts.
If one is interested in the quantum corrections to fluid
dynamics, these equations provide the free part of the
theory. The lowest order interacting part of the expan-
sion around small perturbation of a static background,
that is the third order contribution of the effective La-
grangian of the fields πI , is the integral of
L3 ≃ A
{
1
6
[∂π · ∂π · ∂π]−
1
4
[∂π][∂π · ∂π]
+(π˙ · ∂π) · π −
1
2
[∂π]π˙2 + c χ2(b0, 0)
[
(∂µπ˙) · (∂
µπ˙) + [∂π˙ · ∂π˙]− (∂µπ˙) · (∂
µπ˙ · ∂π)
− (∂µπ˙) · {π˙ · ∂(∂
µπ)} − 2(π¨ · ∂π˙) · π˙ − [∂π˙ · ∂π˙ · ∂π]− π˙ · ∂(∂Iπ
J )∂J π˙
I + (π˙ · ∂π˙) · π¨ + π¨ · π˙ · π¨
]
+ c χ(b0, 0)
[
χ(b0, 0) + 2 b0 ∂bχ(b0, 0)
] [
[∂π](∂µπ˙) · (∂
µπ˙) + [∂π][∂π˙ · ∂π˙]
]}
+C[∂π]
{
[∂π]2 − [∂π · ∂π]− π˙2 + 2 c χ2(b0, 0)
[
(∂µπ˙) · (∂
µπ˙) + [∂π˙∂π˙]
]}
+
1
6
b30F
′′′(b0) [∂π]
3. (29)
We note that the Lagrangian becomes, already at leading
order with no dissipative corrections, dependent on sec-
ond derivative terms. As has been known since the 19th
century (Ostrogradski’s theorem [49]), such lagrangians
are inherently unstable, something which can be used, in
the context of dissipative hydrodynamics, for motivating
8the introduction of non-hydrodynamic degrees of free-
dom [42]. The presence of higher order gradient terms
at the ”lowest level”, therefore, means that dissipative
corrections or the appearance of new degrees of freedom
become necessary to preserve the hydrostatic vaccuum
even in the ideal limit, a realization that we explore in
detail in [36].
What this means is that the instabilities plaguing such
a higher-order system could lead to a local “thermaliza-
tion” between hydrodynamic and polarizing degrees of
freedom, imposing an effective viscosity also on “ideal”
fluid dynamics systems. This idea, related to the exis-
tance of a lower limit of viscosity [52], will be explored in
a subsequent paper [36]. On the other had the non-linear
terms, however, all depend on derivatives of χ(b, ω2)
which are expected, for sensitive equations of state, to
be high at small vorticity and diminish at high vortic-
ity, when particle polarizations saturates and cannot con-
tribute anylonger to the angular momentum of the fluid
cell (Fig. 1. At small vorticity creating polarization is
preferable than creating vortices, at large vorticity this
effect is small). Hence, we expect this non-linearity to
create an effective “soft energy gap” for vortices, ensur-
ing they only form when applied angular momentum is
large enough. Such a gap could alleviate the instabilities
seen in [44] and it will be interesting to see if a more
quantitative estimate of this effect can be made.
In conclusion, we developed the effective theory for
hydrodynamics in the limit where the mean free path
is negligible but the microscopic degrees of freedom ex-
hibit microscopic polarization. This theory is likely to be
highly relevant to the phenomenology of global polariza-
tion of hadronic collisions [2] and might have an impact
to the description of chiral observables [12]. The third
order gradient nature of this theory might also impact
the question of weather a lower quantum viscosity limit
is realized in nature. We hope understanding of all these
areas will increase in the coming years.
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