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1. Introduction
Let H be a separable, inﬁnite-dimensional, complex Hilbert space and let L(H) be the algebra of all bounded linear
operators on H. The study of partial normalities such as p-hyponormality and other weak hyponormalities has been con-
sidered for some 30 years (see [10,16]). An operator T ∈ L(H) is said to be p-hyponormal (0 < p < ∞) if (T ∗T )p  (T T ∗)p .
And T ∈ L(H) is ∞-hyponormal if T is p-hyponormal for all p ∈ (0,∞). In particular, if p = 12 , then T is said to be
semi-hyponormal [16]. Recall that an operator T ∈ L(H) has the unique polar decomposition T = U |T |, where |T | = (T ∗T ) 12
and U is a partial isometry satisfying kerU = ker |T | = ker T and kerU∗ = ker T ∗ . For each p > 0, an operator T is p-
paranormal if ‖|T |pU |T |px‖ ‖|T |px‖2 for all unit vectors x in H. Every q-paranormal operator is p-paranormal for q  p.
And T is absolute-p-paranormal if ‖|T |pT x‖  ‖T x‖p+1 for all unit vectors x in H. Observe that absolute-1-paranormality
and 1-paranormality coincide; we call this property simply paranormality. Note that every absolute-q-paranormal operator
is absolute-p-paranormal for q p [10]. The implications among classes of operators mentioned above are as follows:
• p-hyponormal ⇒ p-paranormal ⇒ absolute-p-paranormal (0 < p < 1);
• p-hyponormal ⇒ absolute-p-paranormal ⇒ p-paranormal (p > 1).
Since examples for these operator classes are not abundant, it is worthwhile to develop examples to distinguish these
classes. In [6,13,14], some block matrix operators were considered to exemplify the above classes, but it was proved in
their models that p-paranormality is equivalent to absolute-p-paranormality. Also, models of composition operators were
discussed in [3,14,2,4], and [7], to exemplify these various partial normality classes, but it also was shown that for these
operators the two partial normalities coincide [2]. There do not exist examples showing that p-paranormality and absolute-
q-paranormality are distinct except an example in [10, p. 179] that there is an absolute-2-paranormal operator which is not
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all p are not yet known. So it is worthwhile to seek such examples to show these two notions are distinct.
For non-zero vectors x and y in H, we consider the rank-one operator x ⊗ y deﬁned by (x ⊗ y)(z) = 〈z, y〉x for all z
in H. Let Wα be a weighted shift with weight sequence α = {αi}∞i=0. Then Wα + t(x⊗ y) is a rank-one perturbation of Wα
with the parameter t ∈ (0,∞). In this note we discuss some special rank-one perturbations of weighted shifts which can
serve to distinguish these classes.
The paper consists of three sections. In Section 2 we characterize p-hyponormality for rank-one perturbations of a
weighted shift, and obtain examples showing the classes of p-hyponormal operators are distinct in p > 0. In Section 3, we
also characterize absolute-p-paranormality and p-paranormality for the rank-one perturbations of weighted shifts consid-
ered, which provide examples showing these two classes are distinct.
Some of the calculations in this paper were obtained through computer experiments using the software tool Mathemat-
ica [15].
2. p-Hyponormalities
Let Wα be a weighted shift with weight sequence α = {αi}∞i=0 of nonnegative real numbers. Let {ei}∞i=0 be an orthonor-
mal basis for H = 2(Z+). Obviously, Wα is hyponormal if and only if Wα is p-hyponormal for any [some] p ∈ (0,∞). In
particular, Wα is normal if and only if αn = 0 for all n  0, and Wα is quasinormal if and only if αn(α2n+1 − α2n ) = 0 for
all n 0. Hence weighted shifts cannot separate classes of p-hyponormal operators. But rank-one perturbations of weighted
shifts with a positive real parameter separate the classes of p-hyponormal operators completely.
For a ﬁxed k ∈ N0 := N ∪ {0}, we consider a rank-one perturbation of a weighted shift
T (k, t) := Wα + t(ek ⊗ ek) (2.1)
with parameter t ∈ (0,∞).
Throughout this paper we extend weight sequence α = {αi}∞i=0 with α−1 = α−2 = α−3 = 0 if such notations are conve-
nient. For example, we set α−1 = α−2 = 0 in Theorem 2.1 below.
Theorem 2.1. Let T (k, t) be as in (2.1). Suppose that p ∈ (0,∞). Then the following assertions hold:
(i) if αk−1 > 0 and αk > 0 (which happens only if k  1), then T (k, t) is p-hyponormal if and only if αi  αi+1 (0  i  k − 3;
i  k + 1) and it holds that
δ11 > 0, δ11δ22 − δ212 > 0, and δ33
(
δ11δ22 − δ212
)− δ11δ223  0, (2.2)
where
δ11 = −α2pk−2 +
{(
t2 + α2k − α2k−1 + γk
)
λ
p
k +
(
α2k−1 − t2 − α2k + γk
)
μ
p
k
}
/(2γk);
δ12 = δ21 = tαk−1
(
μ
p
k − λpk
)
/γk; δ22 =
(
α2k − α2k−1
)(
μ
p
k − λpk
)
/γk;
δ23 = δ32 = tαk
(
λ
p
k − μpk
)
/γk;
δ33 = α2pk+1 −
{(
t2 + α2k−1 − α2k + γk
)
λ
p
k +
(
α2k − t2 − α2k−1 + γk
)
μ
p
k
}
/(2γk);
λk =
(
t2 + α2k−1 + α2k − γk
)
/2; μk =
(
t2 + α2k−1 + α2k + γk
)
/2;
γk =
[(
t2 + α2k−1 + α2k
)2 − 4(αk−1αk)2]1/2, (2.3)
(ii) if αk−1 = 0 and αk > 0, then T (k, t) is p-hyponormal if and only if αi = 0 (0 i  k − 2), αi+k+1  αi+k (i ∈ N), and α2k+1 
α2k + t2 ,
(iii) if αk−1 = 0 and αk = 0, then T (k, t) is p-hyponormal if and only if αi = 0 (0 i  k − 2) and αi+1  αi (i  k + 1).
Proof. (i) By simple computations, we have that
T (k, t)∗T (k, t) = Diag{α20, . . . ,α2k−2, Ak,α2k+2, . . .}
and
T (k, t)T (k, t)∗ = Diag{0,α20 , . . . ,α2k−3, Bk,α2k+1, . . .}
with
Ak =
⎡⎢⎣ α
2
k−1 tαk−1 0
tαk−1 t2 + α2k 0
2
⎤⎥⎦ and Bk =
⎡⎢⎣α
2
k−2 0 0
0 t2 + α2k−1 tαk
2
⎤⎥⎦ , (2.4)
0 0 αk+1 0 tαk αk
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(T (k, t)∗T (k, t))p  (T (k, t)T (k, t)∗)p if and only if αi  αi+1 (0  i  k − 3; i  k + 1) and Apk  Bpk . So we will consider
only the inequality Apk  B
p
k . To do so, we obtain nonsingular matrices Pk and Qk such that
Dk = P−1k Ak Pk and Ek = Q −1k BkQk, (2.5)
where Dk = Diag{λk,μk,α2k+1} and Ek = Diag{α2k−2, λk,μk}. In particular, some computations show that λk := 12 (t2 +α2k−1 +
α2k − γk) and μk := 12 (t2 + α2k−1 + α2k + γk) are some eigenvalues of Ak and Bk with μk > λk > 0, and also Pk and Qk are
represented by
Pk =
⎡⎢⎣
α2k−1−(t2+α2k )−γk
2tαk−1
α2k−1−(t2+α2k )+γk
2tαk−1 0
1 1 0
0 0 1
⎤⎥⎦
and
Qk =
⎡⎢⎣1 0 00 t2+α2k−1−α2k−γk2tαk t2+α2k−1−α2k+γk2tαk
0 1 1
⎤⎥⎦ .
Hence by the functional calculus for a self-adjoint operator, we have
Apk = PkDpk P−1k and Bpk = QkEpk Q −1k ,
which implies that Apk  B
p
k if and only if
k := Apk − Bpk =
[
δ11 δ12 0
δ21 δ22 δ23
0 δ32 δ33
]
 0,
where the δi j are in (2.3). Let 
(i)
k be the i × i submatrix consisting of the upper-left corner of matrix k and let d(i)k =
det(i)k for i = 1,2,3. By the nested determinant test (cf. [5, p. 213]), we obtain that (2.2) implies Apk  Bpk . Conversely,
suppose d(1)k = 0. Then d(2)k = 0 [5], and so λpk = μpk , i.e., λk = μk , which contradicts μk = λk . And suppose d(2)k = δ11δ22 −
δ212 = 0. Then by [5], d(3)k = −δ11δ223 = 0. Hence δ11 = 0 or δ23 = 0, which also contradicts μk = λk . Hence the proof is
complete.
(ii) This is a simple case of (i); for example, the matrices of (2.4) can be replaced by
A′k =
⎡⎣0 0 00 t2 + α2k 0
0 0 α2k+1
⎤⎦ and B ′k =
⎡⎣α2k−2 0 00 t2 tαk
0 tαk α2k
⎤⎦ .
If we follow the same computation in the case (i), we may obtain that p-hyponormality requires
′k :=
(
A′k
)p − (B ′k)p =
⎡⎣−α2pk−2 0 00 δ′22 δ′23
0 δ′32 δ′33
⎤⎦ 0,
where δ′22 = α2k (t2 + α2k )p−1, δ′23 = δ′32 = −tαk(t2 + α2k )p−1, and δ′33 = α2pk+1 − δ′22. Since δ′22 > 0 and
δ′22δ′33 −
(
δ′23
)2 = α2k (t2 + α2k )p−1{α2pk+1 − (α2k + t2)p} 0,
′k  0 if and only if αk−2 = 0 and α2k+1  α2k + t2. This proves our assertion.
(iii) Because the matrices appearing for the inequalities are diagonal, it is not diﬃcult to show this assertion. 
Remark 2.2. Under the same notation as Theorem 2.1, if αk−1 > 0 and αk = 0, then T (k, t) cannot be p-hyponormal. Indeed,
the matrices corresponding to those of (2.4) are as follows
A′′k =
⎡⎣ α2k−1 tαk−1 0tαk−1 t2 0
0 0 α2k+1
⎤⎦ and B ′′k =
⎡⎣α2k−2 0 00 t2 + α2k−1 0
0 0 0
⎤⎦ .
To examine the p-hyponormality of T (k, t), we may consider
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(
A′′k
)p − (B ′′k )p =
⎡⎣ δ′′11 δ′′12 0δ′′21 δ′′22 0
0 0 α2pk+1
⎤⎦ 0,
where δ′′11 = α2k−1(t2 +α2k−1)p−1 −α2pk−2, δ′′12 = δ′′21 = tαk−1(t2 +α2k−1)p−1, and δ′′22 = −α2k−1(t2 +α2k−1)p−1. Since δ′′11 > 0 and
δ′′11δ′′22 − (δ′′12)2  0 if and only if α2k−1(t2 + α2k−1)p−1 > α2pk−2  (t2 + α2k−1)p , i.e., α2k−1 > t2 + α2k−1, so p-hyponormality of
T (k, t) cannot occur.
Remark 2.3. Let T (k, t) be as in (2.1). Then T (k, t) is quasinormal if and only if it holds that
(i) if αk = 0, then αi = 0 (0 i  k − 1) and αi = (α2k + t2)1/2 (i  k + 1);
(ii) if αk = 0, then αi = 0 (0 i  k) and αi+1 = αi (i  k + 1).
(See [10] or [16] for a deﬁnition.)
Example 2.4. Let Wα be a weighted shift with weight sequence α = {αn}∞n=0 satisfying
αn = 0 (0 n k − 2), αk−1 =
√
x, αk = 1, αn = 2 (n k + 1).
Let T := T (k, t) = Wα + tek ⊗ ek for 0 < x 1, t ∈ (0,∞). Applying Theorem 2.1, we obtain that (T ∗T )p  (T T ∗)p if and only
if Ap  Bp for 0 < p < ∞, where
A =
[ x t√x 0
t
√
x t2 + 1 0
0 0 4
]
and B =
[0 0 0
0 t2 + x t
0 t 1
]
.
To compute as needed, ﬁrst we ﬁnd eigenvalues and eigenvectors of A and B so that we may have D = P−1AP and
E = Q −1BQ in usual fashion; in fact, D = Diag{λ,μ,4}, E = Diag{0, λ,μ}, λ := 12 (1 + x + t2 − γ ), μ := 12 (1 + x + t2 + γ ),
where γ = ((1+ x+ t2)2 − 4x)1/2, and
P =
⎡⎢⎣
x−t2−1−γ
2t
√
x
x−t2−1+γ
2t
√
x
0
1 1 0
0 0 1
⎤⎥⎦ , Q =
⎡⎣1 0 00 x+t2−1−γ2t x+t2−1+γ2t
0 1 1
⎤⎦ .
By a direct computation,  = Ap − Bp = (δi j)3×3 with
δ11 = 1
2γ
{
λp
(−x+ t2 + 1+ γ )+ μp(x− t2 − 1+ γ )};
δ12 = δ21 = 1
γ
(
μp − λp)t√x; δ22 = 1
γ
(1− x)(μp − λp);
δ23 = δ32 = 1
γ
(
λp − μp)t;
δ33 = 4p − 1
2γ
{
μp
(
1− x− t2 + γ )+ λp(x+ t2 − 1+ γ )};
δi j = 0 otherwise.
And we write d(i) (i = 1,2,3) for the determinant of the i × i upper-left corner of the matrix . Since x − t2 − 1 + γ > 0
and 0 < λ < μ, d(1) = δ11 > 0. By a simple calculation, we obtain
f1(x, t, p) := 2γ
2
μp − λp · d
(2) = λpa − μpb
with a := 1− γ (x− 1)− 2x+ x2 + t2 + xt2 and b := 1+ γ (x− 1)+ x2 + t2 + x(t2 − 2). And by more computation, we obtain
that
d(3) = (μ
p − λp)
4γ 3
{
2
(
λp − μp)t2u + vw},
where
u = μpη1 + λp(2γ − η1);
v = 2 · 4pγ + μpη2 − λp(2γ + η2);
w = 2(λp − μp)xt2 + (1− x){μpη1 + λp(2γ − η1)}
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with η1 := −1+γ + x− t2, η2 := −1−γ + x+ t2. For brevity, we set f2(x, t, p) := 2(λp −μp)t2u+ vw . Since μ > λ, d(3)  0
if and only if f2(x, t, p) 0 for 0 < x 1, t ∈ (0,∞) and p > 0. We write
Dp :=
{
(x, t): f1(x, t, p) > 0 and f2(x, t, p) 0
}
.
Then T (x, t) is p-hyponormal if and only if (x, t) ∈ Dp . It is obvious that Dq ⊂ Dp for p < q. It looks diﬃcult to ﬁnd the
functions of the boundaries of
⋂
p>0 Dp and
⋃
p>0 Dp , respectively. But using [15] to approximate we can draw both the
regions for p-hyponormalities and their conﬁgurations in Fig. 2.1, where the regions fall below the relevant curve.
3. Weak hyponormalities
There are several kinds of partial normalities that are weaker than p-hyponormality, for example, p-paranormality,
absolute-p-paranormality, A(p)-class, normaloid, and spectraloid (cf. [12], [10, p. 174]). It is not known in general for
p ∈ (0,∞)\{1} whether p-paranormality is different from absolute-p-paranormality. In this section we discuss p-paranormal
and absolute-p-paranormal operators and continue Example 2.4 to discuss the distinction between p-paranormality and
absolute-p-paranormality.
3.1. Absolute-p-paranormality
Let T ∈ L(H). Then it follows from [10, p. 174] that T is absolute-p-paranormal if and only if T ∗(T ∗T )pT −
(p + 1)T ∗T sp + psp+1  0 for all s ∈ R+ .
Theorem 3.1. Let T (k, t) be as in (2.1). Then the following assertions hold:
(i) if αk−1 > 0 and αk > 0 (which happens only if k  1), then T (k, t) is absolute-p-paranormal if and only if αi  αi+1 (0 i 
k − 3; i  k + 1) and for all s ∈ R+ ,
Ωk(s) :=
[
ω11 φ2αk−1αk−2 tφ2αk−2
φ2αk−1αk−2 ω22 tαk−1(φ3 − (p + 1)sp)
tφ2αk−2 tαk−1(φ3 − (p + 1)sp) ω33
]
 0,
where
ω11 = φ1α2k−2 − (p + 1)α2k−2sp + psp+1;
ω22 = φ3α2k−1 − (p + 1)α2k−1sp + psp+1;
ω33 = t2φ3 + α2kα2pk+1 − (p + 1)sp
(
t2 + α2k
)+ psp+1;
φ1 = φ1(k, p) =
(
λ
p + μp)/2+ (λp − μp)(t2 − α2 + α2)/(2γk);k k k k k−1 k
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(
μ
p
k − λpk
)
/γk;
φ3 = φ3(k, p) =
(
λ
p
k + μpk
)− φ1,
(ii) if αk−1 = 0 and αk > 0, then T (k, t) is absolute-p-paranormal if and only if αi = 0 (0 i  k − 2), αi+k+1  αi+k (i ∈ N), and
α2k+1  α2k + t2 ,
(iii) if αk−1 = 0 and αk = 0, then T (k, t) is absolute-p-paranormal if and only if αi = 0 (0 i  k − 2) and αi+1  αi (i  k + 1).
Proof. For brevity we set T := T (k, t) for k ∈ N0, t ∈ (0,∞).
(i) Some computations show that
T ∗T = Diag{α20 , . . . ,α2k−3, A˜k,α2k+1, . . .}
with
A˜k =
⎡⎣α2k−2 0 00 α2k−1 tαk−1
0 tαk−1 t2 + α2k
⎤⎦ .
We follow the method similar to that in the proof of Theorem 2.1. First consider nonsingular matrices P˜k such that D˜k =
P˜−1k A˜k P˜k , where D˜k = Diag{α2k−2, λk,μk} and
P˜k =
⎡⎢⎣1 0 00 α2k−1−(t2+α2k )−γk2tαk−1 α2k−1−(t2+α2k )+γk2tαk−1
0 1 1
⎤⎥⎦
as in (2.5). Hence
A˜pk = P˜k D˜ pk P˜−1k =
⎡⎣α2pk−2 0 00 φ1 φ2
0 φ2 φ3
⎤⎦ ,
where φi is as in our theorem. We may compute that
T ∗
(
T ∗T
)p
T = Diag{α20α2p1 , . . . ,α2k−3α2pk−2,Ck,α2k+1α2pk+2, . . .}
with
Ck =
⎡⎣ φ1α2k−2 φ2αk−1αk−2 tφ2αk−2φ2αk−1αk−2 φ3α2k−1 tφ3αk−1
tφ2αk−2 tφ3αk−1 t2φ3 + α2kα2pk+1
⎤⎦ .
Since
Θk(s) := T ∗
(
T ∗T
)p
T − (p + 1)T ∗T sp + psp+1
= Diag{θ0, . . . , θk−3,Ωk(s), θk+1, . . .}, (3.1)
where θ j := α2jα2pj+1 − (p + 1)α2j sp + psp+1 and Ωk(s) = Ck − (p + 1) A˜ksp + psp+1, the condition Θk(s)  0 proves this
assertion.
(ii) In this case, we have that
T ∗T = Diag{α20 , . . . ,α2k−3,α2k−2,0, t2 + α2k ,α2k+1, . . .}.
Towards the absolute-p-paranormality of T , we obtained Θk(s) = Diag{θ j} j∈N0 with
θ j = α2jα2pj+1 − (p + 1)α2j sp + psp+1 (0 j  k − 3; j  k + 1);
θk−2 = −(p + 1)α2k−2sp + psp+1; θk−1 = psp+1;
θk = t2
(
t2 + α2k
)p + α2kα2pk+1 − (p + 1)(α2k + t2)sp + psp+1,
as (3.1). Hence T is absolute-p-paranormal if and only if Θk(s) 0 for all s > 0, which is equivalent to αi = 0 (0 i  k−2),
αi+k+1  αi+k (i ∈ N), and α2k+1  t2 + α2k .
(iii) Because this proof is a special case of (ii), we omit it. 
The following remark comes immediately from Theorem 3.1 above.
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Indeed, note that the operator Θk(s) in (3.1) can be represented by
Θk(s) = Diag
{
θ0, θ1, . . . , θk−3,Ωk(s), θk+1, θk+2, . . .
}
, s ∈ R+,
where Ωk(s) := [θi j] is the 3 × 3 matrix obtained by substituting αk = 0 to the matrix Ωk(s) in Theorem 3.1(i). We now
consider two cases of αk−2 = 0 and αk−2 > 0. If αk−2 = 0, then detΩk(s) = p2s2p+2 f (s), where
f (s) = psp+1 − (p + 1)(t2 + α2k−1)sp + t2(t2 + α2k−1)p .
Since f (t2 + α2k−1) = −α2k−1(t2 + α2k−1)p < 0, detΩk(s) < 0 on some interval in R+ . This does not allow the positivity of
Θk(s) for all s 0. If αk−2 > 0, by simple calculations, we obtain that det[θi j]i, j=1,2 = sp g(s), where
g(s) = p2sp+2 + c1sp+1 + c2sp + c3s + c4
with
c1 = −p(p + 1)
(
α2k−2 + α2k−1
)
,
c2 = (p + 1)2α2k−2α2k−1,
c3 = pα2k−1
(
t2 + α2k−2
)(
t2 + α2k−1
)p−1
,
c4 = −(p + 1)α2k−2α2k−1
(
t2 + α2k−1
)p
.
Since g(0) = c4 < 0, obviously g(s0) < 0 for some s0 > 0. This contradicts the positivity of Θk(s).
3.2. p-Paranormality
If T ∈ L(H), we will write the (unique) polar decomposition of T as T = U |T |, where |T | = (T ∗T ) 12 and U is the
appropriate partial isometry with the kernel condition, i.e., kerU = ker T and kerU ∗ = ker T ∗ . (Note that a decomposition
T = U |T | is not unique in general without the kernel condition (cf. [1, Remark 3.2]).)
Lemma 3.3. Let T (k, t) be as in (2.1) and let T (k, t) = U (k, t)|T (k, t)| be an arbitrary polar decomposition. Then the following
assertions hold:
(i) if αk−1 > 0 and αk > 0 (which happens only if k  1), then U (k, t) satisﬁes the kernel condition for T (k, t) if and only if U (k, t)
has the following expression
U (k, t) = Wβ + u12(k)ek ⊗ ek + u21(k)ek+1 ⊗ ek−1, (3.2)
where
u11(k) = 1
αk−1αk
(
αk−1φ3
(
k,
1
2
)
− tφ2
(
k,
1
2
))
; u21(k) = −φ2(k,
1
2 )
αk−1
;
u12(k) = 1
αk−1αk
(
tφ1
(
k,
1
2
)
− αk−1φ2
(
k,
1
2
))
; u22(k) = φ1(k,
1
2 )
αk−1
,
and β := {βi}i∈N0 satisﬁes βk−1 = u11(k), βk = u22(k) and β j = 1− δα j ,0 (0 j  k − 2; j  k + 1), where
δxy =
{
1 if x = y,
0 if x = y,
(ii) if αk−1 = 0 and αk  0, then U (k, t) satisﬁes the kernel condition for T (k, t) if and only if U (k, t) has the following expression
U (k, t) = Wβ + u12(k)ek ⊗ ek,
where
u12(k) = t
(t2 + α2k )1/2
, u22(k) = αk
(t2 + α2k )1/2
and β := {βi}i∈N0 satisﬁes βk = u22(k) and β j = 1− δα j ,0 ( j ∈ N0\{k}),
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has the following expression
U (k, t) = Wβ + u12(k)ek ⊗ ek,
where
u11(k) = αk−1
(t2 + α2k−1)1/2
, u12(k) = t
(t2 + α2k−1)1/2
and β := {βi}i∈N0 satisﬁes βk−1 = u11(k) and β j = 1− δα j ,0 ( j ∈ N0\{k − 1}).
Proof. We ﬁrst prove (i). Let T (k, t) = U (k, t)|T (k, t)| be the decomposition with the kernel condition. By simple computa-
tions, we obtain that∣∣T (k, t)∣∣= Diag{α0,α1, . . . ,αk−2, Âk,αk+1,αk+2, . . .},
where Âk ≡ [aˆi j] 12 is a 2 × 2 matrix with aˆ11 = α2k−1, aˆ12 = aˆ21 = tαk−1 and aˆ22 = t2 + α2k , and that det Âk = αk−1αk . Since
det Âk = 0, some simple computations show that the unique partial isometry U (k, t) has the expression of (3.2). Conversely,
suppose that U (k, t) has the expression of (3.2). Comparing the resulting matrices for T (k, t) and U (k, t), we can check that
kerU (k, t) = ker T (k, t) and kerU (k, t)∗ = ker T (k, t)∗ . The proofs of (ii) and (iii) are easy. 
Let T = U |T | ∈ L(H) be the polar decomposition with the kernel condition. Then it follows from [17, Proposition 3] that
T is p-paranormal if and only if
|T |pU∗|T |2pU |T |p − 2s|T |2p + s2  0, s ∈ R+. (3.3)
Throughout the remaining part of this paper, we assume that the polar decomposition T = U |T | ∈ L(H) satisﬁes the kernel
condition.
Applying (3.3) with the expressions for U (k, t) in Lemma 3.3, the following theorem for p-paranormality can be obtained.
Theorem 3.4. Let T (k, t) be as in (2.1) and let uij(k) be as above. Then the following assertions hold:
(i) if αk−1 > 0 and αk > 0 (which happens only if k  1), then T (k, t) is p-paranormal if and only if it holds that αi  αi+1
(0 i  k − 3; i  k + 1) and for all s ∈ R+
Ψk(s) :=
⎛⎝ϕ11 − 2α2pk−2s + s2 αpk−2φ2(p)a˜ αpk−2φ2(p)b˜αpk−2φ2(p)a˜ ϕ22 − 2sφ1(p) + s2 ϕ23 − 2φ2(p)s
α
p
k−2φ2(p)b˜ ϕ23 − 2φ2(p)s ϕ33 − 2φ3(p)s + s2
⎞⎠ 0,
where
ϕ11 = α2pk−2φ1(p); ϕ22 = φ3(p)a˜2 + α2pk+1c˜2;
ϕ23 = φ3(p)a˜b˜ + α2pk+1c˜d˜; ϕ33 = φ3(p)b˜2 + α2pk+1d˜2;
a˜ = φ1(p/2)u11(k) + φ2(p/2)u12(k); b˜ = φ2(p/2)u11(k) + φ3(p/2)u12(k);
c˜ = φ1(p/2)u21(k) + φ2(p/2)u22(k); d˜ = φ2(p/2)u21(k) + φ3(p/2)u22(k),
with φi(p) := φi(k, p),
(ii) if αk−1 = 0 and αk > 0, then T (k, t) is p-paranormal if and only if αi = 0 (0 i  k − 2), αi+k+1  αi+k (i ∈ N), and α2k+1 
α2k + t2 ,
(iii) if αk−1 = 0 and αk = 0, then T (k, t) is p-paranormal if and only if αi = 0 (0 i  k − 2) and αi+1  αi (i  k + 1).
Proof. According to the proof of Theorem 3.1(i), we obtain that
|T |p = Diag
{
. . . ,α
p
k−3,α
p
k−2,
[
φ1(p/2) φ2(p/2)
φ (p/2)
]
,α
p
k+1,α
p
k+2, . . .
}
,φ2(p/2) 3
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U (k, t) =
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
. . .
. . . 0
1 0
u11(k) u12(k)
u21(k) u22(k) 0
1 0
. . .
. . .
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
.
By simple computations, we have that
|T |pU∗|T |2pU |T |p = Diag
{
. . . ,α
2p
k−2α
2p
k−3,
[
ϕ11 ϕ12 ϕ13
ϕ12 ϕ22 ϕ23
ϕ13 ϕ23 ϕ33
]
,α
2p
k+1α
2p
k+2, . . .
}
,
where ϕ12 := αpk−2φ2(p)a˜, ϕ13 := αpk−2φ2(p)b˜ and other ϕi j are given in Theorem 3.4. Thus, if we follow the method in the
proof of Theorem 3.1, we can prove this theorem without diﬃculty. 
Remark 3.5. In Theorem 3.4, the case αk−1 > 0 and αk = 0 cannot yield p-paranormality. For brevity we set T := T (k, t). If
we consider u11(k) = αk−1
(t2+α2k−1)1/2
and u12(k) = t
(t2+α2k−1)1/2
in Lemma 3.3(iii), we obtain that for all s ∈ R+ ,
|T |pU∗|T |2pU |T |p − 2s|T |2p + s2 = Diag{p0, p1, . . . , pk−3, Pk, pk+1, pk+2, . . .},
where Pk := [c˜i j] is the 3× 3 matrix obtained by substituting αk = 0 in the matrix Ψk(s) in Theorem 3.4(i) and
p j = s2 − 2α2pj s + α2pj α2pj+1 (0 j  k − 3; j  k + 1).
For convenience, we consider the cases αk−2 = 0 and αk−2 > 0. If αk−2 = 0, we have det Pk = s4 f (s), where
f (s) := s2 − 2s(t2 + α2k−1)p + t2(t2 + α2k−1)2p−1.
Since f ((t2 +α2k−1)p) = −α2k−1(t2 +α2k−1)2p < 0, det Pk < 0 on an interval in R+ , which does not permit the positivity of Pk .
Next, if αk−2 > 0, then
g(s) := det[c˜i j]i, j=1,2 = s
(
s3 + a1s2 + a2s + a3
)
,
where
a1 = −2
{
α
2p
k−2 + α2k−1
(
t2 + α2k−1
)p−1}
,
a2 = α2k−1
(
t2 + α2k−1
)p−1{
5α2pk−2 + t2α4k−1
(
t2 + α2k−1
)p−1}
,
a3 = −2α2pk−2α2k−1
(
t2 + α2k−1
)2p−1
.
Since g′(0) = a3 < 0 and g(0) = 0, we have g(s) < 0 on an interval in R+ . This does not satisfy the inequality in (3.3).
Remark 3.6. Recall that T ∈ L(H) is said to be an A(p)-class operator if (T ∗|T |2pT ) 1p+1  |T |2 (0 < p < ∞) (cf. [10]). We can
apply our method to A(p)-class operators, but we leave these computations to interested readers.
3.3. Examples (continued from Example 2.4)
Let T (k, t) = Wα + tek ⊗ ek be as in Example 2.4 and with the parameter x satisfying 0 < x  1. In this example, we
discuss operators T (x, t) with absolute-p-paranormality but not p-paranormality for p ∈ (0,1), and also operators having
p-paranormality but not absolute-p-paranormality for p ∈ (1,∞). In Algorithm 3.7, Ω(2)k (s) is the determinant of the lower
right 2×2 submatrix of Ωk(s) in Theorem 3.1, and Ψ (1)k (s) is the (2,2)-entry of Ψk(s) and Ψ (2)k (s) is the determinant of the
lower right 2 × 2 submatrix of Ψk(s) in Theorem 3.4. (Note that the (1,2)-, (1,3)-, (2,1)-, and (3,1)-entries of Ωk(s) and
Ψk(s) are zero and the (1,1)-entries of Ωk(s) and Ψk(s) are positive in these examples.)
Algorithm 3.7. Under the same notation as Theorems 2.1, 3.1, and 3.4, we give steps to obtain examples showing p-
hyponormality, absolute-p-paranormality, and p-paranormality are distinct.
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II. For p, x, t taken in Step I, check the positivity of ω22, and Ω
(2)
k (s), for all s ∈ R+ .
III. For p, x, t taken in Step I, check the positivity of Ψ (1)k (s), and Ψ
(2)
k (s), for all s ∈ R+ .
Before we begin our examples, let us recall Taylor’s formula with derivative remainder. Suppose that f ∈ C∞(R). By
Taylor’s formula, we have
f (η + t) = f (η) + f ′(η)t + · · · + f
(n)(η)
n! t
n + Rn(t). (3.4)
Further, if | f (n+1)(t)| M for |t − η| d, then the remainder Rn(t) of the Taylor series satisﬁes the inequality∣∣Rn(t)∣∣ M
(n + 1)! |t − η|
n+1 for |t − η| d. (3.5)
We now give the promised examples as follows.
Example 3.8 (Absolute-p-paranormal but not p-paranormal for p = 14 ). I. Take p = 14 , x = 25 , and t = 11661000 so that f2(x, t, p) < 0.
II. For all s ∈ R+ , ω22 = 14 s5/4 − 12 s1/4 + α, where α is a real number including some square roots and 4-th roots of
real numbers. By several scrupulous algebraic computations (call this the SAC-Process) such as taking smaller or larger
numbers than the square roots and 4-th roots, and comparing inequalities, etc., we can prove that α > 1225 . So we consider
ω̂22 = 14 s5/4 − 12 s1/4 + 1225 . Since ω̂22 has the unique positive critical value s = 25 and ω̂22|s= 25 > 0, we have ω22 > ω̂22 > 0
on R+ . For brevity, if we set t = s1/4, then
Ω
(2)
k (s) =
1
4000000
(
a0 − a1t + 2500000t2 + a5t5 − 3449445t6 + 250000t10
)
,
where a0, a1, and a5 consist of some real numbers with square roots and fourth roots, etc. By the SAC-Process, we obtain
that a0 > 2728340, a1 < 5240000, and a5 > 3535828. Considering the polynomial ϕ(t) deﬁned by
ϕ(t) = 2728340− 5240000t + 2500000t2 + 3535828t5 − 3449445t6 + 250000t10,
we have that Ω(2)k (s) >
1
4000000ϕ(t). Thus, it is suﬃcient to show that ϕ(t) > 0 on R+ . First we consider η = 13051000 . By (3.4)
ϕ(η + t) = ϕ(η) + ϕ′(η)t + ϕ
′′(η)
2! t
2 + ϕ
(3)(η)
3! t
3 + R3(t) for all t ∈ R.
Take d = 4251000 and M = 15398241636326075 · 10−4 in (3.5) so that |ϕ(4)(t)| M for |h| d. Then∣∣R3(t)∣∣ M
4! |h|
4  δ0 for |h| d,
where δ0 := 428692179902529897491024 · 10−9. Observe that for t ∈ ( 88100 , 17301000 ), we have
ϕ(η + t) = ϕ(η) + ϕ′(η)t + ϕ
′′(η)
2! t
2 + ϕ
(3)(η)
3! t
3 + R3(t)
> ϕ(η) + ϕ′(η)t + ϕ
′′(η)
2! t
2 + ϕ
(3)(η)
3! t
3 − δ0
= 1
4096
· 10−14(b3t3 + b2t2 + b1t + b0),
where
b0 = −17117382845272421978123399;
b1 = 683378812082473582282000;
b2 = 10505233353002226785800000;
b3 = 41068287281715284160000000.
Since b3t3 + b2t2 + b1t + b0 > 0 on ( 88100 , 17301000 ), ϕ(t) is positive on the interval ( 88100 , 17301000 ). For t ∈ (0, 88100 ], since 2728340−
5240000t + 2500000t2 > 0 and 3535828t5 − 3449445t6 > 0, obviously ϕ(t) is positive on the interval (0, 88 ]. Finally,100
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3535828− 3449445t + 250000t5)t5 > 0
on [ 17301000 ,∞), we get that ϕ(t) is positive on this interval. Hence Ω(2)k (s) > 0 on R+ .
III. For all s ∈ R+ , observe that Ψ (1)k (s) = a0 − a1s + s2, where a0 and a1 are some real numbers including eighth roots.
By the SAC-Process, we can prove that a0 > 8657351000000 and a1 <
138144
100000 . It is easy to show that
865735
1000000 − 138144100000 s + s2 > 0
on (0,∞). Observe that Ψ (2)k (s) is a polynomial of degree 4 and Ψ (2)k ( 12641000 ) is a number including fourth roots. By the
SAC-Process, we have that Ψ (2)k (
1264
1000 ) < 0, i.e., Ψ
(2)
k (s)  0 on R+ . Hence T is absolute-p-paranormal but not p-paranormal.
Example 3.9 (p-Paranormal but not absolute-p-paranormal for p = 2). I. Take p = 2, x = 710 , and t = 13471000 so that f2(x, t, p) < 0.
II. Observe that ω22 = 6433689023496710000000000000 − 2110 s2 +2s3 > 0 on R+ . By direct computation, Ω(2)k (s) is a polynomial of degree 6
with rational coeﬃcients. Hence it is easy to check that Ω(2)k (
167
50 ) < 0. So Ω
(2)
k (s)  0 on R+ .
III. Observe that Ψ (1)k (s) = a0 − 176008635000000 s + s2, where a0 = (r1 + r2
√
70 ) for some r1 and r2. It is easy to show that
a0 >
178438
10000 . So Ψ
(1)
k (s) > 0 on R+ . The square roots contained in the coeﬃcients of Ψ
(2)
k (s) disappear by direct computation,
and we obtain an exact polynomial
Ψ
(2)
k (s) = a0 + a1s + a2s2 + a3s3 + s4
with rational coeﬃcients
a0 = 7205731706316304 · 10−14;
a1 = −2468716463289538 · 10−14;
a2 = 121774473354107220969656961 · 10−24;
a3 = −21902141238562 · 10−12.
Observe that Ψ (2)k (s) has minima in the intervals (
103
1000 ,
105
1000 ) and (
10884
1000 ,
10886
1000 ). So if we take η1 = 1041000 in the ﬁrst open
interval ( 1031000 ,
105
1000 ) and consider d1 = 10−3, then we may obtain the maximum number M1 = 3223521185784325 · 10−10 as
in (3.5). Taking δ10 = 107450706192815 · 10−20, by Taylor’s Remainder Test we have that Ψ (2)k (s) > 0 on ( 1031000 , 1051000 ). Similarly,
using
η2 = 10885
1000
, M2 = 32462788142157
25
· 10−10,
d2 = d1 = 10−3, δ20 = 10820929380719
5
· 10−20,
we have that Ψ (2)k (s) > 0 on (
10884
1000 ,
10886
1000 ). This shows that Ψ
(2)
k (s) > 0 on R+ . Therefore T is p-paranormal but not
absolute-p-paranormal.
Remark 3.10. Repeating the processes in Examples 3.8 and 3.9 using Algorithm 3.7, we may obtain examples showing the
classes of p-paranormal and absolute-p-paranormal operators are distinct for various p > 0. We give good candidate triple
numbers (p, x, t) for Step I of the algorithm in Table 3.1, where the numbers are obtained by the sort of computational
approximations as for p = 14 and 2. But the reader can verify “yes” or “no” in Table 3.1 by the method in Examples 3.8
and 3.9 without diﬃculty.
Table 3.1
p-H = p-hypo; A-p-H= absolute-p-hypo; p-P= p-para.
p 12
1
2
3
4
3
4 1 1 3 3 4 4 5 5
x 45
4
5
3
5
3
5
1
2
1
2
1
5
1
5
9
10
9
10
1
2
1
2
t 12
85
100
6
10
1189
1000
133523
100000
133524
100000
16
10
16452
10000
1367
1000
1368
1000
15
10
15537
10000
p-H NO NO NO NO NO NO NO NO NO NO NO NO
A-p-P YES YES YES YES YES NO YES NO YES NO YES NO
p-P YES NO YES NO YES NO YES YES YES YES YES YES
G.R. Exner et al. / J. Math. Anal. Appl. 376 (2011) 576–587 587Remark 3.11. The structures of rank-one perturbations of diagonal operators were well-developed in [11,8,9]. These operator
models can be applied to the studies of operator gaps relevant to p-hyponormality, p-paranormality, and absolute-p-
paranormality by the technique which was used in this note.
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