The assumed scenario is transcription of a face-to-face conversation, such as in the financial industry when an agent and a customer talk over a desk with microphones placed between the speakers and then it is transcribed. From the automatic speech recognition (ASR) perspective, one of the speakers is the target speaker, and the other speaker is a directional noise source. When the number of microphones is small, we often accept microphone intervals that are larger than the spatial aliasing limit because the performance of the beamformer is better. Unfortunately, such a configuration results in significant leakage of directional noise in certain frequency bands because the spatial aliasing makes the beamformer and post-filter inaccurate there. Thus, we introduce a factorial model to compensate only the degraded bands with information from the reliable bands in a probabilistic framework integrating our proposed metrics and speech model. In our experiments, the proposed method reduced the errors from 29.8% to 24.9 %.
Introduction
Recently, the accuracy of automatic speech recognition (ASR) has been much improved by using deep neural networks. However, it is still insufficient to transcribe casual conversations, especially those in cocktail parties. On the other hand, ASR may find more business opportunities in less severe conditions, such as conversations between two people on limited topics, for example, conversations at a teller counter in a bank, in a medical exam room, at a pharmacy counter, and in a municipal office.
In these situations, the speech from each person must be transcribed separately. This diarization is difficult with a single microphone; however, it is relatively easy with multiple microphones because the direction of arrival (DOA) can provide cues. We can place microphones in parallel with two speakers such that, for example, the agent is on the left and the customer is on the right.
If the left speaker is the target of transcription, the right speaker is considered to be an interfering speaker or a directional noise source. To suppress noise, various beamforming technologies have been studied. A delay and sum beamformer (DSBF) focuses in the target direction by synchronizing channels. As for an adaptive beamformer, a minimum variance distortionless response beamformer (MVDR) [1] was proposed to minimize ambient noise while maintaining a constant gain in the target direction. Blind signal separation (BSS) based on independent component analysis (ICA) was also proposed; however, its performance is similar to that of MVDR [2] when the sound sources are correctly localized. For extra noise reduction, subtraction of estimated noise with a sub-beamformer was explored [3] [4] . For decomposition, non-negative matrix factorization (NMF) [5] was enhanced as multi-channel NMF [6] .
These speech separation methods have various pros and cons. One shared aspect is that they may have a spatial aliasing problem when the microphone interval is too large. In this case, the sounds of the directional noise cannot be distinguished from the sounds from the target direction in terms of the phase difference between the microphones. Because of this, the methods cannot completely eliminate sounds from non-target directions when using a small number of microphones and leave residual speech as by-products. Unfortunately, ASR is often more sensitive to such residual speech than humans are. Therefore, a practical approach is to combine beamformer technology with other techniques to enhance the suppression performance.
Binary selection is one such technique. It includes two types of masking based on inter-channel amplitude difference [7] or inter-channel phase difference [7] [8] . The "amplitude" approach requires unidirectional microphones. The problem is that they detect a flipped phase for a sound coming from the opposite side. Therefore, they cannot be used as an adaptive beamformer in our configuration. On the other hand, the "phase" approach can use omnidirectional microphones; however, the problem with this method is that the microphone interval is theoretically limited.
Another technique is post-filtering. This technique essentially uses the correlation between channels. The basic form is the Zelinski post-filter [9] , which assumes that noise is uncorrelated between channels. Therefore, it was not designed for directional noise cases. The post-filtering technique has been further enhanced [10] [11] [12] and is also known as a multi-channel Wiener filter. To work with spatially correlated noise components, a post-filter was combined with a generalized sidelobe canceller (GSC) [13] and a second postfilter [14] . However, there have been only a few attempts [15] that explicitly coped with spatial aliasing between the target speaker and the directional noise source.
In this paper, we assume that only a few microphones are available because a large-scale microphone array with many elements is expensive. Also, if the software processing is performed on a cloud system, transmission of too many channels may overload the intranet infrastructure.
Our previous study [15] showed that an adaptive beamformer recovers the original speech from the mixed speech signal better when the microphone interval is set to a larger distance, regardless of the spatial aliasing limit. In fact, many retail small-scale microphone arrays have larger microphone intervals with a risk of spatial aliasing. In such a configuration, the adaptive beamformer and post-filter (Zelinski type) may have residual components from the directional noise source in the frequency bands where the spatial aliasing occurs. Our previous study proposed an aliasing-aware post-filter mainly to suppress noise in alternate speech segments; however, it did little for mixed speech segments. This is the motivation for this study.
Because the degradation only occurs in certain frequency bands, it is reasonable to compensate the degraded bands with information from reliable bands. This approach has been widely explored in previous studies on missing features [16] [17] [18] . In Section 2.2, we introduce a unique metric to account for spatial aliasing. It is integrated with a factorial model as a confidence metric as described in section 2.4.
Proposed Method

System configuration
The MVDR-based adaptive beamformer and Zelinski postfilter are introduced to reduce the directional noise from the interfering speaker. They are followed by a novel part of factorial modeling. For this model, the signal and metrics should be converted with Mel-filter banks because the model is designed in the log-Mel domain.
This system uses two DOA indices: one for the target speaker (which is to be searched for on the left side of the microphones) and another for the interfering speaker on the right side. The microphones are placed in parallel with the speakers. To detect the DOAs, cross-spectrum phase (CSP) analysis (also known as GCC-PHAT) is performed for the two channel inputs of all the microphone pairs. Figure 1 shows an example of Zelinski post-filter values in a frame when only the interfering speaker speaks. Because the target speaker does not speak, all the values are expected to be zeros, yet we observe several bands that are not close to zero. Therefore, the output of a Zelinski post-filter cannot completely eliminate the interfering speech. This problem also occurs with MVDR.
Aliasing metric
It is caused by spatial aliasing. If we know the DOAs for both the target speaker and the interfering speaker (i.e. the directional noise source), we can estimate which bands are susceptible to interference. For this purpose, we introduce a new metric n m E , for the microphone pair of m and n as
where n m i , is the DOA index for the target speaker for the microphone pair of m and n, as determined by CSP analysis. N is the discrete Fourier transform (DFT) size, and ĵ is the DOA index for the interfering speaker. As shown in Figure 2 , if q E is close to one, the observed phase at bin q of the sound from the target direction is hardly distinguishable from the one from the interfering speaker direction. That means the output of the post-filtering (and also that of MVDR) is unreliable for that bin. In Figure 1 
for the q-th bin. This is further converted into the Mel domain as 
Spectral density metric
We also obtain a Mel-filtered version of the Zelinski post-filter
where v is regarded as a spectral density metric.
It has been suggested that a large value indicates that the band in the frame must be dominated by the target speech signal [17] . However, this is not always true when spatial aliasing occurs. Therefore, this metric is combined with the aliasing metric in the factorial model.
Factorial model
The factorial model is designed as the product of Gaussians. We use two-factor formulation to integrate the metrics. It is similar to that used to capture harmonic information [19] . The first factor represents a compensation vector referring to a clean speech GMM (Gaussian mixture model). The second factor is designed as a Gaussian whose mean is zero that may make the compensation vector null. Thus, depending on the balance of the two factors, the extent of the compensation can be controlled. It is implemented in a probabilistic framework based on the confidence.
Our goal is to compensate the Zelinski post-filtered output
where x is the estimated clean speech of the target speaker. g accounts for the residual noise component. It is given by VTS (vector Taylor series) formulation for each band d using the mismatch function G as
where n is the residual noise of the interfering speaker. For this purpose, we first calculate the probability distribution e n y g p , ,
. Then, we obtain the estimated compensation vector ĝ by using the minimum mean square error (MMSE).
First, we approximate the probability by the following factorial model in the log-Mel spectrum domain,
Here, the frame index T is omitted.
The first model n y g p , is designed to output the VTS compensation. It is a GMM whose k-th component has a higher probability around 6 , and prior probability k J for the k-th Gaussian. We introduce a wild assumption that the residual noise of the interfering speaker is characterized as a single Gaussian with mean n P and variance n 6 , which are measured in noise segments.
If Equation (7) does not have the second model v e g p , , it works as full compensation of VTS. Because this paper approximates residual speech with a single Gaussian, its entire application may hurt the output. It should only be applied to the band at the frame in which the observation is not reliable. In such a background, the second model is introduced. It is designed to have a peak around zero. Zero means no compensation. The strength of the second model is controlled by manipulating the model variance.
The first model n y g p , is written by using VTS as
, 6 6 # 6 P P (10) where k U is the posterior probability. F is an auxiliary function defined for each band as
As for the second model v e g p , , our approach designs it as a Gaussian associated with the k-th component:
Therefore, the product in Equation (7) is actually taken for each component of the GMM.
The variance \ should have a small value when e is small and v is large. When the variance becomes small, the probability distribution has higher probability around the mean value, namely zero. We calculate the variance \ by scaling the variance of the k-th Gaussian at the d-th band in the speech model. Firstly, the geometric average of v and (1-e ) are taken and processed with sigmoid function as
where D and E are constants for the sigmoid and are set to 5.0 and 0.5, respectively. If we only use the aliasing metric, this can be written as
Then, the variance of the second model is obtained as
where H is a very small constant and O is a constant (set to 0.5 in our experiments). These values are derived from our previous study [19] . Then, v e n y g p , , , can be written as a single GMM:
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Here, Z is a normalizing constant. The variances and means for z are given respectively by
We used a diagonal approximation in the clean speech model. The posterior probabilities are then given by , ;
where
^`
The compensation term is estimated with the MMSE as
According to (20) , the variance used for the posterior probability On the other hand, a band with low confidence has a larger variance, thus making less contribution to the posterior estimation in Equation] (19) . Also, for such a degraded band, the MMSE output has more compensated value via the interpolated mean of Equation (18), where
Experiments
In this paper, an evaluation was performed with two microphones in a small quiet meeting room, as shown in Figure 3 . Two omnidirectional microphones were placed on a table between two speakers acting as an agent and a customer. The distance between the microphones was 12 cm. Three sessions were recorded with four different male speakers. They made simulated financial conversation in Japanese consisting of 134 utterances in total. The beamformer operated at a 16-kHz sampling frequency. Then, we simulated mixed speech data using this recording. For the agent speech testing, some parts of the customer speech were selected and then added over the entire recording in stereo. We performed the same task for the customer data. Table 1 shows the SNRs (signal-to-noise ratios) for the recordings and the simulated mixed speech data.
Because we focus on mixed speech, segments in which only the interfering speaker was active were not decoded by ASR. This corresponds to the use of DOA-based VAD (voice activity detection). In this paper, the metric to evaluate the performance of the proposed method is the ASR error rate. The acoustic model is a CNN-based quin-phone model trained with several hundred hours of speech data recorded in clean and noisy environments. The number of context-dependent phones is 7000. The input feature consists of 40-dimension log-Mel spectra, their delta, and delta-delta. The language model is a general purpose tri-gram model with a few hundreds of thousand vocabularies.
For evaluation of the factorial model, a clean speech GMM with 256 prototypes was trained in a 40-dimensional log-Mel domain with the clean speech data in CENSREC-3 (condition 4) [20] , which were recorded with a far-field microphone in a stationary car. Because the channel characteristic is not compatible with our environment, the means of the Gaussian were shifted with channel bias estimated with the clean recordings of each session.
The DOAs' accuracy is important for better system performance. In this experiment, the two DOAs were tracked through the session. They were updated only when a CSP peak was observed on their respective sides. Table 2 summarizes the experimental results. Case 0 is for reference (without overlapping). This result can be considered as an upper bound on the system performance. Case 1 is the baseline using the single microphone nearest the speaker. The error rate was quite high due to the interfering speech. Case 2 uses the simple MVDR system. It showed much improvement, but the error rate was still high. In Case 3, the Zelinski postfilter was applied to the MVDR output. We obtained additional gain with the post-filter. Case 4 performed modelbased compensation for the output of Case 3. This is equivalent to implementing only the first model of Equation (7) . Because this scheme performs VTS compensation for the entire output while the compensation involves approximation, it showed a small degradation compared to Case 3. Case 5 is a sub-set of the proposed system performing factorial modeling for the output of Case 3, but it uses only the aliasing metric with Equation (14) . It reduced the errors by 11.7 % compared to Case 3 in favor of the factorial modeling. Case 6 is the full proposed system using both metrics. It further reduced the errors by 16.4 % compared to Case 3. Because Case 5 and Case 6 performed VTS compensation only for the necessary part in time-frequency space using information from reliable bands, they outperformed Case 4.
Conclusion
We have proposed a factorial modeling method to suppress directional noise efficiently in situations where spatial aliasing occurs. Although an adaptive beamformer with a small number of microphones performs better at a wider microphone interval than the aliasing limit, it leaves residual noise in particular bands. The proposed factorial model compensates the degraded bands by using information obtained from reliable bands indicated by the proposed metrics in a probabilistic framework. We believe we can improve our system more by introducing more Gaussians to represent residual speech while our current noise model uses only one.
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