I. INTRODUCTION
Computer simulations play a major role in increasing our understanding of systems of interest in statistical physics, [1] [2] [3] and are of particular interest for studing phase transitions. Often it is necessary to combine theoretical treatments and experimental techniques with computer simulations. The relation between theory, experiment, and simulation can be represented as in Fig. 1 , where the arrows on the exterior of the triangle represent the exchange of information and ideas between researchers using the different techniques.
To teach the concepts of physics we often provide examples to help enhance understanding. Such examples are almost always simple and exactly soluble. However, the physical world is far more complex, and much of the interesting behavior that we observe in nature does not involve a small number of particles or highly symmetric systems. In such instances, computer simulations can be indispensable in elucidating behavior that is not accessible analytically. In this article we show how computer simulations can be used to understand the thermodynamic and dynamics properties of simple magnetic systems. Although we will describe only a few simple examples, these same techniques can be readily adapted to more complex models.
The standard Monte Carlo method, which was developed a half-century ago, is the Metropolis importance sampling algorithm. 4 This method has gained wide acceptance because of its simplicity. More recently, new and more efficient algorithms have been developed that allow simulations to achieve the resolution needed to accurately locate and characterize phase transitions. 3 The motivation for these developments is that traditional Monte Carlo methods exhibit long time scales, thus requiring long simulations. At first-order phase transitions metastable states may appear, and at continuous transitions critical slowing down becomes a problem. Beginning with the seminal work of Swendsen and Wang 5 and extended by Wolff, 6 cluster flip algorithms have been used to reduce critical slowing down near continuous phase transitions. Similarly, the multicanonical ensemble method [7] [8] [9] [10] [11] overcomes the barrier between coexisting phases at first-order transitions and has general utility for systems with a rough energy landscape. 8, 12, 13 In both situations, histogram reweighting techniques 14 can be applied to increase the amount of information that can be gleaned from simulational data, but the applicability of reweighting is severely limited in large systems by the statistical quality of the "wings" of the histogram.
More recently Wang and Landau 15 developed a new algorithm that directly determines the density of states of a system using a random walk in a suitable parameter space ͑such as energy͒. From the density of states obtained in a single simulation, the thermodynamic quantities at all temperatures can be computed. The Wang-Landau sampling method is very efficient near both first-order and continuous phase transitions.
Stochastic sampling ͑Monte Carlo͒ methods [1] [2] [3] 16, 17 provide information about static properties, but cannot give much information about time-dependent properties in deterministic systems. In contrast, spin dynamics 18, 19 simulations solve the classical equations of motion governing the dynamical properties of the systems numerically, with restrictions given by the initial conditions. Typically, the time scale of the phenomena of interest is very long so that many integration steps are required. However, large truncation errors occur unless a very small time step is used. These limitations motivated the development of new methods, among which is a class of algorithms based on decompositions of exponential operators 19 as originally used for quantum Monte Carlo simulations. These numerical algorithms are time reversible, conserve exactly the phase-space volume, and yield a bounded error for the total energy of the system. 20 ͑In some cases the total energy is conserved exactly. 21, 22 ͒ These methods permit much larger time steps and allow longer time scales to be reached.
II. STATISTICAL MECHANICS BACKGROUND
All thermodynamic properties of a system can be calculated from the partition function
where ␤ =1/ ͑k B T͒ is the inverse temperature, k B is Boltzmann's constant, the first sum is over all states of the system, the second sum is over all energies, and g͑E͒ is the density of states ͑for a system where the energy variable assumes continuous values, g͑E͒ is the number of possible states between energy E and E + ⌬E͒. The free energy, and hence all other thermodynamic properties, may be calculated straightforwardly from the partition function. For example, the free energy is
and the internal energy can be determined from
The heat capacity can be determined either as a thermodynamic derivative or from the fluctuations in the internal energy using the fluctuation-dissipation theorem, that is,
In most measurements of physical systems, the relative size of the fluctuations of the energy is so small that it is not possible to compare the results for C͑T͒ that are obtained using Eqs. ͑4a͒ and ͑4b͒. In contrast, the Monte Carlo simulations make it possible to compare the two ways of computing C͑T͒.
III. MONTE CARLO METHODS

A. Metropolis method
Conventional Monte Carlo methods perform a random walk in energy as they attempt to find those states that contribute substantially to the partition function. These algorithms, [1] [2] [3] such as Metropolis and Swendsen-Wang, generate an estimate of the canonical distribution function P͑E , T͒ at a given temperature T:
Such distributions are so narrow that multiple runs are usually needed to describe thermodynamic quantities over a significant range of temperature. Nonetheless, Metropolis sampling is simple to implement for many models and is still widely used. The Metropolis algorithm samples the configuration space with a transition probability p͑ → ͒ from state with energy E to state with energy E given by
B. Wang-Landau sampling
A different approach to sampling the partition function, commonly termed Wang-Landau sampling, 15, 16 determines the density of states g͑E͒ directly via a random walk, which produces a "flat" histogram H͑E͒ of visited states in energy space. The estimate for g͑E͒ is improved at each step of the random walk to produce a result that converges to the true value.
At the start of the simulation we set g͑E͒ = 1 for all possible values of E. A random walk in energy space is started by choosing a site at random and flipping its spin with a probability proportional to 1 / g͑E͒. If E 1 and E 2 are the energies before and after a spin value is changed, the transition probability from E 1 to E 2 is given by
If the trial state with energy E 2 is accepted, the existing value of g͑E 2 ͒ is multiplied by the modification factor f Ͼ 1, that is, g͑E 2 ͒ → fg͑E 2 ͒, and the existing entry in the energy histogram for H͑E 2 ͒ is updated, that is, H͑E 2 ͒ → H͑E 2 ͒ +1. If the trial move is rejected, g͑E 1 ͒ and H͑E 1 ͒ are updated in a similar fashion. It is instructive for students to realize that g͑E͒ often becomes so large that computer "overflow" results, so in practice it is preferable to work with the logarithm of g͑E͒ so that all possible ln͓g͑E͔͒ will fit into double precision numbers. The random walk is carried out until the histogram H͑E͒ becomes "flat." Then H͑E͒ is reset to zero, and the next iteration begins with a new modification factor f i+1 , which has been systematically reduced using a function such as
, where i denotes the number of iterations. The simulation ends when the modification factor is smaller than a predefined value ͑such as ln f final =10 −8 ͒. The choice of the initial modification factor f 0 is not important as long as f Ͼ 1. In the following examples f 0 = e Ӎ 2.71828. . . and n = 2. The phrase "flat histogram" means that H͑E͒ for all possible values of E is not less than x% of the average histogram ͗H͑E͒͘; x% is chosen according to the size and complexity of the system and the desired accuracy of g͑E͒. For the results presented here x = 80.
The final density of states can be normalized using some known value of g͑E͒. For example, for the Q state Potts model the condition that the total number of possible states is ͚ E g͑E͒ = Q N or that the number of ground states is Q can be used to normalize g͑E͒.
The method can be further enhanced by performing multiple random walks, each for a different range of energy, either serially or in parallel. The random walk is forced to remain in the range by rejecting any move out of range; 24 care should be taken to ensure that all spin configurations with energies in the desired range can be equally accessed. The resultant pieces of the density of states can then be joined together.
C. Static thermodynamic properties of a few simple systems
The 2D Ising model with nearest-neighbor interactions on a L ϫ L square lattice is an ideal system for students to study because it is easy to simulate and exhibits a critical point that has been studied extensively. [25] [26] [27] The Hamiltonian of the Ising model is given by where i = Ϯ 1, and the sum is over all nearest-neighbor pairs of spins, represented by ͗i , j͘. Periodic boundary conditions are used; that is, the lattice is wrapped around in both directions, forming the surface of a torus. The internal energy U͑T͒ of the 2D Ising model, shown in Fig. 2͑a͒ for L = 16 and 50, was obtained with Eq. ͑3͒ using the g͑E͒ obtained by Wang-Landau sampling. 28 Note that the slope of U͑T͒ / N near the phase transition point increases with L ͑where N = L 2 is the total number of spins in the system.͒ The heat capacity shown in Fig. 2͑b͒ was obtained from the simulation using the two equivalent relations in Eq. ͑4͒; in the scale shown these two results are indistinguishable. The region near the heat capacity peak is shown in an enlarged view for L = 50 in Fig. 2͑c͒ , where the circles represent C͑T͒ computed from Eq. ͑4b͒ and the triangles are the derivative of U͑T͒ / N computed as a simple difference. When the derivative in Eq. ͑4a͒ is computed with a five-point function, the results lie precisely on top of the circles in Fig. 2͑c͒ . Away from the phase transition the fluctuations are almost independent of L, but near the critical point they are limited by the size of the lattice; hence, finite size effects can be studied in detail. The arrows mark the location of the critical temperature in the thermodynamic limit L → ϱ.
In the Ising model each spin can point either up or down, that is, = Ϯ 1. In contrast, in the classical Heisenberg model the spins are unit length vectors that can point in any direction on a sphere. The classical Heisenberg model is a good approximation to systems with a large spin quantum number. For the 2D Ising model the heat capacity vanishes at T =0, ͓see Fig. 2͑b͔͒ , whereas for an isotropic Heisenberg ferromagnet ͓see Eq. ͑10͔͒ the heat capacity at zero temperature C͑T =0͒ / N equals 1.0, as shown in Fig. 3 for two lattice sizes. 29 This difference in the value of C͑T =0͒ / N is expected, because the isotropic Heisenberg model has two global degrees of freedom, namely the two angles defining the direction of a spin on the sphere. ͑The system does not have any kinetic energy because the spins are fixed on the lattice sites.͒ From the equipartition theorem, the energy per spin is 2 ϫ k B T / 2=k B T at low temperatures where the linear spinwave approximation is valid. Thus, the equipartition theorem states that C͑T͒ / N becomes one as T → 0; this result is confirmed in the simulations. ͑In a real physical system the equipartition theorem is not valid at low temperatures, where quantum effects are dominant.͒ The Wang-Landau algorithm can also be applied to a model with a first-order phase transition 30, 31 for which the internal energy and the entropy have discontinuities at the transition and both ordered and disordered states coexist at the transition. We consider the 2D Q = 10 ferromagnetic Potts model on a L ϫ L square lattice with nearest-neighbor inter- actions and periodic boundary conditions. This model is an ideal system for studying temperature-driven first-order phase transitions, and some exact solutions and extensive simulational data are available. 31 The Hamiltonian is
and s i =1,2, ...Q. During the simulation, we select lattice sites randomly and choose integers between ͓1:Q͔ randomly for new Potts spin values. From the simulation result for the density of states g͑E͒, we can calculate the canonical distribution using Eq. ͑5͒ at any temperature without performing multiple simulations. In Fig. 4͑a͒ , we show the resultant double peaked canonical distribution 15, 31 32 The latent heat for this temperature driven first-order phase transition can be estimated from the energy difference between the double peaks. The schematic free energy curve that is often seen in textbooks is directly related to the inverse of the probability curves 33 and shows how the free energy barrier between coexisting states grows with increasing system size.
Because of the double peak nature of P͑E , T͒ at a firstorder phase transition, Metropolis simulations require a very long time for the system to travel from one peak to the other in energy space. Figure 4͑b͒ shows P͑E , T͒ at T c ͑L = 200͒ obtained with the Metropolis algorithm with L 2 ϫ 10 7 single spin-flip trials. This distribution has only a single peak, because the algorithm was not able to sample both peaks for the number of spin-flip trials performed. Because the ratio of the valley between the two peaks to the height of the peaks that we find for L = 200 using Wang-Landau sampling is Ϸ9 ϫ 10 −10
, we can understand why it is almost impossible for conventional Monte Carlo algorithms to overcome the barrier with current computational resources. Of course, for small systems students can perform Metropolis simulations and watch the system "tunnel" between the two degenerate states and determine how the average tunneling time increases with lattice size. With Wang-Landau sampling all possible energy levels are visited with equal probability, so the barrier between the coexisting phases in the conventional Monte Carlo simulations is overcome. The insets of Fig. 4͑a͒ show a histogram for L = 100 and histograms from multiple simulations over different energy ranges for L = 200. We see that the histogram is not perfectly flat and in the case where multiple random walks were performed, the flatness criterion in each energy interval is reached after a different number of sampled states. Figure 5͑a͒ shows the free energy of the Q = 10 Potts model for L = 50 computed from the density of states g͑E͒ using Eq. ͑2͒. Because the phase transition is first-order, the free energy has a discontinuity in the first derivative at the transition temperature. ͑The discontinuity becomes clearer for larger lattices.͒ In contrast, at a continuous phase transition the free energy derivative is a continuous function, as illustrated in Fig. 5͑b͒ for the 2D Ising model. 
IV. INTRODUCTION TO SPIN DYNAMICS
Monte Carlo studies of the dynamics measure time in terms of the number of simulation steps. [1] [2] [3] We now discuss the dynamic properties of physical systems for which the time refers to the real time that appears in the equations of motion.
In general, the dynamic properties of a system are more complex than static ones. For example, although the classical Heisenberg ferromagnet and antiferromagnet belong to the same static universality class, they have very different dynamic behavior. 18, 34 This difference can be understood from spin-wave theory, which predicts different low temperature dispersion curves for the two models.
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A. Spin dynamics method
For simplicity, we discuss spin dynamics simulations for the classical isotropic Heisenberg model, described by the Hamiltonian
where S i is a dimensionless unit vector ͑often referred to as a "classical spin"͒ located on lattice site i. Nearest-neighbor pairs of spins are coupled by the interaction parameter J, which can be ferromagnetic ͑J Ͼ 0͒ or antiferromagnetic ͑J Ͻ 0͒. We will consider simple cubic lattices with periodic boundary conditions. The dynamics is given by the equation of motion
where ␥ is the gyromagnetic factor 36 and the effective field H eff,i is defined by its components
where k = x , y , z, and the sum is performed over all nearestneighbor sites of i. In computer simulations, constants are often absorbed into variables to simplify the program and reduce floating point errors. In this case, we absorb the constant ␥ into the time variable. Because the effective field has units of J, the time variable used in the spin dynamics simulations is also measured in units of J ͑that is, tJ is dimensionless͒. If we denote the spins collectively as Y͑t͒, we can rewrite the cross product in Eq. ͑11͒ in matrix form and express the equations of motion in the compact form
where R is a matrix that governs the orientational changes of the spins. Note that the spin positions are fixed and the spin motion refers only to the change of spin orientations. The formal solution of Eq. ͑13͒ is
where is the integration time step and e R is the evolution operator.
Spin dynamics simulations can be used to study several dynamic properties. 18 Of particular interest are the dynamic structure functions, which are Fourier transforms of spaceand time-displaced spin-spin correlation functions. The importance of dynamic structure functions is that they can be measured in the laboratory by inelastic neutron scattering.
To obtain the dynamic properties of the spin model at a fixed temperature T rather than at fixed energy, we use many equilibrium configurations obtained from Monte Carlo simulations 1 of the model at a given T as initial configurations. Solutions for different initial configurations are then averaged to yield results in the canonical ensemble.
Given the need for long time simulations of the equations of motion, the overall speed of the integration algorithm is very important. Each integration step involves spin derivative computations, which are very time consuming, so it is desirable that an algorithm be accurate for large time steps. Another criterion for a good integration method is that it reproduce the conservation laws and properties of the classical equations of motion. Of particular importance is that it conserves the energy and the phase-space volume and be time reversible. These properties are closely related to the stability of the algorithm and to its accuracy for large time steps.
B. Standard integration methods
Ordinary differential equations, such as the equations of motion in spin dynamics, are often solved numerically using finite difference methods. 37 These use the variables ͑spins and their time derivatives͒ at time t to compute the values of these quantities at a later time t + . The accuracy of this procedure is often proportional to a power of . An integration method is nth order if the local ͑per time step͒ truncation error is of O͑ n+1 ͒. The simplest integration method uses a Taylor series expansion such as
and then truncates it, for example to O͑ 3 ͒. Truncation to higher orders of requires the computation of higher-order derivatives of spins. Although such computations are possible, usually the resulting method is too complex to be practical. This algorithm is not time reversible and replacing by − in Eq. ͑15͒ yields different trajectories, does not conserve the phase-space volume, and gives rise to a very large energy drift. A better implementation based on Taylor series expansions that avoids the large energy drift is the popular Verlet algorithm. 38 A class of popular and versatile higher-order methods are predictor-corrector algorithms in which the values of S i ͑t͒ are first approximated by a predictor step and then adjusted by a corrector step. A common implementation of a predictor-corrector method is a fourth-order algorithm that uses the explicit Adams-Bashforth four-step method 37 as the predictor step and the implicit Adams-Moulton three-step method 37 as the corrector step. Both the predictor and the corrector steps have a local truncation error of O͑ 5 ͒. This method is easy to apply for a general set of equations, but is not time reversible, does not preserve the phase-space volume, and yields large energy drifts unless very small time steps are used.
C. Decomposition algorithms
Decomposition algorithms methods use an identity 19, 20, 39 to factorize the exponential operator e ͑A+B͒ . The simplest approximations are the lowest-order decompositions Higher-order decompositions of the exponential operators have been derived. 20, 39 The various decompositions express the exponential operator in terms of different numbers of separate operators and have different truncation errors. For example, the fourth-order Suzuki-Trotter decomposition 39 factorizes the exponential operator e ͑A+B͒ into a product of 15 terms.
Such a decomposition procedure can be applied to spin dynamics. 19 The spin Hamiltonian in Eq. ͑10͒ can be expressed with the help of Eq. ͑12͒ as
For example, a simple cubic lattice can be divided into two interpenetrating sublattices A and B. We can imagine the simple cubic lattice as a sodium chloride ͑NaCl͒ crystal, with the Na atoms on the sites of sublattice A and the Cl atoms on the sites of sublattice B. With this division we can decompose the Hamiltonian into sums of spins in sublattice A and sums of spins in sublattice B:
where H eff,A i and H eff,B i are the effective fields acting on the spins S i in sublattices A and B, respectively. In Eqs. ͑18͒ and ͑19͒ care should be taken so that each pair of interaction is only counted once. The equations of motion can then be written as
and reduced to the more compact form
where R A and R B are defined in a similar way as the operator R in Eq. ͑13͒, but with nonzero effective fields only for spins in sublattices A and B, respectively. The formal solution to Eq. ͑21͒ is
We decompose the evolution operator using Eq. ͑17͒ and obtain
where e R A rotates the spins S i in sublattice A by the angle ͉H eff,A i ͉ around H eff,A i while keeping spins in sublattice B fixed, and e R B rotates the spins in sublattice B by the angle ͉H eff,B i ͉ around H eff,B i while keeping the spins in sublattice A fixed. The effective fields acting on spins of a given sublattice are determined only by the spins on the other sublattice so the rotations of all spins on one sublattice are independent of each other and can be done in parallel. Higherorder integration algorithms for spin dynamics can be implemented using higher-order decompositions of the exponential operator.
The decomposition algorithms we have described are time reversible and preserve the phase-space volume element. Although the decomposition algorithms do not conserve the total energy in general, the long-time energy deviation does not display a systematic drift due to time reversibility. Because of these features, decomposition algorithms can use much larger time steps than standard integration techniques. Higher-order decomposition algorithms require more operations per integration step but are accurate for larger time steps. Figure 6 shows the dynamic structure function 18 S͑q , ͒ for momentum transfer q = ͑q ,0,0͒ and frequency for the Heisenberg ferromagnet described in Eq. ͑10͒ on a 20ϫ 20 ϫ 20 simple cubic lattice at T = 0.4T c and various values of q. Dynamic structure functions can be used to detect and characterize collective excitations such as spin waves. The integration of the equations of motion were done up to t max = 1000J −1 using the fourth-order Suzuki-Trotter decomposition 39 with a time step of = 0.2J −1 . The inset of Fig. 6 shows the dispersion curve 43 of the collective excitations as determined from the frequency of the spin-wave peaks for all q values that are allowed for this finite lattice. The T = 0 curve can be derived from linear spinwave theory, which predicts that the spin-wave peaks are ␦-functions. The broadening of the spin-wave peaks due to spin-wave-spin-wave scattering is only accessible via complicated theoretical calculations. In contrast, spin dynamics simulations show straightforwardly and quantitatively that the spin-wave peaks are broadened and that the peak frequency decreases as the temperature increases.
42
D. Dynamic properties of a few simple systems
One of the best physical realizations of a classical Heisenberg antiferromagnet is RbMnF 3 , in which the magnetic ions Mn +2 have a total spin quantum number S =5/ 2, and are located on the sites of a simple cubic lattice. Magnetic ions with spin S տ 2 can be well approximated by classical spins. The experimentally measured value of the nearest-neighbor interactions is J exp =−͑0.58Ϯ 0.06͒ meV. Magnetic ordering with antiferromagnetic alignment of spins occurs below the critical temperature 44 T c = 83 K. Direct comparisons of S͑q , ͒ obtained from spin dynamics simulations and neutron scattering data 44 yield good quantitative agreement with no adjustable parameters. 45 An illustration of this comparison at T = 0.894T c for momentum transfer q in the ͓111͔ direction is shown in Fig. 7 .
Integration of the equations of motion was done up to t max = 1000J −1 using the fourth-order Suzuki-Trotter decomposition 39 with = 0.2J −1 . The experimental energy resolution width was 0.25 meV, which is shown as a horizontal line segment in Fig. 7 . For direct comparison S͑q , ͒ from the simulations was convoluted with the experimental resolution function and the T-and -dependent population factor was removed from the neutron scattering data. The normalization of the values of S͑q , ͒ between simulation and experiment was done at one T and q; the same factor was then used to normalize the curves for all values of q. We see that this simple model is sufficient to offer insight into the dynamical behavior of the real physical system.
V. SOME FINAL THOUGHTS
We have briefly described Monte Carlo sampling and spin dynamics methods for studying the static and dynamic properties, respectively, of some magnetic models of interest in statistical physics. We emphasize that these techniques are broadly applicable and can be readily applied to more complicated models. This capability provides students the opportunity to ask "what if?" questions and then do the simulation to determine the effect, for example, of adding more distant neighbor interactions, a magnetic field, or a field that is not physically realizable in the laboratory but that might enhance our understanding of a particular phenomenon. An example of the latter is the application of a staggered magnetic field to an Ising antiferromagnet with the result that the full phase diagram explains naturally why a tricritical point does not violate the principle of universality. 3 If directed properly, the exploratory capability of computer simulations can be extremely valuable.
If students write their own simulation programs, it provides them with the opportunity to learn or refine their skills at computer programming and debugging, data analysis, and error estimation. Our experience in several decades of offering courses on computer simulations is that requiring students to then write reports of their projects offers valuable training in learning the logical presentation of methods and results in a noncookbook fashion.
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