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Despite well over a century of effort, the proper expression for the classical entropy in statistical
mechanics remains a subject of debate. The Boltzmann entropy (calculated from a surface in
phase space) has been criticized as not being an adiabatic invariant. It has been suggested that
the Gibbs entropy (volume in phase space) is correct, which would forbid the concept of negative
temperatures. An apparently innocuous assumption turns out to be responsible for much of the
controversy, namely, that the energy E and the number of particles N are given exactly. The
true distributions are known to be extremely narrow (of order 1/
√
N), so that it is surprising that
this is a problem. The canonical and grand canonical ensembles provide alternative expressions
for the entropy that satisfy all requirements. The consequences are that negative temperatures are
thermodynamically valid, the validity of the Gibbs entropy is limited to increasing densities of states,
and the completely correct expression for the entropy is given by the grand canonical formulation.
The Boltzmann entropy is shown to provide an excellent approximation in almost all cases.
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I. INTRODUCTION
Entropy is such a fundamental concept in the fields
of statistical mechanics and thermodynamics that one
might think its definition could not be a matter of dis-
pute. Nonetheless, the proper definition of entropy has
become a matter of heated discussion. Some workers
in the field have pointed to weaknesses in the Boltz-
mann definition (defined in section III)[1, 2], and claimed
that the Gibbs entropy (defined in section IV)[3–5] must
replace it[6–16]. Others have defended the use of the
Boltzmann entropy and pointed to flaws in the Gibbs
entropy[17–32].
At the center of the debate is the question of whether
negative temperature[33, 34] is a thermodynamically con-
sistent concept. The Gibbs entropy requires the temper-
ature to be positive[7, 8], while the Boltzmann entropy
allows it to be negative.
Although most of the discussion has been restricted to
the Boltzmann and Gibbs entropies, I believe that this re-
striction is responsible for the controversy. Since the two
forms of entropy have different strengths and weaknesses,
the two sides have disagreed mainly on which strengths
and weaknesses are most important. The argument can
be resolved by opening up the discussion to consideration
of other definitions of entropy. In this paper, I will exam-
ine the strengths and weaknesses of the Boltzmann and
Gibbs entropies, and discuss two alternatives that do not
have the weaknesses of either. By freeing the discussion
from an artificial restriction in the definition, we will see
that thermodynamics can provide a thermodynamically
consistent basis for negative temperature
The term “entropy” has been associated with many
related, but different concepts. I am concerned exclu-
sively with the thermodynamic entropy. I will limit the
present discussion to classical systems. Although many
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of the disagreements concern quantum systems, they are
largely based on classical arguments.
The discussion is also limited to systems that are fi-
nite, but not small. Although claims have been made
that thermodynamics should apply to small systems –
even a system consisting of a single particle[14, 16] – I
will only consider macroscopic systems, in which there
are sufficient particles for the fluctuations to be smaller
than the resolution of experiments, as a rough estimate,
more than 1012 particles. For arguments to be valid for
small systems, they must at least be valid for large, finite
systems.
The main source of disagreement is the fact that the
microcanonical ensemble is not quite correct, although
the discrepancies in most cases are very small. The er-
rors in the Boltzmann and Gibbs entropies are usually of
the order of 1/N or ln(N)/N . Such errors are masked by
fluctuations of order 1/
√
N , and, indeed, are not measur-
able in a macroscopic system[26, 35]. These errors must
nevertheless be taken seriously. The advocates of the
Gibbs entropy have argued that the Boltzmann entropy
violates thermodynamics for finite, classical systems be-
cause of discrepancies of the order of 1/N in the predicted
energies [7, 8]. I will therefore examine the exact behav-
ior of classical systems, even if the errors are as small as
order 1/N .
The practical purpose of thermodynamics is to pre-
dict the results of experiments. These predictions are
ultimately based on probabilities calculated in statistical
mechanics. For example, the probability distribution of
the energy could be calculated by statistical mechanics
for a system had previously been in contact with another
system. This calculated distribution could, in principle,
be checked experimentally by many repetitions of the ex-
periment, bringing two systems into thermal contact and
then separating them. This is the concept of probability
that I will use throughout.
Boltzmann was the first to establish a connection be-
tween thermodynamics and the probability of observing
values of extensive variables in experiments[1, 2, 36, 37].
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2The derivation of the probability distribution in Section
II and the corresponding expression for the Boltzmann
entropy in Section III is a generalization of Boltzmann’s
idea to include the volume and the particle number as
thermodynamic variables.
There is a error due to the use of the microcanonical
ensemble: It gives expressions for the entropy that violate
an exact thermodynamic stability condition [28, 38]. I
will show that this is also corrected by the canonical and
grand canonical entropies in section V.4.
In this paper, I will consider four expressions for the en-
tropy, which use different approximations for the energy
and particle number distributions. A detailed descrip-
tions of their properties are given in Sections III, IV, V,
and VI, but a brief overview is given here.
1. The simplest is the Boltzmann entropy, which as-
sumes that the number of particles is known ex-
actly, and the energy distribution is a delta func-
tion.
2. Next comes the Gibbs entropy, which also assumes
that the number of particles is known exactly, but
that all states with energies below the energy of the
system are counted. This is not the correct energy
distribution, but it does provide a nonzero width.
It gives the correct energy-temperature relationship
for a density of states that increases with energy.
If the density of states decreases with energy, the
predicted energy distribution is incorrect.
3. The canonical entropy again assumes that the num-
ber of particles is known exactly, but uses the
canonical ensemble to calculate the width the en-
ergy distribution (see Subsection V.2). It gives the
correct energy dependence of the entropy for both
increasing and decreasing densities of states.
4. The grand canonical entropy uses the grand canon-
ical ensemble to calculate the entropy of both the
energy and particle number distributions. It gives
expressions for the entropy that are completely
satisfactory. A striking feature is that the grand
canonical entropy of the classical ideal gas is ex-
actly extensive – without requiring Stirling’s ap-
proximation.
In section II, I begin the discussion of the relevant sta-
tistical mechanics with the calculation of the probability
distribution for energies, volumes, and number of parti-
cles for a large number of systems that might, or might
not, interact. I then discuss the Boltzmann and Gibbs
entropies. I derive the canonical entropy. Finally, I derive
the grand canonical entropy, which satisfies all thermo-
dynamic conditions I summarize the findings in section
VII.
II. MACROSCOPIC PROBABILITIES
The basic problem of thermodynamics is to predict the
equilibrium values of the extensive variables after the re-
lease of a constraint between systems[39, 40]. The so-
lution to this problem in statistical mechanics does not
require any assumptions about the proper definition of
entropy.
Consider a collection of M ≥ 2 macroscopic systems,
which include all systems that might, or might not, ex-
change energy, volume, or particles. Denote the phase
space for the j-th system by {pj , qj}, where (in three di-
mensions) pj represents 3Nj momentum variables, and
qj represents 3Nj configuration variables. Making the
usual assumption that interactions between systems are
sufficiently short-ranged that they may be neglected[27],
the total Hamiltonian of the collection of systems can be
written as a sum of contributions from each system.
HT =
M∑
j=1
Hj(pj , qj) (1)
The energy, volume, and particle number of system j are
denoted as Ej , Vj , and Nj [41], and are subject to the
conditions on the sums,
M∑
j=1
Ej = ET ,
M∑
j=1
Vj = VT ,
M∑
j=1
Nj = NT , (2)
where ET , VT , and NT are constants. The systems do
not overlap each other. Naturally, only 3(N − 1) of the
variables are independent.
I am not restricting the range of the interactions within
any of the M systems. I am also not assuming homo-
geneity, so I do not, in general, expect extensivity[42].
For example, the systems might be inclosed by adsorb-
ing walls. On the other hand, I will use the classical ideal
gas, which is homogeneous and expected to be extensive,
as a simple example.
Since I am concerned with macroscopic experiments,
I assume that no measurements are made that might
identify individual particles, whether or not they are
formally indistinguishable[43]. Therefore, there are
NT !/
(∏M
j=1Nj !
)
different permutations for assigning
particles to systems, and all permutations are taken to
be equally probable.
The probability distribution for the macroscopic ob-
servables in equilibrium can then be written as
W ({Ej , Vj , Nj}) = 1
ΩT
(
NT !∏
j Nj !
)
×
∫
dp
∫
dq
M∏
j=1
δ(Ej −Hj), (3)
The constraint that the Nk particles in system k are re-
stricted to a volume Vk is implicit in Eq. (3), and the
walls containing the system may have any desired prop-
erties. ΩT is a constant, which is determined by summing
or integrating over all values of energy, volume, and par-
ticle number that are consistent with the values of ET ,
VT , and NT in Eq. (2). The value of the constant ΩT
does not affect the rest of the argument.
3Eq. (3) can also be written as
W ({Ej , Vj , Nj}) = 1
ΩT
M∏
j=1
Ωj(Ej , Vj , Nj), (4)
where
Ωj =
1
h3NjNj !
∫ ∞
−∞
d3Npj
∫
d3Nqj δ(Ej −Hj), (5)
and ΩT is a normalization constant. The factor of
1/h3Nj , where h is Planck’s constant, is included for
agreement with the classical limit of quantum statisti-
cal mechanics[40].
For the classical ideal gas, which I will use as an ex-
ample for each proposed entropy,
ΩCIG(E, V,N) =
V N
h3NN !
3Npi3N/2
(3N/2)!
m(2mE)3N/2−1. (6)
I have omitted the subscripts to make Eq. (6) more com-
pact. The notation (3N/2)! is a convenient shorthand for
the more proper Gamma function.
III. THE BOLTZMANN ENTROPY, SB
Consider M ≥ 2 systems with Hamiltonians Hj(pj , qj).
The systems are originally isolated, but individual con-
straints may be removed or imposed, allowing the pos-
sibility of exchanging energy, particles, or volume. The
number M is intended to be quite large, since all sys-
tems that might interact are included. The magnitude
of the energy involved in such potential interactions be-
tween systems is regarded as negligible. The probability
distribution for the extensive thermodynamic variables,
energy (Ej), volume (Vj), and number of particles (Nj),
is given by the expression in Eqs. (4) and (5). The log-
arithm of Eq. (4) (plus an arbitrary constant, C) gives
the Boltzmann entropy of the M systems.
ST ({Ej , Vj , Nj}) =
M∑
j=1
Sj(Ej , Vj , Nj)− kB ln ΩT + C,
(7)
where
Sj(Ej , Vj , Nj) = kB ln Ωj(Ej , Vj , Nj) (8)
Using Eq. (5),
Sj = kB ln
[
1
h3NjNj !
∫
d3Njp
∫
d3Njq δ(Ej −Hj(pj , qj))
]
.
(9)
Since the total Boltzmann entropy is the logarithm of the
probability W ({Ej , Vj , Nj}), maximizing the Boltzmann
entropy is equivalent to finding the mode of the proba-
bility distribution. This is not the same as finding the
mean of the probability distribution, but the difference
between the mean and the mode is usually of order 1/N .
As mentioned in the Introduction, I will take even such
small differences seriously.
For the classical ideal gas,
SB(E, V,N) = kB ln
(
V N
h3NN !
3Npi3N/2
(3N/2)!
m(2mE)3N/2−1
)
,
(10)
or
SB(E, V,N) = kB
[
ln
(
E3N/2−1
(3N/2)!
)
+ ln
(
V N
N !
)
+ lnXN
]
, (11)
where X is a constant. I will avoid using Stirling’s ap-
proximation throughout the paper to make all approxi-
mations explicit.
III.1. Strengths of the Boltzmann entropy
If any constraint between any two systems is released,
the probability distribution of the corresponding variable
is given by W in Eq. (4). Since the Boltzmann entropy is
proportional to the logarithm of W , it correctly predicts
the mode of the probability distribution. Whenever the
peak is narrow, the mode is a very good estimate for the
mean since the relative difference is of the order of 1/N ,
while the fluctuations are of order 1/
√
N .
III.2. Weaknesses of the Boltzmann entropy
• Ω(E, V,N) has units of inverse energy, so that it
is not proper to take its logarithm. This issue can
easily be resolved by multiplying Ω by a constant
with units of energy before taking the logarithm
in Eq. (9). This adds an arbitrary constant to the
individual entropies, but since it has no effect on
any thermodynamic prediction, it is not a serious
problem.
• The Boltzmann entropy can be shown not to be
adiabatically invariant[7, 9, 15]. Campisi provides
the following definition: “A function I(E, V ) is
named an adiabatic invariant if, in the limit of
very slow variation of V (t) namely as t → ∞,
I(E(t), V (t))→ const.” The violation of adiabatic
invariance for the Boltzmann entropy results in a
relative error of the order of 1/N . The error is very
small, but it is a weakness in the theory. It is re-
lated to the use of the mode instead of the average.
• The assumption of a microcanonical ensemble (that
the probability distribution of the energy is a delta
function) is incorrect. Since the width of the energy
distribution is typically narrow, of order 1/
√
N ,
where N is the number of particles, the approxi-
mation is generally regarded as reasonable. It will
turn out that this approximation is responsible for
4some of the weaknesses in the theory and most of
the disagreements.
• The number of particles N is discrete. The relative
distance between individual points is very small,
but nevertheless the entropy is not a continuous,
differentiable function of N as assumed in thermo-
dynamics. This discreteness is usually simply ig-
nored.
• The assumption that the number of particles in our
system is known exactly is never true for a macro-
scopic system. The width of the distribution of
values of N is much larger than the separation of
points, and 〈N〉 should be used instead of N .
• The maximum of the Boltzmann entropy corre-
sponds to the mode of the probability distribution
– not the mean. This leads to small differences of
order 1/N . For example, a partial derivative of the
Boltzmann entropy with respect to energy gives
U = (3N/2− 1)kBT, (12)
instead of
U = (3N/2)kBT (13)
This error is unmeasurable for macroscopic
systems[26, 35], but it is a weakness of the theory.
It is the basis of the argument against the validity
of the Boltzmann entropy.
• Although the classical ideal gas is composed of N
particles that do not interact with each other, the
Boltzmann entropy is not exactly extensive (see
Eq. (11)). We are used to this lack of extensivity
for finite N , but it is incorrect.
• In the case of a first-order phase transition, the
energy distribution is not narrow, and the micro-
canonical ensemble is not justified. At a first-
order transition, a plot of the Boltzmann entropy
against energy typically has a region of positive
curvature, although a well-known thermodynamic
requirement for stability states that the curvature
must be negative[39, 40].(
∂2S
∂E2
)
V,N
< 0 (14)
This problem is a serious flaw in the theory. I will
discuss it in Sections V and VI.
III.3. The approximation of the Boltzmann entropy
The Boltzmann entropy has assumed that the individ-
ual systems have a microcanonical energy distribution
(i.e.: a Dirac delta function in the energy). This is a rea-
sonable assumption, since the true distribution is known
to be very narrow – the relative width is of order 1/
√
N .
However, a better approximation would be given by the
canonical distribution, which leads to the canonical en-
tropy, discussed in Section ??. Similarly, the Boltzmann
entropy and the canonical entropy both assume that the
exact number of particles is known. This is also a rea-
sonable approximation, but not really correct. In Section
VI, the approximation of the distribution will again be
improved by using the grand canonical ensemble.
The three forms of the entropy, Boltzmann, Canoni-
cal, and Grand Canonical, are then based of successive
improvements on the underlying probability distribution
of the individual system. It will become clear that the
corresponding forms of the entropy are also successive
improvements.
The Gibbs entropy, introduced in the next section, is
an exception. It is not closely related to the energy dis-
tribution of the individual system, except in the case of a
density of states that is a monotonically increasing with
energy. For a decreasing density of states, the distribu-
tion of states contributing to the Gibbs entropy bears no
resemblance to the probability distribution.
IV. THE GIBBS ENTROPY, SG
The Gibbs (or volume) entropy is defined by an integral
over all energies less than the energy of the system[3, 4].
It has the form
SG = kB ln
[∫ E
0
Ω(E′, V,N)dE′
]
(15)
IV.1. Strengths of the Gibbs entropy
• The integral in the definition of the Gibbs entropy
in Eq. (15) is dimensionless, so there is no problem
in taking its logarithm.
• The Gibbs entropy can be shown to be adiabati-
cally invariant[7, 9, 15].
• For the Gibbs entropy of classical systems with a
montonically increasing density of states, the pre-
dicted energy is exactly correct[8, 9, 12–16], al-
though this is not true of quantum systems[27, 28].
IV.2. Weaknesses of the Gibbs entropy
• The assumption of a microcanonical ensemble (that
the probability distribution of the energy is a delta
function) is incorrect.
• The assumption that the number of particles are in
our system is known exactly is incorrect.
• The number of particles N is discrete, and should
be replaced by the continuous variable 〈N〉.
5• Although the classical ideal gas is composed of N
particles that do not interact with each other, the
Gibbs entropy is not exactly proportional to N .
This lack of extensivity of the Gibbs entropy is es-
sentially the same as for the Boltzmann entropy.
• The Gibbs entropy also violates the thermody-
namic inequality,(
∂2S
∂E2
)
V,N
< 0, (16)
at a first-order transition.
• For a non-monotonic density of states, the Gibbs
entropy gives counter-intuitive results. Consider
two homogeneous systems with the same composi-
tion and a decreasing density of states for the ener-
gies of interest (for example: independent spins in a
field). Let them have the same energy per particle,
but let one be twice as large as the other. There
will be no net transfer of energy if the two sys-
tems are put in thermal contact. The Boltzmann
temperature will be the same for both systems, as
expected. However, the Gibbs temperature of the
larger system will be higher.
• Because larger systems have higher Gibbs temper-
ature, it is impossible to construct a thermometer
that measures the Gibbs temperature in an energy
range with a decreasing density of states.
The weaknesses of both the Boltzmann and the Gibbs
entropies can be avoided by using the canonical and
grand canonical ensembles, instead of the microcanon-
ical ensemble.
V. THE CANONICAL ENTROPY, SC
I have chosen to express the thermodynamic results
in terms of Massieu functions[39], because they do not
require the inversion of the fundamental relation S =
S(U, V,N). The inversion to find U = U(S, V,N) is
unnecessary and is not valid for systems with a non-
monotonic density of states.
V.1. The general derivation of the canonical
entropy
Define a dimensionless entropy as
S˜ =
S
kB
(17)
Since
dU = TdS − PdV + µdN (18)
and the inverse temperature is β = 1/kBT , we also have
dS˜ = β dU + βPdV − βµ dN, (19)
where P is the pressure, V is the volume, µ is the chem-
ical potential, and N is the number of particles. From
Eq. (19),
β =
(
∂S˜
∂U
)
V,N
. (20)
The Legendre transform (Massieu function) of S˜ with
respect to β is given by
S˜[β] = S˜ − βU = −β (U − TS) = −βF, (21)
so that
S˜[β] = lnZ(β, V,N). (22)
The differential of the Massieu function S˜[β] is
dS˜[β] = −Udβ + βPdV − βµdN. (23)
This immediately gives(
∂S˜[β]
∂β
)
V,N
= −U. (24)
To obtain S˜ from S˜[β], use
S˜ = S˜[β] + βU, (25)
and substitute β = β(U).
V.2. The justification of the canonical entropy
The use of the canonical ensemble to calculate the en-
tropy of a general system requires some discussion. That
the probability distribution of the energy is not a delta
function has been proven[27]. If the system of inter-
est has been in contact with a much larger system it
is clear that the canonical ensemble is appropriate. How-
ever, if the system of interest has instead been in con-
tact with a system that is the same size or even smaller,
it is known that the distribution is narrower than the
canonical distribution[44]. Nevertheless, the canonical
entropy is appropriate for calculating the thermodynamic
entropy.
Consider three macroscopic systems labeled A, B, and
C. Let systems A and B be constructed to be exactly the
same, and in particular to be equal in size. Let system
C be much larger than A and B.
Suppose all three systems are in thermal contact and
have come to equilibrium. The entropies of systems A
and B are then equal, and given by the canonical form
discussed in the previous subsection.
Now remove system C from thermal contact with the
other two systems. This is obviously a reversible process.
A or B are still in equilibrium with each other at the same
temperature as before C was removed. For consistency,
the entropies must be unchanged. If the entropy were
6to decrease, it would be a violation of the second law of
thermodynamics. If the entropy were to increase upon
separation, putting system C back into thermal contact
with systems A and B would decrease the entropy, which
would also violate the second law. The only possibility
consistent with the second law is that the entropy is un-
changed. Therefore, the canonical entropy is properly
defined for all systems, regardless of their history or their
size.
V.3. The canonical entropy of the ideal gas
Again we consider the special case of the classical ideal
gas. Start with the canonical partition function.
Z =
1
h3NN !
∫ ∞
−∞
d3Np
∫
d3Nq exp[−βH]
=
1
h3NN !
V N
∫ ∞
−∞
d3Np exp[−β
3N∑
j=1
p2i /2m]
=
1
N !
V N
(
2pim
βh2
)3N/2
(26)
Eq. (22),
S˜[β] = ln
[
1
N !
V N
(
2pim
βh2
)3N/2]
, (27)
and Eq. (24),
− U =
(
∂S˜[β]
∂β
)
V,N
, (28)
give the equation for U .
U = − ∂
∂β
ln
 1
N !
(
V
h3
(
2pim
β
)3/2)N (29)
Evaluating Eq. (29) gives
U = (3/2)N(1/β), (30)
or,
U =
3
2
NkBT. (31)
This equation is exact, while the usual Boltzmann en-
tropy gives an error of order 1/N .
To obtain S˜ from S˜[β], use
S˜ = S˜[β(U)] + β(U)U. (32)
Since β = 3N/2U from Eq. (30),
S˜ = ln
 1
N !
(
V
h3
(
4Upim
3N
)3/2)N+ 3N
2
(33)
Writing this out:
SC = kB
[
N
(
3
2
)
ln
(
U
N
)
+ ln
(
V N
N !
)
+N
(
3
2
)
ln
(
4pim
3h2
)
+
3N
2
]
(34)
Note that Eq. (34) uses U = 〈E〉. The factorial (3N/2)!,
which comes from the surface area of a 3N -dimensional
sphere in momentum space, appears in the Boltzmann
entropy, but not in the canonical entropy. Only the term
involving the volume V involves a factorial (1/N !). This
comes from treating N as a discrete variable, which will
be corrected by using the grand canonical ensemble in
Section VI.
The problem of misrepresenting first-order phase tran-
sitions is also solved by using the canonical entropy[28,
38], as shown in the next section.
V.4. First-order phase transitions in the Canonical
entropy
The density of states for a system in which a first-order
transition is taking place is characterized by a region of
energies for which
∂2 ln Ω(E)
∂E2
> 0. (35)
This is a useful way of identifying first-order transition
numerically. However, if the entropy is defined by either
SB or SG, then these expressions will also have a region
of energies with
∂2S(E)
∂E2
> 0. (36)
This is forbidden by a well-known thermodynamic sta-
bility condition[39, 40].
A simple generic model density of states can be con-
structed that has this property.
ln Ω1(E) = AN
(
E
N
)α
+BN exp
(
−E
2
N,0
2σ2N
)
−BN exp
(
− (E − EN,0)
2
2σ2N
)
(37)
The center of the Gaussian term is taken to be EN,0 =
fN, and the width of the Gaussian is σN = gEN,0. If
the parameter B does not depend on N , this model corre-
sponds to a mean-field transition, while if B decreases as
N increases, it corresponds to a system with short-range
interactions. The behavior is qualitatively the same in
both cases. I will treat the case of B being constant,
because it is the more stringent test of the method.
Figure 1 shows SB(E)/N = kB ln Ω(E)/N vs. E/N.
The dip in the density of states and the region of posi-
tive curvature can be seen clearly. Figure 1 also shows
SC(U)/N for N = 10, 50, and 250, where U = 〈E〉. In
all cases, the plot of SC shows the negative curvature
required for stability throughout.
7FIG. 1. The top curves (dotted, dot-dash, and dashed) indi-
cate the canonical entropy SC/N for N = 10, 50, and 250.
The solid curve shows SB , which is the same in the model for
all N . The parameters are  = 1, α = 0.5, A = 1, B = 0.4,
f = 2, and g = 0.1, but other values give similar results.
V.5. Strengths of the Canonical entropy
The canonical entropy for the thermodynamic entropy
is superior to than either the Boltzmann or the Gibbs
entropies.
• The canonical entropy is adiabatically invariant.
• The canonical entropy gives a thermodynamically
correct description of first-order transitions.
• The canonical entropy has an energy term of
(3/2)kBN ln (U/N) for the ideal gas, which is cor-
rect. As a consequence, the canonical entropy also
gives the exact energy for the classical ideal gas.
U = (3N/2)kBT (38)
V.6. Weaknesses of the Canonical entropy
• The canonical entropy assumes that the value of N
is known exactly, instead of using a distribution of
possible values of N .
• The number of particles N is discrete.
• The assumption that the number of particles is
known exactly is incorrect.
• The deviation from exact extensivity (in the fac-
tor 1/N !) is a weakness. This lack of extensivity
of the canonical entropy differs from that of the
Boltzmann entropy, in that it does not affect the
energy-dependent term.
VI. THE GRAND CANONICAL ENTROPY, SGC
The grand canonical entropy satisfies all criteria re-
quired by thermodynamics.
VI.1. The definition of the grand canonical
Legendre transform
For the grand canonical ensemble, S[β, (βµ)] will be
used. I have put parentheses around the second variable
to emphasize that the product of β and µ is to be treated
as a single variable. To find the Legendre transform with
respect to both β and (βµ) use the equation
− (βµ) =
(
∂S˜
∂N
)
U,N
. (39)
in addition to Eq. (20).
The Legendre transform (Massieu function) of S˜ with
respect to both β and (βµ) is given by
S˜[β, (βµ)] = S˜ − βU + (βµ)N, (40)
so that
S˜[β, (βµ)] = lnZ(β, V, (βµ)), (41)
where Z is the grand canonical partition function.
The differential of the Massieu function S˜[β, (βµ)] is
dS˜[β, (βµ)] = −Udβ + βPdV +Nd(βµ). (42)
This immediately gives(
∂S˜[β, (βµ)]
∂β
)
V,(βµ)
= −U, (43)
and (
S˜[β, (βµ)]
∂(βµ)
)
β,V
= N. (44)
To obtain S˜ from S˜[β, (βµ)], use
S˜ = S˜[β, (βµ)] + βU − (βµ)N, (45)
and replace the β and (βµ) dependence by U and 〈N〉.
VI.2. The grand canonical entropy of the ideal gas
For the example of the classical ideal gas, the canonical
partition function is given in Eq. (26).
Z =
1
N !
V N
(
2pim
βh2
)3N/2
(46)
8To obtain the grand canonical partition function, multi-
ply this by exp[(βµ)N ] and sum over N .
Z =
∞∑
N=0
1
N !
(
V
(
2pim
βh2
)3/2)N
exp[(βµ)N ] (47)
The series sums to an exponential.
Z = exp
[(
V
(
2pim
βh2
)3/2)
exp[(βµ)]
]
(48)
The Massieu function for the grand canonical ensemble
is
S˜[β, (βµ)] = lnZ(β, V,N). (49)
S˜[β, (βµ)] =
(
V
(
2pim
βh2
)3/2)
exp[(βµ)] (50)
The average number of particles is given by
〈N〉 =
(
∂S˜[β, (βµ)]
∂(βµ)
)
β,V
= S˜[β, (βµ)]. (51)
This equation can be used to solve for (βµ).
〈N〉 =
(
V
(
2pim
βh2
)3/2)
exp[(βµ)] (52)
(βµ) = ln
[
〈N〉
V
(
βh2
2pim
)3/2]
(53)
To find the energy, use
− U =
(
∂S˜[β, β]
∂(β)
)
V,(βµ)
, (54)
− U = −3
2
β−5/2
(
V
(
2pim
h2
)3/2)
exp[(βµ)], (55)
or, using 〈N〉 = S˜[β, (βµ)]
U =
3
2
β−1〈N〉 (56)
To obtain S˜ from S˜[β, (βµ)], use the inverse Legendre
transform.
S˜ = S˜[β(U, 〈N〉), (βµ)] + β(U, 〈N〉)U − (βµ)〈N〉 (57)
S˜ = 〈N〉+ 3〈N〉
2
− ln
[
〈N〉
V
(
βh2
2pim
)3/2]
〈N〉 (58)
Inserting β(U, 〈N〉) and using S = kBS˜ gives the grand
canonical entropy.
SGC = 〈N〉kB
[
3
2
ln
(
U
〈N〉
)
+ ln
(
V
〈N〉
)
+ ln
(
4pim
3h2
)3/2
+
5
2
]
(59)
This expression for the entropy of a classical ideal gas
is exactly extensive[42], and no use has been made of
Stirling’s approximation.
VI.3. Strengths of the grand canonical entropy
The grand canonical entropy retains the advantages of
the canonical entropy, but also has a correct description
of the distribution of particles. It provides a completely
consistent description of the properties of a thermody-
namic system.
The grand canonical entropy for the classical ideal gas
is exactly extensive, which is expected of a model in
which there are no explicit interactions between parti-
cles.
VI.4. Weaknesses of the grand canonical entropy
None.
VII. SUMMARY
I have discussed the properties of four different defi-
nitions of the classical entropy from statistical mechan-
ics: the Boltzmann, the Gibbs, the canonical, and the
grand canonical. I have shown that the microcanonical
assumption (that the energy is known exactly) is respon-
sible for weaknesses in the Boltzmann entropy, and that
the grand canonical entropy satisfies all thermodynamic
requirements.
The original arguments against negative temperatures
were actually aimed at the Boltzmann entropy. In partic-
ular, the violation of adiabatic invariance was regarded as
being thermodynamically inconsistent, even though the
violation was very small. The grand canonical entropy
does not suffer from any of such weakness. It gives con-
sistent thermodynamics for all temperatures, effectively
removing the original argument against negative temper-
atures.
The grand canonical entropy has other advantages.
For models of independent particles, the entropy is ex-
pected to be exactly extensive, which is the case for the
grand canonical entropy, but not for the other three def-
initions.
First-order transitions were shown to be correctly rep-
resented by the canonical and grand canonical ensembles
in Section V.4, but by neither the Boltzmann nor the
9Gibbs entropies. The same was shown to be true for
quantum systems in Ref. [28].
The Gibbs entropy has much the same behavior as the
Boltzmann entropy for a monotonically increasing den-
sity of states. The difference is only in the energy de-
pendence of the entropy, which is correct for the Gibbs
entropy (and SC and SGC), while the Boltzmann entropy
has an error of order 1/N . The both the Boltzmann
and the Gibbs entropy have ln(N)/N errors in the N -
dependence.
The Gibbs entropy has serious problems for a decreas-
ing density of states, for which it is the only definition
that fails to predict negative temperatures. The Gibbs
entropy fails to predict the correct equilibrium values of
the energy for a decreasing density of states. Equality of
the Gibbs temperature for systems of different sizes does
not predict that there will be no net transfer of energy
if the two systems are put in thermal contact with each
other. The Boltzmann, canonical, and grand canonical
entropies all predict the physical behavior correctly.
The question of whether negative temperatures are
thermodynamically consistent is most naturally dis-
cussed in quantum statistical mechanics. Various models
were investigated in Ref. [27] and [28], included indepen-
dent spins and the two-dimensional, twelve-state Potts
model. The canonical entropy describes the behavior of
these models with negative temperatures, and without
the weaknesses that have sparked criticism of the Boltz-
mann entropy.
The Boltzmann entropy, SB , has received a great deal
of criticism during the controversy concerning negative
temperatures[7–16]. However, after recognizing that the
grand canonical entropy is correct, we can see that the
Boltzmann entropy provides an excellent description of
thermodynamics, if the missing factor of the energy
in Ω(E, V,N) is ignored, and Stirling’s approximation
is used whenever factorials are encountered. In other
words, the Boltzmann entropy is usually quite satisfac-
tory, if we agree to ignore errors of the order of 1/N .
The exception to the validity of the Boltzmann entropy
is a first-order phase transition. In that case, the energy
distribution is broad (violating an assumption made in
the derivation of the Boltzmann entropy), and the canon-
ical or grand canonical entropy should used. However, a
good approximation to the true entropy can be obtained
by the well-known double-tangent construction. This will
fail to show the finite-size rounding, but is otherwise sat-
isfactory.
These results should settle the controversy in favor
of the thermodynamic validity of negative temperatures.
The Gibbs entropy is useful only for models with increas-
ing densities of states. The correct entropy is given by the
grand canonical formulation, but the Boltzmann entropy
is generally satisfactory.
ACKNOWLEDGEMENT
I would like to thank Jian-Sheng Wang and Johannes
Zierenberg for useful comments. I would also like the
thank J. B. Kadane and Roberta Klatzky for many help-
ful discussions. This research did not receive any specific
grant from funding agencies in the public, commercial,
or not-for-profit sectors.
1. L. Boltzmann, “U¨ber die Beziehung zwischen dem
zweiten Hauptsatze der mechanischen Wa¨rmetheorie
und der Wahrscheinlichkeitsrechnung respektive den
Sa¨tzen u¨ber das Wa¨rmegleichgewicht,” Wien. Ber. 76,
373–435 (1877), reprinted in Wissenschaftliche Abhand-
lungen von Ludwig Boltzmann (Chelsea, New York Vol.
II, pp. 164-223.
2. K. Sharp and F. Matschinsky, “Translation of Lud-
wig Boltzmann’s paper on the relationship between
the second fundamental theorem of the mechanical
theory of heat and probability calculations regard-
ing the conditions for thermal equilibrium, Sitzung-
berichte der Kaiserlichen Akademie der Wissenschaften.
Mathematisch-Naturwissen Classe. abt. ii, lxxvi 1877,
pp 373-435 (Wien. Ber. 1877, 76:373-435). reprinted
in Wiss. Abhandlungen, vol. ii, reprint 42, p. 164-223,
Barth, Leipzig, 1909,” Entropy 17, 1971–2009 (2015).
3. J. W. Gibbs, Elementary Principles of Statistical Me-
chanics (Yale University Press, New Haven, 1902)
reprinted by Dover, New York, 1960.
4. P. Hertz, Ann. Phys. (Leipzig) 338, 225–274 (1910).
5. I am using the term “Gibbs entropy” to refer to the
definition of the entropy in terms of the logarithm of
the volume of phase space with energy less than a given
energy. It is not to be confused with another definition of
entropy due to Gibbs in terms of an integral of
∫
ρ ln ρ,
where ρ is the probability of a microscopic state.
6. V. Berdichevsky, I. Kunin, and F. Hussain, “Negative
temperature of vortex motion,” Phys. Rev. A 43, 2050–
2051 (1991).
7. M. Campisi, “On the mechanical foundations of thermo-
dynamics: The generalized Helmholtz theorem,” Studies
in the History and Philosophy of Modern Physics 36,
275–290 (2006).
8. J. Dunkel and S. Hilbert, “Phase transitions in small sys-
tems: Microcanonical vs. canonical ensembles,” Physica
A 370, 390–406 (2006).
9. M. Campisi and D. H. Kobe, “Derivation of the Boltz-
mann principle,” Am. J. Phys. 78, 608–615 (2010).
10. V. Romero-Rochin, “Nonexistence of equilibrium states
at absolute negative temperatures,” Phys. Rev. E 88,
022144 (2013).
11. I. M. Sokolov, “Not hotter than hot,” Nature Physics 10,
7–8 (2014).
12. J. Dunkel and S. Hilbert, “Consistent thermostatistics
forbids negative absolute temperatures,” Nature Physics
10, 67–72 (2014).
13. J. Dunkel and S. Hilbert, “Reply to Frenkel and Warren
[arxiv:1403.4299v1],” (2014), arXiv:1403.6058v1.
14. S. Hilbert, P. Ha¨nggi, and J. Dunkel, “Thermody-
namic laws in isolated systems,” Phys. Rev. E 90, 062116
(2014).
15. M. Campisi, “Construction of microcanonical entropy on
thermodynamic pillars,” Phys. Rev. E 91, 052147 (2015).
10
16. P. Ha¨nggi, S. Hilbert, and J. Dunkel, “Meaning of tem-
perature in different thermostatistical ensembles,” Phil.
Trans. Roy. Soc. A 374, 20150039 (2016).
17. E. N. Miranda, “Boltzmann or Gibbs entropy? Thermo-
statistics of two models with few particles,” J. of Mod.
Phys. 6, 1051–1057 (2015).
18. D. Frenkel and P. B. Warren, “Gibbs, Boltzmann,
and negative temperatures,” Am. J. Phys. 83, 163–170
(2015).
19. J. M. G. Vilar and J. M. Rubi, “Communication:
System-size scaling of Boltzmann and alternate Gibbs
entropies,” J. Chem. Phys. 140, 201101 (2014).
20. U. Schneider, S. Mandt, A. Rapp, S. Braun, H. Weimer,
I. Bloch, and A. Rosch, “Comment on ‘Consistent ther-
mostatistics forbids negative absolute temperatures’,”
(2014), arXiv:1407.4127v1 [cond-mat.quant-gas].
21. D.-V. Anghel, “The stumbling block of the Gibbs en-
tropy: the reality of the negative absolute temper-
atures,” (2015), arXiv:1509.08020v1 [cond-mat,stat-
mech].
22. L. Cerino, A. Puglisi, and A. Vulpiani, “Consistent de-
scription of fluctuations requires negative temperatures,”
(2015), arXiv:1509.07369v1 [cond-mat,stat-mech].
23. J. Poulter, “In defense of negative temperature,” Phys.
Rev. E 93, 032149 (2015).
24. R. H. Swendsen and J.-S. Wang, “The Gibbs volume en-
tropy is incorrect,” Phys. Rev. E, 92, 020103(R) (2015).
25. J.-S. Wang, “Critique of the Gibbs volume entropy
and its implication,” (2015), arXiv:1507.02022 [cond-
mat.stat-mech].
26. R. H. Swendsen and J.-S. Wang, “Negative tempera-
tures and the definition of entropy,” Physica A 453, 2434
(2016).
27. R. H. Swendsen, “Continuity of the entropy of macro-
scopic quantum systems,” Phys. Rev. E 92, 052110
(2015).
28. M. Matty, L. Lancaster, W. Griffin, and R. H. Swendsen,
“Comparison of canonical and microcanonical definitions
of entropy,” Physica A 467, 474–489 (2017).
29. P. Buonsante, R. Franzosi, and A. Smerzi, “On the
dispute between Boltzmann and Gibbs entropy,” Ann.of
Phys. 375, 414–434 (2016).
30. P. Buonsante, R. Franzosi, and A. Smerzi, “Phase tran-
sitions at high energy vindicate negative microcanonical
temperature,” Phys. Rev. E 95, 052135 (2017).
31. R. H. Swendsen, “The definition of the thermodynamic
entropy in statistical mechanics,” Physica A 467, 67–73
(2017).
32. E. Abraham and O. Penrose, “Physics of negative abso-
lute temperatures,” Phys. Rev E 95, 012125 (2017).
33. E. M. Purcell and R. V. Pound, “A nuclear spin sys-
tem at negative temperature,” Phys. Rev. 81, 279–280
(1951).
34. N. F. Ramsey, “Thermodynamics and statistical me-
chanics at negative absolute temperatures,” Phys. Rev.
103, 20–28 (1956).
35. If a system has N particles the fluctuations will be of
order 1/
√
N , and it will require of the order of N inde-
pendent measurements to determine a difference of order
1/N . For N = 1012 particles, if a measurement of pre-
fect accuracy were to be made every second, it would
take over 30, 000 years to detect difference of order 1/N .
For N = 1020, it would take about 200 times the age of
the universe[26].
36. Boltzmann derived the expression for the entropy for
classical systems under the assumption that equilibrium
corresponded to the maximum of the probability for two
systems in equilibrium.
37. R. H. Swendsen, “Statistical mechanics of colloids and
Boltzmann’s definition of the entropy,” Am. J. Phys. 74,
187–190 (2006).
38. W. Griffin, M. Matty, and R. H. Swendsen, “Finite ther-
mal reservoirs and the canonical distribution,” Physica
A 484, 1–10 (2017).
39. H. B. Callen, Thermodynamics (Wiley, New York, 1960).
40. R. H. Swendsen, An Introduction to Statistical Mechanics
and Thermodynamics (Oxford, London, 2012).
41. I will only write the equations for a single type of parti-
cle. The generalization to a variety of particles is trivial,
but requires indices that might obscure the essential ar-
gument.
42. I am distinguishing extensivity from additivity. The en-
tropy of a system is extensive when λS(U, V,N) =
S(λU, λV, λN). The entropies of two systems are additive
when SA,B = SA + SB .
43. R. H. Swendsen, “The ambiguity of ‘distinguishability’ in
statistical mechanics,” Am. J. Phys. 83, 545–554 (2015).
44. A. I. Khinchin, Mathematical Foundations of Statistical
Mechanics (Dover, New York, 1949).
