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Bc collision frequency Hz
cp specific heat at constant pressure J/kgK
Da Damko¨hler number -
DM mass diffusivity m2/s
DT thermal diffusivity m2/s
f residual gas fraction -
h convective heat transfer coefficient W/m2K
Ka Karlovitz stretch factor -
L Markstein length -
Le Lewis number -
m mass kg
Ma Markstein number -
p pressure Pa/bar
r radius m
Re Reynolds number -
S flame speed m/s
Sn stretched laminar flame speed m/s
t time s
T temperature K
u burning velocity m/s
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u′ root mean square turbulent velocity m/s
v velocity m/s





α stretch rate / temperature exponent 1/s / -
β pressure exponent / -
equivalence ratio exponent -
δ flame thickness m
η efficiency -
θ crank angle °ca
κ thermal conductivity W/m K
λ air-to-fuel equivalence ratio -
λT Taylor microscale m
Λ integral length scale m
ν kinematic viscosity m2/s
ρ density kg/m3
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BLD borderline detonation
BMEP brake mean effective pressure
BRICS Brazil, Russia, India, China and South Africa
BSFC brake specific fuel consumption
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BTE brake thermal efficiency
CA50 crank angle at MFB50
CEM controlled evaporator-mixer
CF cool-flame
CFD computational fluid dynamics
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CoV Coefficient of Variance
CR compression ratio
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ECU engine control unit
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De energievoorziening in de transportsector is tegenwoordig nog altijd zeer sterk
afhankelijk van olie. Benzine en diesel zijn fossiele brandstoffen en de verbranding
ervan brengt problemen met zich mee: de CO2-uitstoot heeft een invloed op de
klimaatverandering; in grote steden met veel verkeer in het stadscentrum zijn
er problemen met de luchtkwaliteit; de bevoorrading van fossiele brandstoffen
kan in de problemen geraken door internationale conflicten met grote gevolgen
voor de economische markten, enz. Nooit is er een groter algemeen besef
geweest dat er een omschakeling moet komen naar een hernieuwbare en duurzame
energievoorziening.
Naast een verminderd gebruik van fossiele brandstoffen en een lage uitstoot
van schadelijke emissies, zijn er nog enkele belangrijke voorwaarden waaraan
alternatieven in de transportsector moeten voldoen. Het gebruiksgemak en comfort
van het voertuig mag niet drastisch verlaagd worden en de omschakeling naar
een alternatief moet economisch haalbaar zijn, zeker als je weet dat de grootste
groei van voertuigen verwacht wordt in de BRICS (Brazilie¨, Rusland, India,
China en Zuid-Afrika) landen. De schaalbaarheid van een nieuwe technologie
speelt hierbij een belangrijke rol. De economische haalbaarheid en schaalbaarheid
zijn bv. grote hinderpalen voor de opkomende elektrische voertuigen. Het
potentieel van zowel batterij-elektrische voertuigen als elektrische voertuigen met
een waterstofbrandstofcel is beperkt door het gebruik van lithium, zeldzame
metalen of platinum. De huidige verbrandingsmotor daarentegen is een relatief
goedkope technologie waarbij de schaalbaarheid zeker bewezen is. Daarnaast
heeft de verbrandingsmotor de mogelijkheid om op verschillende brandstoffen te
draaien en is er nog veel potentieel voor een efficie¨ntere en schonere werking. Het
zou dus dom zijn het kind met het badwater weg te gooien. Vandaar kunnen we
stellen: verander de brandstof, niet de motor.
Alternatieve brandstoffen zijn bij voorkeur gemakkelijk en goedkoop te
produceren, eenvoudig in distributie en geschikt om te gebruiken in
verbrandingsmotoren. Lichte alcoholen, in het bijzonder methanol en ethanol,
voldoen volledig aan deze voorwaarden. Methanol en ethanol zijn de twee kleinste
en eenvoudigste alcoholmoleculen en kunnen gemaakt worden uit gemakkelijk
xvi NEDERLANDSE SAMENVATTING
gevonden atomen op aarde (zuurstof, waterstof, koolstof). Methanol is bijzonder
flexibel in termen van productie, het kan gesynthetiseerd worden uit verschillende
bronnen zoals biomassa, afval en alternatieve fossiele brandstoffen. Verschillende
onderzoekers stellen zelfs een cyclus voor waarbij methanol geproduceerd wordt
uit waterstof, opgewekt via hernieuwbare elektriciteit, en CO2 gecapteerd uit
de atmosfeer. Hierbij wordt een gesloten CO2-cyclus gevormd en wordt
methanol soms omschreven als een ‘electrofuel’. Methanol en ethanol zijn
ook vloeibaar bij atmosfeeromstandigheden, waardoor ze op een gelijkaardige
manier als benzine en diesel verdeeld en gestockeerd kunnen worden. Daarboven
maken de brandstofeigenschappen methanol en ethanol uitermate geschikt voor
gebruik in verbrandingsmotoren, waardoor een hoger rendement en lagere
emissies kunnen bekomen worden in vergelijking met benzine. Misschien de
belangrijkste eigenschap is dat deze lichte alcoholen gemengd kunnen worden met
benzine waardoor een zachte overgang mogelijk is van fossiele brandstoffen naar
hernieuwbare alcoholen door gebruik te maken van flex-fuel voertuigen.
Om flex-fuel verbrandingsmotoren te kunnen optimaliseren om zo het gebruik
van alcoholbrandstoffen te stimuleren zijn nauwkeurige simulatiemodellen nodig.
Verbrandingsmotoren worden immers steeds complexer met een hoog aantal
vrijheidsgraden. De gebruikte modellen moeten de invloed van de verschillende
alcohol-benzine mengsels op de processen in de motor zo correct mogelijk
weergeven. Het doel van dit doctoraatsonderzoek is om een simulatietool te
ontwikkelen om de werking van vonkontstekingsmotoren op alcohol-benzine
mengsels te kunnen voorspellen, zowel bij normale en abnormale verbranding
(klop).
Dit doctoraat start eerst met een uiteenzetting waarom alcoholbrandstoffen zo
interessant zijn. Het gebruik van methanol als brandstof voor verbrandingsmotoren
wordt gekaderd in de methanoleconomie waarbij methanol, naast het gebruik
als brandstof, ook gebruikt wordt als grondstof voor de vervaardiging van
kunststoffen, verf, enz. en als energiebuffer voor hernieuwbare energieproductie.
Daarnaast wordt het concept van ternaire GEM (gasoline, ethanol en methanol)
mengsels uitgelegd. In dit concept worden ternaire mengsels van benzine,
ethanol en methanol gevormd met quasi dezelfde eigenschappen als binaire
ethanol-benzine mengsels die gebruikt kunnen worden in de huidige flex-fuel
voertuigen. Deze voertuigen kunnen rijden op zuiver benzine, E85 (een mengsel
van 85 vol% ethanol en 15 vol% benzine) of een tussenliggend mengsel. Ternaire
GEM mengsels zouden als ‘drop-in’ brandstof gebruikt kunnen worden in deze
flex-fuel voertuigen aangezien ze heel gelijkaardige eigenschappen hebben als
een overeenkomstig ethanol-benzine mengsel en dus onzichtbaar zouden zijn voor
de ECU van de motor. Via dit concept zou het aandeel hernieuwbare brandstof
kunnen stijgen door het feit dat er meer E85/flex-fuel voertuigen bestaan dan
momenteel kunnen worden bediend door de E85 supply chain.
De invloed van bepaalde brandstofeigenschappen van methanol en ethanol wordt
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uitgelegd en de formulering van GEM mengsels wordt uiteengezet. Verder wordt
er gefocust op eigenschappen die niet lineair schalen volgens het aandeel van
bepaalde componenten in een mengsel. Metingen werden uitgevoerd op twee
motorproefstanden om de prestaties en de emissies van alcoholen in vergelijking
met benzine te bestuderen en het concept van de ternaire GEM mengsels meer
in detail te onderzoeken. Er wordt aangetoond dat het rendement op lichte
alcoholen aanzienlijk beter is dan bij benzine, met bovendien een lagere uitstoot
van schadelijke emissies. Daarbij wordt de grootste rendementstoename gezien
voor methanol aangezien methanol de meest uitgesproken brandstofeigenschappen
heeft. Voor een bepaald werkingspunt bij een motor met directe injectie was
het rendement op methanol bijna 40%, meer dan 5 procentpunten hoger dan op
benzine, wat resulteerde in een afname van CO2 uitstoot van 20.7% ten opzichte
van benzine. De testresultaten bevestigen ook dat de ternaire GEM mengsels
kunnen gebruikt worden als een ‘drop-in’ brandstof voor flex-fuel voertuigen.
Om de verbranding van alcohol-benzine mengsels te kunnen simuleren zijn
bepaalde submodellen nodig. Voor de normale verbranding speelt de laminaire
verbrandingssnelheid een cruciale rol terwijl voor de abnormale verbranding het
zelfontstekingsuitstel belangrijk is. Aangezien het de bedoeling is om via een
motorsimulatiecode de werking voor een groot aantal parameters te optimaliseren
is het gewenst dat de submodellen voor de laminaire verbrandingssnelheid en
ontstekingsuitstel niet rekenintensief zijn. Een mogelijkheid om de laminaire
verbrandingssnelheid en ontstekingsuitstel uit te rekenen is gebruik maken van
chemische verbrandingsmodellen die kunnen bestaan uit duizenden componenten
en reacties en dus rekenintensief zijn, zeker voor complexe mengsels. Ee´n van
de doelstellingen van dit doctoraat was dan ook om eenvoudige mengwetten
op te stellen om de laminaire verbrandingssnelheid en het ontstekingsuitstel van
alcohol-benzine mengsels te kunnen berekenen uit de verbrandingssnelheid en het
ontstekingsuitstel van de afzonderlijke componenten die in het verbrandingsmodel
kunnen geı¨mplementeerd worden via e´e´nvoudige correlaties.
Voor de laminaire verbrandingssnelheid werd eerst beroep gedaan op data uit
de literatuur en gesimuleerde data om bepaalde mengwetten te valideren. In
een later stadium werden metingen gedaan op een vlakke vlam brander aan de
Universiteit van Lund (Zweden) om de mengwetten verder te kunnen valideren
en de verbrandingssnelheid van benzine, methanol, ethanol en surrogaatbenzines
te kunnen onderzoeken. Uit deze metingen werden ook nieuwe correlaties
voorgesteld voor de laminaire verbrandingssnelheid van benzine en methanol
om te kunnen gebruiken in de motorcycluscode. Voor het ontstekingsuitstel
was er niet de mogelijkheid om zelf metingen te doen. Een model uit
de literatuur werd gebruikt om ontstekingsuitstellen van methanol-benzine
mengsels te berekenen en hieruit werd een mengwet opgesteld. Zowel voor de
laminaire verbrandingssnelheid als voor het ontstekingsuitstel werd bevonden dat
een schaling volgens de energiefractie van de componenten een aanvaardbare
benadering gaf van de werkelijke waarden. Bijkomend is het belangrijk bij het
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ontstekingsuitstel van alcohol-benzine mengsels dat deze schaling gebeurt met
logaritmische waarden.
In een volgende fase werden de mengwetten voor laminaire verbrandingssnelheid
en ontstekingsuitstel geı¨mplementeerd in de motorcycluscode samen met
verschillende submodellen voor de turbulente verbrandingssnelheid. Deze code
is gebaseerd op een bestaand model voor de vermogenscyclus, ontwikkeld in
de onderzoeksgroep van de auteur, en werd in het verleden al gevalideerd voor
waterstof en pure alcoholen. Motormetingen met verschillende methanol-benzine
mengsels op een poortgeı¨njecteerde CFR motor en een direct geı¨njecteerde
Hyundai motor werden gebruikt als validatie voor de normale verbranding van
de motorcyluscode. Een beperkte meetset op de CFR motor werd gebruikt om
de gevoeligheid van bepaalde submodellen voor verschillende methanol-benzine
mengsels te onderzoeken. De resultaten toonden het belang aan van de
laminaire verbrandingssnelheid, de initie¨le vlamontwikkeling en de schatting
van de restgasfractie. Bepaalde experimentele trends werden echter niet juist
gesimuleerd. Onzekerheid over de eerste vlamontwikkeling, onzekerheid over
de laminaire verbrandingssnelheid bij hogere drukken en temperaturen of het
onvermogen van het turbulente verbrandingsmodel om bepaalde chemische
effecten te voorspellen werden geclaimd als mogelijke redenen. Verder onderzoek
van o.a. de laminaire verbrandingssnelheid bij hogere temperaturen en drukken
is dus nodig om de onzekerheid te verlagen. Na optimalisatie van de eerste
vlamontwikkeling om dezelfde initie¨le verbranding te reproduceren als in de
metingen werden de experimentele trends veel beter voorspeld. Dit toont aan dat
een brandstofafhankelijke kalibratie van de eerste vlamkern heel effectief kan zijn
om simulatieresultaten te verbeteren. Tenslotte werden verschillende modellen
voor de turbulente verbrandingssnelheid getest. Hoewel de absolute waarden
niet verbeterden, werd door de opname van het Lewisgetal in het turbulente
verbrandingsmodel de trend van benzine naar methanol beter voorspeld.
Op de Hyundai motor werd een breder meetbereik dan op de CFR motor
gebruikt om een meer algemeen beeld te krijgen van de simulaties. Eerst werden
simulaties uitgevoerd met de nieuw ontwikkelde correlaties voor de laminaire
verbrandingssnelheid van methanol en benzine. In het algemeen kwamen de
simulaties goed overeen met de experimentale waarden. Daarnaast werden
nog verschillende andere correlaties voor de laminaire verbrandingssnelheid van
methanol getest samen met de nieuwe correlatie voor benzine zonder dat de
oorspronkelijke kalibratie werd gewijzigd. Het was duidelijk dat deze correlaties
slechter presteerden dan de nieuw ontwikkelde correlatie. Dit toonde aan dat het
belangrijk is om correlaties van verschillende brandstoffen op elkaar af te stemmen
als het effect van een andere brandstof onderzocht moet worden.
Ten slotte werden metingen op CFR motor gebruikt als validatie voor het submodel
voor de abnormale verbranding. De voorgestelde mengwet in combinatie met
het klopintegraalmodel presteerde goed ondanks de vereenvoudiging. Naast de
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voorwaarde van de klopintegraal, die gelijk aan e´e´n moet worden, werd een tweede
voorwaarde op basis van de onverbrande massafractie en de krukhoek bij begin
van klop gebruikt om klop te identificeren. Het model was in staat om het begin
van klop te voorspellen binnen de foutmarges van de metingen voor bijna alle




Energy supply in the transport sector is currently still largely dependent on oil.
Gasoline and diesel are fossil fuels and the combustion of these fuels poses
problems: the CO2 emissions have an impact on climate change; there are air
quality problems in large cities with lots of traffic in the city center; the supply
of fossil fuels may get complicated due to international conflicts with major
consequences for the economic markets, etc. Never has there been a greater
general awareness that there has to be a change to a renewable and sustainable
energy supply.
In addition to a decreasing use of fossil fuels and lower harmful emissions, there
are other important conditions that alternatives in the transport sector have to meet.
The ease of use and comfort of the vehicle should not be drastically reduced and
switching to an alternative should be economically feasible, especially if you know
that the largest growth of vehicles is expected in the BRICS (Brazil, Russia, India,
China and South Africa) countries. The scalability of a new technology plays an
important role in the feasibility. The economic feasibility and scalability are major
obstacles to the emerging electric vehicles. The potential of both battery-electric
vehicles and electric vehicles with a hydrogen fuel cell is limited due to the use
of lithium, rare metals or platinum. The present internal combustion engine on
the other hand is a relatively low-cost technology for which the scalability is
definitely proven. In addition, the internal combustion engine has the ability to
run on different fuels, and there is still much potential for efficiency improvement
and reduction of harmful emissions. It would therefore be foolish to throw the
baby out with the bath water. Hence we can say: change the fuel, not the engine.
Alternative fuels are preferably easy and inexpensive to produce, easy to distribute
and suitable for use in internal combustion engines. Light alcohols, methanol and
ethanol in particular, fully meet these conditions. Methanol and ethanol are the two
smallest and simplest alcohol molecules and can be made from readily found atoms
on the Earth (oxygen, hydrogen, carbon). Methanol is particularly flexible in terms
of production, it can be synthesized from a variety of sources, such as biomass,
waste or alternative fossil fuels. Several researchers even suggest a production
cycle in which methanol is produced from hydrogen, generated by renewable
electricity, and CO2 captured from the atmosphere. In this way, a closed CO2-cycle
is formed and methanol is sometimes described as an ‘electrofuel’. Methanol
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and ethanol are also liquid at atmospheric conditions, making it possible to
distribute and store them in a similar manner as gasoline and diesel. Additionally,
methanol and ethanol are excellent fuels for internal combustion engines. Due
to the excellent fuel properties, higher efficiencies and lower harmful emissions
compared to gasoline can be achieved. Perhaps the most important property is
that these light alcohols can be blended with gasoline making it possible to have
a gentle transition from fossil fuels to renewable alcohols by the use of flex-fuel
vehicles.
To optimize flex-fuel internal combustion engines in order to stimulate the use of
alcohol fuels, accurate simulation models are needed. Internal combustion engines
are indeed becoming increasingly complex with a high number of degrees of
freedom. The models have to reproduce the influence of various alcohol-gasoline
blends on the processes in the engine as correctly as possible. Thus, the goal of this
study is to develop a simulation tool to predict the performance of spark ignition
engines fuelled with alcohol-gasoline blends, both for normal and abnormal
combustion (knock).
This Ph.D. study first starts with an explanation why alcohol fuels are so
interesting. The use of methanol as a fuel for internal combustion engines is
framed in the methanol economy in which methanol, besides its use as fuel, is
also used as a raw material for the manufacture of plastics, paints, etc. and as
an energy buffer for renewable energy production. Additionally, the concept of
ternary GEM (gasoline, ethanol and methanol) blends is explained. In this concept,
ternary mixtures of gasoline, ethanol and methanol are formulated with almost the
same properties as binary ethanol-gasoline blends that can be used in the current
flex-fuel vehicles. These vehicles can run on pure gasoline, E85 (a mixture of 85
vol % ethanol and 15 vol % gasoline) or an intermediate blend. Ternary GEM
blends can be used as ’drop-in’ fuels in these flex-fuel vehicles because they have
very similar properties as a corresponding ethanol-gasoline blend and are therefore
invisible to the engine ECU. With this concept, the fraction of renewable fuel in the
fuel pool can increase due to the fact that there exist more E85/flex-fuel vehicles
than currently can be supplied by E85.
The influence of certain fuel properties of methanol and ethanol is explained and
it is shown how to formulate GEM blends. Further, the focus is on properties that
do not scale linearly with the fractions of components in a mixture. Measurements
were performed on two engine test benches in order to study the performance and
emissions of alcohols in comparison with gasoline, and to investigate the concept
of the ternary GEM blends in more detail. It is shown that the efficiency on light
alcohols is significantly better than on gasoline, with lower harmful emissions on
top. The largest increase in efficiency is seen for methanol since methanol has the
most pronounced fuel properties compared to gasoline. For a given operating point
of an engine with direct injection, the efficiency on methanol was almost 40%,
more than 5 percentage points higher than on gasoline, resulting in a decrease of
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CO2 emission of 20.7 % compared to gasoline. The test results also confirm that
the ternary GEM blend can be used as a ‘drop-in’ fuel for flex-fuel vehicles.
In order to simulate the combustion of alcohol-gasoline blends, certain sub-models
are required. For the normal combustion, the laminar burning velocity plays
a crucial role while the autoignition delay time is important for the abnormal
combustion. Since the aim is to optimize the engine operation for a large number
of parameters via engine simulations, it is desirable that the sub-models for the
laminar burning velocity and autoignition delay time are not computationally
demanding. One possibility to calculate the laminar burning velocity and
autoignition delay time is to use chemical kinetic models which can include
thousands of components and reactions and are therefore computationally
demanding, especially for complex mixtures. One of the goals of this research
was therefore to develop simple mixing rules to calculate the laminar burning
velocity and autoignition delay time of alcohol-gasoline mixtures from the laminar
burning velocity and autoignition delay time of the individual components. To
implement the laminar burning velocity and autoignition delay time of the
individual components in the combustion model, simple correlations can be used.
To validate mixing rules for the laminar burning velocity, data from literature and
simulated data were first used. In a later stage, measurements were done on a
flat flame burner at Lund University (Sweden) to further validate the mixing rules
and to investigate the laminar burning velocity of gasoline, methanol, ethanol
and gasoline surrogates. With these measurements, new correlations were also
proposed for the laminar burning velocity of gasoline and methanol in order to use
in the engine cycle code. For the autoignition delay time, it was not possible to
perform measurements. A model from literature was used to calculate autoignition
delay times of methanol-gasoline blends, and this data was used to develop a
mixing rule. For both the laminar burning velocity as for the autoignition delay
time, it was found that scaling according to the energy fraction of the components
gave an acceptable approximation of the actual values. Additionally, it was shown
that it is important for the autoignition delay time of alcohol-gasoline blends that
this scaling is done with logarithmic values.
In the next phase, the mixing rules for the laminar burning velocity and
autoignition delay time were implemented in the engine cycle code along with
several sub-models for the turbulent burning velocity. This code is based on
an existing model for the power cycle of internal combustion, developed in the
author’s research group, and has been validated for hydrogen and pure alcohols in
the past. Engine measurements on a port-injected CFR engine and a direct-injected
Hyundai engine fuelled with different methanol-gasoline blends were used as
validation for the normal combustion of the engine cycle code. A limited
measurement set on the CFR engine has been used to investigate the sensitivity
of certain sub-models for different methanol-gasoline blends. The results showed
the importance of the laminar burning velocity correlation, the initial flame kernel
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and the estimation of the residual gas fraction. Certain experimental trends
were however not properly simulated. Uncertainty about the initial flame kernel,
uncertainty about the laminar burning velocity at higher pressure and temperatures
or the inability of the turbulent combustion model to adequately capture the
chemical effects were claimed as possible reasons. Further investigation of,
among other things, the laminar burning velocity at higher temperatures and
pressures is thus necessary to lower the uncertainty. After optimization of the
initial flame development in order to reproduce the same initial combustion as
in the measurements, the experimental trends were much better predicted. This
shows that a fuel-dependent calibration of the initial flame kernel can be very
effective in order to improve simulation results. Finally, several turbulent burning
velocity models were tested. Although the absolute values did not improve, the
trends going from gasoline to methanol could be better reproduced when the Lewis
number was included in the turbulent burning velocity model.
A broader measurement range than on the CFR engine was used on the Hyundai
engine to get a more general view of the simulation output. First, simulations
were done with the newly developed laminar burning velocity correlations of
methanol and gasoline. In general, the simulations were in good agreement
with the experimental values. In addition, several other laminar burning velocity
correlations of methanol were tested together with the new correlation of gasoline
without changing the initial calibration. It was clear that these correlations
performed worse than the newly developed correlation. This showed that it is
important to match laminar burning velocity correlations of different fuels if the
effect of using a different fuel needs to be investigated.
Finally, measurements on the CFR engine were used as validation for the
sub-model for the abnormal combustion. The proposed mixing rule in combination
with the knock integral model performed well despite the simplification. Next
to the condition of the knock integral, which has to be equal to one, a second
condition has been used based on the unburned mass fraction and the crank angle
at the onset of knock to identify knock. The model was able to predict almost
all the knock onsets of the different operating points within the error margins of
the experimental knock onsets of methanol, gasoline and a mixture of 50 vol%
methanol and 50 vol% gasoline.
1
Introduction
1.1 Alternatives to fossil fuel powered engines
Fossil fuels have been consumed in large quantities since the industrial revolution.
In the past decades, awareness has grown that we cannot solely depend on these
fuels as energy carriers for transport applications. Shrinking oil reserves, climate
change and air quality are factors that force us to look at alternatives.
Several important conditions can be put forward which should be met by
alternatives:
• decrease in fossil energy use (cradle-to-grave fossil energy consumption)
and greenhouse gas emissions
• very low pollutant emissions (especially important for the air quality in big
cities)




As a result, the ideal energy carrier for vehicles should:
• be easy to produce, from abundantly available (scalable) and renewable
(sustainable) resources
• be capable of being handled, stored and distributed easily and safely
• have a high enough energy density (∼ vehicle range)
• not have energy security issues because of geographic concentrations
Verhelst [1] pointed out that scalability is an important condition which is often
forgotten, especially with present growth rates of the BRICS countries (BRICS =
Brazil, Russia, India, China and South Africa). To have a scalable alternative, it
should not rely heavily on raw materials of which reserves are limited. This may
be the greatest obstacle in scaling up the production of battery electric vehicles and
hydrogen fuel cell vehicles due to the constrains of lithium, rare earth metal and
platinum resources [2, 3]. The internal combustion engine, on the other hand,
is a proven technology, easy to produce from abundantly available, recyclable
materials. One of the major advantages of the internal combustion engine is that
it can run on different fuels, making it a flex-fuel powertrain, in many cases only
with a change of some parameters such as ignition timing and injection duration.
This gives it the potential to make the transfer from fossil fuels to renewable fuels.
Liquid alcohols, methanol and ethanol in particular, are attractive alternatives.
These are the two smallest and simplest alcohol molecules, made from easily
found atoms on the Earth (oxygen, nitrogen, carbon) which is an advantage from a
production point of view. They are liquid and thus a very efficient way of storing,
handling and distributing energy, similar to gasoline and diesel. Being liquid gives
these light alcohols a high energy density, especially compared to batteries and
hydrogen, see Figure 1.1 [4]. Additionally, methanol and ethanol are also miscible
with gasoline enabling a soft start to an alternative transport energy economy. A
possible pathway of introducing methanol into the current transportation fuel pool
is presented by Turner et al. [5–7] and discussed in Section 1.2.1.
Renewable ethanol can be made from biomass such as corn or sugarcane. This is
often referred to as bio-ethanol. For now, bio-ethanol has the upper hand when it
comes to non-petroleum-derived transportation energy and efforts are undertaken
to avoid interference with the food chain through research and development of
next-generation cellulosic ethanol [8]. Methanol can be produced from a wider
variety of renewable sources (e.g. gasification of wood, agricultural by-products
and municipal waste) and alternative fossil fuel based feed stocks (e.g. coal and
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oxygen from the ambient air is drawn through a porous cathode, have recently been made using 
ionic liquid electrolytes13 these developments are presently only at the laboratory stage. 
 
The very low net gravimetric and volumetric energy densities of batteries are shown for lead-
acid, nickel-metal hydride, and lithium ion chemistries in Figure 4. To match the range of a 
conventional gasoline vehicle with a 50 liter fuel tank would require a useable battery capacity of 
approximately a 100 kWh, accounting for the greater TTW efficiency of an electric vehicle. A 
fuel tank containing 50 liters of gasoline would weigh about 46 kg; a 100 kWh battery would 
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Figure 4. Net system volumetric and gravimetric energy densities for various on-board energy 
carriers (based on lower heating values). 
Cost estimates for batteries of a given capacity vary enormously depending on the number of 
cells used, the choice of the cathode material, the cost of materials used for the anode, separators, 
electrolyte, and packaging, the details of the production process, and the maximum permissible 
depth of discharge (which dictates the degree of over-specification of the battery necessary to 
achieve the durability required). These separate costs are often crudely lumped together to give a 
cost per kWh of storage.  
 
The most optimistic medium-term estimates for a lithium-ion battery at 100,000 units per annum 
production levels are in the region of $250/(kWh). This puts the cost of a 100 kWh battery at 
about $25,000 (represented by the €16000 value shown in Figure 5). More common price 
estimates are in the range $800-$1000/(kWh)9, putting a 100 kWh battery at over $80,000 
(represented by the €50000 value shown in Figure 5). Cell durability is a major concern for 
electric vehicles and failure of the battery to last the life of the vehicle will compound the high 
initial cost. Durability can generally be increased by reducing the maximum permissible depth of 
discharge but this has the effect of over-specifying the battery size thus increasing the cost 
Figure 1.1: Net system volumetric and gravimetric energy densities for various on-board
energy carriers [4]
natural gas). Synthetic methanol can also be produced from renewable hydrogen
and atmospheric CO2, forming a sustainable closed-carbon cycle [9]. Such
synthetic fuel produced from renewable electricty (for the hydrogen production)
are sometimes described as ’electrofuels’ [9–15] and will be briefly discussed in
the next Section.
1.1.1 Electrofuels
Biofuels such as bio-ethanol are not considered to be viable in the long term as
a substitute for fossil fuels, due to the biomass limit [4]. This biomass limit is
different for each country, and depends on the amount of biomass that can be
grown, the amount of energy required by the country, any impact of land-use
change that may arise, and limits set by any impact on the food chain [5]. It has
been estimated that this limits the potential of biofuels to about 20% of the energy
demand in 2050 [10].
This biomass limit can be overcome by the use of synthetic fuels made from
renewable energy. These ‘electrofuels’ are not constrained by a production limit
and could become more and more important in the future. These energy carriers
are synthesized from CO2 and water using renewable energy. In other words, CO2
is captured and combined with renewable hydrogen to form a liquid hydrogen
carrier. This results in a closed CO2 cycle. Methanol is the most energetically
efficient liquid electrofuel that can be synthesized using this approach [10]. This
closed carbon production cycle of methanol is presented in Figure 1.2.
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Electrolysis 
2 H2O -> 2 H2 + O2 
Synthesis 
CO2 + 3 H2 -> CH3 OH + H2O 





Figure 1.2: Closed carbon cycle for methanol production [9]
The methanol economy
Next to the use of methanol as a transportation fuel, synthetic methanol can also
serve as energy storage to act as a buffer for renewable energy production. The
intermittency of renewable energy such as solar, hydro and wind energy is a big
obstacle to their large-scale use [16]. A condition to fully exploit the potential
of these renewable energy sources is that there should be some kind of energy
buffer on a massive scale. Synthetic methanol produced from renewable energy as
presented in Figure 1.2 could be used as energy buffer when electricity production
outweighs electricity demand.
Methanol is also a chemical feedstock for the manufacture of plastics, paint,
etc. and can be used as a building block for making more complex hydrocarbons,
facilitated by the so-called methanol-to olefins (MTO) process [17].
The use of methanol as fuel, feedstock and energy buffer are three main aspects
of the methanol economy proposed by Nobel prize winner George Olah [9]. The
cycle presented in Figure 1.2 forms the basis of this economy.
Synthetic methane from renewable energy can be made in a similar way [10].
Methane can already act as a large energy buffer due to the fact that in many
countries there is an existing gas network that could be used for storage and
subsequent re-use in the power generation and heat sectors. Pearson et al. [10]
proposed the integration of the production of renewable electricity and renewable
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methane for power generation back-up and use in the heat sector with the synthesis
of liquid fuels for use directly in transport. This system combining the power, heat,
and transport sectors is schematically represented in Figure 1.3. The renewable
liquid fuels are represented by methanol, CH3OH, and higher hydrocarbon fuels,
n(−CH2−).
Figure 1.3: Integrated power, heat and transport system combining renewable methane
and liquid fuels [10].
In the next Section, the potential of light alcohol as a fuel for internal combustion
engines will be assessed.
1.2 The potential of light alcohols as a fuel for inter-
nal combustion engines
1.2.1 Spark ignition engines
The physico-chemical properties of light alcohols, discussed in more in detail
in Chapter 2, make them very well suited for use in spark-ignition engines.
Unusually for alternative fuels, ethanol and methanol have the potential to increase
engine performance and efficiency over that achievable with gasoline. Recent
work on modern multi-cylinder engines has demonstrated significant opportunities
for both increasing efficiency and performance. Nakata et al. [18] used a
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high compression ratio (13:1) naturally aspirated port-fuel injected spark-ignition
engine and reported a full-load brake thermal efficiency at 2800 rpm of 39.6%
using pure ethanol, compared with 37.9% and 31.7% using high and low-octane
gasoline respectively. Brusstar et al. [19] converted a 1.9 L turbocharged diesel
engine to run on pure methanol and ethanol by replacing the diesel injectors with
spark plugs and fitting a port fuel injection system for the alcohol fuels. Running
at the 19.5:1 compression ratio of the diesel engine, the PFI methanol variant was
able to run with very high exhaust gas recirculation (EGR) fractions and increased
the peak brake thermal efficiency from 40% on diesel to 42% on pure methanol
while emissions of NOx, CO, and HC were extremely low operating on methanol
using a conventional three-way catalyst. The work of Brusstar et al. [19] was
extended by Ghent University and Karel de Grote University College [20]. Similar
to Brusstar et al. [19], peak brake thermal efficiencies of 42% were obtained on
methanol. Gasoline operation was not possible due to heavy knock. At part loads,
the absence of throttling losses due to high levels of EGR and benefits associated
with lower in-cylinder temperatures enabled relative efficiency improvements up
to 20% compared to throttled operation. The high levels of EGR dilution at
these loads (up to 50%) also allowed to reduce the engine-out NOx emissions
to negligible levels [20]. These results demonstrate that methanol can be used
in dedicated engines with diesel-like efficiencies while using cheap aftertreatment
systems.
In the following Section, the potential of methanol and ethanol as blend
components in gasoline, resulting in ternary gasoline-ethanol-methanol (GEM)
blends as fuel for spark-ignition engines, will be discussed.
Ternary blends
Turner et al. [5–7] presented the concept of ternary blends of gasoline, ethanol and
methanol in which the stoichiometric air-to-fuel ratio is controlled to be the same
as that of conventional E85 (85 vol % ethanol and 15 vol % gasoline) alcohol-based
fuel. In fact, starting from any binary gasoline-ethanol mixture, a ternary blend
of gasoline, ethanol and methanol can be devised in which the fraction of each
component is chosen to yield the same stoichiometric air to fuel ratio (for E85, this
is ∼ 9.7−9.8 ∶ 1 depending on the AFR of the gasoline which can vary somewhat).
E85 is a fuel which can be used in the so-called flex-fuel vehicle (FFV). These
FFVs are capable of using ethanol in concentration levels of up to 85% (E85)
by volume. However, despite the registration of over several million flex-fuel
vehicles, representing 4% of the light duty vehicle fleet in the United States, only
1% of the total ethanol use in the USA has been in the form of E85 sales [21]. E85
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has suffered both from limited availability and uncompetitive pricing on an energy
basis in the USA.
It was shown by Turner et al. [5, 6] that all the possible iso-stoichiometric ternary
blends starting from a binary blend of gasoline and ethanol are practically invisible
for the engine control unit (ECU) of flex-fuel vehicles calibrated to run on any
ethanol-gasoline blend up to E85. This opens the possibility to use these ternary
blends as drop-in fuels for flex-fuel vehicles without the danger of upsetting the
on-board diagnostics of the engine management system. If the methanol used is
of a renewable and energy-secure nature then, for a fixed volume of ethanol in the
fuel pool dependent on the biomass limit, an increased level of renewability and
energy security is achieved. This overall situation is made possible by the fact that
there are more E85/flex-fuel vehicles in existence than can currently be serviced
by the E85 fuel supply chain. The formulation of ternary GEM blends and the
properties of these blends will be discussed in Section 2.4.
Turner et al. [5, 6] tested the drop-in ability of the iso-stoichiometric
gasoline-ethanol-methanol (GEM) blends in two flex-fuel vehicles. One vehicle
was provided with a physical sensor for alcohol content and the other vehicle had
a ’virtual’ sensor. A physical sensor directly measures the alcohol concentration
of the fuel relying on the electric permittivity or the resistance of the fuel, while a
virtual sensor utilizes an algorithm based on the information of the other sensors
of the engine to calculate the alcohol concentration. A ’virtual’ sensor has the
advantage that there is no additional cost in hardware. During vehicle testing, the
hypothesis that iso-stoichiometric GEM blends can function as drop-in alternatives
to binary ethanol-gasoline blends has been confirmed. There were only two
malfunction lights when running on the binary gasoline-methanol blend with the
vehicle with the ’virtual’ sensor. Turner et al. [5, 6] stated that this could be due to
phase separation as the vehicle was not subjected to road shocks or accelerations on
the test bench and that some form of cosolvent might be necessary when methanol
and gasoline are blended together. Compared to the gasoline tests on the same
vehicles, there was an overall efficiency improvement of approximately 5% when
using the alcohol blends. Turner et al. [5, 6] also performed cold start tests. The
only fuel blend which failed the cold start test was the normal E85 blend. This is to
be expected as ethanol is harder to start than gasoline or methanol, and so reducing
the proportion of this component and replacing it with larger amounts of the other
two would only be expected to improve the situation.
This means that there is the possibility with GEM blends to effectively extend
gasoline displacement during winter months when currently, with existing
commercial E85 fuels, the ethanol content is decreased to levels close to 70%
in order to maintain cold startability. A year-round fixed blend ratio is therefore a
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possibility. It is important to note that the tests were conducted on a vehicle and
the emissions were measured at the end of the tailpipe without knowing what the
ECU was actually doing. Measurements on an engine test bench and engine-out
emissions would enable to better understand the effect of replacing ethanol by
methanol/gasoline in the GEM-blends. This is addressed in Section 3.4 where
different GEM blends are tested on engine test benches.
Next to the hypothesis, other benefits of the GEM-blends were discussed like
the potential economic advantage. Turner et al. [6] showed that with wholesale
prices of $3.11, $2.30 and $1.11 per US gallon for gasoline, ethanol and methanol
respectively, the price of the blends can be made significantly lower than gasoline
on an energy basis. With these prices, with ternary blends containing more than
25% by volume of methanol, a reduction in motoring costs could be realized
just through a reduction in the relative price of the fuel versus gasoline. Since
the vehicles would be expected to become more efficient when operated on the
high-blend alcohol fuels, one would expect another reduction in operating costs.
Another advantage is that for flex-fuel vehicles, there is no need for range anxiety,
which is a major obstacle for electric vehicles, because these flex-fuel vehicles are
still able to run on gasoline. The user would be able to run on a high-alcohol GEM
blend, on which the vehicle would be significantly cheaper to operate but with a
lower range due to the lower volumetric energy content of the alcohol fuel, or on
gasoline, when he would like to travel longer distances before refueling.
1.2.2 Compression ignition engines
Low carbon number alcohols have very low cetane numbers. For methanol the
number is so low that it cannot be measured directly [4]. Extrapolation of test
data using additives gives a cetane number of 3 for pure methanol and a cetane
number of 2 for methanol with 10% water [22]. Since the cetane number is a
measure of the auto-ignitibility of a fuel, pure methanol and ethanol are found to
be unsuitable for use in conventional compression-ignition engines. It can only
be used in compression ignition engines if the ignition is improved. This can
be done chemically with the use of an additive or another fuel blended in, or
physically, e.g. preheating the intake air. It can also be used in dual fuel operation
in conjunction with another fuel which is more auto-ignitable.
Another problem is the lubricity of alcohol fuels. Typical diesel fuel lubricates
engine fuel pumps and injectors to remain operable. For the low viscosity of




Recently, the use of methanol and ethanol in compression-ignition engines have
been investigated without adding additives to improve the ignition. This was done
in the ’Sootless Diesel’ project of the Advanced Combustion group of Stanford
University [23]. This project aimed at understanding the available strategies for
reducing soot emissions. Spray imaging and engine measurements have shown the
huge potential of these light alcohols to reduce soot emissions. For spray images,
the camera sensitivity required to capture the radiation of soot formation from
methanol and ethanol had to be increased with a factor of nine compared to spray
images of diesel fuel. Engine measurements were performed on a single-cylinder
research engine with a compression ratio of 17:1. As alcohol fuels have very low
cetane numbers, the intake air was heated to 125○C in order to allow consistent
combustion. The engine measurements showed that with methanol and ethanol,
full-load could be realized while still obviating the need for a particulate filter,
even at stoichiometric air-to-fuel ratios. The levels of soot were far below the
current regulation limit, especially for methanol. This opens the opportunity to
use an inexpensive three-way catalyst while running at stoichiometric air-to-fuel
ratios in order to reduce the other pollutant emissions. At stoichiometric operation,
the combustion efficiency dropped compared to lean operation but was still almost
96%.
Light alcohols in combination with diesel ignition
In Europe, methanol is being considered as a more cost effective alternative to
meeting upcoming emission legislation for the marine industry because of the
advantages in distribution and storage at terminals and onboard ships compared to
other possible alternative fuels such as Liquefied Natural Gas (LNG). Additionally,
the conversion to dual fuel engines is significantly easier for methanol than for
LNG. The Scandinavian Efficient Shipping with Low Emissions (EffShip) project
investigated a number of alternative fuels and advanced methanol as the most
promising one [24]. In a spin-off project of EffShip, the engines of the RoPax
ferry Stena Germanica will be converted to dual fuel methanol-diesel operation.
Methanol will be injected close to the top dead center and ignited by a small
amount of pilot fuel (=traditional diesel fuel) resulting in a diffusion combustion
of the methanol fuel [25]. Compared with current fuel used in the ferries, sulphur
emissions are expected to be reduced by about 99%, NOx emission by 60%,
particles by 95%, and CO2 emissions by 25% [26]. Stena Line may convert a
fleet of 40 ferries to methanol depending on the success achieved with the Stena
Germanica conversion.
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1.3 Scope and outline
Light alcohols are definitely interesting alternatives. The fact that they are
also miscible with gasoline enables an evolution rather than a revolution to an
alternative transport economy. To favor the chances of these alcohols fuels, engine
models should be able to accurately simulate the power output and emissions
of engines fuelled with alcohol fuels in order to optimize flex-fuel engines and
fully exploit the potential of these alcohol fuels. Within the author’s department,
a quasi-dimensional engine model was already developed for the power cycle
of spark ignition engines fuelled with hydrogen [27] and pure methanol and
ethanol [28]. Quasi-dimensional models are more complex than zero-dimensional
models due to the inclusion of certain geometrical parameters and a mass burning
rate that is modeled instead of predefined. Compared to multi-dimensional
models, which are used to study certain physical processes in detail, these models
are computationally less demanding and thus the ideal choice for performing
parameters studies and optimizing engine settings. The goal of the present research
is to extend the validity of the quasi-dimensional model to alcohol-gasoline blends.
Chapter 2 focuses on the fuel properties of alcohol-gasoline which are relevant
to internal combustion engines. Chapter 3 describes the engine test benches
and the measurements carried out during this Ph.D. study. In Chapter 4, it is
explained why the use of hydrous alcohol (water-alcohol mixtures) in internal
combustion engines can have advantages and the effect it has on the power output
and emissions is addressed with engine measurements on these hydrous alcohol
fuels. Because the laminar burning velocity is a key parameter to model the
combustion of fuels in spark ignition engines, Chapter 5 focuses on the laminar
burning velocity of alcohol-gasoline blends and how the laminar burning velocity
of complex alcohol blends can be calculated in engine cycle models using mixing
rules. The engine cycle model is described in Chapter 6 and the predictive
capability of the normal combustion (non-knocking operating points) is evaluated
through comparison with experiments on a port fuel injection engine and a direct
injection engine. In Chapter 7, a sub-model to model knock in spark ignition
engines fuelled with alcohol-gasoline blends is presented and evaluated through
comparison with experiments. In Chapter 8, the main findings are summarized
and an outlook for future work is given.
2
Fuel properties of alcohol blends
2.1 Introduction
As explained in Chapter 1, methanol and ethanol are promising alternative fuels
for internal combustion engines. Methanol and ethanol are the two simplest
alcohols with well known properties. Gasoline, however, is a mixture of hundreds
of hydrocarbons. There is a wide variation in composition of gasoline between
market fuels (see Figure 2.1) and the composition depends also on the season
to have a good startability. On a molecular level, the most distinct feature of
alcohol molecules compared to gasoline is the hydroxyl functional group (-OH)
which is bound to a saturated carbon atom. This hydroxyl group is responsible
for the polarity of the molecules which is more pronounced in light alcohols such
as methanol and ethanol than for alcohols with a higher carbon count. Several
interesting physico-chemical properties of light alcohols are due to the strong
inter-molecular forces, known as hydrogen bonding, caused by this polarity, e.g.
high boiling points relative to the molar masses, high heats of vaporization and
low vapor pressure. This is because, due to the extensive hydrogen bonding in the
case of methanol, a ‘quasi-super-molecule’ known as a cyclic tetramer is formed
in which four methanol molecules form a structure via hydrogen bonds between
the individual molecules. These cyclic tetramers have an effective molecular mass
of four times that of an individual molecule. Thanks to the resulting properties,
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methanol and ethanol have the potential to increase engine performance and
efficiency over that achievable with gasoline but it also raises cold start problems.
Another negative effect of the polarity of light alcohols is the high corrosiveness
which can lead to problems with material compatiblity. During his Ph.D. study,
Vancoillie [28] studied the combustion of pure methanol and ethanol in internal
combustion engines and gave an overview of different measures which can be
taken to solve problems with material compatibility and cold start on alcohol
fuels. Additionally, some misconceptions about extreme toxicity and fire safety
of methanol were rebutted by Vancoillie [28].
In this Chapter, the effect of light alcohols on the performance, efficiency
and emissions of internal combustion engines will be explained briefly and
compared to higher carbon count alcohols. Higher carbon count alcohols,
such as butanol, have been of interest due to the more gasoline-like properties.
Engine measurements on butanol will be reported in Chapter 3. Secondly,
as this Ph.D. study focuses on alcohol-gasoline blends, the behavior of some
relevant properties of alcohol-gasoline blends that do not scale linearly with
the molar content of the individual components will be discussed. Finally,
more information will be given about the properties of iso-stoichiometric and


















Figure 2.1: Approximate ranges of paraffins, naphthenes, aromatics, and olefins in
commercial U.S. gasoline [29].
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2.2 Alcohol properties relevant to internal combus-
tion engines
Some properties of methanol and ethanol, relevant to spark-ignition engines,
are shown in Table 2.1 and compared against other alternative fuels and typical
gasoline. In the introduction, it was already mentioned that light alcohols have
the potential to increase performance and efficiency compared to gasoline. Lower
heat losses due to lower in-cylinder temperatures, higher volumetric efficiency due
to higher charge cooling and lower propensity to knock are the main contributing
factors to the higher performance and efficiency. The higher heat of vaporization
in combination with the lower air-to-fuel ratio of alcohols leads to an increase of
intake charge cooling. This potential of charge cooling can be fully exploited
in direct injection engines. This cooling effect can increase the power output
of internal combustion engines because of the higher volumetric efficiency due
to an increased charge density but it also helps to mitigate the propensity to
knock and lowers the heat losses. Lower temperatures are also expected for
alcohols because of the lower adiabatic flame temperature and higher exhaust gas
heat capacity. Next to the cooling effect, light alcohols also have an elevated
chemical resistance to knock compared to gasoline. Methanol and ethanol
have a single-stage autoignition behavior compared to the two-stage autoignition
behavior with cool-flame reactions of gasoline. These cool-flame reactions can
boost the high-temperature oxidation responsible for knock.
The higher burning velocity of methanol and ethanol compared to gasoline also
allows increased levels of mixture dilution, e.g. external exhaust gas recirculation
(EGR), which can lower throttling losses [30].
Pollutant emissions are also affected by alcohols. As alcohols have a hydroxyl
group, the oxygen in the molecule can have a positive effect on the formation
of noxious emissions such as unburned fuel and CO emissions [31, 32]. Due
to the relatively low combustion temperature, NOx emissions normally decrease
with addition of light alcohols. If additionally the level of EGR can be raised
substantially with addition of methanol or ethanol, the NOx emissions can be
lowered drastically [30]. Finally, soot emissions, which can be significant for
direct injection engines, can decrease by using light alcohols, especially for
methanol which does not have a carbon-carbon bond. The presence of oxygenates
has been shown to reduce the concentration of intermediate species required for










Table 2.1: Properties of typical gasoline, methanol, ethanol, (iso-)butanol, methane and hydrogen relevant to internal combustion engines
[4, 27, 28, 34–36]. * Includes atmospheric nitrogen. NA: not available. NTP: normal temperature (293 K) and pressure (101325 Pa).
Property Gasoline Methanol Ethanol Butanol Methane Hydrogen
Chemical Formula Various CH3OH C2H5OH C4H9OH CH4 H2
Oxygen Content by Mass [%] 0 49.9 34.7 21.6 0 0
Density at NTP [kg/l] 0.74 0.79 0.79 0.802 0.00065 0.00008
Lower Heating Value [MJ/kg] 42.9 20.09 26.95 33.08 50 120
Volumetric Energy Content [MJ/l] 31.7 15.9 21.3 26.5 0.033 0.010
Stoichiometric Air to Fuel Ratio [kg/kg] 14.7 6.5 9 11.2 17.6 34.2
Energy per Unit mass of air [MJ/kg] 2.92 3.09 2.99 2.95 2.83 3.51
Research Octane Number (RON) 95 109 109 113 120 130 (λ=2.5)
Motor Octane Number (MON) 85 88.6 89.7 94 120 NA
Sensitivity (RON-MON) 10 20.4 19.3 19 0 NA
Boiling point at 1 bar [°C] 25-215 65 79 108 -164 -253
Heat of vaporisation [kJ/kg] 180-350 1100 838 579 - -
Heat of vaporisation, λ=1 [kJ/kg Air] 18.0 169.2 93.1 51.7 - -
Reid Vapour Pressure [psi] 7 4.6 2.3 0.49 NA NA
Mole ratio of products to reactants* 0.937 1.061 1.065 1.067 1 0.852
Ratio of triatomic to diatomic products* 0.35 0.53 0.44 0.40 0.40 0.53
Flammability Limits in Air [vol%] 1.3-7.6 6.7-36 3.3-19 1.7-10.6 5-15 4-75
Flammability Limits in Air [λ ] 0.26-1.60 0.23-1.81 0.28-1.91 0.36-2.44 0.59-1.99 0.15-10.57
Minimum Ignition Energy in Air [mJ] 0.25 0.14 NA NA 0.28 0.02
Laminar flame speed at NTP, λ=1 [cm/s] 33.0 40.0 38.6 NA 35.2 210
Specific CO2 Emissions [g/MJ] 73.95 68.44 70.99 71.79 54.87 0.00
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Table 2.2: C1-C8 alcohols
Name C # Chemical composition Oxygen content [m%] Stoichiometric Air to Fuel Ratio [kg/kg]
Methanol 1 CH3OH 49.9 6.5
Ethanol 2 C2H5OH 34.7 9.0
Propanol 3 C3H7OH 26.6 10.4
Butanol 4 C4H9OH 21.6 11.2
Pentanol 5 C5H11OH 18.1 11.8
Hexanol 6 C6H13OH 15.7 12.2
Heptanol 7 C7H15OH 13.8 12.5
Octanol 8 C8H17OH 12.3 12.7
Methanol and ethanol are quite different from gasoline which makes it impossible
to use these light alcohols pure or in high-level blends in the current SI engines
without (small) modifications to especially the fuel system, injectors and ECU
calibration. Additionally, the lower energy density of light alcohols makes the
range of the vehicles drop significantly for equal fuel tank volumes (methanol
has approximately half the energy density of gasoline). The fact that for higher
carbon count alcohols, the distinct properties, which are most pronounced for
methanol, progressively degrade towards gasoline-like values, has been the main
reason why also higher alcohols such as butanol are currently investigated to be
used in combination with gasoline.
Table 2.2 shows an overview of the alcohols ranging from methanol (1 carbon
atom) to octanol (8 carbon atoms). When enough carbon atoms are present (> 2
carbon atoms), different isomers are possible. These are molecules with the same
chemical composition, but with different structures and placement of the hydroxyl
group. The isomer with a straight carbon chain and the OH-group at the end is
called an n-isomer or 1-isomer. The branched isomer with the OH-group at the end
of the branch is preceded by ’-iso’. In the case of butanol, there is a four-carbon
structure so different isomers exist based on the location of the hydroxyl group
(OH group). The different structures of butanol isomers have a direct impact on
the physical properties. The different isomers are called n-butanol (1-butanol),
sec-butanol, tert-butanol and iso-butanol and the chemical structure is shown in
Figure 2.2. Sec-butanol is not considered a potential alternative engine fuel due
to its low motor octane number. Tert-butanol is not considered as an alternative
fuel at higher volumetric concentrations, due to its high melting point. 1-butanol
and iso-butanol have physical properties closer to gasoline and could therefore
be considered a potential alternative fuel. In this study, only iso-butanol was
used because of the higher octane number which is close to the octane number
of methanol and ethanol. From here on, iso-butanol will be simply called butanol.
The concentration of fuel blends is usually quantified in terms of volume fraction,
whereas the mole fraction of a component should provide the most meaningfuel
insight into the variation of physico-chemical properties. Blends of different fuels
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Figure 2.2: Chemical structure of butanol isomers.
for which there is a large difference in the ratio of density of the component to
the molar mass of the component will exhibit a large difference in concentration
expressed in terms of mole fraction and volume fraction. This is especially true for
lower carbon count alcohols blended in gasoline. This is shown in Figure 2.3 in
which the relationship between mole and volume fraction for alcohols blended in
standard gasoline (molar mass = 107kg/kmol and density = 740kg/m3) is plotted.
For ethanol and methanol there is a significant difference, e.g. M10 and E10 on a
volumetric basis become respecitively M28 and E22 on a molar basis. For higher
alcohols, there is less difference because of the higher molecular mass of these
molecules.
Wallner et al. [37] has evaluated alcohols up the octanol as possible alternative fuel
candidates. The authors evaluated the different alcohols on several physical and
engine related properties:
• Lower heating value: Increasing oxygen content of the fuel almost linearly
reduces the lower heating value. For methanol and ethanol, there is a
reduction of respectively 53 % and 37% in mass-specific energy content.
This can be reduced with longer-chain alcohols such as butanol with a LHV
penalty compared to gasoline of approximately 23 % or hexanol with a
respective penalty of only 16 %. However, due to their oxygen content the
energy per unit mass is still significantly reduced compared to the gasoline
baseline. Among the alcohol isomers, 1-structures show slightly higher
lower heating values compared to their respective iso-structures.
• Melting and boiling point: To ensure that a fuel stays liquid regardless of
region and time of the year, the melting point of the fuel cannot exceed
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Figure 2.3: Mixtures of alcohols with gasoline: mole fraction of alcohol as a function of
volume fraction.
an upper limit. Wallner et al. [37] decided to take -40○C as a realistic
upper limit. They reported that there is a general trend of increasing
melting temperature with longer carbon chain length. Several isomers,
especially tert-isomers and higher carbon count alcohols such as hexanol and
octanol, are close to or exceed the upper limit of -40○C due to the reduced
intermolecular forces caused by the reduced polarity.
Similar to the trend of the melting points but even more pronounced, there
is an increasing trend for the boiling point with increasing carbon count.
The boiling point range starts at 65 ○C for methanol up to almost 200○C for
certain octanol isomers. Contrary to a single boiling point, gasoline has a
distillation range. Adding a certain alcohol to gasoline results more or less
in an extension of the distillation curve at the boiling point of the alcohol.
Therefore the boiling point is critical in influencing the evaporative behavior,
certainly when targeting higher blends levels. In contrast with methanol
and ethanol, the melting point and boiling point of some higher alcohols
make their use as vehicle fuel questionnable and probably only possible in
low-level blends.
• Latent heat of vaporization, vapor pressure and stoichiometric air de-
mand: A successful cold start depends heavily on these fuel properties.
A combination of a low stoichiometric air-to-fuel ratio, high latent heat of
vaporization and high vapor pressure can make it difficult to meet the right
conditions. Additionally, the distillation curve has an important influence.
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Alcohols are single components with a fixed boiling point. As a result, pure
alcohols do not contain very volatile components that are present in gasoline
to improve the startability.
In Table 2.2, the stoichiometric air-to-fuel ratio is shown for the range of C1
to C8 alcohols. As can be seen in Table 2.2, the relative oxygen content
decreases with increasing carbon count which explains the increasing
air-to-fuel ratio with increasing carbon count. Wallner et al. reported a
clear trend of decreasing Reid Vapor Pressure with decreasing oxygen
content for alcohol fuels. All tested alcohols (C2-C6) had RVP values
significantly below the RVP value which is normally reported for gasoline.
Methanol and ethanol have clearly a lower RVP value than gasoline, but
low-level (m)ethanol-gasoline blends can have higher RVP values than
gasoline because of the azeotropic behavior of these (m)ethanol-gasoline
blends. This will be discussed in more detail in Section 2.3.1.
Finally, the latent heat of vaporization plays an important role during cold
start. A higher heat of vaporization means more energy is needed to
evaporate the fuel. Wallner et al. [37] reported that the latent heat of
vaporization normalized by the amount of fuel energy delivered to the
engine increases with oxygen content with a clear maximum for methanol.
• Mixture calorific value: The mixture calorific value is a metric for the
energy content of a certain volume of stoichiometric air/fuel mixture. The
mixture calorific value for gasoline is approximately 3.5MJ/m3, while the
values for alcohols are slightly higher with approximately 3.55MJ/m3 for
propanol, butanol and hexanol, 3.6MJ/m3 for ethanol and almost 3.7MJ/m3
for methanol [37]. Assuming constant engine efficiencies and constant
volumetric efficiency for the different fuels, an advantage in mixture
calorific value directly translates into an improvement in engine power
output.
• RON/MON: The traditional measure for knock resistance is the octane
number. Although the applicability of RON and MON in modern,
downsized, turbo-charged engines has been widely discussed [38–41], the
values are still a commonly used benchmark for fuel characterization.
The Research Octane Number (RON) and Motor Octane Number (MON)
decrease significantly with increasing carbon count. Iso-structures show
increased knock resistance compared to their respective n-structures. It is
also worth noting that Research Octane Numbers do not scale linearly when
blending gasoline and alcohols. This will be discussed in more detail in
Section 2.3.3.
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2.3 Non-linear properties of (m)ethanol-gasoline
blends
Solutions of methanol and/or ethanol in gasoline behave as non-ideal mixtures:
the alcohol-alcohol interactions are different from the alcohol-gasoline or
gasoline-gasoline interactions due to the polarity of the alcohol molecules and
the resulting hydrogen bonding between alcohol molecules. As the blend ratio
changes, certain interactions can become stronger or weaker resulting in a
non-linear behavior with the molar content of the individual component. For
example when the alcohol is mixed with increasing quantities of gasoline, which
is a non-polar liquid, the hydrogen bonds are progressively weakened and become
less extensive. In the case of methanol, the methanol molecule starts to behave as
a low molecular mass component in gasoline, which is a mixture of hundreds of
hydrocarbons, instead of a cyclic tetramer with four times the mass of an individual
methanol molecule.
In this Section, the following properties with a non-linear behavior will be
discussed: vapor pressure, distillation curve, octane number and density. Other
properties such as the laminar burning velocity and the ignition delay do also
have a non-linear behavior with the molar fraction of the components. The
laminar burning velocity of alcohol-gasoline blends will be discussed extensively
in Chapter 5 and the ignition delay will be discussed in Chapter 7 about knock
modelling of alcohol-gasoline blends.
2.3.1 Vapor pressure
The most commonly used measure of vapor pressure is the Reid vapor pressure
(RVP), defined as the vapor pressure measured at 37.8°C (100°F) in a chamber
with a vapor-to-liquid volume ratio of 4:1. This is an indication of the presence of
very light fractions that vaporize at low temperatures. Methanol and ethanol, when
mixed with gasoline, have very pronounced peaks in RVP around 10 vol% alcohol
fraction while this behavior diminishes with increased alcohol chain length [42].
This is shown in Figure 2.4.
This non-intuitive behavior of (m)ethanol-gasoline blends is a consequence of
molecular interactions between the gasoline components and (m)ethanol. For
an ideal mixture of components, the vapor pressure would follow a molar
















Volume Fraction of Alcohol in Blend [%] 
Methanol 
Ethanol 
Figure 2.4: RVP of methanol-gasoline and ethanol gasoline blends [42].
p =∑ pixi (2.1)
where p is the vapor pressure of the mixture, pi is the vapor pressure of compound
i and xi is the mole fraction of compound i. Solutions of methanol and/or ethanol
in gasoline however behave as non-ideal mixtures. As explained earlier, when
gasoline is added to alcohol with increasing quantities, the hydrogen bonds are
progressively weakened and the alcohol starts to behave as a low molecular mass
component and the gasoline-alcohol interactions change [42]. The non-polar
hydrocarbon molecules in gasoline interfere with the intermolecular hydrogen
bonding between the polar (m)ethanol molecules, and the (m)ethanol interferes
with molecular interactions between the gasoline hydrocarbons [43–45]. These
interferences with intermolecular bonding allow the respective molecules to more
readily escape the liquid as vapor, increasing vapor pressure, and result in the
formation of near-azeotropes of (m)ethanol and gasoline components. The effect
of the low molecular mass component eventually falls away as more gasoline is
added and the alcohol concentration drops to zero. As can be seen in Figure 2.4,
the magnitude of the increase of RVP is less pronounced with ethanol addition
compared to methanol addition. This is due to the lower vapor pressure and lower
polarity of ethanol [42].
This behavior of the vapor pressure can influence the cold-start performance of
an engine and explains how evaporative emissions using methanol and ethanol in
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high level blends can be lower than those of gasoline while they can be higher
using low level blends [43].
The American Petroleum Institute (API) provided an extensive dataset of vapor
pressures for ethanol blends with market gasolines and blendstocks of varying
volatility [46]. The RVP increase with ethanol addition to gasoline was shown
to be dependent on the composition of the gasoline, with greater RVP increase
observed for gasoline with lower RVP or greater saturated hydrocarbon content. It
was found that the fuel components that contribute most to the vapor pressure are
the most volatile components of gasoline: primarily isomers of butane and pentane.
Finally, it was shown that vapor pressure increases with temperature with a greater
sensitivity to temperature for the vapor pressure of ethanol-gasoline blends than
for gasoline containing no ethanol [42]. Thus, for a gasoline containing no ethanol
and a gasoline containing ethanol with the same RVP, the vapor pressure of the
gasoline with ethanol will increase more as the temperature is increased above
the RVP temperature (37.8°C). On the other hand, it will also have a lower vapor
pressure at lower temperatures.
2.3.2 Distillation curve
The vaporization behavior of a fuel is important in order to ensure proper cold
start and normal operation of the engine. For gasoline, the distillation curve has
to meet the ASTM standard D4814. 10 vol% of the fuel must be evaporated at a
temperature of 70○C (T10), 50 vol% between 77 and 121○C (T50) and 90 vol%
at a maximum temperature of 190○C (T90). The gasoline must be completely
evaporated at a temperature of 225○C. The inclusion of large quantities of a
single component (in this case methanol or ethanol) in a blend is known to distort
the distillation profile near to the boiling point of that single component. The
formation of near-azeotropes can cause further distortions, as is known to be
the case with methanol and ethanol. Because of the near-azeotropic behavior,
the distillation does not occur as discrete segments of compounds but rather as
vaporization of mixtures with gradually varying composition and with decreasing
volatility [47].
In Figure 2.5 and 2.6, the near-azeotropic behavior of methanol-gasoline and
ethanol-gasoline blends is visible as a more slowly rising distillation curve
indicating a higher volatility than that of the base gasoline. For increasing alcohol
content, this slowly rising curve expands to cover a larger portion of the distillation
curve [47]. For high-level ethanol-gasoline blends, problems can arise because of
the low volatility at the front end of the distillation curve for low temperatures.
Because of the low volatility, the ethanol fraction in ’E85’ blends is decreased to
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typically 70% by volume during winter months. Other solutions could be adjusting
the calibration of engine parameters or installing a second fuel tank with another
fuel which would be used during cold start. A second fuel tank makes the system
more complex and expensive but an additional gasoline fuel tank is already used
in Brazilian flex-fuel vehicles which are running on hydrous ethanol. Vancoillie
























Figure 2.5: Distillation curve of methanol-gasoline blends [47].
2.3.3 RON/MON
Anderson et al. [48] studied the Research Octane Numbers (RON) and Motor
Octane Numbers (MON) of gasoline-alcohol blends and found that these
properties behave non-linearly on a volumetric basis but can be estimated by
calculating the average of the octane numbers of the components using the
mole fraction. The difference between mole fraction and volume fraction of
methanol-gasoline and ethanol-gasoline blends was shown in Figure 2.3. Because
the octane numbers of alcohol-gasoline blends can be estimated using mole
fractions, it follows that the sensitivity, S = RON −MON, can also be estimated by
molar weighting. Still, the behavior of the RON and MON is not completely linear
with molar content as shown in Figure 2.7 [21]. Anderson et al. [21] proposed to
use a non-linear term to improve the molar-weighted estimate of RON and MON
values for ethanol-gasoline blends because measured RON values were up to 3
RON higher than values estimated by molar weighting. Anderson et al. [21]
























Figure 2.6: Distillation curve of ethanol-gasoline blends [47].
explained the non-linear behavior by interactions between ethanol and certain
hydrocarbons.
2.3.4 Density
Due to the way liquids having different molecular size group together, the total
volume of a blend of different liquid components can be different from the sum
of the volumes of the components prior to mixing. The volume occupied by a
number of molecules depends on the molecules that surround them. This can affect
the density of alcohol-gasoline blends, especially when water addition is involved.
For example, when 1 mole of water is added to a large volume of water at 25 ○C,
the volume increases by 18cm3. When 1 mole of water is added to a large volume
of ethanol at 25 ○C, the volume increases by only 14cm3 because of the higher
density packing of the water molecules [49]. For most applications involving
anhydrous alcohol-gasoline blends, the density can be approximated with enough
accuracy using linear combinations. Turner et al. [50] measured the density of
different ternary gasoline-ethanol-methanol blends, discussed in the next Section,
at 20○C using a pycnometer. The measured densities were observed to be near
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Figure 2.7: Non-linear behavior of RON and MON values of ethanol blends with different
gasoline blendstocks. Measurements - symbols [21].
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2.4 Ternary gasoline-ethanol-methanol blends
To have ternary blends which could have the potential to be ’drop-in’ fuels for
binary ethanol blends in flex fuel vehicles, two properties of the blends are
absolutely necessary: the blends should have the same stoichiometric air-to-fuel
ratio and volumetric energy density as the target binary blend. With identical
volumetric energy densities, the opening duration of the fuel injectors can remain
the same without the need to recalibrate the ECU. The stoichiometric air-to-fuel
ratio condition is required to not upset the ECU with signals from the lambda
sensor which are outside the expected range. First, simple expressions are derived
which quantify the volume fractions of methanol, gasoline and ethanol required
to generate iso-energetic ternary mixtures [51]. These mixtures have the same
volumetric energy density as a target binary blend of gasoline and ethanol.




with mi/m the mass fractions of the mixture components. Turner et al. [50] found
that the densities of different ternary gasoline-ethanol-methanol blends are near
linear combinations of individual component densities. It can thus be assumed
that the sum of the volume fractions before mixing, Vi, can be approximated by
the post mixing volume, V , for ternary gasoline-ethanol-methanol blends. This is
expressed as:









in which the subscripts ’G’, ’E’ and ’M’ stand for gasoline, ethanol and methanol.
Using Equation 2.4, Equation 2.2 can be re-arranged:
ρLHV = ρG(VGV )LHVG+ρE (VEV )LHVE +ρM (VMV )LHVM (2.5)
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ρLHV in Equation 2.5 is in fact the volumetric energy density of the target binary
blend. Using Equation 2.4, Equation 2.5 can be re-arranged to calculate the volume
fraction of gasoline or the volume fraction of methanol as a function of the volume
fraction of ethanol which is needed to match the volumetric energy density of
any target binary ethanol-gasoline blend. For example, the volume fraction of





(ρELHVE −ρGLHVG)(ρGLHVG−ρMLHVM) + (ρGLHVG−ρLHV)(ρGLHVG−ρMLHVM) (2.7)
Using Equation 2.7, the concept of these ternary blends is shown in Figure 2.8
for equivalent ‘E85’ blends. On the right side of Figure 2.8, the composition of
normal E85 can be seen (85 v/v % ethanol and 15 v/v % gasoline). On the left side
of Figure 2.8, the binary mixture of gasoline and methanol is shown in which all
the ethanol is replaced with gasoline and methanol. This results in a M56 blend
(56 v/v % methanol and 44 v/v % gasoline). In between these two blends, any
iso-stoichiometric ternary blend can be determined by drawing a vertical line in
Figure 2.8 and reading the blend ratios on the left axis of the Figure (for example
the yellow dotted line in Figure 2.8). In Figure 2.8, the concept of iso-energetic
GEM blends has been shown for equivalent ‘E85’ blends, but iso-energetic GEM
blends can be formulated for any binary ethanol-gasoline blend. The limit case
where all the ethanol is removed and substituted by methanol and gasoline can




The possible deviation of the stoichiometric AFR from that of the target binary
blend is also quantified for the iso-energetic GEM blends, see Figure 2.9. As
the AFR of the blends also depends on the AFR of the gasoline which is used to
formulate the blends, the AFR ratios of E85 and M56, which are assumed to be
iso-energetic, are plotted in Figure 2.9 as a function of different gasolines with
changing AFR while assuming the other properties of the different gasolines stay
equal. The deviation between the two limiting binary GEM blends, E85 and M56,
becomes larger as the AFR of gasoline increases. The deviation is 1.7 % when
the AFR ratio is 14.7 for gasoline and only 0.014 % for an AFR of 14.1. These
deviations should however never be a problem for the ECU.
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Figure 2.9: Variation of AFR of E85 and M56 as a function of the AFR of gasoline and the
deviation of the AFR of M56 relative to E85.
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Turner et al. [5–7] found that all the possible iso-stoichiometric and iso-energetic
ternary blends starting from a binary blend of gasoline and ethanol have, beside
the same AFR and identical volumetric energy content, essentially constant octane
numbers and constant latent heat. The fact that these ternary blends show very
few differences in physical properties opens the possibility to use these ternary
blends as drop-in fuels for flex-fuel vehicles without the danger of upsetting the
on-board diagnostics of the engine management system. The octane numbers of
four different GEM blends, measured by Turner et al. [5], are shown in Figure
2.10. As can be seen, octane numbers do not vary much for the different blends
and even the sensitivity (RON-MON) is more or less constant.
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Figure 2.10: Measured Research (RON) and Motor (MON) octane numbers for each of the
blends [5].
The GEM blends have the potential to be used as drop-in alternatives to binary
ethanol-gasoline blends such as E85 from a combustion and control point of view
but it is also important to understand their aggressivity towards materials, volatility
properties, blend stability, etc. This was investigated by Turner et al. [50] for
several GEM blends. As discussed in Section 2.3.2, a single component in a
blend will distort the distillation profile around the boiling point of that single
component, with further distortions possible due to azeotropic behavior. For
different E85-equivalent GEM blends, Turner et al. [50] found that the biggest
distortion for the front end of the distillation curve (low temperatures) occured
for the E85 blend (without methanol) indicating low volatility. With increasing
methanol content, the distillation curve approaches that of the base gasoline.
This indicates that GEM blends containing higher levels of methanol will be less
compromised regarding cold temperature startability. The low volatility of the
binary ethanol-gasoline blend E85 is the reason that, during winter, the amount
of ethanol in E85 is reduced to ensure that there is sufficient gasoline which will
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vaporize during cold start.
As the alcohol content decreases in alcohol-gasoline blends, the RVP increases
with a peak around 10-15 vol% (see Section 2.3.1). Increased RVP has been
linked to increased evaporative emissions. Because the alcohol content decreases
when GEM blends with higher methanol fractions are formulated and the vapor
pressures of methanol-gasoline blends are higher than the vapor pressures of
ethanol-gasoline blends, RVP increases as more methanol is added in the GEM
blends. This may lead to increased evaporative emissions and overloaded carbon
canister traps, especially for GEM blends with lower alcohol content, e.g. E15
[50]. Instead of standard gasoline, a reformulated blendstock for oxygenate
blending or “RBOB” could be used to counteract these issues to some extent.
Qi et al. [52] investigated the blend stability of methanol-gasoline blends. At lower
temperatures, a methanol-gasoline blend can become unstable and ethanol was
used as a co-solvent in order to yield stable mixtures. The data of Qi et al. [52]
was corrected by Turner et al. [6] and is shown in Figure 2.11. This data at -15°C
shows that there is a boundary between stable and unstable mixtures and that
the E85-equivalent GEM blend without ethanol, M56, would not be stable. This
suggests that ethanol should always be used as a co-solvent in some concentration
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Figure 2.11: Boundary between stable and unstable region in which phase separation can
occur at -15°C [52].
Finally, because methanol has a lower molar volume than ethanol, it is expected
that the take up and swelling of elastomeric materials would increase for GEM
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blends containing higher levels of methanol [53]. Turner et al. [50] evaluated
the elastomeric material swelling properties of three different elastomers using
different GEM blends and found that the blends containing higher levels of
methanol indicated more severe swelling. Turner et al. stated that materials typical
for M85 applications can be used with any GEM blend because none of the blends




During this Ph.D. study, pure fuels, alcohol-gasoline blends and alcohol-water
blends have been tested on engine test benches. Because only engines with port
fuel injection were available at Ghent University, the author did a research stay
at Argonne National Laboratory (Chicago, USA) where a direct injection spark
ignition engine was available. This engine was used to investigate the potential
of alcohol fuels in combination with direct fuel injection. The measurements on
pure fuels and alcohol-gasoline blends will be reported in this Chapter while the
measurements on alcohol-water blends will be reported in Chapter 4. Most of the
measurements performed at Ghent University were done by Master students under
guidance of the author as part of their Master dissertation.
Finally, at the end of this Ph.D. study, a new engine with direct injection, variable
valve timing and a turbo charger was put on a test stand under the guidance of the




The main specifications of the four engines and the corresponding measurement
equipment used in the current study are summarized in Table 3.1 and 3.2.
3.2.1 Test engines
Table 3.1: Engine specifications.
Engine type Volvo Audi CFR Hyundai
Cylinders 4 in-line 1 1 4 in-line
Valves 16 2 2 16
Valvetrain DOHC OHC OHV DOHC
Bore 83 mm 77.5 mm 83.06 mm 88 mm
Stroke 82.4 mm 86.4 mm 114.2 mm 97 mm
Displacement 1783 cc 407.3 cc 618.8 cc 2360 cc
CR 10.3:1 13.13:1 variable 11.3:1
Injection PFI PFI PFI DI
Induction NA NA NA NA
IVO [○ ca ATDC] VVT -17 10 VVT
IVC [○ ca ABDC] VVT 45 29 VVT
EVO [○ ca BBDC] 40 75 39 VVT

















Table 3.2: Measurement equipment
Engine type Volvo Audi CFR Hyundai
Cylinder pressure Kistler AVL Kistler Kistler
6118AFD13 QC34C 701A 6118
Intake pressure Kistler Kistler Kistler Kulite
4075A10 4075A10 4075A10 ETL-179D-190M
Exhaust pressure Kistler Kistler Kistler Kulite
4075A20 4075A20 4075A10 EWCT-312
Fuel flow gravimetric gravimetric gravimetric coriolis flowmeter
Air flow Bosch MAF Bronkhorst Bronkhorst Flowmaxx subsonic
F-106BZ-HD-01-V F106AI-ABD-01-V venturi flow meter
O2 Maihak Maihak Maihak Horiba
Oxor-P S710 Oxor-P S710 Oxor-P S710 MEXA7100
CO,CO2,NOx Maihak Maihak Maihak Horiba
Multor 610 Multor 610 Multor 610 MEXA7100
HC - - - Horiba
- - - MEXA7100
PM - - - AVL
- - - 483 Micro Soot Sensor




A Volvo four-cylinder sixteen valve naturally aspirated gasoline engine with a
total swept volume of 1783 cc and a compression ratio of 10.3:1 was converted to
tri-fuel operation by mounting an additional fuel rail supplying gaseous fuel (in this
case, hydrogen) to 8 Teleflex GSI gas injectors (2 per cylinder), mounted on the
intake manifold. Additional adjustments to allow reliable operation on hydrogen
are described in [34]. Further, the Volvo engine was equipped with a fully
programmable engine control unit to control ignition timing, start of injection and
injection duration. Liquid fuel injectors with increased flow capacity (Racetronix
48INJL) and stainless steel fuel lines and fuel rail were installed to ensure light
alcohol compatibility. The standard spark plugs were replaced by colder ones to
avoid pre-ignition issues on hydrogen and methanol [54]. This engine is shown is
Figure 3.3.
Audi
A first single cylinder engine used in this study is based on an Audi research DI
diesel engine, see Figure 3.1. It has a swept volume of 407 cc and a compression
ratio of 13.13:1. The diesel injectors were replaced by spark plugs and the engine
was converted for tri-fuel operation using similar adjustments as for the Volvo
1.8L.
Figure 3.1: the Audi 1-cylinder test engine
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CFR
Another single cylinder engine used in this research was based on a CFR
(Cooperative Fuel Research) engine. The engine speed is held constant at 600
rpm by a synchronous generator. This research engine is specifically designed
to measure the octane number of different fuels and can endure long periods of
knocking operation without engine damage. It is equipped with port fuel injection
for both gaseous and liquid fuels. The compression ratio can be adapted by turning
a lever that displaces the cylinder head relative to the crankcase. As can be seen
in Figure 3.2 the cylinder head includes four openings with a diameter of M18,
which can be used to install various sensors. More information on this engine can
be found in [55].
Figure 3.2: Cross-section of the CFR engine, P1: spark plug, P1-P4: sensor positions, IV:
intake valve, EV: exhaust valve
Hyundai
The Hyundai 2.4L GDI engine (Theta II) is a naturally aspirated, 4-cylinder,
gasoline direction injection (GDI) platform used in a range of Hyundai vehicles
in the United States. The engine is equipped with an Engine Control Unit (ECU)
that allows for adjustment of operational parameters such as spark timing and
injection parameters. For this study, a stock ECU calibration for unleaded gasoline
operation with the factory engine knock detection algorithm activated was used.
All tests were run with stock, early injection resulting in homogeneous charge
using a closed loop feedback to tightly control air/fuel ratio to stoichiometric
conditions. This engine is shown is Figure 3.3.
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Figure 3.3: The Volvo 1.8L (left) and Hyundai 2.4L GDI (right) test engines
3.2.2 Measurement equipment
Cylinder pressure measurements were done using piezo-electric pressure sensors
and piezo-resistive sensors were placed in the intake and exhaust runners, close
to the valves, for pegging the cylinder pressure (see Table 3.2). This was done
by assuming that intake and cylinder pressure equalize at the end of the intake
stroke, around bottom dead center. The time-averaged intake and exhaust gas
temperatures were measured at the same position using thermocouples.
For the Hyundai 2.4L GDI engine, regulated emissions of carbon monoxide (CO),
hydrocarbons (HC) and oxides of nitrogen (NOx) of pre-catalyst emission samples
(engine-out emissions) were measured using a Horiba MEXA7100. The raw
emissions bench uses separate analyzers to determine the level of NOx, HC, CO,
CO2, and O2 in the exhaust stream. Using a heated sample line, exhaust is fed
to an oven that houses a heated flame ionization detector (FID Model FIA-725A)
and a heated chemiluminescent detector (CLD Model CLA-720MA) for HC and
NOx emissions measurements, respectively. CO is measured using cold analyzers
(NDIR). The soot mass concentration in exhaust gas (PM emissions) is measured
by using an AVL 483 Micro Soot Sensor. For the Volvo 1.8L and both single
cylinder engines, the dry, engine-out exhaust gas components O2, CO, CO2 and
NOx were measured (O2: Maihak Oxor-P S710, paramagnetic; CO, CO2, NO,
NO2: Maihak Multor 610, non-dispersive infra-red).
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All measurements signals were acquired and logged using the data-acquisition
systems in Table 3.2. For the Hyundai engine, dynamometer data was collected for
120 seconds and cylinder pressure data for 200 engine cycles after measurements
were allowed to stabilize. The dynamometer data was collected two consecutive
times at each operating point.
3.2.3 Measurement methodology
General
The results presented in this work were acquired during steady state operating
conditions at various engine speeds and loads. MBT (Minimum spark advance
for best torque) spark timing was applied, except for knock-limited operating
conditions, where borderline detonation (BLD) spark timing minus 2°ca was used.
Stoichiometric operation was chosen in order to maximize the conversion rate of
the commonly used three-way catalyst (TWC).
For the test engines at Ghent University, indicated quantities are normally averaged
over 50 consecutive pressure cycles, in order to level out cyclic variation. The
sample rate resolution of the pressure measurements was 0.25°ca in normal
operation. For the knock measurements and the measurements used for validation
of the simulation models, the amount of cycles was increased to 100. For knock
measurements, pressures were sampled every 0.1 °ca by a crank angle encoder in
order to discern the high frequency knock induced oscillations.
For the Hyundai test engine at Argonne National Laboratory, dynamometer data
was collected for 120 seconds and cylinder pressure data for 200 engine cycles,
sampled every 0.1 °ca. The dynamometer data was collected two consecutive
times at each operating point. The basic engine map, which prescribes injection
properties and ignition timing for gasoline, was adjusted for the other fuels through
fuel trims and ignition advancement in order to keep stoichiometric operation.
Error analyses of the employed experimental setups have been described in
previous work [27, 28, 55].
3.3 Comparison of pure fuels
First, the difference between pure alcohols and gasoline will be investigated.
Measurements were performed on the Hyundai 2.4L GDI engine fuelled with
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pure methanol, ethanol, gasoline and butanol. Butanol was added in the tests
because butanol is often mentioned as a potential alternative fuel next to methanol
and ethanol, see Section 2.2. EEE Certification gasoline was used for the
measurements to be sure that there were no oxygenates in the gasoline. The
measured operation points at constant torque and engine speed can be seen in
Table 3.3. At high load and high rpm, it was not possible to measure on pure
methanol because the stock ECU did not allow enough adjustment of the fuel trim
to maintain stoichiometric operation. As a result, only 1 operation point on pure
methanol was measured at 150 Nm because it was not possible to measure at the
same operating conditions at speeds higher than 1500 rpm. At 50 Nm and 75 Nm,
it was not possible to maintain stoichiometric operation at 3000 rpm when using
pure methanol.
Table 3.3: Measurement points for the Hyundai engine
Hyundai 2.4L
rpm 1500 - 2000 - 2500 - 3000
Torque [Nm] 50 - 75 - 150
BMEP [bar] 2.66 - 4 - 8
3.3.1 Efficiency
First, the efficiencies on pure methanol, ethanol, butanol and gasoline operation
are compared for a range of engine speeds. Figure 3.4 shows the brake thermal
efficiency for the different fuels at different loads and a range of engine speeds.
Notice that at high load and high rpm, it was not possible to measure on pure
methanol. In Figure 3.4a and 3.4b, every operating point could be achieved
with MBT timing as there was no knock at these lower loads. The efficiency
of the different fuels behaves in a similar way as a function of engine speed. In
Figure 3.4c, the curve is different for gasoline because at 1500, 2000 and 2500
the ignition timing for gasoline could not be advanced until MBT timing was
achieved but BLD spark timing minus 2°ca was used to avoid knock. Starting
with the non-knock-limited operating points, it is clear that methanol has the
superior efficiency. Jung et al. [56] compared E85 to gasoline in an alternating
back-to-back manner and quantified the effects which resulted in the higher brake
thermal efficiency of E85. Approximately half of the improvement could be
attributed to the way the heating value is measured in a combustion bomb. The
remaining difference was mostly due to lower heat transfer losses. Differences in
pumping work and emissions accounted for only a small fraction. When measuring
the heating value in a combustion bomb, the heat of vaporization of the fuel
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detracts from the heat release while this is not the case for the heat released
during combustion in a SI engine because the fuel is already evaporated before
combustion. This effect on the efficiency can be accounted for by recalculating the
efficiency using the sum of the heating value and the heat of vaporization instead
of only the heating value that is measured in a combustion bomb. In Figure 3.5,
the ’corrected’ brake thermal efficiency for a fixed torque of 75 Nm is shown.
As seen on the Figure, the efficiencies of the different fuels are lower and closer
to each other. This is because of the higher heat of vaporization of the alcohol
fuels compared to gasoline. More than half of the improvement for methanol can
be attributed to this effect. For ethanol and butanol, almost the entire increase
in efficiency can be attributed to this effect at 1500 rpm. Further optimization
of the direct injection of the alcohol fuels is probably needed to fully use the
charge cooling potential in flex-fuel engines. Besides the greater charge cooling
potential, alcohol fuels can have lower in-cylinder heat transfer losses due to the
lower adiabatic flame temperature. The adiabatic flame temperature increase is a
function of the heat released per mole and the molar specific heat of the combustion
products. With the same method used by Jung et al. [56] to take the effect of the
heat of vaporization on the heat release into account, it was found that the heat
released per mole of combustion products for methanol, ethanol and butanol is
lower than for gasoline. This is shown in Table 3.4. In Table 3.4, the fraction
of triatomic molecules in the combustion products is also shown. Because of the
higher proportion of triatomic molecules compared to gasoline, the specific heat at
high temperatures is slightly higher.
Table 3.4: Heat release per mole of combustion products and percentage of triatomic
molecules in combustion products for gasoline, methanol, ethanol and butanol
Gasoline EEE Methanol Ethanol Butanol
Heat released per mole of 0.0800 0.0782 0.0783 0.0787
combustion products [MJ/mole]
Decrease compared to gasoline [%] 0% 2.23% 2.19% 1.72%
Percentage of triatomic molecules 25.8% 34.6% 30.6% 28.4%
in combustion products [%]
Increase compared to gasoline [%] 0% 34% 19% 10%
Methanol and ethanol also have the potential of broadening the EGR working
range due to the higher burning velocity. A shorter burn duration due to higher
burning velocities can also have a positive impact on the efficiency [57] because of
the more isochoric combustion. However, an increase in combustion rate results in
higher pressure rise, higher cylinder temperature, and hence, higher heat transfer
loss [58]. As a result, it is expected that the effect of the higher burning velocity





















































Figure 3.4: Brake thermal efficiency as a function of engine speed for different fixed brake




















Figure 3.5: Corrected brake thermal efficiency as a function of engine speed for a fixed
brake torque of 75 Nm.
As most of the properties of ethanol and butanol (see Table 2.1) are in between
those of methanol and gasoline, it was expected that the efficiency of ethanol and
butanol would be in between the efficiency of methanol and gasoline as can be seen
in Figure 3.4. For most operating points, it seems that there is a slightly better
efficiency (based on the LHV) in the case of ethanol compared to butanol. The
increase in brake thermal efficiency of the three alcohol fuels becomes significant
at the operating points where gasoline is knock-limited. All alcohol fuels could
be run at 150 Nm without being knock-limited. For methanol, there was an
improvement of 2.7 percentage points on average compared to gasoline for the
non-knock-limited operating points at 50 and 75 Nm but for the knock-limited
case at 150 Nm and 1500 rpm this difference increased to 5.6 percentage points
with the brake thermal efficiency of methanol reaching almost 40%. This means
that with the trend of downsizing and also downspeeding of spark ignition engines,
there is a big efficiency improvement possible with these alcohol fuels.
Efficiency is closely related to the CO2 emissions. As can be seen in Table 2.1
in Section 2.2, the specific CO2 emissions are the lowest for methanol, followed
by ethanol, butanol and gasoline. Even if the efficiency of the four different fuels
was the same, methanol, ethanol and butanol would emit lower CO2 emissions
than gasoline. Together with the increased efficiency, it is clear that a large CO2
emission reduction is possible as is shown in Figure 3.6. Figure 3.6 shows the
CO2 emissions of the different fuels for the different fixed torques as a function
of engine speed. As expected, the biggest drop in CO2 emissions is at 150 Nm
and 1500 rpm in the case of methanol. There is a decrease of 20.7% compared
to gasoline. These emissions are only engine out CO2 emissions. If you take
into account that methanol, ethanol and butanol can be produced from renewable
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resources, the well to wheel CO2 emissions would decrease even more compared
to gasoline.
Based on the properties of methanol, ethanol and butanol (high heat of vaporization
and low air to fuel ratio) and given the fact that the efficiency for these alcohol
fuels is higher than the efficiency of gasoline, one could expect that the exhaust
temperature would be the lowest for methanol, followed by ethanol and butanol
and the highest for gasoline. In Figure 3.7, the exhaust temperature for the
four fuels is shown for a torque of 75 Nm as a function of the engine speed.
As expected, the exhaust temperature of gasoline is the highest with a 20-30 K
increase compared to the alcohol fuels. The exhaust temperatures of methanol,
ethanol and butanol are on the other hand very similar. The temperature can
change due to several factors. For example, the exhaust temperature depends on
the amount of fuel, air and dilution (internal EGR) in the cylinder. Because of the
different properties of the fuels, the throttle position was not the same at the same
load for every fuel and the interaction of the fuel spray with the air could have
an effect on the gas dynamics changing the amount of dilution. Another possible
reason is that the spray of the direct fuel injection is not yet optimized to take full
advantage of the possible charge cooling of these fuels. As a result, a relatively big
fraction of the vaporization heat could be taken from the cylinder walls and piston.
3.3.2 Emissions
In this section, the trends of emissions of NOx, CO, UHC and PM are shown
and discussed for the pure fuels. In Figure 3.8, the NOx emissions are shown for
the four different fuels at a fixed load of 75 Nm and a range of engine speeds.
The highest NOx emissions are clearly on gasoline and the lowest NOx emissions
are on methanol. The NOx emissions of ethanol and butanol are in between
gasoline and methanol. The lower combustion temperature of the alcohol fuels
is responsible for the lower NOx emissions since most NOx is produced by the
thermal mechanism which is very dependent on temperature. The lower NOx
emissions at lower engine speeds might be caused by elevated levels of internal
EGR given the vacuum in the intake due to throttling at lower engine speeds. It
is remarkable that the maximum difference in NOx emissions between the three
alcohol fuels is around 3.8 g/kWh and that the difference between butanol and
gasoline is 6.15 g/kWh on average. In other words, the NOx emissions of the
three alcohol fuels do not differ a lot while there is a big increase for the gasoline
NOx emissions. This could be linked to the very similar exhaust temperatures of
the alcohol fuels as discussed earlier (see Section 3.3.1) as the NOx mechanism is



























































Figure 3.6: CO2 emissions as a function of engine speed for different fixed brake torques


























































Figure 3.8: NOx emissions as a function of engine speed for a fixed brake torque of 75 Nm.
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The engine-out CO and UHC emissions for the different fuels are compared in
Figure 3.10 and Figure 3.11 respectively for a load of 75 Nm. Emissions of
unburned fuel were measured using flame ionization detectors. It has been reported
that using the flame ionization detector technique might lead to an underestimation
of the total unburned hydrocarbons of alcohol fuels. The reason for this is
that oxygenated species are commonly found in the exhaust gases of alcohol
engines but the reaction time for oxygenated hydrocarbons is impracticably
long for flame ionization detectors and thus realistic values are not possible.
However, the UHC can be corrected using a response factor. The corrected
UHC emissions are calculated using the uncorrected UHC measurement from
the FID measurement and a response factor unique to each fuel. Response
factors for ethanol and butanol were calculated from the study done by Wallner
[59]. Wallner developed a correlation for response factors based on emissions
measurement on ethanol-gasoline and butanol-gasoline blends performed with a
standard raw emissions bench with FID as well as with an emissions bench with
Fourier transform infrared spectroscopy (FTIR). This correlation is solely based on
volumetric alcohol content and carbon count of the alcohol fuel used for blending.
This correlation was also tested for data of methanol-gasoline blends measured by
Yanju et al. [60] which included operating conditions for blend levels of 10 vol%,
20 vol% and 85 vol% at various speeds and loads but no satisfying agreement
was found. As a result, for the response factors of methanol, data from the study
of Yanju et al. [60] was used instead of the correlation developed by Wallner et
al. [59]. In Figure 3.9, the response factors derived from the data are shown
together with a fitted trend line which made it possible to estimate the response
factor at 100% methanol. The equation of the trendline was also used to calculate
the response factor for the M56 GEM fuel to correct the UHC emissions of M56
in Section 3.4.2. The data provided by Yanju et al. [60] was the only data
available in literature. When interpreting the corrected UHC emissions results,
it is important to keep in mind that the methanol response factors were based on a
very limited set of data which has not been evaluated by other measurements. In
Figure 3.11a, the uncorrected UHC emissions are shown and in Figure 3.11b, the
UHC emissions are corrected with response factors calculated as discussed earlier.
The CO and UHC emissions of alcohol fuels could be lower than gasoline due to
the oxygenated nature of alcohols which might cause a more complete combustion
[61]. In Figure 3.10, it seems that gasoline has the highest CO emissions while
there is no clear trend for methanol, ethanol and butanol. When looking at the
uncorrected UHC emissions of the different fuels in Figure 3.11a, there seems to
be a clear trend. Methanol has the lowest UHC emissions, followed by ethanol,
butanol and gasoline. This trend could be explained by the increasing oxygen
content of the alcohol fuels. For the corrected emissions in Figure 3.11b, this trend
is still present for gasoline, ethanol and butanol but the trend is less pronounced.
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However, for methanol, it seems that the correction made by the response factor
could be overestimated as the trend of ethanol, butanol and gasoline as a function
of engine speed behaves in a more or less similar way while for methanol the
decrease with increasing engine speed is much steeper. As mentioned earlier,
the response factors for methanol are calculated with a very limited data set of
emission measurements. More validation of the difference between the actual
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Figure 3.10: CO emissions as a function of engine speed for a fixed brake torque of 75 Nm.
Finally, in Figure 3.12 the PM emissions are shown as a function of engine speed
for a fixed torque of 75 Nm. Because of the oxygenated nature of alcohols,
it is expected that the PM emissions will be lower. Additionally, it is often









































Figure 3.11: Uncorrected UHC (a) and corrected UHC emissions (b) as a function of
engine speed for a fixed brake torque of 75 Nm.
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is no carbon-carbon bond in the molecule of methanol. However, during the
combustion, soot precursors such as benzene, pyrene, etc. with carbon-carbon
bonds can be formed. In Figure 3.12, gasoline clearly has the highest soot
emissions while the trend is not completely clear for the three alcohol fuels. At
lower rpm, butanol has the highest PM emissions while at higher rpm, it has the
lowest emissions. This trend is not seen at the other load points, but for all the load























Figure 3.12: PM emissions as a function of engine speed for a fixed brake torque of 75 Nm.
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3.4 Ternary gasoline-ethanol-methanol (GEM)
blends
In the next section, the hypothesis that iso-stoichiometric/iso-energetic ternary
blends can be used as drop-in fuels for spark-ignited flex-fuel engines is studied.
The performance of different GEM blends will be evaluated and compared to some
results on methanol, ethanol and gasoline on the Volvo 1.8L engine and Hyundai
2.4L. Secondly, the pollutant emissions of the GEM blends will be discussed and
finally, the knock limit of the GEM blends will be compared to the knock limit
of methanol, ethanol and two different gasolines with a RON of 95 and 98 on the
single cylinder Audi engine.
The measured operation points on GEM blends at constant torque and engine speed
can be seen in Table 3.5 for the measurements done on the Volvo 1.8L and in Table
3.3 for the the measurements done on the Hyundai 2.4L.
Table 3.5: Measurement points on GEM blends for the Volvo engine
Volvo 1.8L
rpm 1500 - 2000 - 2500 - 3000 - 3500
Torque [Nm] 40 - 80
BMEP [bar] 2.82 - 5.63
3.4.1 Efficiency
Volvo 1.8L
On the Volvo 1.8L engine, four different GEM blends were investigated. The
composition and the properties of the blends are shown in Table 3.6. There are
two binary blends: Blend A representing normal E85 and the iso-stoichiometric
methanol-gasoline Blend D with 57 v/v % methanol. This methanol-gasoline
blend has 1 v/v % methanol more than in the study of Turner et al. [15] because
of the AFR of the gasoline used here. The two other blends are ternary blends of
which the ethanol content is halved each time starting from E85.
Figure 3.13 shows the brake thermal efficiency for all blends at a load of 40
Nm (2.82 bar BMEP) for a range of engine speeds. The hypothesis that all
iso-stoichiometric blends have similar BTE is confirmed as all values fall within
the experimental uncertainty. This statement is valid for all loads tested. Figure
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Table 3.6: Properties of the GEM blends
Blend A Blend B Blend C Blend D
E85 G29.5E42.5M28 G37E21M42 M57
Oxygen content [m%] 23.34 22.74 22.38 22.54
Gravimetric LHV [MJ/kg] 29.22 29.48 29.66 29.53
AFRstoich [kg/kg] 9.72 9.76 9.8 9.73
∆hvap [kJ/kg] 762.4 762.7 761.5 770.8
α (#H/#C in fuel) 2.83 2.86 2.87 2.9
Specific CO2 emission [g/MJ] 71.69 71.56 71.49 71.41
3.14 displays the comparison with gasoline, methanol, ethanol and a mean value
for the GEM blends for 40 and 80 Nm. This mean value is representative for
all mixture compositions as the differences between the GEM blends are within
the experimental uncertainty. When compared to gasoline, it is clear that the
GEM blends show significant efficiency gains. The mean value for the GEM
blends is similar to the BTE of pure ethanol. Pure methanol clearly still has
superior performance as explained in Section 3.3.1 when comparing the pure fuels.
In Figure 3.14, the efficiencies of all the fuels increase as the delivered torque
increases. As a result of the increasing torque, the mechanical efficiency increases
strongly. With an increasing torque, the flow losses increase because of the larger
flow, but the pumping losses decrease due to a larger throttle position. The increase
in mechanical efficiency and indicated efficiency results in the increase of the brake
thermal efficiency with higher torque outputs. The BTE of the fuels tested for this
study can be seen to show little sensitivity to the engine speed. There seems to be a
small drop with increasing engine speed. On the one hand, the increasing air flow
with engine speed causes higher flow losses but on the other hand, as seen from
the TP curve in Figure 3.15, the throttle opening has to be increased with engine
speed to keep the torque output constant, which decreases the throttling losses.
Both effects seem to almost cancel each other out but the net effect is a decrease in
BTE. Additionally, friction also increases with increasing speed reducing the BTE
at higher engine speeds.
The BSFC does - as expected after the discussion on BTE - not depend on mixture
composition as seen on Figure 3.16 because of the similar LHV of the four GEM
blends. The BSFC is still considered as the main disadvantage of fuels containing
alcohols due to their decreased LHV. While the GEM blends display similar BTE
as pure ethanol, their BSFC is less penalized as for pure methanol. This can
be derived from Figure 3.17 in which a comparison of the BSFC of gasoline,























Figure 3.13: Brake thermal efficiency of GEM blends as a function of engine speed for a





















Figure 3.14: Brake thermal efficiency as a function of engine speed for different fixed





















Figure 3.15: Throttle position of GEM blends as a function of engine speed for a fixed
brake torque of 40 Nm (2.82 bar BMEP).
Despite the better efficiency on GEM blends, this engine will consume 32% more
GEM fuel on a volume basis than when it is running on gasoline. This difference
will be smaller for modern highly downsized and pressure charged engines with

























Figure 3.16: Brake specific fuel consumption of GEM blends as a function of engine speed
for a fixed brake torque of 40 Nm (2.82 bar BMEP).
In Figure 3.18, the volumetric efficiency is shown at a load of 40 Nm for the four
different GEM blends. The volumetric efficiency is defined as:
ηv = m˙ f uel+airm˙theoretically (3.1)

























Figure 3.17: Brake specific fuel consumption as a function of engine speed for different
fixed brake torques of 40 Nm (- - -) and 80 Nm (-).
the intake stroke and m˙theoretically the theoretical mass flow that could enter the
cylinders under the atmospheric conditions during the measurements. All the
possible ternary blends have essentially identical volumetric energy content and
constant latent heat. As a result of the similar efficiencies of the GEM blends,
the volumetric efficiency is largely unaffected by the blend composition for all
measuring points. An increase of the volumetric efficiency with engine speed
for a fixed torque is explained by the drop in BTE with engine speed. More
mixture is needed for the same torque output. It is expected that every parameter
can stay equal within the control systems of the engine. This is also reflected
in the throttle position and the MBT ignition timing for a specified load, as can
be seen in Figure 3.15 and Figure 3.19. MBT-timing is set manually and, as a
result, slight deviations can occur in the measurements. Selected MBT timing
for almost all blends are similar with a maximum deviation of 1 ○ca. Due to the
identical properties of the GEM blends, resulting in almost identical performance
and efficiencies, the exhaust temperatures of the different blends are quasi equal,
see Figure 3.20. This can be important for turbocharged engines to make sure that
the turbine inlet temperature does not exceed the maximum allowed temperature
of the materials.
The CoV of the IMEP as a function of engine speed is shown in Figure 3.21. All

































Figure 3.18: Volumetric efficiency of GEM blends as a function of engine speed for a fixed























Figure 3.19: MBT of GEM blends as a function of engine speed for a fixed brake torque of




























Figure 3.20: Exhaust temperatures of GEM blends as a function of engine speed for a fixed


















Figure 3.21: Coefficient of variation of the IMEP of GEM blends as a function of engine
speed for a fixed brake torque of 40 Nm (2.82 bar BMEP).
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Hyundai 2.4L GDI: E85 vs. M56
In this section, we will zoom in on the difference between two iso-energetic GEM
blends as measured on the Hyundai engine with direct injection: E85 and M56.
M56 is the iso-energetic blend with the maximum fraction of methanol starting
from E85. Because of different gasoline used to formulate the GEM blends,
the composition of the binary methanol-gasoline blends has changed compared
to the previous Section (M56 vs. M57). Every other GEM blend that would
be stoichiometric to E85 would have properties between these two blends. As
a result, it is expected that the results of every other GEM blend starting from
E85 would be between the results of the binary blends tested in this study. First,
measurements were done for E85 at fixed loads of 50, 75 and 150 Nm for a range of
engine speeds. All parameters regarding injection (start of injection and injection
pressure) and ignition were kept the same for the measurements on M56. Only
very small adjustments of the throttle valve were allowed to have the same torque
output with M56 as with E85. The ECU data and high-speed cylinder pressure
data was used to investigate if there could be a significant difference between the
combustion behavior of these two blends with very similar properties. In Figure
3.22, the brake thermal efficiency for E85 and M56 is shown at different loads and
a range of engine speeds. The only significant difference can be seen for a fixed
torque of 150 Nm. In Figure 3.22C, it is clear that at an engine speed of 2500 the
error bars do not overlap. For 50 and 75 Nm, the brake thermal efficiencies are
very close with overlapping error bars for each operating point.
The difference in injection duration between E85 and M56 is shown in Figure
3.23. It can be seen that for 50 Nm and 75 Nm, only for one operating point, the
difference is bigger than 1%. For 150 Nm, the differences are larger but still only
2.7% at maximum.
As the difference at 150 Nm is the biggest, the combustion characteristics
calculated from the in-cylinder pressure data of the AVL IndiModul system were
investigated for this load. In Figure 3.24 and Figure 3.25, the crank angle at 5%
mass fraction burned and the duration of 10-90% mass fraction burned are shown
respectively. The main combustion (10-90% mass fraction burned) is similar for
both fuels with a slightly slower combustion for M56. This could be explained
by the slower laminar burning velocity of M56 compared to E85. In Chapter 5,
laminar burning velocities of alcohol-gasoline blends are studied in more detail.
As will be explained in Chapter 5, the laminar burning velocity of alcohol-gasoline
blends can be calculated out of the laminar burning velocity of the components
using a mixing rule. With a mixing rule based on energy fraction, it can be
calculated that the laminar burning velocity of M56 at atmospheric pressure and



















































Figure 3.22: Brake thermal efficiency as a function of engine speed for different fixed




























Figure 3.23: Difference in injection duration of M56 compared to E85 as a function of
engine speed for different fixed brake torques of 50 Nm, 75 Nm and 150 Nm.
indication for the slower combustion of M56. The 10-90% mass fraction burned
duration of M56 increases with ± 0.8°ca. The biggest difference can be seen for
the crank angle at 5% mass fraction burned at 2500 rpm, which could explain
the difference in brake thermal efficiency for this operating point. As the fuel-air
mixture is never 100% homogeneous in a DI engine, the start of the combustion
process could also be influenced by small inhomogeneities due to different spray























































Figure 3.25: duration of 10-90% mass fraction burned as a function of engine speed for a
fixed brake torque of 75 Nm.
3.4.2 Emissions
Volvo 1.8L
Figure 3.26 compares the engine-out NOx emissions for the four GEM blends
measured on the Volvo 1.8L engine at a load of 40 Nm. As can be seen, the
highest NOx emissions are on gasoline and the lowest NOx emissions are on
methanol. All the NOx emissions on the GEM blends are somewhere between
gasoline and methanol. The lower combustion temperatures of the alcohol fuels
are responsible for the lower NOx emissions since most NOx is produced by the
thermal mechanism which is very dependent on temperature. The lower NOx
emissions at lower engine speeds might be caused by elevated levels of internal
EGR since the vacuum in the intake due to throttling is quite considerable at this
load of 40 Nm. For the GEM blends it is remarkable that there is an increase in
NOx emission with increased gasoline content in the mixture. This variation with
gasoline content and thus total alcohol concentration for all other measurements
could be ascribed to the slight variation in flame temperature. The engine-out CO
emissions for the different blends are compared in Figure 3.27 for a load of 40 Nm.
All GEM fuels gave more or less the same CO emissions considering the error bars.
According to some authors, due to the oxygenated nature of alcohols which might
cause a more complete combustion, the CO emissions of alcohol fuels should be
lower than gasoline [61]. Thus, it is expected that the CO emissions of the blends
are higher than the CO emissions of pure methanol and lower than gasoline. This
trend could not be seen in the measurements. Both gasoline and methanol gave
similar CO emissions. It is not possible to conclude that the CO emissions are
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actually lower or higher for the blends because the error bars overlap and the fact
that slight deviations from stoichiometric operation might have a bigger influence





























Figure 3.26: NOx emissions as a function of engine speed for a fixed brake torque of 40






















Figure 3.27: CO emissions of GEM blends as a function of engine speed for a fixed brake
torque of 40 Nm (2.82 bar BMEP).
Hyundai 2.4L GDI: E85 vs. M56
Finally, in Figure 3.28, Figure 3.29 and Figure 3.30, the engine-out NOx, CO
and UHC emissions of E85 and M56 for a fixed torque of 75 Nm are shown as
a function of engine speed. There are slightly better engine out emissions for
E85 although the error bars overlap for most points and the differences are small
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compared to M56 for the whole engine speed range. The emissions of both E85
and M56 are close to the emissions of pure ethanol. E85 (85 v/v % ethanol) is











































Figure 3.29: CO emissions as a function of engine speed for a fixed brake torque of 75 Nm.
3.4.3 Knock behavior
Audi single cylinder
GEM blends should have a bigger advantage over gasoline in modern pressure








































Figure 3.30: Uncorrected UHC (a) and corrected UHC emissions (b) as a function of
engine speed for a fixed brake torque of 75 Nm
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Volvo 1.8L and Hyundai 2.4L engine, no knock occurred during the measurements
on the different GEM blends and MBT timing could be set for every load and
engine speed. Turner et al. [5] investigated the octane numbers of the GEM blends
and found that the octane numbers as well as the sensitivity of the GEM blends
was quasi constant. As a result, it is expected that the different GEM fuels have
the same knock behavior. To investigate the statement that all such blends exhibit
quasi constant RON and MON, all blends and components (pure methanol, ethanol
and gasoline) are tested on the single cylinder Audi engine with a compression
ratio of 13.13:1. The properties of this test engine are listed in Table 3.1. At an
operating point of 25 Nm (BMEP = 7.713 bar) and 2000 rpm, ignition timing is
advanced until an intermediate knocking condition is obtained. This intermediate
knocking condition is assessed by audible signals and the third derivative of the
pressure signal [62]. Next to the gasoline with RON 95, which was used to make
the blends, a gasoline with RON 98 was also used. The results of this experiment
are shown in Figure 3.31. As can be seen, all blends have similar knocking
behavior resulting in the same ignition timing before knock occurs. The ternary
blends display the same ignition timing as pure ethanol. The equivalent ’E85’
GEM blends are close to pure ethanol which explains this behavior. Methanol still
has superior knock resistance mainly because of the additional cooling effect due
to its latent heat of vaporization combined with the lower AFR. Finally, all alcohol




























Figure 3.31: Knock limited spark advance of all GEM blends and components.
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3.5 Conclusion
The performance and engine-out emissions (NOx, CO, HC and PM) of methanol,
ethanol and butanol were examined on the Hyundai 2.4L GDI engine and
compared with those on neat gasoline. It was shown that the brake thermal
efficiency when running on alcohol fuels is significantly better than with gasoline
while emitting fewer emissions. It was clear that methanol was superior both in the
case of efficiency and emissions. In a knock limited case for gasoline, the brake
thermal efficiency on methanol of almost 40% was more than 5 percentage points
better than on gasoline which resulted in a decrease in CO2 emissions of 20.7 %
compared to gasoline. Additionally, measurements were done on both the Hyundai
2.4L GDI engine and the Volvo 1.8L engine with iso-stoichiometric/iso-energetic
GEM blends to investigate the hypothesis that GEM blends can be used as
drop-in fuels for spark-ignited flex-fuel engines. Confirmation of similar BTE,
volumetric efficiency, BSFC and knock behavior was reported for the tested
operating points. Only NOx formation displayed small variations with mixture
composition. The comparison with gasoline was made to emphasize the potential
for efficiency improvements and emission reduction. Special attention was given
to the injection duration and the combustion analysis based on the in-cylinder
pressure measurements for the measurements performed on the Hyundai 2.4L GDI
engine. The engine test results confirmed that, from an engine control point of
view, the iso-stoichiometric/iso-energetic methanol-gasoline blend can indeed be




As explained in Chapter 2, methanol and ethanol are polar molecules. Due to their
polarity, alcohols such as methanol and ethanol are miscible with water and can
also absorb water from the atmosphere.
Most of the production processes for alcohols result in a crude alcohol containing
residual gases and a significant amount of water. Thus, distillation becomes an
inevitable step to obtain high grade alcohol. The dehydration step accounts for
an important part of the overall cost of production, both in investment and in
exploitation. Therefore it would be interesting, from an economical point of view,
to use hydrous alcohol and reduce or avoid the dehydration process. A second
incentive to investigate hydrous alcohol is the potential of increasing the efficiency
by means of the cooling effect of water. Several publications [63–65] pointed out
that hydrous ethanol (up to 7 wt% water content) can be used as an efficient fuel.
Figure 4.1 gives an example of the energy needed to get anhydrous ethanol
produced from corn.
The full circle in Figure 4.1 represents the total energy output for a unit of corn
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Figure 4.1: Net energy balance for ethanol produced from corn [66].
the energy consumption is the net energy gain, which has two components: net
energy in the ethanol and net energy in the coproducts. Conventional distillation
is used for the first part of the dehydration process to reduces the water content
from 12 wt% to the azeotropic value of 4.37 wt% and accounts for 23 % of the
total energy output. As water and ethanol form an azeotropic mixture at 95.63
wt% ethanol/4.37 wt% water, the last water content is removed through an energy
intensive dehydration process. The azeotropic ethanol-water blend is dehydrated
up to more than 99 wt% purity through an expensive and time-consuming process
using additives (toluene or benzene) to absorb the greater part of the remaining
water. This step accounts for as much as 14 % of the total energy output. Such a
process is needed because an azeotropic mixture is a mixture of liquids in such
a way that its components cannot be altered by simple distillation. When an
azeotrope is boiled, the vapor it produces has the same constituents as the liquid.
In Figure 4.2 the energy (referred to the Lower Heating Value of ethanol) required
to obtain a specific purity is plotted. It is clear that the curve has a very steep slope
for purities over 90 % because of the azeotropic mixture and therefore the energy
costs increase dramatically once high grade ethanol is required.
These energy requirements determine a significant part of the total ethanol
production cost. Distillation efficiencies are still improving thanks to optimization
of process and installation, e.g. distillation step integration and more efficient heat
utilization [67–69]. Another important efficiency gain is feasible through material
development where molecular zeolite sieves present a valuable and energy efficient
alternative when used in Pressure Swing Adsorption [70–72]. Nevertheless, all the
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Figure 4.2: Production energy required as a function of purity [66].
processes needed for distillation increase the process energy intensity, well-to-tank
CO2 emissions (depending on the energy source used), and capital cost [73, 74].
It is clear that using hydrous ethanol directly as fuel (or as blending component
with gasoline [65]) would imply a substantial economic advantage over fully dried
ethanol.
Mack et al. [75] reported that direct utilization of 35% ethanol in-water mixtures
reduces water separation cost to only 3% of the energy of ethanol and co-products
(versus 37% for producing pure ethanol), and improves the net energy gain of
ethanol and co-products (the energy that remains after accounting for all the energy
consumption) from 21% to 55%. Although this mixture is probably not exploitable
in existing production SI engines due to ignition limitations, numerical simulations
of a HCCI engine predict the possibility of operation on this blend [66]. Mack et
al. [75] tested this statement experimentally and reported a stable HCCI operation
up to 40 wt% water.
Brazil has been a frontrunner regarding alcohol usage as fossil fuel alternative in
production vehicles. Depending on ethanol supply, minimum mandatory blending
percentages of 18 to 25 % ethanol in gasoline are instructed. Higher alcohol
content blends are also marketed (e.g. the well-known E85) as is the hydrous
ethanol, presented as E100. This blend can contain up to 7.4 % water content.
The cost increase for methanol of high purity is less dramatic than with ethanol
due to the formation of a zeotropic instead of an azeotropic mixture and simple
distillation is sufficient to fully dry it. For a quantification of the distillation cost,
various parameters such as water content of the crude methanol must be taken into
account. The water content itself highly depends on the production process. When,
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for example, methanol is formed with renewable hydrogen and atmospheric CO2,
the reaction is theoretically:
CO2+3H2 →CH3OH +H2O (4.1)
Per mole of methanol, there is a mole of water.
Although a minimum level of distillation is mostly required in order to eliminate
possible dissolved volatile gases from other production processes of methanol
and therefore stabilize the methanol for safe transport, crude methanol distillation
requires energy and thus contributes to the cost of methanol production.
Earlier research for hydrous methanol mostly covers the blending of hydrous
methanol and gasoline. The major issue encountered when blending water,
methanol and gasoline is phase separation, the dispersion of the blend in an
aqueous and an organic liquid phase. Cold start problems, a fluctuating knock
resistance and a suboptimal mapping are the main disadvantages related to phase
separation in a vehicle’s fuel tank. Phase separation of hydrous alcohol blends will
be discussed in more detail in Section 4.2.1.
When using hydrous alcohol as a fuel, special attention should also be paid to
corrosion. In general, corrosion is often caused by ionic impurities such as
chloride ions and acetic acid with chloride ions being the most aggressive single
contaminant in ethanol that contains water [76]. It has also been documented
that a combination of three contaminants (chloride ion, acetic acid, and ethyl
acetate) produces a synergistic effect in hydrous ethanol, and corrosion is many
times greater than that by any single contaminant [77]. Also wet corrosion can
be caused by the water present in the alcoholic fuel, which oxidizes most metals
[78]. Ethanol and methanol are electrically conductive. Corrosion behaviors
that are dependent on conductive fluid behavior, such as electrochemical and
galvanic corrosion, can be enhanced by an increase of the alcohol fuel’s electrical
conductivity due to absorbed water and contaminants [76]. However, corrosion is
not an insurmountable obstacle. In Brazil, there are already millions of flex-fuel
vehicles on the market that can run on hydrous ethanol.
4.2 Hydrous alcohol fuels
4.2.1 Water tolerance of alcohol-gasoline blends
An important aspect of the storage of fuels is that the fuel must be stable.
Contrary to methanol and ethanol, gasoline is not miscible with water. As a result,
HYDROUS ALCOHOL BLENDS 69
blend stability and by extension water tolerance are important factors for hydrous
alcohol-gasoline blends. The water tolerance in blends is the amount of water
(volume percent) that a blend can dissolve before separating into two phases at
equilibrium. Skinner et al. [79] pointed out that the tendency of water induced
phase separation is a function of the amount of water, the type of alcohol, the
temperature and the alcohol/gasoline ratio. Qi et al. [52] produced critical phase
separation temperatures for a range of methanol/gasoline blends as a function
of water content, see Figure 4.3. The critical phase separation temperature
of methanol-gasoline blends increases with the amount of water present in the
blend. Additionally, they stated that the addition of ethanol will reduce the phase
separation temperature. Donnelly et al. [80] concluded that, when as little as 0.1
vol% water is added to a M20 blend, phase separation can occur at a temperature of
20 °C. Because of this very small water tolerance of the methanol-gasoline blend,



































Figure 4.3: Effect of water on the phase separation temperature of methanol-gasoline
blends [52].
In this study, the software Aspen was used to get insights into the phase separation
process of alcohol-gasoline blends. In Aspen the UNIFAC-LiquidLiquid model
was used to get qualitative results of phase separation for gasoline-alcohol-water
blends. For gasoline, a toluene reference fuel (blend of iso-octane, n-heptane and
toluene) was used as representation of a real gasoline because a real gasoline was
not included in the Aspen libraries. In Figure 4.4, the results are shown. The
alcohol in the gasoline-alcohol-water blends is a mixture of methanol and ethanol
going from 100% methanol to 100 % ethanol as can be seen in the Figure. Under
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the lines, the blend is unstable and phase separation is expected. As expected from
the literature, blends with a high fraction of alcohol are more water tolerant and
addition of ethanol will reduce the chance of phase separation [52].
 
Figure 4.4: Phase diagram of alcohol/water/gasoline mixtures.
4.2.2 Influence of water in a SI engine
When water is added to a fuel blend, the fraction of water can be seen as an extra
dilution. After the water has evaporated, it displaces a volume which otherwise
could be taken by an air-fuel mixture. As is the case with external exhaust gas
recirculation (EGR), adding higher fractions of dilution can render the combustion
unstable. There will thus be an upper limit of water percentage that can be added
to a fuel blend. The effect of water addition has several similarities to the effect of
adding EGR.
In Figure 4.5, the relationship between mole and volume fraction for hydrous
methanol and hydrous ethanol is plotted, similar to Figure 2.3. This relationship
can be important to keep in mind: adding a small volume of water to methanol or
ethanol can result in a significant change in the molar composition, e.g. in ethanol,
10% water by volume represents a mole fraction of 26%.
Engine measurements on hydrous alcohol fuels are very limited in literature. This
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Figure 4.5: Mixtures of water with methanol or ethanol: mole fraction of water as a
function of volume fraction.
is the reason why measurements on hydrous methanol and hydrous ethanol have
been performed in this study. These measurements are discussed in Section 4.3.
The following differences with regard to the efficiency are expected when water is
added:
1. Water has a higher latent heat of vaporization and a higher specific heat
capacity than methanol, ethanol or gasoline (heat of vaporzation of water
is 2257 kJ/kg vs. 1100 kJ/kg for methanol). Because the stoichiometric
air quantity also decreases with water addition in the fuel blend, the latent
heat of vaporization per kg air increases significantly and this leads to an
even bigger cooling effect of the intake charge. For fuel blends with low
water fractions, a higher power output resulting from the higher volumetric
efficiency can be expected. For fuel blends with higher water fractions the
power output will decrease because of the lower Lower Heating Value of the
fuel. This can also be seen as a higher degree of dilution which displaces
more and more volume. The higher specific heat capacity of the water vapor
results also in a more isothermal compression and thus the compression
work decreases which has a positive effect on the efficiency.
2. Elevated knock resistance because of the larger cooling effect and the water
vapor dilution which both contribute to lower in-cylinder temperatures.
3. The water vapor dilution of the air-fuel mixture yields a lower laminar
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burning velocity and lower adiabatic flame temperature. Because of the
lower laminar burning velocity, the combustion process takes more time to
complete and is less isochoric. A less isochoric combustion yields a lower
efficiency. The longer combustion duration should be reflected in a more
advanced ignition timing. A lower adiabatic flame temperature and the
lower in-cylinder temperatures reduce heat losses contributing to a higher
efficiency.
Water dilution also has an effect on the emissions. The next effects can be
expected:
1. Concerning NOx emissions, there are 3 important factors: presence of
oxygen, high temperatures and residence time at high temperatures. Due
to the longer combustion process, the end gases have a longer residence
time at high combustion temperatures. This effect will increase NOx
emission. However, because of the water dilution combined with the higher
specific heat capacity, the in-cylinder temperatures will decrease. This, in
combination with the lower adiabatic flame temperature should lead to a
decrease of NOx emissions. The water addition thus seems to induce two
counteracting effects on NOx formation. Because temperature dependence
is thought to be more important than residence time dependence, it is
expected that NOx emissions will decrease with higher water content.
2. Because of the water dilution, the combustion process is expected to be
less complete and the flame is expected to be more susceptible to flame
extinction. Moreover, condensing water vapor can enlarge the quench layer.
From this it can be expected that unburned fuel emissions and CO emission
will increase.
3. CO2 emissions are highly dependent on the carbon molar weight fraction
of the fuel molecule. Because water vapor does not change the basic
combustion reagents (fuel and air), the CO2 emissions will not differ
significantly when the efficiency is similar. On the other hand, the lower
temperatures obtained with the combustion of methanol-water blends can
reduce the dissociation reactions (CO2 to CO) resulting in slightly higher
CO2 emissions before the three-way catalyst. Because dissociation reactions
are of minor importance compared to the efficiency dependence, it is
expected that CO2 emissions will follow the same trend as the efficiency.
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4.3 Water-(m)ethanol blends
In this Section, a comparison of different alcohol-water blends on the Volvo 1.8L
engine will be discussed. The correct calculation of the properties of the blends is
very important to make the correct conclusions. First of all, the blends have to be
made correctly. The blends were made on a volume basis but blending e.g. 0.9 l
of methanol and 0.1 l of water does not yield 1 l. Due to differences in the way
liquids having different molecular sizes ’pack’ together, the final volume is about
1.8% smaller. Depending on the methanol fraction, the deviation can rise to 4%.
In this study, the volume fraction is always the volume percentage before mixing.
The measurements on hydrous alcohol fuels were done by Master students under
guidance of the author as part of their Master dissertation 1.
4.3.1 Efficiency
Methanol-water
The Volvo engine was fuelled with three different methanol-water blends (2.5%
v/v, 5% v/v and 10% v/v water).
The efficiencies on pure methanol, gasoline and the three different methanol-water
blends are compared at a torque of 40 Nm for a range of engine speeds. Figure
4.6 shows the brake thermal efficiency as a function of engine speed. The
efficiency does not differ significantly for all fuel blends, which is remarkable
for a methanol-water blend with 10% v/v or 19.97 mole% of water.
It is hard to see a clear trend with the addition of water as all differences fall
within the experimental uncertainty. However, at lower rpm, pure methanol seems
to have a higher efficiency and at higher rpm, the methanol-water blends seem
to have higher efficiencies. This is somewhat clearer when a contour plot of the
efficiencies as a function of the engine speed and engine load in BMEP is shown,
see Figure 4.7. A possible reason for this trend is that the lower laminar burning
velocity of methanol-water blends has less influence on the actual burning velocity
at higher engine speeds because of the higher turbulence at high speeds.
1Because the engine test benches typically were changed slightly every year and the fact that every
year different students operated the engine test bench, some measurements on the same fuel changed a
little from year to year. Determining the minimum ignition timing for maximum torque is something
that is set by hand and can differ from person to person. This can lead to small differences for the same





















Figure 4.6: Brake thermal efficiency at 40 Nm
In Figure 4.8, the volumetric efficiency is shown at a load of 80Nm. In Figure 4.9,
the throttle position for the different fuels is shown and as can be seen, there is
no big difference between the throttle positions of the different fuels. As a result,
the difference in the volumetric efficiency is mainly caused by the cooling effect
of the different methanol-water blends. From Figure 4.8, it is clear that the higher
heat of vaporization of the water-methanol blends has a bigger cooling effect on
the intake charge resulting in a higher volumetric efficiency.
Ethanol-water
The Volvo engine was also fuelled with pure ethanol and three different
ethanol-water blends (5% v/v, 10% v/v and 20% v/v water). The first blend is
chosen at 5% v/v so the energy intensive dehydration process could be excluded,
see Section 4.1. The third blend is chosen at 20% v/v because in Figure 4.2, the
exponential increase in distillation energy begins here. The second blend is chosen
in between the two other blends to be able to optimally observe the evolution with
increasing water content in the blends.
In Figure 4.10, the brake thermal efficiency of the ethanol-water blends is shown
at a load of 40 Nm and various engine speeds. There are no significant differences
between all ethanol-water blends, which is remarkable for a blend with 10% v/v
(26.44 mole%) and even 20% v/v (44.72 mole%) of water. If we compare this
with gasoline (Euro 95), we see a 1-2%pt improvement for the ethanol blends.
Despite the fact that all differences between the ethanol-water blends fall within
the experimental uncertainty, it is still possible to observe a certain trend with
the addition of water. This trend is similar to the trend seen for methanol-water
blends. At lower speed, pure ethanol seems to have a higher efficiency than the
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Figure 4.9: Throttle position at 80Nm
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other blends, while at higher speed the ethanol-water blends seems to have higher



















Figure 4.10: Brake thermal efficiency at 40 Nm
The same results and trends were also found for the higher load of 80 Nm
(see Figure 4.11). As the load increases, the efficiencies increase too and are
a significant 5-7%pt higher than at the 40 Nm part load. The reason for this





















Figure 4.11: Brake thermal efficiency at 80 Nm
The addition of water to the ethanol decreases the LHV (Lower Heating Value)
of the blend. This means more fuel will have to be injected to maintain the same
load with the ethanol-water blends, which results in a significant increase of the
BSFC (Figure 4.12). For the same fuel tank, the driving range will be shorter
with increasing water content. This effect will be slightly counteracted by the
rearrangement of the water and ethanol molecules, so that the blend will occupy
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Figure 4.12: Brake Specific Fuel Consumption at 80 Nm
In Figure 4.13, the volumetric efficiency is shown at the higher load of 80 Nm.
The difference in the volumetric efficiency is mainly caused by the cooling effect
of the different ethanol-water blends. From Figure 4.13, it is clear that the higher
heat of vaporization of the water-ethanol blends has a bigger cooling effect on the



























Figure 4.13: Volumetric efficiency at 80 Nm
4.3.2 Emissions
Methanol-water
Figure 4.14 compares the engine-out NOx-emissions for pure methanol and the
different water-methanol blends at a load of 40 Nm. The lower adiabatic flame
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temperature and cooler in-cylinder temperature due to the larger cooling effect
and the water dilution explain the lower NOx-emissions on methanol-water blends
compared to on pure methanol. At 2500 rpm there is a deviation from the trend.
As NOx-emissions are strongly influenced by the ignition timing, this can be
explained as we look at the setting for MBT-timing for these measurements.
MBT-timing is set by hand and, as a result, slight deviations can occur in the
measurements. Figure 4.15 shows the MBT-timing for the measurements at 40
Nm and from this figure it is clear the ignition timing has a big influence on
the NOx-emissions. For example, it looks like the MBT-timing at 2500 rpm for
pure methanol can be advanced a few degrees. This late timing results in lower


















































Figure 4.15: MBT-timing at 40 Nm
The engine-out CO emissions are compared in Figure 4.16 for a load of 40 Nm and
in Figure 4.17 for a load of 80 Nm. From the properties of methanol-water blends,
it is expected the CO emissions of the blends are higher than the CO emissions of
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pure methanol. This trend can be seen in both figures, especially at lower engine
speeds. However, it is not possible to conclude that the CO emissions are actually










































Figure 4.17: CO-emissions at 80 Nm
Ethanol-water
Figure 4.18 shows the engine-out NOx-emissions for the various ethanol-water
blends at the load of 80 Nm. The same conclusions can be drawn as for
methanol-water blends.
In Figure 4.19 we see the CO-emissions of the various ethanol-water blends at
the load of 40 Nm. As expected the emissions of the water containing blends
are slightly higher than with the pure ethanol, because of the less complete
combustion. This is also confirmed for the higher 80 Nm load. Nevertheless,






















Figure 4.18: NOx-emissions at 80 Nm
all differences fall within the experimental uncertainties so it is not possible to be





















Figure 4.19: CO-emissions at 40 Nm
4.4 Conclusion
The present Chapter gave insights into the advantages that could exist with
alcohol-water blends. Using alcohol-water blends as fuel for internal combustion
engines could have an economic advantage compared to anhydrous alcohol
because the alcohol does not have to be fully dried in the production process.
The cost reduction in production comprises both the costs of investment and
exploitation. This study compared the brake thermal efficiencies and engine-out
emissions from a production-type four-cylinder SI gasoline engine running on
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methanol-water blends and ethanol-water blends. Methanol-water blends of 2.5%
v/v, 5% v/v and 10% v/v water and ethanol-water blends with 5% v/v, 10% v/v
and 20% v/v were tested. It was shown that the brake thermal efficiency does not
differ significantly for all fuels and is still higher than the efficiency of gasoline.
NOx emissions were reduced substantially for the fuels with higher water content
because of the lower temperatures in the cylinders due to the water addition in the
fuel.
5
Laminar burning velocity of alcohol
blends
5.1 Introduction
When combustion takes place in the flamelet regime, which is assumed by most of
the turbulent combustion models [28], the flame is assumed to propagate locally
at the (stretched) laminar flame speed. Consequently, one of the key parameters
to model the combustion of fuels in spark ignition engines is the laminar burning
velocity of the fuel.
Contrary to methanol and ethanol, gasoline does not consist out of one molecule
but is a complex fuel mixture, with a wide variation in composition between
commercial gasolines (for example the composition depends on the season, for
startability) and as a result there is no fixed laminar burning velocity for gasoline.
Because of the complexity of gasoline and because of the varying composition
of gasoline, gasoline surrogates are often used in experiments and in calculations.
The term surrogate gasoline refers to a simpler representation of a fully-blended
fuel [29]. The most common gasoline surrogates are iso-octane or binary mixtures
of iso-octane and n-heptane, the primary reference fuels (PRF’s) for determining
octane ratings for spark ignition engine fuels. Several studies concerned the
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laminar burning velocity of iso-octane, n-heptane and mixtures of these two fuels
[81–90]. However, Pitz et al. [29] came to a consensus that next to iso-octane
and n-heptane, toluene should be included in any gasoline surrogate. N-heptane
and iso-octane represent the normal-alkanes and iso-alkanes in gasoline and were
chosen since they are the primary reference fuel components and toluene was
chosen to represent the aromatic fraction because it is the most abundant aromatic
in gasoline. The laminar burning velocity of toluene has not been investigated
as extensively as iso-octane and n-heptane with only few measurements having
been presented [91–96]. For a “real” gasoline, even fewer measurements have
been reported [88, 97–99]. When investigating if a particular surrogate is good
enough to predict the behavior of gasoline, comparison has to be made with a real
gasoline. However, such comparison is lacking in literature and laminar burning
velocity measurements of a “real” gasoline are needed.
For blends of alcohols and gasoline, it would be interesting to know how the
laminar burning velocity behaves when the blend ratio or the blend’s components
are changed. Knowledge on the behavior of the laminar burning velocity of
alcohol blends could allow better and faster optimization of an engine fuelled
with (complex) blends of alcohols and gasoline (e.g. binary ethanol-gasoline
blends, ternary GEM blends as discussed in Section 2.4 or even quaternary or more
complex blends). These alcohol blends can differ a lot from each other: low-level,
medium-level or high-level blends are possible and the alcohol component can
differ as well (methanol, ethanol, butanol,... are possible alternatives). One
way to obtain the laminar burning velocity is through experiments. However,
measurements of the laminar burning velocity are mostly limited in pressure and
temperature and are compromised by the effects of flame stretch and instabilities
as discussed in Appendix A.2. Computationally, these effects can be avoided
by calculating one-dimensional, planar adiabatic flames using chemical oxidation
mechanisms. The velocity of these flames is the laminar burning velocity by
definition. Thus kinetic models can be used to calculate the laminar burning
velocity over a range of conditions used in practical applications. Computer
simulations where combustion chemistry is involved, e.g. CFD study of the
combustion in an internal combustion engine, are computationally demanding. As
a result, to calculate the laminar burning velocities, they rely in many cases on
reduced kinetic models or correlations which give the laminar burning velocity in
terms of pressure, temperature and composition of the unburned mixture, to have
faster computation times.
The problem with complex fuel blends is that the kinetic models become very
large and complex, with long calculation times as result, and that in many cases
no models exist for blends of different fuels. A possible solution would be to
have accurate mixing rules for the laminar burning velocity which can determine
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the laminar burning velocity of fuel blends out of the burning velocity of the
fuel components without being computationally too demanding. Developing a
mixing rule for the laminar burning velocity is not straightforward because the
combustion reaction is a complex phenomenon. To evaluate mixing rules, it
is important to know what exactly determines the burning velocity. Burning
velocities are mostly governed by flame temperature, activation energy, and, to
a certain extent, the transport properties [93]. There is thus a kinetic, a thermal
and a transport effect. Depending on the fuel which is blended in the mixture, an
enhanced reactivity can be expected, which is the case for example with hydrogen
[100]. A lower or higher adiabatic flame temperature, responsible for the thermal
effect, can lead to another mixture reactivity, even assuming the same underlying
reaction mechanism. Furthermore, depending on the diffusivities of the blend
components, there can be a modification of the mixture concentration in the flame
structure [101]. The inherent difficulty in the development of a mixing rule is that
various thermal and chemical effects may not be separable for certain fuel blends
because of possible thermo-kinetic couplings. For this reason, mixing rules are not
expected to be linear in the fuel blend composition for certain fuel blends [93].
This Chapter is devoted to investigate the difference between the laminar burning
velocity of methanol, ethanol and gasoline. First an overview of mixing rules
found in the literature is provided in Section 5.2. As one of the goals is
to find a mixing rule for alcohol-gasoline blends, evaluation of these mixing
rules is needed. However, accurate laminar burning velocity measurements of
alcohol blends were lacking in literature, especially at higher temperature and
pressure. Consequently, these mixing rules are first tested on a limited dataset
of experimental laminar burning velocities of ethanol-hydrocarbon blends at
atmospheric pressure found in literature but additional values for the laminar
burning velocity of alcohol-hydrocarbon mixtures were simulated with chemical
kinetic models to evaluate the mixing rules at higher pressure and temperature
(see Section 5.4). In a later stage, measurements performed on the heat flux
setup of Lund University during a research stay in Lund, Sweden, are used to
further validate mixing rules for alcohol-gasoline blends, see Section 5.6. Because
measurements were performed at different temperatures, these measurements
could also be used to study the temperature dependence of the laminar burning
velocity of methanol, ethanol and gasoline. Additionally, because gasoline
surrogates are often used to reproduce the properties of gasoline, the gasoline
surrogates iso-octane, n-heptane and toluene were measured as well on the heat
flux setup. In Section 5.6, it will be investaged if a mixture of these surrogates can
reproduce the laminar burning velocity of gasoline.
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5.2 Mixing rules for the laminar burning velocity
The following mixing rules for the laminar burning velocity of fuel blends were
found in literature:




In the previous expression γi is either the mole fraction, mass fraction or energy




∆cHi○ is the heat of combustion of the mixture components. xi is the mole fraction
of the fuel components.




xi is the mole fraction of the fuel components. Le Chatelier [104] first proposed a





where xi is the mole fraction of the ith component and LFLi is the lower or
lean flammable limit of the ith component in volume percent. Benedetto et
al. [103] used Le Chatelier’s rule to predict the laminar burning velocity of
hydrogen-methane blends and found a good agreement for lean and stoichiometric
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conditions but for rich mixtures there were more significant differences between
the simulation results obtained with the detailed reaction scheme GRI-Mech
version 3.0 [105] and the values predicted by Le Chatelier’s rule.
3) Mixing rule developed by Hirasawa et al. [93].
Hirasawa et al. [93] found for ethylene/n-butane, ethylene/toluene and
n-butane/toluene mixtures that the flame temperature has the dominant influence
on the burning velocity of the fuel blends at atmospheric pressure and that the
kinetic coupling hardly affects the burning velocities of these fuel mixtures. An
empirical mixing rule, depending on a mole fraction weighted average of the
burning velocities and flame temperatures was developed. The adiabatic flame
temperature of a pure fuel (Tf ,i) can be expressed by:
Tf ,i−Tu = ∆Ti = Qinicp,i (5.5)
Q is the heat release per mole of fuel. n is the total number of moles of the products
(including diluents) per mole of fuel. cp is the mean molar specific heat of the
products and Tu is the unburned gas temperature. In the same way, the flame
temperature of a fuel blend can be expressed by:
Tf ,blend −Tu,blend = ∆Tblend = Qblendnblendcp,blend (5.6)
Qblend = n∑
i=1 xiQi (5.7)
xi is the mole fraction of the fuel component. Assuming that the total amount of
moles of the combustion products and diluents is:
nblend = n∑
i=1 xini (5.8)







Law et al. [106] gave an expression for ul with non-unity Lewis number Le as a
function of the unburned gas density ρu, the thermal conductivity λ , a collision










By rearrangement of this expression and compressing most of it into an “activation
temperature” T˜a, the burning velocity of the fuel constituents and the fuel blend can
be expressed as:
ul,i = exp(− T˜a,iTf ,i ) (5.11)
and
ul,blend = exp(− T˜a,blendTf ,blend ) (5.12)
















βi = xiniTf ,inblendTf ,blend (5.15)
The mixing rule developed by Hirasawa et al. [93] predicted the measurements
very accurately for atmospheric laminar burning velocities of ethylene/n-butane,
ethylene/toluene, and n-butane/toluene mixtures. In the same way, Ji et
al. [107] found that the laminar burning velocity of n-dodecane/toluene and
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n-dodecane/methylcyclohexane mixtures at atmospheric pressure can be predicted
using the laminar burning velocities and adiabatic flame temperatures of the
components. It was found that although the initial fuel consumption pathways
of n-dodecane, toluene and methyl-cyclohexane and the resulting intermediates
and radicals may be different for each neat component, the propagation of flames
of binary fuels is mostly sensitive to the flame temperature through its influence
on the main branching reaction H +O2 →OH +O. Kinetic couplings appeared to
have minor effect on flame propagation.
On the other hand, there may be fuel blends for which chemical kinetic interactions
have the biggest influence, e.g. hydrogen/methane mixtures [100, 101, 108].
There have been a lot of measurements of the laminar burning velocity of fuels
in combination with hydrogen. The reason is that because of the strong reactivity
of hydrogen, an addition of hydrogen enhances flame propagation and extends the
flammability limits of fuel/air mixtures. Therefore, it has the potential to promote
combustion efficiency and reduce pollutant and greenhouse gas emissions [100].
The effects of hydrogen addition have been studied extensively using different
methods and different fuels such as methane, ethylene, acetylene, propane,
n-butane, iso-octane, carbon monoxide and natural gas [101, 109–114]. Yu et
al. [115] found that the increase of burning velocity with hydrogen addition can
be approximately linearly correlated with RH . RH being the ratio of the amount
of hydrogen plus the stoichiometric amount of air needed for its oxidation, to the
amount of fuel plus the remaining air left for its oxidation:
RH = CH +
CH(CHCA )st
CF +[CA− CH(CHCA )st ]
(5.16)
CF , CA and CH are the mole concentrations of the fuel, air and hydrogen addition.
Tang et al. [101] found the same linear correlation for n-butane with hydrogen
addition. With a sensitivity analysis, they showed that the kinetic effect is the
most prominent, followed by the thermal effect, with the diffusion effect being
minimal. Wu et al. [100] did the same for the laminar burning velocities of
mixtures of ethane, ethylene, acetylene and carbon monoxide with a small amount
of hydrogen addition at atmospheric and elevated pressures. It was found that
the approximately linear correlation also largely applies to ethane, ethylene, and
acetylene at atmospheric as well as elevated pressures and that in most cases
hydrogen addition enhances the burning velocity mainly through the modification
of the activation temperature rather than the flame temperature. The linear
correlation did not hold for carbon monoxide due to the strong catalytic effect
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of hydrogen on the oxidation of carbon monoxide. In Section 5.4, different mixing
rules will be tested for alcohol-hydrocarbon blends. At the end of Section 5.4, the
same mixing rules will be briefly evaluated for a hydrogen-methane mixture.
5.3 Kinetic modeling
In the Sections 5.4 and 5.6, simulation results of the laminar burning velocity,
calculated with two different chemical oxidation mechanisms, are used, on the
one hand, as validation data for mixing rules at higher temperature and pressure
and, on the other hand, to compare with experimental results measured on the
heat flux setup (see Section 5.5). The following two mechanisms are used: the
model of Andrae [116] and the model of Mehl et al. [117]. These models are
commonly used in CFD and engine simulations to calculate the laminar burning
velocity. The model of Andrae [116] is a semi-detailed mechanism containing
150 species and 759 reactions. It consists of a detailed description of toluene
and ethanol oxidation and skeletal mechanisms of iso-octane and n-heptane. The
model of Mehl et al. [117] is a reduced version of a detailed chemical kinetic
mechanism for the simulation of gasoline surrogate mixtures. This reduced version
was made for engine numerical applications and considers 312 species. The
original detailed model has been assembled from existing Lawrence Livermore
National Laboratory mechanisms for n-heptane, iso-octane [118], toluene and
C5-C6 olefins [119] and validated using experimental data from shock tubes,
stirred reactors and rapid compression machines. For the modeling of adiabatic
premixed flames, the one-dimensional chemical kinetics code CHEM1D was
used [120]. This code was developed at Eindhoven University of Technology
and employs the EGLIB complex transport model, including multi-component
transport and thermal diffusion. In each case, the solution was calculated using the
exponential differencing technique in a grid consisting of 200 points, with most of
the detail centered at the inner flame layer. Radiation was neglected, and solver
convergence was confirmed by ensuring that all residuals were below 10−10 and
the laminar burning velocity had reached a stable value.
5.4 Testing mixing rules on literature data
To validate mixing rules, an accurate determination of the laminar burning velocity
of the fuel components and the laminar burning velocity of the fuel blends is
needed. Unfortunately, there are few measurements of fuel blends (with the
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exception for fuels with hydrogen addition) and there can be doubt on the accuracy
of the measurements when measurements on different setups are compared
[121]. In the literature few measurements of relevant fuel blends are reported.
Hirasawa et al. [93] measured the laminar burning velocity of binary blends
of ethylene+n-butene, ethylene+toluene and n-butane+toluene. Dirrenberger et
al. [99] did measurements on mixtures of 15 % v/v ethanol with gasoline and a
toluene reference fuel (mixture of iso-octane, n-heptane and toluene). Van Lipzig
et al. [82] considered binary and ternary mixtures of n-heptane, iso-octane and
ethanol, Broustail et al. [122] performed measurements with mixtures of butanol
and ethanol with iso-octane and Gu¨lder et al. [123] measured the laminar burning
velocity of iso-octane+methanol and iso-octane+ethanol mixtures. This is the
reason why the decision was made to do additional measurements of the laminar
burning velocity of (m)ethanol-hydrocarbon blends during this Ph.D. study. These
measurements are reported in Section 5.6 and will also be used to validate the
mixing rules.
In the following, different mixing rules are first tested and evaluated for laminar
burning velocity measurements of ethanol-hydrocarbon blends at atmospheric
pressure from literature. Secondly, as laminar burning velocity measurements
of alcohol-hydrocarbon blends at higher temperature and pressure are lacking
in literature, the mixing rules are evaluated for the laminar burning velocity of
ethanol-hydrocarbon blends at higher pressure and temperature using simulation
results from chemical kinetic models.
5.4.1 Laminar burning velocity at atmospheric pressure
In the first stage of evaluating mixing rules, measurements performed by van
Lipzig et al. [82] were used because these measurements were performed using
the heat flux method on a flat flame burner resulting in a reported accuracy of+/−1cm/s. This setup is the same setup as was used during this Ph.D. study to
perform measurements of the laminar burning velocity. Van Lipzig et al. [82]
measured the laminar burning velocity of ethanol, iso-octane, n-heptane and
mixtures of 50% v/v ethanol+ 50% v/v n-heptane, 50% v/v ethanol+ 50% v/v
iso-octane and 1/3 v/v ethanol + 1/3 v/v n-heptane + 1/3 v/v iso-octane. The
measured laminar burning velocities of the 50% v/v ethanol+ 50% v/v n-heptane
mixture at 338K and atmospheric pressure are compared with calculated values
using different mixing rules in Figures 5.1 (mole, mass and energy fraction
mixing rule) and 5.2 (Hirasawa et al. mixing rule and Le Chatelier’s mixing rule).
Calculations were made for equivalence ratios of 0.7 to 1.3 but in Figures 5.1 and
5.2 the minimum equivalence ratio is 0.9 for the clarity of the Figure and because
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the difference in laminar burning velocity in the 0.7-0.8 range was 2cm/s at its
maximum. In Figure 5.1, the best agreement is seen for the energy fraction mixing
rule and in Figure 5.2, the Hirasawa et al. mixing rule reproduces the measured
laminar burning velocity better than Le Chatelier’s mixing rule. It is clear that
the mole and mass fractions mixing rules and Le Chatelier’s mixing rule do not
predict the measured laminar burning velocity of this binary mixture of ethanol and
n-heptane for φ > 1 accurately enough although the maximum difference between



































mole fraction mixing rule 
mass fraction mixing rule 
energy fraction mixing rule 
Figure 5.1: ul of ethanol, n-heptane and ethanol/n-heptane blend (1/2;1/2) as a function of
φ (p = 1 bar, Tu = 338 K) and ul of ethanol/n-heptane blend calculated with the mole,
mass and energy fraction mixing rule.
Hirasawa et al. [93] validated their mixing rule only for binary mixtures of
ethylene, n-butane or toluene. In Figure 5.3 the laminar burning velocity of the
ternary mixture of 1/3 v/v ethanol + 1/3 v/v n-heptane + 1/3 v/v iso-octane at 338K
and atmospheric pressure is compared to the values predicted with the energy
fraction mixing rule and the Hirasawa et al. mixing rule. Again, the burning
velocities can be estimated well with these two rules. The maximum error with
the Hirasawa et al. mixing rule is 1.23 cm/s and with the energy fraction mixing
rule 1.36 cm/s. However, this is still outside the reported accuracy of +/- 1cm/s
[82].
To get an overall view of predictive capabilities of the different mixing rules, the
root mean square errors (RMSE) of the different mixing rules are shown in Table
5.1 for all the laminar burning velocity measurements of ethanol-hydrocarbon



































Hirasawa et al. mixing rule 
Le Chatelier's rule 
Figure 5.2: ul of ethanol, n-heptane and ethanol/n-heptane blend (1/2;1/2) as a function of
φ (p = 1 bar, Tu = 338 K) and ul of ethanol/n-heptane blend calculated with the Hirasawa







































Hirasawa et al. mixing rule 
energy fraction mixing rule 
Figure 5.3: ul of ethanol, n-heptane, iso-octane and ethanol/n-heptane/iso-octane blend
(1/3;1/3;1/3) as a function of φ (p = 1 bar, Tu = 338 K) and ul of
ethanol/n-heptane/iso-octane blend calculated with the energy fraction mixing rule and the
Hirasawa et al. mixing rule.
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Table 5.1: Root mean square error for the laminar burning velocities calculated with
different mixing rules. EH = ethanol/n-heptane, EO = ethanol/iso-octane, EHO =
ethanol/n-heptane/iso-octane
RMSE [cm/s] EH EO EHO mean error
298 K 338 K 298 K 338 K 298 K 338 K
Mole fraction 0.75 1.20 2.07 3.21 1.75 2.46 1.94
Mass fraction 0.37 0.77 0.90 1.58 0.98 1.26 0.99
Energy fraction 0.30 0.63 0.26 0.67 0.69 0.73 0.55
Hirasawa et al. 0.31 0.63 0.14 0.47 0.62 0.60 0.47
Le Chatelier’s rule 0.71 1.15 1.85 2.90 1.58 2.22 1.77
blends at 298K and 338K performed by van Lipzig et al. [82]. It is clear that
the best agreement is seen for the Hirasawa et al. mixing rule and the energy
fraction mixing rule. This gives a first indication that the flame temperature is
the dominant factor for the laminar burning velocity of these ethanol-hydrocarbon
blends, similar to what was found by Hirasawa et al. [93]. Actually, it is not
very surprising that the energy mixing rule gives similar results as the Hirasawa et
al. mixing rule because it is based on the mole fraction and the heat of combustion
of the fuel components which also can be said of the flame temperature, the
dominant factor in the Hirasawa et al. mixing rule.
5.4.2 Laminar burning velocity of multi-component fuels at
higher pressures and temperatures
The next goal was to investigate if the results of the previous Section can be
extended to higher pressures and temperatures, and multi-component mixtures.
Because gasoline blended with an alternative fuel such as methanol or ethanol is
in fact a binary blend of a multi-component fuel and a pure fuel, it should be
investigated if the mixing rules also work for blends of multi-component fuels.
In the literature, such measurements of multi-component fuel blends at higher
pressure and temperature are not reported yet. Therefore, the chemical kinetic
model of Andrae et al. [116] was used to calculate laminar burning velocities of a
toluene reference fuel (TRF), ethanol and blends of ethanol and the TRF at higher
temperature and pressure (600 K and 40 bar). This model was chosen because it is
one of the few kinetic models for ethanol-hydrocarbon fuels that was also validated
with laminar burning velocities collected at elevated temperature and pressure and
because it includes a detailed reaction mechanism for ethanol. A toluene reference
fuel (69% v/v iso-octane, 14% v/v n-heptane and 17% v/v toluene) was chosen to
represent a gasoline and the composition of the iso-octane/n-heptane/toluene blend
was chosen based on the results in [124] where the laminar burning velocities of
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this blend compared well with measurements of the laminar burning velocity of
a real gasoline performed by Zhao et al. [97]. In Figure 5.4 the laminar burning
velocity of E75 (75% v/v ethanol and 25% v/v TRF) and E20 (20% v/v ethanol
and 80% v/v TRF) at 600 K and 40 bar is calculated with different mixing rules
and again, it is clear that the mole fraction mixing rule is not the right approach
to predict the laminar burning velocity of multi-component fuels. Notice also the




































E75 energy fraction mixing rule 
E20 energy fraction mixing rule 
E75 Hirasawa et al. mixing rule 
E20 Hirasawa et al. mixing rule 
E75 mole fraction mixing rule 
Figure 5.4: ul of ethanol, TRF, E75 and E20 as a function of φ (p = 40 bar, Tu = 600 K)
and ul of E75 and E20 calculated with the mole fraction mixing rule, the Hirasawa et
al. mixing rule and the energy fraction mixing rule.
As can been seen in Figure 5.4, the energy fraction mixing rule and the Hirasawa
et al. mixing rule give excellent agreement with the calculations from the chemical
kinetic model with the best results for the Hirasawa et al. mixing rule especially
for higher ethanol fraction.
For the different fuels and range of equivalence ratios employed in this study, both
the results with the energy mixing rule and the Hirasawa et al. mixing rule indicate
that these mixing rules can be used to predict the laminar burning velocity of
multi-component fuel blends at higher temperature and pressure. The best results
are achieved with the Hirasawa et al. mixing rule while the energy mixing rule has
the greater simplicity as advantage. Given the fact that the energy fraction mixing
rule and the Hirasawa et al. mixing rule, which are both based on the mole fraction
and the heat of combustion, give the best results, it is worth to investigate if Le
Chatelier’s rule could not be used if the energy fraction is used instead of the mole
fraction:
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ul,blend(φ) = 1∑ni=1 γiul,i(φ) (5.17)
with γi the energy fraction instead of the mole fraction. In Figure 5.5, the energy
fraction mixing rule, the Hirasawa et al. mixing rule and Le Chatelier’s mixing
rule based on energy fraction are compared for E75 at 600 K and 40 bar. In Figure
5.6, all the different mixing rules are compared for E75 at 600 K and 1 bar. Here,
the differences are more noticeable because the laminar burning velocities of pure
ethanol and the TRF are more different from each other. As can be seen, the mixing
rules all overpredict the laminar burning velocity with the smallest overprediction
for Le Chatelier’s mixing rule based on energy fraction. The root mean square
errors (at 600 K and 1 bar) of the energy fraction mixing rule, the Hirasawa et
al. mixing rule and Le Chatelier’s rule are respectively 4.51, 3.15 and 1.70 cm/s.
Thus, the agreement is best for Le Chatelier’s mixing rule using the energy fraction
when data of the kinetic model of Andrae [124] is used. The same was found when
the measurements of van Lipzig et al. were compared (not shown here).
The evaluation using calculated laminar burning velocities with the model of
Andrae [124] was repeated for a second chemical kinetic mechanism used for
simulation of gasoline surrogate mixtures developed by Mehl et al. [117]. This
chemical kinetic model was used to calculate the laminar burning velocity of a
binary ethanol/n-heptane (70% v/v ethanol and 30% v/v n-heptane) blend at 600
K and 1 bar. The results are shown in Figure 5.7. For the clarity of the Figure,
only the laminar burning velocities of the blend and the predictions by the mixing
rules are shown. There is a small overprediction with the least overprediction for
Le Chatelier’s rule and the largest overprediction for the energy fraction mixing
rule. However, notice that the differences are very small.
The laminar burning velocity of fuel blends for which chemical kinetic interactions
have the biggest influence, e.g. hydrogen/methane mixtures, cannot be predicted
with the previous mixing rules, which is clear from Figure 5.8. Calculations of the
laminar burning velocity of a mixture of 70% v/v H2 and 30% v/v CH4 were done
with the GRI-Mech 3.0 mechanism [105]. In Figure 5.8, different mixing rules
are tested but the deviations from the simulated laminar burning velocities of the
H2-CH4 mixture are large.
Summary
Different mixing rules to predict the laminar burning velocity of fuel blends were
tested and compared with each other. Mixing rules are not expected to be linear



























E75 le chatelier's rule (energy fraction) 
E75 energy fraction mixing rule 
E75 Hirasawa et al. mixing rule 
Figure 5.5: ul of E75 as a function of φ (p = 40 bar, Tu = 600 K) and ul of E75 calculated





































mole fraction mixing rule 
mass fraction mixing rule 
energy fraction mixing rule 
Hirasawa et al. mixing rule 
Le Chatelier's rule (energy fraction) 
Figure 5.6: ul of E75 as a function of φ (p = 1 bar, Tu = 600 K) and ul of E75 calculated






































mole fraction mixing rule 
Hirasawa et al. mixing rule 
Le Chatelier's rule (energy fraction) 
Figure 5.7: ul of ethanol/n-heptane (LLNL mechanism) as a function of φ (p = 1 bar, Tu =



































energy fraction mixing rule 
mole fraction mixing rule 
Le Chatelier's rule (energy fraction) 
Figure 5.8: ul of 70% H2 and 30% CH4 as a function of φ (p = 1bar, Tu = 600 K) and ul
calculated with different mixing rules
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in the fuel blend composition, proven by the poor predictions of the mole fraction
and mass fraction mixing rules. The energy fraction mixing rule, the mixing rule
developed by Hirasawa et al. and Le Chatelier’s rule based on energy fraction
gave the best results, indicating that the flame temperature is the dominant factor
for laminar burning velocity of ethanol-hydrocarbon mixtures. These three mixing
rules performed very well for binary, ternary and multi-component fuels and
for ’binary’ blends of fuels which are a blend of components, even at higher
temperature and pressure. It was also shown that these mixing rules do not work
for hydrogen-methane blends.
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5.5 Heat flux setup
Published data of the laminar burning velocity are not always consistent with
one another and the spread of the measured values often exceeds the reported
experimental uncertainty, even for fuels which have been investigated thoroughly
like iso-octane and n-heptane. Galmiche et al. [90] showed that there are
significant discrepancies between all the correlations for the laminar burning
velocity of iso-octane/air mixtures and that the differences are mainly due to
the different experimental setups and methodologies for data postprocessing.
Laminar burning velocity measurements can still be improved and the influence
of temperature, pressure and diluents on the laminar burning velocity has to be
investigated in further detail.
To investigate the difference between the laminar burning velocity of methanol,
ethanol, gasoline and the gasoline surrogates iso-octane, n-heptane and toluene and
to validate mixing rules for these alcohol-gasoline blends, accurate measurements
are needed. This is the reason why a research stay at Lund University, Sweden,
was planned during the Ph.D. study. At Lund University, a flat flame adiabatic
burner could be used to measure the laminar burning velocity using the heat flux
method. Measurements of laminar burning velocities of iso-octane, n-heptane,
ethanol and methanol have previously been performed by van Lipzig et al. [82]
and Vancoillie et al. [125] using the same heat flux setup as in the present work.
Recently, Dirrenberger et. al [99] also measured the laminar burning velocity of
a commercial gasoline, iso-octane, n-heptane, toluene, ethanol and ethanol blends
with gasoline and a toluene reference fuel using the heat flux method on a different
setup. The results by Dirrenberger et al. [99] are however systematically lower
than what was reported by van Lipzig et al. [82] by a few cm/s. This discrepancy
is larger than the stated experimental error.
Due to the differences between the results of Dirrenberger et al. [99] and van
Lipzig et al. [82], laminar burning velocities of the different fuels were revisited in
the present study, and in addition a wider temperature range was covered (298-358
K). The experimental setup has been subject to some improvements since the
measurements of van Lipzig et al. [82] and the new results are therefore considered
more reliable. The heat flux setup and the error assessment are discussed in the
following. The measurements will be discussed in Section 5.6.
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5.5.1 Experimental setup
The heat flux method for the stabilization of premixed laminar flames on a flat
flame burner has been proposed by de Goey et al. [126] and further developed by
van Maaren and de Goey [127]. This method was extensively used for measuring
laminar burning velocities of gaseous fuels [127, 128]. A detailed description
of the method and associated experimental uncertainties for gaseous [129, 130]
and liquid [82, 131] fuels have been published previously. Important features of
the method are, therefore, only shortly outlined in the following. The present
experimental rig is similar to that used by van Lipzig et al. [82] and Vancoillie
et al. [125]. The experimental setup for the adiabatic flame stabilization using
the heat flux method is shown in Figure 5.9. The heat flux burner has two major
parts: a burner head with a heating jacket supplied with thermostatic water to keep
the temperature of the burner plate constant at 368K and a plenum chamber with
a separate temperature control system supplied with water. This control system
enables to set a temperature of the fresh gas mixture from 298 to 358 K. A burner
plate of 2 mm thickness perforated with small holes (0.5 mm in diameter) is
attached to the burner outlet. The heating jacket keeps the burner plate edges
at a certain temperature higher than the initial gas temperature, thus warming the
(unburned) flow of gases. Conductive heat transfer of the flame to the burner plate
cools the gas flow on its turn. When the flow rate of the gas mixture is changed,
an appropriate value of the gas velocity can be found to nullify the net heat flux.
In this case, the radial temperature distribution in the burner plate is uniform and
equal to the temperature of the heating jacket. A theoretical analysis of the heat
flux method has been given by de Goey and van Maaren [126, 127] where it was
shown that the temperature profile of the burner plate can be approximated by a
parabolic function:
Tp(r) = Tc− q4κphr2 = Tc+Cr2 (5.18)
Where Tp(r) is the mean temperature of the perforated plate (averaged over the
burner thickness) at radial position r. Tc is the thickness averaged temperature of
the perforated plate at the center of the plate (r = 0). h is the thickness of the
perforated plate (h = 2 mm). κp is the heat conductivity of the plate, and q is the
net heat flux (the difference between the heat flux from the flame to the plate and
the heat flux from the plate to the unburned mixture).
A series of thermocouples attached to the burner plate allow for measuring the
temperature distribution at different radial positions. A polynomial fit is performed
to find the heat flux constant C in Equation 5.18. Close to C = 0, the heat flux

































Figure 5.9: Heat flux setup for liquid fuels.
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considered in this study. The interpolated flow velocity at which the net heat flux
was zero is shown to be the adiabatic flame burning velocity of the unburned gas
mixture [126, 127].
A mixing panel shown in Figure 5.9 was used to provide a controlled flow of
the vaporized fuel and air, at the required equivalence ratio. The key part of this
mixing panel is the CORI-FLOW liquid mass-flow controller (MFC) connected to
the controlled evaporator mixer (CEM), both from Bronkhorst B.V. The liquid
fuel flow from the fuel reservoir, pressurized by nitrogen, is metered by the
CORI-FLOW MFC and fed to the CEM. Part of the air flow controlled by the gas
MFC-1 is used as a carrier gas to facilitate vaporization at temperatures up to 473K.
Another part of the air flow controlled by the gas MFC-2 and mixed downstream
is varied to provide the required mixture composition. For the measurements
reported in this study, the tube connecting the controlled evaporator mixer to the
plenum chamber of the burner was a heated tube to avoid condensation of the fuel
in the way to the plenum chamber.
5.5.2 Error assessment
Three major sources of experimental uncertainties for gaseous fuels pertinent to
the heat flux method were identified as:
• Irregular thermocouple placement in the burner plate.
• Inaccuracy in the mass-flow control.
• Temperature of the unburned mixture.
A detailed analysis of these uncertainties was performed earlier [129, 130] and
showed that the overall accuracy of the burning velocity measurements in mixtures
near stoichiometry could be better than ±0.8 cm/s and the relative accuracy of the
equivalence ratio was found to be typically below 1.5% [131].
Additional possible sources of experimental uncertainties associated with liquid
fuels are the following:
• Variable flow ratio of the air between MFC-1 and MFC-2.
• Influence of the CEM operating temperature.
• Dissolution of nitrogen in the liquid fuel.
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• Fuel purity.
• Influence of the temperature of the heated tube between the evaporator and
the burner.
• Stability of the CORI-FLOW operation.
The first four additional sources were assessed experimentally as described in ref
[131], and relevant procedures were repeated for the present installation [82]. It
was shown that the ratio of the flows via MFC-1 (carrier gas for the CEM) and
MFC-2 does not affect the measured burning velocity within the expected accuracy
of the measurements. No influence of the CEM operating temperature was
observed when it was set well above boiling temperatures of the fuels. The purity
of the fuels, delivered in sealed bottles, was better than 99.5 % for iso-octane, 99
% for n-heptane, 99.9 % for toluene, methanol and ethanol and the refilling time
was very short to avoid impurities in the fuel.
In contrast to the work of van Lipzig et al. [82] and Vancoillie et al. [125], the
gas mixture was transported from evaporator to burner through a heated tube.
Although no droplets were observed during the measurements without the heated
tube, a comparison of results obtained with and without heated tube strongly
suggested that some condensation did occur without it, especially for toluene
and gasoline. For instance in the measurements on toluene without the heated
tube, the burning velocities for rich mixtures were too high indicating that the
fuel-air mixture was probably leaner than set because of condensation. From this
experience we conclude that one of the reasons that the laminar burning velocities
measured by van Lipzig et al. [82] and Vancoillie et al. [125] using the same
heat flux setup as in the present work are systematically higher than the present
measurements by a few cm/s can possibly be a result of condensation and thus
leaner gas mixtures than expected. For the stability of the CORI-FLOW operation,
it was found that vibrations of the water heaters to control the temperature of the
fuel/air mixture had an influence resulting in unstable laminar burning velocity
measurements, especially at lower flows. After eliminating the vibrations of
the water heaters, stable operation was observed for all equivalence ratios and
temperatures. Both of the described changes, installation of heated tube and
elimination of vibrations, are expected to decrease the uncertainty in mixture
composition and thus give a more reliable result for the laminar burning velocities.
Condensation of the fuel in the tube between the evaporator and the burner is
more likely to happen for rich equivalence ratios resulting in an overestimation
of the laminar burning velocity. If because of vibrations, the actual fuel rate
is different than set, the laminar burning velocity is influenced which can lead
to over- or underestimation of the true laminar burning velocity. Another
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experimental difficulty associated with the heat flux method is related to the
important assumption of the symmetry of the temperature distribution in the burner
plate, described by Equation 5.18. In fact all previous studies employing this
method rely on point-wise temperature measurements using thermocouples or
a thermographic phosphor technique [132]. Some scatter in the thermocouple
readings were attributed to the different depth of their placement in the burner
plate holes [130]. Bosschaart and de Goey proposed a linear correction to
compensate for this effect that reduced residual deviation of the thermocouple
reading from the expected parabolic profile to less than 0.5 K [130]. However,
if for some reasons the thermal conductivity on the edges of the burner plate is
not uniform there could be systematic deviations from the symmetry that may
lead to systematic errors in the burning velocity measurements. Then switching
off one of the most affected thermocouples may lead to significant deviation
in the approximated temperature profile as observed by van Lipzig et al. [82].
This deviation, though not significant, was actually observed by Bosschaart and
de Goey [130]: even after correction the residuals are not zero for zero value
of the parabolic coefficient C (see Equation 5.18). Moreover, lack of expected
symmetry was recently found employing a thermographic technique [133] where
the complete burner plate surface was covered by a phosphor. One may conclude
that the measurements of van Lipzig et al. [82] were probably affected by the
non-symmetry effect that was manifested in significant over-evaluation of the
burning velocities obtained in that study. Previous work on liquid fuels estimates
the overall accuracy of the heat flux method due to these uncertainties to be better
than ±1 cm/s [82, 125]. While the same type of error estimation is used for the
uncertainty in the mass-flow control, a different method has been used to estimate
the error due to the thermocouples. The new method calculates the error due
to the polynomial fit of the temperature distribution as a function of the radial
placement of the thermocouples. To calculate this error, the standard deviation of
the polynomial fit on the thermocouples readings is divided by the slope of the
linear fit to find the flow velocity at which the net heat flux was zero. This way, the
error on the burning velocity made by the error of the polynomial fit is also taken
into account. This is demonstrated in Figure 5.10. In this Figure, the black vertical
error bars are the standard deviations of the polynomial fits on the thermocouple
readings and the red horizontal error bar represents the corresponding error on the
burning velocity. With this method, the overall accuracy of the measurements
presented in this work is commonly better than ±1 cm/s. Only for mixtures
with an equivalence ratio of 1.3, the error was larger (maximum ±1.4 cm/s) as
a result of the slope of the linear fit to find C = 0 being smaller. Because for these
rich mixtures, the flame structure is too unstable near the velocity of the laminar
burning velocity, extrapolation from lower burning velocities is used. As a result,





















Figure 5.10: Heat flux constant C as a function of the unburned gas velocity Ug (T0 = 318
K, and p = 1). The horizontal red line is the error on the burning velocity made by the
error of the polynomial fit.
5.6 Experimental results
The goal of the research stay at Lund University was first, to provide accurate
experimental laminar burning velocity data for a (well characterized) gasoline,
methanol, ethanol and the gasoline surrogate components iso-octane, n-heptane
and toluene (+alcohol-hydrocarbon blends and a toluene reference fuel) and
compare the experimental data with numerical simulations, previous data from
the same setup [82] and data from the literature; second, to further validate the
mixing rules tested in Section 5.4; third, to investigate the temperature dependence
of the laminar burning velocities; and fourth, to try to find a gasoline surrogate of
iso-octane, n-heptane and toluene that can match the laminar burning velocity of
the studied gasoline.
To investigate the temperature dependence, the power exponent of the temperature
dependence, as presented in most laminar burning velocity correlations, will be
used. The correlation describing the effect of initial temperature on the burning
velocity is:
ul = ul0( TuTu0 )α (5.19)
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where ul is the laminar burning velocity and Tu is the unburned mixture
temperature, and has been used in this or equivalent form since the 1950s, e.g.
[134]. The subscript 0 refers to the values at reference conditions (usually 298
K and 1 bar). α represents the power exponent of the temperature dependence.
The temperature dependence can be assessed by plotting the laminar burning
velocities as a function of the temperature using log-log scales. The slope of the
measurements represents the power exponent of the temperature dependence and
can be compared to the power exponents used in correlations for laminar burning
velocity.
In the following Sections, first the “pure” fuels gasoline (Section 5.6.1), iso-octane,
n-heptane and toluene (Section 5.6.2), and methanol and ethanol (Section 5.6.3)
are compared with measurements from literature and simulations of kinetic
models. Additionally, the temperature dependence of these fuels will be
investigated. In Section 5.6.4, a toluene reference fuel will be formulated to match
the laminar burning velocity of gasoline and measurements of this TRF will be
shown. Finally in Section 5.6.5, measurements of alcohol-hydrocarbon blends
will be discussed and mixing rules will be evaluated using these measurements.
Measurements of the laminar burning velocity of the different fuels at different
initial temperatures are summarized in Appendix B together with the detailed
composition of the gasoline.
5.6.1 Gasoline
Laminar burning velocities have been measured for a gasoline (Exxon 708629-60)
without oxygenates at 298 K, 318 K, 328 K, 338 K, 348 K and 358 K. The gasoline
has been analyzed and was found to be composed of 10.37% v/v n-alkanes,
40.2% v/v iso-alkanes, 34.39% v/v aromatics, 9.39% naphthenes and 5.65% v/v
olefins. The detailed composition of the gasoline can be found in Appendix B.2.
Figure 5.11 compares the measurements at 358K with the data found in literature
for commercial gasolines. There is a good agreement both with the data of
Dirrenberger et al. [99], who used the same method to measure the laminar burning
velocity, and with the data of Zhao et al. [97] (at 353K) who used the stagnation
jet-wall flame configuration and Particle Image Velocimetry. It is expected that the
differences are influenced by the composition of the gasoline. The gasoline used
by Dirrenberger et al. [99] was provided by TOTAL (ref. IFPEN: TAE 7000)
and contained oxygenated compounds which could explain the higher burning
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Figure 5.11: Laminar burning velocities of gasoline-air mixtures at 358 K.
Measured laminar burning velocities of gasoline-air flames at atmospheric pressure
and different initial temperatures are shown in Figure 5.12 using log-log scales.
Apart from the experimental data represented by symbols, lines are included to
show the best fits to Eq. 5.19. In Figure 5.13, the derived power exponents α
are compared to the power exponent of other correlations used for the laminar
burning velocity of gasoline in simulation programs. In comparison to the present
measurements, the correlation by Metghalchi and Keck [85] and the correlation
used in GT-Power [135], the industry standard for engine simulations, use higher
α values. The correlation used in GT-Power is based on the publication of Takashi
et al. [136]. The correlation by Gu¨lder [137] is based on laminar burning velocity
measurements of iso-octane and is sometimes used in simulations to calculate the
burning velocities of gasoline [138]. This correlation has α values that are lower
than the results of the present study imply, and does not include the effect of
the equivalence ratio on the power exponent. Metghalchi and Keck and Gu¨lder
both used closed vessels and spherical flames to measure the laminar burning
velocity but did not take flame stretch and instabilities into consideration. Failing
to perform stretch corrections for the spherical flames inside these closed vessels
can lead to over- or underestimation of the true laminar burning velocity depending
upon the sign of the Markstein number resulting in different α exponents [81]. We
can conclude that none of the correlations is able to reproduce the temperature
dependence, with a minimum around the equivalence ratio at peak burning
velocity, measured for this gasoline.
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Figure 5.12: Log-log plot of laminar burning velocities of gasoline-air flames at
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Figure 5.13: Comparison between the power exponent α from measurements and the
power exponent α used in correlations of the burning velocity of gasoline.
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5.6.2 Gasoline surrogate components: iso-octane, n-heptane
and toluene
Laminar burning velocities have been measured for the gasoline surrogate
components iso-octane, n-heptane and toluene at 298 K, 318 K, 328 K, 338 K
and 358 K. In Figure 5.14, 5.15 and 5.16, there is a comparison between the
present measurements and data from literature at respectively 298 K and 358 K.
For the clarity of the Figures, only selected data from the literature is included.
For iso-octane at 298 K, there is again a good agreement with the measurements
of Dirrenberger et al. [99] who used the same method. The measurements are
a few cm/s lower than the previous measurements on the same setup performed
by van Lipzig et al. [82]. At 358 K, there is a very good agreement with the
measurements of Dirrenberger et al. [99]. The measurements of Bradley et al. [81]
who used spherically expanding flames to measure flame speeds compare well for
rich mixtures but are higher for lean mixtures.
For n-heptane and toluene, the same trend as for iso-octane is seen. There is
a good agreement with the measurements of Dirrenberger et al. [99] and there
are some differences when comparing to other data. For n-heptane at 298 K, the
measurements of Dirrenberger et al. are almost the same and there is also a good
agreement with the measurements of Huang et al. [86] and Davis et al. [89]. Only
for toluene at 298 K, the difference between the measurements of Dirrenberger
et al. and the present measurements is more marked. Dirrenberger et al. did
measurements at 298 K, 358 K and 398 K and as a result, it is possible to compare
the temperature dependence of the present measurements and the measurements
performed by Dirrenberger et al.
On Figure 5.17, the laminar burning velocities are shown as a function of the
temperature on log-log scales, only for a few equivalence ratios for the clarity of
the Figure. It is clear from Figure 5.17, that the measurements of Dirrenberger
et al. follow more or less the same trend as the present measurements for 358 K
and 398 K but deviate for 298 K. Based on this it seems likely that the laminar
burning velocities of toluene at 298 K measured by Dirrenberger et al. are too high
compared to the other measurements.
In Figure 5.18, 5.19 and 5.20, a comparison is made between two chemical
oxidation mechanisms (see Section 5.3) and the present measurements of
iso-octane, n-heptane and toluene at 298 K and 358 K. For toluene and
iso-octane, the model of Mehl et al. [117] predicts the laminar burning velocities
better, especially for lean mixtures. For iso-octane, the model overpredicts the
measurements but the qualitative dependence of the equivalence ratio is covered
better than with the model of Andrae [116] which underpredicts the laminar
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Figure 5.15: Laminar burning velocities of n-heptane-air mixtures at 298 K (a) and 358 K
(b).
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Figure 5.17: Log-log plot of laminar burning velocities of toluene-air flames at
atmospheric pressure and different initial temperatures. Diamonds, present experiments;
Triangles, measurements [99].; lines, linear fits of present measurements.
burning velocities for lean mixtures and overpredicts the laminar burning velocity
for equivalence ratios in the region of 1.1-1.2. For n-heptane, both models cover
the dependence of the equivalence ratio in a good way but both models overpredict
the laminar burning velocity. Here, the better agreement is for the model of
Andrae.
In Figure 5.21, the derived power exponents α of iso-octane are shown and
compared to the power exponents of correlations for the laminar burning velocity
of iso-octane/air mixtures and to the power exponents derived from the simulations
with the model of Mehl et al. There is again a minimum around the equivalence
ratio of peak burning velocity which is covered by none of the correlations. The
correlation of Metghalchi and Keck [85] and the correlation of Galmiche et al. [90]
predict a linear decrease of α as a function of the equivalence ratio whereas the
correlation of Gu¨lder [137] does not include the effect of the equivalence ratio on
the power exponent. The minimum around the equivalence ratio of peak burning
velocity is well covered by the model of Mehl et al. and there is a good agreement
for equivalence ratios from 0.8 to 1.2. In Figure 5.22, the derived power exponents
α of iso-octane, n-heptane and toluene are shown together. All three fuels have a
minimum around the equivalence ratio of peak burning velocity.
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Figure 5.18: Comparison between kinetic models and laminar burning velocity of
















































Figure 5.19: Comparison between kinetic models and laminar burning velocity of

















































Figure 5.20: Comparison between kinetic models and laminar burning velocity of
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Metghalchi and Keck [85] 
Figure 5.21: Comparison between the power exponent α of iso-octane from measurements
and the power exponent α derived from the model of Mehl et al. and used in correlations
of the burning velocity of iso-octane.




























Figure 5.22: Power exponent α of iso-octane, n-heptane and toluene from measurements
5.6.3 Methanol and ethanol
In this section, the measurements of the laminar burning velocity of methanol
and ethanol will be discussed. For both fuels, the laminar burning velocity has
been measured at 298K, 318K, 328K, 338K and 358K. Due to limitations in the
experimental setup, measurements on methanol performed on the same setup by
Vancoillie et al. [125] were limited to equivalence ratios below 1.1 and equal to
1.5. However, in the present work the whole range of equivalence ratios from 0.7
to 1.5 was reached by using a fuel mass flow controller with a higher upper limit.
Figure 5.23 compares the measurements for methanol at 298K, 318K and 338K
with the data found in the literature. As described before, the results of Vancoillie
et al. [125], done on a similar setup, are slightly higher than the measurements
done in this study. Further, it is clear that there are still large deviations with the
other data in the literature. At 298K, deviations with the measurements of Gibbs
and Calcote (G&C) [139] are large but it has been shown that the measurement
methods of Gibbs and Calcote produced unreliable results [140, 141]. For the
measurements of Metghalchi and Keck (M&K) [85], the agreement is good for
lean mixtures. Metghalchi and Keck did not take flame stretch and instabilities into
consideration in their closed vessel studies. Failing to perform stretch corrections
for the spherical flames can lead to over- or underestimation of the true laminar
burning velocity, depending upon the sign of the Markstein number. At 318K, the
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laminar burning velocities of Egolfopoulos et al. [142] are higher than the present
measurements for equivalence ratios from 1 to 1.3. Egolfopoulos et al. did take
flame stretch effects into account but because of the typically small strain rate in
their flames (about 100 s-1), they used a linear extrapolation to zero stretch. This
linear extrapolation has recently been reported to lead to overestimations of the
burning velocity by 5-10% [142, 143]. At 338K, measurements were compared to
those of Veloo et al. [144] at 343K. Veloo et al. recently repeated the measurements
by Egolfopoulos et al. [142] on methanol-air flames under a restricted set of
conditions. They used the counterflow twin-flame burner in combination with
a particle image velocimetry method. The unstretched laminar burning velocity
was derived using a nonlinear extrapolation approach based on direct numerical
simulations of the experiments. This led to an improved accuracy of the measured
burning velocity compared to the linear extrapolation employed by Egolfopoulos
et al. [142]. From Figure 5.23 it is clear that the effect of the equivalence ratio on
the laminar burning velocity agrees well with the present measurements, although
the measurements were done at a different temperature.
In Figure 5.24, the measurements for ethanol at 298K and 358K are compared
with the data found in the literature. For ethanol, the scatter between the different
measurements is already less than for methanol. The measurements of Konnov
et al. [131], van Lipzig et al. [82] and Dirrenberger et al. [99] were all done with
the same measurement method, i.e. the heat flux method. The measurements
done by Dirrenberger et al. compare very well at 358K, especially at lean and rich
mixtures, but are slightly higher at 298K. The measurements of Konnov et al. [131]
report lower laminar burning velocities for leaner mixtures of ethanol. For rich
mixtures, the agreement is better but the burning velocities are slightly higher.
Van Lipzig et al. [82] stated that the differences between his measurements and
the measurements of Konnov et al. [131] were due to erroneous readings from the
edge thermocouple that affected temperature measurements but when we compare
the present measurements with the measurements of Konnov et al., there seems
also to be a small shift of the curve to higher equivalence ratios, both for 298K and
358K. A possible cause for this shift could be fuel condensation. Special attention
was paid to prevent fuel condensation during this study by installing a heated tube
between the evaporator and the burner. Note also that the correspondence with
the recent data sets of Bradley et al. [145] is reasonable although these authors
gathered their data with a completely different measurement method.
In Figure 5.25, both the present data and the data of Vancoillie et al. [125] are
plotted as a function of the temperature on a log-log scale. The slope of the
measurements represents the power exponent of the temperature dependence. As
can be seen, there is a clear linear behavior for the present measurements on
methanol while for the measurements of Vancoillie et al. [125], there seems to
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Figure 5.23: Laminar burning velocities of methanol-air mixtures at 298 K (a), 318 K (b)
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Figure 5.24: Laminar burning velocities of ethanol-air mixtures at 298 K (a) and 358 K
(b).
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be larger random devations, although these deviations are still small, from the
expected linear trend. It is clear that the changes to the setup (heated tube, stability
of the CORI-FLOW) result in more stable and reliable results. In Figure 5.26,
the power exponents α , derived from the present measurements on methanol, are
compared with the power exponents found by Vancoillie et al. [125]. Around
stoichiometry, there is still a good agreement. In Figure 5.26, the power exponents
derived from modeling results using the mechanism by Li et al. [146] are also
shown. This mechanism also produces a minimum for slightly rich mixtures and
it agrees very well with the measurements of Vancoillie et al. [125], especially
for lean mixtures. For the present measurements, the agreement is good around
equivalence ratios of 1-1.3 but the deviations are larger for lean mixtures. More
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Figure 5.25: Log-log plot of laminar burning velocities of methanol-air flames at
atmospheric pressure and different initial temperatures. Squares, present experiments;
Triangles, Vancoillie [125].
In Figure 5.27, the laminar burning velocities of ethanol are shown as a function
of the temperature on log-log scales. The difference in temperature dependence
between the present measurements and the measurements of Dirrenberger et
al. [99] and Konnov et al. [131] corresponds also to the difference in deviations
between the laminar burning velocities at different temperatures. In Figure


























Li et al. mechanism [146] 
Figure 5.26: Comparison between the power exponent α of methanol from measurements
and the power exponent α derived from the mechanism of Li et al. [146].
Dirrenberger et al. [99] and the data of Konnov et al. [131], are compared. The
shape of the curve for power exponents for the present measurements is consistent
with the previous measurements on the same setup [125], the minimum is around
the equivalence ratio of peak burning velocity. This is also reflected in the
measurements of Konnov et al. [131], while the shape of the power exponents
derived from the measurements of Dirrenberger et al. [99] is very different. The
power exponent of Dirrenberger et al. [99] was derived from measurements at
only three different temperatures which is less accurate and could be the cause
of the different shape. In Figure 5.28, calculated power exponents using the
Konnov mechanism [147] were added. The power exponents agree well with
the present experimental data especially for rich mixtures. The power exponents
derived from the data of Konnov et al. [131] indicate the trend to level off
with increasing equivalence ratio. This effect was also predicted in methane-air
flames [148]. This cannot be seen in the present measurements and it seems
that the experimental trend follows the simulations by the Konnov mechanism;
therefore, further measurements of the laminar burning velocity of rich mixtures
are desirable.
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Figure 5.27: Log-log plot of laminar burning velocities of ethanol-air flames at
atmospheric pressure and different initial temperatures. Squares, present experiments;






























Konnov mechanism [147] 
Figure 5.28: Comparison between the power exponent α of ethanol from measurements
and the power exponent α derived from the Konnov mechanism [147].
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5.6.4 Can a toluene reference fuel match the laminar burning
velocity of gasoline?
Measurements of a toluene reference fuel (iso-octane, n-heptane and toluene) have
been performed to see if a toluene reference fuel can be used to match the laminar
burning velocity of a commercial gasoline. Therefore, a correct mixing ratio of
the mixture of iso-octane, n-heptane and toluene has to be found. Dependent on
the specific property that the surrogate should be able to predict, the method to
find the correct mixing ratio of the different fuels will be different. For some
applications the toluene reference mixture is formulated to match the commercial
gasoline regarding either C/H ratio, molecular mass, lower heating value, boiling
point, density or auto-ignition properties such as the research octane number or
the motor octane number [149]. In the present study the composition of the
toluene reference fuel was based on the laminar burning velocities of the pure
fuels iso-octane, n-heptane and toluene and the laminar burning velocities of the
gasoline at different temperatures. A simple mixing rule for the laminar burning
velocity was applied to predict which mixture of iso-octane, n-heptane and toluene
could have a similar laminar burning velocity of gasoline for the whole temperature
range. In Section 5.4, it was found that three mixing rules gave very good results
for ethanol-hydrocarbon mixtures: a mixing rule based on the energy fraction of
the components, a mixing rule proposed by Hirasawa et al. [93] and a mixing
rule using the principle of Le Chatelier’s flame theory. These mixing rules can
be used to calculate the mixture of iso-octane, n-heptane and toluene that could
match the laminar burning velocity of gasoline. For the fuels used in this study,
the differences between the results of the different mixing rules are small and here,
the energy fraction mixing rule was used, see Equation 5.1 and 5.2.
By changing the fraction of the components in the mixing rule, it was found that
a mixture of 1/3 iso-octane, 1/3 n-heptane and 1/3 toluene on volume basis could
have a similar laminar burning velocity and this mixture had the advantage that it
was easy to blend on volume basis decreasing the chances for errors. In Figure
5.29, a comparison between the laminar burning velocities of gasoline, iso-octane,
n-heptane, toluene and the toluene reference fuel is shown. It is clear that for
lean mixtures, a combination of iso-octane and n-heptane could be sufficient to
reproduce the laminar burning velocity of gasoline but that the same fuel blend will
not be able to reproduce the laminar burning velocities for rich mixtures because
of the aromatics in gasoline. This was also found by Jerzembeck et al. [88].
They found that the laminar burning velocity for lean mixtures of a commercial
gasoline can be matched by a PRF mixture with a research octane number of 87 but
deviations were observed for stoichiometric and rich mixtures. To cover a bigger
equivalence ratio range, a TRF is needed. From Figure 5.29, one can conclude
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that the mixture of 1/3 iso-octane, 1/3 n-heptane and 1/3 toluene on volume basis
is capable of matching the laminar burning velocity of gasoline and that the energy
fraction mixing rule is accurate enough to predict the laminar burning velocity of
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mixing rule PRF 
Figure 5.29: Comparison between the laminar burning velocity of iso-octane, n-heptane,
toluene, gasoline and the toluene reference fuel at 338 K together with the prediction of the
energy fraction mixing rule.
In Figure 5.30, the laminar burning velocity of gasoline is shown for different
temperatures together with the laminar burning velocity of the TRF and the
predictions made by the energy fraction mixing rule based on the burning
velocities of iso-octane, n-heptane and toluene. From this Figure we can conclude
that for these laminar burning velocities at atmospheric pressure, this mixture
of iso-octane, n-heptane and toluene is able to reproduce the laminar burning
velocity and the temperature dependence of the commercial gasoline. The power
exponents of the toluene reference fuel and the gasoline are compared in Figure
5.31. For most of the equivalence ratios, both fuels have similar temperature
dependence. Although the laminar burning velocities of this toluene reference fuel
are in correspondence with the laminar burning velocities of the studied gasoline,
this mixture of iso-octane, n-heptane and toluene will not be able to predict all
fuel properties, engine characteristics or laboratory data of this gasoline such
as ignition delay, evaporation characteristics, emissions, etc. Therefore, specific
surrogates should be used to emulate specific properties.









































Figure 5.30: The laminar burning velocity of gasoline and the toluene reference fuel at




























Figure 5.31: Comparison between the power exponent α of gasoline and the power
exponent α of the toluene reference fuel.
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predicted based on the composition of the gasoline. In this study, the composition
of the TRF that matched the laminar burning velocity of the used gasoline was
determined using a mixing rule resulting in a very good agreement. In the study
of Mannaa et al. [150], laminar burning velocities were measured of several
toluene reference fuels and three gasoline fuels of 70, 85 and 95 RON (FACE
J, C and F) at the initial temperature of 358 K and pressures up to 0.6 MPa
using a constant-volume spherical vessel. Three TRF’s were found to successfully
emulate the burning rate characteristics of the gasoline fuels associated with these
RONs under the various experimental conditions investigated. In Figure 5.32,
the composition of the different gasolines and matching TRF’s is shown. The
composition of the gasolines measured by Mannaa et al. [150] was not specified
but the composition of these gasolines was taken from a report of the non-profit
organization Coordinating Research Council [151]. As can be seen in Figure 5.32,
as a first guideline to compose a TRF that could match the laminar burning velocity
of the gasoline, the fraction of iso-octane, n-heptane and toluene in the TRF could































Figure 5.32: Comparison of the composition of the best matching TRF and the gasoline
used in the experiments. Laminar burning velocity measurements of FACE gasoline and
matching TRF’s are measured by Mannaa et al. [150].
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5.6.5 Validating mixing rules for blends of methanol, ethanol,
iso-octane and n-heptane
To further validate the mixing rules tested in Section 5.4, measurements have
been done on different fuel blends: ethanol/iso-octane (25% v/v liquid, 50%
v/v and 75% v/v ethanol), methanol/iso-octane (75% v/v methanol) and a
mixture of methanol, ethanol, iso-octane and n-heptane (25% v/v each). For
the binary mixtures, the measurements have been limited to alcohol/iso-octane
mixtures because the difference in laminar burning velocity between iso-octane
and the light alcohols is bigger compared to n-heptane. The measurements on
methanol/iso-octane could not be extended to lower methanol blends because of
phase separation. Methanol/iso-octane mixtures with 75% v/v methanol were
found to be the practical lower limit. In Figure 5.33, the measurements for all
ethanol/iso-octane blends are shown at 338K and in Figure 5.34, a comparison
of different mixing rules is made for ethanol/iso-octane with 50% v/v ethanol.
As expected, the laminar burning velocities of the fuel blends are in between the
laminar burning velocities of the pure fuels. The energy fraction mixing rule,
the Hirasawa et al. mixing rule and Le Chatelier’s mixing rule based on energy
fraction are used in this Section because these three mixing rules gave the best
agreement when tested on literature data and simulation data, see Section 5.4. In
Figure 5.34, the best prediction is obtained with Le Chatelier rule based on energy
fraction, especially for richer mixtures, in agreement with what was found for
ethanol-hydrocarbon mixtures in Section 5.4. Mixing rules based on mole or mass
fraction were also evaluated in Section 5.4 and it was concluded that they gave
less accurate predictions. An example of this applied to the present study can
be seen in Figure 5.35, where the laminar burning velocity is plotted for different
equivalence ratios as a function of either energy fraction of ethanol or mole fraction
of ethanol. From Figure 5.35 we can conclude that predicting the laminar burning
velocity with a linear interpolation based on the mole fraction is not a good option.
Predicting the laminar burning velocity of ethanol-hydrocarbon blends based on
the energy fraction is a better option with only a slight overprediction which can
also be seen in Figure 5.34.
In Figure 5.36, different mixing rules are tested for methanol/iso-octane. Here, the
energy fraction mixing rule gives the best prediction and the Hirasawa et al. mixing
rule and Le Chatelier mixing rule underpredict the measurements. The laminar
burning velocity of methanol/iso-octane is again in between the laminar burning
velocity of iso-octane and methanol.
A quaternary mixture with both ethanol and methanol was measured because
complex mixtures with more than one alcohol component could play an important





































Figure 5.33: The laminar burning velocity of iso-octane, ethanol and ethanol/iso-octane
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Figure 5.34: The laminar burning velocity ethanol/iso-octane (50% v/v ethanol) at 338K
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Figure 5.35: The laminar burning velocity of iso-octane, ethanol and ethanol/iso-octane
blends (25% v/v, 50% v/v and 75% v/v ethanol) at 338K as a function of either energy
fraction of ethanol or mole fraction of ethanol. Symbols: experimental data.
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Figure 5.36: The laminar burning velocity methanol/iso-octane (75% v/v methanol) at
338K together with the predictions of the different mixing rules.
role in the future, see Section 2.4. The burning velocities of the pure components
and the mixtures are shown in Figure 5.37 at 338K. In Figure 5.38, the laminar
burning velocity of the mixture is shown together with the predictions of different
mixing rules and with the predictions of a linear interpolation based on the mole
fraction. Again, it is clear that the mole fraction is not the right choice to calculate
the laminar burning velocity of fuel blends out of the laminar burning velocities
of the pure components. A mole fraction mixing rule should thus not be used in
engine simulation models. The three mixing rules give similar results with the best
agreement for the energy fraction mixing rule. Based on these results and the fact
that there are also small errors in the laminar burning velocity of the pure fuels, we
can conclude that these three mixing rules give accurate predictions for laminar
burning velocities of blends with methanol and ethanol. These mixing rules can be









































Figure 5.37: The laminar burning velocity of iso-octane, n-heptane, methanol, ethanol and
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Figure 5.38: The laminar burning velocity methanol/ethanol/iso-octane/n-heptane mixture
(25% v/v each) at 338K together with the predictions of the different mixing rules.
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Summary
Measurements of the laminar burning velocity have been done for gasoline,
iso-octane, n-heptane, toluene, methanol, ethanol, a toluene reference fuel
and binary and quaternary alcohol-hydrocarbon mixtures for a wide range of
temperatures at atmospheric pressure using the heat flux method on a perforated
plate burner. The temperature dependence of the laminar burning velocity as a
function of the equivalence ratio has been shown for the different fuels. All
fuels have the temperature dependence with a minimum around the equivalence
ratio of peak burning velocity. The temperature dependence of gasoline has been
compared to current correlations for gasoline but none of the correlations captured
the temperature dependence of gasoline with a minimum around the equivalence
ratio of peak burning velocity. A mixing rule based on the energy fraction has been
used to calculate the composition of a mixture of iso-octane, n-heptane and toluene
that could represent the laminar burning velocity of the gasoline studied. Based on
the energy fraction mixing rule, it was found that a mixture of 1/3 iso-octane,
1/3 n-heptane and 1/3 toluene should be close to the laminar burning velocity of
the gasoline. Measurements of this toluene reference fuel reproduced the laminar
burning velocity of the gasoline very well. The measurements of different fuels
have been compared to data from the literature and to simulations of kinetic
models. The agreement with the measurements of Dirrenberger et al. (who used
the same method to measure the laminar burning velocity) was very good. For
the kinetic mechanisms, none of the models could reproduce the laminar burning
velocity of all the fuels. Additionally, different mixing rules for the prediction of
the laminar burning velocity of alcohol-hydrocarbon blends were validated. The
energy fraction mixing rule, the mixing rule developed by Hirasawa et al. and Le
Chatelier’s rule based on energy fraction gave very good results, both for mixtures
with methanol and ethanol. Le Chatelier’s rule gave slightly better results for
the ethanol blends while the energy fraction mixing rule gave better results for
methanol blends. Mixing rules are not expected to be linear in the fuel blend
composition, proven by the poor predictions of the mole fraction mixing rule.
Keeping in mind the uncertainties of both the laminar burning velocity of the
mixture and the laminar burning velocity of the pure fuels, it can be concluded that
the three proposed mixing rules can be used in simulation models to calculate the
laminar burning velocity with acceptable accuracy. However, further experimental





The aim of the current study is to develop a predictive quasi-dimensional
simulation tool for parameter studies and optimization of spark-ignition engines
fuelled with alcohol-gasoline blends. Quasi-dimensional (QD) models are
characterized by a predictive expression for the mass burning rate and the inclusion
of geometrical parameters in the form of a thin, spherical flame front interface
separating burned from the unburned gases [152].
Based on the ratio of chemical to turbulent time or length scales, different regimes
can be distinguished in turbulent premixed combustion [153]. Vancoillie [28] used
a flame regime diagram to identify the effects of the different properties of light
alcohols on the turbulent combustion and concluded that the flamelet-like behavior
is predominant for engines fuelled with pure methanol, ethanol or gasoline. As a
result, turbulent burning velocity models that assume flamelet behavior to be valid
will thus be used in the simulation framework for the entire range of operating
conditions and alcohol-gasoline blends.
The following Sections describe how the simulation code is integrated in a
commercial gas dynamics software to simulate the open part of the engine cycle.
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Next, the global model structure and governing equations as well as various
submodels are discussed. Finally, several laminar burning velocity (ul) and
turbulent burning velocity (ut ) correlations are implemented and tested in the QD
code for measurements done on two different engines: the CFR engine with port
fuel injection and the Hyundai GDI engine with direct injection.
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6.2 Predictive model for the power cycle
6.2.1 The GUEST code
The main goal is to develop an engine simulation tool for alcohol-gasoline blends.
The employed code builds on a QD simulation tool developed within the Transport
Technology research group within the author’s department: the Ghent University
































Figure 6.1: Schematic overview of the integration of GUEST (Ghent University Engine
Simulation Tool) and GT-Power
Originally, the GUEST code is a simulation code for the closed part of the engine
cycle, inspired by a complete cycle model developed by Vandevoorde [154] and
Ph.D. research devoted to the ignition process and the earliest stages of combustion
[155]. The GUEST code was further developed as an engine simulation tool for
the power cycle of hydrogen-fuelled SI engines in the Ph.D. study of Verhelst [27]
and for (m)ethanol-fuelled SI engines in the Ph.D. study of Vancoillie [28]. In the
Ph.D. study of Vancoillie [28], the burning velocity routines forming the core of
GUEST were integrated within the commercial engine performance simulation
software GT-Power [135], as shown in Figure 6.1. This software is part of
GT-SUITE, which is one of the leading engine and vehicle simulation tools. This
was done because the GUEST code had some shortcomings, the most important
being the lack of an accurate estimation for trapped conditions. An accurate
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estimation of the trapped conditions could be made with the gas dynamics routines
in GT-Power, which are based on 1D fluid dynamics representing flow and heat
transfer in piping and other flow components of the engine system (e.g. valves,
manifolds, turbines, resonators). Vancoillie [28] integrated the GUEST code into
the GT-Power software using the user routines. These can substitute the default
GT-Power models for certain parts of the simulation (e.g. computation of wall
heat transfer computation, laminar burning velocity, etc.). User subroutines are
placed in a separate Fortran library that is called whenever necessary. Within
the current work, the GUEST subroutines for turbulence, laminar and turbulent
burning velocity have been integrated as user subroutines. The gas property
libraries of GT-Power have been supplemented with data for methanol and ethanol.
Some restrictions of the integration of the GUEST code in GT-Power are pointed
out by Vancoillie [28]: the user is bound to the entrainment framework as
implemented in GT-Power with no direct control of the way τb is calculated (see
6.2.3) and blowby can only be modeled by removing a certain amount of mass in
equal proportions from the burned and the unburned zone. The external cylinder
model feature in GT-Power can solve most of these restrictions. When using the
external cylinder model, the user has to program every submodel and has, as a
result, complete control over the combustion, heat transfer, energy equations, mass
and species conservation.
6.2.2 Assumptions and governing equations
To simplify the energy conservation equations during the power cycle, some basic
assumptions are used, common to most QD engine models [152, 156]. The
assumptions made in the GUEST code were already explained in [27] and [28]
and are repeated here for the clarity of the text.
• All gases behave as ideal, but not perfect gases i.e. the specific heat
capacities are temperature dependent.
• During the entire cycle, the pressure in the cylinder is uniform.
• During compression and expansion the temperature and gas composition are
uniform throughout the cylinder.
• During combustion, separate, uniform temperatures and gas compositions
are assumed for the unburned and burned zone.
• The burned and unburned zones are separated by an infinitely thin
(spherical) flame front with the origin at the spark plug.
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• There is no heat exchange between the burned and unburned zone.
• Unburned gas is assumed to have a fixed composition.
• Burned gas composition is maintained in chemical equilibrium.
The basic equation for the engine model is derived from the conservation of energy
applied to the cylinder volume:
dE = −δQ−δW +∑
i
hidmi (6.1)
Here, E is the internal energy of the cylinder gas mixture, Q the heat exchange of
the cylinder contents with the environment (walls) where Q > 0 for heat loss from
gas to wall, W the work where W > 0 for work delivered by the cylinder charge, hi
the specific enthalpy of in- or outflowing gas, and dmi the mass flow into (+) or out
of (−) the cylinder. The work δW can be expressed as pdV , where p is the pressure
and V the cylinder volume. Using the assumptions stated above, Equation 6.1 can
be further simplified to the expressions for the rate of temperature and pressure
change [27, 28].
In the following Sections, the sub-models used in the simulation framework will
be explained.
6.2.3 Mass burning rate
Fully developed turbulent combustion
The turbulent combustion model used in this work is based on the entrainment
framework. In the entrainment models, there is a combustion process consisting
of the entrainment into the flame front, with a velocity ue, of turbulent eddies of
characteristic size le. These eddies then burn inwards from the peripheral ignition
sites to be consumed in a time τ = le/ul . This can be expressed as follows:
• first, unburned mass is entrained at a rate m˙e given by
m˙e = ρuA f ute (6.2)
where A f is the mean flame front surface area, m˙e is the entrained mass and
ute is the turbulent entrainment velocity.
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• then, the mass entrained into the flame front is supposed to burn with a rate
proportional to the mass of entrained unburned gas, with a time constant τb:
m˙b = me−mbτb (6.3)
where mb is the mass of burned gas.
These entrainment equations form the basis of a lot of combustion models (e.g.
[27, 157–160]) with differences arising from the choice of le and ue [27].
In GT-Power the burn-up is postulated to take place at the laminar burning velocity
over a length scale typical of the microscale of turbulence, the Taylor microscale
λT [135]. Therefore, the time constant τb related to the combustion of entrained
mass is given by:
τb = λTul (6.4)
The laminar burning velocity ul is computed using correlations which are a
function of fuel, φ , temperature, pressure and the amount of residual gases/EGR.
Correlations for gasoline and methanol will be discussed in Section 6.3.2.
Assuming isotropic turbulence, the Taylor microscale λT can be calculated from
Λ and Ret , using a calibration constant C3 to relate the Taylor microscale to the
integral scale:
λT = C3Λ√Ret (6.5)
Ret = u′Λνu (6.6)
As mentioned by Verhelst [27], the entrainment framework is used as a
mathematical representation of the effects of a finite turbulent flame thickness δt .
The turbulent entrainment velocity ute from Equation 6.2 is obtained from the
turbulent burning velocity correlations described in Section 6.3.1.
Turbulent flame development
Turbulent combustion initially proceeds in a quasi-laminar fashion. When the
flame kernel becomes larger than the smallest turbulent eddy, the flame front will
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be wrinkled. Subsequently, the flame front will gradually become more wrinkled
as it experiences a growing spectrum of turbulent length scales.
Most turbulent combustion models need an explicit expression to relate the
developing turbulent burning velocity utk to the fully developed value ut . Verhelst
[27] identified several flame development models in the literature [161–164].
However, none of these flame development models take fuel properties into
account. Therefore, the standard flame development model in GT-Power has
been used for most of the simulations. This model takes some fuel properties
into account by using the flame thickness (here defined as the ratio of the burned
mixture kinematic viscosity and the laminar burning velocity) and a stretch factor
H. This flame development model was developed by Wahiduzzaman et al. [159]
and is in fact an extended version of the model proposed by Morel et al. [165].
Until the turbulent combustion is fully developed, the developing turbulent burning
velocity utk is used instead and expressed as:
utk = ut ⎛⎜⎜⎝1− 11+Ck r2fΛ2
⎞⎟⎟⎠ (6.7)
with Ck a calibration factor, r f the flame radius and Λ the integral turbulent length
scale. In the model of Morel et al. [165], Ck is just a constant (= calibration
constant for the flame development C1) while in the extended version proposed
by Wahiduzzaman et al. [159] Ck is equal to:
Ck = C11+6H (1−e−4.81r2)(1.228+0.385r) (6.8)
In Equation 6.8, r is the ratio of turbulence length scale to flame thickness, H is a
stretch factor and C1 is again a calibration constant for the flame development. The
stretch factor H is a function of the flame thickness, the laminar burning velocity
and the burned and unburned mixture density. More information can be found in
Wahiduzzaman et al. [159].
Ignition
The ignition of the cylinder charge is usually not modelled in detail. The ignition
kernel, which initialises the start of combustion at or shortly after the ignition
timing, is often ascribed a certain mass or volume as discussed in a review by
Verhelst and Sheppard [152].
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In this study, the diameter of the initial flame kernel was assumed to be 1mm at
the time of ignition as a starting point: 2r f = 1mm. This diameter is comparable
with the spark gap width. As the ignition process is dependent on local parameters
around the spark plug [166] such initialisation is quite arbitrary. As a result, in a
later stage, this initial flame kernel will be adjusted/calibrated depending on the
fuel.
6.2.4 Heat transfer
In Equation 6.1, the instantaneous heat transfer between the cylinder charge and
combustion chamber walls is needed. The instantaneous heat transfer in SI engines
can be expressed as [55]:
dQ
dt
= hA(T −Twall) (6.9)
Where h is the average convection coefficient, A is the wall surface area, T is
the bulk gas temperature and Twall is the wall temperature averaged over the heat
transfer surface. The heat loss due to radiation is assumed to be negligible. In
GT-Power, Equation 6.9 is solved separately for the burned and unburned gas zone.
Also, different wall temperatures can be set for the piston, head and liner surfaces.
A good overview of the different models for evaluating the heat transfer coefficient
h and associated assumptions can be found in the Ph.D. study of Demuynck [55].
In GT-Power, various models are implemented including the flow heat transfer
model of Morel et al. [167], the model of Hohenberg et al. [168] and several
variations on the Woschni correlation [169].
In his Ph.D. thesis on the development of a fuel-independent heat transfer
correlation, Demuynck investigated the performance of existing heat transfer
models for methanol-fuelled engines [55]. This work showed that, if properly
calibrated, the Woschni correlation could accurately reproduce the heat flux trace
at a certain operating point. Throughout this work, the Woschni model which
was already implemented in GT-Power was employed. The assumptions for gas
properties used by Woschni are strictly only valid for air, but have been confirmed
by Demuynck to lead to negligible errors for methanol-air mixtures [55]. More
information on the Woschni model can be found in [55].
6.2.5 Turbulence
In QD models, a turbulence sub-model is used to provide data characterizing
in-cylinder turbulence, usually rms turbulent velocity u′ and integral length scale
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Λ. Defining and measuring turbulence in engines is not straightforward due
to cyclic variations and bulk flow movements such as swirl, tumble and squish
[27, 156].
Turbulence model used for the CFR engine
An empirical turbulence model was implemented in the code for simulations of
the CFR engine, see Section 6.5. This model was based on measurements of the
turbulent flow field in a CFR engine performed by Lancaster [170]:
• The integral length scale is assumed constant and equal to one-fifth of the




• u′ linearly decreases with crank angle according to:
u′ = u′T DC (1−0.5θ −36045 ) (6.11)
Where u′T DC is the rms turbulent velocity at TDC, taken to be 0.75 times the
mean piston speed. θ is the crank angle (360 at TDC of compression).
GT-Power turbulence model
Because no measurements of the turbulence flow field could be done on the
Hyundai engine and no measurements were reported in literature as was the case
for the CFR engine [170], it was decided to use the default turbulence model in
GT-Power for simulations of the Hyundai GDI engine, see Section 6.6. This model
is based on the in-cylinder flow model proposed by Morel et al. [167]. In this
model the combustion chamber is divided in the 4 flow regions defined in Figure
6.2: the center, head, piston cup and squish region. u′ and Λ are modeled in each
region by a k−ε model. More information about this model can be found in [167].
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Figure 6.2: Flow regions in the turbulence model of GT-Power [135]
6.2.6 Direct injection
Vancoillie [28] pointed out that, when extending the code to direct-injection, the
following three physical phenomena could be important to take into account in the
simulation framework: fuel impingement on the wall, turbulence generation by
injection, and mixture inhomogeneity.
Marriott et al. [171] reported that a description of cylinder wall wetting and
subsequent fuel evaporation is particularly important for fuels with a high latent
heat of vaporization such as light alcohols in order to not overestimate the
volumetric efficiency. It was indeed found necessary to use an evaporation model
for the simulations of the Hyundai GDI engine, see Section 6.6.1.
Fuel injection will influence the in-cylinder bulk flow movements and turbulence.
The k − ε formulation of GT-Power takes this into account by considering the
kinetic energy generation by injection [135].
Finally, late injection in DISI engines can lead to mixture stratification. Changes in
the laminar burning velocity associated with inhomogeneous fuel-air equivalence
ratio φ will, among others things, change the combustion rate. A radial distribution
of the entrained equivalence ratio [135], an averaged ul based on a normal φ
distribution [172] or even a non-homogeneous distribution based on a spray
model similar to diesel spray models [173] are proposed to handle mixture
inhomogeneity. However, no measurements with late injection with the purpose
of mixture stratification have been performed during this study, so no model was
implemented in the GUEST code to deal with mixture inhomogeneity.
QUASI-DIMENSIONAL SIMULATION MODEL 145
6.3 Turbulent and laminar burning velocity imple-
mentation
As explained in Section 6.2.3, expressions for the turbulent burning velocity
and the laminar burning velocity are necessary to close all the equations in the
simulation framework. In the next Sections, several models for the turbulent
combustion will be explained and the choice to develop new correlations for the
laminar burning velocity of gasoline and methanol will be motivated.
6.3.1 Turbulent burning velocity models
Numerous models and correlations exist to predict the turbulent burning velocity
and unfortunately no single model has emerged as the most accurate or most
widely applicable. In the Ph.D. research of Verhelst [27] and Vancoillie [28], a
selection was made of models that have been widely demonstrated and used in
simulation of SI engines or other combustion applications. Based on the results of
Verhelst [27] and Vancoillie [28], three models have been selected to be used in
this study: the Damko¨hler model, the model of Bradley et al. [161] and the model
of Zimont/Lipatnikov [164, 174]. A description of these models is repeated here
for clarity.
Damko¨hler and derivatives
A large number of models assume the sole effect of turbulence to be flame front
wrinkling leading to an increased flame area. Thus, the burning velocity ratio
ut/ul is assumed to be equal to the flame surface area ratio At/Al , where At is the
wrinkled surface area and Al is the mean, smooth flame surface area. Damko¨hler






⇒ ut ∼ u′ (6.12)
This expression is claimed to be valid for large u′/ul . In many engine models the




Bradley et al. collected all known experimental values of turbulent burning
velocities and searched for correlations on a theoretical basis using dimensionless
terms describing the data set [161]. They developed a correlation in terms
of the Lewis number Le and the Karlovitz stretch factor Ka, representing the
dimensionless flow field strain.
ut/u′ = 0.88(KaLe)−0.3 (6.13)
where Ka was taken as Ka = 0.157(u′/ul)2Re−0.5t . The dependence of ut/u′ on
the product KaLe originated from the consideration of the effect of flame stretch
on ut , starting from the linear relation between flame speed and flame stretch for
the local laminar flame (Eq. A.5 in Appendix A.2.1). More recently Bradley et
al. [175] developed a correlation for ut/u′ as a function of the Karlovitz stretch
factor Ka and the Markstein number Ma based on spherical explosions and twin
kernel implosions in a fan-stirred bomb of ethanol-air mixtures for a wide range
of φ , p and u′.
The correlation was recently further validated using measurements of seven
different fuels [176, 177]. Compared to the KaLe correlation (Eq. 6.13), the
new correlation fits the dataset better, but is less easily implemented in an engine
code due to the lack of data for Markstein numbers Ma at engine-like conditions.
It might be interesting to develop a correlation for Ma for use in engine cycle
simulation, but for now, Equation 6.13 will be used.
Figure 6.3 compares the Lewis number of methanol-air, ethanol-air, iso-octane-air
and methane-air mixtures at 5 bar and 350 K. Iso-octane was used to represent
gasoline. For mixtures with λ < 0.9 and λ > 1.1, the Lewis number Le is calculated
by taking the mass diffusivity of the deficient reactant in nitrogen using the
expression of Fuller et al. in [178] to simplify the calculation. Between 0.9 and
1.1, an interpolation was used as can be seen in Figure 6.3.
The deficient reactant is oxygen in rich conditions. For lean conditions this
is the fuel. The Lewis number of rich mixtures of iso-octane, methanol and
ethanol is less than unity, indicating thermo-diffusional instability (see Appendix
A.2.2). Notice the big difference between the Lewis numbers of iso-octane and
methanol/ethanol for lean mixtures due to the bulkier molecule of iso-octane.
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Figure 6.3: Calculated Lewis numbers for various fuels at 0.5 MPa, 360 K. Rich methanol-
and ethanol-air mixtures are thermo-diffusively unstable [179].
Zimont/Lipatnikov
Zimont proposed a method to calculate the turbulent combustion in
multidimensional computations based on separately modeling the behavior of the
mean flame brush thickness (mainly controlled by large scale eddies) and the mass
burning rate (mainly controlled by small scale eddies) [164, 174]. This reflects
the regime of intermediate steady flame propagation as relevant to many practical
applications, characterized by an almost constant turbulent burning velocity and
an increasing flame width [174].
Lipatnikov and Chomiak comprehensively reviewed and validated the model and
show substantial experimental evidence for the regime of growing flame brush
thickness [164].
For the turbulent burning velocity ut , Zimont suggested the following model:
ut = Au′Da1/4 = Au′( Λu′τl )1/4 (6.14)
where τl is a chemical time scale and A is a calibration constant with a suggested
value of 0.5. The chemical time scale is based on the laminar flame thickness,
using the molecular heat diffusivity Dt as the relevant diffusivity: τl = δl/ul =
Dt/u2l . The extended model of Lipatnikov and Chomiak with this expression for
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ut has been validated against measurements in fan-stirred bombs, SI engines and
several experimental databases [164].
Model implementation
The turbulent burning velocity models are slightly adapted for use in the engine
cycle code. This adaptation includes a term un to ensure the stretched laminar
burning velocity un appears when u′ → 0 and a calibration factor C2. Stretched
laminar burning velocity data of air-fuel mixtures at the instantaneous pressure and
temperature imply the need for either a library of stretched flamelets or a model
for the effect of stretch. As of today, there are insufficient data on stretch-free
burning velocities at engine conditions, for any fuel. No stretch model has been
implemented in the code as of yet and correlations for the unstretched laminar
burning velocity are used, partly because of a lack of reliable data regarding
the effect of stretch on alcohol-gasoline flames at engine-like conditions. In the




ut = 0.88C2u′(KaLe)−0.3+un (6.16)
• Zimont:
ut =C2u′Da1/4+un (6.17)
6.3.2 Laminar burning velocity correlations
A convenient way to implement laminar burning velocity data in a
quasi-dimensional engine cycle code is by using a correlation which gives the
laminar burning velocity in terms of pressure, temperature and composition of the
unburned mixture. If the effect of fuel blend composition or the effect of additional
components has to be determined, it would be useful to have simple mixing rules
that can predict the laminar burning velocity of the blends out of the correlations
of the pure fuels with a good accuracy and without being computationally too
demanding, see Section 5.2.
For this study, it was decided that the laminar burning velocity correlation of
gasoline as well as of methanol should be derived from the same source to be able
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to compare the influence of temperature, pressure and diluent factors of the two
correlations. Therefore two new correlations were developed. Both the laminar
burning velocities of methanol and gasoline have been determined using the heat
flux method on a flat flame adiabatic burner, discussed in Section 5.6. The same
gasoline, that was used during the laminar burning velocity measurements on the
flat flame burner, was used for the experiments on the CFR engine (Section 6.5)
which are used as data for the validation of the combustion model. The same
gasoline could not be sent to Argonne National Laboratory in Chicago, USA.
Therefore, a certification gasoline (gasoline EEE of Haltermann Solutions) was
used for the experiments on the Hyundai GDI engine (Section 6.6). The form of
the developed correlation is given by:
ul = ul0(TuT0 )α ( pp0 )
β (1− γ f ) (6.18)
Where ul0 and α are third order polynomials of φ fitted to the measurements done
on the flat flame adiabatic burner. Because the difference in pressure and EGR
dependency of the laminar burning velocity of methanol and gasoline have not
been studied in detail recently, it was decided to take the same expression for β
and γ for both the correlations. The difference between the pressure and EGR
dependency of methanol and gasoline (or iso-octane in many cases) reported in
several sources in literature could be the result of faulty measurements, e.g. Gu¨lder
did not take flame stretch and instabilities into account [137]. As a result, β is a
first order function of φ taken from the recent study performed by Galmiche et
al. [90] in which the pressure dependency of iso-octane was investigated and γ is
a constant equal to 2.1 based on the measurements of Metghalchi and Keck [85]
and found in many laminar burning velocity correlations. For both methanol and
gasoline, the same expression is taken for β :
β = −0.24+0.27(φ −1.07) (6.19)
For methanol, ul0 and α are given by:
ul0 = −70.58+127φ +34.85φ 2−50.48φ 3 (6.20)
α = 10.78−21.36φ +15.94φ 2−3.78φ 3 (6.21)
and for gasoline:
ul0 = 7.32−94.40φ +240.46φ 2−119.33φ 3 (6.22)
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α = 1.26+7.21φ −11.8φ 2+5.03φ 3 (6.23)
These correlations are validated for an equivalence ratio from 0.7 to 1.3 for
gasoline and from 0.7 to 1.5 for methanol. The reference conditions in Equation
6.18 are p0 = 1bar and T0 = 298K. Several other correlations of methanol and
gasoline have been implemented to compare to the newly developed correlations.
More information about these correlations will be given in the concerning
Sections.
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6.4 Model build-up
6.4.1 Three Pressure Analysis and stand-alone cylinder model
As the main focus of the current work was to evaluate the combustion model,
the employed engine model is limited to the closed part of the engine cycle (IVC
to EVO). To validate the engine model for the closed part of the cycle, the ‘cyl’
and ‘engine’ templates of GT-Power were used to construct a stand-alone cylinder
model (see Figure 6.4).
Figure 6.4: Stand-alone cylinder model for power cycle simulation in GT-Power
In order to be able to validate such a stand-alone cylinder model for a
specific engine, beside the engine geometry, the operating conditions (engine
speed, spark timing, equivalence ratio, etc.), surface temperatures, the trapped
conditions and initial turbulence conditions are needed. Estimations of the
surface temperatures of cylinder head, liner and piston are needed for the wall
heat transfer calculation. Values recommended in the GT-Power manual [135]
are used for these temperatures. Regarding the trapped conditions, the initial
conditions for mass fractions of air and fuel are obtained from the air and fuel
flow measurements. On the other hand, the level of internal EGR as well as the
initial turbulence conditions have to be calculated using a Three Pressure Analysis
(TPA) in the GT-Power software before the stand-alone cylinder model can be
used to perform predictive calculations. To perform a TPA in GT-Power, three
different pressure measurements are required from the cylinder of interest. Two
of these measurements are port pressures (intake and exhaust) and the third is
cylinder pressure. The main purpose of this type of simulation is to analyze
the measurements in order to obtain a single combustion burn rate for each
operating condition. This ’experimental’ burn rate is required to calibrate the
predictive combustion model and can be used to compare the simulations with
the experimental burn rates.
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A TPA starts with performing a ‘reverse run’ using the same QD framework and
submodels as discussed earlier, where the cylinder pressure is input and the mass
burning rate output. In a reverse run, the amount of fuel that is transferred from
unburned to burned zone is iterated within each time step to make the cylinder
pressure match the measured value. This TPA also enables some input data
consistency checks. These include measures such as cumulative burn rate during
compression, unrealistic temperature at IVC, pressure trace smoothness and the
lower heating value (LHV) multiplier.
The LHV multiplier is perhaps the single most important consistency measure.
During a burn rate analysis, there will always be some cumulative error causing
the predicted total amount of burned fuel to differ from the real available fuel mass
in the cylinder. The LHV multiplier is defined as:
LHV multiplier = predicted total burned fuel mass
experimental total burned fuel mass
(6.24)
It represents the ratio by which the fuel LHV should be adjusted so that
the predicted cumulative energy matches the fuel energy when performing an
in-cylinder energy balance. The model can be tuned (heat transfer multipliers,
evaporation model for DI engines) in order to have the LHV multiplier close to 1
(+/−5%) and similar volumetric efficiencies, intake and exhaust temperatures as
measured.
6.4.2 Calibration of the predictive model
Before the code can be used to simulate a certain engine, a single set of calibration
constants must be determined for the heat transfer, flame development (C1 in Eqs.
6.7 or 6.8) and turbulent combustion model (C2, C3 in Eqs. 6.15, 6.16, 6.17
and 6.5). The heat transfer multipliers are calibrated for all simulations during
the Three Pressure Analysis, based on correspondence between the measured and
predicted cylinder pressure, the exhaust and inlet temperatures and the volumetric
efficiency. For the simulations on the CFR engine (see Section 6.5), the heat
transfer multiplier has a separate value during compression, combustion and
expansion similar to what was done by Vancoillie [28] in order to match the
pressure trace accurately and to get an S-shaped burn rate profile. For the
simulations done on the Hyundai GDI engine (see Section 6.6), a single value
for the heat transfer multiplier has been used, as is proposed by GT-Power [135].
The calibration factors of the combustion model (C1, C2 and C3) are calibrated
using the predictive combustion model and cannot be calibrated independently.
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For example, the C1 cannot be simply calibrated against measured ignition delay,
because the flame development model will also affect the main combustion
duration. The flame development constant C1 is usually calibrated first in order
to get a reasonable correspondence for the ignition delay. Secondly, C2 and
C3 are adjusted simultaneously in order to get a reasonable agreement with
the experimental burn rate. Increasing C2 increases the mass entrainment rate,
while increasing coefficient C3 decreases the mass burning rate by lengthening
the burn-up time. Finally, the three constants of the predictive combustion
models are simultaneously optimized by minimizing the root mean square error
(RMSE) between the measured and predicted normalized burn rate using the
Direct Optimizer embedded in GT-Power [135].
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6.5 Validation of simulation model on the CFR en-
gine
As a first step to analyze the combustion model’s predictive capabilities on
alcohol-gasoline blends, a series of measurements were done on the port fuel
injected single cylinder CFR engine, described in Section 3.2.1. The main
characteristics of this engine are summarized in Table 3.1. The measurements
comprise variable fuel/air equivalence ratio φ and methanol-gasoline ratios.
Measurements were done for M0, M20, M40, M60, M80 and M100 at lambda
equal to 1, 1.2 and 0.8. Ignition timing was fixed at 12° BTDC, the compression
ratio was fixed at 7 and the throttle was turned open with 10° resulting in an IMEP
range from 5.68 to 7 bar with a maximum difference of 0.4 bar IMEP between
gasoline and methanol for the operating points with lambda equal to 1.2. The
compression ratio was chosen very low because the gasoline used for the engine
measurements (Exxon 708629-60) was prone to knock. In order to allow an
accurate comparison, all measurements were performed on the same day and all
parameters were fixed except for the injection duration and the fuel composition.
For each operation point, three measurements were done. First the engine was
set to a fixed value and the first measurement was done when all the measured
values such as exhaust temperature, oil temperature, air flow, etc. did not change
anymore. Then, with an interval of a few minutes, a second and third measurement
was done. The values shown on the Figures are the mean values of the three
measurements. The errors bars used in the Figures are two times the standard
deviation of the three measurements to give an idea on the spread of the different
measurements.
In the literature, a lot of different models for QD simulations of internal
combustion engines can be found and a lot of new laminar burning velocity
correlations, which become more and more complex, are being developed.
However, the sensitivity of the added complexity of these new models and
correlations is rarely tested. This is why the following procedure was taken in order
to investigate the combustion model’s predictive capabilities on alcohol-gasoline
blends for the CFR engine:
1. A sensitivity analysis of the simulation model was done for the following
parameters: the initial spark size, the residual gas fraction, the rms turbulent
velocity u’ and the integral turbulent length scale Λ.
• The initial spark size was chosen because this determines the initial
flame kernel. Using the same spark plug with the same ignition
energy could result in a different initial flame kernel for different
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fuels because of different fuel properties (ignition energy, flame
temperature, burning velocity).
• The residual gas fraction was chosen because this is an input that
is calculated with the Three Pressure Analysis as described in the
previous section. This sensitivity analysis can give an idea of the
accuracy which is needed from the gas dynamics model.
• Finally, the rms turbulent velocity u’ and the integral turbulent length
scale Λ were chosen because no experimental data was recorded for
the turbulence in the engine. As a result, the combustion model relies
on a turbulence model from the literature [170].
This sensitivity analysis was done to investigate if the uncertainties of these
parameters do not outweigh the uncertainty on for example the laminar or
turbulent burning velocity.
2. A comparison of different laminar burning velocity correlations of pure
gasoline was performed. This was done in order to investigate how the newly
developed correlation for gasoline (see Section 6.3.2) performs compared to
other correlations for the laminar burning velocity of gasoline or iso-octane
from the literature.
3. The effect of changing the laminar burning velocity correlation of methanol
was investigated for methanol-gasoline blends using the mixing rule based
on energy fraction. The pressure, temperature and residual gas fraction
dependence of the laminar burning velocity of methanol has been changed
to see the effect of the uncertainty on these factors found in laminar burning
velocity correlations. In this way, it can be decided how accurate the
behavior of the laminar burning velocity needs to be known for accurate
predictions of the combustion in internal combustion engines.
4. Finally, the effect of different turbulent burning velocity models and
the flame initialization has been investigated for the full range of
methanol-gasoline blends.
For points 1, 2 and 3 explained above, the standard combustion model of GT-Power
was used together with the newly developed laminar burning velocity correlations
mentioned in Section 6.3.2. The standard combustion model in GT-Power is based
on the combustion model of Damko¨hler extended with the flame development
model of Wahiduzzaman et al. [159].
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6.5.1 Sensitivity analysis of the simulation model.
In this section, four input parameters of the simulation model will be changed to
investigate the sensitivity of the following output parameters to these inputs:
• ignition delay (ID): 0-2% mass fraction burned
• duration of 10-90% mass fraction burned (MFB10-90)
• 0-50% mass fraction burned (MFB50)
• maximum pressure (max P)
• crank angle between ignition and maximum pressure (0-ca max P)
• maximum temperature (max T)
These parameters were chosen because they are a good representation for the
combustion and pressure trace. The following inputs will be changed:
• initial spark size (spark kernel diameter)
• the residual gas fraction
• rms turbulent velocity u’
• integral turbulent length scale Λ
The different parameters have been varied in a range that represents a possible
variation due to uncertainty on their value (see Table 6.1).
Table 6.1: Parameter values for power cycle sensitivity analysis
Parameter Base value ∆
initial flame kernel radius 0.5mm +0.5mm
EGR% 7−9% +3%
u’ ∼ 2m/s +1m/s
Λ ∼ 0.0038m +0.001m
The sensitivity of the six parameters used in the previous section is expressed as
follows:





A negative value means an opposite change of output y with respect to the varied
input parameter x. Large absolute numbers mean a strong influence of this
parameter. However, these numbers have to be interpreted carefully because large
or small numbers for the initial x0 could have a strong effect on the sensitivity
value for the same relative change in y. For example if instead of the residual
gas fraction, the percentage of fresh gases in the cylinder charge was used to
investigate the influence of the ratio of residuals to fresh gases, the denominator of
the sensitivity equation would be a lot smaller because the initial x0 value would
be bigger.
This sensitivity analysis was done for the stoichiometric, lean and rich operation
points on gasoline. The laminar burning velocity was calculated with the new
laminar burning velocity correlation and the calibration factors of the simulation
model were optimized by minimizing the burn rate RMS error between the
measurement at stoichiometry and the simulation. In the bar graphs in Figure
6.5, the sensitivity of the 6 output parameters is shown. As can be seen in Figure
6.5a, the flame kernel size has a big influence on the ID and less on the MFB10-90.
Changing the initial flame kernel does not change the fully developed combustion
(MFB10-90) significantly. A change in the ID only has a small effect on the
MFB10-90 while triggering a similar (absolute) change in the MFB50. This will
be shown later in this study (see Section 6.5.4) when the flame initialization will
be used to control the ignition delay to be the same as the measured ignition delay.
The second parameter that has been varied is the residual gas fraction. It has been
increased with 3%. This has a significant effect on all the parameters presented
here (see Figure 6.5b). As a result, the residual gas fraction has to be estimated
as precisely as possible. That is why a Three Pressure Analysis in GT-Power has
been used in this study to calculate the residual gas fraction in the cylinder for
each measurement as accurately as possible. A good gas dynamics model is thus
crucial for accurate prediction of the combustion process. Turbulence quantities
for the CFR engine are calculated using a very simple turbulence model based on
measurements done in a similar engine, see Section 6.2.5. The integral length
scale Λ is kept constant at 1/5 of the minimum clearance height, and the rms
turbulent velocity u’ linearly decreases. Confirmation of this turbulence model
was not possible during this study. Based on the fact that the study of the effects
of engine variables on turbulence in the CFR engine dates back to 1976 [170], one
can assume that there could be a significant difference between the simple model
and the reality. A change in these parameters has a significant effect as can be
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seen in Figure 6.5c and 6.5d. Notwithstanding this uncertainty, it is expected that
this turbulence model can be used for the simulations of the CFR engine because
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Figure 6.5: Sensitivity for a change of a: the initial kernel radius; b: the residual gas
percentage; c: the rms turbulent velocity; d: the integral length scale.
6.5.2 Comparison of laminar burning velocity correlations of
pure gasoline
A comparison of four different laminar burning velocity correlations of gasoline
was made: the newly developed correlation based on the measurements on a flat
flame burner, the standard laminar burning velocity correlation for gasoline in the
simulation program GT-Power [135, 136], the correlation of Gu¨lder [137] and the
correlation of Metghalchi & Keck [85]. As there is no standard composition of
gasoline, often correlations of surrogates of gasoline are used instead of a real
gasoline e.g. the correlation of Gu¨lder [137] is based on laminar burning velocity
measurements of iso-octane.
The form of the four equations is the same:
ul = ul0(TuT0 )α ( pp0 )
β (1− γ f ) (6.26)
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In each of the correlations, ul0, α and β are different as shown in Table 6.2.
Table 6.2: ul0, α and β of laminar burning velocity correlations for gasoline/iso-octane
Correlation ul0 α β
Present 7.32−94.40φ +240.46φ 2−119.33φ 3 1.26+7.21φ −11.8φ 2+5.03φ 3 −0.24+0.27(φ −1.07)
GT-Power 0.35−0.549(φ −1.1)2 2.4−0.271φ 3.51 −0.357+0.14φ 2.77
Gu¨lder 0.5924φ−0.326 exp(−4.48(φ −1.075)2) 1.56 −0.22
Metghalchi & Keck 0.01(27.58−78.34(φ −1.13)2 2.18−0.8(φ −1) −0.16+0.22(φ −1)
γ is a constant equal to 2.1. Only in the GT-Power correlation, the correction term
to account for the residual gases is different. Instead of (1−2.1 f ), the correction
term is (1−2.06 f 0.77). Additionally, a dilution exponent multiplier can be applied
in GT-Power to adjust the value of 0.77 but this was never used during this study.
Originally, the dependency of the residual gas fraction or EGR fraction was not
present in the correlation of Gu¨lder but this was added to the correlation for this
study.
Figure 6.6 highlights the main differences between the different laminar burning
velocity correlations as a function of equivalence ratio. It is clear from this
Figure that the correlations for the laminar burning velocity of gasoline have
different values for ul0, α and β . As can be seen in Figure 6.6a, the GT-Power
correlation has a flatter trend than the others and the correlation of Gu¨lder in
particular has higher values for the laminar burning velocity at 358K and 1bar
than the newly developed correlation. Gu¨lder measured the flame arrival time
during contained explosions in a spherical vessel using flame ionization probes and
derived the burning velocity from this without taking flame stretch and instabilities
into consideration. This can be the cause of the higher laminar burning velocity
values of the correlation of Gu¨lder.
In Figure 6.6b, the power exponents α of the temperature dependency are
compared. As explained in Section 5.6, the power exponent α has a minimum
around the equivalence ratio of peak burning velocity which is covered by the
newly developed correlation but not by one of the other correlations. The
correlation of Metghalchi & Keck predicts a linear decrease of α as a function
of the equivalence ratio whereas the correlation of Gu¨lder does not include the
effect of the equivalence ratio on the power exponent. The correlation of Gu¨lder
does not include the effect of the equivalence ratio on the power exponent β of the
pressure dependency either as shown in Figure 6.6c. The other correlations include
an increase of β as a function of the equivalence ratio. The biggest increase can
be seen for the GT-power correlation.
For each correlation, the calibration factors of the simulation model were






























































Figure 6.6: ul (a), power exponent α (b) and power exponent β (c) as a function of φ as
predicted by several correlations (1bar, 358K).
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at stoichiometry and the simulation. In the bar graphs in Figure 6.7, the
error between the simulations and the experimental measurements are shown for
stoichiometric, lean and rich operation for the same 6 output parameters as in the
previous section: the ignition delay (ID), duration of 10-90% mass fraction burned
(MFB10-90), 0-50% mass fraction burned (MFB50), the maximum pressure (max
P), crank angle between ignition and maximum pressure (0-ca max P) and the
maximum temperature (max T). As can be seen on the bar graphs, none of
the four correlations outperforms the others dramatically. Note that although it
was calibrated for the stoichiometric operating point, the error of the ignition
delay is rather high. Only for rich operation with the correlation of Gu¨lder,
the errors are clearly larger than when using the other correlations. This can
be explained looking at the power exponents α and β of the laminar burning
velocity correlations, in other words, the temperature and pressure dependence of
the correlations (see Figure 6.6). The predictive model is calibrated for the engine
running at an equivalence ratio equal to 1. Going from an equivalence ratio of 1 to
1.25 (lambda equal to 0.8), the power exponents α and β of the other correlations
go more or less in the same direction (decrease for α and increase for β ) resulting
in lower laminar burning velocities than when they stay the same as is the case for
the correlation of Gu¨lder. This results in an additional overestimation of the burn
rate when using the correlation of Gu¨lder. The best agreements are obtained for
the newly developed correlation and the standard correlation used in GT-Power.
As can be seen on the graphs, the error on the ignition delay and 10-90% mass
fraction burned has a significant influence on the maximum pressure and the crank
angle between ignition and maximum pressure. E.g. the more these two burn rate
parameters are underpredicted, the more the maximum pressure is overpredicted.
We can conclude that in this framework the newly developed correlation performs
equally or better than the older correlations. In the next sections this correlation
will be used in conjunction with the newly developed correlation for methanol.
6.5.3 The effect of changing the pressure, temperature and
residual gas fraction dependence of the laminar burning
velocity correlation
In this section, the effect of changing several factors of the laminar burning
velocity correlation of methanol will be investigated for methanol-gasoline blends.
The pressure, temperature and residual gas fraction dependence of the laminar
burning velocity of methanol has been changed to see how much the uncertainty
on these factors found in laminar burning velocity correlations can influence the
outcome of the simulations. This can show how accurately the behavior of the
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Figure 6.7: Simulation error with different laminar burning velocity correlations for
gasoline. a: present correlation; b: correlation of GT-Power; c: correlation of Gu¨lder; d:
correlation of Metghalchi and Keck.
results from this study, further experimental needs for laminar burning velocity
measurements can be formulated. To calculate the laminar burning velocity of
methanol-gasoline blends, the mixing rule based on energy fraction has been used.
As concluded from Section 5.6, this mixing rule gives very accurate predictions
for the laminar burning velocity of methanol-gasoline blends.
The simulation model is again calibrated for stoichiometric operation on gasoline.
The influence of the initial flame kernel and the residual gas fraction are again
shown in this section, together with the effect of changing the temperature power
exponent α , the pressure power exponent β and the value of the residual gas
factor (1− γ f ) in the laminar burning velocity correlation of methanol. Only the
correlation of methanol has been changed to see how this influences the outcome
for methanol-gasoline blends. The influence of changing the parameters of the
laminar burning velocity correlation of methanol should become clearer going
from gasoline to pure methanol.
In Figure 6.8, 6.9 and 6.10, the results from the burn rate analysis of the Three
Pressure Analysis in GT-Power are shown together with the predicted values for
the stoichiometric, lean and rich operation points. On the same Figures, the results
of the simulations are shown in which the parameters are changed as in Table 6.3.
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Table 6.3: Parameter values for power cycle sensitivity analysis - gasoline-methanol
blends
Parameter Base value ∆
initial flame kernel radius 0.5mm +0.5mm
EGR% 7−9% +3%
α see corr. MeOH (Eq. 6.18 and 6.21) +0.07
β see corr. MeOH (Eq. 6.18 and 6.19) +0.05(1− γ f ) see corr. MeOH (Eq. 6.18) −0.03
The temperature dependence has been changed with 0.07 based on the
experimental error of the measurements performed on the flat flame burner (see
Section 5.6). Note that this change is very small compared to the differences seen
between the temperature exponent α of other laminar burning velocity correlations
of methanol and the current correlation. For example the difference between
the temperature power exponent of the current correlation and the methanol
correlation proposed by Metghalchi and Keck [85] is 0.6 at stoichiometry which
is large compared to the value of 0.07 used in this study. The pressure and
residual gas fraction dependence have been varied based on values of the pressure
and residual gas fraction dependence seen in other existing correlations for the
laminar burning velocity of methanol [121]. These changes are again conservative
compared to some other correlations.
As can be seen in Figure 6.8a, for all blends the ignition delay at stoichiometric
operation is overestimated by the predictive model when the model is calibrated
by minimizing the burn rate RMS error of gasoline at stoichiometric operation.
Secondly, the experimental ignition delay calculated with the Three Pressure
Analysis decreases more than the predicted ignition delay when increasing the
methanol concentration in the blend. As seen on the Figure, changing the
initial flame kernel and residual gas fraction has a significant influence on the
ignition delay. When changing the temperature, pressure or residual gas fraction
dependency of the methanol laminar burning velocity correlation, the biggest
change is seen for pure methanol, as expected. If all the parameters regarding
the laminar burning velocity were changed at once, this could have a significant
effect. E.g. with the change of the pressure dependence as was done in this
study, the correct trend in the ignition delay could be reproduced. As a result,
one of the reasons as to why the decrease of the experimental ignition delay with
methanol addition cannot be predicted by the predictive model could be that the
temperature, pressure or residual gas fraction dependencies of the laminar burning
velocity correlations are not well captured for higher pressure and temperature
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Figure 6.8: Ignition delay (a), 10-90% mass fraction burned (b), 0-50% mass fraction
burned (c) and maximum pressure (d) of the stoichiometric mixtures.
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uncertainty of these inputs. The biggest difference is seen when the pressure
dependence is changed. The relative change of the pressure dependence is however
bigger than the change done for the temperature dependence. The uncertainty on
the temperature dependence was measured experimentally as described previously
and is lower than the uncertainty on the pressure dependence which was taken from
the comparison of different correlations. Another reason could be that the flame
kernel growth model should be adapted for alcohol fuels. At last, there is still
uncertainty about the initial flame kernel. In this simulation model, the initial flame
kernel is defined by the spark size which had a 0.5 mm radius as starting point. As
methanol has a lower minimal ignition energy and higher laminar burning velocity,
one could assume that for the same ignition energy input, a larger value should be
taken for the initial flame kernel for methanol in this simulation framework. This
will be investigated in Section 6.5.4.
In Figure 6.8b, the 10− 90% mass fraction burned is shown for stoichiometric
operation. As can be seen on the Figure, the predictive model overpredicts the
burn rate by 1.5○ca for methanol while the prediction for gasoline is very good.
The trend with increasing alcohol content is again not captured enough. There is
again a significant change when the residual gas fraction is changed. The effect
of changing the initial flame kernel is much smaller compared to the effect it had
on the ignition delay. Due to the change in initial flame kernel, the ignition delay
changes as in Figure 6.8a and this causes the small change in the 10-90% mass
fraction burned because of slightly different temperatures and pressures throughout
the flame propagation. As the flame is more and more developed and because
the turbulence flow model does not change going from gasoline to methanol, the
difference in burn rate between the fuels is mostly due to the difference in laminar
burning velocity. The effect of changing the parameters of the methanol laminar
burning velocity correlation can be seen in Figure 6.8b. The correct trend could
again be reproduced by changing the parameters of the methanol correlation e.g.
the pressure dependency in this case. Additionally, one should note that there exist
turbulent burning velocity models that take fuel properties into account. This could
also have an important influence when simulating the burn rate of fuel blends and
will be investigated in Section 6.5.4.
In Figure 6.8c, the 0−50% mass fraction burned is shown. The influence of the
ignition delay on MFB50 can be seen in this Figure and the same conclusions
can be drawn as for the ignition delay. The trend is again best captured in the
case where the pressure dependency of the methanol laminar burning velocity
correlation is tested. This can also be seen in the maximum pressure data, shown
in Figure 6.8d.
For the lean mixtures (see Figure 6.9), more or less the same conclusions can be
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drawn as for the stoichiometric mixtures. The model does not predict a decrease
in ignition delay going from pure gasoline to pure methanol. Possible reasons are
again uncertainty about the initial flame kernel and the laminar burning velocity
at higher pressure and temperature or the inability of the turbulent combustion
model to adequately capture the chemical effects. As a result, the ignition delay
is overpredicted for blends with a high methanol content. For rich mixtures (see
Figure 6.10a), the ignition delay is overpredicted for all the fuels used in this study
but the decreasing trend is better captured. This could be explained by the fact
that the developed laminar burning velocity correlations rely on the measured
data of methanol and gasoline at atmospheric pressure. For rich mixtures, the
difference in the measured laminar burning velocity on the flat flame adiabatic
burner between methanol and gasoline is significantly larger than for lean or
stoichiometric mixtures. Contrary to the lean and stoichiometric mixtures used
in this study, the simulated laminar burning velocity of the rich mixtures increases
significantly going from gasoline to methanol resulting in higher ut values. Further
research should investigate the laminar burning velocity at higher pressures and
temperatures. The better prediction of the ignition delay for rich mixtures also
results in a better prediction for the maximum pressure, as can be seen in Figure
6.10b.
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Figure 6.9: Ignition delay (a), 10-90% mass fraction burned (b) and maximum pressure (c)
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Figure 6.10: Ignition delay (a) and maximum pressure (b) of the rich mixtures.
168 CHAPTER 6
6.5.4 Effect of the flame initialization and turbulent burning
velocity model
Effect of the flame initialization
One of the conclusions of the previous section is that the trend of the ignition delay
is not well predicted by the simulation model. In this section, it is investigated how
the optimization of the ignition delay by tuning the initial flame kernel (= spark
size) can influence the outcome of the simulation. The spark size/initial flame
kernel is now seen as an additional calibration factor. First, the original calibration
factors and the spark size are together optimized by minimizing the burn rate RMS
error of the measurements on gasoline at stoichiometric operation and then for each
measurement the spark size is changed to have the same ignition delay as in the
measurements. In Figure 6.11, the spark size diameter is shown after optimization
in order to simulate the same ignition delay as the experimental ignition delay. As
expected from the previous sections, there is a steeper increase for stoichiometric
and lean mixtures going from gasoline to methanol than there is for rich mixtures.
The experimental trend of the ignition delay of rich mixtures of this dataset was
already captured without this optimization. The spark size for rich mixtures stays
relatively constant. It is notable that the spark size for lean mixtures follows the

























Figure 6.11: Spark size diameter for ignition delay optimization.
When the ignition delay is optimized to have the same value as the ID derived
from the measurements, it is easier to evaluate the predictive capabilities regarding
the other parameters. In Figure 6.12, MFB10-90, pmax and MFB50 for the
stoichiometric mixtures are shown for the simulations with optimized ignition
delay. For MFB10-90, the trend is very similar to the simulations without the
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ignition delay optimization. There is a small change in the MFB10-90 because
of slightly altered temperatures and pressures. The main burn duration is hardly
affected, so the change in ID only results in a very small shift of the trend. The
agreement with the experimental maximum pressure and the MFB50 is much
better due to the optimized ignition delay. This results in smaller burn rate RMS
errors for the methanol-gasoline blends. This can be seen in Figure 6.13. It is clear
that the agreement is much better for the fuel with high methanol content. Only
for pure gasoline the error is larger because originally the model was calibrated to
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optimization 
Figure 6.12: 10-90% mass fraction burned (a), maximum pressure (b) and 0-50% mass
fraction burned (c) of the stoichiometric mixtures with ignition delay optimization.
Turbulent combustion initially proceeds in a quasi-laminar fashion. The flame
front will wrinkle when the flame kernel becomes larger than the smallest turbulent
eddy and will gradually become more wrinkled as it experiences a growing
spectrum of turbulent length scales. Verhelst [27] and Vancoillie [28] identified
several flame development models in the literature to relate the developing
turbulent burning velocity to the fully developed burning velocity value. However,
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Figure 6.13: Burn rate RMS error of the stoichiometric mixtures with ignition delay
optimization
changing the flame development model does not result in a different trend for the
ignition delay. A flame development model or initial flame model (to initialize the
flame kernel) that is better at capturing the fuel properties could be a solution.
Comparison of different turbulent burning velocity models
In the previous sections, the combustion model proposed by Wahiduzzaman et
al. [159] was used. This is the standard combustion model in the simulation
program GT-Power. This combustion model comprises of the turbulent burning
velocity model of Damko¨hler together with an extended version of the flame
development model of Morel et al. [165]. The Damko¨hler model assumes that
the sole effect of turbulence is to wrinkle the flame front leading to an increased
flame area resulting in ut ∼ u′. Contrary to the Damko¨hler model, the model
of Bradley et al. and the model of Zimont/Liptnikov take fuel properties into
account as explained in Section 6.3.1. These models are fuel dependent because
this was needed to reproduce experimental trends seen for turbulent burning
velocity measurements. The model of Bradley et al. has the following fuel
properties: the Lewis number together with the laminar burning velocity and
the kinematic viscosity of the unburned mixtures, all contained in the Karlovitz
number. The model of Zimont/Lipatnikov has the laminar burning velocity and
thermal diffusivity of the unburned mixture, contained in the Damko¨hler number.
The thermal diffusivity of the unburned mixtures is also used in the model of
Bradley et al. The thermal diffusivity is used in the Lewis number together with the
diffusivity of the deficient reactant. The Lewis number Le is calculated by taking
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the mass diffusivity of the deficient reactant in nitrogen using the expression of
Fuller et al. from [178]. For the methanol-gasoline blends used in this study, the
mass diffusivity of iso-octane was used for gasoline and the mass diffusivity of the
blends was calculated out of the value of iso-octane and methanol on a molar basis.
As the turbulent burning velocity model of Bradley et al. takes more fuel properties
into account than the model of Zimont/Lipatnikov, it could be expected that it will
reproduce the experimental trends better. This does not mean the absolute values
will be closer to the experimental data. The flame development model used for
this comparison is the model of Morel et al. [165]. This model is very similar
but simpler than the model of Wahiduzzaman et al. [159], which was used in the
previous sections, and therefore easier to implement in the GT-Power Fortran code.
Due to the different flame development model, the calibration is different and
other values are expected from the simulations done with the Damko¨hler model
(which is the same as in the previous sections). For every turbulent flame model,
the simulation is again calibrated for gasoline at stoichiometric operation. This
calibration is used to simulate the whole range of methanol-gasoline operating
points.
In Figures 6.15, 6.16 and 6.17, the simulation results of the different turbulent
burning velocity models are shown for the stoichiometric, lean and rich mixtures
together with the experimental data. KaLe refers to the model of Bradley et al. For
the Damko¨hler model, it is clear that the trends are equal to the trends seen in the
previous section but that the values differ due to the different flame development
model and corresponding calibrations. For stoichiometric mixtures, the ID, the
MFB10-90 and MFB50 do not change much going from gasoline to methanol.
For lean mixtures, there is even a sligthly increasing trend which is opposite
to the experimental trend and for the rich mixtures, the trend is well captured.
Because the turbulent burning velocity model of Damko¨hler is proportional to
u′, the change in the combustion process is due to the laminar burning velocity,
see Eq. 6.15. This means that the laminar burning velocity for stoichiometric
mixtures does not change much going from gasoline to methanol in the case of
stoichiometric mixtures, decreases slightly for lean mixtures and increases for rich
mixtures. This can be seen in Figure 6.14. Here, the maximum laminar burning
velocity during combustion is plotted. The increase for rich mixtures is very clear
while for lean mixtures, one can notice a slight decrease. The reason for this
is that the difference in the measured laminar burning velocity on the flat flame
adiabatic burner between methanol and gasoline is significantly larger for rich
mixtures than for lean or stoichiometric mixtures. The smaller difference for lean
mixtures together with the lower in-cylinder temperatures in the case of methanol
and smaller temperature dependence for methanol compared to gasoline (1.86 for
methanol and 1.98 for gasoline for λ = 1.2) means the laminar burning velocities
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Figure 6.14: Maximum laminar burning velocity during combustion for simulation with
the turbulent burning velocity model of Damko¨hler.
Comparing the results obtained with the turbulent burning velocity model of
Zimont with the results of the Damko¨hler model, it is clear that the absolute values
differ but more or less the same trends can be seen. For lean mixtures, the opposite
trend compared to the experimental data is seen as is the case for the Damko¨hler
model. This was expected as the model of Zimont takes the laminar burning
velocity into account while there is a decrease in the simulated value of the laminar
burning velocity going from gasoline to methanol, see Figure 6.14. Contrary to the
model of Zimont, the turbulent burning velocity model of Bradley et al. takes also
the Lewis number Le into account. The difference between the Lewis number of
methanol and the Lewis number of iso-octane, which is used to represent gasoline,
was shown in Figure 6.3 in Section 6.3.1. For rich mixtures (φ < 1.1), there is no
difference between the Lewis numbers of the different fuels. The deficient reactant
is oxygen for both fuels. The difference between the Lewis numbers increases
for stoichiometric mixtures and certainly for lean mixtures because the deficient
reactant changes from oxygen to iso-octane (in the case of gasoline) and methanol.
This behavior helps to explain the trends seen in Figures 6.15, 6.16 and 6.17 for the
KaLe model. Because of the difference in Lewis number between methanol and
iso-octane for stoichiometric and especially lean mixtures, the decreasing trend of
the ID, MFB10-90 and MFB50 is better captured resulting in a better prediction
of the trend seen for the maximum pressure. Especially for lean mixtures, the
behavior is predicted better. However, the absolute values of the lean mixtures
prediction are worse than for the other combustion models. For rich mixtures, the
absolute values for the ID and MFB10-90 are also worse than the prediction of the
Damko¨hler and Zimont model but the trend is more or less the same. This was
expected due to the Lewis numbers of iso-octane and methanol for rich mixtures
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Figure 6.15: Ignition delay (a), 10-90% mass fraction burned (b), 0-50% mass fraction
burned (c) and maximum pressure (d) of stoichiometric mixtures predicted by different
turbulent burning velocity models.
Summary
The predictive capabilities of the simulation framework were tested for
measurements on the CFR engine. Limited measurements were performed on
methanol-gasoline blends for a fixed ignition timing, fixed throttle position and
a fixed engine speed. The predictive performance of the newly developed laminar
burning velocity correlations of gasoline and methanol together with a mixing rule
was assessed. A comparison of 4 different laminar burning velocity correlations of
gasoline was made from which it was shown that the newly developed correlation
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Figure 6.16: Ignition delay (a), 10-90% mass fraction burned (b), 0-50% mass fraction
burned (c) and maximum pressure (d) of lean mixtures predicted by different turbulent
burning velocity models.
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Figure 6.17: Ignition delay (a) and 10-90% mass fraction burned (b) of rich mixtures
predicted by different turbulent burning velocity models.
was investigated for fuel blends going from pure gasoline to pure methanol.
The results showed the importance of the laminar burning velocity correlation,
the initial flame kernel and the estimation of the residual gas fraction. The
experimental trends of the ID, MFB10-90, 0-CA50 and maximum pressure could
not be reproduced in the simulations for lean and stoichiometric mixtures while
the agreement was better for rich mixtures. Uncertainty about the initial flame
kernel, uncertainty about the laminar burning velocity at higher pressure and
temperatures or the inability of the turbulent combustion model to adequately
capture the chemical effects were claimed as possible reasons. It could be seen
that after changing some parameters of the laminar burning velocity correlation
of methanol, the experimental trend could be reproduced. Further study of the
laminar burning velocity at higher temperatures and pressures is thus needed to
lower the uncertainty of these parameters. Because the initial flame kernel had
a big influence on the ignition delay, it was decided to adjust this initial flame
kernel depending on the operating point. After optimizing the initial flame kernel
to reproduce the same ignition delay as in the measurements, the trends in burn rate
and peak pressures were much better reproduced. As a result, it can be concluded
that a flame kernel (growth) model that properly accounts for fuel effects could
be very effective to improve the simulation results. Current predictive combustion
simulations could benefit from an initial flame kernel size multiplier (or a spark
size multiplier). Finally, different turbulent burning velocity models were tested.
Although the absolute values did not give significantly better results, the model of
Bradley et al. reproduced the trend going from gasoline to methanol much better
due to the inclusion of the Lewis number.
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6.6 Validation of simulation model on the Hyundai
GDI engine
To further validate the combustion models’ predictive capabilities on
alcohol-gasoline blends over a broader working range, measurements were
done on the direct injection 4 cylinder Hyundai engine at Argonne National
Laboratory, Chicago, USA. This engine is described in Section 3.2.1 and the
main characteristics are summarized in Table 3.1. Similar to the validation
measurements on the CFR engine, for each operation point, three measurements
were done. First the engine was set to a fixed value and the first measurement was
done when all the measured values such as exhaust temperature, oil temperature,
air flow, etc. did not change anymore. Then, with an interval of a few minutes, a
second and third measurement was done. The values shown on the Figures are the
mean values of the three measurements, except as mentioned otherwise. In Table
6.4, the measurements matrix is shown. This matrix was measured for gasoline,
M50 and methanol. Due to limitations of the ECU, the lambda of measurement 5,
14 and 15 could not be set rich enough for methanol. The lambda that was used
instead is shown between brackets for these measurements. For the same reason,
measurement 7 was not measured for methanol.
Table 6.4: Measurement matrix on the Hyundai GDI engine
Measurement number rpm TP λ IT
[%] [○ca BTDC]
1 1500 12 1 34
2 1500 12 1 37
3 1500 12 1 31
4 1500 12 1.1 34
5 1500 12 0.9 (0.97) 34
6 1500 12 1.05 34
7 1500 12 0.95 34
8 2000 12 1 40
9 1500 15 1 24
10 1500 18 1 20
11 1500 18 1 23
12 1500 18 1 17
13 1500 18 1.1 20
14 1500 18 0.9 (1.05) 20
15 2000 18 1 (1.05) 30
16 2500 18 1 35
The following procedure was taken in order to investigate the combustion model’s
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predictive capabilities on alcohol-gasoline blends for the Hyundai engine:
1. For the validation of the CFR engine, the two newly developed laminar
burning velocity correlations were used. These correlations were both based
on the laminar burning velocity measurements that were done on the flat
flame burner, ergo both the correlations are derived from the same source.
As the simulations on the Hyundai engine cover a broader working range
and thus give a broader image of the predictive capabilities, it has been
investigated what the effect of using a correlation from another source
is. The correlation of gasoline was still the new correlation while several
methanol correlations have been tested with the model calibration done on
gasoline. This will show how important it is to match laminar burning
velocity correlations of different fuels.
2. The predictive capabilities of the model has also been tested with the
standard laminar burning velocity correlations in GT-Power and compared
to the simulations done with the newly developed correlations.
3. Finally, the effect of different turbulent velocity models and the flame
initialization has been investigated.
For points 1 and 2 explained above, the standard combustion model of GT-Power
was used together with the laminar burning velocity correlations mentioned in
Section 6.3.2. The standard combustion model in GT-Power is a derivate of the
combustion model of Damko¨hler together with the flame development model of
Wahiduzzaman et al. [159].
Similar to the simulations on the CFR engine, the model will be calibrated on
one measurement performed with gasoline and this calibration will be used for
the whole operating range and methanol blends. This calibration was always done
for measurement point 9 because this measurement is located in the center of the
measurement matrix (see Table 6.4).
6.6.1 Calibration of the breathing cylce with direct injection
Because the Hyundai engine has direct injection compared to the port fuel injection
of the CFR engine, the Three Pressure Analysis has additional calibration factors
for the injector which can be changed depending on the fuel. It was chosen to use
a sequential injector with imposed air-fuel ratio. With this injector, the air-fuel
ratio could be entered while other factors could be adjusted to reproduce the
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correct experimental data. For the injector, the vaporized fluid fraction needed
to be estimated. This is the mass fraction of the injected liquid that will vaporize
immediately upon injection. For a typical port-injected gasoline engine, a normal
value is 0.3. However, it was found necessary to add an additional cylinder
evaporation model to control the evaporation of fuel in the cylinder in order
to have the same volumetric efficiency as in the experiments. This model is
used to define evaporation details of the remainder of the liquid fluid. Two
factors of this model were selected as additional calibration factors: the 50%
Evaporation Duration and Fraction of Vaporization Heat Taken from Walls. In
the evaporation model, the 50% Evaporation Duration represents the crank angle
duration required to evaporate 50% of the liquid at 600K with the engine running
at 4000rpm. With these three factors (vaporized fluid fraction, 50% evaporation
duration and vaporization heat taken from the walls), the Three Pressure Analyse
could reproduce the correct temperatures, volumetric efficiency and flow rates
while the LHV multiplier was close enough to 1 (within 5%). The value of
the vaporized fluid fraction was chosen very small (3%), the 50% evaporation
duration was set at 60 ○ca and the vaporization heat taken from the walls was set
at 75%. The vaporization heat taken from the walls had to be taken very large to not
overpredict the volumetric efficiency of methanol indicating wall impingement.
6.6.2 The effect of different methanol laminar burning velocity
correlations
The effect of changing the laminar burning velocity of methanol
First, the results will be shown using the two new laminar burning velocity
correlations of gasoline and methanol. The laminar burning velocity of M50 is
again calculated with the mixing rule based on energy fraction. In Figure 6.18,
the ignition delay ID (0-2% mass fraction burned), duration of 10-75% mass
fraction burned MFB10-75, crank angle at 50% mass fraction burned CA50 and
the maximum pressure are plotted. Contrary to the simulation results on the CFR,
the MFB10-75 is shown instead of the MFB10-90. This is because a single
value for the heat transfer multiplier has been used for the simulations on the
Hyundai engine compared to three different values for the heat transfer multiplier
on the CFR engine, as explained in Section 6.4.2. Using a single value for the
heat transfer multiplier should normally be sufficient for the calibration of the
model and this also helped to limit the amount of calibration factors (additional
calibration factors were added for the direct injection). Because only a single value
is used, this could occasionally lead to a long tail on the burn rate profile resulting
in large differences in the MFB10-90 between several cases. This could lead to an
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misinterpretation of the simulations for some test results. Because of the broader
measurement range performed on the Hyundai engine, the simulated values are
shown versus the experimental data to give a general view of the simulation results.
Perfect predictions should result in a straight line passing through the origin with
the slope of the line equal to 1. This line is represented by a full black line. The
dotted lines give an impression of the deviation from the perfect simulation. For
the ID, MFB75 and CA50, the dotted lines deviate 2○ca and for the maximum
pressure, the deviation is 3 bar. Because the turbulence model could not be
validated with experimental data, the biggest errors are expected for the operating
points with higher engine speeds than 1500 rpm (the model was calibrated at this
engine speed). On the Figures, the operating points at 2000 and 2500 rpm are
shown using open symbols. As seen in Figure 6.18, the simulated values agree
well with the experimental values. In general, the largest deviations can be seen
for methanol which is clear from Figure 6.18b and c. As we look at Figure 6.18a
and d, we can conclude that the trend going from gasoline to methanol is again not
well captured for the ignition delay and as a result also for the maximum pressure.
The ignition delay for gasoline is underpredicted for most operating points while
for M50 the agreement is good and for pure methanol, it is overpredicted. The
opposite is true for the maximum pressure. A similar trend was also seen for the
simulations done on the CFR engine (see Section 6.5). For the MFB10-75 and
CA50, the trend is less clear from these Figures.
If we zoom in at the operating points with a throttle opening of 12%, the predictive
capabilities for different air-fuel ratios can be evaluated for gasoline, M50 and
methanol. Figure 6.19 shows the predicted values of the ID and MFB10-75 as a
function of λ for gasoline, M50 and methanol. For each operating point, three
measurements were done with a few minutes between each measurement. On the
Figures, the experimental data of each measurement is shown resulting in three
data points for each case. This was not done for the simulation results of the
CFR engine to not overload the Figures. Contrary to the measurement done on
the CFR, where only the injection duration and the fuel was changed between
different operating point, more parameters (such as throttle position, engine speed,
valve timing, ignition timing) were changed between different operating points on
the Hyundai engine. Additionally, the stock ECU was adjusting the injection and
variable valve timing constantly in a closed loop control which was not possible
with the CFR engine. This is probably the cause of the slightly bigger deviations
between different measurements.
As can be seen in Figure 6.19, the experimental trend for the ignition delay seen
for the variations of lambda is not fully captured by the simulation results for
gasoline and M50. For methanol, the trend between lambda equal to 0.97 and
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Figure 6.18: Ignition delay (a), 10-75% mass fraction burned (b), Crank angle at 50%
mass fraction burned (c) and maximum pressure (d) simulated with new laminar burning
velocity correlations of gasoline and methanol.
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case for even richer mixtures because the ECU did not allow enough adjustment
to run the engine richer than λ = 0.97. It can again be seen that the trend of the
ID going from gasoline to methanol is not well predicted (underprediction for
gasoline, overprediction for methanol). More or less the same conclusions can be
drawn for the MFB10-75 of gasoline, M50 and methanol shown in Figure 6.19.
As mentioned in Section 6.5, the cause of the deviation of the simulation results
compared to the experimental data could be the uncertainty of the laminar burning
velocity at engine-like conditions, the turbulent burning velocity model that does
not capture all the fuel effects, the uncertainty of the flame initialization or a
combination of the previous three causes. Additionally, for the Hyundai engine,
there can be an extra uncertainty of fuel inhomogeneity due to the direct injection
of the fuel. In Section 6.6.3, the effect of the flame initialization and the effect of
different turbulent burning velocity models will be studied for a broader working































































































































Figure 6.19: Ignition delay (left) and 10-75% mass fraction burned (right) simulated with
new laminar burning velocity correlations of gasoline and methanol.
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Table 6.5: Root mean square error of the ID, MFB10-75, CA50 and maximum pressure
simulated with different laminar burning velocity correlations of methanol.
RMSE ID [°ca] MFB10-75 [°ca] CA50 [°ca] max P [bar]
Sileghem 1.69 2.52 2.88 3.01
Gu¨lder 2.59 3.63 6.59 7.91
GT-power 2.00 4.04 6.24 8.41
Vancoillie 1.84 4.45 6.33 8.37
Using the newly developed laminar burning velocity correlations of gasoline and
methanol, the simulated values agree rather well with the experimental values as
seen in Figure 6.18. Both correlations are based on measurements performed on
the same flat flame burner. However, it is also possible to use a different laminar
burning velocity correlation for one of the fuels. In Figure 6.20, it is investigated
what the impact is on the results when the laminar burning velocity correlations
of gasoline and methanol are not matched (not from the same source). In this
Figure, the standard correlation of GT-Power for methanol [135], the correlation of
Gu¨lder [123, 180] and the correlation developed by Vancoillie [121] are used next
to the new correlation for methanol while the calibration of the simulation model
is always the same calibration done with the new correlation of gasoline. From
Figure 6.20, it is clear that the calibration of the simulation program is far from
the optimal calibration that could be chosen for the three other laminar burning
velocity correlations. The burning rate is overpredicted resulting in lower values
for the ID, MFB10-75 and CA50 and a large overprediction of the maximum
pressure. This can also be seen in Table 6.5 where the root means square errors
(RMSE) of the simulation results are shown for the different laminar burning
velocity correlations of methanol. It is clear that the error is similar for the ignition
delay but that the newly developed correlation outperforms the other correlations
especially for the maximum pressure. This result shows that it is important to
match the laminar burning velocity correlations of different fuels if the effect of
using another fuel than normal (in this case methanol instead of gasoline) needs to
be investigated. Using properly matched laminar burning velocity correlations for
different fuels can lead to an improvement of simulations results if for example an
engine calibrated to run on gasoline needs to be converted to flex-fuel operation.
GT-Power laminar burning velocity correlations vs. new laminar burning
velocity correlations
In the previous Section, it was pointed out that the laminar burning velocity
correlations of different fuels should be matched in order to have more accurate
simulations. In this Section, the standard correlations in GT-Power will be
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Figure 6.20: Ignition delay (a), 10-75% mass fraction burned (b), Crank angle at 50%
mass fraction burned (c) and maximum pressure (d) simulated with different laminar
burning velocity correlations of methanol.
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evaluated and compared to the new correlation for the laminar burning velocity
of gasoline and methanol (Figure 6.18). As no mixing rule for the laminar burning
velocity is programmed in GT-Power, only the results of gasoline and methanol
will be shown. The simulation model was calibrated for gasoline (using the
GT-Power correlation) and the same calibration was used for methanol similar to
what was done in the previous sections. In Figure 6.21, the ID, MFB10-75, CA50
and maximum pressure are shown for the simulations done with the GT-Power
correlations. Compared to Figure 6.18, the results of the ID are similar. Looking at
the MFB10-75, a slightly larger scatter of the results can be noticed, especially for
methanol. There seems to be a number of operating points for which the simulated
values are overpredicted and a part for which the simulations underpredict the
experimental data. Closer inspection pointed out that the cases with a throttle
opening of 12% have higher simulated results while the cases with a throttle
opening of 18% are underpredicted by the simulation program. This was not
the case using the new laminar burning velocity correlations, see Figure 6.18.
This difference continues in the values of CA50 and maximum pressure where
two distinct regions can be noticed: a region of underpredicted and overpredicted
values for CA50 and the maximum pressure. Further, the simulated trends for
changing lambda values (not shown here) are not different to the trends seen in
Figure 6.19 for simulations with the new laminar burning velocity correlations.
With all these results, it appears that the newly developed correlations are better
in capturing the effect of changing engine loads (different engine conditions =
different temperature, pressure or residual gases) than the correlations used in
GT-Power.
6.6.3 Effect of the flame initialization and turbulent burning
velocity model
Effect of the flame initialization
In Section 6.5.4, the ignition delay was optimized to have the same value as the
ID derived from the measurements on the CFR engine. This resulted in very
good predictions for MFB50 and the maximum pressure while only small changes
were seen for MFB10-90. In this Section, the same method was used for the
measurement on the Hyundai engine and the results are plotted in Figure 6.22. The
spark size/initial flame kernel is again seen as an additional calibration factor. The
original calibration factors and the spark size are optimized together by minimizing
the burn rate RMS error of the measurements on gasoline and then for each
measurement the spark size is changed to have an identical ignition delay as was
measured experimentally. The MFB10-75, CA50 and maximum pressure for these
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Figure 6.21: Ignition delay (a), 10-75% mass fraction burned (b), Crank angle at 50%
mass fraction burned (c) and maximum pressure (d) simulated with the standard laminar
burning velocity correlations in GT-Power.
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simulations are presented in Figure 6.22. The adjusted calibration constants have
a larger effect on the fully developed combustion (MFB10-75) for the Hyundai
engine than which was seen for the CFR engine. For the CFR engine, only one
throttle postion and engine speed was used for the different measuring points
while for the Hyundai engine, different operating points are investigated with
changing loads, changing valve timing, etc. resulting in different turbulence values
from the turbulence model. This is the reason why the prediction for the fully
developed combustion changes more for some operating points when adjusting
the calibration factors. As seen in Figure 6.22, there is a slightly better agreement
for the MFB10-75 compared to the simulations without the optimization of the
ignition delay. Similar to the results on the CFR engine, the agreement between
the experimental values of CA50 and the maximum pressure and the simulated
results is very good. For the maximum pressure, all simulated values are between
the two dotted lines which present a deviation of 3 bar. This result shows that the
flame initialization (or spark size diameter) as an additional calibration factor can
be very effective.
Comparison of different turbulent burning velocity models
Finally, different turbulent burning velocity models will be compared to investigate
if models which take fuel properties into account can lead to better predictions.
Again, the model of Damko¨hler will be compared to the model of Bradley et al. and
the model of Zimont/Lipatnikov (see Section 6.3.1). Similar to the simulation
done on the CFR with different turbulent burning velocity models, the flame
development model used for this comparison is the model of Morel et al. [165] (not
the extended model of Morel). For every turbulent flame model, the simulation is
again calibrated for gasoline at stoichiometric operation. This calibration is used
to simulate the whole range of methanol-gasoline operating points. In this Section,
only the ignition delay and MFB10-75 will be shown. The results of CA50 and the
maximum pressure are determined by the ignition delay and the fully developed
combustion and can, as a result, be deduced from the ID and MFB10-75.
In Figure 6.23, Figure 6.24 and Figure 6.25, the simulation results of the different
turbulent burning velocity models are shown. KaLe refers to the model of Bradley
et al. For the results obtained with the Damko¨hler model, there is a good
agreement with the results of the standard GT-Power models (Damko¨hler model
coupled with an extended version of the flame development model of Morel et
al. [165]) for the ID. The scatter seen for the MFB10-75 is similar to the scatter
seen in Figure 6.18 but there is a stronger overprediction of the experimental
data. For the KaLe and Zimont model, the simulation results of the ID and
MFB10-75 seem, in general, very similar to each other. Both overpredict the
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Figure 6.22: 10-75% mass fraction burned (a), Crank angle at 50% mass fraction burned
(b) and maximum pressure (c) simulated with ignition delay optimization.
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ID but the agreement is still acceptible while there is a very large scatter for the
results of the MFB10-75. Compared to the Damko¨hler model, the agreement is
worse, especially for operating points with higher engine speed (the non-filled
data points). For the engine model of the Hyundai engine, the k− ε turbulence
model of GT-Power was used. Because the default turbulent combustion model in
GT-Power is of the Damko¨hler type, the turbulence routines are possibly tuned for
best performance with this model.
To detect any difference between the KaLe and Zimont turbulent combustion
model, we zoomed in at the operating points with a throttle opening of 12%. These
results are plotted in Figure 6.26 as a function of lambda for the three different
combustion models. As expected, the trends of the Damko¨hler combustion model
are very similar to the trends seen in Figure 6.19. Only the absolute values
for the MFB10-75 are significantly higher which could be expected from the
results in Figure 6.23. The Zimont combustion model gives very similar trends
to the Damkohler model which was also seen in Section 6.5.4. The KaLe
combustion model follows the experimental trend of the ignition delay better than
the Damko¨hler and Zimont model, especially for gasoline, but there is a larger
overestimation of the MFB10-75 for lean mixtures in the case of gasoline. The
large change in Lewis number of iso-octane, used to calculate the Lewis number
of gasoline, for lean mixtures (see Figure 6.3 in Section 6.3.1) can be accounted
for this larger error. Althought the trend going from gasoline to methanol is better
predicted for the KaLe model, this model suffers from large errors.
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Figure 6.23: Ignition delay (a) and 10-75% mass fraction burned (b) simulated with the
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Figure 6.24: Ignition delay (a) and 10-75% mass fraction burned (b) simulated with the
turbulent burning velocity model of Bradley et al. [161].
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Figure 6.25: Ignition delay (a) and 10-75% mass fraction burned (b) simulated with the






















































































































































Figure 6.26: Ignition delay (left) and 10-75% mass fraction burned (right) simulated with
different turbulent burning velocity models.
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Summary
The predictive capabilities of the simulation framework were tested for
measurements on the direct injected Hyundai engine. A broader measurement
range than on the CFR engine was used to get a more general view of the
simulation output. First, simulations were again performed with the standard
combustion model of GT-Power in combination with the newly developed laminar
burning velocity correlations of methanol and gasoline. In general, the simulations
agreed well with the experimental values. Similar to what was found for the
CFR engine, the trend going from gasoline to methanol was not fully captured.
Additionally, the results were plotted as a function of λ and only for methanol, the
trend was captured although the λ range was limited in the case of methanol.
Several other laminar burning velocity correlations of methanol were tested
without changing the original calibration that was performed with the newly
developed correlation of gasoline. It was clear that the newly developed correlation
of methanol outperformed the other correlations. This shows that it is important to
match laminar burning velocity correlations of different fuels if the effect of using
another fuel than normal (gasoline) needs to be investigated. After this result,
both the standard laminar burning velocity correlations of gasoline and methanol
in GT-Power were tested (with a new calibration) and compared to the results of
the newly developed correlations. The newly developed correlation performed
better in capturing the effects of changing engine loads (different temperatures,
pressures, residual gas fractions) implying that the dependence on temperature,
pressure or EGR is better represented by the new correlations.
Finally, the influence of the flame initialization and turbulent burning velocity
models was investigated in the same way as on the CFR engine. It was again
shown that changing the flame kernel depending on the fuel and on the operating
point could be very effective to improve the simulations. Further it was shown that
the trends going from gasoline to methanol could be better captured by the model
of Bradley et al. due to the inclusion of the Lewis number but that this model can





Combustion knock is one of the major factors limiting the efficiency of spark
ignition engines. It is caused by autoigniting pockets of unburned gas [57]. High
local pressures and pressure waves across the combustion chamber, caused by the
rapid energy release associated with knock, can lead to mechanical and thermal
damage to the engine. Light alcohols, such as methanol and ethanol, are interesting
fuels with elevated knock resistance. Methanol and ethanol have an elevated
chemical resistance to autoignition, which is reflected in their high octane number
(ON = 109) [35]. This is due to the single-stage autoignition behavior of alcohols.
Gasoline has a two-stage autoignition behavior. This means that, at temperatures
below 900 K, a cool-flame reaction can occur. This reaction promotes the main
autoignition at high temperatures. At higher temperatures, the pre-cool flame
delay gets progressively shorter until the cool-flame is no longer present [35]. As
autoignition in engines takes place at unburned mixture temperatures of 800-900K,
it is the prime reason for the reduced delay time of gasoline compared to alcohols
[181]. Additionally, the larger cooling effect of light alcohols compared to gasoline
further reduces the tendency to knock. In directly injected E85 engines the knock
inhibiting effect of vaporization cooling has been shown to be comparable to the
chemical effect [182]. Finally, the increased (laminar) burning velocity of light
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alcohols helps to suppress knock as more end gas is burned before it can reach
autoignition conditions [18, 121]. As there is a renewed interest in alcohols as
alternative fuel, an accurate predictive knock model for alcohols fuels would be of
great value to engine designers.
The objective of this chapter is to develop such a model for (m)ethanol-gasoline
blends using a simple mixing rule for the ignition delay of alcohol-gasoline blends.
The model will be calibrated on pure gasoline (stoichiometric operation) and
on pure methanol (stoichiometric operation) and with these two calibrations, the
capability of the model to predict knock parameters of methanol-gasoline blends
will be investigated.
7.2 Knock model for alcohol-gasoline blends
Models to predict the autoignition of unburned mixture in spark-ignition engines
range from simple empirical expressions to complex formulations featuring
reduced or full chemical kinetics [183]. A widely employed empirical approach
is to apply the conservation of delay principle proposed by Livengood and Wu
[184]. According to this principle the overall ignition delay time can be found by
integrating its instantaneous value during the compression and combustion stroke.




τ(t) = 1 (7.1)
Where tIVC and tKO are the time at intake valve closure and knock onset
respectively and τ(t) is the instantaneous autoignition delay time. The autoignition
delay time τ is the time during which a homogeneous mixture must be maintained
at temperature T and pressure p before it autoignites. The autoignition delay
time τ at instantaneous cylinder pressure p, unburned mixture temperature T and
composition is typically given by an Arrhenius expression representing the rate
limiting step of autoignition:
τ = Apne BT (7.2)
Where A, n and B are parameters depending on the mixture composition (fuel,
φ , residual gas ratio). The most widely used parameter set for the ignition delay
of spark ignition fuels was introduced in 1978 by Douaud and Eyzat based on
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recording the knock onset in a CFR engine for a range of running conditions
and PRFs (primary reference fuels) with octane numbers between 80 and 100
[185]. Another way of calculating the ignition delay is with chemical kinetic
models. The drawback for fuel blends is that the kinetic models become very
large and complex, with long calculation times as a result, and that in many cases
no models exist for blends of different fuels. The Livengood-Wu integral gives an
indication of when autoignition will occur in a completely homogeneous mixture.
Completely homogeneous mixtures are unlikely in practice and autoignition will
be triggered by ’hot spots’ [186]. This means that autoignition can occur before
the Livengood-Wu integral attains a value of unity. As a result, for two-zone
thermodynamic engine models, such as the one used in this work, empirical
expressions have been shown to yield performance as good as comprehensive
chemical kinetics schemes [183]. The inability of these models to reproduce local
hot gas pockets and cyclic variation introduces uncertainties that outweigh those
incurred by the simplified chemical kinetics. To consider these effects, multi-zone
or 3D CFD approaches are necessary, employing either detailed chemistry or
empirical expressions.
Still, the combination of two-zone modeling and the knock integral approach
has been confirmed as a useful tool to estimate knock occurrence and intensity,
which can be directly linked to the experimentally measured ratio of knocking to
non-knocking cycles [30]. In the following Sections, different models to calculate
the autoignition delay of gasoline and light alcohols will be discussed and a mixing
rule will be proposed to calculate the autoignition delay of alcohol-gasoline blends
in the same way as was done for the laminar burning velocity of alcohol-gasoline
blends, see Chapter 5.
7.2.1 Autoignition model for gasoline
The combustion of many hydrocarbon species (gasoline included) exhibits
two-stage ignition characteristics. This is especially true for most paraffinic
hydrocarbons. Autoignition correlations are often based on a simple, single-stage
Arrhenius expression. These correlations lack detail regarding the cool-flame
phenomena. In the literature, two models were proposed to deal with the two-stage
ignition characteristic, discussed below.
The model of Yates et al.
Yates et al. [35, 187] proposed an empirical model concept with a formfitting
simplification of the overall ignition delay into four basic steps. These comprised
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(1) a pre-cool-flame delay at constant temperature, (2) an instantaneous cool-flame
temperature increase (which could be zero), (3) a further delay at constant
temperature, and (4) the terminal exothermic auto-ignition. The four steps are
illustrated in Figure 7.1. It was assumed that this exothermic reaction sequence
could be represented by a simple Arrhenius reaction formulation representing the
gross, rate-limiting step, i.e.
τh = φβhAh pnhe BhT (7.3)
where the temperature profile exhibits a distinct step up at the cool-flame initiation
point. The calculation of the overall ignition delay needs to be undertaken in two











where t1 is defined by the appearance of the cool flame and its associated
temperature rise, and t2 represents the overall ignition delay time. The autoignition
delays τh,i and τh,CF represent the characteristic exothermic reaction delay
evaluated at the initial and post-cool-flame conditions respectively. If the pressure
and temperature are approximated as being constant during each stage, (and taking






Rearranging, one obtains the overall ignition delay time, t2, as:
t2 = t1+τh,CF (1− t1τh,i ) (7.6)
3-Arrhenius model proposed by Weisser
This model considers three distinct reaction regimes. The three reaction regimes
represent the low, medium and high temperature ignition chemistry. The low




























Figure 7.1: Illustration of the empirical model proposed by Yates et al. [187]. Circles:
simulation of the ignition delay with cool-flame behavior.
ignition path. The high temperature reactions lead to a parallel single-stage
ignition path [188]. As a result, the overall ignition delay for the full temperature




τ1+τ2 + 1τ3 (7.7)
where the individual timescales τ1, τ2, and τ3 represent the low, medium and
high temperature regime respectively and can be expressed as an Arrhenius-type
correlation. This simplified system is illustrated in Figure 7.2.
7.2.2 Autoignition model for alcohols
Methanol, ethanol, and many aromatic and olefinic molecules do not exhibit
a cool flame. Simple single-stage Arrhenius-based models could be employed
[35]. For light alcohols and methanol, in particular, a number of correlations
were proposed over the years based on shock tube experiments [190, 191], rapid
compression machine tests [192] and chemical kinetics calculations [35]. A new
autoignition correlation for methanol was compared against existing correlations
in a previous study of Vancoillie et al. [30]. In this work, the ignition delay
time of methanol-air-residual mixtures was calculated using a chemical kinetics
code developed at Eindhoven University of Technology (CHEM1D [120]) and
















Figure 7.2: Illustration of the 3-Arrhenius model proposed by Weisser [189]
[146]. The resulting autoignition delay times were fit as a function of T, p, φ and
residual gas content f using a correlation form similar to that of Douaud and Eyzat
[185] (see Eq. 7.2) with the effects of φ and f implemented similarly to previous
work [138, 193] in the pre-exponential factor A:
A = A0φβ (1+ f )m (7.8)
Where A0 and β are constants. Based on analysis of the calculated data, the
pressure exponent n and activation temperature B of Eq. 7.2 and the dilution
exponent m of Eq. 7.8 were fit as a polynomial function of φ , T and f. This newly
developed autoignition delay correlation was able to capture the high temperature
sensitivity of methanol autoignition kinetics. This resulted in a better prediction of
the knock limited spark advance for variations in compression ratio and load [30].
This autoignition correlation for methanol will be used in this study.
7.2.3 Autoignition model for alcohol-blends
A possible solution to calculate the ignition delay of binary or more complex
alcohol-gasoline blends would be to have mixing rules which can determine the
ignition delay of fuel blends out of the ignition delay of the fuel components.
To find a mixing rule, an accurate determination of the ignition delay of the fuel
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components and the ignition delay of the fuel blends is needed. There are few
measurements of alcohol fuel blends [194–196] and there can be doubt on the
accuracy of the measurements when measurements are compared, see Figure 7.3
where the ignition delays of ethanol [197] and an ethanol/iso-octane blends [194]
are plotted for the same conditions. There is no clear trend and normally it is
expected that the ethanol/iso-octane blend would have a smaller ignition delay












Ethanol/iso-octane 25%/75% [194] 
Figure 7.3: Ignition delay times of stoichiometric ethanol-air mixtures and
ethanol/iso-octane mixtures at 30 bar [194, 197]
In this study, the empirical model of Yates et al. [35] was used to calculate the
ignition delays of blends of primary reference fuels and methanol to investigate
if a simple mixing rule could be applied to calculate the ignition delays of
alcohol-hydrocarbon blends. Over 1500 detailed chemical kinetic simulations
were used to calibrate the model of Yates el al. [35], enabling it to encompass
a full range of PRF blends and methanol blends. However, only binary alcohol
blends with PRF80 (80 vol% iso-octane and 20 vol% n-heptane) have been used to
calibrate the model.The standard deviation of the overall ignition delay prediction
of the model of Yates el al. [35] was about 11%. The simplest mixing rules are
based on mole, mass, volume or energy fraction:
τblend = n∑
i=1αiτi (7.9)
In the previous expression αi is either the mole fraction, mass fraction, volume






∆cHi○ is the heat of combustion of the mixture components. xi is the mole fraction
of the fuel components. In Figure 7.4, the mixing rule based on volume fraction
was used to predict the ignition delay of a blend of methanol and a PRF fuel.
As can be seen, this rule overpredicts the ignition delay for lower temperatures
because of the very different values for the ignition delay of methanol and the PRF
fuel due to the cool flame behavior of the PRF fuel. This could be solved by using






In Figure 7.5, this mixing rule is used with the mole and energy fractions of the
different fuels. Similar to what was observed for the mixing rules for the laminar
burning velocity of methanol-gasoline blends, the energy fraction mixing rule has
the best agreement.
This study will test the validity of the mixing rule based on the energy fraction
with the logarithmic values of the ignition delay. For the ignition delay of pure
methanol, the correlation of Vancoillie et al. [30] will be used and for the ignition
delay of gasoline, the model of Yates et al. [35] will be used.
7.3 Knock measurements and detection
To analyze the combustion model’s predictive capabilities for knock, a series of
measurements were done on a port fuel injected single cylinder CFR engine,
described in Section 3.2.1. The main characteristics of this engine are summarized
in Table 3.1. The measurements of knock comprise various lambda values and
methanol-gasoline ratios. Measurements were done for M0, M50 and M75 at























Figure 7.4: Ignition delays of methanol, PRF80 and methanol/PRF blends calculated with






















energy % M60 
mole % M35 
energy% M35 
Figure 7.5: Ignition delays of methanol, PRF80 and methanol/PRF blends calculated with
the model of Yates et al. [35, 187] and ignition delays calculated with the mole and energy
fraction mixing rule (logarithmic values)
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The compression ratio was fixed at 9, ignition timing sweeps were performed from
non-knocking operation to 100% knock with the throttle opening fixed at 27.5°
resulting in an IMEP range from 7.2 to 9 bar and volumetric efficiencies between
83% and 85%. In order to allow an accurate comparison, all measurements were
performed on the same day and all parameters were fixed except for the injection
duration, ignition timing and the fuel composition.
To validate the proposed knock prediction model, it is crucial to have a knock
detection method that can accurately separate knocking from non-knocking cycles,
detects the onset of knock oscillations and determines the knock intensity. Several
methods exist to detect knock from the raw or filtered cylinder pressure trace. A
number of knock algorithms were tested in a previous study [30] and the knock
detection method of Worret et al. [198] was selected because it correctly captures
knock onset, regardless of variations in φ , compression ratio, throttle position and
ignition timing and could also discern light knocking cycles. The algorithm of
Worret et al. [198] is based on the band-pass filtered heat release rate (3-17 kHz
band pass) and uses MAPO (Maximum Amplitude of Pressure Oscillations) and
SEPO (Signal Energy of Pressure Oscillations) methods. Knock intensities are
calculated based on the integrated signal energy of the filtered heat release rate
and determined before and after a potential knock onset to differentiate between
knocking oscillations and non-knocking signal noise (see Figure 7.6). Starting
from the location of the maximum amplitude of the heat release rate oscillations,
knock onset is detected as the first crank angle position where a certain threshold
value is exceeded in the filtered heat release rate (see Figure 7.6). The algorithm
was implemented as described in [198] and no further adjustment to threshold
values or other constants proved necessary throughout the measurement range.
The relevant quantities resulting from the knock analysis are the ratio of knocking
cycles to the total number of logged cycles, the average values and standard
deviation of knock intensity and crank angle of knock onset for the knocking
cycles. As an example Figure 7.7 shows these values plotted as a function of
spark advance for stoichiometric fuel-air mixtures of pure gasoline, M50 and pure
methanol. It can be seen that as the methanol ratio in the fuel rises from zero to
100% (while the lambda value and throttle position remain constant) the knock
ratio exceeds the 10% threshold at more advanced spark timing. Knock intensities
also rise as a function of spark advance and knock onset occurs earlier in the
cycle for higher methanol fraction because of the more advanced spark timing.
For reference, the standard deviations of knock intensity and knock onset position
have been added to the plots. As can be seen, the knock intensity is particularly
cycle dependent. Increasing the number of logged cycles might help to reduce its
standard deviation. The uncertainty in knock onset time is in the range of 1.5-2.5
°ca for most of the cases, which is about the order of magnitude of variations due
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Figure 7.6: Application example of the knock detection algorithm of Worret et al. [198]
to knock onset position, pressure transducer position and the speed of sound [199].
7.4 Knock model validation
7.4.1 Model build-up and calibration
The knock integral framework employing the autoignition delay time correlations
of Yates et al. and Vancoillie et al. was implemented in the commercial engine
simulation code GT-Power [135] in order to assess its predictive performance. A
Three Pressure Analysis, explained in Section 6.4.1, is used to calculate all the
necessary engine parameters which are important to predict knock: temperatures,
pressure of the unburned mixture and the residual gas fraction in the engine. The
measured pressure trace that best corresponded to the average cylinder pressure
trace (average of 100 cycles) was always used for this TPA and it was assumed
that the mixture in the intake was a completely evaporated methanol/gasoline-air
mixture.
The Woschni calibration constants for compression and expansion were chosen
for best correspondence between measured and simulated cylinder pressure traces
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Figure 7.7: Measured knock ratios, knock intensities and knock onsets for stoichiometric
operation on gasoline, M50 and methanol
KNOCK PREDICTION 207
was chosen by ensuring the energy balance between the injected fuel energy
and released heat. As a result, the effects of evaporating fuel, the effects
of blowby, crevice mass and incomplete combustion will be lumped into this
parameter. All Woschni coefficients were kept the same for all simulated cases.
The knock prediction model was calibrated by multiplying the knock ignition
delay correlation with a factor in order to get autoignition onset exactly at the
measured crank angle for a certain reference condition. In this study, this was
done for stoichiometric operation at knock limited spark advance for both gasoline
and methanol. The calibration factor for the ignition delay correlation of gasoline
(Yates et al.) was 0.714 and the calibration factor for the ignition delay correlation
of methanol (Vancoillie et al.) was 0.128. The multipliers for the new correlation
and that of Yates et al. are markedly low, indicating that the calculated ignition
delay is too high. This could be expected since these correlations do not have the
effect of hot spots lumped into the correlation’s constants which is the case for
the correlation of Douaud & Eyzat which was calibrated by engine experiments.
Another way of calibrating these correlations would be to artificially increase
the unburned mixture temperature to represent hot spots in the unburned mixture
[200].
7.4.2 Knock limited spark advance
A crucial performance indicator of the knock prediction models is their ability to
distinguish between knocking and non-knocking conditions and predict the knock
limited spark advance (KLSA). In this work, the experimental KLSA is taken to
be the least advanced spark timing at which the knock ratio is more than 10%. The
simulated KLSA is the least advanced spark timing at which the knock integral
exceeds 1 before the end of combustion. As the spark timing was experimentally
varied in steps of 1 or 2 °ca, the uncertainty on the KLSA is at least 1 or 2 °ca.
In Figure 7.8, the experimental and simulated values for KLSA are plotted as a
function of the blend ratio. It can be seen that for stoichiometric, lean and rich
mixtures, the experimental KLSA is more advanced than the simulated KLSA.
The knock integral exceeds 1 before the end of combustion at less advanced spark
timing than the experimental KLSA. This can also be seen in Figure 7.10 where
the difference between the measured and simulated KLSA is plotted as a function
of the blend ratio. To detect knock, the oscillations resulting from the autoignition
of the unburned air-fuel mixture have to be detectable. As mentioned by Richard
et al. [201], the influence of the cylinder volume at the instant of knock occurrence
could be important. The oscillations are less intense the further knock occurs
from top dead center. Secondly, the amount of unburned mixture at the time of
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autoignition might have an influence on the knock intensity [30]. Consequently, it
could happen that the conditions for autoignition are met but there is no detection
of knock because the knock onset is too far from the top dead center or the
unburned mixture mass at knock onset is too small. Therefore, a second condition
was used in this study to identify knock: there is no knock if the knock onset is too
far from the top dead center unless the amount of unburned mixture is large and
there is no knock if the amount of unburned mixture at knock onset is too small
unless it is very close to the top dead center. The following condition was used.
There is knock if :
• The knock integral exceeds 1 before the end of combustion
• Additional condition: ∣ 25θKO . m f rac,u0.1 ∣ > 1
Where m f rac,u is the simulated unburned mass fraction and θKO is the simulated
crank angle (°ca after top dead center) at knock onset. In this study, the unburned
mass fraction was used and not the total amount of unburned mixture because
the differences in volumetric efficiencies are very small. For load variations
with significantly different volumetric efficiencies, the total amount of unburned
mixture instead of the unburned mixture fraction might be important. With the
measurement done for this study, the influence of engine speed could not be
investigated, as well as the influence of the compression ratio. Both properties
will have an influence and should probably be included in the additional condition
for knock detection. In Figure 7.9 and Figure 7.10, the results can be seen with
the additional condition. The simulated KLSA is now closer to the experimental
KLSA, especially for the stoichiometric and lean mixtures.
7.4.3 Knock integral at the experimental Knock Onset
Another indication of the model’s performance is the value of the knock integral
at the experimental knock onset. In Figure 7.11, the value of the knock integral
can be seen at the experimental knock onset for gasoline, M50 and pure methanol.
Only the measurements for which the knock ratio is more than 10% are shown.
It can be seen that with more advanced spark timing the knock integral at knock
onset increases for most cases. This increase is stronger for pure methanol than
for pure gasoline. This is probably due to the fact that the ignition timing is
very different for the measurements on methanol compared to gasoline while
the Woschni coefficients of the heat transfer model were kept the same for all
simulated cases. The increase of the value of the knock integral with more



























Figure 7.8: Measured and simulated knock limited spark advance (KLSA) as a function of


























Figure 7.9: Measured and simulated knock limited spark advance (KLSA) as a function of
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rich +  add. condition 
Figure 7.10: Differences between the measured and simulated knock limited spark
advance (KLSA) as a function of the blend ratio.——-: Simulation based on the knock
integral; - - - - -: Simulation based on the knock integral + additional condition.
by the Woschni model during knock [55]. Heat flux measurements could help to
investigate this problem. Heat flux measurements will be part of future research in
order to investigate both the evaporative cooling effect and the wall heat transfer.































Figure 7.11: Knock integral at the experimental knock onset for gasoline, M50 and
methanol as a function of the ignition timing.
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7.4.4 Knock intensity
The problem of knock is that it induces damage. The higher the knock intensity, the
higher the probability of knock induced damage. As a result, the knock intensity
is an important parameter for the design and calibration of the engine. A possible
equation for knock intensity was proposed by Bougrine et al. [138].





Where K1 is a calibration constant, K2 is the maximum crank angle at which
knock is still audible (set to 40 °ca ATDC), m f rac,b is the burned mass fraction
and θKO is the crank angle of knock onset. In Figure 7.12, the part of the knock
intensity equation that changes for the measurements performed during this study,(1− m f rac,bmax(1,φ))√1− θKOK2 , and the knock intensity that was derived from the knock
detection algorithm of Worret et al. [198] are plotted as a function of the spark
timing. A calibration constant was used to rescale this part of the equation in order
to have the same knock intensity as gasoline at KLSA as was derived from the
knock detection algorithm. The same calibration constant was then also used for
the gasoline-methanol blends as well as for pure methanol. It can be seen that the
equation proposed by Bougrine et al. underpredicts the knock intensity when it is
compared to the knock intensity from the knock detection algorithm of Worret el
al. [198]. This equation does not take into account the pressure and temperature
at knock onset. This could be important because the temperature and the pressure
will change going from gasoline to methanol and both the temperature and pressure
have an influence on the gas properties and as a result on the knock oscillations.
This could be taken into account by entering the crank angle of knock onset at
KLSA into the equation as this reflects the necessary conditions for autoignition
of the fuel which are influenced by temperature and pressure. Instead of using√
1− θKOK2 ,this could be done as follows:
(1− m f rac,b
max(1,φ)) .(θKO,KLSA+2−θknockθKO−θknock −1) (7.14)
Where θKO,KLSA is the crank angle of knock onset at KLSA, θKO is the crank angle
of knock onset for the current spark timing and θknock is the crank angle of knock
onset which would be the worst for the intensity of the knock if knock onset was
to occur at that crank angle (set to -10 °ca ATDC). The number ’2’ is entered into
the equation to make sure that the knock intensity is not equal to zero at KLSA and
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this can be interpreted as the knock intensity being zero when the spark advance is
retarded with 2° ca at KLSA. The results are plotted on the same Figures (Figure
7.12) as for the Knock Intensity calculated with the equation of Bougrine et al. The
values of the newly developed knock intensity equation (marked with Sileghem)
were also rescaled in order to have the same knock intensity as gasoline at KLSA
as was derived from the knock detection algorithm. As can be seen on the Figure
7.12, there is a better agreement with the experimental trends. This should however
be further investigated for load and engine speed sweeps.
7.4.5 Knock onset crank angle
A last test of the knock prediction models is their ability to reproduce the correct
crank angle of knock onset (θKO). Although this quantity is not of direct use to
engine designers, it has an effect on the knock intensity. Figures 7.13, 7.14 and
7.15 show the experimental and simulated crank angle of knock onset for a spark
timing sweep. In Figure 7.13, the results are shown for stoichiometric operation,
in Figure 7.14 for lean operation and in Figure 7.15 for rich operation. Almost all
the knock onsets are predicted within the error margins of the experimental knock
onset. A consistent trend for all cases is that the simulated knock onset advances
faster with spark advance than the experimental knock onset. This could again be
due to an underestimated heat transfer by the Woschni model during knock and
heat flux measurements could help to investigate this issue.
Figure 7.16 shows a comparison made between simulated results for
stoichiometric, lean and rich operation on M50 where the energy fraction mixing
rule together with the logarithmic value of the ignition delays is used as well as
a mixing rule based on the volumetric fractions and real values of the ignition
delay. This mixing rule generally underpredicts knock more than the energy
fraction mixing rule with logarithmic values which could be expected looking at
the ignition delay calculated with the volume fraction mixing rules in Figure 7.4.
As a result, for the lean mixtures, the simulated KLSA was 2 degrees earlier than
the experimental KLSA. The simulated results for knock onset are still reasonable
but the differences are larger and outside of the error bars, closer to less advanced
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Figure 7.16: Knock Onset: Comparison between the energy fraction mixing rule with
logarithmic values and volume fraction mixing rule with real values for M50.
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7.5 Conclusion
In order to better understand and predict the knock behavior of alcohol blends,
a mixing rule for the autoignition delay time of alcohol-gasoline blends was
proposed. This energy-based mixing rule was used together with an autoignition
delay time correlation of gasoline and an autoignition delay time correlation of
methanol in a knock integral model that was implemented in a two-zone engine
code. To validate the proposed model, knock occurrence was experimentally
investigated on a CFR engine for four methanol-gasoline blends (gasoline, M50,
M75 and M100). Experimental metrics of knock included knock limited spark
advance (KLSA), fraction of knocking cycles, knock onset timing and knock
intensity based on the signal energy of heat release rate oscillations. The
proposed correlation and knock integral approach performed satisfactorily despite
the gross simplification associated with two-zone modeling (no hot spots, no cyclic
variation). The experimental KLSA was more advanced than the simulated KLSA.
The knock integral exceeded 1 before the end of combustion at less advanced
spark timing than the experimental KLSA. Therefore, a second condition was
used in this study to identify knock based on unburned mass fraction and the
crank angle at knock onset which gave better agreement. Secondly, the agreement
between the simulated knock intensity and the experimental knock intensity was
better if the crank angle of knock onset at KLSA was taken into account as this
reflects the necessary conditions for autoignition of the fuel which are influenced
by temperature and pressure. Finally, the model was able to predict almost all the
knock onsets within the error margins of the experimental knock onset. Further
model improvement should focus on better capturing the effects of evaporation
cooling and wall heat transfer with heat flux measurements.
8
Conclusions
8.1 Summary of present work and principal contri-
butions
This work started with outlining the potential of light alcohols, methanol and
ethanol in particular, as alternative fuels for internal combustion engines. These
fuels can be made in a renewable way and they are excellent fuels for internal
combustion engines, which is a proven, scalable and relatively cheap technology.
The concept of ‘electrofuels’, in which the fuels are made from renewable
electricity and captured CO2, was explained in the bigger context of the methanol
economy: an economy with methanol as fuel, feedstock and energy buffer.
The physico-chemical properties of alcohols and the effect they have on internal
combustion engines were discussed in detail, especially the relevant properties
of alcohol-gasoline blends that do not scale linearly with the molar content of
the individual components. It was explained how ternary blends of gasoline,
ethanol and methanol can be formulated that are essentially iso-energetic and
iso-stoichiometric to a target binary ethanol-gasoline blend. These ternary GEM
(gasoline, ethanol and methanol) blends have the potential to be used as ‘drop-in’
fuels in flex-fuel vehicles because the relevant properties for internal combustion
engines are practically identical. Measurements were done on two engine test
220 CHAPTER 8
benches to investigate the performance and emissions of alcohols compared to
gasoline and to study the concept of the ternary GEM blends in more detail. It
was shown that the brake thermal efficiency when running on alcohol fuels is
significantly better than with gasoline while emitting fewer emissions. It was clear
that methanol was superior both in efficiency and emissions compared to gasoline,
ethanol and butanol. For the first time, measurements on engine test benches were
done to compare different GEM blends and the engine test results confirmed that,
from an engine control point of view, the iso-stoichiometric/iso-energetic GEM
blends can indeed be used as ‘drop-in’ fuels for flex-fuel vehicles.
Due to their polarity, methanol and ethanol are miscible with water and can
also absorb water from the atmosphere. Using water-alcohol mixtures could
have advantages for internal combustion engines due to the larger cooling effect
and there could also be an economic advantage compared to anhydrous alcohol
because the alcohol does not have to be fully dried in the production process. This
study compared the brake thermal efficiencies and engine-out emissions of several
methanol-water blends and ethanol-water blends measured on an engine test
bench. It was shown that the brake thermal efficiency did not differ significantly
when water was added (up to 20 vol% was added for the ethanol-water blend) and
was still higher than the efficiency of gasoline. NOx emissions were also reduced
due to the larger cooling effect.
The main goal of the present research was to extend the validity of the
quasi-dimensional engine model, originally developed for the power cycle of
spark ignition engines fuelled with hydrogen [27] and in a later stage extended to
pure methanol and ethanol [28], to alcohol-gasoline blends. Because the laminar
burning velocity is a key parameter to model the combustion of fuels in spark
ignition engines, a lot of effort went into characterizing the behavior of the laminar
burning velocity of alcohol-gasoline blends. Measurements of the laminar burning
velocity have been done for gasoline, iso-octane, n-heptane, toluene, methanol,
ethanol, a toluene reference fuel and binary and quaternary alcohol-hydrocarbon
mixtures for a wide range of temperatures at atmospheric pressure using the heat
flux method on a perforated plate burner. Because measurements were done
at different temperatures, these measurements could be used to characterize the
temperature dependence of the different fuels. This temperature dependence
was not yet shown experimentally for some of the fuels, such as toluene. The
measurements also resulted in two newly developed laminar burning velocity
correlations for methanol and gasoline which were implemented in the engine
cycle code. Additionally, the measurements were used to further validate mixing
rules for alcohol-gasoline blends, which was first evaluated with simulated data
and data from literature. Such a mixing rule can be used to calculate the laminar
burning velocity of alcohol-gasoline blends out of the laminar burning velocity
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of the components. It was found that a mixing rule which scales the laminar
burning velocity of the blend with the energy fraction of the components works
very well. This mixing rule can easily be implemented in an engine cycle model
without being computationally too demanding. Additionally, it was shown that
measurements of a toluene reference fuel reproduced the laminar burning velocity
of the gasoline very well. Toluene reference fuels can thus be used as surrogates
to replicate the laminar burning velocity of gasoline. In a similar way, a mixing
rule for the autoignition delay time of alcohol-gasoline blends was proposed by
the author, using data calculated with a model from literature. It was shown that a
mixing rule which scales the logarithmic values of the autoignition delay times of
the blend components with the energy fraction gave reasonably good agreement.
In the final Chapters, both mixing rules were implemented in the
quasi-dimensional engine cycle code and evaluated with engine measurements.
The predictive capabilities for the normal combustion were tested for
measurements on the CFR engine and the Hyundai direct injection engine
fuelled with different methanol-gasoline blends. On the Hyundai engine, a
broader measurement range than on the CFR engine was used to get a more
general view of the simulation output. In general, the simulations on the Hyundai
engine, using the newly developed laminar burning velocity correlations together
with the energy-based mixing rule, agreed well with the experimental values.
However, some experimental trends were not reproduced correctly both on the
CFR engine and Hyundai engine. Uncertainty about the initial flame kernel,
uncertainty about the laminar burning velocity at higher pressure and temperature
or the inability of the turbulent combustion model to adequately capture the
chemical effects were claimed as possible reasons. Consequently, further study
of the laminar burning velocity at higher temperatures and pressures is thus
needed to lower the uncertainty of these parameters. It was also shown, after
optimization of the initial flame kernel to match the experimental ignition delay,
that a flame kernel (growth) model that properly accounts for fuel effects could
be very effective to improve the simulation results. Finally, different turbulent
burning velocity models were tested and due to the inclusion of the Lewis number,
the model of Bradley et al. reproduced the trend going from gasoline to methanol
much better than the other models. On the Hyundai engine, several other laminar
burning velocity correlations of methanol were tested while the correlation for
gasoline was kept the same. It was clear that the newly developed correlation of
methanol outperformed the other correlations due to the better match with the
gasoline correlation. This showed that it is important to match laminar burning
velocity correlations of different fuels if the effect of using another fuel than
normal (gasoline) needs to be investigated.
Finally, to investigate the capabilities to predict knock for alcohol blends, the
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energy-based mixing rule for the autoignition delay time was used together with
an autoignition delay time correlation of gasoline and an autoignition delay
time correlation of methanol in a knock integral model. Knock occurrence was
experimentally investigated on a CFR engine for methanol-gasoline blends. The
proposed correlation and knock integral approach performed satisfactorily despite
the gross simplification. The model was able to predict almost all the knock onsets
of the different operating points within the error margins of the experimental knock
onset.
The principal contributions of this Ph.D. study can be summarized as follows:
the advantages of (hydrous) alcohol fuels compared to gasoline have been shown
on engine test benches (higher efficiency, lower harmful emissions), especially
for methanol; engine test results confirmed that, from an engine control point of
view, the iso-stoichiometric/iso-energetic GEM blends can be used as ‘drop-in’
fuels in flex-fuel vehicles; the laminar burning velocity of alcohol fuels has been
studied in detail and laminar burning velocity measurements have been done for
several hydrocarbons, methanol, ethanol and alcohol blends; a mixing rule for the
laminar burning velocity and for the autoignition delay time was proposed based
on measurements and/or data from literature and implemented in the engine cycle
code; validation of the engine cycle code has been done based on measurements
on two engine test benches and pointed out several areas which could be improved.
8.2 Recommendations for future work
As pointed out in the previous Section, there is still uncerntainty in some areas
which requires further research. To improve the predictions of the normal
combustion of alcohol-gasoline blends, research could focus on the initial flame
development, the laminar burning velocity and the turbulent burning velocity.
To study the initial flame development, different paths could be taken such as
investigation of the initial flame development in a combustion bomb, an optical
engine or using CFD to get a better understanding of this process. The newly
developed laminar burning velocity correlations for gasoline and methanol used in
this study only relied on parameters which were a function of the equivalence
ratio while the EGR dependence was even fixed for all conditions. This was
done to keep the correlations simple in order to better understand what impact
changes in the temperature, pressure or EGR dependence of these correlations
could have on the simulation results of the different alcohol-gasoline blends. As
pointed out in the Ph.D. study of Vancoillie [28], there are strong interaction effects
between equivalence ratio, pressure, temperature and diluent fraction which cannot
be captured by most of the existing correlations. Therefore, a more complex
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correlation form was proposed by Vancoillie [28]. Future work can focus on
developing these complex correlations for different fuels (such as gasoline or
gasoline surrogates) and the influence the interactions can have on simulation
results. Ideally, these interactions should also be studied experimentally at various
conditions of equivalence ratio, temperature, pressure and dilution ratio. To study
the laminar burning velocity at higher pressures and temperatures, a combustion
bomb can be used. The combustion bomb methods involve central ignition of
the mixture inside a constant volume vessel resulting in a spherically expanding
flame. Originally, the laminar burning velocity was calculated from the recorded
pressure rise after central ignition of the mixture. A more recent method relies
on photographic observation of the pre-pressure period of the combustion, where
stretch is uniform and well defined. This method also allows determination
of Markstein lengths which can be used in turbulent burning velocity models.
Additionally, with the aid of some fans, the turbulent burning velocity can be
studied in a combustion bomb. This is the reason why during the Ph.D. research, it
was decided to adapt the combustion bomb of Ghent University (Ghent University
Combustion Chamber I or GUCCI) to be able to measure burning velocities. The
GUCCI (Ghent University Combustion Chamber I) setup is a constant volume
bomb or constant volume combustion chamber with an internal volume of about
4.1 liters. This setup can be seen in Figure 8.1. This setup was developed at Ghent
University starting in 2008 with the purpose of studying diesel injection of marine
engines. During this Ph.D. study, some adaptations were done in order to make it
possible to do flame speed measurements.
Figure 8.1: GUCCI setup
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Two electrodes were developed, which could be entered in the combustion
chamber diagonally. When the fuel-air mixture in the chamber is at the right
pressure and temperature, a spark can be created between these electrodes to ignite
the mixture resulting in a spherically expanding flame which can be recorded with
the high speed camera. The design of the electrodes can be seen in Figure 8.2.
There was already a gas-filling system to fill to combustion vessel with mixtures
of different gases. This was already used to fill the chamber with methane-air
mixtures. In order to have fuel-air mixtures with a liquid fuel, a special filling tool
with a syringe was developed, see Figure 8.3.
Figure 8.2: Electrodes to ignite the fuel-air mixtures in the GUCCI
Figure 8.3: Filling system for liquid fuels
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Preliminary measurements of methane-air mixtures and ethanol-air mixtures have
been done on the GUCCI-setup during the Ph.D. research but due to inaccuracy of
the initial gas filling system, the repeatability of the measurements was not good
enough. In Figure 8.4, spherically expanding methane flames can be seen.
Recently, the gas filling system was improved and now the setup is ready to
perform laminar burning velocity measurements.
Figure 8.4: Overview of the spherically propagating flame fronts of methane-air mixtures
at a series of time steps.
In Chapter 5, it was shown that the laminar burning velocity of fuel blends
for which chemical kinetic interactions have the biggest influence, e.g. blends
with hydrogen, can probably not be predicted with the mixing rules used in this
study. Mixing rules for mixtures with hydrogen could be useful for simulations
of complex engine concepts such as the concept proposed by the Massachusetts
Institute of Technology. They proposed a methanol engine concept in which the
exhaust heat is used to reform the methanol to a mixture of CO and H2 which could
lead to peak efficiencies of 55%-60% [202, 203]. The methanol is catalytically
dissociated, using an endothermic process, in a hydrogen-rich gas which has a
higher heating value than the original methanol, resulting in higher efficiencies.
For hydrocarbons (such as gasoline), the thermal composition yields, in theory,
only hydrogen and carbon:
CnHm → nC+ 12mH2 (8.1)
Jamal and Wyszynski [204] pointed out the difficulty of handling the solid carbon
in an automobile and concluded that thermal decomposition of hydrocarbons
would not be feasible for on-board reforming.
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Because methanol has an oxygen atom, CO can be formed in the reforming
process. The thermal decomposition reaction of methanol is:
CH3OH → 2H2+CO (8.2)
Because of very wide flammability limits and the high laminar burning velocity
of hydrogen [27], this hydrogen-rich mixture could increase the efficiency of the
engine additionally through qualitative control of the air-fuel mixture, avoiding
throttling losses. This engine concept could rival fuel cell efficiencies in a cost
attractive way. In addition to the laminar burning velocity research of blends of
CO, H2 and methanol, further research is needed to explore the potential of this
concept (reforming process, engine experiments, system simulations,...).
Finally, topics which were not or only partly covered during this Ph.D. study are:
pollutant formation in alcohol engines, especially the formation mechanisms of
aldehydes; the effect of fuel impingement, turbulence generation and mixture
inhomogeneity in direct injection engines fuelled with alcohols; and heat flux
measurements to get a better understanding of the thermal processes during knock
when using alcohol fuels.
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A
Flame stretch and flame instabilities
Flame stretch and flame instabilities have been expounded extensively by Verhelst
[27] and Vancoillie [28]. The overview given in [27, 28] is partly repeated here.
A.1 Laminar premixed flames
The laminar burning velocity ul is a physicochemical property of the
air-fuel-residual gas mixture, and is defined as the speed at which a steady planar
flame front propagates in a premixed, quiescent mixture in front of the flame
(laminar flow condition), in a direction normal to the plane. It depends on
the unburned mixture composition (fuel, φ and dilution ratio), temperature and
pressure and can only be defined for premixed flames as non-premixed flames do
not propagate because the flame is fixed to the interface fuel-air.
It is impossible to create an experimental flame that is truly one dimensionally
propagating, planar and adiabatic. Thus, in experimental set-ups, it is important
to take the effects of non-planar geometry and flame stretch (see §A.2.1) into
account when measuring the burning velocity of laminar flames. The neglect of
these effects and the difficulties to correctly capture the influence of non-planar
geometry and flame stretch is the main cause of the spread of data on laminar
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burning velocities found in the literature. The burning velocity of a non-steady
or non-planar flame is designated by un. Several methods have been devised to
calculate ul from un, which can be measured with an experimental set-up.
When calculating ul from un, it is important to know what exactly has been
measured. Gillespie et al. [205] gave an excellent overview:
• the burning velocity based on the entrainment velocity of unburned mixture
into the flame:
un = − 1Aρu dmudt (A.1)
where A is the flame front area, ρu the unburned mixture density and dmu/dt
the rate of entrainment of unburned mixture into the flame front.
• the burning velocity based on the rate of production of burned gas:
unr = − 1Aρu dmbdt (A.2)
where dmb/dt is the rate of production of reacted gas.
Because of the finite flame thickness, these two definitions do not amount to the
same value for experimental flames. Depending on the method of measurement,
one or the other quantity is measured (e.g observation of the cold flame front vs.
measuring the pressure rise in a combustion bomb).
Finally, there is a distinction between the flame speed (Sn) and the burning velocity
(un). The flame speed is the sum of the burning velocity un and the gas velocity vg
immediately adjacent to the flame front.
Sn = vg+un (A.3)
In other words, the flame speed is the velocity of the flame front in a fixed frame
reference. This difference is especially important for the derivation of un from
contained explosions.
A.2 Stretch and instabilities
A.2.1 Flame stretch effects
Practical flames are subjected to a strain and curvature effect, which result in
flame stretch. The rate of stretch is defined as the normalized rate of change of
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Flame stretch has a significant effect on the burning velocity. For small to moderate
rates of stretch (< 1000s−1) its effect can be expressed to first order by [206]:
ul −un = Lα (A.5)
Where L is a Markstein length. This length is often normalized to obtain a






with δl being the laminar flame thickness. This is a characteristic length for a
given mixture and initial conditions. Several flame thickness definitions have been
proposed in the literature including definitions based on the temperature gradients,
characteristic chemical time and the heat release rate. Here, the flame thickness
is simply approximated using the hydrodynamic length, where ν is the reactants’
kinematic viscosity.
δl = νul (A.7)
Equation A.5 can be non-dimensionalized by multiplying the stretch α by the




The Markstein length is a physicochemical parameter relevant as a measure for the
stretch sensitivity of flames. Both the Karlovitz stretch factor Ka and the Markstein
number Ma can be used as parameters in combustion models.
A.2.2 Flame front instabilities
A laminar flame can grow unstable through several mechanisms [106, 206, 207]
which will be discussed very briefly in this section. For a more extensive
explanation of these mechanisms, the author refers to [27, 28].
The effects a disturbance can have on a flame front are the following:
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• The discontinuity of density across the flame front (ρu → ρb) causes
a hydrodynamic instability, known as the Darrieus-Landau instability.
Because of a locally decreased gas velocity, a wrinkle of the flame will cause
a further protrusion of this flame segment. So when only hydrodynamic
stretch is considered, the flame is unconditionally unstable.
• When a less-dense fluid (burned gases) is present beneath a more-dense
fluid (unburned gases), an instability arises from gravitational effects. This
buoyant instability is known as the Rayleigh-Taylor instability.
• Flame instability can be triggered through unequal diffusivities. A
perturbation of the balance between diffusivities will have important effects.
Three diffusivities are of importance: the thermal diffusivity of the unburned
mixture (DT ), the mass diffusivity of the deficient reactant (DM,lim) and the
mass diffusivity of the excess reactant (DM,exc). In a lean flame the deficient
reactant is the fuel, in a rich flame it is oxygen. The ratio of the thermal
diffusivity of the unburned mixture to the mass diffusivity of the deficient




If the Lewis number is greater than unity, the thermal diffusivity exceeds the
mass diffusivity of the limiting reactant. When this is the case, a wrinkled
flame front will see its parts that are ’bulging’ towards the unburned gases
lose heat more rapidly than diffusing reactants can compensate for. The parts
that recede in the burned gases, on the contrary, will increase in temperature
more rapidly than being depleted of reactants. As a result, the flame speed of
the ’crests’ will decrease and the flame speed of the ’troughs’ will increase,
which counteracts the wrinkling and promotes a smooth flame front. The
mixture is then thermo-diffusively stable. Similar reasoning shows that a
Lewis number smaller than unity indicates unstable behavior.
Another mechanism involving unequal diffusivities is the following: when
the limiting reactant diffuses more rapidly than the excess reactant (DM,lim >
DM,exc), it will reach a bulge of the flame front into the unburned gases more
quickly and cause a local shift in mixture ratio towards stoichiometry, which
will increase the local flame speed. Thus, a perturbation is amplified and
the resulting instability is termed preferential diffusion instability. This
mechanism is easily illustrated by the propensity of rich heavier-than-air
fuels (e.g. propane/air, iso-octane/air) and lean lighter-than-air fuels (e.g.
methane/air, hydrogen/air) to develop cellular flame fronts [207].
A positive Markstein length (see §A.2.1) indicates a diffusionally stable flame, as
flame stretch decreases the burning velocity. Any disturbances of the flame front
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will thus tend to be smoothed out. On the other hand, a negative Markstein length






B.1 Flat flame burner measurements
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Table B.1: Laminar burning velocities (cm/s) of gasoline-air flames at different initial
temperatures
ul Tu
φ 298 K 318 K 328 K 338 K 348 K 358 K
0.7 18.1 21.0 22.5 24.0 25.8 27.3
0.8 24.6 28.8 30.3 32.2 34.4 35.8
0.9 30.2 34.8 36.6 38.4 40.8 42.3
1.0 34.0 38.5 40.4 42.3 44.8 46.4
1.1 35.7 39.5 41.5 43.5 45.9 47.7
1.2 37.7 39.7 41.6 43.6 45.6
1.3 32.1 34.4 36.0 37.4 39.7
error Tu
φ 298 K 318 K 328 K 338 K 348 K 358 K
0.7 0.8 0.5 0.3 0.5 0.4 0.6
0.8 0.6 0.5 0.5 0.5 0.6 0.5
0.9 0.6 0.5 0.6 0.5 0.5 0.6
1.0 0.5 0.6 0.6 0.6 0.6 0.7
1.1 0.7 0.6 0.6 0.6 0.7 0.7
1.2 0.8 0.9 0.9 0.8 0.9
1.3 1.0 1.1 1.4 1.0 1.1
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Table B.2: Laminar burning velocities (cm/s) of iso-octane-air flames at different initial
temperatures
ul Tu
φ 298 K 318 K 328 K 338 K 358 K
0.7 16.2 18.6 19.9 21.2 23.6
0.8 23.5 26.4 27.9 29.4 32.4
0.9 29.2 32.6 34.2 36.0 39.7
1.0 32.8 36.4 38.3 40.1 44.3
1.1 33.9 37.6 39.6 41.4 45.7
1.2 32.3 35.9 37.8 39.7 44
1.3 27.3 30.4 32.7 33.9 39
error Tu
φ 298 K 318 K 328 K 338 K 358 K
0.7 0.7 0.4 0.5 0.4 0.4
0.8 0.7 0.6 0.6 0.6 0.5
0.9 0.7 0.5 0.6 0.6 0.7
1.0 0.6 0.6 0.7 0.7 0.8
1.1 0.6 0.6 0.8 0.7 0.7
1.2 0.9 0.9 0.9 1.0 0.9
1.3 1.2 1.1 1.2 1.2 1.3
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Table B.3: Laminar burning velocities (cm/s) of n-heptane-air flames at different initial
temperatures
ul Tu
φ 298 K 318 K 328 K 338 K 358 K
0.7 19.8 22.5 24.0 25.7 28.1
0.8 27.4 30.9 32.7 34.5 38.2
0.9 33.5 37.2 39.1 41.2 45.4
1.0 37.4 41.3 43.3 45.6 50.1
1.1 38.7 42.7 45.0 47.2 51.7
1.2 37.2 41.2 43.4 45.5 49.9
1.3 32.1 35.9 37.4 39.5 43.9
error Tu
φ 298 K 318 K 328 K 338 K 358 K
0.7 0.6 0.6 0.5 0.4 0.4
0.8 0.8 0.6 0.6 0.6 0.6
0.9 0.6 0.6 0.6 0.6 0.6
1.0 0.6 0.6 0.6 0.7 0.7
1.1 0.7 0.7 0.8 0.8 0.8
1.2 0.9 0.9 0.9 0.9 0.9
1.3 1.1 1.1 1.0 1.1 1.1
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Table B.4: Laminar burning velocities (cm/s) of toluene-air flames at different initial
temperatures
ul Tu
φ 298 K 318 K 328 K 338 K 358 K
0.7 19.0 21.6 22.8 24.3 27.7
0.8 25.9 29.0 30.5 32.3 36
0.9 31.1 34.7 36.3 38.0 42.2
1.0 34.1 37.8 39.5 41.5 45.7
1.1 34.8 38.5 40.2 42.3 46.6
1.2 33.0 36.5 38.4 40.3 44.5
1.3 28.1 31.6 33.2 35.2 38.9
error Tu
φ 298 K 318 K 328 K 338 K 358 K
0.7 0.7 0.5 0.5 0.4 0.5
0.8 0.7 0.5 0.5 0.6 0.5
0.9 0.6 0.7 0.7 0.6 0.7
1.0 0.6 0.6 0.6 0.7 0.7
1.1 0.6 0.7 0.7 0.8 0.8
1.2 0.9 0.9 1.0 0.9 1.0
1.3 1.1 1.2 1.2 1.2 1.2
240 APPENDIX B
Table B.5: Laminar burning velocities (cm/s) of methanol-air flames at different initial
temperatures
ul Tu
φ 298 K 318 K 328 K 338 K 358 K
0.7 18.2 20.8 22.3 23.9 28.1
0.8 27.3 30.9 32.5 34.5 39.2
0.9 35.1 39.0 41.0 43.1 47.6
1.0 41.1 45.3 47.6 50.1 54.8
1.1 44.0 48.4 50.9 53.4 58.6
1.2 44.7 49.2 51.6 54.3 59.4
1.3 42.6 47.0 49.3 52.0 57.2
1.4 37.6 41.7 44.4 46.5 51.5
1.5 31.3 35.2 37.1 39.5 43.9
error Tu
φ 298 K 318 K 328 K 338 K 358 K
0.7 0.8 0.6 0.6 0.5 0.5
0.8 0.7 0.6 0.6 0.6 0.7
0.9 0.7 0.6 0.6 0.7 0.7
1.0 0.7 0.5 0.7 0.8 0.8
1.1 0.6 0.7 0.7 0.7 0.8
1.2 0.8 0.8 0.7 0.8 0.8
1.3 0.9 0.8 0.8 0.9 1.0
1.4 0.9 0.8 1.0 0.9 1.0
1.5 1.0 1.0 0.9 1.1 1.0
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Table B.6: Laminar burning velocities (cm/s) of ethanol-air flames at different initial
temperatures
ul Tu
φ 298 K 318 K 328 K 338 K 358 K
0.7 20.2 23.2 24.8 26.5 30.2
0.8 28.5 32.1 34.0 36.0 40.6
0.9 35.1 39.1 41.2 43.4 48.1
1.0 39.6 43.8 46.0 48.3 53.3
1.1 41.7 46.0 48.3 50.7 55.7
1.2 40.8 45.0 47.2 49.7 54.4
1.3 40.3 42.3 44.8 49.0
1.4 32.3 34.1 36.1 40.3
error Tu
φ 298 K 318 K 328 K 338 K 358 K
0.7 0.7 0.6 0.4 0.5 0.5
0.8 0.7 0.5 0.5 0.5 0.6
0.9 0.6 0.5 0.6 0.6 0.6
1.0 0.6 0.6 0.6 0.6 0.7
1.1 0.6 0.6 0.7 0.7 0.8
1.2 0.7 0.7 0.7 0.8 0.8
1.3 0.8 0.8 0.9 0.9
1.4 0.9 0.8 0.9 1.1
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Table B.7: Laminar burning velocities (cm/s) of a toluene reference fuel at different initial
temperatures
ul Tu
φ 298 K 318 K 328 K 338 K 358 K
0.7 18.6 21.2 22.6 24.1 27.7
0.8 25.8 29 30.7 32.5 36.2
0.9 31.4 35 36.7 38.7 42.9
1 34.8 38.6 40.4 42.5 46.7
1.1 35.8 39.6 41.5 43.5 47.9
1.2 33.8 37.8 39.6 41.6 46
1.3 29.4 32.8 34.3 36.4 40.6
error Tu
φ 298 K 318 K 328 K 338 K 358 K
0.7 0.8 0.5 0.5 0.5 0.6
0.8 0.7 0.5 0.6 0.6 0.6
0.9 0.6 0.6 0.5 0.6 0.7
1.0 0.6 0.6 0.6 0.7 0.7
1.1 0.6 0.7 0.7 0.8 0.8
1.2 0.8 0.9 1.0 1.0 1.0
1.3 1.5 1.3 1.3 1.3 1.3
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Table B.8: Laminar burning velocities (cm/s) of a blend of 25% v/v ethanol and 75% v/v
iso-octane at different initial temperatures
ul Tu


















Table B.9: Laminar burning velocities (cm/s) of a blend of 50% v/v ethanol and 50% v/v
iso-octane at different initial temperatures
ul Tu
φ 298 K 318 K 328 K 338 K 358 K
0.7 17.8 20.5 21.8 23.4 27.2
0.8 25.7 28.6 30.1 31.9 35.6
0.9 31.7 34.8 36.7 38.6 43.0
1.0 35.4 38.7 40.7 42.8 47.4
1.1 36.6 40.2 42.2 44.3 48.8
1.2 34.9 38.7 40.5 42.7 47.0
1.3 29.8 33.7 35.3 37.1 41.1
error Tu
φ 298 K 318 K 328 K 338 K 358 K
0.7 0.8 0.6 0.5 0.4 0.6
0.8 0.6 0.6 0.6 0.5 0.6
0.9 0.6 0.6 0.6 0.6 0.6
1.0 0.6 0.5 0.6 0.6 0.7
1.1 0.7 0.7 0.7 0.7 0.7
1.2 0.8 0.8 0.8 0.8 0.9
1.3 1.1 1.1 1.1 1.0 1.0
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Table B.10: Laminar burning velocities (cm/s) of a blend of 75% v/v ethanol and 25% v/v
iso-octane at different initial temperatures
ul Tu
φ 298 K 318 K 328 K 338 K 358 K
0.7 18.9 21.7 23.1 24.8 28.7
0.8 26.7 30.1 31.8 33.7 38.1
0.9 33.0 36.7 38.6 40.8 45.0
1.0 37.0 41.1 43.0 45.1 49.8
1.1 38.8 42.8 44.9 47.1 51.8
1.2 37.6 41.7 43.6 45.8 50.4
1.3 36.8 38.7 40.8 45.0
error Tu
φ 298 K 318 K 328 K 338 K 358 K
0.7 0.8 0.5 0.6 0.5 0.5
0.8 0.7 0.6 0.5 0.6 0.7
0.9 0.6 0.6 0.6 0.7 0.7
1.0 0.6 0.6 0.6 0.6 0.8
1.1 0.7 0.7 0.7 0.8 0.8
1.2 0.8 0.8 0.8 0.8 0.9
1.3 1.0 1.1 1.1 1.0
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Table B.11: Laminar burning velocities (cm/s) of a blend of 75% v/v methanol and 25%
v/v iso-octane at different initial temperatures
ul Tu
φ 298 K 318 K 328 K 338 K 358 K
0.7 17.4 20.1 21.6 23.2 26.8
0.8 25.9 29.3 31.1 33.0 37.0
0.9 32.9 36.7 38.6 40.6 45.0
1.0 37.7 41.7 43.8 46.0 50.6
1.1 40.1 44.3 46.5 48.8 53.6
1.2 39.9 44.0 46.2 48.4 53.3
1.3 36.6 40.6 42.7 44.9 49.5
error Tu
φ 298 K 318 K 328 K 338 K 358 K
0.7 0.9 0.6 0.5 0.6 0.5
0.8 0.8 0.6 0.6 0.6 0.6
0.9 0.7 0.6 0.6 0.6 0.7
1.0 0.7 0.6 0.6 0.7 0.7
1.1 0.6 0.7 0.7 0.7 0.8
1.2 0.7 0.7 0.7 0.7 0.8
1.3 0.8 0.8 0.8 0.8 0.9
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Table B.12: Laminar burning velocities (cm/s) of a blend of 25% v/v methanol, 25% v/v
ethanol, 25% v/v iso-octane and 25% v/v n-heptane at different initial temperatures
ul Tu
φ 298 K 318 K 328 K 338 K 358 K
0.7 18.6 21.3 22.8 24.5 28.0
0.8 26.7 30.0 31.7 33.6 37.7
0.9 33.1 36.7 38.7 40.7 45.0
1.0 37.2 41.1 43.2 45.4 49.9
1.1 39.0 43.0 45.1 47.3 51.9
1.2 37.8 41.8 43.9 46.1 50.7
1.3 33.2 37.1 39.0 41.2 45.6
error Tu
φ 298 K 318 K 328 K 338 K 358 K
0.7 1.0 0.6 0.6 0.5 0.5
0.8 0.8 0.7 0.6 0.5 0.6
0.9 0.8 0.6 0.6 0.6 0.7
1.0 0.6 0.6 0.6 0.6 0.7
1.1 0.6 0.6 0.7 0.7 0.7
1.2 0.8 0.8 0.8 0.8 0.9
1.3 1.0 1.1 1.0 1.0 1.0
248 APPENDIX B
B.2 Detailed composition of the gasoline
Table B.13: Detailed composition of the gasoline used for the laminar burning velocity
measurements
Compound name wt% type
1.1.3-trimethyl-cyclopentane 0.124 naphthenes
1.2.3-trimethyl cyclohexane 0.037 naphthenes
1.2.4 trimethylbenzene 0.913 monoaromatics
1.2.4 trimethylcyclopentane 0.199 naphthenes
1.2-dimethyl cyclopentane. (E)- 0.521 naphthenes
1.2-dimethyl cyclopentane. (Z)- 0.376 naphthenes
1.3.5-trimethylbenzene 1.385 monoaromatics
1.3-dimethyl-cyclopentane. (E)- 0.388 naphthenes
1-butene 0.059 olefines
1-ethyl-2-methyl benzene 1.309 monoaromatics
1-ethyl-3-methyl benzene 4.932 monoaromatics
1-ethyl-3-methyl-benzene 4.657 monoaromatics
1-hexene 0.092 olefines
1-methyl indane 0.069 naphthenoaromatics
1-pentene 0.3 olefines
2.2.3-trimethyl-butane 0.045 isoparaffines
2.2-dimethyl butane 0.082 isoparaffines
2.3.3-trimethyl-pentane 2.962 isoparaffines
2.3.4-trimethyl-pentane 3.332 isoparaffines










2-methyl butane 8.374 isoparaffines
2-methyl heptane 1.413 isoparaffines
LAMINAR BURNING VELOCITY MEASUREMENTS 249
2-methyl hexane 2.279 isoparaffines





2-pentene. (E)- 0.839 olefines




3-methyl heptane 1.355 isoparaffines
3-methyl hexane 1.365 isoparaffines




benzene. 1-ethyl-4-methyl- 0.213 monoaromatics
Butane 2.077 paraffines
C10 aromatics 2.684 monoaromatics
C11 aromatics 0.297 monoaromatics
C7H16 5.716 isoparaffines
C8H14 cyclo 0.079 naphthenes
cyclohexane 1.474 naphthenes
cyclohexane. ethyl- 0.089 naphthenes
cyclopentane 0.84 naphthenes








i-C2 cyclohexane 0.775 naphthenes
i-C3 cyclohexane 0.362 naphthenes
i-C3 cyclopentane 0.17 naphthenes




isoparaffin C10 0.371 isoparaffines
isoparaffin C11 1.339 isoparaffines
isoparaffin C12 0.307 isoparaffines
isoparaffin C8 1.066 isoparaffines
isoparaffin C9 0.931 isoparaffines









propyl benzene 1.104 monoaromatics
tetraline 0.057 naphthenoaromatics
tetramethyl cyclopentane 0.023 naphthenes
toluene 12.503 monoaromatics
trans-1-ethyl-2-methyl cyclohexane 0.01 naphthenes
undecane 0.053 paraffines




This section describes the knock detection method of Worret et al. reported in
[198]. The method is based on the high pass filtered heat release. The heat release




γ −1 · p · dVdα + 1γ −1 ·V · dpdα (C.1)
Where dQh/dα is the heat release rate, γ is the ratio of specific heats, p and V
are the cylinder pressure and volume respectively. This signal is high-pass filtered
with a cut-off frequency of 3 kHz.
A threshold value for the filtered heat release rate is defined by using TVf actor =
0.65 in Equation C.2.
TV =max(dQh, f iltered) ·TVf actor (C.2)
The high-pass filtered heat release signal is scanned for the first value exceeding
the threshold (TVE) in the reverse direction of the time axis. In addition a potential
point of knock onset is determined by detecting the first sign change before TVE.
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If the point is within the given time window, knock intensity (KI) is calculated





α=αKO (dQh, f iltered(α))2 ·dα (C.3)
If KImeasured is higher than a fixed threshold knock intensity (TVKI = 15·10−4 [J2]),
TVf actor is halved. Reducing the TV target for knocking cycles allows a further
search for TVE in the reverse direction of the time axis. A TVf actor of 0.65 is
normally not sufficient to detect the real knock onset for severe knocking cycles.
However, the TVf actor can be halved only once.
Furthermore, a comparison between a measured and calculated knock intensity
ratio (KIR) is carried out. KIRmeasured can be determined by means of:
KIRmeasured =KIaKOmeasured/KIbKOmeasured (C.4)
where KIaKOmeasured corresponds to the knock intensity KImeasured and
KIbKOmeasured is calculated according to KIaKOmeasured , but starting at 7 °ca
before knock onset.
A rated knock intensity ratio can be calculated according to:
KIRcalculated = 3+(15.5·e−0.6 ·KImeasured) (C.5)
If KIRmeasured is greater than KIRcalculated , knock can be detected reliably. If the
value is lower, the signal is in the range of the noise level.
C.2 Error Analysis
This appendix summarizes the error analysis carried out to judge the quality of
the measurement results. The analysis is conducted according to the methods
described by Taylor [208] and determines the experimental uncertainty of
calculated variables based on known errors of variables that are directly measured.
The following general equation is used to calculate the propagation of the errors









The partial derivatives in the equation express the sensitivity of the absolute error
of q to that of a certain influential variable (x1, x2, ... xn).
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