Earthquake static stress transfer in the 2013 Valencia Gulf (Spain) seismic sequence L. Salo et al. Authors' responses to RC1 (AR) = Authors Response (AC) = Authors changes being made in the manuscript
General comments
"In its current form the draft reads not very well and its major points are not clear and convincing enough. It needs a major revision to be worth publication. First of all, I think that this manuscript could significatively benefit from an overall restyling. I recommend a general and thourough improvement of the English (see Technical issues) and a more organized, concise and focused presentation of the method and results. The authors should be clerer in presenting and justifying their initial assumptions and stress out their goals (which is the final message and why is it significant in this context?). In this study the authors should bring into focus with more enphasis the specific analysis and result interpretation, which represents the innovative part of the study. Their results should be significative and presented in a convincing way. The methodology and the numerical code used for the static stress estimatimation are indeed already quite well known in the literature and do not represent novel tools." (AR) First of all, we acknowledge that the chosen nomenclature for faults might not be the most appropriate. In the manuscript both "mapped" and "receiver" faults refer to the same faults (Main, East 2 and 4, and Montsia family), as opposed to the "source" faults (derived from Focal Mechanisms, FM, solutions). Here, we will only use the terms "previously mapped" (known geologic faults in the area, which do not slip in our modeling), and FM-derived or just FM (which do slip) faults to refer to them. The manuscript's main goal is to assess the role of an earthquake triggering mechanism known as static stress transfer, during the seismic sequence of interest. Specifically, we try to answer the questions "was static stress transfer significant?" and "could it be responsible for the experienced events on its own?" (goal 1). In addition, and as a result of the computed stress changes, we evaluate 2) which of the previously mapped faults is/are more likely to have slipped based on the computed stress changes, and 3) if the experienced events would have shortened the occurrence of future earthquakes in the Main Fault.
To perform such an analysis it is necessary to know the orientation of the fault planes that hosted the earthquakes. FM's were computed for the 8 strongest events and thus are a usable source of information. Hence, our first assumption is that the 8 strongest events occurred on planes derived from the FM information (strike, dip, rake and location according to the solution). Computed FM depths for those events (beneath the reservoir) agree with the latest study focusing on earthquake location in the series (Gaite et al., 2016) , but not with the previously mapped faults in the area, which are shallower. Thus, the previously mapped faults are used here as faults that receive stress only. The second assumption refers to the chosen slip plane, out of the 2 given by the FM solution. We chose all nodal planes to maximize ∆CS during the sequence (each time checking, for the selected slipping plane of event A, which of the two nodal planes of event B had, as a result, greater (positive) ∆CS and choosing that one). We model each of the source faults in COULOMB according to the previous reasoning. This procedure intrinsically presupposes that earthquake static stress transfer could indeed be responsible for the sequence, as we model the source planes based on its influence.(The remaining underlying assumptions of the analysis will be introduced accurately in the revised section of what is now #2).
However, owing to the fact that location has uncertainty, we cannot neglect the fact that (some of) the events could have responded to slip in the one or more of the here named previously mapped faults, should an error in locations and FM solutions exist; because of that, we provide assessment on which of the previously mapped faults would have been more likely to slip, based on obtained ∆CS.
As very well pointed out in this first comment, it is true that the method (analysis of Coulomb stress using Coulomb Failure Function) has long been established already and thus the important and new parts of the manuscript are the obtained results and specially its interpretation. Because of that, sections 4 (results) and 5 (discussion) were clearly separated in our first draft. The goal of section 4 is to describe the findings accurately so that they are well understood by the readers (because of that its subsections exist), and in section 5 we proceed to interpret the relevance of the results and argue our standpoint based on available references. Subsections were chosen to address goals 1-3 appropriately (the influence of static stress transfer, the hosting faults, and the shortening of the seismic cycle).
We developed subsections 2.1 and 2.2 to be synthetic (general method and formulae, very well known and documented already, e.g. King et al., 1994 , for 2.1), whereas 2.3 and 2.4 contribute to increase the length of section 2 because they are particular of our study and we believed them necessary to justify our approach (2.4).
(AC) See next.
"The authors are studying the role of static stress redistribution due to earthquake mutual interactions during a seismic sequence that is probably induced by the injection of cushion gas for gas storage. In their analysis they are ignoring any influence that could come (and would probably be significant) from the triggering effect of pressure changes caused by the injection. This is a limiting but possible assumption if the focus of the study is on the role of earthquake interactions only (e.g. Baisch et al. 2009; Schoenball et al. 2012; Catalli et al. 2013 ). However, the authors have to stress out more clearly their specific goal and strong assumption from the beginning and touch the general issue of induced seismicity to give an overview on all the possible triggering mechanisms involved in such a case. The feeling after reading the text is that they comment their assumption of ignoring any other triggering effect during the final sections Discussions and Conclusions and it sounds like the study is incomplete due to shortage of data more than having a different initial aim."
In our analysis, the only way to introduce the effect of fluid pressure is by varying the effective friction coefficient (µ') in the Coulomb Failure Function (CFF), something that was done according to table C1. It can be understood from the Mohr-Coulomb failure criterion as the influence of a fluid within the fault (failure surface) with regard to the maximum shear stress that can be endured (slip threshold is lower with greater fluid pressure). However, as very well pointed out, this accounts for a static undrained condition, and not for fluid flow. We are indeed ignoring the influence of gas injections because 1) our goal is to assess the influence of a specific earthquake triggering mechanism other that pore pressure increase and 2) available information regarding gas injections is almost inexistent. According to your comment, we believe this is a limiting but possible approach.
We aimed to note our assumption (study of static stress redistribution on its own) in the introduction (#1) and provide a short comment on the induced seismicity topic in general in the shortcomings section (#5.4). We nevertheless did not develop it further in order to avoid introducing uncertainty and convolution to the study, which intends to focus on earthquake static stress transfer only. We agree that further discussion on the topic of the involved mechanisms should especially concern pore pressure generation.
Our goal is to transmit our findings regarding the specified triggering mechanism (case of study). Shortage of data is only noted as a fact.
(AC) The manuscript is being restyled accordingly, specifically #1 Introduction (regarding the objectives and assumptions made), #2 Method (reorganized to be clearer and further developed), # 4 Results and #5 Discussion (Focusing our text in the particular goals of the analysis, and introducing a general discussion on the topic of induced seismicity and triggers present in the series), and #6 Conclusions (presenting our most significant results in a concise and convincing way). Each sentence will be revised to assure its comprehension in English (according to Technical Issues). A Figure with a vertical profile of all modelled faults will be introduced so that the reader can rapidly distinguish the sources (FM) and previously mapped faults.
Specific comments
"I think that in this study there is an important confusing point: the calculation of ∆CFS made both on the source fault planes (section 4.1) and on the mapped fault planes (section 4.2). Is this distinction worthy and why? I would avoid to saysource faults when they are used thereafter also as receivers. Additionally, it is not clear which are the source planes used for estimating ∆CFS on the mapped faults; are also the mapped faults contributing to the cumulative ∆CFS as sources? The authors should be clearer in explaining which are the sources/receivers for each different case they present and list all relative information, as for example in Table  B1 . It is very difficult to interpret Figure 11 with current information; in particular, one does not easily know the time evolution of ruptures relative to the faults or fault's patches. Did for example the East 4 fault slipped at the beginning or in the middle of the sequence, or maybe at the end? Which are the sources contributing to the cumulative CFS estimated on top of the East 4 fault? How does ∆CFS on this specific fault evolve with time? This would help undertsanding its negative ∆CFS." (AR) We believe the distinction between the FM-derived and the previously mapped faults to be of primary importance, and thus appreciate your comment on this issue. To understand the results and its interpretation, it is essential that we (the authors) manage to transmit the differences between them and our reasoning for doing it.
First, the source faults are based on FM information only. Their dimensions and geometry correspond to magnitude and FM solution of each of the 8 modeled events. They are deeper (mostly between 5 and 8 km beneath the seabed, according to the FM solution for each event) than the previously mapped faults, which only reach 3 km at most. The FM-derived faults have slip ≠ 0, because they correspond each one to one seismic event. Thus, they transmit a stress change to the neighboring regions, and during the sequence (before and after slipping) they are structures that can also receive stress changes from all FM faults. On the other hand, the previously mapped faults do NOT slip in our modelling. So, in our model, the Main, East 2 and 4, and Montsia family faults do not slip, and only receive stress due to slip in the FM-derived faults.
After the fault model in COULOMB with all FM-derived and previously mapped faults is built, the followed procedure consists in introducing the appropriate slip in FM 1 (to generate the first of the studied events), while all the others have slip 0. Afterwards, slip value in FM 2 is changed from 0 to its corresponding value, and thus we analyze the results after the second event (now both FM 1 and 2 with slip ≠ 0), and so on until all 8 FM have slipped. Slip in the previously mapped faults is always 0 and they do not contribute to ∆CS. We get the static stress changes after each of the 8 stages (the first corresponding just to the initial studied event, the last one cumulated after the 8 felt events), and thus can analyze its evolution and final state and generate figures 7 to 11, the latter being the cumulative result at the end.
Due to the fact that we aim to assess the importance of static stress transfer as an earthquake triggering mechanism, it is very important to study its evolution during the sequence on the FM faults (which are the sources in our modelling). At the same time, it is important to note the evolution of Coulomb stress values on the previously mapped faults so as to observe any relevant increase or decrease, but more important on these faults is their final stress state: we want a) to know if there is any evidence that could support slip on one of these faults during the sequence, and b) to quantify the shortening of the seismic cycle on the Main Fault. Regarding point a), we are looking for generalized negative values along all fault patches. Because none of the previously mapped faults is allowed to slip in our modeling, a generalized negative value on one of them (as in East 4) results from a close FM-derived fault with similar geometry and location. Taking into account that source faults are placed at the exact location of the FM solution and that they have location uncertainty, our reasoning is that such a result provides evidence as to why one of the previously mapped faults (East 4) could indeed have been the one that slipped, thus being the cause of the last event (FM 8). Due to the different uses of analyzing stress variation on the FM-derived and on the previously mapped faults, we advocate for their distinction throughout the analysis (as in sect. 4.1 and 4.2).
(AC)The method section should be able to answer your questions (in the draft, sections 2.3.2 and 2.3.3 had this goal), and thus we agree we should rewrite it.
"Another crucial problem regards the interpretation of results in terms of ∆CFS: the authors conclude that the fault named East 4, which shows a negative cumulative ∆CFS at the end of the sequence (Figure 11 ), is therefore most likely to have slipped. However, another possible interpretation could be that the influence in terms of cumulative ∆CFS of all the previous events on the fault East 4 is negative, i.e. the fault is not favored to slip by the cumulative stress redistribution. The stress drop on the fault might indeed have been caused also by its own slipping phase, but for a better understanding of this point one needs to know the fault's stress state before and after the time of its slipping in relation with the other events in the sequence (time evolution). In other words, ∆CFS on the East 4 fault is negative before or after its own rupture? This is also not clear from Figure 10 . All these aspects should be clarified for a proper interpretation of results. Moreover, the fault is only partially visible in Figure 11 ." (AR) We cannot formally exclude the fact that if a hidden structure exists at exact location where the FM fault was placed, then the East 4 fault could be farther from rupturing; but, given the proximity and similar characteristics, we believe our argument to be sound and the most likely given the geological investigations around the Castor UGS. Based on the modeled FM faults, the plane corresponding to the last event of the studied sequence is very similar, and closer in depth, to the East 4 fault (see figure 7, subplot 7, and table B.1). It is mainly because of the occurrence of this event that the resolved stress change onto the East 4 fault at the end of the sequence is negative in nature; thus, we argue that this event could indeed have taken place as a result of slip in the East 4 fault (each patch of the East 4 fault is large enough to produce a rupture of magnitude Mw 3.6).
(AC) Figure 10 will be modified so that the evolution on the East 4 fault is better appreciated, and Figure 11 will be plotted so that all patches on fault East 4 are easily seen. Section #5.2 in the discussion will be rewritten to clearly answer why we believe the East 4 fault could be the one that slipped.
"Referring to Figure 12 , how are the best estimations of the parameters caculated/assumed? Why do the authors limit the analysis to just four parameters (strike, dip, rake and apparent friction)? Why do the authors perform this analysis referring to the mapped fault and not also the the so called source faults? The table that  describe free parameter variations (now Table C1 , which describes all parameters involved in the methodology) should be a dedicated table for the sensitivity analysis. Why do the authors vary the strike of the sources and not of the receivers? I think both have to be randomly perturbed within 20 degrees for understanding the sensitivity to the strike angle (the same for dip and rake). They might reproduce this way a large number of realizations for a more probabilistic based sensitivity analysis. The same concept would apply also for the nodal plane, depth and friction coefficient." (AR) Regarding the previously mapped faults, we model the strike and dip (best estimation) from the references cited in 2.3.3, and needed rake for ∆CS modelling is inferred from FM solutions as we assume those events to result from faults slipping according to the regional stress. To estimate the rake, we calculate the mean value for each of the two nodal plane families (two main strike directions, see Fig. 13b ) and assign the resulting mean rake to each of the previously mapped faults according to their strike (best estimation). Regarding µ', the recommended value (best estimation) for strike-slip or unknown faults is 0.4 (Stein et al., 1992; Toda et al., 2011) .
We include strike, dip, rake and effective friction (plus depth for the Main Fault) in the sensitivity analysis, as they are ones subject to greater uncertainty in our study. We consider both the Young's modulus and Poison ratio to be well constrained, and the regional stress value does not influence the performed calculations (except for Fig. 13a ), which focus on the stress changes between faults with previously defined characteristics (King et al., 1994) . Background stress information is however included in table C.1 because it appears in the discussion (section 5 and Fig. 13a ).
The sensitivity analysis was performed as well for the so called source faults (FM), but calculated variations were equal or smaller than the ones reported when the parameters on the previously mapped faults were varied. Moreover, due to the fact that the previously mapped faults have to be somehow simplified to include them in COULOMB (it was done according to explanations in 2.3.3) we believe the study of variations on their parameters to be more necessary than on the source faults.
Our goal with the sensitivity analysis is to address uncertainty by providing quantitative evidence on how results change when the main parameters are varied within likely ranges (magnitude of the variation), and on which parameter the analysis is most sensitive to. We varied the rake ± 20º instead of ± 10º because we believe its value to be less well constrained. We consider a variation of ± 20º for the strike and dip to be too large (e.g. a fault that is reported to dip 50º would vary from 30º, which is a gentle dip, to 70º, not far from being sub-vertical). We agree that a complete probabilistic analysis would be interesting but we regard it to be out of scope in this study.
"Can the authors explain why the fact that the mean value in the East 4 fault is near -0.1 bar,supports the idea of this structure to have slipped (section 4.3.1 lines 22-24)?" (AR) Because none of the previously mapped faults is allowed to slip in our modeling, a generalized negative value (most patches) on one of them (as in East 4) has been observed to result from a close source fault with similar geometry. Taking into account that source faults are placed at the exact location of the FM solution and that they have location uncertainty, our reasoning is that such a result provides evidence as to why the nearest previously mapped fault (here East 4) could have been the one that slipped.
"The final message about static stress transfer as triggering mechanism is not enough convincing (section 5.1): what is the take home message? The fact that the static stress acted only as a partial triggering factor is not a strong finding itself. The conclusions are dispersive." (AR)Based on our findings, we believe that static stress transfer would have promoted the occurrence of the studied events. This is supported by positive ∆CS found on source fault planes, which are roughly of 0.1 bar in magnitude for the last 3 events (earlier studies have shown that values of this magnitude can promote seismicity). Thus, static stress transfer could be responsible, alone, for the occurrence of the last 3 events, but resolved values on the planes corresponding to the previous events are too small, according to cited references. Because of this, further comments are needed.
First, we investigated the orientation of the Optimally Oriented Fault Planes, and found that they are very similar in orientation to the ones obtained from FM solutions. This advocates for the studied events to have occurred according to background stress, and thus it seems logical that faults that moved were in fact about to move before the sequence and the injections (critically stressed). It supports the fact of a small perturbation already triggering the events. And secondly, because the pore pressure generation due to fluid flow did most likely influence the sequence (although our modeling cannot account for it), we think that static stress transfer acted as a triggering mechanism together with pore pressure increase. This reasoning is what the manuscript tries to transmit in section 5.1, and the reason why we refer to ∆CS only as a "partial trigger", although it reaches values near the assumed threshold of positive 0.1 bar for certain events.
(AC) As stated before, we will be more resolute and concise in our comments in the discussion (#5.1) and conclusions.
"The three first lines of Conclusions are confusing: for the East 4 fault a negative ∆CFS meant possible slip (see before), while here a positive ∆CFS resolved onto 7 of the 8 FM means possible destabilization. It looks like the authors are changing their point of view of the same process. They should be clearer and more consequential."
Bearing in mind that ∆CS = 0 before the first studied earthquake, here that of September 24 th , we observe a positive ∆CS on 6 of the 7 remaining events (from second to last). For example, after the fifth earthquake, the plane that moves in the sixth event is positively loaded (see figure 7, subplot 5), and thus is destabilized by the previous five events. Then, after it slips, it has negative ∆CS, which means it is far from slipping again (see subplot 6 in figure 7). Regarding the East 4 fault, it has negative values at the end of the sequence (far from slipping again) mainly due to the fact that the FM fault of the last studied event was close and with similar geometry; that is the reason why we believe it could have hosted at least one of the events, presumably the last one. We therefore think that our line of reasoning is the same throughout the whole analysis (positive stress changes = promote slip; negative stress changes = prevent slip).
Technical issues
Some examples of intricate, hard to understand sentences: p.2, lines 16-16; 22-23; 27-29 (here the authors seem to justify the fact that they use FM solutions as sources of Coulomb stress change. Why do they need it? This is a very common assumption in the literature); p.3, lines 18-19 (explain which error is minimized and how). P.4, lines 4-5: reduction of what? try to be clearer; lines 11-13: explain better this concept of conservative or non-conservative assumption and which of the two you are following. P. 5, lines 3-4.
We highlighted the fact that FM solutions are used as sources of ∆CS because we work with the hypothesis that the faults that hosted (part of) the earthquakes could be unknown up to date. And to introduce that the known faults around the reservoir only receive ∆CS.
We cannot provide any other reply to the fact that our English and writing style are not clear enough, other than that we will work our best to improve them.
(AC)We will explain which errors is minimized and how in p.3 lines 18-19. Rewriting lines 4-5 and 11-13 in p.3 and 3-4 in p.5.
"Section 2 is probably too long and confused. I would suggest to respect the order resources/available datamethodology description -Coulomb model assumptions. I suggest to create a section on the methodology (Coulomb and seismic cycle) and one on the model assumptions (sources and receivers). The section about uncertainties should be independent and self-consistent. I think that the factors of uncertainty are several and regard both the methodologies involved in this study (the Coulomb stress estimation and the impact on the recurrence time). The authors should list them clearly and explain why do they analyse only some of them and how." (AR) In this section we tried to limit its length as much as possible without compromising the understanding of the methodology and underlying assumptions. We thought it could be adequate to organize it starting with the equations (∆CS and shortening of the seismic cycle), and follow with the modeling of faults and uncertainty in the assumptions and performed analysis. However, we agree with your suggestion to improve its comprehension and make the manuscript more up to the point.
(AC)We are reorganizing it as advised. "Section 2.1: the authors allude to various criteria to determine failure conditions and then theydo not mention any of them. In general, if one refers to an issue, then one should at least spend a few words on that or omit it at all. Equation 1: why do the authors use the primes for c and σ? The simpler notation, the better. Later in equation 3 the prime disappears for ∆σ and appears (correctly) for µ (but this causes confusion for the reader). CFF is defined but CS (line 7) is not. More generally on this section, it looks like that the authors are jumping from a formula to another for describing the concept of Coulomb failure criterion but they forget to give to the reader some simple elements for understanding a quite intuitive concept. If they want to start from the Mohr-Coulomb theory, they could then show a figure with a general description of the MohrCoulomb diagram. This would also be a good expedient for describing the possible effect (even though neglected in this study) of a pressure increase." (AR) In equation 1, to introduce the Mohr-Coulomb failure criterion, we chose the typical notation used in soil and rock mechanics, selecting ' to indicate effective stresses instead of total stresses. We believe it to be appropriate given the fact that it is the effective stress that governs the behavior of geologic layers in the crust. We agree that it may be better to write it without primes, introducing the fluid pressure u as follows (regarding Eq. 1):
= + −
In the previous equation, the term − equals the σ' appearing in the manuscript version. It is true that our modeling can exclusively account for the effect of an undrained stress increase in the pressure, ultimately by introducing the effective friction coefficient (µ'). Thus, we should make it clear that fluid flow is not considered and so, pressure change by injections is out of scope.
(AC)In section 2.1, we will provide examples of other criteria to determine failure conditions on rocks or omit them. In equation 1 we are introducing the simpler notation avoiding primes whenever possible. We are defining ∆CS in this section as well (it was first introduced in page 2, line 25). We will develop the transition to equation 3 more accurately to avoid any confusion.
"The authors should be more careful in explaining the precise conditions under which equation 4 is valid, i.e. the pressure effect is taken into account only under the undrained condition (no fluid flow is considered) and the solely contribution to the pressure is given by the compressional terms of the stress tensor. They should remind that the pressure change due to the injection is still completely neglected in equations 3 and 4 and in general in their study." (AC)We are proceeding as indicated.
"Why do the authors think that working with the software Coulomb 3.3 allows to deal with tridimensional complexity and not with other numerical models of the Coulomb stress redistribution? How do they justify their choice of calculating the stress change at 11 km depth (line 22, p.3)? From table B1 one can see that the 8 major events used as sources/receivers are all shallower than 5.9 km with an ecception of an event at 8.9 km. Additionally, Figure 5b does not help making a clear picture of the depths of the receiver faults. The depth of calculation of ∆CFS plays a significative role and should be discussed with greater attention." (AR)We did not intend to say that other numerical models are not suitable, but that COULOMB is appropriate. We justify our choice on the fact that the deepest source is located at 11 km, responding to the FM solutions in table B.1. We should probably have indicated it better. The used depth in our modeling corresponds to the FM solution depth (column 7 in table B.1), and not to the depth of the input location. We prefer the depth of the FM solution given the fact that it adjusts all waveform instead of the depth of the earthquake location (used as input), which is based on phase picking and is not very well constrained because of seismic network distribution in the area.
(AC) We are ensuring that the chosen depth for sources is noted clearly in the text and table caption. "Section 2.2: I would add some more explanations and comments referring to equations 5 and 6. Both equations imply the assumption of the concept of the characteristic earthquake. This is a strong assumption and it is worth some more discussion. Equation 5 implies that the average stress drop is released from a characterstic earthqake only, so that ∆σ/T r corresponds with the regional stressing rate; all other possible phenomena of stress release are ignored. Equation 6 on the other hand implies the existence of a characteristic length for the source of a characteristic earthquake. I think that the authors should briefly comment on these hypotheses (why do they think these hypotheses are realistic in their context? What are the limitations?)" (AR) Our main focus in this part is to quantify the shortening of the seismic cycle for the greatest earthquake a particular fault (the Main Fault) can host. Because of that, our goal is to quantify the relative importance of the computed ∆CS on that particular fault, regarding a particular earthquake (characteristic tremor). We ignore other possible phenomena of stress release (such as smaller earthquakes during the expected period of strain accumulation) based on our goal, which is putting the magnitude of the perturbation (∆CS) in the context of the characteristic earthquake stress release (as previously done in Baisch et al., 2009 to cite an example). Indeed, In Equation 6 the assumption of fault geometry has its importance (greater length for the same rupture area results in lower stress drop).
(AC) We are working on a better justification of the use of equations 5 and 6, commenting the underlying assumptions and limitations. (2005) and references therein much more focused on the problem" (AC) We are reviewing our given references and improving them whenever needed, specifically in this section 2.2 and generally throughout the whole text. We will try to avoid any ambiguity by using the appropriate citations. "Section 2.3.1: rather than giving information on details about the input/output data of the method FMNEAR used for FM estimations, I would focus on the approach itself and the reliability of the method. ∆CFS estimations are indeed very sensitive to the FM solutions used for sources and receivers and their relative hypocentral distance. Why do the authors decided to use FM solutions obtained via FMNEAR? Why did they not use solutions already published in the cited literature (Frontera et al. (2013); ING (2013) and Cesca et al. (2014) ? How sensitive are their results to the different solutions?" (AR) We decided to select a method based on waveform modeling (rather than wave polarity) to improve reliability, and one that is stable for moderate earthquakes. This method seemed to fit well with our requirements and its quick online service was a plus, specially bearing in mind that finding a high-confidence solution for events with magnitude less than 4 is usually demanding.
We decided to generate new solutions based on the fact that the ICGC (Catalan Geologic Survey) had published in its bulletin of 2013 (ICGC, 2015) the earthquake locations for those events. Those locations had been found with a velocity model that worked well with registered waveforms, especially those from the closest sensors. We thought that this information was new, valuable and probably contained better constrained locations (earthquake location is used in the FM computation). Moreover, FM solutions are similar with the previous ones (see table B.1).
FM solutions are sensitive to input earthquake location and computed ∆CS depends on the FM solution. We therefore selected the best FM solution for each event and did not include more than one FM solution for a particular event in the analysis.
(AC) We are providing more insight in how sensitive are our results to different FM solutions in the revised version.
"Section 2.3.2: in the first paragraph of this section the English and wording needs a substantial improvement. The method for selecting the nodal plane is unclear. However, I do not agree/do not understand the idea that the nodal plane is selected referring to the highest ∆CFS. The authors need to justify their assumption. An alternative idea could be to quantify the difference when using a different nodal plane solution for each event or by using random extrapolated nodal plane solutions for a more probabilistic approach. P.5 from line 32: are the authors explaining how do they estimate the slip of each event? Does it come from the magnitude? It is unclear." (AR) Based on the fact that we believe (hypothesis of the study) static stress transfer by neighboring earthquakes to be able to generate new events, we check ∆CS due to the previous event(s) on both nodal planes of event X, and select the one on which the ∆CS is greater (There is not any geologic information at the FM resolved depths, except for the last one, to discriminate between nodal planes; and, both nodal plane families are similarly oriented with regard to optimal orientations based on background stress). But, because of by doing that we needed to check each time both nodal planes, we could quantify the difference when using the other nodal plane (this is noted at the beginning of section 5.1, although only from a qualitative point of view).
Line 32 (P.5) and onwards: yes. We have the magnitude of each event, so we can know the seismic moment and therefore which is the value of slip needed to generate such a magnitude, given an area and shear modulus (working equation 10).
(AC) We will make sure that line 32 in p.5 and onwards is clear. "Section 2.3.3: what I would need to understand clearly here is on which receiver planes do the authors estimate ∆CFS and why. From this paragraph one thinks that the FM solutions are used as sources and the geological faults as receivers. However, already in the abstract the authors say that :"…the evolution of static stress is quantified both on fault planes derived from focal mechanism solutions…and on the previously mapped structures…". The issue is touched then again in section 4. I think that the authors need to be more concise and precise on this assumption from the beginning and explain the reason of their assumptions." (AR) This is, as indicated, an essential issue. ∆CS are estimated both on the FM-derived and on the previously mapped faults, along a sequence that is characterized by the slip of each nodal plane (each time for one of the 8 events). The previously mapped faults receive stress only, and FM-derived faults both transmit and receive stress. We estimate ∆CS on ALL FM and previously mapped fault planes. Each source fault has one patch, and the evolution of ∆CS on each source plane is studied along the sequence (Fig. 8) . Each previously mapped fault is divided into various patches, and the ∆CS along the sequence is investigated on every patch (figures 9 and 10).
The idea understood from this paragraph is correct: FM solutions are used as sources. However, before and after an event's occurrence on a particular FM fault, we do not remove it in our model, thus when another event (hosted by a different FM fault) strucks, the previous FM fault receives stress as well. That is the reason why FM faults act as both sources and receivers, whereas the previously mapped faults are only receiving stress after each event (they never slip in our computations).
The process works as follows: first, we generate an input model with 8 FM-derived faults (selected nodal planes) and the 7 previously mapped faults. Following, slip is introduced along the first FM fault (first earthquake takes place), and ∆CS is computed onto each one of the 15 modeled faults. Then, slip is introduced along the second FM fault (second earthquake takes place), and ∆CS is computed onto all fault planes, and so on until the 8 main events have taken place. The model always contains 8 FM and 7 previously mapped faults. We need the FM faults to both generate and receive stress so as to test our hypothesis of static stress transfer as an earthquake triggering mechanism in this seismic sequence (goal 1), and the previously mapped faults to receive stress (goals 2 and 3).
Perhaps the problem comes from the chosen nomenclature, because the FM faults here both generate and receive stress, as opposed to most studies where the source fault merely generates slip and then ∆CS is studied on another fault, namely the receiver one.
(AC) We are making it clear enough on the method section to leave no room for doubts. We will add a table with sources (FM) in one entry (e.g. rows), and receivers (both FM and previously mapped faults) in another one (e.g. columns).
"Section 2.4: this section is not complete. A reader needs to understand which are the parameters at play; which of these parameters influence uncertainties the most; how do the authors perform a comprehensive sensitivity analysis and major findings. To be more concise, tha authors may merge section 2.4 directly into section 4.3." (AC) We will consider the option of placing them in the main text (in the revised version), bearing in mind the length of the manuscript.
