Abstract. We prove a partial extension of Vinogradovs estimates of trigonometric sums to the case of random variables. These generalizations are useful in limit theorems in probability theory and mathematical statistics.
Introduction and main results
The results in this paper extend the results in G otze et al. (1994) where upper bounds for jE expfitf(S n )gj for polynomials f and normed sums S n of i. i. d. random vectors X 1 ; : : : ; X n were proved assuming that the distribution of the summands had either a discrete or an absolutely continuous component without requiring moment conditions. Under those assumptions it was possible to apply Vinogradov's estimates of trigonometric sums directly to a reduction of the original problem to a sum of Bernoulli random variables, respectively, to a sum of random variables which admit a Lebesgue density. In this paper we will prove Vinogradov type estimates for the characteristic function of the kth power of sums of i. i. d. random variables with`regular' distribution. This means that the random variables have a positive variance and a nite third absolute moment. More generally the estimates hold for c. f. of the kth power of random variables S n which are sums of two independent r. v. U n and V n which satisfy local upper concentration inequalities compared with Lebesgue measure and some uniformity condition. (see the Remarks following Theorem 1). >From now on we denote by X 1 ; X 2 ; : : : a sequence of i. i. We say that a random variable X satis es the condition CF(k) if for all m = 1; 2; : : : k; 2k; 3k; : : : and for independent copies X 1 ; : : : ; X m ; X Remark. The range for t can be enlarged to c 3 n k=2?" for any positive ". However, in this case the constants c 1 and c 4 will additionally depend on ". Remark. The bound in Theorem 1 actually depends only on the following properties of the distribution of the r.v. S n .
(1) The existence of arbitrary high moments of S n or of an approximation S n of S n with error O(n ?1=2 ).
(2) A decomposition into two independent parts S n d =S n1 +S n2 such that V ar (S n2 ) can be arbitrary small (as n ! 1). (c.f. 8-2) (3) Concentration inequalities P(jS nj j < "V ar(S nj ) 1=2 ) = O(" + n ?1=2 j ) for j = 1; 2. (4) S n1 should satisfy the condition CF(k). Thus the results may be generalized to r.v. with such properties.
Theorem 2. (cf. Theorem 1, ch. 4 in Vinogradov (1985) and Theorem 1, x1, ch.
III in Arkhipov et al. (1987) . Let S denote a random variable, let P; k; ; m denote positive integers, k > 10. De ne f(x) = k x k + + 1 x and I m (P) = (1-4) with some constant c 2 (k) depending only on k.
Remark. Lemma 1 is a generalization of the corresponding Vinogradov Lemma (see Lemma 3, ch. 4 in Vinogradov (1985) ). In the proof of Lemma 1 we use essentially the same arguments as Vinogradov's proof together with some additional arguments (see also Lemma 6, x1, ch. 3 in Arkhipov et al. (1987) Now we apply the following transformation to (1-5). Expand both determinants in terms of the elements of the rst column using Lagrange's formula und multiply the equation by 1 . The result can be written as a di erence of a certain function of v 1 evaluated at the points v 1 = 1 + 1 and v 1 = 1 . By the mean value theorem we obtain a new equality for the derivative of that function at some intermediate point X we get s < cl: Thus, we found that v s ( for s > 1 and given v s+1 ; : : : ; v k ) cannot be an element of more than c di erent classes of vectors. Since v 1 for given v 2 ; : : : ; v k lies in an interval of length l (recall that we consider the intervals of type (a; b]; a < b ), v 1 cannot be element of more than 2 classes of vectors V . Thus we get (1-2) Let E 0 denote the number of classes X such that the sums V 1 ; : : : ; V k lie in some intervals of lengths (1-3) respectively. In order to derive a bound for E 0 from (1-2) it is su cient to note that :
(1-6) Finally, note that the number of all classes V is not larger than
This together with (1-6) yields the desired inequality (1-4) which completes the proof of Lemma 1.
Let be a nonnegative nite Borel measure on R k . De ne
where supremum is taken over all rectangles of the form I(l) = I(l; a 1 ; : : : ; a k ) = fx 2 R k : a i ? l=2 < x i a i + l=2; i = 1; 2; : : : ; kg with any real a i .
Lemma 2. (cf. Lemma 6.1 in Esseen (1968) and Lemmas 2.5 and 2.6 in Zaitsev (1989)) De ne (t; x) , P k j=1 t j x j .Assume that the function
is nonnegative. Then for any l > 0, b > 0 and a such that 0 < al 1 we have
(2-1) 
and for any b > 0
(1 ? jt j j=b) sin(t j =b) t j =b dt; (2) (3) where I 1 (b) = fx 2 R k : ?b ?1 < x j b ?1 ; j = 1; 2; : : : ; kg and is a measure
In order to derive the upper bound in (2-1) for Q (l) we shall use the equality (2-2). Note that sin x=x p 0:978 for jxj 1=4. Therefore, under the assumptions of Lemma 2 we get for any xed z j ; j = 1; 2; : : : ; k,
(2-4) 9 where I 2 (z) = fx 2 R k : z j ? l=2 < x j z j + l=2; j = 1; : : : ; kg:
The upper bound (2-1) for Q (l) follows from (2-2) and (2-4).
We now prove the lower bound for Q (l Proof The result follows by a Taylor expansion.
Recall that S n = n ?1=2 ?1 n X 1 (X i ? EX i ):
Without loss of generality we will assume in the following that EX 1 = 0, EX Corollary of Lemma 4. Let S n , n ?1=2 P n 1 X j j; p n . Then for any m > 0 jE expfitF(S n )g ? E expfitF( S n )gj 2nE(1 ? 1; p n ):
Lemma 5. Let S n , n ?1=2 P n 1 X j j p n . 
This together with the same arguments as those used in the proof of Lemma 2.1 in Bentkus (1984) yields the result of Lemma 5. ; j y j j P 
The relations (7-(k+1) 0 )-(7-(2k) 0 ) follow immediately from (7-(2k+1) 0 ), (7-1 00 ) together with the fact that for any M = 1; k.
We now prove (7-(2k+1) 0 ). For M = 2 it follows from (7-1 0 ) and (7-1 00 ). In general, the proof of (7-(2k+1) 0 ) is a consequence of (7-1 0 )-(7-(M-1) 0 ) and the inequality jaj P.
Proof of Theorem 1
By Lemma 4 we have jE expfitS k n gj jE expfitS k n ( p n)gj , S 0 ( p n) and S n? ( p n) are independent and S 0 ( p n) has the same distribution as S ( p n). Since we will assume that < n=2 it is su cient to estimate jE expfit(S n ( p n)+b S 0 ( p n)) k gj instead of jE expfitS k n ( p n)gj. Using the H older inequality we obtain for an integer > 0 jE expfit
; where f j (u) = S j n;1 + + S j n;u ? S j n;u+1 ? ? S j n;2u and S n;l ; l = 1; 2u, denote independent copies of S n ( p n).
Furthermore, let j ; j = 1; k, be independent random variables with zero mean and bounded second moment such that g j (t) := E expfit j g = 0 for jtj 1:
Using Lemma 3 we get (writing S for short instead of S 0 ( p n))
n ?k ; where c only depends on the second moments of j and on the moments of S n ( p n).
We denote by p(r 1 ; : : : ; r k ) the Lebesgue density of the random vector f 1 (u) + n ?1=2 1 ; : : : ; f k (u) + n ?1=2 k : Using the H older inequality and the Plancherel equality we get Since S n ( p n) has nite exponential moments (see Lemma 5) we may restrict (up to an error of the order O(n ?1=2 )) the region of integration of the rst integral on the right-hand side of (8-6) to fjr j j c ln j n; j = 1; kg;
where c depends on u; k and moments of S n ( p n). where supremum extends over all intervals of length 1. Here S is an independent copy of S and c is a constant depending on k only. By the central limit theorem in R Choosing u = kl and using Theorem 2 we obtain that the integral on the right-hand side of (8-6) is not larger than i 1=(8k 2 ln(k+1)) :
(8-8) By an appropriate choice of the result (0-1) follows from (8-8) provided that t satis es (0-2) and k 11. For k = 1 the estimate (0-1) follows from classical results. For k = 2; 3; : : : ; 10 it can be proved using the so-called symmetrization inequality (see e. g. G otze (1979) ). This proves the theorem.
Proof of Theorem 2 16
Let S 1 ; S 0 1 ; S 2 ; S 0 2 : : : denote independent copies of S. Note, that the Corollary of Lemma 2 implies c 1 (k)Q P;m I m (P) c 2 (k)Q P;m ; (9-5) Moreover, for m = k and any P 1 the result (0-4) holds too. It follows from Theorem 3. Hence in view of (9-4) and (9-5) it su ces to consider the case > 1 and P > (2 ?k?2m D) 1=,(r) only. Let 0 and P 0 denote natural numbers and assume that the theorem holds for 0 and P P 0 as well as for 0 + 1 and P < P 0 . Under these assumptions we shall prove that the theorem will hold for 0 + 1 and P = P 0 as well. Thus by induction the inequality (0-4) will hold for all and P. Without loss of generality we may assume that y 1 < < y k and y +1 ? y > 1 = 1; k ? 1. Each sum G(y ; S ) with k + 1 will be divided into at most t 18 smaller sums, where t = RP ?1+1=k + 1], and these small sums consist of 2P 1?1=k summands or possibly less for the last sum. Thus G(y k+1 ; S k+1 ) : : : G(y b ; S b ) can be written as the sum of at most t b?k terms of the type G 0 (y k+1 ; S k+1 ) : : : G 0 (y b ; S b ), where G 0 (y j ; S j ) denotes the sums obtained in the subdivision of G(y j ; S j ). By the geometric-arithmetic mean inequality for nonnegative numbers we obtain jEG 0 (y k+1 ; S k+1 )j ) k cD ; where c is the constant from (9-8).
The estimation of I 2 is completely similar to the proof of the original Vinogradov mean theorem (see Theorem 1, ch. 4 in Vinogradov (1985) and Theorem 1, x1, ch. 3 in Arkhipov et al. (1987) where y 1 ; : : : ; y b is the sequence for which the last integral achieves its maximal value. Again using the geometric-arithmetic mean inequality and our choice of R and H, we obtain by induction Thus, (9-6){(9-8) and (9-10) together imply (0-4), if we choose the function D such that the inequalities (9-9) and D 2 k+2 H k 2 (k+1)=2
hold. Obviously this choice of D is possible. This completes the proof of Theorem 2.
Proof of Theorem 3
We use similar arguments as in the proof of Theorem 2. Let S 1 ; S 0 1 ; S 2 ; S 0 2 ; : : : denote independent copies of S. It follows from the Corollary of Lemma 2 that for any real a Thus, (10-5) and (10-6) together show that (0-5) holds for m = 1 and m = 2 for any P. Therefore (0-5) holds for all m, 1 m k, when P satis es (10-4). >From here on we can apply the induction arguments with respect to m and P almost in the same way as in the proof of Theorem 2. The di erence is that now we call sequences either regular or irregular depending on the existence of a special increasing subsequence consisting of T = (m + 1)=2] + 1 numbers.
