Abstract. We prove a fundamental representation formula for all solutions of the matrix Riccati differential equation and of the corresponding algebraic Riccati equation. This formula contains the complete information on the phase portrait of the matrix equation and on the structure of the set F of all solutions of the corresponding algebraic equation. In particular we describe all constant, periodic and almost-periodic solutions of the matrix Riccati differential equation. Further we give an application of the fundamental representation formula to the investigation of non-autonomous Riccati equations.
Introduction
In this paper we study the matrix Riccati differential equation where W(t) (or W) is a complex m x n matrix and where B 11 , B 12 , B21 , B22 are constant complex matrices of dimensions n x n, n x m, in x is and in x in, respectively. The matrix Riccati equation -especially (RDE)JR and (ARE) for m = is -plays an important role in many branches of applied mathematics, notably in variational theory and the allied areas of optimal control and filtering, invariant imbedding, spectral factorization and dynamic programming (see [5, 8, 14, 21] ). Non-square matrix Riccati equations appear for example in Nash and Stackelberg control problems, where the properties of Riccati equations determine the existence of the optimal open-loop strategies (see [1, 18, 28] for further references). On the other hand (RDE) is also of mathematical interest, since it is C. Freiling: Rhein.-Westfäl. Techn. Hochschule (RWTH), Lehrstuhl II für Math., Templergraben 55, D -52056 Aachen G. Jank: Rhein.-Westfäl. Techn. Hochschule (RWTH), Lehrstuhl II für Math., Templergraben 55, D -52056 Aachen the description in local coordinates of the differential equation on a Graf3mann manifold, whose flow is given by the action of a one-parameter subgroup of Gl(n + in, C) (see [10, 22, 27] ).
In Section 2 of this paper we derive a fundamental representation formula (2.10) for the solutions of equation (RDE) . This formula contains the complete information on the phase portrait of (RDE) and in particular on the structure of the set F of all solutions of equation (ARE) (see Sections 3 and 4) . In the last part of this note we give an application of the fundamental representation formula to the investigation of non-autonomous Riccati equations.
The fundamental representation formula
In this section we describe the connection between equation (RDE) and the corresponding linear differential equation (L) (see [21: p. 11] ), and we derive a detailed formula for the general solution of equation (RDE) . Let
B=( :)
and
Y (Q) B2
I with complex n x n and in x ri matrix functions Q and P, respectively. Then equation (RDE) and the linear system of differential equations
(tEC) (L) are equivalent in the following sense:
(i) Let In E C RXfl be the unit matrix and let W be a solution of equation (RDE). If Q is the unique solution of the initial value problem
Q = (B 1 + B12W(t))Q Q(t 0 )=I (to EGcC) and P(t) = W(t) Q(t), then Y = () is a solution of equation (L). (ii) If Y () is a solution of equation (L) such that Q(t) is regular for i E G C C, then W: C -* C m>< ', t -+ P(t)Q 1 (t) = W(t)
is a solution of equation (RDE). •. 
has the form
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with \ Q(t) 6 C nxn , (2.5) .71
(1 ii <p and io :=O). Let
be the polynomials defined by (2. Similarly we define i3 1 , and v,(t,j). Using these notations we infer from (2.4) Consequently we obtain, using the multilinearity of the determinant,
e'" C k 1 1 . . . C Xk, (t),.. , Since det Q(i) is an exponential sum with polynomials as coefficients, the a.symptotical distribution of the zeros of det Q(i) is well known (see Lemma 1, [4] and [16] ).
For the evaluation of (PQ'), the element in the t-th row. and c-th column of PQ', we use (2.6) -(2.8). From 
cull .
Cu112
Cv_1,l . . . Cu_i,n X x1,1(t)... xv_i,a_i(t)xi,+i,a+i(t). . C kl .. .
We summarize the preceding analysis as a theorem. In the special case of T-periodic coefficients B;j (t) equation ( The properties of the solutions of equations (RDE) and (ARE) are very important for various branches of mathematics, therefore these equations have received considerable attention.
Readers who are interested in a detailed description of the geometry of the solutions of the most important special cases of equations (ARE) and (RDE) and of the so-called extended Riccati equation (ERDE) (see [27] ) are referred to the papers of Callier and Willems [7) , Shayman [23 -27] and Hermann and Martin [10, 11] on this topic and to the literature cited therein.
In the next section we use formula (2.10) to study the geometry of the solutions of equations (ARE) and (RDE). We focus our investigations mainly to those subcases which have not yet been considered in detail in 118, 23 -27, 28] -in this sense our results complement those of Shayman and also those of Medanic [18] and Telford and Moore [28) .
The solutions of the algebraic Riccati equation
In this section we use the representation formula (2.10) to derive a parametrization and a geometric description of the set r of all solutions of equation (ARE). and with the polynomials x, defined in (2.5) we set
With these abbreviations formula (2.10) can be written in the form
The following lemma and Lemma 3 indicate the type of coupling of the coefficients appearing in formulas (2.10) and (3.2). where be cm \{0} and FE is regular.
This proves assertion a).
Assertion b) (which can also be obtained from the results of [19] ) follows with assertion a) from the definition of the polynomials p(t,ai ) and p( t, a)) . Notice the special form of the vector polynomials xk(i) in (2.5) 1 3.2 The asymptotic behaviour of W(re'°; Wc) for r -+ 00. The complex plane is divided into 2h sectors (3.3) where the following holds true:
(ii) For 1< k < 2h there is a permutation crk of {1,. . . ,N} with R.e(t(A, aT1))) Re(t(A, a c ( 2 )))
. :5 Re(t(A, aN))) (t E Sk).
(iii) The sectors Sk are the maximal sectors (3.3) with the properties (i) and (ii).
We note that the permutations crk are in general not yet uniquely determined; this is not necessary. In addition here we can assume for convenience that orl = id.
From the results on the asymptotic behaviour of the zeros of exponential sums (16] (see also [4: Satz 2.1.11 for further details) and from formula (2.10) we infer in the next lemma that W(re'; W) exists for ' p 0 'p,.
Lemma 2. Let e > 0 and let C E C (n+m)XTh be such that Qo(C).is regular. Then almost all zeros (i.e. except at most finitely many) of dci Q(t) -defined by (2.4) -are contained in the set
U{t € C (Pk -e < argt < (
. . This is an immediate consequence of Lemma 2 and formula(2.10).
(iii) I' = {all constant C"'-valued functions W( . ; W) of theform (2.10) }.
Using (i) -(iii) and the fundamental representation formula (2.10) we obtain a nice parametrization of F. For this purpose we introduce some abbreviations. 
where here and in the sequel -for technical reasons -the degree of the zero polynomial is defined to be -.
Notice that for C E G( (ak ) all exponential terms in (3.2) are identical to Hence in this case
In particular W(t; W) is a constant solution if dd(C) = 0 and 4(C) 0.
For the description of r we use the set of parameter matrices 
G(ak) = {C E G( (a') dd(C) = 0 and 4(C) o} and the set of indices J(a") = JO (C). CEG(ak)
3
W= > vEJo(c)p,c(t,a)D(a,C) (3.5)
On the other hand it follows from Subsection 3.3/(i), (iii) and formula (3.2) that any solutions of equation (ARE) can be represented in the form (3.5) (see also Theorem 3/(i)).
To each family It is well known that the number of solutions of equation (ARE) corresponds to the number of n-dimensional B-invariant subspaces of being complementary to the span of (°') (see Subsection 3.31(i)). Alternatively the number of elements of r and the structure of r can be easily determined from (3.5) if we know #Jo(C) and #J(a k ) ( 1 k N) . Obviously F is either finite or uncountable.
The following Lemma implies in particular that F,, n F3 = 0 for Ic 54 j if B has only simple eigenvalues. If #J(a) = ic > 1, then F,, is uncountable and there are several possibilities for the structure of F,,.
If there are matrices .0 E G°(a') with J0 (C) = J(ak), then we infer from formula d) For special cases of equation (ARE) there are control-theoretical conditions, ensuring that the denominators of (3.2), (3.5) or (3.6) are non-zero (see [15, 17, 18, 23 -27, 28] ). For a survey of the most important results on the symmetric and definite solutions of equation (ARE) in the special case B = ( ) see [15] .
3.6
The parameter matrices C and WC . In order to parametrize the solution W( . ; W) it is convenient to use the matrix C instead of the initial matrix W. Here we describe how C can be determined from the initial matrix.
Let C E V(C hl+ m ) and Wc = P0 (C)Q0 (C) 1 (see (2.4)). If K E CT is regular and C = CK, then W3 = W. Hence to the class 
(ii) Check if the system of equations
If a solution 6 of equation (3.7) exists with det(V31 Ô + V12 ) 54 0, then we set C,(m+j) = e (1 < j < ii) with the canonical unit vectors e3 E C' x and we set C = (c i ... cn+ m ) T . In this case it follows from v(fl = VC and equation (.7) that
If C cannot be determined using ir, then we choose succesively another of the N permutations of 11,. . . , n + m} until -after at most N steps -C has been determined.
We propose to start in step (i) with ir = id since in most applications one is mainly interested in the case where equation (3.7) is solvable for ir = id (see Remark 3/(ii)).
Notice that the matrix C is of lower dimension than the matrix C in Version 1, hence from computational point of view it is often better to use Version 2 instead of Version 1.
The phase portrait of equations (RDE) JR and (RDE)
Let CE V(Cm) be such that Q0 (C) is regular, e >0 and p E {ii,... ,2h}. Then W( . ;Wc)canhaveaninfinitenumberofpolesinthesector{t E Cko-c <argt < cp+} and -in contrast to (3.4) -lim r..., w(retP; Wc) may fail to exist. According to Lemma 2 the phase portrait of equation (RDE) is (as i -cc) very simple if we restrict t to the interior of a sector 5k (1 < /c < 2/i). On the other hand the behaviour of W( . ; Wc) along one of the raysB = (t E C I argt = may be very complicated. Obviously it is sufficient to describe W( . ; Wc) along one of the rays B,1 (1 j < 2/i) -without loss of generality we assume that the positive (and consequently also the negative) half-axis is one of these rays. For this reason we confine in this section to the description of the phase portrait of equation (RDE). k e {1,. . . ,N}, C E V,, (C' + ') and t E R. The formulation of the following theorems is rather technical since we are considering the most general case -the formulations become much simpler if B has simple eigenvalues or even if B is only diagonalizable. For a detailed discussion of the fundamental representation formula we use the following abbreviations:
For the rest of this section let
as well as ((a' )((ak) =0 and
We shall see that each solution W( . ; Wc) of equation ??? with C E G(alc) has a limit

Wc0 E r with Co E G O ( (a c ) as i -*00.
The following theorem is concerned with an important special case. 
Theorem 2. Let C E GO ( (a k )
From the assumptions of (ii) and from (3.2) we infer w t ( t ; WC.) ->2jEJo(C1) ep 0 (t, aJ )D(a', C') ->jEJo(C') et(0I)p(t, a J )D(ai , C') (4.2)
where p(t,ak)D(ak,CI) 54 0 and R(a-') < R(a k ) for i E Jo(C') \ {k}. Using (4.2) we obtain assertion (ii) of the theorem, and in the special case C' = C obviously 
by R(a)) = R(ak).
(iii) Let C 1 e G((a'),
p(t,a')D(a',C')
R(ai)rR(a") = pe0(t,a)D(a,C') R(ai)=R(ok) If -oo < d= degreei.(t) ^: max (degree L,0 (t)I 1 in, 1 n} = D,
->R(ai)<R(ak) e t (( a')p(t , a3)D(a3 , Co) (4.6) ->R(aI)<R(a') tC( a2 )p(t , a )D(ai,C°)
where
p(t,a)D(a',C°) R(a')=R(a')
is a non-zero constant. Obviously this implies assertion (ii). Part (iii) of the theorem is proved in the same way I Remark 2. (ii) Using item (i), formula (2.10) and Theorem 3 we can determine the stable set S(Wc) of an arbitrary solution W0 = WC of equation (ARE). If C E G(a') and if B is semisimple, then it follows from formula (2.10) and Theorem 3 that S(Wc) = {Wco I Co E If B is not semisimple, then the situation is more involved (see Theorem 3/(iii)) -instead of trying to describe S(Wc) in the general case we propose to use directly formula (2.10) to determine S(Wc) for a fixed solution WC of equation (ARE).
(iii) The set of all (almost) periodic solutions of equation (RDE) JR corresponds to the set of all (almost) periodic functions of the form (3.2). Using this fact and (3.2) we get the assertions of the two following theorems -the proofs are omitted since they are similar to the proofs of Theorems 1 and 2. 
where 
2), W( . ; W) can be determined from the coefficients of td in the polynomials p(t,a') and p,a(t,a') (j E Ti-(ak)).
For the formulation of Theorem 5 we set ')pta(t,a) ((a')p(t, ai)D(ai , C) (4.9) e(a))lv1,i(t,a),. . 
Ao = p(t,a)D(a',C') and
/.o(t)I ^: 8>0
(t > to), 
R(a')=R(a')
Remark 3. (i)
In the preceeding theorems we have given a description of the most important parts of the phase portrait of equation (RDE)1R. These results show that the phase portrait of the equations (RDE) JR and (RIDE) is rather simple if B has only simple eigenvalues. If B is semisimple (diagonalizable), then all polynomials p(t,a') and pta(t,a) in (3.2) are constant and in this case the constant, periodic and almost-periodic solutions of equation (RDE)j1 are of the form (4.4), (4.8) and (4.10), respectively -in addition we obtain from (3.2) quite easily the corresponding stable (or unstable) sets. The phase portrait of the symplectic Riccati equation with simple or semisimple spectrum has been described in detail by Shayman [27] .
In the general case the phase portrait of equation ( (iv) For the asymptotic behaviour of the solutions of equation (RDE) JR for t --oo we obtain similarly all the corresponding results.
(v) All the results of this section can be formulated in the language of Grassmannian manifolds used in, [27] and [8] .
Non-autonomous Riccati equations
In this section we give an application of the fundamental representation formula (2.10) to the investigation of non-autonomous Riccati equations (RDE). In order to simplify the representation of the results we confine to the most important special case. and where b,(t) (1 /2 :^ n + ni) is uniformly bounded for t E Nk (6 ) . Since we shall assume that Nk(S) is fixed, we do not indicate the dependence of Q on the sector by an additional index.
(iii) We use all notations and assumptions introduced in the Sections 2 and 3 with the two following slight modifications: a) Instead of the sectors 5k we consider for 6 > 0 the sectors Sk(ö), defined in the following way:
Let (7j)jE with < yo 0 < Yi < 72 be the sequence of all Stokes' directions of *the set {t'((a)I a E Al. Here, as in Subsection 3.1, ((aA) = A +... . . + A. Then { -I j E } is the set of all solutions cc' of equations of the form
We set (iv) For C e V(C T + m ) we set, generalizing the notations of Section 2,
with Q(t) E C nXn and P(t) E C rnXn . Further we set for t Nk (5) with det Q(t) 0
WC(t) = P(t)Q(t) = (w,(t)) (5.7)
(v) We recall that Assumption 5.1 implies that the number of solutions of equation (ARE) OO is lesser or equal to (nfm)
Using the preceding assumptions and notations we infer from the proof of Theorem 1 (see also Remark 11(u) and (3.2) ) the following corollary. 1)++0k(t) t th i + "'+Okn ( I vk i (, a).... , V k( e, c) (ii) If A0 has multiple eigenvalues, then the behaviour of the solutions of equation (5.3) may be different from that described in Corollary 2. In particular there may be solutions of equation (5.3) having an infinite number of poles in the sector Sk(S). These poles have at most logarithmic density, which means that for S >, 0 the number of the poles of any solution of equation (5.3) in St(S) fl It E CI It] < R} is at most of the order O(logR) for R -cc (see [12] for further details).
(iii) If -yo <0 <71, then Corollary 2 gives a description of the solutions of equation (5.3) for I > 0. If o = 0, then it is possible to generalize some of the results obtained in Section 4 for the autonomous Riccati equation (RDE)JR to the non-autonomous case. We give the following example which corresponds to Remark 3/(ii) and which is an easy consequence of Corollary 1.
- 
