Abstract We consider a model of random trees similar to the split trees of Devroye (SIAM J. Comput. 28(2), 1998) in which a set of items is recursively partitioned. Our model allows for more flexibility in the choice of the partitioning procedure, and has weighted edges. We prove that for this model, the height H n of a random tree is asymptotic to c log n in probability for a constant c that is uniquely characterized in terms of multivariate large deviations rate functions. This extension permits us to obtain the height of pebbled tries, pebbled ternary search tries, d-ary pyramids, and to study geometric properties of partitions generated by k-d trees. The model also includes all polynomial families of increasing trees recently studied by Broutin et al. (The height of increasing trees. Random Structures and Algorithms, 2007, in press).
Introduction
In this paper, we propose a general framework for finding heights of random trees with bounded degree d using branching processes. This extends previous work on the heights of a handful of random tree models [11, 14, 17, 27, 30] . Our model makes the connection between two different ways of constructing random trees: the split trees of Devroye [30] based on the partition of a set of items into recursive bins, and the branching process techniques of Broutin and Devroye [14] and generalizes both of them. The resulting framework encompasses all the kinds of trees that were captured by other branching process techniques such as binary search trees [27] , random recursive trees [28, 56] , plane oriented trees [56] , median-of-(2k + 1) trees [66] , d-ary pyramids [11] and increasing trees [17] .
The split tree model is a very natural way to build a random tree: a tree shall be seen as the outcome of a recursive process partitioning a finite set of items. The process starts from the root with a number n of items. Some items remain stored at the root, the others proceed to further levels, N i going to the ith subtree for 1 ≤ i ≤ d. The latter subsets of items are further partitioned in a recursive way. At each level, the items are partitioned according to some rule specifying the distribution of the integers N i , 1 ≤ i ≤ d. The rules considered by Devroye [30] are essentially mixtures of multinomials: each item that goes to further levels chooses a subtree independently of the others with some probability specified by some random variable whose distribution is fixed (but the value is independent for each node). Although this model is of great interest, as shown by the number of different cases it captures, it is still too constrained for some important applications. An example is the increasing tree of Bergeron et al. [6] . The partitioning rules we allow here are very general, and the edges of the random trees we consider are weighted to allow for more flexibility. Trees constructed using this discrete model are called weighted split trees.
The second important case our study covers is the bidimensional model introduced by Broutin and Devroye [14] , which is related to weighted branching processes studied by Biggins [9, 10] . Here, instead of recursively splitting a set of n discrete items, the tree represents nested partitions of the unit interval [0, 1] . In this sense, this is a continuous counterpart of the split trees of the previous paragraph. In this model, every node is associated with two random vectors, Z, describing the lengths of the edges to the children, and V, describing the sizes of the next level intervals. The process is stopped when all the intervals are smaller than some specified value. The model treated by Broutin and Devroye [14] has independent Z and V. We generalize it and consider trees in which Z and V may be dependent. Trees constructed using the continuous model are called ideal trees.
Although less natural than the weighted split trees, the ideal trees are easier to analyze. In particular, the height of a random ideal tree stopped when the intervals are all smaller than 1/n is asymptotic to c log n in probability. The constant c is uniquely characterized as the only solution of an (often implicit) equation involving large deviations rate functions. Although the model of ideal trees slightly generalizes previously known results, the main contribution of this paper concerns the more difficult model of weighted split trees. In analyzing this general discrete model, ideal trees appear to be a crucial intermediate object. In particular, we make the connection between a large class of weighted split trees and the continuous ideal trees. We prove that under some mild conditions, the heights of a random (discrete) split tree of size n and of a suitable ideal tree stopped at 1/n are asymptotically comparable, i.e., are both asymptotic to c log n in probability.
The paper is organized as follows. We first introduce an ideal model of trees and discuss asymptotic properties of their heights (Sect. 2). Random weighted split trees are described and studied in Sect. 3. We highlight the generality of our main result (Theorem 2) concerning the heights of such trees by giving various applications in Sect. 5. All the proofs are based on theory of large deviations [24, 26] and branching processes [2] .
An ideal model of weighted random trees
Let T ∞ be an infinite rooted d-ary tree (with d k nodes at level k), and let r be its root. Let π(u) be the set of edges on the unique path from a node u up to the root. We assign independently to each node of T ∞ a vector
where V i ≥ 0, d i=1 V i = 1 and Z i ∈ [−∞, ∞). We do not assume any independence between the V i 's and the Z i 's. If an edge e connects u with its ith child, then, for convenience, we define V e = V i and Z e = Z i .
The shape of the tree. With each node u ∈ T ∞ we can associate an interval of length L u . For the root, we set L r = 1. The children of a node u have intervals of lengths L u · V 1 , …, L u · V d so that the total length d i=1 L u V i = L u is preserved. In this model, the sums of the lengths of the intervals at each level of T ∞ remain 1. The tree thus describes a random sequence of nested partitions. The length of the interval of a node u is L u = e∈π(u) V e . The ideal tree with parameter n, T n , consists of the nodes u ∈ T ∞ for which L u > 1/n:
Note that here, n is a parameter and the tree T n does not have n nodes in general.
The weights. The Z i 's represent edge lengths. More specifically, the lengths of the edges connecting u to its children are Z 1 , . . . , Z d . In some applications we may have negative values, and in general, the range of each extended random variable Z i is [−∞, ∞). We define the weighted depth of a node u ∈ T ∞ by D u = e∈π(u) Z e .
Alternatively, we can see the tree as a birth process. The root is born at time 0. The random vector of interest associated with a node u is then (E 1 , . . . , E d ), with E i = − log V i , if V i > 0; if V i = 0, we define E i = ∞. The variables E i , 1 ≤ i ≤ d, represent differences between the time of birth of u and the times of birth of its children. In other words, the time at which u is born is B u = e∈π(u) E e . Then, T n consists of the nodes of T ∞ that are born before time log n. We are interested in the weighted height H n of T n :
H n = max{D u : u ∈ T n } = max{D u : L u > 1/n, u ∈ T ∞ } = max{D u : B u < log n, u ∈ T ∞ }.
Since we deal with heights, we may assume without loss of generality that the components of all vectors are identically distributed. Indeed, randomly permuting them does not affect the height H n . So, in the sequel, we write V , E and Z for the typical distributions of components of ((
and define X = (Z , E).
The active portion of the tree. In general, it is possible that for an edge e, V e = 0, E e = ∞ or Z e = −∞. This implies that for any u such that e ∈ π(u), L u = 0, B u = ∞, or D u = −∞, respectively. So, in all these cases, the node u cannot contribute to the weighted height. Thus we call a node u active if L u > 0, B u < ∞ and D u > −∞. The active portion of the tree is largest subtree rooted at the root of T ∞ consisting of active nodes only. One should see active nodes as participating. We are only interested in the ideal trees that satisfy some specific constraints. In particular, every node u should have at least one active child, and the active portion of the tree should not be a path. Also, we enforce some constraints on X defined in (1) so that depths behave nicely in the active portion of the tree. This leads us to valid split vectors. Only ideal trees with such vectors will be considered. The definition requires moment conditions, and we first introduce the cumulant generating function of X = (Z , E) by
This definition allows to deal with Z and E taking infinite values, and matches with the usual cumulant generating function when Z , E ∈ R almost surely.
Definition 1 Consider
, and write (Z , E) for the distribution of a typical component. We say that X is a valid split vector if
e −E i = 1, and the following conditions hold:
Remark If P {Z > −∞, E < ∞} = 1, then T ∞ is active. Then, we only need the range conditions, 0 ∈ D o , EZ ≥ 0 and EE > 0 for X to be a valid split vector.
For ideal trees with a valid split vector X , the first term of the asymptotic expansion of the weighted height can be characterized by an implicit equation involving the large deviations rate function = X associated with X = (Z , E). The function is the convex dual of [24, 58] :
Theorem 1 Let T n be an ideal tree with split vector X and let H n be its weighted height. Let be the large deviations rate function of X , a typical component of X . Then H n = c log n + o(log n) in probability, as n → ∞, where c = sup{α/ρ : (α, ρ) ≤ log d}.
Remark (a) Note that for a valid split vector X , ρ = 0 is never possible in the supremum defining c (see Lemma 1) . This is the case every time we write such a supremum.
(b) If Z and E are independent and do not take infinite values, then (α, ρ)
, where Z (α) and E (ρ) are defined as the usual Fenchel-Legendre transforms of Z (λ) = log E e λZ and E (µ) = log E e µE , respectively. Hence Theorem 2 agrees with the result of Broutin and Devroye [14] which claims that c is the maximal value of α/ρ in { Z (α) + E (ρ) ≤ log d}. Actually, under their assumptions, the optimal value is attained at a point in
The definition of the constant c. The level sets of play an essential role in the properties of c.
In the sequel, we let (Z r , E r ) be distributed as (Z , E) conditional on the components being real, i.e., {Z > −∞, E < ∞}. We first argue about the definition of c itself.
(a) For any λ, µ ∈ R, by Jensen's inequality, (λ, µ) = log E e λZ r +µE r + log p ≥ λEZ r + µEE r + log p.
It follows that λEZ r + µEE r − (λ, µ) ≤ − log p and thus,
(α, ρ) ≤ log d + δ}, so we need only prove that the right-hand side is finite for some δ > 0. Since P {E = 0} < 1/d, we can pick δ > 0 such that
is a good rate function (see Appendix B), and hence the level sets (·) are compact. As a consequence, it suffices to prove that
and inf α lim inf ρ↓0 (α, ρ) ≥ log d + δ, which completes the proof.
A geometric interpretation. Observe that in a diagram of α versus ρ, α/ρ is the slope of the line connecting the origin with the point (α, ρ). In such a diagram, (log d) is a compact convex set by Lemma 15 (see Appendix). Then, if one imagines that (log d) is embossed, c is the just the slope of the line with a joint at the origin that would be dropped from the vertical at the origin. This is illustrated in Fig. 1 .
Random weighted split trees

An embedding to construct random trees
In ideal trees, all nodes receive an independent copy of the same random vector, and the description of a finite tree is done in a very natural way by pruning the branches of T ∞ . However, ideal trees do not cover some important kinds of random trees. Just consider trees for which the distribution of the split vector varies, like most increasing trees [6, 17] . Moreover, the size of an ideal tree is random in general. We now propose a model that is not subject to these constraints, and hence captures many more applications. As stated in the introduction, our model is related to the split trees of Devroye [30] and a tree of size n is seen as a recursive partition of a set of n items.
Random trees can be constructed using a variety of methods, also called embeddings. We propose an embedding which emphasizes an underlying structure consisting of independent random variables. Many important brands of random trees can be captured by this model. Some examples are presented in Sect. 5.
Different types of nodes. Consider a family {X m , m ≥ 0} of random vectors, where
Assume that for all m, and 1 Building a random tree on n items. Given an integer n and the copies of {X m , m ≥ 0}, we build a sequence {(D u , B u ), u ∈ T ∞ } of weighted depths and birth times of the nodes of T ∞ . Observe that although the dependence is not explicitly written, {(D u , B u ), u ∈ T ∞ } depends on n. The construction is made easier by using the auxiliary sequence {N u , u ∈ T ∞ }, where N u is the cardinality of a node u, that is the number of items in its subtree. Let n ≥ 0 and consider
, the copy of X n at the root of T ∞ . The children u 1 , . . . , u d of the root are assigned cardinalities Using {N u , u ∈ T ∞ }, and the copies of {X m , m ≥ 0}, we now assign random variables (Z e , E e ) to the edges of T ∞ . Let e be the ith edge out of a node u ∈ T ∞ . We set Recall that π(u) denotes the set of edges on the path from u up to the root in T ∞ . As for the case of ideal trees, we define the weighted depth of a node u, D u = e∈π(u) Z e and the birth time of a node u, B u = e∈π(u) E e . This finishes the construction of {(D u , B u ), u ∈ T ∞ } which fully describes our random weighted tree. Then we have
We are interested in the weighted height H n = max{D u : u ∈ T n } of the random tree T n . Again, it is sufficient to consider the trees for which, for each n, the components of X n are identically distributed. We say that a random tree is valid if it can be constructed by the above process and the following conditions hold:
• Permutation invariance. For any integer n, and any permutation σ , we have
• Convergence. There exists a valid split vector X ∞ (see Definition 1) such that the cumulant generating functions of the vectors X n and X ∞ satisfy X n → X ∞ ≤ ∞ everywhere as n → ∞ and 0
• Bounded height. There exists a deterministic function ψ such that for all n, H n ≤ ψ(n).
(b) We can slightly relax the constraint that the height be bounded. For instance, subexponential tails for the height would suffice: for all M ≥ 1, there exists a function f with
Ordinary tries violate this condition, and are treated separately [15, 16] . As in the case of ideal trees, the height may be characterized using large deviations functions. The height of T n and of an ideal tree with split vector X ∞ are asymptotically comparable in probability. The main result of this paper is the following theorem.
Theorem 2 Let X ∞ be a valid split vector. Let T n be a valid random tree with limit split vector X ∞ and let H n be its weighted height. Then, H n = c log n + o(log n) in probability, as n → ∞ where c = sup{α/ρ : (α, ρ) ≤ log d} and is the large deviations rate function for X ∞ , a typical component of X ∞ .
The heights of many known trees fall within the scope of Theorem 2. These include binary search trees [27] , bounded degree increasing trees [6, 17] , random recursive trees [28, 56] , plane-oriented trees [56] , scale-free trees [3, 56] , pyramids [11, 50] , and most models captured by the less general result of Broutin and Devroye [14] . Many applications are treated in Sect. 5. For more applications see [13] .
Relying on ideal trees
In the proof of Theorem 2 we approximate depths in random trees by those in a suitable ideal tree that is easier to deal with. The approximation is based on a coupling of the random trees with the ideal tree with split vector X ∞ .
By assumption, X n → X ∞ in distribution as n → ∞, hence by Skorohod's theorem [see, e.g., 12], we can find a coupling for which the convergence holds almost surely. In the following, we let X n be the copies of the random variables such that X n → X ∞ almost surely. If we use copies of this coupled sequence {X m , m ≥ 0} to build the random trees, we obtain a coupled sequence {T n , n ≥ 0}. Since the convergence of X n to X ∞ is almost sure, each node has a copy of X ∞ as well. These copies, in turn, define a proper ideal tree with split vector X ∞ . This latter tree is called the ideal tree associated with the coupled sequence {T n , n ≥ 0}.
Lemma 3
Consider the coupled sequence of random trees {T n , n ≥ 0}, and the associated ideal tree. Let be a fixed positive integer. Let L be the set of nodes at level in T ∞ . Then, as n → ∞, Proof Since X n → X ∞ a.s., each node has an independent copy of the limit as well. These limit random variables are used to define {(D ∞ u , B ∞ u ), u ∈ T ∞ }, which characterizes fully a coupled ideal tree. Assume for now that, for all u ∈ T ∞ , and some coupled random variables
s., as n → ∞. Therefore, to prove the lemma, it suffices to show that (2) holds for all u ∈ T ∞ .
Let A be a set of probability 1 on which, for all u, X n u → X ∞ u . We prove by induction on the (unweighted) depth that
For the sake of simplicity, we drop the ω and simply write (D u , B u ) and (D ∞ u , B ∞ u ), remembering that, in fact, these values are measurable functions of ω. If u is the root, then
Otherwise, u is the ith child of some node v. The induction hypothesis tells us that (D v 
As a consequence,
, as n → ∞, which completes the proof.
Important remark. Proving Theorem 2 amounts to showing that a property holds in probability. As a consequence, we can use the coupled sequence of trees we have just described. In the remainder of the paper, the trees we consider are always taken from this coupled sequence. In particular, there always exists a coupled ideal tree to rely on, and it does make sense to condition on events happening on this ideal tree to study random variables in T n . We let Z ∞ , E ∞ , D ∞ , and B ∞ be the variables associated with the coupled ideal tree, so for a node u ∈ T ∞ the variables of interest in the ideal tree are
Towards the proof
The proofs are based on large deviations theory (see, e.g., [24] [25] [26] ). We are interested in the case of extended random vectors whose components may also take one (only) of the values ∞ or −∞. We now focus on this slight generalization.
For α and ρ real numbers, we are interested in the tail probability
Before we state the result, recall that the cumulant generating function of an (extended) random vector X is defined by
Observe that if Z and E are a.s. real, then (λ, µ) = E e λZ +µE , which matches the usual definition. The tail probability in (3) is characterized using , the Fenchel-Legendre dual of [see 58]: for α, ρ ∈ R, we define
random vectors distributed as (Z , E), and that
Remark (a) It is possible that = ∞ everywhere except at a point, and consequently I may be infinite as well. (b) Observe that the inequalities in Theorem 3 are strict. The result is false if one allows equality (see [44] or [24, Exercise 2.2.37] for a counterexample built by taking (α, ρ) on the boundary of D ). This technicality may be avoided if one enforces (α, ρ) ∈ D o (see Lemma 15) .
is a convex open set. Hence Theorem 6.1.8 of Dembo and Zeitouni [24] applies when P {Z = −∞ or E = ∞} = 0 (thus, p = 1). We now show the details in the extended case. Note that
The classical form of Cramér's theorem applies to the first factor, and hence, writing
the cumulant generating function of (Z , E) conditioned on {Z > −∞, E < ∞}, and c for its dual,
However, = c + log p, and therefore = c − log p, which finishes the proof.
The Gärtner-Ellis theorem is an extension of Theorem 3 for sequences of random variables that are neither independent nor identically distributed [35, 40] . We will only use the upper bound.
Theorem 4 (Gärtner-Ellis
) Let {(Z n , E n ), n ≥ 1} be random vectors taking values in [−∞, ∞) × [0, ∞]. Let F n = {Z i > −∞, E i < ∞, 1 ≤ i ≤ n}. Let A m , m ≥ 0, be an arbitrary sequence of events. Assume that for all (λ, µ) ∈ R 2 , and δ > 0, there exists M = M(λ, µ, δ) such that sup n≥1 1 n log E 1[F n , A M ] · exp n i=1 λZ i + µE i ≤ (λ, µ) + δ ≤ ∞.(4)
Assume that is the cumulant generating function of some extended random vector X = (Z , E). Let be a closed set such that
where is the convex dual of .
Remark This is just a statement of a relaxed version of the classical Gärtner-Ellis theorem [35, 40] , that requires convergence to instead of our asymptotic bounds. Observe that we only require pointwise asymptotic bounds on the moment generating functions. A formal proof can be found in Appendix B.
The Gärtner-Ellis and Cramér theorems do not give directly the constant c in terms of but in terms of I (·, ·). The following alternate expressions for the constant c will be useful in the proofs. Until the end of the section, (·, ·), (·, ·) and I (·, ·) are the functions associated with (Z , E).
Lemma 4 Assume that
For each n ≥ n 0 in the subsequence we have that (α n , ρ n ) ≤ log d + 1/n, and since is continuous in
Next, we show that sup{α/ρ :
So it suffices to prove the claim when p = 1, and
The case when ρ < EE c is treated in a similar way.
Around the optimal value. To prove Theorem 1, we shall need to show that, for > 0, P {H n ≥ (c + ) log n} = o(1), and P {H n ≥ (c − ) log n} = 1 − o (1) . In other words, taking for granted the link between these tail probabilities and (·, ·) and I (·, ·), we need some information about the behavior of the curves around {α = cρ}. This is why the next lemma is the key to proving the upper and lower bounds of Theorems 1 and 2.
Lemma 6 Assume 0 ∈ D o and p
(α, ρ) ≤ log d} = c, and obtain a contradiction.
The upper bound
Let n denote be the cumulant generating function of a typical component
Let L k be the set of nodes k levels away from the root in T ∞ . Let u k be the left-most node in L k . We introduce the event F k defined by
The upper bound is based on the Gärtner-Ellis theorem (Theorem 4). The following result proves that the conditions for its application hold, with the event A M being N u ≥ M.
where is the cumulant generating function of (Z ∞ , E ∞ ).
Proof In order to improve the readability of the equations, and in this proof only, let us reindex the random vectors (Z e , E e ) on the left-most path to 
The random vectors (Z i , E i ) are not independent. However, by conditioning on N 1 ,
where we used 1[N 1 ≥ M] ≤ 1 in the second factor. The first factor can be bounded by
which is independent of N 1 and N 0 . Let δ > 0 and let M be large enough that for all
An easy induction then shows that
Since δ was arbitrary, the proof is complete.
Let > 0. Let c = c + , where c = sup{α/ρ : (α, ρ) ≤ log d} is the constant defined in the statement of Theorem 2. By definition,
Recall that L k denotes the set of nodes at level k in T ∞ . The union bound yields
Using a second union bound over the nodes in each level,
In order to further bound (5), we first restrict our attention to the case N u k ≥ M. We have 
for all K ≥ K 1 large enough and some constant C 1 = C 1 (K 1 ), As in the proof of Theorem 1, we treat the values of k ≤ K using Markov's inequality.
Then, for this value of λ, by Lemma 7,
Therefore, by the union bound,
Let now
We have obtained bounds on the terms of (6) for every k when N u k ≥ M 3 . It remains to deal with the nodes at the bottom of the tree for which N < M 3 .
Recall that by assumption, P {H n ≥ ψ(n)} = 0.
Hence, putting (6) and (7) together,
As λc > 0, this can be made as small as we want by first choosing K and next letting n go to infinity. Since was arbitrary, this finishes the proof of the upper bound.
The lower bound
The aim of this section is to build a surviving Galton-Watson process that ensures that nodes with large weighted depth exist in T n with probability 1 − o (1) . We split the construction of this process into stages. We first show that deep nodes do occur with positive probability. Then, we proceed with proving that "deep nodes" occur in T n with probability 1 − o(1) using a standard boosting argument and considering the subtrees rooted at level t > 0. We first have to ensure that there are enough nodes at level t that are suitable for the boosting argument. Indeed, it is possible that D u = −∞ or B u = ∞ which would prevent any node in the subtree of u from having any effect on the height.
Skimming the tree. Our aim here is to find nodes of sufficiently large weighted depth in T n . We start by finding nodes with large weighted depth in the coupled ideal tree, and then prove that the corresponding nodes in T n are also sufficiently deep.
Lemma 8 Let T n be a random tree as described in Sect. 3 . Let c = sup{α/ρ : (α, ρ) ≤ log d}. For all > 0, there exists n 0 such that
Proof Let > 0. By Lemma 6, there exists α and ρ such that α/ρ = c and I (α, ρ) < log d, for some c such that c − /2 < c < c. Let α and ρ be fixed. Let be an arbitrary positive integer to be chosen later. A node v ∈ T ∞ is called ideally good if either it is the root, or v lies levels below an ideally good node u and we have
The set of ideally good nodes forms a Galton-Watson tree. Let Y ∞ be the size of the progeny of u in this Galton-Watson process. By linearity of expectation, writing π(u, v) for the set of edges on the unique path from u to v in the ideal tree, with v lying levels below u,
By Cramér's theorem (Theorem 3), and because of our choice for α and ρ, we have
Thus, there exists large enough such that EY ∞ > 1. This choice makes the process supercritical. Let now be fixed.
Consider the coupled random trees T n , with size-dependent vectors. A node v ∈ T ∞ is called good if it is the root, or it lies levels below a good node u and we have
The set of good nodes is a branching process. However, the progeny distribution Y u of a node u now depends on u and the process is not a Galton-Watson process. We deal with this minor issue using Lemma 13. By Lemma 3, we have
Now, by Lemma 13, there exists a random variable Y such that, for all t,
The Galton-Watson process with progeny distribution Y is supercritical: 
In case (b), consider the shallowest good node w such that N w < M. Then, w is part of some generation k 2 of the process (at level k 2 in T ∞ ). Since w is good, M > N w ≥ n exp(−ρk 2 ), and hence,
It follows that D w ≥ c log n − c log M. As a consequence, in both cases, for n large enough, there exists a node u ∈ T n with D u ≥ (c − ) log n, and this happens with probability at least 1 − q > 0.
Lemma 8 ensures that nodes with a large weighted depth exist with positive probability. We now show that such nodes actually exist with probability 1 − o (1) . To this aim, we intend to use the standard boosting technique: we run multiple copies of the branching process to increase the chance that one survives. Instead of using the root as a first individual, we want to use some of the d t nodes at level t as starting individuals of independent processes. However, as for the case of ideal trees, not all such nodes are suitable as starting individuals.
The nice portion of the tree. Since P{Z = −∞, E = ∞} may be positive, we cannot expect in general that all d t nodes at level t are good starting individuals. Indeed, some node u may not even be active, i.e., D u = −∞ or B u = ∞. In spite of this fact, we claim that there are enough good starting individuals when X ∞ is a valid split vector. In order to prove this claim, we use a second branching process defined on the top t levels.
We first look at the ideal tree. Let v ∈ T ∞ be called ideally nice if either it is the root, or it is linked to an ideally nice node by an edge e and we have
Let R ∞ t be the number of ideally nice nodes in L t , the set of nodes t levels away from the root in T ∞ . Then {R ∞ t , t ≥ 0} is a Galton-Watson process. By Definition 1 (c) of a valid split vector, P {Z ∞ > −∞, E ∞ < ∞} > 1/d, hence there exist δ > 0, a 0 and b 0 such that for all a ≤ a 0 and b
as a → −∞ and b → ∞. By Theorem 12, the process survives with probability at least 1 − q , and q = q (a, b) can be made as small as we want by choice of a and b. If R ∞ t > 0 for all t ≥ 0, then R ∞ t → ∞ as t → ∞ with probability one [2] . As a consequence, for any integer r , there exists t 0 such that P R ∞ t 0 ≤ r R ∞ t > 0, ∀t ≥ 0 ≤ 1/r . We return to the random tree T n . A node at level t in T n is called nice if D u ≥ at and B u ≤ bt. By Lemma 3, the number R t 0 of nice nodes u at level t 0 satisfies, for n large enough,
Observe in particular that the conditioning is meaningful since we consider the coupled sequence of trees. Equation (8) gives us the handle we need on the number of nodes we can use as starting individuals in the boosting step.
Boosting the survival probability. 
By construction, we have
Let n be large enough, and let m be such that log m = log n − bt 0 . If one can find a node u in T ∞ (v i ) as described in (9), then
for n large enough. Such a node u is called a deep node. Moreover,
If no deep node exists, then one of the following must occur: either {R t , t ≥ 0} dies, or it survives but R t 0 ≤ r , or we cannot find a deep node in any of the R t 0 ≥ r independent trees T ∞ (v i ). As a consequence, for n large enough,
This can be made as small as we want by choice of q = q (a, b) and r . This completes the proof of the lower bound.
The height of trees of effective size n
In some applications, one wants to express the height of the tree in terms of the number of significant nodes. Only the active portion of the tree is significant for the height, and we shall define the effective size #T n of T n as the size of its active portion:
#T n = |{u ∈ T n : D u > −∞}|.
When P {Z = −∞} = 0, the effective size is just the number of nodes |T n |. The only difference between the height H n and that of a tree of effective size n is a scale factor. We start by proving an equivalent result for ideal trees. Theorem 6 follows easily from following lemma about the effective size of T n . The ideas are borrowed from Nerman [55] . See also the papers of Biggins [9, 10] who uses Nerman's results in settings that are similar to ours.
Theorem 6 Let T n be an ideal tree with valid split vector
Lemma 9 Let T n be an ideal tree with valid split vector
. Then log #T n ∼ γ log n in probability, as n → ∞.
Proof The effect of Z = −∞ is to cut down a subtree. We introduce a modified time random variable Y producing the same effect:
. Because the proofs rely on the renewal theorem, Biggins [10] assumes the distributions are nonlattice. However, the theorems can be proved in the lattice case as well [10, 55] . Theorem 2.1 of Biggins [10] can be used without modification, provided we translate it to our setting. We use the cumulant generating function Y defined by
is the quantity of interest. For all φ,
Also, Y (0) = log P {Z > −∞, E < ∞} > − log d by assumption. Hence, γ > 0 (which just means that the process is supercritical). Clearly, sup t e −γ t < ∞. By Theorem 2.1 of [10] , we thus conclude that log #T n ∼ γ log n on the surviving set. However, by Definition 1 the process survives with probability 1. As a consequence, we have log #T n ∼ γ log n a.s. and thus in probability.
Remark Lemma 9 can also be proved using properties of recursive equations and the contraction method (see, e.g., [54, 57, 59, 60] ).
Proof of Theorem 6 By Theorem 1, H n = c log n + o(log n) in probability as n → ∞. Also, by Lemma 9, s n = #T n ∼ γ log n in probability, as n → ∞. Now, H n log n → c and log n log s n → 1 γ in probability, as n → ∞. Therefore, the product converges in probability.
We can now sandwich the effective sizes of random trees between that of two ideal trees. This provides a result similar to Lemma 9. The proof of Theorem 5 goes along the same lines as that of Theorem 6, and is omitted.
Lemma 10 Let T n be a weighted random tree with valid limit split vector X . Let (Z , E)
be a typical component of X . Then, as n → ∞, log #T n ∼ γ log n in probability, where
Proof The modified size-dependent time random variables are now {Y m , m ≥ 0} where
Upper and lower bounds on #T n may be obtained by respectively lower, and upper bounding Y n so as to have i.i.d. variables, and then use Lemma 9 above. We describe the upper bound and omit the proof of the lower bound since it follows along the same lines. We have 
n be the subtree of T n consisting of nodes u with N u ≥ M. There are at most #T M n · d hanging subtrees with N u < M, each one of effective size at most M.
It follows that #T
where the last inequalities follows from the choice of M and Lemma 9. Since was arbitrary, the proof is complete.
Applications
Variations on binary search trees
Binary search trees [47] are search trees built on a set of keys {1, 2, . . . , n}. Given a permutation {σ 1 , σ 2 , . . . , σ n } of the keys, the first element σ 1 is stored at the root of a binary tree. The set of keys is then partitioned according to their values into {σ i : σ i < σ 1 } and {σ i : σ i > σ 1 }. Both subsets are then treated recursively to form the left and right subtrees of the root, respectively. If the permutation is taken uniformly at random from the set of permutations of {1, . . . , n}, the tree is called a random binary search tree. This model is of great interest, particularly because of its ubiquity in computer science as, e.g., the tree emerging from the branching structure of quicksort [45] . In this model of randomness, σ 1 is an element of {1, . . . , n} taken uniformly at random and hence the sizes of the left and right subtrees are distributed as Bin(n − 1, U ) and Bin(n − 1, 1 − U ), respectively, where U is a [0, 1]-uniform random variable. More precisely, writing (N 1 , N 2 ) for a vector that is distributed as a multinomial (n − 1; U, 1 − U ), the vector of interest is
One can show that the conditions required to apply Theorem 2, are satisfied. In particular:
Lemma 11 Let X n be defined by (10) .
Proof The weights are irrelevant here, and we consider
Thus,
almost surely. Therefore, if µ 1 < 1 and µ 2 < 1, by the bounded convergence theorem,
If, on the other hand, either µ 1 ≥ 1 or µ 2 ≥ 1, then by Fatou's Lemma [see, e.g., 12],
Thus, we have convergence everywhere in R ∪ {+∞}, which completes the proof.
Hence, for this model, E = − log U and Z = 1. The random variable E is then distributed as an exponential random variable with mean 1 and Theorem 2 immediately implies the following theorem of Devroye [27] . [27] ) Let T n be a random binary search tree. Let H n be its height. Then H n ∼ c log n, in probability as n → ∞, where c = 1/ρ = 4.311 . . . and ρ is the smallest solution of ρ − 1 − log ρ = log 2.
Theorem 7 (Devroye
Remark In the following, we will not prove the convergence of the cumulant generating functions any more, and only refer to Lemma 11.
The value 4.311 . . . log n is fairly large compared to log 2 n, the height of a complete binary tree with n nodes. As this value represents the worst case search time, various methods have been used to shrink it and hence obtain more efficient searching data structures. One of the easiest approaches is to ensure that the splits are more balanced towards (1/2, 1/2). One way to achieve more balanced splits is to use the median of 2k + 1 keys as a pivot [66] . When k is fixed, the split at every node is still given by (10) but now (N 1 , N 2 ) is distributed as a multinomial(n − 1; U k , 1 − U k ) and U k is a beta(k + 1, k + 1) random variable. Again, we see that for X = ((1, − log U k ), (1, − log(1 − U k ))), X n → X everywhere as n → ∞. This suffices for the hypothesis of Theorem 2 to hold. [29] ) Let T n be a binary search tree built with the medians of 2k + 1 keys as pivots. Then the height H n of T n satisfies H n ∼ c k log n in probability as n → ∞, where c k is the unique solution of
Theorem 8 (Devroye
and s is implicitly defined by
If k is fixed, we can make c k close to 1/ log 2. However, for each k we have c k > 1/ log 2. One can improve this by taking values of k that depend on the number of keys stored in a subtree. If k → ∞ as n → ∞, we see that X n → X = ((1, log 2), (1, log 2) ) a.s. as n → ∞. Theorem 2 then implies that H n ∼ log 2 n, in probability as n → ∞. This strengthens the theorem of Martínez and Roura [52] which asserts that the average depth, in this case, is asymptotic to log 2 n [see also 66].
Digital search trees
This example is a weighted version of the one of Broutin et al. [17] . We consider tries on a finite alphabet A = {1, 2, . . . , d} with the Bernoulli model of randomness: each datum consists of an infinite sequence [23, 39, 65] . A string A i corresponds to an infinite path in a d-ary tree defined in the following way: from the root, take the A i 1 th first child, next the A i 2 th, and so forth. We prune the subtrees of each node that contain only one single string. The remaining tree is the trie associated with the n strings.
For tries, there is no deterministic bound on the height of a trie built from n or even two strings. Neither Theorem 1 nor Theorem 2 applies to tries. Various techniques have been used to shrink the height of tries such as patricia [53] and digital search trees [22, 48] . See also the recent survey by Flajolet [37] . We focus on digital search trees, which are, strictly speaking, not search trees. We prefer the term pebbled tries, to emphasize the trie structure: a string (a "pebble") is assigned to each node in the tree instead of to each leaf. In this "pebbled" version of tries, a string, taken at random, is associated to the root. Then, the n − 1 remaining strings are distributed to the k subtrees depending on the value of their first character. The tree is then built recursively.
In a computer, the characters are coded in binary. The cost of a character in terms of bit comparisons is then the length of its binary code. The model of pebbled tries has been studied by Broutin et al. [17] in the case where all k characters have the same cost. However, if one uses an optimal code (one that minimizes the costs of the characters), the lengths of the codewords depend on the character, and hence the costs of characters vary. Also, in such a code, the length of a codeword is obviously dependent of the probability that the corresponding character occurs (prefix codes of Huffman [46] ). Hence, this model of pebbled tries built with Huffman coded characters is a perfect application for Theorem 2.
Let p i be the probability that character i occurs at some fixed position of a string. Let i be the length of the binary codeword for character i. Then, at a node u with N u = n + 1, the split V n is distributed as a multinomial (n, p 1 , p 2 , . . . , p d ) random vector. The weights (Z 1 , . . . , Z d ) are deterministic and equal to ( 1 , 2 , . . . , d ) . Now, V n → ( p 1 , p 2 , . . . , p d ) almost surely, and hence it is easily checked that the required conditions on the random variables are satisfied with X = ( K , p K ) where K is uniform in {1, . . . , d}. It follows that
Also, since for all i, i > 0 and log p i < 0 (or there is a.s. only one character in the alphabet and the tree is degenerate), e +log d is a sum of positive convex functions whose gradient spans (0, ∞) 2 . As a result, for α, ρ ∈ (0, ∞), there exist λ and µ for which sup λ ,µ {λ α + µ ρ − (λ , µ )} = λα + µρ − (λ, µ) which are given implicitly by
Then, by Theorem 1, the height of the pebbled trie is asymptotic to c log n in probability, where c the maximum value of α/ρ along the curve
Numerical values can easily be obtained for every set of parameters
Pebbled TST
In the same vein, we can study the height of a pebbled version of ternary search trees (TST). The (non-pebbled) TST structure introduced by Bentley and Sedgewick [5] uses early ideas of Clampett [19] to improve on array-based implementations of tries. If an array is used to implement the branching structure of a node, the number of null pointers can become an issue when the alphabet is large. In TSTs, instead of the usual array, the node structure consists of a binary search tree (BST), therefore forcing small branching factors and limiting the amount of null pointers. The TST may be seen as a hybrid structure combining tries and binary search trees: the high level structure is still that of a trie; only the structure of a node and the way character matching are handled changes. The additive parameters of TSTs have been studied thoroughly by Clément et al. [20, 21] , but the question of the height was left open. We now describe the modified pebbled version. Let {A 1 , A 2 , . . . , A n } be the set of strings, where we write A i = A i 1 A i 2 . . . for the sequence of characters. We distinguish the nodes of the trie structure from the slots of the local binary search trees. As shown in Fig. 2 , each node contains d slots. The nodes at the same distance j from the root are said to be at level j. At level j, the key used for the comparisons is the jth character of the sequences. The tree is built by assigning the sequences to the first empty slot as they come along in order A 1 , A 2 , . . . . The first string A 1 is stored in the first slot of the root of the TST and partitions the following sequences with respect to their first characters into three groups
In general, a sequence A j stored in a slot at level induces a partition of further strings into {A i :
Given the TST built from the first m − 1 sequences, we may think of A m as an item moving down the tree: it starts at the root and moves as indicated by the sequences stored in the slots encountered, the comparisons being done on the th character at level . It changes level only upon finding a matching character, in the other cases, it moves in the slots of the same node until it eventually finds either an empty slot, or a matching character. The sequence A m is stored in the first empty slot encountered, and is used to partition the next strings according the same rules. As a consequence, the structure of a node is that of a structure of binary search tree (see Figs. 2, 3) . Assume now that the strings are independent sequences of i.i.d. characters where a character a ∈ {1, . . . , d} has probability p a > 0. We are interested in the height of a pebbled TST built from n of these independent sequences. Consider a node u whose subtree stores n + 1 strings. As in the previous section, the split vector at u, (N 1 , N 2 , . . . , N d ) , is clearly multinomial (n, p 1 , . . . , p d ). Looking at the high level trie structure, the edges may be seen as being weighted by the number of edges in the local binary search tree structure (Fig. 3) . Clearly, the cost of the edge leading to a character a is the 1 plus the depth of the node labeled a in the BST of the node considered. Let Z n a be the random variable accounting for this value. Then the vector of interest is
The random variable Z n a has been studied by Clément et al. [20] and Archibald and Clément [1] . In particular they studied the expected values and variances of {Z n a , 1 ≤ a ≤ d}. However, we need information about the distributions of Z n a and their limits as n → ∞. Let τ be the smallest n for which {A i 1 , 0 ≤ i ≤ n} contains a copy of each character. Then, for each n ≥ τ , the distribution of Z n a is that of Z a = Z τ a , independent of n. The random variable τ is a stopping time and P {τ ≥ n} ≤ (1 − min{ p i , 1 ≤ i ≤ d}) n . This proves that τ is a.s. finite and that Z n a → Z a , in distribution. Then, with X distributed as ((Z 1 , − log p 1 ), . . . , (Z d , − log p d ) ), one can show that X n → X everywhere as n → ∞. This is sufficient for Theorem 2 to apply. The height of the pebbled TST is asymptotic to c log n in probability, where c is the maximum value of α/ρ in {(α, ρ) : (α, ρ) ≤ log d}, 
Remark The height of the non-pebbled version of TST requires more care and studied by Broutin and Devroye [15, 16] .
Example: symmetric pebbled TST. We can obtain more concrete results for symmetric TST, i.e., when p 1 = p 2 = · · · = p d = 1/d. In such a case, E = log d almost surely, and only Z matters. Also, Z is distributed as one plus the depth of a random node in a random binary search tree of size d. This distribution is known exactly [18, 49] :
where n k is the Stirling number of the first kind with parameters n and k [43, 63] . Using (11) one can compute , , and values of the constant c d such that the height of a pebbled TST of size n is asymptotic to c d log n in probability, as n → ∞. Numerical values are found in Table 1 .
Skinny cells in k-d trees
We consider the k-d tree introduced by Bentley [4] . This geometric structure generalizes binary search trees to multidimensional data sets. Given a set
for all i, we recursively build the following binary tree structure partitioning the data set using comparisons of some of their components. The first datum Y 1 is stored at the root. The remaining data are processed as follows: {Y i : i ≥ 2, y i 1 ≤ y 1 1 } and {Y i : y i 1 > y 1 1 } are assigned respectively to the left and right subtrees, and both subtrees are recursively built using the same method. The comparisons are done in a cyclical way depending on the depth of the node at which they occur: the key used at a node at depth is the ( mod d + 1)-st component of a vector. For a more complete account on k-d trees see [42, 61, 62] (Fig. 4) . , and more generally, a node u represents the set of points x ∈ [0, 1] d that would be stored in its subtree if they were data points inserted after u. Therefore, each cell is split into two along a dividing line, on which lies one of the points Y i , and whose direction changes in a cyclical way. The cells are obviously rectangular. Let C u be the cell associated with a node u.
be the its lengths with respect to the d dimensions. We are interested in the worst case ratio of two dimensions of a cell. For example, if d = 2, this is the worst case ratio length over width. By symmetry, since d is bounded, we can always consider the worst case of the first two dimensions, L 1 and L 2 . Such a parameter is of great importance in applications. Indeed, for partial match queries, the running times of algorithms depend on the shape of the cells, and in particular on how close they are to squares [31, 34, 38, 51] . We prove the following: 
Theorem 9 Let T n be a k-d tree built from
, where
Remark The same result holds for the shape of cells in the quadtrees of Finkel and Bentley [36] . Indeed, the distribution of (Z , E) given by (12) also describes the shape of cells in quadtrees.
Proof We intend to express the maximum ratio as a weighted height. Since in k-d trees, not all the levels in the tree are equivalent, proceed in two stages: first consider the levels of depth 0 mod d, and consider the levels 1 mod d since for the other d − 2 choices mod d, the ratio L 1 /L 2 is not modified ( Table 2) . If we group the levels by bunches of d, then all bunches behave similarly. We obtain a 2 d -ary tree. In this tree, each node corresponds to a rectangular region of [0, 1] d , and its 
children are the result of its split into 2 d subregions. The points come uniformly at random, and hence the probability that a region is hit is its area. Figure 5 illustrates the way we turn the question about the ratio into the weighted height of some tree. The area of a rectangle is the product of [0, 1]-uniform random variables determining the splits, and the ratio L 1 /L 2 is the ratio of two products of some of these random variables. More precisely, let
Taking the logarithms of the areas and of the ratios, we see that the increments are distributed like
To use Theorem 2, we need to compute associated with X = (Z , E). We start with the moment generating function: for any real numbers λ and µ, by independence,
otherwise.
It follows that
So D = {(λ, µ) : µ < 1 − |λ|}. To compute , we find the maximum of (λ, µ) → λα + µρ − (λ, µ), which is achieved for λ and µ such that 
Observe that the mere fact that this is a solution of (13) ensures that (λ, µ) ∈ D . Hence, we have D = R 2 , and by Theorem 2, c is the maximum of α/ρ with (α, ρ) in the set
where λ and µ are defined by (14) . Since this only accounts for the levels whose depths are 0 mod d, this gives only a lower bound on the actual weighted depth of the tree. However, one can find a matching upper bound easily. Indeed, to account for the levels 1 mod d, it suffices to group the levels starting at level 1. Doing this, the distribution for E and Z remains unchanged, but the ratio L 1 /L 2 is now off by one single multiplicative factor of 1/U . It follows immediately that the weighted height on the levels 1 mod d is also c log n, which finishes the proof of Theorem 9 (Fig. 6) .
Proof If d = 2, µ and λ simplify and we have
The condition µ − 1 < −|λ| is equivalent to ρ > |α|, so the set to consider is {(α, ρ) :
Therefore, we need to find the maximum value of α/ρ subject to ρ − 2 ≤ log(ρ 2 − α 2 ). The optimum is clearly obtained on the boundary of the set, i.e., for ρ − 2 = log(ρ 2 − α 2 ). Then, we have
which is maximum when the derivative vanishes:
This happens when ρ = 2 and then α/ρ = √ 3/2. (Note that ρ > |α|.)
Remark We have lim d→∞ c d = 1/2. Indeed, the optimal point is at ρ = d. Using α ∼ cd, note that
So,
Skinny cells in relaxed k-d trees
The model of k-d trees described above is a bit constrained due to the cyclical way in which the components of a vector are used as keys. In particular, k-d trees are data structures that are mostly static: they are built once, and then used to perform multiple queries on the same data. To cope with the issue of updating k-dimensional search structures, Duch et al. [33] introduced a randomized data structure that is similar to k-d trees, but are not subject to the same constraints. The symmetry is reintroduced by choosing the index of the component used as a key at random when a node is inserted in the structure. This tree structure is naturally called relaxed k-d tree (Fig. 7) . The structure leads to update algorithms that are easy to implement, but it is not known whether the structure is indeed efficient.
Theorem 10 Let T n be a relaxed k-d tree built from
Then R n = n 1+o(1) in probability, as n → ∞.
Remark The cells of 2-dimensional relaxed k-d trees are skinnier than those of k-d trees. This explains why partial match queries are more costly in relaxed k-d trees [32, 34] than in k-d trees [38] .
Proof of Theorem 10
Consider a cell that does not contain any data point. In the tree, it corresponds to an external node u. A new incoming point falls in this cell with probability
If this happens, two new cells are created. Clearly, the cell gets divided uniformly. Let U be a [0, 1]-uniform random variable. Then, if the number N u of nodes contained in the subtree rooted at u is n, the sizes of the subcells are distributed as a multinomial(n − 1, U, 1 − U ) random vector (Fig. 7) . One can notice in at the first glance that the cells look skinnier than those shown in Fig. 4 As in the case of k-d trees, the ratio L 1 /L 2 is either multiplied or divided by U . Each of this cases happens with probability 1/2 at every split, so with the additive formalism, the increase in log(
Hence we have X = (Z (U ), − log U ), and for λ, µ ∈ R,
Therefore, we have
The maximum of (λ, µ) → λα + µρ − (λ, µ) is achieved for λ and µ,
if such a point exists. This implies in particular that
Then, provided |α| < |ρ|, the solution is given by
If |α| ≥ |ρ|, then (α, ρ) = ∞. Indeed, assume that α = ρ+δ, for some δ > 0 (a symmetric argument holds when α = −ρ − δ). Let > 0, and
It follows by Theorem 2 that c is the maximum value of α/ρ in the set
where λ and µ are defined in (15) . Since D ⊂ {|α| ≤ |ρ|}, it is clear that c ≤ 1, so we only need to prove that c ≥ 1. In particular, it suffices to find points (α, ρ) ∈ (log 2) with α/ρ arbitrarily close to 1. Because µ and hence is not properly defined for α = ρ, we consider (1 − , 1) for ∈ (0, 1). One can verify that, as → 0,
and therefore, (1 − , 1) ∈ (log 2) for small enough. This proves that c ≥ 1 − for any small enough > 0 and hence, by Theorem 2, that log R n ∼ log n in probability as n → ∞ (Fig. 8) . It is not surprising to observe that (γρ 0 ) → 1/e as d → ∞, since the height of the random recursive tree is asymptotic to e log n
d-ary pyramids
Allowing Z = −∞ can be useful when one needs to exclude some tree paths in the definition of the height. Pyramids [7, 41] are built incrementally as follows. A d-ary pyramid of size 1 is a single node. Given a d-ary pyramid of size n, pick a node u uniformly at random among those that have degree at most d − 1. The next node becomes a child of u. The height of a 2-ary pyramid has been studied by Mahmoud [50] . Biggins and Grey [11] obtained it for d ≥ 2.
Theorem 11 ([11,50])
The height H n of a d-ary pyramid of size n is H n ∼ log n/(γρ 0 ) in probability, as n → ∞, where γ is given by
and ρ 0 is defined as the smallest root of
where µ < 1. Numerical values are given in Table 3 .
We derive Theorem 11 using our framework. Random recursive trees [64] are ∞-ary pyramids. A random recursive tree of size one consists of a single node. A random recursive tree of size n + 1 is built from one of size n by picking a uniform random node u, and adding a new node as a child of u. Clearly, conditioning on the new node being a child of an unsaturated node u, u is still uniform among the unsaturated nodes. Hence, one can see a d-ary pyramid as the subtree of a random recursive tree consisting only of the first d children of any node (Fig. 9 ).
This gives a simple way to obtain the height of d-ary pyramids: build a random recursive tree in which the first d children of any node have an edge of weight 1 leading to their parent, and the others a weight of −∞: (Z 1 , . . . , Z d , Z d+1 , . . . ) = (1, . . . , 1, −∞ 
and
The height is not affected by a random permutation of the children, so the random variable of interest is
where K be taken uniformly at random in {1, . . . , d + 1}. Then, according to the definition of , we have that for all λ and µ real numbers,
Using the definition (18) for the split vector (V 1 , . . . , V d+1 ), we find that,
and therefore,
We have D = {(λ, µ) : µ < 1}. It follows that the optimum value for µ = µ(ρ) is obtained for
The function f defined on (0, ∞) by
is continuous, lim x→∞ f (x) = 0 and lim x↓0 f (x) = ∞. Therefore, (19) admits a welldefined solution µ(ρ) for all ρ > 0. By Theorem 5, one needs a rescaling factor γ to express the height of d-ary pyramids of size n. The constant γ is given by
Then, the height of a d-ary pyramid is asymptotic to log n (γρ 0 ), where ρ 0 satisfies
which proves (17) since λ cancels.
Concluding remarks
The model we have introduced in this paper allowed us to unify number of results concerning heights of random trees. As a payback, we were able to obtain new results about geometric structures such as the shape of the skinniest cell in random k-d trees. We forced Z to take values in R. However, our results apply equally to some, but not all, parameters for multivariate Z . We could ask about the maximum value of a function of the components of Z . For example, Biggins [8] treats the question of the maximum of projections of the positions of particles in a branching random walk.
The model developed here does not encompass tries, a species of trees for which the bounded height condition does not hold (see p. 10). The height of a random trie under the standard model of randomness is the sum of two contributions: the first one is explained by the bulk of the tree and is similar to the present analysis; the second is a corrective term accounting for the fringe of the tree. See the related study of digital structures by Broutin and Devroye [15, 16] .
In the course of the proofs, we will need the following technical lemma. One should see it as a tool to deal with branching processes for which the progeny distribution may depend on the node. It asserts that if there is a deterministic lower bound for the reproduction distribution function, then one can find a subprocess that is a proper Galton-Watson process, that is, for which every node has the same progeny distribution.
Lemma 13
Let Z be a random variable and let N ≥ 0 be a random integer such that
Proof For all k,
where W is chosen such that P {W ≥ k} = t k for all k. Then, Z W and, by the inverse transform, there exists a coupled pair (Y, Z ), Y distributed as W , with Y ≤ Z .
Appendix B Large deviations and Cramér functions
B.1 Proof of Theorem 4
The proof follows roughly the lines of that presented by [24] . Let γ > 0. Observe first that, since {−∞} × [0, ∞] ∪ [−∞, +∞) × {∞} ∈ , we have, for all M,
Reducing to a compact set. The first step consist in bounding (21) to a similar probability involving a compact set. Since 0 ∈ D o , there exists λ and µ > 0 and A > 0 such that (λ, µ) < A. For any r > 0, we have
Applying assumption (4) for this λ and µ, for all M ≥ M 1 large enough, since (λ, µ) ≤ A,
Therefore, for r = A + δ + 1/γ , writing C = {(x, y) : λx + µy ≤ r }, and = ∩ C we see that, for M ≥ M 1 ,
and hence, for M ≥ M 1 ,
Covering with small sets. We now proceed by covering with a finite set of balls. 
The set {B ω , ω ∈ R 2 } covers R 2 but is uncountable. However is contained in a compact set, and it can be covered by {B ω , ω ∈ C}, where C is finite. Thus, by the union bound,
Consider one term in the sum above. Note that
Then, using assumption (4) with λ ω and µ ω and δ = γ /3, there exists M 2 = M 2 (ω) such that for all M ≥ M 2 , Then, recalling the bound (23), we obtain for all M ≥ M 2 (ω),
Finally, plugging the bound above in (22) , and observing that inf{ (x, y) : (x, y) ∈ } = I (α, ρ),
Taking logarithms completes the proof.
B.2 Properties of , and I
The functions , and I are well understood [24] . They are the corner stone of the characterization of first order asymptotic properties of the height of random trees. Consider a mapping f : Proof (a) By definition, ∀λ, µ ∈ R, we have (λ, µ) = log p + log E e λZ +µE Z > −∞, E < ∞ .
Both Z and E are real on {Z > ∞, E < ∞}, and hence E e λZ +µE > 0. Since p > 0, this yields (λ, µ) > −∞.
(b) The convexity follows from Hölder's inequality. The continuity in D o is a straightforward consequence of the convexity. For details see [24] .
The function (·, ·). The level sets of are of particular interest, and we write = . Indeed, as we will see later, the heights will be characterized using optimizations of some objective functions on the level sets of (Fig. 10) . Proof (a) The convexity of is a direct consequence of its definition: for t 1 , t 2 , λ ∈ R 2 and θ ∈ [0, 1], using · to denote the standard inner product, As a consequence, for R large enough, C R does not intersect ( ), proving that ( ) is bounded. We now show that ( ) is closed ( is lower semicontinuous). It suffices to prove that ( ) contains all its accumulation points: for any (α, ρ) ∈ R 2 such that there exists (α n , ρ n ) ∈ ( ) with (α n , ρ n ) → (α, ρ), we should have (α, ρ) ∈ ( ). For any λ, µ ∈ R, lim inf n→∞ (α n , ρ n ) ≥ lim inf n→∞ {λα n + µρ n − (λ, µ)} = λα + µρ − (λ, µ). , contradicting the convexity of . Hence β ≥ (x k , y k ) and, for small enough, there exist (x k , y k ) in R such that (x k , y k ) ≤ (x k , y k ). Therefore, using the auxiliary sequence, we see that inf{ (x, y) : x > α, y < ρ} ≤ lim n→∞ (x n , y n ) = inf{ (x, y) : x ≥ α, y ≤ ρ}. This finishes the proof.
Lemma 15 The function (·, ·) is
(θ t 1 + (1 − θ)t 2 ) = sup
