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Abstract
This paper studies a high-dimensional portfolio choice problem using a
machine learning method Graphical Lasso. It considers a 60-asset portfolio
with 49 equities and 11 bonds. It compares the proposed method Graphi-
cal Lasso to four other popular alternative methods, Equal-Weight portfolio,
Sample-Covariance portfolio, Linear and Non-linear-Shrinkage portfolio. We
produce five out-of-sample predictions to compare the performance of the five
methods, with a variation of time horizons, and rebalancing frequencies. The
results show that Graphical Lasso outperforms all other methods except Equal-
Weight portfolio consistently and outperforms all methods in most of the cases.
∗UNC Chapel Hill, Class of 2021, Economics & Computer Science Majors. Thesis advised by
Prof. Andrii Babii from Department of Economics, University of North Carolina at Chapel Hill -
Gardner Hall, CB 3305 Chapel Hill, NC 27599-3305.
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1 Introduction
Investment is essential not only to all financial institutions but also to individuals. A
portfolio is a key component and structure of organizing investments, and it consists
of all the assets that the investors hold. Investment through portfolio organization
is of paramount importance since it provides a structured way of asset allocation,
and it enables measurements of its performance. Portfolio investment is important
to groups with various backgrounds – hedge funds use it to construct multiple corre-
lated assets to hedge risks; retirement funds use it to secure future financial security;
individual investors use it for wealth management, etc. With the fast-growing in-
vestment universe, which not only contains stocks from companies after IPO, but
also includes various commodities, fixed incomes, and ETFs, there are more choices
for investors and investors tend to contain more assets in the portfolios compared to
those from ten years ago. Nevertheless, the biggest issue that comes with it is that it
is a non-trivial task to hold as many assets in a portfolio as one desires because the
portfolio optimization strategy does not always work well with a high-dimensionality.
Besides, with the current aggregation of data as time rolls forward, more financial
data are available. It is easy to get access to all the historical price information for
each asset in the investment universe. For example, people can acquire daily price
data of any bond from the very first day that they exist. We can usually have daily
price information going back to the early 20th century. However, lacking the ability
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to analyze big data, investors do not have the computational power and method-
ological model to consider all available data when they make investment decisions;
instead, they usually use a small subset of all the available data that they can handle
or not at all so the investment decisions are arbitrary. To address this issue, people
use machine learning models, which can be used with high-dimensional data, to learn
the patterns of the data and make an out-of-sample prediction.
Thus, in this research, I propose using a machine learning method, Graphical
Lasso, to address the above-mentioned problems. Firstly, being a machine learning
model, it requires a large amount of data to ensure the precision of the model. I
train the model using all the available historical daily price data from around 1980
till now, which include approximately 12,000 entries for one asset, and 60 assets to-
tally, which are used to construct the portfolios. Secondly, it solves the problem that
it is hard for investors to decide on asset allocations when there are a large num-
ber of assets. A key step in portfolio allocation and optimization is the estimation
of the inverse covariance matrix. Previous methods estimate the covariance matrix
and then take the inverse, such as Sample-Covariance estimation, Linear and Non-
Linear-Shrinkage methods (Ledoit and Wolf, 2003), thus failing to yield significant
result in this setup. We loosely define high-dimension as the case when the num-
ber of parameters is greater than the number of observations. Here the parameters
are average returns and covariances while the observations are the time-series. The
estimations of the inverse covariance matrix become imprecise and when the assets
are in high-dimension, usually greater than ten. However, the proposed method
Graphical Lasso by Friedman, Hastie, and Tibshirani (2008) takes a shortcut and
estimates the inverse covariance matrix with Lasso regularization, thus conveying
significant results. More importantly, Graphical Lasso requires the regularization
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process and sparsity of inverse covariance matrix to enforce the estimation, which is
the reason why it theoretically addresses the issues that other methods fail to achieve.
I show the results in two parts. Firstly, looking at Sharpe Ratios, the key statis-
tic that people compare when evaluating portfolio performance, I show the out-
performance of Graphical Lasso over the Sample-Covariance method, Linear and
Non-linear-Shrinkage method consistently, in both long-term and short-term, with
different rebalancing schemes. Furthermore, Graphical Lasso also beats the market
S&P500 and Equal-Weight method for some cases, doing exceptionally well during
years of the market crash such as 2008 and 2020. Secondly, when looking at cumula-
tive return from an investor’s perspective – If I have $100 at the beginning of January,
how much can I get after three months if I put them in my portfolio using Graphical
Lasso, other methods, or the market – Graphical Lasso does great in short-term,
outperforming Sample-Covariance, Linear and Non-Linear-Shrinkage methods con-
sistently, and outperforms Equal-Weight method and the market S&P500 in more
than half of the cases that I explore.
My research using Graphical Lasso has two explicit contributions. One is a contri-
bution to financial econometrics literature. There are few studies that apply Graph-
ical Lasso to financial context such as the study by Millington and Niranjan (2017).
However, the portfolio in their study is constructed using 25 assets while mine more
than double it. I also compare Graphical Lasso to other popular methods than sam-
ple covariance method. Like briefly mentioned above, theoretically, Graphical Lasso
and its variants should be able to solve portfolio choice problems accurately and ef-
ficiently when there are a large number of assets compared to traditional Markowitz
mean-variance analysis that uses sample covariances. And it should outperform the
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shrinkage methods that is an improvement from the Sample-Covariance method.
Thus, it is interesting to see whether Graphical Lasso outperforms other methods
and produces an expected output. Secondly, it contributes to the financial industry
where there is an increasing need to have a high-dimensional portfolio in places like
hedge funds but lack the tools to do so. Thus, it is fascinating to see whether this is
a reliable method in practice as well.
The paper is organized as follows. Section 2 provides an overview of the liter-
ature on Markowitz’s modern portfolio theory and the current strategy of sample
covariance matrix estimation. And I show the origin of Graphical Lasso. Section
3 presents my data and shows how to organize them to build the portfolio. Sec-
tion 4 shows the proposed method Graphical Lasso and talks about the methods of
training and prediction. Finally, Section 5 shows the results. Finally, discussion and
acknowledgements.
2 Backgrounds
Seventy years ago, Markowitz designed and developed mean-variance optimization
which becomes the fundamental work for portfolio optimization. Mean-variance op-
timization is a theory supporting and advising risk-averse investors to make decisions
on their investment portfolios. It considers the risk-return trade-off. Thus, it con-
structs a portfolio that maximizes the expected return based on a given market risk or
minimizes the risk given an expected portfolio return. Harry Markowitz pioneered
this theory in his famous and fundamental work “Portfolio Selection”(Markowitz,
1952), which is published in the Journal of Finance. It is one of the most rigorous
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and popular ways of constructing investment portfolios once it came out. In the
financial industry, portfolio managers usually compare their portfolio to a specific
benchmark, from which they derive the expected return, and they can conclude that
their portfolios outperform it if they have a lower risk. Similarly, they can also argue
their portfolios outperforms the benchmark if they have the same risk, theirs have
a higher return. Mean-variance optimization is a very well-designed algorithm that
combines investors main concern, return and risk, and feed them into a quadratic
optimization, which can be solved very fast.
The mean-variance optimization, as its name suggests, uses the vector of expected
returns and the variance-covariance matrix as inputs. A key step is to estimate the
inverse of the covariance matrix. It has always been the most challenging and trick-
iest part of optimization. A naive method that comes out originally is calculating
the sample covariance matrix and take its inverse directly. It works well when there
is a small number of assets, usually smaller than ten. Unfortunately, Jobson and
Korkie (1980) discovered and documented that the sample covariance matrix is esti-
mated with lots of errors, especially when the number of assets is large compared to
the number of observations, in which case we say it is high-dimensional. It implies
that the most extreme coefficients in the matrix thus estimates tend to take extreme
values not because this is “the truth”, but because they contain an extreme amount
of error (Ledoit and Wolf, 2003). Michaud (1989) calls this “error maximization”,
which will be a terrible result for any portfolio manager who uses mean-variance
optimization with the estimation of a sample covariance matrix. My contribute by
finding an optimal way of estimating the inverse of the covariance matrix when there
are a large number of assets.
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Ledoit and Wolf (2003) addresses this issue that lies within the sample covariance
matrix for the purpose of portfolio optimization, which contains estimation error of
the kind most likely to perturb a mean-variance optimizer. They suggest that nobody
should be using the sample covariance matrix for the purpose of portfolio optimiza-
tion. Instead, they propose linear shrinkage, which is a transformation to find the
sample covariance matrix. They employed the shrinkage method on portfolios with
the number of assets 30, 50, 100, 225, and 500 and it works decently well. They
concluded that without changing any other step in the portfolio optimization pro-
cess, they reduced tracking error relative to a benchmark index, and substantially
increased the realized information ratio of the active portfolio manager. Ledoit,
Wolf, et al. (2012) further improves and expands their method 10 years later they
proposed the linear shrinkage method and produce a non-linear shrinkage method.
They successfully solve the issue that lies within the erroneous estimation of the
sample covariance matrix. However, the close-form solution for mean-variance opti-
mization does not require a covariance matrix as the ingredient. It only serves as a
middle step to calculate the inverse of the covariance matrix. In a high-dimensional
variance-covariance matrix, more computations lead to more inaccuracy. If we can
find a method that bypasses the middle step of getting the covariance matrix, it can
greatly increase the efficiency and accuracy of the inverse covariance matrix. This is
the motivation for the proposed method, Graphical Lasso.
Equal weight is another simple approach to the asset allocation and portfolio
choice problem. It allocates the same weight to every asset that one holds. The
simple methodology produces solid results, usually hard to outperform. DeMiguel,
Garlappi, and Uppal (2009) evaluates the out-of-sample performance of the sample-
based mean-variance model and its extensions, compared to the 1/N equal weight
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model. Of the 14 models that they evaluated, none is consistently better than the
1/N rule in terms of the Sharpe ratio. They conclude that the gain from optimal
diversification is more than offset by estimation error. And they suggest that there
are still long ways to go before the gains promised by optimal portfolio choice can ac-
tually be realized out of sample. However, they do not include the proposed method
Graphical Lasso, which was created two years after their experiments and analysis.
Graphical Lasso, created by Friedman, Hastie, and Tibshirani (2008), is a method
that solves the problem of estimating sparse graphs by a Lasso penalty applied to the
inverse covariance matrix. It is a combination of a machine learning method Lasso
(Tibshirani, 1996) and graph theory. The estimation is enforced by the regularization
and sparsity of the matrix. In Graphical Lasso, Friedman, Hastie, and Tibshirani
(2008) developed a simple algorithm by using coordinate descent procedure for the
Lasso. It solves a 1000 node problem, approximately 500,000 parameters, in at most
a minute, and is 30 to 4000 times faster than its competing methods. The design
of Graphical Lasso will enable the estimation of the inverse of the covariance matrix
directly from the return data of our assets, without calculating the covariance matrix
as a prerequisite. This method fits our need perfectly, since it takes our input, the
return, and produces the desired output, inverse of the covariance matrix. Therefore,
I use Graphical Lasso as the proposed method in this research and compare it with
other methods that need to calculate the covariance matrix first, such as the Sample-
Covariance method and Shrinkage methods. I expect Graphical Lasso to outperform
Sample-Covariance method and Shrinkage methods in risk-return coordinates given
its accuracy when calculating the inverse of the covariance matrix, and try to be as
competitive as Equal-Weight allocations.
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3 Data
A common way to form a comprehensive portfolio for a risk-averse investor includes
assets from two asset classes, risky assets, and risk-free assets. Risky assets are com-
monly equities while risk-free assets are fixed income bonds given they can never
default. In this research, I will build portfolios consisting of these two asset classes.
Firstly, the choice of equities involves individual stocks, indices, and ETFs. Ide-
ally, we can choose as many assets as each individual wants to build the portfolios.
However, there will be two disadvantages to using individual stocks. One is that it
requires a very large number of assets to represent the market. For example, the
benchmark, S&P500 consists of around 500 individual stocks. More assets will bring
more noise in the estimation of the covariance matrix. Besides, there are entries,
exits, and splits of constituents of S&P500, and the stocks that play an important
role in the market are not always included. For example, Facebook becomes a con-
stituent of S&P500 in 2013, Tesla joins S&P500 at the end of 2020. Ideally, I will
use all the available data since the beginning of S&P500 around 1960, but it is hard
to track every entry and exit in an effective way. Thus, I pick a smaller number of
assets to implement and test the proposed method. I use a 49-industry portfolio from
the Ken French data library (French, 2020). It is a portfolio consisting of 49 assets,
each represents an industry by assigning each NASDAQ, NYSE, and AMEX stocks
to one industry portfolio. It covers a large variety of asset classes in equities so we
can see the interaction among them. 49-industry portfolio data is daily annualized
return data from 1926 to now.
For risk-free assets, we include US Treasury bonds with different maturities and
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corporate bonds with different credit ratings. For US Treasury bonds, I pick the
one with 3-month, 6-month, 1-year, 2-year, 5-year, 7-year, 10-year, and 30-year ma-
turities. Another special one from the US Treasury bond that I use is the 10-year-
minus-3-month bond, which is usually used as a yield curve indicator. A negative
10-year-minus-3-month bond, also being famously called an inverted yield curve, in-
dicates an economic recession. From corporate bonds, I will choose the top-rating
bonds AAA and low-rating BAA respectively. Credit ratings AAA is the highest
bond rating and indicates the safest bonds for investors. Bonds rated below BAA
are considered to be non-investment grade, which makes the BAA rating the lowest
investment-grade rating. The lower the credit rating, the higher the yield a bond
will pay. The sources are from the database of the US Department of Treasury or
St. Louis Fred.
Combining both risky and risk-free assets, I build the equity-bond portfolio using
the above-mentioned 60 assets. Thus, the number of assets N = 60. We aim to
maintain the panel data as long as possible and we find out that the intersection of
all the data is from January 1st, 1986 to August 1st, 2020.
I report the covariance matrix in Figure 1 of the portfolio in this section as the
key summary statistics. With N assets, there will be N + N(N − 1)/2 parameters
from mean-variance optimization in total. From the covariance matrix, we can see
some interesting results. Most of the assets among the 60 assets are highly correlated
(> 5) except gold, and bonds. This is interesting but also reasonable and intuitive
since gold and US Treasury bonds are usually used to hedge the risk from the market
fluctuation given a relatively low correlation with any other asset classes.
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4 Method and Model
The overview of the methods is as follows: I apply the methods, Graphical Lasso, and
Shrinkage respectively, to estimate the inverse covariance matrix, which then is used
directly to calculate the weight of the assets. Finally, I use the weights to construct
the portfolios and calculate statistics to compare. In this section, I first go through
the method that I use for weight calculation, then talk about some details about
Graphical Lasso and four other models, finally show how to construct out-of-sample
prediction to compare.
4.1 Weight Calculation
We use Rp to denote the return of the portfolio. We assume the returns are i.i.d.
with constant moments. The mean-variance optimization considers a constraint op-










xi = 1, (3)
where x is the weight matrix for all the assets in the portfolio, Σ is the covariance
matrix of all the assets, µ̄ is the expected return that each investors have, which
we arbitrarily set to 0.03 in our case. Variance is commonly used to measure risk.
Practically, it means an investor has a predetermined targeted return while trying
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to minimize the risk.
The first constraint fixes the expected return of the portfolio to its target, and
the second constraint ensures all wealth is invested without holding any cash. Note
that we don’t impose further constraints on the sign of the weight x. When x is
negative, it means that we are selling short on an asset while a positive sign means
selling long. Setting up the Lagrangian and solving the corresponding first-order
conditions, I get the close-form solution. The optimal portfolio weights are











where ι denotes an appropriately sized vector of ones and where
A = ιTΣ−1µ, (7)
B = µTΣ−1µ, (8)
C = ιTΣ−1ι, (9)
and
D = BC − A2. (10)
This closed-form solution will provide us the recipe to calculate the weight of the
portfolio. As the formula showed, the inputs are the sample means and the inverse
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covariance matrix.
Traditional approaches such as Sample-Covariance method and Shrinkage meth-
ods by Ledoit and Wolf (2003) calculates the covariance matrix Σ and takes its
inverse, then feed the inverse Σ−1 into the formula to get the weight of the portfolio.
When the number of assets is greater than ten, the noise aggregate to an extend that
the estimation is no more precise. Thus, it only works accurately when we have a
relatively small number of assets compared to the number of observations (e.g. 10
assets compared to 500 time periods).
However, the proposed method, Graphical Lasso, estimate the sparse inverse of
the covariance matrix Σ−1 directly, without the initial step of calculating the covari-
ance matrix Σ, which will create most of the error in the Sample-Covariance method
and Shrinkage approach.
4.2 Graphical Lasso Model
To introduce the proposed method Graphical Lasso, suppose we have N multivariate
normal observations of dimension p with mean µ and covariance Σ, the objective
function of Graphical Lasso is given by
Θ̂ = arg min
Θ




where Θ̂ is an estimator of Θ = Σ−1, and λ > 0 is a regularization parameter, also
called the penalty term of Lasso. Equation 11 is the Gaussian log-likelihood of the
data partially maximized with respective to the mean parameter µ. By estimating Θ
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directly, we will make the estimation of optimal portfolio weight more accurate when
we have high-dimensional assets. The regularization by the penalty and sparsity of
the inverse covariance matrix enforces the estimation of Graphical Lasso.
The calculation and decision of the penalized term λ in the model selection is
challenging. Since I use time series data, we are going to use the Bayesian informa-
tion criterion (BIC), also known as the Schwarz information criterion as the model
selection criterion to get the penalty term λ. Meantime, BIC also helps deciding the
training set and testing set.
4.3 Other Models for Comparison
To compare the performance of Graphical Lasso, I will construct five portfolios us-
ing five different approaches, including Equal-Weight portfolio, Sample-Covariance
portfolio, Linear-Shrinkage portfolio, Non-Linear-Shrinkage portfolio, and Graphical
Lasso portfolios.
The Equal-Weight method assigns equal weights to all the assets in the portfolio,
so we do not need to calculate the covariance matrix and its inverse. I assign equal
weights to every asset, so we have
xi = 1/N, i = 1, 2, ..., N (12)
where xi represents weight for asset i, and N represents the number of assets, so that
it satisfies Equation 3, which says weights sum up to 1.
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Sample-Covariance portfolio using the traditional mathematical way of calculat-
ing covariance matrix by calculating the covariance of each pair of the asset in all





















where ri is the deviation score (the difference between Ri and R̄) of asset i and N is
the number of assets. Then we produce the inverse Θ̂ = Σ̂−1 that is used for weight
calculation.
For linear shrinkage method, I follow Ledoit and Wolf (2003) who provide the
shrinkage estimator of the covariance matrix
Σ̂ = δF + (1− δ)Σ (14)
where F is a highly structured estimator, and Ledoit and Wolf (2003) proposes to use
the constant correlation model, which is the average of all the sample correlations.
δ is the shrinkage constant and is strictly between 0 and 1. The determination of δ
is also proposed by Ledoit and Wolf but is beyond the scope of this paper. We will
then calculate the inverse of covariance matrix by Θ̂ = Σ̂−1. Similarly, Non-Linear-
Shrinkage method has a similar setup to Linear-Shrinkage method but is far beyond
the scope so I avoid discussing it here.
To briefly sum up, I choose to apply the above-mentioned five methods to calcu-
late the inverse of the covariance matrix and then calculate the weight. The Equal-
Weight method is simple, straightforward but usually produce great result since
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no error and noise will be produced if there is no estimation at all. The Sample-
covariance method calculates the sample covariance matrix first and calculates its
inverse. Linear-Shrinkage method and its variant Non-Linear-Shrinkage method have
to calculate the covariance matrix before calculating the inverses, but they are ex-
pected to have a better performance than the Sample-Covariance method since their
calculation of covariance matrix is designed and proved to have less error.
For Sample-Covariance, Shrinkage, Graphical Lasso methods, I calculate the in-
verse of covariance matrix Σ−1 and use the Equation 4 to calculate the weight of
the assets within the portfolios, which then is used to construct the portfolio. For
Equal-Weight portfolio, I am able to calculate the weights straightforwardly.
4.4 Out-of-sample Prediction
The data that I use is time-series data, and it is important to compare the out-of-
sample predictability of the models. Thus, I split all the available sample data from
the year 1986 to 2020 into training sets and testing sets. I have five out-of-sample
results, which I will dive deeper into in the result section, and for each time period, I
use all the available data to train until the first day of the testing period. For exam-
ple, with the out-of-sample period 2019/1/1 to 2019/6/1, I use all the historical data
from 1986 till 2018/12/31 as the training set, and 2019/1/1 to 2019/6/1 as testing
set to check the out-of-sample predictability of models.
For out-of-sample prediction, I rebalance the portfolios with different frequencies,
including daily, 5-day, and 10-day rebalancing. It is achieved together with a rolling
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window strategy. Specifically, after getting the initial weight from the training set





where N denotes the number of assets. and we get the portfolio return for the spe-
cific day. And we move forward the training window by one day, with fixed window
size, and calculate the portfolio return for the second day. Thus, the training set
is dynamically rolling forward by one day. For a daily-rebalancing portfolio, for ex-
ample, I produce the weight of the portfolio every time I add a day to the training
set. To be specific, the initial weight will be produced on September 1st, 2019 by
using all the historical data by that day (end of August), and I calculate the portfolio
return for September 1st, 2019 using Equation 15. I then add the historical data
on September 1st, 2019 to the training set, and use all the historical data, except
the very first day, until September 1st, 2019 to get the weight on September 2nd,
2019. Continuing rolling the training window until I reach the end of the data set.
For a 5-day rebalancing scheme, simply calculate the weight for every five days, and
keep the same weight in the 5-day intervals, similar to 10-day rebalancing periods.
By applying the rolling window approach, with different rebalancing schemes, I can
further compare the performance of the five different methodologies.
We compare the performance of the five portfolios on return, standard deviation,
and the Sharpe ratio, which shows how much excess return the portfolio has for a
unit of risk. Return is given by distributing the weight to the corresponding asset in







where T denotes the number of observations the testing data have. Sharpe ratio is





where Rf is the risk-free return, and usually we use a 1-year or 10-year bond as
the proxy. However, here we intentionally set risk-free return to be 0 since we have
risk-free assets in our portfolio and it is trivial to subtract risk-free return in portfolio
performance comparisons.
5 Result and Discussion
Estimating the inverse of the covariance matrix is an essential step in my research.
I report the inverse of the covariance matrix from the five approaches. Each matrix
includes the 49-industry portfolio data, US Treasury bonds, and corporate bonds.
Each pair from the figure can be interpreted as the partial correlation of the assets,
which is the correlation of the pair conditioned on all the other assets. Figure 2 shows
the inverse of the covariance matrix, using the estimation of sample covariance, with
Sample-Covariance method. It calculates the covariance matrix and then calculates
its inverse. From Figure 2 we can see that it is not very sparse, although most of the
partial correlations are zero. Figure 4 is the inverse of the covariance matrix using
the Linear-Shrinkage method by Ledoit and Wolf (2003). Figure 6 is the inverse of
the covariance matrix using the Non-Linear-Shrinkage method. These two are cal-
culated by obtaining a covariance matrix using shrinkage and then calculating their
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inverse.
Figure 7 shows the estimation of the inverse of the covariance matrix produced
by Graphical Lasso. Since it is sparse, we can also demonstrate it to be the partial
correlation between each pair as shown in Figure 8. When two nodes are connected,
it implies that they are correlated. The thicker the edge, the more correlated they
are. A red edge means positively correlated while a blue edge means negatively cor-
related. There are several interesting observations lying in this graph. Firstly, by
observing the overall structure, it seems to have two connected group, the upper one
and the lower one, which is then connected by Gold. This structure demonstrates and
correlates with the assets in our portfolio – The upper half is the bond constituents
while the lower half is the 49 equities constituents. By this visualization we can see
that gold, which correlates with both bond and equities, is served as the hinge of
these two asset classes. Secondly, looking at bonds section in the upper half, they all
have strong correlation with each other, stronger than most of the equities, and they
rarely correlates with any equity conditional all other assets. We also observe that
US Treasury bonds tend to have negative correlation with corporate bonds. Lastly,
we observe that it is very sparse and the sparsity of the inverse covariance matrix
enforces the precision of the estimation.
By plugging the inverse of covariance matrix into Equation 4, we get the weight
produced by the five methods, and further calculate the return, standard deviation,




















































































































































































































































For all five portfolios constructed using the five models, I produce the out-of-
sample prediction in daily return. To show the robustness of the model and the
fairness of the comparison, I provide five out-of-sample predictions detailed in Ta-
ble 1. Three out of five periods are short-term, with 200 trading days spanning
over almost a year (There are generally 252 trading days within a year). The other
two periods are long-term, one with 1000 trading days over 5 years, one with 2000
trading days over almost 10 years. All the portfolios are rebalanced by a certain
frequency, which means the process of re-calculating the weight and re-allocating the
assets. There is a trade-off between rebalancing frequency and time range due to
the limitation of computational power. If we want a longer time period, we have to
do fewer rebalancing while a shorter time period permits a more frequent rebalanc-
ing frequency. Thus, we have all the shorter periods doing daily rebalancing, while
longer periods doing fewer rebalancing (5-day and 10-day). Besides, from the three
short-term periods, I also include different types of years, with or without a market
crash. As we can see, the years 2008 and 2020 have a significant market crash while
nothing special happened in the year 2014. Thus, using this setup, I can test whether
Graphical Lasso can perform well in different situations and different time horizons.
I present my result in two parts. One is the comparison among five models
for the key statistic including the return, standard deviation, Sharpe Ratio for the
five-time periods discussed above. I also list S%P500, which is the market, in the
tables. However, it will not be the main focus and it generally has the best statistics
because it is a human-made index, which by design has very lower standard deviation
than any high-dimensional portfolio optimization strategies. Secondly, I provide a
visualization from an investor’s perspective. If an investor has $100 at the beginning
of the period, will they have more return using the portfolio optimization strategy
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by Graphical Lasso or just holding the market S&P500.
5.1 Model Comparison
Table 2 presents and compares average returns, standard deviations, Sharpe Ratios
over the out-of-sample period from the second half of 2019 to the first half of 2020.
As we can see, Graphical Lasso outperforms all four other methods in this out-of-
sample prediction over 2019-2020 through the market crash in March 2020 due to the
COVID crisis. It not only exhibits the highest return among the five methods, but
also the significantly low standard deviation, thus delivering the overall best Sharpe
Ratio.
The second short-term market crash period is during the great recession 2008 in
Table 3. The market has a negative average return around -0.02 and Equal-Weight,
Sample-Covariance, Linear-Shrinkage, and Non-Linear-Shrinkage methods all deliver
negative results. However, Graphical Lasso shows its advantage in covariance matrix
estimation and conveys a positive return, thus it is the only one yielding the positive
return and Sharpe Ratio. Admittedly, the standard deviation of S&P500, 0.027, is
very low, and lower than Graphical Lasso portfolio risk. Nonetheless, the proposed
method still does a good job given the flexibility that it can choose any given asset.
The non-market-crash short-term period is year 2014 presented in Table 4. The
market performed the best over the year 2014, with the highest average daily return
0.07, lowest standard deviation, thus highest Sharpe Ratio. However, compared to
the other four methods, Graphical Lasso has the second-highest return, just after
Equal-Weight Portfolio, which is generally hard to outperform, and lowest standard
22
deviation. Graphical Lasso successfully outperforms all other methods in Sharpe
Ratio, which is the key statistic that we are comparing here. Thus, the results over
the year 2014 show that Graphical Lasso performs well and beats other methods in
a non-market-crash year.
Next, I compare the long-term out-of-sample predictions. Firstly, Table 5 presents
the result of the 5-day rebalancing out-of-sample result over 1000 trading days from
the year 2015 to the year 2019. The market has the best performance among all
other methods, but again, our focus will be the comparison among the five different
methods instead of comparing to the market. Graphical Lasso in this time period
has an average daily return of 0.022, worst among the five methods while delivering
a standard deviation of 0.38, best among the five methods. After calculating the
Sharpe Ratio using average return and standard deviation, it conveys a Sharpe Ra-
tio of 0.058, the second-highest amount of the five methods, following Equal-Weight
Portfolio, which is hard to beat in high-dimensionality. Thus, Graphical Lasso does
a decent job in outperforming all other methods except the Equal-Weight method
for a longer time horizon.
Finally, Table 6 delivers the results of the longest out-of-sample prediction over
2000 trading days, with a 10-day rebalancing frequency from the year 2011 to 2019.
For this time period, we have very similar results to the previous 5-year time period
result. Graphical Lasso ranks the fifth among the five methods with an average
return of 0.022, ranks the first among the five methods when looking at standard
deviation, and finally has a second-best overall performance just after Equal-Weight
Portfolio. Thus, Graphical Lasso performs stably and consistently in longer time
horizons with very promising results.
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Table 2: Performance over 2020 for 5 Portfolios (Daily Rebalancing) and Market
Method average return standard deviation Sharpe ratio
Equal Weight 0.011 2.69 0.004
Sample Covariance 0.030 2.80 0.108
Linear Shrinkage 0.030 2.80 0.108
Non-linear Shrinkage 0.029 2.80 0.107
Graphical Lasso 0.049 0.89 0.552
Market (S&P500) 0.031 0.022 1.4
5.2 Cumulative report
In this section, I present a visualization from the investor’s perspective. Specifically,
if one investor has $100 dollars, how many can they earn by investing in the Graph-
ical Lasso portfolio. I compare the five models as well as the market S&P500 for all
five out-of-sample periods.
24
Table 3: Performance over 2008 for 5 Portfolios (Daily Rebalancing) and Market
Method average return standard deviation Sharpe ratio
Equal Weight -0.045 3.01 -0.015
Sample Covariance -0.081 4.03 -0.020
Linear Shrinkage -0.047 3.95 -0.012
Non-linear Shrinkage -0.081 4.03 -0.020
Graphical Lasso 0.110 0.81 0.136
Market (S&P500) -0.02 0.027 -0.79
Table 4: Performance over 2014 for 5 Portfolios (Daily Rebalancing) and Market
Method average return standard deviation Sharpe ratio
Equal Weight 0.130 0.96 0.14
Sample Covariance 0.035 0.97 0.04
Linear Shrinkage 0.035 0.97 0.04
Non-linear Shrinkage 0.035 0.97 0.04
Graphical Lasso 0.053 0.32 0.17
Market (S&P500) 0.07 0.006 11
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Table 5: Performance from 2015 for 5 Portfolios (5-Day Rebalancing) and Market
Method average return standard deviation Sharpe ratio
Equal Weight 0.062 0.89 0.070
Sample Covariance 0.045 0.94 0.048
Linear Shrinkage 0.045 0.94 0.048
Non-linear Shrinkage 0.045 0.94 0.048
Graphical Lasso 0.022 0.38 0.058
Market (S&P500) 0.039 0.008 4.6
Table 6: Performance from 2011 for 5 Portfolios (10-Day Rebalancing) and Market
Method average return standard deviation Sharpe ratio
Equal Weight 0.083 1.10 0.076
Sample Covariance 0.030 1.14 0.026
Linear Shrinkage 0.031 1.14 0.027
Non-linear Shrinkage 0.030 1.14 0.026
Graphical Lasso 0.022 0.37 0.060
Market (S&P500) 0.041 0.009 4.5
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Firstly, Figure 9 shows the cumulative return over year 2020 for 200 trading days.
Figure 9e shows the cumulative return of the portfolio allocation using Graphical
Lasso, which yields the best cumulative return over the 200 days. It ramps up from
$100 to more than $110. In comparison, four other methods, Sample-Covariance,
Equal-Weight, Linear and Non-Linear Shrinkage deliver similar results, shown in
Figure 9b, 9a, 9c and 9d respectively. They will have a final cumulative return for
less than $100. The market S&P500 also has a positive cumulative return. However,
it does not outperform Graphical Lasso allocation. We observe that they have differ-
ent patterns over the 200 out-of-sample prediction period. The market cumulative
return first goes up and shows the market crash during March and gradually ramps
up. Graphical Lasso allocation, however, does not perform as well as the market be-
fore the market crash but does a great job catching up the returns after the market
crash.
Figure 10 shows the cumulative return plot during the Great Recession in the year
2008. Figure 10e shows the cumulative return of the Graphical Lasso optimization
strategy and it is gradually increasing despite the Great Recession. And it achieves
a 25% out-of-sample cumulative return. However, in comparison, Equal-Weight,
Sample-Covariance, Linear and Non-Linear Shrinkage method in Figure 10a, 10b,
10c, and 10d all share a similar pattern, having a negative return over the 200 out-
of-sample days. These four methods follow the pattern of the benchmark S&P500
closely but the benchmark has a positive return, yet it also underperforms the Graph-
ical Lasso method.
Figure 11 shows the cumulative return plot from year 2014. Different from the
previous two time periods, it is a general year without market crash. Graphical
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Lasso, in Figure 10e has a final return of approximately 10%, outperforming Sample-
Covariance, Linear and Non-Linear Shrinkage methods in Figure 10b, 10c, and 10d
respectively. It does not outperform Equal-Weight allocation as well as the market
but still performs steadily.
For longer time horizons, which provides a longer holding periods, we have Figure
12 which invests from 2015 to 2019 for 1000 trading days. Graphical Lasso has a
total return of approximately 25% in Figure 12e. It underperforms all other methods
– Equal-Weights method by 60% in Figure 12a, Sample-Covariance method, Linear
and Non-Linear methods, and the market by about 15% shown in Figure 12b, 12c,
12d, and 12f. In this particular setting, Graphical Lasso does not outperform any
method in cumulative return, yet still yielding a decent amount of positive return,
considering the 1000-day holding period, which is almost five years.
Finally, I show the cumulative return for the longest horizon in the setting, 2000
trading days from the year 2011 in Figure 13. Market return doubles over the ten
years, shown in Figure 13f. Using Equal-Weight Method quadruples the total re-
turn in Figure 13a. However, when comparing to Sample Covariance method in
Figure 13b, Linear and Non-linear Shrinkage in Figure 13c and 13d, Graphical Lasso
method in Figure 13e slightly outperforms them by about 10%. Considering such a
long time horizon, the best benchmark is to quadruple the return using the Equal-
Weight method, any other method does not serve as a reasonable choice for investors
in the long-run settings.
To sum up, I have shown the results from two perspectives. One is simply look-
ing at the statistics of the portfolios using different allocation models, the other is
28
looking from a practical perspective. When we compare the Sharpe Ratios, which
is the key statistic people usually use to measure portfolio performance, Graphical
Lasso outperforms all other methods. However, as the time horizon gets longer to
5-year or 10-year in the long-run, Graphical Lasso slightly underperforms only the
Equal-Weight method but not much. And the reason is by running an active portfolio
optimization strategy such as Graphical Lasso, noises are induced in the estimation
process given the very large number of parameters while Equal-Weight simply as-
signs weights without estimation. The benefit of running the algorithm sometimes
cannot outweigh the noise it introduces given the number of assets. When we look
at cumulative return from an investment perspective, Graphical Lasso almost out-
performs all other methods in the short-run, while for the most of the time slightly
underperforms all other methods in the long-run with a decent total return. Another
interesting finding is that when we look at short-runs, Graphical Lasso performs ex-
tremely well during a market crash, yielding a solid positive return while some other
methods crash and do not work at all. Table 7 provides a summary and overview of
all the results. Note: GL refers to Graphical Lasso, EW refers to Equal-Weight, O
refers to Others, which also include EW if the cell does not write EW explicitly.
One importance of the research of using Graphical Lasso as the method of portfo-
lio allocation is to introduce a tool for investors to deal with the high-dimensionality
of assets and solve the curse of dimensionality. Graphical Lasso successfully proves
its ability and consistency in doing high-dimension optimization, with a special abil-
ity to hedge market crash risk in the short-run.
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Table 7: Result Summary
Year 2020 2008 2014 2015 2011
Horizon short short short long longest
Special crash crash general general general
SR Rank GL, O GL, O GL, O EW, GL, O EW, GL, O
CR Rank GL, O GL, O EW, GL, O O, GL O, GL
6 Discussion
As shown in the previous section, Graphical Lasso successfully outperforms other
methods in most of the cases and does outstandingly in market crashes. However,
several places can be improved potentially. The most important one is formal testing.
The out-of-sample prediction of the Graphical Lasso model is very volatile, given the
amount of input it takes. There is no way to fully eradicate the noise when training
the model, so if we want to do a t-test on the return series, it doesn’t turn out to be
specific even though the values are very different. However, to show and prove the
robustness of the model, I follow the convention of finance academia and industry,
using Sharpe Ratio to evaluate and compare the performance of different models. I
also use cumulative returns to show from another perspective. Furthermore, I can
also use several out-of-sample predictions to confirm the results. Secondly, a larger
number of assets to construct the portfolio can be used as the stress test of the model.
Currently with the 60 assets, Graphical Lasso does a great job and achieves the goal
and addresses the issue that other methods cannot achieve, but it will be interesting
to see how Graphical Lasso performs when the number of assets reach 100, 500,
or even larger. Potentially, when there are 500 assets in the portfolio, the weight
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of each individual asset will be very small so the noise produced by the algorithm
might easily overcome the benefits. Thus, it will be a stress test for any optimization
model to include more than 100 assets and to see how they performs.
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Figure 13: Cumulative Return From 2011 for 5 (10-Day Rebalancing) Portfolios
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