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Abstract
The aim of the present paper is to derive explicit formulas for arbitrary peakon solu-
tions of the Geng–Xue equation, a two-component generalization of Novikov’s cubically
nonlinear Camassa–Holm type equation. By performing limiting procedures on the pre-
viosly known formulas for so-called interlacing peakon solutions, where the peakons in
the two component occur alternatingly, we turn some of the peakons into zero-amplitude
“ghostpeakons”, in such a way that the remaining ordinary peakons occur in any desired
configuration. We also study the large-time asymptotics of these solutions.
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2
1 Introduction
In 2009, Geng and Xue [7] derived a coupled integrable equation with cubic nonlinearity:
mt + (mx u+3mux )v = 0,
nt + (nx v +3nvx )u = 0,
m = u−uxx , n = v − vxx .
(1.1)
This equation is known as the Geng–Xue (GX) equation and also as the two-component
Novikov equation, since with u = v the system (1.1) reduces to two copies of the Novikov
equation from 2008 [14, 9, 8],
mt +u(mx u+3mux )= 0, m = u−uxx . (1.2)
The GX and Novikov equations are mathematical relatives of the Camassa–Holm (CH) equation
mt +mx u+2mux = 0, m = u−uxx , (1.3)
which was derived as model for shallow water waves in 1993 [2, 3], and of the Degasperis–
Procesi (DP) equation found in 1998 [5, 4],
mt +mx u+3mux = 0, m = u−uxx . (1.4)
Some reasons that these partial differential equations are of interest are that they are integrable
systems and admit multipeakon solutions, which are weak solutions formed by superposition
of peak-shaped waves:
u(x, t )=
N∑
k=1
mk (t )e
−|x−xk (t )|. (1.5)
The positions xk (t ) and the amplitudes mk (t ) are governed by a system of ODEs, whose precise
form depends on which equation we are studying. The general solution of these peakon ODEs
is known for these three equations (CH, DP and Novikov) in the case that all the amplitudes
are nonzero (mk (t ) 6= 0) [1, 11, 8].
The case when some amplitudes are zero might seem uninteresting, since if mk (0)= 0, then
mk (t)= 0 for all t , and then peakon number k is simply absent from the solution. However,
the equation for xk (t) in the peakon ODEs is still nontrivial and its solution describes the
trajectory of a zero-amplitude ghostpeakon which is influenced by the other peakons but
does not influence them. These ghostpeakon trajectories are of interest, since they are in fact
the characteristic curves associated with the multipeakon solution, and we recently derived
explicit formulas for the ghostpeakons for the CH, DP and Novikov equations [10]. Moreover,
as we will demonstrate in this paper, the methods used for studying ghostpeakons are also
very useful for studying ordinary (non-ghost) peakons for the GX equation.
The multipeakon solutions of the Geng–Xue equation, with N1 peakons in u and N2
peakons in v , have the form
u(x, t )=
N1∑
k=1
mk (t )e
−|x−xk (t )|,
v(x, t )=
N2∑
k=1
nk (t )e
−|x−yk (t )|,
(1.6)
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where the positions xk (t ) and yk (t ) and the amplitudes mk (t ) and nk (t ) in (1.6) have to satisfy
the ODEs
x˙k = u(xk ) v(xk ),
y˙k = u(yk ) v(yk ),
m˙k =mk
(
u(xk ) vx (xk )−2ux (xk )v(xk )
)
,
n˙k = nk
(
ux (yk ) v(yk )−2u(yk )vx (yk )
)
,
(1.7)
in order for (1.6) to be a weak solution of the Geng–Xue equation. Here the notation
u(xk )=
N1∑
i=1
mi e
−|xk−xi |, ux (xk )=−
N1∑
i=1
mi sgn(xi −xk )e−|xk−xi | (1.8)
is shorthand for the expressions obtained by substituting x = xk into the peakon ansatz (1.6)
and its derivative, and similarly for the other quantities appearing in (1.7). Actually, ux (xk )
denotes the average of the left and right derivatives, since u is not differentiable at x = xk . The
convention sgn(0)= 0 is used here.
We will assume throughout the paper that all amplitudes are positive (mk > 0 and nk > 0),
the so-called pure peakon case where there are no “antipeakons” with negative amplitude, and
also that the peakons are non-overlapping, meaning that xi 6= y j for all i and j .
For an explanation of these requirements, see Lundmark and Szmigielski [12, 13], who
solved the ODEs (1.7) and studied the dynamics of the solutions in the interlacing case where
N1 =N2 =K and
x1 < y1 < x2 < y2 < ·· · < xK < yK . (1.9)
In Section 2 we will recall their explicit solution formulas for this interlacing peakon configura-
tion with an even number of peakons. There is also the case of an interlacing configuration
with an odd number of peakons (N1 =K +1 and N2 =K ),
x1 < y1 < x2 < y2 < ·· · < xK < yK < xK+1, (1.10)
which was not studied by Lundmark and Szmigielski. The solution for the odd case (1.10)
could be derived by a slight modification of the inverse spectral procedure used by them in
the even interlacing case (1.9), but we will instead obtain it here as a special case of our more
general results.
The purpose of this paper is to derive the solution formulas for an arbitrary (pure) peakon
configuration, and study the asymptotics as t →±∞. The general solution will depend on
2(N1+N2) arbitrary parameters, which can in principle be determined from initial data for
the N1+N2 positions and N1+N2 amplitudes at time t = 0, say. However, we will not go into
the details of how to do that, since it would require introducing even more notation than we
already have. Our philosophy is instead to study the global behaviour of the whole solution for
given values of the parameters.
We can label the peakons in such a way that
x1 < x2 < ·· · < xN1 , y1 < y2 < ·· · < yN2 , (1.11)
where we also assume that xi 6= y j for all i and j , but we do not impose the condition (1.9)
or (1.10). In this case, which is in general non-interlacing, it is more convenient to use a
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different notation where we gather adjacent peakons into “X -groups” and “Y -groups” and
label them with two indices, as follows:
x1,1 < x1,2 < ·· · < x1,N X1︸ ︷︷ ︸
First X -group
< y1,1 < y1,2 < ·· · < y1,N Y1︸ ︷︷ ︸
First Y -group
< ·· ·
<x j ,1 < x j ,2 < ·· · < x j ,N Xj︸ ︷︷ ︸
j th X -group
< y j ,1 < y j ,2 < ·· · < y j ,N Yj︸ ︷︷ ︸
j th Y -group
< ·· ·
<xK ,1 < xK ,2 < ·· · < xK ,N XK︸ ︷︷ ︸
Last X -group
< yK ,1 < yK ,2 < ·· · < yK ,N YK︸ ︷︷ ︸
Last Y -group
,
(1.12)
and similarly for the amplitudes m j ,i and n j ,i . Here N Xj and N
Y
j denote the number of
peakons in the j th X -group and Y -group, respectively. Thus, the peakon solutions (1.6) in the
notation (1.12) take the form
u(x, t )=
K∑
k=1
N Xk∑
i=1
mk,i (t )e
−|x−xk,i (t )|
 ,
v(x, t )=
K∑
k=1
N Yk∑
i=1
nk,i (t )e
−|x−yk,i (t )|
 .
(1.13)
Since u and v play the same role in the Geng–Xue equation (1.1), we will always assume
(without loss of generality) that the first group is an X -group. The last group may then be a
Y -group as in (1.12) and (1.13), in which case the total number of groups is even (K +K ), or
it may be an X -group, so that there is an odd number of groups ((K +1)+K ) and we have
u(x, t )=∑K+1k=1 instead in (1.13). We will need to treat these even and odd cases separately, and
in fact it will turn out that the asymptotics in the odd case shows some interesting differences
from the even case. For singletons (groups containing only a single peakon), we will often write
just x j instead of x j ,1, and similarly for the other variables. We may also assume that there is
at least one group of each kind; otherwise the dynamics is trivial (everything is constant).
A simple example with 2+ 2 groups is shown in Figure 1, where there is one X -group
with two members, and the other groups are singletons; we will consider this particular
configuration in detail in Example 4.1.
In the notation (1.12), the ODEs (1.7) become
x˙k,i = u(xk,i ) v(xk,i ),
y˙ j ,i = u(y j ,i ) v(y j ,i ),
m˙k,i =mk,i
(
u(xk,i ) vx (xk,i )−2ux (xk,i )v(xk,i )
)
,
n˙ j ,i = n j ,i
(
ux (y j ,i ) v(y j ,i )−2u(y j ,i )vx (y j ,i )
)
.
(1.14)
To solve these equations, one approach would be to adapt the inverse spectral technique used
by Lundmark and Smigielski in the interlacing case, but we are not going to do that, for two
reasons. Firstly, it is quite a long and complicated procedure, and secondly, it is not even
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xx1 y1 x2,1 x2,2 y2
u(x, t )=m1 e−|x−x1|+m2,1 e−|x−x2,1| +m2,2 e−|x−x2,2|
v(x, t )= n1 e−|x−y1| +n2 e−|x−y2|
Figure 1. A non-interlacing peakon configuration with two groups in each component, where
all the groups are singletons, except the second X -group which contains two peakons.
clear that it is going to work, since the Lax pairs for the Geng–Xue equation do not seem to
provide sufficiently many constants of motion in the non-interlacing case; see Section 11.
Motivated by our previous paper [10], we will instead use the idea of ghostpeakons: starting
from an interlacing peakon solution with a larger number of peakons, we perform appropriate
limiting procedures on the spectral data to “kill off” selected peakons, i.e., we turn them into
ghostpeakons by making their amplitudes tend to zero. After discarding the ghostpeakons and
relabeling the variables, what remains is the desired peakon configuration.
Remark 1.1. In 2015, Xia and Qiao [15] introduced the integrable two-component Camassa–
Holm-type equation
mt = 12
(
m(uv −ux vx )
)
x − 12 m(uvx −ux v),
nt = 12
(
n(uv −ux vx )
)
x + 12 n(uvx −ux v),
m = u−uxx , n = v − vxx ,
(1.15)
which admits non-overlapping peakon solutions, just like the Geng–Xue equation. The so-
lution formulas for the interlacing case have recently been computed by Dong and Zhou [6]
using inverse spectral techniques. It may be interesting to investigate whether the general
(non-interlacing) solution of (1.15) can be found in a manner similar to what we do for the GX
equation here.
The outline of this article is as follows. In section 2, notation and solution formulas for the
Geng–Xue equation in the (even) interlacing peakon case will be recalled; see in particular
Theorem 2.8. In section 3, we present some additional notation which will be used in this
paper. Section 4 contains plenty of examples, both of the proof technique and of the behaviour
of the solutions, illustrated in figures. In Sections 5 and 8 we give the complete list of solution
formulas for the general peakon solution of the Geng–Xue equation in the even case (2K
groups) and odd case (2K +1 groups), respectively. The proofs of these formulas are given
in Sections 6 and 9, and we study the asymptotics for the even and odd cases in Sections 7
and 10, respectively. In Section 11, it is shown that for each group of peakons one can define
an “effective position” and an “effective amplitude”, which have the same time dependence as
the single peakon in the group would have if the group were a singleton, and we use this to
explain why the solution formulas for singleton groups in non-interlacing configurations are
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identical to the previously known formulas from the interlacing case. In Section 12 we prove
that for pure peakon solutions there are no collisions (which implies that these solutions are
globally defined in time). And finally, in Section 13 we give the formulas for the characteristic
curves associated with an arbitrary peakon solution; these formulas may have some intrinsic
interest, and they also clarify certain aspects of the structure of the formulas for the peakon
solution.
2 Review of notation and solution formulas for the interlacing case
In this section we will state the solution formulas for the K+K interlacing peakon solutions (1.9)
of the GX equation. These formulas, which were derived by Lundmark and Szmigielski [12, 13],
will be our starting point when we derive the general non-interlacing solution later.
First we need to define some notation. The general solution for the 2K positions xk and yk
and the 2K amplitudes mk and nk (where 1 ≤ k ≤ K ) depends on 4K constant parameters,
collectively referred to as the spectral data. These parameters are all positive in the pure peakon
case. Firstly, there are two sets of eigenvalues λi and µ j ,
0<λ1 <λ2 < ·· · <λK , 0<µ1 <µ2 < ·· · <µK−1, (2.1)
coming from boundary value problems associated with the two Lax pairs of the Geng–Xue
equation [12]. These 2K −1 eigenvalues are accompanied by 2K −1 residues of the correspond-
ing Weyl functions (at time t = 0),
a1(0), a2(0), . . . , aK (0) ∈R+, b1(0), b2(0), . . . ,bK−1(0) ∈R+, (2.2)
and finally there are two additional constants,
C , D ∈R+, (2.3)
also related to the Lax pairs.
Remark 2.1. Lundmark and Szmigielski [12, 13] used the equivalent parameters
b∞ =D and b∗∞ =
Cµ1 · · ·µK−1
2λ1 · · ·λK
instead of our C and D. We have also found it more convenient here to write x j , y j , m j , n j
instead of their x2 j−1, x2 j , m2 j−1, n2 j .
The solution formulas also contain the time-dependent quantities
ai (t )= ai (0)e t/λi , b j (t )= b j (0)e t/µ j , (2.4)
which will mostly be denoted simply by ai and b j .
Definition 2.2 (Integer interval). Let [m,n]= [m,m+1,m+2, . . . ,n−1,n] for integers m ≤ n.
If m > n, let [m,n]=;. We will sometimes also use the shorter form [n] for [1,n].
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Definition 2.3. For i ≥ 0, let ([1,K ]i ) denote the set of i -element subsets I = {i1 < i2 < ·· · < in} of
the integer interval [1,K ]= {1,2, . . . ,K }. For I ∈ ([1,A]k ) and J ∈ ([1,B ]l ), let
∆2I =∆(λi1 , . . . ,λik )2 =
∏
a,b∈I
a<b
(λa −λb)2,
∆˜2J =∆(µ j1 , . . . ,µ jl )2 =
∏
a,b∈J
a<b
(µa −µb)2,
ΓI J = Γ(λi1 , . . . ,λik ;µ j1 , . . . ,µ jl )=
∏
n∈I ,m∈J
(λn +µm),
(2.5)
with the special cases
∆2; =∆2{n} = ∆˜2; = ∆˜2{m} = ΓI; = Γ;J = 1.
Definition 2.4. Using the abbreviations
ΨI J =
∆2I ∆˜
2
J
ΓI J
, λrI aI =
(∏
i∈I
λri ai
)
, µsJ b J =
(∏
j∈J
µsj b j
)
, (2.6)
let
Jr si j = J[A,B ,r, s, i , j ]
=

∑
I∈([1,A]i )
∑
J∈([1,B ]j )
ΨI J λ
r
I aI µ
s
J b J , if 0≤ i ≤ A and 0≤ j ≤B ,
0, otherwise.
(2.7)
Usually, if the values of A and B are clear from the context, we will just write Jr si j rather than
J[A,B ,r, s, i , j ], but in a few places the longer notation is needed for precision.
Remark 2.5. We will sometimes refer to the quantities Jr si j as “determinants”, since they are
originally determinants of bimoments, coming from the theory of Cauchy biorthogonal poly-
nomials, and the expressions (2.7) arise in the case when the two measures involved are finite
linear combinations of Dirac deltas [12, Sections A.3 and A.4].
Remark 2.6. Since we are assuming that all spectral data are positive, we will have
J[A,B ,r, s, i , j ]> 0 (2.8)
if 0≤ i ≤ A and 0≤ j ≤B .
Example 2.7. If A = 3 and B = 2, then
J0121 = J[3,2,0,1,2,1]
= (λ1−λ2)
2µ1
(λ1+µ1)(λ2+µ1)
a1a2b1+ (λ1−λ3)
2µ1
(λ1+µ1)(λ3+µ1)
a1a3b1
+ (λ2−λ3)
2µ1
(λ2+µ1)(λ3+µ1)
a2a3b1+ (λ1−λ2)
2µ2
(λ1+µ2)(λ2+µ2)
a1a2b2
+ (λ1−λ3)
2µ2
(λ1+µ2)(λ3+µ2)
a1a3b2+ (λ2−λ3)
2µ2
(λ2+µ2)(λ3+µ2)
a2a3b2.
(2.9)
For a list of all nonzero J[3,2,0,0, i , j ], see Example A.2 in [12].
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The formulas in the following theorem provide a one-to-one correspondence between the
interlacing pure peakon sector
x1 < y1 < x2 < y2 < ·· · < xK < yK ,
m1,m2, . . . ,mK ∈R+,
n1,n2, . . . ,nK ∈R+,
(2.10)
and the set of spectral variables (2.1), (2.2) and (2.3), for K ≥ 2. Together with the time depen-
dence (2.4), this provides the interlacing peakon solution x j (t ), y j (t ), m j (t ), n j (t ). Regarding
the case K = 1, see Remark 2.10 below.
Theorem 2.8. Let K ≥ 2. In terms of the abbreviations
Xk =
1
2
exp2xk , Yk =
1
2
exp2yk , Qk = 2mk e−xk , Pk = 2nk e−yk , (2.11)
L =
K∏
i=1
λi , M =
K−1∏
j=1
µ j , (2.12)
j ′ =K +1− j , (2.13)
and with
Jr si j = J[K ,K −1,r, s, i , j ],
the general solution of the peakon ODEs (1.7) in the K +K interlacing pure peakon case (2.10) is
X j ′ = XK+1− j =

J00j j
J11j−1, j−1
, 1≤ j ≤K −1,
J00K ,K−1
J11K−1,K−2+C J10K−1,K−1
, j =K ,
Y j ′ = YK+1− j =

J0011+D J0010 , j = 1,
J00j , j−1
J11j−1, j−2
, 2≤ j ≤K ,
(2.14)
and
Q j ′ =QK+1− j =

J11j−1, j−1 J
01
j , j−1
J10j j J
10
j−1, j−1
, 1≤ j ≤K −1,
M
L
(
J11K−1,K−2
J10K−1,K−1
+C
)
, j =K ,
P j ′ = PK+1− j =

1
J0010
, j = 1,
J11j−1, j−2 J
10
j−1, j−1
J01j−1, j−2 J
01
j , j−1
, 2≤ j ≤K ,
(2.15)
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where the time dependence is given by
ai (t )= ai (0)e t/λi , b j (t )= b j (0)e t/µ j . (2.16)
Remark 2.9. From (2.11) it is clear that we can obtain the actual peakon variables via
xk =
1
2
ln(2Xk ), yk =
1
2
ln(2Yk ), mk =
√
Xk Qkp
2
, nk =
√
Yk Pkp
2
, (2.17)
but the formulas are less complicated when expressed in terms of Xk , Yk , Qk and Pk .
Remark 2.10. The formulas in Theorem 2.8 also work in the case K = 1, provided that one
adds the additional constraint C D > 1. In this case, one should disregard the formulas stated
for 1≤ j ≤K −1 or 2≤ j ≤K , and use the other ones.
Example 2.11 (The 3+3 interlacing case). When K = 3 we obtain the solution formulas for
the 3+3 interlacing solution. We will study this example quite carefully, since we are going to
compare it with the examples of non-interlacing solutions later, in Section 4.
With Jr si j = J[3,2,r, s, i , j ], the solution formulas for the positions are
X1 = 12 e2x1 =
J0032
J1121+C J1022
, Y1 = 12 e2y1 =
J0032
J1121
,
X2 = 12 e2x2 =
J0022
J1111
, Y2 = 12 e2y2 =
J0021
J1110
,
X3 = 12 e2x3 = J0011, Y3 = 12 e2y3 = J0011+D J0010,
(2.18a)
while the amplitudes are obtained from
Q1 = 2m1e−x1 = µ1µ2
λ1λ2λ3
(
J1121
J1022
+C
)
, P1 = 2n1e−y1 =
J1121 J
10
22
J0121 J
01
32
,
Q2 = 2m2e−x2 =
J1111 J
01
21
J1011 J
10
22
, P2 = 2n2e−y2 =
J1110 J
10
11
J0110 J
01
21
,
Q3 = 2m3e−x3 =
J0110
J1011
, P3 = 2n3e−y3 = 1
J0010
.
(2.18b)
Plots of the positions x = xk (t ) and x = yk (t ) are shown in Figure 2, with the parameter values
λ1 = 1
5
, λ2 = 1, λ3 = 2, µ1 = 1
3
, µ2 = 4,
a1(0)= 10−4, a2(0)= 101, a3(0)= 103, b1(0)= 10−6, b2(0)= 102,
C = 1020, D = 1018.
(2.19)
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Asymptotically, as t →±∞, these curves will approach certain straight lines x = ct +d , whose
coefficients c and d are given by the formulas in Theorem 7.1 (due to Lundmark and Szmigiel-
ski [13]). For details about the constant terms d , see Theorem 7.1 or Example 4.5 below. Here
we only list the t-coefficients c that occur, the asymptotic velocities of the peakons:
1
2
(
1
λ1
+ 1
µ1
)
= 4 (twice),
1
2
(
1
λ2
+ 1
µ1
)
= 2,
1
2
(
1
λ2
+ 1
µ2
)
= 5
8
,
1
2
(
1
λ3
+ 1
µ2
)
= 3
8
,
1
2
1
λ3
= 1
4
.
(2.20)
The meaning of the word “twice” here is that, as t →−∞, the curves x = x1(t) and x = y1(t)
both approach the same line, while the other curves approach distinct lines:
• x = x1(t ) and x = y1(t ) both approach the same line x = 4t +constant,
• x = x2(t ) approaches a line x = 2t +constant,
• x = y2(t ) approaches a line x = 58 t +constant,
• x = x3(t ) approaches a line x = 38 t +constant,
• x = y3(t ) approaches a line x = 14 t +constant.
And as t →+∞, the same asymptotic velocities c appear, but in the opposite order:
• x = x1(t ) approaches a line x = 14 t +constant.
• x = y1(t ) approaches a line x = 38 t +constant,
• x = x2(t ) approaches a line x = 58 t +constant,
• x = y2(t ) approaches a line x = 2t +constant,
• x = x3(t ) and x = y3(t ) both approach the same line x = 4t +constant.
Only the velocities c are the same; the constant terms d for the lines as t →+∞ are not the
same as for the corresponding lines as t → −∞. The shifts in the constant terms can be
computed [13, Corollary 9.5], and turn out to depend only on the parameters λi , µ j , C and D .
It is not very meaningful to plot the amplitudes mk (t ) and nk (t ) directly, since they exhibit
exponential growth or decay as t →±∞. Instead, their asymptotic features are most clearly
11
displayed by plotting the curves s = lnmk (t) and s =− lnnk (t), as in Figure 3. These curves
will approach lines s = ct +d , where the slope c takes on the following values (in order):
1
2
(
1
λ1
− 1
µ1
)
= 1 (twice),
1
2
(
1
λ2
− 1
µ1
)
=−1,
1
2
(
1
λ2
− 1
µ2
)
= 3
8
,
1
2
(
1
λ3
− 1
µ2
)
= 1
8
,
1
2
1
λ3
= 1
4
.
(2.21)
More precisely: as t →−∞,
• s = lnm1(t ) and s =− lnn1(t ) approach a pair of parallel lines s = t +constant,
• s = lnm2(t ) approaches a line s =−t +constant,
• s =− lnn2(t ) approaches a line s = 38 t +constant,
• s = lnm3(t ) approaches a line s = 18 t +constant,
• s =− lnn3(t ) approaches a line s = 14 t +constant,
and as t →+∞,
• s = lnm1(t ) approaches a line s = 14 t +constant,
• s =− lnn1(t ) approaches a line s = 18 t +constant,
• s = lnm2(t ) approaches a line s = 38 t +constant,
• s =− lnn2(t ) approaches a line s =−t +constant,
• s = lnm3(t ) and s =− lnn3(t ) approach a pair of parallel lines s = t +constant.
Again, the expressions for the constant terms can be found in Theorem 7.1, and the shifts
when comparing corresponding lines as t →±∞ depend only on the parameters λi , µ j , C
and D [13, Corollary 9.9].
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Figure 2. Positions in the (even) interlacing case. Spacetime plot, i.e., a plot in the (x, t ) plane,
of the positions x = xk (t ) (blue) and x = yk (t ) (red) for the 3+3 interlacing peakon solution (2.18)
given by the parameter values (2.19) in Example 2.11. Like all the graphics in this article, the
curves are computed from the exact solution formulas. The curves actually never cross or touch,
since x1(t )< y1(t )< x2(t )< y2(t )< x3(t )< y3(t ) is known to hold for all t . As t →±∞, the curves
approach certain straight lines x = ct +d ; in this example, the asymptotic velocities that occur
are c ∈ {4,2, 58 , 38 , 14}; see (2.20). As t → −∞, the curves x = x1(t) and x = y1(t) approach the
same straight line (with the fastest velocity, c = 4), while each of the other peakons has its own
asymptotic velocity. Similarly for the curves x = x3(t ) and x = y3(t ) as t →+∞.
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Figure 3. Amplitudes in the (even) interlacing case. Plot in the (t , s) plane of the curves s =
lnmk (t ) (blue) and s =− lnnk (t ) (red) for the 3+3 interlacing peakon solution whose positions
were shown in Figure 2. The peakon amplitudes mk (t ) and nk (t ) asymptotically have exponential
grow or decay, so by plotting their logarithms we obtain curves that approach certain straight
lines s = ct +d ; in this example, the slopes that occur are c ∈ {1,−1, 38 , 18 , 14}; see (2.21). As
t →−∞, the curves s = lnm1(t) and s =− lnn1(t) approach parallel lines (with slope 1 in this
example), and likewise for the curves s = lnm3(t ) and s =− lnn3(t ) as t →+∞. The other curves
approach lines whose slopes in the generic case (like here) are all distinct, although some slopes
may happen to coincide for certain choices of the eigenvalues λi and µ j .
3 Additional notation for the non-interlacing case
The solution formulas for the K+K interlacing case in Section 2 contained 4K spectral variables
with K + (K −1) eigenvalues, and these parameters will also appear in our solution formulas
for the even non-interlacing case with K +K groups:
0<λ1 <λ2 < ·· · <λK , 0<µ1 <µ2 < ·· · <µK−1;
a1, a2, . . . , aK ∈R+, b1,b2, . . . ,bK−1 ∈R+, C ,D ∈R+.
(3.1)
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In the odd case, with (K +1)+K groups, there will be 4K +2 spectral variables with K +K
eigenvalues:
0<λ1 <λ2 < ·· · <λK , 0<µ1 <µ2 < ·· · <µK ;
a1, a2, . . . , aK ∈R+, b1,b2, . . . ,bK ∈R+, C ,D ∈R+.
(3.2)
As before, the variables {ai ,b j } will have the exponential time dependence given by (2.4).
In addition, there will be 2(N j −1) internal parameters associated with each group con-
taining N j ≥ 2 peakons, i.e., with each non-singleton group. For the j th X -group from the left,
these internal parameters will be called
{
τXj ,i , σ
X
j ,i
}N Xj −1
i=1 , (3.3)
and in the j th Y -group we use {
τYj ,i , σ
Y
j ,i
}N Yj −1
i=1 . (3.4)
These parameters have to satisfy certain constraints which arise in the proofs. By studying the
solution formulas in Sections 5 and 8, one can also verify directly that these constraints are
needed for the peakons to be ordered correctly (cf. Section 12).
• The basic constraint is that
τXj ,i > 0, 0<σXj ,1 <σXj ,2 < ·· · <σXj ,N Xj −1 (3.5)
for all j such that N Xj ≥ 2, and similarly
τYj ,i > 0, 0<σYj ,1 <σYj ,2 < ·· · <σYj ,N Yj −1, (3.6)
whenever N Yj ≥ 2.
• In case there are two non-singleton groups next to each other, then the last σ in the left
group must be smaller than the first τ in the right group:
σX
j ,N Xj −1
< τYj ,1, or σYj ,N Yj −1 < τ
X
j+1,1. (3.7)
• In the even case, if the rightmost group is a singleton (N YK = 1) and the second rightmost
group is not (N XK ≥ 2), then the parameter D must satisfy
σX
K ,N XK −1
<D. (3.8)
Similarly, in the odd case, if N XK+1 = 1 and N YK ≥ 2, then we require
σY
K ,N YK −1
<D. (3.9)
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• For both the even and the odd case, if the leftmost X -group is a singleton (N X1 = 1) and
the leftmost Y -group is not (N Y1 ≥ 2), then
M <C τY1,1. (3.10)
If the leftmost X -group contains N X1 ≥ 3 peakons, then
τX1,1 M <C σX1,1τX1,2, (3.11)
where M is the product of all µ j (i.e., M =µ1 · · ·µK−1 in the even case and M =µ1 · · ·µK
in the odd case). If N X1 = 2, then C > 0 is the only constraint.
• A special case is the 1+1 interlacing solution, when the above constraints for C and D
merge into 1<C D ; cf. Remark 2.10 above.
When talking about a specific group, we may simplify the notation by omitting the label X
or Y , and also the group index j , if these are clear from the context. Thus, in that case we only
write τi instead of τXj ,i , for example. The same thing applies for the sums Ti , Si and Ri in the
following definition.
Definition 3.1. For N ≥ 2 and i ∈ {1,2, . . . , N −1}, define the abbreviations
Ti =
i∑
a=1
τa , Si =
i−1∑
b=1
τb+1σb , Ri =σi Ti −Si , (3.12)
and let σ0 = 0. Note that S1 = 0 since it is an empty sum. Some formulas will also contain R0,
where by definition we let R0 = 0.
Remark 3.2. The total number of parameters in the solution formulas will equal the total
number of degrees of freedom in the system, namely twice the number of peakons. Indeed,
the number of spectral parameters is twice the number of groups, and each group with N ≥ 2
peakons (i.e., with N −1 peakons more than in the interlacing case) contributes an additional
2(N −1) internal parameters.
We will also use abbreviations corresponding to those defined for singleton peakons
in (2.11).
Definition 3.3. Let
Xk,i = 12 exp2xk,i , Qk,i = 2m j ,i exp(−xk,i ), (3.13)
and
Yk,i = 12 exp2yk,i , Pk,i = 2n j ,i exp(−yk,i ). (3.14)
Remark 3.4. As can be seen in (5.13), for example, the parameter D enters into the solution
formulas as if it were an additional τ-parameter for the rightmost group, i.e., as if that group
had parameters
τ1, . . . ,τN−1,τN =D
16
instead of just τ1, . . . ,τN−1. In particular, when the rightmost group is a singleton (N = 1), there
will be no “proper” τ-parameters, but the parameter D will still play a role similar to the one
played by τ1 for N ≥ 2. In this sense, the constraints (3.8) and (3.9) can be viewed as special
cases of (3.7).
The constraints on the parameter C are not as easily interpreted; see however the discus-
sions in connection with (13.6) and (13.8).
4 Examples
Before stating the general solution formulas in Sections 5 and 8, we will write them out in
several special cases, and illustrate the solutions and their asymptotics in figures, to highlight
the new features compared to the K+K interlacing case. The even case is covered in Section 4.2,
and the odd case in Section 4.3. But we begin with a couple of examples related to the proofs.
4.1 Examples of the proof technique
The general proof will be presented in Section 6 for the even case, and in Section 9 for the
odd case. As a preparation, we here give two examples which illustrate the technique of our
proof. Example 4.1 shows how to turn a selected peakon into a zero-amplitude ghostpeakon
by reparametrizing the spectral variables and letting one parameter tend to zero. Example 4.4
outlines the overall structure of the proof, where we start from an interlacing configuration
and use several steps like that in Example 4.1 in order to obtain the desired non-interlacing
configuration.
Example 4.1. Suppose we seek the solution for the configuration shown in Figure 1 in the
introduction, where there are 2+ 2 groups, all singletons except that the second X -group
contains two peakons:
x1 < y1 < x2,1 < x2,2︸ ︷︷ ︸
second X -group
< y2.
We will obtain this solution via a limiting procedure, where we start from the 3+3 interlacing
case
x1 < y1 < x2 < y2 < x3 < y3
and make the amplitude n2 of the peakon at y2 tend to zero by manipulating the spectral
variables. Once this is done, we can simply rename the variables for the remaining peakons to
get the desired non-interlacing solution.
For K = 3, the interlacing peakon solutions of the Geng–Xue equation are given by the
formulas (2.18) in Example 2.11. Let us write Dˆ instead of D in these formulas. We aim to kill
the peakon at y2, i.e., to make n2 = 0. For that, we replace the (positive) parameters λ3, µ2, a3,
b2, Dˆ in the solution formulas with the equivalent set of (positive) parameters ε, τ1, σ1, θ, D
defined by
λ3 = θ
τ1ε
, µ2 = 1
ε
, a3 = τ1(θ+τ1)
θ
ε, b2 = σ1
ε
, Dˆ =D−σ1, (4.1)
17
where we are going to let ε→ 0 later. For Dˆ to be positive, the constraint σ1 <D must also be
imposed.
Actually, (4.1) is a slight abuse of notation, but we will use it throughout the paper for
convenience. It is really the constants a3(0) and b2(0) that we are redefining,
a3(0)= τ1(θ+τ1)
θ
ε, b2(0)= σ1
ε
,
so that, for example, b2 in the computation below actually means
b2(t )= b2(0)e t/µ2 = σ1
ε
eεt
rather than just b2 =σ1/ε. The extra factor eεt has been taken into account when writing the
O (ε) terms, but it does not really affect the outcome in any way, so simply computing with
b2 =σ1/ε would give the same result.
As it turns out, this will give us a ghostpeakon at y2 parametrized by the constant θ, and
we also obtain the formulas for x1, y2, x2, x3 and y3, which will be independent of θ; see (4.9).
Let us first see what becomes of the formula for Y2 = 12 e2y2 in (2.18a):
Yˆ2 =
Jˆ
00
21
Jˆ
11
10
. (4.2)
Here we have written Jˆ
i j
r s = J[3,2,r, s, i , j ] with a hat, to distinguish it from Ji jr s = J[2,1,r, s, i , j ]
without a hat, which will appear in our final formulas. Similarly, Yˆ2 is the expression that we
start with, and Y2 will denote the final result after letting ε→ 0. We need to expand the sums
Jˆ
00
21 and Jˆ
11
10 explicitly in terms of a1, a2, a3, λ1, λ2, λ3, b1, b2, µ1, µ2, C and D. Untangling
Definition 2.4, we get
Jˆ
00
21 =
(λ1−λ2)2
(λ1+µ1)(λ2+µ1)
a1a2b1+ (λ1−λ2)
2
(λ1+µ2)(λ2+µ2)
a1a2b2
+ (λ1−λ3)
2
(λ1+µ1)(λ3+µ1)
a1a3b1+ (λ2−λ3)
2
(λ2+µ1)(λ3+µ1)
a2a3b1
+ (λ1−λ3)
2
(λ1+µ2)(λ3+µ2)
a1a3b2+ (λ2−λ3)
2
(λ2+µ2)(λ3+µ2)
a2a3b2
(4.3)
and
Jˆ
11
10 = a1λ1+a2λ2+a3λ3. (4.4)
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Starting with Jˆ
00
21, we rewrite it a little, use the substitution (4.1), and let ε→ 0:
Jˆ
00
21 =
(λ1−λ2)2
(λ1+µ1)(λ2+µ1)
a1a2b1+ (λ1−λ2)
2
(λ1µ2 +1)(
λ2
µ2
+1)µ22
a1a2b2
+
(λ1
λ3
−1)2λ23
(λ1+µ1)(1+ µ1λ3 )λ3
a1a3b1+
(λ2
λ3
−1)2λ23
(λ2+µ1)(1+ µ1λ3 )λ3
a2a3b1
+
(λ1
λ3
−1)2λ23
(λ1µ2 +1)(λ3+µ2)µ2
a1a3b2+
(λ2
λ3
−1)2λ23
(λ2µ2 +1)(λ3+µ2)µ2
a2a3b2
=
(
λ1−λ2
)2
(λ1+µ1)(λ2+µ1)
a1a2b1︸ ︷︷ ︸
J0021
+
(
a1b1
λ1+µ1
+ a2b1
λ2+µ1
)
︸ ︷︷ ︸
J0011
(θ+τ1)
(
1+O (ε))
+ (a1+a2)︸ ︷︷ ︸
J0010
(σ1θ)
(
1+O (ε))
→ J0021+(θ+τ1) J0011+σ1θ J0010 , as ε→ 0.
(4.5)
In Jˆ
11
10, the parameter ε happens to cancel out completely even before we take the limit:
Jˆ
11
10 = a1λ1+a2λ2+a3λ3
= (a1λ1+a2λ2)︸ ︷︷ ︸
J1110
+θ+τ1. (4.6)
This gives the formula for y2, which will be the ghostpeakon:
Y2 = Y ghost2 =
1
2
exp2yghost2 = limε→0 Yˆ2
= lim
ε→0
Jˆ
00
21
Jˆ
11
10
= J
00
21+(θ+τ1) J0011+σ1θ J0010
J1110+θ+τ1
,
(4.7)
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where the parameters θ, σ1, τ1 are positive. Similarly, for Xˆ3 = 12 exp2xˆ3 we have
Xˆ3 = Jˆ0011
= 1
λ1+µ1
a1b1+ 1
λ2+µ1
a2b1+ 1
λ3+µ1
a3b1
+ 1
λ1+µ2
a1b2+ 1
λ2+µ2
a2b2+ 1
λ3+µ2
a3b2
= 1
λ1+µ1
a1b1+ 1
λ2+µ1
a2b1+ a3
λ3
b1(
1+ µ1λ3
)
+ a1(λ1
µ2
+1) b2µ2 + a2(λ2µ2 +1)
b2
µ2
+ 1
λ3+µ2
a3b2
→ 1
λ1+µ1
a1b1+ 1
λ2+µ1
a2b1︸ ︷︷ ︸
J0011
+0+ (a1+a2)︸ ︷︷ ︸
J0010
σ1+0
= J0011+σ1 J0010 = X3, as ε→ 0.
(4.8)
In the same way, we find the following expressions for the other variables, in the limit ε→ 0:
X1 =
J0021
J1110+C J1011
, Y1 =
J0021
J1110
,
X2 =
J0021+τ1 J0011
J1110+τ1
, Y2 =
J0021+(θ+τ1) J0011+σ1θ J0010
J1110+θ+τ1
,
X3 = J0011+σ1 J0010, Y3 = J0011+D J0010 .
(4.9)
For the expressions Qk = 2mk e−xk and Pk = 2nk e−yk involving the amplitudes, we get
Q1 = µ1
λ1λ2
(
J1110
J1011
+C
)
, P1 =
J1110 J
10
11
J0110 J
01
21
,
Q2 =
σ1 J0110
(
J1110+τ1
)
J1011
(
J1011+σ1
(
J1010+τ1
)) , P2 = 0,
Q3 =
J0110
J1011+σ1
(
J1010+τ1
) , P3 = 1
J0010
.
(4.10)
Note in particular that P2 = 0, which implies that n2 = 0, as desired. Note also that Y2 (and
hence y2) is the only quantity which depends on θ. Ignoring the ghostpeakon at y2, the
remaining positions are
x1 < y1 < x2 < x3︸ ︷︷ ︸< y3. (4.11)
Renaming them to
x1 < y1 < x2,1 < x2,2︸ ︷︷ ︸
second X -group
< y2,
20
and similarly for the corresponding amplitudes, we find that the non-interlacing peakon
solution
u(x, t )=m1(t )e−|x−x1(t )|+m2,1(t )e−|x−x2,1(t )| +m2,2(t )e−|x−x2,2(t )|,
v(x, t )= n1(t )e−|x−y1(t )| +n2(t )e−|x−y2(t )|
(4.12a)
is given by the explicit formulas
1
2 e
2x1 = X1 =
J0021
J1110+C J1011
, 12 e
2y1 = Y1 =
J0021
J1110
,
1
2 e
2x2,1 = X2,1 =
J0021+τ1 J0011
J1110+τ1
,
1
2 e
2x2,1 = X2,2 = J0011+σ1 J0010, 12 e2y2 = Y2 = J0011+D J0010
(4.12b)
and
2m1 e
−x1 =Q1 = µ1
λ1λ2
(
J1110
J1011
+C
)
, 2n2 e
−y2 = P1 =
J1110 J
10
11
J0110 J
01
21
,
2m2,1 e
−x2,1 =Q2,1 =
σ1 J0110
(
J1110+τ1
)
J1011
(
J1011+σ1
(
J1010+τ1
)) ,
2m2,2 e
−x2,2 =Q2,2 =
J0110
J1011+σ1
(
J1010+τ1
) , 2n2 e−y2 = P2 = 1
J0010
.
(4.12c)
Here, Ji jr s = J[2,1,r, s, i , j ], so these formulas depend on the spectral parameters λ1, λ2, µ1, a1,
a2, b1, as well as on the positive parameters τ1 = τX2,1 and σ1 =σX2,1 which are internal to the
second X -group. The substitution Dˆ =D−σ1 is necessary in order to get a formula for Y2 free
from the parameter σ1 which we want to keep confined to the X2-group. As already pointed
out just after (4.1), this gives rise to the constraint σ1 <D , and we can also see in the formulas
for X2,2 and Y2 in (4.12b) that this constraint is necessary in order for x2,2 < y2 to hold.
Figure 4 shows the curves x = x1(t), x = y1(t), x = x2,i (t) and x = y2(t) describing the
positions of the peakons, as given by the explicit solution formulas (4.12b). We have taken
the spectral data (2.19) from Example 2.11 as our starting point, and then applied (4.1) with
τ1 = 1010 and σ1 = 105, so that the parameter values in the figure are
λ1 = 1
5
, λ2 = 1, µ1 = 1
3
,
a1(0)= 10−4, a2(0)= 101, b1(0)= 10−6,
C = 1020, D = 1018+105,
τ1 = 1010, σ1 = 105.
(4.13)
We have also included the curve
x = ξ(t ;θ)= 1
2
ln
2
(
J0021+(θ+τ1) J0011+σ1θ J0010
)
J1110+θ+τ1
, (4.14)
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i.e., the curve obtained from what was called Y2 in (4.9), before we renamed the variables. In
other words, it is the position of the ghostpeakon whose amplitude became zero in the limit
as ε→ 0, and which is therefore now absent from v(x, t) in (4.12a). This is the only quantity
which depends on the value of the parameter θ, and in the figure we have used θ = 10−15. In
fact, as θ varies in the range 0< θ <∞, the family of curves x = ξ(t ;θ) fills out the region of the
(x, t ) plane between the curves x = x2,1(t ) and x = x2,2(t ), as illustrated in Figure 5; note from
the formula (4.14) that
lim
θ→0+
ξ(t ;θ)= x2,1(t ), lim
θ→∞
ξ(t ;θ)= x2,2(t ). (4.15)
These curves are in fact characteristic curves associated with this particular non-interlacing
peakon solution (4.12), i.e., solutions of the ODE ξ˙(t)= u(ξ(t), t) v(ξ(t), t). So we obtain the
characteristic curves between x2,1(t) and x2,2(t) as a byproduct of the proof, and in fact we
can derive formulas for all characteristic curves; see Section 13.
Finally, in Figure 6 we have plotted the curves s = lnm1(t ), s =− lnn1(t ), x = lnm2,i (t ) and
s =− lnn2(t ), obtained from the solution formulas (4.12c) together with (4.12b), for the same
parameter values (4.13).
These pictures give a first taste of some of the new features appearing when the solutions
are non-interlacing. We will comment upon these features in more detail in the examples that
follow below.
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Figure 4. Positions in a simple non-interlacing case. Positions of the peakons in the solu-
tion (4.12) from Example 4.1, with the parameter values (4.13). The solid blue curves show
X -peakons and the solid red curves Y -peakons. The dashed red curve x = ξ(t) is the position
of a zero-amplitude “ghostpeakon”, the remnant of the peakon that was “killed” in order to
derive this non-interlacing solution with 2+2 groups from the interlacing 3+3 solution. The
ghostpeakon curve must lie between the curves for x2,1 and x2,2; its exact position depends on
the parameter θ, which in this picture has the value 10−15 (cf. Figure 5). The strict ordering
x1 < y1 < x2,1 < ξ< x2,2 < y2 is preserved for all t (see Theorem 12.1), so the curves actually never
cross or touch. But, for example, the curve x = y1(t) approaches the same straight line as the
curve x = x1(t ) as t →−∞, and the same line as the curves x = x2,1(t ) and x = ξ(t ) as t →+∞.
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Figure 5. Characteristic curves. A selection of characteristic curves x = ξ(t ), i.e., solutions of the
ODE ξ˙= u(ξ) v(ξ), for the peakon solution (4.12) in Example 4.1. The dashed blue curves are x =
x2,1(t ) and x = x2,2(t ), and the region between them is filled by a family of characteristic curves
x = ξ(t ;θ) given by equation (4.14), where θ varies in the range 0< θ <∞. The formula (4.14)
was obtained as a byproduct of the proof, in the form of a “ghostpeakon”. Shown here in solid
black are the characteristic curves x = ξ(t ;θ) for θ = 10−35+5k , k = 0,1, . . . ,13, so the fifth one
from the left (θ = 10−15) is the same as the dashed red curve in Figure 4, and it is marked here
with dashed red as well.
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Figure 6. Amplitudes in a simple non-interlacing case. Logarithms of the amplitudes (s =
lnm1(t ), s =− lnn1(t ), etc.) for the solution (4.12) in example 4.1 with the parameters (4.13), i.e.,
the same solution whose positions were shown in Figure 4.
Remark 4.2. The reason that the formulas obtained in the limit ε→ 0 still satisfy the peakon
ODEs is the following: for ε 6= 0, the ODEs are identically satisfied with respect to t and to
all the parameters, and the reparametrization is such that all functions involved will have a
removable singularity at ε= 0.
Remark 4.3. It is perhaps somewhat surprising that the formulas for the singletons x1, y1
and y2 in the non-interlacing solution (4.12) in Example 4.1 are identical to the formulas for
x1, y1 and y2 in the 2+2 interlacing peakon solution with the same spectral parameters (which
are given by Theorem 2.8 with K = 2, and are also written out in detail by Lundmark and
Szmigielski [13, formula (7.3)]). This is a general phenomenon, the reason for which will be
explained in Section 11.
Example 4.4. Suppose next that we seek the solution formulas for a peakon configuration
x1 < y1,1 < y1,2 < y1,3︸ ︷︷ ︸
Y -group
< x2 < y2 < x3,1 < x3,2 < x3,3︸ ︷︷ ︸
X -group
< y3,1 < y3,2 < y3,3 < y3,4︸ ︷︷ ︸
Y -group
,
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which we can schematically represent with a diagram
,
where black dots are X -peakons and white dots are Y -peakons. Clearly there are 3+3 groups,
three of which are singletons. Our starting point is the 10+ 10 interlacing configuration
obtained by inserting auxiliary X -peakons between adjacent Y -peakons, and vice versa. With
braces indicating the original non-singleton groups, the diagram then becomes
︸ ︷︷ ︸ ︸ ︷︷ ︸︸ ︷︷ ︸ .
For such a configuration x1 < y1 < ·· · < x10 < y10, the solution formulas are known, assuming
that all amplitudes mk and nk are nonzero. We now “kill” the rightmost X -peakon, i.e., we
perform a similar limiting procedure as in Example 4.1 in order to drive the amplitude m10 to
zero. The details of how to do this will be explained in Section 6, but the result is that we find
out the (previously unknown) solution formulas for the configuration
.
Next, we repeat the procedure twice, to kill the next two X -peakons from the right, yielding
the formulas for the configuration
.
At this stage, the rightmost Y -group with four peakons is completed, and the next auxiliary
peakon to be killed is the Y -peakon between the two rightmost remaining X -peakons. Killing
Y -peakons is done in a similar way as killing X -peakons, and we continue in this manner until
we are back at the original configuration, at which point we have the solution formulas that
we seek:
Start ,
Step 1a ,
Step 1b ,
Step 1c ,
Step 2a ,
Step 2b ,
Step 3a ,
Step 3b (finish) .
It should be clear that what we need to control is how the solution formulas change when we
kill one peakon, i.e., when we perform a typical step in the sequence above. We will always be
in the situation that we have a “half-finished” group that we are working on, with “finished”
groups on its right, and interlacing singletons on its left. When we kill a peakon, we increase
the number of peakons in the current group by one, since the singleton just to the left of the
killed peakon is joined to the group. This also means that the number of groups decreases by
26
two: a singleton of one type (X or Y ) disappears, and two groups of the other type are merged
into one.
We will formulate the proof as a kind of induction or descent: we assume that the solution
for a pre-killing configuration with K +K groups is given by our general solution formulas (to
be formulated in Section 5), and show that the solution for the post-killing configuration is still
given by the same general formulas, but with (K −1)+ (K −1) groups and with N +1 peakons
in the current group instead of N . The base case consists of the known solution formulas for
the even interlacing case.
4.2 Examples with an even number of groups
In this section we present solution formulas, graphics and asymptotics for several different
examples with an even number of groups, mainly for the 3+3 case, where we successively add
more features to the 3+3 interlacing solution from Example 2.11.
Examples 4.5, 4.6 and 4.7 illustrate solutions where all groups but one are singletons;
the non-singleton group in these examples (with five peakons in each case) is Y2, X3 and Y3,
respectively. Example 4.8 shows a configuration with two adjacent non-singleton groups (two
X2-peakons and five Y2-peakons), the remaining groups being singletons. In Example 4.9 all six
groups are non-singletons, and in this example we also consider the asymptotic behaviour of
the amplitudes in detail; the previous examples focus on the positions. Finally, in Example 4.10
we illustrate the somewhat special 1+1 case with just one X -group and one Y -group.
Example 4.5 (A typical Y -group). Consider the case of 3+ 3 groups, where all groups are
singletons except the second Y -group which contains five peakons:
x1 < y1 < x2 < y2,1 < y2,2 < y2,3 < y2,4 < y2,5︸ ︷︷ ︸
Second Y -group
< x3 < y3. (4.16)
We have chosen a typical “middle” group for our first example, since (non-singleton) groups
on the far left and right are described by special formulas. We state the solution formulas for
this case below; these formulas are obtained in later sections by the method of ghostpeakons,
where we start from the 7+7 interlacing peakon solution, kill off m3, m4, m5, m6 by performing
appropriate limiting procedures with the spectral data, and rename the remaining (nonzero)
amplitudes
m1,n1,m2,n2, n3, n4, n5, n6,m7,n7
to
m1,n1,m2,n2,1,n2,2,n2,3,n2,4,n2,5︸ ︷︷ ︸,m3,n3,
and similarly for the positions. There are 12 spectral variables {ak ,λk }
3
k=1, {bk ,µk }
2
k=1, C , D,
whose time dependence is given by (2.4). The solution depends also on 8 additional constants
{τY2,i , σ
Y
2,i }
4
i=1,
which only appear in the formulas for the variables y2,i and n2,i in the second Y -group, and
which will be written as
{τi , σi }
4
i=1
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Figure 7. Typical group in the middle. Positions of the peakons for the non-interlacing peakon
solution (4.17) described in Example 4.5, with the parameter values (2.19) and (4.18). Compared
to the interlacing solution in Figure 2, the only difference is that the singleton y2 is replaced by
a group of five peakons y2,i , 1≤ i ≤ 5. As t →−∞, the leftmost curve in the group, x = y2,1(t),
approaches the same line as the y2 singleton in Figure 2, while the other trajectories x = y2,i (t ),
2≤ i ≤ 5, approach the same line as the curve x = x3(t). As t →+∞, it is instead the rightmost
curve in the group, x = y2,5(t), that behaves like the y2 singleton, while the other peakons
x = y2,i (t ), 1≤ i ≤ 4, asymptotically approach the same line as x = x2(t ). At t = 80, the maximal
time shown in the picture, the peakon at x2 has not yet caught up with the slower peakons at
y2,3 and y2,4, but it will, eventually.
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for simplicity. These parameters are positive, and must also satisfy the constraint σ1 <σ2 <
σ3 <σ4. Thus, the solution formulas depend on 20 parameters in total, which is as it should
be, since there are 20 degrees of freedom in the system (position and amplitude for each of the
10 peakons).
With Jr si j = J[3,2,r, s, i , j ], and using the abbreviations Xk , Yk , Qk and Pk defined by (2.11),
and Yk,i and Pk,i from Definition 3.3, the solution formulas for the positions are
X1 =
J0032
J1121+C J1022
, Y1 =
J0032
J1121
, X2 =
J0022
J1111
,
Y2,1 =
J0022+τ1 J0021
J1111+τ1 J1110
,
Y2,2 =
J0022+(τ1+τ2) J0021+τ2σ1 J0011
J1111+(τ1+τ2) J1110+τ2σ1
,
Y2,3 =
J0022+(τ1+τ2+τ3) J0021+(τ2σ1+τ3σ2) J0011
J1111+(τ1+τ2+τ3) J1110+τ2σ1+τ3σ2
,
Y2,4 =
J0022+(τ1+τ2+τ3+τ4) J0021+(τ2σ1+τ3σ2+τ4σ3) J0011
J1111+(τ1+τ2+τ3+τ4) J1110+τ2σ1+τ3σ2+τ4σ3
,
Y2,5 =
J0021+σ4 J0011
J1110+σ4
,
X3 = J0011, Y3 = J0011+D J0010,
(4.17a)
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and the formulas for the amplitudes are
Q1 = µ1µ2
λ1λ2λ3
(
J1121
J1022
+C
)
, P1 =
J1022 J
11
21
J0121 J
01
32
, Q2 =
J0121 J
11
11
J1011 J
10
22
,
P2,1 =σ1 J1011
(
J1111+τ1 J1110
)
× ( J0121( J0121+σ1 J0111+τ1σ1 J0110))−1,
P2,2 = (σ2−σ1) J1011
(
J1111+(τ1+τ2) J1110+τ2σ1
)
× ( J0121+σ2 J0111+(σ2(τ1+τ2)−τ2σ1) J0110)−1
× ( J0121+σ1 J0111+τ1σ1 J0110)−1,
P2,3 = (σ3−σ2) J1011
(
J1111+(τ1+τ2+τ3) J1110+τ2σ1+τ3σ2
)
× ( J0121+σ3 J0111+(σ3(τ1+τ2+τ3)− (τ2σ1+τ3σ2)) J0110)−1
× ( J0121+σ2 J0111+(σ2(τ1+τ2)−τ2σ1) J0110)−1,
P2,4 = (σ4−σ3) J1011
(
J1111+(τ1+τ2+τ3+τ4) J1110+τ2σ1+τ3σ2+τ4σ3
)
× ( J0121+σ4 J0111+(σ4(τ1+τ2+τ3+τ4)− (τ2σ1+τ3σ2+τ4σ3)) J0110)−1
× ( J0121+σ3 J0111+(σ3(τ1+τ2+τ3)− (τ2σ1+τ3σ2)) J0110)−1,
P2,5 =
J1011
(
J1110+σ4
)
J0110
(
J0121+σ4 J0111+
(
σ4(τ1+τ2+τ3+τ4)− (τ4σ3+τ3σ2+τ2σ1)
)
J0110
) ,
Q3 =
J0110
J1011
, P3 = 1
J0010
.
(4.17b)
Figure 7 shows a plot of the peakon trajectories
x = x1(t ), x = y1(t ),
x = x2(t ), x = y2,1(t ), x = y2,2(t ), x = y2,3(t ), x = y2,4(t ), x = y2,5(t ),
x = x3(t ), x = y3(t ),
with the same values (2.19) for the spectral parameters as in the previous Example 2.11 (the
3+3 interlacing case), and with the additional parameters τi = τY2,i and σi =σY2,i chosen to be
τ1 = 105, σ1 = 10−13,
τ2 = 1010, σ2 = 10−8,
τ3 = 1017, σ3 = 10−6,
τ4 = 1020, σ4 = 10−1.
(4.18)
It is visible that the trajectories approach certain straight lines as t →±∞, and this will be
proved in Section 7. Moreover, the curves for the singletons x1, y1, x2, x3 and y3 are exactly
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the same as for the corresponding peakons in the 3+3 interlacing peakon solution shown
earlier in Figure 2. This is because the formulas for the singletons here are the same as in the
interlacing case, and the spectral parameters here have the same values as in our previous
example; the additional parameters {τi ,σi } appearing here only occur in the formulas for the
non-singleton Y2-group.
The interesting new thing is what happens inside the group y2,i , 1≤ i ≤ 5. We see that as
t →+∞, the four leftmost peakons in the group approach the curve x = x2(t), while the last
peakon y2,5 approaches the curve x = y2(t ) from Figure 2 (the interlacing case). In particular,
the rightmost peakon in the group separates from the other ones in that group as t →+∞.
In more detail, what happens to each peakon is the following. As t →+∞, the leftmost
curve x = x1(t ) approaches the line
x = t
2
(
1
λ3
)
+ 1
2
ln
(
2a3(0)Ψ[1,3]{1,2}
Cλ1λ2Ψ{1,2}{1,2}
)
, (4.19)
the curve x = y1(t ) approaches the line
x = t
2
(
1
λ3
+ 1
µ2
)
+ 1
2
ln
(
2a3(0)b2(0)Ψ[1,3]{1,2}
λ1λ2µ1Ψ{1,2}{1}
)
, (4.20)
while all the curves x = x2(t ) and x = y2,i (t ) for 1≤ i ≤ 4 approach the line
x = t
2
(
1
λ2
+ 1
µ2
)
+ 1
2
ln
(
2a2(0)b2(0)Ψ{1,2}{1,2}
λ1µ1Ψ{1}{1}
)
, (4.21)
the curve x = y2,5(t ) approaches
x = t
2
(
1
λ2
+ 1
µ1
)
+ 1
2
ln
(
2a2(0)b1(0)Ψ{1,2}{1}
λ1
)
, (4.22)
and the curves x = x3(t ) and y3(t ) approach
x = t
2
(
1
λ1
+ 1
µ1
)
+ 1
2
ln
(
2a1(0)b1(0)Ψ{1}{1}
)
. (4.23)
The asymptotics as t →−∞ are similar. All singletons follow the same curves as the 3+3
interlacing peakon case. For the Y2-group, the first peakon y2,1 approaches the same line as
the peakon y2 in the 3+3 interlacing case (see Figure 2), and the other four peakons approach
the line for x3.
Here are the details: As t → −∞, the two leftmost curves x = x1(t) and x = y1(t) both
approach the line
x = t
2
(
1
λ1
+ 1
µ1
)
+ 1
2
ln
(
2a1(0)b1(0)Ψ[1,3]{1,2}
λ2λ3µ2Ψ{2,3}{2}
)
, (4.24)
the curve x = x2(t ) approaches the line
x = t
2
(
1
λ2
+ 1
µ1
)
+ 1
2
ln
(
2a2(0)b1(0)Ψ{2,3}{1,2}
λ3µ2Ψ{3}{2}
)
, (4.25)
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and the curve x = y2,1(t ) approaches the line
x = t
2
(
1
λ2
+ 1
µ2
)
+ 1
2
ln
(
2a2(0)b2(0)Ψ{2,3}{2}
λ3
)
, (4.26)
while the curves x = x3(t ) and x = y2,i (t ), 2≤ i ≤ 5, all approach the line
x = t
2
(
1
λ3
+ 1
µ2
)
+ 1
2
ln
(
2a3(0)b2(0)Ψ{3}{2}
)
, (4.27)
and the curve x = y3(t ) approaches the line
x = t
2
(
1
λ3
)
+ 1
2
ln
(
2D a3(0)
)
. (4.28)
As long as the Y -group is not the rightmost Y -group or the leftmost Y -group, we get a similar
asymptotic behaviour, and likewise for X -groups “in the middle”, i.e., for all groups except X1,
Y1, XK and YK . The next two examples illustrate what happens to the groups XK and YK near
the right edge; X1 and Y1 near the left edge are similar.
We will not discuss the behaviour of the amplitudes in non-singleton groups until Exam-
ple 4.9; however, the reader who is eager so see plots of the amplitudes n2,i in the present
example may already now look ahead at the red curves in Figure 12 in that example.
Example 4.6 (Second group from the right). Again, we consider a case with 3+3 groups where
all groups but one are singletons, but now it is the X3-group which contains five peakons:
x1 < y1 < x2 < y2 < x3,1 < x3,2 < x3,3 < x3,4 < x3,5︸ ︷︷ ︸
Rightmost X -group
< y3. (4.29)
The solution formulas for the positions are
X1 =
J0032
J1121+C J1022
, Y1 =
J0032
J1121
, X2 =
J0022
J1111
, Y2 =
J0021
J1110
,
X3,1 =
J0021+τ1 J0011
J1110+τ1
,
X3,2 =
J0021+(τ1+τ2) J0011+τ2σ1 J0010
J1110+τ1+τ2
,
X3,3 =
J0021+(τ1+τ2+τ3) J0011+(τ2σ1+τ3σ2) J0010
J1110+τ1+τ2+τ3
,
X3,4 =
J0021+(τ1+τ2+τ3+τ4) J0011+(τ2σ1+τ3σ2+τ4σ3) J0010
J1110+τ1+τ2+τ3+τ4
,
X3,5 = J0011+σ4 J0010,
Y3 = J0011+D J0010,
(4.30a)
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Figure 8. Second group from the right. Positions of the peakons for the non-interlacing peakon
solution (4.30) described in Example 4.6, with the parameter values (2.19) and (4.31). Compared
to Figure 2, the only difference is that the singleton x3 is replaced by a group of five peakons x3,i ,
1 ≤ i ≤ 5. As t → +∞, the asymptotics for this group (the rightmost X -group, second from
the right overall) are the same as for a “middle” group (i.e., not X1, Y1, XK or YK ), like the
Y2-group in Example 4.5 (Figure 7); namely, the rightmost peakon in the group, x = x3,5(t),
approaches the same line as a singleton in the corresponding position would do (cf. the curve
x = x3(t ) in Figures 2 and 7), while the other peakons in the group approach the same line as the
neighbouring singleton peakon to the left, x = y2(t ). Likewise, as t →−∞, the leftmost peakon
in the group, x = x3,1(t), behaves like a singleton in the same position would (the x3 curve in
Figures 2 and 7). However, the other peakons in the group are exceptional in that they do not join
the line approached by the singleton peakon x = y3(t ) to the right; instead each one approaches
its own line parallel to the y3 line as t →−∞.
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and the amplitudes are obtained from the formulas
Q1 = µ1µ2
λ1λ2λ3
(
J1121
J1022
+C
)
, P1 =
J1022 J
11
21
J0121 J
01
32
,
Q2 =
J0121 J
11
11
J1011 J
10
22
, P2 =
J1011 J
11
10
J0110 J
01
21
,
Q3,1 =
σ1 J0110
(
J1110+τ1 J1100
)
J1011
(
J1011+σ1 J1010+τ1
) ,
Q3,2 = (σ2−σ1) J0110
(
J1110+τ1+τ2
)
× ( J1011+σ2 J1010+σ2(τ1+τ2)−τ2σ1)−1
× ( J1011+σ1 J1010+σ2τ1)−1 ,
Q3,3 = (σ3−σ2) J0110
(
J1110+τ1+τ2+τ3
)
× ( J1011+σ3 J1010+σ3(τ1+τ2+τ3)− (τ2σ1+τ2σ3))−1
× ( J1011+σ2 J1010+σ2 (τ1+τ2)−τ2σ1)−1 ,
Q3,4 = (σ4−σ3) J0110
(
J1110+τ1+τ2+τ3+τ4
)
× ( J1011+σ4 J1010+σ4(τ1+τ2+τ3+τ4)− (τ2σ1+τ2σ3+τ4σ3))−1
× ( J1011+σ3 J1010+σ3(τ1+τ2+τ3)− (τ2σ1+τ2σ3))−1 ,
Q3,5 =
J0110
J1011+σ4 J1010+σ4(τ1+τ2+τ3+τ4)− (τ2σ1+τ2σ3+τ4σ3)
,
P3 = 1
J0010
,
(4.30b)
where the group parameters τi = τX3,i and σi =σX3,i must be positive and satisfy
σ1 <σ2 <σ3 <σ4 <D.
From the formulas for X3,5 and Y3 in (4.30a) one can see that the constraintσ4 <D is necessary
in order to have x3,5 < y3. One can think of this constraint as coming from the general
requirement that the last σ for each non-singleton group must be less than the first τ for the
next group, whenever that next group is not a singleton. In this case, the next group (the
Y3-group) is in fact a singleton, but it is the rightmost group, to which special rules apply: if it
is a singleton, the spectral parameter D will step in and play the role of τY3,1; see Remark 3.4.
The formulas (4.30a) are obtained by letting j = 1 in the general solution formula (5.5)
for the positions in the XK+1− j -group, where 1≤ j ≤ K −1 (i.e., any X -group except X1, the
leftmost one). As t →−∞, the dominant term in the denominator of (5.5) is usually J11j−1, j−2;
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however, this term is absent in the case j = 1, since J110,−1 = 0. This will make the t →−∞
asymptotics for the positions in the rightmost X -group different than for the other X -groups
given by the same formula (5.5).
The positions
x = x1(t ), x = y1(t ),
x = x2(t ), x = y2(t ),
x = x3,1(t ), x = x3,2(t ), x = x3,3(t ), x = x3,4(t ), x = x3,5(t ), x = y3(t )
are plotted in Figure 8, with the same spectral parameters (2.19) as in Example 2.11, and with
the group parameters τi = τX3,i and σi =σX3,i equal to
τ1 = 105, σ1 = 10−4,
τ2 = 1011, σ2 = 1,
τ3 = 1018, σ3 = 103,
τ4 = 1020, σ4 = 104.
(4.31)
As t →+∞, all peakons in the group except x3,5 approach the same line (4.22) as y2,
x = t
2
(
1
λ2
+ 1
µ1
)
+ 1
2
ln
(
2a2(0)b1(0)Ψ[1,2]{1}
λ1
)
, (4.32)
while x3,5, the rightmost peakon in the group, approaches the same line (4.23) as a singleton x3
(cf. Figures 2, 7 and 9), namely
x = t
2
(
1
λ1
+ 1
µ1
)
+ 1
2
ln
(
2a1(0)b1(0)Ψ{1}{1}
)
. (4.33)
As t →−∞, the peakons approach separate lines; the leftmost curve x = x3,1(t) approaches
the same line (4.27) as a singleton x3, namely
x = t
2
(
1
λ3
+ 1
µ2
)
+ 1
2
ln
(
2a3(0)b2(0)Ψ{3}{2}
)
, (4.34)
while the other curves x = x3,i (t ) approach the lines
x = t
2
(
1
λ3
)
+ 1
2
ln
(
2Si a3(0)
Ti
)
, 2≤ i ≤ 4,
x = t
2
(
1
λ3
)
+ 1
2
ln
(
2σ4 a3(0)
)
, i = 5,
(4.35)
which are all parallel to the y3 singleton line (4.28).
For plots of the amplitudes m3,i , see the blue curves in Figure 13 in Example 4.9.
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Figure 9. Rightmost group. Positions of the peakons for the non-interlacing peakon solu-
tion (4.37) described in Example 4.7, with the parameter values (2.19) and (4.38). Compared
to the interlacing solution in Figure 2, the only difference is that the rightmost singleton y3 is
replaced by a group of five peakons y3,i , 1≤ i ≤ 5. As t →+∞, all of the peakons in this rightmost
group approach the same line as the curve x = x3(t ). As t →−∞, each one approaches a separate
line; the leftmost peakon y3,1 runs parallel to the line approached by the singleton y3 in Figures
2 and 7, while the other y3,i tend to constant values.
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Example 4.7 (Rightmost group). Now consider the following configuration of 3+3 groups,
where the Y3-group consists of five peakons, while all other groups are singletons:
x1 < y1 < x2 < y2 < x3 < y3,1 < y3,2 < y3,3 < y3,4 < y3,5︸ ︷︷ ︸
Rightmost Y -group
. (4.36)
The solution formulas for the positions are
X1 =
J0032
J1121+C J1022
, Y1 =
J0032
J1121
, X2 =
J0022
J1111
, Y2 =
J0021
J1110
,
X3 = J0011,
Y3,1 = J0011+τ1 J0010,
Y3,2 = J0011+(τ1+τ2) J0010+τ2σ1,
Y3,3 = J0011+(τ1+τ2+τ3) J0010+τ2σ1+τ3σ2,
Y3,4 = J0011+(τ1+τ2+τ3+τ4) J0010+τ2σ1+τ3σ2+τ4σ3,
Y3,5 = J0011+(τ1+τ2+τ3+τ4+D) J0010+τ2σ1+τ3σ2+τ4σ3+Dσ4,
(4.37a)
and the amplitudes are given by
Q1 = µ1µ2
λ1λ2λ3
(
J1121
J1022
+C
)
, P1 =
J1022 J
11
21
J0121 J
01
32
,
Q2 =
J0121 J
11
11
J1011 J
10
22
, P2 =
J1011 J
11
10
J0110 J
01
21
,
Q3 =
J0110
J1011
,
P3,1 = σ1(
J0110+σ1
)
J0110
,
P3,2 = σ2−σ1(
J0110+σ2
)(
J0110+σ1
) ,
P3,3 = σ3−σ2(
J0110+σ3
)(
J0110+σ2
) ,
P3,4 = σ4−σ3(
J0110+σ4
)(
J0110+σ3
) ,
P3,5 = 1
J0110+σ4
.
(4.37b)
Here the parameters τi = τY3,i and σi =σY3,i are all positive and satisfy σ1 <σ2 <σ3 <σ4.
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Figure 9 shows a plot of the peakon trajectories
x = x1(t ), x = y1(t ),
x = x2(t ), x = y2(t ),
x = x3(t ), x = y3,1(t ), x = y3,2(t ), x = y3,3(t ), x = y3,4(t ), x = y3,5(t ),
with the same spectral parameters (2.19) as in Example 2.11, and with the group parameters
τi = τY3,i and σi =σY3,i equal to
τ1 = 105, σ1 = 10−6,
τ2 = 1010, σ2 = 10−2,
τ3 = 1012, σ3 = 10−1,
τ4 = 1012, σ4 = 101.
(4.38)
We see that as t →+∞, all peakons in the Y3-group asymptotically behave the same; the curves
x = y3,i (t ), 1≤ i ≤ 5, all approach the line
x = t
2
(
1
λ1
+ 1
µ1
)
+ 1
2
ln
(
2a1(0)b1(0)Ψ{1}{1}
)
, (4.39)
which is the same line (4.23) that is approached by the curve x = x3(t ), and also by the singleton
x = y3(t ) in Examples 2.11 and 4.5.
As t →−∞, on the other hand, each peakon in the group approaches a separate line, where
the formulas for the asymptotics depend on i ; the leftmost curve x = y3,1(t ) approaches the
line
x = t
2
(
1
λ3
)
+ 1
2
ln
(
2τ1 a3(0)
)
, (4.40)
which is parallel to the line (4.28) approached by a singleton y3, while the other y3,i (t ) approach
the constant values (vertical lines){
x = 12 ln(2Si ), 2≤ i ≤ 4,
x = 12 ln
(
2(S4+Dσ4)
)
, i = 5, (4.41)
with Si = SY3,i as in Definition 3.1.
For plots of the amplitudes n3,i , see the red curves in Figure 14 in Example 4.9.
Example 4.8 (Two adjacent non-singleton groups). We consider next the following configura-
tion of 3+3 groups, where the second X -group contains two peakons, the second Y -group
contains five peakons, and the remaining groups are singletons:
x1 < y1 < x2,1 < x2,2︸ ︷︷ ︸
Second X -group
< y2,1 < y2,2 < y2,3 < y2,4 < y2,5︸ ︷︷ ︸
Second Y -group
< x3 < y3. (4.42)
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Figure 10. Two adjacent non-singleton groups. Positions of the peakons for the non-interlacing
solution (4.43) described in Example 4.8, with the parameter values (2.19), (4.18), and (4.44).
Compared to Figure 7, the singleton x2 has been replaced by a group consisting of two peakons,
x2,1 and x2,2. The X2-group and the Y2-group both exhibit the asymptotic behaviour of typical
“middle” groups (not X1, Y1, XK or YK ): as t →±∞, one of the peakons in the group follows the
path that a singleton in the corresponding position would take, while the others approach a
neighbouring peakon of the other type.
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The solution formulas for the positions in this case are
X1 =
J0032
J1121+C J1022
, Y1 =
J0032
J1121
,
X2,1 =
J0032+τX1 J0022
J1121+τX1 J1111
,
X2,2 =
J0022+σX1 J0021
J1111+σX1 J1110
,
Y2,1 =
J0022+τY1 J0021
J1111+τY1 J1110
,
Y2,2 =
J0022+(τY1 +τY2 ) J0021+(τY2 σY1 ) J0011
J1111+(τY1 +τY2 ) J1110+τY2 σY1
,
Y2,3 =
J0022+(τY1 +τY2 +τY3 ) J0021+(τY2 σY1 +τY3 σY2 ) J0011
J1111+(τY1 +τY2 +τY3 ) J1110+τY2 σY1 +τY3 σY2
,
Y2,4 =
J0022+(τY1 +τY2 +τY3 +τY4 ) J0021+(τY2 σY1 +τY3 σY2 +τY4 σY3 ) J0011
J1111+(τY1 +τY2 +τY3 +τY4 ) J1110+τY2 σY1 +τY3 σY2 +τY4 σY3
,
Y2,5 =
J0021+σY4 J0011
J1110+σY4
,
X3 = J0011, Y3 = J0011+D J0010,
(4.43a)
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and the amplitudes are given by
Q1 = µ1µ2
λ1λ2λ3
(
J1121
J1022
+C
)
, P1 =
J1121 J
10
22
J0121 J
01
32
,
Q2,1 =
σX1 J
01
21
(
J1121+τX1 J1111
)
J1022
(
J1022+σX1
(
J1021+τX1 J1011
)) ,
Q2,2 =
J0121
(
J1111+σX1 J1110
)
J1011
(
J1022+σX1
(
J1021+τX1 J1011
)) ,
P2,1 =σY1 J1011
(
J1111+τY1 J1110
)
× ( J0121( J0121+σY1 J0111+τY1 σY1 J0110))−1,
P2,2 = (σY2 −σY1 ) J1011
(
J1111+(τY1 +τY2 ) J1110+τY2 σY1
)
× ( J0121+σY2 J0111+(σY2 (τY1 +τY2 )−τY2 σY1 ) J0110)−1
× ( J0121+σY1 J0111+τY1 σY1 J0110)−1,
P2,3 = (σY3 −σY2 ) J1011
(
J1111+(τY1 +τY2 +τY3 ) J1110+τY2 σY1 +τY3 σY2
)
× ( J0121+σY3 J0111+(σY3 (τY1 +τY2 +τY3 )− (τY2 σY1 +τY3 σY2 )) J0110)−1
× ( J0121+σY2 J0111+(σY2 (τY1 +τY2 )−τY2 σY1 ) J0110)−1,
P2,4 = (σY4 −σY3 ) J1011
(
J1111+(τY1 +τY2 +τY3 +τY4 ) J1110+τY2 σY1 +τY3 σY2 +τY4 σY3
)
× ( J0121+σY4 J0111+(σY4 (τY1 +τY2 +τY3 +τY4 )− (τY2 σY1 +τY3 σY2 +τY4 σY3 )) J0110)−1
× ( J0121+σY3 J0111+(σY3 (τY1 +τY2 +τY3 )− (τY2 σY1 +τY3 σY2 )) J0110)−1,
P2,5 =
J1011
(
J1110+σY4
)
J0110
(
J0121+σY4 J0111+
(
σY4 (τ
Y
1 +τY2 +τY3 +τY4 )− (τY2 σY1 +τY3 σY2 +τY4 σY3 )
)
J0110
) ,
Q3 =
J0110
J1011
, P3 = 1
J0010
.
(4.43b)
These equations are the same as (4.17) in Example 4.5, except that the formulas for X2 and Q2
are replaced by the formulas for X2,i and Q2,i above, and that we have written superscripts
X and Y on the parameters τ and σ, in order to see which group they belong to. There
are two such parameters for the X2-group (τX1 = τX2,1 and σX1 = σX2,1) and eight for the Y2-
group (τYi = τY2,i and σYi =σY2,i for 1≤ i ≤ 4). These parameters must be positive and satisfy
σY1 <σY2 <σY3 <σY4 , and also σX1 < τY1 since we have two non-singleton groups next to each
other; cf. (3.7). From the expressions for X2,2 and Y2,1 in (4.43a), it can be seen that this last
constraint is necessary in order to have x2,2 < y2,1.
For the plot of the positions in Figure 10 we have taken the usual spectral parameters (2.19),
and the same group parameters (4.18) for the Y2-group as in Example 4.5. The parameters for
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the X2-group are
τX1 = τX2,1 = 105, σX1 =σX2,1 = 10−3. (4.44)
Example 4.9 (All groups non-singletons). Consider next the following configuration of 3+3
groups, represented schematically as in Example 4.4:
︸ ︷︷ ︸
X1
︸ ︷︷ ︸
Y1
︸︷︷︸
X2
︸ ︷︷ ︸
Y2
︸ ︷︷ ︸
X3
︸ ︷︷ ︸
Y3
.
Here all the groups are non-singletons, and the solution formulas for the positions and am-
plitudes are obtained from the general results in Section 5 by taking K = 3. We will not write
out the formulas here, but note that the formulas for the four rightmost groups (X2, Y2, X3
and Y3) have already been given in Examples 4.8, 4.5, 4.6 and 4.7 above. For the plots we will
use the same spectral parameters (2.19) and group parameters (4.44), (4.18), (4.31) and (4.38)
as in those examples, and in addition for the two leftmost groups we take
τX1,1 = 10−10, σX1,1 = 10−15,
τX1,2 = 101, σX1,2 = 10−3
(4.45)
and
τY1,1 = 102, σY1,1 = 10−15,
τY1,2 = 104, σY1,2 = 10−10,
τY1,3 = 108, σY1,3 = 10−3.
(4.46)
Note that the last σ for each group is less than the first τ for the next group; cf. (3.7).
A plot of the positions of all 24 peakons at the same time is shown in Figure 11. The paths
of the four rightmost groups are the same as in the previous examples. The X1-group (leftmost)
behaves asymptotically like the Y3-group (rightmost), but with left and right interchanged and
with t →+∞ and t →−∞ interchanged. Similarly for the Y1-group (second leftmost) and the
X3-group (second rightmost).
Now it is finally time to illustrate the asymptotics of the amplitudes for non-interlacing
groups, as given by Theorem 7.6. In order to avoid information overload, we have made three
separate plots: the amplitudes for the central groups X2 and Y2 are shown in Figure 12, the
second outermost groups Y1 and X3 in Figure 13, and the outermost groups X1 and Y3 in
Figure 14. As in Figure 3 for the interlacing case, we plot the logarithms s = lnmk,i (t) and
s =− lnnk,i (t ). The curves for the corresponding singleton amplitudes (Figure 3) are included
as dashed curves in the background.
As can be seen in the pictures, one amplitude in each group will asymptotically follow the
same line as the singleton (or a line parallel to it, in the case of the outermost groups), whereas
all the other amplitudes follow lines with a different slope. These new slopes, which do not
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occur in the interlacing case, are (in order):
1
2
(
3
λ1
− 1
µ1
)
= 6,
1
2
(
1
λ2
− 3
µ1
)
=−4,
1
2
(
3
λ2
− 1
µ2
)
= 11
8
,
1
2
(
1
λ3
− 3
µ2
)
=−1
8
,
1
2
3
λ3
= 3
4
,
0.
(4.47)
More precisely: as t →−∞,
• all but the first s = lnm1,i (t ) approach parallel lines s = 6t +constant,
• all but the first s =− lnn1,i (t ) approach parallel lines s =−4t +constant,
• all but the first s = lnm2,i (t ) approach parallel lines s = 118 t +constant,
• all but the first s =− lnn2,i (t ) approach parallel lines s =−18 t +constant,
• all but the first s = lnm3,i (t ) approach parallel lines s = 34 t +constant,
• all but the first s =− lnn3,i (t ) approach parallel lines s = 0t +constant,
and as t →+∞,
• all but the last s = lnm1,i (t ) approach parallel lines s = 0t +constant,
• all but the last s =− lnn1,i (t ) approach parallel lines s = 34 t +constant,
• all but the last s = lnm2,i (t ) approach parallel lines s =−18 t +constant,
• all but the last s =− lnn2,i (t ) approach parallel lines s = 118 t +constant,
• all but the last s = lnm3,i (t ) approach parallel lines s =−4t +constant,
• all but the last s =− lnn3,i (t ) approach parallel lines s = 6t +constant.
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Figure 11. Positions in a case with 3+3 non-singleton groups. Positions of the peakons, x =
xk,i (t ) and x = yk,i (t ), for the solution described in Example 4.9. There are 3+3 groups, all non-
singletons, with 3+4+2+5+5+5 peakons in total. The curves for the three rightmost groups (Y2,
X3 and Y3, with five peakons each) are the same as for the corresponding non-singleton groups
in Figures 7, 8 and 9 above, and also the X2 group with two peakons is like in Figure 10. The
asymptotic behaviour of the leftmost group (X1) as t →±∞ is analogous to that of the rightmost
group (Y3) as t →∓∞, and similarly for the other “mirror-image” pairs (Y1, X3) and (X2,Y2).
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Figure 12. Amplitudes for the middle groups (X2 and Y2). Amplitudes of the peakons for the
solution described in Example 4.9. The solid blue curves are s = lnm2,i (t) and the solid red
curves are s =− lnn2,i (t ). The dashed curves in the background are the corresponding singleton
curves s = lnm2(t) and s = − lnn2(t) from Figure 3. As t → ±∞, one peakon in each group
follows the singleton curve asymptotically, while the others approach parallel lines with other
slopes, not seen in the interlacing case, and given by (4.47).
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Figure 13. Amplitudes for the second leftmost and second rightmost groups (Y1 and X3). The
same as Figure 12, but for the second leftmost group (s = − lnn1,i (t), red) and the second
rightmost group (s = lnm3,i (t), blue). The asymptotics for the amplitudes in these groups are
exactly analogous to the middle groups in Figure 12. This is in contrast to the positions, which
behave somewhat exceptionally as t →−∞ for the second rightmost group (X3, cf. Figures 8
and 11), and as t →+∞ for the second leftmost group (Y1, cf. Figure 11).
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Figure 14. Amplitudes for the leftmost and rightmost groups (X1 and Y3). The same as Figures
12 and 13, but for the leftmost group (s = lnm1,i (t ), blue) and the rightmost group (s =− lnn3,i (t ),
red). The amplitudes in these outermost groups have somewhat exceptional asymptotics, since
the one peakon in each group that deviates from the others only approaches the corresponding
singleton curve in one time direction; in the other time direction it instead approaches a line
parallel to the asymptote of the singleton curve (in the picture, the blue curve s = lnm1,3(t)
becomes parallel to the dashed blue curve as t →+∞, and the red curve s =− lnn3,1(t ) becomes
parallel to the dashed red curve as t →−∞).
Example 4.10 (Two groups only). If there are just two groups (X1 and Y1), we have A = 1 and
B = 0 in the determinants Jr si j , which means that there is only one remaining eigenvalue λ1
and no µ j at all. With four peakons in each group, for example, the solution formulas for the
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X -group are
X1,1 = τ1σ1a1
τ1+C σ1(λ1a1+τ1)
,
X1,2 = τ2σ1a1
λ1a1+τ1+τ2
,
X1,3 = (τ2σ1+τ3σ2)a1
λ1a1+τ1+τ2+τ3
,
X1,4 =σ3a1
(4.48)
and
Q1,1 = 1
λ1
(
τ1
σ1λ1a1+σ1τ1
+C
)
,
Q1,2 = (σ2−σ1)a1(λ1a1+τ1+τ2)
σ1(λ1a1+τ1) (σ2λ1a1+σ2(τ1+τ2)−τ2σ1)
,
Q1,3 = (σ3−σ2)a1(λ1a1+τ1+τ2+τ3)
× (σ3λ1a1+σ3(τ1+τ2+τ3)− (τ2σ1+τ3σ2))−1
× (σ2λ1a1+σ2(τ1+τ2)−τ2σ1)−1 ,
Q1,4 = a1
σ3λ1a1+σ3(τ1+τ2+τ3)− (τ2σ1+τ3σ2)
,
(4.49)
where we have written τk andσk instead of τ
X
1,k andσ
X
1,k . As usual, τk > 0 and 0<σ1 <σ2 <σ3.
The parameter C is not only positive, but must actually satisfy the stronger constraint (3.11)
(where M = 1 is the empty product), namely
τ1 <C σ1τ2, (4.50)
to ensure that
X1,1 = σ1a1
1+ C σ1τ1 (λ1a1+τ1)
< σ1a1
1+ 1τ2 (λ1a1+τ1)
= X1,2.
The formulas for the Y -group read as follows, where now τk and σk stand for τ
Y
1,k and σ
Y
1,k
(again with τk > 0 and 0<σ1 <σ2 <σ3):
Y1,1 = τ1a1,
Y1,2 = (τ1+τ2)a1+τ2σ1,
Y1,3 = (τ1+τ2+τ3)a1+τ2σ1+τ3σ2,
Y1,4 = (τ1+τ2+τ3+D)a1+τ2σ1+τ3σ2+Dσ3
(4.51)
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and
P1,1 = σ1
(a1+σ1)a1
,
P1,2 = σ2−σ1
(a1+σ2)(a1+σ1)
,
P1,3 = σ3−σ2
(a1+σ3)(a1+σ2)
,
P1,4 = 1
a1+σ3
.
(4.52)
The constraint (3.7) says that σX1,3 < τY1,1, which ensures that
X1,4 =σX1,3 a1 < τY1,1 a1 = Y1,1,
and D must be positive.
The positions are plotted in Figure 15 and the amplitudes in Figure 16, together with the
corresponding singleton curves (dashed), which are given by
X1 = a1
C
, Y1 =Da1, Q1 = C
λ1
, P1 = 1
a1
. (4.53)
More explicitly, (4.53) means that the 1+1 interlacing solution is simply
x1(t )= x1(0)+ ct , y1(t )= y1(0)+ ct , m1(t )=m1(0)ect , n1(t )= n1(0)e−ct , (4.54)
where c =m1(0)n1(0)ex1(0)−y1(0) = 12λ1 > 0. This can also easily be derived directly from the
governing ODEs (1.7), which in this case are
x˙1 = x˙2 = m˙1
m1
=− n˙1
n1
=m1n2ex1−x2 ,
where m1n2ex1−x2 is a constant of motion.
The spectral data used in the plots are
λ1 = 1, C = 10−6, D = 1026, (4.55)
while the group parameters are
τX1,1 = 10−10, σX1,1 = 10−8,
τX1,2 = 1010, σX1,2 = 10−3,
τX1,3 = 1010, σX1,3 = 10−1
(4.56)
and
τY1,1 = 102, σY1,1 = 10−15,
τY1,2 = 104, σY1,2 = 10−10,
τY1,3 = 1025, σY1,3 = 10−3.
(4.57)
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Note that these numbers do not satisfy the constraint (3.10), 1<C τY1,1, which is a requirement
for the singleton X1 to form a valid solution together with this Y1-group:
X1 = 1C a1 6< τY1,1 a1 = Y1,1.
Indeed, in Figure 15 the dashed blue line does not lie to the left of all the red curves. Changing
τY1,1 to a value greater than 1/C would remedy this, causing all the red curves to move to the
right of the dashed blue line. The constraint (3.8), σX1,3 <D , is however satisfied, which means
that the singleton Y1 would form a valid solution together with the X1-group:
X1,4 =σX1,3 a1 <Da1 = Y1.
As can be seen in Figure 15, the dashed red line indeed lies to the right of all the blue curves.
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Figure 15. Positions in the case of 1+1 groups. Positions of the peakons, x = x1,i (t ) (blue) and
x = y1,i (t ) (red) for the solution described in Example 4.10, where the is one X -group and one
Y -group with four peakons each. The dashed curves in the background are the corresponding
singleton curves x = x1(t) and x = y1(t) with the same spectral data. These singletons curves,
as well as the curves for x1,4 and y1,1, are straight lines x = t2λ1 +constant (where λ1 = 1 in this
example). The other peakons asymptotically run parallel to these lines in one time direction,
and tend to constant values in the other time direction.
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Figure 16. Amplitudes in the case of 1+1 groups. Amplitudes of the peakons for the same
solution as in Figure 15 (Example 4.10). The solid blue curves are s = lnm1,i (t ) and the solid red
curves are s =− lnn1,i (t ). The dashed curves in the background are the corresponding singleton
curves s = lnm1(t) and s =− lnn1(t) with the same spectral data; these are straight lines with
slope 12λ1 . For the amplitudes in the non-singleton groups, as t →+∞ or as t →−∞, one curve
in each group will asymptotically have this slope as well, whereas the others approach lines with
slope 0 or 32λ1 .
4.3 Examples with an odd number of groups
In the odd case with (K +1)+K groups, the solution formulas (given in Section 8) are slightly
different; there is an offset in one of the lower indices of the determinants Jr si j compared to
the even case, and these determinants are computed with spectral data containing K +K
eigenvalues and residues instead of K + (K −1). The asymptotic behaviour of the solutions
in the odd case is similar to the even case in many respects, but also displays some peculiar
differences, as we shall see.
Example 4.11 (The 2+1 interlacing case). The simplest example of a solution with an odd
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number of groups is the 2+1 interlacing configuration
x1 < y1 < x2,
for which the governing ODEs (1.7) are
x˙1 =
(
m1+m2ex1−x2
)
n1e
x1−y1 ,
y˙1 =
(
m1e
x1−y1 +m2e y1−x2
)
n1,
x˙2 =
(
m1e
x1−x2 +m2
)
n1e
y1−x2 ,
m˙1/m1 =
(
m1−m2ex1−x2
)
n1e
x1−y1 ,
n˙1/n1 =
(−m1ex1−y1 +m2e y1−x2)n1,
m˙2/m2 =
(
m1e
x1−x2 −m2
)
n1e
y1−x2 ,
(4.58)
and the solution formulas, with Jr si j = J[1,1,r, s, i , j ], are
X1 = 12 e2x1 =
J0011
J1100+C J1001
=
a1b1
λ1+µ1
1+C b1
,
Y1 = 12 e2y1 =
J0011
J1100
= a1b1
λ1+µ1
,
X2 = 12 e2x2 = J0011+D J0001 =
a1b1
λ1+µ1
+Db1
(4.59a)
and
Q1 = 2m1e−x1 = µ1
λ1
(
J1100
J1001
+C
)
= µ1
λ1
(
1
b1
+C
)
,
P1 = 2n1e−y1 =
J1001
J0111
= b1
µ1a1b1
λ1+µ1
= λ1+µ1
µ1a1
,
Q2 = 2m2e−x2 = 1
J1001
= 1
b1
,
(4.59b)
or, more explicitly,
x1(t )= t
2
(
1
λ1
+ 1
µ1
)
+ 1
2
ln
(
1
1+C b1(0)e t/µ1
)
+ 1
2
ln
(
2a1(0)b1(0)
λ1+µ1
)
,
y1(t )= t
2
(
1
λ1
+ 1
µ1
)
+ 1
2
ln
(
2a1(0)b1(0)
λ1+µ1
)
,
x2(t )= t
2
(
1
λ1
+ 1
µ1
)
+ 1
2
ln
(
2a1(0)b1(0)
λ1+µ1
+2Db1(0)e−t/λ1
) (4.60a)
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and
lnm1(t )= x1(t )+ ln
(
1
b1(0)e t/µ1
+C
)
+ ln
(
µ1
2λ1
)
= t
2
(
1
λ1
− 1
µ1
)
+ 1
2
ln
(
1+C b1(0)e t/µ1
)
+ 1
2
ln
(
2a1(0)
(λ1+µ1)b1(0)
)
+ ln
(
µ1
2λ1
)
,
− lnn1(t )=−y1(t )+ t
λ1
+ ln
(
2µ1 a1(0)
λ1+µ1
)
= t
2
(
1
λ1
− 1
µ1
)
+ 1
2
ln
(
2a1(0)
(λ1+µ1)b1(0)
)
+ ln(µ1) ,
lnm2(t )= x2(t )− t
µ1
− ln(2b1(0))
= t
2
(
1
λ1
− 1
µ1
)
+ 1
2
ln
(
1+ D(λ1+µ1)
a1(0)
e−t/λ1
)
+ 1
2
ln
(
2a1(0)
(λ1+µ1)b1(0)
)
− ln2.
(4.60b)
This imples that the positions behave as follows:
• the curve x = y1(t )= 12
(
1
λ1
+ 1µ1
)
t +constant is a straight line,
• x = x1(t ) approaches the line x = y1(t ) as t →−∞,
• x = x1(t ) approaches a line x = 12λ1 t +constant as t →+∞,
• x = x2(t ) approaches a line x = 12µ1 t +constant as t →−∞,
• x = x2(t ) approaches the line x = y1(t ) as t →+∞.
This is illustrated in Figure 17, with
λ1 = 1, µ1 = 3, a1(0)= b1(0)= 1, C = 106, D = 1020. (4.61)
Note that the incoming velocity (2µ1)−1 of the rightmost peakon is different from the outgoing
velocity (2λ1)−1 of the leftmost peakon! In particular, it does not seem meaningful to compare
those two curves and talk about a “phase shift”. This is in contrast to the even case, where the
incoming velocities always appear as outgoing velocities in the opposite order.
For the amplitudes (Figure 18) we similarly find:
• the curve s =− lnn1(t )= 12
(
1
λ1
− 1µ1
)
t +constant is a straight line,
• s = lnm1(t ) approaches a line parallel to x =− lnn1(t ) as t →−∞,
• s = lnm1(t ) approaches a line x = 12λ1 t +constant as→+∞,
• s = lnm2(t ) approaches a line x =− 12µ1 t +constant as→−∞,
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• s = lnm2(t ) approaches a line parallel to x =− lnn1(t ) as t →+∞.
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x1 ∼ 12λ1 t +constant
x1 ∼ y1
x2 ∼ y1
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x
t
Figure 17. Positions for a 2+1 interlacing solution. Positions of the peakons in a solution with
the 2+1 interlacing configuration x1 < y1 < x2, as described in Example 4.11. The parameters are
given in (4.61); in particular, the eigenvalues are λ1 = 1 and µ1 = 3. The middle peakon at y1 (red
curve) travels with constant velocity 12
( 1
λ1
+ 1µ1
)
, and is approached by the x1-peakon as t →−∞
and by the x2-peakon as t →+∞. More remarkably, the asymptotic velocity of the x2-peakon as
t →−∞, namely 12µ1 , is not the same as that of the x1-peakon as t →+∞, which is
1
2λ1
.
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Figure 18. Amplitudes for a 2+1 interlacing solution. Amplitudes of the peakons for the same
solution as in Figure 17 (Example 4.11). The curve s = − lnn1(t) is a straight line (red) with
slope 12
( 1
λ1
− 1µ1
)
. As t →−∞, the curve s = lnm1(t) approaches a line parallel to that line, and
similarly for s = lnm2(t) as t →+∞. However, in the other time direction they approach lines
with different slopes, 12λ1 and
−1
2µ1
.
Example 4.12 (The 4+3 interlacing case). The formulas for the 4+3 interlacing solution are,
with Jr si j = J[3,3,r, s, i , j ]:
X1 = 12 e2x1 =
J0033
J1122+C J1023
, Y1 = 12 e2y1 =
J0033
J1122
,
X2 = 12 e2x2 =
J0023
J1112
, Y2 = 12 e2y2 =
J0022
J1111
,
X3 = 12 e2x3 =
J0012
J1101
, Y3 = 12 e2y3 = J0011,
X4 = 12 e2x4 = J0011+D J0001
(4.62a)
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and
Q1 = 2m1e−x1 = µ1µ2µ3
λ1λ2λ3
(
J1122
J1023
+C
)
, P1 = 2n1e−y1 =
J1122 J
10
23
J0122 J
01
33
,
Q2 = 2m2e−x2 =
J1112 J
01
22
J1012 J
10
23
, P2 = 2n2e−y2 =
J1111 J
10
12
J0111 J
01
22
,
Q3 = 2m3e−x3 =
J1101 J
01
11
J1001 J
10
12
, P3 = 2n3e−y3 =
J1001
J0111
,
Q4 = 2m4e−x4 = 1
J1001
.
(4.62b)
(Compare with the 3+3 interlacing solution (2.18) in Example 2.11.)
In Figure 19 we have plotted the positions obtained from (4.62a) with the spectral data
λ1 = 1
5
, λ2 = 1, λ3 = 2, µ1 = 1
3
, µ2 = 4, µ3 = 8,
a1(0)= 10−4, a2(0)= 101, a3(0)= 103, b1(0)= 10−6, b2(0)= 102, b3(0)= 1,
C = 1020, D = 1018,
(4.63)
i.e., the same values as for the 3+3 interlacing solution in Example 2.11, plus the new parame-
ters µ3 and a3(0). Here we see again the same phenomenon as in Example 4.11, namely that
in the odd case, the asymptotic velocities for the blue curves x = xk (t ) as t →−∞ are not the
same as when t →+∞ (although they are for the red curves x = yk (t )). In fact, by Theorem 10.1
the incoming velocites (t →−∞) are, from left to right,
x1 and y1 :
1
2
(
1
λ1
+ 1
µ1
)
= 4,
x2 :
1
2
(
1
λ2
+ 1
µ1
)
= 2,
y2 :
1
2
(
1
λ2
+ 1
µ2
)
= 5
8
,
x3 :
1
2
(
1
λ3
+ 1
µ2
)
= 3
8
,
y3 :
1
2
(
1
λ3
+ 1
µ3
)
= 5
16
,
x4 :
1
2
1
µ3
= 1
16
.
(4.64)
(where the five leftmost peakons agree with (2.20) from the 3+3 case), whereas the outgoing
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velocites (t →+∞) are, from right to left,
x4 and y3 :
1
2
(
1
λ1
+ 1
µ1
)
= 4,
x3 :
1
2
(
1
λ1
+ 1
µ2
)
= 21
8
,
y2 :
1
2
(
1
λ2
+ 1
µ2
)
= 5
8
,
x2 :
1
2
(
1
λ2
+ 1
µ3
)
= 9
16
,
y1 :
1
2
(
1
λ3
+ 1
µ3
)
= 5
16
,
x1 :
1
2
1
λ3
= 1
4
.
(4.65)
Figure 20 shows the amplitudes for the same interlacing 4+3 solution. As usual, the curves s =
lnmk (t ) and s =− lnnk (t ) asymptotically approach straight lines. As t →−∞, the asymptotic
slopes are (in order):
lnm1 and − lnn1 : 1
2
(
1
λ1
− 1
µ1
)
= 1,
lnm2 :
1
2
(
1
λ2
− 1
µ1
)
=−1,
− lnn2 : 1
2
(
1
λ2
− 1
µ2
)
= 3
8
,
lnm3 :
1
2
(
1
λ3
− 1
µ2
)
= 1
8
,
− lnn3 : 1
2
(
1
λ3
− 1
µ3
)
= 3
16
,
lnm4 : − 1
2µ3
=−1
8
,
(4.66)
and as t →+∞, they are (in reverse order):
lnm4 and − lnn3 : 1
2
(
1
λ1
− 1
µ1
)
= 1,
lnm3 :
1
2
(
1
λ1
− 1
µ2
)
= 19
8
,
− lnn2 : 1
2
(
1
λ2
− 1
µ2
)
= 3
8
,
lnm2 :
1
2
(
1
λ2
− 1
µ3
)
= 7
16
,
− lnn1 : 1
2
(
1
λ3
− 1
µ3
)
= 3
16
,
lnm1 :
1
2λ3
= 1
4
.
(4.67)
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Figure 19. Positions in the 4+3 interlacing case. Positions of the peakons in the 4+3 interlacing
solution (4.62) in Example 4.12, with the parameter values (4.63). For the red curves x = yk (t),
the outgoing velocities are the same as the incoming velocities, namely 4, 58 and
5
16 . But the blue
curves x = xk (t ) have incoming velocities 4, 2, 38 , 116 that (except for the fastest one) are different
from the outgoing velocities 4, 218 ,
9
16 and
1
4 ; see (4.64) and (4.65).
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Figure 20. Amplitudes in the 4+3 interlacing case. Amplitudes of the peakons for the same
solution as in Figure 19 (Example 4.12). For the red curves s =− lnnk (t ), the asymptotic slopes
as t →−∞ are equal to those as t →+∞, namely 1, 38 and 316 . But for the blue curves s = lnmk (t ),
they are 1, −1, 18 and − 18 as t →−∞ and 1, 198 , 716 and 14 as t →+∞; see (4.66) and (4.67).
Example 4.13 (Non-singleton groups in the odd case). When it comes to groups with more
than one peakon, the odd case is very similar to the even case in terms of formulas. For
example, if we have 4+3 groups where the Y2-group contains five peakons, then the singleton
solution formulas from Example 4.12,
Y2 =
J0022
J1111
, P2 =
J1111 J
10
12
J0111 J
01
22
,
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are replaced by
Y2,1 =
J0023+τ1 J0022
J1112+τ1 J1111
,
Y2,2 =
J0023+(τ1+τ2) J0022+(τ2σ1) J0012
J1112+(τ1+τ2) J1111+τ2σ1 J1101
,
Y2,3 =
J0023+(τ1+τ2+τ3) J0022+(τ2σ1+τ3σ2) J0012
J1112+(τ1+τ2+τ3) J1111+(τ2σ1+τ3σ2) J1101
,
Y2,4 =
J0023+(τ1+τ2+τ3+τ4) J0022+(τ2σ1+τ3σ2+τ4σ3) J0012
J1112+(τ1+τ2+τ3+τ4) J1111+(τ2σ1+τ3σ2+τ4σ3) J1101
,
Y2,5 =
J0022+σ4 J0012
J1111+σ4 J1101
(4.68a)
and
P2,1 =σ1 J1012
(
J1112+τ1 J1111
)
× ( J0122( J0122+σ1 J0112+τ1σ1 J0111))−1,
P2,2 = (σ2−σ1) J1012
(
J1112+(τ1+τ2) J1111+τ2σ1 J1101
)
× ( J0122+σ2 J0112+(σ2(τ1+τ2)−τ2σ1) J0111)−1
× ( J0122+σ1 J0112+τ1σ1 J0111)−1,
P2,3 = (σ3−σ2) J1012
(
J1112+(τ1+τ2+τ3) J1111+(τ2σ1+τ3σ2) J1101
)
× ( J0122+σ3 J0112+(σ3(τ1+τ2+τ3)− (τ2σ1+τ3σ2)) J0111)−1
× ( J0122+σ2 J0112+(σ2(τ1+τ2)−τ2σ1) J0111)−1,
P2,4 = (σ4−σ3) J1012
(
J1112+(τ1+τ2+τ3+τ4) J1111+(τ2σ1+τ3σ2+τ4σ3) J1101
)
× ( J0122+σ4 J0112+(σ4(τ1+τ2+τ3+τ4)− (τ2σ1+τ3σ2+τ4σ3)) J0111)−1
× ( J0122+σ3 J0112+(σ3(τ1+τ2+τ3)− (τ2σ1+τ3σ2)) J0111)−1,
P2,5 =
J1012
(
J1111+σ4 J1101
)
J0111
(
J0122+σ4 J0112+
(
σ4(τ1+τ2+τ3+τ4)− (τ2σ1+τ3σ2+τ4σ3)
)
J0111
) ,
(4.68b)
where τi = τY2,i and σi =σY2,i . (Compare with (4.17) in Example 4.5.)
This means that as t →−∞, when terms Jr si j with small i and j are dominant, the y2,1-
peakon will behave like the singleton y2, while the other four peakons in the Y2-group will
approach the neighbouring x3-singleton to the right, given by X3 = J0012 / J1101. Likewise, as
t →+∞, when terms Jr si j with large i and j are dominant, the y2,5-peakon will behave like
the singleton y2, while the other four will approach the neighbouring x2-singleton to the left,
given by X2 = J0023 / J1112. So this aspect of the asymptotics is just like for the even case, although
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this of course also means that the differences in singleton behaviour between the even and
odd cases will carry over and affect the groups as well.
As an illustration of all this, Figure 21 shows the positions x = xk,i (t) and x = yki (t) for a
case with 4+3 groups, where we have used the same parameters as for the case with 3+3 groups
in Example 4.9, with the spectral data µ3 = 8 and b3(0)= 1 added as in the 4+3 interlacing
case in Example 4.12, together with the group parameters
τX4,1 =σX4,1 = 105 (4.69)
for an X4-group with two peakons.
Regarding the amplitudes, as x →−∞ or x →∞ one peakon in each group (the first one
or the last one, respectively) will follow the corresponding singleton (or a parallel line, for
the outermost groups X1 and XK+1), while the other curves s = lnmk,i and s =− lnnk,i follow
parallel lines with other slopes; cf. Example 4.9 for the even case. The slopes that occur for
these other lines are, as t → −∞ (in order, and with 2 ≤ i ≤ N , where N is the number of
peakons in the group in question):
lnm1,i :
1
2
(
3
λ1
− 1
µ1
)
= 6,
− lnn1,i : 1
2
(
1
λ2
− 3
µ1
)
=−4,
lnm2,i :
1
2
(
3
λ2
− 1
µ2
)
= 11
8
,
− lnn2,i : 1
2
(
1
λ3
− 3
µ2
)
=−1
8
,
lnm3,i :
1
2
(
3
λ3
− 1
µ3
)
= 11
16
,
− lnn3,i : −1
2
3
µ3
=− 3
16
,
lnm4,i : 0.
(4.70)
61
And as t →+∞, they are (in reverse order, and with 1≤ i ≤N −1):
lnm4,i :
1
2
(
1
λ1
− 3
µ1
)
=−2,
− lnn3,i : 1
2
(
3
λ1
− 1
µ2
)
= 59
8
,
lnm3,i :
1
2
(
1
λ2
− 3
µ2
)
= 1
8
,
− lnn2,i : 1
2
(
1
λ2
− 3
µ3
)
= 23
16
,
lnm2,i :
1
2
(
1
λ3
− 3
µ3
)
= 1
16
,
− lnn1,i : 1
2
3
λ3
= 3
4
,
lnm1,i : 0.
(4.71)
So for both X -groups and Y -groups (not just X -groups), these amplitude curves have different
asymptotic slopes in the two time directions. For illustrations, showing the amplitudes of the
j th group from the left together with the j th group from the right, see Figures 22, 23, 24 and 25,
with Y2, {X2, X3}, {Y1,Y3} and {X1, X4}, respectively.
Remark 4.14. As should be clear from the examples in this section, the solutions in the odd
case display a kind of symmetry breaking which is not present in the even case. On the
other hand, since there are equally many eigenvalues of each kind in the odd case, there is
the possibility of obtaining a “symmetric partner solution” to a given solution by swapping
λi ↔µi for each i ∈ [1,K ].
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Figure 21. Positions in a case with 4+3 non-singleton groups. Positions of the peakons, x =
xk,i (t) and x = yk,i (t), for the solution described in Example 4.13. There are 4+3 groups, all
non-singletons, with 3+4+2+5+5+5+2 peakons in total. This odd case is similar to the even
case (Example 4.9) in the way that one peakon in each group asymptotically approaches the
corresponding singleton curve (Figure 19, Example 4.12), while the other peakons in the group
instead approach a neighbouring singleton curve, with the same exceptions near the edges as in
the even case. But since these asymptotic lines are inherited from the odd interlacing case, the
odd case with groups differs from the even case in the same way that the odd interlacing case
differs from the even interlacing case (cf. Example 4.12).
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Figure 22. Amplitudes for the middle group (Y2). Amplitudes of the five peakons in the Y2-
group for the solution with 4+3 groups described in Example 4.13, whose positions where shown
in Figure 21. The solid red curves are s =− lnn2,i (t ), and the dashed curve in the background is
the corresponding singleton curve s =− lnn2(t ) from Figure 20. As t →±∞, one peakon in the
group follows the singleton curve asymptotically, while the others approach parallel lines with
other slopes given by (4.70) and (4.71), namely − 18 as t →−∞ and 2316 as t →+∞.
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Figure 23. Amplitudes for the middle X -groups (X2 and X3). The same as Figure 22 but for
the typical X -groups in the middle: s = lnm2,i (t) (blue) and s = lnm3,i (t) (black). The dashed
lines are the corresponding singleton curve s = lnm2(t) and s = lnm3(t) from Figure 20. The
asymptotic slopes of the curves which do not approach the singleton curves are given by (4.70)
and (4.71), namely 118 (blue) and
11
16 (black) as t →−∞, and 116 (blue) and 18 (black) as t →+∞.
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Figure 24. Amplitudes for the second leftmost and second rightmost groups (Y1 and Y3). The
same as Figures 22 and 23, but for the second leftmost group (s =− lnn1,i (t ), red) and the second
rightmost group (s = − lnn3,i (t), black). The asymptotic slopes of the curves which do not
approach the (dashed) singleton curves are −4 (red) and − 316 (black) as t →−∞, and 34 (red) and
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8 (black) as t →+∞.
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Figure 25. Amplitudes for the leftmost and rightmost groups (X1 and X4). The same as Fig-
ures 22, 23 and 24, but for the leftmost group (s = lnm1,i (t), blue) and the rightmost group
(s = lnm4,i (t ), black). As for the outermost groups in the even case, one peakon in each group
approaches the (dashed) singleton curve in one time direction, but only a line parallel to the
asymptote of the singleton curve in the other time direction. The asymptotic slopes of the
remaining curves are 6 (blue) and 0 (black) as t →−∞, and 0 (blue) and −2 (black) as t →+∞.
5 Solution formulas for the even case (2K groups)
After all these examples, it is now time to turn to the general results. In this section, we will
state all the formulas for the peakon solutions of the Geng–Xue equation (1.1) in the even case,
where we have K groups of each kind, and we assume without loss of generality that the first
group is an X -group (so that the last group is a Y -group). The proofs will be given in Section 6,
and the asymptotics of the solutions as t →±∞will be studied in Section 7. After that, we will
do the same things for the odd case in Sections 8, 9 and 10, respectively.
To write down the solution formulas for an arbitrary even peakon configuration, just use
the K +K interlacing formulas in Sections 5.1.1 and 5.2.1 for any group consisting of a single
peakon. For X -groups with more than one peakon, the formulas are in Section 5.1.2, except
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that the leftmost group is special, with formulas given in Section 5.1.3. Similarly, for Y -groups
with more than one peakon, the typical group is described in Section 5.2.2, and the exceptional
rightmost group in Section 5.2.3.
We remind the reader about the notation defined in Section 3. For simplicity, when
considering a particular group, for example X -group number j , we will write just τi and σi
instead of τXj ,i and σ
X
j ,i , and similarly for the corresponding sums Ti , Si and Ri . We will also
omit the superscript X and Y on N Xj and N
Y
j when it is clear from the context whether we
are talking about an X -group or a Y -group. Also remember that all the parameters satisfy
the constraints in Section 3; we will not state this explicitly in connection with the solution
formulas, but it is understood throughout the paper.
In Sections 5, 6 and 7 which deal with the even case, all the determinants Jr si j defined
by (2.7) will have A =K and B =K −1, i.e.,
Jr si j = J[K ,K −1,r, s, i , j ], (5.1)
and we will make heavy use of the abbreviation
j ′ =K +1− j . (5.2)
We will also use the abbreviations X j ,i = 12 exp2x j ,i , etc., from Definition 3.3.
Remark 5.1. Whenever the conditions for some formulas cannot be satisfied, such as the
inequality 2 ≤ j ≤ K in case K = 1, or 2 ≤ i ≤ N −1 in case N = 2, then those formulas are
simply disregarded as not relevant in that situation.
5.1 Solutions for X -groups
The solution formulas for peakons in an X -group depend on whether the group is a singleton
with just one peakon, or a true group consisting of N Xj ≥ 2 peakons. Moreover, the solution
formulas for the leftmost X -group are different from those for the other X -groups. Also
note that the rightmost peakon X j ,N Xj
in each group is given by a separate formula; see for
example (5.5).
5.1.1 X -singletons
For those groups which consist of a single peakon, the solution formulas coincide with the
formulas derived for the interlacing peakons by Lundmark and Szmigielski [13], already given
in Theorem 2.8 but repeated here for convenience:
X j ′ =
J00j j
J11j−1, j−1
, Q j ′ =
J11j−1, j−1 J
01
j , j−1
J10j j J
10
j−1, j−1
, (5.3)
where j ′ =K +1− j and 1≤ j ≤K −1, together with the leftmost X -peakon,
X1 =
J00K ,K−1
J11K−1,K−2+C J10K−1,K−1
, Q1 = M
L
(
J11K−1,K−2
J10K−1,K−1
+C
)
, (5.4)
where L =∏Ki=1λi and M =∏K−1j=1 µ j .
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5.1.2 All X -groups except the leftmost one (typical X -groups)
Next, we give the formulas for X -group number j ′ =K +1− j , i.e., the j th X -group from the
right, in case it contains N j ′ =N Xj ′ ≥ 2 peakons. Here 1≤ j ≤K −1; the leftmost group j =K is
treated separately below. The solutions for the positions are
X j ′,i =
J00j+1, j +Ti J00j j +Si J00j , j−1
J11j , j−1+Ti J11j−1, j−1+Si J11j−1, j−2
,
X j ′,N j ′ =
J00j j +σN j ′−1 J00j , j−1
J11j−1, j−1+σN j ′−1 J11j−1, j−2
,
(5.5)
and for the amplitudes
Q j ′,i = (σi −σi−1) J01j , j−1
(
J11j , j−1+Ti J11j−1, j−1+Si J11j−1, j−2
)
×
(
J10j j +σi J10j , j−1+Ri J10j−1, j−1
)−1
×
(
J10j j +σi−1 J10j , j−1+Ri−1 J10j−1, j−1
)−1
,
Q j ′,N j ′ =
J01j , j−1
(
J11j−1, j−1+σN j ′−1 J11j−1, j−2
)
J10j−1, j−1
(
J10j j +σN j ′−1 J10j , j−1+RN j ′−1 J10j−1, j−1
) ,
(5.6)
where 1≤ i ≤N j ′ −1, and the sums Ti , Si , Ri are as in Definition 3.1.
5.1.3 The leftmost X -group
If the leftmost X -group contains more than one peakon, then the positions are given by
X1,1 =
J00K ,K−1
J11K−1,K−2+ 1σ1 J11K−1,K−1+C
(
J10K−1,K−1+ 1τ1 J10K ,K−1
) ,
X1,i =
Si J00K ,K−1
J11K ,K−1+Ti J11K−1,K−1+Si J11K−1,K−2
,
X1,N1 =
σN1−1 J00K ,K−1
J11K−1,K−1+σN1−1 J11K−1,K−2
,
(5.7)
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and the amplitudes by
Q1,1 = M
L
(
J11K−1,K−2+ 1σ1 J11K−1,K−1
J10K−1,K−1+ 1τ1 J10K ,K−1
+C
)
,
Q1,i = (σi −σi−1) J01K ,K−1
(
J11K ,K−1+Ti J11K−1,K−1+Si J11K−1,K−2
)
× (σi J10K ,K−1+Ri J10K−1,K−1)−1
× (σi−1 J10K ,K−1+Ri−1 J10K−1,K−1)−1 ,
Q1,N1 =
J01K ,K−1
(
J11K−1,K−1+σN1−1 J11K−1,K−2
)
J10K−1,K−1
(
σN1−1 J10K ,K−1+RN1−1 J10K−1,K−1
) ,
(5.8)
where 2 ≤ i ≤ N1−1. Note that in this group, both the rightmost and leftmost peakons are
given by separate formulas.
5.2 Solutions for Y -groups
Like for X -groups, the formulas for a Y -group depend on whether the group contains a single
peakon or more than one peakon. Moreover, the rightmost group has special formulas.
5.2.1 Y -singletons
In case the group is a singleton, the solution formulas coincide with the formulas for interlacing
peakons. With j ′ =K +1− j as usual, the formulas for 2≤ j ≤K are
Y j ′ =
J00j , j−1
J11j−1, j−2
, P j ′ =
J10j−1, j−1 J
11
j−1, j−2
J01j , j−1 J
01
j−1, j−2
, (5.9)
while the formulas for the rightmost peakon are
YK = J0011+D J0010, PK =
1
J0010
. (5.10)
5.2.2 All Y -groups except the rightmost one (typical Y -groups)
If a Y -group contains N j ′ = N Yj ′ ≥ 2 peakons, where 2 ≤ j ≤ K , then the formulas for the
positions are
Y j ′,i =
J00j j +Ti J00j , j−1+Si J00j−1, j−1
J11j−1, j−1+Ti J11j−1, j−2+Si J11j−2, j−2
,
Y j ′,N j ′ =
J00j , j−1+σN j ′−1 J00j−1, j−1
J11j−1, j−2+σN j ′−1 J11j−2, j−2
,
(5.11)
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and the formulas for the amplitudes are
P j ′,i = (σi −σi−1) J10j−1, j−1
×
(
J11j−1, j−1+Ti J11j−1, j−2+Si J11j−2, j−2
)
×
(
J01j , j−1+σi J01j−1, j−1+Ri J01j−1, j−2
)−1
×
(
J01j , j−1+σi−1 J01j−1, j−1+Ri−1 J01j−1, j−2
)−1
,
P j ′,N j ′ =
J10j−1, j−1
(
J11j−1, j−2+σN j ′−1 J11j−2, j−2
)
J01j−1, j−2
(
J01j , j−1+σN j ′−1 J01j−1, j−1+RN j ′−1 J01j−1, j−2
) ,
(5.12)
for 1≤ i ≤N j ′ −1.
5.2.3 The rightmost Y -group
If the rightmost Y -group contains NK ≥ 2 peakons, the formulas for the positions are
YK ,i = J0011+Ti J0010+Si ,
YK ,NK = J0011+
(
TNK−1+D
)
J0010+
(
SNK−1+DσNK−1
)
,
(5.13)
while the amplitudes are given by
PK ,i = σi −σi−1(
J0110+σi
)(
J0110+σi−1
) ,
PK ,NK =
1
J0110+σNK−1
,
(5.14)
for 1≤ i ≤NK −1.
6 Proofs for the even case
In this section we will prove the solution formulas stated in Section 5. First we will explain the
method of the proof, which was already illustrated in Examples 4.1 and 4.4 for some special
cases.
6.1 Method of the proof: “killing” peakons
To obtain the solution formulas for a specific peakon configuration with K1+K1 groups, our
starting point is the K2+K2 interlacing peakon configuration obtained by adding extra Y -
peakons between adjacent X -peakons, and vice versa. (In both these configurations, we are as
usual assuming that we begin with an X -group on the left and finish with a Y -group on the
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right.) Thus, we are inserting N −1 new peakons into each group of N peakons, so that the
total number of peakons in the interlacing K2+K2 configuration will be
K2+K2 =
K1∑
j=1
(2N Xj −1)+
K1∑
j=1
(2N Yj −1).
We know the solution formulas (2.14) and (2.15) for this interlacing configuration, with the
determinants Jr si j = J[K2,K2−1,r, s, i , j ]. Next, we successively kill off the extra peakons that we
inserted, one by one, from the right, until we reach the desired configuration again. By killing
a peakon, we mean that we turn it into a “ghostpeakon” whose amplitude m j ,i (t ) or n j ,i (t ) is
identically zero, by making a substitution of the form (6.2) below, and letting ε→ 0. Such a
peakon does not influence the dynamics of the other peakons, so by simply disregarding all
ghostpeakons at the end of the process, whatever remains of the solution formulas will be the
solution that we seek.
In each step during the procedure, if we forget about the peakons we have already killed,
we have groups (with one or more peakons each) to the right of the peakon we are about to
kill, but only interlacing peakons (singletons) on its left.
As explained in Example 4.4, it suffices to show that our general solution formulas “survive”
in each such step, i.e., if the solution before killing a peakon is given by the solution formulas
for K +K groups, with N peakons in the group just to the right of the peakon being killed, then
the solution after the killing is given by the solution formulas for (K −1)+ (K −1) groups, with
N +1 peakons in the newly formed group.
Remark 6.1. We will use symbols with hats for quantities related to the original configuration
with K +K groups before killing the peakon, while symbols without hats refer to the configu-
ration with (K −1)+ (K −1) groups after the killing. For example, yˆK ,i (t ) is the position of the
i th peakon in the rightmost group in the original configuration. After killing another peakon
to the left of it, this group will be Y -group number K −1, so the new notation becomes
yK−1,i (t )= lim
ε→0 yˆK ,i (t ).
Some care is needed if using the notation j ′ for “the j th object from the right”, since this will
be number K +1− j from the left before killing, but number (K −1)+1− j afterwards. Thus,
for example,
Xˆ j ′ = XˆK+1− j but X j ′ = XK− j . (6.1)
Remark 6.2. The inspiration for this method comes from our previous paper [10], where we
used ghostpeakons to compute the characteristic curves for peakon solutions of the Camassa–
Holm, Degasperis–Procesi and Novikov equations.
6.2 Preparations
In the proof, we will need to know what becomes of the determinants
Jˆ
r s
i j = J[K ,K −1,r, s, i , j ]
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(cf. Definition 2.4 and Remark 6.1) when we make a substitution of the form
λK = α
ε
, µK−1 = β
ε
,
aK = Z εk1 , bK−1 =W εk2 ,
(6.2)
and in particular what happens as we let ε→ 0 afterwards. This is the content of Lemma 6.5
below, which is our primary technical tool.
Remark 6.3. When we apply Lemma 6.5 later, the numbers k1 and k2 in the substitution (6.2)
will just be some integers, while α, β, Z and W will be expressions depending on three new
parameters τ1, σ1 and θ, which together with the parameter ε are replacing the four original
parameters λK , µK−1, aK and bK−1.
Remark 6.4. As we already explained in Example 4.1, the substitutions are actually aK (0)=
Z εk1 and bK−1(0)=W εk2 , but for simplicity of notation we will write just aK and bK−1. The
quantities aK (t ) and aK (0) only differ by a factor e tε/α which tends to 1 as ε→ 0, and similarly
for bK−1(t ) and bK−1(0).
Lemma 6.5. Let
Jˆ
r s
i j = J[K ,K −1,r, s, i , j ] and Jr si j = J[K −1,K −2,r, s, i , j ]. (6.3)
If we reparametrize the spectral data according to (6.2), then, as ε→ 0, the determinant Jˆr si j
satisfies
Jˆ
r s
i j = Jr si j
+ Jr si−1, j
(
Zαq1
)
εk1−q1
(
1+O (ε))
+ Jr si , j−1
(
Wβq2
)
εk2−q2
(
1+O (ε))
+ Jr si−1, j−1
(
Zαq1
)(
Wβq2
) ( αβ
α+β
)
ε(k1−q1)+(k2−q2)−1
(
1+O (ε)),
(6.4)
where
q1 = 2(i −1)− j + r, q2 = 2( j −1)− i + s. (6.5)
Proof. In the definition of Jˆ
r s
i j from equation (2.7), we split the sums into four cases, according
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to whether or not K ∈ I or K −1 ∈ J :
Jˆ
r s
i j =
∑
I∈([K ]i )
∑
J∈([K−1]j )
ΨI J λ
r
I aI µ
s
J b J
= ∑
I ′∈([K−1]i )
∑
J ′∈([K−2]j )
ΨI ′ J ′ λ
r
I ′ aI ′ µ
s
J ′ b J ′
+ ∑
I ′∈([K−1]i−1 )
∑
J ′∈([K−2]j )
ΨI ′ J ′ λ
r
I ′aI ′ µ
s
J ′b J ′
(
λrK aK
)(λ2(i−1)K
λ
j
K
)∏i−1a=1(λ−1K λa −1)2∏ j
b=1
( µb
λK
+1)

+ ∑
I ′∈([K−1]i )
∑
J ′∈([K−2]j−1 )
ΨI ′ J ′ λ
r
I ′aI ′ µ
s
J ′b J ′
(
µsK−1 bK−1
)(µ2( j−1)K−1
µiK−1
)∏ j−1b=1(µ−1K−1µb −1)2∏i
a=1
( λa
µK−1
+1)

+ ∑
I ′∈([K−1]i−1 )
∑
J ′∈([K−2]j−1 )
ΨI ′ J ′ λ
r
I ′aI ′ µ
s
J ′b J ′
(
λrK aK
)(
µsK−1 bK−1
)(λ2(i−1)K
λ
j−1
K
)(
µ
2( j−1)
K−1
µi−1K−1
)
× 1
λK +µK−1
∏i−1a=1(λ−1K λa −1)2∏ j−1
b=1
( µb
λK
+1)
∏ j−1b=1(µ−1K−1µb −1)2∏i−1
a=1
( λa
µK−1
+1)
 .
(6.6)
Using the substitution (6.2) in this equation, and factoring out the lowest power of ε in each
sum, we get (6.4).
Remark 6.6. According to Lemma 6.5, the dominant contribution as ε→ 0 will come from the
term (or terms) with the lowest power of ε:
min
(
0,k1−q1,k2−q2, (k1−q1)+ (k2−q2)−1
)
. (6.7)
Remark 6.7. The numbers q1 and q2 in Lemma 6.5 do not change if the upper indices are
both increased by one and simultaneously the lower indices are both decreased by one. That
is, the matrices
Jˆ
r s
i j and Jˆ
r+1,s+1
i−1, j−1
have the same q1 and q2. This will be used frequently in the proof to save work, since in many
of the solution formulas a term Jˆ
r s
i j in the numerator is accompanied by a term Jˆ
r+1,s+1
i−1, j−1 at the
corresponding position in the denominator.
6.3 How to kill a Y -singleton
Assume that we are at a specific stage of the procedure described in Section 6.1, where we
currently have K +K groups, where K ≥ 2, and we want to kill the singleton YˆK− j -peakon
which constitutes Y -group number j +1 from the right. The YˆK -peakon on the far right ( j = 0)
is only ever killed in order to enter the odd case treated in Section 9, so here in the even case
we assume
1≤ j ≤K −1. (6.8)
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The effect of killing this Y -peakon is that the XˆK+1− j -group, consisting of
N = Nˆ XK+1− j
peakons, and having (if N ≥ 2) the internal parameters
τˆi = τˆXK+1− j ,i , σˆi = σˆXK+1− j ,i , 1≤ i ≤N −1, (6.9)
will be joined with the singleton XˆK− j to form a new group, the XK− j -group, containing
N XK− j =N +1 peakons, and having (for any N ≥ 1) the internal parameters
τi = τXK− j ,i , σi =σXK− j ,i , 1≤ i ≤N . (6.10)
For example, using the schematic notation from Example 4.4, the configuration may be
N︷ ︸︸ ︷︸ ︷︷ ︸ ,
which after the killing becomes
︸ ︷︷ ︸
N+1
.
To achieve this, we use a substitution of the form (6.2) with
k1 = j , k2 = j −2,
α= θ
τ1
, β= 1, Z = (α+1)τ1
α j
= (τ1+θ)(τ1/θ) j , W =σ1,
(6.11)
and if N ≥ 2 we also redefine the internal parameters,
τˆ1 = τ2−θ,
τˆi = τi+1, 2≤ i ≤N −1,
σˆi =σi+1−σ1, 1≤ i ≤N −1.
(6.12)
We apply these substitutions in the solution formulas for K+K groups that describe the current
configuration. The effect is to replace the 2N +2 parameters
λK , µK−1, aK , bK−1, {σˆi , τˆi }N−11
with the equivalent set of 2N +2 parameters
ε, θ, {σi ,τi }
N
1
It is clear that the old parameters are positive and the σˆi are increasing if and only if the new
parameters are positive and the σi are increasing. (In particular, when N = 2, the requirement
σˆ1 > 0 gives rise to σ2 >σ1 to begin with.)
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We then let ε→ 0. As we will show, this turns the YˆK− j -peakon into a ghostpeakon, which
we discard. After relabeling the other peakons, we obtain the new configuration with (K −1)+
(K −1) groups, whose XK− j -group is made up of
XK− j ,1 = lim
ε→0 XˆK− j ,
XK− j ,i = lim
ε→0 XˆK+1− j ,i−1, 2≤ i ≤N +1.
(6.13)
In fact there are some further substitutions that must also be made in certain cases. They
will be explained at the relevant places in the proof, but are summarized here, for convenience.
It is understood that whenever a parameter is not affected by these rules, it is left unchanged
(just remove the hat, and relabel if necessary to take into account that the number of groups
has changed: Dˆ =D , τˆXa,i = τXa,i for a <K − j but τˆXa+1,i = τXa,i for a >K − j , etc.).
• If Nˆ YK+1− j ≥ 2, let
τˆYK+1− j ,1 = τYK− j ,1−σXK− j ,1. (6.14)
See (6.44) for the case 2≤ j ≤K −1 and (6.52) for the case j = 1.
• If j = 1 and Nˆ YK = 1, let
Dˆ =D−σXK−1,1. (6.15)
See (6.80).
• If 1≤ j ≤K −2, let
Cˆ = θC
τ1
. (6.16)
See (6.70).
• If j =K −1, let
Cˆ = θC
τ1
− M
σ1
, where M =
K−2∏
j=1
µ j . (6.17)
See (6.76). The interpretation when K = 2 is that M = 1 (empty product).
These substitutions (together with similar ones when killing an X -peakon, as described in
Section 6.4) are what gives rise to the constraints listed in Section 3, as will be explained in the
sections below. They have been designed in such a way that the “ghost parameter” θ will only
appear in the formula for the position of the ghostpeakon,
yghost(t )= lim
ε→0 yˆK− j (t ),
and such that all internal parameters will be confined to their own groups rather than “leaking”
into the formulas for other groups.
We are assuming as an induction hypothesis that the original K +K configuration is
described by our solution formulas, and what we need to show is that the formulas obtained
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by making the substitutions above in these formulas, and then letting ε→ 0, agree with the
claimed solution formulas for the new (K −1)+ (K −1) configuration.
Recall from (2.14) or (5.9) the formula for the position of Y -peakon number p ′ =K +1−p,
where p = j +1 ∈ [2,K ], which is the one that we aim to kill:
YˆK− j = Yˆ( j+1)′ = Yˆp ′ =
Jˆ
00
p,p−1
Jˆ
11
p−1,p−2
=
Jˆ
00
j+1, j
Jˆ
11
j , j−1
. (6.18)
Under the substitutions above, we now expand the numerator and the denominator according
to Lemma 6.5. To determine the dominant terms as ε→ 0, we compute the numbers listed in
Remark 6.6. For the numerator Jˆ
00
j+1, j we find that
q1 = 2
(
( j +1)−1)− j +0= j ,
q2 = 2( j −1)− ( j +1)+0= j −3,
(6.19)
and since k1 = j and k2 = j −2, this implies that
k1−q1 = 0,
k2−q2 = 1,
(k1−q1)+ (k2−q2)−1= 0.
(6.20)
According to Remark 6.7 we obtain the same numbers for the denominator Jˆ
11
j , j−1. Thus,
for both the numerator and the denominator, the first, second and fourth term in (6.4) will
give contributions of order ε0, while the third term is of order ε1 and can be included in the
remainder O (ε):
YˆK− j =
Jˆ
00
j+1, j
Jˆ
11
j , j−1
=
J00j+1, j +Zαq1 J00j j +
Z Wαq1+1βq2+1
α+β J
00
j , j−1+O (ε)
J11j , j−1+Zαq1 J11j−1, j−1+
Z Wαq1+1βq2+1
α+β J
11
j−1, j−2+O (ε)
=
J00j+1, j +(τ1+θ) J00j j +θσ1 J00j , j−1+O (ε)
J11j , j−1+(τ1+θ) J11j−1, j−1+θσ1 J11j−1, j−2+O (ε)
.
(6.21)
Letting ε→ 0, we get the formula for yghost(t ) :
Yghost =
1
2
exp
(
2yghost
)= lim
ε→0 YˆK− j =
J00j+1, j +(τ1+θ) J00j j +θσ1 J00j , j−1
J11j , j−1+(τ1+θ) J11j−1, j−1+θσ1 J11j−1, j−2
, (6.22)
where θ is the positive ghost parameter. This formula will actually now be discarded, but
we record it here anyway for use in Section 13 about characteristic curves. And it was also
necessary to check that the limit was finite, as we will see in a moment.
Next, we verify that the amplitude of that peakon becomes zero, under the same procedure,
so that we really obtain a ghostpeakon as claimed. Writing p = j +1 as above, the formula for
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the amplitude in (2.15) or (5.9) is
PˆK− j = Pˆp ′ =
Jˆ
10
p−1,p−1 Jˆ
11
p−1,p−2
Jˆ
01
p,p−1 Jˆ
01
p−1,p−2
=
Jˆ
10
j j Jˆ
11
j , j−1
Jˆ
01
j+1, j Jˆ
01
j , j−1
. (6.23)
We need to compare the powers of ε after expanding each Jˆ
r s
i j in this formula with similar
computations as for the positions above. We find that the smallest power of ε is −1, which
appears (only) in the last term in Lemma 6.5 for Jˆ
01
j+1, j , since for this factor we have q1 = j and
q2 = j −2, so that
k1−q1 = 0,
k2−q2 = 0,
(k1−q1)+ (k2−q2)−1=−1.
(6.24)
We thus have ε−1 in the denominator, so after multiplying numerator and denominator by ε
we find that
PˆK− j =O (ε)→ 0, as ε→ 0.
Now recall that PˆK− j = 2nˆK− j exp(−yˆK− j ), and that the limit yˆK− j → yghost is finite, as we saw
above. This implies that the amplitude nˆK− j indeed becomes zero in the limit as ε→ 0.
6.3.1 What happens to X -groups
We have now seen that making the right substitution and letting ε→ 0 will turn the selected
Y -singleton (namely Yˆ( j+1)′ = YˆK− j ) into a ghostpeakon. Now let us see what happens to all
non-singleton groups to the right of the killed Y -peakon when we perform the same operations.
We begin with X -groups here, and consider Y -groups in Section 6.3.2. For singletons (to the
left or to the right), see Section 6.3.3 and 6.3.4.
Consider first the solution formulas for the j th X -group from the right (i.e., the Xˆ j ′-group
where j ′ =K +1− j , with 1≤ j ≤K −1), the one next to the killed Y -singleton, in case this group
consists of N = Nˆ Xj ′ ≥ 2 peakons before the killing:
N︷ ︸︸ ︷︸ ︷︷ ︸ .
(The underbrace is the same as before, indicating the location of the new group formed when
the Y -peakon is killed, while the overbrace highlights the group whose solution formulas we
are currently studying.) We would like to show that the form of the surviving formulas are
preserved by the procedure, but with the new parameters {σi ,τi }Ni=1 instead of the original
ones {σˆi , τˆi }N−1i=1 , and also that the new formula for the old singleton X -group number j +1
from the right becomes the first peakon in the new j th X -group from the right:
lim
ε→0 Xˆ( j+1)
′ = X j ′,1,
lim
ε→0 Xˆ j
′,i = X j ′,i+1, 1≤ i ≤N .
(6.25)
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To avoid any misunderstanding, we remind the reader of the warning (6.1): after the killing,
the notation j ′ means K − j . So if we count from the left, the formulas look as follows:
lim
ε→0 XˆK− j = XK− j ,1,
lim
ε→0 XˆK+1− j ,i = XK− j ,i+1, 1≤ i ≤N .
(6.26)
The first of these equations will be proved in Section 6.3.3 where we investigate what happens
to X -singletons; see (6.62) for the case 1≤ j ≤K −2 and (6.77) for the case j =K −1. Here we
will show the second one. Recall the solution formulas (5.5), for 1≤ j ≤K −1:
Xˆ j ′,i =
Jˆ
00
j+1, j + Tˆi Jˆ00j j + Sˆi Jˆ00j , j−1
Jˆ
11
j , j−1+ Tˆi Jˆ11j−1, j−1+ Sˆi Jˆ11j−1, j−2
, 1≤ i ≤N −1,
Xˆ j ′,N =
Jˆ
00
j j + σˆN−1 Jˆ00j , j−1
Jˆ
11
j−1, j−1+ σˆN−1 Jˆ11j−1, j−2
.
(6.27)
We are going to use Lemma 6.5 to replace each Jˆ
r s
i j in equation (6.27), and then use Remark 6.6
to calculate the dominant contribution of ε.
Let us start with the first equation in (6.27), and consider the terms Jˆ
00
j+1, j and Jˆ
11
j , j−1, which
by Remark 6.7 contain the same powers of ε. We compute
q1 = 2(( j +1)−1)− j +0= j ,
q2 = 2( j −1)− ( j +1)+0= j −3.
(6.28)
Since k1 = j and k2 = j −2, this implies that
k1−q1 = 0,
k2−q2 = 1,
(k1−q1)+ (k2−q2)−1= 0,
(6.29)
so the dominant contribution with the smallest exponent is ε0, coming from the first, second
and fourth term in (6.4). Similarly, for Jˆ
00
j j and Jˆ
11
j−1, j−1, the power ε0 dominates, appearing in
the first and third term in (6.4), since q1 = q2 = j −2 so that
k1−q1 = 2,
k2−q2 = 0,
(k1−q1)+ (k2−q2)−1= 1.
(6.30)
And for Jˆ
00
j , j−1 and Jˆ
11
j−1, j−2, the lowest-order contribution is also ε0, but only for the first term
in (6.4), since q1 = j −1 and q2 = j −4 so that the other exponents become greater than zero:
k1−q1 = 1,
k2−q2 = 2,
(k1−q1)+ (k2−q2)−1= 2.
(6.31)
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Substituting first in the numerator, we have (for 1≤ i ≤N −1)
Jˆ
00
j+1, j + Tˆi Jˆ00j j + Sˆi Jˆ00j , j−1
= J00j+1, j + J00j j Zα j
(
1+O (ε))+ J00j , j−1 Z Wα j+1β( j−3)+1(α+β)−1(1+O (ε))
+ Tˆi
(
J00j j + J00j , j−1 Wβ j−2
(
1+O (ε)))
+ Sˆi J00j , j−1
(
1+O (ε))
= J00j+1, j + J00j j (θ+τ1)+ J00j , j−1 σ1θ
+ Tˆi
(
J00j j + J00j , j−1 σ1
)
+ Sˆi J00j , j−1+O (ε)
→ J00j+1, j +
(
θ+τ1+ Tˆi
)
J00j j +
(
σ1θ+σ1Tˆi + Sˆi
)
J00j , j−1
= J00j+1, j +Ti+1 J00j j +Si+1 J00j , j−1, as ε→ 0,
(6.32)
where we get the last equation by redefining the parameters as in (6.12), namely
τˆ1 = τ2−θ,
τˆi = τi+1, 2≤ i ≤N −1,
σˆi =σi+1−σ1, 1≤ i ≤N −1.
Indeed, this gives (for 1≤ i ≤N −1, with∑i2 = 0 if i = 1)
θ+τ1+ Tˆi = θ+τ1+
(
τˆ1+
i∑
a=2
τˆa
)
= θ+τ1+
(
τ2−θ+
i∑
a=2
τa+1
)
=
i+1∑
a=1
τa = Ti+1 (6.33)
and (with
∑i−1
1 = 0 if i = 1)
σ1θ+σ1Tˆi + Sˆi =σ1
(
θ+ Tˆi
)+ i−1∑
a=1
σˆa τˆa+1
=σ1(Ti+1−τ1)+
i−1∑
a=1
(σa+1−σ1)τa+2
=σ1
i∑
a=1
τa+1+
i∑
a=2
(σa −σ1)τa+1 =
i∑
a=1
σaτa+1 = Si+1.
(6.34)
The denominator is similar to the numerator (Remark 6.7), so in the limit ε→ 0 we obtain, in
agreement with the solution formulas (5.5),
X j ′,i+1 = lim
ε→0 Xˆ j
′,i =
J00j+1, j +Ti+1 J00j j +Si+1 J00j , j−1
J11j , j−1+Ti+1 J11j−1, j−1+Si+1 J11j−1, j−2
, 1≤ i ≤N −1. (6.35)
Similarly, for the rightmost peakon in the group, the position is given by the second equation
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in (6.27) above, and using σˆN−1 =σN −σ1 we find, as desired, that
X j ′,N+1 = lim
ε→0 Xˆ j
′,N = lim
ε→0
Jˆ
00
j j + σˆN−1 Jˆ00j , j−1
Jˆ
11
j−1, j−1+ σˆN−1 Jˆ11j−1, j−2
= lim
ε→0
(
J00j j +σ1 J00j , j−1
)
+ (σN −σ1) J00j , j−1+O (ε)(
J11j−1, j−1+σ1 J11j−1, j−2
)
+ (σN −σ1) J11j−1, j−2+O (ε)
,
=
J00j j +σN J00j , j−1
J11j−1, j−1+σN J11j−1, j−2
.
(6.36)
This concludes the proof that the second equation in (6.25) holds.
One also needs to verify that the formulas for the amplitudes in this group behave in the
corresponding way:
lim
ε→0Qˆ( j+1)
′ =Q j ′,1,
lim
ε→0Qˆ j
′,i =Q j ′,i+1, 1≤ i ≤N .
(6.37)
The investigation of the singleton’s amplitude Qˆ( j+1)′ belongs to Section 6.3.3; as for Xˆ( j+1)′ ,
one must treat the cases 1≤ j ≤K −2 and j =K −1 separately, since Qˆ1 is given by a special
formula. From (5.6), the formula for Qˆ j ′,i when 1≤ i ≤N −1 is
Qˆ j ′,i = (σˆi − σˆi−1) Jˆ01j , j−1
(
Jˆ
11
j , j−1+ Tˆi Jˆ11j−1, j−1+ Sˆi Jˆ11j−1, j−2
)
×
(
Jˆ
10
j j + σˆi Jˆ10j , j−1+ Rˆi Jˆ10j−1, j−1
)−1
×
(
Jˆ
10
j j + σˆi−1 Jˆ10j , j−1+ Rˆi−1 Jˆ10j−1, j−1
)−1
,
where the last bracket on the first line has already been studied above. Just by definition we
have
σˆi − σˆi−1 = (σi+1−σ1)− (σi −σ1)=σi+1−σi , (6.38)
and for the other factors we compute using Lemma 6.5 that Jˆ
01
j , j−1 = J01j , j−1+O (ε) and
Jˆ
10
j j + σˆi Jˆ10j , j−1+ Rˆi Jˆ10j−1, j−1
=
(
J10j j +σ1 J10j , j−1+σ1τ1 J10j−1, j−1
)
+ σˆi
(
J10j , j−1+(τ1+θ) J10j−1, j−1
)
+ Rˆi J10j−1, j−1+O (ε)
= J10j j + (σ1+ σˆi )︸ ︷︷ ︸
=σi+1
J10j , j−1+
(
σ1τ1+ σˆi (τ1+θ)+ Rˆi
)︸ ︷︷ ︸
=Ri+1
J10j−1, j−1+O (ε),
(6.39)
where the identity yielding Ri+1 is easily verified as in (6.33) and (6.34) above. The conclusion
is that in the limit as ε→ 0, all expressions in the formula for Qˆ j ′,i reduce to their counterparts
without hats, except that i is replaced by i +1 everywhere, which proves that limε→0 Qˆ j ′,i =
Q j ′,i+1 for 1≤ i ≤N −1. The case i =N is very similiar; we omit the details.
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Next, let us see what happens to the non-singleton X -groups further right of the killed
Y -peakon, indicated by overbraces in the diagram:
︸ ︷︷ ︸ ︷ ︸︸ ︷ ︷ ︸︸ ︷ ︷ ︸︸ ︷ ︷︸︸︷ .
There are no such groups if j = 1, so assume 2≤ j ≤K −1. Writing N = Nˆ Xp ′ , the positions (5.5)
for the pth X -group from the right, where 1≤ p < j , are
Xˆp ′,i =
Jˆ
00
p+1,p + Tˆi Jˆ00pp + Sˆi Jˆ00p,p−1
Jˆ
11
p,p−1+ Tˆi Jˆ11p−1,p−1+ Sˆi Jˆ11p−1,p−2
, 1≤ i ≤N −1,
Xˆp ′,N =
Jˆ
00
pp + σˆN−1 Jˆ00p,p−1
Jˆ
11
p−1,p−1+ σˆN−1 Jˆ11p−1,p−2
.
(6.40)
Here τˆi = τˆXp ′,i , etc., and in this case we do not need to redefine the internal parameters, but
simply remove the hats: τˆi = τi , etc.
We find the leading contributions for Jˆ
00
p+1,p and Jˆ
11
p,p−1 using Lemma 6.5. A simple compu-
tation gives q1 = p and q2 = p−3, and since k1 = j and k2 = j −2 as always, we get
k1−q1 = j −p,
k2−q2 = j −p+1,
(k1−q1)+ (k2−q2)−1= 2( j −p),
(6.41)
so the lowest power is ε0 (since j −p > 0), and we get J00p+1,p+O (ε) and J11p,p−1+O (ε) instead of
the ones with hats. Similarly, Jˆ
r s
i j = Jr si j +O (ε) for all terms appearing in the formulas (6.40), so
in the limit as ε→ 0 we get the same formulas but without hats, as desired. The formulas for
the amplitudes are proved just as easily.
6.3.2 What happens to Y -groups
The same argument as at the end of the previous section (the dominant power is ε0, coming
from the first term in Lemma 6.5) also proves that the formulas for all non-singleton Y -groups
to the right of the killed peakon will be preserved by the procedure, except that a separate
argument is needed for the Y -group nearest to the killed peakon, namely the j th Y -group
from the right, if it is a non-singleton:
︸ ︷︷ ︸
N︷ ︸︸ ︷
.
If this is the rightmost group ( j = 1), it is given by special formulas, so we consider two cases:
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• If 2 ≤ j ≤ K −1, the formulas (5.11) for the positions in this group (not the rightmost
one) are, with N = Nˆ Yj ′ ≥ 2,
Yˆ j ′,i =
Jˆ
00
j j + Tˆ Yj ′,i Jˆ
00
j , j−1+ SˆYj ′,i Jˆ
00
j−1, j−1
Jˆ
11
j−1, j−1+ Tˆ Yj ′,i Jˆ
11
j−1, j−2+ SˆYj ′,i Jˆ
11
j−2, j−2
, 1≤ i ≤N −1,
Yˆ j ′,N =
Jˆ
00
j , j−1+ σˆYj ′,N−1 Jˆ
00
j−1, j−1
Jˆ
11
j−1, j−2+ σˆYj ′,N−1 Jˆ
11
j−2, j−2
.
(6.42)
With the help of Lemma 6.5 and Remark 6.6 as usual, we find that the dominant power
is ε0, and that all terms Jˆ
r s
i j in these formulas simply tend to J
r s
i j as ε→ 0, except the two
terms Jˆ
00
j j and Jˆ
11
j−1, j−1 which contain an additional contribution of the order ε0:
Y j ′,i = lim
ε→0 Yˆ j
′,i =
(
J00j j +σXj ′,1 J00j , j−1
)
+ Tˆ Yj ′,i J00j , j−1+SˆYj ′,i J00j−1, j−1(
J11j−1, j−1+σXj ′,1 J11j−1, j−2
)
+ Tˆ Yj ′,i J11j−1, j−2+SˆYj ′,i J11j−2, j−2
,
Y j ′,N = lim
ε→0 Yˆ j
′,N =
J00j , j−1+σˆYj ′,N−1 J00j−1, j−1
J11j−1, j−2+σˆYj ′,N−1 J11j−2, j−2
.
(6.43)
In order to get the formulas that we want, namely (6.42) with the hats removed, we
therefore need to redefine τˆYj ′,1 as
τˆYj ′,1 = τYj ′,1−σXj ′,1, (6.44)
while keeping all the other internal parameters for this Y -group unchanged (just remove
the hats). Then
Tˆ Yj ′,i +σXj ′,1 = T Yj ′,i , for 1≤ i ≤N −1, (6.45)
so that we get the correct coeffient T Yj ′,i in front of J
00
j , j−1 and J
11
j−1, j−2. The amplitudes
are studied similarly.
Before the killing, we have by induction hypothesis that if Nˆ Xj ′ ≥ 2, then the first con-
straint in (3.7) holds, “the last σ in the X -group is less than the first τ in the adjacent
Y -group”:
σˆX
j ′,Nˆ X
j ′−1
< τˆYj ′,1. (6.46)
With the redefinitions (6.12) and (6.44) that we have made, this becomes
σX
j ′,N X
j ′
−σXj ′,1 < τYj ′,1−σXj ′,1, (6.47)
so
σX
j ′,N X
j ′
< τYj ′,1, (6.48)
83
meaning that (3.7) holds also after the killing. If instead Nˆ Xj ′ = 1, then before the killing
we only have the constraint 0< τˆYj ′,1, which after the redefinition becomes 0< τYj ′,1−σXj ′,1,
i.e.,
σXj ′,1 < τYj ′,1. (6.49)
In this case, the X j ′-group created by the killing has only two members, so σXj ′,1 is its last
(and only) σ-parameter, and we see that if the neighbouring Y -group is a non-singleton,
then its first τ must be greater than this newly introduced σ. This is the mechanism
which causes the constraint (3.7) to arise in the first place.
• If j = 1, then we are looking at the rightmost Y -group, for which the positions are given
by the special formulas (5.13):
YˆK ,i = Jˆ0011+ Tˆ YK ,i Jˆ
00
10+ SˆYK ,i , 1≤ i ≤N −1,
YˆK ,N = Jˆ0011+
(
Tˆ YK ,N−1+ Dˆ
)
Jˆ
00
10+
(
SˆYK ,N−1+ Dˆ σˆYK ,N−1
)
,
(6.50)
where N = Nˆ YK ≥ 2. As above, we obtain
YK−1,i = lim
ε→0 YˆK ,i =
(
J0011+σXK−1,1 J0010
)+ Tˆ YK ,i J0010+SˆYK ,i J0000, 1≤ i ≤N −1,
YK−1,N = lim
ε→0 YˆK ,N =
(
J0011+σXK−1,1 J0010
)+ (Tˆ YK ,N−1+ Dˆ) J0010+(SˆYK ,N−1+ Dˆ σˆYK ,N−1) , (6.51)
and we see that the desired formulas are obtained with the same redefinition of τˆ1 as
above, with all other internal parameters in the rightmost Y -group kept unchanged:
τˆYK ,1 = τYK−1,1−σXK−1,1,
τˆYK ,i = τYK−1,i , 2≤ i ≤N −1,
σˆYK ,i =σYK−1,i , 1≤ i ≤N −1,
Dˆ =D.
(6.52)
Similarly for the amplitudes.
6.3.3 What happens to X -singletons
In this section we will show what becomes of all X -singletons when we kill the Yˆ( j+1)′-peakon
(1 ≤ j ≤ K −1) as described above. For the most parts, we will only write the proofs for the
positions; the arguments for the amplitudes are similar.
We consider first X -group number p from the right, where 1≤ p ≤K −1, assuming it is a
singleton, in which case is given by the formulas (5.3):
Xˆp ′ =
Jˆ
00
pp
Jˆ
11
p−1,p−1
, Qˆp ′ =
Jˆ
11
p−1,p−1 Jˆ
01
p,p−1
Jˆ
10
pp Jˆ
10
p−1,p−1
, (6.53)
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where p ′ =K +1−p. The leftmost X -peakon (p =K ) is given by a separate formula, and will
be investigated separately below. Thus we are now looking at the X -singletons indicated by
the arrows in this picture (we use arrows instead of overbraces here for reasons of space):
︸ ︷︷ ︸ .
With the same substitution (6.11) as before, and using Lemma 6.5, the numerator of the
positions in (6.53) becomes
Jˆ
00
pp = J00pp ε0
+ J00p−1,p Zαq1εk1−q1
(
1+O (ε))
+ J00p,p−1 Wβq2εk2−q2
(
1+O (ε))
+ J00p−1,p−1
Z Wαq1+1βq2+1
α+β ε
(k1−q2)+(k2−q2)−1(1+O (ε)),
(6.54)
and the denominator becomes
Jˆ
11
p−1,p−1 = J11p−1,p−1 ε0
+ J11p−2,p−1 Zαq1εk1−q1
(
1+O (ε))
+ J11p−1,p−2 Wβq2εk2−q2
(
1+O (ε))
+ J11p−2,p−2
Z Wαq1+1βq2+1
α+β ε
(k1−q2)+(k2−q2)−1(1+O (ε)).
(6.55)
In (6.11) we have k1 = j and k2 = j −2, and we compute q1 = q2 = p−2 for both the numerator
and the denominator, so that
k1−q1 = j −p+2,
k2−q2 = j −p,
(k1−q1)+ (k2−q2)−1= 2( j −p)+1.
(6.56)
Thus, the powers of ε which appear are
ε0, ε j−p+2, ε j−p , ε2( j−p)+1, (6.57)
and we have several cases to study, depending on the value of j −p:
• If 1≤ p < j ≤K −1, then the X -singleton lies to the right of the killed Y -peakon and also
to the right of its adjacent X -group:
︸ ︷︷ ︸ .
Then j −p > 0 and the smallest exponent is 0, so
Xˆp ′ =
Jˆ
00
pp
Jˆ
11
p−1,p−1
=
J00pp
(
1+O (ε))
J11p−1,p−1
(
1+O (ε)) → J
00
pp
J11p−1,p−1
, as ε→ 0. (6.58)
Thus, the formulas for the positions of all such X -singletons are preserved.
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• If 1 ≤ p = j ≤ K − 1, then the X -peakon that we are looking at is a singleton lying
immediately to the right of the killed Y -peakon, and it will become the last (i.e., second)
peakon in the new j th X -group from the right. This does not occur in the configuration
that we have been using as an example, but in a configuration like this instead:
︸ ︷︷ ︸ .
Then j −p = 0, and there are two contributions of order ε0:
Xˆp ′ = Xˆ j ′ =
Jˆ
00
j j
Jˆ
11
j−1, j−1
=
J00j j +σ1 J00j , j−1+O (ε)
J11j−1, j−1+σ1 J00j−1, j−2+O (ε)
→
J00j j +σ1 J00j , j−1
J11j−1, j−1+σ1 J00j−1, j−2
, as ε→ 0.
(6.59)
After killing the Y -peakon, we relabel the variables to include this singleton as the
second (and last) member in the new j th X -group from the right,
X j ′,2 = lim
ε→0 Xˆ j
′ =
J00j j +σ1 J00j , j−1
J11j−1, j−1+σ1 J00j−1, j−2
, (6.60)
which agrees with the formula for X j ′,N j ′ in (5.5) when N j ′ =N Xj ′ = 2.
• If p = j+1, where 1≤ j ≤K −2, then we are considering the X -peakon lying immediately
to the left of the killed Y -peakon; it will become the first peakon in the new j th X -group
from the right:
︸ ︷︷ ︸ .
We are assuming j ≤K −2 to keep this from being the leftmost peakon, which is studied
separately below.
Since j −p =−1, the smallest exponents are both j −p =−1 and 2( j −p)+1=−1, and
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we find
Xˆ( j+1)′ = Xˆp ′ =
Jˆ
00
pp
Jˆ
11
p−1,p−1
=
(
J00p,p−1 Wβ
q2 + J00p−1,p−1
Z Wαq1+1βq2+1
α+β
)
ε−1
(
1+O (ε))(
J11p−1,p−2 Wβq2 + J11p−2,p−2
Z Wαq1+1βq2+1
α+β
)
ε−1
(
1+O (ε))
=
(
J00p,p−1σ1+ J00p−1,p−1τ1σ1
)
ε−1(1+O (ε))(
J11p−1,p−2σ1+ J11p−2,p−2τ1σ1
)
ε−1
(
1+O (ε))
→
J00j+1, j +τ1 J00j j
J11j , j−1+τ1 J11j−1, j−1
as ε→ 0.
(6.61)
After the killing, we relabel the variables to include this singleton as the first member in
the j th X -group from the right:
X j ′,1 = lim
ε→0 Xˆ( j+1)
′ =
J00j+1, j +τ1 J00j j
J11j , j−1+τ1 J11j−1, j−1
. (6.62)
This agrees with the desired expression, namely the case i = 1 in (5.5), repeated here for
convenience (remember that T1 = τ1 and S1 = 0):
X j ′,i =
J00j+1, j +Ti J00j j +Si J00j , j−1
J11j , j−1+Ti J11j−1, j−1+Si J11j−1, j−2
.
• If 2≤ j +1< p <K , then the X -singleton in question lies to the left of the killed peakon
(but not on the very left):
︸ ︷︷ ︸ .
Then j −p <−1, with the smallest power of ε being 2( j −p)+1, and we get the following
formula for the X -singletons to the left of the killed peakon:
Xˆp ′ =
Jˆ
00
pp
Jˆ
11
p−1,p−1
=
J00p−1,p−1 ε
2( j−p)+1τ1σ1
(θ1
τ1
)p−1− j (1+O (ε))
J11p−2,p−2 ε2( j−p)+1τ1σ1
(θ1
τ1
)p−1− j (1+O (ε))
→
J00p−1,p−1
J11p−2,p−2
as ε→ 0.
(6.63)
So these singletons are given by the same formulas as before, except that p has been
replaced by p −1. But this is exactly what we want, since what before the killing was
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the pth X -group from the right is after the killing X -group number p−1 from the right
(since p > j +1):
X(p−1)′ = lim
ε→0 Xˆp
′ =
J00p−1,p−1
J11p−2,p−2
. (6.64)
Next we consider what happens to the leftmost peakon, which is given by the special
formulas (5.4):
Xˆ1 =
Jˆ
00
K ,K−1
Jˆ
11
K−1,K−2+ Cˆ Jˆ10K−1,K−1
, Qˆ1 = Mˆ
Lˆ
(
Jˆ
11
K−1,K−2
Jˆ
10
K−1,K−1
+ Cˆ
)
. (6.65)
Here we have put hats on the eigenvalue products before the killing,
Lˆ =
K∏
i=1
λi , Mˆ =
K−1∏
j=1
µ j , (6.66)
since the corresponding products after the killing will be written without hats,
L =
K−1∏
i=1
λi , M =
K−2∏
j=1
µ j . (6.67)
• Suppose first that j <K −1, so that the Yˆ( j+1)′-peakon that we are killing is not adjacent
to the Xˆ1-peakon that we are going to investigate:
︸ ︷︷ ︸ .
This means that X1 after the killing will be a singleton, too.
For Jˆ
00
K ,K−1 and Jˆ
11
K−1,K−2 we compute q1 =K −1 and q2 =K −4, so
k1−q1 = j −K +1,
k2−q2 = j −K +2,
(k1−q1)+ (k2−q2)−1= 2( j −K +1),
(6.68)
which (because of the assumption 2≤ j ≤K −2) means that the dominant contribution
will come from the fourth term in Lemma 6.5, of order ε2( j−K+1). For Jˆ10K−1,K−1 we find
q1 =K −2 and q2 =K −3, so
k1−q1 = j −K +2,
k2−q2 = j −K +1,
(k1−q1)+ (k2−q2)−1= 2( j −K +1),
(6.69)
which implies that the dominant power is ε2( j−K+1) here as well. However, in the coeffi-
cient (
Zαq1
)(
Wβq2
) ( αβ
α+β
)
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appearing in the the dominant term, the factor αq1 will be different, since q1 =K −1 in
the first case and q1 =K −2 in the second case. (But since β= 1, the factor βq2 makes no
difference.) We can compensate for this discrepancy by redefining
Cˆ =αC = (θ/τ1)C , (6.70)
which gives
X1 = lim
ε→0 Xˆ1 =
J00K−1,K−2
J11K−2,K−3+Cˆ α−1 J10K−2,K−2
=
J00K−1,K−2
J11K−2,K−3+C J10K−2,K−2
, (6.71)
as desired. The amplitude formula works out as it should too, since µK−1 = 1/ε and
λK =α/ε, so that Mˆ/Lˆ =M/(αL):
Q1 = lim
ε→0Qˆ1 =
M
αL
(
J11K−2,K−3
α−1 J10K−2,K−2
+ Cˆ
)
= M
L
(
J11K−2,K−3
J10K−2,K−2
+C
)
. (6.72)
Clearly C > 0 if and only if Cˆ =αC > 0, so we get no new constraints from this redefini-
tion.
• Finally, if p = j+1 where j =K−1, then we are looking at what happens to the Xˆ1-peakon
in a configuration like this, where are killing the Yˆ1-peakon:
︸ ︷︷ ︸ .
We get the same numbers as in (6.68) and (6.69) above, but now with j =K −1, so that
j −K +1= 0. Therefore there are three dominant contributions of order ε0 in each term,
some of which are however zero because the lower right index is outside of the range
[0,K −2]:
Jˆ
00
K ,K−1 = J00K ,K−1︸ ︷︷ ︸
=0
+(ZαK−1) J00K−1,K−1︸ ︷︷ ︸
=0
+(ZαK−1)W α
α+1 J
00
K−1,K−2+O (ε)
=σ1θ J00K−1,K−2+O (ε),
Jˆ
11
K−1,K−2 = J11K−1,K−2+
(
ZαK−1
)
J11K−2,K−2+
(
ZαK−1
)
W
α
α+1 J
11
K−2,K−3+O (ε)
= J11K−1,K−2+(τ1+θ) J11K−2,K−2+σ1θ J11K−2,K−3+O (ε)
=M J10K−1,K−2+(τ1+θ) M J10K−2,K−2+σ1θ J11K−2,K−3+O (ε),
Jˆ
10
K−1,K−1 = J10K−1,K−1︸ ︷︷ ︸
=0
+W J10K−1,K−2+
(
ZαK−2
)
W
α
α+1 J
10
K−2,K−2+O (ε)
=σ1 J10K−1,K−2+σ1τ1 J10K−2,K−2+O (ε),
(6.73)
where we have used in the middle equation that
Jr si ,K−2 =
∑
I∈([K−1]i )
ΨI [K−2]λrI aI µ
s
[K−2]b[K−2] =M s Jr 0i ,K−2, (6.74)
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with M =µ[K−2] =∏K−2j=1 µ j . This gives
X1,1 = lim
ε→0 Xˆ1 =
σ1θ J00K−1,K−2[
M J10K−1,K−2+(τ1+θ) M J10K−2,K−2+σ1θ J11K−2,K−3
+ Cˆσ1
(
J10K−1,K−2+τ1 J10K−2,K−2
) ]
=
J00K−1,K−2
J11K−2,K−3+
(
M
σ1
+ τ1(M + Cˆσ1)
σ1θ
)
J10K−2,K−2+
M + Cˆσ1
σ1θ
J10K−1,K−2
.
(6.75)
If we now let C = τ1(M + Cˆσ1)/(σ1θ), i.e., if we make the redefinition
Cˆ = θC
τ1
− M
σ1
, (6.76)
then this formula agrees with the desired result, namely (5.7) with K −1 instead of K :
X1,1 = lim
ε→0 Xˆ1 =
J00K−1,K−2
J11K−2,K−3+Mσ1 J10K−2,K−2+C
(
J10K−2,K−2+ 1τ1 J10K−1,K−2
)
=
J00K−1,K−2
J11K−2,K−3+ 1σ1 J11K−2,K−2+C
(
J10K−2,K−2+ 1τ1 J10K−1,K−2
) . (6.77)
Similarly, for the amplitude we obtain (5.8) with K −1 instead of K :
Q1,1 = lim
ε→0Qˆ1 = limε→0
Mˆ
Lˆ
(
Jˆ
11
K−1,K−2
Jˆ
10
K−1,K−1
+ Cˆ
)
= M
Lθ/τ1
(
M J10K−1,K−2+(τ1+θ) M J10K−2,K−2+σ1θ J11K−2,K−3
σ1
(
J10K−1,K−2+τ1 J10K−2,K−2
) + Cˆ)
= M τ1
Lθ
(
θ
(
M J10K−2,K−2+σ1 J11K−2,K−3
)
σ1
(
J10K−1,K−2+τ1 J10K−2,K−2
) + M
σ1
+ Cˆ
)
= M
L
(
τ1
(
J11K−2,K−2+σ1 J11K−2,K−3
)
σ1
(
J10K−1,K−2+τ1 J10K−2,K−2
) +C)
= M
L
(
J11K−2,K−3+ 1σ1 J11K−2,K−2
J10K−2,K−2+ 1τ1 J10K−1,K−2
+C
)
.
(6.78)
The condition Cˆ > 0 clearly implies that we must require C > 0 in the redefinition (6.76),
to begin with. However, we also need the ghost parameter θ to satisfy τ1Mσ1C < θ. If Nˆ X2 ≥ 2
(i.e., N X1 ≥ 3), then we also have the condition θ < τ2 coming from the redefinition
τˆ1 = τ2−θ in (6.12), and the combination of these two inequalities for θ leads to the
stronger constraint (3.11) for the parameter C :
τ1M
σ1C
< τ2. (6.79)
But if Nˆ X2 = 1 (i.e., N X1 = 2), then there is no τ2, so then the constraint is just C > 0.
90
6.3.4 What happens to Y -singletons
The computations for singleton Y -groups are similar, and we omit the details, except for the
rightmost Y -peakon which is slightly exceptional when the second rightmost Y -peakon is
killed: if j = 1 and Nˆ YK = 1, perform the additional substitution
Dˆ =D−σXK−1,1, (6.80)
to get
YK−1 = lim
ε→0 YˆK = limε→0
(
Jˆ
00
11+ Dˆ Jˆ0010
)
= ( J0011+σXK−1,1 J0010)+ Dˆ J0010 = J0011+D J0010 . (6.81)
Let N = Nˆ XK , so that the rightmost X -group contains N +1 peakons after the killing. If N = 1,
then the requirement Dˆ > 0 implies that D >σXK−1,1, whereas if N ≥ 2, we find inductively that
the condition Dˆ > σˆXK ,N−1, together with the redefinition σˆXK ,N−1 =σXK−1,N −σXK−1,1 from (6.12),
implies that D >σXK−1,N . This is the origin of the constraint (3.8).
We may remark that Example 4.1 contained an illustration of this substitution in the
case N = 1.
The computations above reflect the fact mentioned in Remark 3.4, that the parameter D
appears in the solution formulas as if it were an “extra τ-parameter” for the rightmost Y -group.
If Nˆ YK ≥ 2, then we would redefine τˆYK ,1 = τYK−1,1−σXK−1,1 as described in (6.52). But if Nˆ YK = 1,
then there is no τˆYK ,1 to redefine, and instead we perform the corresponding redefinition on Dˆ ,
which steps in to play the role of that group’s first (and only) τ-parameter.
6.4 How to kill an X -singleton
We have shown in detail above how to kill any Y -singleton (except the rightmost one which is
treated in Section 9) and how to investigate what then becomes of the solution formulas for
the other peakons. We will now outline how to deal with the X -singletons. The verifications
are similar to those in Section 6.3, and we only indicate some exceptional cases.
Killing a typical X -peakon. Since we are always assuming that the configuration starts with
an X -peakon, we never need to kill the leftmost X -peakon. Therefore we shall consider the
killing of a singleton constituting the j th X -group from the right, i.e., the Xˆ j ′-peakon where
j ′ = K +1− j and 1 ≤ j ≤ K −1. This will join the singleton Yˆ( j+1)′-peakon to the Yˆ j ′-group
containing N = Nˆ Yj ′ peakons, which after renumbering will be the YK− j -group containing
N +1 peakons, i.e., the j th Y -group from the right in a configuration with (K −1)+ (K −1)
groups. The rightmost and the second leftmost X -peakons are special, so we assume first that
2≤ j ≤K −2.
To achieve this, we choose the parameters in (6.2) as follows:
k1 = j −1, k2 = j −2,
α= 1, β= θ
τ1
, Z =σ1, W = (β+1)τ1
β j−2
= (τ1+θ)(τ1/θ) j−2.
(6.82)
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If N ≥ 2, we also redefine the internal parameters of the Y -group being enlarged:
τˆ1 = τ2−θ
τˆi = τi+1, 2≤ i ≤N −1,
σˆi =σi+1−σ1, 1≤ i ≤N −1,
(6.83)
where
τˆi = τˆYK+1− j ,i , σˆi = σˆYK+1− j ,i , τi = τYK− j ,i , σi =σYK− j ,i .
Then we substitute in the solution formulas and let ε→ 0.
If j ≥ 2 and the Xˆ( j−1)′-group (the X -group to the right of the X -singleton that we are
killing) contains two or more peakons, then like in (6.44) above we must also redefine its first
τ-parameter as
τˆXK+1−( j−1),1 = τX(K−1)+1−( j−1),1−σY(K−1)+1− j ,1 (6.84)
to prevent theσ1-parameter from the intermediate Y -group from contaminating the formulas.
In the same way as for (6.44), this is the origin of the second constraint in (3.7), “the last σ in a
Y -group is less than the first τ in the next X -group”.
Killing the second leftmost X -peakon. To kill the Xˆ2-peakon, follow the same steps as for a
typical X -peakon above, with j =K −1. This leads to
X1 = lim
ε→0 Xˆ1 = limε→0
Jˆ
00
K ,K−1
Jˆ
11
K−1,K−2+ Cˆ Jˆ10K−1,K−1
=
σ1
=0︷ ︸︸ ︷
J00K−1,K−1+σ1τ1 J00K−1,K−2
σ1 J
11
K−2,K−2︸ ︷︷ ︸
=M J10K−2,K−2
+σ1τ1 J11K−2,K−3+Cˆ σ1θ J10K−2,K−2
=
J00K−1,K−2
J11K−2,K−3+ Cˆ θ+Mτ1 J10K−2,K−2
,
(6.85)
where M =µ1 · · ·µK−2, so that we must also let C = (Cˆ θ+M)/τ1, or equivalently
Cˆ = (C τ1−M)/θ, (6.86)
in order to get the correct formula for X1 (and also for Q1 in a similar way), free from τ1 = τY1,1
and θ. This redefinition is the reason for the constraint (3.10), namely M <C τ1.
Killing the rightmost X -peakon. To kill the XˆK -peakon, follow the same steps as above, with
j = 1, but if the rightmost group is a singleton (Nˆ YK = 1), also set
Dˆ =D−θ, (6.87)
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so that θ will not appear in the formulas for the rightmost peakon after the killing:
YK−1,2 = lim
ε→0 YˆK = limε→0
(
Jˆ
00
11+ Dˆ Jˆ0010
)
= J0011+(τ1+θ) J0010+σ1θ+ Dˆ
(
J0010+σ1
)
= J0011+(τ1+θ+ Dˆ) J0010+σ1(θ+ Dˆ)
= J0011+(τ1+D) J0010+σ1D.
(6.88)
This redefinition does not lead to any new constraint, only D > 0 as usual. (But θ must satisfy
0< θ <D , which is relevant when looking at the characteristic curves; cf. (13.3).)
For Nˆ YK ≥ 2, the redefinition τˆYK ,1 = τYK−1,2−θ in (6.83) already does the job of absorbing
the θ in the formulas for the rightmost Y -group, so in that case we just let Dˆ = D. Like
in Section 6.3.4, we see here how the parameter D acts as an additional “last τ-parameter”
for the rightmost Y -group: if Nˆ YK = 1, then there is no τˆYK ,1 to redefine, but we perform the
corresponding redefinition on Dˆ instead.
Remark 6.8. For K = 2 the rightmost and the second leftmost X -peakons coincide, so then if
Nˆ Y2 = 1 we must perform both of the special substitutions described above. This only occurs
when killing Xˆ2 in the 2+2 interlacing configuration:
7 Asymptotics for the even case
In this section, we study the limiting behavior as t →±∞ of peakon solutions of the Geng–Xue
equation, in the even case (K +K groups). The explicit formulas describing these solutions
were given in Section 5, in terms of exponential functions with different growth rates, and
determining the asymptotics is simply a matter of identifying the dominant exponential terms
in these formulas as t →±∞.
We will see that asymptotically each peakon trajectory approaches a straight line, and also
the logarithms of the amplitudes are asymptotically straight lines, as was illustrated in the
examples in Section 4.2.
Since singletons are given by the same formulas as in the interlacing case, the asymptotics
will agree with the interlacing case [13, Theorems 9.3 and 9.8]; we first recall these results here
for completeness, in Theorem 7.1. Our new result concern the asymptotics for the groups with
N ≥ 2, given in Theorem 7.4 for the positions and Theorem 7.6 for the amplitudes.
As usual, we will assume that the eigenvalues are numbered in increasing order:
0<λ1 <λ2 < ·· · <λK , 0<µ1 <µ2 < ·· · <µK−1. (7.1)
We remind the reader that all notation has been defined in Sections 2 and 3. In particular, the
products of the eigenvalues are denoted by
L =λ[1,K ] =λ1 · · ·λK , M =µ[1,K−1] =µ1 · · ·µK−1.
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Theorem 7.1. Any singletons in a solution with K +K groups, and in particular all peakons in
the K +K interlacing solution, where K ≥ 1 and the eigenvalues are ordered as in (7.1), satisfy
the following asymptotic formulas.
• As t →+∞, if K ≥ 2:
All X -singletons except the leftmost one (j ′ =K +1− j with 1≤ j ≤K −1):
x j ′(t )= t
2
(
1
λ j
+ 1
µ j
)
+ 1
2
ln
(
2a j (0)b j (0)Ψ[1, j ][1, j ]
λ[1, j−1]µ[1, j−1]Ψ[1, j−1][1, j−1]
)
+o(1),
lnm j ′(t )= t
2
(
1
λ j
− 1
µ j
)
+ 1
2
ln
(
2a j (0)b j (0)Ψ[1, j ][1, j ]
λ[1, j−1]µ[1, j−1]Ψ[1, j−1][1, j−1]
)
+ ln
(
µ2[1, j−1]Ψ[1, j ][1, j−1]
2b j (0)λ[1, j ]Ψ[1, j ][1, j ]
)
+o(1).
(7.2)
The leftmost X -singleton:
x1(t )= t
2
(
1
λK
)
+ 1
2
ln
(
2aK (0)Ψ[1,K ][1,K−1]
C λ[1,K−1]Ψ[1,K−1][1,K−1]
)
+o(1),
lnm1(t )= t
2
(
1
λK
)
+ 1
2
ln
(
2aK (0)Ψ[1,K ][1,K−1]
C λ[1,K−1]Ψ[1,K−1][1,K−1]
)
+ ln
(
MC
2L
)
+o(1).
(7.3)
All Y -singletons except the rightmost one (j ′ =K +1− j with 2≤ j ≤K ):
y j ′(t )= t
2
(
1
µ j−1
+ 1
λ j
)
+ 1
2
ln
(
2a j (0)b j−1(0)Ψ[1, j ][1, j−1]
λ[1, j−1]µ[1, j−2]Ψ[1, j−1][1, j−2]
)
+o(1),
lnn j ′(t )= t
2
(
1
µ j−1
− 1
λ j
)
+ 1
2
ln
(
2a j (0)b j−1(0)Ψ[1, j ][1, j−1]
λ[1, j−1]µ[1, j−2]Ψ[1, j−1][1, j−2]
)
+ ln
(
λ2[1, j−1]Ψ[1, j−1][1, j−1]
2a j (0)µ[1, j−1]Ψ[1, j ][1, j−1]
)
+o(1).
(7.4)
The rightmost Y -singleton:
yK (t )= t
2
(
1
λ1
+ 1
µ1
)
+ 1
2
ln
(
2a1(0)b1(0)Ψ{1}{1}
)+o(1),
lnnK (t )= t
2
(
1
µ1
− 1
λ1
)
+ 1
2
ln
(
2a1(0)b1(0)Ψ{1}{1}
)+ ln( 1
2a1(0)Ψ{1};
)
+o(1).
(7.5)
• As t →−∞, if K ≥ 2:
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All X -singletons except the leftmost one (2≤ j ≤K ):
x j (t )= t
2
(
1
λ j
+ 1
µ j−1
)
+ 1
2
ln
(
2a j (0)b j−1(0)Ψ[ j ,K ][ j−1,K−1]
λ[ j+1,K ]µ[ j ,K−1]Ψ[ j+1,K ][ j ,K−1]
)
+o(1),
lnm j (t )= t
2
(
1
λ j
− 1
µ j−1
)
+ 1
2
ln
(
2a j (0)b j−1(0)Ψ[ j ,K ][ j−1,K−1]
λ[ j+1,K ]µ[ j ,K−1]Ψ[ j+1,K ][ j ,K−1]
)
+ ln
(
µ2[ j ,K−1]Ψ[ j ,K ][ j ,K−1]
2b j−1(0)λ[ j ,K ]Ψ[ j ,K ][ j−1,K−1]
)
+o(1).
(7.6)
The leftmost X -singleton:
x1(t )= t
2
(
1
λ1
+ 1
µ1
)
+ 1
2
ln
(
2a1(0)b1(0)Ψ[1,K ][1,K−1]
λ[2,K ]µ[2,K−1]Ψ[2,K ][2,K−1]
)
+o(1),
lnm1(t )= t
2
(
1
λ1
− 1
µ1
)
+ 1
2
ln
(
2a1(0)b1(0)Ψ[1,K ][1,K−1]
λ[2,K ]µ[2,K−1]Ψ[2,K ][2,K−1]
)
+ ln
(
µ[2,K−1] MΨ[2,K ][2,K−1]
2b1(0)LΨ[2,K ][1,K−1]
)
+o(1).
(7.7)
All Y -singletons except the rightmost one:
y j (t )= t
2
(
1
λ j
+ 1
µ j
)
+ 1
2
ln
(
2a j (0)b j (0)Ψ[ j ,K ][ j ,K−1]
λ[ j+1,K ]µ[ j+1,K−1]Ψ[ j+1,K ][ j+1,K−1]
)
+o(1),
lnn j (t )= t
2
(
1
µ j
− 1
λ j
)
+ 1
2
ln
(
2a j (0)b j (0)Ψ[ j ,K ][ j ,K−1]
λ[ j+1,K ]µ[ j+1,K−1]Ψ[ j+1,K ][ j+1,K−1]
)
+ ln
(
λ2[ j+1,K ]Ψ[ j+1,K ][ j ,K−1]
2a j (0)µ[ j ,K−1]Ψ[ j ,K ][ j ,K−1]
)
+o(1).
(7.8)
The rightmost Y -singleton:
yK (t )= t
2
(
1
λK
)
+ 1
2
ln
(
2D aK (0)
)+o(1),
lnnK (t )= t
2
(−1
λK
)
+ 1
2
ln
(
2D aK (0)
)+ ln( 1
2aK (0)
)
+o(1).
(7.9)
• The special case K = 1, where the formulas are exact for all t , not just asymptotically:
The only X -singleton:
x1(t )= t
2
(
1
λ1
)
+ 1
2
ln
(
2a1(0)
C
)
,
lnm1(t )= t
2
(
1
λ1
)
+ 1
2
ln
(
2a1(0)
C
)
+ ln
(
C
λ1
)
.
(7.10)
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The only Y -singleton:
y1 = t
2
(
1
λ1
)
+ 1
2
ln
(
2D a1(0)
)
,
lnn1 = t
2
(−1
λ1
)
+ 1
2
ln
(
2D a1(0)
)+ ln( 1
2a1(0)
)
.
(7.11)
Remark 7.2. In the formulas above, and also in the theorems which follow below, one can
expand the definition ofΨI J and cancel all common factors from the ratios involving ∆2I , ∆˜
2
J
and ΓI J (see [13], at the end of the proof of Theorem 9.3), for example
Ψ[1, j ][1, j−1]
λ[1, j−1]µ[1, j−2]Ψ[1, j−1][1, j−2]
=
(
j−1∏
r=1
(λr −λ j )2
λr (λr +µ j−1)
)(
j−2∏
s=1
(µs −µ j−1)2
(λ j +µs)µs
)
1
λ j +µ j−1
.
However, in order to save space we have not done that.
Remark 7.3. We are using the notation [1, j ] instead of the shorter form [ j ] for the integer
interval [1,2, . . . , j ], in order to make the formulas for t →+∞more similar to the formulas for
t →−∞where intervals of the form [ j ,K ] and [ j ,K −1] appear.
Now we present the asymptotics for the non-singleton groups. We begin with the positions
x j ,i and y j ,i . Remark 7.5 after the theorem explains the most interesting features; see also the
examples in Section 4.2.
Theorem 7.4. The positions for non-singleton groups in the even case, with the eigenvalues
ordered as in (7.1), satisfy the following asymptotic formulas.
• As t →+∞:
All X -groups except the leftmost one (j ′ =K +1− j with 1≤ j ≤K −1), if K ≥ 2:
x j ′,i (t )= t
2
(
1
λ j+1
+ 1
µ j
)
+ 1
2
ln
(
2a j+1(0)b j (0)Ψ[1, j+1][1, j ]
λ[1, j ]µ[1, j−1]Ψ[1, j ][1, j−1]
)
+o(1),
for 1≤ i ≤N j ′ −1,
x j ′,N j ′ (t )=
t
2
(
1
λ j
+ 1
µ j
)
+ 1
2
ln
(
2a j (0)b j (0)Ψ[1, j ][1, j ]
Ψ[1, j−1][1, j−1]λ[1, j−1]µ[1, j−1]
)
+o(1).
(7.12)
The leftmost X -group:
x1,1(t )= 1
2
ln
(
2τ1
C L
)
+o(1),
x1,i (t )= 1
2
ln
(
2Si
LM
)
+o(1), for 2≤ i ≤N1−1,
x1,N1 (t )=
t
2
(
1
λK
)
+ 1
2
ln
(
2σN1−1 aK (0)Ψ[1,K ][1,K−1]
λ[1,K−1] MΨ[1,K−1][1,K−1]
)
+o(1).
(7.13)
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All Y -groups except the leftmost and rightmost ones ( j ′ =K +1− j with 2≤ j ≤K −1), if
K ≥ 3:
y j ′,i (t )= t
2
(
1
λ j
+ 1
µ j
)
+ 1
2
ln
(
2a j (0)b j (0)Ψ[1, j ][1, j ]
λ[1, j−1]µ[1, j−1]Ψ[1, j−1][1, j−1]
)
+o(1),
for 1≤ i ≤N j ′ −1,
y j ′,N j ′ (t )=
t
2
(
1
λ j
+ 1
µ j−1
)
+ 1
2
ln
(
2a j (0)b j−1(0)Ψ[1, j ][1, j−1]
λ[1, j−1]µ[1, j−2]Ψ[1, j−1][1, j−2]
)
+o(1).
(7.14)
The leftmost Y -group, if K ≥ 2:
y1,i (t )= t
2
(
1
λK
)
+ 1
2
ln
(
2Ti aK (0)Ψ[1,K ][1,K−1]
λ[1,K−1] MΨ[1,K−1][1,K−1]
)
+o(1),
for 1≤ i ≤N1−1,
y1,N1 (t )=
t
2
(
1
λK
+ 1
µK−1
)
+ 1
2
ln
(
2aK (0)bK−1(0)Ψ[1,K ][1,K−1]
λ[1,K−1]µ[1,K−2]Ψ[1,K−1][1,K−2]
)
+o(1).
(7.15)
The rightmost Y -group, if K ≥ 2:
yK ,i (t )= t
2
(
1
λ1
+ 1
µ1
)
+ 1
2
ln
(
2a1(0)b1(0)Ψ{1}{1}
)+o(1), for 1≤ i ≤NK . (7.16)
The only Y -group, if K = 1:
y1,i (t )= t
2
(
1
λ1
)
+ 1
2
ln
(
2Ti a1(0)
)+o(1), for 1≤ i ≤N1−1,
y1,N1 (t )=
t
2
(
1
λ1
)
+ 1
2
ln
(
2(TN1−1+D) a1(0)
)+o(1), (7.17)
where the formula y1,1(t )= t2λ1 +
1
2 ln
(
2τ1a1(0)
)
is exact and does not need the o(1) term.
• As t →−∞:
All X -groups except the leftmost and rightmost ones (2≤ j ≤K −1), if K ≥ 3:
x j ,1(t )= t
2
(
1
λ j
+ 1
µ j−1
)
+ 1
2
ln
(
2a j (0)b j−1(0)Ψ[ j ,K ][ j−1,K−1]
λ[ j+1,K ]µ[ j ,K−1]Ψ[ j+1,K ][ j ,K−1]
)
+o(1),
x j ,i (t )= t
2
(
1
λ j
+ 1
µ j
)
+ 1
2
ln
(
2a j (0)b j (0)Ψ[ j ,K ][ j ,K−1]
λ[ j+1,K ]µ[ j+1,K−1]Ψ[ j+1,K ][ j+1,K−1]
)
+o(1),
for 2≤ i ≤N j .
(7.18)
The leftmost X -group, if K ≥ 2:
x1,i (t )= t
2
(
1
λ1
+ 1
µ1
)
+ 1
2
ln
(
2a1(0)b1(0)Ψ[1,K ][1,K−1]
λ[2,K ]µ[2,K−1]Ψ[2,K ][2,K−1]
)
+o(1),
for 1≤ i ≤N1.
(7.19)
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The rightmost X -group, if K ≥ 2:
xK ,1(t )= t
2
(
1
λK
+ 1
µK−1
)
+ 1
2
ln
(
2aK (0)bK−1(0)Ψ{K }{K−1}
)+o(1),
xK ,i (t )= t
2
(
1
λK
)
+ 1
2
ln
(
2Si aK (0)
Ti
)
+o(1), for 2≤ i ≤NK −1,
xK ,NK (t )=
t
2
(
1
λK
)
+ 1
2
ln
(
2σNK−1 aK (0)
)+o(1).
(7.20)
The only X -group, if K = 1:
x1,1(t )= t
2
(
1
λ1
)
+ 1
2
ln
(
2σ1 a1(0)
1+C σ1
)
+o(1),
x1,i (t )= t
2
(
1
λ1
)
+ 1
2
ln
(
2Si a1(0)
Ti
)
+o(1), for 2≤ i ≤N1−1,
x1,N1 (t )=
t
2
(
1
λ1
)
+ 1
2
ln
(
2σN1−1 a1(0)
)
,
(7.21)
where the formula for x1,N1 (t ) is exact and does not need an o(1) term.
All Y -groups except the rightmost one (1≤ j ≤K −1), if K ≥ 2:
y j ,1(t )= t
2
(
1
λ j
+ 1
µ j
)
+ 1
2
ln
(
2a j (0)b j (0)Ψ[ j ,K ][ j ,K−1]
λ[ j+1,K ]µ[ j+1,K−1]Ψ[ j+1,K ][ j+1,K−1]
)
+o(1),
y j ,i (t )= t
2
(
1
λ j+1
+ 1
µ j
)
+ 1
2
ln
(
2a j+1(0)b j (0)Ψ[ j+1,K ][ j ,K−1]
λ[ j+2,K ]µ[ j+1,K−1]Ψ[ j+2,K ][ j+1,K−1]
)
+o(1),
for 2≤ i ≤N j .
(7.22)
The rightmost Y -group:
yK ,1(t )= t
2
(
1
λK
)
+ 1
2
ln
(
2τ1 aK (0)
)+o(1),
yK ,i (t )= 1
2
ln(2Si )+o(1), for 1≤ i ≤NK −1,
yK ,NK (t )=
1
2
ln2(SNK−1 +DσNK−1)+o(1).
(7.23)
Remark 7.5. Note that, as t →+∞, the rightmost peakon in each non-singleton group has a
different asymptotic velocity than all other peakons in the group; the velocity of this rightmost
peakon is the same as it would be if the group were a singleton.
Note also that the formula for the positions of the other peakons in the group, x j ,i (t) or
y j ,i (t ), in most cases does not depend on i , so that all of them actually approach the same line.
Their asymptotic velocity is the same as a singleton group in the neighbouring left site would
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have. (For example, the curves x = y j ,i (t) with 1≤ i ≤N Yj −1 approach the same line as the
curve x = x j (t ) if the j th X -group is a singleton, or x = x j ,N Xj (t ) otherwise.)
The exceptions occur in the leftmost X -group and the leftmost Y -group, where the peakons
except the rightmost one don’t approach the same line, only parallel lines. It is obvious that
the leftmost X -group might be special, since it is given by separate formulas to begin with.
The reason that the leftmost Y -group also has special asymptotics is that J00K K = 0, so that the
term J00j j , which normally dominates in the numerator of the solution formula (5.11) for Y j ′,i ,
is absent for Y1,i .
As t →−∞, things are analogous but with right and left reversed. In particular, the asymp-
totic velocities occuring as t →−∞ are the same as the ones occuring as t →+∞. However,
the behaviour in the odd case is more complicated, as will be described in detail in the sections
below, and as we already saw in the examples in Section 4.3.
Proof of Theorem 7.4. We will prove the theorem in detail only for y j ′,i = yK+1− j ,i , as t →+∞,
where 2≤ j ≤K −1 and 1≤ i ≤N Yj ′ −1, the case described by the first equation in (7.14). The
proofs of the other results are analogous and will be omitted.
Recall the formula (5.11) for Y j ′,i = 12 exp2y j ′,i :
Y j ′,i =
J00j j +Ti J00j , j−1+Si J00j−1, j−1
J11j−1, j−1+Ti J11j−1, j−2+Si J11j−2, j−2
, 1≤ i ≤N Yj ′ −1. (7.24)
As t →+∞,
a1 À a2 À···À aK , b1 À b2 À···À bK−1, (7.25)
since ai (t )= ai (0)e t/λi and b j (t )= b j (0)e t/µ j and we are assuming
0<λ1 <λ2 < ·· · <λK , 0<µ1 <µ2 < ·· · <µK−1.
This means that the dominant terms in the sums Jr si j (see Definition 2.4) are the ones with the
smallest indices. Namely, by Lemma 9.1 in [13],
Jr si j (t )=Ψ[i ][ j ]λr[i ]µs[ j ] a[i ](t )b[ j ](t ) (1+o(1)), (7.26)
where [k]= [1,k]= {1,2, . . . ,k}. Comparing the dominant terms in J00j j , J00j , j−1 and J00j−1, j−1, we
see that the dominant term in the numerator of (7.24) is a[ j ](t )b[ j ](t ), since it is growing expo-
nentially faster than the other ones. Similarly the leading dominant term in the denominator
is a[ j−1](t )b[ j−1](t ). Factoring out these terms from (7.24), and substituting ak (t )= ak (0)e t/λk
and bk (t )= bk (0)e t/µk , we get
Y j ′,i (t )=
a[ j ](t )b[ j ](t )
a[ j−1](t )b[ j−1](t )
×
Ψ[ j ][ j ]+ Tib j (t )Ψ[ j ][ j−1]+
Si
a j (t )b j (t )
Ψ[ j−1][ j−1]
Ψ[ j−1][ j−1]λ[ j−1]µ[ j−1]+ Ti λ[ j−1]µ[ j−2]b j−1(t ) Ψ[ j−1][ j−2]+
Siλ[ j−2]µ[ j−2]
a j−1(t )b j−1(t )
Ψ[ j−2][ j−2]
× (1+o(1))
= a j (0)b j (0)e t
(
1
λ j
+ 1
µ j
)
× Ψ[ j ][ j ]+o(1)
λ[ j−1]µ[ j−1]Ψ[ j−1][ j−1]+o(1)
× (1+o(1)).
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Taking the logarithm, we get the desired formula for y j ′,i = 12 ln(2Y j ′,i ) in (7.14).
Next we present the asymptotics of the amplitudes m j ,i and n j ,i . We omit the proof,
since the calculations are very similar to those in the proof of Theorem 7.4. When writing the
formulas, we are using that lnmk = xk+ ln( 12Qk ) (etc.), and we have not cancelled or simplified
any terms except for joining the t-contributions from the two parts.
Theorem 7.6. The amplitudes for non-singleton groups in the even case, with the eigenvalues
ordered as in (7.1), satisfy the following asymptotic formulas.
• As t →+∞:
All X -groups except the leftmost one (j ′ =K +1− j with 1≤ j ≤K −1), if K ≥ 2:
lnm j ′,i (t )= t
2
(
1
λ j+1
− 3
µ j
)
+ 1
2
ln
(
2a j+1(0)b j (0)Ψ[1, j+1][1, j ]
λ[1, j ]µ[1, j−1]Ψ[1, j ][1, j−1]
)
+ ln
(
(σi −σi−1)µ2[1, j−1]Ψ2[1, j ][1, j−1]
2b2j (0)λ[1, j ]Ψ
2
[1, j ][1, j ]
)
+o(1),
lnm j ′,N j ′ (t )=
t
2
(
1
λ j
− 1
µ j
)
+ 1
2
ln
(
2a j (0)b j (0)Ψ[1, j ][1, j ]
λ[1, j−1]µ[1, j−1]Ψ[1, j−1][1, j−1]
)
+ ln
(
µ2[1, j−1]Ψ[1, j ][1, j−1]
2b j (0)λ[1, j ]Ψ[1, j ][1, j ]
)
+o(1),
for 1≤ i ≤N j ′ −1.
(7.27)
The leftmost X -group:
lnm1,1(t )= 1
2
ln
(
2τ1
C L
)
+ ln
(
C M
2L
)
+o(1),
lnm1,i (t )= 1
2
ln
(
2Si
LM
)
+ ln
(
(σi −σi−1) M 2
2σi σi−1 L
)
+o(1),
for 2≤ i ≤N1−1,
lnm1,N1 (t )=
t
2
(
1
λK
)
+ 1
2
ln
(
2σN1−1 aK (0)Ψ[1,K ][1,K−1]
λ[1,K−1] MΨ[1,K−1][1,K−1]
)
+ ln
(
M 2
2σN1−1 L
)
+o(1).
(7.28)
All Y -groups except the leftmost and rightmost ones ( j ′ =K +1− j with 2≤ j ≤K −1), if
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K ≥ 3:
lnn j ′,i (t )= t
2
(
1
µ j
− 3
λ j
)
+ 1
2
ln
(
2a j (0)b j (0)Ψ[1, j ][1, j ]
λ[1, j−1]µ[1, j−1]Ψ[1, j−1][1, j−1]
)
+ ln
(
(σi −σi−1)λ2[1, j−1]Ψ2[1, j−1][1, j−1]
2a2j (0)µ[1, j−1]Ψ
2
[1, j ][1, j−1]
)
+o(1),
lnn j ′,N j ′ (t )=
t
2
(
1
µ j−1
− 1
λ j
)
+ 1
2
ln
(
2a j (0)b j−1(0)Ψ[1, j ][1, j−1]
λ[1, j−1]µ[1, j−2]Ψ[1, j−1][1, j−2]
)
+ ln
(
λ2[1, j−1]Ψ[1, j−1][1, j−1]
2a j (0)µ[1, j−1]Ψ[1, j ][1, j−1]
)
+o(1),
for 1≤ i ≤N j ′ −1.
(7.29)
The rightmost Y -group, if K ≥ 2:
lnnK ,i (t )= t
2
(
1
µ1
− 3
λ1
)
+ 1
2
ln
(
2a1(0)b1(0)Ψ{1}{1}
)
+ ln
(
σi −σi−1
2a21(0)
)
+o(1), for 1≤ i ≤NK −1,
lnnK ,NK (t )=
t
2
(
1
µ1
− 1
λ1
)
+ 1
2
ln
(
2a1(0)b1(0)Ψ{1}{1}
)
+ ln
(
1
2a1(0)
)
+o(1).
(7.30)
The leftmost Y -group:
lnn1,i (t )= t
2
(−3
λK
)
+ 1
2
ln
(
2Ti aK (0)Ψ[1,K ][1,K−1]
λ[1,K−1] MΨ[1,K−1][1,K−1]
)
+ ln
(
(σi −σi−1)λ2[1, j−1]Ψ2[1, j−1][1, j−1]
2a2j (0)µ[1, j−1]Ψ
2
[1, j ][1, j−1]
)
+o(1),
lnn1,N1 (t )=
t
2
(
1
µK−1
− 1
λK
)
+ 1
2
ln
(
2aK (0)bK−1(0)Ψ[1,K ][1,K−1]
λ[1,K−1]µ[1,K−2]Ψ[1,K−1][1,K−2]
)
+ ln
(
λ2[1,K−1]Ψ[1,K−1][1,K−1]
2aK (0) MΨ[1,K ][1,K−1]
)
+o(1),
for 1≤ i ≤N1−1.
(7.31)
The only Y -group, if K = 1:
lnn1,i = t
2
(−3
λ1
)
+ 1
2
ln
(
2Ti a1(0)
)+ ln(σi −σi−1
2a21(0)
)
+o(1),
for 1≤ i ≤N1−1,
lnn1,N1 (t )=
t
2
(−1
λ1
)
+ 1
2
ln
(
2(TN1−1+D) a1(0)
)+ ln( 1
2a1(0)
)
+o(1).
(7.32)
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• As t →−∞:
All X -groups except the leftmost and rightmost ones (2≤ j ≤K −1), if K ≥ 3:
lnm j ,1(t )= t
2
(
1
λ j
− 1
µ j−1
)
+ 1
2
ln
(
2a j (0)b j−1(0)Ψ[ j ,K ][ j−1,K−1]
λ[ j+1,K ]µ[ j ,K−1]Ψ[ j+1,K ][ j ,K−1]
)
+ ln
(
µ2[ j ,K−1]Ψ[ j ,K ][ j ,K−1]
2b j−1(0)λ[ j ,K ]Ψ[ j ,K ][ j−1,K−1]
)
+o(1),
lnm j ,i (t )= t
2
(
3
λ j
− 1
µ j
)
+ 1
2
ln
(
2a j (0)b j (0)Ψ[ j ,K ][ j ,K−1]
λ[ j+1,K ]µ[ j+1,K−1]Ψ[ j+1,K ][ j+1,K−1]
)
+ ln
(
(σi −σi−1)Si
Ri Ri−1
)
+ ln
(
µ[ j ,K−1]µ[ j+1,K−1] a j (0)
b j (0)λ[ j+1,K ]
)
+ ln
(
Ψ[ j ,K ][ j ,K−1]Ψ[ j+1,K ][ j+1,K−1]
2Ψ2[ j+1,K ][ j ,K−1]
)
+o(1),
for 2≤ i ≤N j −1,
lnm j ,N j (t )=
t
2
(
3
λ j
− 1
µ j
)
+ 1
2
ln
(
2a j (0)b j (0)Ψ[ j ,K ][ j ,K−1]
λ[ j+1,K ]µ[ j+1,K−1]Ψ[ j+1,K ][ j+1,K−1]
)
+ ln
(
σN j−1
RN j−1
)
+ ln
(
µ[ j ,K−1]µ[ j+1,K−1] a j (0)
b j (0)λ[ j+1,K ]
)
+ ln
(
Ψ[ j ,K ][ j ,K−1]Ψ[ j+1,K ][ j+1,K−1]
2Ψ2[ j+1,K ][ j ,K−1]
)
+o(1).
(7.33)
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The leftmost X -group, if K ≥ 2:
lnm1,1(t )= t
2
(
1
λ1
− 1
µ1
)
+ 1
2
ln
(
2a1(0)b1(0)Ψ[1,K ][1,K−1]
λ[2,K ]µ[2,K−1]Ψ[2,K ][2,K−1]
)
+ ln
(
µ[2,K−1] MΨ[2,K ][2,K−1]
2b1(0)LΨ[2,K ][1,K−1]
)
+o(1),
lnm1,i (t )= t
2
(
3
λ1
− 1
µ1
)
+ 1
2
ln
(
2a1(0)b1(0)Ψ[1,K ][1,K−1]
λ[2,K ]µ[2,K−1]Ψ[2,K ][2,K−1]
)
+ ln
(
(σi −σi−1)Si
Ri Ri−1
)
+ ln
(
a1(0) M µ[2,K−1]
b1(0)λ[2,K ]
)
+ ln
(
Ψ[1,K ][1,K−1]Ψ[2,K ][2,K−1]
2Ψ2[2,K ][1,K−1]
)
+o(1),
for 2≤ i ≤N1−1,
lnm1,N1 (t )=
t
2
(
3
λ1
− 1
µ1
)
+ 1
2
ln
(
2a1(0)b1(0)Ψ[1,K ][1,K−1]
λ[2,K ]µ[2,K−1]Ψ[2,K ][2,K−1]
)
+ ln
(
σN1−1
RN1−1
)
+ ln
(
a1(0) M µ[2,K−1]
b1(0)λ[2,K ]
)
+ ln
(
Ψ[1,K ][1,K−1]Ψ[2,K ][2,K−1]
2Ψ2[2,K ][1,K−1]
)
+o(1).
(7.34)
The rightmost X -group, if K ≥ 2:
lnmK ,1(t )= t
2
(
1
λK
− 1
µK−1
)
+ 1
2
ln
(
2aK (0)bK−1(0)Ψ{K }{K−1}
)
+ ln
(
1
2bK−1(0)λK Ψ{K }{K−1}
)
+o(1),
lnmK ,i (t )= t
2
(
3
λK
)
+ 1
2
ln
(
2Si aK (0)
Ti
)
+ ln
(
(σi −σi−1)Ti aK (0)
2Ri Ri−1
)
+o(1),
for 2≤ i ≤NK −1,
lnmK ,NK (t )=
t
2
(
3
λK
)
+ 1
2
ln
(
2σNK−1 aK (0)
)+ ln( aK (0)
2RN j ′−1
)
+o(1).
(7.35)
The only X -group, if K = 1:
lnm1,1(t )= t
2
(
1
λ1
)
+ 1
2
ln
(
2σ1 a1(0)
1+σ1 C
)
+ ln
(
1+σ1 C
2λ1σ1
)
+o(1),
lnm1,i (t )= t
2
(
3
λ1
)
+ 1
2
ln
(
2Si a1(0)
Ti
)
+ ln
(
(σi −σi−1)Ti a1(0)
2Ri Ri−1
)
+o(1),
for 2≤ i ≤N1−1,
lnm1,N1 (t )=
t
2
(
1
λ1
)
+ 1
2
ln
(
2σN1−1 a1(0)
)+ ln( a1(0)
2RN1−1
)
+o(1).
(7.36)
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All Y -groups except the rightmost one (1≤ j ≤K −1), if K ≥ 2:
lnn j ,1(t )= t
2
(
1
µ j
− 1
λ j
)
+ 1
2
ln
(
2a j (0)b j (0)Ψ[ j ,K ][ j ,K−1]
λ[ j+1,K ]µ[ j+1,K−1]Ψ[ j+1,K ][ j+1,K−1]
)
+ ln
(
λ2[ j+1,K ]Ψ[ j+1,K ][ j ,K−1]
2a j (0)µ[ j ,K−1]Ψ[ j ,K ][ j ,K−1]
)
+o(1),
lnn j ,i (t )= t
2
(
3
µ j
− 1
λ j+1
)
+ 1
2
ln
(
2a j+1(0)b j (0)Ψ[ j+1,K ][ j ,K−1]
λ[ j+2,K ]µ[ j+1,K−1]Ψ[ j+2,K ][ j+1,K−1]
)
+ ln
(
(σi −σi−1)Si
Ri Ri−1
)
+ ln
(
b j (0)λ[ j+1,K ]λ[ j+2,K ]
a j+1(0)µ[ j+1,K−1]
)
+ ln
(
Ψ[ j+1,K ][ j ,K−1]Ψ[ j+2,K ][ j+1,K−1]
2Ψ2[ j+1,K ][ j+1,K−1]
)
+o(1),
for 2≤ i ≤N j −1,
lnn j ,N j (t )=
t
2
(
3
µ j
− 1
λ j+1
)
+ 1
2
ln
(
2a j+1(0)b j (0)Ψ[ j+1,K ][ j ,K−1]
λ[ j+2,K ]µ[ j+1,K−1]Ψ[ j+2,K ][ j+1,K−1]
)
+ ln
(
σN j−1
RN j−1
)
+ ln
(
b j (0)λ[ j+1,K ]λ[ j+2,K ]
a j+1(0)µ[ j+1,K−1]
)
+ ln
(
Ψ[ j+1,K ][ j ,K−1]Ψ[ j+2,K ][ j+1,K−1]
2Ψ2[ j+1,K ][ j+1,K−1]
)
+o(1).
(7.37)
The rightmost Y -group:
lnnK ,1(t )= t
2
(−1
λK
)
+ 1
2
ln
(
2τ1 aK (0)
)+ ln( 1
2aK (0)
)
+o(1),
lnnK ,i (t )= 1
2
ln(2Si )+ ln
(
σi −σi−1
2σi σi−1
)
+o(1), for 2≤ i ≤NK −1,
lnnK ,NK (t )=
1
2
ln
(
2(SNK−1+DσNK−1)
)+ ln( 1
2σNK−1
)
+o(1).
(7.38)
Remark 7.7. Note that if we list all the coefficients of t in the asymptotic formulas for all
lnm j ,i (t ) and all − lnn j ,i (t ), then they appear in the opposite order when t →∞ compared to
when t →−∞. For example, for a typical X -group as t →+∞, we have
lnm j ′,i (t )= t
2
(
1
λ j+1
− 3
µ j
)
+constant+o(1), 1≤ i ≤N Xj ′ −1,
which agrees with its mirror partner, a typical Y -group, as t →−∞:
− lnn j ,i (t )= t
2
(
1
λ j+1
− 3
µ j
)
+constant+o(1), 2≤ i ≤N Yj .
This was illustrated in Example 4.9. Again, the behaviour in the odd case (described below)
will be a little different.
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8 Solution formulas for the odd case (2K +1 groups)
In this section we list the solution formulas for the odd case, where we have K +1 groups
of X -type and K groups of Y -type, since we assume without loss of generality that the first
and last groups are X -groups. We assume that K ≥ 1, since if there is just a single X -groups,
with no Y -group, then the dynamics is trivial. The proofs will be given in Section 9, and the
asymptotics of these solutions as t →±∞will be studied in Section 10.
As we mentioned already in Section 3, in the odd case there are K +K eigenvalues
0<λ1 <λ2 < ·· · <λK , 0<µ1 <µ2 < ·· · <µK ,
which means that all the determinants Jr si j will have A =K and B =K , i.e.,
Jr si j = J[K ,K ,r, s, i , j ]. (8.1)
The solution formulas look very similar to those for the even case; except for the number of
eigenvalues differing, there is basically just a shift in the lower indexes of the Jr si j . However, this
has consequences for the asymptotics, which differ from the even case in some curious ways,
as we saw in the examples in Section 4.3.
As before, the intent of the abbreviation j ′ will be to denote “the j th object from the right”.
Therefore, it will be defined slightly differently for X -groups here in the odd case, namely
j ′ = (K +1)− j +1=K +2− j , (8.2)
while for Y -groups we still write
j ′ =K +1− j . (8.3)
8.1 Solutions for X -groups
First we state the solution formulas for the j th X -group from the right in the odd case, i.e.,
group number j ′ =K +2− j . As usual, the formulas depend on whether the group is a singleton
or a group consisting of N Xj ′ ≥ 2 peakons. Moreover, the solution formulas for the leftmost and
rightmost X -groups are different from those for the “typical” X -groups in the middle. And as
in the even case, the rightmost peakon X j ,N Xj
in each group is given by a separate formula.
8.1.1 X -singletons
The solution formulas for the leftmost X -peakon are
X1 =
J00K K
J11K−1,K−1+C J10K−1,K
, Q1 = M
L
(
J11K−1,K−1
J10K−1,K
+C
)
, (8.4)
where L =∏Ki=1λi and M =∏Kj=1µ j . The rightmost X -peakon is given by
XK+1 = J0011+D J0001, QK+1 =
1
J1001
, (8.5)
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and the formulas for X -peakon number j ′ =K +2− j where 2≤ j ≤K are
X j ′ =
J00j−1, j
J11j−2, j−1
, Q j ′ =
J01j−1, j−1 J
11
j−2, j−1
J10j−1, j J
10
j−2, j−1
. (8.6)
8.1.2 All X -groups except the leftmost and the rightmost
Next, we give the formulas for X -group number j ′ = K +2− j , in case it consist of N Xj ′ ≥ 2
peakons. Here 2≤ j ≤ K ; the leftmost group ( j = K +1) and the rightmost group ( j = 1) are
treated separately below. The formulas for the positions are
X j ′,i =
J00j j +Ti J00j−1, j +Si J00j−1, j−1
J11j−1, j−1+Ti J11j−2, j−1+Si J11j−2, j−2
,
X j ′,N j ′ =
J00j−1, j +σN j ′−1 J00j−1, j−1
J11j−2, j−1+σN j ′−1 J11j−2, j−2
,
(8.7)
and for the amplitudes
Q j ′,i =
(σi −σi−1) J01j−1, j−1
(
J11j−1, j−1+Ti J11j−2, j−1+Si J11j−2, j−2
)
(
J10j−1, j +σi J10j−1, j−1+Ri J10j−2, j−1
)(
J10j−1, j +σi−1 J10j−1, j−1+Ri−1 J10j−2, j−1
) ,
Q j ′,N j ′ =
J01j−1, j−1
(
J11j−2, j−1+σN j ′−1 J11j−2, j−2
)
J10j−2, j−1
(
J10j−1, j +σN j ′−1 J10j−1, j−1+RN j ′−1 J10j−2, j−1
) ,
(8.8)
where 1≤ i ≤N j ′ −1. Recall that the sums Ti , Si and Ri were defined in Definition 3.1.
8.1.3 The leftmost X -group
If the leftmost X -group contains more than one peakon, then the positions are given by
X1,1 =
J00K K
J11K−1,K−1+ 1σ1 J11K−1,K +C
(
J10K−1,K + 1τ1 J10K K
) ,
X1,i =
Si J00K K
J11K K +Ti J11K−1,K +Si J11K−1,K−1
,
X1,N1 =
σN1−1 J00K K
J11K−1,K +σN1−1 J11K−1,K−1
,
(8.9)
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and the amplitudes by
Q1,1 = M
L
(
J11K−1,K−1+ 1σ1 J11K−1,K
J10K−1,K + 1τ1 J10K K
+C
)
,
Q1,i =
(σi −σi−1) J01K K
(
J11K K +Ti J11K−1,K +Si J11K−1,K−1
)
(
σi J10K K +Ri J10K−1,K
)(
σi−1 J10K K +Ri−1 J10K−1,K
) ,
Q1,N1 =
J01K K
(
J11K−1,K +σN1−1 J11K−1,K−1
)
J10K−1,K
(
σN1−1 J10K K +RN1−1 J10K−1,K
) ,
(8.10)
where 2≤ i ≤N1−1. As in the even case, not only is the rightmost peakon in this group given
by a separate formula, but also the leftmost peakon.
8.1.4 The rightmost X -group
If the rightmost X -group contains more than one peakon, then the positions are given by
XK+1,i = J0011+Ti J0001+Si ,
XK+1,NK+1 = J0011+
(
TNK+1−1+D
)
J0001+SNK+1−1+DσNK+1−1,
(8.11)
and the amplitudes by
QK+1,i = σi −σi−1(
J1001+σi
)(
J1001+σi−1
) ,
QK+1,NK+1 =
1
J1001+σNK+1−1
,
(8.12)
where 1≤ i ≤NK+1−1.
8.2 Solutions for Y -groups
In this section we give the solution formulas for Y -groups. In the odd case there are K groups of
Y -type, between the X -groups, so the j th Y -group from the right will be number j ′ =K +1− j ,
where 1≤ j ≤K .
8.2.1 Y -singletons
The solution formulas for a Y -group which consists of a single peakon are
Y j ′ =
J00j j
J11j−1, j−1
, P j ′ =
J10j−1, j J
11
j−1, j−1
J01j j J
01
j−1, j−1
. (8.13)
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8.2.2 All Y -groups
If a Y -group contains N j ′ ≥ 2 peakons, where j ′ =K +1− j with 1≤ j ≤K , then the positions
are given by
Y j ′,i =
J00j , j+1+Ti J00j j +Si J00j−1, j
J11j−1, j +Ti J11j−1, j−1+Si J11j−2, j−1
,
Y j ′,N j ′ =
J00j j +σN j ′−1 J00j−1, j
J11j−1, j−1+σN j ′−1 J11j−2, j−1
,
(8.14)
and the amplitudes by
P j ′,i =
(σi −σi−1) J10j−1, j
(
J11j−1, j +Ti J11j−1, j−1+Si J11j−2, j−1
)
(
J01j j +σi J01j−1, j +Ri J01j−1, j−1
)(
J01j j +σi−1 J01j−1, j +Ri−1 J01j−1, j−1
) ,
P j ′,N j ′ =
J10j−1, j
(
J11j−1, j−1+σN j ′−1 J11j−2, j−1
)
J01j−1, j−1
(
J01j j +σN j ′−1 J01j−1, j +RN j ′−1 J01j−1, j−1
) ,
(8.15)
where 1≤ i ≤N j ′ −1.
9 Proofs for the odd case
In this section, we will prove that the solution in the odd case is given by the formulas in
Section 8.
First we give a lemma which will be used in the proof. Then we show that killing the
rightmost peakon in the interlacing case with (K +1)+ (K +1) peakons, we obtain the solution
formulas for singletons given in Sections 8.1.1 and 8.2.1. Then, with a similar argument as in
the proof for the even case, it can be shown that the solution formulas for the non-singletons
groups in the odd case are as stated in Sections 8.1.2, 8.1.3, 8.1.4 and 8.2.2.
Lemma 9.1. Let
Jˆ
r s
i j = J[K +1,K ,r, s, i , j ] and Jr si j = J[K ,K ,r, s, i , j ]. (9.1)
If we reparametrize the spectral data as
λK+1 = α
ε
, aK+1 = Z εk , (9.2)
then as ε→ 0 the determinant Jˆr si j satisfies
Jˆ
r s
i j = Jr si j + Jr si−1, j Z αq εk−q
(
1+O (ε)), (9.3)
where q = 2(i −1)− j + r .
Proof. The argument is similar to the proof of Lemma 6.5. Since we are only redefining λK+1,
not µK , we only split the sum into two cases, according to whether K +1 ∈ I or not.
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9.1 How to kill the rightmost Y -peakon in the even interlacing configuration
First we will kill the rightmost Y -peakon. Starting from the (K +1)+ (K +1) interlacing solu-
tions (2.14) and (2.15), we know that the solution for the rightmost singleton Y -peakon (before
the kill) is
YˆK+1 = Jˆ0011+ Dˆ Jˆ0010, PˆK+1 =
1
Jˆ
00
10
. (9.4)
We will use k =−1, α= 1 and Z =D in the substitution (9.2), and we also redefine Cˆ and Dˆ , as
follows:
λK+1 = 1
ε
, aK+1 = D
ε
, Dˆ = θε
D
, Cˆ = C
ε
. (9.5)
Then, by Lemma 9.1, the determinant Jˆ
00
11 becomes
Jˆ
00
11 = J0011+Zαq J0001 εk−q
(
1+O (ε))
= J0011+D J0001
(
1+O (ε)), (9.6)
since q =−1 and k−q = 0. The other determinant Jˆ0010, with q = 0 and k−q =−1, becomes
Jˆ
00
10 =Dε−1 J0000
(
1+O (ε)). (9.7)
When we insert this into the formula for YˆK+1 and let ε→ 0, we get
Yghost = lim
ε→0 YˆK+1 = limε→0
(
Jˆ
00
11+ Dˆ Jˆ0010
)
= J0011+D J0001+
θ
D
D J0000
= J0011+D J0001+θ.
(9.8)
And from (9.4) and (9.7) we see that PˆK+1 tends to zero as ε→ 0, which shows that this peakon
really becomes a ghostpeakon.
9.1.1 What happens to the rightmost X -peakon
Now let us see what happens to the rightmost X -peakon, given by the case j = 1 in Theorem 2.8
or in (5.3):
XˆK+1 =
Jˆ
00
11
Jˆ
11
00
= Jˆ
00
11
1
, QˆK+1 =
Jˆ
11
00 Jˆ
01
10
Jˆ
10
11 Jˆ
10
00
= 1 · Jˆ
01
10
Jˆ
10
11 ·1
.
From (9.6) we have at once
XˆK+1 = Jˆ0011 = J0011+D J0001
(
1+O (ε)), (9.9)
so letting ε→ 0 we obtain XK+1 = J0011+D J0001, which is the formula for the position of the
rightmost X -peakon given in (8.5).
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Concerning the amplitude, using Lemma 9.1 with k =−1, we have q = 0 and k−q =−1
for Jˆ
01
10, and the same for Jˆ
10
11, so
QK+1 = lim
ε→0QˆK+1 = limε→0
Jˆ
01
10
Jˆ
10
11
= lim
ε→0
J0100 Dε
−1(1+O (ε))
J1001 Dε
−1(1+O (ε)) = J
01
00
J1001
= 1
J1001
, (9.10)
which also agrees with (8.5).
9.1.2 What happens to the leftmost X -peakon
The formulas (5.4) for the leftmost X -peakon before the killing are
Xˆ1 =
Jˆ
00
K+1,K
Jˆ
11
K ,K−1+ Cˆ Jˆ10K K
, Qˆ1 = µ1 · · ·µK
λ1 · · ·λKλK+1
(
Jˆ
11
K ,K−1
Jˆ
10
K K
+ Cˆ
)
. (9.11)
For the determinants Jˆ
00
K+1,K and Jˆ
11
K ,K−1 we have q =K and k−q =−K −1, and for Jˆ10K K we have
q =K −1 and k−q =−K . Since K is positive, the smallest power of ε is going to be the second
term in Lemma 9.1 for all the determinants. Using Cˆ =C /ε from (9.5), we therefore obtain
X1 = lim
ε→0 Xˆ1 = limε→0
J00K K Dε
−K−1(1+O (ε))
J11K−1,K−1 Dε
−K−1(1+O (ε))+ Cε J10K−1,K Dε−K (1+O (ε))
= J
00
K K
J11K−1,K−1+C J10K−1,K
,
(9.12)
which is the position formula for the leftmost peakon in (8.4). Similarly for the amplitude
formula.
9.1.3 What happens to the other X -peakons
Having investigated the rightmost and leftmost X -peakons, we now turn to the typical j th
X -peakon from the right in the (K +1)+ (K +1) interlacing configuration, given by (5.3),
Xˆ j ′ =
Jˆ
00
j j
Jˆ
11
j−1, j−1
, Qˆ j ′ =
Jˆ
11
j−1, j−1 Jˆ
01
j , j−1
Jˆ
10
j j Jˆ
10
j−1, j−1
, (9.13)
for 2≤ j ≤K and j ′ =K +2− j .
Looking first at the positions, we get q = j −2 and k−q = 1− j in Lemma 9.1, for both Jˆ00j j
and Jˆ
11
j−1, j−1. The condition j ≥ 2 implies 1− j ≤−1. Thus the smallest power of ε is −1, and
only the second term survives in the expressions in Lemma 9.1, so
XK+2− j = X j ′ = lim
ε→0 Xˆ j
′ = lim
ε→0
Jˆ
00
j j
Jˆ
11
j−1, j−1
=
J00j−1, j
J11j−2, j−1
(9.14)
for 2≤ j ≤K , which agrees with the formula for the positions given in (8.6). The formula for
the amplitudes are proved similarly.
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9.1.4 What happens to the other Y -peakons
Now let us consider the Y -peakons (except for the rightmost one that we have killed), for
which we recall the solution formulas (5.9),
Yˆ j ′ =
Jˆ
00
j , j−1
Jˆ
11
j−1, j−2
, Pˆ j ′ =
Jˆ
10
j−1, j−1 Jˆ
11
j−1, j−2
Jˆ
01
j , j−1 Jˆ
01
j−1, j−2
, (9.15)
for 2≤ j ≤K +1 and j ′ =K +2− j .
Using Lemma 9.1 for the positions, with k =−1, we find for Jˆ00j , j−1 and Jˆ11j−1, j−2 that q = j−1
and k−q =− j . The smallest power of ε is − j ≤−2< 0, so only the second term in Lemma 9.1
will remain in the numerator and in the denominator, as ε→ 0. Writing p ′ =K +1−p after the
killing, since the number of Y -peakons has decreased by one, we get, with p = j −1,
Yp ′ = YK+1−p = YK+2− j = lim
ε→0 YˆK+2− j = limε→0
Jˆ
00
j , j−1
Jˆ
11
j−1, j−2
=
J00j−1, j−1
J11j−2, j−2
=
J00pp
J11p−1,p−1
, (9.16)
for 1≤ p ≤K . This proves the position formula given in (8.13), and the amplitude formula is
obtained with a similar argument.
9.2 How to successively kill other peakons
We now know the solution formulas for the odd interlacing case. Any non-interlacing odd
configuration can be interspersed with auxiliary peakons to make it interlacing (and odd).
Then we can successively kill off the peakons that we inserted, from right to left, to reach the
desired configuration, just as for the even case in Section 6.
At a generic stage of this process we have an odd number of groups, say (K +1)+K , with
“finished” groups to the right of the peakon that we are going to kill, and only singletons to
the left. The effectuate the killing, we let ε→ 0 after making substitutions analogous to (6.2),
namely
λK = α
ε
, µK = β
ε
,
aK = Z εk1 , bK =W εk2 .
(9.17)
If we want to kill the YˆK+1− j -singleton which constitutes the j th Y -group from the right
(1≤ j ≤K ), then we choose the parameters as follows:
k1 = j −2, k2 = j −1,
α= θ
τ1
, β= 1, Z = (α+1)τ1
α j−2
= (τ1+θ)(τ1/θ) j−2, W =σ1,
where τ1 = τXK+1− j ,1 and σ1 =σXK+1− j ,1.
(9.18)
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And to kill the XˆK+1− j -singleton which constitutes X -group number j + 1 from the right
(1≤ j ≤K −1), we use
k1 = j −2, k2 = j ,
α= 1, β= θ
τ1
, Z =σ1, W = (β+1)τ1
β j
= (τ1+θ)(τ1/θ) j ,
where τ1 = τYK− j ,1 and σ1 =σYK− j ,1.
(9.19)
There is never any need to kill the rightmost peakon XˆK+1, since that would just bring us back
to even case, nor the leftmost peakon Xˆ1, since by assumption our configurations always begin
with an X -peakon. For redefining the parameters Cˆ , Dˆ , σˆi and τˆi in each step, we follow rules
analogous to those in Section 6. We omit the detailed verification that this really works as
claimed, since it is very similar to the even case, and since we also sketch a more direct proof
in the next section.
9.3 An alternative approach
A slightly different proof for the odd case, which avoids redoing the work of killing off peakons
one by one, goes as follows. In order to determine the solution formulas for a given odd
configuration with (K +1)+K groups, we add a single auxiliary Y -peakon on the far right, so
that we obtain an even configuration with (K +1)+ (K +1) groups, for which the complete
solution formulas are already known (proved in Section 6). Then, if we can kill that rightmost
Y -peakon, we will obtain all the formulas for the odd configuration in a single stroke.
This requires reparametrizing not only the spectral parameters before letting ε→ 0, but
also the internal parameters (τ and σ) in every non-singleton group. It can be verified that the
substitution which does the trick is to transform the spectral variables just as in (9.5), namely
λK+1 = 1
ε
, aK+1 = D
ε
, Dˆ = θε
D
, Cˆ = C
ε
, (9.20)
with the other spectral variables unchanged, and to transform all internal parameters as
τˆ= τ
ε2
, σˆ=σε, (9.21)
where τ stands for any τXj ,i or τ
Y
j ,i , and σ stands for any σ
X
j ,i or σ
Y
j ,i .
We have already shown in Section 9.1 that this does the right thing for all singletons. We
omit most of the details for the groups, showing only what becomes of Xˆ1,1, as an example.
The formula before the killing is (5.7),
Xˆ1,1 =
Jˆ
00
K+1,K
Jˆ
11
K ,K−1+ 1σˆ1 Jˆ
11
K K + Cˆ
(
Jˆ
10
K K + 1τˆ1 Jˆ
10
K+1,K
) , (9.22)
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and in a similar way as in Section 9.1.2 we find
X1,1 = lim
ε→0 Xˆ1,1
= lim
ε→0
J00K K Dε
−K−1(1+O (ε)) J11K−1,K−1 Dε−K−1(1+O (ε))+ 1σ1ε J11K−1,K Dε−K (1+O (ε))
+ Cε
(
J10K−1,K Dε
−K (1+O (ε))+ ε2τ1 J10K K Dε−K−2(1+O (ε)))

= J
00
K K
J11K−1,K−1+ 1σ1 J11K−1,K +C
(
J10K−1,K + 1τ1 J10K K
) ,
(9.23)
in agreement with (8.9).
10 Asymptotics for the odd case
In this section, we study the limiting behavior for the odd case (2K +1 groups) of the Geng–
Xue peakon solutions as t →±∞. First, we state the asymptotic formulas for singletons in
Theorem 10.1, then the asymptotics for non-singleton groups in Theorem 10.2 for the positions
and Theorem 10.3 for the amplitudes. We omit the proofs, since the calculations are very
similar to those in Section 7 where we studied the even case.
As always, we number the eigenvalues in increasing order:
0<λ1 <λ2 < ·· · <λK , 0<µ1 <µ2 < ·· · <µK . (10.1)
Recall the notation for the products of all eigenvalues:
L =λ[1,K ] =λ1 · · ·λK , M =µ[1,K ] =µ1 · · ·µK .
Theorem 10.1. Any singletons in a solution with (K + 1)+K groups, and in particular all
peakons in the (K +1)+K interlacing solution, where K ≥ 1 and the eigenvalues are ordered as
in (10.1), satisfy the following asymptotic formulas.
• As t →+∞:
All X -peakons except the leftmost and rightmost ones ( j ′ = K +2− j with 2≤ j ≤ K ), if
K ≥ 2:
x j ′(t )= t
2
(
1
λ j−1
+ 1
µ j
)
+ 1
2
ln
(
2a j−1(0)b j (0)Ψ[1, j−1][1, j ]
λ[1, j−2]µ[1, j−1]Ψ[1, j−2][1, j−1]
)
+o(1),
lnm j ′(t )= t
2
(
1
λ j−1
− 1
µ j
)
+ 1
2
ln
(
2a j−1(0)b j (0)Ψ[1, j−1][1, j ]
λ[1, j−2]µ[1, j−1]Ψ[1, j−2][1, j−1]
)
+ ln
(
µ2[1, j−1]Ψ[1, j−1][1, j−1]
2b j (0)λ[1, j−1]Ψ[1, j−1][1, j ]
)
+o(1).
(10.2)
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The leftmost X -peakon:
x1(t )= t
2
(
1
λK
)
+ 1
2
ln
(
2aK (0)Ψ[1,K ][1,K ]
C λ[1,K−1]Ψ[1,K−1][1,K ]
)
+o(1),
lnm1(t )= t
2
(
1
λK
)
+ 1
2
ln
(
2aK (0)Ψ[1,K ][1,K ]
C λ[1,K−1]Ψ[1,K−1][1,K ]
)
+ ln
(
C M
2L
)
+o(1).
(10.3)
The rightmost X -peakon:
xK+1(t )= t
2
(
1
λ1
+ 1
µ1
)
+ 1
2
ln
(
2a1(0)b1(0)Ψ{1}{1}
)+o(1),
lnmK+1(t )= t
2
(
1
λ1
− 1
µ1
)
+ 1
2
ln
(
2a1(0)b1(0)Ψ{1}{1}
)+ ln( 1
2b1(0)
)
+o(1).
(10.4)
All Y -peakons ( j ′ =K +1− j with 1≤ j ≤K ):
y j ′(t )= t
2
(
1
λ j
+ 1
µ j
)
+ 1
2
ln
(
2a j (0)b j (0)Ψ[1, j ][1, j ]
λ[1, j−1]µ[1, j−1]Ψ[1, j−1][1, j−1]
)
+o(1),
lnn j ′(t )= t
2
(
1
µ j
− 1
λ j
)
+ 1
2
ln
(
2a j (0)b j (0)Ψ[1, j ][1, j ]
λ[1, j−1]µ[1, j−1]Ψ[1, j−1][1, j−1]
)
+ ln
(
λ2[1, j−1]Ψ[1, j−1][1, j ]
2a j (0)µ[1, j ]Ψ[1, j ][1, j ]
)
+o(1).
(10.5)
• As t →−∞:
All X -peakons except the leftmost and rightmost ones (2≤ j ≤K ), if K ≥ 2:
x j (t )= t
2
(
1
λ j
+ 1
µ j−1
)
+ 1
2
ln
(
2a j (0)b j−1(0)Ψ[ j ,K ][ j−1,K ]
λ[ j+1,K ]µ[ j ,K ]Ψ[ j+1,K ][ j ,K ]
)
+o(1),
lnm j (t )= t
2
(
1
λ j
− 1
µ j−1
)
+ 1
2
ln
(
2a j (0)b j−1(0)Ψ[ j ,K ][ j−1,K ]
λ[ j+1,K ]µ[ j ,K ]Ψ[ j+1,K ][ j ,K ]
)
+ ln
(
µ2[ j ,K ]Ψ[ j ,K ][ j ,K ]
2b j−1(0)λ[ j ,K ]Ψ[ j ,K ][ j−1,K ]
)
+o(1).
(10.6)
The leftmost X -peakon:
x1(t )= t
2
(
1
λ1
+ 1
µ1
)
+ 1
2
ln
(
2a1(0)b1(0)Ψ[1,K ][1,K ]
λ[2,K ]µ[2,K ]Ψ[2,K ][2,K ]
)
+o(1),
lnm1(t )= t
2
(
1
λ1
− 1
µ1
)
+ 1
2
ln
(
2a1(0)b1(0)Ψ[1,K ][1,K ]
λ[2,K ]µ[2,K ]Ψ[2,K ][2,K ]
)
+ ln
(
µ[2,K ] MΨ[2,K ][2,K ]
2b1(0)LΨ[2,K ][1,K ]
)
+o(1).
(10.7)
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The rightmost X -peakon:
xK+1(t )= t
2
(
1
µK
)
+ 1
2
ln
(
2D bK (0)
)+o(1),
lnmK+1(t )= t
2
(−1
µK
)
+ 1
2
ln
(
2D bK (0)
)+ ln( 1
2bK (0)
)
+o(1).
(10.8)
All Y -peakons (1≤ j ≤K ):
y j (t )= t
2
(
1
λ j
+ 1
µ j
)
+ 1
2
ln
(
2a j (0)b j (0)Ψ[ j ,K ][ j ,K ]
λ[ j+1,K ]µ[ j+1,K ]Ψ[ j+1,K ][ j+1,K ]
)
+o(1),
lnn j (t )= t
2
(
1
µ j
− 1
λ j
)
+ 1
2
ln
(
2a j (0)b j (0)Ψ[ j ,K ][ j ,K ]
λ[ j+1,K ]µ[ j+1,K ]Ψ[ j+1,K ][ j+1,K ]
)
+ ln
(
λ2[ j+1,K ]Ψ[ j+1,K ][ j ,K ]
2a j (0)µ[ j ,K ]Ψ[ j ,K ][ j ,K ]
)
+o(1).
(10.9)
Theorem 10.2. The positions for non-singleton groups in the odd case, with the eigenvalues
ordered as in (10.1), satisfy the following asymptotic formulas.
• As t →+∞:
All X -groups except the leftmost and rightmost ones ( j ′ = K +2− j with 2 ≤ j ≤ K ), if
K ≥ 2:
X j ′,i (t )= t
2
(
1
λ j
+ 1
µ j
)
+ 1
2
ln
(
2a j (0)b j (0)Ψ[1, j ][1, j ]
λ[1, j−1]µ[1, j−1]Ψ[1, j−1][1, j−1]
)
+o(1),
for 1≤ i ≤N j ′ −1,
X j ′,N j ′ (t )=
t
2
(
1
λ j−1
+ 1
µ j
)
+ 1
2
ln
(
2a j−1(0)b j (0)Ψ[1, j−1][1, j ]
λ[1, j−2]µ[1, j−1]Ψ[1, j−2][1, j−1]
)
+o(1).
(10.10)
The leftmost X -group:
X1,1(t )= 1
2
ln
(
2τ1
C L
)
+o(1),
X1,i (t )= 1
2
ln
(
2Si
LM
)
+o(1), for 2≤ i ≤N1−1,
X1,N1 (t )=
t
2
(
1
λK
)
+ 1
2
ln
(
2σN1−1 aK (0)Ψ[1,K ][1,K ]
λ[1,K−1] MΨ[1,K−1][1,K ]
)
+o(1).
(10.11)
The rightmost X -group:
XK+1,i (t )= t
2
(
1
λ1
+ 1
µ1
)
+ 1
2
ln
(
2a1(0)b1(0)Ψ{1}{1}
)+o(1), for 1≤ i ≤N j ′ . (10.12)
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All Y -groups except the leftmost one (j ′ =K +1− j with 1≤ j ≤K −1), if K ≥ 2:
Y j ′,i (t )= t
2
(
1
λ j
+ 1
µ j+1
)
+ 1
2
ln
(
2a j (0)b j+1(0)Ψ[1, j ][1, j+1]
λ[1, j−1]µ[1, j ]Ψ[1, j−1][1, j ]
)
+o(1),
for 1≤ i ≤N j ′ −1,
Y j ′,N j ′ (t )=
t
2
(
1
λ j
+ 1
µ j
)
+ 1
2
ln
(
2a j (0)b j (0)Ψ[1, j ][1, j ]
λ[1, j−1]µ[1, j−1]Ψ[1, j−1][1, j−1]
)
+o(1).
(10.13)
The leftmost Y -group:
y1,i (t )= t
2
(
1
λK
)
+ 1
2
ln
(
2Ti aK (0)Ψ[1,K ][1,K ]
λ[1,K−1] MΨ[1,K−1][1,K ]
)
+o(1),
for 1≤ i ≤N1−1,
y1,N1 (t )=
t
2
(
1
λK
+ 1
µK
)
+ 1
2
ln
(
2aK (0)bK (0)Ψ[1,K ][1,K ]
λ[1,K−1] MΨ[1,K−1][1,K−1]
)
+o(1).
(10.14)
• As t →−∞:
All X -groups except the leftmost and the rightmost ones (2≤ j ≤K ), if K ≥ 2:
x j ,1(t )= t
2
(
1
λ j
+ 1
µ j−1
)
+ 1
2
ln
(
2a j (0)b j−1(0)Ψ[ j ,K ][ j−1,K ]
λ[ j+1,K ]µ[ j ,K ]Ψ[ j+1,K ][ j ,K ]
)
+o(1),
x j ,i (t )= t
2
(
1
λ j
+ 1
µ j
)
+ 1
2
ln
(
2a j (0)b j (0)Ψ[ j ,K ][ j ,K ]
λ[ j+1,K ]µ[ j+1,K ]Ψ[ j+1,K ][ j+1,K ]
)
+o(1),
for 2≤ i ≤N j .
(10.15)
The leftmost X -group:
x1,i (t )= t
2
(
1
λ1
+ 1
µ1
)
+ 1
2
ln
(
2a1(0)b1(0)Ψ[1,K ][1,K ]
λ[2,K ]µ[2,K ]Ψ[2,K ][2,K ]
)
+o(1),
for 1≤ i ≤N1.
(10.16)
The rightmost X -group:
xK+1,1(t )= t
2
(
1
µK
)
+ 1
2
ln
(
2T1 bK (0)
)+o(1),
xK+1,i (t )= 1
2
ln(2Si )+o(1), for 2≤ i ≤NK+1−1,
xK+1,NK+1 (t )=
1
2
ln
(
2(SNK+1−1+DσNK+1−1)
)+o(1).
(10.17)
All Y -groups except the rightmost one (1≤ j ≤K −1), if K ≥ 2:
y j ,1(t )= t
2
(
1
λ j
+ 1
µ j
)
+ 1
2
ln
(
2a j (0)b j (0)Ψ[ j ,K ][ j ,K ]
λ[ j+1,K ]µ[ j+1,K ]Ψ[ j+1,K ][ j+1,K ]
)
+o(1),
y j ,i (t )= t
2
(
1
λ j+1
+ 1
µ j
)
+ 1
2
ln
(
2a j+1(0)b j (0)Ψ[ j+1,K ][ j ,K ]
λ[ j+2,K ]µ[ j+1,K ]Ψ[ j+2,K ][ j+1,K ]
)
+o(1),
for 2≤ i ≤N j .
(10.18)
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The rightmost Y -group:
yK ,1(t )= t
2
(
1
µK
+ 1
λK
)
+ 1
2
ln
(
2aK (0)bk (0)Ψ{K }{K }
)+o(1),
yK ,i (t )= t
2
(
1
µK
)
+ 1
2
ln
(
2Si bK (0)
Ti
)
+o(1), for 2≤ i ≤NK −1,
yK ,NK (t )=
t
2
(
1
µK
)
+ 1
2
ln
(
2σNK−1 bK (0)
)+o(1).
(10.19)
Theorem 10.3. The amplitudes for non-singleton groups in the odd case, with the eigenvalues
ordered as in (10.1), satisfy the following asymptotic formulas.
• As t →+∞:
All X -groups except the leftmost and the rightmost ones ( j ′ =K +2− j with 2≤ j ≤K ), if
K ≥ 2:
lnm j ′,i (t )= t
2
(
1
λ j
− 3
µ j
)
+ 1
2
ln
(
2a j (0)b j (0)Ψ[1, j ][1, j ]
λ[1, j−1]µ[1, j−1]Ψ[1, j−1][1, j−1]
)
+ ln
(
(σi −σi−1)µ2[1, j−1]Ψ2[1, j−1][1, j−1]
2b2j (0)λ[1, j−1]Ψ
2
[1, j−1][1, j ]
)
+o(1),
for 1≤ i ≤N j ′ −1,
lnm j ′,N j ′ (t )=
t
2
(
1
λ j−1
− 1
µ j
)
+ 1
2
ln
(
2a j−1(0)b j (0)Ψ[1, j−1][1, j ]
λ[1, j−2]µ[1, j−1]Ψ[1, j−2][1, j−1]
)
+ ln
(
µ2[1, j−1]Ψ[1, j−1][1, j−1]
2b j (0)λ[1, j−1]Ψ[1, j−1][1, j ]
)
+o(1).
(10.20)
The leftmost X -group:
lnm1,1(t )= 1
2
ln
(
2τ1
C L
)
+ ln
(
C M
2L
)
+o(1),
lnm1,i (t )= 1
2
ln
(
Si
LM
)
+ ln
(
(σi −σi−1) M 2
2σi σi−1 L
)
+o(1),
for 2≤ i ≤N1−1,
lnm1,N1 (t )=
t
2
(
1
λK
)
+ 1
2
ln
(
2σN1−1 aK (0)Ψ[1,K ][1,K ]
λ[1,K−1] MΨ[1,K−1][1,K ]
)
+ ln
(
M 2
2σN1−1 L
)
+o(1).
(10.21)
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The rightmost X -group:
lnmK+1,i (t )= t
2
(
1
λ1
− 3
µ1
)
+ 1
2
ln
(
2a1(0)b1(0)Ψ{1}{1}
)
+ ln
(
σi −σi−1
2b21(0)
)
+o(1), for 1≤ i ≤NK+1−1,
lnmK+1,NK+1 (t )=
t
2
(
1
λ1
− 1
µ1
)
+ 1
2
ln
(
2a1(0)b1(0)Ψ{1}{1}
)
+ ln
(
1
2b1(0)
)
+o(1).
(10.22)
All Y -groups except the leftmost one (j ′ =K +1− j with 1≤ j ≤K −1), if K ≥ 2:
lnn j ′,i (t )= t
2
(
1
µ j+1
− 3
λ j
)
+ 1
2
ln
(
2a j (0)b j+1(0)Ψ[1, j ][1, j+1]
λ[1, j−1]µ[1, j ]Ψ[1, j−1][1, j ]
)
+ ln
(
(σi −σi−1)λ2[1, j−1]Ψ2[1, j−1][1, j ]
2a2j (0)µ[1, j ]Ψ
2
[1, j ][1, j ]
)
+o(1),
lnn j ′,N j ′ (t )=
t
2
(
1
µ j
− 1
λ j
)
+ 1
2
ln
(
2a j (0)b j (0)Ψ[1, j ][1, j ]
λ[1, j−1]µ[1, j−1]Ψ[1, j−1][1, j−1]
)
+ ln
(
λ2[1, j−1]Ψ[1, j−1][1, j ]
2a j (0)µ[1, j ]Ψ[1, j ][1, j ]
)
+o(1), for 1≤ i ≤N j ′ −1.
(10.23)
The leftmost Y -group:
lnn1,i (t )= t
2
(−3
λK
)
+ 1
2
ln
(
2Ti aK (0)Ψ[1,K ][1,K ]
λ[1,K−1] MΨ[1,K−1][1,K ]
)
+ ln
(
(σi −σi−1)λ2[1,K−1]Ψ2[1,K−1][1,K ]
2a2K (0) MΨ
2
[1,K ][1,K ]
)
+o(1),
lnn1,N1 (t )=
t
2
(
1
µK
− 1
λK
)
+ 1
2
ln
(
2aK (0)bK (0)Ψ[1,K ][1,K ]
λ[1,K−1] MΨ[1,K−1][1,K−1]
)
+ ln
(
λ2[1,K−1]Ψ[1,K−1][1,K ]
2aK (0) MΨ[1,K ][1,K ]
)
+o(1), for 1≤ i ≤N1−1.
(10.24)
• As t →−∞:
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All X -groups except the leftmost and the rightmost ones (2≤ j ≤K ), if K ≥ 2:
lnm j ,1(t )= t
2
(
1
λ j
− 1
µ j−1
)
+ 1
2
ln
(
2a j (0)b j−1(0)Ψ[ j ,K ][ j−1,K ]
λ[ j+1,K ]µ[ j ,K ]Ψ[ j+1,K ][ j ,K ]
)
+ ln
(
µ2[ j ,K ]Ψ[ j ,K ][ j ,K ]
2b j−1(0)λ[ j ,K ]Ψ[ j ,K ][ j−1,K ]
)
+o(1),
lnm j ,i (t )= t
2
(
3
λ j
− 1
µ j
)
+ 1
2
ln
(
2a j (0)b j (0)Ψ[ j ,K ][ j ,K ]
λ[ j+1,K ]µ[ j+1,K ]Ψ[ j+1,K ][ j+1,K ]
)
+ ln
(
(σi −σi−1)Si
Ri Ri−1
)
+ ln
(
a j (0)µ[ j ,K ]µ[ j+1,K ]
b j (0)λ[ j+1,K ]
)
+ ln
(
Ψ[ j ,K ][ j ,K ]Ψ[ j+1,K ][ j+1,K ]
2Ψ2[ j+1,K ][ j ,K ]
)
+o(1),
for 2≤ i ≤N j −1,
lnm j ,N j (t )=
t
2
(
3
λ j
− 1
µ j
)
+ 1
2
ln
(
2a j (0)b j (0)Ψ[ j ,K ][ j ,K ]
λ[ j+1,K ]µ[ j+1,K ]Ψ[ j+1,K ][ j+1,K ]
)
+ ln
(
σN j−1
RN j−1
)
+ ln
(
a j (0)µ[ j ,K ]µ[ j+1,K ]
b j (0)λ[ j+1,K ]
)
+ ln
(
Ψ[ j ,K ][ j ,K ]Ψ[ j+1,K ][ j+1,K ]
2Ψ2[ j+1,K ][ j ,K ]
)
+o(1).
(10.25)
The leftmost X -group:
lnm1,1(t )= t
2
(
1
λ1
− 1
µ1
)
+ 1
2
ln
(
2a1(0)b1(0)Ψ[1,K ][1,K ]
λ[2,K ] µ[2,K ]Ψ[2,K ][2,K ]
)
+ ln
(
M µ[2,K ]Ψ[2,K ][2,K ]
b1(0)LΨ[2,K ][1,K ]
)
+o(1),
lnm1,i (t )= t
2
(
3
λ1
− 1
µ1
)
+ 1
2
ln
(
2a1(0)b1(0)Ψ[1,K ][1,K ]
λ[2,K ]µ[2,K ]Ψ[2,K ][2,K ]
)
+ ln
(
(σi −σi−1)Si
Ri Ri−1
)
+ ln
(
a1(0) M µ[2,K ]
b1(0)λ[2,K ]
)
+ ln
(
Ψ[1,K ][1,K ]Ψ[2,K ][2,K ]
Ψ2[2,K ][1,K ]
)
+o(1), for 2≤ i ≤N1−1,
lnm1,N1 (t )=
t
2
(
3
λ1
− 1
µ1
)
+ 1
2
ln
(
2a1(0)b1(0)Ψ[1,K ][1,K ]
λ[2,K ]µ[2,K ]Ψ[2,K ][2,K ]
)
+ ln
(
σN1−1
RN1−1
)
+ ln
(
a1(0) M µ[2,K ]
b1(0)λ[2,K ]
)
+ ln
(
Ψ[1,K ][1,K ]Ψ[2,K ][2,K ]
Ψ2[2,K ][1,K ]
)
+o(1).
(10.26)
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The rightmost X -group:
lnmK+1,1(t )= t
2
(−1
µK
)
+ 1
2
ln
(
2τ1 bK (0)
)+ ln( 1
2bK (0)
)
+o(1),
lnmK+1,i (t )= 1
2
ln(2Si )+ ln
(
σi −σi−1
2σi σi−1
)
+o(1), for 1≤ i ≤NK+1−1,
lnmK+1,NK+1 (t )=
1
2
ln
(
2(SNK+1−1+DσNK+1−1)
)+ ln( 1
2σNK+1−1
)
+o(1).
(10.27)
All Y -groups except the rightmost one (1≤ j ≤K −1), if K ≥ 2:
lnn j ,1(t )= t
2
(
1
µ j
− 1
λ j
)
+ 1
2
ln
(
2a j (0)b j (0)Ψ[ j ,K ][ j ,K ]
λ[ j+1,K ]µ[ j+1,K ]Ψ[ j+1,K ][ j+1,K ]
)
+ ln
(
λ2[ j+1,K ]Ψ[ j+1,K ][ j ,K ]
2a j (0)µ[ j ,K ]Ψ[ j ,K ][ j ,K ]
)
+o(1),
lnn j ,i (t )= t
2
(
3
µ j
− 1
λ j+1
)
+ 1
2
ln
(
2a j+1(0)b j (0)Ψ[ j+1,K ][ j ,K ]
λ[ j+2,K ]µ[ j+1,K ]Ψ[ j+2,K ][ j+1,K ]
)
+ ln
(
(σi −σi−1)Si
Ri Ri−1
)
+ ln
(
b j (0)λ[ j+1,K ]λ[ j+2,K ]
a j+1(0)µ[ j+1,K ]
)
+ ln
(
Ψ[ j+1,K ][ j ,K ]Ψ[ j+2,K ][ j+1,K ]
2Ψ2[ j+1,K ][ j+1,K ]
)
+o(1),
for 2≤ i ≤N j −1,
lnn j ,N j (t )=
t
2
(
3
µ j
− 1
λ j+1
)
+ 1
2
ln
(
2a j+1(0)b j (0)Ψ[ j+1,K ][ j ,K ]
λ[ j+2,K ]µ[ j+1,K ]Ψ[ j+2,K ][ j+1,K ]
)
+ ln
(
σN j−1
RN j−1
)
+ ln
(
b j (0)λ[ j+1,K ]λ[ j+2,K ]
a j+1(0)µ[ j+1,K ]
)
+ ln
(
Ψ[ j+1,K ][ j ,K ]Ψ[ j+2,K ][ j+1,K ]
2Ψ2[ j+1,K ][ j+1,K ]
)
+o(1).
(10.28)
The rightmost Y -group:
lnnK ,1(t )= t
2
(
1
µK
− 1
λK
)
+ 1
2
ln
(
2aK (0)bk (0)Ψ{K }{K }
)
+ ln
(
1
2aK (0)µK Ψ{K }{K }
)
+o(1),
lnnK ,i (t )= t
2
(
3
µK
)
+ 1
2
ln
(
2Si bK (0)
Ti
)
+ ln
(
(σi −σi−1)Ti bK (0)
2Ri Ri−1
)
+o(1),
for 2≤ i ≤NK −1,
lnnK ,NK (t )=
t
2
(
3
µK
)
+ 1
2
ln
(
2σNK−1 bK (0)
)+ ln( bK (0)
2RNK−1
)
+o(1).
(10.29)
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11 Effective position and amplitude of a peakon group
In this section we will explain a phenomenon that we have seen repeatedly throughout this
paper, namely that the solution formulas for the position and amplitude of a singleton peakon
group within a non-interlacing solution are identical to the solution formulas for the corre-
sponding peakon in the interlacing solution (with the same spectral data). In fact, we will show
that any peakon group has an effective position and an effective amplitude which behave like
the position and amplitude of the corresponding peakon in the interlacing solution, and if the
group is a singleton, then the effective position and amplitude of that group are just the actual
position and amplitude of that single peakon.
To motivate the definitions that follow, let us recall from the paper by Lundmark and
Szmigielski [12] the two kinds of “jump matrices” that appear in the study of the spectral
problems connected with the Lax pairs for the Geng–Xue equation:
S(x,m,λ)=
 1 0 0mex 1 λme−x
0 0 1
 , T (x,m,λ)=
1 −2λme−x 00 1 0
0 2mex 1
 . (11.1)
These matrices are used for defining the spectral data for a given interlacing peakon configu-
ration. As a simple example, we will consider the 2+2 interlacing case x1 < y1 < x2 < y2, and
show how the eight peakon variables {xk ,mk , yk ,nk }
2
k=1 define the eight spectral variables λ1,
λ2, a1, a2, µ1, b1, C and D . The equationA(λ)B(λ)
C (λ)
= T (y2,n2,λ)S(x2,m2,λ)T (y1,n1,λ)S(x1,m1,λ)
10
0
 , (11.2)
defines the polynomials
A(λ)= 1−2λ(m1n1ex1−y1 +m1n2ex1−y2 +m2n2ex2−y2)
+ (2λ)2 (m1n1ex1−y1 (1−e2(y1−x2))m2n2ex2−y2) , (11.3)
which turns out to be time-independent (its coefficients are constants of motion), and
B(λ)= (m1ex1 +m2ex2)−2λm1n1ex1−y1 (1−e2(y1−x2))m2ex2 , (11.4)
which depends on time in a known way. The eigenvalues 0<λ1 <λ2 are then defined as the
zeros of A(λ), which implies that they are constant in time, while a1 and a2 are defined as the
residues in the partial fraction decomposition of the so-called Weyl function
− B(λ)
A(λ)
= a1
λ−λ1
+ a2
λ−λ2
. (11.5)
From the known time-dependence of B(λ) one can show that a˙k = ak /λk , which gives ak (t )=
ak (0)e
t/λk since λk is constant. Similarly, from the equationA˜(λ)B˜(λ)
C˜ (λ)
= S(y2,n2,λ)T (x2,m2,λ)S(y1,n1,λ)T (x1,m1,λ)
10
0
 , (11.6)
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where the roles of the jump matrices are interchanged, we get the polynomials
A˜(λ)= 1−2λn1m2e y1−x2 ,
B˜(λ)= (n1e y1 +n2e y2)−2λm2n1e y1−x2 (1−e2(x2−y2))n2e y2 , (11.7)
where the eigenvalue µ1 is defined as the zero of time-independent polynomial A˜(λ), and b1
and D are given by
− B˜(λ)
A˜(λ)
=−D+ b1
λ−µ1
, (11.8)
from which one can show that b˙1 = b1/µ1 and that
D = lim
λ→∞
B˜(λ)
A˜(λ)
= n2e y2
(
1−e2(x2−y2)) (11.9)
is constant. This constant of motion D was denoted by b∞ in the papers by Lundmark and
Szmigielski [12, 13]. The remaining constant parameter C is given by
C = 2b∗∞
λ1λ2
µ1
, (11.10)
where the constant of motion
b∗∞ =m1e−x1
(
1−e2(x1−y1)) (11.11)
comes from the so-called adjoint spectral problem, or from the symmetry of the setup.
If we consider instead a non-interlacing configuration, say
x1 < y1,1 < y1,2 < y1,3︸ ︷︷ ︸< x2 < y2,
and try do to the same thing, thenA(λ)B(λ)
C (λ)
= T (y2,n2,λ)S(x2,m2,λ)
×T (y1,3,n1,3,λ)T (y1,2,n1,2,λ)T (y1,1,n1,1,λ)︸ ︷︷ ︸ S(x1,m1,λ)
10
0
 ,
(11.12)
where the indicated product of the jump matrices for the three adjacent Y -peakons is
T (y1,3,n1,3,λ)T (y1,2,n1,2,λ)T (y1,1,n1,1,λ)
=
1 −2λn1,1e−y1,1 −2λn1,2e−y1,2 −2λn1,3e−y1,3 00 1 0
0 2n1,1e y1,1 +2n1,2e y1,2 +2n1,3e y1,3 1
 , (11.13)
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which happens to be of the form T (y˜1, n˜1,λ), where
n˜1e
y˜1 =
3∑
i=1
n1,i e
y1,i , n˜1e
−y˜1 =
3∑
i=1
n1,i e
−y1,i . (11.14)
Thus, the polynomials A(λ) and B(λ) from (11.12) will not be able to resolve the individual
positions y1,i and amplitudes n1,i in the Y1-group, but only the specific combinations y˜1 and n˜1
defined by (11.14), playing exactly the roles that y1 and n1 did in the interlacing case (11.2).
And the same thing happens for A˜(λ) and B˜(λ), since also
S(y1,3,n1,3,λ)S(y1,2,n1,2,λ)S(y1,1,n1,1,λ)= S(y˜1, n˜1,λ), (11.15)
as is easily verified. Thus, the definition of the spectral variables will be just like in the
interlacing case, except that y1 and n1 are replaced by the quantities y˜1 and n˜1, which therefore
act as the effective position and amplitude of the Y1-group as a whole, as far as the spectral
data are concerned. The solution formulas for the interlacing case are nothing but the inverse
spectral map from the spectral variables back to the peakon variables, so what they give us in
this non-interlacing case is x1(t ), y˜1(t ), x2(t ), y2(t ) and m1(t ), n˜1(t ), m2(t ), n2(t ). In particular,
they provide the formulas for all the singletons in the non-interlacing solution. (But the
formulas for the individual variables y1,i and n1,i must be obtained in some other way.)
Let us now give an independent verification that things always work like this, using the
peakon ODEs directly, rather than the setup coming from the Lax pairs.
Definition 11.1. The effective position x˜ j and the effective amplitude m˜ j of the j th X -group
are defined by
m˜ j e
x˜ j =
N Xj∑
i=1
m j ,i e
x j ,i , m˜ j e
−x˜ j =
N Xj∑
i=1
m j ,i e
−x j ,i . (11.16)
Similarly, for the j th Y -group, y˜ j and n˜ j are defined by
n˜ j e
y˜ j =
N Yj∑
i=1
n j ,i e
y j ,i , n˜ j e
−y˜ j =
N Yj∑
i=1
n j ,i e
−y j ,i . (11.17)
Remark 11.2. In this definition, we are tacitly assuming (as always in this article) that all
amplitudes m j ,i and n j ,i are positive. This ensures that the defining system
m˜e x˜ = A > 0, m˜e−x˜ =B > 0
can be solved for the quantities being defined,
x˜ = 12 ln(A/B), m˜ =
p
AB > 0.
Without this positivity requirement, there may not even exist a real solution for x˜ and m˜.
Similarly for y˜ and n˜, of course.
Proposition 11.3. The effective position of a group lies in the convex hull of the actual positions:
x j ,1 < x˜ j < x j ,N Xj , y j ,1 < y˜ j < y j ,N Yj . (11.18)
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Proof. It is enough to show this for x˜ j , since the proof for y˜ j is identical. Omitting the group
index j for simplicity, we find since all mi > 0 and x1 < ·· · < xN that
m˜e x˜ =
N∑
i=1
mi e
xi ∈ (ex1 M ,exN M), m˜
e x˜
=
N∑
i=1
mi
exi
∈
( M
exN
,
M
ex1
)
,
where M =∑Ni=1 mi > 0, and hence
e2x˜ = m˜e x˜ · e
x˜
m˜
∈
(
ex1 M · e
x1
M
,exN M · e
xN
M
)
= (e2x1 ,e2xN ).
Theorem 11.4. For any peakon configuration, the effective positions and masses of the groups
satisfy the ODEs for an interlacing peakon configuration.
Proof. Recall from (1.14) that the peakon ODEs are
x˙ j ,i = uv |x j ,i , m˙ j ,i =m j ,i (uvx −ux v)|x j ,i ,
y˙ j ,i = uv |y j ,i , n˙ j ,i = n j ,i (vux − vx u)|y j ,i .
Fix some p, and define u˜(x, t) by replacing X -group number p in u(x, t) with a singleton
having the position x˜p and the amplitude m˜p . Then, for all the X -groups with p 6= j , and for
all Y-groups, the ODEs above are unchanged if we replace u with u˜. Indeed, we have
u(x, t )= ·· ·+
N∑
i=1
mp,i e
−|x−xp,i | + · · · (where N =N Xp ),
u˜(x, t )= ·· ·+m˜p e−|x−x˜p | + · · · ,
where the dots denote terms which are identical in both functions, so if we evaluate at some
x < xp,1, remembering that xp,1 < x˜p < xp,N , we get
u(x, t )= ·· ·+
N∑
i=1
mp,i e
x−xp,i +·· · ,
u˜(x, t )= ·· ·+m˜p ex−x˜p +·· · ,
which is clearly the same thing (by the definition of x˜p and m˜p ), and similarly we find for
x > xp,N that
u(x, t )= ·· ·+
N∑
i=1
mp,i e
xp,i−x +·· · ,
u˜(x, t )= ·· ·+m˜p e x˜p−x +·· · ,
which are also equal. Thus,
u(x, t )= u˜(x, t ) for x < xp,1 and for x > xp,N , (11.19)
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and in particular the functions u and u˜ agree when evaluated at some x j ,i with j 6= p or at
some y j ,i , and likewise for their derivatives ux and u˜x . So the right-hand sides of the peakon
ODEs (for all groups except the Xp -group) are unchanged, as we claimed.
Next, we show that x˜p and m˜p satisfy the correct singleton ODEs, namely
˙˜xp = u˜v |x˜p , ˙˜mp = m˜p (u˜vx −2u˜x v)|x˜p ,
or, equivalently,
d
d t m˜p e
x˜p = m˜p e x˜p
(
u˜(vx + v)−2u˜x v
)|x˜p ,
d
d t m˜p e
−x˜p = m˜p e−x˜p
(
u˜(vx − v)−2u˜x v
)|x˜p . (11.20)
What we are assuming is that the dynamics is induced from the noninterlacing configuration,
d
d t m˜p e
x˜p = dd t
N∑
i=1
mp,i e
xp,i =
N∑
i=1
mp,i e
xp,i
(
u(vx + v)−2ux v
)|xp,i ,
d
d t m˜p e
−x˜p = dd t
N∑
i=1
mp,i e
−xp,i =
N∑
i=1
mp,i e
−xp,i (u(vx − v)−2ux v)|xp,i ,
and what we need to show is that these expressions agree with (11.20), i.e.,
N∑
i=1
mp,i e
xp,i
(
u(vx + v)−2ux v
)|xp,i = m˜p e x˜p (u˜(vx + v)−2u˜x v)|x˜p ,
N∑
i=1
mp,i e
−xp,i (u(vx − v)−2ux v)|xp,i = m˜p e−x˜p (u˜(vx − v)−2u˜x v)|x˜p .
(11.21)
If for simplicity we write just
xi = xp,i , mi = xp,i , x˜ = x˜p , m˜ = m˜p ,
then for x in the relevant range (the pth X -group) the functions u, u˜ and v have the form
u = Ae−x +
N∑
r=1
mr e
−|x−xr |+Bex ,
u˜ = Ae−x +m˜e−|x−x˜|+Bex ,
v =Ce−x +Dex ,
so
u(xi )= Ae−xi +e−xi
∑
r<i
mr e
xr
︸ ︷︷ ︸
=:Ei
+mi +exi
∑
r>i
mr e
−xr
︸ ︷︷ ︸
=:Fi
+Bexi
= (A+Ei )e−xi +mi + (B +Fi )exi ,
ux (xi )=−(A+Ei )e−xi + (B +Fi )exi ,
v(xi )=Ce−xi +Dexi ,
vx (xi )=−Ce−xi +Dexi .
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Thus, the right-hand side of the first equation in (11.21) is
m˜e x˜ (u˜(vx + v)−2u˜x v)|x˜
= m˜e x˜
(
(Ae−x˜ +m˜+Be x˜ )2De x˜ +2(Ae−x˜ −Be x˜)(Ce−x˜ +De x˜))
= 2m˜e x˜ (2AD−BC )+2D(m˜e x˜ )2+2AC m˜e−x˜ ,
while the left-hand side is
N∑
i=1
mi e
xi (u(vx + v)−2ux v)|xi
=
N∑
i=1
mi e
xi
((
(A+Ei )e−xi +mi + (B +Fi )exi
)
2Dexi
+2((A+Ei )e−xi − (B +Fi )exi )(Ce−xi +Dexi ))
= 2
N∑
i=1
mi e
xi
(
2D(A+Ei )+Dmi exi +C (A+Ei )e−2xi −C (B +Fi )
)
= 2m˜e x˜ (2AD−BC )+2D
N∑
i=1
mi e
xi
(
mi e
xi +2∑
r<i
mr e
xr
)
︸ ︷︷ ︸
=
(∑N
i=1 mi e
xi
)2
=(m˜e x˜ )2
+2m˜e−x˜ AC +2C
( N∑
i=1
mi e
−xi
(∑
r<i
mr e
xr
)
−
N∑
i=1
mi e
xi
(∑
r>i
mr e
−xr
))
︸ ︷︷ ︸
=0
,
so they are equal. The second equation in (11.21) is proved similarly.
Interchanging u and v in these calculations shows that the same holds for Y -groups.
The conclusion is that if we successively replace all the X -groups and Y -groups with their
corresponding effective positions and amplitudes, the interlacing configuration which remains
in the end will satisfy the interlacing peakon ODEs.
Remark 11.5. As a further independent verification, one may also check that if x j ,i and m j ,i
are given by our solution formulas, with expressions in terms of the determinants Jr si j , then the
sums in the definition of x˜k and m˜k will simplify in such a way that these quantities will indeed
agree with the corresponding expressions from the solution formulas for the interlacing case.
Here we omit these somewhat lenghty calculations, which involve an induction on the number
of peakons in the group, together with determinant manipulations based on “Lewis Carroll’s
identity”, similar to those in Section A.3 in [12].
12 Absence of collisions
This section is devoted to the proof of the following theorem:
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Theorem 12.1. Collisions cannot take place for a pure peakon configuration in the Geng–Xue
equation. In other words, if all amplitudes are positive, then the strict ordering of the positions
of the peakons is preserved for all t ∈R.
Proof. For simplicity, we will illustrate the general pattern with an example. Suppose we have
a configuration with 5+5 groups, where two Y -singletons border an X3-group containing six
peakons. Then the solution formulas for those positions have the form
Y2 = α
β
X3,1 = α+τ1γ
β+τ1δ
X3,2 = α+ (τ1+τ2)γ+τ2σ1ε
β+ (τ1+τ2)δ+τ2σ1φ
X3,3 = α+ (τ1+τ2+τ3)γ+ (τ2σ1+τ3σ2)ε
β+ (τ1+τ2+τ3)δ+ (τ2σ1+τ3σ2)φ
X3,4 = α+ (τ1+τ2+τ3+τ4)γ+ (τ2σ1+τ3σ2+τ4σ3)ε
β+ (τ1+τ2+τ3+τ4)δ+ (τ2σ1+τ3σ2+τ4σ3)φ
X3,5 = α+ (τ1+τ2+τ3+τ4+τ5)γ+ (τ2σ1+τ3σ2+τ4σ3+τ5σ4)ε
β+ (τ1+τ2+τ3+τ4+τ5)δ+ (τ2σ1+τ3σ2+τ4σ3+τ5σ4)φ
X3,6 = γ+σ5ε
δ+σ5φ
Y3 = ε
φ
,
(12.1)
where
α= J0043, β= J1132, γ= J0033, δ= J1122, ε= J0032, φ= J1121,
and where we know from the interlacing case, where the solution formula is X3 = γ/δ, that
α
β
< γ
δ
< ε
φ
.
By assumption, α, β, γ, δ, ε, φ, τi and σi are all positive, and σ1 < ·· · <σ5.
The basic proposition that we will use is if a/b < c/d with a, b, c, d positive, then the
function
f (x)= a+xc
b+xd =
c
d
−b
( c
d
− a
b
)
︸ ︷︷ ︸
>0
· 1
b+d x︸ ︷︷ ︸
decr.
is increasing in the interval x > −b/d , and in particular for x ≥ 0. Thus, f increases from
f (0)= a/b to limx→∞ f (x)= c/d :
a
b
< a+xc
b+xd <
c
d
, if x > 0. (12.2)
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This shows at once that
α
β︸︷︷︸
=Y2
< α+τ1γ
β+τ1δ︸ ︷︷ ︸
=X3,1
and
γ+σ5ε
δ+σ5φ︸ ︷︷ ︸
=X3,6
< ε
φ︸︷︷︸
=Y3
. (12.3)
(And we also see again that X3,1 and X3,6 lie on either side of the singleton X3 = γ/δ, as we
already proved in Section 11.) Next, (12.2) also shows that
α+τ1γ
β+τ1δ
< γ
δ
< γ+σ1ε
δ+σ1φ
,
and we can apply (12.2) to the outer members of this inequality, with x = τ2, to obtain that
α+τ1γ
β+τ1δ︸ ︷︷ ︸
=X3,1
< α+τ1γ+τ2(γ+σ1ε)
β+τ1δ+τ2(δ+σ1φ)︸ ︷︷ ︸
=X3,2
< γ+σ1ε
δ+σ1φ
. (12.4)
Then also X3,2 < γ+σ2εδ+σ2φ , since σ1 < σ2 and the right-hand side increases with σ, so we can
apply (12.2) to those two ratios, with x = τ3, to obtain
α+τ1γ+τ2(γ+σ1ε)
β+τ1δ+τ2(δ+σ1φ)︸ ︷︷ ︸
=X3,2
< α+τ1γ+τ2(γ+σ1ε)+τ3(γ+σ2ε)
β+τ1δ+τ2(δ+σ1φ)+τ3(δ+σ2φ)︸ ︷︷ ︸
=X3,3
< γ+σ2ε
δ+σ2φ
. (12.5)
Continuing in the same manner, we find
X3,3 < X3,4 < γ+σ3ε
δ+σ3φ
(12.6)
and
X3,4 < X3,5 < γ+σ4ε
δ+σ4φ
< γ+σ5ε
δ+σ5φ︸ ︷︷ ︸
=X3,6
. (12.7)
Thus,
Y2 < X3,1 < X3,2 < X3,3 < X3,4 < X3,5 < X3,6 < Y3, (12.8)
as desired.
It is also easy to show that two (typical) adjacent non-singleton groups cannot overlap,
since the position of the rightmost peakon in the first group and the position of the leftmost
peakon in the second group are both given by expressions of the same form
α+xγ
β+xδ
where x is the last σ in the first group, or the first τ in the second group, which satisfy σ< τ by
assumption.
All other cases (involving the outermost groups) can be checked in a similar manner, using
the constraints in Section 3 whenever necessary.
128
13 Characteristic curves
Let us define the characteristic curves (or characteristics) for a given solution
(
u(x, t ), v(x, t )
)
of
the Geng–Xue equation as the solutions x = ξ(t ) of the ODE
dξ
d t
(t )= u(ξ(t ), t)v(ξ(t ), t), (13.1)
or ξ˙= u(ξ) v(ξ) for short. The trajectories of the peakons, x = x j ,i (t ) and x = y j ,i (t ), are partic-
ular characteristic curves, according to the peakon ODEs (1.14). Some of the characteristic
curves between the peakons are obtained as a byproduct of our proofs in the form of “ghost-
peakons”, as we noted already in Example 4.1; see Figure 5 in particular. And the remaining
characteristic curves can also be found by taking suitable limits, as we shall see.
We will summarize the formulas for all the characteristics in this sections, because they
may shed some light on the structure of the solution formulas for the positions of the peakons.
For a typical non-singleton group (not the leftmost or rightmost group), the structure of
the solution formulas for the positions is
X j ,i or Y j ,i =

α+Tiγ+Siε
β+Tiδ+Siφ
, 1≤ i ≤N −1,
γ+σN−1ε
δ+σN−1φ
, i =N ,
where, like in (12.1), the letters α, β, γ, δ, ε, φ symbolize certain determinants Jr sab which are
independent of i . The exact choice of indices for these determinants depends on j , and on
whether the group is an X -group or a Y -group, and on whether we are in the even or odd case;
for details see the formulas (5.5), (5.11), (8.7) and (8.14), which all have the above structure in
common. What we directly get by examining the ghostpeakon formulas from the proofs in
Sections 6 and 9, such as equation (6.22) and its remnants as further peakons are killed, is that
the family of characteristic curves x = ξ(t ;θ) between peakons number i and i +1 in such a
group is given by
Ξ := 12 e2ξ =
α+ (Ti +θ)γ+ (Si +θσi )ε
β+ (Ti +θ)δ+ (Si +θσi )φ
, (13.2)
where the variable θ which indexes the family is allowed to vary in the range 0< θ < τi+1 for
1≤ i ≤N −2 and 0< θ <∞ for i =N −1. Note that in the limit as θ tends to its lower or upper
bounding value, the characteristic curve converges to the neighbouring peakon curve to its
left or right, respectively. In particular, when θ→∞ for i =N −1, this explains nicely how the
“exceptional” formula for the rightmost peakon in the group actually fits naturally into the
pattern formed by the other formulas.
We also find for the rightmost group (YK in the even case, XK+1 in the odd case), where the
solution formulas (5.13) and (8.11) have the structure
YK ,i or XK+1,i =
{
α+Tiβ+Si , 1≤ i ≤N −1,
α+ (TN−1+D)β+Si +DσN−1, i =N ,
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that the characteristics between peakons number i and i +1 are given by
Ξ=α+ (Ti +θ)β+Si +θσi , (13.3)
where 0< θ < τi+1 for 1≤ i ≤N −2 and 0< θ <D for i =N −1.
For the leftmost group, if we let
θ0 = τ1M
σ1C
, where M =∏
j
µ j , (13.4)
and rewrite the formula for X1,1 from (5.7) or (8.9) a little, the structure is
X1,i =

(S1+θ0σ1)δ
α+ (T1+θ0)β+ (S1+θ0σ1)γ
, i = 1,
Siδ
α+Tiβ+Siγ
, 2≤ i ≤N −1,
σN−1δ
β+σN−1γ
, i =N ,
(13.5)
and the characteristics between peakons number i and i +1 are given by
Ξ= (Si +θσi )δ
α+ (Ti +θ)β+ (Si +θσi )γ
, (13.6)
where (if N ≥ 3) θ0 < θ < τ2 for i = 1, 0< θ < τi+1 for 2≤ i ≤N −2 and 0< θ <∞ for i =N −1.
This requires that θ0 < τ2, which is exactly what the constraint (3.11) says. If N = 2, so that the
middle case 2≤ i ≤N −1 is absent from (13.5), then the range of θ is instead θ0 < θ <∞ (for
i = 1, i.e., between the only two peakons in the group).
For the remaining characteristics, that we have not already obtained as byproducts, there
is a bit more work left to do, but they can be obtained via much simpler substitutions and
limits than the ghostpeakons so far.
To obtain the characteristics between two groups, add an extra peakon to the left group by
increasing its N to N +1, set σN = θ in the solution formula for the rightmost peakon in that
group (letting θ inherit whatever constraints σN had), and let τN →∞. One can check that
this will bring the amplitude of the auxiliary peakon to zero, leaving a ghostpeakon between
the groups. For example, between a typical X -singleton and a typical Y -singleton, given by
formulas of the structure
X j = α
β
, Y j = γ
δ
,
this produces the characteristics
Ξ= α+θγ
β+θδ , (13.7)
where 0 < θ < ∞. Between a typical non-singleton X -group and a typical non-singleton
Y -group, whose neighbouring members are given by
X j ,N =
α+σXN−1γ
β+σXN−1δ
, Y j ,1 =
α+τY1 γ
β+τY1 δ
,
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we get again (13.7), but now with σXN−1 < θ < τY1 (which is possible because of the con-
straint (3.7) that the lastσ in one group must be less than the first τ in the next group whenever
two non-singleton groups are adjacent). And if one of the groups is a singleton and the other
one isn’t, then once again the characteristics are given by (13.7), but with σXN−1 < θ <∞ or
0< θ < τY1 .
Characteristics between a typical Y -group and a typical X -group follow the analogous
pattern.
Remark 13.1. These results reveal one thing that happens when going from the interlacing
to the non-interlacing case: when a typical singleton (not the leftmost or rightmost) in the
interlacing case is replaced with a group of several peakons, the outermost peakons in that
group will travel along characteristic curves for the interlacing solution. The parameter τ1
picks out the θ-value of the characteristic that the leftmost peakon in the group will follow (in
the family of characteristics between the singleton in question and its left neighbour), and
σN−1 does the same for the rightmost peakon in the group (in the family of characteristics
towards the right neighbour). However, what happens “inside” the group is more complicated,
and cannot be determined from the characteristics of the interlacing solution.
Between the second rightmost group and the rightmost group (YK /XK+1 in the even/odd
case), the same formula (13.7) for the characteristics holds, with the additional caveat that
there is an upper bound θ <D instead of θ <∞ if the rightmost group is a singleton. Similarly,
between the X1-group and the Y2-group, the formula is the same, but with a lower bound
M/C < θ instead of 0< θ if N X1 = 1, in which case we define α, β, γ, δ by rewriting the solution
formula (5.4) for the even case as
X1 =
J00K ,K−1
J11K−1,K−2+C J10K−1,K−1
=
0+ MC J00K ,K−1
J11K−1,K−1+MC J11K−1,K−2
= α+
M
C γ
β+ MC δ
, (13.8)
Thus, if N X1 = 1 and N Y1 ≥ 2, with
Y1,1 =
0+τ1 J00K ,K−1
J11K−1,K−1+τ1 J11K−1,K−2
= α+τ1γ
β+τ1δ
(13.9)
by (5.11), then the range of θ is MC < θ < τY1,1, which is possible because of the constraint (3.10).
Similarly with (8.4) and (8.14) for the odd case.
Finally, we have the characteristic curves on the far right or far left. To obtain a ghostpeakon
to the right of the rightmost peakon, add an extra peakon by changing N to N + 1 in the
rightmost group, let
σˆN = 1
ε
, τˆN =D, Dˆ = θε, (13.10)
and let ε→ 0. The result is that if the rightmost group is a singleton,
XK+1 or YK =α+Dβ,
then the characteristics on its right (as we incidentally already knew in the odd case from (9.8))
are given by
Ξ=α+Dβ+θ, 0< θ <∞, (13.11)
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and if it’s a group with N ≥ 2 peakons, the rightmost of which is
XK+1,N or YK ,N =α+ (TN−1+D)β+Si +DσN−1,
then
Ξ=α+ (TN−1+D)β+Si +DσN−1+θ, D < θ <∞. (13.12)
In other words, the formula for Ξ is simply obtained by adding θ to the formula for the
rightmost X or Y .
For the characteristics to the left of the leftmost peakon, it’s easiest to use symmetry:
add 1/θ to the formula for 1/X1 to get 1/Ξ. Thus, if the leftmost group is a singleton (cf. (13.8)),
X1 =
M
C γ
β+ MC δ
,
then the characteristics on its left are given by
Ξ= 1
β+ MC δ
M
C γ
+ 1
θ
= θ
M
C γ
θ
(
β+ MC δ
)+ MC γ , 0< θ <∞, (13.13)
and if it’s a group with N ≥ 2 peakons, the leftmost of which is (cf. (13.5))
X1,1 = (S1+θ0σ1)δ
α+ (T1+θ0)β+ (S1+θ0σ1)γ
= θ0σ1δ
α+ (τ1+θ0)β+θ0σ1γ
,
then
Ξ= 1
α+ (τ1+θ0)β+θ0σ1γ
θ0σ1δ
+ 1
θ
= θθ0σ1δ
θ
(
α+ (τ1+θ0)β+θ0σ1γ
)+θ0σ1δ , 0< θ <∞. (13.14)
These results can also be obtained by considering a leftmost group with N +1 peakons and
making the following somewhat elaborate substititions before letting ε→ 0: if N = 1, let
Cˆ = ε
θL
, τˆ1 = ε, σˆ1 = M
C
, (13.15)
and if N ≥ 2, let
Cˆ =
(
C
τ1
+ 1
θL
)
ε,
τˆ1 = ε,
τˆ2 = τ1+ Mτ1
Cσ1
,
τˆ3 = τ2− Mτ1
Cσ1
(if N ≥ 3),
τˆi = τi−1, for 4≤ i ≤N (if N ≥ 4),
σˆ1 = 11
σ1
+ CM
,
σˆi =σi−1, for 2≤ i ≤N .
(13.16)
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