Cloud ice microphysical properties measured or estimated from in situ aircraft observations are compared with global climate models and satellite active remote sensor retrievals. Two large datasets, with direct measurements of the ice water content (IWC) and encompassing data from polar to tropical regions, are combined to yield a large database of in situ measurements. The intention of this study is to identify strengths and weaknesses of the various methods used to derive ice cloud microphysical properties. The in situ data are measured with total water hygrometers, condensed water probes, and particle spectrometers. Data from polar, midlatitude, and tropical locations are included. The satellite data are retrieved from CloudSat/CALIPSO [the CloudSat Ice Cloud Property Product (2C-ICE) and 2C-SNOW-PROFILE] and Global Precipitation Measurement (GPM) Level2A. Although the 2C-ICE retrieval is for IWC, a method to use the IWC to get snowfall rates S is developed. The GPM retrievals are for snowfall rate only. Model results are derived using the Community Atmosphere Model (CAM5) and the Met Office Unified Model [Global Atmosphere 7 (GA7)]. The retrievals and model results are related to the in situ observations using temperature and are partitioned by geographical region. Specific variables compared between the in situ observations, models, and retrievals are the IWC and S. Satellite-retrieved IWCs are reasonably close in value to the in situ observations, whereas the models' values are relatively low by comparison. Differences between the in situ IWCs and those from the other methods are compounded when S is considered, leading to model snowfall rates that are considerably lower than those derived from the in situ data. Anomalous trends with temperature are noted in some instances.
Introduction
Snowfall is a key component of the earth's water and energy cycle. Even in tropical regions, rain at the surface is often linked to snow aloft (Field and Heymsfield 2015) . Snow not only modifies the temperature at the surface because of its albedo relative to land surfaces, but snow aloft modulates cloud dynamics and global circulation patterns (Waliser et al. 2011) . Accurate representation of snowfall at the ground is one of the key challenges confronted by weather forecast and climate models, but this requires a good representation of the snowfall rate in the vertical column above the surface. The purpose of this study, therefore, is to evaluate how reliably ice mass (IWC) and ice mass flux/snowfall rate (S) are being derived by climate models and retrieved from spaceborne active remote sensors, by comparing, statistically, the IWC and S from these data sources with a large set of aircraft in situ microphysical data that span locations from the tropics to the Arctic.
Characterizing the vertical distribution of the ice microphysics globally has been difficult because of the absence, or limited coverage, of ground-based observing systems. Space-based microwave radiometer measurements can provide snowfall rates at the surface, but not their vertical distribution. This hurdle has been overcome to a large extent by satellite-based observations f The National Center for Atmospheric Research is sponsored by the National Science Foundation.
from CloudSat and the Global Precipitation Measurement (GPM) mission.
CloudSat, with its 94-GHz Cloud Profiling Radar (CPR), was designed to measure the vertical structure of clouds from space; measurements from CloudSat also allow the retrieval of precipitation data aloft as well as just above the surface, and the global database can be used to evaluate and improve weather forecast and climate models (Stephens et al. 2002) . The CPR on board CloudSat is proving to be a useful tool for mapping the vertical distribution of IWC and S globally, in part because of its high sensitivity to light precipitation and its ability to provide near-global data (Liu 2008; Wood et al. 2014) . The radar-only (2B-CWC-RO) and radaroptical depth (2B-CWC-RVOD) products are the standard products used to retrieve the IWC. The IWC from the CloudSat Ice Cloud Property Product (2C-ICE; Deng et al. 2015 ) is intended to incorporate additional observations (i.e., CALIPSO) that improve the sensitivity to small ice particles relative to radar-only retrievals. The product 2C-SNOW-PROFILE (hereinafter 2C-SP; Wood et al. 2013 ) is intended to retrieve snowfall rate. Although the CloudSat radar is about an order of magnitude more sensitive to very light precipitation than any other existing space-based radar (Skofronick-Jackson et al. 2013) , CloudSat reflectivities attenuate in deep, higher-rate snowfall events (Cao et al. 2014) .
The GPM, launched in 2014, is a constellation-based satellite mission specifically designed to provide observations of rainfall and snowfall from space in order to improve the understanding of Earth's water and energy cycle (Hou et al. 2014) . Specifically, the goal of GPM's Ku-and Ka-band radars is to provide measurements of microphysical properties and vertical structure information over a broad spectral range. Given that the reflectivity detection threshold for GPM is much higher than for CloudSat, GPM is better suited to retrieve the higher snow precipitation rates.
Evaluations of the retrievals of IWC and S from these active spaceborne sensors are clearly needed. Protat et al. (2010) presented a statistical analysis of the IWC of tropical ice clouds as derived from three years' worth of ground-based radar/lidar retrievals at the Darwin ARM site in Australia's Northern Territory and compared them with the same statistics derived from the microphysical retrieval methods 2B-CWC-RO and 2B-CWC-RVOD. They found that the mean vertical profile of IWC is overestimated below 10-km heights, with peak values off by a factor of 2. In a second evaluation, Norin et al. (2015) quantitatively intercompared snowfall estimates from a ground-based polarized C-band Doppler radar in Sweden to CloudSat estimates when the satellite passed overhead in the vicinity of the radar. Taking only those comparison cases where the radar and CloudSat measurements were relatively collocated (;30 km), they concluded that the 2C-SP retrieval algorithm (Wood et al. 2013 ) has limited ability to retrieve at the higher end of the snowfall intensity distribution (.1mmh 21 ). For lower snowfall rates, both the Swedish radars and CloudSat seem to suffer from limitations. While the ground-based radars are capable of detecting even nonprecipitating low-intensity echoes, rangedependent sensitivity limits and overshoot cause retrieval issues for more distant snowfall events. For CloudSat, 2C-SP retrievals are limited to reflectivities above about 215 dBZ, and the lowermost few radar bins, ranging up to 600-1200 m above ground level, are affected by ground clutter (the so-called radar blind zone), causing shallow events to go undetected. Thus, it was difficult for them to compare snowfall events. Assessments of GPM's capability to reliably measure rain and snow precipitation, both at the surface and aloft, are under way.
Data from in situ microphysical measurements provide an opportunity to evaluate, in a statistical sense, the accuracy of retrievals from satellite and climate models. The 2C-ICE retrieval algorithm uses a combination of CloudSat reflectivities and CALIPSO extinction to derive various microphysical quantities, including IWC. Deng et al. (2010) applied this algorithm to radar-lidar measurements from the NASA ER-2 aircraft for one case study during the Tropical Composition, Cloud and Climate Coupling (TC4) Experiment. They tested the algorithm during periods when the NASA DC-8 aircraft sampled in situ almost directly below the ER-2, making measurements of the ice water content with a counterflow virtual impactor (CVI) probe. The CVI probe is an inlet with a downstream total water instrument measuring the evaporated cloud particles. The median and mean values of the ratio of IWC CVI /IWC 2C-ICE were 1.05 and 1.21 6 2.51, respectively (Deng et al. 2013) . For a TC4 case when the DC-8 underflew CloudSat/ CALIPSO, the median and mean ratios of the IWC CVI / IWC 2C-ICE were 1.31 and 1.74 6 3.2, respectively. Deng et al. (2013) applied the 2C-ICE retrieval algorithm to CloudSat/CALIPSO data from the Small Particles in Cirrus (SPARTICUS) field program, when an in situ aircraft was making measurements concurrently. Although the IWC was not directly measured-it was estimated from the particle size distribution (PSD) datathe retrievals and in situ estimates agreed favorably. Khanal and Wang (2015) , using measurements from a W-band radar-lidar combination from flights over Colorado, related the IWCs retrieved from the 2C-ICE algorithm to the IWCs measured on board the same aircraft for temperatures ranging from 2108 to 2408C.
Statistical analysis showed that the mean difference between the retrieved IWC and the IWC derived from the PSD was about 26% for all ice clouds sampled. With the recent GPM field campaigns, including the Light Precipitation Verification Experiment (LPVEX) in 2010, the Midlatitude Continental Convective Clouds Experiment (MC3E) in 2011, the GPM ColdSeason Precipitation Experiment (GCPEX) in 2012, the Integrated Precipitation and Hydrology Experiment (IPHEx) in 2013, and the Olympic Mountain Experiment (OLYMPEX) in 2015, where in situ aircraft were either underflying radars on board overflying aircraft or overflying ground-based radars, opportunities now exist to evaluate retrieval algorithms over a wide range of cloud conditions (see Hou et al. 2014) .
In situ aircraft observations provide another data source for evaluating model representations of ice microphysics. Eidhammer et al. (2014) compared aircraft in situ IWC measurements with model data that were derived by using the Community Atmospheric Model, version 5 (CAM5), global climate model. The observations were taken from two field campaigns with contrasting conditions: the Atmospheric Radiation Measurements Spring Cloud Intensive Operational Period in 2000 (ARM-IOP), which was characterized primarily by midlatitude frontal clouds and cirrus, and TC4, which was dominated by anvil cirrus. The model underestimated the higher moments of the PSD (second through fifth), with the third moment being approximately the ice water content. The mass-weighted terminal fall speed, which, when multiplied by the third moment, is approximately the snowfall rate, was lower in the model than in the observations; thus, the snowfall rate would have been underestimated as well. Krämer et al. (2016) compiled a set of IWC measurements from 17 field programs over Europe, Africa, the Seychelles, Brazil, Australia, the United States, and Costa Rica, totaling 94 h of in situ data. The IWC measurements as a function of temperature were compared with model simulations. The Model for Aerosol and Ice Dynamics (MAID), a detailed microphysical box model, was run over the temperature range 2838 to 2438C and with constant vertical velocities of 0.01, 0.1, 0.5, 1.0, and 3.0 m s 21 ,a n dw i t h fluctuating velocities as well. They found that there was good agreement between the IWC observations and the simulations.
Reliable, globally distributed in situ data are clearly needed for evaluating the accuracy of ice microphysics in climate models. Satellite measurements provide one such source, but the reliability of the retrievals has been evaluated only for limited areas that are mostly over continental regions. Rarely have there been intercomparisons of aircraft in situ measurements and climate model simulations. In this study, we use the in situ dataset reported by Krämer et al. (2016) and papers referenced therein in combination with a very large dataset reported by Heymsfield et al. (2013) to intercompare IWC and S derived from in situ data, satellite active remote sensors, and climate models as a function of temperature and geographic region. The goal of this intercomparison is to identify strengths and weaknesses in each of these methods, with the hope that this evaluation can lead to improved global modeling of ice cloud properties. The datasets used in this analysis are described in section 2, and the results are presented in section 3. Section 4 discusses the comparisons, and section 5 summarizes the results of the intercomparisons and draws conclusions.
Data

a. In situ data
1) SLK DATASET
The IWC dataset, hereinafter referred to as SLK, was compiled for this paper from the work of Schiller et al. (2008) , Luebke et al. (2013 ),andKrämer et al. (2016 . The geographical range is from 758Nt o2 5 8Sa n dt h e temperature ranges from 2258 to 2918C. The field programs associated with the combined SLK dataset are identified in Table 1 . Schiller et al. (2008) presented 10 h of IWC measurements from nine campaigns (1999) (2000) (2001) (2002) (2003) (2004) (2005) , using the Lyman-alpha fluorescence hygrometer (FISH) to measure the total water amount and another Lyman-alpha fluorescence hygrometer (FLASH) or an open-path tunable diode laser hygrometer [the Open-Path Jülich Stratospheric Tunable Diode Laser (TDL) Experiment (OJSTER)] to detect the water vapor content. Luebke et al. (2013) extended this dataset by 28.4 h of IWC measurements from four campaigns (2002-08), using the closed-path laser hygrometer (CLH) together with the open path TDL JPL Laser Hygrometer (JLH). Another 60.6 h of IWC observations from five campaigns were added to the dataset by Krämer et al. (2016) .F o rt w oo ft h e campaigns, FISH and CLH were used to measure the IWC. During three other field experiments, IWC was derived from particle size distributions over the size range 0.6-950 mm.
For the SLK dataset, the estimated uncertainty is 67%-20%. The lower limit of the dataset is 10 26 gm -3
with some points down to 10 27 gm 23 . A reasonable upper limit is 0.3 g m 23 . The SLK dataset contains 93.6 h of 1-Hz IWC measurements, totaling about 156 000 1-Hz
data points, corresponding to about 67 000 km of incloud sampling.
2) H16 DATASET
In another comprehensive study, Heymsfield et al. (2013) 23 .Below2608C, 7% of the IWC observations used the CVI and 93% used the FISH instrument, with the lower detection level stated for the SLK dataset. T h el a t t e rd a t aw e r ea l lf r o mt h eS t r a t o s p h e r i cClimate Links with Emphasis on the Upper Troposphere and Lower Stratosphere (SCOUT-03). There is overlap here with the SLK dataset. Because there have been few data collected at such low temperatures, these SCOUT data from both datasets are included here.
The measured ice water contents in the H16 dataset were used to develop temperature-dependent massdimensional relationships of the form m 5 aD b over the temperature range 08 to 2868C. For every 5-s period, the coefficient b was derived using fractal geometry based on the measured particle cross-sectional areas (giving a value of b of about 2.1), and the coefficient a was derived from the PSD (50 mmto.1cm) that gave the measured IWC (when hysteresis of the CVI output, mostly due to periods with exiting clouds, was filtered out). The development of temperaturedependent a and b coefficients facilitated the use of the PSDs to estimate the IWC for periods when the IWC was below or above the measurement range of the CVI. This was necessary for 25% of the time.
For the times when the IWC exceeded the CVI threshold, the median ratio of the IWC derived from the PSD to those derived from the CVI was 1.00, but the average ratio was 1.19 6 3.1. Based on this evaluation and given the inherent uncertainty of the particle size distributions at low number concentrations and the masses of small particles, we have chosen to use a lower cutoff of 10 24 gm 23 for our analysis.
1 The potential impact of this detection threshold is discussed further in section 3. With a lower cutoff of 0.0001 g m 23 , the dataset comprises a total of 90 000 (5-s average) points. Increasing the cutoff from 0.000 01 to 0.0001 g m 23 raises the median IWC from 0.037 85 to 0.038 42, or by only 1.5%. The total combined in-cloud horizontal sampling distance in the H16 study is about 89 000 km.
In total, the combination of the Schiller et al. (2008) , Luebke et al. (2013) , Krämer et al. (2016 ),andHeymsfield et al. (2013 datasets contains about 343 000 km of in-cloud sampling.
b. Models
1) CAM5 MODEL AND OUTPUT
This study uses version 5 of the Community Atmosphere Model (Neale et al. 2010 )w i t hat w omoment scheme (Morrison and Gettelman 2008) , which also includes ice supersaturation (Gettelman et al. 2010 ) and an advanced cloud macrophysics (fraction) scheme (Park et al. 2014) . CAM5 also includes a prognostic aerosol model (Liu et al. 2012 ) and a moist boundary layer scheme (Bretherton and Park 2009 ). CAM5 is available as part of Community Earth System Model release 1.0 (CESM1; Hurrell et al. 2013) . To this version of CAM5, a new version of the cloud microphysics scheme has been added (Gettelman and Morrison 2015) with a prognostic representation of precipitation (snow and rain).
The model was run for 3 yr with climatological year 2000 sea surface temperatures (SSTs) and greenhouse gases. Resolution is 1.9832.58 in the horizontal, with 30 levels in the vertical to 3 hPa.
2) MET OFFICE UNIFIED MODEL
The Met Office Unified Model is used routinely for operational weather and climate prediction. The model uses parameterizations to represent the cloud fraction (Wilson et al. 2008 ); large-scale stratiform mixed-phase cloud microphysics (Wilson and Ballard 1999) ; deep, midlevel, and shallow convection (Gregory and Rowntree 1990) ; and boundary layer mixing (Lock et al. 2000) . The convection representation has a simple microphysical representation and diagnoses the phase of the condensate associated with convection using a linear ramp ranging from all liquid at 2108C and warmer to all ice at 2208Ca n dc o l d e r . The large-scale precipitation is capable of representing supercooled liquid water. It was run in a climate for 1 yr (1989) mode with a grid spacing of 1.9831.258. The model configuration used was Global Atmosphere 7 (GA7). Differences in the treatment of cloud from GA6 include the introduction of an updated ice cloud and radiation treatment, such as a new ice PSD treatment and associated modifications to the large-scale cloud fraction scheme (e.g., Furtado et al. 2015)a n d changes to the CAPE clouds for deep and midlevel convection. The monthly mean in cloud IWC (gridbox-average IWC/cloud fraction) diagnostic and temperatures were output from the microphysics for the stratiform precipitation. A threshold minimum incloud IWC and cloud fraction of 1 3 10 26 kg kg 21 and 0.0001, respectively, were required to record a nonzero in-cloud IWC value. For the convection a diagnosed IWC (consistent with the values used for the radiation) was combined with the stratiform cloud fraction in the same grid box.
c. CloudSat/CALIPSO and GPM satellite retrieval products
The CloudSat CPR makes near-nadir-pointing observations with a footprint of about 1.7 km along track by 1.3 km cross track between 828Na n d8 2 8S. Data used for these analyses cover 2007-10. Meteorological state information comes from reanalysis products developed by the European Centre for MediumRange Weather Forecasts (ECMWF) that have been 1 As a sensitivity study, the minimum IWC derived from the PSDs for temperatures above 2608C was adjusted from 10 27 to 10 22 gm 23 in increments of an order of magnitude. The resulting ratio of the number of points included in the analysis to the total number of points for IWC of 10 27 gm 23 is as follows: 10 27 ,10 collocated to the CloudSat radar profiles. The 2C-SP data are from the release 4 (R04) product series, while the 2C-ICE data are produced by an improve version of that algorithm (Deng et al. 2015) .
1) 2C-ICE PRODUCT
The CloudSat Ice Cloud Property Product contains retrieved estimates of the IWC for identified ice clouds measured by the CloudSat CPR and the CALIPSO cloud-aerosol lidar. This 2C-ICE cloud product uses combined inputs of the measured radar reflectivity factor from CloudSat and the measured attenuated backscattering coefficients at 532 nm from the CALIPSO lidar to constrain the ice cloud retrieval more tightly than the radar-only product and to generate more accurate results. When the reflectivities are below the CPR's detection limit, CALIPSO-only data are used to retrieve the IWC; CPR-only data are used when CALIPSO data are not available.
2) 2C-SNOW-PROFILE PRODUCT
The 2C-SP retrieval algorithm estimates vertical profiles of the probability density functions (PDFs) of snow PSD parameters using explicit a priori assumptions about the snow particle microphysical and scattering properties. The estimates of the PSD parameters are then used along with the microphysical properties to construct the vertically resolved snowfall rate and, as in the study here, the ice water content. A retrieval is performed if the 2C-PRECIP-COLUMN product (Haynes et al. 2009 ) has categorized the surface precipitation as snow or as mixed phase with a melted mass fraction of less than 10%.
3) GPM
The satellite measurements cover approximately 658S-658N in a non-sun-synchronous orbit. The GPM dual-polarization radar consists of Ku-band (13.6 GHz) and Ka-band (35.5 GHz) channels. The data product used here is derived from level 2A processing, containing radar reflectivities and the retrieved precipitation rate and phase (Iguchi et al. 2010 ). Precipitation rate is retrieved from the radar reflectivity factor corrected by a hybrid of the HitschfeldBordan (Hitschfeld and Bordan 1954) method and a surface reference method. The snowfall retrievals used in the study are based on the combined Ku-and Ka-band observations. The reflectivities shown in the figures below are from the Ku band. The horizontal resolution is about 5 km. The data are from the period 8 March 2014-31 March 2015.
Results
This section presents data derived using the methods identified in section 2, intercomparing the datasets according to geographical region.
a. Summary of in situ measurements
Figures 1 and 2 show the temperature, altitude, and geographical distributions of the SLK and H16 datasets, respectively. For reference, polar regions are defined here as above 1608 latitude and below 2608 latitude, midlatitude regions from 2308 to 2608 and 1308 to 1608 latitude, and the tropics as 2308 to 1308 latitude; these areas comprise 13%, 37%, and 50% of the earth's surface area, respectively.
For SLK, the data ( Fig. 1) for polar regions are all from the Arctic (P; right column, top of Table 1)a n d from the midlatitudes (M; Table 1)a n dt r o p i c s( T ; Table 1 ). For H16, the polar data include data from the Arctic (P; right column, bottom of Table 1), the midlatitudes (M), and the tropics (T). Of the latter, NAMMA and ICE-T are associated either directly or indirectly with deep convection. Figure 3 shows the temperature distribution of the measurements for the two in situ datasets. As noted for SLK (Fig. 3a) , the temperatures sampled were all below about 2258C and extended to a temperature as low as 2918C. Across this temperature range, a large sample of data was collected, especially at temperatures from 2708 to 2408C. The tropical data extended to the lowest temperatures. For the polar clouds, relatively few in situ measurements were collected. The midlatitude data were primarily at temperatures between 2608 and 2408C and included most of the SLK data in that temperature range.
The temperature distribution for the 5-s average data from H16 shows fewer points, so to make it comparable to the 1-s data reported in SLK, the number of points should be multiplied by a factor of 5. Temperatures sampled during H16 were from about 2888 to .08C. The temperatures for the tropical dataset also extend to low temperatures. A reasonably large set of data was collected in the tropics for temperatures warmer than 2508Ci np a r tb ecause of three field programs: TC4, NASA's African Monsoon Multidisciplinary Analyses (NAMMA), and ICE-T. Many of the in situ data points collected during N A M M Aa n dI C E -Tw e r ei nr e c o r d e di nc o n v e c t i v er egions, but we have removed those times when there was liquid water present in concentrations .0.01 g m 23 because we want to focus on the distribution of the IWC with temperature. As with the SLK, most of the data at temperatures warmer than 2508C are from midlatitude clouds.
b. Ice water content comparisons
1) IWC AND ICE WATER MIXING RATIO COMPARISONS FOR THE INDIVIDUAL DATASETS
This section examines the temperature dependence of the ice water content for the various datasets. Comparing the IWCs solely as a function of temperature can potentially introduce errors because a given temperature can correspond to widely different atmospheric pressures. For example, a temperature of 2408C can correspond to pressures of 900 hPa in the Arctic and 300 hPa in the tropics. For this reason, we have also examined the temperature dependence of the ice water content mixing ratio (IMX, which is the IWC divided by the air density).
In what follows, a curve identified as the Dr curve or reference curve is used as a benchmark to intercompare the various datasets (Fig. 4) . To first order, the IWC is approximately given by the difference in the density of the water vapor between the RH required for ice 
nucleation (solid curve labeled r w in Fig. 4 ) and the RH at ice saturation (r i , dotted curve in Fig. 4 ). At temperatures 2408C and above, r w is the density of the water vapor at saturation with respect to the liquid water at the given temperature and at temperatures below 2408C this vapor density is derived from the RH where homogeneous ice nucleation becomes significant (see Koop et al. 2000) . The reference curve is given by this difference between r w and r i (Fig. 4, dashed curve) . The idea is based on the following simplified view of the subsequent growth of the ice phase and the IWC (see schematic in the Fig. 4 inset) . For temperatures of 2208C and below, where much of our analysis is focused, linear ice crystal growth rates are ,1 mms 21 (Bailey and Hallett 2012) . The ice crystals will largely grow in place with little fallout for a period of time, which will decrease the RH appreciably below the RH at the time of nucleation, approaching ice saturation. The crystals do fall out of the parcel, but those falling from above replace those falling out from that level, resulting in a slightly lower IWC, but given the rate of change of Dr with temperature, this lower IWC would have an insignificant effect on the net change in the IWC (fall-in versus fallout). For outflow cirrus, the Dr estimate would not be valid, because the ice mass might form at warmer temperatures and then flow out of high levels. Likewise, the Dr estimate would not be valid in sublimation zones, either in stratiform or convective outflow situations or from cloud base to the surface, nor when liquid water is present. Note that in general, clouds that are in their ''active'' state (not dissipating) were sampled. At times, though, when constant altitude penetrations are made near cloud base, these are generally sublimation zones. As a first-order approximation, 10% of the measurements are in sublimation zones. Note that the Dr curve is used only as a reference point for comparison with the various datasets. In addition, we have derived a reference mixing ratio curve by taking the reference IWC curve and dividing it by the air density using the U.S. Standard Atmosphere, 1976 . Figure 5 summarizes the distribution of the median IWC as a function of temperature for the various datasets; within each set the data are separated according to the climate zone. The three columns present the data from the in situ observations (Figs. 5a,b) , model output (Figs. 5c,d) , and CloudSat retrievals (Figs. 5e,f) . To avoid clutter, standard deviations are not plotted in Fig. 5 . For comparison, the reference Dr curve is plotted. In general, the IWC increases with temperature, as is expected based on the reference curve plotted in each panel.
For the in situ observations the following points are noted. At temperatures 2608C and below, the SLK dataset is more geographically distributed than the H16 dataset. The IWCs at these temperatures are considerably below the Dr curve for the SLK dataset and to a lesser extent for the H16 dataset. At temperatures from 2258 to 2608C, the H16 data show a geographical dependence, with the IWCs highest in the tropics and lowest in the polar regions. This dependence is not found in the SLK dataset. The IWCs for the tropical and midlatitude clouds in H16 closely match the Dr curve, and the IWCs from SLK are considerably below that curve. The reasons for the differences are discussed later in this section. At temperatures warmer than 2258C, the H16 IWCs closely match the Dr curve, except for the polar clouds.
For both the CAM5 and U.K. models, the distribution of the mean IWC with temperature is generally parallel to the Dr curve. The marked decrease in the CAM5 IWCs at temperatures warmer than 2258C for tropical regions is suggestive of an anomaly in the convective parameterization scheme, although at least some of it is due to the conversion of some of the condensate to liquid water rather than snow. It is also important to point out that the variables available for CAM5 include diagnostic ice water from the stratiform and deep convection schemes but not from the shallow convective scheme. As a result, in the tropics at warmer temperatures where shallow convection is active, some of the IWC is missing. For the U.K. data, the IWCs are close to the reference curve, and there is a strong dependence of the IWC noted on geographical location, with the largest values noted in tropical regions and lowest in polar regions. The CloudSat 2C-ICE retrievals seem to be realistic in that for a given temperature, and transitioning from the tropical to polar regions, the IWCs shift to lower values. The CloudSat 2C-SP retrievals show almost no dependence on the geographical region and have patterns of behavior that do not follow the Dr curve. The reason for this behavior is discussed later. Note that the 2C-SP formulation is such that IWC aloft is retrieved only when there is precipitation reaching the surface.
To address the question of whether the IWC-T relationship between different cloud types is significantly affecting the interpretations drawn from Fig. 5 , we used the precipitating cloud-type flags from the CloudSat and GPM datasets to examine the percentage of precipitating clouds that are convective versus stratiform and the corresponding IWCs. With the greater sensitivity of the CloudSat radar, those data are used to derive the percentages. The observational and model datasets are not used in this evaluation because the observations are from a small subset of data and the models cover a large region where convection would have a relatively small effect. For a temperature of 2208C, polar, midlatitude, and tropical regions have the following frequency of occurrence for convective (stratiform) clouds: 16% (84%), 12% (88%), and 12% (88%), respectively. For a temperature of 08C, these values become 13% (87%), 11% (89%), and 11% (89%), respectively. When both precipitating and nonprecipitating clouds are considered, the percentage of convective clouds is even smaller relative to the stratiform clouds. Thus, the IWC-T relationship is heavily weighted toward stratiform precipitating and nonprecipitating clouds in all regions. To examine whether there are significant differences in the IWC of precipitating convective and stratiform clouds, we derived median values of the IWCs for the stratiform and convective regions as a function of temperature. For a temperature of 2208C in the polar, midlatitude, and tropical regions, respectively, the convective (stratiform) clouds are 0.061 (0.039), 0.179 (0.090), and 0.22 (0.11) g m 23 .
For a temperature of 08C, these values become 0.18 (0.21), 0.29 (0.31), and 0.29 (0.30) g m 23 , respectively. To summarize, a comparison of the various methods for deriving the temperature distribution of the IWCs shows differences between the data by collection method, geographical location, and temperature, and these are not likely to be due to the dominance of convective or stratiform clouds in each region. The data from H16 are generally fairly close to the Dr curve with CloudSat somewhat lower, with the exceptions of the relatively lower values for the polar data and, in the case of H16, at temperatures 2558C and below. The SLK data for all geographical locations are lower than the Dr curve, and all locations show about the same values. The CAM5 dataset follows the Dr curve, but it is lower by about an order of magnitude, with the exception of the tropical dataset, which shows a steep drop-off at temperatures above 2258C. The values are fairly close to those of the SLK dataset. The U.K. values are also considerably lower than the Dr curve, with the largest values noted in the tropical regions and the lowest in the polar regions, as would be expected.
Given the similarity between the trends observed for the IWCs and those found for IMX, we will not show a plotted figure but briefly note the differences. The CloudSat 2C-SP retrievals show a progression with temperature in IMX, from lower values in polar regions to higher values in the tropics, a much larger difference than was noted in IWC from this algorithm. The H16 data also show similarly larger differences. Because the differences noted between the IWC as a function of temperature and the ice mass mixing ratio as a function of temperature are not marked, the remaining discussion in this section will focus on the comparisons between the IWCs derived from the various methods.
We show the temperature dependence of the IWC as derived from all of the datasets, for all geographical regions combined (Fig. 6a) and for each region separately (Figs. 6b-d) . When data from all the regions are combined (Fig. 6a) , the H16 curve (red line) nearly overlays the Dr curve (black dashed line), followed by the U.K. data (light green) and the 2C-ICE data (dashed, purple), with the SLK (orange) and CAM5 (cyan) data having about the same values, and the 2C-SP retrieval (dashed, green) displaying a parabolic profile.
In general, the highest IWCs are noted for H16 and the lowest for SLK for T ,2658CandT .2408C. In the polar regions (Fig. 6b) , both in situ datasets, although they track fairly closely in overlapping temperature ranges, display nonuniform changes in the IWC with temperature, which points to the relatively small sample of in situ observations there. The CAM5 and the U.K. model data are quite close to each other, except for temperatures below 2608C, where the latter dataset shows unexpectedly large values, and for temperatures above 2258C in tropical regions, where CAM values drop sharply (Fig. 6d) . The IWCs retrieved from CloudSat 2C-ICE are generally close to those from CAM5 and the U.K. model, although there is an unexpected increase in the IWC at temperatures below about 2758C. The 2C-SP-retrievedIWCsshowanunexpectedincreaseinthe IWCs at temperatures below about 2308C.
2) THE SLK AND H16 IN SITU DATASETS
COMBINED
Because the individual datasets making up the SLK and H16 have been published in the formal literature and have been and will be used in future studies, it was appropriate to represent them separately, as in Figs. 5 and 6. We now seek to find the reasons for the differences between the SLK and H16 datasets. The distribution of IWC with temperature is shown in increments of an order of magnitude from 10 27 to 10 22 gm 23 for the SLK and H16 datasets in Fig. 7 . For each temperature interval, Fig. 7 shows the fraction of data points in a given IWC interval to the total number of points with IWCs above 10 27 gm 23 . What is clearly noted is that, aside from the lowest temperature range sampled, the 
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H16 IWCs are considerably larger than those in the SLK dataset. Also shown in each panel is the fraction of the total number of data points in a given IWC interval that is derived under tropical conditions, which is usually associated with the outflow from convection. From  Fig. 7 , it can be concluded that the reason for the larger IWCs in H16 than SLK is due to the sampling in the former case being heavily weighted toward tropical clouds and in the latter case toward midlatitude, nonconvectively generated ice cloud. For this reason, it seems prudent to combine the two datasets to get a more comprehensive view of the global distribution of cirrus cloud IWCs. Not combining the two datasets may lead to errors in interpretation and comparisons with satellite and model data, because SLK sampled lower IWCs and H16 higher IWCs. Although the H16 dataset was derived for 5-s averages, each 5-s average (T, IWC) data point is considered five times to make the two datasets consistent. Figure 8 compares the median values of IWC as a function of temperature for the SLK dataset, the H16 dataset, and the combined dataset. A comparison of the curves in Fig. 8 shows some interesting results. On average, for T ,2 808C, the SLK IWCs dominate; for 2608,T ,2 558C, both datasets have about the same IWCs; and for T .2 558C, the H16 values dominate. These differences might be attributable to the different IWC sampling ranges for the two studies. For example, for T .2 558C, the IWCs, especially in the tropical convective ice clouds, can contribute IWCs much larger than 0.3 g m 23 . A depiction of the mean and variance of the IWCs with temperature for the combined SLK and H16 dataset is presented in the form of cumulative PDFs in Fig. 9 , with PDFs shown in 10% increments beginning with the interval 0.25-0.35 and ending with 0.75-0.85. The combined dataset shows a relatively smooth profile of IWC and small variance with temperature when the data from all geographical locations are combined (Fig. 9a) . This smoothness and narrowness of the IWC distribution is also found for the midlatitude and tropical regions (Figs. 9c,d ). What is interesting about the polar data is the small decrease in the IWC with temperature when compared with the other regions (Fig. 9b) . Exponential fits to the IWC data in each panel fit the data quite well, with the exception of the tropical regions at temperatures above 2108 and below 2708C.
3) COMPARISONS OF IWC DERIVED FROM MODEL
AND SATELLITE DATA Figure 10 is in a form similar to Fig. 9 , with the CAM5 data in the left panels and the U.K. data in the right panels, enabling a comparison of the in situ and model data. For each 28C, median values of IWC and S when ice cloud is present are derived from the model and satellite datasets. For temperatures below 2308C, the IWC profiles for the combined, midlatitude, and tropical datasets are quite similar to those found for the in situ data, whereas the IWCs for the polar regions are generally considerably larger. As temperatures warm above 2208C, the IWCs for the CAM5 data for tropical regions decrease, as noted earlier. What is noticeable in comparing the CAM5 with in situ data is that the spread of IWCs at a given temperatures (width of the colored regions, 20%-80% of the data points) is much larger in the latter than former. The IWCs in the U.K. model results are quite close to the median values found from the in situ data, but the spread of the IWCs is much narrower than that of the in situ data. The difference in spread is to be expected, given that the models represent a single value for ice water content over 25-200-km grid boxes. For a proper comparison of variance, the in situ observed IWC should be averaged on the scale of model IWC 3 cloud fraction.
The cumulative probability distribution for the CloudSat 2C-ICE retrievals is close to those for the in situ data for the combined dataset and geographically, although the spread of the IWCs is considerably larger for the 2C-ICE data (Figs. 11a-d) . By contrast, there are marked differences between the 2C-SP retrievals and the in situ data, although the spread of the IWCs is much smaller (Figs. 11e-h ).
c. Snowfall rate comparison
Using the PSD and the ice particle terminal velocity estimates from the Heymsfield et al. (2013) study, snowfall rates were derived for the H16 dataset by integrating the product of the mass times the terminal velocity across the measured PSDs. Because the snowfall rates were not derived directly from either the SLK in situ data or for the CloudSat 2C-ICE retrievals, the relationships between snowfall rate, ice water content, and atmospheric pressure (for P 5 1000, 800, 600, and 400 hPa) from Heymsfield et al. (2013) are used to derive the snowfall rate from the ice water content and associated pressure for those studies. We have also developed a method to create a ''reference'' snowfall rate-temperature dependence. For each PSD from the H16 dataset, a mean mass-weighted terminal velocity V m can be found from
A relationship between V m and IWC for pressure levels of P 5 1000, 800, 600, and 400 hPa can be derived, and a pressure-dependent V m -IWC relationship can be developed (Fig. 12) . Using this summary relationship, a reference value for S th as a function of temperature and height is derived from the reference (Dr) IWC from
where IWC th is the reference IWC value at a given temperature and the pressure level for the calculation of V m is assumed to be the pressure from the standard atmosphere for that temperature. The snowfall rates derived for each dataset and subdivided according to regions follow along the same relative trends as noted for the IWC comparison (cf. Figs. 13 and 5) . Because the SLK data do not extend to temperatures above 2268C and the H16 data are mostly from temperatures above about 2608C (Figs. 13a,b) , comparisons between the two datasets can be made for 2608,T ,2268C. The SLK data do not show a regional temperature dependence, whereas the H16 data show decreasing snowfall rates from tropical to polar regions. The snowfall rates for the model data are about an order of magnitude lower than the H16 rates, with little regional dependence (Figs. 13c,d) . The CAM5 snowfall rates for the tropical regions decrease as temperatures warm above about 2258C, mirroring the trends noted for IWC. The 2C-ICE-retrieved snowfall rates, derived from the H16 S-IWC relationship, are similar in magnitude to those for the H16 dataset. In contrast, the 2C-SP-retrieved snowfall rates have little similarity to either the 2C-ICE or H16 rates (Figs. 13b and 13e ). The snowfall rates derived from the GPM Ku-band radar data are higher than those from the in situ or CloudSat data, because of the higher reflectivity detection threshold of the GPM Ku-band radar. Surprisingly, the S profile for the GPM retrievals is similar to that noted for the 2C-SP retrievals, although the average values of S are higher for the GPM dataset. Note that both the 2C-SPand GPM-retrieved snowfall rates increase at temperatures below about 2308C. The trends for an increase in the snowfall rate with decreasing temperature can be linked to the fixed precipitation detection reflectivity thresholds used in the retrievals.
The combined SLK and H16 snowfall rates (Fig. 14) , plotted in a PDF-type form to show the variability, exhibit a nearly monotonic (exponential) decrease with temperature (see dotted curves, which are exponentials). The highest rates are noted in the tropical regions (Fig. 14d) , and the lowest values are found in the polar regions (Fig. 14b) .
Cumulative probability distributions of S as a function of temperature from the model datasets in the f o r mo fP D F sa r ec o m p ar e dw i t he a c ho t h e ra n dw i t h the average from the in situ observations (dashed lines) FIG. 8 . IWCs, averaged in temperature increments of 18C, as a function of temperature for the SLK and H16 datasets separately and combined. Each of the data points is smoothed over 58C using a smoothing routine, to increase the clarity. Each H16 (IWC, T ) data point is considered five times to account for the different sampling intervals in each study. For T .2 268C, the H16 and combined datasets have the same values.
in Fig. 15 . At a given temperature, there is a wide distribution of S for the CAM5 data (Fig. 15 , left panels) and a narrower distribution for the UK data (Fig. 15 , right panels). The U.K. model data extend to lower temperatures than those for CAM5. The two datasets yield comparable snowfall rates with temperatures (Figs. 15a,e) . The rates derived for polar regions for the two models at overlapping temperatures are comparable, and the trends and magnitudes are similar to the median values derived from in situ data (Figs. 15b,e) . However, for these regions and for temperatures below 2508C, the in situ and model data differ widely.
For all regions and where the temperatures are above about 2258C, the CAM5 rates are flat or decrease with increasing temperatures (as a result of missing convective snowfall being treated as rain instead), and the in situ rates are much larger than those from either of the models. Figure 16 compares the retrieved snowfall rates from 2C-ICE (synthesized from IWCs), 2C-SP retrievals, and GPM Ku-band radar. What is most noticeable from the plots in Fig. 16 is the relatively flat profile of snowfall rates with temperature from both the 2C-SP and GPM retrievals (Fig. 16a) , the similarity of the profiles for all regions (Fig. 16b) , the apparent effects of the reflectivity detection thresholds used for the 2C-SP retrievals (215 dB) and GPM (about 13 dB; Toyoshima et al. 2015) on the resulting snowfall rates (Fig. 16c) , and the relatively narrow width of the profiles (Fig. 16d) . This is most noticeable for the GPM retrievals because of the limitation imposed by the minimum detectable reflectivity. Both the 2C-SP and GPM profiles differ considerably from those derived from both the in situ data and the synthesized 2C-ICE retrievals.
Discussion
From the intercomparisons presented in the previous section, this section discusses weaknesses or limitations FIG. 10 . As in Fig. 9 , but for the (left) CAM5 and (right) U.K. model data.
of some of the datasets-SLK, H16, CAM5, UK, 2C-ICE, 2C-SP, and GPM (for snowfall rate). However, given the large differences in the spatial and temporal resolutions of the various data collection methods, it is difficult to definitively draw conclusions on which specific methods are most accurate. Differences between the SLK and H16 dataset are largely due to the primary locations sampled: for SLK, it is the midlatitudes, and for H16, it is primarily tropical locations. Although the combined SLK and H16 dataset has a number of limitations-relatively few measurements for the Arctic and Southern Hemisphere and none for the Antarctic-IWC was directly measured and the dataset does comprise a wide range of temperatures, heights in the atmosphere, and cloud types and conditions. The snowfall rates derived from the FIG. 11 . As in Fig. 9 , but for the (left) CloudSat 2C-ICE and (right) 2C-SNOW-PROFILE retrievals.
combined dataset are also quite reliable given that the input variables of particle mass and cross-sectional areas were either directly measured (from H16) or inferred from it (using SLK). The combined dataset is therefore used here to form the baseline values in this evaluation. These baseline IWC and S values are constructed by deriving median values of the IWC and S in 28Ci ncrements of temperature from 2908 to 08Cf o rt h e combined in situ dataset. Likewise, IWC and S were derived in 28C increments for each of the datasets. Figures 17 and 18 and Table 2 summarize the relationship between the IWC (or S) derived for each method and the baseline values. In Figs. 17 and 18, increasing IWC and S are associated with increasing temperatures, in general. The following points are noteworthy.
d The SLK IWCs conform closely to the SLK-H16 combined in situ dataset (less than a factor of 2, red symbols; Fig. 17a ) and begin to deviate from those results at temperatures above about 2438C, where the upper limit of the IWC measurements from the probes used in the SLK studies is reached (see symbol in Fig. 17a ). The IWCs from the H16 dataset are underor overestimated by less than a factor of 2 (red symbols in Fig. 17b) , with some overestimates being greater than a factor of 2 at temperatures below about 2438C, largely because of the relatively high detection limit of the probes. The CAM5 IWCs are underestimated throughout (see black symbols below the 1:1 line; Fig. 17c ). The U.K. IWCs are also lower than the combined in situ IWCs, except for temperatures below about 2638C, where the IWCs drop off sharply (asterisk in Fig. 17d ). The 2C-ICE retrievals are below those of the combined in situ IWCs but are mostly within a factor of 2, except for temperatures below about 2688C, where the IWCs become increasingly overestimated (asterisk in Fig. 17e ).
The relatively high 2C-ICE IWCs at T ,2 688Ca r e likely due to the reflectivities being below the detection limit of CloudSat, thus necessitating the use of only CALIPSO data for the retrievals. The 2C-SP IWCs show an unrealistic trend when temperatures drop below 2438C (asterisk in Fig. 17f) , as a result of the reflectivity detection threshold used for the retrievals.
d Trends that are similar to those found for the IWC are noted for the snowfall rate ratios, but the deviations are more significant (Fig. 18) . The deviations noted for the GPM dataset are quite extreme (Fig. 18f ).
d The IWC and S derived from each method are compared with the combined IWC and S in the form of ratios in Table  2 . The mean values found in the 28C intervals are averaged over 108C intervals; the results are shown in Table 2 ,a n d the right column summarizes the results for all temperatures. Boldface text in Table 2 indicates that the ratio R is 0.5 , R , 2, while italic text indicates that R , 0.1 or R . 10. Across all temperatures, the median ratios (first number under ''all'') and mean ratios (second number under ''all'') for both in situ datasets are reasonably close to the desired ratio of 1.0, for both the IWC and snowfall rates. The model IWC data are about a factor of 3 or 4 low relative to the combined in situ data across the range of temperatures considered in Table 2 , with the exceptions being at the lowest temperatures. Model snowfall rates are considerably lower than the in situ observations, especially so for CAM5. The radar-retrieved IWCs are about a factor of 2 or 3 low relative to the combined in situ data, except for temperatures below 2508C. Ratios that increase with decreasing temperature are clearly noted for the 2C-SP retrievals. With the exception of temperatures below 2508C, snowfall rates derived for the 2C-ICE retrievals compare quite favorably to the combined in situ observations, and those for 2C-SP are quite good for temperatures 2508Ca n d above. The GPM-retrieved snowfall rates show ratios that are close to 1.0 at temperatures of 2208C and above.
A well-defined relationship should exist between S and IWC, with the mass-weighted terminal velocity being the variable that connects them [Eq. (1)]. A better understanding of inconsistencies in the trends noted between S and IWC as a function of temperature for the models (Table  2 , cf. ratios in the top and bottom halves of the table) can be identified by comparing the temperature dependence of V m between the models and in situ observations (Fig. 19) . 
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Although there is good consistency between the model and observed V m for the Met Office model (Fig. 19b ), the CAM5 model V m values are nearly constant at temperatures above 2608C (Fig. 19a) , which is nonphysical given the expected changes in particle sizes and resulting increases in V m . This is one reason why the ratios of S and IWC in Table 2 are so distinctly different for the CAM5 values, whereas they are not nearly so different for the U.K. model values.
Summary and conclusions
This study has sought to identify the strengths and weaknesses of ice water contents and snowfall rates FIG. 14. As in Fig. 9 , but for snowfall rates.
obtained using data from research aircraft, climate models, and satellite-borne active remote sensors. The foundation of the analysis is an extensive aircraft-derived database of ice cloud microphysical measurements collected in many geographical areas that cover a wide range of temperatures. Even though the two primary aircraft datasets used in the study included direct measurements of the ice water content, the probes used to collect the data have different measurement ranges, an issue that was considered in the development of a representative in situ database of directly measured IWCs. We also found that consideration of the geographical region rather than whether the precipitating clouds were stratiform or convective was a more meaningful comparison because each region had about the same percentage of clouds classified as one or the other.
Although an increasing number of climate models now use microphysical parameterizations to predict the distributions of liquid and ice clouds (Randall et al. 2007) , their predictions of ice cloud microphysical properties on a global basis had not been previously evaluated using an extensive in situ database. The comparison of the combined in situ data with the climate model simulations identified anomalies, including too much condensate (ice) fallout in tropical regions and generally too little ice in all regions. The underestimated ice, as suggested from the comparison, is exacerbated for snowfall rates for the following reason. The snowfall rate is approximately proportional to the product of the IWC and mass-weighted terminal velocity V m , the latter of which from Fig. 12 is approximately proportional to IWC 0.25 . Thus, an error in IWC can lead to an error of about IWC 1.25 for snowfall rates, although the results could be reduced or increased depending on the assumptions the models use for estimating V m .
Retrievals of ice cloud properties from satellite-borne radars have been evaluated in earlier studies using a limited number of aircraft in situ-satellite collocated data points conducted in limited geographical areas. Our much more extensive, although statistical, comparison suggests that the standard CloudSat/CALIPSO IWC retrievals are quite reliable for conditions when a combination of radar and lidar data is used for the IWC retrieval. Satellite-based retrievals of snowfall rates from active remote sensors on CloudSat perform well at warmer temperatures (warmer than 2438C for CloudSat 2C-SP, 2208C for GPM level 2A Ku band), but overestimate expected snowfall rates by increasing the amounts as the temperatures decrease below 08C.
The increase in the mean snowfall rates with decreasing temperatures noted for the CloudSat 2C-SP and GPM retrievals can be explained in the following way. For the 2C-SP retrievals, snowfall rates are only for radar bins in which the reflectivity exceeds about 215.0 dBZ. Likewise, the GPM minimum reflectivity with nonzero snowfall rates is 13.0 dBZ. The average reflectivity for the 2C-SP retrievals for all temperatures from 2408 to 2808C varies only from 212.0 to 213.0 dBZ, a result primarily a result of the values straddling close to the minimum reflectivity used for the retrievals. Likewise, the GPM reflectivities throughout the temperature range 2408 to 2808C are nearly the same: ;18 6 2 dB. Because lower temperatures correspond to lower pressures (for both datasets) and the algorithms account for the higher terminal velocities of the ice particles with lower pressures, a relatively constant reflectivity (as with both the 2C-SP and GPM retrievals) yields increasing snowfall rates as pressures decrease. While applicable for detecting near-surface precipitation, thresholds below those used by the algorithms may be more appropriate for precipitation aloft. 3. 63, 198 It is hoped that this study has elucidated the limitations of the in situ datasets and that it leads to improvements in the representation of ice microphysics in climate models and in the retrievals of ice water content and snowfall rate from satellite active remote sensors. Our study suggests that there is a strong need for more in situ measurements in polar regions and in particular for the Antarctic, where there has not been a comprehensive field program. In the past, climate model simulations have been evaluated based on statistical comparisons between observational datasets and simulated longwave and shortwave radiative properties, cloud fractions, and surface precipitation rates over a global annual cycle (e.g., Pincus et al. 2008) . Even if these macroscopic properties are reliably predicted, the cloud ice microphysics may still not be reliably represented. The vertical distribution of the ice microphysics may contribute significantly to the vertical distribution of latent heating and cloud radiation and thus affect the convective and large-scale dynamics. Our dataset FIG. 19 . Temperature dependence of the mean mass-weighted terminal velocity, as derived from the (a) CAM and (b) Met Office models.
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provides the opportunity to improve the representation and retrievals of ice water contents and snowfall rates in cloud through climate models and active remote sensing retrievals.
