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Abstract
This paper is devoted to the study of the singularity phenomenon of timelike extremal
hypersurfaces in Minkowski spacetime R1+3. We find there are two explicit lightlike self-similar
solutions to a graph representation of timelike extremal hypersurfaces in Minkowski spacetime
R1+3. The linear mode unstable of those lightlike self-similar solutions is given. After that,
we show those self-similar solutions are nonlinear stability inside a strictly proper subset of the
backward lightcone. Meanwhile, we overcome the double roots case (the theorem of Poincare´
can’t be used) in solving the difference equation by construction of a Newton’s polygon when
we carry out the analysis of spectrum for the linear operator.
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1 Introduction and main results
1.1 Introduction
The timelike minimal surface equation arises in string theory and geometric minimal surfaces
theory in Minkowski space. There has been discovered that the behavior of string theory
in spacetimes that develop singularities [34]. Meanwhile, the study of singularity is one of
most important topics in physics and mathematics theory, which corresponds to a physical
event, such as the solution (e.g. a physical flow field) changing topology, or the emergence of
a new structure, such as a tip, cusp. It can also imply that some essential physics is missing
from the equation in question, which should thus be supplemented with additional terms.
Hence it is a nature problem to study the singularity formation for timelike minimal surface
equation.
When the spacial dimension is one, the timelike minimal surface equation is so-called
Born-Infeld equation (or relavisitive string equation). Eggers-Hoppe [16, 17] first gave some
interesting description of self-similar singularity to timelike extremal hypersurfaces, mean-
while, the swallowtail singularity was also been given by the study of the string solution in
[15]. After that, Nguyen-Tian [30] proved the existence of blowup solution when the string
moving in Einstein vaccum spacetime. One can see the well-posedness theory and related
results in [2, 22, 25, 27] for this kind of equations.
LetM be a timelike (M +1)-dimensional hypersurface, and (RD, g) be a D-dimensional
Minkowski space, and g be the Minkowski metric with g(∂t, ∂t) = 1. At any time t, the
spacetime volume in RD of timelike hypersurface M can be described as a graph over RM ,
which satisfies
S(u) =
∫
RM+1
√
1− |∂tu|2 + |∇u|2d
Mxdt. (1.1)
Critical points of action integral (1.1) give rise to submanifolds M ⊂ RD with vanishing
mean curvature, i.e. timelike extremal hypersurfaces. The Euler-Lagrange equation of (1.1)
is
∂t
(
∂tu√
1− |∂tu|2 + |∇xu|2
)
−
M∑
i=1
∂xi
(
∂xiu√
1− |∂tu|2 + |∇xu|2
)
= 0. (1.2)
Thus finding the solution of (1.2) is equivalent to solve the equation [16, 17]
(1− uαu
α)gu+ u
βuαuαβ = 0, (1.3)
where ∀α, β = 0, 1, 2, . . . ,M , uα =
∂u
∂xα
, zαβ =
∂2u
∂xα∂xβ
and gu = uαβg
αβ.
Let M = 2, D = 4 and r = |x|, equation (1.3) is reduced into the radially symmetric
membranes equation
utt − urr −
ur
r
+ uttu
2
r + urru
2
t − 2uturutr +
1
r
uru
2
t −
1
r
u3r = 0. (1.4)
We supplement equation (1.4) with an initial data
u(0, r) = u0(r), ut(0, r) = u1(r). (1.5)
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If u(t, r) is a solution of (1.4), there exists an exact scaling invariance
u(t, r) 7→ uλ(t, r) = λu(λ
−1t, λ−1r), for any constant λ > 0, (1.6)
and it is a mass conservation dynamics, i.e.
∫
R
(
∂tu√
1− |∂tu|2 + |∇xu|2
)
dxi is conserved along the dynamics.
In general, quasilinear wave equations are energy supercritical, so the smooth finite energy
initial data leads to finite time blowup of solutions, and the blowup rate is like the self-similar
blowup rate. Thus we expect the radially symmetric membranes equation (1.4) has self-
similar blowup solutions. Eggers and Hoppes [16] gave a detail discussion on the existence
of self-similar blowup solutions (not explicit self-similar solutions) to the radially symmetric
membranes equation (1.4). Meanwhile, they gave some numerical analysis results on the
formation of singularity for equation (1.3).
1.2 Main result
In view of the radially symmetric membranes equation (1.4), it is natural to investigate
whether explicit singular solutions do exist and whether they are stable. In the present
paper, we first show there are two explicit self-similar blowup solutions to (1.4), then we
prove nonlinear stability of them inside a strictly subset of the backward lightcone. Here
two explicit self-similar solutions are lightlike solutions, i.e. which propagate with the speed
of light. The existence of it is dimension independent [14].
Theorem 1.1. • The radially symmetric membranes equation (1.4) has two explicit
lightlike self-similar solutions
u±(t, r) = ±(T − t)
√
1− (
r
T − t
)2, (t, r) ∈ (0, T )× [0, T − t],
where the positive constant T denotes the maximal existence time.
Moreover, two explicit lightlike self-similar solutions admit smooth initial data and
finite energy in (0, T )× (0, T − t].
• Those explicit lightlike self-similar solutions are nonlinear stability inside a strictly
proper subset of the backward lightcone, i.e. if the initial data (1.5) satisfies
‖(u0(r), u1(r))− (u
±(0, r), u±t (0, r))‖H1(ΩT )×L2(ΩT ) < ε,
then there exists a solution u(t, r) of equation (1.4) satisfies
‖u(t, r)− u±(t, r)‖H1(ΩT−t) < ε(T − t),
where ε ≪ 1 is a positive constant and the set ΩT−t := {r : r ∈ (0, σ(T − t)]} with
0 < σ < 1.
3
Sketch the proof of Theorem 1.1. Since the radially symmetric membranes equation (1.4)
is a quasilinear wave equation with singular coefficients, it is hard to find explicit singular
solutions [16, 17]. Thanks to the structure of nonlinear terms in (1.4), if we set
u(t, r) = (T − t)φ(
r
T − t
), for t < T,
then the radially symmetric membranes equation (1.4) is reduced into an ODE as follows
ρ(1− ρ2 − φ2)φ′′ + φ′ − φ′φ2 + 2ρφ(φ′)2 + (1− ρ2)(φ′)3 = 0.
Furthermore, if we set
1− ρ2 − φ2 = 0,
then there is
φ′ − φ′φ2 + 2ρφ(φ′)2 + (1− ρ2)(φ′)3 = 0.
Thus the radially symmetric membranes equation (1.4) has two explicit solutions
u±(t, r) = ±(T − t)
√
1− (
r
T − t
)2, (t, r) ∈ (0, T )× [0, T − t], (1.7)
which are lightlike solutions and break down at t = T in the sense that
∂rru
±(t, r)|r=0 → +∞, as t→ T
−. (1.8)
Next, we consider the dynamical behavior near two explicit self-similar solutions. If two
explicit self-similar solutions are nonlinear stability, then the dynamical behavior of them
are as attractors. Otherwise, there may exist the bifurcation phenomenon. We linearize
the radially symmetric membranes equation (1.4) around two explicit self-similar solutions
u±(t, r) in the similarity coordinates, then we get the linear equation
vττ + 3vτ − 4v = 0,
which admits two eigenvalues 4 and −1. Obviously, the positive eigenvalue 4 is an unstable
eigenvalue, which may cause the unstable phenomenon (see Definition 2.1 for mode unstable
or stable). Luckily, we find if we give a small perturbation to solutions (1.7), then the new
linear equation only admits eigenvalues ν satisfying Re ν < 0. More precisely, let the small
perturbation be of the form
v(0)(t, r) = (1− κ)u±(t, r), for constant κ ∼ 1 and κ < 1,
then the linearized equation (around u±(t, r) + v(0)(t, r)) in the similarity coordinates is(
1 + (κ2 − 1)ρ2
)
vττ +
(
4κ2 − 1 + (κ− 1)2ρ2
)
vτ − (1− κ
2)(1− ρ2)2vρρ
+ 2ρ(1− κ2)(1− ρ2)vτρ − ρ
−1(1− κ2)(1− ρ2)vρ − 4κ
2v = 0,
which is well-posedness, and the corresponding eigenvalues of it satisfies Re ν < 0. Here
we can not follow the quasi-solution method given in [9, 10] to deal with our case. This is
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because there are double roots in solving the difference equation, and the theorem of Poincare´
can’t be used. So we have to carry out the analysis of this case by construction of a Newton’s
polygon [5]. Meanwhile, we notice that there is a non-autonomous term −2κ(1−κ2)(1−ρ2)
1
2
in the nonlinear equation. Since κ ∼ 1 and ρ ∈ (0, σ] with 0 < σ < 1, the non-autonomous
term has the property
2κ(1− κ2)(1− ρ2)−
1
2 ∼ ε0 ≪ 1.
Hence, we should solve a non-autonomous quasilinear damped wave equation inside a strictly
proper subset of the backward lightcone. By construction of a suitable Nash-Moser iteration
scheme [35], we construct a solution u(t, r) ∈ H1(ΩT−t) of the radially symmetric membranes
equation (1.4) satisfies
u(t, r)− u±(t, r) = (1− κ)u±(t, r) + w∞(t, r), (t, r) ∈ (0, T )× (0, σ(T − t)],
where w∞(t, r) ∈ H2(ΩT−t) is a small solution of a non-autonomous quasilinear damped
wave equation, and the explicit form of it is given in (4.20). Furthermore, by noticing (1.8),
we obtain nonlinear stability of them in H1(ΩT−t) with the set
ΩT−t := {r : r ∈ (0, σ(T − t)]}.
Here we impose the boundary condition w∞(t, r)|r∈∂ΩT−t = w
∞
r (t, r)|r∈∂ΩT−t = 0.
Notations. Thoughout this paper, we denote the open ball in R3 by B3R centered at zero
with radius R > 0. When R = 1, we write B3. N is the natural numbers {1, 2, 3, . . .}. Z
is the integer number. The symbol a . b means that there exists a positive constant C
such that a ≤ Cb. (a, b)T denotes the column vector in R2. a ≃ b implies that a . b and
b . a. σ(A) and σp(A) are the spectrum and point spectrum of the closed linear operator
A, respectively. RA(ν) := (ν −A)
−1 for ν /∈ σ(A). Re denotes the real part of the complex
number.
Furthermore, let σ < 1 and l ≥ 2, we denote the usual norm of Sobolev space Hl((0, σ])
by ‖ · ‖Hl for convenience. The space L
2((0,∞);Hl((0, σ]) is equipped with the norm
‖v‖2
L2((0,∞);Hl) :=
∫ ∞
0
‖v(t, ·)‖2
Hl
dt,
and the function space Cl1 :=
⋂1
i=0C
i((0,∞);Hl−i) with the norm
‖v‖2
Cl1
:= sup
t∈(0,∞)
1∑
i=0
‖∂itv‖
2
Hl−i
.
The organization of this paper is as follows. In Section 2, we give the existence of explicit
self-similar solutions u±(t, r) and the linear mode unstable of them (see Definition 2.1 for the
mode stable and unstable of solutions). In section 3, firstly, the well-posedness result for the
linearized radially symmetric membranes equation around the initial approximation function
is shown by the semigroup theory, then the analysis of spectrum of linearized operator is given
by construction of a Newton’s polygon. After that, we show the well-posedness result for
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the linearized radially symmetric membranes equation at the general approximation step.
In section 4, the nonlinear stability of explicit self-similar solutions u±(t, r) is proven by
contruction of the Nash-Moser iteration scheme [35]. One can see [20, 26, 28] more details
on this method.
2 Linear mode unstable of lightlike self-similar solutions
This section gives the proof of mode unstable for two explicit self-similar solutions of the
radially symmetric membranes equation (1.4). Firstly, we show how to find two explicit
self-similar solutions of equation (1.4) by the scaling invariant of (1.6) and the structure of
nonlinear terms. Then the mode unstable of them are proved.
2.1 Two explicit lightlike self-similar solutions
Self-similar solutions are invariant under the scaling (1.6), so we can set
ρ =
r
T − t
,
u(t, r) = (T − t)φ(ρ),
where T is a positive constant.
Inserting this ansatz into equation (1.4) by noticing
∂tu(t, r) = −φ(ρ) + ρφ
′(ρ),
∂ttu(t, r) = (T − t)
−1ρ2φ′′(ρ),
∂ru(t, r) = φ
′(ρ),
∂rru(t, r) = (T − t)
−1φ′′(ρ),
∂tru(t, r) = (T − t)
−1ρφ′′(ρ),
we obtain a quasilinear ordinary differential equation
ρ(1 − ρ2)φ′′ + φ′ − φ′φ2 + 2ρφ(φ′)2 − ρφ′′φ2 + (1− ρ2)(φ′)3 = 0. (2.1)
Here we are only interested in smooth solutions in the backward lightcone of blowup
point (t, r) = (T, 0), i.e. ρ in the closed interval [0, 1]. It satisfies
∂n
∂rn
φ(
r
T − t
)|r=0 = (T − t)
−nd
nφ
dyn
(0), (2.2)
where if the n-th derivative is even, there is d
nφ
dyn
(0) 6= 0. If n is odd, there is d
nφ
dyn
(0) = 0.
This condition is different with wave map (e.g. see [4]). One can see that every self-similar
solution φ(ρ) ∈ C∞[0, 1] describes a singularity developing in finite time from smooth initial
data. By the structure of nonlinear terms in equation (2.1), we have
ρ(1− ρ2 − φ2)φ′′ + φ′ − φ′φ2 + 2ρφ(φ′)2 + (1− ρ2)(φ′)3 = 0. (2.3)
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Let
1− ρ2 − φ2 = 0,
then there is
φ′ − φ′φ2 + 2ρφ(φ′)2 + (1− ρ2)(φ′)3 = 0.
Thus we obtain two explicit solutions
φ(ρ) = ±
√
1− ρ2, (2.4)
which satisfies (2.2).
Consequently, two explicit self-similar solutions of (1.4) are
u±(t, r) = ±(T − t)
√
1− (
r
T − t
)2, (2.5)
which exhibit the smooth for all 0 < t < T , but which break down at t = T in the sense that
∂rru
±(t, r)|r=0 = ±((T − t)
2 − r2)−
1
2 |r=0 ± r
2((T − t)2 − r2)−
3
2 |r=0
= ±
1
T − t
→ +∞, as t→ T−,
and the dynamical behavior of them are as attractors.
On the other hand, from the form of u±(t, r) in (2.5), it requires that
1− (
r
T − t
)2 ≥ 0.
So we consider the dynamical behavior of self-similar solutions in of the backward lightcone
BT := {(t, r) : t ∈ (0, T ), r ∈ [0, T − t]}.
Remark 2.1. Obviously, self-similar solutions (2.5) are cycloids. The sphere begins to
expand until it starts to shrink and eventually collapses to a point in a finite time T˜ = T−r0,
i.e. u±(T˜ , r0) = 0. Here r0 is a fixed positive constant in the backward lightcone.
2.2 Mode unstable of self-similar solutions u±(t, r)
We introduce the similarity coordinates
τ = − log(T − t) + log T, ρ =
r
T − t
, (2.6)
and we set
v˜(τ, ρ) = T−1eτu(T (1− e−τ ), T ρe−τ ),
then equation (1.4) is transformed into
v˜ττ − v˜τ − (1− ρ
2)v˜ρρ −
1
ρ
v˜ρ + 2ρv˜τρ + v˜
2
ρ(v˜ττ + v˜τ − 2v˜) + v˜ρρ(v˜ − v˜τ )
2
− 2v˜ρv˜τρ(v˜τ − v˜) +
1
ρ
v˜ρ(v˜τ − v˜)
2 +
1
ρ
(ρ2 − 1)v˜3ρ = 0.
(2.7)
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In the similarity coordinates (2.6), the blowup time T is changed to ∞. So the stability
of blowup solutions for the radially symmetric membranes equation (1.4) as t → T− is
transformed into the asymptotic stability for quasilinear wave equation (2.7) as τ →∞. We
now consider the problem of mode unstable for linear equation of (2.7).
Let the solution of (2.7) takes the form
v˜(τ, ρ) = φ(ρ) + v(τ, ρ), (2.8)
where φ(ρ) is defined in (2.4).
Inserting (2.8) into equation (2.7), it has
(1 + φ′2)vττ − (1− ρ
2 − φ2)vρρ − (1− φ
′2 + 2φ′′φ+
2
ρ
φ′φ)vτ + 2(φφ
′ + ρ)vτρ
−
1
ρ
(
1 + 4ρφ′φ− 3(ρ2 − 1)φ′2 − φ2
)
vρ +
1
ρ
(−2ρφ′2 + 2ρφ′′φ+ 2φ′φ)v = f(φ, v),
(2.9)
where
f(φ, v) :=2φv2ρ − vρ(vττ + vτ − 2v)(vρ + 2φ
′)− φ′′(v − vτ )
2
− vρρ
[
(v − vτ )
2 + 2φ(v − vτ )
]
+ 2φ′vτρ(−v + vτ )− 2φvρvρτ
+ 2vρvρτ (−v + vτ )−
1
ρ
vρ
[
(v − vτ )
2 + 2φ(v − vτ )
]
−
1
ρ
φ′(v − vτ )
2
− (ρ−
1
ρ
)(v3ρ + 3φ
′v2ρ).
It follows from the exact form of φ(ρ) in (2.4) that
1− ρ2 − φ2 = 0,
φφ′ + ρ = 0,
so equation (2.9) is reduced into
vττ + 3vτ − 4v = f(ρ, v), (2.10)
where
f(ρ, v) =2(1− ρ2)
1
2v2ρ − vρ(vττ + vτ − 2v)(vρ − 2ρ(1− ρ
2)−
1
2 )
+ (1− ρ2)−
3
2 (v − vτ )
2 − vρρ
[
(v − vτ )
2 + 2(1− ρ2)
1
2 (v − vτ )
]
− 2ρ(1− ρ2)−
1
2vτρ(−v + vτ )− 2(1− ρ
2)
1
2vρvρτ + 2vρvρτ (−v + vτ )
−
1
ρ
vρ
[
(v − vτ )
2 + 2(1− ρ2)
1
2 (v − vτ )
]
+ (1− ρ2)−
1
2 (v − vτ )
2
− (ρ− ρ−1)(v3ρ − 3ρ(1− ρ
2)−
1
2 v2ρ).
(2.11)
It is easy to see equation (2.10) is loss of hyperbolicity. The linear equation of it is
vττ + 3vτ − 4v = 0. (2.12)
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Set
v(τ, ρ) = eντuν ,
then it leads to an eigenvalue problem
(ν2 + 3ν − 4)uν = 0. (2.13)
As in [8, 9, 10], we introduce the definition of mode stable or unstable for the solution
uν of (2.13).
Definition 2.1. A non-zero smooth solution uν of (2.13) is called mode stable if Re ν < 0
holds. The eigenvalue ν is called a stable eigenvalue. Otherwise, if Re ν ≥ 0, the non-zero
smooth solution uν of (2.13) is called mode unstable. Then ν is called an unstable eigenvalue.
From (2.13), the linear equation (2.12) admits two eigenvalues ν = 4 and ν = −1 .
By Definition 2.1, we know that two explicit self-similar solutions u±(t, r) given in (2.5)
of timelike extremal hypersurfaces equation (1.4) are mode unstable inside the backward
lightcone BT .
3 Well-posedness of linearized time evolution
We have shown that two explicit lightlike self-similar solutions u±(t, r) in (2.5) are mode
unstable. There is an unstable eigenvalue in linear equation. It is natural to investigate
whether explicit singular solutions given in (2.5) are nonlinear stable or unstable. In order
to get a positive answer, we should overcome two difficulties. One is to deal with an unstable
eigenvalue in linear equation. Another difficulty is to solve the “loss of derivatives” in
nonlinear equation. Luckily, we find that if we choose a suitable initial approximation
function v(0)(τ, ρ), then linearizing quasilinear wave equation (2.10) around v(0)(τ, ρ), we get
a linear equation only admitted stable eigenvalues. Meanwhile, it causes a small error term.
Following the Nash-Moser iteration process [35], we can obtain a desired solution of equation
(2.10) as follows
v(τ, ρ) = v(0)(τ, ρ) + w(0)(τ, ρ) +
∞∑
k=1
h(k)(τ, ρ),
where w(0)(τ, ρ) ∼ ε and
∑∞
k=1 h
(k) ∼ O(εp) with a fixed constant p ≥ 2 in some Sobolev
space. Meanwhile, the “loss of derivatives” of nonlinear equation is overcome when we use
the Nash-Moser iteration.
3.1 The C0-semigroup of linearized operator at the initial aproximation step
Let positive constants κ ∼ 1 and κ < 1. We choose the initial approximation function
v(0)(τ, ρ) = (κ− 1)φ(ρ),
where φ(ρ) is defined in (2.4).
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Linearizing equation (2.10) around v(0), then we get the linearized operator as follows
L(0)(v) :=
(
1 + (κ2 − 1)ρ2
)
vττ − (1− κ
2)(1− ρ2)2vρρ +
(
4κ2 − 1 + (κ− 1)2ρ2
)
vτ
+ 2ρ(1− κ2)(1− ρ2)vτρ − (1− κ
2)(1− ρ2)ρ−1vρ − 4κ
2v.
(3.1)
In order to process well-posedness result, we introduce the radial Sobolev functions vˆ :
B3R → C, i.e. vˆ(x) = v(|x|) for all x ∈ B
3
R. Here v : (0, R) → C. Following [12], for any
n > 1, we define
v ∈ Hnρ(B
3
R),
if and only if
vˆ ∈ Hn(B3R) = W
n,2(B3R),
with the norm
‖vˆ‖Hn(B3
R
) = ‖vˆ‖Wn,2(B3
R
).
Obviously, Hnρ (B
3
R) is a Banach space. For convenience, throughout this paper we do not
distinguish between v and vˆ.
Define the Hilbert spaces
H = H2ρ(B
3
R)×H
1
ρ(B
3
R),
and
H0 = H
1
ρ(B
3
R)× L
2
ρ(B
3
R),
with the induced norms
‖v‖2H := ‖v1‖
2
H2ρ(B
3
R
) + ‖v2‖
2
H1ρ(B
3
R
),
and
‖v‖2H0 := ‖v1‖
2
H1ρ(B
3
R
) + ‖v2‖
2
L2ρ(B
3
R
),
respectively.
Moreover, there are
‖v(| · |)‖2
L2ρ(B
3) := ‖ρv‖
2
L2(0,1),
‖v(| · |)‖2
H1ρ(B
3) ≃ ‖v‖
2
L2(0,1) + ‖ρ∂ρv‖
2
L2(0,1), ∀v ∈ H
1
ρ(B
3),
and
‖v(| · |)‖2
H2ρ(B
3) ≃ ‖v‖
2
L2(0,1) +
2∑
i=1
‖(·)iv(i)‖2
L2(0,1), ∀v ∈ H
2
ρ(B
3),
where B3 denotes a ball with radius 1 in R3.
We now consider the well-posedness of linear problem
L(0)v = 0, τ > 0,
v(0, ρ) = v0, vτ (0, ρ) = v1
(3.2)
inside the backward lightcone set
Bσ := {(τ, ρ) : τ ∈ (0,+∞), ρ ∈ (0, σ]}.
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More precisely, by (3.1), the linear problem (3.2) has the form(
1 + (κ2 − 1)ρ2
)
vττ +
(
4κ2 − 1 + (κ− 1)2ρ2
)
vτ − (1− κ
2)(1− ρ2)2vρρ
+ 2ρ(1− κ2)(1− ρ2)vτρ − ρ
−1(1− κ2)(1− ρ2)vρ − 4κ
2v = 0,
(3.3)
with the initial data
v(0, ρ) := vT0 (ρ) = T
−1u0(Tρ)− (κ− 1)φ(ρ), (3.4)
vτ (0, ρ) := v
T
1 (ρ) = T
−1u0(Tρ) + (1− ρ)u1(Tρ)− (κ− 1)φ(ρ). (3.5)
Since κ ∼ 1 and κ < 1, the coefficient of vτ is positive, i.e.
4κ2 − 1 + (κ− 1)2ρ2 > 0.
Thus (3.3) is a linear damped wave equation with variable coefficient ρ, which corresponds
to a non-selfadjoint linear wave operator. Since there is a term ρ−1 in (3.3), it has a singular
point at ρ = 0, and it is not easy to study the specturm problem of (3.3).
We now rewrite the linear equation (3.3) into an evolution equation. Let ψ = (v, w) and
w = vτ . Then the linear equation (3.3) is equivalent to
d
dτ
ψ(τ) = Aψ(τ), τ > 0, (3.6)
with the initial data
ψ0 := ψ(0, ρ) = (v
T
0 (ρ), v
T
1 (ρ)),
where vT0 (ρ), v
T
1 (ρ) are given by (3.4)-(3.5), the operator A is independent of τ , it has the
form
A =
(
0 1
(1−κ2)(1−ρ2)2∂ρρ+(1−κ2)(1−ρ2)ρ−1∂ρ+4κ2
1+(κ2−1)ρ2
−[4κ2−1+(κ2−1)2ρ2]−2(1−κ2)ρ(1−ρ2)∂ρ
1+(κ2−1)ρ2
)
. (3.7)
We define
A0 :=
(
0 1
̟1(ρ) ̟2(ρ)
)
, (3.8)
and
A1 =
(
0 0
4κ2
1+(κ2−1)ρ
+ 1− (ρ−1a(ρ) + b(ρ))∂ρ 0
)
, (3.9)
where
̟1(ρ) =
(1− κ2)(1− ρ2)2∂ρρ + (1− κ
2)(1− ρ2)ρ−1∂ρ + (ρ
−1a(ρ) + b(ρ))∂ρ
1 + (κ2 − 1)ρ2
− 1,
̟2(ρ) =
−[4κ2 − 1 + (κ2 − 1)2ρ2]− 2(1− κ2)ρ(1− ρ2)∂ρ
1 + (κ2 − 1)ρ2
,
a(ρ) = −
ρ2(1− κ2)(1− ρ2)
1 + (κ2 − 1)ρ2
− ρ2,
b(ρ) = −
4ρ(1 − κ2)(1− ρ2)
1 + (κ2 − 1)ρ2
+
2ρ(1− κ2)2(1− ρ2)2
(1 + (κ2 − 1)ρ2)2
.
(3.10)
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Thus it has
A = A0 +A1. (3.11)
Following [12], we set
D(A0) := {u = (u1, u2) ∈ C
∞(0, 1)2 ∩H : u1 ∈ C
2(0, 1), u′′1(0) = 0, u2 ∈ C
1(0, 1)},
where for some positive constants c0 and c1, and there are
ui = c0ρvi(ρ) + c1ρ
2v′i(ρ), i = 1, 2.
Note that C∞(B3) is dense in Hn(B3). So C∞e [0, 1]
2 is dense in H, where
C
∞
e [0, 1]
2 := {v ∈ C∞[0, 1]2 : v(2j+1)(0) = 0, j = 0, 1, 2, 3, . . .} ⊂ D(A0).
Furthermore, let
A0u = ([A0u]1, [A0u]2) = (u2, ̟1(ρ)u1 +̟2(ρ)u2).
Lemma 3.1. There is A0u ∈ H for any u ∈ D(A0).
Proof. The first component of A0u is [A0u]1 = u2. Since u ∈ D(A0), u2 ∈ H
2
ρ(B
3
R). By (3.7)
and (3.10), the second component of A0u is
[A0u]2 = ̟1(ρ)u1 +̟2(ρ)u2
=
(1− κ2)(1− ρ2)2(u1)ρρ + (1− κ
2)(1− ρ2)ρ−1(u1)ρ + (ρ
−1a(ρ) + b(ρ))(u1)ρ
1 + (κ2 − 1)ρ2
− u1
+
−[4κ2 − 1 + (κ2 − 1)2ρ2]u2 − 2(1− κ
2)ρ(1− ρ2)(u2)ρ
1 + (κ2 − 1)ρ2
.
Using de l’Hoˆpital’s rule and noticing v ∈ D(A0), we have
lim
ρ→0+
(u1)ρ(ρ)
ρ
= lim
ρ→0+
(u1)ρ(ρ)− (u1)ρ(0)
ρ− 0
= (u1)ρρ, (3.12)
which combing with 1 + (κ2 − 1)ρ2 ∈ [κ2, 1] gives that [A0u]2 ∈ H
1
ρ(B
3
R). Here κ ∼ 1 and
κ < 1.
We introduce the sesquilinear form
(a|b)L2(0,1) =
∫ 1
0
a1b¯1dρ+
∫ 1
0
a2b¯2dρ, ∀a(ρ) = (a1, a2), b(ρ) = (b1, b2) ∈ C
2[0, 1],
which means that the norm of L2(0, 1) is equivalent to
√
(a|a)L2(0,1).
Lemma 3.2. The operator A0 defined in (3.8) is a closed and densely defined linear
dissipative operator in H.
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Proof. It is easy to check that A0 is a densely defined and closed linear operator in H. Here
we only need to prove that A0 is dissipative, i.e.
(A0u|u) ≤ 0.
For any u = (u1, u2) ∈ D(A0), by (3.8) and (3.10), it has
Re(A0u|u)H = Re(u2, u1)H2ρ +Re([A0u]2, u2)H1ρ ,
= Re(u2, u1)L2(0,1) +Re(ρ(u1)ρ, ρ(u2)ρ)L2(0,1) +Re(ρ
2(u1)ρρ, ρ
2(u2)ρρ)L2(0,1)
+Re([A0u]2, u2)L2(0,1) +Re(ρ([A0u]2)ρ, ρ(u2)ρ)L2(0,1)
= Re
∫ 1
0
u2u¯1dρ+Re
∫ 1
0
ρ2(u2)ρ(u¯1)ρdρ+Re
∫ 1
0
ρ4(u2)ρρ(u¯1)ρρdρ
+Re
∫ 1
0
(̟1(ρ)u1)u¯2dρ+Re
∫ 1
0
(̟2(ρ)u2)u¯2dρ+Re
∫ 1
0
ρ2(̟1(ρ)u1)ρ(u¯2)ρdρ
+Re
∫ 1
0
ρ2(̟2(ρ)u2)ρ(u¯2)ρdρ,
(3.13)
where
Re
∫ 1
0
(̟1(ρ)u1)u¯2dρ = Re
∫ 1
0
(1− κ2)(1− ρ2)2(u1)ρρu¯2
1 + (κ2 − 1)ρ2
dρ
+Re
∫ 1
0
(1− κ2)(1− ρ2)ρ−1(u1)ρu¯2 + (ρ
−1a(ρ) + b(ρ))(u1)ρu¯2
1 + (κ2 − 1)ρ2
− u1u¯2dρ,
Re
∫ 1
0
(̟2(ρ)u2)u¯2dρ = Re
∫ 1
0
−[4κ2 − 1 + (κ2 − 1)2ρ2]u2u¯2 − 2(1− κ
2)ρ(1 − ρ2)(u2)ρu¯2
1 + (κ2 − 1)ρ2
dρ.
(3.14)
Note that u = (u1, u2) ∈ D(A0). On one hand, direct computation shows that
Re
∫ 1
0
(1− κ2)(1− ρ2)2(u1)ρρu¯2
1 + (κ2 − 1)ρ2
dρ = −Re
∫ 1
0
(1− κ2)(1− ρ2)2(u1)ρ(u¯2)ρ
1 + (κ2 − 1)ρ2
dρ
− Re
∫ 1
0
−4ρ(1− κ2)(1− ρ2)(u1)ρu¯2
1 + (κ2 − 1)ρ2
dρ
− Re
∫ 1
0
2ρ(1− κ2)2(1− ρ2)2(u1)ρu¯2
(1 + (κ2 − 1)ρ2)2
dρ.
(3.15)
By (3.10) and using the de l’Hoˆpital’s rule (3.12), there is
Re
∫ 1
0
(1− κ2)(1− ρ2)ρ−1(u1)ρu¯2 + (ρ
−1a(ρ) + b(ρ))(u1)ρu¯2
1 + (κ2 − 1)ρ2
dρ
= Re
∫ 1
0
(1− κ2)(1− ρ2)(u1)ρ(u¯2)ρ + a(ρ)(u1)ρ(u¯2)ρ
1 + (κ2 − 1)ρ2
dρ+Re
∫ 1
0
b(ρ)(u1)ρu¯2
1 + (κ2 − 1)ρ2
dρ
= Re
∫ 1
0
(1− κ2)(1− ρ2)2(u1)ρ(u¯2)ρ
1 + (κ2 − 1)ρ2
dρ−Re
∫ 1
0
ρ2(u2)ρ(u1)ρdρ
+Re
∫ 1
0
(−
4ρ(1− κ2)(1− ρ2)
1 + (κ2 − 1)ρ2
+
2ρ(1− κ2)2(1− ρ2)2
(1 + (κ2 − 1)ρ2)2
)
(u1)ρu¯2
1 + (κ2 − 1)ρ2
dρ.
(3.16)
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So by (3.15)-(3.16), we have
Re
∫ 1
0
(̟1(ρ)u1)u¯2dρ = −Re
∫ 1
0
u2u¯1dρ− Re
∫ 1
0
ρ2(u2)ρ(u1)ρdρ. (3.17)
On the other hand, note that κ ∼ 1 and κ < 1, there exists a positive constant ς0 such
that
Re
∫ 1
0
(̟2(ρ)u2)u¯2dρ
= Re
∫ 1
0
−[4κ2 − 1 + (κ2 − 1)2ρ2]u2u¯2 − 2(1− κ
2)ρ(1− ρ2)(u2)ρu¯2
1 + (κ2 − 1)ρ2
dρ
= Re
∫ 1
0
(
−κ−2(4κ2 − 1 + (κ2 − 1)2ρ2) +
(1− κ2)(1− 3ρ2)
1 + (κ2 − 1)ρ2
+
2ρ2(1− κ2)2(1− ρ2)
(1 + (κ2 − 1)ρ2)2
)
u2u¯2dρ
≤ −2Re
∫ 1
0
κ−2(2κ2 − 1)u2u¯2dρ
≤ −ς0‖u2‖
2
L2([0,1]) < 0.
(3.18)
Furthermore, by (3.17) and (3.18), there exists a positive constant ς1 such that
Re
∫ 1
0
(̟1(ρ)u1)u¯2dρ+Re
∫ 1
0
(̟2(ρ)u2)u¯2dρ
≤ −Re
∫ 1
0
u2u¯1dρ− Re
∫ 1
0
ρ2(u2)ρ(u1)ρdρ− ς1‖u2‖
2
L2([0,1])
≤ −Re
∫ 1
0
u2u¯1dρ− Re
∫ 1
0
ρ2(u2)ρ(u1)ρdρ.
(3.19)
Similarly, by direct computations, there is
Re
∫ 1
0
ρ2(̟1(ρ)u1)ρ(u¯2)ρdρ+Re
∫ 1
0
ρ2(̟2(ρ)u2)ρ(u¯2)ρdρ ≤ −Re
∫ 1
0
ρ4(u2)ρρ(u¯1)ρρdρ.
(3.20)
Hence, it follows from (3.13), (3.19) and (3.20) that
Re(A0u|u)H ≤ 0.
This completes the proof.
Lemma 3.3. The operator A0 defined in (3.8) is invertible in H. Moreover, the operator
A0 generates a C0-semigroup (S0(τ))τ≥0 in H.
Proof. In order to show the existence of A−10 , we need to prove the operator A0 are injective
and surjective. We first show A0 is injective. Let u = (u1, u2) ∈ D(A0) such that A0u = 0.
Then u2 = 0 and
(1− κ2)(1− ρ2)2(u1)ρρ + (1− κ
2)(1− ρ2)ρ−1(u1)ρ = 0.
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Since (1− κ2)(1− ρ2)2 6= 0, we have
(u1)ρρ +
(1− κ2)(1− ρ2)
ρ(1− κ2)(1− ρ2)2
(u1)ρ = 0.
Obviously, there is only spatial derivative. Multiplying above equation by (u1)ρ, and then
integrating by parts on [0, 1], we get
(u1)
2
ρ(τ, 1) +
∫ 1
0
2(1− κ2)(1− ρ2)
ρ(1− κ2)(1− ρ2)2
(u1)
2
ρdρ = 0.
Since (u1)
2
ρ(τ, 1) ≥ 0 and
(1−κ2)(1−ρ2)
ρ(1−κ2)(1−ρ2)2
> 0, there is
(u1)
2
ρ ≡ 0, (u1)
2
ρ(τ, 1) = 0 and u1(τ, 1) = 0.
Thus we get u1 ≡ 0. This combining with u2 = 0 gives that A0 is injective.
Next, we show the operator A0 is surjective. ∀f = (f0, f1) ∈ C
∞
e [0, 1]
2, A0u = f implies
that
u2 = f1,
and
(1− κ2)(1− ρ2)2(u2)ρρ + (1− κ
2)(1− ρ2)ρ−1(u2)ρ
= [4κ2 − 1 + (κ2 − 1)2ρ2]f1
+ 2(1− κ2)ρ(1− ρ2)f ′1 + (1 + (κ
2 − 1)ρ2)f0,
which can be seen as an ODE with singular term, so a routine calculation (e.g. see [24])
shows that it has an unique solution
u1 =
∫ ρ
0
K(ρ, s)f¯(s)ds,
where
K(ρ, s) = s−1e
−
∫ 1
s
(1−κ2)(1−s20)
s20(1−κ
2)(1−s20)
2 ds0
∫ ρ
s
e
∫ 1
s1
(1−κ2)(1−s20)
s20(1−κ
2)(1−s20)
2 ds0ds1,
f¯(s) =
4κ2 − 1 + (κ2 − 1)2s2
(1− κ2)(1− s2)2
f1 +
2(1− κ2)s(1− s2)
(1− κ2)(1− s2)2
f ′1 +
1 + (κ2 − 1)s
(1− κ2)(1− s2)2
f0.
Up until now, we have found u = (u1, u2) ∈ D(A0), which satisfies A0u = f. Thus the
existence of A−1 has been shown. Furthermore, the Lumer-Phillips Theorem [29] gives that
A0 generates a C0-semigroup in H.
Lemma 3.4. The operator A1 : H → H defined in (3.9) is compact.
Proof. Let {ul}l∈N = {((u1)l, (u2)l)}l∈N be a sequence that is uniformly bounded in H. By
(3.9), it has
A1ul =
(
0 0
4κ2
1+(κ2−1)ρ
+ 1− (ρ−1a(ρ) + b(ρ))∂ρ 0
)
ul
= (0,
4κ2(u1)l
1 + (κ2 − 1)ρ
+ (u1)l − (ρ
−1a(ρ) + b(ρ))∂ρ(u1)l)
T ,
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where a(ρ) and b(ρ) are bounded in (0, 1) by (3.10). This implies that A1ul is also bounded
in H. Moreover, for any two uniformly bounded sequences {ul}l∈N = {((u1)l, (u2)l)}l∈N and
{ul′}l′∈N = {((u1)l′ , (u2)l′)}l′∈N in H, there is
‖A1ul −A1ul′‖H . ‖(u1)l − (u1)l′‖H2(0,1),
which implies that the sequence {A1ul}l∈N contains Cauchy sequence. This completes the
proof.
By (3.11), Lemma 3.1-3.4 and the bounded perturbation theorem (Theorem 1.3 in p.158
of [23]), we can conclude our main result in this subsection.
Proposition 3.1. The operator A defined in (3.7) generates a C0-semigroup (S(τ))τ≥0
in H. Moreover, the Cauchy problem
d
dτ
ψ(τ) = Aψ(τ), τ > 0,
ψ(0) = ψ0, ψ0 ∈ D(A0),
has a unique solution
ψ(τ) = S(τ)ψ0, ∀τ ≥ 0,
where the initial data ψ0 = (v
T
0 (ρ), v
T
1 (ρ)) is given in (3.4)-(3.5).
3.2 The spectrum of linearized operator at the initial approximation step
We now carry out the analysis of spectrum for the linear operator in equation (3.3). Assume
that constant κ ∼ 1 and κ < 1. Let
v(τ, ρ) = eντvν ,
then equation (3.3) is reduced into a singular ODE
(1− κ2)(1− ρ2)2v′′ν +
[
ρ−1(1− κ2)(1− ρ2)− 2ν(1− κ2)ρ(1− ρ2)
]
v′ν
−
[
ν2
(
1 + (κ2 − 1)ρ2
)
+ ν
(
4κ2 − 1 + (κ− 1)2ρ2
)
− 4κ2
]
vν = 0,
(3.21)
where ν denotes the spectrum of (3.3).
By the Definition 2.1, we should prove that ODE (3.21) has an analytic solution only if
Re ν < 0. Obviously, (3.21) can be rewritten as follows
v′′ν + ρ
−1(1− ρ2)−1(1− 2ρ2ν)v′ν−(1− κ
2)−1(1− ρ2)−2
[
ν2
(
1 + (κ2 − 1)ρ2
)
+ ν
(
4κ2 − 1 + (κ− 1)2ρ2
)
− 4κ2
]
vν = 0,
which means that there are two singular points at ρ = 0 and ρ = 1. Costin-Donninger-Glogic-
Huang [9] proved the mode stabiliy of self-similar solutions for an energy-supercritical Yang-
Mills equation by means of quasi-solution expansion method, wihch is a different approach
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with the method in [7]. After that, the mode stable of Bizon´-Biernat solution (an explicit
self-similar of higher dimensional wave map [4]) for wave maps in higher dimension (n ≥ 4)
was proved in [10]. In their approach, the coefficient of quasi-solution satisfied a recurrence
relation, which leads to a difference equation. By some transformations, the characteristic
equation of a new difference equation has two completely different eigenvalues which is the
key point to apply a theorem of Poincare´ (see, for example, [6] or [18]). But in our case, since
the characteristic equation of difference equation has double roots, the theorem of Poincare´
can’t be used.
Frobenius method [19] is a powerful method to deal with the existence of analytic solution
to singular ODE. The method of Frobenius tells us that we can find a power series solution
at ρ = 0 of the form
vν =
∞∑
n=0
anρ
n+n0, a0 = 1, (3.22)
where n0 satisfies the indicial polynomial which is the coefficient of the lowest power of ρ in
the infinite series, an is the coefficients of vν which depends on ν and κ.
Inserting this series solution (3.22) into (3.21), we get the indicial polynomial as follows
(1− κ2)n20 = 0,
which means that Frobenius indice n0 = 0 (double). Furthermore, there is a recurrence
relation of the coefficients {an}
∞
n=0 as follows
an+4 + (−2 + p1(n))an+2 + (1 + p2(n))an = 0, (3.23)
where a0 = 1 and
p1(n) =
(15 + 2ν)n + 3ν2 + (4κ2 − 2(1−κ)
1+κ
+ 15)ν + 24− 4κ2
n2 + (7 + 2ν)n+ ν2 + (8− 1−κ
1+κ
)ν + 12
, (3.24)
p2(n) = −
(7 + 2ν)n+ ν2 + (8− 1−κ
1+κ
)ν + 12
n2 + (7 + 2ν)n + ν2 + (8− 1−κ
1+κ
)ν + 12
. (3.25)
Lemma 3.5. The 4th order difference equation (3.23) has 4 linearly independent formal
solutions. Moreover, those solutions are unbounded as n→ +∞.
The existence of solutions to difference equation (3.23) is directly obtained by a result
of Birkhoff and Trjitzinsk [3]. The unbounded property of solutions will be proved in the
appendix.
Set
Rn =
an+2
an
,
then by (3.23), we have
Rn+2 = 2 + p1(n)− (1 + p2(n))
1
Rn
,
let limn→∞Rn = R, then the characteristic equation is
(R− 1)2 = 0.
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Obviously, it has R = 1 (double), so a theorem of Poincare´ can not apply. This means
that we can not follow the method in [8, 9, 10]. Thus we have to return to solve difference
equation (3.23).
Although there are unbounded solutions of difference equation (3.23), we want to know
the asymptotic of unbounded solutions. Furthermore, we want to get the radius of con-
vergence of
∑∞
n=0 anρ
n+n0 with n0 = 0 in (3.22). A general procedure for finding Birkhoff-
Trjitzinsk expansions is fairly complicated, but in most cases, a simplified procedure is
sufficient. In what follows, we use the Newton polygon method to construct such expansion
of solutions of (3.23). Newton polygons provide one technique for the study of the behaviour
of the roots to a polynomial over a field.
Let dn =
an+1
an
. Substituting it into (3.23), we get the relation
dn+3dn+2dn+1dn + (−2 + p1(n))dn+1dn + (1 + p2(n)) = 0. (3.26)
By (3.24)-(3.25), (3.26) is equivalent to
p3(n)dn+3dn+2dn+1dn + p4(n)dn+1dn + p5(n) = 0, (3.27)
where
p3(n) = (n+ 4)(n+ 3 + 2ν) + ν
2 −
1− κ
1 + κ
ν, (3.28)
p4(n) = ν
2 + ν(4κ2 − 2n− 1)− n(2n− 1)− 4κ2, (3.29)
p5(n) = n
2. (3.30)
We introduce the concept of Newton polygon, which is taken from page 380 in [5].
Definition 3.1. Let Λ := {(i, deg(ai))|i = 1, 2, 3, . . . , m} be the set of point in R
2, and
deg(ai) be the degree of polynomial ai. For each point p0 of Λ, there is a positive quadrant
p+R+×R+ moved up p0. From the union of all these displaced quadrants, we construct the
convex null ∪p∈Λ(p + R
+ × R+). Then the compact polygonal path (all the segments having
negative slope) is called the Newton polygon of Λ.
In our case, the m in Λ should be 3 by noticing (3.27). Before showing the Newton
polygon of Λ, we should make the transfomation
dn = n
−x¯d˜n, (3.31)
where x¯ will be determined in the construction of the Newton polygon. Then the difference
equation (3.27) is changed into
p3(n)[(n+3)(n+2)(n+1)n]
−x¯d˜n+3d˜n+2d˜n+1d˜n+p4(n)[(n+1)n]
−x¯d˜n+1d˜n+p5(n) = 0. (3.32)
Lemma 3.6. The difference equation (3.32) with x¯ = 1
4
has a solution d˜n = n
1
4 . More-
over, σp(A) ⊂ {ν ∈ C : Re ν < 0}.
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Proof. We now divide the proof into two steps to determine the asymptotics of d˜n to (3.32).
Step1. This step finds the asymptotics of dn by studying the Newton diagram of the
characteristic equation (3.27). It is the same with d˜n+1 and so on. By p3(n), p4(n) and p5(n)
defined in (3.28)-(3.30), we know that
Λ = {(2, 0), (2(1− x¯), 2), (2(1− 2x¯), 4)}.
A polygon is contructed as the convex null of the set Λ. Denote the edges of the polygon
with respect to which the polygon is on the bottom side by S. This means that the equation
β ≤ aα+ b determines the half-plane containing the polygon, and the straight line bounding
this half plane contains an edge of the polygon.
Let −µ−10 be the the slope of the steepest segment of the Newton polygon, and µ1 be the
intercept on the α-axis of the line through (0, m˜) with slope −µ−10 . So there is µ1 = m˜µ0.
For the difference equation (3.32), there are
−µ−10 =
4− 2
2(1− 2x¯)− 2(1− x¯)
= −
1
x¯
,
and m˜ = 4 + 1
x¯
and µ1 = 4x¯+ 1. The line through (0, m˜) with slope −µ
−1
0 is
α + x¯β = 4x¯+ 1. (3.33)
We find a simple way to solve our problem when constructing the Newton polygon, i.e.
let the point (2, 0) be in the line (3.33). Thus we get x¯ = 1
4
, and
Λ = {(2, 0), (
3
2
, 2), (1, 4)}.
Then the Newton polygon is only a line through (0, 8) with slope 1
4
.
Step2. Set
d˜n = n
1
4 , (3.34)
then substituting it into (3.32), we have
p3(n) + p4(n) + p5(n) = 0. (3.35)
Substituting (3.28)-(3.30) into (3.35), it has
2ν2 + (4κ2 −
1− κ
1 + κ
+ 7)ν + 8n+ 12− 4κ2 = 0. (3.36)
Let
P (ν) = 2ν2 + (4κ2 −
1− κ
1 + κ
+ 7)ν + 8n+ 12− 4κ2,
Q(ν) = (4κ2 −
1− κ
1 + κ
+ 7)ν.
Then direct computation shows that
Q(ν)
P (ν)
=
1
2(4κ2 − 1−κ
1+κ
+ 7)−1 + 1 + (8n+ 12− 4κ2)(4κ2 − 1−κ
1+κ
+ 7)−1ν−1
. (3.37)
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Since κ ∼ 1 and κ < 1, there are
4κ2 −
1− κ
1 + κ
+ 7 > 0,
and
8n+ 12− 4κ2 > 0.
Hence by the Routh-Hurwitz criterion (see Theorem A in [32]) and (3.37), all the ν in
(3.36) have negative real parts. It follows form (3.31) and (3.34) that limn→∞ dn = 1
Proposition 3.2. σ(A) ⊂ {ν ∈ C : Re ν < 0}.
Proof. By contradiction, there is a ν ≥ 0 in σ(A). Since A0 is a dissipative operator proven in
Lemma 3.2, ν is contained in the resolvent set of A0, and ν−A = (1−A
′RA0(ν))(ν−A0). So
1 ∈ σ(A′RA0(ν)). By the compactness ofA
′RA0(ν), there is 1 ∈ σp(A
′RA0(ν)). Furthermore,
let u = A′RA0(ν), we have (ν−A)u = 0. Consequently, 0 ≤ ν ∈ σp(A0). This conflicts with
σp(A) ⊂ {ν ∈ C : Re ν < 0} in Lemma 3.6.
3.3 Decay in time of the general approximation solution
Let constants l ≥ 2 and 0 < ε≪ 1, we define
Bε,l := {v ∈ C
l
1 : ‖v‖Cl1 ≤ ε}.
We denote the general approximation solution by v(0) + w. Assume that w ∈ Bε,l.
Linearizing equation (2.10) around v(0) + w, then the linearized operator takes the form
L[w]v :=
(
1 + (κ2 − 1)ρ2 + a0(w)
)
vττ −
(
(1− κ2)(1− ρ2)2 + a1(w)
)
vρρ
+
(
4κ2 − 1 + (κ− 1)2ρ2 + a2(w)
)
vτ +
(
2ρ(1− κ2)(1− ρ2) + a3(w)
)
vτρ
+
(
− (1− κ2)(1− ρ2)ρ−1 + a4(w)
)
vρ +
(
− 4κ2 + a5(w)
)
v,
(3.38)
where
a0(w) := −2κρ(1− ρ
2)−
1
2wρ + w
2
ρ,
a1(w) := 2κ(1− ρ
2)
1
2 (w + wτ )− (w + wτ )
2,
a2(w) := 2
(
ρ−1(wτ − w)− wτρ − κ(1 + 2ρ
−1)(1− ρ2)
1
2
)
wρ
+ 2
(
κ(2− ρ2)(1− ρ2)−
3
2 − wρρ
)
(w − wτ ) + w
2
ρ − 2κ(1− ρ
2)
1
2wρρ + 2κρ(1− ρ
2)−
1
2wτρ,
a3(w) := 2κρ(1− ρ
2)−
1
2 (wτ − w)− 2wρ(wτ − w − κ(1− ρ
2)
1
2 ),
a4(w) := 2κρ
−1(1− ρ2)−
1
2
(
(1 + ρ2)w + 5ρ(1− ρ2)wρ − wτ − ρ
2wττ
)
− 2wρ(wττ + wτ − 2w)
− 2wτρ(wτ − w) + ρ
−1(wτ − w)
2 − 3ρ−1(1− ρ2)w2ρ,
a5(w) := 2κρ
−1(1− ρ2)−
1
2
(
ρ3(1− ρ2)−1(w − wτ) + (1 + ρ
2)wρ − ρwρρ − ρ
2wτρ
)
− 2w2ρ − 2wρρ(w − wτ) + 2wτρwρ − 2ρ
−1wρ(wτ − w).
(3.39)
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We consider the decay in time of solution for the linear problem
L[w]v = 0, τ > 0,
v(0, ρ) = v0, vτ (0, ρ) = v1,
(3.40)
with the boundary condition
v(·, 0) = v(·, σ) = 0, vρ(·, 0) = vρ(·, σ) = 0.
Lemma 3.7. Let ε≪ 1. Assume that w ∈ Bε,l. Then the solution of (3.40) satisfies∫ σ
0
(
v2τ + v
2
ρ
)
dρ . e−Cκ,ε,σt
∫ σ
0
(
v20 + v
′2
0 + v
2
1
)
dρ, t > 0, (3.41)
where Cκ,ε,σ is a positive constant depending on κ, ε and σ.
Proof. Multiplying both sides of (3.38) by vτ − vρ and integrating over (0, δ], one has
d
dτ
∫ σ
0
[1
2
(
− 4κ2 + a5(w)
)
v2 +
(
1 + (κ2 − 1)ρ2 + a0(w)
)
(−vτvρ +
1
2
v2τ )
+
1
2
(
(1− κ2)(1− ρ2)(1− 2ρ− ρ2) + a1(w)− a3(w)
)
v2ρ
]
dρ
+
∫ σ
0
[
4κ2 − 1 + (1− κ2)((4− κ2)ρ2 + ρ− 1)−
1
2
∂a0(w)
∂ρ
+ a2(w)−
1
2
∂a3(w)
∂τ
−
∂a3(w)
∂ρ
]
v2τdρ
+
∫ σ
0
[
ρ−1(1− κ2)(1− ρ2)(1 + 2ρ2)−
1
2
(
∂a1(w)
∂τ
+
∂a1(w)
∂ρ
) +
∂a3(w)
∂τ
− a4(w)
]
v2ρdρ
=
∫ σ
0
[
4κ2 − 1 + (1− κ2)(ρ−1 + ρ− ρ2 − 2ρ3) +
∂a0(w)
∂τ
+
∂a1(w)
∂ρ
− a2(w) + a4(w)
]
vτvρdρ
−
1
2
∫ σ
0
(∂a5(w)
∂ρ
−
∂a5(w)
∂τ
)
v2dρ.
(3.42)
We now control each term in (3.42). Note that w ∈ Bε,l. We integrate by parts and use
the de l’Hoˆpital’s rule (3.12) to estimate∣∣∣ ∫ σ
0
(
−
1
2
∂a0(w)
∂ρ
+ a2(w)−
1
2
∂a3(w)
∂τ
−
∂a3(w)
∂ρ
)
v2τdρ
∣∣∣ . εCκ,σ
∫ σ
0
v2τdρ,∣∣∣ ∫ σ
0
(
−
1
2
(
∂a1(w)
∂τ
+
∂a1(w)
∂ρ
) +
∂a3(w)
∂τ
− a4(w)
)
v2ρdρ
∣∣∣ . εCκ,σ
∫ σ
0
v2ρdρ,∣∣∣ ∫ σ
0
(∂a0(w)
∂τ
+
∂a1(w)
∂ρ
− a2(w) + a4(w)
)
vτvρdρ
∣∣∣ . εCκ,σ
2
∫ σ
0
(v2τ + v
2
ρ)dρ,∣∣∣ ∫ σ
0
(∂a5(w)
∂ρ
−
∂a5(w)
∂τ
)
v2dρ
∣∣∣ . εCκ,σ
∫ σ
0
v2dρ,
(3.43)
where Cκ,σ is a positive constant depending on κ and σ.
Furthermore, by Young’s inequality and the de l’Hoˆpital’s rule (3.12), we derive∣∣∣ ∫ σ
0
[
4κ2 − 1 + (1− κ2)(ρ−1 + ρ− ρ2 − 2ρ3) +
∂a0(w)
∂τ
+
∂a1(w)
∂ρ
− a2(w) + a4(w)
]
vτvρdρ
∣∣∣
.
1
2
∫ σ
0
(
3κ2 + ρ(1− κ2)(1− ρ− 2ρ2)− εCκ,σ
)(
v2τ + v
2
ρ
)
dρ,
(3.44)
21
where 3κ2 + ρ(1− κ2)(1− ρ− 2ρ2)− εCκ,σ > 0 for ρ ∈ (0, σ] and ε≪ 1.
Note that κ ∼ 1 and κ < 1. So by (3.43)-(3.44), it follows from (3.42) that
d
dτ
∫ σ
0
[1
2
(
− 4κ2 + a5(w)
)
v2 +
(
1 + (κ2 − 1)ρ2 + a0(w)
)
(−vτvρ +
1
2
v2τ )
+
1
2
(
(1− κ2)(1− ρ2)(1− 2ρ− ρ2) + a1(w)− a3(w)
)
v2ρ
]
dρ
+ Cκ,σ
∫ σ
0
(v2τ + v
2
ρ)dρ . εCκ,σ
∫ σ
0
v2dρ,
(3.45)
then we integrate (3.45) over (0, τ) and use Young’s inequality to derive∫ σ
0
(v2τ + v
2
ρ)dρ+Cκ,σ
∫ τ
0
∫ σ
0
(v2τ + v
2
ρ)dρdτ . Cκ,σ
(∫ σ
0
(v20 + v
′2
0 + v
2
1)dρ+ ε
∫ τ
0
∫ σ
0
v2dρdτ
)
.
Hence, note that H1 ⊂ L2, we apply Gronwall’s inequality to above inequality,∫ σ
0
(
v2τ + v
2
ρ
)
dρ . e−Cκ,ε,σt
∫ σ
0
(
v20 + v
′2
0 + v
2
1
)
dρ.
Next, we derive the higher order derivative estimates for the solution of (3.40). Applying
∂lρ to both sides of (3.40) to get(
1 + (κ2 − 1)ρ2 + a0(w)
)
∂ττ∂
l
ρv −
(
(1− κ2)(1− ρ2)2 + a1(w)
)
∂l+2ρ v
+
(
4κ2 − 1 + (κ− 1)2ρ2 + a2(w)
)
∂τ∂
l
ρv +
(
2ρ(1− κ2)(1− ρ2) + a3(w)
)
∂τ∂
l+1
ρ v
+
(
− (1− κ2)(1− ρ2)ρ−1 + a4(w)
)
∂l+1ρ v +
(
− 4κ2 + a5(w)
)
∂lρv = fl,
(3.46)
with the boundary condition
∂lρv(·, 0) = ∂
l
ρv(·, σ) = 0, ∂
l+1
ρ v(·, 0) = ∂
l+1
ρ v(·, σ) = 0,
where 2 ≤ l = l1 + l2 with 1 ≤ l1 ≤ l and 0 ≤ l2 ≤ l − 1, and
fl :=
∑
l=l1+l2
∂l1ρ
(
1 + (κ2 − 1)ρ2 + a0(w)
)
∂ττ∂
l2
ρ v −
∑
l=l1+l2
∂l1ρ
(
(1− κ2)(1− ρ2)2 + a1(w)
)
∂l2+2ρ v
+
∑
l=l1+l2
∂l1ρ
(
4κ2 − 1 + (κ− 1)2ρ2 + a2(w)
)
∂τ∂
l2
ρ v +
∑
l=l1+l2
∂l1ρ
(
2ρ(1− κ2)(1− ρ2) + a3(w)
)
∂τ∂
l2+1
ρ v
+
∑
l=l1+l2
∂l1ρ
(
− (1− κ2)(1− ρ2)ρ−1 + a4(w)
)
∂l2+1ρ v +
∑
l=l1+l2
∂l1ρ
(
− 4κ2 + a5(w)
)
∂l2ρ v.
(3.47)
Lemma 3.8. Let l ≥ 2 and ε ≪ 1. Assume that w ∈ Bε,l. Then there is a positive
constant σ such that for any ρ ∈ (0, σ], the solution of (3.40) satisfying∫ σ
0
(
(∂τ∂
l
ρv)
2 + (∂l+1ρ v)
2
)
dρ . e−Cκ,ε,σ,lt
∫ σ
0
(
(v
(l+1)
0 )
2 + (v
(l)
1 )
2
)
dρ, t > 0. (3.48)
where Cκ,ε,σ,l is a positive constant depending on κ, ε, σ and l.
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Proof. Multiplying both sides of (3.46) by ∂τ∂
l
ρv − ∂
l+1
ρ v, then we integrate it over (0, σ],
d
dτ
∫ σ
0
[1
2
(
− 4κ2 + a5(w)
)
(∂lρv)
2 +
(
1 + (κ2 − 1)ρ2 + a0(w)
)(
− (∂τ∂
l
ρv)(∂
l+1
ρ v) +
1
2
(∂τ∂
l
ρv)
2
)
+
1
2
(
(1− κ2)(1− ρ2)(1− 2ρ− ρ2) + a1(w)− a3(w)
)
(∂l+1ρ v)
2
]
dρ
+
∫ σ
0
[
4κ2 − 1 + (1− κ2)((4− κ2)ρ2 + ρ− 1)−
1
2
∂a0(w)
∂ρ
+ a2(w)−
1
2
∂a3(w)
∂τ
−
∂a3(w)
∂ρ
]
(∂τ∂
l
ρv)
2dρ
+
∫ σ
0
[
ρ−1(1− κ2)(1− ρ2)(1 + 2ρ2)−
1
2
(
∂a1(w)
∂τ
+
∂a1(w)
∂ρ
) +
∂a3(w)
∂τ
− a4(w)
]
(∂l+1ρ v)
2dρ
=
∫ σ
0
[
4κ2 − 1 + (1− κ2)(ρ−1 + ρ− ρ2 − 2ρ3) +
∂a0(w)
∂τ
+
∂a1(w)
∂ρ
− a2(w) + a4(w)
]
(∂τ∂
l
ρv)(∂
l+1
ρ vρ)dρ
−
1
2
∫ σ
0
(∂a5(w)
∂ρ
−
∂a5(w)
∂τ
)
(∂lρv)
2dρ+
∫ σ
0
(
∂τ∂
l
ρv − ∂
l+1
ρ v
)
fldρ.
(3.49)
Note that w ∈ Bε,l. We integrate by parts and use the de l’Hoˆpital’s rule (3.12) to
compute∣∣∣ ∫ σ
0
(
−
1
2
∂a0(w)
∂ρ
+ a2(w)−
1
2
∂a3(w)
∂τ
−
∂a3(w)
∂ρ
)
(∂τ∂
l
ρv)
2dρ
∣∣∣ . εCκ,σ
∫ σ
0
(∂τ∂
l
ρv)
2dρ,
∣∣∣ ∫ σ
0
(
−
1
2
(
∂a1(w)
∂τ
+
∂a1(w)
∂ρ
) +
∂a3(w)
∂τ
− a4(w)
)
(∂l+1ρ v)
2dρ
∣∣∣ . εCκ,σ
∫ σ
0
(∂l+1ρ v)
2dρ,
(3.50)
and∣∣∣ ∫ σ
0
(∂a0(w)
∂τ
+
∂a1(w)
∂ρ
− a2(w) + a4(w)
)
(∂τ∂
l
ρv)(∂
l+1
ρ v)dρ
∣∣∣ . εCκ,σ
2
∫ σ
0
(
(∂τ∂
l
ρv)
2 + (∂l+1ρ v)
2
)
dρ,
∣∣∣ ∫ σ
0
(∂a5(w)
∂ρ
−
∂a5(w)
∂τ
)
(∂lρv)
2dρ
∣∣∣ . εCκ,σ
∫ σ
0
(∂lρv)
2dρ,
(3.51)
where Cκ,σ is a positive constant depending on κ and σ.
Thus by (3.50), there exists a positive constant σ such that all the coefficients of terms
(∂τ∂
l
ρv)
2 and (∂l+1ρ v)
2 are positive, i.e.
4κ2 − 1+(1− κ2)((4− κ2)ρ2 + ρ− 1)−
1
2
∂a0(w)
∂ρ
+ a2(w)−
1
2
∂a3(w)
∂τ
−
∂a3(w)
∂ρ
> 4κ2 − 1 + (1− κ2)((4− κ2)ρ2 + ρ− 1)− εCκ,σ > 0,
and
ρ−1(1− κ2)(1−ρ2)(1 + 2ρ2)−
1
2
(
∂a1(w)
∂τ
+
∂a1(w)
∂ρ
) +
∂a3(w)
∂τ
− a4(w)
> ρ−1(1− κ2)(1− ρ2)(1 + 2ρ2)− εCκ,σ > 0.
We now estimate each term in the right hand side of (3.49). Note that κ ∼ 1 and κ < 1.
Firstly, for a suitable σ, we use the de l’Hoˆpital’s rule (3.12), integrating by parts and Young’s
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inequality to derive∣∣∣ ∫ σ
0
[
4κ2 − 1 + (1− κ2)(ρ−1 + ρ− ρ2 − 2ρ3) +
∂a0(w)
∂τ
+
∂a1(w)
∂ρ
− a2(w) + a4(w)
]
(∂τ∂
l
ρv)(∂
l+1
ρ vρ)dρ
∣∣∣
.
1
2
∫ σ
0
(
3κ2 + ρ(1− κ2)(1− ρ− 2ρ2)− εCκ,σ
)(
(∂τ∂
l
ρv)
2 + (∂l+1ρ vρ)
2
)
dρ,
∣∣∣ ∫ σ
0
(∂a5(w)
∂ρ
−
∂a5(w)
∂τ
)
(∂lρv)
2dρ
∣∣∣ . εCκ,σ
∫ σ
0
(∂lρv)
2dρ.
(3.52)
At last, we estimate the term
∫ σ
0
(
∂τ∂
l
ρv − ∂
l+1
ρ v
)
fldρ. On one hand, by (3.47), we
integrate by parts to compute
∑
l=l1+l2
∫ σ
0
∂l1ρ
(
1 + (κ2 − 1)ρ2 + a0(w)
)
(∂ττ∂
l2
ρ v)(∂τ∂
l
ρv − ∂
l+1
ρ v)dρ
=
∑
l=l1+l2
d
dτ
∫ σ
0
∂l1ρ
(
1 + (κ2 − 1)ρ2 + a0(w)
)
(∂τ∂
l2
ρ v)(∂τ∂
l
ρv − ∂
l+1
ρ v)dρ
−
∑
l=l1+l2
∫ σ
0
∂τ∂
l1
ρ
(
1 + (κ2 − 1)ρ2 + a0(w)
)
(∂τ∂
l2
ρ v)(∂τ∂
l
ρv − ∂
l+1
ρ v)dρ
−
∑
l=l1+l2
∫ σ
0
∂l1ρ
(
1 + (κ2 − 1)ρ2 + a0(w)
)
(∂τ∂
l2
ρ v)(∂ττ∂
l
ρv − ∂τ∂
l+1
ρ v)dρ,
(3.53)
furthermore, note that w ∈ Bε,l, by Young’s inequality, it has
∑
l=l1+l2
∣∣∣ ∫ σ
0
∂τ∂
l1
ρ
(
1 + (κ2 − 1)ρ2 + a0(w)
)
(∂τ∂
l2
ρ v)(∂τ∂
l
ρv − ∂
l+1
ρ v)dρ
∣∣∣
. εCκ,σl
∫ σ
0
(
(∂τ∂
l
ρv)
2 + (∂l+1ρ v)
2
)
dρ,
(3.54)
and ∑
l=l1+l2
∣∣∣ ∫ τ
0
∫ σ
0
∂l1ρ
(
1 + (κ2 − 1)ρ2 + a0(w)
)
(∂τ∂
l2
ρ v)(∂ττ∂
l
ρv − ∂τ∂
l+1
ρ v)dρdτ
∣∣∣
≤ εCκ,σl
∣∣∣ ∫ τ
0
∫ σ
0
(∂τ∂
l
ρv)(∂ττ∂
l
ρv − ∂τ∂
l+1
ρ v)dτ
∣∣∣
. εCκ,σl
(∫ τ
0
∫ σ
0
(∂τ∂
l
ρv)
2dρdτ +
∫ σ
0
(v
(l)
1 )
2dσ
)
,
(3.55)
thus by (3.53)-(3.55), there is
∑
l=l1+l2
∫ τ
0
∫ σ
0
∂l1ρ
(
1 + (κ2 − 1)ρ2 + a0(w)
)
(∂ττ∂
l2
ρ v)(∂τ∂
l
ρv − ∂
l+1
ρ v)dρdτ
. εCκ,σl
[ ∫ τ
0
∫ σ
0
(
(∂τ∂
l
ρv)
2 + (∂l+1ρ v)
2
)
dρdτ +
∫ σ
0
(v
(l)
1 )
2dσ
]
.
(3.56)
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On the other hand, we use the de l’Hoˆpital’s rule (3.12) and Young’s inequality to compute
∑
l=l1+l2
∣∣∣ ∫ σ
0
∂l1ρ
(
(1− κ2)(1− ρ2)2 + a1(w)
)
∂l2+2ρ v
(
∂τ∂
l
ρv − ∂
l+1
ρ v
)
dρ
∣∣∣
. εCκ,σl
∫ σ
0
(
(∂τ∂
l
ρv)
2 + (∂l+1ρ vρ)
2
)
dρ,
∑
l=l1+l2
∣∣∣ ∫ σ
0
∂l1ρ
(
4κ2 − 1 + (κ− 1)2ρ2 + a2(w)
)
∂τ∂
l2
ρ v
(
∂τ∂
l
ρv − ∂
l+1
ρ v
)
dρ
∣∣∣
. εCκ,σl
∫ σ
0
(
(∂τ∂
l
ρv)
2 + (∂l+1ρ vρ)
2
)
dρ,
∑
l=l1+l2
∣∣∣ ∫ σ
0
∂l1ρ
(
2ρ(1− κ2)(1− ρ2) + a3(w)
)
∂τ∂
l2+1
ρ v
(
∂τ∂
l
ρv − ∂
l+1
ρ v
)
dρ
∣∣∣
. εCκ,σl
∫ σ
0
(
(∂τ∂
l
ρv)
2 + (∂l+1ρ vρ)
2
)
dρ,
∑
l=l1+l2
∣∣∣ ∫ σ
0
∂l1ρ
(
− (1− κ2)(1− ρ2)ρ−1 + a4(w)
)
∂l2+1ρ v
(
∂τ∂
l
ρv − ∂
l+1
ρ v
)
dρ
∣∣∣
. εCκ,σl
∫ σ
0
(
(∂τ∂
l
ρv)
2 + (∂l+1ρ vρ)
2
)
dρ,
∑
l=l1+l2
∣∣∣ ∫ σ
0
∂l1ρ
(
− 4κ2 + a5(w)
)
∂l2ρ v
(
∂τ∂
l
ρv − ∂
l+1
ρ v
)
dρ
∣∣∣
. εCκ,σl
∫ σ
0
(
(∂τ∂
l
ρv)
2 + (∂l+1ρ vρ)
2
)
dρ.
(3.57)
So, by (3.56)-(3.57), there is∫ τ
0
∫ σ
0
(
∂τ∂
l
ρv− ∂
l+1
ρ v
)
fldρdτ . εCκ,σl
[ ∫ τ
0
∫ σ
0
(
(∂τ∂
l
ρv)
2 + (∂l+1ρ v)
2
)
dρdτ +
∫ σ
0
(v
(l)
1 )
2dσ
]
.
(3.58)
Thus, by (3.52), (3.58) and Hl ⊂ Hl−1, for a suitable positive constant σ < 1, we integrate
(3.49) over (0, τ),∫ σ
0
(
(∂τ∂
l
ρv)
2 + (∂l+1ρ v)
2
)
dρ+ Cκ,ε,σ,l
∫ τ
0
∫ σ
0
(
(∂τ∂
l
ρv)
2 + (∂l+1ρ v)
2
)
dρdτ
. Cκ,ε,σ,l
[ ∫ τ
0
∫ σ
0
(
(∂τ∂
l
ρv)
2 + (∂l+1ρ v)
2
)
dτdρ+
∫ σ
0
(
(v
(l+1)
0 )
2 + (v
(l)
1 )
2
)
dρ
]
,
(3.59)
where Cκ,ε,σ,l is a positive constant depending on κ, ε, σ and l.
Hence, we apply Gronwall’s inequality to (3.59) and use (3.41) to obtain∫ σ
0
(
(∂τ∂
l
ρv)
2 + (∂l+1ρ v)
2
)
dρ . e−Cκ,ε,σ,lt
∫ σ
0
(
(v
(l+1)
0 )
2 + (v
(l)
1 )
2
)
dρ.
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We now consider the linear problem (3.40) with an external force as follows
L[w]v = f(τ, ρ), τ > 0,
v(0, ρ) = v0, vτ (0, ρ) = v1,
(3.60)
with the boundary condition
v(·, 0) = v(·, σ) = 0, vρ(·, 0) = vρ(·, σ) = 0.
Similar to (3.41) in Lemma 3.7 and (3.48) in Lemma 3.8, we conclude the following result.
Lemma 3.9. Let l ≥ 2 and ε≪ 1. Assume that w ∈ Bε,l and f(τ, ρ) ∈ H
l((0, σ]). Then
there is a postive constant σ such that for any ρ ∈ (0, σ), the solution of (3.60) satisfying∫ σ
0
(
(∂τ∂
l
ρv)
2+ (∂l+1ρ v)
2
)
dρ . e−Cκ,ε,σ,lt
∫ σ
0
(
(v
(l+1)
0 )
2+ (v
(l)
1 )
2+(∂lρf)
2
)
dρ, t > 0. (3.61)
where Cκ,ε,σ,l is a positive constant depending on κ, ε, σ and l.
Furthermore, we derive the existence of result on the problem (3.60).
Proposition 3.3. Let l ≥ 2 and 0 < ε ≪ 1. Assume that w ∈ Bε,l and f(τ, ρ) ∈
C2((0,∞);Hl((0, σ])). Then equation (3.60) admits a unique solution
v(τ, ρ) ∈ Cl1 :=
1⋂
i=0
C
i((0,∞);Hl−i((0, σ]))
Moreover, there is
‖v(t, x)‖Cl1 ≤ ‖(v0, v1)‖Hl×Hl−1 + ‖f(τ, ρ)‖Cl1 . (3.62)
Proof. We first prove the local existence of solution for (3.60), then using the decay in time
of solution given in Lemma 3.9, the local solution can be extended into the global solution
of (3.60). Since
(
(1 − κ2)(1 − ρ2)2 + a1(w)
)
> 0 in (3.38), the linearized problem (3.60)
is a strictly hyperbolic linear equation. Thus we can take a standard fixed point iteration
process. Let h = (v, vτ). Then linearized equation (3.60) can be rewritten as
∂th+A(τ, ρ)h = F (τ, ρ),
where F (τ, ρ) = (0, f(τ, ρ)) and the matrix A(τ, ρ) is
A(τ, ρ) :=
(
0 1
−A1∂ρρ + A2∂ρ + A3 A4∂ρ + A5
)
,
and the coefficients
A1 :=
(
1 + (κ2 − 1)ρ2 + a0(w)
)−1(
(1− κ2)(1− ρ2)2 + a1(w)
)
,
A2 :=
(
1 + (κ2 − 1)ρ2 + a0(w)
)−1(
− (1− κ2)(1− ρ2)ρ−1 + a4(w)
)
,
A3 :=
(
1 + (κ2 − 1)ρ2 + a0(w)
)−1(
− 4κ2 + a5(w)
)
,
A4 :=
(
1 + (κ2 − 1)ρ2 + a0(w)
)−1(
2ρ(1− κ2)(1− ρ2) + a3(w)
)
,
A5 :=
(
1 + (κ2 − 1)ρ2 + a0(w)
)−1(
4κ2 − 1 + (κ− 1)2ρ2 + a2(w)
)
.
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Note w ∈ Bε,l. Following [31], by the standard fixed point iteration and a priori estimate
(3.61) in Lemma 3.9, we obtain the approximation problem
h(m) = h0 −
∫ τ
0
(
A(s, ρ)h(m−1) + F (s, ρ)
)
dτ
has a Cauchy sequence {h(m)}m∈Z+ in C
l
1, whose limit is h(τ, ρ) which solves the linearized
equation (3.60) in (0, T ]. Furhermore, by the decay in time estimate (3.61), the local solution
h(τ, ρ) can be extended into a global solution of (3.60). The estimate (3.62) is directly from
the estimate (3.61).
4 Nonlinear stability of explicit lightlike self-similar solutions
4.1 The approximation scheme
In this section, we will construct a solution of nonlinear equation (2.10) by using the Nash-
Moser iteration scheme, which has been used in [35]. Recall that we have chosen the initial
approximation function as follows
v(0)(τ, ρ) = (κ− 1)φ(ρ),
where φ(ρ) is defined in (2.4).
Let
v(τ, ρ) = v(0)(τ, ρ) + w(τ, ρ),
and w(τ, ρ) satisfies the following non-autonomous nonlinear equation(
1 + (κ2 − 1)ρ2
)
wττ − (1− κ
2)(1− ρ2)2wρρ +
(
4κ2 − 1 + (κ− 1)2ρ2
)
wτ
+ 2ρ(1− κ2)(1− ρ2)wτρ − (1− κ
2)(1− ρ2)ρ−1wρ − 4κ
2w = f(ρ, w),
(4.1)
where
f(ρ, w) :=2κ(1− ρ2)
3
2w2ρ − (1− ρ
2)wρ(wττ + wτ − 2w)
(
wρ − 2κρ(1− ρ
2)−
1
2
)
+ κ(1− ρ2)−
1
2 (w − wτ)
2 − (1− ρ2)wρρ
[
(w − wτ )
2 + 2κ(1− ρ2)
1
2 (w − wτ )
]
− 2κρ(1− ρ2)
1
2wτρ(−w + wτ )− 2κ(1− ρ
2)
3
2wρwρτ
+ 2(1− ρ2)wρwρτ (−w + wτ )− (1− ρ
2)ρ−1wρ
[
(w − wτ )
2 + 2κ(1− ρ2)
1
2 (w − wτ )
]
+ κ(1− ρ2)
1
2 (w − wτ )
2 − (ρ− ρ−1)(1− ρ2)
(
w3ρ − 3κρ(1− ρ
2)−
1
2w2ρ
)
− 2κ(1− κ2)(1− ρ2)−
1
2 .
Here we supplement equation (4.1) with the zero initial data for convenience of compu-
tation, i.e.
w(0, ρ) = 0, wτ (0, ρ) = 0, (4.2)
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and the boundary condition
w(·, 0) = w(·, σ) = 0, wρ(·, 0) = wρ(·, σ) = 0. (4.3)
Since κ ∼ 1 and ρ ∈ (0, σ], the non-autonomous term has the property
2κ(1− κ2)(1− ρ2)−
1
2 ∼ ε0 ≪ 1. (4.4)
We introduce a family of smooth operators possessing the following properties.
Lemma 4.1. [1, 21] There is a family {Πθ}θ≥1 of smoothing operators in the space
Hk((0, σ]) acting on the class of functions such that
‖Πθw‖Hk1 ≤ Cθ
(k1−k2)+‖w‖Hk2 , k1, k2 ≥ 0,
‖Πθw − w‖Hk1 ≤ Cθ
k1−k2‖w‖Hk2 , 0 ≤ k1 ≤ k2,
‖
d
dθ
Πθw‖Hk1 ≤ Cθ
k1−k2−1‖w‖Hk2 , k1, k2 ≥ 0,
(4.5)
where C is a positive constant and (s1 − s2)+ := max(0, s1 − s2).
In our iteration scheme, we set
θ = Nm = 2
m, ∀m = 0, 1, 2, . . . ,
then by (4.5), there is
‖ΠNmv‖Hk1 . N
k1−k2
m ‖v‖Hk2 , ∀k1 ≥ k2. (4.6)
Consider the approximation problem of nonlinear equation (4.1) as follows
J (w) :=
(
1 + (κ2 − 1)ρ2
)
wττ − (1− κ
2)(1− ρ2)2wρρ +
(
4κ2 − 1 + (κ− 1)2ρ2
)
wτ
+ 2ρ(1− κ2)(1− ρ2)wτρ − (1− κ
2)(1− ρ2)ρ−1wρ − 4κ
2w − ΠNmf(ρ, w).
(4.7)
Assume that them-th approximation solution of (4.7) is denoted by w(m) withm = 0, 1, 2, . . ..
Let
h(m) := w(m) − w(m−1), for m = 1, 2, . . . ,
so we have
w(m) = w(0) +
m∑
i=1
h(i).
Our target is to prove that w(∞) is a global solution of nonlinear equation (4.1). It is
equivalent to show the series
∑m
i=1 h
(i) is convergence.
Linearizing nonlinear equation (4.1) around h(m), we get a linearized operator
L[w(m−1)](h(m)) :=
(
1 + (κ2 − 1)ρ2 + a0(w
(m−1))
)
h(m)ττ −
(
(1− κ2)(1− ρ2)2 + a1(w
(m−1))
)
h(m)ρρ
+
(
4κ2 − 1 + (κ− 1)2ρ2 + a2(w
(m−1))
)
h(m)τ +
(
2ρ(1− κ2)(1− ρ2) + a3(w
(m−1))
)
h(m)τρ
+
(
− (1− κ2)(1− ρ2)ρ−1 + a4(w
(m−1))
)
h(m)ρ +
(
− 4κ2 + a5(w
(m−1))
)
h(m),
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where the coefficients a0(w
(m−1)), a1(w
(m−1)), a2(w
(m−1)), a3(w
(m−1)), a4(w
(m−1)) and a5(w
(m−1))
are given in (3.39), but instead of w and its derivatives on τ and ρ by w(m−1) and its deriva-
tives on τ and ρ in those coefficients, respectively.
Let constant l > 2. We choose the approximation function w(0) ∈ Cl1 such that the error
term
E(0) := J (w(0))
satisfies
w(0) 6= 0, and ‖w(0)‖Cl1 . ε0 < ε,
‖E(0)‖Cl1 . ε0 < ε.
(4.8)
Since the non-autonomous term satisfies (4.4), it is easy to check that (4.8) holds for a
sufficient small ε0.
The m-th error terms is defined by
R(h(m)) := J (w(m−1) + h(m))− J (w(m−1))− L[w(m−1)](h(m)), (4.9)
which is also the nonlinear term in approximation equation (4.7) at w(m−1). The exact form
of nonlinear term (4.9) is very complicated, here we does not write it down.
Lemma 4.2. Let l ≥ 2. Assume that w(m−1) ∈ Bε,l. Then there is
‖R(h(m))‖Cl1 . N
4
m‖h
(m)‖2
Cl1
, ∀t ∈ R+. (4.10)
Proof. We notice that the highest order of nonlinear term in (4.1) is 3, and the highest order
of derivatives on ρ and τ in (4.9) are 2. Since the solution of (4.7) should be constructed in
Bε,l, there is
‖h(m)‖Cl1 ≤ ε≪ 1, ∀m ∈ N,
which means that
‖h(m)‖p
Cl1
≤ ‖h(m)‖2
Cl1
, for p ≥ 2.
Applying (4.6) and Young’s inequality to estimate each term in R(h(m)), we obtain
‖R(h(m))‖Cl1 . ‖h
(m)‖2
C
l+2
1
. N4m‖h
(m)‖2
Cl1
.
The following Lemma is to construct the m-th approximation solution.
Lemma 4.3. Let l ≥ 2. Assume that w(m−1) ∈ Bε,l. The linear problem
L[w(m−1)](h(m)) = E(m−1),
h(m)(0, ρ) = 0, h(m)τ (0, ρ) = 0,
with the boundary condition
h(m)(·, 0) = h(m)(·, σ) = 0, h(m)ρ (·, 0) = h
(m)
ρ (·, σ) = 0,
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has a solution h(m) ∈ Cl1 satisfying
‖h(m)‖Cl1 . ‖E
(m−1)‖Cl1 , (4.11)
where the error term
E(m−1) := J (w(m−1)) = R(h(m−1)). (4.12)
Proof. Assume that w(0) satisfying (4.8). The m− 1-th approximation solution is
w(m−1) = w(0) +
m−1∑
i=1
h(i).
Then we will find the m-th approximation solution w(m), which is equivalent to find h(m)
such that
w(m) = w(m−1) + h(m). (4.13)
Substituting (4.13) into (4.7), there is
J (w(m)) = J (w(m−1)) + L[w(m−1)](h(m)) +R(h(m)).
Let
J (w(m−1)) + L[w(m−1)](h(m)) = 0,
we supplement it with the zero initial data
h(m)(0, ρ) = 0, h(m)τ (0, ρ) = 0,
and the boundary condition
h(m)(·, 0) = h(m)(·, σ) = 0, h(m)ρ (·, 0) = h
(m)
ρ (·, σ) = 0.
By Proposition 3.3, the above zero initial data problem admits a solution h(m) ∈ Cl1.
Furthermore, by (3.62), it satisfies
‖h(m)‖Cl1 . ‖J (w
(m−1))‖Cl1 .
Moreover, one can see the m-th error term E(m) such that
E(m) := J (w(m)) = R(h(m)).
4.2 Convergence of the approximation scheme
For some fixed l > 2, let 2 ≤ k¯ < k0 ≤ k ≤ l and
km := k¯ +
k − k¯
2m
,
αm+1 := km − km+1 =
k − k¯
2m+1
,
which gives that
k0 > k1 > . . . > km > km+1 > . . . . (4.14)
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Proposition 4.1. Equation (4.1) with the initial data (4.2) and boundary condition (4.3)
admits a global solution
w(∞)(τ, ρ) = w(0)(τ, ρ) +
∞∑
m=1
h(m)(τ, ρ) ∈ C21 .
where w(0) ∈ Hl satisfies (4.8).
Moreover, there is
‖w(∞)(τ, ρ)‖C21 . ε.
Proof. The proof is based on the induction. Note thatNm = N
m
0 withN0 > 1. ∀m = 1, 2, . . .,
we claim that there exists a sufficient small positive constant d such that
‖h(m)‖
C
km
1
< d2
m
,
‖E(m−1)‖
C
km
1
< d2
m+1
,
w(m) ∈ Bε,km .
(4.15)
For the case of m = 1, we recall that the assumption (4.8) on w(0), i.e.
w(0) 6= 0, and ‖w(0)‖Cl1 . ε0,
‖E(0)‖Cl1 . ε0.
So by (4.11), let 0 < ε0 < N
−8
0 d
2 < ε
2
≪ 1, we have
‖h(1)‖
C
k1
1
. ‖E(0)‖
C
k0
1
. ε0 < d.
Moreover, by (4.10) and (4.12), we derive
‖E(1)‖
C
k1
1
. ‖R1(h
(1))‖
C
k1
1
. N41‖h
(1)‖2
C
k1
1
. ε0N
4
1 < d
2,
and
‖w(1)‖
C
k1
1
. ‖w(0)‖
C
k1
1
+ ‖h(1)‖
C
k1
1
. 2ε0 < ε.
which means that w(1) ∈ Bε,k1.
Assume that the case of m− 1 holds, i.e.
‖h(m−1)‖
C
km−1
1
< d2
m−1
,
‖E(m−1)‖
C
km−1
1
< d2
m
,
w(m−1) ∈ Bε,km−1,
(4.16)
then we prove the case of m holds. Using (4.11) and (4.16), we have
‖h(m)‖
C
km
1
. ‖E(m−1)‖
C
km
1
< ‖E(m−1)‖
C
km−1
1
< d2
m
, (4.17)
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which combining with (4.10), (4.12) and (4.14), there is
‖E(m)‖
C
km
1
= ‖R(h(m))‖
C
km
1
. N4m−1‖E
(m−1)‖2
C
km−1
1
. N
4(m−1)+8(m−2)
0 ‖E
(m−2)‖2
2
C
km−2
1
. . . . ,
. (N80‖E0‖Ck01
)2
m
.
(4.18)
So by (4.8), there is a sufficient small positive constant ε0 such that
0 < N80‖E0‖Ck01
< N80 ε0 < d
2,
which combining with (4.18) gives that
‖E(m)‖
C
km
1
< d2
m+1
.
On the other hand, by (4.17), there is
‖w(m)‖
C
km
1
. ‖w(m−1)‖
C
km−1
1
+ ‖h(m)‖
C
km
1
.
m∑
i=1
d2
i
+ ε0 < ε.
This means that w(m) ∈ Bε,km. Hence we conclude that (4.15) holds.
Furthermore, it follows from (4.15) that the error term goes to 0 as m→∞, i.e.
lim
m→∞
E(m) = 0.
Therefore, equation (4.1) with the initial data (4.2) and boundary condition (4.3) admits
a solution
w(∞) = w(0) +
∞∑
m=1
h(m) ∈ C21 .
Let w0, w1 ∈ H
l with constant l > 2. We supplement equation (4.1) with small initial
data
w(0, ρ) = εw0(ρ), wτ (0, ρ) = εw1(ρ). (4.19)
Then we have the following result.
Proposition 4.2. Equation (4.1) with the initial data (4.19) and boundary condition
(4.3) admits a global solution
w(∞)(τ, ρ) = w(0)(τ, ρ) +
∞∑
m=1
h(m)(τ, ρ) + εw0(ρ)− ε(e
−τ − 1)w1(ρ),
where
∑∞
m=1 h
(m)(τ, ρ) ∈ C21 .
Moreover, there is
‖w(∞)(τ, ρ)‖C21 . ε.
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Proof. We introduce an auxiliary function
w(τ, ρ) = w(τ, ρ)− εw0(ρ) + ε(e
−τ − 1)w1(ρ),
then small initial data (4.19) is reduced into
w(0, ρ) = 0, wτ (0, ρ) = 0,
and equation (4.1) is transformed into an equation of w(τ, ρ). This new equation is only
added by some more terms on εw0 and ε(e
−τ − 1)w1(ρ) than equation (4.1). The main
structure of the linearized equation is same with equation (4.1). Since the parameter ε≪ 1
and the coefficient e−τ , those terms on εw0 and ε(e
−τ − 1)w1(ρ) do not effect the whole
Nash-Moser iteration scheme. Hence using the same proof of process in Proposition 4.1, we
can obtain this result.
4.3 Proof of Theorem 1.1.
Let T be a fixed positive constant and
u±(t, r) = ±(T − t)
√
1− (
r
T − t
)2, (t, r) ∈ (0, T )× (0, σ(T − t)].
By Proposition 4.2, we have constructed a solution of the radially symmetric membranes
equation (1.3) with the initial data (1.4) as follows
u(t, r) = u±(t, r) + (1− κ)u±(t, r) + w∞(t, r), (4.20)
where w∞(t, r) ∈ H2(ΩT−t) and
w∞(t, r) := (T − t)
(
w(0)(log
T
T − t
,
r
T − t
) +
∞∑
m=1
h(m)(log
T
T − t
,
r
T − t
)
+ εw0(
r
T − t
)− ε(
T − t
T
− 1)w1(
r
T − t
)
)
.
Thus it follows from (4.20) that
u(t, r)− u±(t, r) = (1− κ)u±(t, r) + w∞(t, r). (4.21)
So for a sufficient small ε > 0, by Proposition 4.2 and (4.8), if
‖(u0(x), u1(x))− (±T (1−
r2
T 2
)
1
2 ,∓(1−
r2
T 2
)
−1
2 )‖H1(ΩT )×L2(ΩT ) . ε,
then by (4.21), we obtain
‖u(t, r)− u±(t, r)‖H1(ΩT−t) ≤ (1− κ)‖u
±(t, r)‖H1(ΩT−t) + ‖w
∞(t, r)‖H1(ΩT−t) . ε,
where we impose the boundary condition
w∞(t, r)|r∈∂ΩT−t = w
∞
r (t, r)|r∈∂ΩT−t = 0,
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and
ΩT−t := {r : r ∈ (0, σ(T − t)]}.
Therefore, two lightlike self-similar solutions u±(t, r) are nonlinear stablility in {(t, r) :
(t, r) ∈ (0, T )× (0, δ(T − t)]}.
5 Appendix
In the appendix, we give the details on the proof of Lemma 3.5. Firstly, we recall a result
of the existence of difference equation, which first established by Birkhoff and Trjitzinsk.
Proposition 5.1. (Birkhoff and Trjitzinsk [3]) The kth-order linear difference equation
a0(n)un + a1(n)un+1 + . . .+ ak(n)un+k = 0, a0 6≡ 0, ak 6≡ 0,
with polynomial coefficients ai has precisely k linearly independent formal solutions of the
general form
un = e
Q(n)nr
∞∑
i=0
n
−i
p
m∑
j=0
Ci,j ln
j n, (5.1)
where
Q(n) = µn lnn+
p∑
s=0
νsn
s
p ,
and Ci,j and νs are coefficients, r, p ∈ N, µp ∈ Z and m ∈ N ∩ {0}.
It is hard to get an exact expansion of solution to (3.23) by (5.1). So we have to use
other method to analyze the asmptotic behavior of solutions to (3.23).
Let
z(1)n = an,
z(2)n = an+1 = z
(1)
n+1,
z(3)n = an+2 = z
(2)
n+1,
z(4)n = an+3 = z
(3)
n+1,
then by (3.23), we have
z
(4)
n+1 = (2− p1(n))z
(3)
n − (1 + p2(n))z
(1)
n ,
where z
(i)
n (i = 1, 2, 3, 4) depends on ν and κ.
Furthermore, let zn = (z
(1)
n , z
(2)
n , z
(3)
n , z
(4)
n ), we have
zn+1 =


0 1 0 0
0 0 1 0
0 0 0 1
−1 − p2(n) 0 2− p1(n) 0

 zn
= (D + T (n))zn,
(5.2)
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where
D =


0 1 0 0
0 0 1 0
0 0 0 1
−1 0 2 0

 , T (n) =


0 0 0 0
0 0 0 0
0 0 0 0
−p2(n) 0 −p1(n) 0

 .
Since the matrix D has eigenvalues λ1 = λ2 = 1 and λ3 = λ4 = −1 (double), we
should diagonalize the matrix D. Direct computation shows that λ1 has an eigenvector
ξ1 = (1, 1, 1, 1), and λ3 has an eigenvector ξ3 = (1,−1, 1,−1). Note that 1 and −1 are
double eigenvalues of D. We have to set (λ1E −D)ξ2 = ξ1, i.e.

1 −1 0 0
0 1 −1 0
0 0 1 −1
1 0 −2 1




x1
x2
x3
x4

 =


1
1
1
1

 ,
solving it, we have a new eigenvector ξ2 = (0, 1, 2, 3). Here E is the identity matrix.
Similarly, set (λ3E −D)ξ4 = ξ3, i.e.

−1 −1 0 0
0 −1 −1 0
0 0 −1 −1
1 0 −2 −1




x1
x2
x3
x4

 =


1
−1
1
−1

 ,
we get the last eigenvector ξ4 = (0, 1,−2, 3).
Let
P =


1 0 1 0
1 1 −1 1
1 2 1 −2
1 3 −1 3

 , P−1 =


1
2
3
4
0 −1
4
−1
4
−1
4
1
4
1
4
1
2
−3
4
0 1
4
1
4
−1
4
−1
4
1
4

 ,
then the matrix D is transformed into Jordan matrix
P−1DP = J :=


1 1 0 0
0 1 0 0
0 0 −1 1
0 0 0 −1

 . (5.3)
So let zn = Py
(1)
n , by (5.2), we get
y
(1)
n+1 = (J + P
−1T (n)P)y(1)n , (5.4)
where
P−1T (n)P = J :=


p1(n)+p2(n)
4
p1(n)
2
p1(n)+p2(n)
4
−p1(n)
2
−p1(n)+p2(n)
4
−p1(n)
2
−p1(n)+p2(n)
4
p1(n)
2
−p1(n)+p2(n)
4
−p1(n)
2
−p1(n)+p2(n)
4
p1(n)
2
−p1(n)+p2(n)
4
−p1(n)
2
−p1(n)+p2(n)
4
p1(n)
2

 .
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Now our task is to transform the Jordan matrix J into a diagonal matrix with four different
eigenvalues.
Lemma 5.1. There are two inverse matrices M1(n) and M2(n) depending on n such
that
M1(n)JM2(n) =


1 0 0 0
0 1 + 1
n
0 0
0 0 −1 0
0 0 0 −(1 + 1
n
)

 , (5.5)
where n = 1, 2, 3, . . . and J is the Jordan matrix in (5.3).
Proof. This proof is based on observation. Let
P1 =


1 2 0 0
1 1 0 0
0 0 1 0
0 0 0 1

 , P−11 =


−1 2 0 0
1 −1 0 0
0 0 1 0
0 0 0 1

 ,
and
P2 =


1 0 0 0
0 1 0 0
0 0 −1 −2
0 0 1 1

 , P−12 =


1 0 0 0
0 1 0 0
0 0 1 2
0 0 −1 −1

 ,
then we derive
P−12 P
−1
1 JP1P2 =


0 −1 0 0
1 2 0 0
0 0 0 1
0 0 −1 −2

 . (5.6)
To diagonalize above matrix with four different eigenvalues, we introdcue a matrix de-
pending on n
P3(n) =


1 1 0 0
−1 −(1 + 1
n
) 0 0
0 0 1 0
0 0 0 1

 ,
then
P−13 (n+ 1) =


n+ 2 n+ 1 0 0
−(n + 1) −(n + 1) 0 0
0 0 1 0
0 0 0 1

 .
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By (5.6), direct computation shows that
P−13 (n + 1)P
−1
2 P
−1
1 JP1P2P3(n) =


1 0 0 0
0 1 + 1
n
0 0
0 0 0 1
0 0 −1 −2

 . (5.7)
Thus we introduce another matrix
P4(n) =


1 0 0 0
0 1 0 0
0 0 1 1
0 0 −1 −(1 + 1
n
)

 ,
then
P−14 (n+ 1) =


1 0 0 0
0 1 0 0
0 0 n + 2 n+ 1
0 0 −(n + 1) −(n + 1)

 .
which combining with (5.7) gives that
M1(n)JM2(n) =


1 0 0 0
0 1 + 1
n
0 0
0 0 −1 0
0 0 0 −(1 + 1
n
)

 ,
where
M1(n) = P
−1
4 (n+ 1)P
−1
3 (n+ 1)P
−1
2 P
−1
1 ,
M2(n) = P1P2P3(n)P4(n).
We now return to the system (5.4). Set
y(1)n = P1y
(2)
n ,
y(2)n = P2y
(3)
n ,
we derive
y
(3)
n+1 = (P
−1
2 P
−1
1 JP1P2 + P
−1
2 P
−1
1 P
−1T (n)PP1P2)y
(3)
n , (5.8)
Set
y(3)n = P3(n)y
(4)
n , y
(3)
n+1 = P3(n+ 1)y
(4)
n+1
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y(4)n = P4y
(5)
n , y
(4)
n+1 = P4y
(5)
n+1,
and
M1(n) = P
−1
4 (n+ 1)P
−1
3 (n+ 1)P
−1
2 P
−1
1 ,
M2(n) = P1P2P3(n)P4(n).
Taking advantage of the process of proof in Lemma 5.1, we derive from (5.8) that
y
(5)
n+1 = (M1(n)JM2(n) +M1(n)P
−1T (n)PM2(n))y
(5)
n
= (D˜ + T˜ (n))y(5)n , n ≥ 1, (5.9)
where D˜ := M1(n)JM2(n) is a diagonal matrix defined in (5.5), T˜ (n) is a off-diagonal
matrix, which is
T˜ (n) =M1(n)P
−1T (n)PM2(n)
=


(n+4)(2p1+p2)
4
p1(n+
16
n
+8)+p2(n+
8
n
+6)
4
p1(5n+2)+2(n+1)p2
4
p1(5n2−2n−16)+2(n2−4)
4n
−(n+1)(5p1+3p2)
4
−p1(n+1)(5+
8
n
)−p2(3+
4
n
)
4
(n+1)(p1+p2)
4
p1(n2+5n+4)+p2(n2+3n+2)
4n
(n+4)(p1+p2)
4
(n+4)[(1+ 4
n
)p1+(1+
2
n
)p2]
4
−(n+4)(p1+p2)
4
−(n+4)(5p1+3p2)
4n
−(n+1)(p1+p2)
4
−(n+1)[(1+ 4
n
)p1+(1+
2
n
)p2]
4
(n+1)(p1−3p2)
4
(n+1)(5p1−7p2)
4n

 ,
(5.10)
where p1 := p1(n) and p2 := p2(n) defined in (3.24)-(3.25), respectively.
So it follows from (5.9) that
y
(5)
n+1 = (D˜(n) + T˜ (n)) · (D˜(n− 1) + T˜ (n− 1)) · . . . · (D˜(1) + T˜ (1))y
(5)
1 ,
which combining with (5.10) that y
(5)
n+1 has an unbounded solution depending on n. This is
coincident with a result of Birkhoff-Trjitzinsk [3]. Thus we complete the proof of Lemma
3.5.
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