Abstract: One of the most important tasks operations manager are confronted with is to determine production quantities over a mediumsize planning horizon such that demand is met, scarce production facilities are not overloaded and that the sum of holding and setup costs is minimized. For the single machine case the well-known Capacitated Lot-Sizing Problem (CLSP) has been proposed to determine minimum cost solutions. The CLSP is based on the assumption that for each lot produced in a period setup cost is incurred. But in practice the machine setup can be preserved over idle time very often. In such cases the setup cost of a CLSP solution can be reduced by linking the production quantities of an item which is scheduled in two adjacent periods. Therefore we propose the CLSP with linked lot-sizes of adjacent periods. The problem is formulated as a mixed-integer programming model. For the heuristic solution we present a priority rule based scheduling procedure which is backward-oriented, i.e. at rst lot-sizes are xed in the last period, then in the last but one period, and so on. The priority rule consists of a convex combination of estimated holding and setup cost savings. Since the solution quality depends on realisation of the convex combination we perform a simple local search method on the parameter space to obtain low cost solutions. We show by a computational study that our procedure is more e cient than a two stage approach which rst solves the CLSP with the Dixon-Silver or the Kirca-K okten heuristic and performs linking of lots afterwards.
Introduction
The capacitated lot-sizing problem is characterized as follows: A number j = 1; : : : ; J of di erent items is to be manufactured on one machine (corresponding to a single capacity constraint). The planning horizon is segmented into a nite number t = 1; : : : ; T of time periods. In period t the machine is available with C t capacity units. Producing one unit of item j uses p j capacity units ( nite production speed). The demand for item j in period t, d j;t , has to be satis ed without delay, i.e. shortages are not allowed. Setting up the machine for item j causes setup cost of s j . Inventory cost per unit of h j (holding cost coe cient) are incurred for the inventory of item j at the end of a period. The objective is to minimize the sum of setup and holding costs.
Basically assuming that
Setup cost occur for each lot produced in a period. and de ning the decision variables I j;t the inventory of item j at the end of period t (w.l.o.g. I j;0 = 0 for all j = 1; : : : ; J), q j;t the quantity (lot-size) of item j to be produced in period t, and x j;t a binary variable indicating whether setup occurs for item j in period t (x j;t = 1) or not (x j;t = 0), we can state the well-known capacitated lot-sizing problem (CLSP) as follows:
Problem CLSP (s j x j;t + h j I j;t ) (1) subject to I j;t?1 + q j;t ? I j;t = d j;t j = 1; : : : ; J; t = 1; : : :; T (2) J X j=1 p j q j;t C t t = 1; : : : ; T (3) C t x j;t ? p j q j;t 0 j = 1; : : : ; J; t = 1; : : :; T (4) x j;t 2 f0; 1g j = 1; : : : ; J; t = 1; : : :; T (5) I j;t ; q j;t 0 j = 1; : : : ; J; t = 1; : : :; T (6) The objective to minimize the sum of setup and inventory holding costs is expressed by (1) . Equations (2) determine the inventory of an item at the end of each period. Constraints (3) make sure that the total production in each period does not exceed the capacity. For each produced lot in a period constraints (4) force a setup, i.e. the corresponding binary setup variable must equal one, thus increasing the sum of setup costs. The suitable domains of the variables are determined by the restrictions (5) and (6) . The non-negativity condition for the inventory ensures that shortages do not occur.
In Let us now look at the following example which reveals the drawback associated with the basic assumption. The optimal solution of the CLSP with an objective function value Z CLSP = 300 is determined by equalizing lot-sizes and demands, i.e. q j;t = d j;t for all j = 1; : : : ; J, and t = 1; : : : ; T. Let us now consider the solution (q j;t ) = 5 6 0 0 3 0 ! where denotes a linking of the production quantities of adjacent periods. That is, in the second period we rst produce item j = 1. Hence, it is not necessary to change the setup state of the machine because the machine has been already setup for item j = 1 in period t = 1. This way we reduce total cost by ?s 1 +6 h 1 = ?100+6 1 = 106 which gives us a new minimum cost solution of 206.
The example shows, that the CLSP solution quality can be poor in the case where the setup state can be preserved between adjacent periods. Furthermore, a solution approach for lot{sizing and semi{sequencing, i.e. determining the last and the rst item in a period, may provide a better solution quality than an algorithm for the CLSP.
The remainder of the paper is structured as follows: In Section 2 we extend the CLSP with respect to the possibility of linking lot{sizes of adjacent periods. An e cient straight{forward heuristic which is backward oriented and which relies on a priority rule is presented in Section 3. How a given CLSP solution can be improved by performing links subsequently is shown in Section 4. The results of a computational study are covered by Section 5. A summary and conclusions are given in Section 6. (12) x j;t ; z j;t 2 f0; 1g j = 1; : : : ; J; t = 1; : : :; T (13) I j;t ; q j;t 0 j = 1; : : : ; J; t = 1; : : :; T (14) where w.l.o.g. I j;0 = 0, x j;0 = 0, z j;0 = z j;1 = 0 for all j = 1; : : : ; J.
The objective function (7) charges no setup cost for a production quantity in period t which is linked with a production quantity of the preceeding period t ? 1. (8) corresponds to ordinary inventory balance constraints. (9) secures feasibility with respect to the machine capacity. (10) couples the production decisions with the setup state of the machine. (11) secures that only one product can be produced at the end of a period. By (12) linking of an item in one of two adjacent periods is allowed only, if the machine is setup for the item in both periods, i.e. z j;t can be \1" only if x j;t = x j;t?1 = 1 and z j;t?1 = 0. Note that, the CLSPL is equivalent to the CLSP if we set z j;t = 0 for j = 1; : : : ; J, and t = 1; : : : ; T.
As a large time scale assumed in the CLSP, we expect that generally more than one item will be scheduled in a period. That is the required capacity of a lot will be strictly less than the available period capacity. Let us now consider the (unusual) case where in period t only item j is scheduled and that item j is also scheduled in periods t ? 1 and t + 1. Thus, the setup state may be preserved for item j from the end of period t ? 1 up to the beginning of period t + 1. To preserve the setup state two links are necessary for item j which is not allowed due to (12) . More precisely, (12) requires that z j;t + z j;t?1 1.
Note, we allow lot-splitting. For example, in spite of producing the quantities q j;t?1 and q j;t in one lot, i.e. z j;t = 1, q j;t?1 may be used to satisfy the demand d j;t?1 .
Improving a CLSP Solution
If a CLSP is solved, then the provided schedule can be improved by performing the links afterwards, which reduces setup cost. Moreover, holding cost is saved, if a quantity of a linked lot can be \right-shifted" . This will be clari ed by the following example: Comparing the objective function values we see the modi ed CLSP solution is 11.3% more costly than the CLSPL solution. This demonstrates that the solution quality can be substantially improved by integrating semi{sequencing. Due to the constraints (2){(6) and (8){ (14), respectively, we can state that the CLSP and the CLSPL have the same set of feasible solutions. But on account of the objective functions (1) and (7), the following inequality holds:
Z CLSP Z modifiedCLSP Z CLSPL (15) That is, solutions associated with minimum cost are always CLSPL-based. Since the CLSPL contains more binary variables than the CLSP it may be more di cult to determine an optimal solution in reasonable time. However, in practical applications fast heuristics may be applied. So a CLSPL approach which computes a solution in reasonable time may be more attractive than an exact or heuristic method for the CLSP.
Note that a similar model with machine state preserving has been presented in 9] which is a special case of the multi-machine case with setup times introduced in 4].
A Priority Rule Based Heuristic
In the following we describe a simple heuristic for the CLSPL which starts with scheduling in the period t = T and steps backward to the rst period t = 1. The lot{size and semi{sequencing decisions are based on a simple priority rule which consists of a convex combination of holding and setup cost savings.
At rst we derive a simple feasibility check: Let initially q j;t = 0. Consider now a period t, 1 t T, where we have already made production decisions for the periods = t to T by xing q j;t . Then the cumulative demand D j;t of item j from period t to the horizon T which is not satis ed is calculated by If a feasible solution exists for the problem under consideration we will always derive a feasible solution due to the feasibility check. It should be noted here that backward lot-sizing and scheduling methods in the capacitated case are from a conceptual point of view superior to forward-oriented ones like, e.g., the Dixon-Silver heuristic, since there is no need for complicated and time-consuming look ahead procedures in order to secure resource feasibility.
To decide on the item to be produced in period t we use a \savings"-based priority rule. (The quotation marks emphasize that the savings are roughly estimated.) Four cases are distinguished:
1. There is unsatis ed demand of item j in period t and the available capacity in period t is greater or equal than the capacity which will be required if item j is scheduled in period t. 1. For initialization we set z j;T+1 = 0. The larger r j;t , the more preferable it is to schedule item j in period t. Thus, the item with the largest priority value will be produced. With the parameter we control sizes of lots, e.g., if = 1 we expect large lot-sizes for items with high setup cost.
The backward oriented scheduling procedure, denoted by BA, is sketched out in Table 1 : In step 0 we initialize the variables and parameters. The priority values are obtained in step 1. In step 2 we select the item i with maximum priority. In step 3 \case" corresponds to the case which was true for the calculation of r i;t . In the fourth case only a backward step is required, i.e. we have to reduce the period counter t by 1. If one of the other cases is true item i is scheduled which forces some updates of the variables and parameters. Note, a link in period t induces always a backward step to period t ? 1 but only in case 3 a feasibilty check is required.
To give more insights, we apply BA for the instance in Example 2 with = 0:5: Before starting the scheduling phase in period T = 4, we set q j;t = 0, and hence derive Note that TRC = 270 CC 3 = 300. Thus item j = 3 is selected again, i.e. we set z 3;4 = 1 and q 3;3 = 10. Afterwards we schedule period T ? 1 = 3. Continuing this way, we end up with a (nonoptimal) schedule with overall cost of 1,150. Trying to get a better solution, we have also tried alternative values for . Table 2 reports the corresponding objective function values. As can be seen, the solution quality depends heavily on the choice of the parameter value. For our instance, the optimal solution was computed with the parameter = 0:25. Furthermore, for our instance, will be increased up to 0.5, and will be 0.25. Then a new (and last) search will be started with = 0:0625, = 0:0625, and = 0:4375. This is illustrated in Figure 1 where the index values 1 and 2 denote the rst and second search phase, respectively. Note, no solution will be computed for = 0:75 and = 1.
Computational Study
The purpose of our computational study is twofold: First, we investigate the performance of BA. Second, we compare BA with a two stage-approach where rst lot sizes are determined and linking of lot-sizes is performed afterwards. Before presenting the computational results we will describe an algorithm which generates the test instances used: Given the number of items, J, the number of periods, T, and the expected capacity utilization, U, the other problem parameters are determined as follows:
In all periods the capacity is constant, i.e. C t = J 50.
The production time to produce one unit of item j, p j , is chosen at random from the set f1; 2g.
The demand of item j in period t, d j;t , is chosen at random from the set f0; 1; : : : ; 100g with respect to capacity constraints and the expected capacity utilization, U. The holding cost coe cients are constant, i.e. h j = 1.
The setup cost, s j , are chosen randomly from the set f50, 51,: : :, 250g. We use the uniform distribution to choose a parameter at random. For each of the a priori given parameter combinations provided in Table 3 , we generated 10 instances and solved them to optimality by using the general mixed integer programming solver LINDO 17] . Each entry re ects the average percentage deviation from the optimum objective function value for the parameter combination under investigation.
From this small investigation we can conclude that the overall performance of BA is with an overall deviation of 5.28 % quite promising. Furthermore, it can be noticed that neither the capacity utilization nor the relation between the number of items and periods systematically in uences the quality of the solutions. Now we are going to explore the computational performance of BA for larger and thus realistic data sets. Since these instances cannot be solved to optimality, the main focus is on the comparison of BA with a two-stage approach which works as follows: First we apply a CLSP heuristic, then we improve the derived schedules by linking. We employed the well-know benchmark-instances of 2]. These 120 instances may be brie y introduced as follows. They are divided in three sets which di er with respect to the number of items and periods, (J; T), as given in the rst line of Table 8 . The instances of a set di er with respect to the three factors capacity utilization (U), capacity requirements (C), and demand variation (S). For each factor two levels exits, which are low (L) and high (H) for capacity utilization (LU; HU), i.e. in the average U = 75%, or U = 95%, and demand variation (LS; HS), where given an average demand of 100 the standard deviation of the demand for the instances with low and high demand variation is 6 and 35, respectively. Then two factors constant (C) and varying (V ) are respected for the capacity requirements (CC; V C), i.e. p j = 1 or p j 2 f1; 2; 3; 4g chosen at random.
Based on the results in 15] it can be sated that the heuristics introduced in 15] and 18] are outperformed by the Kirca-K okten heuristc (KK). The same is true for the Dixon-Silver heuristic (DS), but for instances with a large number of items, i.e. (J; T) = (50; 8), DS has computed very often the best solution. Therefore Table 4 : Comparison of DS, KK, and BA we choose for a comparision with BA the heuristics DS and KK. For a given DS or KK solution setups are reduced a posteriori, by combining two lots of adjacent periods (for the item with the highest setup cost, if there is a choice). The average percentage deviation between the reduced cost of DS and the cost of BA are reported in Table 4 . As can be seen for J = 50 and T = 8, the solution quality of DS, KK and BA is almost identical if we have a large number of items. This may be reasoned by the fact that for a large number of items it is \easy" to nd in the second stage a \good" linking between production quantities of adjacent periods. But for medium (20) and small numbers (8) of items the solution quality of BA is substantially better than the solution quality of DS and KK, i.e. integrated sequencing is very important. This is especially valid for instances with high capacity utilization, low We have coded BA in Pascal and implemented it on a personal computer with 486DX2 processor and 50 MHz. Table 5 reports the average computation times of the 40 instances per entry.
It is demonstrated that BA solves even large instance sizes within a few seconds. The computational e ort increases rapidly with the number of items. The average number of executions and the average number of executions until the best solution has been reached are reported in Table 6 , respectively.
Summay and Conclusions
Integrating sequencing in lot-sizing can be very attractive. A mixed-integer formulation has been presented where lot-sizes of adjacent periods can be linked (semi-scheduling), denoted by CLSPL, which is an extension of the well-known capacitated lotsizing problem (CLSP). The CLSPL can be solved e ciently by a backward-oriented approach where lot-sizing and linking depends on a priority rule. Especially for instances with a small to medium number of items the method solves the CLSPL more e cient than a two stage approach which rst solves the CLSP (heuristically) and performs linking of lots afterwards.
We have shown that in the case of small to medium number of items production managers can save a lot of expense if they apply production planning and control methods which perform lot-sizing and sequencing, simultaneously. Hence, integrating sequencing in lot-sizing methods has a great potential for improving the solution quality.
The proposed priority rule depends on a parameter which affects the solution quality. Instead of using a xed value for the parameter a higher solution quality is achieved by applying a simple local search method on the parameter space. The search space and neighbourhood are de ned in general terms. An extension for more than one parameter is straightforward (cf. 10], 12]). Thus the local search method may be applied for any parameterized heuristic.
