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Summary
Different approaches to high-quality grammatical error correction (GEC)
have been proposed recently. Most of these approaches are based on classification
or statistical machine translation (SMT), each having its own strengths and weak-
nesses. In this work, we propose to exploit the strengths of multiple GEC systems
by system combination. In particular, we combine the output from a classification-
based system and an SMT-based system to improve the correction quality.
In the literature, a system combination approach has been successfully ap-
plied to other natural language processing (NLP) tasks, such as machine translation
(MT). In this work, we adopt the system combination technique of Heafield and
Lavie (2010), which was built for combining MT output. While we do not pro-
pose new system combination methods, our work is the first that makes use of a
system combination strategy for GEC. We examine the effect of combining multi-
ple GEC systems built using different paradigms, and further analyze how system
combination leads to better performance for GEC.
We evaluate the effect of system combination on the CoNLL-2014 shared
task. The performance of the combined system is compared against the perfor-
mance of the best participating team on the same test set. Using our approach,
we achieve an F0.5 score of 39.39% on the test set of the CoNLL-2014 shared task,
outperforming the best system in the shared task by 2.06% (absolute increase).
We further examine different ways of selecting the component systems, such as by
diversifying the component systems and varying the number of combined systems.
We report the findings in terms of precision, recall, and F0.5.
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Nowadays, the English language has become a linguafranca for international com-
munications, business, education, science, technology, and so on. It is often a ne-
cessity for a person who is not from an English-speaking country to learn English
in order to be able to engage in the global community. This leads to an increasing
number of English speakers around the world, with more than one billion people
learning English as a second language (ESL).
However, learning English is difficult for non-native speakers. ESL learners
often produce syntactic, word choice, and pronunciation errors that are commonly
influenced by their mother tongue (first language or L1). Therefore, it is impor-
tant for an ESL learner to get continuous feedback from a proficient teacher. For
example, in the writing process, a teacher corrects the grammatical mistakes in the
student’s writing and further gives explanation of their mistakes.
Manually correcting grammatical errors, however, is a laborious task. With
the recent advances in computing, it is thus appealing to automate this process.
We refer to the task of automatically detecting and correcting grammatical errors
2present in a text (e.g., written by a second language learner) as grammatical error
correction (GEC). The automation of this task promises to benefit millions of learn-
ers around the world, since it functions as a learning aid by providing instantaneous
feedback on ESL writing.
Research in GEC has attracted much interest recently, with four shared tasks
organized in the past four years: Helping Our Own (HOO) 2011 and 2012 (Dale
and Kilgarriff, 2010; Dale, Anisimoff, and Narroway, 2012), and the CoNLL 2013
and 2014 shared tasks (Ng et al., 2013; Ng et al., 2014). Each shared task comes
with an annotated corpus of learner texts and a benchmark test set, facilitating
further research in GEC.
Many approaches have been proposed to detect and correct grammatical
errors. The most dominant approaches are based on classification (a set of classifier
modules where each module addresses a specific error type) and statistical machine
translation (SMT) (formulated as a translation task from “bad” to “good” English).
Other approaches are a hybrid of classification and SMT approaches, and often
include some rule-based components.
Each approach has its own strengths and weaknesses. Since the classification
approach is able to focus on each individual error type using a separate classifier,
it may perform better on an error type where it can build a custom-made classifier
tailored to the error type, such as subject-verb agreement errors. The drawback of
the classification approach is that one classifier must be built for each error type, so
a comprehensive GEC system will need to build many classifiers which complicates
its design. Furthermore, the classification approach does not address multiple error
types that may interact.
The SMT approach, on the other hand, naturally takes care of interaction
among words in a sentence as it attempts to find the best overall corrected sen-
tence. It usually has a better coverage of different error types. The drawback of
3this approach is its reliance on error-annotated learner data, which is expensive to
produce. It is not possible to build a competitive SMT system without a sufficiently
large parallel training corpus, consisting of texts written by ESL learners and the
corresponding corrected texts.
In this research work, we aim to take advantage of both the classification
and the SMT approaches. By combining the outputs of both systems, we hope
that the strengths of one approach will offset the weaknesses of the other approach.
We adopt the system combination technique of (Heafield and Lavie, 2010), which
starts by creating word-level alignments among multiple outputs. By performing
beam search over these alignments, it tries to find the best corrected sentence that
combines parts of multiple system outputs.
1.2 Research Contributions
This thesis explores the system combination approach for GEC. We demonstrate
the effectiveness of the approach through various empirical experiments. The main
contributions of this thesis are as follows:
• It is the first work that makes use of a system combination strategy to combine
complete systems, as opposed to combining individual system components,
to improve grammatical error correction;
• It gives a detailed description of methods and experimental setup for building
component systems using two state-of-the-art approaches; and
• It provides a detailed analysis of how one approach can benefit from the other
approach through system combination.
41.3 Thesis Organization
This thesis is organized into seven chapters. Chapter 2 gives background infor-
mation and related work. Chapter 3 describes the individual systems. Chapter 4
explains the system combination method. Chapter 5 presents experimental setup
and results. Chapter 6 provides a discussion and describes further experiments on
system combination. Finally, Chapter 7 concludes the thesis.
5Chapter 2
Background and Related Work
In this chapter, we provide background information and related work on grammat-
ical error correction and system combination.
2.1 Grammatical Error Correction
The task of grammatical error correction (GEC) is to detect and correct grammat-
ical errors present in an English text. The input to a GEC system is an English
text written by a learner of English and the output of the system is the corrected
text. Consider the following example:
Input: He live in the Asia.
Output: He lives in Asia.
In the example above, the input sentence contains two grammatical errors:
a subject-verb agreement error (the singular pronoun He does not agree with the
plural verb live) and an article error (unnecessary article before the noun Asia).
Therefore, the GEC system is expected to make two corrections live→lives and
the→ ( denotes the empty string).
6Several approaches have been proposed for GEC, which can be divided
into three categories: classification, statistical machine translation, and hybrid ap-
proaches. We give a brief description of each approach in the next sections.
2.1.1 Classification
Early research in grammatical error correction focused on a single error type in
isolation, e.g., article errors (Knight and Chander, 1994) or preposition errors
(Chodorow, Tetreault, and Han, 2007). That is, the individual correction sys-
tem is only specialized for one error type. For practical usage, a grammatical error
correction system needs to combine these individual correction systems in order to
be able to correct various types of grammatical errors that language learners make.
The classification approach has been used to deal with the most common
grammatical mistakes made by ESL learners, such as article and preposition er-
rors (Han, Chodorow, and Leacock, 2006; Chodorow, Tetreault, and Han, 2007;
Tetreault and Chodorow, 2008; Gamon, 2010; Dahlmeier and Ng, 2011; Rozovskaya
and Roth, 2011; Wu and Ng, 2013), and more recently, verb errors (Rozovskaya,
Roth, and Srikumar, 2014). Statistical classifiers are trained either from learner or
non-learner texts. Common learning algorithms include averaged perceptron (Fre-
und and Schapire, 1999), na¨ıve Bayes (Duda and Hart, 1973), maximum entropy
(Berger, Pietra, and Pietra, 1996), and confidence-weighted learning (Crammer,
Dredze, and Kulesza, 2009). Features are extracted from the sentence context.
Typically, these are shallow features, such as surrounding n-grams, part-of-speech
(POS) tags, chunks, etc. Different sets of features are employed depending on
the error type addressed. The classification approach achieves state-of-the-art per-
formance, as shown in (Dahlmeier, Ng, and Ng, 2012; Rozovskaya et al., 2013;
Rozovskaya et al., 2014).
One common way to combine the individual classifiers is through a pipeline
7approach. The idea behind this approach is relatively simple. The grammatical
error correction system consists of a pipeline of sequential correction steps, where
each step performs correction for a single error type. Each correction module can
be built based on a machine learning (classifier) approach or rule-based approach.
Therefore, the output of one module will be the input to the next module. The
output of the last module is the final correction for the input sentence. Figure 2.1


















Figure 2.2: The noisy channel model of statistical MT.
2.1.2 Statistical Machine Translation
The goal of statistical machine translation (SMT) is to find the most probable
translation of a source (foreign) language sentence f in a target language (English)
sentence e. Brown et al. (1993) expressed the task of finding the most probable
translation as:
eˆ = arg max
e
P (e|f) (2.1)
As is usual in the noisy channel model (Shannon, 1948), the above equation
can be rewritten via Bayes rule:
eˆ = arg max
e
P (f |e)P (e) (2.2)
where the term P (f |e) represents the translation model probability, and the term
P (e) represents the language model probability. Based on this model, an SMT
system thus requires three key components:
• a translation model to compute P (f |e),
• a language model to compute P (e), and
• a decoder, which produces the most probable translation e given f .
Using the SMT approach, we view grammatical error correction as a trans-
lation problem from “bad” to “good” English. Building an SMT system for GEC
is more or less the same as that for translating foreign languages. Training the
9translation model requires a parallel corpus, and in this case it is a set of bad-good
English sentence pairs. Training the language model requires a well-written English





Figure 2.3: The MT architecture.
The SMT approach has gained more interest recently. Earlier work was
done by Brockett et al. (2006), where they used SMT to correct mass noun errors,
such as many knowledge → much knowledge. Their training data was artificially
produced by introducing typical countability errors made by Chinese ESL learners.
The major impediment in using the SMT approach for GEC is the lack of error-
annotated learner (“parallel”) corpora. Mizumoto et al. (2011) mined a learner
corpus from the social learning platform Lang-8 and built an SMT system for
correcting grammatical errors in Japanese. They further tried their method for
English (Mizumoto et al., 2012). They investigated the impact of learner corpus
size on their SMT-based correction system. Their experimental results showed that
the SMT system was capable of correcting frequent local errors, but not for errors
involving long range dependency.
In the recent CoNLL-2014 shared task, it is shown that the SMT approach
achieves state-of-the-art performance, comparable to the classification approach
(Felice et al., 2014; Junczys-Dowmunt and Grundkiewicz, 2014).
2.1.3 Hybrid
Other approaches combine the advantages of classification and SMT and sometimes
also include rule-based components. One example is the beam search decoder for
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grammatical error correction proposed in (Dahlmeier and Ng, 2012a). Starting from
the original input sentence, the decoder performs an iterative search over possible
sentence-level hypotheses. In each iteration, each proposer (from a set of proposers)
generates a new hypothesis by making one incremental change to the hypotheses
found so far (e.g., inserting an article or replacing a preposition with a different
preposition). A set of experts scores a hypothesis based on grammatical correct-
ness. Since the search space is exponentially large, only the best N hypotheses are
kept in the beam. The search continues until either the beam is empty or a fixed
number of iterations has been reached. The highest scoring hypothesis is the final
correction for the original sentence. This method combines the strengths of both
the classification approach, which incorporates models for specific errors, and the
SMT approach, which performs whole-sentence correction.
Note that in the hybrid approaches proposed previously, the output of each
component system might be only partially corrected for some subset of error types.
This is different from our system combination approach proposed in this thesis,
where the output of each component system is a complete correction of the input
sentence where all error types are dealt with.
2.2 System Combination
System combination is the task of combining the outputs of multiple systems to pro-
duce an output better than each of its individual component systems. In machine
translation (MT), combining multiple MT outputs was attempted in the Workshop
on Statistical Machine Translation (Callison-Burch et al., 2009; Callison-Burch et
al., 2011).
Confusion networks are widely used for system combination (Rosti, Mat-
soukas, and Schwartz, 2007). The approach starts with constructing a confusion
network from the outputs of multiple systems. It then selects one single system out-
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put as a backbone, which all other system outputs are aligned to. This means that
the backbone determines the word order of the combined output. The alignment
step is critical in system combination. If there is an alignment error, the resulting
combined output sentence may be ungrammatical.
Rosti et al. (2007) evaluated three system combination methods in their
work:
• Sentence level: The best output is selected out of the combined N-best list
of multiple systems.
• Phrase level: The best output is obtained by re-decoding using a new phrase
translation table extracted from phrase alignments of multiple systems.
• Word level: The best output is obtained by finding the highest scoring path
extracted from a confusion network built on top of the aligned outputs.
Combining different component sub-systems was attempted by CUUI (Ro-
zovskaya et al., 2014) and CAMB (Felice et al., 2014) in the CoNLL-2014 shared
task. The CUUI system employs different classifiers to correct various error types
and then merges the results. The CAMB system uses a pipeline of systems to
combine the outputs of their rule based system and their SMT system. The com-
bination methods used in those systems are different from our approach, because
they combine individual sub-system components, by piping the output from one
sub-system to another, whereas we combine the outputs of standalone, complete
systems. Moreover, our approach is able to combine the advantages of both the
classification and SMT approaches. In the field of grammatical error correction,
our work is novel as it is the first that uses system combination to combine com-





We build four individual error correction systems. Two systems are pipeline systems
based on the classification approach, whereas the other two are phrase-based SMT
systems. In this chapter, we describe how we build each system.
3.1 Pipeline
We build two different pipeline systems. Each system consists of a sequence of
classifier-based correction steps. We use two different sequences of correction steps
as shown in Table 3.1. As shown by the table, the only difference between the two
pipeline systems is that we swap the order of the noun number and the article cor-
rection step. We do this because noun number and article corrections can interact.
Swapping them generates system outputs that are quite different.
We model each of the article, preposition, and noun number correction task
as a multi-class classification problem. A separate multi-class confidence weighted
classifier (Crammer, Dredze, and Kulesza, 2009) is used for correcting each of these
error types. A correction is only made if the difference between the scores of
the proposed class and the original class is larger than a threshold tuned on the
13
Step Pipeline 1 (P1 ) Pipeline 2 (P2 )
1 Spelling Spelling
2 Noun number Article
3 Preposition Preposition
4 Punctuation Punctuation
5 Article Noun number
6 Verb form, SVA Verb form, SVA
Table 3.1: The two pipeline systems.
development set. The features of the article and preposition classifiers follow the
features used by the NUS system from HOO 2012 (Dahlmeier, Ng, and Ng, 2012).
For the noun number error type, we use lexical n-grams, ngram counts, dependency
relations, noun lemma, and countability features. Tables 3.2, 3.3, and 3.4 show
the features used for article correction, preposition correction, and noun number
correction, respectively.
For article correction, the classes are the articles a, the, and the null article.
The article an is considered to be the same class as a. A subsequent post-processing
step chooses between a and an based on the following word. For preposition cor-
rection, we choose 36 common English prepositions as used in (Dahlmeier, Ng, and
Ng, 2012). We only deal with preposition replacement but not preposition insertion
or deletion. For noun number correction, the classes are singular and plural.
Punctuation, subject-verb agreement (SVA), and verb form errors are cor-
rected using rule-based classifiers. For SVA errors, we assume that noun number
errors have already been corrected by classifiers earlier in the pipeline. Hence, only
the verb is corrected when an SVA error is detected. For verb form errors, we
change a verb into its base form if it is preceded by a modal verb, and we change





First word in NP† new
Word i before (i = 1, 2, 3)† {at, waited, friend}
Word i before NP (i = 1, 2) {at, waited}
Word + POS i before (i = 1, 2, 3)† {at+IN, waited+VBD, friend+NN }
Word i after (i = 1, 2, 3)† {new, bus, stop}
Word after NP period
Word + POS i after (i = 1, 2)† {new+JJ,bus+NN }
Bag of words in NP† {new, bus, stop}
N-grams (N = 2, .., 5)‡ {at X, X new, waited at X,
at X new, X new bus, ..,
My friend waited at X,
friend waited at X new, ..}
Word before + NP† at+new bus stop
NP + N-gram after NP {new bus stop+period,
(N = 1, 2, 3)† new bus stop+period </s>,
new bus stop+period </s> </s>}
Noun compound (NC)† bus stop
Adj + NC† new+bus stop
Adj POS + NC† JJ+bus stop
NP POS + NC† JJ NN NN+bus stop
POS features
First POS in NP JJ
POS i before (i = 1, 2, 3) {IN, VBD, NN }
POS i before NP (i = 1, 2) {IN, VBD}
POS i after (i = 1, 2, 3) {JJ, NN, NN }
Table 3.2: Article classifier features. Example: “My friend waited at the new bus





POS after NP period
Bag of POS in NP {JJ, NN, NN }
POS N-grams (N = 2, .., 4) {IN X, X JJ, VBD IN X,
IN X JJ, X JJ NN, ..,
NN VBD IN X,
VBD IN X JJ, ..,}
Head word features
Head of NP† stop
Head POS NN
Head word + POS† stop+NN
Head number singular
Head countable yes
NP POS + head† JJ NN NN+stop
Word before + head† at+stop
Head + N-gram after NP {stop+period,
(N = 1, 2, 3)† stop+period </s>,
stop+period </s> </s>}
Adjective + head† new+stop
Adjective POS + head† JJ+stop
Word before + adj + head† at+new+stop
Word before + adj POS + head† at+JJ+stop
Word before + NP POS + head† at+JJ NN NN+stop
Web N-gram count features
Web N-gram log counts {log freq(at new),
(N = 2, .., 4) log freq(at a new),
log freq(at the new),




Web N-gram count features
log freq(at a new bus),
log freq(at the new bus), ..}
Dependency features
NP head + child + dep rel† {stop-the-det, stop-new-amod,
stop-bus-nn}
NP head + parent + dep rel† stop-at-pobj




Prep before + head at+stop
Prep before + NC at+bus stop
Prep before + NP at+new bus stop
Prep before + adj + head at+new+stop
Prep before + adj POS + head at+JJ+stop
Prep before + adj + NC at+new+bus stop
Prep before + adj POS + NC at+JJ+bus stop
Prep before + NP POS + head at+JJ NN NN+stop
Prep before + NP POS + NC at+JJ NN NN+bus stop
Verb object features
Verb obj† waited at
Verb obj + head† waited at+stop
Verb obj + NC† waited at+bus stop
Verb obj + NP† waited at+new bus stop
Verb obj + adj + head† waited at+new+stop
Verb obj + adj POS + head† waited at+JJ+stop





Verb obj + adj POS + NC† waited at+JJ+bus stop
Verb obj + NP POS + head† waited at+JJ NN NN+stop
Verb obj + NP POS + NC† waited at+JJ NN NN+bus stop
Table 3.2: (continued)
The spelling corrector uses Jazzy, an open source Java spell-checker1. We
filter the suggestions given by Jazzy using a language model. We accept a suggestion
from Jazzy only if the suggestion increases the language model score of the sentence.
3.2 Statistical Machine Translation
The other two component systems are based on phrase-based statistical machine
translation (Koehn, Och, and Marcu, 2003). It follows the well-known log-linear
model formulation (Och and Ney, 2002):












where f is the input sentence, e is the corrected output sentence, hm is a feature
function, and λm is its weight. The feature functions include a translation model
learned from a sentence-aligned parallel corpus and a language model learned from
a large English corpus. More feature functions can be integrated into the log-linear
model. A decoder finds the best correction eˆ that maximizes Equation 3.1 above.
The parallel corpora that we use to train the translation model come from






N-grams (N = 2, .., 5)‡ {waited X, X the, friend waited X,
waited X the, X the new, ..
<s> My friend waited X, ..}
POS N-grams (N = 2, 3) {VBD X, X DT, NN VBD X,
VBD X DT, X DT JJ}
Web N-gram count features
Web N-gram log counts {log freq(waited at), log freq(waited in),
(N = 2, .., 5) log freq(waited on), .., log freq(friend
waited at), log freq(friend waited in), ..,
log freq(<s> My friend waited at), .. }
Dependency features
Dep parent† waited
Dep parent POS VBD
Dep parent relation prep
Dep child† {stop}
Dep child POS {NN }
Dep child relation {pobj}
Dep parent+child† waited+stop
Dep parent POS+child POS† VBD+NN
Dep parent POS+child† VBD+stop




Table 3.3: Preposition classifier features. Example: “My friend waited at the new





Observed noun number singular
Lemma† friend
Countable yes
N-grams (N = 2, .., 5)‡ {My X, X waited, <s> My X,
My X waited, X waited at, ..
<s> <s> <s> My X, ..}
Web N-gram count features
Web N-gram log counts {log freq(My friend),
(N = 2, .., 5) log freq(My friends), ..
log freq(My friend waited),
log freq(My friends waited), ..
log freq(My friend waited at the), ..}
Dependency features
Child + dep rel† {my-poss}
Parent + dep rel† waited-nsubj
Child + parent + dep rel† {my-waited-poss-nsubj}
Table 3.4: Noun number classifier features. Example: “My friend waited at the
new bus stop.” †: lexical tokens in lower case, ‡: lexical tokens in both original
and lower case.
containing essays written by students at the National University of Singapore (NUS)
which have been manually corrected by English instructors at NUS. The other
corpus is collected from the language exchange social networking website Lang-8.
The first SMT system S1 makes use of two phrase tables trained on NUCLE
and Lang-8 separately. Multiple phrase tables are used with alternative decoding
20
Source phrase s Target phrase t d(s, t) ed(s,t)
a certain fact a certain fact 0 1.0000
a chocolate chocolates 2 7.3891
a little chance to win very little chance at winning 3 20.0855
I bought a umbrella I bought an umbrella 1 2.7183
Table 3.5: Examples of word-level Levenshtein distance feature.
paths (Birch, Osborne, and Koehn, 2007). Five standard features are included
in the phrase table: forward and reverse phrase translations, forward and reverse
lexical translations, and phrase penalty.
The other system S2 only uses a single phrase table trained on the concate-
nation of NUCLE and Lang-8 data. However, we add a word-level Levenshtein dis-
tance feature in the phrase table, similar to (Felice et al., 2014; Junczys-Dowmunt
and Grundkiewicz, 2014). Each phrase pair is scored with ed(s,t), where d is the
word-level Levenshtein distance, s is the source phrase, and t is the target phrase.
The exponential function is used since we use a log-linear model. The Lang-8 corpus
often contains noisy corrections, but we do not perform filtering of the data. The
Levenshtein distance feature takes care of this problem by penalizing corrections
that differ too much from the original phrase. Examples are shown in Table 3.5.





We use MEMT (Heafield and Lavie, 2010) to combine the outputs of our systems.
MEMT is an open-source2 toolkit for machine translation system combination.
In the 2011 Workshop on Statistical Machine Translation (WMT-2011) (Callison-
Burch et al., 2011), MEMT showed superior performance where it won 8 of 10
system combination tracks.
Although MEMT is designed in the context of MT, the engine is also suitable
for use in GEC because combining GEC output is very much similar to combining
MT output. Our reasons for using MEMT in our experiments are:
• MEMT implementation is publicly available. Although there have been many
system combination approaches proposed in the literature, only a few of them
made their implementation publicly available. MEMT also comes with good
documentation, which makes it relatively easy to use.
• MEMT achieved good performance in MT system combination shared tasks in
the past. MEMT’s efficiency and robustness suffices for our purpose, since the
2https://kheafield.com/code/memt/
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scope of our work is not to propose a better combination algorithm. Instead,
we would like to show that system combination does improve GEC, even when
we use an off-the-shelf implementation that is not specialized for GEC.
4.2 Approach
The MEMT algorithm consists of two steps: alignment of the system outputs and
search on the space defined on the alignment. We describe each step in the next
sections.
4.2.1 Alignment
MEMT uses METEOR (Banerjee and Lavie, 2005) to perform pairwise alignment
between all outputs from the component systems. The METEOR matcher can iden-
tify exact matches, words with identical stems (Porter, 1980), WordNet synonyms
(Fellbaum, 1998), and unigram paraphrases from the TERp database (Snover et
al., 2009). Figure 4.1 shows an example METEOR alignment.
Figure 4.1: Example METEOR alignment showing exact matches ( ), identical
stems ( ), WordNet synonyms ( ), and unigram paraphrases ( ).
The main advantage of the MEMT approach over the traditional confusion
network approach lies in word order flexibility. Unlike in the confusion network
approach, MEMT does not choose a single backbone. This means that the com-
bined output does not have to follow the word order of a particular system output.
Instead, MEMT allows the switching of backbone from one word to the next. As
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a result, we have more word order flexibility because more possible word order
permutations are explored.
4.2.2 Search
MEMT performs a search over a set of candidate hypotheses in order to arrive at
the final output. The search space is defined on top of the alignments created using
METEOR. The search is carried out from left to right. A hypothesis is constructed
by adding one word at a time, where each word comes from one of the system
outputs. During the search, it can freely switch among the component systems,
which results in a hypothesis that weaves together parts of several system outputs.
The search space is exponential in the sentence length, thus it uses a beam search
algorithm where the beam contains a limited number of hypotheses of equal length.
One important part during hypothesis construction is preventing duplicate
words in the output. If a word coming from one system has been added, then other
words aligned to it (which can be identical or carry a similar meaning) coming
from other systems should not be used. This is done by marking the added word as
“used”. All the words aligned to it will also be marked as used. When adding a new
word to the current hypothesis, it can only use the first “unused” word from one
system output. In some cases, however, a heuristic can be used to allow skipping
over some words (Heafield, Hanneman, and Lavie, 2009).
An Example of Hypothesis Construction
Here we show how one candidate hypothesis is generated for the example shown in
Figure 4.1. We start at the beginning of each system output. Initially, the current
hypothesis is empty. The first unused word for each system is surrounded by a box.
At this point, the hypothesis is extended by choosing an unused word from
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one system (i.e., Society or The). Assuming we choose the word The, we need to
mark it as used. We should also mark words aligned to The as used, but it is
not applicable in this case because The is not aligned to any other words. Words
that have been used are denoted by a bold font. Furthermore, the current partial
hypothesis becomes The, and the first unused words for both systems are now
Society and society. In this example, we only show how the partial hypothesis
formed by choosing The is extended. Other partial hypotheses (e.g., formed by
choosing Society) are put on the list of partial hypotheses in the beam.
Next, we need to choose between Society and society to extend the current
hypothesis. We assume that society is chosen. Therefore, both Society and society
are marked as used (since they are aligned), the current partial hypothesis becomes
The society, and the first unused words for both systems are now is and will.
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We assume that will is chosen. The current partial hypothesis becomes The
society will, and the first unused words are now is and soon.
In the next step, adding the word is after will will make the sentence un-
grammatical, and consequently, the language model will assign a low score to the
hypothesis with is chosen. We continue our illustration by considering the hypothe-
sis with the word soon chosen. The current partial hypothesis becomes The society
will soon, and the first unused words are now is and know.
At this point, we observe that the word is in the first system output is stale,
i.e., it is never picked to extend the current hypothesis because it will hurt sentence
fluency. MEMT allows skipping over some words by adding a constraint that the
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first unused words (“frontiers”) of each system differ by at most s word positions.
Lagging frontiers are marked as used until the constraint becomes satisfied. In this
example, we set s = 2. Since the frontiers of the first and second system differ by
3, we advance the frontier of the first system by marking is as used. The current
partial hypothesis remains the same, but the first unused words for both systems
are now also and know. Moreover, the constraint is now satisfied.
The following step shows MEMT’s ability of using multiple backbones to
determine word order. One possible way to extend the current hypothesis is to
add the word also first, followed by either learn or know. In this case, we switch
the backbone to the first system. Otherwise, if we want to keep the word order of
the second system, we will add the word know first, followed by also. We assume
the first case so we extend the hypothesis by adding also. The current partial
hypothesis becomes The society will soon also, and the first unused words are now
learn and know.
We assume that learn is chosen. The current partial hypothesis becomes
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The society will soon also learn, and the first unused words for both systems are
now identical, i.e., to.
This process continues until the hypothesis is complete. A hypothesis is
complete when it reaches the end of the sentence, e.g., when the hypothesis covers
the full stop punctuation (“.”) in our example.
4.2.3 Features
During a beam search, MEMT uses a few features to score the hypotheses (both
partial hypotheses and full hypotheses):
• Length: The number of tokens in a hypothesis. It is useful to normalize the
impact of sentence length.
• Language model: The language model (LM) feature is especially useful in
maintaining sentence fluency. The LM features consist of the log probability
score and out-of-vocabulary (OOV) count.
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• Match: The number of n-gram matches between the outputs of the compo-
nent systems and the hypothesis, counted for small order n-grams (e.g., n ≤
3 in our experiments).
The weights of these features are tuned on a development set using Z-MERT
(Zaidan, 2009), the standard tuning algorithm for MEMT.
4.3 Application to Grammatical Error Correc-
tion
The MEMT combination approach has a few advantages in grammatical error cor-
rection. METEOR can not only match words with exact matches, but also words
with identical stems, synonyms, and unigram paraphrases. This means that it can
deal with word form, noun number, and verb form corrections that share identical
stems, as well as word choice corrections (with synonyms and unigram paraphrases).
Also, MEMT uses a language model feature to maintain sentence fluency, favoring
grammatical output sentences.
Figure 4.2: The architecture of the final system.
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In our work, we combine the pipeline system P1 (Table 3.1) with the SMT
system S1, and also combine P2 with S2. The two component systems in each
pair have comparable performance. For our final system, we also combine all four




Our approach is evaluated in the context of the CoNLL-2014 shared task on gram-
matical error correction. The shared task is a continuation of the grammatical
error correction task in CoNLL-2013. In the CoNLL-2014 shared task, participat-
ing teams need to deal with all error types, unlike in CoNLL-2013 where only five
error types are included. We summarize the important details relevant to our study
in the following sections. For specific details of the shared task, we refer the reader
to the overview paper (Ng et al., 2014).
5.1 Data
We use NUCLE version 3.2 (Dahlmeier, Ng, and Wu, 2013), the official training data
of the CoNLL-2014 shared task, to train our component systems. The grammatical
errors in this corpus are categorized into 28 different error types. We also use the
“Lang-8 Corpus of Learner English v1.0”3 (Tajiri, Komachi, and Matsumoto, 2012)
to obtain additional learner data. English Wikipedia4 is used for language modeling












Table 5.1: Statistics of the data sets.
(which serves as the development data set) and tested on the CoNLL-2014 test
data. The statistics of the data sets can be found in Table 5.1.
5.2 Evaluation
System performance is evaluated based on precision, recall, and F0.5 (which weights
precision twice as much as recall). Given a set of n sentences, where gi is the set
of gold-standard edits for sentence i, and ei is the set of system edits for sentence
i, precision, recall, and F0.5 are defined as follows:
P =
∑n









(1 + 0.52)×R× P
R + 0.52 × P (5.3)
where the intersection between gi and ei for sentence i is defined as
gi ∩ ei = {e ∈ ei|∃g ∈ gi,match(g, e)} (5.4)
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The official scorer for the shared task was the MaxMatch scorer5 (Dahlmeier
and Ng, 2012b). The scorer computes the sequence of system edits between a source
sentence and a system hypothesis that achieves the maximal overlap with the gold-
standard edits. Like CoNLL-2014, F0.5 is used instead of F1 to emphasize precision.
For practical usage, it is desirable for a grammar checker to be highly precise in
proposing corrections. Neglecting to propose a correction is not as bad as proposing
an erroneous correction (Ng et al., 2014). For statistical significance testing, we use
the sign test with bootstrap re-sampling (Koehn, 2004) on 100 samples.
5.3 The Pipeline System
We use ClearNLP6 for POS tagging and dependency parsing, and OpenNLP for
chunking7. For spelling correction, we use Jazzy, an open source Java spell-checker8.
We use the WordNet (Fellbaum, 1998) morphology software to generate singular
and plural word surface forms.
The article, preposition, and noun number correctors use the classifier ap-
proach to correct errors. Each classifier is trained using multi-class confidence
weighted learning on the NUCLE and Lang-8 corpora. A correction is only made
if the difference between the scores of the proposed class and the original class is
larger than a threshold. This threshold is tuned using a simple grid search on the
development data set for each class of a classifier. For example, we have three
threshold values for article correction as there are three possible article choices
(a/an, the, and the null article ). The range of the grid is [0.0,1.0] and the grid






the NUS NLP group website9.
To illustrate, when correcting an input sentence, we will change the article
the to another article (either a/an or the null article) if the difference of the score of
the alternative article and the score of the (as assigned by the confidence weighted
classifier) exceeds the threshold value determined for the article the. The threshold
value for each article class is tuned one after another in the following order: the, the
null article, and a/an. Initially, we set the three default threshold values associated
with the three article classes to 0. Then, the threshold values for the null article
and a/an are fixed at the default value (0) while we tune the threshold value t for
the. For each t ∈ {0, 0.01, 0.02, ..., 1}, the system goes through all occurrences of
the article the in the development set and changes the article the to an alternative
article if the difference of the score of the alternative article and the score of the
exceeds t. The system also changes the null article and a/an if the difference exceeds
the default threshold value. The threshold value t which results in the best F score
on the development set is chosen as the threshold value to use for testing. Once the
threshold value for the is set, this value is used when we tune the threshold value
for the null article, and then both these threshold values are used when we tune
the final threshold value for a/an.
5.4 The SMT System
The system is trained using Moses (Koehn et al., 2007), with Giza++ (Och and
Ney, 2003) for word alignment. The translation table is trained using the “parallel”
corpora of NUCLE and Lang-8. The table contains phrase pairs of maximum length
seven. We include five standard parameters in the translation table: forward and
reverse phrase translations, forward and reverse lexical translations, and phrase
penalty. We further add a word-level Levenshtein distance feature for S2.
9http://www.comp.nus.edu.sg/∼nlp/sw/cw-release.tar.gz
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We do not use any reordering model in our system. The intuition is that
most error types do not involve long-range reordering and local reordering can be
easily captured in the phrase translation table. Following the experimental setup in
(Yuan and Felice, 2013; Junczys-Dowmunt and Grundkiewicz, 2014), the distortion
limit is set to 0 to prohibit reordering during hypothesis generation.
We build two 5-gram language models using the corrected side of NUCLE and
English Wikipedia. The language models are estimated using the KenLM toolkit
(Heafield et al., 2013) with modified Kneser-Ney smoothing. These two language
models are used as separate feature functions in the log-linear model. Finally, they
are binarized into a probing data structure (Heafield, 2011). Tuning is done on the
development data set with MERT (Och, 2003). We use BLEU (Papineni et al.,
2002) as the tuning metric, which turns out to work well in our experiment.
5.5 The Combined System
We use MEMT to combine the outputs of our systems. Parameters are set to
the values recommended by (Heafield and Lavie, 2010): a beam size of 500, word
skipping using length heuristic with radius 5, and with the length normalization
option turned off. We use five matching features for each system: the number of
exact unigram and bigram matches between hypotheses and the number of matches
in terms of stems, synonyms, or paraphrases for unigrams, bigrams, and trigrams.
We use the Wikipedia 5-gram language model in this experiment.
We tune the combined system on the development data set. The test data
is input into both the pipeline and SMT system respectively and the output from
each system is then matched using METEOR. Feature weights, based on BLEU,
are then tuned using Z-MERT (Zaidan, 2009). We repeat this process five times




Our experimental results using the CoNLL-2014 test data as the test set are shown
in Table 5.2. Each system is evaluated against the same gold standard human
annotations. As recommended in Ng et al. (2014), we do not use the revised gold
standard to ensure a fairer evaluation (i.e., without using alternative answers).
First, we can see that both the pipeline and SMT systems individually
achieve relatively good results that are comparable to the third highest ranking
participant in the CoNLL-2014 shared task. It is worth noting that the pipeline
systems only target the seven most common error types, yet still perform well in an
all-error-type setting. In general, the pipeline systems have higher recall but lower
precision than the SMT systems.
The pipeline system is also sensitive to the order in which corrections are
applied; for example applying noun number corrections before article corrections re-
sults in a better score. This means that there is definitely some interaction between
grammatical errors because, for instance, the phrase a houses can be corrected to
a house or houses depending on the order of correction.
We noticed that the performance of the SMT system could be improved by
using multiple translation models. This is most likely due to domain differences
between the NUCLE and Lang-8 corpus, e.g., text genres, writing style, topics, etc.
Note also that the Lang-8 corpus is more than 10 times larger than the NUCLE
corpus, so there is some benefit from training and weighting two translation tables
separately.
The performance of the pipeline system P1 is comparable to that of the SMT
system S1, and likewise the performance of P2 is comparable to that of S2. The
differences between them are not statistically significant, making it appropriate to
combine their respective outputs.
The combined systems P1 +S1, P2 +S2, and P1 +P2 +S1 +S2 achieve a bet-
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System P R F0.5
Pipeline
P1 40.24 23.99 35.44
P2 39.93 22.77 34.70
SMT
S1 57.90 14.16 35.80
S2 62.11 12.54 34.69
Combined
P1+P2 40.50 23.91 35.57
S1+S2 56.73 14.20 35.48
P1+S1 53.85 17.65 38.19
P2+S2 56.92 16.22 37.90
P1+P2+S1+S2 53.55 19.14 39.39
Top 4 Systems in CoNLL-2014
CAMB 39.71 30.10 37.33
CUUI 41.78 24.88 36.79
AMU 41.62 21.40 35.01
POST 34.51 21.73 30.88
Table 5.2: Performance of the pipeline, SMT, and combined systems on the CoNLL-
2014 test set. The best F0.5 score in each category is highlighted in bold. The dif-
ferences between P1 and S1 and between P2 and S2 are not statistically significant.
ter F0.5 score than their component systems. For these combined systems, there is
some improvement in precision over the pipeline systems, and some improvement
in recall over the SMT systems. The combination of the better component sys-
tems (P1 +S1 ) is also statistically significantly better than the combination of the
other component systems (P2 +S2 ). Combining all four component systems yields
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an even better F0.5 score of 39.39%, which is even better than the CoNLL-2014
shared task winner. This is significant because the individual component systems
barely reached the score of the third highest ranking participant before they were
combined.
The combined pipeline system P1 +P2 is statistically significantly better
than both its component systems, but the combined SMT system S1 +S2 is only
statistically significantly better than S2. All these results indicate that system
combination is more helpful when we combine systems with different, but comple-





In this chapter, we discuss the strengths and weaknesses of the pipeline and SMT
systems, and show how system output combination improves performance. Specif-
ically, we compare P1, S1, and P1+S1, although the discussion also applies to P2,
S2, and P2+S2.
6.1 Performance by Type
We start by computing the recall for each of the 28 error types achieved by each
system. This computation is straightforward as each gold standard edit is also
annotated with error type. On the other hand, precision, as mentioned in the
overview paper (Ng et al., 2014), is much harder to compute because systems
typically do not categorize their corrections by error type. Although it may be
possible to compute the precision for each error type in the pipeline system (since
we know which correction was proposed by which classifier), this is more difficult
to do in the SMT and combined system, where we would need to rely on heuristics
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which are more prone to errors. As a result, we decided to analyze a sample of 200
sentences by hand for a comparatively more robust comparison. The results can be
seen in Table 6.1.
We observe that the pipeline system has a higher recall than the SMT system
for the following error types: ArtOrDet, Mec, Nn, Prep, SVA, Vform, and Vt. This
is expected because the pipeline system is designed to specifically handle most of
these error types. Conversely, the SMT system generally has a higher precision
than the pipeline system. The combined system usually has slightly lower precision
than the SMT system, but higher than the pipeline system, and slightly higher
recall than the SMT system but lower than the pipeline system. In some cases
however, like for Vform correction, both precision and recall increase.
The combined system can also make use of corrections which are only cor-
rected in one of the systems. For example, it corrects both Wform and Pform
errors, which are only corrected by the SMT system, and SVA errors, which are
only corrected by the pipeline system. This is possible because MEMT incorpo-
rates both consensus information (i.e., the “match” feature) and sentence fluency
(i.e., the language model feature). Even if certain errors are corrected only by one
of the individual systems and not corrected by the majority, these corrections are
still considered since the language model feature contributes in judging sentence
fluency.
6.2 Error Analysis
In this section, we provide example output from the pipeline system P1, SMT
system S1, and the combined system P1+S1 as shown in Table 6.2. First we
illustrate three common scenarios where system combination helps: the first is when
P1 performs better than S1, and the combined system chooses the corrections made









































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































opposite where S1 performs better than P1 and the combined system chooses S1
(20% of the test set); and the third is when the combined system combines the
corrections made by P1 and S1 to produce output better than both P1 and S1
(2% of the test set). The last example output shows a rare scenario (0.6% of the
test set) where the combined output actually gets worse than the individual output.
System Example sentence
Source Nowadays , the use of the sociall media platforms is a com-
monplace in our lives .
P1 Nowadays , the use of social media platforms is a common-
place in our lives .
S1 Nowadays , the use of the sociall media platforms is a com-
monplace in our lives .
P1+S1 Nowadays , the use of social media platforms is a common-
place in our lives .
Gold Nowadays , the use of social media platforms is commonplace
in our lives .
Source Human has their own rights and privacy .
P1 Human has their own rights and privacy .
S1 Humans have their own rights and privacy .
P1+S1 Humans have their own rights and privacy .
Gold Humans have their own rights and privacy .
Source People that living in the modern world really can not live
without the social media sites .
P1 People that living in the modern world really can not live
without social media sites .
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S1 People living in the modern world really can not live without
the social media sites .
P1+S1 People living in the modern world really can not live without
social media sites .
Gold People living in the modern world really can not live without
social media sites .
Source Getting connected on social media such as facebook and
twitter has become a main trend as well as daily work
nowadays .
P1 Getting connected on social media such as facebook and
twitter has become a main trend as well as daily work
nowadays .
S1 Getting connected on social media such as Facebook and
Twitter has become a main trend as well as daily work .
P1+S1 Getting connected on social media such as facebook and
twitter has become a main trend as well as daily work
.
Gold Getting connected on social media such as Facebook and
Twitter is a main trend as well as a daily activity nowa-
days .
Table 6.2: Example output from three systems.
6.3 Output Combination of Participating Systems
We further evaluate our system combination approach by making use of the cor-
rected system outputs of 12 participating teams in the CoNLL-2014 shared task,
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which are publicly available on the shared task website.10 Specifically, we com-
bined the system outputs of the top 2, 3, . . . , 12 CoNLL-2014 shared task teams
and computed the results.
System P R F0.5
CUUI 44.62 27.54 39.69
CAMB 39.93 31.02 37.76
AMU 40.77 21.31 34.47
POST 38.88 23.06 34.19
NTHU 36.30 20.50 31.45
RAC 32.38 13.62 25.39
PKU 30.14 13.12 23.93
UMC 29.03 12.88 23.21
SJTU 32.04 5.43 16.18
UFC 76.92 2.49 11.04
IPN 11.99 2.88 7.34
IITB 28.12 1.53 6.28
Table 6.3: Performance of each participant when evaluated on 812 sentences from
CoNLL-2014 test data.
In our earlier experiments, the CoNLL-2013 test data was used as the devel-
opment set. However, the participants’ outputs for this 2013 data are not available.
Therefore, we split the CoNLL-2014 test data into two parts: the first 500 sentences
for the development set and the remaining 812 sentences for the test set. We then
tried combining the n best performing systems, for n = 2, 3, . . . , 12. Other than the
data, the experimental setup is the same as that described in Section 5.5. Table 6.3
10http://www.comp.nus.edu.sg/∼nlp/conll14st/official submissions.tar.gz
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shows the ranking of the participants on the 812 test sentences (without alternative
answers). Note that since we use a subset of the original CoNLL-2014 test data for
testing, the ranking is different from the official CoNLL-2014 ranking.
Table 6.4 shows the results of system combination in terms of increasing
numbers of top systems. We observe consistent improvements in F0.5 when we
combine more system outputs, up to 5 best performing systems. When combining
6 or more systems, the performance starts to fluctuate and degrade.
# systems P R F0.5
2 44.72 29.78 40.64
3 56.24 25.04 45.02
4 59.16 23.63 45.48
5 63.41 24.09 47.80
6 65.02 19.54 44.37
7 64.95 18.13 42.83
8 66.09 14.70 38.90
9 70.22 14.81 40.16
10 69.72 13.67 38.31
11 70.23 14.23 39.30
12 69.72 11.82 35.22
Table 6.4: Performance with different numbers of combined top systems.
An important observation is that when we perform system combination, it
is more effective, in terms of F0.5, to combine a handful of high-quality system
outputs than many outputs of variable quality. Other than the few top performing
systems, most systems have low recall. In other words, when their outputs are
combined, the final output will contain fewer corrections. We observe that precision
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tends to increase as more systems are combined, although recall tends to decrease.
This indicates that combining multiple systems can produce a grammatical error
correction system with high precision, which is useful in a practical application
setting where high precision is desirable. Figure 6.1 shows how the performance
varies as the number of combined systems increases.












Figure 6.1: Performance in terms of precision (P ), recall (R), and F0.5 versus the





In conclusion, this research work explores the system combination approach for
grammatical error correction. We start by motivating the potential of combining
multiple GEC systems built using different paradigms. We attempted combining
the outputs from two dominant paradigms in GEC: the pipeline and SMT approach.
In Chapter 3, we created two variants of the pipeline and SMT approaches. In
Chapter 4, we presented a system combination approach for grammatical error cor-
rection using MEMT. Our experimental results, as described in Chapter 5, showed
that system combination can be used to combine individual outputs together to
yield a superior system. We further discussed how system combination helps GEC
in Chapter 6.
Our best combined system achieves an F0.5 score of 39.39% on the official
CoNLL 2014 test set without alternative answers, higher than the top participating
team in CoNLL 2014 on this data set. We achieved this by using component
systems which were individually weaker than the top two systems that participated
in the shared task. We conducted further system combination experiments, where
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we combined the outputs of the shared task participants. The results showed an
increasing trend in precision, which is important in a practical application setting.
While the system combination strategy presented in this thesis has shown
a significant improvement over the state-of-the-art performance, the F0.5 score for
the combined system is still below 40%. Although the score appears to be low in
absolute terms, the upper bound for the grammatical error correction task is far
from 100%. For example, the F0.5 scores when one annotator is evaluated against
another on the CoNLL-2014 data set are only 45.36% and 38.54%. These low human
F0.5 scores indicate that there are many ways to correct a sentence. Nonetheless,
in terms of practicality, we believe that automated grammatical error correction
is capable of assisting humans in tasks like proofreading and text editing. For
example, human editors can use a grammatical error correction system to perform
a first round of corrections before the actual editing. Therefore, the technology
aims to improve their productivity.
7.2 Future Work
In future work, more experiments can be carried out with various parameter settings
in MEMT. For example, we will investigate whether the beam size needs to be
adjusted when more systems are being combined. Furthermore, we will explore
more system combination approaches other than MEMT. A simple combination
approach that we have not tried in this work, for example, is to create a cascade
of the pipeline and the SMT systems. Moreover, it will be interesting to compare
the system combination strategies with hybrid approaches, such as the beam search
decoder in (Dahlmeier and Ng, 2012a). In addition, we will assess the viability of
using a system combination approach for building a practical GEC system. While
each individual system can be run in parallel at runtime, the slower systems might
become the bottleneck that slows down the overall correction process. Thus, an
48
interesting aspect to investigate is the trade-off between performance and speed.
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