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DOUBLING CONSTRUCTIONS: LOCAL AND GLOBAL THEORY, WITH
AN APPLICATION TO GLOBAL FUNCTORIALITY FOR
NON-GENERIC CUSPIDAL REPRESENTATIONS
YUANQING CAI, SOLOMON FRIEDBERG, AND EYAL KAPLAN
Abstract. A fundamental difficulty in the study of automorphic representations, repre-
sentations of p-adic groups and the Langlands program is to handle the non-generic case.
In this work we develop a complete local and global theory of tensor product L-functions of
G ×GLk, where G is a symplectic group, split special orthogonal group or the split general
spin group, that includes both generic and non-generic representations of G. Our theory is
based on a recent collaboration with David Ginzburg, where we presented a new integral
representation that applies to all cuspidal automorphic representations. Here we develop
the local theory over any field (of characteristic 0), define the local γ-factors and provide
a complete description of their properties. We then define L- and ǫ-factors, and obtain
the properties of the completed L-function. By combining our results with the Converse
Theorem, we obtain a full proof of the global functorial lifting of cuspidal automorphic
representations of G to the natural general linear group.
Introduction
0.1. The principle of functoriality is a fundamental conjecture of Langlands. It predicts
maps of automorphic representations of reductive algebraic groups that are compatible with
local maps obtained from an L-homomorphism [Lan70, Bor79, Lan79, Lan97, Art03]. For
quasi-split orthogonal or symplectic groups, the natural (endoscopic) functorial transfer was
obtained by Arthur [Art13] via the twisted stable trace formula. Mok [Mok15] extended
these results to quasi-split unitary groups. In this paper, we present a proof of functoriality
for endoscopic lifts of split classical groups that is independent of the trace formula. We
also establish the lift for the general spin case, which has not been studied using the trace
formula. In addition to establishing the lift, Arthur described the image of the transfer map.
We do not carry out such an analysis here, but our work opens the door to such an analysis
via the method of descent of Ginzburg et al. [GRS97a, GRS11], as well as to extensions to
the quasi-split and unitary cases.
Let F be a number field with a ring of adeles A. Let G be either a symplectic group or a
split special orthogonal group of rank n, or a split general spin group of rank n + 1. There
is a natural embedding of LG○ into LGL○N = GLN(C), where N = 2n unless G is symplectic
and then N = 2n + 1. This embedding dictates the local lift or transfer of irreducible repre-
sentations of G(Fν) to GLN(Fν), at least over the places ν of F where the local Langlands
correspondence is established: the archimedean places due to Langlands [Lan89] (see also
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[Bor79]); and the finite places when the representations are unramified, due to Satake [Sat63]
(see also [Bor79, Hen00, HT01]). We say that an automorphic representation π of G(A) has
a functorial lift to GLN(A) if there is an automorphic representation Π of GLN(A) such
that Πν is the local functorial lift of πν for all infinite places and all finite places where πν is
unramified.
Cogdell et al. [CKPSS01, CKPSS04, CPSS11] proved the existence of a global functorial
lift to GLN(A) for globally generic cuspidal representations, i.e., cuspidal representations
affording a Whittaker–Fourier coefficient, of quasi-split classical groups. Their main tool for
the proof was the Converse Theorem of Cogdell and Piatetski-Shapiro [CPS94, CPS99], which
at its core is an L-function method – its applicability to functoriality depends on a sufficiently
conclusive theory of L-functions for pairs (π, τ) of automorphic representations of G(A) and
GLk(A). Their work approached L-functions via the Langlands–Shahidi method, which is
limited to generic representations. Accordingly, their results were limited to globally generic
π. Asgari and Shahidi [AS06] extended functoriality in the generic case to split general
spin groups. However, it was not known if an L-functions approach could be used to study
functoriality when π is not globally generic.
In this work we develop a theory of L-functions for pairs of arbitrary irreducible cuspidal
automorphic representations of G(A) and GLk(A), for all n and k, based on the recent
generalization of the doubling method [CFGKa]. Combining our results with the Converse
Theorem, we prove global functoriality to GLN(A).
Theorem 1. Any irreducible unitary cuspidal automorphic representation of G(A) has a
functorial lift to GLN(A).
0.2. Generalized doubling. Piatetski-Shapiro and Rallis [PSR87a] introduced a global
integral which represents the standard L-function or its twists by characters, for any clas-
sical group. Their construction, now known as the doubling method, was applicable to
any cuspidal automorphic representation on the classical group, and moreover, was uni-
form across the different groups, comparable to the uniformity of the Langlands–Shahidi
method. However, it was restricted to GL1 twists, while the Converse Theorem as applied in
[CKPSS01, CKPSS04] requires twists by GLk for 1 ≤ k ≤ N − 1. The doubling construction
was extended in [CFGKa] to apply to twists by GLk for any k, and as such, automatically
became a candidate for an application to functoriality via the Converse Theorem. In this
work we further develop the local and global theory of the integrals from [CFGKa] and apply
our results to establish a global functorial lift to GLN(A).
We describe in some detail the construction of the global integral from [CFGKa] (first
announced in [CFGKb]). Let G be the split group Sp2n, SO2n or SO2n+1 (minor modifications
are needed for the general spin groups; these are described below). Then G(F ) acts naturally
on a c-dimensional vector space over F (c = 2n or 2n+1). Let k ≥ 1 be an integer, BGLkc < GLkc
denote the Borel subgroup of upper triangular invertible matrices, and KGLkc be a maximal
compact subgroup of GLkc(A) which is in a “good position” with respect to the diagonal
torus.
Let τ be an irreducible unitary cuspidal automorphic representation of GLk(A). We recall
the construction of the generalized Speh representation from Jiang and Liu [JL13], following
[Lan76, Jac84, MW89, MW95, Gin06]. Consider the Eisenstein series E(g; ζ, ξ) associated
with a standard KGLkc-finite section ξ of the induced representation
Ind
GLkc(A)
P(kc)(A)
(∣det ∣ζ1τ ⊗ . . . ⊗ ∣det ∣ζcτ),
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where P(kc) is the standard parabolic subgroup of GLkc corresponding to the partition (kc) =
(k, . . . , k), and ζ = (ζ1, . . . , ζc) ∈ Cc. Note that induction from parabolic subgroups, here and
throughout, is normalized. The series has a multi-residue at the point ζ given by
((c − 1)/2, (c − 3)/2, . . . , (1 − c)/2).
The automorphic representation Eτ generated by all the residue functions is in the discrete
spectrum of the space of square-integrable automorphic forms of GLkc(A), and by Mœglin
and Waldspurger [MW89] it is also irreducible. See § 9 for precise details of the construction
of the series and residue. Jiang and Liu [JL13] studied its Fourier coefficients (elaborating
on [Gin06]). In particular, they proved that Eτ admits a nonzero Fourier coefficient along
the unipotent orbit attached to (kc). Fix a nontrivial additive character ψ of F /A. Then
they showed that for some automorphic form φ in the space of Eτ ,
Wψ(φ) = ∫
V
(ck)
(F )/V
(ck)
(A)
φ(v)ψ−1(tr(
k−1
∑
i=1
vi,i+1))dv ≠ 0.(0.1)
Here V(ck) is the unipotent radical of the standard parabolic subgroup of GLkc corresponding
to the partition (ck) = (c, . . . , c) (note the interchange of c and k), and for v ∈ V(ck), v =
(vi,j)1≤i,j≤k where vi,j are c × c blocks. Call this Fourier coefficient a global (k, c) functional.
We define an auxiliary group H , on which we construct an Eisenstein series with inducing
datum Eτ . Let H be either Sp2kc if G is symplectic or SO2kc if G is orthogonal, and fix the
Borel subgroup BH = H ∩BGL2kc . Take a standard maximal parabolic subgroup P <H with
a Levi part isomorphic to GLkc. Define the Eisenstein series
E(h; s, f) = ∑
δ∈P (F )/H(F )
f(s, δh), h ∈ H(A),(0.2)
where s ∈ C and f is a standard KH-finite section of the representation Ind
H(A)
P (A)
(∣det ∣s−1/2Eτ),
regarded as a complex-valued function. This series converges absolutely for Re(s) ≫ 0 and
has meromorphic continuation to C.
We construct the following Fourier coefficient of E(h; s, f). Let Q be a standard parabolic
subgroup of H , whose Levi partMQ is isomorphic to GLc × . . .×GLc ×H0, where GLc appears
k − 1 times and H0 = Sp2c or SO2c. Let U = UQ be the unipotent radical of Q. We define a
character ψU of U(A), which is trivial on U(F ), such that the direct product G(A) ×G(A)
can be embedded in the stabilizer of ψU inside MQ(A).
Now let π be an irreducible cuspidal automorphic representation of G(A), and let ϕ1 and
ϕ2 be two cusp forms in the space of π. The global integral is defined by
Z(s,ϕ1, ϕ2, f) = ∫
G(F )×G(F )/G(A)×G(A)
ϕ1(g1) ιϕ2(g2)E
U,ψU ((g1, g2); s, f)dg1 dg2,(0.3)
where g ↦ ιg = ιgι−1 is an (outer) involution of G(A) and ιϕ2(g2) = ϕ2(ιg2); (g1, g2) is the
embedding of G ×G in H ; and
EU,ψU (h; s, f) = ∫
U(F )/U(A)
E(uh; s, f)ψU (u)du(0.4)
is the Fourier coefficient of E with respect to U and ψU . In particular for k = 1, H0 = H and
U is trivial, and this recovers the doubling integral of Piatetski-Shapiro and Rallis [PSR87a].
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Integral (0.3) admits meromorphic continuation to the plane, which is analytic except
perhaps at the poles of the series. The first main result of [CFGKa] is that in a right half
plane and for decomposable data, Z(s,ϕ1, ϕ2, f) unfolds to an adelic integral:
∫
G(A)
∫
U0(A)
⟨ϕ1, π(g)ϕ2⟩fWψ(Eτ )(s, δu0(1,
ιg))ψU(u0)du0 dg.(0.5)
Here U0 is a subgroup of U ; ⟨, ⟩ is the standard inner product
⟨ϕ1, ϕ2⟩ = ∫
G(F )/G(A)
ϕ1(g0)ϕ2(g0)dg0;(0.6)
fWψ(Eτ ) is the composition of f with the Fourier coefficient (0.1); and δ ∈ G(F ) is a repre-
sentative of the open double coset P /H/(G ×G)U . For additional details see § 3.
In [CFGKa] we proved that (0.5) is Eulerian in the sense that every unramified component
can be separated. To show this we proved that the local counterparts of (0.1), i.e., local
spaces of (V(ck), ψ)-equivariant functionals, are one dimensional on the local components
of Eτ at the unramified places. Then, in [CFGKa, Theorem 29], we computed the local
integrals with unramified data, and showed that the integral equals L(s, πν × τν)/b(s, c, τν),
where b(s, c, τν) (a product of local L-functions) is the local component of the normalizing
factor of the Eisenstein series (0.2). Consequently, the integral (0.3) represents the partial
L-function LS(s, π × τ), for a sufficiently large finite set S of places of F .
In [CFGKa] we treated Sp2n and SO2n in detail. To extend the applicability of the doubling
method, here we treat several other classes of groups, each of which follows the model of
[CFGKa] but requires modifications. The first class is G = SO2n+1. Here the embedding
of G ×G in H is more involved, and several computations, most notably the calculation of
the integrals with unramified data, are more difficult. The second class is G = GLn, which
appeared briefly in [CFGKa] because it was needed for the induction step in the unramified
calculation. In this case the global construction involves τ ⊗ τ∨ instead of τ , and in (0.3) we
divide the integration domain by the center of H(A) = GL2kn(A). The third class is the split
general spin group G = GSpinc (in hindsight, [PSR87a, § 4.3] hinted at this). In this case
LG○
is either GSp2n(C) for c = 2n + 1, or GSO2n(C) for c = 2n (see Remark 30 for the definition
of Satake parameters). The group H is then GSpin2kc. There are two main differences in
the global construction. First, the inducing data of the series (0.2) is Eτ ⊗ χπ, where χπ is
the restriction of the central character of π to the connected component C○G(A) of the center
of G(A). Second, we divide the domain of integration of (0.3) by the two copies of C○G(A).
For more details see § 3.5.
0.3. Local theory. The local theory occupies a substantial part of the present work.
In order to effectively use the integral (0.3) to study L-functions, we must first prove that
(0.5) is fully Eulerian. Also, if ν is a place of F , the local integrals involve representations
π of G(Fν) and τ of GLk(Fν), and to develop a satisfactory theory of local L-functions, it
is necessary to analyze them without assuming that τ is a local component of a cuspidal
automorphic representation. To accomplish these steps we proceed as follows.
Given an irreducible generic representation τ over any local field Fν and an integer c ≥ 1,
we define a representation ρc(τ) of GLkc(Fν). If ψν is extended to V(ck)(Fν) as in (0.1), we
prove that the space HomV
(ck)
(Fν)(ρc(τ), ψν) is one dimensional. We call a nonzero morphism
in this space a (k, c) functional on ρc(τ), and use it to construct a (k, c) model Wψ(ρc(τ))
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for ρc(τ) (this is a Whittaker model for τ if c = 1). If τ is a local component of an irreducible
cuspidal automorphic representation τ ′, then ρc(τ) is the corresponding local component of
Eτ ′ and Wψ(ρc(τ)) is the local analog of Wψ(Eτ ′). This sets the ground for developing a
local theory, and at the same time proves that the adelic integral (0.5) is fully Eulerian. See
Theorem 5.
We then proceed to develop the (ramified, archimedean or unramified) local theory of
the integrals and define the local γ-, ǫ- and L-factors for π × τ , where π is an arbitrary
irreducible representation of G(Fν). The fundamental tool is a functional equation between
local integrals, which defines a proportionality factor, called a γ-factor. The γ-factor satisfies
the list of properties formulated by Shahidi in the context of generic representations [Sha90,
Theorem 3.5], and these properties determine it uniquely. This is the content of Theorem 27,
which is our main local result. We then use the γ-factors to define the local ǫ- and L-factors,
mimicking the procedure of Shahidi [Sha90, § 7], who defined such factors for irreducible
generic representations using the γ-factors appearing in his local coefficients. For earlier
works of Shahidi on his method of local coefficients see, e.g., [Sha78, Sha81, Sha83, Sha85].
Note that for the case k = 1 of the doubling method, the properties of the γ-factors were
obtained by Lapid and Rallis [LR05] (and Gan [Gan12] for the metaplectic group), who also
used them to define the remaining local factors. We follow their formulation of the canonical
properties of the γ-factor.
0.4. Global theory. Our treatment of the global theory below is terse, since the main global
step, namely unfolding the global integral (0.3) to (0.5), was carried out in several cases in
[CFGKa]. Here, with the local theory in place, we define the complete L-function. The local
theory implies, almost immediately, that the complete L-function satisfies a global functional
equation (Theorem 60). When this L-function is entire, we show that it is bounded in
vertical strips of finite width. This property of the L-function was proved for globally generic
representations by Gelbart and Shahidi [GS01], using deep results of complex analysis. Their
proof applied to the L-functions appearing in the constant term of Eisenstein series. Gelbart
and Lapid [GL06] sharpened this result while providing a proof, which underlines the role
of Mu¨ller’s bounds [Mu¨l89, Mu¨l00] on the growth of Eisenstein series, in particular that the
series is of finite order. Following the arguments of [GL06, Proposition 1], we bound the
partial L-function in essentially half planes (taking out a thin strip around the real line) by
a polynomial in ∣s∣, from which we derive boundedness in vertical strips. See Theorem 68
and Corollary 69.
0.5. Functoriality. As mentioned above, Cogdell et al. [CKPSS01, CKPSS04, CPSS11]
established the global functorial lift to GLN(A) in the generic case using the Converse
Theorem of [CPS94, CPS99]. Our work is modeled on their approach, so we next recall the
framework of their proof.
Given an irreducible cuspidal automorphic representation π = ⊗′νπν of G(A), one may
define an irreducible admissible representation Π = ⊗′νΠν of GLN(A) by taking the restricted
tensor product of the local lifts Πν at places where these are known, and taking an arbitrary
irreducible admissible generic representation Πν with a certain condition on its central char-
acter at the remaining finite set of (finite) places Sπ. The main problem is to prove that Π
is “nearly” automorphic, i.e., there is an automorphic representation Π′ of GLN(A) which
agrees with Π at all places except perhaps those of Sπ. To apply the Converse Theorem as
in [CKPSS01], fix a continuous character η of F ∗/A∗ which is highly ramified at the places
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of Sπ. Then consider the Rankin-Selberg L-functions L(s,Π × τ), where τ is of the form
τ = (η ○ det) ⊗ τ0, with τ0 an irreducible cuspidal automorphic representation of GLk(A),
1 ≤ k ≤ N − 1, which is unramified at the places of Sπ. These L-functions are absolutely
convergent in a right half plane (a consequence of Langlands’ theory of Eisenstein series
[Lan67, Lan76]). If they are “nice”, i.e., satisfy a global functional equation, are entire and
are bounded in vertical strips of finite width, then the Converse Theorem may be applied,
and one concludes that there exists an automorphic representation of GLN(A) which is
isomorphic to Πν for ν /∈ Sπ.
Since Π is a priori not automorphic (let alone cuspidal), these conditions must be obtained
from the properties of π. When π is generic, one may define the local L-functions L(s, πν×τν)
at all places and obtain their properties by Shahidi’s method, and then use Langlands-
Shahidi theory to conclude that the L-functions L(s, π × τ) are nice. More precisely, the
functional equation was proved by Shahidi [Sha90]; entireness was proved by Kim and Shahidi
[KS02, Proposition 2.1], using results on the normalization of intertwining operators and the
condition that η is highly ramified (see [CKPSS04, § 3] and the references therein); and
boundedness was obtained by Gelbart and Shahidi [GS01].
Here the twist by η played an additional important role: since η is highly ramified for all
ν ∈ Sπ, the Stability Theorem for the γ-factors implied that the γ-factors of πν×τν and Πν×τν
with respect to a fixed additive character are equal ([CPS98, Sha02, CKPSS04, CPSS08]).
It then followed that the local L-functions at ν ∈ Sπ are also equal, and (since L(s, πν ×
τν) = L(s,Πν × τν) for all ν ∉ Sπ by construction) that L(s, π × τ) = L(s,Π × τ). For the
classical doubling method, stability was proved by Rallis and Soudry [RS05] for symplectic
and orthogonal groups. Stability for general spin groups can be proved along the same lines
as [RS05].
In this work, we drop the assumption that π is globally generic. We may use our theory of
local L-functions to define the complete L-function L(s, π×τ) as an Euler product. To apply
the Converse Theorem, we must prove that this function is nice. We have already discussed
the global functional equation and the boundedness property. The remaining task is to
prove that L(s, π×τ) is entire (Theorem 66). Unfortunately, adapting the proof of [KS02] to
our case seems difficult, because the proof and its many prerequisites (in particular [KS02,
Assumption 1.1]) appear to depend on the fact that the representation π is generic.
Instead, we argue as follows. By the global functional equation, we may restrict our atten-
tion to the right half plane Re(s) ≥ 1/2. Since the analytic properties of (0.3) are controlled
by those of the Eisenstein series, the first step is to prove that the series corresponding to τ
is holomorphic there (Theorem 64). Hence so is the global integral Z(s,ϕ1, ϕ2, f). If S is a
finite set of places such that both π and τ are unramified outside S, then this implies that
the partial L-function LS(s, π × τ) is holomorphic, by the equation
bS(s, c, τ)Z(s,ϕ1, ϕ2, f) = L
S(s, π × τ)∏
ν∈S
Z(s,ων , fν).
Here bS is a product of partial L-functions, which is entire by [KS02] (since τ includes the
twist by η), and Z(s,ων , fν) is the local integral, which can be made nonzero (Proposition 21
and Corollary 44). Since L(s, π × τ) is the product of LS(s, π × τ) and a finite number of
local L-functions (over archimedean and finite places), this reduces the problem to the finite
places in S. However, these places depend on τ0 and may lie outside Sπ, hence we have little
control over them.
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Formally we can still rewrite the last equation in the form
bS(s, c, τ)Z(s,ϕ1, ϕ2, f) = L(s, π × τ)∏
ν∈S
Z(s,ων , fν)
L(s, πν × τν)
.
The problem is to show that L(s, πν × τν)−1Z(s,ων , fν) can be made nonzero by a choice of
coefficient ων and section fν . For the places ν ∈ Sπ this is easy, because the twisting by ην
makes the local L-function trivial. However, for ν ∈ S − Sπ, L(s, πν × τν) may have poles,
even in Re(s) ≥ 1/2. We need to show they are also found in Z(s,ων , fν). A posteriori, these
poles cancel with zeroes of LS(s, π × τ).
While this formulation appears to call for a “g.c.d. definition” of the local L-function,
this is not precisely what is needed. For this class of integrals, such a definition would
involve sections fν which already contain poles, so-called good sections; see [PSR86, Yam14].
Here though, fν is entire, or at least holomorphic in Re(s) ≥ 1/2, since f must be such,
otherwise the Eisenstein series might have poles. The resolution is to show directly (without
a functional equation) that we can produce the poles, with multiplicity, using integrals with
entire sections. See § 8.
0.6. Further background. An alternative way to define the local L-factor using a theory
of integrals is by considering the g.c.d. of a well-behaved family of integrals. Studies in this
direction include [GJ72, JPSS83, PSR86, PSR87b, Ike92, HKS96, Ike99, Kap13b, Yam14].
In particular Yamana defined the L-function as a g.c.d. for the classical doubling method
([Yam14, Theorem 5.2]), and showed that it coincides with the definition of [LR05] using the
γ-factors (this was suggested in [LR05]). Yamana then combined his local theory with global
results on the poles of the Eisenstein series (e.g., [KR90, Ike92]) to determine the locations
of the possible poles of the complete L-function (with k = 1) and prove that it is entire, if
the rank-1 twist is not quadratic [Yam14, Theorem 9.1].
We also mention the works [Bre09, JLZ13] on the Eisenstein series (0.2). Brenner located
all possible poles of the normalized series when H is symplectic, under an assumption on
τ . Jiang et al. [JLZ13] considered a generalization of (0.2), obtained by inducing from an
arbitrary maximal parabolic subgroup with inducing data Eτ ⊗ σ, where σ is an additional
globally generic cuspidal representation. They determined the locations of the possible poles
of the normalized series, as well as several properties of the corresponding residual repre-
sentations, for a wide range of classical groups. One of the important ingredients for their
results was Arthur’s classification. As we are only interested in proving the entireness of
certain L-functions appearing in the Converse Theorem, it will be sufficient for us to use the
constant term computation from [JLZ13] (that can easily be extended to the GSpinc case),
which is independent of Arthur’s classification.
It is also possible to study integrals on G ×GLk by making use of various types of Bessel
models. In the recent works by Soudry [Sou17, Sou18], among other results, the local com-
putations of integrals with Bessel models (in the context of [GPSR97, GJRS11, JZ14]) were
reduced to the known generic cases. Also, local factors were defined for Bessel models under
certain hypotheses by Friedberg and Goldberg [FG99]. However, these results are insufficient
to give the application presented here.
0.7. Extensions and applications. The doubling method was originally developed for
classical groups of symplectic, orthogonal or unitary type, including the quasi-split cases
[PSR87a, LR05]. It was extended to the classical metaplectic group, i.e., the double cover of
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the symplectic group, by Gan [Gan12]. These cases, as well as unitary groups of hermitian
or skew-hermitian forms over division algebras, were included in [Yam14]. In this work
we deal with a subset of these groups, but also describe split general spin groups. We
expect that our methods can be extended to the other cases studied, in particular quasi-split
orthogonal groups, and to quasi-split general spin groups. As opposed to the aforementioned
works, here we deal with connected groups. This is in line with the theories of Langlands
and Shahidi, which were formulated for connected groups, and with several other works on
Rankin–Selberg integrals. On the downside, parts of the local theory become more difficult,
for example because the Weyl group is smaller (see e.g., the paragraph before (3.3)).
Our ideas and construction apply also to non-linear coverings of arbitrary degree on the
classical group. This will be pursued by the authors and David Ginzburg in a follow-up
work.
For the generic case, Ginzburg et al. [GRS97a, GRS97b, GRS99a, GRS99b, GRS11]
characterized the image of global functoriality, using their descent method (see also [Sou05]).
Cogdell et al. [CKPSS04, CPSS11] used this to deduce that the local lift at ν ∈ Sπ is uniquely
determined by the global lift [CKPSS04, Corollary 7.1]. They also determined precisely
the image of local functoriality for components of globally generic cuspidal representations
[CKPSS04, Theorem 7.4], and obtained several important applications including Ramanujan
type bounds [CKPSS04, Corollary 10.1]. Hundley and Sayag [HS16] extended the global
descent to quasi-split general spin groups.
It should be possible to carry out descent constructions with the integrals studied here, and
so to study similar applications (see e.g., [GS]). However, we note that in contrast with the
generic case, here it is not clear that we do not lose information at the finite ramified places.
In the generic case, by [CKPSS01, Proposition 7.2], if πν is an irreducible supercuspidal
generic representation of G(Fν), one may define the local functorial lift of πν by globalizing
into a globally generic cuspidal automorphic representation π of G(A), then taking the local
lift to be Πν , where Π is the functorial lift of π. In the present setting we may also take Πν ,
but uniqueness might break down. This is because for non-generic representations σ and
σ′ of GLN(Fν), an equality of twisted γ-factors is insufficient to deduce isomorphism – the
Local Converse Theorem for GLN ([Hen93, JL]) only applies to generic representations, and
at present we can only say that σ and σ′ have the same supercuspidal support (by [Hen02,
Proposition 1.9]).
We also expect the local and global theory developed here to have further applications, due
to the role of the doubling method in a wide range of problems. We mention the studies of
[KR94, HKS96, GS12, Yam14] on the theta correspondence, which is related to the doubling
method by the Siegel-Weil formula; the works of [BS00, HLS05, HLS06, EHLS] who used
the doubling integrals for cohomological automorphic representations, in the context of the
arithmeticity modulo periods of L-values at critical points and their interpolation into p-adic
L-functions; and also [Gar84, KR90, Tak97, Kim00].
0.8. Description of the contents by section. We begin with the local setting. In § 1
we set the basic notation. In § 2, we define and study the representations ρc(τ), in a purely
local context. We prove a Rodier-type theorem over p-adic and archimedean fields, and
present several realizations for (k, c) models, to be used later for the study of the γ-factors.
The construction of the local integrals with complete details for all groups is given in § 3:
notation for classical groups is given in § 3.1; the basic set-up for the integrals including the
character ψU and the embedding G×G <H is given in § 3.2 for classical groups; the integral
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Z(s,ω, f) is defined in § 3.4, where we also sketch the global unfolding argument, to explain
the local definition; then the definitions are extended to general spin groups in § 3.5.
The definition of the γ-factors involves an application of a normalized intertwining opera-
tor, which is introduced in § 4. The γ-factor is defined in § 5. We formulate its fundamental
properties in Theorem 27, which is then proved in § 6. This theorem requires an elaborate
proof, mainly because it applies to any irreducible representation of G, all k, and a wide
range of groups, but also because we obtain precise multiplicative formulas and work with
connected groups (also see [Sha90, p. 291]). The properties of the γ-factors are then used in
§ 7 to define the ǫ- and L-factors. In this section we also relate the local factors for G×GLk
to those of GLN ×GLk in the cases needed for the application to functoriality. The local
theory concludes with § 8, relating the poles of the local L-functions to the poles of the local
zeta integrals, again for the cases needed for our application.
The remainder of this paper concerns the global theory. As mentioned above, a consid-
erable amount of the work needed was already included in [CFGKa]. In § 9, after a brief
review of the global construction, we define the complete L-function and establish the global
meromorphic continuation and functional equation. In § 10 we prove that the complete
L-function is entire and bounded in vertical strips of finite width (when τ is twisted by η,
as in the generic case). Finally, our work concludes with § 11, in which we use the Converse
Theorem to prove functoriality. We also deduce a corollary concerning the local lift and its
supercuspidal support.
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and the authors [CFGKa]. We wish to express our deep appreciation to David. We
are very happy to thank Jeffrey Adams, Mahdi Asgari, Laurent Clozel, Jim Cogdell, Jan
Frahm, Dmitry Gourevitch, Joseph Hundley, Erez Lapid, Baiying Liu, Goran Muic´, Frey-
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Local theory
1. Preliminaries
Let F be a local field of characteristic zero. If F is p-adic, O denotes its ring of integers,
q is the cardinality of its residue field and ̟ is a uniformizer with ∣̟∣ = q−1. When referring
to unramified representations or data, we implicitly mean over p-adic fields. All algebraic
groups here will be defined and split over F , and for such a group H , we usually identify
H =H(F ). We fix a Borel subgroup BH = TH ⋉NH where NH is the unipotent radical, and
denote standard parabolic subgroups of H by P = MP ⋉ UP , with UP < NH . The modulus
character of P is δP and the unipotent subgroup opposite to UP is U−P . Also W (H) denotes
the Weyl group of H . Fix a maximal compact subgroup KH in H , which is the hyperspecial
subgroup H(O) for p-adic fields. The center of H is denoted CH . For x, y ∈ H , xy = xyx−1,
and if Y < H , xY = {xy ∶ y ∈ Y }.
Specifically for GLl, BGLl is the subgroup of upper triangular invertible matrices, Pβ =
Mβ ⋉ Vβ denotes the standard parabolic subgroup corresponding to a d parts composition
β = (β1, . . . , βd) of l, and Vβ < NGLl. For an integer c ≥ 0, βc = (β1c, . . . , βdc) is a composition
of lc. Let Mata×b and Mata denote the spaces of a × b or a × a matrices. Let wβ be the
permutation matrix consisting of blocks of identity matrices Iβ1, . . . , Iβd , with Iβi ∈Matβi on
its anti-diagonal, beginning with Iβ1 on the top right, then Iβ2 , etc. In particular Jl = w(1l),
the permutation matrix with 1 on the anti-diagonal. We use τβ to denote a representation
of Mβ , where τβ = ⊗di=1τi (τi is then a representation of GLβi). The transpose of g ∈Mata×b is
denoted tg, and tr is the trace map. For a representation τ of GLl with a central character,
the value of the central character on aIl is briefly denoted τ(a).
Throughout, representations of reductive groups are assumed to be complex, smooth and
admissible, and over archimedean fields they are also Fre´chet of moderate growth. Induction
is normalized and is the smooth induction over archimedean fields.
When the field is p-adic, an entire function f(s) ∶ C → C will always be an element of
C[q−s, qs], and a meromorphic function will belong to C(q−s) (so, meromorphic is actually
rational). When a property holds outside a discrete subset of s, it means for all but finitely
many values of q−s. Similarly, f(ζ) ∶ Ck → C is entire (resp., meromorphic) if it belongs to
C[q∓ζ1 , . . . , q∓ζk] (resp., C(q−ζ1, . . . , q−ζk)), where ζ = (ζ1, . . . , ζk).
2. Representations of type (k, c)
We describe (k, c) representations, which are the local components of the (global) gener-
alized Speh representation mentioned in § 0.2, but are also defined in a purely local context.
For an irreducible generic representation τ of GLk, we define a representation ρc(τ) of GLkc
and prove it is of type (k, c). Then we describe three realizations of the (k, c) functionals
(the local analogs of (0.1)), to be used for the proof of Theorem 27 below: in § 2.3 we rely
on the structure of τ , and the result is naturally useful for the proof of multiplicativity of
the γ-factor with respect to τ (§ 6.3); in § 2.4 we describe a realization valid for any unitary
τ and decomposition of c, useful for the proof of multiplicativity relative to π, see § 6.4;
the realization in § 2.5 is applicable to τ which is unramified principal series, and used later
in § 8 for an intermediate result needed for the proof of entireness of the global complete
L-function.
2.1. Definition. The unipotent orbits of GLl are in bijection with the partitions of l. For
such a partition β, there is a corresponding unipotent subgroup V (β) and a set of generic
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characters of V (β). See [Gin06, § 2] for these definitions or [Car93, CM93] for the standard
reference. We caution the reader that when V (β) is a proper subgroup of NGLl, a generic
character of V (β) does not extend to a generic character of NGLl.
We say that a representation ρ of GLl (complex, smooth, ... see § 1) is supported on
β if (i) HomV (β′)(ρ,ψ′) = 0 for any partition β′ which is greater than or not comparable
with β and any generic character ψ′ of V (β′) (over archimedean fields morphisms are also
continuous), and (ii) HomV (β)(ρ,ψ) ≠ 0 for some generic character ψ of V (β).
Let k and c be positive integers and let ρ be a representation of GLkc.
Definition 2. We say that ρ is of type (k, c) (or briefly that ρ is (k, c)), if ρ is supported on(kc) and dimHomV
(ck)
(ρ,ψ) = 1 for any generic character ψ of V(ck) (note that for β = (kc),
V (β) = V(ck)).
For v ∈ V(ck), write v = (vi,j)1≤i,j≤k where vi,j ∈Matc. Fix a nontrivial additive character ψ
of F , then extend it to a generic character of V(ck) by
ψ(v) = ψ(k−1∑
i=1
tr(vi,i+1)).(2.1)
A (k, c) functional on ρ (with respect to ψ) is a nonzero element of HomV
(ck)
(ρ,ψ). If ρ is
of type (k, c), the space of such functionals is one dimensional. The resulting model (which
is unique by definition) is called a (k, c) model, and denoted Wψ(ρ). If λ is a fixed (k, c)
functional, Wψ(ρ) is the space of functions g ↦ λ(ρ(g)ξ) where g ∈ GLkc and ξ is a vector in
the space of ρ. Then Wψ(ρ) is a quotient of ρ, and when ρ is irreducible Wψ(ρ) ≅ ρ. Note
that there is only one orbit of generic characters of V(ck) under the action of M(ck).
The following is a Rodier-type result for (k, c) representations.
Proposition 3. 1 For 1 ≤ i ≤ d, let ρi be an irreducible (ki, c) representation. If F is
archimedean we further assume k1 = . . . = kd = 1 and for each i, ρi = τi ○ det for a quasi-
character τi of F ∗ and det defined on GLc. Then ρ = Ind
GLkc
Pβc
(⊗di=1ρi) is of type (k, c), where
β = (k1, . . . , kd) and k = k1 + . . . + kd (if F is archimedean, k = d and β = (1k)).
Proof. We need to prove HomV (β′)(ρ,ψ′) = 0 for any partition β′ greater than or not com-
parable with (kc) and generic character ψ′ of V (β′), and this space is one dimensional for
β′ = (kc).
We will use the theory of detivatives of Bernstein and Zelevinsky [BZ76, BZ77] over p-adic
fields, its partial extension to archimedean fields by Aizenbud et. al. [AGS15a, AGS15b],
and the relation between derivatives and degenerate Whittaker models developed (over
both fields) by Gomez et. al. [GGS17]. Let Pl be the subgroup of matrices g ∈ GLl
with the last row (0, . . . ,0,1) (Pl < P(l−1,1)) and let ψl be the character of V(l−1,1) given
by ψl(( Il−1 v1 )) = ψ(vl−1). Then we have the functor Φ− from smooth representations of Pl
to smooth representations of Pl−1: for a smooth representation ̺ of Pl, over p-adic fields
Φ−(̺) = jV(l−1,1),ψl(̺), where j... denotes the normalized Jacquet functor; over archimedean
fields
Φ−(̺) = ∣det ∣−1/2 ⊗ ̺/̺(V(l−1,1), ψl),
1We wish to thank Dmitry Gourevitch for showing us the proofs of the archimedean cases of this propo-
sition and Theorem 5 below.
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where ̺(V(l−1,1), ψl) is the closure of the space spanned by ̺(v)ξ − ψl(v)ξ where v ∈ V(l−1,1)
and ξ varies in the space of ̺. For 0 ≤ r ≤ l, the r-th derivative of a smooth representation ̺
of GLl is defined by ̺(0) = ̺ and for r > 0, over p-adic fields ̺(r) = jV(l−1,1)((Φ−)r−1(̺∣Pl)), and
over archimedean fields ̺(r) = ((Φ−)r−1(̺∣Pl))∣GLn−r (more precisely this is the pre-derivative,
we use the term derivative for uniformity). The highest derivative of ̺ is the representation
̺(r0) such that ̺(r0) ≠ 0 and ̺(r) = 0 for all r > r0.
According to the definition of (ki, c) representations and [GGS17, Theorems E, F] (which
also apply over p-adic fields), the highest derivative of ρi is ρ
(ki)
i . Then the highest derivative
of ρ is ρ(k) and
ρ(k) = Ind
GLk(c−1)
P(β(c−1))
(⊗di=1ρ(ki)i ),
where over archimedean fields ρ
(ki)
i = ρ
(1)
i = τi ○ det and det is the determinant of GLc−1. In
the p-adic case this follows from [BZ77, Corollary 4.14]; in the archimedean case this follows
from [AGS15a, Corollary 2.4.4] and [AGS15b, Theorem B] (see also [GGS17, § 4.4]). Now
the highest derivative of ρ(k) is again its k-th derivative and we can repeat this process c
times to obtain a one dimensional vector space. We conclude from [GGS17, Theorems E, F]
that ρ admits a unique (k, c) model.
If λ > (kc), we can assume λ1 > k then ρ(k+1) = 0, again by [BZ77, Corollary 4.14] and
[AGS15b, Theorem B]. By [GGS17, Theorems E, F], this proves the required vanishing
properties. 
Remark 4. The result for p-adic fields is stronger, because we can apply the derivative
functor to arbitrary induced representations.
2.2. The representation ρc(τ). Let τ be an irreducible generic representation of GLk (for
k = 1, this means τ is a quasi-character of F ∗). It is of type (k,1), by the uniqueness of
Whittaker models and because (k) is the maximal unipotent orbit for GLk. For any c, we
construct a (k, c) representation ρc(τ) as follows.
First assume τ is unitary. For ζ ∈ Cc, consider the intertwining operator
M(ζ,w(kc)) ∶ IndGLkcP(kc)(⊗ci=1∣det ∣ζiτ)→ IndGLkcP(kc)(⊗ci=1∣det ∣ζc−i+1τ).
Given a section ξ of IndGLkcP(kc)(⊗ci=1∣det ∣ζiτ) which is a holomorphic function of ζ ,M(ζ,w(kc))ξ
is defined for Re(ζ) in a suitable cone by the absolutely convergent integral
M(ζ,w(kc))ξ(ζ, g) = ∫
V(kc)
ξ(ζ,w−1(kc)vg)dv,
then by meromorphic continuation to Cc (w(kc) was defined in § 1). Note that for ζ in
general position, both induced representations are irreducible and generic, and intertwining
operators permuting the inducing data can be studied using the method of local coefficients
(see e.g., [Sha84]). Let ρc(τ) be the image of this operator at
ζ = ((c − 1)/2, (c − 3)/2, . . . , (1 − c)/2).
Since τ is unitary, this image is well defined and irreducible by Jacquet [Jac84, Proposi-
tion 2.2] (see also [MW89, § I.11]). If τ is tempered or even unitary (non-tempered), ρc(τ)
is the unique irreducible quotient of
IndGLkcP(kc)((τ ⊗ . . .⊗ τ)δ1/(2k)P(kc) )(2.2)
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and the unique irreducible subrepresentation of
IndGLkcP(kc)((τ ⊗ . . . ⊗ τ)δ−1/(2k)P(kc) ).(2.3)
Now assume that τ is an arbitrary irreducible generic representation of GLk. By Langlands’
classification τ = IndGLkPβ (⊗di=1∣det ∣aiτi) where τi are tempered and a1 > . . . > ad. Define
ρc(τ) = IndGLkcPβc (⊗di=1∣det ∣aiρc(τi)).(2.4)
Clearly ρc(∣det ∣s0τ) = ∣det ∣s0ρc(τ) for any s0 ∈ C.
Note that when τ is unitary, the definition as the image of an intertwining operator agrees
with the definition (2.4). Indeed in this case by Tadic´ [Tad86] and Vogan [Vog86] we have
τ ≅ IndGLkPβ′ (⊗d′i=1∣det ∣riτ ′i), where τ ′i are square-integrable and 1/2 > r1 ≥ . . . ≥ rd′ > −1/2.
Then by [MW89, § I.11], we can permute the blocks in ρc(τ) corresponding to different
representations τ ′i hence
ρc(τ) ≅ IndGLkcPβ′c (⊗d′i=1∣det ∣riρc(τ ′i )).(2.5)
In particular, e.g.,
ρc(IndGLβ′1+β′2P(β′
1
,β′
2
)
(τ ′1 ⊗ τ ′2)) ≅ IndGL(β′1+β′2)cP(β′
1
c,β′
2
c)
(ρc(τ ′1)⊗ ρc(τ ′2)),(2.6)
where the left hand side is defined as the image of the intertwining operator. Hence if a1 >
. . . > ad are the d ≤ d′ distinct numbers among r1, . . . , rd′ , τi is the tempered representation
parabolically induced from ⊗1≤j≤d′ ∶ rj=aiτ
′
j and β = (a1, . . . , ad),
ρc(τ) ≅ IndGLkcPβc (⊗di=1∣det ∣aiρc(τi)),
which agrees with (2.4). Moreover, (2.6) implies that (2.4) also holds when a1 ≥ . . . ≥ ad.
For example, if τ is irreducible unramified tempered, τ = IndGLkBGLk
(⊗ki=1τi) for unramified
unitary characters τi of F ∗. By definition ρc(τ) is the unique irreducible unramified quotient
of (2.2), but by [MW89, § I.11], ρc(τ) = IndGLkcP
(ck)
(⊗ki=1τi ○ det).
We extend the definition to certain unramified principal series, which are not necessarily
irreducible: assume τ = IndGLkBGLk
(⊗ki=1∣ ∣aiτi) (k > 1) where τi are as above (e.g., unitary) but
a1 ≥ . . . ≥ ak (τ is not a general unramified principal series because of the order). In this case
τ still admits a unique Whittaker functional. We define ρc(τ) = IndGLkcP
(ck)
(⊗ki=1∣ ∣aiτi ○ det),
which is a (k, c) representation by Proposition 3. Transitivity of induction and the example
in the last paragraph imply that this definition coincides with (2.4), when τ is irreducible
(in which case the order of ai does not matter).
Theorem 5. Let τ be an irreducible generic representation of GLk. Then ρc(τ) is (k, c).
Proof. First assume F is non-archimedean. We start by proving the result for square-
integrable representations τ . By Zelevinsky [Zel80], τ can be described as the unique ir-
reducible subrepresentation of
IndGLkP
(rd)
((τ0 ⊗ . . .⊗ τ0)δ1/(2r)P
(rd)
),(2.7)
where τ0 is an irreducible unitary supercuspidal representation of GLr. Then by Lapid and
Mı´nguez [LM14, Theorem 14] (see also [Tad87]), the highest Bernstein–Zelevinsky derivative
of ρc(τ) is its k-th derivative and equals ∣det ∣1/2ρc−1(τ) (ρc(τ) is a ladder representation in
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the sense of [LM14]). Repeatedly taking highest derivatives, we see that ρc(τ) is supported
on (kc). The uniqueness of the functional follows as in the proof of Proposition 3. The proof
for an arbitrary (irreducible generic) τ now follows from (2.4) and Proposition 3.
Now consider an archimedean F , and an irreducible generic τ . For a smooth representation
ϑ of GLl let V(ϑ) denote its annihilator variety and WF (ϑ) be its wave-front set (see
e.g., [GS13] for these notions). According to the results of Vogan [Vog91] and Schmid and
Vilonen [SV00], V(ϑ) is the Zariski closure of WF (ϑ) (see [GGS17, § 3.3.1]). Applying
this to ϑ = ρc(τ), by [GS13, Corollary 2.1.8] and [SS90, Theorem 3] (see [GS13, § 4.2]),(k1 + . . . + kd)c = (kc) is the maximal orbit in WF (ρc(τ)). Note that this result holds
although ρc(τ) may be reducible (associated cycles are additive, see e.g., [Vog91, p. 323]).
Therefore HomV(β′)(ρc(τ), ψ′) = 0 for all β′ greater than or not comparable with (kc) and
generic character ψ′ of V(β′), and also [GGS17, Theorem E] implies that ρc(τ) admits a (k, c)
functional. It remains to show dimHomV(β′)(ρc(τ), ψ′) ≤ 1.
To this end, by [BSS90, SS90] (see also [GS13, Corollary 4.2.5]), each ρc(τi) with βi > 1 is
a quotient of IndGL2cP(c2)
(ρc(χ1)⊗ρc(χ2)) for suitable quasi-characters χ1, χ2 of F ∗, hence ρc(τ)
itself is also a quotient of a degenerate principal series IndGLkcP
(ck)
(⊗ki=1ρc(χi)). The latter is(k, c) by Proposition 3, thus dimHomV(β′)(ρc(τ), ψ′) ≤ 1. We deduce that ρc(τ) is (k, c). 
Remark 6. The theorem completes the proof that the global integrals (0.5) are Eulerian in
the strong sense, rather than only separating out the unramified places (cf. [CFGKa, (3.1)]).
For any smooth admissible representation ̺ of GLkc, let ̺∗(g) = ̺(Jkctg−1Jkc). If ̺ is
irreducible, ̺∗ ≅ ̺∨. The following claim will be used when applying intertwining operators.
Claim 7. If τ is tempered, ρc(τ)∨ = ρc(τ∨). In general if τ is irreducible, ρc(τ)∗ = ρc(τ∨).
Proof. The first assertion follows because ρc(τ) is a quotient of (2.2), hence both ρc(τ)∨ and
ρc(τ∨) are irreducible subrepresentations of IndGLkcP(kc)((τ∨ ⊗ . . . ⊗ τ∨)δ−1/(2k)P(kc) ), but there is a
unique such. The general case follows from the definition, the tempered case and the fact
that for any composition β of l, (IndGLlPβ (⊗di=1̺i))∗ = IndGLlP(βd,...,β1)(⊗di=1̺∗d−i+1). 
In the general case when ρc(τ) is given by (2.4), it may be reducible, but still of finite
length and admits a central character (these properties are essential for several arguments
involving ρc(τ)). In fact over p-adic fields, because of the exactness of the Jacquet functor,
the unique irreducible subquotient of ρc(τ) which affords a (k, c) functional is already a(k, c) representation, thus we may take it instead of ρc(τ), and work with an irreducible
representation. However, the above definition will be sufficient.
2.3. Explicit (k, c) functionals from compositions of k. Let τ be an irreducible generic
representation of GLk, where k > 1. If τ is not supercuspidal, it is a quotient of Ind
GLk
Pβ
(τβ)
for a nontrivial composition β of k and an irreducible generic representation τβ. A standard
technique for realizing the Whittaker model of τ is to write down the Jacquet integral on
the induced representation (this integral stabilizes in the p-adic case). Since IndGLkPβ (τβ)
also affords a unique Whittaker model, the functional on the induced representation factors
through τ . One may also twist the inducing data τβ using auxiliary complex parameters,
to obtain an absolutely convergent integral, which admits an analytic continuation in the
complex parameters. See e.g., [Sha78, JPSS83, Sou93, Sou00].
We generalize this idea to some extent, for (k, c) functionals.
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Lemma 8. If τ = IndGLkPβ (τβ) with τβ = ⊗di=1τi, τi = ∣det ∣aiτ0,i, a1 ≥ . . . ≥ ad and each τ0,i is
square-integrable, or τ is the essentially square-integrable quotient of IndGLkPβ (τβ) and τβ is
irreducible supercuspidal (this includes the case β = (1k), i.e., τβ is a character of TGLk , over
any local field), then ρc(τ) is a quotient of IndGLkcPβc (⊗iρc(τi)).
Proof. In the first case, this is true by (2.4) and (2.6). For the essentially square-integrable
case, over an archimedean field the result follows from [GS13, Corollary 4.2.5] (see the proof
of Theorem 5), and if F is p-adic from [Tad86, Theorem 7.1]. 
Take β as in the lemma, and assume for simplicity d = 2, i.e., β = (β1, β2). Denote
β′ = (β2, β1) and consider the Jacquet integral
∫
Vβ′c
ξ(wβcv)ψ−1(v)dv,(2.8)
where ξ belongs to the space of IndGLkcPβc (⊗2i=1ρc(τi)) and ψ is the restriction of (2.1) to Vβ′c.
Twist the inducing data and induce from ∣det ∣ζρc(τ1) ⊗ ∣det ∣−ζρc(τ2), for a fixed ζ with
Re(ζ)≫ 0. Both
IndGLkcPβc (⊗2i=1ρc(τi)), IndGLkcPβc (∣det ∣ζρc(τ1)⊗ ∣det ∣−ζρc(τ2))
are (k, c) representations: over p-adic fields this is implied by Proposition 3; over archimedean
fields this follows from Theorem 5 when τ is a full induced representation, and from Propo-
sition 3 when β = (12). Since Re(ζ)≫ 0, the integral is absolutely convergent for all ξ (see
e.g., [Sou00, Lemma 2.1]). If we let ζ vary and ξ is analytic in ζ , the integral admits analytic
continuation, which over archimedean fields is continuous in the data ξ. Over p-adic fields
this follows from Bernstein’s continuation principle (the corollary in [Ban98, § 1]), since we
have uniqueness and the integral can be made constant. Over archimedean fields this follows
from Wallach [Wal88]. For any ζ0 one can choose data such that the continuation of (2.8) is
nonzero at ζ = ζ0. Taking ζ0 = 0 we obtain a (k, c) functional, which is unique (up to scaling).
Hence this functional factors through ρc(τ) and provides a realization of Wψ(ρc(τ)).
2.4. Explicit (k, c) functionals from composition of c. Let τ be an irreducible generic
representation of GLk, and assume it is unitary. In this section we construct (k, c) functionals
on ρc(τ), using compositions of c. Fix 0 < l < c. Since now both ρl(τ) and ρc−l(τ) embed in
the corresponding spaces (2.3), ρc(τ) is a subrepresentation of
IndGLkcP(kl,k(c−l))((Wψ(ρl(τ))⊗Wψ(ρc−l(τ)))δ−1/(2k)P(kl,k(c−l))).(2.9)
Both (k, l) and (k, c − l) models exist by Theorem 5. We construct a (k, c) functional on
(2.9), and prove it does not vanish on any of its subrepresentations, in particular on ρc(τ).
Let v ∈ V(ck) and set vi,j = ( v1i,j v2i,jv3i,j v4i,j ), where v1i,j ∈Matl and v4i,j ∈Matc−l. For t ∈ {1, . . . ,4},
let V t < V(ck) be the subgroup obtained by deleting the blocks v
t′
i,j for all i < j and t
′ ≠ t, and
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V = V 3. Also define
κ = κl,c−l =
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
Il
0 0 Il
0 0 0 0 Il ⋱
Il 0
0 Ic−l
0 0 0 Ic−l ⋱
Ic−l
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
∈ GLkc .
Example 9. For c = 2 (then l = 1) and k = 3,
κ =
⎛⎜⎜⎜⎜⎜⎜⎜⎝
1
1
1
1
1
1
⎞⎟⎟⎟⎟⎟⎟⎟⎠
, V =
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎝
1
1 v31,2 v
3
1,3
1
1 v32,3
1
1
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎠
⎫⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎬⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎭
.
Consider the functional on the space of (2.9),
ξ ↦ ∫
V
ξ(κv)dv.(2.10)
This is formally a (k, c) functional. Indeed, the conjugation v ↦ κv of v ∈ V(ck) takes the
blocks v1i,j onto the subgroup V(lk) embedded in the top left kl×kl block of M(kl,k(c−l)). Then
these blocks transform by the (k, l) functional realizing Wψ(ρl(τ)); v2i,j is taken to V(kl,k(c−l))
and ξ is left-invariant on this group; and after the conjugation, the blocks v4i,j form the
subgroup V((c−l)k) embedded in the bottom right k(c − l) × k(c − l) block, and transform by
the (k, c − l) functional realizing Wψ(ρc−l(τ)). Thus V(ck) transforms under (2.1). Also note
that this conjugation takes v3i,j to V
−
(kl,k(c−l))
(in particular V is abelian).
For v ∈ V , y = κv ∈ V −
(kl,k(c−l))
is such that its bottom left kl × k(c − l) block takes the form
⎛⎜⎜⎜⎝
0 v31,2 ⋯ v
3
1,k
⋮ ⋱ ⋱ ⋮
⋮ v3k−1,k
0 ⋯ ⋯ 0
⎞⎟⎟⎟⎠
, v3i,j ∈Mat(c−l)×l.(2.11)
Let yi,j ∈ V −(kl,k(c−l)) be obtained from y be zeroing all blocks in (2.11) except v
3
i,j. Also let
X < V(kl,k(c−l)) be the subgroup of matrices x whose top right kl × k(c − l) block is
⎛⎜⎜⎜⎝
0 0 ⋯ 0
⋮ x31,2 ⋱ ⋮
⋮ ⋮ ⋱ 0
0 x31,k ⋯ x
3
k−1,k
⎞⎟⎟⎟⎠
, x3i,j ∈Matl×(c−l).
Define xi,j similarly to yi,j. Let Xi,j and Yi,j be the respective subgroups of elements. Then
ξ(yi,jxi,j) = ψ(tr(v3i,jx3i,j))ξ(yi,j).(2.12)
We show that (2.10) can be used to realize Wψ(ρc(τ)).
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Lemma 10. For 0 < l < c, realize ρc(τ) as a subrepresentation of (2.9). The integral (2.10)
is absolutely convergent, and is a (nonzero) (k, c) functional on ρc(τ).
Using induction, this lemma can also be used to deduce that ρc(τ) admits a (k, c) func-
tional, the base case c = 1 holding because τ is irreducible generic.
Proof. The proof technique is called “root elimination”, see e.g., [Sou93, Proposition 6.1],
[Sou93, § 7.2] and [Jac09, § 6.1] (also the proof of [LR05, Lemma 8]). We argue by eliminating
each yi,j separately, handling the diagonals left to right, bottom to top: starting with yk−1,k,
next yk−2,k−1, ..., up to y1,2, then yk−2,k, yk−3,k−1, etc., with y1,k handled last. Let W be a
subrepresentation of (2.9). For ξ in the space of W and a Schwartz function φ on Matl×(c−l)
(over p-adic fields, Schwartz functions are in particular compactly supported), define
ξi,j(g) = ∫
Xi,j
ξ(gxi,j)φ(x3i,j)dxi,j ,
ξ′i,j(g) = ∫
Yi,j
ξ(gyi,j)φ̂(v3i,j)dyi,j.
Here φ̂ is the Fourier transform of φ with respect to ψ ○ tr. By smoothness over p-adic
fields, or by the Dixmier–Malliavin Lemma [DM78] over archimedean fields, any ξ is a linear
combination of functions ξi,j, and also of functions ξ′i,j. Using (2.12), the definition of the
Fourier transform and the fact that V is abelian we obtain, for (i, j) = (k − 1, k),
∫
Yi,j
ξi,j(yi,jκv○)dyi,j = ξ′i,j(κv○),
where v○ ∈ V does not contain the block of v3i,j. We re-denote ξ = ξ
′
i,j, then proceed similarly
with (i, j) = (k − 2, k − 1). This shows that the integrand is a Schwartz function on κV , thus
the integral (2.10) is absolutely convergent. At the same time, the integral does not vanish
on W because in this process we can obtain ξ(Ikc).
Over p-adic fields we provide a second argument for the nonvanishing part. Choose ξ0 in
the space of W with ξ0(Ikc) ≠ 0. Define for a (large) compact subgroup X < X , the function
ξ1(g) = ∫
X
ξ(gx)dx,
which clearly also belongs to the space of W . We show that for a sufficiently large X ,
∫
V
ξ1(κv)dv = ξ(Ikc). Put y = κv. We prove ξ1(y) = 0, unless y belongs to a small compact
neighborhood of the identity, and then ξ1(y) = ξ(Ikc). We argue by eliminating each yi,j
separately, in the order stated above. Assume we have zeroed out all blocks on the diagonals
to the left of yi,j, and below yi,j on its diagonal. Let B denote the set of indices (i′, j′) of
the remaining yi′,j′ and B○ = B − (i, j). Denote Xi,j = X ∩Xi,j and assume that if (i′, j′) ∉ B,
Xi′,j′ is trivial. Write X = X ○ ×Xi,j. For (i′, j′) ∈ B○, yi′,j′xi,j = uxi,j, where u ∈ V(lk) × V((c−l)k)
and the (k, l) and (k, c − l) characters (2.1) are trivial on u. Therefore by (2.12),
ξ1(y) = ∫
X ○
ξ(yx)dx∫
Xi,j
ψ(tr(v3i,jx3i,j))dxi,j .
The second integral vanishes unless v3i,j is sufficiently small, then this integral becomes a
nonzero measure constant. Moreover, if Xi,j is sufficiently large with respect to ξ and Xi′,j′
for all (i′, j′) ∈ B○, then for any x ∈ X ○, yi,jx = xz where z belongs to a small neighborhood
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of the identity in GLkc, on which ξ is invariant on the right. Therefore we may remove yi,j
from y in the first integral. Re-denote X = X ○. Repeating this process, the last step is for
y1,k with an integral over X1,k, and we remain with ξ(Ikc). 
Remark 11. We will repeatedly apply this argument to integrals of the form ∫U ξ(hu)du,
when we have a subgroup U ′ such that ∫U u′ ⋅ ξ(hu)du = ∫U ξ(hu)ψ(< u,u′ >)du, with a
non-degenerate pairing <,>, to show that we can choose ξ1 such that ∫U ξ1(hu)du = ξ(h).
In contrast with the realization described in the previous section, here we regard ρc(τ) as
a subrepresentation, therefore nonvanishing on ρc(τ) is not a consequence of uniqueness. In
fact, the proof above implies (k, c) functionals on the space of (2.9) are not unique. On the
other hand, the integral (2.10) is already absolutely convergent (we do not need twists).
2.5. Certain unramified principal series. One may consider integral (2.8) (now with any
d ≥ 2) also when τ = IndGLkBGLk
(⊗ki=1τi) is an unramified principal series (possibly reducible),
written with a weakly decreasing order of exponents (see before Theorem 5). Then ρc(τ) =
IndGLkcP
(ck)
(⊗ki=1τi ○ det). The integral admits analytic continuation in the twisting parameters
ζ1, . . . , ζk, which is nonzero for all choices of ζi. Hence it defines a (k, c) functional on ρc(τ).
In this setting we can prove a decomposition result similar to Lemma 10 but using (2.8). The
results of this section are essentially an elaborative reformulation of [CFGKa, Lemma 22].
Put ζ = (ζ1, . . . , ζk) ∈ Ck. Denote the representation IndGLkcP
(ck)
(⊗ki=1∣ ∣ζiτi ○ det) by ρc(τζ),
with a minor abuse of notation (alternatively, assume ζ1 ≥ . . . ≥ ζk). Let V (ζ, τ, c) be the
space of ρc(τζ). A section ξ on V (τ, c) is a function ξ ∶ Ck×GLkc → C such that for all ζ ∈ Ck,
ξ(ζ, ⋅) ∈ V (ζ, τ, c), and we call it entire if ζ ↦ ξ(ζ, g) ∈ C[q±ζ1 , . . . , q±ζk], for all g ∈ GLkc. A
meromorphic section is a function ξ on Ck ×GLkc such that ϕ(ζ)ξ(ζ, g) is an entire section,
for some holomorphic and not identically zero ϕ ∶ Ck → C. The normalized unramified
section ξ0 is the section which is the normalized unramified vector for all ζ .
Let 0 < l < c. We use the notation κ, vi,j, vti,j, t ∈ {1, . . . ,4}, V t and V = V 3 from the
previous section. Denote Z = (diag(w(lk),w((c−l)k))κ)V 2. Define an intertwining operator by the
meromorphic continuation of the integral
m(ζ, κ)ξ(ζ, g) = ∫
Z
ξ(ζ, κ−1zg)dz,
where ξ is a meromorphic section on V (τ, c). When ξ is entire, this integral is absolutely
convergent for Re(ζ) in a cone of the form Re(ζ1)≫ Re(ζ2)≫ . . .≫ Re(ζk), which depends
only on the inducing characters.
Lemma 12. Assume 1 − q−sτi(̟)τ−1j (̟) is nonzero for all i < j and Re(s) ≥ 1. Then for
all ζ with ζ1 ≥ . . . ≥ ζk, m(ζ, κ)ξ0(ζ, ⋅) is nonzero and belongs to the space of
IndGLkcP(kl,k(c−l))((ρl(τζ)⊗ ρc−l(τζ))δ−1/(2k)P(kl,k(c−l))).(2.13)
Proof. The trivial representation of GLc is an unramified subrepresentation of Ind
GLc
BGLc
(δ−1/2BGLc),
hence ρc(τζ) is an unramified subrepresentation of
IndGLkcP
(ck)
(⊗ki=1 IndGLcBGLc(∣ ∣ζiτiδ−1/2BGLc )) = IndGLkcBGLkc(⊗ki=1∣ ∣ζiτiδ−1/2BGLc).
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Looking at κ, we see that the image ofm(ζ, κ) on the space of this representation is contained
in
IndGLkcBGLkc
(∣det ∣−(c−l)/2(⊗ki=1∣ ∣ζiτiδ−1/2BGLl) ⊗ ∣det ∣l/2(⊗ki=1∣ ∣ζiτiδ−1/2BGLc−l))
= IndGLkcP(kl,k(c−l))(( IndGLklBGLkl(⊗ki=1∣ ∣ζiτiδ−1/2BGLl) ⊗ IndGLk(c−l)BGLk(c−l) (⊗ki=1∣ ∣ζiτiδ−1/2BGLc−l))δ−1/(2k)P(kl,k(c−l))).(2.14)
This representation contains (2.13) as an unramified subrepresentation. We showm(ζ, κ)ξ0(ζ, ⋅) ≠
0 for the prescribed ζ . We may decompose m(ζ, κ) into rank-1 intertwining operators on
spaces of the form
IndGL2BGL2
(∣ ∣ζi−(c−2l+1)/2τi ⊗ ∣ ∣ζj−(c−2l′+1)/2τj), i < j, l′ ≤ l − 1.
According to the Gindikin–Karpelevich formula ([Cas80b, Theorem 3.1]), each intertwining
operator takes the normalized unramified vector in this space to a constant multiple of the
normalized unramified vector in its image, and this constant is given by
1 − q−1−ζi+ζj−l+l
′
τi(̟)τ−1j (̟)
1 − q−ζi+ζj−l+l′τi(̟)τ−1j (̟) .
Since −ζi+ζj ≤ 0 and −l+l′ ≤ −1, if the quotient has a zero or pole, then 1−q−sτi(̟)τ−1j (̟) = 0
for Re(s) ≥ 1, contradicting our assumption. Therefore m(ζ, κ)ξ0(ζ, ⋅) ≠ 0, and because it is
unramified, it also belongs to (2.13). 
Integral (2.8) is also absolutely convergent for Re(ζ) in a cone Re(ζ1) ≫ Re(ζ2) ≫ . . . ≫
Re(ζk), which depends only on the inducing characters. The proof is that of the known
result for similar intertwining integrals.
Lemma 13. In the domain of absolute convergence of (2.8) and in general by meromorphic
continuation, for any meromorphic section ξ on V (τ, c),
∫
V
(ck)
ξ(ζ,w(ck)v)ψ−1(v)dv = ∫
V
m(ζ, κ)ξ(ζ, κv)dv.
Here m(ζ, κ)ξ belongs to the space obtained from (2.14) by applying (k, l) and (k, c − l)
functionals (2.8) on the respective factors of P(kl,k(c−l)).
In particular when we combine this result for ξ0 with Lemma 12, we obtain a result
analogous to Lemma 10.
Proof. Using matrix multiplication we see that w(ck) = κ
−1 diag(w(lk),w((c−l)k))κ. The char-
acter ψ is trivial on V 2. Thus in its domain of absolute convergence integral (2.8) equals
∫
V
∫
V 4
∫
V 1
m(ζ, κ)ξ(ζ,diag(w(lk)κv1,w((c−l)k)κv4)κv)ψ−1(v1)ψ−1(v4)dv1 dv4 dv.
The integrals dv1dv4 constitute the applications of (k, l) and (k, c− l) functionals, e.g., κV1 =
diag(V(lk), Ik(c−l)) (see after (2.10)). Now combine this with the proof of Lemma 12. 
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2.6. Equivariance property under GL△c . The following property of (k, c) functionals is
crucial for constructing the integrals. Let g ↦ g△ be the diagonal embedding of GLc in GLkc.
Lemma 14. Let λ be a (k, c) functional on ρc(τ) and ξ be a vector in the space of ρc(τ).
For any g ∈ GLc, λ(ρc(τ)(g△)ξ) = τ(det(g)Ik)λ(ξ).
Proof. The claim clearly holds for c = 1, since then g△ ∈ CGLk (CGLk - the center of GLk).
Let c > 1. We prove separately that λ(ρc(τ)(t△)ξ) = τ(det(t)Ik)λ(ξ) for all t ∈ TGLc and
λ(ρc(τ)(g△)ξ) = λ(ξ) for all g ∈ SLc. Since all (k, c) functionals are proportional, we may
prove each equivariance property using a particular choice of functional.
First take t = diag(t1, . . . , tc). Assume τ is irreducible essentially tempered. Consider the(k, c) functional (2.10) with l = 1 < c. Conjugate V by t△, then κ(t△) = diag(t1Ik, t′△) with
t′ = diag(t2, . . . , tc) and t′△ ∈ GLk(c−1). The change to the measure of V is δ−1/2+1/(2k)P(k,k(c−1)) (κt) and
the result now follows using induction. The case of irreducible generic τ is reduced to the
essentially tempered case using (2.8) and note that δP(βc)(t△) = 1 for any composition β of
k. If τ is a reducible unramified principal series we again compute using (2.8).
It remains to consider g ∈ SLc. Over p-adic fields, by definition the twisted Jacquet
module of ρc(τ) with respect to V(ck) and (2.1) is one dimensional (whether τ is irreducible
or unramified principal series), hence SL△c acts trivially on the Jacquet module, and the
result follows. For archimedean fields, this is immediate for k = 1 (ρc(τ) = τ ○det), and again
using (2.8) we reduce to the case of a square-integrable representation of GL2, which can be
globalized. In [CFGKa, Claim 8] we proved that the global (k, c) functional (0.1) is invariant
with respect to SLc(A)△, implying the SL△c -invariance of the local functionals. 
3. The integrals
We define the local integral, with details for the different groups, starting with classical
groups in § 3.1–3.4, then general spin groups in § 3.5. This also completes the description of
the global integral presented in the introduction.
3.1. Classical groups. Let G be either a split classical group of rank n, or GLn. Fix a
nontrivial additive character ψ of F . Given an integer k, introduce the following group H
and auxiliary notation, used in the definition of the integral and the local factors below:
G Sp2n SO2n SO2n+1 GLn
c 2n 2n 2n + 1 n
H Sp2kc SO2kc SO2kc GL2kc
A I2n ( −In In ) ( −In In0 ) In
Here Sp2n is realized as the subgroup of g ∈ GL2n such that
tgJg = J , where J = ( Jn−Jn ) (tg
is the transpose of g and Jn = w(1n)); and SOc consists of all g ∈ SLc satisfying tgJcg = Jc.
Take BH =H ∩BGL2kc .
For an integer l ≥ 0, put 2l = I2 and 2l+1 = J2. For m ≥ 1 and h ∈ GL2m, when we write lh
we identify l with diag(Im−1, l, Im−1). Also set ǫ0 = −1 for G = Sp2n and ǫ0 = 1 otherwise.
3.2. The embedding: U ,ψU and G × G. Let Q = MQ ⋉ UQ be the following standard
parabolic subgroup of H : if G ≠ GLn, MQ = GLc × . . . ×GLc ×H0 (k − 1 copies of GLc) and
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H0 is of the type of H with rank c, and for G = GLn, MQ =M(ck−1,2c,ck−1). Let U = UQ. For
k > 1, denote the middle 4c × 4c block of an element in U by
⎛⎜⎝
Ic u v
I2c u′
Ic
⎞⎟⎠ .(3.1)
Then denote by u1,1 ∈Matn the top left block of u; let u2,2 ∈Matn be the bottom right block of
u if G ≠ GLn, and for GLn it denotes the top block of u′; for SO2n+1 also let (u3, u4) ∈Mat1×2
be the middle two coordinates of row n + 1 of u.
For G ≠ GLn, regard V(ck−1) as a subgroup of U by embedding it in the top left block, and
for k > 1, the character ψU restricts to (2.1) on V(ck−1). For G = GLn, there are two copies
of V(ck−1), in the top left and bottom right blocks of U , and ψU restricts (for k > 1) to the
inverse of (2.1) on each copy. The character ψU is given on (3.1) by
⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
ψ(tr(−u1,1 + u2,2)) G = GLn,
ψ(tr(u1,1 + u2,2)) G = Sp2n,SO2n,
ψ(tr(u1,1 + u2,2) + ǫ1u3 − ǫ2u4) G = SO2n+1,
where ǫ1 = 1 if k is even and ǫ1 = 1/2 if k is odd, and ǫ2 = ǫ−11 /2. For all k ≥ 1 we describe the
embedding (g1, g2) of G ×G in MQ, in the stabilizer of ψU :
(g1, g2) =
⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩
diag(g1, . . . , g1,⎛⎜⎝
g1,1 g1,2
g2
g1,3 g1,4
⎞⎟⎠ , g
∗
1 , . . . , g
∗
1) G = Sp2n,SO2n,
diag(g1, . . . , g1, g1, g2, g1, . . . , g1), G = GLn,
where g∗1 appears k−1 times and is uniquely defined by g1 and H ; for G ≠ GLn, g1 = ( g1,1 g1,2g1,3 g1,4 ),
g1,i ∈Matn; and for GLn, g1 appears k times on the left of g2 and k − 1 on the right.
For SO2n+1 the embedding is defined as follows. Take column vectors e±i, 1 ≤ i ≤ 2n + 1,
whose Gram matrix is J2(2n+1) (i.e., teie−j = δi,j). Let
b = (e1, . . . , e2n, ǫ1e2n+1 − ǫ2e−2n−1, ǫ1e2n+1 + ǫ2e−2n−1, e−2n, . . . , e−1),
b1 = (e1, . . . , en, ǫ1e2n+1 − ǫ2e−2n−1, e−n, . . . , e−1),
b2 = (en+1, . . . , e2n, ǫ1e2n+1 + ǫ2e−2n−1, e−2n, . . . , e−n−1),
m = diag(Ic−1, ( ǫ1 ǫ1−ǫ2 ǫ2 ) , Ic−1).
The Gram matrices of (b, b1, b2) are (J2(2n+1),diag(In,−1, In)J2n+1, J2n+1). Define the left
copy of SO2n+1 using b1, i.e., the group of matrices g1 ∈ SL2n+1 such that
tg1 diag(In,−1, In)J2n+1g1 = diag(In,−1, In)J2n+1,
and the right copy using b2, which is our convention for SO2n+1. For each i, extend gi by
letting it fix the vectors of b3−i, then write this extension as a matrix g′i ∈ SO2(2n+1) with
respect to b. Now mg′1 and
mg′2 commute and
(g1, g2) = diag(g1, . . . , g1,mg′1mg′2, g∗1 , . . . , g∗1).
We also mention that over archimedean fields, we can choose KH such that KG×KG <KH
(under this embedding); over p-adic fields when c is even clearly KG ×KG < KH (these are
the hyperspecial subgroups), and when c is odd this also holds assuming ∣2∣ = 1.
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Example 15. Here are a few examples for the embedding in the odd orthogonal case. We
assume k = 2 and n is arbitrary, but the only difference for other values of k would be in the
number of copies of SO2n+1 above the middle 2c × 2c block, because we keep ǫ1 and ǫ2 in the
notation (we only assume 2ǫ1ǫ2 = 1). We can write u ∈ U in the form
u =
⎛⎜⎝
Ic X Y
I2c X ′
Ic
⎞⎟⎠ , X =
⎛⎜⎝
z1 b1 a1 a2 b4 z4
z2 b2 a3 a4 b5 z5
z3 b3 a5 a6 b6 z6
⎞⎟⎠ ,
then ψU(u) = ψ(tr(z1) + ǫ1a3 − ǫ2a4 + tr(z6)). For the embedding of the left copy of G in H,
(⎛⎜⎝
a
1
a∗
⎞⎟⎠ ,1) = diag(
⎛⎜⎝
a
1
a∗
⎞⎟⎠ ,
⎛⎜⎝
a
I2n+2
a∗
⎞⎟⎠), a
∗ = Jn
ta−1Jn,
(⎛⎜⎝
In x y
1 x′
In
⎞⎟⎠ ,1) = diag(
⎛⎜⎝
In x y
1 x′
In
⎞⎟⎠ ,
⎛⎜⎜⎜⎜⎜⎜⎜⎝
In ǫ2x −ǫ1x y
In
1 ǫ1x′
1 −ǫ2x′
In
In
⎞⎟⎟⎟⎟⎟⎟⎟⎠
), x′ = txJntyJn + Jny = JnxtxJn ,
(
⎛⎜⎜⎜⎜⎜⎝
In−1
1
−1
1
In−1
⎞⎟⎟⎟⎟⎟⎠
,1)
= diag(
⎛⎜⎜⎜⎜⎜⎝
In−1
1
−1
1
In−1
⎞⎟⎟⎟⎟⎟⎠
,
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
In−1
1
In
2ǫ21
2ǫ22
In
1
In−1
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
).
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Here and below we omitted the bottom right c × c block, because it is uniquely determined by
the top c × c block and H. For the right copy,
(1,⎛⎜⎝
a
1
a∗
⎞⎟⎠) = diag(Ic,
⎛⎜⎜⎜⎜⎜⎝
In
a
I2
a∗
In
⎞⎟⎟⎟⎟⎟⎠
), a∗ = Jnta−1Jn,
(1,⎛⎜⎝
In x y
1 x′
In
⎞⎟⎠) = diag(Ic,
⎛⎜⎜⎜⎜⎜⎜⎜⎝
In
In ǫ2x ǫ1x y
1 ǫ1x′
1 ǫ2x′
In
In
⎞⎟⎟⎟⎟⎟⎟⎟⎠
), x′ = −txJntyJn + Jny = −JnxtxJn ,
(1,
⎛⎜⎜⎜⎜⎜⎝
In−1
1
−1
1
In−1
⎞⎟⎟⎟⎟⎟⎠
) = diag(Ic,
⎛⎜⎜⎜⎜⎜⎜⎜⎝
I2n−1
1
−2ǫ21
−2ǫ22
1
I2n−1
⎞⎟⎟⎟⎟⎟⎟⎟⎠
).
3.3. Sections. We define the local spaces of sections that we use for the integral. These
are the local analogs of the space on which we constructed the Eisenstein series (0.2). Let
H be one of the groups given in § 3.1, and P be a standard maximal parabolic subgroup
of H with MP = GLkc, or P = P((kc)2) when H = GL2kc. Let ρ be an admissible finite
length representation of MP , realized in a space of complex-valued functions. For a complex
parameter s, let V (s, ρ) be the space of IndHP (∣det ∣s−1/2ρ), or the space of IndHP (∣det ∣s−1/2ρ1⊗∣det ∣−s+1/2ρ2) when H = GL2kc (then ρ = ρ1 ⊗ ρ2).
Extend the notation also to the case of H = GLkc and P = Pβc for an arbitrary compo-
sition β = (β1, β2) of k, then V (s, ρ) is still the space of the representation induced from∣det ∣s−1/2ρ1 ⊗ ∣det ∣−s+1/2ρ2. This space does not appear in the construction of the integral,
but must be considered for multiplicativity arguments.
For m ∈MP , let am be the projection of m onto GLkc if H is a classical group, otherwise
m = diag(m1,m2) and am = diag(m1,m−12 ). The elements of V (s, ρ) are smooth functions ε
on H , such that for all h ∈H , m ∈MP and u ∈ UP ,
ε(muh) = δ1/2P (m)∣det am∣s−1/2ε(h),
and the mapping m ↦ δ−1/2P (m)∣det am∣−s+1/2ε(mh) belongs to the space of ρ. In particular
h↦ ε(h) is a complex-valued function, namely the evaluation of a function in the space of ρ,
at the identity. By virtue of the Iwasawa decomposition, the spaces V (s, ρ) where s varies
are all isomorphic as representations of KH .
A function f on C ×H is called an entire section of V (ρ) if for all s ∈ C, f(s, ⋅) ∈ V (s, ρ),
and for each h ∈ H , the function s ↦ f(s, h) is entire. A meromorphic section of V (ρ)
is a function f on C × H , such that for some entire function ϕ ∶ C → C, not identically
zero, ϕ(s)f(s, h) is an entire section (see e.g., [Yam14, § 3.1]). Away from the zeros of ϕ,
f(s, ⋅) ∈ V (s, ρ). The group H acts by right translations in the second parameter of sections,
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we denote this action by h ⋅ f . Also if a group H ′ acts on H by conjugation, fh
′
is the
function given by fh
′(s, h) = f(s, h′h).
Also recall that when the field is p-adic, an entire section f satisfies, for all h, s↦ f(s, h) ∈
C[q−s, qs], and if f is meromorphic, s ↦ f(s, h) ∈ C(q−s) (see § 1). If the representation ρ
is unramified, the normalized unramified section of V (ρ) is the unique element f such that
f(s, ⋅) is the normalized unramified vector for all s.
Over archimedean fields, f is called smooth if f(s, ⋅) is smooth for all s (similarly for
KH-finite). If s is fixed, this is the usual notion of smooth or KH-finite vectors of V (s, ρ).
Remark 16. Defining V (s, ρ) using ∣det ∣s−1/2 instead of ∣det∣s is compatible with several
works on Rankin–Selberg integrals (e.g., [GPSR87, Sou93, GRS11]), but not with a number
of works on the doubling method where ∣det ∣s was used ([PSR87a, LR05, Yam14]). Our
normalization was chosen such that the integral with unramified data produces the L-function
at s, instead of s + 1/2. The intertwining operator (see § 4 below) will then take V (s, ρ) to
V (1 − s, ρ∨), which is compatible with [Sou93, Sou00, Kap15] (cf. [LR05, § 9], the shift was
built into the definition of the γ-factor, we avoid that).
3.4. The integral. Let π be an irreducible representation of G. If G ≠ GLn, let τ be an
irreducible generic representation of GLk, and P be the standard maximal parabolic subgroup
of H such that MP = {( a a∗ ) ∶ a ∈ GLkc}. For GLn, τ = τ0 ⊗ χ−1τ∨0 for an irreducible generic
representation τ0 of GLk, a quasi-character χ of F ∗ (implicitly lifted to GLk using det), and
P = P((kc)2).
Let ω be a matrix coefficient of π∨ and f be a meromorphic section of V (Wψ(ρc(τ))), or
V (Wψ(ρc(τ0))⊗ χ−1Wψ(ρc(τ∨0 ))) for GLn. The local integral takes the form
Z(s,ω, f) = ∫
G
∫
U0
ω(g)f(s, δu0(1, ιg))ψU(u0)du0 dg.
Here δ = δ0δ1,
δ0 = ( Ikcǫ0Ikc ) (G ≠ SO2n+1), δ1 =
⎛⎜⎜⎜⎝
I(k−1)c
Ic A
Ic
I(k−1)c
⎞⎟⎟⎟⎠
,
kcU0 =
⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
⎛⎜⎜⎜⎝
I(k−1)c X Z
Ic Y
Ic
I(k−1)c
⎞⎟⎟⎟⎠
⎫⎪⎪⎪⎪⎪⎬⎪⎪⎪⎪⎪⎭
and for G = SO2n+1,
δ0 = ( IkcIkc )diag(I(k−1)c,(
In
(−1)k
In
) ,( In(−1)k
In
) , I(k−1)c)kc;(3.2)
DOUBLING CONSTRUCTIONS AND FUNCTORIALITY 25
ι =
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
( In
−ǫ0In
) G = Sp2n,SO2n,
In G = GLn,
⎛⎜⎝
In
I2
In
⎞⎟⎠ G = SO2n+1,odd k,
⎛⎜⎜⎝
In
−2ǫ2
1
−2ǫ2
2
In
⎞⎟⎟⎠ G = SO2n+1, even k;
for Sp2n and SO2n, g ↦ ιg(= ιgι−1) is an outer involution; for SO2n+1, note that ι = mι0′ with
ι0 = ( In(−1)k+1
In
) ∈ O(2n + 1)
(written with respect to the basis b2) and ιg = m(ι0g)′ (g ↦ ι0g is an inner or outer involution
of G, depending on the parities of k and n); and when we write the middle block of u0 ∈ U0
as in (3.1),
ψU(u0) =
⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
ψ(tr(u2,2)) G ≠ SO2n+1,
ψ(tr(u2,2) − 1
2
u4) G = SO2n+1, even k,
ψ(tr(u2,2) + 1
2
u3) G = SO2n+1,odd k.
When G = SO2n+1 and k is odd, we need a similar version of the integral above, when the
section belongs to the representation induced from kcP and kcWψ(ρc(τ)). This is because
when we apply an intertwining operator to the section, the Weyl element ( IkcIkc ) is not in
H . We still denote the integral by Z(s,ω, f), but the notation changes as follows:
δ0 = kc ( IkcIkc )diag(I(k−1)c,(
In
2
In
) ,( In1/2
In
) , I(k−1)c),(3.3)
δ1 =
⎛⎜⎜⎜⎝
I(k−1)c
Ic A
Ic
I(k−1)c
⎞⎟⎟⎟⎠
diag(I(k−1)c+n,−In, I2,−In, I(k−1)c+n),
U0 =
⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
⎛⎜⎜⎜⎝
I(k−1)c X Z
Ic Y
Ic
I(k−1)c
⎞⎟⎟⎟⎠
⎫⎪⎪⎪⎪⎪⎬⎪⎪⎪⎪⎪⎭
,
ψU(u0) = ψ(tr(u2,2) − u4) (the middle block of u0 is given by (3.1)).
The integrals are absolutely convergent in a right half plane, which for entire sections de-
pends only on the representations (see Proposition 20 below). Over p-adic fields they can be
made constant (Proposition 21), and over archimedean fields they can be made nonvanishing
in a neighborhood of a given s (Proposition 21, and Corollary 44 with a KH-finite section).
Furthermore, they admit meromorphic continuation: over p-adic fields this continuation be-
longs to C(q−s) (see § 5), over archimedean fields the continuation is continuous in the input
(see § 6.13). For similar assertions in the literature see, e.g., [GJ72, JPSS83, GPSR87, JS90,
KR90, BG92, Sou93, Sou95, GRS98, LR05, RS05, Jac09, Kap13b, Kap13c, KM].
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We explain how to obtain the form of the local integral from the global. The local integral
is defined once we prove that (0.3) unfolds to (0.5). We describe this procedure briefly.
Complete details appeared in [CFGKa, § 2.3] for Sp2n; the other groups are similar (and
simpler).
Assume G ≠ GLn. The global integral defined by (0.3) is
Z(s,ϕ1, ϕ2, f) = ∫
G(F )×G(F )/G(A)×G(A)
ϕ1(g1) ιϕ2(g2)EU,ψU ((g1, g2); s, f)dg1 dg2,
with the notation of § 0.2. For Re(s) ≫ 0, after unfolding the Eisenstein series (0.2),
Z(s,ϕ1, ϕ2, f) = ∑γ I(γ) where γ ∈ H(F ) varies over the representatives of P /H/L, L =(G ×G)U , and
I(γ) = ∫
Lγ(F )/L(A)
ϕ1(g1) ιϕ2(g2)f(s, γu(g1, g2))ψU(u)dudg1 dg2.
Here Lγ = γ
−1
P ∩ L. All but one summand vanish. This is proved by arguments utilizing
the character ψU , the cuspidality of π or the “smallness” of the representation Eτ in the
inducing data of the series, namely its Fourier coefficients attached to orbits greater than or
not comparable with (kc) vanish (it is globally (k, c)). For the remaining summand I(γ),
we see that Lγ ∩ UP is trivial, V(ck) <
γLγ and if we factor through Lγ(A), the integration
over V(ck)(F )/V(ck)(A) together with ψU forms a global (k, c) functional, namely a Fourier
coefficient along V(ck) and a character in the orbit of (2.1). We can modify γ using left
multiplication by an element of MP (F ), to obtain the character (2.1) and coefficient (0.1).
Denote the new representative by δ. We then see that the reductive part of Lδ is {(g0, ιg0) ∶
g0 ∈ G} and δLδ = G ⋉ V(ck) < MP , where G is embedded in the stabilizer of (2.1), in the
diagonal embedding of SLc. In [CFGKa, Claim 8] we proved that (0.1) is invariant with
respect to the diagonal embedding of SLc(A), which implies in particular invariance on
G(A) for the classical groups. Therefore I(δ) becomes
∫
G△(A)/G(A)×G(A)
∫
U0(A)
∫
G(F )/G(A)
ϕ1(g0g1) ιϕ2(ιg0g2)fWψ(Eτ )(s, δu0(g1, g2))ψU(u0)dg0 du0 dg1 dg2.
(3.4)
Here G△ is the diagonal embedding in G ×G, U0 = kcUP ∩U , and fW (Eτ ) is the composition
of the section with (0.1): for any s ∈ C and h ∈H(A),
fWψ(Eτ )(s, h) = ∫
V
(ck)
(F )/V
(ck)
(A)
f(s, vh)ψ−1(tr(k−1∑
i=1
vi,i+1))dv.(3.5)
It remains to apply ι to g2 and use (0.6) to obtain (0.5). Again, full details for the passage
(0.3)–(0.5) were given in [CFGKa, § 2.3] for Sp2n.
Returning to the local context, at a place ν of F , ρc(τν) is the local component of Eτ
(τ is now global) and for a decomposable f , f = ∏ν fν where for all ν, fν is a section of
V (Wψν(ρc(τν))), which is normalized and unramified for almost all ν.
For G = GLn the definition of (0.3) is modified to handle the center. In this case assume π
is also unitary. We take ϕ1 in the space of χkπ where χ is a unitary character of F ∗/A∗, ϕ2
in the space of π and the representation of MP (A) is ∣det ∣s−1/2Eτ0 ⊗ ∣det ∣−s+1/2χ−1Eτ∨0 , where
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τ0 is an irreducible unitary cuspidal automorphic representation of GLk(A). The modified
version of (0.3) is given by
Z(s,ϕ1, ϕ2, f, ̺l)
= ∫
(CH(A)G(F )×G(F ))/(G(A)×G(A))
ϕ1(g1)ϕ2(g2)EU,ψU ((g1, g2); s, f)̺l(∣det(g2g−11 )∣)dg1 dg2,
where ̺l is a compactly supported Schwartz function on R∗>0, introduced to ensure conver-
gence as in [PSR87a, § 4.2] (they used this to extend their construction from PGLn to GLn).
Note that the integrand is indeed invariant on CH(A).
In the unfolding of Z(s,ϕ1, ϕ2, f, ̺l) we obtain two (k, c) functionals, one on (the global)
Eτ0 , the other on χ−1Eτ∨0 . By Lemma 14, at any place ν, the local (k, c) functional on ρc((τ0)ν)
transforms on G△(Fν) with respect to g△ ↦ (τ0)ν(det(g)Ik). Using this we reach an integral
similar to (3.4),
∫
G△(A)/G(A)×G(A)
∫
U0(A)
∫
CG(A)G(F )/G(A)
χk(det g1)ϕ1(g0g1)ϕ2(g0g2)fWψ(Eτ )(s, δu0(g1, g2))̺l(∣det(g2g−11 )∣)ψU(u0)dg0 du0 dg1 dg2
= ∫
G(A)
∫
U0(A)
⟨ϕ1, π(g)ϕ2⟩fWψ(Eτ )(s, δu0(1, g))̺l(∣det g∣)ψU(u0)du0 dg.
(3.6)
Note that CH < G△, Wψ(Eτ) is defined to be Wψ(Eτ0) ⊗ χ−1Wψ(Eτ∨0 ), and in the integral
defining the inner product the domain is divided by CG(A). As explained in [PSR87a,
§ 4.2], the convergence of (3.6) for Re(s)≫ 0 is independent of ̺l, and an application of the
Monotone Convergence Theorem implies we can define, for Re(s)≫ 0,
Z(s,ϕ1, ϕ2, f) = lim
l→∞
Z(s,ϕ1, ϕ2, f, ̺l)
= ∫
G(A)
∫
U0(A)
⟨ϕ1, π(g)ϕ2⟩fWψ(Eτ )(s, δu0(1, g))ψU(u0)dudg.
Here {̺l}l is an arbitrary monotonic increasing sequence such that ̺l → 1 (the limit of the
integrals is independent of the choice of sequence). In particular ̺l is not used for the local
integral.
In the local part of this work χ = 1, unless the GLn integral arises from the integral
for general spin groups, in which case χ will essentially be the central character of the
representation of GSpinc.
3.5. Split general spin groups. For any integer c ≥ 2, the group Spinc is the simple split
simply connected algebraic group of type Dn if c is even, or Bn if it is odd, where n = ⌊c/2⌋.
It is also the algebraic double cover of SOc. We fix the Borel subgroup BSpinc < Spinc to be
the preimage of BSOc . Denote the pullback of the i-th coordinate function of TSOc to TSpinc
by ǫi, 1 ≤ i ≤ n. Then define ǫ∨j such that ⟨ǫi, ǫ∨j ⟩ = δi,j , where ⟨, ⟩ is the standard pairing.
The set of simple roots of Spinc is ∆c = {α0, . . . , αn−1}, where αi = ǫi − ǫi+1 if 0 ≤ i < n − 1,
αn−1 = ǫi+ǫi+1 for even c, αn−1 = ǫn−1 otherwise. For convenience, we include the cases c = 0,1
in the notation, then n = 0 and Spinc is the trivial group.
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Identify the split general spin groupG = GSpinc with the Levi subgroup of Spinc+2 obtained
by removing α0 from ∆c+2. In particular, this fixes a Borel subgroup BG. Note that Spinc
is the derived group of GSpinc, GSpin0 = GSpin1 = GL1 and GSpin2 = GL1 ×GL1. Define a
“canonical” character Υ of GSpinc as the lift of −ǫ0 (see [Kap17, § 1.2]). Let
C○G = {r∨c (t) ∶ t ∈ F ∗}, rc =
⎧⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎩
α0 c = 0,
α0 + α1 c = 2,
2∑n−2i=0 αi + αn−1 +αn c = 2n > 2,
2∑n−1i=0 αi + αn c = 2n + 1, n ≥ 0.
For odd c or c = 0, C○G = CG; for even c > 2, C
○
G is the connected component of CG,
CG = C
○
G∐ iGC○G, iG =
n−2
∏
i=0
α∨i ((−1)n−2−i)α∨n−1(1)α∨n(−1).
We use this definition of iG also for c = 2. For the computation of CG and in particular iG,
note that a general element t ∈ TG can be written uniquely in the form t =∏ni=0 α∨i (ti), then
t ∈ CG if and only if ∏ni=0 t⟨αj ,α∨i ⟩ = 1 for all 1 ≤ j ≤ n (iG is e∗0(−1)ζ0 in the notation of [AS06,
Proposition 2.3]; for even n, r∨c (−1)iG is the image of z of [AS06, Remark 2.4] in Spinc+2).
For a detailed definition of general spin groups using based root datum refer to [Asg02,
AS06, HS16]. We work directly with the coroots of Spinc+2 to describe torus elements of
GSpinc (in those works the coroots of GSpinc were used). See also [Mat09, KK11, HS16].
Let R = Rl,c < G be a standard parabolic subgroup, obtained by removing one of the
roots αl, 1 ≤ l ≤ n. The Levi part MR is isomorphic to GLl ×GSpinc−2l. We describe this
isomorphism explicitly. First assume c is odd or l < n − 1. The derived group of GLl is the
group generated by the root subgroups of α1, . . . , αl−1 (if l > 1, otherwise it is trivial) and
if θ∨i (t) = diag(Ii−1, t, Il−i) is the i-th standard coordinate of TGLl, θ∨i ↦ ǫ∨i − ǫ∨0 . It follows
that Υ∣GLl = det. The copy of Spinc−2l+2 is identified with the roots ∑li=0 αi, αl+1, . . . , αn,
then GSpinc−2l is obtained by removing ∑li=0 αi. Under this embedding, the first coordinate
map of TSpinc−2l+2 is mapped to ǫ0 and Υ restricts to the same character on GSpinc−2l. In the
remaining cases c is even, define GLl as above and identify Spinc−2l+2 with∑n−1i=0 αi,∑n−2i=0 αi+αn
when l = n−1, and GSpin0 with r
∨
c for l = n. Then Υ∣GSpinc−2l = det−1 when l = n−1 or l = n = 1,
and det−2 if l = n > 1. Under this identification, in all cases C○G = C
○
GSpinc−2l
and if c is even,
iG = [−Il, iGSpinc−2l] ∈ GLl ×GSpinc−2l. The image of [∏li=1 θ∨i (ti),∏n−li=0 β∨i (xi)] ∈ TGLl×TGSpinc−2l
(β∨i - the cocharacters of Spinc−2l+2) in MR is
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
n−2
∏
i=0
α∨i ( n−1∏
j=i+1
t−1j ) n−2∏
i=0
α∨i (x0x1)α∨n−1(x0)α∨n(x1) even c, l = n − 1,
n−1
∏
i=0
α∨i ( n∏
j=i+1
t−1j ) n−2∏
i=0
α∨i (x20)α∨n−1(x0)α∨n(x0) even c, l = n,
n−1
∏
i=0
α∨i (x20 l∏
j=i+1
t−1j )α∨n(x0) odd c, l = n,
l−1
∏
i=0
α∨i ( l∏
j=i+1
t−1j ) l∏
i=0
α∨i (x0) n∏
i=l+1
α∨i (xi−l) otherwise.
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When considering a ∈ GLn as an element of G, we implicitly use the identification above
of GLn with a direct factor of Rn,c. The same applies to t ∈ TSOc , since t = diag(a, a∗) or
diag(a,1, a∗). The Weyl group W (G) of G is canonically isomorphic with W (SOc). Given
a permutation matrix w0 ∈ SOc, the preimage of w0 in Spinc consists of 2 elements, which
differ by an element in CSpinc . Choosing one representative w, we then regard it as an
element in G. In this manner we identify each w0 with w ∈H (this is not a homomorphism).
To compute the action of W (G) on TG we appeal to the formulas from [HS16] (our choice
of representatives eliminates the need for the implicit inner automorphisms mentioned in
[HS16]).
Let k be given. Define H = GSpin2kc. If kc ≤ 1, G = GL1 and we already constructed this
integral, so assume kc > 1. Since the unipotent subgroups of H are (topologically and also as
algebraic varieties) isomorphic to those of SO2kc, we can define the data (A,U,ψU) exactly
as we did above, for the corresponding orthogonal group.
We turn to the embedding of the two copies of G in the stabilizer of ψU in MQ. This
stabilizer contains two commuting copies of G, but they intersect in C○H (it cannot contain
the direct product G ×G, e.g., for k = 1 and c = 2n, the rank of H is 2n + 1, but the rank of
G×G is 2n+2). Adapting the convention (g1, g2), we describe the mapping (, ) ∶ G×G→H ,
which is an embedding in each of the variables separately, and also injective on the product
of derived groups. We have a left copy and a right copy.
Starting with the derived groups, the embedding described above for the orthogonal groups
extends to an embedding of the direct product of derived groups, since it identifies each root
subgroup of a copy of G with a unipotent subgroup in H . Also identify the first coordinate
map of the left copy with −ǫ0, and the right copy with ǫ0. This completes the definition for
c ≠ 2. If c = 2, regard GSpin2 as MR1,2 , then since we already identified the first coordinate
map of each copy (with ∓ǫ0), it remains to embed the GL1 part of each copy, which is done
using the embedding SO2 ×SO2 < TSO4k . Observe that for even c, the right copy of G is the
natural subgroup of MRkc−c/2,2kc .
To deduce that both copies of G are subgroups of MQ which fix ψU , it remains to consider
the image of C○G. The definition implies that if z ∈ C
○
G, (z,1) = (1, z−1) ∈ C○H . Hence (G,1)
and (1,G) belong to the stabilizer of ψU in MQ. Moreover,
(G,1) ∩ (1,G) = (C○G,1) ∩ (1,C○G) = C○H ,
and (z, z) is the identity element. Let PG = C○G/G.
For the global construction, π is assumed to be unitary, and in the integration domain
of (0.3) we replace G(⋯) with PG(⋯) (on both copies). Put P = Rkc,2kc < H . Since
C○G = GL1, the restriction of π to C
○
G is a unitary character χπ of F
∗/A∗. The inducing data
for the Eisenstein series is the representation ∣det ∣s−1/2Eτ ⊗ χπ of MP (A). Since ϕ1 (resp.,
ϕ2) transforms on C○G by χπ (resp., χ
−1
π ) and χπ((z1, z2)) = χ−1π (z1)χπ(z2) for all z1, z2 ∈ C○G,
ϕ1(z1g1)ϕ2(z2g2)EU,ψU ((z1g1, z2g2); s, f) = ϕ1(g1)ϕ2(g2)EU,ψU ((g1, g2); s, f).
Thus the global integral is well defined. There are no additional convergence issues, because
we divided by the centers (analogous to the case of PGLn in [PSR87a]). The unfolding process
is carried out as in the orthogonal cases: the choice of representatives of P /H/(PG×PG)U
is similar because these are either Weyl group elements or unipotent elements. Then the
arguments showing I(γ) = 0 are the same, since they only involve unipotent subgroups.
The remaining summand is I(δ). First note that for c ≥ 3, ι lifts uniquely to an involution
of Spinc, because Spinc is the universal cover of SOc. When c = 2 (ι was defined for c ≥ 2), ι
30 YUANQING CAI, SOLOMON FRIEDBERG, AND EYAL KAPLAN
can be replaced with 1, then ι acts on Spinc by conjugation, when regarded as an element
of the algebraic double cover Pinc of Oc. Since in all cases ι fixes CSOc , it also fixes CSpinc ,
hence can be extended to an involution of G which fixes CG. Now we may compute the
reductive part of Lδ, and it is again the elements (g0, ιg0): in terms of unipotent subgroups
and the torus element [t,1] with t ∈ GLn, the computation is similar to the computation for
the orthogonal group, and C○G is embedded in C
○
H .
To compute ιg we may regard ι (for odd c) or ( InIn ) (even c), as a Weyl element of a higher
rank special orthogonal group (non-uniquely), thereby a Weyl element in the corresponding
spin group. When c is even, ι = d ( InIn ) with d = diag(In,−In). The element d acts
trivially on the Levi subgroup {( a a∗ ) ∶ a ∈ GLn} of SOc, hence on its preimage in Spinc.
Since d belongs to the similitude group GSOc, it also acts trivially on TG, and therefore
can be ignored when computing ιMRn,c . If g = [a,x] ∈ MRn,c with a ∈ GLn and x ∈ GL1,
ιg = r∨c (deta−1)[a∗, x] = [a∗, xdet a−1] ∈MRn,c where a∗ is defined according to SOc, e.g., for
even c, a∗ is such that diag(a, a∗) ∈ SOc.
For g0 ∈ G, denote e(g0) = δ(g0, ιg0) ∈MP . We show that the (k, c) functional transforms
on e(G(A)) with respect to the trivial character. We start with the torus. For g0 ∈ TG, write
g0 = [t0, x0] with t0 ∈ TGLn and x0 ∈ GL1. The image of x0 in G is then r∨c (x0). We see that
(g0,1) = r∨2kc(x−10 det t0)[diag(diag(t0, t∗0), . . . ,diag(t0, t∗0)diag(t0, I⌈c/2⌉)),1](3.7)
(k−1 copies of diag(t0, t∗0)), and note that r∨2kc(det t0) appears because the leftmost coordinate
map of the left copy of G is mapped to −ǫ0. Then
e(g0) = δ ([t0, x0], [t∗0 , x0 det t−10 ]) = δ[diag(diag(t0, t∗0), . . . ,diag(t0, t∗0)),1],
and since det(diag(t0, t∗0)) = 1, the last conjugation belongs to the diagonal embedding of SLc
in GLkc. (For example iG = [−In, r∨c (−1)] and δ(iG, iG) = δ[−Ikc, (−1)n] = [−Ikc,1], by a direct
verification.) Thus for g0 ∈ TG(A) the (k, c) functional transforms on e(g0) with respect
to the trivial character. Regarding Spinc(A), it suffices to check that e(Spinc) < SLkc,
i.e., the projection of e(Spinc) on the GL1 part of MP is trivial. This follows because
otherwise we would obtain a nontrivial character of Spinc, which is perfect. In more detail,
put e(x) = [ℓ(x), ζx] ∈ MP , where ℓ(x) ∈ SLkc. Since x ∈ Spinc, ζx belongs to the projection
C ′ of CSpin2kc into the GL1 part of MP , and we claim ζx is identically 1. Suppose otherwise.
The structure of CSpin2kc depends on the parity of kc, but C
′ is a nontrivial finite abelian
group, namely r∨2kc(−1) ∈ C ′ (r∨2kc(−1) is c of [Asg02, Proposition 2.2]). Then since e is a
homomorphism,
[ℓ(xy), ζxy] = e(xy) = e(x)e(y) = [ℓ(x), ζx][ℓ(y), ζy] = [ℓ(xy), ζxζy].
Hence x ↦ ζx is a homomorphism and composing it with a character of C ′ we obtain a
nontrivial character of Spinc, which is a contradiction.
We conclude that the du-integral in I(δ) is invariant under the reductive part of Lδ(A).
We factor I(δ) through G(A). The dg0-integral in (3.4) becomes
∫
C○
G
(A)/G(A)
ϕ1(g0g1) ιϕ2(ιg0g2)dg0 = ⟨π(g1)ϕ1, π(ιg2)ϕ2⟩,(3.8)
where ϕ1 and ϕ2 belong to the space of π. The global integral analogous to (0.5) is
∫
C○
G
(A)/G(A)
∫
U0(A)
⟨ϕ1, π(g)ϕ2⟩fWψ(Eτ )⊗χπ(s, δu0(1, ιg))ψU(u0)du0 dg.
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The definition of a local space V (s, ρ) from § 3.3 changes, taking into account the fact
that MP = GLkc ×GL1. Now ρ = ρ1 ⊗ ρ2, where ρ1 is a representation of GLkc, and V (s, ρ)
is the space of IndHP (∣det ∣s−1/2ρ1 ⊗ ρ2). The only change to the local integral is that f is
a meromorphic section of V (Wψ(ρc(τ)) ⊗ χπ), where χπ is the restriction of the central
character of π to C○G, regarded as a character of F
∗ (δ and ι are defined as explained above,
e.g., δ0 ∈H is obtained from the matrix in SO2kc).
3.6. Basic properties of the integrals. First we establish two formal properties of the
integrals, which can be regarded as immediate consequences of the global construction, then
turn to prove convergence and show that the integrals can be made nonzero.
Consider the space
HomG×G(JU,ψ−1
U
(V (s,Wψ(ρc(τ))⊗ χπ)), π∨ ⊗ πι).(3.9)
Here JU,ψ−1
U
(⋯) is the non-normalized Jacquet module with respect to U and ψ−1U , considered
as a representation of G ×G; χπ is omitted unless G = GSpinc; π
ι is the representation of
G acting on the same space as π, where the action is defined by πι(g) = π(ιg); and when
G = GLn, π∨ ⊗ πι is replaced with (χkπ)∨ ⊗ π (for GLn, ι = Ic).
Proposition 17. The integral can be regarded, at least formally, as a morphism in (3.9).
Proof. Given ω, by definition there are vectors ϕ and ϕ∨ in the spaces of π and π∨, such that
ω(g) = ωϕ,ϕ∨(g) = ϕ∨(π(g−1)ϕ) for g ∈ G. Regarding the integral as a trilinear form on
V (s,Wψ(ρc(τ))⊗ χπ) × (χkπ) × (πι)∨,
where χ = 1 unless G = GLn, we can show the equivalent statement
Z(s,ωχkπ(g1)ϕ,(πι)∨(g2)ϕ∨ , (g1, g2)u ⋅ f) = ψ−1U (u)Z(s,ω, f), ∀g1, g2 ∈ G, u ∈ U.
It is straightforward to show the equivariance property for u, using the definition of the
embedding and Wψ(ρc(τ)). Regarding g1 and g2, since
ωχkπ(g1)ϕ,(πι)∨(g2)ϕ∨(g) = χk(det g1)(πι)∨(g2)ϕ∨(π(g−1)π(g1)ϕ)
= χk(det g1)ϕ∨(π(ιg−12 g−1g1)ϕ) = χk(det g1)ω(g−11 g(ιg2)),
Z(s,ωχkπ(g1)ϕ,(πι)∨(g2)ϕ∨ , (g1, g2) ⋅ f)
= χk(det g1)∫
G
∫
U0
ω(g−11 g(ιg2))f(s, δu0(1, ιg)(g1, g2))ψU (u0)du0 dg.
Changing variables g ↦ g1g(ιg2)−1, we obtain
χk(det g1)∫
G
∫
U0
ω(g)f(s, δu0(g1, ιg1)(1, ιg))ψU(u0)du0 dg.
It remains to conjugate (g1, ιg1) to the left. Note that δ(g1, ιg1) ∈ P and by Lemma 14
f(s, δ(g1, ιg1)h) = χ−k(det g1)f(s, h) for any h ∈ H (for G = GLn see the definition of
Wψ(ρc(τ))). Also (g1,ιg1)−1u0 ∈ U and when we change variables in u0 and use ψU and
the equivariance properties of Wψ(ρc(τ)) on U ∩MP , we obtain Z(s,ω, f). 
As a corollary of the computation, we have the following result:
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Corollary 18. For any section f of V (Wψ(ρc(τ))⊗ χπ), g0 ∈ G and h ∈H,
∫
U0
f(s, δu0(g0, ιg0)h)ψU (u0)du0 = ∫
U0
f(s, δu0h)ψU (u0)du0.
Remark 19. Note that (3.9) was slightly different in the work of [PSR87a] for k = 1 (see
[LR05, (10)]). This difference is caused by a different choice of embedding for G × G in
H. E.g., the local integral of [PSR87a, LR05] does not contain δ; and the global and local
invariance with respect to (g, ιg) was with respect to (g, g) in loc. cit.
Proposition 20. The integrals with entire sections are absolutely convergent in a right half
plane depending only on the representations. Over archimedean fields, in the domain of
absolute convergence they are continuous in the input data.
Proof. For k = 1 this was already proved in [LR05, Theorem 3], albeit for Oc instead of SOc,
and GSpinc was not included. The only ingredient in their proof which is not straightforward
to extend to SOc and GSpinc is the multiplicative property [LR05, Proposition 2], but we
prove this here in § 6.4.1–§ 6.4.4 (the proofs apply in particular when k = 1).
Assume k ≥ 1. We can prove the stronger statement,
∫
G
∫
UP
∣ω(g)f(s, δ0u(1, ιg))∣dudg <∞.(3.10)
Assume F is p-adic. We may assume that ω is bi-KG-invariant and f is right KH-invariant,
because we may introduce auxiliary integrations over KG and KH . Using Corollary 18, the
integral (3.10) reduces to an integral over the cone T −G, which is the subset of t ∈ TG such
that ∣α(t)∣ ≤ 1 for all the simple roots α of TG. Then we need to bound
∑
t∈(C○
G
TG(O∗))/T−G
∫
UP
∣ω(t)f(s, δ0tu)∣m(t)du.
Here C○G is trivial unless G = GSpinc, and m is a modulus character. If W is a function in
Wψ(ρc(τ)), its restriction to torus elements of the form diag(t, I(k−1)c) can be bounded using
a gauge ξ (see [Sou93, § 2] for the definition and method of proof, and also [Cas80b, § 6]).
Here in particular ξ vanishes unless all coordinates of t are small, and also note that ξ is
non-negative. Then as in [Sou93, § 4], for each t, the integral over UP is bounded by
ξ(t)∣det t∣Re(s)d+d′ ∫
UP
∣f(s, δ0u)∣du,
where d and d′ are constants depending only on τ and H , and d > 0. This integral is finite
for Re(s)≫ 0, as an integral defining an intertwining operator, and we remain with
∑
t∈(C○
G
TG(O∗))/T−G
∣ω(t)∣ ξ(t) ∣det t∣Re(s)d+d′ .
We can bound the matrix coefficient on TG using the exponents of π∨, and since the coordi-
nates of t are small, this integral is finite for Re(s)≫ 0, depending only on π∨ and τ . Over
archimedean fields the proof is similar, one uses [Wal92, Theorem 15.2.4] for an asymptotic
expansion for matrix coefficients, and [Sou93, § 3 and § 5]. Continuity in the domain of
convergence can be shown as in [Sou95, § 6, Lemma 1]. 
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Proposition 21. Assume F is p-adic. There is a choice of data (ω, f) where f is an
entire section, such that Z(s,ω, f) is absolutely convergent and equals 1, for all s. Over an
archimedean field, for any given s, there is data (ω, f) where f is a smooth entire section
(but not KH-finite), such that the integral is nonzero.
Proof. The proof is similar to [Sou93, § 6], [GRS98, Proposition 6.6], [Kap13a, Lemma 4.1].
For the doubling method with k = 1 this was proved in [RS05, p. 298] (p-adic fields) and
[KR90, Theorem 3.2.2] (archimedean fields), for Sp2n and Oc; the arguments can be easily
adapted to SOc, and GSpinc is proved along the same lines. At any rate, assume k ≥ 1.
Consider the p-adic case first. Briefly, let N be a small compact open neighborhood of the
identity in H , which is normalized by δ0δ1. Take an entire section f which is right-invariant
by N , and such that δ0 ⋅ f is supported in P (δ0δ1)N . Using Corollary 18, we obtain
∫
U0
f(s, δu0(1, ιg))ψU(u0)du0 = ∫
U0
δ0 ⋅ f(s, p(g) δ0(u0δg))ψU(u0)du0,
where p(g) ∈ P and δg is obtained from δ1 by multiplying the block A in δ1 by coordinates
of g. Moreover, when δ0(u0δg) ∈ P (δ0δ1)N , g varies in a small compact open subgroup of G,
f is left invariant on p(g) (e.g., δP (p(g)) = 1) and the coordinates of u0 are small. For a
sufficiently small N , with respect to ω and ψU , the integral reduces to a nonzero measure
constant multiplied by ω(1), and thus can be chosen to be nonzero, independently of s. The
argument on the support also implies absolute convergence.
Over archimedean fields we can define an entire section f such that δ0 ⋅ f is supported
in PU−P and δ0 ⋅ f(s,mu) = φ(u)δ0 ⋅ f(s,m) for u ∈ U−P and m ∈ MP , where φ is a Schwartz
function on U−P . Choosing φ with compact support near
δ0δ1, we obtain
∫
U0
φ′(u0)ψU(u0)du0∫
G
ω(g)δ0 ⋅ f(s, p(g))φ′′(g)dg,
where φ′ and φ′′ are Schwartz functions on U0 and G, obtained from φ. The support of
φ′ (resp., φ′′) can be taken arbitrarily small (resp., near the identity of G). Thus the du0-
integral can be made nonzero, and for a given s, the dg-integral can also be made nonzero
(even in a small neighborhood of s). 
4. The normalized intertwining operator
We define the intertwining operators that we apply to the spaces of sections defined in
§ 3.3, and introduce their normalized version, to be used for the definition of the γ-factor in
§ 5. Let k and c be integers. Let H , τ and P be given by § 3 (see § 3.1, § 3.4 and § 3.5),
or H = GLkc, P = Pβc for a 2 parts composition β of k, and τ = τβ is irreducible and generic.
Consider the intertwining operators
M(s,Wψ(ρc(τ)),wP ) ∶ V (s,Wψ(ρc(τ))) → V (1 − s,Wψ(ρc(τ ′))),(4.1)
M(1 − s,Wψ(ρc(τ ′)),wP ′) ∶ V (1 − s,Wψ(ρc(τ ′)))→ V (s,Wψ(ρc(τ))).
Here wP , τ ′, P ′, and wP ′ are given as follows.
(1) For a classical group H , P ′ = kcP , wP = kc ( ǫ0IkcIkc )dk,c where dk,c ∈ TGLkc is the matrix
diag(−Ic, Ic, . . . , (−1)kIc), regarded as an element in MP , τ ′ = τ∨, and wP ′ = kcwP . The
representation on V (1−s,Wψ(ρc(τ ′))) is induced from P ′ and kc(∣det ∣1/2−sWψ(ρc(τ ′))).
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Note that the image ofM(s,Wψ(ρc(τ)),wP ) is a priori contained in V (1−s,Wψ(ρc(τ))∗)
(g∗ = Jkctg−1Jkc). Since the application of the intertwining operator commutes with the
application of the (k, c) functional, we may assume the intertwining operator is into
V (1 − s,Wψ(ρc(τ)∗)), and then by Claim 7, ρc(τ)∗ = ρc(τ∨).
(2) ForH = GSpin2kc, the representationWψ(ρc(τ)) is twisted by a quasi-character χ to form
a representation of MP . Then M(s,Wψ(ρc(τ))⊗χ,wP ) is into V (1− s,Wψ(ρc(τ ′))⊗χ)
with τ ′ = χ−1τ∨. The remaining definitions are similar to SO2kc, but wP is a representative
in H .
(3) For H = GLkc, β′ = (β2, β1), P ′ = Pβ′c, wP = wβ′c, τ ′ = τ2 ⊗ τ1 and wP ′ = wβc. Further
denoteWψ(ρc(τβ)) =Wψ(ρc(τ1))⊗Wψ(ρc(τ2)). In particular for H = GL2kc and β = (k2),
we usually take τ = τ0 ⊗ χ−1τ∨0 and then τ
′ = χ−1τ∨. If β ≠ (k2), also set δ0 = w−1P .
Remark 22. We remind the reader that s goes to 1 − s in (4.1) (and not to −s) due to the
definition of V (s, ρ); see Remark 16 above.
Remark 23. The purpose of dk,c is to preserve the character ψ in the model, i.e., for τ∨ we
still use the (k, c) model with respect to ψ (instead of ψ−1). Globally, we then use (0.1) with
the same character on both sides of the global functional equation. This is simpler because we
may then keep the same representative δ in the unfolding argument. Note that this symmetry
breaks down when kc is odd, as explained above; see (3.3).
To avoid burdensome notation, we exclude general spin groups until the end of the sec-
tion. For a meromorphic section f of V (Wψ(ρc(τ))) (induction from P ), the operator
M(s,Wψ(ρc(τ)),wP ) is defined for Re(s)≫ 0 by the absolutely convergent integral
M(s,Wψ(ρc(τ)),wP )f(s, h) = ∫
UP ′
f(s,w−1P uh)du,(4.2)
then by meromorphic continuation to C. By definition, when M(s,Wψ(ρc(τ)),wP ) is holo-
morphic,
M(s,Wψ(ρc(τ)),wP ) ∶ V (s,Wψ(ρc(τ))) → V (1 − s,Wψ(ρc(τ ′))).
The picture is similar for M(1 − s,Wψ(ρc(τ ′)),wP ′).
We further define
λ(s, c, τ,ψ)f = ∫
UP ′
f(s, δ0u)ψ−1(u)du.(4.3)
Here if H = SO2kc and c is odd, δ0 is given by (3.2). The character ψ is defined as follows:
if H is a classical group, ψ is the character of UP ′ given by kc ( Ikc uIkc )↦ ψ(tr(tAx)), where
x is the bottom left c × c block of u (tA = A unless kc is odd). In this case we also put
Yk,c = kcV(ck) ⋉UP ′ and define a character ψk,c of Yk,c by taking the product of characters of
each subgroup. For GLkc (k = β1 + β2), ψk,c is the character (2.1) on V(ck) and Yk,c = V(ck).
The integral defining λ(s, c, τ,ψ) is absolutely convergent for Re(s) ≫ 0 (similarly to an
intertwining operator), and can be made nonzero for a given s. Over p-adic fields, there
is an entire section f such that for all s, λ(s, c, τ,ψ) is absolutely convergent and equals a
constant (independent of s).
Theorem 24. For all s, the space HomYk,c(V (s, ρc(τ)), ψk,c) is at most one dimensional.
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Proof. Assume F is p-adic. We treat the case H = Sp2kc; the other groups can be handled
similarly. We follow a standard filtration argument as in, e.g., [BZ77, Cas80b, Mui08]. Note
that for k = 1 the result was proved by Karel [Kar79] using similar techniques.
Put L =M(ck) ⋉Yk,c; it is a standard parabolic subgroup of H . The L-module V (s, ρc(τ))
can be filtered according to the double cosets of P /H/L. These cosets are parameterized
by the finite set W (MP )/W (H)/W (M(ck)). For w ∈ W (H), put C(w) = PwL, where we
implicitly choose a representative w ∈H , and let d(w) ≥ 0 be the dimension of the algebraic
variety P /C(w) over F . Define the partial order on W (MP )/W (H)/W (M(ck)) by w < w′ if
C(w) is contained in the closure of C(w′). Let n1 > . . . > na be the set of integers such that
d(w) = ni for some w. We then have a finite Jordan–Ho¨lder series
0 ⊂ Vn1 ⊂ . . . ⊂ Vna = V (s, ρc(τ)),
whose quotients are
Wni = ⊕
w∶d(w)=ni
indLPw(wρc(τ)), i ≥ 1.
Here ind denotes normalized compact induction, Pw = wP ∩L, and for a representation ϑ of
P , wϑ(x) = ϑ(w−1x) where x ∈ Pw. There is a unique w attaining d(w) = n1 and we can take
the representative δ0 ∈ H for w. Then Wn1 = Vn1 is the subspace of functions supported on
C(δ0) = PU−P δ0, so that we can identify Wn1 with S(UP )⊗ ρc(τ) where S(UP ) is the space
of Schwartz functions on UP . Then
HomYk,c(Wn1 , ψk,c) ⊂ HomV(ck)(ρc(τ), ψ∣V(ck))⊗HomUP (S(UP ), ψk,c∣UP ).
Both spaces on the right hand side are one dimensional: the first because ρc(τ) is (k, c) and
ψ∣V
(ck)
is (2.1); the second can be identified with the algebraic dual of JUP ,ψk,c(S(UP )) which
is one dimensional by a straightforward application of the Jacquet–Langlands Lemma (see
e.g., [BZ76, 2.33]). We deduce
dimHomYk,c(Wn1, ψk,c) ≤ 1.
It remains to prove that for all i > 1 and w with d(w) = ni,
HomYk,c(indLPw(wρc(τ)), ψk,c) = 0.(4.4)
Fix i > 1 and set w = wi. Observe that the functions in the space of ind
L
Pw(wρc(τ))
are compactly supported modulo Pw. Since any character in the M(ck)-orbit of ψk,c is still
generic (that is, “in general position”), we see that one method for proving (4.4) is to find
some V < Yk,c such that ψk,c∣V ≠ 1 and wV < UP (we use [BZ76, 2.33], see e.g., [GRS11,
Chapter 5]). Alternatively, if V (β′) < V(ck) ∩ wYk,c is a unipotent subgroup corresponding to
a partition β′ which is greater than or not comparable with (kc), and ψ′ = ψk,c∣w−1V (β′) is
a generic character for V (β′), then HomV (β′)(ρc(τ), ψ′) = 0 because ρc(τ) is (k, c), and we
also see that (4.4) holds.
It remains to pick representatives for wi, i > 1, and verify one of these conditions in each
case. We can pick representatives fromW (MP )/W (H), and these can be described as follows
([PSR87a, p. 20]): for an integer 0 ≤ l ≤ kc and permutation σ on {1, . . . , kc} such that
σ(1) < σ(2) < . . . < σ(l), σ(l + 1) > . . . > σ(kc),
define the representative wσ,l by w−1σ,l(ei) = eσ(i) for 1 ≤ i ≤ l, and w−1σ,l(ei) = −eσ(i) for
l < i ≤ kc, where {ei}kci=1 are a basis of the lattice of characters of TH (l = 0 corresponds
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to the longest element). The character ψk,c is nontrivial on the roots {ei − ec+i}(k−1)ci=1 and{e(k−1)c+i + ekc−i+1}c/2i=1.
Fix a representative w = wσ,l and set
D+ = {σ(1), . . . , σ(l)}, D− = {σ(l + 1), . . . , σ(kc)}.
We have four cases to consider.
(1) There exist i ∈ D+ and j ∈ D− such that j = i + c. In this case, let Uei−ej be the root
subgroup corresponding to ei−ej . Then ψk,c∣Uei−ej ≠ 1 and wUei−ej < UP . Thus (4.4) holds
for w.
(2) There are i, j ∈D+ such that i+j = 2kc−c+1. We argue as in (1) with the root subgroup
Uei+ej corresponding to ei + ej.
(3) There is a sequence of k + 1 elements i1, . . . , ik+1 and 1 ≤ l′ ≤ k satisfying
● i1, . . . , il′ ∈D+,
● il′+1, . . . , ik+1 ∈D−,
● i2 − i1 = i3 − i2 = . . . = il′ − il′−1 = c,
● il′+1 − il′+2 = . . . = ik − ik+1 = c,
● il′ + il′+1 = 2kc − c + 1.
Put (j1, . . . , jk+1) = σ−1(i1, . . . , ik+1). Note that the sequence j1, . . . , jk+1 is increasing. Let
Vw be the subgroup of V(ck) generated by the root subgroups corresponding to the roots{ejl − ejl+1}kl=1. Let ψVw be the character of Vw, which is nontrivial only on these roots.
Now Vw < wYk,c; it corresponds to a partition which is greater than or not comparable
with (kc), and ψ′ = ψk,c∣w−1Vw = ψVw is generic for Vw. Again (4.4) holds.
(4) The coset corresponding to δ0. Namely l = 0 and σ(1, . . . , kc) = (kc, . . . ,1), whence D+ is
empty. We first prove that this is the only remaining case. Otherwise D+ is not empty.
We already handled case (1), hence if i ∈ D+, i + c ∈ D+ as well. Thus the maximal
element in D+ takes the form (k − 1)c + i′ for some 1 ≤ i′ ≤ c. Since case (2) is also
complete, kc− (i′ − 1) ∈D−. This also implies (k − 1)c− (i′ − 1), . . . , c− (i′ − 1) ∈D−. Now
we have the following sequence of k + 1 elements: the first element is (k − 1)c + i′, and
the last k elements are
kc − (i′ − 1), (k − 1)c − (i′ − 1), . . . , (k − j)c − (i′ − 1), . . . , c − (i′ − 1).
This sequence satisfies the conditions of case (3) and we reach a contradiction. Since we
already considered δ0 above, there are no more cases to consider.
We conclude dimHomYk,c(V (s, ρc(τ)), ψk,c) ≤ 1.
The analog of this argument over archimedean fields can be obtained using the results on
Bruhat filtrations of Casselman et al. [CHM00, Theorem 4.1] (recall that ρc(τ) is always
a quotient of a degenerate principal series, see the proof of Theorem 5) and Aizenbud and
Gourevitch [AG13, Corollary 2.2.16] (see also [AG13, Appendix B]). 
Corollary 25. The functional λ(s, c, τ,ψ) admits meromorphic continuation, which is con-
tinuous in f over archimedean fields.
Proof. For p-adic fields this follows as in § 2.3, from Theorem 24, the fact that the integral
can be made constant and Bernstein’s continuation principle (in [Ban98]). Over archimedean
fields we prove this using a multiplicativity argument in § 6.13 below. 
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By virtue of Theorem 24 and its corollary, there is a meromorphic function C(s, c, τ,ψ)
satisfying the following functional equation for all f : if kc is even,
λ(s, c, τ,ψ)f = C(s, c, τ,ψ)λ(1 − s, c, τ ′, ψ)M(s,Wψ(ρc(τ)),wP )f.(4.5)
For odd kc (i.e., H = SO2kc and both k and c are odd), we modify this equation by replacing
M(s,Wψ(ρc(τ)),wP )f with (t0 ⋅M(s,Wψ(ρc(τ)),wP )f)kc where
t0 = diag(Ikc−1,−2,−1/2, Ikc−1),
and note that on both sides of the equation λ is defined with δ0 given by (3.2).
Equation (4.5) depends on the choice of measures on UP ′ , but we may choose the measures
for λ on both sides in the same way, and then C(s, c, τ,ψ) depends only on the measure chosen
for the intertwining operator. Specifically, let dψx be the additive measure of F which is self-
dual with respect to ψ. When H is a classical group, each root subgroup of UP ′ is identified
with F by choosing the nontrivial coordinate above or on the anti-diagonal (the identification
is clear when H = GLkc). The measure on UP ′ is then the product of measures dψx over each
of these root subgroups. This measure is chosen for all integrations over subgroups of UP ′ .
Changing ψ affects the measure.
Following (4.5) we define the normalized version of the intertwining operator,
M∗(s, c, τ,ψ) = C(s, c, τ,ψ)M(s,Wψ(ρc(τ)),wP ).(4.6)
Outside a discrete subset of s, the product
M(1 − s,Wψ(ρc(τ ′)),wP ′)M(s,Wψ(ρc(τ)),wP )
is a scalar, because by the construction of ρc(τ) (see § 2.2), we can use the multiplicative
properties of intertwining operators to write M(s,Wψ(ρc(τ)),wP ) as a product of operators
on spaces V (s, ρ) with irreducible generic representations ρ. Therefore
M∗(1 − s, c, τ ′, ψ)M∗(s, c, τ,ψ) = 1.(4.7)
We fix notation for certain products of L-functions, which appear below in the normalizing
factors of the intertwining operators (and globally, Eisenstein series). Put
a0(s, c, τ) = ⌊c/2⌋∏
j=1
L(2s − c + 2j − 1, τ,∨2) ⌈c/2⌉∏
j=1
L(2s − c + 2j − 2, τ,∧2),
b0(s, c, τ) =
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎩
c/2
∏
j=1
L(2s + 2j − 2, τ,∨2)L(2s + 2j − 1, τ,∧2) even c,
⌊c/2⌋
∏
j=1
L(2s + 2j − 1, τ,∨2) ⌈c/2⌉∏
j=1
L(2s + 2j − 2, τ,∧2) odd c.
Also for H = GL2kc and β = (k2), set τ = τ1 ⊗ τ2. Define:
H a(s, c, τ) b(s, c, τ)
Sp2kc L(s − c/2, τ)a0(s, c, τ) L(s + c/2, τ)b0(s, c, τ)
SO2kc a0(s, c, τ) b0(s, c, τ)
GL2kc ∏1≤j≤cL(2s + j − c − 1, τ1 × τ2∨) ∏1≤j≤cL(2s + j − 1, τ1 × τ2∨)
These L-functions were defined by Shahidi [Sha90] for any (generic) τ , although we only use
the definition for unramified representations. Note that for k = 1, a(s, c, τ) and b(s, c, τ) are
the functions given in [Yam14, § 3.5] ((s, c) here corresponds to (s − 1/2, n′) in loc. cit.).
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The computations in [CFGKa, Lemmas 27 and 33] show that if τ and ψ are unramified and
fτ (resp., fτ ′) is the normalized unramified section of V (Wψ(ρc(τ))) (resp., V (Wψ(ρc(τ ′)))),
M(s,Wψ(ρc(τ)),wP )fτ = a(s, c, τ)b(s, c, τ)−1fτ ′ .(4.8)
(This also holds for GLkc and any β = (β1, β2), but will not be used.) Using this result
and the usual multiplicative properties of the intertwining operators, it is possible to state
the fundamental properties of the factors C(s, c, τ,ψ), which define them uniquely, e.g.,
multiplicativity and their value for unramified data (see (6.56) below), as we shall do for the
γ-factors; see [Sha90, LR05]. Here we only prove the properties needed for the purpose of
the γ-factors, in the process of establishing the properties of the latter.
Regarding general spin groups, the arguments are similar to the orthogonal cases. The
notation can be adapted to incorporate twisting by χ, e.g., λ(s, c, τ ⊗ χ,ψ) and C(s, c, τ ⊗
χ,ψ). For odd c and k, one uses the modified version of (4.5) with kc and t0, noting that
conjugation by kc defines an involution of GSpin2kc, and t0 is regarded as an element in
TGLkc < MRkc,2kc (see § 3.5). The functions a(s, c, τ ⊗ χ) and b(s, c, τ ⊗ χ) are defined as
in the orthogonal cases, but the formulas for a0(⋯) and b0(⋯) are modified by replacing(∧2,∨2) with (∧2 ⊗χ,∨2 ⊗χ), thereby a(s, c, τ ⊗χ) and b(s, c, τ ⊗χ) are products of twisted
L-functions.
5. The γ-factor
In this section we define the local γ-factors, following [GJ72, JPSS83, Sha90, Sou93, LR05,
Kap15]. We proceed with the notation of § 3 and in particular consider the irreducible
representations π of G and τ of GLk, or if G = GLn, τ = τ0 ⊗χ−1τ∨0 for a representation τ0 of
GLk. Also define χπ = 1 unless G = GSpinc, in which case it is the restriction of the central
character of π to C○G, regarded as a character of F
∗.
Consider the space (3.9), i.e.,
HomG×G(JU,ψ−1
U
(V (s,Wψ(ρc(τ))⊗ χπ)), π∨ ⊗ πι).
See § 3.6 for the notation, and recall that when G = GLn, π∨⊗πι is replaced with (χkπ)∨⊗π.
Outside a discrete subset of s, the dimension of (3.9) is at most 1. The proof of this result
is analogous to the global unfolding of the integral in [CFGKa, § 2.3] (see also [CFGKa,
Lemma 35] for the case G = GL1 and any k, over a p-adic field). For a similar proof over
archimedean fields see Soudry [Sou95, § 3] (the uniqueness result for Rankin–Selberg integrals
for SO2l+1 ×GLk).
In its domain of absolute convergence, which for entire sections depends only on the
representations, the integral Z(s,ω, f) belongs to (3.9), by Proposition 17. Over p-adic
fields the uniqueness result combined with Proposition 21 readily imply the meromorphic
continuation of the integral, by virtue of Bernstein’s continuation principle (in [Ban98]).
Over archimedean fields it is simpler to deduce this fact using multiplicativity arguments,
as in [Sou95], this is carried out in § 6.13. We proceed over any local field.
Regarded as a bilinear form, the meromorphic continuation of Z(s,ω, f) belongs to (3.9)
(for any meromorphic f). Therefore we may study a functional equation relating the integrals
Z(s,ω, f) and
Z∗(s,ω, f) = Z(1 − s,ω,M∗(s, c, τ ⊗ χπ, ψ)f).
We can define the equation directly using the proportionality factor between Z(s,ω, f) and
Z∗(s,ω, f). However, as in [LR05, Kap15], it is advantageous for some applications (e.g.,
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[ILM17]) to introduce an additional normalization, which produces better behaved multi-
plicative factors. Let
ϑ(s, c, τ ⊗ χπ, ψ) =
⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
γ(s, τ,ψ)τ(−1)nτ(2)−N ∣2∣−kN(s−1/2) G = Sp2n,
χπ(2)−knτ(−1)nτ(2)−N ∣2∣−kN(s−1/2) G = SOc,GSpinc,
τ0(−1)n G = GLn .
Here for SOc and GSpinc, n = ⌊c/2⌋ (as we use throughout), and N = 2n except for G = Sp2n,
where N = 2n + 1. Recall that for GSpin2n we defined iG in § 3.5. Also set iG = −Ic
for G = Sp2n, SO2n and GLn (Sp2n,SO2n < GL2n), and let iG be the identity element if
G = SO2n+1 or GSpin2n+1.
Since (3.9) is at most one dimensional (outside a discrete subset of s), there is a function
γ(s, π × τ,ψ) such that for all data (ω, f),
γ(s, π × τ,ψ)Z(s,ω, f) = π(iG)kϑ(s, c, τ ⊗ χπ, ψ)Z∗(s,ω, f).(5.1)
Note that γ(s, π × τ,ψ) is well defined, meromorphic and not identically zero. Indeed, one
can choose data for which Z(s,ω, f) is nonzero, the local integrals are meromorphic and
M∗(s, c, τ ⊗ χπ, ψ) is onto, outside a discrete subset of s. We also need to address the
following minimal cases: for Sp2n and n = 0, define Sp0 as the trivial group and take γ(s, π ×
τ,ψ) = γ(s, τ,ψ); for GSpinc and c ≤ 1 put γ(s, π × τ,ψ) = 1 (recall that the integral is over
C○GSpinc/GSpinc).
Remark 26. This agrees with [LR05, § 9] up to factors depending only on the groups, the
central character of τ and a constant to the power s (cf. [Kap15, Remark 4.4]). Note that
here A is fixed and we only consider split groups (hence we defined SO2n using J2n, implying
D = 1 and ǫ(1/2, τD, ψ) = 1 in the notation of [LR05, § 9]). The sign τ0(−1) for GLn is
compatible with [Gan12, p. 82].
Here is our main result regarding the local factors, formulated as in [LR05, Theorem 4].
To simplify the presentation, in the following theorem the case of GLn is excluded except for
(5.8), which defines this γ-factor uniquely. In (5.8), γRS(⋯) denotes the γ-factor of [JPSS83],
or [JS90] over archimedean fields. The local factors in [JPSS83, JS90] were mainly defined
for representations affording a unique Whittaker model, but as explained in [JPSS83, § 9.4]
since all irreducible tempered representations of general linear groups satisfy this property,
one can define these local factors for all irreducible representations.
Theorem 27. The γ-factor satisfies the following properties.
● Unramified twisting: γ(s, π × ∣det ∣s0τ,ψ) = γ(s+s0, π × τ,ψ). For the group GSpinc we can
also twist π, then γ(s, ∣Υ∣−s0π × τ,ψ) = γ(s + s0, π × τ,ψ) (Υ was defined in § 3.5).
● Multiplicativity: let π be a quotient of IndGR(σβ′ ⊗ π′), where R is a standard parabolic
subgroup of G, σβ′⊗π′ is an irreducible representation ofMR =Mβ′×G′, and β′ is a d′ parts
composition of l ≤ n. Let τ = IndGLkPβ (τβ) with τβ = ⊗di=1τi, τi = ∣det ∣aiτ0,i, a1 ≥ . . . ≥ ad and
each τ0,i is square-integrable, or τ is the essentially square-integrable quotient of Ind
GLk
Pβ
(τβ)
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and τβ is irreducible supercuspidal (including the case β = (1k)). Then
γ(s, π × τ,ψ) = γ(s, π′ × τ,ψ) d
′
∏
i=1
γ(s, σi × (τ ⊗ χ−1π τ∨), ψ),(5.2)
γ(s, π × τ,ψ) = d∏
i=1
γ(s, π × τi, ψ).(5.3)
Here if G = Sp2n and l = n, γ(s, π′ × τ,ψ) = γ(s, τ,ψ) as defined above.
● Unramified factors: when all data are unramified,
γ(s, π × τ,ψ) = L(1 − s, π∨ × τ∨)
L(s, π × τ) .(5.4)
● Duality:
γ(s, π∨ × τ,ψ) = γ(s, π × χ−1π τ,ψ).(5.5)
● Functional equation:
γ(s, π × τ,ψ)γ(1 − s, π∨ × τ∨, ψ−1) = 1.(5.6)
● Dependence on ψ: denote ψb(x) = ψ(bx), for b ∈ F ∗. Then
γ(s, π × τ,ψb) = χknπ (b)τ(b)N ∣b∣kN(s−1/2)γ(s, π × τ,ψ).(5.7)
● GLn-factors:
γ(s, π × (τ0 ⊗ χ−1τ∨0 ), ψ) = γRS(s, π × χτ0, ψ)γRS(s, π∨ × τ0, ψ).(5.8)
● Archimedean property: over F = R or C, let ϕ ∶ WF → L(GLk ×G) be the homomorphism
attached to τ ⊗ π, and let ǫ(s, r ○ ϕ,ψ) and L(s, r ○ ϕ) be Artin’s local factors attached to
r ○ ϕ by Langlands’ correspondence ([Bor79, Lan89]). Here WF is the Weil group of F ;
L(GLk ×G) is the L-group; and r is the standard representation. Then
γ(s, π × τ,ψ) = ǫ(s, r ○ ϕ,ψ)L(1 − s, r∨ ○ ϕ)
L(s, r ○ ϕ) .(5.9)
● Crude functional equation: let F be a number field with a ring of adeles A, ψ be a nontrivial
character of F /A, and assume that π and τ are irreducible unitary cuspidal automorphic
representations of G(A) and GLk(A). Let S be a finite set of places of F such that for
ν ∉ S, all data are unramified. Then
LS(s, π × τ) =∏
ν∈S
γ(s, πν × τν , ψν)LS(1 − s, π∨ × τ∨).(5.10)
Here LS(s, π × τ) is the partial L-function with respect to S.
Furthermore, the γ-factors are uniquely determined by the properties of multiplicativity, de-
pendence on ψ, GLn-factors and the crude functional equation.
Remark 28. Here the minimal cases [LR05, Theorem 4 (7)] reduce to GL1-factors.
Remark 29. For k = 1, by the uniqueness property our γ-factor coincides with the γ-factor
of [LR05] for Sp2n; for SOc, Rallis and Soudry [RS05, § 5] showed how to use the γ-factor
of [LR05] defined for Oc, to obtain a γ-factor for SOc, which is then identical with ours.
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Remark 30. For GSpinc, the choice of Υ is not canonical (as opposed to det, see [Kap17,
§ 1.2]). Also regarding (5.4), if π is a quotient of Ind
GSpinc
Rn,c
(IndGLnBGLn(⊗ni=1πi)⊗ χπ) (Rn,c was
defined in § 3.5) and τ = IndGLkBGLk
(⊗kj=1ηj),
L(s, π × τ) =∏
i,j
(1 − χππiηj(̟)q−s)−1∏
i,j
(1 − π−1i ηj(̟)q−s)−1.
The Satake parameter of π, regarded as an element of GLN(C) is
diag(χππ1(̟), . . . , χππn(̟), π−1n (̟), . . . , π−11 (̟)).(5.11)
This is compatible with Asgari and Shahidi [AS06, (64)]: they wrote the Satake parameter
using the characters χ1, . . . , χn, χ0χ−1n , . . . , χ0χ
−1
1 , χ0 was the central character which identifies
with χπ, and since θ∨i ↦ ǫ∨i − ǫ∨0 , πi corresponds to χ−10 χi of loc. cit.
Corollary 31. If π is a generic representation, our γ-factor is identical with the γ-factor of
Shahidi.
Proof. Shahidi’s γ-factors satisfy the same list of properties ([Sha90, Theorem 3.5]). For
GSpinc, to compare the multiplicative formulas (5.2) and (5.8) to those of Shahidi, note
that the standard intertwining operator takes the representation induced from a maximal
parabolic subgroup and τ ⊗π′, to the representation induced from χ−1π′ τ
∨⊗π′ (χπ′ = χπ). 
Remark 32. The Rankin–Selberg γ-factors for the classical groups and generic representa-
tions were defined in [Sou93, Sou95, Sou00, Kap13a, Kap13c, Kap15]. A refined definition
which satisfies the above list of canonical properties, was given in [Kap15], where the no-
tation Γ(s, π × τ,ψ) was used. We list several corrections to the definition of Γ(s, π × τ,ψ)
in [Kap15]: In the symplectic case, one needs to define Γ(s, π × τ,ψ) = γ(s, τ,ψ) for Sp0,
and for nontrivial symplectic groups multiply Γ(s, π ×τ,ψ) by γ(s, τ,ψ) (as we do here using
ϑ); for the metaplectic case, as observed in [ILM17], ωπ(−1) should be ωπ(−I2l,1)/γψ((−1)l)
(the central sign of [GS12]); and lastly, for both symplectic and metaplectic cases, the factor
γψ(a) in [Kap15, § 2.1] is γF (a,ψ−1) of Rao [Rao93] (instead of γF (a,ψ)). This traces back
to a typo in the formulas of the Weil representation in [GRS98, GRS11], which were used in
[Kap15, § 3.3.1]. The only place where this matters, is for the computation of the normalizing
factor of the intertwining operator ([Kap15, (3.7)]). This typo can be observed by inspecting
the formulas of Rallis [Ral82, p. 475 (i)] and of Berndt and Schmidt [BS98, § 2.5]. With
these corrections, the Rankin–Selberg γ-factors for Sp2n and SOc are identical with Shahidi’s,
thereby also with the γ-factors defined here (for generic representations).
6. Proof of Theorem 27
Uniqueness is proved using a standard global argument as in [LR05, p. 339], we omit the
details. The main part of the proof is devoted to multiplicativity, and since several similar
proofs of this property have appeared in this generality, see [Sou93, Sou95, Sou00, Kap13a,
Kap15], we settle for brief justifications here (they are similar and simpler). For clarity, we
usually treat Sp2n and SO2n together, and for SO2n+1 explain only the modifications; the
proofs for GSpinc then follow by an almost “uniform modification” of the SOc case (except
the unramified twisting); the GLn case is usually simpler.
The exposition is ordered so that the flow of the proof is “linear” (not according to the
order of properties in the statement of the theorem). For example we prove multiplicativity
with respect to τ ((5.3) in § 6.3) before multiplicativity relative to π (§ 6.4), because for the
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proof of the latter it is convenient to use the realization of (k, c) functionals given in § 2.4, for
which we have to assume that τ is essentially tempered (or unitary). Also in § 6.5 we prove
the minimal case for the GLn factors, then use it to compute the γ-factors for unramified
data. This is needed for the proof of the crude functional equation in § 6.9, which is then
used in § 6.10 to complete the computation of the GLn factors in general. Several arguments
are important for deducing additional results. We try to point them out at the end of each
section, to minimize the number of cross references between separated sections.
6.1. Unramified twisting. For the twisting of τ one only needs to observe
ρc(∣det ∣s0τ) = ∣det ∣s0ρc(τ),
M∗(s, c, ∣det ∣s0τ ⊗ χπ, ψ) =M∗(s + s0, c, τ ⊗ χπ, ψ),
ϑ(s, c, ∣det ∣s0τ ⊗ χπ, ψ) = ϑ(s + s0, c, τ ⊗ χπ, ψ).
For GSpinc, changing π by ∣Υ∣−s0 implies that the integrand of Z(s,̟, f) is multiplied
by ∣Υ∣s0(g). Regarding Υ also as a character of H , the definition of the embedding im-
plies ∣Υ∣s0(g) = ∣Υ∣s0((1, g)) = ∣Υ∣s0((1, ιg)). Then since ∣Υ∣−s0(τ∨c (x0)) = ∣x0∣2s0 , we obtain
χ(∣Υ∣−s0π) = ∣ ⋅ ∣2s0χπ and the section ∣Υ∣s0f belongs to
∣Υ∣s0V (Wψ(ρc(τ))⊗ ∣ ∣2s0χπ) = V (Wψ(∣det ∣s0ρc(τ))⊗ χπ).
Also note that
M(s,Wψ(ρc(τ))⊗ ∣ ⋅ ∣2s0χπ,wP )∣Υ∣s0f =M(s,Wψ(ρc(∣det ∣s0τ))⊗ χπ,wP )f,
M∗(s, c, τ ⊗ ∣ ⋅ ∣2s0χπ, ψ) =M∗(s, c, ∣det ∣s0τ ⊗ χπ, ψ),
where the second equality follows also because ∣Υ∣ is trivial on the Weyl elements and unipo-
tent matrices appearing in (4.5). Then a simple computation shows
ϑ(s, c, τ ⊗ χ(∣Υ∣−s0π), ψ) = ϑ(s, c, ∣det ∣s0τ ⊗ χπ, ψ),
and we conclude γ(s, ∣Υ∣−s0π×τ,ψ) = γ(s, π× ∣det ∣s0τ,ψ) = γ(s+s0, π×τ,ψ), as proved above.
6.2. Dependence on ψ. (For the convenience of the reader we present this before turn-
ing to multiplicativity, as it is straightforward.) Consider Sp2n and SO2n first. Changing
the character ψ entails changing the (k, c) model of ρc(τ) and the normalization of the
intertwining operator. Fix a (k, c) functional λ on ρc(τ), with respect to ψ, and consider
tb = diag(bk−1Ic, . . . , bIc, I2c, b−1Ic, . . . b1−kIc) ∈ TH .
Then tb commutes with the image of G × G in H ; normalizes U0; t
−1
b ψU = (ψb)U on U0
(x
−1
ψU(y) = ψU(xy)); tb commutes with δ1; if yb = δ0tb (where the right hand side is regarded
as an element of GLkc), the mapping ξ ↦ λ(yb ⋅ ξ) is a (k, c) functional on ρc(τ) with respect
to ψb. Therefore if f is a meromorphic section on V (Wψ(ρc(τ))), Z(s,ω, tb ⋅ f) is equal to
the similar integral when ψ is replaced by ψb, multiplied by a measure constant cb. This
constant appears because of the conjugation of U0 by tb and the changes to the measures of
G and U0, when the character ψ is changed to ψb. Also since
w−1
P
δ0tb = (bk−1Ikc)yb,(6.1)
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we see that
Z(s,ω,M(s,Wψ(ρc(τ)),wP )tb ⋅ f)(6.2)
= cb∣b∣−d/2ρc(τ)(bk−1)∣b∣(k−1)kc(s−1/2+d/2)δP (δ0tb)Z(s,ω,M(s,Wψb(ρc(τ)),wP )f).
Here d = ⟨r,α⟩, where r is half the sum of roots in UP and α is the unique simple root of TH in
UP , and ∣b∣−d/2 appears because the measure for the intertwining operator on the right hand
side is defined with respect to dψbx = ∣b∣1/2dψx (see after (4.5)). Also recall that ρc(τ)(bk−1)
is shorthand for ρc(τ)(bk−1Ikc) (see § 1).
Next, we relate the normalizing factor C(s, c, τ,ψb) to C(s, c, τ,ψ). Take
hb = diag(bkIc/2, bk−1Ic . . . , bIc, Ic, b−1Ic, . . . , b−k+1Ic, b−kIc/2) ∈ TH
(for k = 1, hb = diag(bIc/2, Ic, b−1Ic/2)), and put zb = δ0hb. The mapping ξ ↦ λ(zbξ) realizes
Wψb(ρc(τ)). Again take a section f of V (Wψ(ρc(τ))). Then
λ(s, c, τ,ψ)hb ⋅ f = δP (hb)∫
UP
f(zbδ0u)ψb(u)du = ∣b∣−d/2δP (hb)λ(s, c, τ,ψb)f,
and since w
−1
P zb = (bkIkc)zb,
λ(1 − s, c, τ∨, ψ)M(s,Wψ(ρc(τ)),wP )hb ⋅ f
= ∣b∣−dρc(τ)(bk)∣b∣k2c(s−1/2+d/2)δP ′(w−1P hb)δP (hb)λ(1 − s, c, τ∨, ψb)M(s,Wψb(ρc(τ)),wP )f.
Therefore by (4.5),
C(s, c, τ,ψ) = ρc(τ)(b)−k ∣b∣d/2−k2c(s−1/2)C(s, c, τ,ψb).(6.3)
Combining this with (6.2) and the definitions, and since ρc(τ)(b) = τ c(bIk) = τ c(b),
γ(s, π × τ,ψb) = τ c(b)∣b∣kc(s−1/2)γ(s, π × τ,ψ)ϑ(s, c, τ,ψb)
ϑ(s, c, τ,ψ) .
This proves the result for G = SO2n. For Sp2n the result follows from the last equality using
γ(s, τ,ψb) = ∣b∣k(s−1/2)τ(b)γ(s, τ,ψ) (see e.g., [FLO12, § 9]).
For SO2n+1 we proceed as above. The elements tb and yb are the same (δ0tb does not depend
on the parity of k). The integral Z∗(s,ω, f) is defined differently when k is odd, and when
we use the correct version of δ0 (for even k - (3.2), otherwise (3.3)), (6.1) still holds, leading
to (6.2). To compute C(s, c, τ,ψb) take
hb = diag(bkIn, bk−1Ic . . . , bIc, Ic+1, b−1Ic, . . . , b−k+1Ic, b−kIn)
(c = 2n + 1) and put zb = δ0hb, where δ0 is given by (3.2). When we compute the right hand
side of (4.5), we use the fact that kc commutes with hb, and w
−1
P
kczb = (bkIkc)mbzb, where
mb is the diagonal embedding of diag(In, b−1, In) in GLkc (kc appears because on this side
the section is (t0 ⋅M(s,Wψ(ρc(τ)),wP )hb ⋅ f)kc). The functional ξ ↦ λ(mbzbξ) still realizes
Wψb(ρc(τ)), and thus is proportional to λ(zbξ) and by Lemma 14,
λ(mbzbξ) = τ(det diag(In, b−1, In))λ(zbξ) = τ(b)−1λ(zbξ).
Then the right hand side of (6.3) is multiplied by τ(b)∣b∣k(s−1/2+d/2). Also δP (hb) changes.
This explains the change from τ c(b)∣b∣kc(s−1/2) to τN(b)∣b∣kN(s−1/2) (now N = c − 1) in (5.7).
For GSpinc, r
∨
2kc(br)yb = δ0tb with r = −k(k − 1)c/2, so that the constant cb emitted from
Z(s,ω, tb ⋅ f) is multiplied by χπ(br). Equality (6.1) (with δ0 depending on the parity of k
for odd c) still holds, whence (6.2) is unchanged. Similarly r∨2kc(br−kn)zb = δ0hb. Thus (the
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odd or even version of) (6.3) is modified by multiplying the right hand side by χπ(br−kn),
leading to the factor χknπ (b) appearing in (5.7).
For the GLn integral the argument is similar. We explain the modifications. The element
tb remains the same; w
−1
P δ0tb = diag(bk−1Ikc, b1−kIkc)yb;
hb = diag(bk−1Ic, . . . , bIc, Ic, b−1Ic, . . . , b−kIc),
w−1
P zb = diag(bkIkc, b−kIkc)zb; and ρc(τ) = ρc(τ0)⊗ χ−1ρc(τ∨0 ). Altogether we obtain
γ(s, π × (τ0 ⊗ χ−1τ∨0 ), ψb) = χ(b)kcτ 2c0 (b)∣b∣2kc(s−1/2)γ(s, π × (τ0 ⊗ χ−1τ∨0 ), ψ).
6.3. Multiplicativity II: Identity (5.3). We proceed as in [Kap15, § 8.1]. Start with
G = Sp2n,SO2n. By Lemma 8, ρc(τ) is a quotient of
IndGLkcPβc (⊗di=1ρc(τi)).(6.4)
For simplicity, throughout the proof we assume d = 2, i.e., β = (β1, β2). If τ is a full induced
representation this is always the case, by (2.4) and transitivity of induction; if τ is essentially
square-integrable we should really work with any d ≥ 2, but the proof is a straightforward
repetition of the argument for d = 2.
The representation τβ of Mβ is irreducible and generic. Let H ′, P ′, U ′0, δ
′ = δ′0δ
′
1 be the
groups and elements defined in § 3 for the G × GLβ2 integral involving π × τ2. Let L be
the standard parabolic subgroup of H with ML = GLβ1c ×H
′. As explained in § 2.3, we
form the twisted version of (6.4) (e.g., replace ρc(τ1) by ∣det ∣ζρc(τ1)), which is also a (k, c)
representation. We then realize the (k, c) model using (2.8). If fζ is a section on the space
induced from the twisted (6.4), the integral takes the form
Z(s,ω, fζ) = ∫
G
ω(g)∫
U0
∫
Vβ′c
fζ(s,wβcvδu0(1, ιg))ψ−1(v)ψU(u0)dv du0 dg.(6.5)
For Re(s)≫ Re(ζ)≫ 0, integral (6.5) is absolutely convergent as a triple integral (see e.g.,
[Sou00, Lemma 3.1]). We will prove
Z∗(s,ω, fζ)
Z(s,ω, fζ) =
2
∏
i=1
π(iG)−kiϑ(s, c, ∣det ∣ζiτi, ψ)−1γ(s, π × ∣det ∣ζiτi, ψ), (ζ1, ζ2) = (ζ,−ζ).
Since ϑ is holomorphic in the parameter ζ and γ satisfies the unramified twisting property,
we may take ζ = 0 on the right hand side. Furthermore, since (2.8) is entire, we can put ζ = 0
on the left hand side, then (2.8) realizes the (k, c) model of ρc(τ). Thus we conclude (5.3).
See e.g., Soudry [Sou00] for a similar argument. Henceforth we omit ζ from the notation.
Denote the triple integral (6.5) by I(f). Write U0 = U ′0 ⋉ (U0 ∩ UL) and observe the
following:
(1) δ
−1
Vβ′c normalizes U0 and UL = δ
−1
Vβ′c ⋉ (U0 ∩UL),
(2) wβcδ0 = δ′0wL, where
wLUL = U−L (wL = (
Iβ1c
I2β2c
ǫ0Iβ1c
)),
(3) δ1 = δ′1,
(4) wL commutes with δ′1 and U
′
0,
(5) (1, ιg) normalizes UL,
(6) wL(1, ιg) is the element (1, ιg) appearing in the G ×GLβ2 integral.
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Using these properties,
I(f) = ∫
UL
Z ′(s,ω, (wLu) ⋅ f)ψ−1(u)du.(6.6)
Here Z ′ is the G×GLβ2 integral for π and τ2; ψ(u) is defined by the trivial extension of the
character of δ
−1
Vβ′c (the conjugation of the character of Vβ′c) to UL, and (wLu) ⋅f is regarded
as a meromorphic section of V (Wψ(ρc(τ2))). Therefore by (5.1),
γ(s, π × τ2, ψ)I(f) = π(iG)k2ϑ(s, c, τ2, ψ)∫
UL
Z ′
∗(s,ω, (wLu) ⋅ f)ψ−1(u)du.
(The justification to this formal step is actually given in the proof of Corollary 33 below.)
Reversing the manipulations (6.5)–(6.6) we obtain
γ(s, π × τ2, ψ)I(f) = π(iG)k2ϑ(s, c, τ2, ψ)I(M∗(s, c, τ2, ψ)f).(6.7)
Here on MP , M∗(s, c, τ2, ψ)f is a function in the space of
IndGLkcPβc (Wψ(ρc(τ1))⊗Wψ(ρc(τ∨2 ))).
Next, since the dv-integration of (2.8) comprises the left hand side of (4.5),
I(M∗(s, c, τ2, ψ)f) = I(M∗(s, c, τ1 ⊗ τ∨2 , ψ)M∗(s, c, τ2, ψ)f).(6.8)
Now on the right hand side β is replaced with (β2, β1), and the section (restricted to GLkc)
is a mapping in the space of
IndGLkcP(β2,β1)c
(Wψ(ρc(τ∨2 ))⊗Wψ(ρc(τ1))).
To complete the proof we use the multiplicativity of the intertwining operators, which
reads
M∗(s, c, τ,ψ) =M∗(s, c, τ1, ψ)M∗(s, c, τ1 ⊗ τ∨2 , ψ)M∗(s, c, τ2, ψ).(6.9)
To see this, note that the applications of (4.3) to f , as a section of V (Wψ(ρc(τ))) and (by
restriction) a section of (6.4) take the form
∫
UP
∫
Vβ′c
f(s,wβcvdk,cδ0u)ψ−1(v)ψ−1(u)dv du,
with the characters and dk,c defined in § 4. Applying (1), (2) and (4) to this integral we obtain
the application of (4.3) to f as a section of V (Wψ(ρc(τ2))), as an inner integral. Note that
wβcdk,c = diag(d′,dβ2,c). Applying (4.5) for H ′, the section changes to M∗(s, c, τ2, ψ)f . Then
we apply the functional equation (4.5) for GLkc (the dv-integral) to produce the operator
M∗(s, c, τ1 ⊗ τ∨2 , ψ), and repeat (1), (2) and (4) again for M∗(s, c, τ1, ψ).
Applying the steps (6.5)–(6.6) to the right hand side of (6.8), using (6.9), and the identity
ϑ(s, c, τ1, ψ)ϑ(s, c, τ2, ψ) = ϑ(s, c, τ,ψ),
we conclude
γ(s, π × τ,ψ) = γ(s, π × τ1, ψ)γ(s, π × τ2, ψ).
The proof is complete.
Exactly the same manipulations apply to the GLn integral. In this case τ = τ0⊗χ−1τ∨0 ; we
assume τ0 = Ind
GLk
Pβ
(̺1 ⊗̺2) (or a quotient if τ0 is square-integrable and the inducing data is
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supercuspidal); τi = ̺i ⊗ χ−1̺∨i and the intertwining operator applied in (6.8) is replaced by
M∗(s, c, ̺1 ⊗ χ−1̺∨2 , ψ)M∗(s, c, ̺2 ⊗ χ−1̺∨1 , ψ). The formula (5.3) for GLn is
γ(s, π × τ,ψ) = γ(s, π × τ1, ψ)γ(s, π × τ2, ψ).
Consider G = SO2n+1. The proof is similar, except for modifications related to the embed-
ding of G ×G in H and the parity of k. Equality (6.5) remains valid. Note that although
U0 and U ′0 depend on the parity of k and β2, we always have
jβ1U ′0 < U0. Hence we write
U0 =
β1U ′0 ⋉ (U0 ∩ UL). Looking at the list of properties above, item (1) still holds. For (2)
use
wL = tβ1 ( Iβ1cI2β2c
Iβ1c
) , tβ1 = diag(Ikc−1, (−1)β1I2, Ikc−1)β1.
Equality (3) holds; for (4), wL still commutes with δ′1, but now
wL(β1U ′0) = U ′0 and this
conjugation changes the character ψU ∣U0 to be the proper character for the G×GLβ2 integral,
i.e., for G×GLk it depends on the parity of k, after the conjugation it depends on the parity
of β1; and (5) is valid. Finally for (6), in the previous cases wL commutes with (1, ιg), but
here this is a bit more subtle: when k and β2 do not have the same parity (equivalently tβ1
is nontrivial), the constants ǫ1 and ǫ2 used in the construction of the integral are swapped
and the matrices ι = ιk and m = mk defined in § 3 change (m depends only on the parity of
k, and for fixed n so does ι). We see that tβ1ιkmk = ιβ2mβ2 . This completes the verification
of the properties leading to (6.6).
We apply the functional equation and reverse the manipulations (6.5)–(6.6), but if β2 is
odd, the resulting inner integral for π × τ∨2 is slightly modified, since the section is on a
representation induced from β2P ′: δ′0, δ
′
1, U
′
0 and its character ψU ′ are different, e.g., δ
′
0 is
now given by (3.3) (see § 3.4). In both cases we see that (4) still holds, but (2) and (3) are
modified. Let
zβ2 = diag(I(k−1)c+n,−In, k diag(−2,−1/2)β2 ,−In, I(k−1)c+n)
if β2 is odd, otherwise zβ2 = I2kc. The integral before reversing (1) is
∫
G
ω(g)∫
UL
∫
U ′
0
M∗(s, c, τ2, ψ)f(s, β2wβcδzβ2(w−1L u′0)u(1, ιg))ψU ′(u′0)ψ−1(u)du′0 dudg.
Here if β2 is even, w
−1
L U ′0 =
β1U ′0 < U0, but for odd β2,
w−1
L U ′0 <
β2U0. Thus in all cases
zβ2(w−1L U ′0) < U0 and when we change variables in u′0, the character ψU ′ changes back to its
definition when the representation is induced from P ′. We can also take a subgroup of UL
of the form δ
−1z−1
β2Vβ′c, then we can follow (1) in the opposite direction. Also zβ2 commutes
with ι and (if β2 is odd) (1, ιg) ↦ zβ2(1, ιg) is an outer involution of (1,G), hence we can
conjugate zβ2 to the right. We obtain (6.7), except that the section on the right hand side is
((zβ2β2) ⋅M∗(s, c, τ2, ψ)f)β2(6.10)
(det zβ2β2 = 1). The section M
∗(s, c, τ2, ψ)f(s, h) belongs to a space of a representation
induced from β2P , but the additional conjugation by β2 takes it back to a section of a
space induced from P . Then we can apply (4.5) and obtain (6.8), but with (6.10) instead
of M∗(s, c, τ2, ψ)f on both sides. We may then repeat the steps above for τ1, and again
consider odd β1 separately. If k is even, zβ1zβ2 = I2kc, hence after applying the functional
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equation for τ1 we obtain the correct form of the integral for M∗(s, c, τ,ψ)f (regardless of
the parity of, say, β2). When k is odd, either zβ1 or zβ2 is trivial, and we obtain
Z(1 − s,ω, ((zkk) ⋅M∗(s, c, τ,ψ)f)k).
At this point conjugating zk to the left and k to the right, we reach
∫
G
ω(g)∫
U0
∫
Vβ′c
M∗(s, c, τ,ψ)f(s, k(wβcv)δu0(1, ιg))ψ−1(v)ψU(u0)dv du0 dg = Z∗(s,ω, f),
with δ, U0 and ψU defined correctly (i.e., for a section on a space induced from kP ).
The proof of the orthogonal cases extends to GSpinc as follows. All conjugations of
unipotent subgroups above remain valid. When we write wβcδ0 = δ′0wL, the elements δ0 and
δ′0 were fixed in the definition of the integral, and the choice of wβc is canonical by our
identification of GLkc with a subgroup of MP . Then wL is already defined uniquely, it is a
representative for the Weyl element corresponding to the permutation matrix wL in SO2kc.
When c is even, detwβc = 1 hence wβc ∈ SLkc, and by the definition of the embedding of GLkc
inMP (see § 3.5), wβc ∈ Spin2kc. Therefore wL ∈ Spin2kc is one of the elements in the preimage
of the matrix wL. For odd c, when detwβc = (−1)β1β2 = −1, [diag(−1, Ikc−1),1]wL ∈ Spin2kc
(the element [diag(−1, Ikc−1),1] commutes with δ′0). In both cases (6) holds. Finally, the
intertwining operators are now M∗(s, c, τi ⊗ χπ, ψ) and M∗(s, c, τ1 ⊗ χ−1π τ∨2 , ψ).
The proof has the following corollary, which can be used to reduce the proof of several
properties of the integrals to the case of an essentially tempered τ , or even a character
for archimedean fields. Assume τ is an arbitrary irreducible generic representation of GLk
such that ρc(τ) is a quotient of (6.4), with any d ≥ 2 and where the representations τi
appearing in (6.4) are either irreducible generic, or unramified principal series representations
IndGLlBGLl
(⊗li=1∣ ∣biχi) with unitary unramified characters χi of F ∗ and b1 ≥ . . . ≥ bl (see § 2.2).
Let V ′(s,Wψ(ρc(τd)) ⊗ χπ) be the space corresponding to the representation induced from
P ′ to H ′, where H ′ and P ′ are the groups and elements defined in § 3 for the G × GLβd
integral involving π × τd. Also recall that π is an irreducible representation of G and let ω
be a matrix coefficient of π∨.
Corollary 33. For every entire section f ′ ∈ V ′(Wψ(ρc(τd))⊗ χπ) there is an entire section
f ∈ V (Wψ(ρc(τ)) ⊗ χπ) such that Z(s,ω, f) = Z(s,ω, f ′). Over archimedean fields f is
smooth.
Proof. The proof is a similar to [Sou00, Lemma 3.4]. Since ρc(τ) is a quotient of (6.4) and
using transitivity of induction, we can regard functions in V (s,Wψ(ρc(τ))⊗χπ) as complex-
valued functions on H ×GL(β1c) × . . .×GL(βd−1c) ×H
′ such that the mapping h′ ↦ f(s, h, a, h′)
in particular, belongs to V ′(s,Wψ(ρc(τd))⊗ χπ). Again, for simplicity only we set d = 2.
Assume F is p-adic. Given f ′, choose f such that wL ⋅ f is supported in LN , where N is
a small neighborhood of the identity in H (N depends on f ′ and ψ), and wL ⋅ f(v, Iβ1c, h′) =
f ′(h′) for all v ∈ N . The function f extends to an entire section. According to (6.6),
I(f) = ∫
UL
Z ′(s,ω, (wLuwL) ⋅ f)ψ−1(u)du.
Then we see that wLu belongs to the support of wL ⋅ f if and only if the coordinates of u are
small, hence the integral reduces to a nonzero measure constant multiplied by Z ′(s,ω,wL⋅f) =
Z ′(s,ω, f ′). This computation is justified for Re(s) ≫ 0 and ζ = 0, since UL contains the
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conjugation of Vβ′c (see (1) in the proof), hence the inner dv-integral in (6.5) is over elements
of Vβ′c which belong to a compact subgroup of GLkc. The result now follows by meromorphic
continuation.
Over archimedean fields, we can define an entire section f ∈ V (Wψ(ρc(τ))⊗χπ) such that
wL ⋅ f is supported in LU−L , wL ⋅ f(s, h′u) = φ(u)f ′(s, h′) for u ∈ U−L , where φ is a Schwartz
function, and ∫U−
L
φ(u)du = 1. Then we proceed as above. 
6.4. Multiplicativity I: Identity (5.2).
6.4.1. The groups Sp2n and SO2n. Let G = Sp2n,SO2n. The case l = n essentially follows
from [CFGKa, Lemma 27], but the general case is more involved. It is enough to consider a
maximal parabolic subgroup R, so assume σ is a representation of GLl, l ≤ n. For SO2n and
l = n there are two choices for R, in this case we assume R = {( a za∗ ) ∶ a ∈ GLn} (the other
case of 1R can be dealt with similarly). Put ε = σ ⊗ π′. We prove the (stronger) statement
for π = IndGR(ε). Then π∨ = IndGR(ε∨). If ⟨, ⟩ is the canonical pairing on ε ⊗ ε∨ and ϕ ⊗ ϕ∨
belongs to the space of π ⊗ π∨,
⟨ϕ(rg0), ϕ∨(rg0)⟩ = δR(r)⟨ϕ(g1), ϕ∨(g2)⟩, ∀g1, g2 ∈ G,r ∈ R.
Thus we can realize the matrix coefficient on π∨ using a semi-invariant measure dg0 on R/G
(see [BZ76, 1.21]), as in [LR05, § 4]. Take
ω(g) = ∫
R/G
⟨ϕ(g0), ϕ∨(g0g)⟩dg0.(6.11)
Let G△ < G ×G be the diagonal embedding. Since for any g ∈ G,
∫
R/G
⟨ϕ(g0gg1), ϕ∨(g0gg2)⟩dg0 = ∫
R/G
⟨ϕ(g0g1), ϕ∨(g0g2)⟩dg0,
and by Corollary 18 the integral of f over U0 is invariant on (g, ιg) ((g1, g2) ∈H was defined
in § 3.2), we can write Z(s,ω, f) in the form
∫
G△/G×G
∫
R/G
∫
U0
⟨ϕ(g0g1), ϕ∨(g0g2)⟩f(s, δu0(g1, ιg2))ψU(u0)du0 dg0 d(g1, g2).
Regard the dg0-integral as an integral over R△/G△, collapse it into the d(g1, g2)-integral, and
rewrite the integration domain using
∫
R△/G×G
d(g1, g2) = ∫
R×R/G×G
∫
R△/R×R
d(r1, r2)d(g1, g2) = ∫
R×R/G×G
∫
R
dr d(g1, g2).
We obtain, in a right half plane (assuring absolute convergence)
∫
R×R/G×G
∫
MR
∫
UR
∫
U0
δ
−1/2
R (m)⟨ϕ(g1), ε∨(m)ϕ∨(g2)⟩(6.12)
f(s, δu0(g1, ι(zmg2)))ψU(u0)du0 dz dmd(g1, g2).
Recall that f(s, ⋅) belongs to a space induced from Wψ(ρc(τ)). Since we already proved
(5.3), we can assume that τ is essentially tempered, thus the results of § 2.4 are applicable
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to ρc(τ) (they apply to unitary τ , but essentially tempered is sufficient here). First apply
Lemma 10 to f(s, ⋅) to obtain a section on the space, induced to H from P and
IndGLkcP(kl,k(c−l))((Wψ(ρl(τ))⊗Wψ(ρc−l(τ)))δ−1/(2k)P(kl,k(c−l))).
This adds the Weyl element κl,c−l and a unipotent integration over a subgroup, which we
denote by V1. Then apply the lemma again, this time to the bottom right k(c − l) × k(c − l)
block to obtain a section on the space induced from
IndGLkcP(kl,kc′,kl)((Wψ(ρl(τ))⊗Wψ(ρc′(τ))⊗Wψ(ρl(τ)))δ−1/(2k)P(kl,kc′,kl)),(6.13)
with c′ = c − 2l = 2(n − l). The additional Weyl element is diag(Ikl, κc′,l) and the unipotent
integration is over a subgroup V2. Note that if c′ = 0, diag(Ikl, κc′,l) = Ikc and V2 is trivial.
Both applications do not change the dependence on s, because we only change the realization
of Wψ(ρc(τ)). Now for any h ∈H , the du0-integration of (6.12) takes the form
∫
U0
∫
V1
∫
V2
f(s,diag(Ikl, κc′,l)v2κl,c−lv1δu0h)ψU(u0)dv2 dv1 du0.(6.14)
By matrix multiplication we see that δ
−1
v1u0 = uv1
δ−1
0 v1 and (κl,c−lδ)
−1
v2u0 = uv2
(κl,c−lδ0)−1v2,
where the elements uvi ∈ U0 satisfy ψU(uvi) = ψU(u0). Thus we may shift v1 and v2 to
the right of u0. Also note that (κl,c−lδ0)
−1
v2 normalizes δ
−1
0 V1, and for simplicity denote the
resulting semi-direct product (where vi varies in Vi) by V , and set κ = diag(Ikl, κc′,l)κl,c−l.
Note that V is the subgroup of V(ck) with blocks vi,j (in the notation of § 2.1) of the form
⎛⎜⎝
0l 0 0
∗ 0c′ 0
∗ ∗ 0l
⎞⎟⎠ ,(6.15)
where for any j, 0j ∈Matj is the zero matrix. Then the last integral equals
∫
V
∫
U0
f(s, κδu0vh)ψU(u0)du0 dv.
Plugging this back into (6.12), we obtain
∫
R×R/G×G
∫
MR
∫
UR
∫
V
∫
U0
δ
−1/2
R (m)⟨ϕ(g1), ε∨(m)ϕ∨(g2)⟩(6.16)
f(s, κδu0v(g1, ι(zmg2)))ψU (u0)du0 dv dz dmd(g1, g2).
As above, we proceed in Re(s)≫ 0 so that the multiple integral is absolutely convergent.
For z ∈ UR, we see that
κδu0v(1, ιz) = κδ0(1, ιz)κδ0 xz δ1 uz rz au0,z bz v,(6.17)
where xz ∈ V((k−1)c+c/2,c/2); uz ∈ U0 depends on z; rz = ( Ikc uIkc ) ∈ UP is such that all coordinates
of u are zero except the bottom left c × c block, which equals
⎛⎜⎝
0l z1 z2
0c′ z′1
0l
⎞⎟⎠ ,(6.18)
au0,z ∈ V ∩ V((k−1)c,c), bz ∈ V(kc−l,l) ∩ V((k−1)c,c) (in particular au0,z and bz commute) and au0,z
depends on both u0 and z. Observe the following properties.
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(1) Since κδ0(1, ιz) ∈ V(kl,k(c−l)) ⋉UP , h↦ f(s, h) is left-invariant on κδ0(1, ιz).
(2) κδ0xz belongs to (V(lk) × V(c′k)) ⋉ V(kl,k(c−l)), changing variables in uz affects ψU , but
this cancels with the character emitted when κδ0xz transforms on the left of f , i.e.,
f(s, κδ0xzδ1uzh)ψU(u0) = f(s, κδu0h)ψU(u0).
(3) δu0rzbz = δ0bzδ1ubzrz, where ubz ∈ U0, and as with
κδ0xz, f(s, κδ0bzδ1ubzrzh)ψU(u0) =
f(s, κδu0rzh)ψU(u0).
(4) Lastly, by a change of variables au0,zv ↦ v.
Now if U○ is the subgroup of elements u0rz, and we extend ψU trivially to U○, (6.16) becomes
∫
R×R/G×G
∫
MR
∫
V
∫
U○
δ
−1/2
R (m)⟨ϕ(g1), ε∨(m)ϕ∨(g2)⟩(6.19)
f(s, κδuv(g1, ι(mg2)))ψU (u)dudv dmd(g1, g2).
Let
Hσ = GL2kl, P
σ, Uσ0 , δ
σ = δσ0 δ
σ
1
be the groups and elements defined in § 3 for the GLl ×GLk integral, with the exception that
for δσ1 we actually take δ
−ǫ0
1 instead of δ1 defined there. Also let
H ′, P ′, U ′0, δ
′ = δ′0δ
′
1
be the notation for the G′ ×GLk integral. Fix the standard parabolic subgroup L < H with
ML =Hσ ×H ′, and regard the groups Hσ and H ′ as subgroups of ML.
Put κ● = δ
−1
0 κ = diag(κl,c′, Ikl)κc−l,l. Conjugating U○ by κ●, we obtain
U● = κ
●
U○ < UP .
Denote the top right kc×kc block of elements of U● by (ui,j)1≤i,j≤3. We see that ( Ikl u1,1Ikl ) is a
general element of Uσ0 and similarly ( Ikc′ u2,2Ikc′ ) of U ′0, u2,1 ∈Matkc′×kl (resp., u3,1 ∈Matkl) and
its bottom left c′ × l (resp., l × l) block is 0. This determines the blocks u3,2 and u3,3 and the
dimensions of all the blocks uniquely, and the remaining blocks take arbitrary coordinates
such that U● < H . The restriction of ψU to U● is given by the product of characters ψ
−ǫ0
Uσ
0
and ψU ′
0
defined on the corresponding coordinates u1,1 and u2,2 (ψ−ǫ0Uσ
0
= ψUσ
0
for Sp2n).
Write δ0 = w−1δ′0δ
σ
0w1 (δ
′
0 ∈ H
′ <ML), where
w−1 = diag(Ikl,
⎛⎜⎜⎜⎝
Ikc′
Ikl
ǫ0Ikl
Ikc′
⎞⎟⎟⎟⎠
, Ikl).(6.20)
For SO2n, w1 = w. Here the case of SO2n requires additional treatment: if kl is odd,
detw = −1, whence this decomposition of δ0 does not hold in H . To remedy this we let  = kl,
then δ0 = w−1 δ′0
δσ0 w1 and we re-denote w
−1 = w−1, δ′0 =
δ′0, δ
σ
0 =
δσ0 and w1 = w1, and
also re-denote H ′ = H ′ and similarly for Hσ (then U ′0, U
σ
0 and the characters are conjugated
by  as well). Also set  = I2kc for Sp2n.
Then
w1((δ−10 κδ0)δ1) = δσ1 δ′1
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and if [ui,j] is the subgroup of U● generated by elements whose coordinates ut,t′ are zeroed
out for (t, t′) ≠ (i, j),
Uσ0 =
w1[u1,1, u3,3], U ′0 = δσw1[u2,2], Z = δ′δσw1[u1,2, u1,3, u2,3], O = [u2,1, u3,1, u3,2].
In coordinates
Z =
⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
diag(Ikl,
⎛⎜⎜⎜⎝
Ikl z1 z2
Ikc′
Ikc′ z
∗
1
Ikl
⎞⎟⎟⎟⎠
, Ikl) ∈H
⎫⎪⎪⎪⎪⎪⎬⎪⎪⎪⎪⎪⎭
.(6.21)
We write the integration du as an iterated integral according to these subgroups.
Returning to (6.19), we obtain
∫
R×R/G×G
∫
MR
∫
V
∫
O
∫
Uσ
0
∫
U ′
0
∫
Z
δ
−1/2
R (m)⟨ϕ(g1), ε(m)ϕ∨(g2)⟩(6.22)
f(s,w−1zδ′u′δσuσw1oκ●v(g1, ιmιg2))ψU ′(u′)ψ−ǫ0Uσ (uσ)
dz du′ duσ dodv dmd(g1, g2).
Denote m(s, τ,w)f(s, h) = ∫Z f(s,w−1zh)dz. The mapping m(s, τ,w) is the following inter-
twining operator: let Y < P be the standard parabolic subgroup withMY = GLkl ×GLkc′ ×GLkl,
then m(s, τ,w) takes representations of H parabolically induced from Y to representations
induced from wY . Note that when c′ = 0, wMY = GLkl ×GLkl and if c′ > 0, wMY =
GLkl ×GLkl ×GLkc′. Using transitivity of induction, m(s, τ,w)f is a section of
IndHL (δ−1/2L (∣det ∣dV (s,Wψ(ρl(τ))⊗Wψ(ρl(τ∨)))) ⊗ V (s,Wψ(ρc′(τ)))) .(6.23)
Here d is a constant obtained from the modulus characters (d = (k − 1/2)(c − l) − ǫ0/2).
The space of intertwining operators from V (s,Wψ(ρc(τ))) to (6.23) is, outside a discrete
subset of s, at most one dimensional. This follows from the filtration argument in [LR05,
Lemma 5], which extends to any k ≥ 1 because the representations ρl(τ), ρl(τ∨) and ρc′(τ)
are irreducible (since τ is in particular unitary). In particular at a general s, m(s, τ,w)f is
onto.
Let m = diag(a, g, a∗) ∈ MR, where a ∈ GLl, g ∈ G′ and a∗ is uniquely determined by a.
Then dm = dadg. We see that (1, ιa) commutes with κ●v, normalizes O (with a change of
measure ∣deta∣(1−k)(c−l)) and
w1(1, ιa) = diag(Ikl, a, I2kc′ , a∗, Ikl) = (1, a)σ,
that is, the embedding of GLl in the GLl ×GLk integral (ισ = Il).
Now consider (1, ιg). The complication here is that (1, ιg) does not normalize the subgroup
δ−1
0 V1 < V nor O. To handle this, consider the subgroup O1 < O where all the coordinates of
u2,1 are zero except the bottom right c′ × ((k − 1)l) block which is arbitrary, and u3,1 is also
zero except on the anti-diagonal of l × l blocks (u3,1 ∈Matkl), which are arbitrary, except the
bottom left l × l block which is zero.
Then (κ●)−1O1 is normalized by V , denote V ● = V ⋉ (κ●)−1O1. Also write O as a direct
product O○ × O1, for a suitable O○ < O, and put g̃ = κ
●(1, ιg). The upshot is that (1, ιg)
normalizes V ●, g̃ commutes with the elements of O○ and w1 g̃ = (1, ι′g)′, the embedding in the
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G′ ×GLk integral. After pushing (1, ιg) to the left, we may rewrite the integration over O
and V1 as before. The integral becomes
∫
R×R/G×G
∫
V
∫
O
∫
GLl
∫
Uσ
0
∫
G′
∫
U ′
0
δ
−1/2
R (a)∣det a∣(1−k)(c−l)⟨ϕ(g1), σ∨(a)⊗ π′∨(g)ϕ∨(g2)⟩(6.24)
m(s, τ,w)f(s, (δ′u′(1, ι′g)′) (δσuσ(1, a)σ)w1oκ●v(g1, ιg2))
ψU ′(u′)ψ−ǫ0Uσ (uσ)du′ dg duσ dadodv d(g1, g2).
Note that δ
−1/2
R (a)∣det a∣(1−k)(c−l) = ∣deta∣−d. Considering this integral as a function of the
sectionm(s, τ,w)f , denote it by I(m(s, τ,w)f). The duσda-integral is the GLl ×GLk integral
of σ × (τ ⊗ τ∨); the du′dg-integral is the G′ ×GLk integral of π′ × τ . Thus multiplying (6.24)
by the appropriate γ-factors we obtain, formally at first,
γ(s, σ × (τ ⊗ τ∨), ψ)γ(s, π′ × τ,ψ)Z(s,ω, f)(6.25)
= σ(−1)kτ(−1)lπ′(−Ic′)kϑ(s, c′, τ,ψ)I(M∗(s, l, τ ⊗ τ∨, ψ)M∗(s, c′, τ,ψ)m(s, τ,w)f).
Note that for SO2n the integral varies slightly from the definition in § 3 because δσ1 and ψUσ
are the inverses of those defined there (i.e., −ǫ0 = −1 for SO2n). However this does not change
the γ-factor, to see this replace f in (5.1) with its right translate by diag(−Ikl, Ikl).
To justify the formal application of the functional equations, first note that the (g1, g2)-
integration is over a compact group, by the Iwasawa decomposition. By virtue of the
Dixmier–Malliavin Lemma [DM78] over archimedean fields, this integration can be ignored
(this is immediate over p-adic fields). Since we are not confined to a prescribed s, we can also
assume m(s, τ,w) is onto (see the paragraph following (6.23)). Now one can take m(s, τ,w)f
which is supported in LU−L, such that its restriction to U
−
L is given by a Schwartz function.
Then the integrals over V and O reduce to a constant (see Corollary 33). This justifies
the formal step. Alternatively, note that for fixed g1 and g2, the integrand is compactly
supported as a function on o and v; this can also be used for a justification.
Next, applying the same manipulations (6.12)–(6.24) to Z∗(s,ω, f) yields
Z∗(s,ω, f) = I(m(1 − s, τ∨,w)M∗(s, c, τ,ψ)f).
For any b ∈ F ∗, set C(b) = τ(b)2l ∣b∣2kl(s−1/2). To complete the proof we claim
M∗(s, l, τ ⊗ τ∨, ψ)M∗(s, c′, τ,ψ)m(s, τ,w) = C(1/2)m(1 − s, τ∨,w)M∗(s, c, τ,ψ).(6.26)
Granted this, since c = c′ + 2l,
C(1/2)τ(−1)lϑ(s, c′, τ,ψ) = ϑ(s, c, τ,ψ),(6.27)
and also π(−Ic) = σ(−1)π′(−Ic′), we obtain the result:
γ(s, σ × (τ ⊗ τ∨), ψ)γ(s, π′ × τ,ψ)Z(s,ω, f) = π(−Ic)kϑ(s, c, τ,ψ)Z∗(s,ω, f).
We mention that for Sp2n, if c
′ = 0, by definition γ(s, π′ × τ,ψ) = γ(s, τ,ψ).
Since both sides of (6.26) take V (s,Wψ(ρc(τ))) into the space of the representation
IndHL (δ−1/2L (∣det ∣dV (1 − s,Wψ(ρl(τ∨))⊗Wψ(ρl(τ)))) ⊗ V (1 − s,Wψ(ρc′(τ∨)))) ,(6.28)
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they are proportional (see the second statement of [LR05, Lemma 5]). It remains to compute
the proportionality factor. We argue as in [LR05, Lemma 9]. Denote
λ = λ2(s, l, τ ⊗ τ∨, ψ)λ(s, c′, τ,ψ),
λ∨ = λ2(1 − s, l, τ∨ ⊗ τ,ψ)λ(1 − s, c′, τ∨, ψ).
Here λ2(⋯) are the functionals appearing in (4.5) except that the character ψ appearing in
(4.3) is replaced with ψ−2ǫ0 (but ρl(τ) is still realized in Wψ(ρl(τ))). Define the following
functionals: for f0(s, ⋅) in the space of (6.23) and f∨0 (1 − s, ⋅) in the space of (6.28),
Λλ(f0) = ∫
O●
λf0(s,w1o●κ●)do●, Λλ∨(f∨0 ) = ∫
O●
λ∨f∨0 (1 − s,w1o●κ●)do●.
Here O● is the subgroup κ
●
V ⋉O
′
, where O
′
is obtained from O be replacing the zero blocks
in u2,1 and u3,1 by arbitrary coordinates; λ2(s, l, τ ⊗ τ∨, ψ) and λ(s, c′, τ,ψ) are applied to
the restriction of f0(s, ⋅) to ML. The integrands are Schwartz functions on O●. This follows
as in Lemma 10, from the fact that using right translations of f by unipotent elements, we
can eliminate the roots in O●. For a description of these elements see the proof of [CFGKa,
Lemma 27] (U3 in their notation corresponds to O, the additional blocks of O
′
can be handled
similarly). See also [LR05, Lemma 8] and the example on [LR05, p. 325].
First we show
λ(s, c, τ,ψ)f = Λλ(m(s, τ,w)f).(6.29)
This actually follows from the arguments above: repeat the steps (6.12)–(6.22) (excluding
arguments regarding G and δ1), in particular apply Lemma 10 twice, and (6.19) is modified
by replacing (U○, ψU) with UP and its character defined by λ(s, c, τ,ψ). Specifically,
λ(s, c, τ,ψ)f = ∫
V
∫
UP
f(s, κδ0uv)ψ−1(u)dudv
= ∫
O●
∫
UPσ
∫
UP ′
∫
Z
f(s,w−1zδ′0u′δσ0uσw1o●κ●)ψ−1(u′)ψ−1−2ǫ0(uσ)d(⋯)
= Λλ(m(s, τ,w)f).
Here (UPσ , UP ′) replaced (Uσ0 , U ′0) in (6.22) (keeping the identification of Hσ or H ′ with their
conjugations by  as above), and note that we obtain ψ−2ǫ0 on U
σ.
Now on the one hand, using (6.29) and applying (4.5) twice implies
λ(s, c, τ,ψ)f = Λλ∨(C(2)M∗(s, l, τ ⊗ τ∨, ψ)M∗(s, c′, τ,ψ)m(s,w, τ)f).(6.30)
Here C(2) is obtained when in (4.5), f is replaced with its right translate by diag(−2ǫ0Ikl, Ikl).
On the other hand, again by (6.29),
λ(1 − s, c, τ∨, ψ)M∗(s, c, τ,ψ)f = Λλ∨(m(1 − s, τ∨,w)M∗(s, c, τ,ψ)f).(6.31)
Then (6.26) follows when we equate the left hand sides of (6.30) and (6.31) using (4.5).
6.4.2. The group SO2n+1. Let G = SO2n+1. We can argue as above, and reach (6.12). Then
apply Lemma 10 twice and obtain a section on the space induced from (6.13), with c′ =
c− 2l = 2(n− l)+ 1. We still obtain (6.16), except that V is slightly different: this is because
the last c columns of v1 are affected by δ0 (permuted and for odd k, one column is negated).
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Note that δ0 commutes with v2. Now kV < V(ck) (k = kc because now c is odd), the blocks
vi,j of kV are given by (6.15) for j < k, and the blocks vi,k take the form
⎛⎜⎝
0l 0 0
∗ 0c′ 0
a1 a2 a3
⎞⎟⎠ , a1, a3 ∈Matl,(6.32)
where the rightmost column of a2 and first l − 1 columns of a3 are zero.
For z ∈ UR, we see that (6.17) holds except the following modifications: kxz ∈ V((k−1)c+n,n+1);
krz = ( Ikc uIkc ) and instead of (6.18), the bottom left c × c block of u becomes
⎛⎜⎜⎜⎝
z0 0l z1 z2
02(n−l) z′1
0l
0 z′0
⎞⎟⎟⎟⎠
;(6.33)
kau0,z ∈ V ∩ V((k−1)c,c) and kbz = bz ∈ V(kc−l−1,l+1) ∩ V((k−1)c,c). Properties (1)–(4) hold and we
reach the analog of (6.19).
Now we use the notation Hσ, Uσ0 ,H
′, U ′0, etc., for the GLl ×GLk and G
′ ×GLk integrals.
As with the SO2n case, we take δσ1 to be the inverse of this element defined in § 3. Put
δk,n = diag(( In (−1)k
In
) ,( In(−1)k
In
))k ∈ O2c
and w0 = ( IkcIkc ), then δ0 = w0 diag(I(k−1)c, δk,n, I(k−1)c). Set
κ● = (w−1 diag(I(k−1)c+2l, δ−1k,n−l, I(k−1)c+2l))(w−10 κ)diag(I(k−1)c, δk,n, I(k−1)c),(6.34)
where w−1 is the matrix given in (6.20) (here w1 = w). Then
κδ0 = w
−1δ′0δ
σ
0wκ
●, κδ = w−1δ′δσwκ●.
Note that detκ● = 1. Then U● = κ
●
U○, and observe that (w−1kw)U● < UP . The subgroup U●
now plays the same role as in the previous cases.
For odd kl we re-denote w−1 = w−1kl (because then the determinant of (6.20) is −1),
δ′ = klδ′, H ′ = klH ′ and similarly for U ′0 and ψU ′ (c
′ > 0, always, hence klδσ = δσ and Hσ
remains the same when kl is odd). Let
Uσ0 =
w[u1,1, u3,3], U ′0 = δσw[u2,2], Z = δ′δσw[u1,2, u1,3, u2,3], O = [u2,1, u3,1, u3,2].
Here kU ′0 < UP ′ (the form of P
′ also depends on the parity of kl) and klZ is given by the
right hand side of (6.21) (here  = kl). The integral becomes the analog of (6.22). We denote
m(s, τ,w)f as above, it belongs to (6.23) (with  = kl, d = (k − 1/2)(c − l)).
Let m = diag(a, g, a∗) ∈MR. We see that (1, ιa) commutes with v (look at (6.32)), κ●(1, ιa)
normalizes O (multiplying the measure by ∣deta∣(1−k)(c−l)) and wκ●(1, ιa) = (1, a)σ. Regarding(1, ιg), we define O○ ×O1 and V ● exactly as above (except that c′ is different). Then (1, ιg)
normalizes V ●, κ
●(1, ιg) commutes with the elements of O○ and wκ●(1, ιg) = (1, ι′g)′, the
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embedding in the G′ ×GLk integral. Finally we obtain the analog of (6.24), i.e.,
∫
R×R/G×G
∫
V
∫
O
∫
GLl
∫
Uσ
0
∫
G′
∫
U ′
0
∣deta∣−d⟨ϕ(g1), σ∨(a)⊗ π′∨(g)ϕ∨(g2)⟩(6.35)
m(s, τ,w)f(s, (δ′u′(1, ι′g)′) (δσuσ(1, a)σ)woκ●v(g1, ιg2))
ψU ′(u′)ψ−1Uσ(uσ)du′ dg duσ dadodv d(g1, g2).
Note that for l = n, G′ = {1} but if k > 1, U ′0 = k{( Ik xIk ) ∈ SO2k} is nontrivial,
δ′ = ( IkIk )diag(Ik−1, (−1)kk, Ik−1), ψU ′(u′) = ψ−1((−1)k 12(ku′)k−1,k+1)
and we have a Whittaker functional on V (s,Wψ(τ)). For even k, the rest of the proof now
follows as above.
For odd k, recall that the integral Z∗(s,ω, f) is slightly different from Z(s,ω, f) (see § 3.4).
Since we already proved (5.3), and also (5.2) for even k, it is enough to assume k = 1. This
is clear over archimedean fields. Over p-adic fields, let τ be a tempered representation of
GL2k+1 and take a unitary character τ0 of F ∗, then τ̂ = Ind
GL2k+2
P(2k+1,1)
(τ ⊗ τ0) is tempered,
γ(s, π × τ,ψ)γ(s, π × τ0, ψ) = γ(s, π × τ̂ , ψ) = γ(s, π′ × τ̂ , ψ)γ(s, σ × (τ̂ ⊗ τ̂∨), ψ)
= γ(s, π′ × τ,ψ)γ(s, π′ × τ0, ψ)γ(s, σ × (τ ⊗ τ∨), ψ)γ(s, σ × (τ0 ⊗ τ−10 ), ψ).
Hence (5.2) for γ(s, π × τ0, ψ) implies (5.2) for γ(s, π × τ,ψ).
Let δ0,odd and δ1,odd be the corresponding elements δi in the construction of Z∗(s,ω, f),
δ′i,odd be these elements for G
′ ×GL1, δodd = δ0,oddδ1,odd and δ′odd = δ
′
0,oddδ
′
1,odd. Put
t0 = diag(I2n,−2,−1/2, I2n), t1 = diag(In,−In, I2,−In, In).
Then δ0,odd = 1δ01t0 and δ1,odd = δ1t1. Note that κ and V are trivial now (since k = 1).
Define κ● by (6.34). Then wκ● commutes with 1 and t0, and wκ●t1(wκ●)−1 = t′1tσ1 , where
t′1 = diag(In−l,−In−l, I2,−In−l, In−l), tσ1 = diag(Il,−Il)
(for the product t′1t
σ
1 , t
′
1 is regarded as an element of H
′, and tσ1 ∈H
σ). Thus
δ0,odd = 1δ01t0 = 1(w−1δ′0δσ0wκ●)1t0 = 1w−1δ′0,oddδσ0wκ●,
δodd = 1δ01t0δ1t1 = 1(w−1δ′δσwκ●)1t0t1 = 1w−1δ′oddδσtσ1wκ●.
Assume l is even. Denote
m(1 − s, τ∨,w)f = ∫
Z
f(1 − s, 1w−11 1 diag(Il,
⎛⎜⎜⎜⎝
Il z1 z2
Ic′
Ic′ z
∗
1
Il
⎞⎟⎟⎟⎠
, Il))dz.
Taking z ∈ UR and conjugating to the left, integral Z∗(s,ω, f) becomes
∫
R×R/G×G
∫
GLl
∫
G′
∣deta∣−d⟨ϕ(g1), σ∨(a)⊗ π′∨(g)ϕ∨(g2)⟩m(1 − s, τ∨,w)M∗(s, c, τ,ψ)(6.36)
f(1 − s, (δ′odd(1, ι′g)′) (δσtσ1(1, a)σ)wκ●(g1, ιg2))dg dad(g1, g2).
We change variables a ↦ −a to remove tσ1 from the integrand, thereby emitting σ(−1) (!).
To relate between (6.35) (with k = 1) and (6.36), we need the analog of (6.26).
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First assume l < n. Then we claim
M∗(s, l, τ ⊗ τ∨, ψ)M∗(s, c′, τ,ψ)m(s, τ,w) = C(1/2)m(1 − s, τ∨,w)M∗(s, c, τ,ψ).(6.37)
(C(b) = τ(b)2l ∣b∣2l(s−1/2).) Now we may proceed as in § 6.4.1: apply the functional equations
of GLl ×GL1 and G′ ×GL1 to (6.35), use (6.37) and (6.27), and deduce
γ(s, σ × (τ ⊗ τ∨), ψ)γ(s, π′ × τ,ψ)Z(s,ω, f)(6.38)
= τ(−1)lϑ(s, c′, τ,ψ)I(M∗(s, l, τ ⊗ τ∨, ψ)M∗(s, c′, τ,ψ)m(s, τ,w)f)
= ϑ(s, c, τ,ψ)I(m(1 − s, τ∨,w)M∗(s, c, τ,ψ)f) = ϑ(s, c, τ,ψ)Z∗(s,ω, f).
This completes the proof for k = 1 (under (6.37)), even l and l < n. When l = n, we claim
M∗(s, l, τ ⊗ τ∨, ψ)m(s, τ,w)f = C(1/2)(t0 ⋅m(1 − s, τ∨,w)M∗(s, c, τ,ψ)f)1 .(6.39)
Granted that, since in this case δ′odd = 1δ
′1t0 , we can conjugate 1t0 to the right in (6.36)
(wκ● commutes with 1t0). Moreover, 1t0 is the image of (1,diag(In,−1, In)) (see § 3.2),
therefore commutes with (g1,1), and the conjugation of (1, ιg2) by t0 is an outer involution
of G. We can therefore rewrite (6.36) in the form
I((t0 ⋅m(1 − s, τ∨,w)M∗(s, c, τ,ψ)f)1),
where I(⋯) is given by (6.35). Using (6.39) we obtain an analog of (6.38),
γ(s, σ × (τ ⊗ τ∨), ψ)Z(s,ω, f) = τ(−1)lI(M∗(s, l, τ ⊗ τ∨, ψ)m(s, τ,w)f)
= ϑ(s, c, τ,ψ)I((t0 ⋅m(1 − s, τ∨,w)M∗(s, c, τ,ψ)f)1) = ϑ(s, c, τ,ψ)Z∗(s,ω, f).
To prove (6.37), first recall that the functional equation (4.5) reads
λ(s, c, τ,ψ)f =λ(1 − s, c, τ∨, ψ)(t0 ⋅M∗(s, c, τ,ψ)f)1 .
(Here kc = 1.) For brevity, put
f1 = t0 ⋅M
∗(s, l, τ ⊗ τ∨, ψ)M∗(s, c′, τ,ψ)m(s, τ,w)f, f2 = t0 ⋅m(1 − s, τ∨,w)M∗(s, c, τ,ψ)f.
Since l is even, these sections belong to the same space. We claim C(2)f1 = f2. Starting
with the left hand side of (4.5) and applying the functional equations defining the normalized
intertwining operators on the Levi components, we obtain
∫
1UP
f(s, δ0u)ψ−1(u)du = C(2)∫
O●
∫
UPσ
∫
1UP ′
f
1
1 (s, δ′0u′δσ0uσw1o●κ●)ψ−1(u′)ψ−1−2(uσ)d(⋯).
On the right hand side we similarly have
∫
1UP
(t0 ⋅M∗(s, c, τ,ψ)f)1(s, δ0u)ψ−1(u)du
= ∫
O●
∫
UPσ
∫
1UP ′
∫
Z
M∗(s, c, τ,ψ)f(s, 1w−1 1z 1δ′0u′δσ0uσw1o●κ●1t0)ψ−1(u′)ψ−1−2(uσ)d(⋯)
= ∫
O●
∫
UPσ
∫
1UP ′
f
1
2 (s, δ′0u′δσ0uσw1o●κ●)ψ−1(u′)ψ−1−2(uσ)d(⋯).
We proceed as in § 6.4.1 to deduce C(2)f1 = f2, i.e., (6.37). The difference in the proof of
(6.39) is that there is no functional equation for H ′ (UP ′ = {1} when l = n and k = 1). In
turn, we have t0 and 1 on the right hand side of (6.39) but not on the left, and instead of
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f
1
1 , we have M
∗(s, l, τ ⊗ τ∨, ψ)m(s, τ,w)f . The proof of the case k = 1, even l with l ≤ n, is
complete.
The case of odd l is treated as before, by taking 1w−11 = 1w−1, 1δ′0,odd, etc. When
comparing both sides of (6.37) (now with odd l < n), note that on the left hand side w−1 was
replaced with w−11, so again both sides belong to the same space. For l = n we have (6.39).
The proof is similar.
6.4.3. Example: SO3 ×GL1. We provide an example illustrating § 6.4.2 for n = k = 1 (the
integral in [LR05] is different because it was defined for O(3)). We follow the steps leading
to (6.22) and see that Z(s,ω, f) equals
∫
R×R/G×G
⟨ϕ(g1), ϕ∨(g2)⟩∫
F ∗
∫
F
∣a∣−1/2σ−1(a)f(s, δ ( 1 z1
1
)( 1
a−1
) (g1, ιg2))dz dad(g1, g2).
(6.40)
Here matrices in GLr, r = 2,3, are identified with elements in H using the mapping m ↦
diag(m,I6−2r ,m∗). Write δ0 = w−11δ′0δσ0 1wκ●, with
δ′0 = diag(I2,−I2, I2), δσ0 = diag(J2, I2, J2),
w−1 =
⎛⎜⎜⎜⎜⎜⎜⎜⎝
1
1
1
1
1
1
⎞⎟⎟⎟⎟⎟⎟⎟⎠
, κ● = diag(1, J2, J2,1).
(For odd l, δ0 = w−11(1δ′0)δσ0 1wκ●, but since l = n and k = 1, δ′0 = 1δ′0.) Also set
 = 1 = diag(I2, J2, I2), t0 = diag(I2,−2,−1/2, I2), t1 = diag(1,−1, I2,−1,1),
and m(s, τ,w)f(s, h) = ∫F f(s,w−1u(z)h)dz with
u(z) =
⎛⎜⎜⎜⎜⎜⎜⎜⎝
1
1 z
1 −z
1
1
1
⎞⎟⎟⎟⎟⎟⎟⎟⎠
.
Then (6.40) becomes (6.35), which in this case is
∫
R×R/G×G
⟨ϕ(g1), ϕ∨(g2)⟩∫
F ∗
∣a∣−1/2σ−1(a)m(s, τ,w)f(s, δ′δσ0 ( 1 −11 ) ( 1 a ) wκ●(g1, ιg2))d(⋯).
It follows that
γ(s, σ × (τ ⊗ τ−1), ψ)Z(s,ω, f) = σ(−1)τ(−1)I(M∗(s,1, τ ⊗ τ−1, ψ)m(s, τ,w)f).(6.41)
The integral Z∗(s,ω, f) is slightly different from Z(s,ω, f), because k is odd. The element
δodd (e.g., with δ0,odd given by (3.3)) equals δt0t1, where δ is the element appearing in (6.40),
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and Z∗(s,ω, f) equals (compare to (6.40))
∫
R×R/G×G
⟨ϕ(g1), ϕ∨(g2)⟩∫
F ∗
∫
F
∣a∣−1/2σ−1(a)M∗(s, c, τ,ψ)f
(1 − s, δt0t1( 1 z/21
1
)  ( 1
a−1
) (g1, ιg2))dz dad(g1, g2).
Conjugating by t1 and t0, we obtain
∫
R×R/G×G
⟨ϕ(g1), ϕ∨(g2)⟩∫
F ∗
∫
F
∣a∣−1/2σ−1(a)M∗(s, c, τ,ψ)f
(1 − s, δ ( 1 z1
1
)( 1 −a−1 ) t0(g1, ιg2))dz dad(g1, g2).
Decomposing δ0 as above now gives
∫
R×R/G×G
⟨ϕ(g1), ϕ∨(g2)⟩∫
F ∗
∫
F
∣a∣−1/2σ−1(a)m(1 − s, τ−1,w)M∗(s, c, τ,ψ)f
(1 − s, δ′δσ0 ( 1 −11 ) ( 1 −a ) wκ●t0(g1, ιg2))dad(g1, g2),
where m(1−s, τ−1,w)f(1−s, h) = ∫F f(1−s, w−1 u(z)h)dz. Then changing variables a↦ −a
emits σ(−1). Moreover, t0 is the image of (1,diag(1,−1,1)), hence commutes with (g1,1)
and the conjugation of (1, ιg2) by t0 is an outer involution. The integral becomes
σ(−1) ∫
R×R/G×G
⟨ϕ(g1), ϕ∨(g2)⟩∫
F ∗
∫
F
∣a∣−1/2σ−1(a)
m(1 − s, τ−1,w)M∗(s, c, τ,ψ)(t0 ⋅ f)(1 − s, δ′δσ0 ( 1 −11 ) ( 1 a ) wκ●(g1, ιg2))d(⋯).
Therefore
Z∗(s,ω, f) = σ(−1)I((t0 ⋅m(1 − s, τ−1,w)M∗(s, c, τ,ψ)f)).(6.42)
The functional equation (4.5) will show
M∗(s,1, τ ⊗ τ−1, ψ)m(s, τ,w)f = C(1/2)(t0 ⋅m(1 − s, τ−1,w)M∗(s, c, τ,ψ)f),(6.43)
where C(2) = τ(2)2∣2∣2(s−1/2). Thus (6.41) and (6.42) imply
γ(s, π × τ,ψ) = γ(s, σ × (τ ⊗ τ−1), ψ).
The functional equation (4.5) reads
λ(s, c, τ,ψ)f =λ(1 − s, c, τ∨, ψ)(t0 ⋅M∗(s, c, τ,ψ)f).
The left hand side equals
∫
F 3
f(s, ( I3I3 )( 1 −11 ) 
⎛⎜⎜⎜⎜⎜⎜⎜⎝
1 z y
1 x −y
1
1 −x −z
1
1
⎞⎟⎟⎟⎟⎟⎟⎟⎠
)ψ−1(−2y)dz dy dx
= ∫
F 2
m(s,w, τ)f(s, ( 11 ) ( 1 y1 ) δ′0wκ● ( 1 1 x1 ))ψ−1(−2y)dy dx.
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The right hand side equals
∫
F 3
(t0 ⋅M∗(s, c, τ,ψ)f)(s, ( I3I3 )( 1 −11 ) 
⎛⎜⎜⎜⎜⎜⎜⎜⎝
1 z y
1 x −y
1
1 −x −z
1
1
⎞⎟⎟⎟⎟⎟⎟⎟⎠
)ψ−1(−2y)dz dy dx
= ∫
F 2
(t0 ⋅m(1 − s,w, τ−1)M∗(s, c, τ,ψ)f)(s, ( 11 ) ( 1 y1 ) δ′0wκ● ( 1 1 x1 ))ψ−1(−2y)dy dx.
The dy-integrations are again related via (4.5) and we deduce (6.43).
6.4.4. The group GSpinc. Assume G = GSpinc. The integration over MR is changed to
C○G/MR. The applications of Lemma 10 are carried out in GLkc, hence remain valid here.
When we decompose δ0, the elements δ′0 and δ
σ
0 are already fixed, and the representative
for w−1 is fixed as explained in § 3.5. This determines w1, which belongs to Spin2kc. The
decomposition of the conjugation of δ1 into δσ1 δ
′
1, e.g.,
w1((δ−10 κδ0)δ1) = δσ1 δ′1 for even c, is still
valid in H , because δ1, δσ1 , δ
′
1 ∈ NH .
The representation (6.23) is now
IndHL (δ−1/2L (∣det ∣dV (s,Wψ(ρl(τ))⊗ (χ−1π ○ det)Wψ(ρl(τ∨)))) ⊗ V (s,Wψ(ρc′(τ))⊗ χπ)) .
(6.44)
We write m = [a, g] ∈ MR, where a ∈ GLl and g ∈ G′(= GSpinc−2l). Recall that under the
embedding defined in § 3.5, C○G = C
○
G′ . This implies that as m varies in C
○
G/MR, a ∈ GLl and
g ∈ C○G′/G′.
Recall that for the GLl ×GLk integral arising here we use the representation τ ⊗χ−1π τ
∨ (see
(5.2)). For t0 ∈ TGLn , the embedding (t0,1) is given by (3.7). It follows that for a, b ∈ GLl,
w1κ
●(b, ιa) = w1(τ∨2kc(det b)diag(b, . . . , b, Ikc′ , b∗, . . . , b∗, a∗, a, b, . . . , b, Ikc′ , b∗, . . . , b∗))
= τ∨2kc(det bk)(b, a)σ .
Here on the first line, b appears k times before the first block Ikc′, then b∗ appears k−1 times
(recall 2l+c′ = c). So the GLl ×GLk integral we obtain is of the following form: for vectors ξσ
and ξ∨σ in the spaces of σ and σ
∨ (resp.), and a section fσ0 on V (Wψ(ρl(τ))⊗χ−1π Wψ(ρl(τ∨))),
∫
GL△
l
/GLl ×GLl
∫
Uσ
0
⟨σ(b)ξσ, σ∨(a)ξ∨σ ⟩σfσ0 (s, δσuσ0(b, a)σ)ψ−1Uσ(uσ)χπ(det bk)duσ dadb.
Note that for a = b, since fσ0 (s, (b, b)σh) = χ−1π (det bk)fσ0 (s, h), the integrand is well defined on
the quotient. Writing this integral on the right copy of GLl (i.e., factoring out the db-integral)
gives us the GLl ×GLk integral for σ × (τ ⊗ χ−1π τ∨) (given in § 3.4).
To prove w1κ
●(1, ι[Il, g]) = (1, ι′g)′, note that for each of the root subgroups X of G′,
w1κ
●(1, ι[Il,X]) belongs to (1,G′)′ and ι′(w1κ●(1, ι[Il,X])) = (1,X)′, hence w1κ●(1, ι[Il, g]) =(1, ι′g)′ for all g ∈ Spinc′ . This applies to any g ∈ G′ by a direct verification for t ∈ TG′ .
In conclusion, when we reach the formula equivalent to (6.24) or (6.35), we have the inner
GLl ×GLk integral for σ × (τ ⊗χ−1π τ∨) and G′ ×GLl integral for π′ × τ . As in the orthogonal
cases, the GLl ×GLk γ-factor is essentially γ(s, σ × (τ ⊗ χ−1π τ∨), ψ), but because δσ1 and ψUσ
are the inverses of those defined in § 3, this factor is further multiplied by χπ(−1)kl (replace f
in (5.1) with diag(−Ikl, Ikl) ⋅ f). The constant C(2) becomes χπ(−2)klτ(2)2l∣2∣2kl(s−1/2). Also
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for even c, π(iG) = σ(−1)π′(iG′), because the definition of the embedding of GLl ×GSpinc−2l
in MR implies iG = [iGLl, iG′] (see § 3.5). Now (6.27) reads
C(1/2)χπ(−1)klτ(−1)lϑ(s, c′, τ ⊗ χπ, ψ) = ϑ(s, c, τ ⊗ χπ, ψ),
and note that χπ(−1)kl cancels on the left hand side because it also appears in C(1/2).
6.4.5. The group GLn. The proof for any l ≤ n is similar to the case l = n for Sp2n, and so
is considerably simpler than the general case proved in § 6.4.1. This is mainly because even
though here we also apply Lemma 10 twice, we apply it on commuting copies of GLl and
GLc−l, hence these applications may be treated almost independently. In fact, most of the
manipulations for GLn were already described in [CFGKa, Lemma 33], where we handled
the (unramified) case with π induced from P(l,c−l) for any 0 < l < c. We provide a brief
description and when applicable, use notation from § 6.4.1.
Assume ε = σ⊗π′ is a representation of GLl ×GLc−l and π∨ = Ind
G
R(ε∨). The formula (5.2)
takes the form
γ(s, π × τ,ψ) = γ(s, σ × τ,ψ)γ(s, π′ × τ,ψ)
(recall τ = τ0 ⊗ χ−1τ∨0 ). We obtain (6.12), except that the integrand is further multiplied by
χk(det(g1)). Assuming τ is essentially tempered or unitary, we apply Lemma 10 to each of
the (k, c) functionals Wψ(ρc(τ0)) and Wψ(ρc(τ∨0 )) in the inducing data of f(s, ⋅). We obtain
a section in the space of
IndHP(kl,k(c−l),kl,k(c−l))(∣det ∣−(c−l)/2+sWψ(ρl(τ0))⊗ ∣det ∣l/2+sWψ(ρc−l(τ0))(6.45)
⊗ ∣det ∣−(c−l)/2−sχ−1Wψ(ρl(τ∨0 ))⊗ ∣det ∣l/2−sχ−1Wψ(ρc−l(τ∨0 ))).
Let V1 and V2 be the additional unipotent subgroups introduced by the lemma (V1 = V2).
The du0-integration of (6.12) becomes, for fixed g1, g2 ∈ G,
∫
U0
∫
V1
∫
V2
f(s,diag(κl,c−l, κl,c−l)diag(v1, v2)δu0(g1, g2))ψU(u0)dv2 dv1 du0.
We then observe the following properties, which simplify the passage to the analog of (6.19):
(1) δ
−1
0 diag(v1, v2) = diag(v2, v1).
(2) If vi ∈ Vi, diag(v2,v1)δ1 = δ1u′ where u′ ∈ U0 and ψU(u′) = 1.
(3) If vi ∈ Vi, diag(v2, v1) normalizes U0 and fixes ψU ∣U0.
(4) The subgroup diag(V2, Ikc) commutes with (1, g2).
(5) δ0 commutes with diag(κl,c−l, κl,c−l).
(6) diag(κl,c−l, Ikc) commutes with (1, g2).
Applying these properties to the last integral gives
∫
U0
∫
V1
∫
V2
f(s, δ0(κ●δ1)(κ●u0)diag(Ikc, κl,c−lv1)(1, g2)diag(κl,c−lv2, Ikc)(g1,1))ψU(u0)dv2 dv1 du0,
where κ● = diag(κl,c−l, κl,c−l). When we factor (6.12) through UR we use the invariance
properties of the top left (k, l) model in the inducing data of f (see (6.45)), and ψU . We
then form the subgroup U○ generated by U0 and the additional coordinates obtained from
the conjugation of U0 by z ∈ UR.
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We use the notation Hσ, P σ, etc., for the data corresponding to the GLl ×GLk integral,
and H ′, P ′, etc., for the GLc−l ×GLk integral. Let L = P(2kl,2k(c−l)); then diag(Hσ,H ′) =ML.
Define
U● = κ
●
U○ =
⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
⎛⎜⎜⎜⎝
Ikl u1,1 u1,2
Ik(c−l) u2,1 u2,2
Ikl
Ik(c−l)
⎞⎟⎟⎟⎠
⎫⎪⎪⎪⎪⎪⎬⎪⎪⎪⎪⎪⎭
.(6.46)
The bottom left (c − l) × l block of u2,1 is zero, Uσ0 = {( Ikl u1,1Ikl )} and U ′0 = {( Ik(c−l) u2,2Ik(c−l) )}.
Write δ0 = w−1δ′0δ
σ
0w1 with w
−1 = diag(Ikl,w(k(c−l),kl), Ik(c−l)) and w1 = w. Then
Z = δ
′δσw1[u1,2] = diag(Ikl, V(kl,k(c−l)), Ik(c−l)), O = [u2,1].
(This notation was introduced before (6.21).) We obtain (6.22), where the character on Uσ
is ψUσ(uσ), and as above the integrand is twisted by χk(det g1).
The intertwining operator m(s, τ,w) takes f to the space of
IndHL (δ−1/2L ∣det ∣dc−lV (s,Wψ(ρl(τ0))⊗ χ−1Wψ(ρl(τ∨0 )))
⊗ ∣det ∣−dlV (s,Wψ(ρc−l(τ0))⊗ χ−1Wψ(ρc−l(τ∨0 )))),
where for an integer r, dr = (k − 1/2)r. Write m = diag(a, g) ∈M(l,c−l) and conjugate a and g
to the left. We see that
w1(diag(Ikc,κl,c−l)(1,m)) = diag(Ikl, a, I(k−1)l, Ik(c−l), g, I(k−1)(c−l)) = (1, a)σ(1, g)′.
We obtain a formula similar to (6.24), except we have ψUσ(uσ) instead of ψ−ǫ0Uσ (uσ) (and
χk(det g1)). Equality (6.25) takes the form
γ(s, σ × τ,ψ)γ(s, π′ × τ,ψ)Z(s,ω, f)
= π(−1)kϑ(s, c, τ,ψ)I(M∗(s, l, τ,ψ)M∗(s, c − l, τ,ψ)m(s, τ,w)f).
The proof is then complete once we prove
M∗(s, l, τ,ψ)M∗(s, c − l, τ,ψ)m(s, τ,w) =m(1 − s, τ∨,w)M∗(s, c, τ,ψ).
The argument is similar to the proof of (6.26), and simpler because there are no twists to
the characters (e.g., in § 6.4.1 we used ψ−2ǫ0 in the definition of λ2).
6.5. GLn factors - the minimal case. Next we establish (5.8) for n = k = 1, over any local
field (simplifying [LR05, § 9.1] to some extent). The general cases of (5.4) (for all G) and
(5.8) will follow from this.
For any r ≥ 1, let S(F r) be the space of Schwartz–Bruhat functions on the row space F r.
The Fourier transform of φ ∈ S(F r) with respect to ψ is given by φ̂(y) = ∫F r φ(z)ψ(z ty)dz.
For a quasi-character η of F ∗, φ ∈ S(F ) and s ∈ C, Tate’s integral [Tat67] is given by
ζ(s,φ, η) = ∫
F ∗
φ(x)η(x)∣x∣sd∗x.
It is absolutely convergent in a right half plane, admits meromorphic continuation and sat-
isfies the functional equation
γTate(s, η,ψ)ζ(s,φ, η) = ζ(1 − s, φ̂, η−1).(6.47)
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Define the following entire section fτ0,χ,φ on V (τ) = V (τ0 ⊗ χ−1τ−10 ). For φ ∈ S(F 2),
fτ0,χ,φ(s, g) = ∫
F ∗
φ(e2 ( z z ) g)τ0(det(( z z ) g))χ(z)∣det ( z z ) g∣s dz.
Here e2 = (0,1). Since n = 1, we can take the matrix coefficient ω = π−1. Then
Z(s,ω, fτ0,χ,φ) = ∫
F ∗
π−1(g)∫
F ∗
φ(e2 ( z z ) δ ( 1 g ))τ0(−z2g)χ(z)∣det ( z z )g∣s dz dg.
It is absolutely convergent for Re(s) ≫ 0, as a double integral. Consider φ = φ1 ⊗ φ2 with
φ1, φ2 ∈ S(F ). Using a change of variables g ↦ z−1g we see that
Z(s,ω, fτ0,χ,φ) = τ0(−1)ζ(s,φ1, πτ0χ)ζ(s,φ2, π−1τ0).(6.48)
Next we compute M∗(s,1, τ,ψ)fτ0 ,χ,φ. The left hand side of (4.5) is seen to be
τ0(−1)∫
F
∫
F ∗
φ(z, u)ψ−1(z−1u)∣z∣2s−1τ 20 (z)χ(z)dz du.(6.49)
For any φ′ ∈ S(F 2), define F(φ′) ∈ S(F ) by F(φ′)(z) = ∫
F
φ(z, u)du. Then
M(s,1, τ,ψ)fτ0 ,χ,φ(s, g) = τ0(−1)τ0(det g)∣det g∣sζ(2s − 1,F(gφ), χτ 20 ).
Thus by (6.47), and using F̂(gφ)(z) = ĝφ(z,0) and ĝφ = ∣det g∣−1(tg−1) ⋅ φ̂,
γTate(2s − 1, χτ 20 , ψ)M(s,1, τ,ψ)fτ0 ,χ,φ(s, g) = fτ−1
0
,χ−1,φ̂(1 − s,w1,1tg−1).
Using this and a partial Fourier inversion,
λ(1 − s,1, χ−1τ−1, ψ)M(s,1, τ,ψ)fτ0 ,χ,φ(6.50)
= χ(−1)γTate(2s − 1, χτ 20 , ψ)−1∫
F
∫
F ∗
φ(z, u)ψ−1(z−1u)∣z∣2s−1τ 20 (z)χ(z)dz du.
Then from (6.49) and (6.50) we deduce
C(s,1, τ,ψ) = χ(−1)τ0(−1)γTate(2s − 1, χτ 20 , ψ).
Returning to Z∗(s,ω, fτ0,χ,φ) and since φ̂ = φ̂1 ⊗ φ̂2,
Z∗(s,ω, fτ0,χ,φ) = π(−1)ζ(1 − s, φ̂1, π−1τ−10 χ−1)ζ(1 − s, φ̂2, πτ−10 ).(6.51)
Now dividing (6.51) by (6.48) and using (6.47) we conclude
γ(s, π × τ,ψ) = γTate(s, πτ0χ,ψ)γTate(s, π−1τ0, ψ).(6.52)
Of course, in this case the Rankin–Selberg γ-factors are identical with Tate’s.
Remark 34. A similar choice of section fτ0,χ,φ was used in [PSR87a, § 6.1] (with χ = 1)
for any n, for computing the integrals with unramified data by reducing to the integrals of
Godement and Jacquet [GJ72]. Specifically, define fτ0,χ,φ as above, with a Schwartz function
φ on Matn×2n(F ), e2 replaced by ( 0 In ), z ∈ GLn and ∣⋯∣s replaced by ∣⋯∣s+(n−1)/2. When the
representations are unramified, take φ = φ1 ⊗φ2 where φ1, φ2 are the characteristic functions
of Matn(O). Then fτ0,χ,φ is unramified and fτ0,χ,φ(I2n) = b(s, τ0 ⊗χ−1τ−10 ). For unramified ω
we obtain (6.48) for all n, where Tate’s integrals are replaced by the integrals of [GJ72].
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6.6. The minimal case of GSpin2. We explain this case, where G = GSpin2 and k = 1,
because of the unique structure of G. We identify G with MR1,2 , then π = σ ⊗ χπ is a
character. Since we divide by C○G, the integral is written over the coordinate of GL1, denoted
θ∨,G1 (x) = θ∨1 (x). The image of θ∨,G1 (x) in H is α∨0(x−1)α∨1(x−1), which is the coordinate
θ
∨,H
2 (x) of TH when we identify TH with TGL2 × TGSpin0 . Thus
Z(s,ω, f) = ∫
F ∗
σ−1(x)f(s, δ diag(1, x−1, x,1))dx,
which is similar to the integral for SO2. The same manipulations now lead to the GL1 ×GL1
integral for σ × (τ ⊗ χ−1π τ∨) and the γ-factor is hence γ(s, π × τ,ψ) = γ(s, σ × (τ ⊗ χ−1π τ∨)).
6.7. Computation of the integral with unramified data. Although we will deduce
(5.4) directly from (5.2)–(5.3) and (6.52), the value of the integral with unramified data
can be used to determine C(s, c, τ,ψ) with unramified data, and is crucial for the crude
functional equation. This computation was carried out for Sp2n, SO2n and GLn in [CFGKa,
Theorems 28, 29]: using (6.24) (proved in [CFGKa] for l = n and when data are unramified)
we reduced the integral to the GLn ×GLk integral, which was computed using induction
on n. To compute the GL1 ×GLk integral, we reduced it to the Rankin–Selberg integrals
of [JPSS83], by employing an idea of Soudry [Sou93, Sou95] (see § 6.10.2 below for more
details). The result proved was that when all data are unramified,
Z(s,ω, f) = L(s, π × τ)
b(s, c, τ) .(6.53)
Here if G = GLn, τ = τ0 ⊗ χ−1τ∨0 and L(s, π × τ) = L(s, π × χτ0)L(s, π∨ × τ0).
We now complete the cases of SO2n+1 and GSpinc. Assume τ is unitary (see Remark 35
below). Let G = SO2n+1. According to the proof of (5.2) with l = n, Z(s,ω, f) is equal
to (6.35). Since in this case we can assume that g1 and g2 belong to KG, the integration
d(g1, g2) can be ignored (it reduces to the volume ofKG, which is 1). Since c′ = 1, G′ is trivial.
Because f is unramified, using root elimination (see (2.12) and Lemma 10), the integration
over V and O can also be ignored (see [CFGKa, Lemma 27] for details in the case of Sp2n).
Thus (6.35) becomes an integral for GLn ×GLk, multiplied by a du′-integration in H ′, where
the section is obtained by restricting m(s, τ,w)f .
The section m(s, τ,w)f is a scalar multiple of the normalized unramified function in the
space of (6.23) (with (H,L, , d) as defined for SO2n+1). To compute the scalar, we appeal to
the Gindikin–Karpelevich formula ([Cas80b, Theorem 3.1]). Write w−1 = w−10 (knw−11 ) with
w0 = kn diag(Ik(n+1), ( IknIkn ) , Ik(n+1)), w1 = diag(Ikn,w(k,kn),w(kn,k), Ikn).
Then we use multiplicativity to compute m(s, τ,w)f . To compute the contribution of the
operator corresponding to w0, note that the action of the L-group of the Levi part on the
Lie algebra of the L-group of the unipotent subgroup (the subgroup corresponding to z2 in
(6.21), conjugated by knw−11 ) is ∧
2. If τ = IndGLkBGLk
(τ1⊗. . .⊗τk), the unramified representation
of SO2kn is Ind
SO2kn
BSO2kn
(⊗1≤i≤k,1≤j≤nτi∣ ∣s−1/2+j) (use (6.13)). From this operator we obtain
∏
1≤j≤⌊n/2⌋
L(2s + 2j, τ,∨2)
L(2s + 2j + 2⌈n/2⌉ − 1, τ,∨2) ∏1≤j≤⌈n/2⌉
L(2s + 2j − 1, τ,∧2)
L(2s + 2j + 2⌊n/2⌋, τ,∧2) .(6.54)
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For the second operator, the action on the Lie algebra of the L-group of the unipotent
subgroup corresponding to z1 in (6.21) is st⊗ s̃t, the unramified representation is
Ind
GLk(n+1)
BGLk(n+1)
((⊗1≤i≤kτi∣ ∣s−1+k(n+1)/2) ⊗ (⊗1≤i≤k,1≤j≤nτ−1i ∣ ∣−s−j+k(n+1)/2))
and the contribution is
∏
1≤j≤n
L(2s + j − 1, τ × τ)
L(2s + j, τ × τ) =
L(2s, τ × τ)
L(2s + n, τ × τ) .(6.55)
Finally when k > 1, the du′-integral constitutes a Whittaker functional on IndH
′
P ′ (∣det ∣s−1/2τ)
given by the Jacquet integral, applied to the normalized unramified vector. According
to the Casselman–Shalika formula [CS80] (or see [Sou93, p. 97]), the du′-integral equals
L(2s, τ,∧2)−1. Multiplying (6.54), (6.55), L(2s, τ,∧2)−1 and (6.53) for GLn ×GLk, and since
Sp2n(C) is the L-group of SO2n+1, we obtain (6.53) for SO2n+1.
For GSpinc one uses § 6.4.4 and follows the computation of SOc. The contribution of the
intertwining operator, which is given for odd c by (6.54) and (6.55), is now modified to the
twisted versions. Specifically ∨2 and ∧2 change to ∨2χπ and ∧2χπ; τ ⊗ τ changes to τ ⊗χπτ ;
and b(s, c, τ) in (6.53) is replaced with b(s, c, τ ⊗ χπ). The GLn ×GLk integral becomes
L(s, σ ×χπτ)L(s, σ∨ × τ)
b(s, c, τ ⊗ χ−1π τ∨) .
Remark 35. The assumption that τ is unitary is needed in order to apply Lemma 10, which
is used for the proof of (5.2). One may study the case of unramified τ separately, and replace
this assumption by taking an inducing character for τ in “general position”.
6.8. Unramified factors. We handle all groups simultaneously. First use multiplicativity
to reduce to the case n = k = 1, which is further reduced to the GL1 ×GL1 integral using
(5.2). Then (5.4) follows from (6.52) and the computation of Tate’s integrals with unramified
data [Tat67]. Note that for GLn the right hand side of (5.4) is replaced by
L(1 − s, π∨ ×χ−1τ∨0 )L(1 − s, π × τ∨0 )
L(s, π × χτ0)L(s, π∨ × τ0) .
Now we may also deduce the value of C(s, c, τ ⊗χπ, ψ) for unramified data (assuming τ is
unitary, see Remark 35). Indeed, combining (6.53) with (4.8), (5.1) and (5.4), we see that
C(s, c, τ ⊗ χπ, ψ) = b(1 − s, c,χ−1π τ∨ ⊗ χπ)
a(s, c, τ ⊗ χπ) [
L(s, τ)
L(1 − s, τ∨)] .(6.56)
Here the factor in square brackets appears only when H = Sp2kc (because ϑ(s, c, τ ⊗ χπ, ψ)
contains γ(s, τ,ψ) in this case).
6.9. The crude functional equation. We treat all groups together. To lighten the for-
mulas, we omit χπ from the notation, it is easily recovered by looking at (6.56). The global
construction was described in § 0.2 and § 3. Let Eτ be the generalized Speh representation
and V (Eτ) be the global analog of the representation defined in § 3.3 (i.e., we induce from
P (A) and ∣det ∣s−1/2Eτ to H(A)). Let
M(s,Eτ ,wP )f(s, h) = ∫
UP ′(A)
f(s,w−1P uh)du
be the global intertwining operator (UP ′ was defined in § 4).
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Take a standard KH-finite section f of V (Eτ) which is a pure tensor, and a large finite set
S of places of F . According to the functional equation of the Eisenstein series and (4.8),
E(⋅; s, f) = E(⋅; 1 − s,M(s,Eτ ,wP )f) = aS(s, c, τ)
bS(s, c, τ)E(⋅; 1 − s, f ′),(6.57)
where the superscript S denotes the infinite product of local factors over the places outside
S. Since Eτ is irreducible ([MW89]), f ′ ∈ V (E∨τ ), and because the local components of Eτ
are unitary, the representations ρc(τν) are irreducible and Claim 7 implies ρc(τν)∨ = ρc(τ∨ν ),
thus E∨τ = Eτ∨ . Then f
′ ∈ V (Eτ∨) and for ν ∈ S, f ′ν(s, h) =Mν(s, ρc(τν),wP )fν(s, h) (see (4.2),
ρc(τν) and Wψν(ρc(τν)) are isomorphic here).
The global integral (0.3) is Eulerian ([CFGKa, Theorem 1] and Theorem 5), and according
to (6.53) we have
Z(s,ϕ1, ϕ2, f) = LS(s, π × τ)
bS(s, c, τ) ∏ν∈SZ(s,ων , fν).(6.58)
Combining (6.57) and (6.58) for the section bS(s, c, τ)f we obtain
LS(s, π × τ)∏
ν∈S
Z(s,ων , fν) = aS(s, c, τ)
bS(1 − s, c, τ∨)LS(1 − s, π∨ × τ∨)∏ν∈SZ(1 − s,ων , f
′
ν).(6.59)
By definition (5.1) for all ν ∈ S,
γ(s, πν × τν , ψν) = πν(iG)kϑ(s, c, τν , ψν)C(s, c, τν , ψν)Z(1 − s,ων , f ′ν)
Z(s,ων , fν) .
For any ν, let ϑ○(s, c, τν , ψν) = ϑ(s, c, τν , ψν)[γ(s, τν , ψν)−1], where [. . .] appears only for Sp2n.
Let ϑ○(s, c, τ,ψ) and γ(s, τ,ψ) be the products of the corresponding local factors over all
places of F . Then ϑ○(s, c, τ,ψ) = (ϑ○)S(s, c, τ,ψ) = 1. Since γ(s, τ,ψ) = 1, for Sp2n we have
γS(s, τ,ψ)−1∏
ν∈S
ϑ○(s, c, τν , ψν) =∏
ν∈S
ϑ(s, c, τν , ψν).
Then by (6.56), and using π(iG) = πS(iG) = 1,
CS(s, c, τ,ψ) = bS(1 − s, c, τ∨)
aS(s, c, τ) [γS(s, τ,ψ)−1] =∏ν∈S πν(iG)
kϑν(s, c, τν , ψν)bS(1 − s, c, τ∨)
aS(s, c, τ) .
(6.60)
Let C(s, c, τ,ψ) =∏ν C(s, c, τν , ψν). Below we show C(s, c, τ,ψ) = 1. Then when we multiply
(6.59) by C(s, c, τ,ψ) and use (6.60) and (5.1), we obtain (5.10), i.e.,
LS(s, π × τ) =∏
ν∈S
γ(s, πν × τν , ψν)LS(1 − s, π∨ × τ∨).
It remains to prove C(s, c, τ,ψ) = 1. To this end consider the Fourier coefficient
∫
Yk,c(F )/Yk,c(A)
E(u; s, f)ψ−1k,c(u) du,(6.61)
with Yk,c and ψk,c as defined after (4.3). We unfold the Eisenstein series and analyze the
contribution from each representative of P /H/Yk,c, as in the proof of Theorem 24. When
Re(s)≫ 0, (6.61) equals
∫
UP ′(A)
∫
V
(ck)
(F )/V
(ck)
(A)
f(s, vδ0u)ψ−1k,c(vu) dv du.
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Denote the inner integration by Wψ(δ0u ⋅ f). It is factorizable because (Eτ)ν supports a
unique (k, c) functional for all ν. Thus for a factorizable f , Wψ(δ0u ⋅ f) =∏νWψν(δ0uν ⋅ fν)
and we obtain
∏
ν
λν(s, c, τν , ψν)Wψν(fν).(6.62)
On the other hand, applying the functional equation (6.57) then recomputing (6.61) we have
∏
ν
λν(1 − s, c, τ ′ν , ψν)Mν(s,Wψν (ρc(τν)),wP )Wψν(fν),(6.63)
or the modified version for the groups H = SOc,GSpinc when c and k are odd (with kc and t0,
see after (4.5)). Equating (6.62) and (6.63) and looking at (4.5) we conclude C(s, c, τ,ψ) = 1.
6.10. The GLn-factors.
6.10.1. Proof of (5.8). The multiplicativity was proved above for GLn as well. Hence over
archimedean fields, by Casselman’s subrepresentation theorem [Cas80a], the proof reduces
to the minimal case, which was already proved in § 6.5. Over p-adic fields, by (5.2) and (5.3)
we reduce to (irreducible) supercuspidal representations.
Now assume that π is a supercuspidal representation of GLn. Hence π is also generic (and
τ is always generic). Then we can use the global argument in [Sha90, § 5]: take a number
field F and embed π and τ as the components of two irreducible cuspidal automorphic
representations at a place ν0 of F , and similarly globalize ψ (implicitly using (5.7)). We can
further assume that at all places ν ≠ ν0 the local representations are quotients of principal
series. The p-adic case then follows from (5.10), (5.2), (5.3), (6.52) and because the same
global property is satisfied by the product of Rankin–Selberg γ-factors appearing on the
right hand side of (5.8).
6.10.2. The GLn-factors - n = 1. Although we already deduced (5.8), it is illustrative to
provide a direct proof for n = 1 and k > 1. More importantly, results of this section and
Corollaries 39 and 40 in particular, will be used below to deduce archimedean meromorphic
continuation (§ 6.13), and to detect the poles of the integrals in § 8, which is a key local
result for the proof of entireness of the global complete L-function in Theorem 66. Assume
k > 1, up to Corollary 41.
The argument was adapted from [CFGKa], where it was used to complete the computation
of the integrals for G ×GLk with unramified data (see § 6.7). We follow (and elaborate on)
the proof of [CFGKa, Proposition 34], which was given for unramified data, but the relevant
manipulations are valid in general and over any local field.
Let π and χ be quasi-characters of F ∗ and τ0 be an irreducible generic representation of
GLk. Since n = 1, ω(a) is a scalar multiple of π−1(a), so that we can re-denote the integral
Z(s,ω, f) by Z(s, f), where f ∈ V (Wψ(τ0)⊗ χ−1Wψ(τ∨0 )). Then
Z(s, f) = ∫
F ∗
∫
U0
f(s, δu0 diag(Ik, a, Ik−1))ψU(u0)π−1(a)du0 d∗a.(6.64)
It is absolutely convergent as a multiple integral, in a right half plane depending only on
π and τ0, and over archimedean fields it is continuous in the input data (in its domain of
convergence). In this domain it belongs to (3.9), which here becomes
HomGL1 ×GL1(JU,ψ−1U (V (s,Wψ(τ0)⊗ χ−1Wψ(τ∨0 ))), (χkπ)−1 ⊗ π).(6.65)
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Specifically,
Z(s, (b, a)u ⋅ f) = ψ−1U (u)χ−1(bk)π(a)π−1(b)Z(s, f), ∀a, b ∈ GL1, u ∈ U.(6.66)
We study Z(s, f) by relating it to the integral
∫
V −
(k−1,1)
∫
F ∗
λ−1((diag(I2k−1, a)[v]w′(k−1,1)) ⋅ f)π−1(a)∣a∣−η+k−1 d∗adv,(6.67)
where λ−1 = λ−1(s,1, τ0 ⊗ χ−1τ∨0 , ψ) is the functional from (4.5) except that ψ appearing in
(4.3) is replaced with ψ−1 (cf. λ2(⋯) in § 6.4.1); [v] = diag(Ik, v) for v ∈ V −(k−1,1) and we
also identify v with a row vector in F k−1; w′(k−1,1) = diag(Ik,w(k−1,1)); and η is an additional
complex parameter. The proofs of the following two results appear below.
Claim 36. Integral (6.67) is absolutely convergent for Re(η)≫ 0 and admits meromorphic
continuation in η and s. It is a meromorphic function of s when η = 0. Over archimedean
fields the continuation in η and s, and only in s when η = 0, is continuous in the input data.
To relate Z(s, f) to (6.67) we follow the idea of Soudry [Sou93, p. 70] (also used in
[Sou00, Kap13a], the particular variant we use appeared in [Sou95] for archimedean fields).
Since in its domain of convergence (6.67) belongs to (6.65) with π replaced by ∣ ∣ηπ (direct
verification of (6.66)), so does its meromorphic continuation. Taking η = 0, the meromorphic
continuation of (6.67) belongs to (6.65) itself. By [CFGKa, Lemma 35] (for p-adic fields,
the proof over archimedean fields is similar) this space is at most one dimensional, outside a
discrete subset of s. Thus comparing Z(s, f) in its domain of convergence to the meromorphic
continuation of (6.67), they are proportional.
We will compute the proportionality factor using a direct substitution. It will turn out to
be γRS(s, π−1×τ0, ψ)π(−1)k−1, and therefore we deduce a functional equation relating Z(s, f)
to (6.67) as meromorphic continuations. The bonus is over archimedean fields: we deduce
the meromorphic continuation and continuity of the continuation for Z(s, f), from that of
(6.67) (over p-adic fields we a priori know Z(s, f) is meromorphic, though this is another
method for proving it).
Claim 37. As meromorphic continuations γRS(s, π−1 × τ0, ψ)π(−1)k−1Z(s, f) is equal to
integral (6.67) with η = 0.
Next we apply (4.5) to (6.67) and obtain
γRS(s, π−1 × τ0, ψ)χ(−1)kπ(−1)k−1Z(s, f)
= ∫
V −
(k−1,1)
∫
F ∗
λ−1((diag(I2k−1, a)[v]w′(k−1,1)) ⋅M∗(s,1, τ0 ⊗ χ−1τ∨0 , ψ)f)π−1(a)∣a∣k−1 d∗adv.
Here the left hand side was multiplied by χ(−1)k, because we used (4.5) with λ−1, and the
right hand side is regarded as the meromorphic continuation with η = 0. Applying Claim 37
again, to the last integral, we obtain
γRS(1 − s, π−1 × χ−1τ∨0 , ψ)−1γRS(s, π−1 × τ0, ψ)χ(−1)kZ(s, f) = Z∗(s, f).
(Z∗(s, f) = Z(1 − s,M∗(s,1, τ0 ⊗ χ−1τ∨0 , ψ)f).) Since by [JPSS83],
γRS(s, π × χτ0, ψ)γRS(1 − s, π−1 × χ−1τ∨0 , ψ) = π(−1)kχ(−1)kτ0(−1)
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(direct verification using [JPSS83, § 2], see also [FLO12, § 9]), we deduce
γ(s, π × (τ0 ⊗ χ−1τ∨0 ), ψ) = γRS(s, π ×χτ0, ψ)γRS(s, π−1 × τ0, ψ).
This completes the verification of (5.8) for n = 1 and k > 1, once we justify the formal
application of (4.5).
Indeed write a general element of V −(k−1,1) as ( Ik−1v 1 ). Let Yi be the subgroup of elements
of V −(k−1,1) where all but the i-th coordinate of v are zero, X be the subgroup of matrices
diag(Ik−1,( Ik−1 x1
1
)),
and Xi < X , 1 ≤ i ≤ k − 1, be the subgroup of elements where all coordinates of x other than
xi are zero. Then for any a ∈ F ∗, v ∈ Yi and x ∈ Xi,
λ−1((diag(I2k−1, a)[v]w′(k−1,1)w′(k−1,1)−1x) ⋅ f) = ψ(xivi)λ−1((diag(I2k−1, a)[v]w′(k−1,1)) ⋅ f).
Thus as in Lemma 10, as a function of v the integrand is a Schwartz function.
Proof of Claim 36. First change a ↦ a−1 in (6.67). Recall that if σ is an admissible finitely
generated representation of GL2k, which admits a unique Whittaker model with respect to
ψ, andW is a Whittaker function in this model, W̃ (h) =W (J2kth−1) is a Whittaker function
in the Whittaker model of σ∗ with respect to ψ−1 (see e.g., [JPSS83, § 2.1]; σ∗ was defined
before Claim 7). Using this we see that (6.67) is a Rankin–Selberg integral for GL1 ×GL2k
and
π × IndGL2kP(k2)
(∣det ∣s−1/2χτ0 ⊗ ∣det ∣1/2−sτ∨0 ),(6.68)
of the type [JPSS83, § 2.4(3)] (with j = k − 1 in the notation of loc. cit.). In particular it is
absolutely convergent for η ≫ 0 ([JPSS83, JS90]).
Over p-adic fields the integral is a meromorphic function of η and s, by Bernstein’s con-
tinuation principle [Ban98], and by [JPSS83, Theorem 3.1] the poles are contained in
L(η + s, π × χτ0)L(η + 1 − s, π × τ∨0 ).
Thus we may take η = 0 and still obtain a meromorphic function of s.
Over archimedean fields, by Jacquet and Shalika [JS90, Theoerm 5.1] this integral admits
meromorphic continuation in η, and by Jacquet [Jac09, Theorem 2.3] this continuation is
furthermore continuous in the input data, namely the section from the induced representa-
tion, when s is fixed. When we apply the Whittaker functional λ−1 to an entire section f , the
result is a Whittaker function which is still entire in s. Therefore the continuation of (6.67)
is continuous in f , even when s varies. The poles are still located in the aforementioned
product of L-factors, and again we let η = 0. Hence (6.67) admits meromorphic continuation
which is continuous in the input data. 
Remark 38. As explained above, the integrand of (6.67) is a Schwartz function on v, hence
one may reduce to an integral over F ∗, then obtain the continuity statement of Claim 36
directly using the asymptotic expansion of Whittaker functions from [Sou95, § 4].
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Proof of Claim 37. We begin with a general observation. For t,m ∈ F , a section ξ ∈ V (Wψ(τ0)⊗
χ−1Wψ(τ∨0 )) and a Schwartz function φ on F , define
ℓ(m) = diag(Ik−1, ( 1 m1 ) , Ik−1) ∈ UP , [t] = diag(Ik, ( 1 t1 ) , Ik−2),
φ(ξ)(s, h) = ∫
F
ξ(s, hℓ(m))φ(m)dm.
For any ξ,
∫
U0
ξ(s, δ0ℓ(b)u0[t])ψU(u0)du0 = ψ((1 − b)t)∫
U0
ξ(s, δ0ℓ(b)u0)ψU(u0)du0.
Since ∫F ψ((1 − b)t)dt = 0 unless b = 1, and noting that δ1 = ℓ(1),
∫
U0
ξ(s, δu0)ψU(u0)du0 = ∫
F
∫
F
∫
U0
ξ(s, δ0ℓ(b)[t])ψU(u0)du0 dtdb.
Applying this to Z(s, f) we obtain
∫
F ∗
∫
F
∫
F
∫
U0
f(s, δ0ℓ(b)u0[t]ea)ψU(u0)π−1(a)du0 dtdbd∗a.(6.69)
Here ea = diag(Ik, a, Ik−1), for brevity. This integral is defined in the domain of definition of
Z(s, f), but is not absolutely convergent as a multiple integral. Nonetheless, consider the
integral formally obtained from (6.69) by changing the order of integration dtdb to dbdt:
∫
F ∗
∫
F
∫
F
∫
U0
f(s, δ0ℓ(b)u0[t]ea)ψU(u0)π−1(a)du0 dbdtd∗a.(6.70)
First we show that in a right half plane depending only on the representations,
∫
F ∗
∫
F
RRRRRRRRRRRRR
∫
F
∫
U0
f(s, δ0ℓ(b)u0[t]ea)ψU(u0)π−1(a)du0 db
RRRRRRRRRRRRR
dtd∗a <∞.(6.71)
We can shift ea to the left of δ0, multiplying the measure by ∣a∣1−k. Observe that, as in the
proof of Proposition 20, in a domain of this form
∫
F ∗
∫
UP
∣f(s, δ0eaδ0u)π−1(a)∣ ∣a∣1−k dud∗a <∞.(6.72)
It remains to show that t belongs to the support of a Schwartz function (which may depend
on f). Consider a Schwartz function φ on F and the integral
∫
F ∗
∫
F
RRRRRRRRRRRRR
∫
F
∫
U0
∫
F
f(s, δ0eaδ0ℓ(b)u0[t]ℓ(m))φ(m)ψU (u0)π−1(a)∣a∣1−k dmdu0 db
RRRRRRRRRRRRR
dtd∗a.
We see that ℓ(−m)[t] = um,t[t], where um,t ∈ UP is such that ψ(um,t) = ψ−1(mt). We can freely
change the order of integration dmdu0db to du0dbdm, because of (6.72) and the Schwartz
function. Then we can also change variables b↦ b −m. We obtain
∫
F ∗
∫
F
RRRRRRRRRRRRR
∫
F
∫
U0
f(s, δ0eaδ0ℓ(b)u0[t])φ̂(t)ψU(u0)π−1(a)∣a∣1−k du0 db
RRRRRRRRRRRRR
dtd∗a.
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As in the proof of Lemma 10, this proves (6.71) (e.g., over archimedean fields write f as a
linear combination of φi(fi) using [DM78]).
Now a direct verification shows that (6.70) also belongs to (6.65). Assume for the moment
that (6.70) admits meromorphic continuation. Then we can compare (6.69) (or Z(s, f)) to
(6.70) in the domain of definition of (6.69). We show the proportionality factor is 1, by
proving that (6.70) for φ(f) is Z(s,φ(f)). Indeed, after shifting ea to the left, conjugating[t] by ℓ(m), and changing b ↦ b −m, integral (6.70) becomes
∫ f(s, δ0eaδ0ℓ(b)u0[t])ψ(mt)φ(m)ψU (u0)π−1(a)∣a∣1−k dmdu0 dbdtd∗a
= ∫ f(s, δ0ℓ(b)u0[at]ea)φ̂(t)ψU(u0)π−1(a)∣a∣du0 dbdtd∗a
= ∫ f(s, δ0ℓ(b)u0ea)ψ(t(1 − b))φ̂(a−1t)ψU(u0)π−1(a)du0 dbdtd∗a.
Changing b ↦ b + 1, then shifting ℓ(b) to the right (thereby changing b↦ a−1b), we have
∫ f(s, δu0eaℓ(b))ψ(−ba−1t)φ̂(a−1t)ψU(u0)π−1(a)∣a∣−1 du0 dbdtd∗a.
Now we change t↦ at (eliminating ∣a∣−1), then we can change dbdt↦ dtdb, and since by the
Fourier inversion formula ∫F φ̂(t)ψ(−bt)dt = φ(b), we obtain Z(s,φ(f)).
To proceed we describe a special choice of data, for which we can compute both (6.70)
(in its domain of definition) and (6.67) (in Re(η) ≫ 0, then for η = 0 in Re(s) ≪ 0, then
in the domain of (6.70) by meromorphic continuation). The proportionality factor will
be γRS(s, π−1 × τ0, ψ)π(−1)k−1. The claim follows, because we deduce the meromorphic
continuation of (6.70), then the argument above readily implies that the continuations of
Z(s, f) and (6.70) are identical.
Let W ∈ Wψ(τ0). Over a p-adic field, choose f ′ such that δ0 ⋅ f ′ is right-invariant by a
small neighborhood of the identity N in H , supported in PN , and such that for all a ∈ GLk,
δ0 ⋅f ′(s,diag(a, Ik)) = ∣deta∣s−1/2+k/2W (a) (N depends on W ). Over archimedean fields take
δ0 ⋅ f ′ supported in PU−P such that δ0 ⋅ f
′(s,diag(a, Ik)u) = ∣deta∣s−1/2+k/2W (a)φ′(u) for all
u ∈ U−P , where φ
′ is a Schwartz function on F k
2
and ∫F k2 φ′(u)du = 1.
Then over p-adic fields we take f = φ(f ′) where φ is such that for all s and h,
∫
F
f ′(s, h[t])φ̂(t)dt = f ′(s, h)
(i.e., for φ̂ supported near 0, f ′ becomes right-invariant on [t]). Over archimedean fields by
the Dixmier–Malliavin Lemma [DM78] we can take fi and φi such that
l
∑
i=1
∫
F
fi(s, h[t])φ̂i(t)dt = f ′(s, h).
Then we take f = ∑li=1 φi(fi). For convenience, we use this notation (with l = 1) also in the
p-adic case.
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Plugging f into (6.70), conjugating ea to the left and using the definition of f , we obtain
∫
F ∗
∫
F
∫
F
∫
U0
l
∑
i=1
∫
F
fi(s, δ0eaδ0ℓ(b)u0[t]ℓ(m))φi(m)ψU(u0)π−1(a)∣a∣1−k dmdu0 dbdtd∗a
= ∫
F ∗
∫
F
∫
F
∫
U0
l
∑
i=1
fi(s, δ0eaδ0ℓ(b)u0[t])φ̂i(t)ψU(u0)π−1(a)∣a∣1−k du0 dbdtd∗a.
Here again we first changed dmdu0db to du0dbdm, before changing variables u0 ↦ u0u−1m,t and
b ↦ b−m. As above, since φ̂i is a Schwartz function and using (6.72), we can further change
du0 dbdt to dtdu0 db, then by the definition of the functions fi and φi, we have
∫
F ∗
∫
F
∫
U0
f ′(s, δ0eaδ0ℓ(b)u0)ψU(u0)π−1(a)∣a∣1−k du0 dbd∗a.
Again by (6.72) we may change the order of integration du0 dbd∗a to d∗adu0 db, and we also
write u = ℓ(b)u0 and extend ψU to UP trivially on ℓ(b). We reach
∫
UP
∫
F ∗
f ′(s, δ0eaδ0u)ψU(u)π−1(a)∣a∣1−k d∗adu.
Then by our definition of f ′ (e.g., over p-adic fields the integrand vanishes unless the coor-
dinates of u are small) we obtain
∫
F ∗
W (diag(a, Ik−1))π−1(a)∣a∣s−(k−1)/2 d∗a.(6.73)
This is the Rankin–Selberg integral for GL1 ×GLk and π−1×τ0 ([JPSS83, § 2.4(3)] with j = 0).
To compute (6.67) for the same f , write v = (t, v′) where t is the leftmost coordinate of v,
conjugate diag(I2k−1, a)diag(Ik, ( Ik−1(0,v′) 1 ))w′(k−1,1) to the left and arrive at
∫
F
∫
F k−2
∫
F ∗
∫
UP
f(s,( 0 1 00 0 Ik−2
a 0 v′
) δ0u[t])ψ(u)π−1(a)∣a∣−η+1−k dud∗adv′ dt
= ∫
F k−2
∫
F ∗
∫
UP
l
∑
i=1
∫
F
fi(s,( 0 1 00 0 Ik−2
a 0 v′
) δ0u[t])φ̂i(t)ψ(u)π−1(a)∣a∣−η+1−k dtdud∗adv′.
The justification for the formal steps is similar to the above (but simpler) and again we
use (6.72). Then exactly as above, we end up with the other side of the Rankin–Selberg
functional equation (the version in [Sou93, p. 70])
∫
F k−2
∫
F ∗
W (( 0 1 00 0 Ik−2
a 0 v′
))π−1(a)∣a∣−η+s−(k−1)/2 d∗adv′.
This integral is absolutely convergent for Re(η)≫ 0, but moreover, for ζ = 0 it is absolutely
convergent for Re(s)≪ 0 and admits meromorphic continuation given by
∫
F k−2
∫
F ∗
W (( 0 1 00 0 Ik−2
a 0 v′
))π−1(a)∣a∣s−(k−1)/2 d∗adv′.(6.74)
Since (6.73) and (6.74) are related by γRS(s, π−1 × τ0, ψ)π(−1)k−1, the proof is complete. 
The following corollary also appeared in [CFGKa, Proposition 34].
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Corollary 39. Assume π, χ, τ0 and ψ are unramified (in particular F is p-adic). Let ω0 and
f 0 be the normalized unramified vectors (normalized to 1 on the identity). Then in C(q−s),
Z(s,ω0, f 0) = L(s, π × χτ0)L(s, π−1 × τ0)/b(s,1, τ0 ⊗ χ−1τ∨0 ).(6.75)
The L-functions on the right hand side are the Rankin–Selberg L-functions for GL1 ×GLk.
Proof. By definition ω0(g) = π−1(g), so that Z(s,ω0, f 0) = Z(s, f 0). Fix s and for any section
f , put
Wf(h) = λ−1(s,1, τ0 ⊗ χ−1τ∨0 , ψ)(h ⋅ f), h ∈ GL2k .
This function belongs to the Whittaker model of the representation
Is = Ind
GL2k
P(k2)
(∣det ∣s−1/2τ0 ⊗ ∣det ∣1/2−sχ−1τ∨0 ).
We take Re(s) ≫ 0, then we can also assume Is is irreducible. By Claim 37, γRS(s, π−1 ×
τ0, ψ)π(−1)k−1Z(s, f) is equal to (6.67) (in C(q−s)), and we also proved that the integrand
of the latter is a Schwartz function on v. When f = f 0 is unramified, the dv-integral reduces
to the measure of V −(k−1,1)(O), which is 1. Thus we obtain
∫
F ∗
Wf0(diag(I2k−1, a))π−1(a)∣a∣−η+k−1 d∗a.
Denote W̃f(h) =Wf(J2kth−1). This is a Whittaker function in the Whittaker model of
I′s = Ind
GL2k
P−
(k2)
(∣det ∣1/2−sτ∨0 ⊗ ∣det ∣s−1/2χτ0) = IndGL2kP(k2)(∣det ∣s−1/2χτ0 ⊗ ∣det ∣1/2−sτ∨0 )
(see [JPSS83, § 2.1]). Here P −(k2) is a lower parabolic subgroup and to pass to the representa-
tion induced from P(k2) we use left translation by w(k2). Changing a↦ a−1, the last integral
equals
∫
F ∗
W̃f0(diag(a, I2k−1))π(a)∣a∣η+1−k d∗a,(6.76)
where W̃f0 is unramified and W̃f0(I2k) = Wf0(I2k). This is a Rankin–Selberg integral for
GL1 ×GL2k and π × I′s.
According to the Casselman–Shalika formula [CS80], W̃f0(I2k) = b(s,1, τ0 × χ−1τ∨0 )−1 ≠ 0.
Since Is is irreducible, we may apply [JS81b, Proposition 2.3] and deduce that in C(q−η),
∫
F ∗
W̃f0(diag(a, I2k−1))π(a)∣a∣η+1−k d∗a = W̃f0(I2k)L(η + 1/2, π × I ′s).(6.77)
This L-function is defined using the Satake isomorphism, and hence
L(η + 1/2, π × I ′s) = L(η + s, π ×χτ0)L(η + 1 − s, π × τ∨0 ).
In particular we may set η = 0 and deduce that (6.76) equals
W̃f0(I2k)L(s, π × χτ0)L(1 − s, π × τ∨0 ).
Combining this with γRS(s, π−1 × τ0, ψ)−1 we deduce (6.75), in C(q−s). 
Corollary 40. For each pole of the Rankin–Selberg GL1 ×GLk L-function L(s, π−1×τ0) with
multiplicity m we can find an entire section f (smooth over archimedean fields) such that
Z(s,ω, f) contains this pole with multiplicity m.
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Proof. To produce the prescribed pole we need to be able to produce a GL1 ×GLk integral for
π−1 × τ0 with an arbitrary Whittaker function W for τ0 (over p-adic fields see [JPSS83], over
archimedean fields [CPS04, § 1.3], one may even use KGLk -finite vectors). The substitution
we used in the proof of Claim 37 to obtain (6.73) produced this integral from Z(s,ω, f). 
Corollary 41. Assume k = 1. Then Corollary 39 still holds. Moreover, Corollary 40 applies
now to any n.
Proof. For the first assertion see Remark 34. To produce the poles, where now π is a
representation of GLn and n ≥ 1, one uses f such that δ0 ⋅ f is supported in the open Bruhat
cell PU−P (see also [Yam14, § 5.3, § 7]), to obtain a Godement–Jacquet integral [GJ72]. The
latter integral produces any pole with multiplicity by [GJ72, Jac79]. 
Remark 42. The results of this section can also be formulated for (reducible) representations
of Whittaker type (defined in [JPSS83, § 2.1]).
6.11. Duality. This is known for G = Sp0, clear for GSpinc with c < 2 since the γ-factors
are trivial, and also holds for SO2 and GSpin2 by (5.2) and (5.8).
For the general case we follow a local-global method similar to [Kap15, § 5]. According
to the multiplicative properties, it is enough to show (5.5) for supercuspidal representations.
These we can globalize as in § 6.10.1, using the globalization argument of Henniart [Hen84,
Appendice 1] (π is in general not generic), and using (5.7) we simultaneously globalize ψ.
We can assume that at all places except ν0 (where we embed π and τ), the representations
are quotients of principal series representations.
We can then write πν (ν ≠ ν0) as the quotient of Ind
G(Fν)
R(Fν)(σν ⊗ χπν), where R < G is a
maximal parabolic subgroup, σν is a principal series representation of GLn(Fν) and σν ⊗χπν
is a representation of MR(Fν). Then by (5.2) and (5.8),
γ(s, πν × χ−1πντν , ψν) = γRS(s, σν × τν , ψν)γRS(s, σ∨ν × χ−1πντν , ψν).(6.78)
Since σν is a principal series, we can permute the inducing character of σν to obtain a
principal series representation σ′ν such that π
∨
ν is a quotient of Ind
G(Fν)
R(Fν)(σ′ν∨ ⊗ χ−1πν). Then
γ(s, π∨ν × τν , ψν) = γRS(s, σ′ν × τν , ψν)γRS(s, σ′ν∨ × χ−1πντν , ψν).(6.79)
The Rankin–Selberg γ-factors appearing in (6.78) and (6.79) are equal, hence
γ(s, π∨ν × τν , ψν) = γ(s, πν × χ−1πντν , ψν).
This folds for all ν ≠ ν0, thus also at ν0 by (5.10).
6.12. Functional equation. According to (4.7) and since
ϑ(s, c, τ ⊗ χπ, ψ)ϑ(1 − s, c,χ−1π τ∨ ⊗ χπ, ψ) = χπ(−1)knτ(−1)N ,
γ(s, π × τ,ψ)γ(1 − s, π × χ−1π τ∨, ψ) = χπ(−1)knτ(−1)N . Then (5.5) and (5.7) imply (5.6).
6.13. Archimedean meromorphic continuation. In this section we deduce the mero-
morphic continuation, and the continuity of this continuation in the input data (matrix
coefficient and section), of the functional λ(s, c, τ,ψ) and the integral Z(s,ω, f). We follow
the idea of Soudry [Sou95] and prove this using multiplicativity arguments.
We begin with the integral. Since the field is archimedean, we may assume that π is
an irreducible quotient of a principal series representation induced from quasi-characters
π1, . . . , πn and χπ (for GSpinc), of F
∗. Write τ = IndGLkPβ (⊗di=1∣det ∣aiτi) where τi are tempered
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and a1 > . . . > ad. For ζ ∈ Cd, let τζ = Ind
GLk
Pβ
(⊗di=1∣det ∣ζi+aiτi). For ζ in general position,
ρc(τζ) is a subrepresentation of (2.3) (for such ζ we may permute the representations in the
inducing data to obtain this). Hence the realization of the (k, c) model given in § 2.4 is
applicable to ρc(τζ), and we may then argue as in § 6.4 (e.g., § 6.4.1), to write the integral
for π× τζ in the form (6.24) (or similar, depending on G). Note that the realization (6.11) of
ω is continuous in the input vectors ϕ and ϕ∨ (by the Iwasawa decomposition). The integral
d(g1, g2) in (6.24) is over a compact group, hence can be ignored for our purpose here (see the
proof of [Sou95, § 5, Lemma 1]). We obtain an integrand which is a Schwartz function on the
outer integration domain V ×O (see [CFGKa, pp. 36–38] and the paragraph before (6.29)),
and the inner integration is a GLn ×GLk integral. Assuming the latter integral enjoys the
prescribed analytic properties, we can then deduce them for the G×GLk integral. Note that
if c is odd, there is an additional inner integration du′ which is a Whittaker functional (see
after (6.35)), whose analytic properties are known ([Jac67, Sha80]).
Repeating the arguments of § 6.4.5 we reduce to the case of n = 1 and the representations
πi × (τζ ⊗ χ−1π τ∨ζ ). We assume k > 1, since for k = 1 meromorphic continuation in s and
continuity in the input data can be checked directly (when n = k = 1). Now as described in
§ 6.10.2, the analytic properties of the GL1 ×GLk integral follow from those of (6.67), which
here takes the form
∫
V −
(k−1,1)
∫
F ∗
λ−1(s,1, τζ ⊗ χ−1π τ∨ζ , ψ)((diag(I2k−1, a)[v]w′(k−1,1)) ⋅ f)π−1i (a)∣a∣−η+k−1 d∗adv.
By Claim 36, this integral admits meromorphic continuation in η which is continuous in
the input data ([JS90, Jac09]). This continuation becomes continuous in f because the
Whittaker functional is holomorphic, now in ζ and s. The poles are contained in
L(η + s + ζ, πi × χπτ)L(η + 1 − s − ζ, πi × τ∨).
Thus we may take η = 0. We deduce that the original G × GLk integral for π × τζ admits
meromorphic continuation in s, which is continuous in the input data (ω, f), and its poles
are contained in the product of the above L-factors, with η = 0, over all 1 ≤ i ≤ n. We
conclude the result for π × τ by taking ζ = 0 (for ζ = 0, ρc(τζ) = ρc(τ)).
Regarding λ(s, c, τ,ψ), the meromorphicity and continuity properties are consequences
of (6.29), which expresses the functional as the composition of an intertwining operator
m(s, τ,w) with similar functionals on GL2kl and a lower rank group H ′ of the type of H , and
with the integral of a Schwartz function. Since the field is archimedean, we may already take
l = n, then if c is odd we have an additional Whittaker functional (λ(s, c′, τ ⊗χπ, ψ), c′ = 1).
The intertwining operator satisfies the conditions we need (see e.g., [KS71, Sch71, KS80]).
Applying the general linear groups analog of (6.29) to GL2kl, we reduce to products of such
functionals on GL2k, which are already Whittaker functionals. As above we first work with
τζ to utilize § 2.4 (the proof of (6.29) also uses Lemma 10), then take ζ = 0.
Remark 43. The twist by ζ is only needed in order to regard ρc(τ) as a subrepresentation
of (2.3), then use § 2.4. If τ is unitary, no additional twist is needed.
Corollary 44. For any given s, one can find ω and an entire section f of V (Wψ(ρc(τ)) ⊗
χπ), which is also KH-finite, such that Z(s,ω, f) ≠ 0 and the integral is holomorphic in a
neighborhood of s.
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Proof. A similar nonvanishing result was obtained in Proposition 21, albeit with a smooth
section. TheKH-finite vectors are dense in V (s,Wψ(ρc(τ))⊗χπ) and any such vector extends
to a KH-finite section f ∈ V (Wψ(ρc(τ))⊗χπ). Since we proved that the integral is continuous
in the input data, we deduce Z(s,ω, f) ≠ 0 for some KH-finite section f . Then because s is
not a pole, there is a neighborhood of s where the integral is also holomorphic.
Alternatively, we may also reduce the proof using Corollary 33, to the case k = 1, were it
is known ([KR90, Theorem 3.2.2]). To explain this, first assume τ is an essentially square-
integrable representation of GL2. Then by Lemma 8, ρc(τ) is a quotient of IndGL2kP(c2) (⊗2i=1ρc(τi))
where each τi is a quasi-character. In the notation of Corollary 33, let ω and f ′ ∈ V ′(Wψ(ρc(τ2))⊗
χπ) be such that Z(s,ω, f ′) ≠ 0 (f ′ is smooth). One can then find a smooth entire section
f ∈ V (Wψ(ρc(τ)) ⊗ χπ) such that Z(s,ω, f) = Z(s,ω, f ′). For a general τ we obtain this
result by first applying Lemma 8 and Corollary 33 to reduce to the square-integrable case
(or directly to k = 1). The result for KH-finite sections follows as above. 
6.14. Archimedean property. Using (5.2)–(5.3) and the twisting property we reduce to
the case where π and τ are square-integrable. Now we apply Casselman’s subrepresentation
theorem [Cas80a], to regard both π and τ as quotients of principal series representations.
Then we can certainly use (5.2) and (5.8) to reduce to GL1 ×GL1 factors, which are Tate
γ-factors, but it is a priori not clear how they relate to the Langlands parametrization.2
Recall that when the representations are generic, Shahidi [Sha85] computed the local
coefficients and equated them with the corresponding Artin factors. The results of Knapp
and Wallach [KW76] on extensions of roots, and Knapp and Zuckerman [KZ82] who related
the inducing data from Casselman’s result to the Harish-Chandra parameter (here - of τ⊗π),
were crucial to his proof.
Shahidi expressed the local coefficient as a product of Tate factors involving Casselman’s
inducing data and simple reflections [Sha85, Lemma 1.4]. Then in a sequence of lemmas
(loc. cit., § 3), used the results of [KW76, KZ82] to prove that this product is equal to the
product of γ-factors defined using Artin’s root number and L-factor for the homomorphism
ϕ (attached to τ ⊗ π). The point is, the relation between these products is formal, and the
lemmas from [Sha85, § 3] can be applied to the Tate factors we obtain (using multiplicativity).
Note that in our setting, since we only treat split groups, only the SL2 case of [Sha85,
Lemma 1.4] appears in the computation, and we only obtain the factors for the standard
representation r (the local coefficient consists of the finite list of representations ri, see
[Sha85]). This completes the proof of (5.9).
We also mention that over archimedean fields, the L-packets for square-integrable represen-
tations always contain a generic member ([Kos78]), then by L-indistinguishability ([She82],
see also [Bor79, Kna94]), the definition of the local factors must agree with the generic case
(after all, the results of [Bor79, Lan89] are not restricted to generic representations).
Remark 45. 3 For reductive groups over archimedean fields, Andler [And87, And94] proved
that if π is written as the unique irreducible quotient of ρ using Langlands’ classification
(e.g., over C, ρ is a principal series representation), and π′ is another irreducible subquo-
tient of ρ, then the Langlands L-functions L(s, π, r) and L(s, π′, r) are related. Specifically,
L(s, π′, r) = L(s, π, r)φ(s) for an entire function φ(s), and there is an entire function φ′(s)
2There was a gap in the proof in the first version of this manuscript; we would like to thank Freydoon
Shahidi for pointing it out to us, and indicating the applicability of his results from [Sha85].
3We wish to thank Laurent Clozel for telling us about the work of Andler.
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such that 1/φ′(s) is also entire and L(s, π)/L(1 − s, π∨) = L(s, π′)/L(1 − s, π′∨)φ′(s). Us-
ing this result and notation, we can start with a non-generic π, and consider the (unique)
irreducible generic π′ which is also a subquotient of ρ. Then the definition of L(s, π′, r)
of Shahidi [Sha81] coincides with Langlands’ L(s, π′, r) by the result of [Sha85]. Hence
L(s, π′, r) = L(s, π, r)φ(s). By the multiplicativity of the γ-factor, our definition of γ(s, π,ψ)
coincides with [Sha81] (for the standard representation r), hence γ(s, π,ψ) agrees with Lang-
lands’ definition up to a function φ′(s). Therefore [Sha85] and [And87, And94] immediately
imply a preliminary form of (5.9).
7. L- and ǫ-factors
Theorem 27 enables us to define the local L- and ǫ-factors, using the γ-factor. This was
carried out in [LR05] for k = 1 (following [Sha90]), and we briefly recall the construction.
For G = GLn define the L- and ǫ-factors as the products of Rankin–Selberg L- and ǫ-
factors for π × χτ0 and π∨ × τ0 defined in [JPSS83, JS90] (see (5.8)). Hence we assume
G ≠ GLn, until the end of this section.
Over p-adic fields we follow Shahidi [Sha90]. When π and τ are both tempered, define
L(s, π × τ) = P (q−s)−1, where P (X) ∈ C[X] is the polynomial such that the zeroes of P (q−s)
are those of γ(s, π × τ,ψ) and such that P (0) = 1. This does not depend on ψ, by (5.7).
Then by (5.6),
ǫ(s, π × τ,ψ) = γ(s, π × τ,ψ)L(s, π × τ)
L(1 − s, π∨ × τ∨)
is invertible in C[q−s, qs]. The final form of the functional equation is
γ(s, π × τ,ψ) = ǫ(s, π × τ,ψ)L(1 − s, π∨ × τ∨)
L(s, π × τ) .(7.1)
The general definition of the L- and ǫ- factors for an arbitrary irreducible representation
π and irreducible generic τ is now given in terms of the Langlands’ classification, using
the unramified twisting and multiplicativity properties of Theorem 27, and using the GLn
case above. In more detail, assume π is the unique irreducible quotient of a representation
parabolically induced from σβ′ ⊗ π′, where β′ is a d′ parts composition of l ≤ n, σβ′ = ⊗d
′
i=1σi,
each σi and π′ are essentially tempered, and τ = Ind
GLk
Pβ
(⊗dj=1τj), where each τj is essentially
tempered. Then by definition
L(s, π × τ) =∏
i,j
L(s, σi × χπτj)L(s, σ∨i × τj)∏
j
L(s, π′ × τj),
ǫ(s, π × τ,ψ) =∏
i,j
ǫ(s, σi × χπτj , ψ)ǫ(s, σ∨i × τj , ψ)∏
j
ǫ(s, π′ × τj , ψ).
Now (7.1) holds in general. In addition by Corollary 31, for generic representations the local
factors defined here agree with Shahidi’s. For more details see [LR05, § 10] (the discussion
before Proposition 5).
In particular when data are unramified, we obtain the L-function defined using the Satake
isomorphism, and the ǫ-factor is trivial: for tempered representations this follows from (5.4)
because for tempered unramified representations, the inducing data is unitary; the general
case then follows from the definition and the tempered case.
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Over archimedean fields we define the L- and ǫ-factors by Langlands correspondence
[Bor79, Lan89] (for details see [CKPSS04, § 5.1]). Specifically, if Π is the local functo-
rial lift of π to GLN , we define L(s, π × τ) = L(s,Π × τ) and ǫ(s, π × τ,ψ) = ǫ(s,Π × τ,ψ).
Then (7.1) holds because of (5.9).
If π is unramified, we also consider its functorial lift Π, defined by virtue of the Satake
isomorphism [Sat63, Bor79, Hen00, HT01] (see [CKPSS04, § 5.2]). The local γ-, L- and
ǫ-factors of Π × τ are defined, e.g., by [JPSS83] or [Sha90]. The following lemma relates the
local factors.
Lemma 46. If π is unramified, the local factors of π × τ and Π × τ coincide.
Proof. This follows as in [CKPSS04, Proposition 5.2], which was stated for generic repre-
sentations, but extends to this setting using Theorem 27. We provide a proof. The multi-
plicativity properties (5.2)–(5.3) imply that the γ-factors coincide, then by (7.1) it suffices
to prove L(s, π ×τ) = L(s,Π×τ). Both L-factors can be defined as the products of L-factors
for essentially tempered representations, and by the unramified twisting property we may
assume that τ is tempered.
Assume that π is an irreducible quotient of an unramified principal series representa-
tion, induced from an unramified character ⊗ni=1πi of TG if G is a classical group, or from
⊗ni=1πi ⊗χπ for GSpinc as explained in Remark 30. Also write π as a quotient of a represen-
tation parabolically induced from σβ′ ⊗π′, where σβ′ = ⊗d
′
i=1σi, σi is an unramified essentially
tempered representation of GLβ′
i
and π′ is an unramified essentially tempered representation
of G′ (if G is classical, π′ is already tempered).
The representations σi and π′ are also quotients of unramified principal series representa-
tions. If the unramified character corresponding to σi is ⊗jσi,j , and the one corresponding
to π′ is ⊗lπ′l or ⊗lπ
′
l ⊗ χπ, up to reordering ⊗i,jσi,j ⊗l π
′
l is the character ⊗iπi.
By definition
L(s, π × τ) = L(s, π′ × τ) d
′
∏
i=1
L(s, σi × (τ ⊗ χ−1π τ)).
(Recall χπ = 1 for G ≠ GSpinc.) Again, by definition
L(s, σi × (τ ⊗ χ−1π τ)) = L(s, σi × χπτ)L(s, σ∨i × τ),
where on the right hand side these are Rankin–Selberg L-functions for generic representa-
tions, and the description in [JPSS83, § 8.4] implies
L(s, σi × (τ ⊗ χ−1π τ)) =∏
j
L(s, σi,j ×χπτ)L(s, σ−1i,j × τ).
Regarding π′, L(s, π′ × τ) is defined by the zeroes of γ(s, π′ × τ,ψ), which by (5.2) are the
zeroes of
[γ(s, τ,ψ)]∏
l
γRS(s, π′l × χπτ,ψ)γRS(s, π′l−1 × τ,ψ).(7.2)
Here [. . .] appears only for G = Sp2n. We can assume π′ is tempered, using the unramified
twisting property for GSpinc. Thus the inducing character of π
′ is unitary. Hence when
we write each γ-factor in (7.2) as a quotient of L-functions multiplied by the ǫ-factor, there
are no cancellations, in each quotient as well as between pairs of quo
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pairs of γ-factors. Thus the zeroes of (7.2) are precisely the zeroes of
[L(s, τ)]∏
l
L(s, π′l ×χπτ)L(s, π′l−1 × τ).
We deduce
L(s, π × τ) = [L(s, τ)] n∏
i=1
L(s, πi ×χπτ)L(s, π−1i × τ).(7.3)
According to [JPSS83, § 8 and § 9.4], this identity is also satisfied by L(s,Π × τ). 
Corollary 47. Let π be tempered and τ be unitary, and if the field is p-adic also assume π
is unramified. Then L(s, π × τ) is holomorphic for Re(s) ≥ 1/2. If τ is tempered, L(s, π × τ)
is holomorphic for Re(s) > 0.
Proof. Since τ is unitary (and generic), τ ≅ IndGLkPβ (⊗di=1∣det ∣riτi) for square-integrable τi and
ri > −1/2 for all i ([Vog86, Tad86]). Over a p-adic field, since the inducing character of π is
unitary, Π is tempered (it is a full induced representation). Thus L(s, π × τ) = L(s,Π × τ)
factors as the product of L-functions for unitary twists of ∣det ∣riτi ([JPSS83, § 8.4, § 9.4]),
each holomorphic for Re(s) ≥ 1/2 because L(s, τi) is holomorphic for Re(s) > 0 ([GJ72]) and
ri > −1/2. Over archimedean fields we can directly deduce that L(s, π × τ) is a product of
L-functions L(s + ri, π × τj), each known to be holomorphic for Re(s)+ ri > 0. The case of a
tempered τ follows at once since then ri = 0. 
The following lemma establishes several basic properties of the L-function over archimedean
fields, all of which follow from known results on the classical Gamma functions.
Lemma 48. Assume F is archimedean.
(1) L(s, π × τ) has finitely many poles in Re(s) ≥ 1/2.
(2) There is an ǫ > 0 (usually small) such that the poles of L(s, π × τ) are contained in{s ∶ ∣ Im(s)∣ < ǫ}.
(3) L(s, π × τ) decays exponentially in ∣ Im(s)∣.
(4) Write s = σ + it with σ, t ∈ R. Fix σ, and let ǫ0 > 0. There are constants A,B > 0 such
that for all ∣t∣ > ǫ0, ∣L(1 − s, π∨ × τ∨)/L(s, π × τ)∣ ≤ A(1 + ∣t∣)B.
Proof. By (5.9) and the definitions of the Artin factors,
L(s, π × τ) = C(s) m∏
i=1
Γ(ris + di), L(s, π∨ × τ∨) = C̃(s) m∏
i=1
Γ(ris + d̃i),
where C(s) and C̃(s) are complex-valued functions such that ∣C(s)∣ and ∣C̃(s)∣ are fixed when
Re(s) is fixed; ri ∈ {1,1/2} and di, d̃i ∈ C (see e.g., [Sha85, § 3]). In particular ri > 0. The
first two assertions follow immediately, and the third follows from Stirling’s approximation
for Γ(s). For the last, observe that again by Stirling’s approximation, under the assumption∣t∣ > ǫ0, ∣Γ(ri(1 − s) + d̃i)/Γ(ris + di)∣ ≤ Ai∣t∣Bi−2riσ, where Ai > 0, Bi ∈ R and both depend on
ri, di and d̃i. 
Assume F is p-adic, but π is not unramified. To construct a global lift one needs to define
some candidate Π for a “local lift”. In the generic case, the stability and stable form were
used to show that an almost arbitrary choice of Π works ([CKPSS04, § 4, § 5.3]). Here we
will argue similarly: using the stability result of Rallis and Soudry [RS05] for the doubling
method, we obtain a candidate for Π by reducing to the (known) generic result.
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Let π be an arbitrary (irreducible) representation of G. Let Π be an irreducible generic
representation of GLN , where for G ≠ GSpinc we assume Π has trivial central character,
and for GSpinc we assume Π is unramified with a central character χ
N/2
π (e.g., take Π whose
Satake parameter takes the form (5.11)).
Lemma 49. If η is a sufficiently highly ramified character of F ∗ (depending on π and Π),
then for any τ = ητ0 where τ0 is an irreducible generic unramified representation of GLk, the
local factors of π × τ and Π × τ coincide and moreover,
L(s, π × τ) = L(s,Π × τ) = 1.
Proof. Let πgen be an irreducible generic representation of G. If G = GSpinc, πgen must in
addition have the same central character as π: this can be obtained, e.g., by taking πgen
to be an irreducible principal series with an inducing character (⊗nl=1χl) ⊗ χπ, then it is
automatically generic and if c is even, we can take ⊗nl=1χl such that ∏nl=1χl(−1) = π([−In,1])
(in this case CG = C○G∐[−In,1]C○G).
Assume k = 1. According to the stability result of Rallis and Soudry [RS05] (see Remark 29,
also the case of GSpinc can be derived by adapting the proofs of [RS05], see Remark 50
below), for a sufficiently highly ramified η (independent of τ0), γ(s, π × τ,ψ) is equal to the
γ-factor γ(s, πgen × τ,ψ) of Shahidi [Sha90]. The latter coincides with γ(s,Π × τ,ψ) and
moreover belongs to C[q−s, qs]∗, i.e., is invertible in C[q−s, qs] (because it is equal to the
ǫ-factor), by the stability results of [CKPSS04, § 4.5–4.6] for classical groups and [AS06, § 4]
for general spin groups. By (5.3) we deduce that for all k,
γ(s, π × τ,ψ) = γ(s,Π × τ,ψ) ∈ C[q−s, qs]∗.(7.4)
Now write π as the irreducible quotient of a representation parabolically induced from
σβ′ ⊗ π′, where σβ′ = ⊗iσi, and all σi and π′ are essentially tempered. For sufficiently highly
ramified η (still, depending only on π), by [JPSS83, 2.13],
L(s, σi × χπτ) = L(s, σ∨i × τ) = L(s, σ∨i × χ−1π τ∨) = L(s, σi × τ∨) = 1
for all i, then γ(σi × (τ ⊗ χ−1π τ∨), ψ) ∈ C[q−s, qs]∗. Therefore by (5.2), γ(s, π′ × τ,ψ) =
γ(s, π × τ,ψ), up to factors in C[q−s, qs]∗. By (7.4), γ(s, π′ × τ,ψ) ∈ C[q−s, qs]∗, thus by
definition L(s, π′ × τ) = 1. Hence L(s, π × τ) = 1, since it is a product of trivial L-factors.
Also L(s,Π × τ) = 1 ([JPSS83, 2.13]), whence (7.1) implies ǫ(s, π × τ,ψ) = ǫ(s,Π × τ,ψ). 
Remark 50. The proof of stability in [RS05] is based on choosing a section f(s, h) which is
supported in the open orbit Pδ(G,G) (k = 1, and note that here [RS05, (3.1)] takes the form
P ∩ δ(G,G) = δ{(g, ιg) ∶ g ∈ G}), whose restriction to δ(1, ιG), regarded as a function of G, is
the characteristic function of a small compact open subgroup of G. With this choice, and for
a suitable choice of ω, the integral Z(s,ω, f) becomes a constant. The section f is roughly an
eigenfunction of the intertwining operator: as a function of G, M(s,Wψ(ρc(τ)),wP )f ∣δ(1,ιG)
is a constant multiple (independent of s) of a characteristic function of a small compact open
subgroup. With a certain effort, these computations can also be performed for GSpinc.
8. Producing poles
We describe two results for producing the poles in the half plane Re(s) ≥ 1/2, occurring
in the L-function for unitary representations, using an integral with an entire section. These
will be crucial for the proof of Theorem 66 in § 10.
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For k = 1, Yamana defined the L-function using the poles of the integrals [Yam14, § 5.4],
which over p-adic fields amounts to a greatest common divisor definition ([Yam14, § 5.5],
[HKS96]) a` la Jacquet et al. [JPSS83]. Alas, it is evident that entire sections are insufficient
to be used for this definition: the resulting L-function does not satisfy the expected properties
(see e.g., [Kap13b, p. 589]). Indeed, this was one of the motivations for introducing “good
sections” ([PSR86, PSR87b, Ike92, HKS96, Ike99]). Using this larger family of sections,
Yamana [Yam14, § 7] showed that the L-function is identical with that of Lapid and Rallis
[LR05], which we used. In light of his work, it is not possible to obtain all poles, i.e., also
in Re(s) < 1/2, using entire sections. However, for k = 1 and a unitary τ , good sections
are already holomorphic in Re(s) ≥ 1/2 ([Yam14, Proposition 3.1 (4)], [HKS96, Lemma 6.7],
[KR92] and see the proof of [LR05, Proposition 5]), hence our results are compatible with
what can be expected.
We mention that in general, if F is p-adic, the poles of L(s, π × τ) are regarded as points
in C/2π√−1
log q
Z, then a priori there are finitely many poles. Over archimedean fields there are
infinitely many poles, but finitely many in each right half plane.
Lemma 51. Assume G ≠ GLn. Let π be a unitary unramified representation and τ be
unitary. For each pole in Re(s) ≥ 1/2 appearing in L(s, π × τ) with multiplicity m there is
a matrix coefficient ω and an entire f ∈ V (Wψ(ρc(τ)) ⊗ χπ) such that this pole occurs with
multiplicity m in Z(s,ω, f).
Proof. As in the proof of Lemma 46, assume π is a quotient of an unramified principal series
representation induced from ⊗ni=1πi or (⊗ni=1πi) ⊗ χπ, and write τ = IndGLkPβ (⊗dj=1∣det ∣rjτj),
where each τj is square-integrable and 1/2 > r1 ≥ . . . ≥ rd > −1/2. Looking at (7.3), any pole
of L(s, π × τ) is a pole of some L(s, πi × χπτ), L(s, π−1i × τ) or L(s, τ). Since τ is unitary,
L(s, τ) is holomorphic for Re(s) ≥ 1/2.
Observe that now both τ and ρc(τ) are irreducible (the latter because τ is unitary),
thus by [Zel80, Theorem 1.9] we can permute the inducing data of both representations.
For example, for any reordering j1, . . . , jd of 1, . . . , d, ρc(τ) = IndGLkcPβc (⊗dl=1ρc(∣det ∣rjlτjl)).
Therefore, throughout the proof, we will freely reorder the inducing data.
By [JPSS83, Theorem 3.1 and § 8–9] and since χπ is a unitary unramified character,
L(s, πi × χπτ) is entire unless some τj is the unique irreducible quotient of
Ind
GLβj
BGLβj
(∣ ∣(1−βj)/2ρj ⊗ . . .⊗ ∣ ∣(βj−1)/2ρj),(8.1)
where ρj is a unitary unramified character of F ∗. In this case
L(s, πi ×χπτj) = L(s + (βj − 1)/2 + rj , πi × χπρj).(8.2)
A similar statement applies to L(s, π−1i × τ).
We may permute the inducing data of τ so that τj with e ≤ j ≤ d (e ≥ 1) are all the
representations of the form (8.1); if no such representation exists, as explained above L(s, π×
τ) is entire. By [Zel80, Proposition 9.5], for each e ≤ j ≤ d, ∣det ∣rjτj is the unique irreducible
quotient of
Ind
GLβj
P(βj−1,1)
(∣det ∣rjτ ○j ⊗ ∣ ∣tjρj),
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where tj = (βj − 1)/2 + rj and τ ○j is the unique irreducible quotient of
Ind
GLβj−1
BGLβj−1
(∣ ∣(1−βj)/2ρj ⊗ . . .⊗ ∣ ∣(βj−1)/2−1ρj).
We may further assume te ≥ . . . ≥ td. At this point any pole in Re(s) ≥ 1/2 occurs in
∏
i
d∏
j=e
L(s, πi ×χπτj)L(s, π−1i × τj)
with the same multiplicity as in L(s, π × τ). Let
ξ = IndGLd−e+1BGLd−e+1
(⊗dj=e∣ ∣tjρj).
It is an unramified principal series representation of GLd−e+1, hence admits a unique Whit-
taker functional, although ξ may be reducible (if e = d, it is simply a quasi-character). The
following two claims, whose proofs appear after the proof of the lemma, utilize the structure
of τ and ξ to produce the pole.
Claim 52. Let ie, . . . , id be a reordering of the indices e, . . . , d such that βie ≥ . . . ≥ βid . With
the notation above, ρc(τ) is a quotient of the representation parabolically induced from
(⊗e−1j=1ρc(∣det ∣rjτj))⊗ (⊗dj=eρc(∣det ∣rij τ ○ij))⊗ ρc(ξ).
Note that the inducing data of ξ is still ⊗dj=e∣ ∣tjρj with te ≥ . . . ≥ td.
Claim 53. Let ω0 and f ′0 ∈ V (Wψ(ρc(ξ))⊗χπ) be the normalized unramified vectors. Then
Z(s,ω0, f ′0) = L(s, π × ξ)/b(s, c, ξ ⊗ χπ).(8.3)
Here L(s, π × ξ) and b(s, c, ξ ⊗ χπ) are defined using the Satake parameters of π and ξ.
The L-factors appearing in b(s, c, ξ⊗χπ) are all holomorphic for Re(s) ≥ 1/2, because their
poles are contained in the zeroes of products of the form
1 − q−s−c/2−tiρi(̟), 1 − q−2s−Ai,j−ti−tjρi(̟)ρj(̟)χπ(̟),
where Ai,j ≥ 0, and these do not vanish for Re(s) ≥ 1/2 because ti > −1/2 for all i. Moreover,
by (8.2) we deduce
L(s, π × ξ) =∏
i
d∏
j=e
L(s + tj , πi ×χπρj)L(s + tj , π−1i × ρj) =∏
i
d∏
j=e
L(s, πi ×χπτj)L(s, π−1i × τj).
Therefore by Claim 53, Z(s,ω0, f ′0) contains every pole of L(s, π×τ) in Re(s) ≥ 1/2 with its
multiplicity. Now by Claim 52 and Corollary 33 we can choose an entire f ∈ V (Wψ(ρc(τ))⊗
χπ) such that Z(s,ω0, f) = Z(s,ω0, f ′0), completing the proof of the lemma. 
Proof of Claim 52. Since ρc(τ) = IndGLkcPβc (⊗e−1j=1ρc(∣det ∣rjτj) ⊗dj=e ρc(∣det ∣rjτj)), it suffices to
prove the representation
Ind
GLk′c
Pβ′c
(⊗dj=eρc(∣det ∣rjτj)) (k′ = βe + . . . + βd, β′ = (βe, . . . , βd))
is a quotient of
Ind
GLk′c
P(β○,d−e+1)c
(⊗dj=eρc(∣det ∣rij τ ○ij)⊗ ρc(ξ)), β○ = (βie − 1, . . . , βid − 1).(8.4)
Hence we may ignore the first e − 1 representations in the statement, and re-denote e = 1.
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We permute the inducing data such that instead of the condition t1 ≥ . . . ≥ td, we have
β1 ≥ . . . ≥ βd. We will first obtain the quotient of (8.4) with ρc(ξ) replaced by
IndGLdcP
(cd)
(⊗dj=1∣ ∣tjρj ○ det).(8.5)
To obtain ρc(ξ) we argue as follows: let 1 ≤ i ≤ d be minimal such that ti =max{tl ∶ 1 ≤ l ≤ d}.
Then βl ≥ βi and tl < ti for all 1 ≤ l < i. Since tj = (βj − 1)/2+ rj and ∣rj ∣ < 1/2, it follows that
βl −βi < 2(ri − rl) < 2. Hence either βl = βi or βl = βi +1. In the former case ti − tl = ri − rl < 1,
in the latter ti − tl = ri − rl − 1/2 < 1/2, whence in both cases ∣ti − tl∣ < 1. Thus the segments
corresponding to ∣ ∣tlρl○det and ∣ ∣tiρi○det are not linked, using the terminology of Zelevinsky
[Zel80, § 3, § 4], then the representation parabolically induced from ∣ ∣tlρl ○ det⊗∣ ∣tiρi ○ det
is irreducible ([Zel80, Theorem 4.2]). Hence we may permute between ∣ ∣tiρi ○ det and each
representation ∣ ∣tlρl ○det with l < i, and obtain an isomorphic representation, until ∣ ∣tiρi ○det
is the leftmost segment. Now again β2 ≥ . . . ≥ βd, we let 2 ≤ i ≤ d be minimal such that
ti = max{tl ∶ 2 ≤ l ≤ d}, proceed as above, and eventually obtain the order t1 ≥ . . . ≥ td, as in
ρc(ξ) (but we may not permute the indices in ⊗dj=1ρc(∣det ∣rij τ ○ij)). To summarize, we reduced
to the case e = 1, assume β1 ≥ . . . ≥ βd and re-denote l = il.
We argue using induction on d. When d = 1, by Lemma 8 ρc(τ1) is a quotient of
∣ ∣(1−β1)/2ρ1 ○ det×∣ ∣(3−β1)/2ρ1 ○ det× . . . × ∣ ∣(β1−1)/2ρ1 ○ det,
where × denotes the parabolic induction functor of [BZ77]. In fact here ρc(τ1) is the unique
irreducible quotient. Thus ρc(τ1) is a quotient of
ρc(τ ○1 ) × ∣ ∣(β1−1)/2ρ1 ○ det .
Assume the result is true for d − 1, we prove it for d. Since τ is unitary,
ρc(τ) = ρc(∣ ∣r1τ1) × . . . × ρc(∣ ∣rdτd)
and we claim it is a quotient of
ρc(∣ ∣r1τ ○1 ) × . . . × ρc(∣ ∣rdτ ○d ) × ∣ ∣t1ρ1 ○ det× . . . × ∣ ∣tdρd ○ det .
By the inductive hypothesis applied to τ2 × . . . × τd, we deduce ρc(τ) is a quotient of
ρc(∣ ∣r1τ1) × (ρc(∣ ∣r2τ ○2 ) × . . . × ρc(∣ ∣rdτ ○d) × ∣ ∣t2ρ2 ○ det× . . . × ∣ ∣tdρd ○ det ).
We now use an irreducibility criterion from [MW89, § I.6.3]. In the notation of loc. cit.,
ρc(∣ ∣r1τ1) corresponds to
δ = τ1, t =
β1 − 1
2
, [a, b] = [1 − c
2
+ r1,
c − 1
2
+ r1],
while ρc(∣ ∣riτ ○i ) corresponds to
δ = τ ○i ∣ ∣1/2, t = βi2 − 1, [a, b] = [−
c
2
+ ri,
c
2
− 1 + ri].
Note that ∣ri∣ < 1/2 for i = 1, . . . , d. Thus ρc(τ1) × ρc(τ ○i ) is reducible only if
ρ1 = ρi, r1 = ri, β1 − βi ≡ 0 mod 2,
1
2
> ∣β1 − βi
2
+
1
2
∣ ,
or
ρ1 = ρi, ∣r1 − ri∣ = 1/2, β1 − βi ≡ 1 mod 2, 1
2
+ ∣r1 − ri∣ > ∣β1 − βi
2
+
1
2
∣ .
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However, in the first case, the last condition implies β1−βi = −1, which contradicts β1−βi ≡ 0
mod 2 (this condition is really trivial here, our situation is a special case of loc. cit.); in the
second case, we either have β1 −βi = −1 which contradicts β1 ≥ βi, or β1 −βi is even (0 or −2)
contradicting β1 − βi ≡ 1 mod 2.
We conclude ρc(τ1∣ ∣r1) × ρc(τ ○i ∣ ∣ri) is irreducible for all i. Hence ρc(τ) is a quotient of
ρc(∣ ∣r2τ ○2 ) × . . . × ρc(∣ ∣rdτ ○d) × ρc(∣ ∣r1τ1) × ∣ ∣t2ρ2 ○ det× . . . × ∣ ∣tdρd ○ det .
This implies that ρc(τ) is a quotient of
ρc(∣ ∣r2τ ○2 ) × . . . × ρc(∣ ∣rdτ ○d) × ρc(∣ ∣r1τ ○1 ) × ∣ ∣t1ρ1 ○ det×∣ ∣t2ρ2 ○ det× . . . × ∣ ∣tdρd ○ det .
By the same argument as above, ρc(∣ ∣r1τ ○1 )×ρc(∣ ∣riτ ○i ) is irreducible for all i. Therefore ρc(τ)
is a quotient of
ρc(∣ ∣r1τ ○1 ) × ρc(∣ ∣r2τ ○2 ) × . . . × ρc(∣ ∣rdτ ○d ) × ∣ ∣t1ρ1 ○ det×∣ ∣t2ρ2 ○ det× . . . × ∣ ∣tdρd ○ det,
as required. 
Proof of Claim 53. Since ti ≥ tj for i < j, the representation ξ satisfies the condition of
Lemma 12. We revisit the arguments of § 6.7 to compute Z(s,ω0, f ′0). Put l = d−e+1. The
first step is to apply the arguments of § 6.4 (e.g., § 6.4.1) to reduce the G×GLl integral to a
GLn ×GLl integral which further reduces to a product of GL1 ×GLl integrals (§ 6.4.5). The
difference in the proof is that Lemmas 12 and 13 replace Lemma 10, and in particular the
convergence of the integral realizing the (k, c) model on ρc(ξ) in § 2.5 is conditional.
As explained in § 2.5, to ensure convergence of (2.8) in this setting we introduce ζ =(ζe, . . . , ζd) ∈ Cl and define
ξζ = Ind
GLl
BGLl
(⊗dj=e∣ ∣ζj+tjρj).
Fix ζ with Re(ζe) ≫ . . . ≫ Re(ζd) and let f ′ζ0 ∈ V (Wψ(ρc(ξζ))⊗ χπ) be the normalized un-
ramified element. In particular for ζ = 0, f ′ζ
0 = f ′0 and note that in this case the integral (2.8)
is defined by analytic continuation. Also observe that now we may assume ξζ is irreducible.
We may then take Re(s) ≫ Re(ζe) to obtain absolute convergence of (6.14) and (6.16) (as
in, e.g., [Sou00, Lemma 3.1]), or the analogous formulas for the other groups in § 6.4. The
GL1 ×GLl integrals may now be computed using Corollaries 39 and 41.
In the process of the computation we obtain several proportionality constants from the
application of intertwining operators m(s, ξζ ,w) (see § 6.4, the notation was m(s, τ,w)).
These are products of quotients of L-functions of the form
L(s + ζi +Ai, ∣ ∣tiρi) and L(s + ζi + ζj +Ai,j, ∣ ∣ti+tjρiρjχπ), Ai,Ai,j ∈ Z.
Thus we may take ζ = 0 in these factors. The computation of each GL1 ×GLl integral gives
L(s, πi × χπξζ)L(s, π−1i × ξζ)
L(2s, ξζ × χπξζ) =
∏dj=eL(s + tj + ζj, πi × χπρj)L(s + tj + ζj, π−1i × ρj)
L(2s, ξζ × χπξζ) ,
and again we can take ζ = 0. When we combine the contribution of the intertwining oper-
ators with the computation of the GL1 ×GLl integrals, we obtain (this is a purely formal
computation, see [CFGKa, Theorems 28, 29])
Z(s,ω0, f ′ζ0) = L(s, π × ξζ)/b(s, c, ξζ ⊗ χπ).(8.6)
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As we explained above, we can set ζ = 0 on the right hand side of this equality. Moreover,
since f ′0
0 = f ′0 and because Lemmas 12 and 13 apply also when ζ = 0, we can take ζ = 0 on
the left hand side. We conclude (8.3). 
Remark 54. In fact (8.6) can be deduced directly from the unramified computations in
[CFGKa]. We derive it here separately, because here Lemma 10 was stated for a unitary
representation (but we could also use Lemma 10 as explained in Remark 43). Regardless,
the verification of this equality for ζ = 0 is still needed.
The following claim, combined with the results of § 6.10.2 on obtaining the poles, will be
used in the lemma below.
Claim 55. Let σ = ∣det ∣µσ0 be a representation of GL2, where µ ≥ 0 and σ0 is square-
integrable, τ be a unitary representation of GLk and k > 1. For each pole of L(s, σ∨ ×τ) with
multiplicity m, we can find data (ω, f) such that the GL2 ×GLk integral of σ × (τ ⊗ χ−1π τ∨)
contains this pole with multiplicity m, and f is entire (smooth over archimedean fields).
Proof. Put G = GL2, then H = GL4k (c = 2). Our first step is to replace the matrix co-
efficient with a vector in the space of σ∨. We may assume σ∨ is a subrepresentation of∣det ∣−µ IndGBG(η1 ⊗ η2), where ∣η1∣ = ∣ ∣m/2 and ∣η2∣ = ∣ ∣−m/2 for m > 0. Then L(s, σ∨ × τ) =
L(s − µ, η1 × τ). For a compactly supported Schwartz function φ on G, the mapping
ξ∨ ↦ ∫
G
ξ∨(g0)φ(g0)dg0
is a smooth functional on the space of σ∨. Therefore we can assume
ω(g) = ωφ(g) = ∫
G
ξ∨(g0g)φ(g0)dg0,
for a fixed ξ∨. Plugging this into Z(s,ω, f), changing variables and using Corollary 18, we
obtain
∫
G
∫
U0
∫
G
f(s, δu0(g0, g))φ(g0)ψU(u0)ξ∨(g)dg0 du0 dg.
We can take a finite linear combination of Z(s,ωφi , fi), where fi are smooth entire sections,
and obtain, by the Dixmier–Malliavin Lemma [DM78] (if F is archimedean), any integral
Z(s, ξ∨, f) = ∫
G
∫
U0
f(s, δu0(1, g))ψU(u0)ξ∨(g)du0 dg.
We will show that Z(s, ξ∨, f) admits the pole with multiplicity, hence this is true also for
one of the summands Z(s,ωφi , fi), completing the proof.
Factoring Z(s, ξ∨, f) through NG, we obtain
∫
NG/G
∫
F
∫
U0
f(s,diag(( 1 r1 ) , I4k−2)δ0θ ( 1 r1 )u0(1, g))ψU(u0)ξ∨(g)du0 dr dg,
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where for X ∈ Mat2, θ(X) = diag(I2k−2, ( I2 XI2 ) , I2k−2) ∈ UP . As in the proof of Claim 37, if[t] = diag(I2k,( 1 −t1
1
) , I2k−3),
∫
F
∫
U0
f(s,diag(( 1 r1 ) , I4k−2)δ0θ ( b r1 )u0[t])ψU(u0)du0 dr
= ψ((b − 1)t)∫
F
∫
U0
f(s,diag(( 1 r1 ) , I4k−2)δ0θ ( b r1 )u0)ψU(u0)du0 dr.
We have ∫F ψ((1 − b)t)dt = 0 unless b = 1, and plugging this into the integral we obtain
∫
NG/G
∫
F
∫
F
∫
F
∫
U0
f(s,diag(( 1 r1 ) , I4k−2)δ0θ ( b r1 )u0[t](1, g))ψU (u0)ξ∨(g)du0 dr dtdbdg.
Arguing as in the proof of Claim 37, we can change the integration order dtdb ↦ dbdt. Write
the dg-integral over TG ×N−G, and conjugate (1, ( a1 a2 )) to the left: change variables in u0
and also t ↦ ta1, b ↦ ba−11 and r ↦ ra−12 . We reach
∫
F
∫
F ∗
∫
F ∗
∫
F 3
∫
U0
f(s, ( a1 ra2 ) δ0θ ( b ra2 )u0[t](1, ( 1z 1 )))
ψU(u0)ξ∨(( 1z 1 ))η1(a1)η2(a2)∣a1a2∣−2k+3/2−µ du0 dr dbdt d∗a1 d∗a2 dz.
Here to the left of δ0, we identify matrices in GLl with their image in H in the top left
corner. Note that we can alternate the order of integrations du0 dr db, because the inner
triple integral can be bounded by an integral over UP (see the proof of Claim 37 and (6.72)).
Conjugating Z = (1, ( 1z 1 )) = diag(I2k, ( 1z 1 ) , I2k−2) to the left,
Z−1[t]Z = diag(I2k,( 1 1 zt
1
) , I2k−3)[t],
and after changing variables in u0 and b ↦ b − rz, the integral becomes
∫
F
∫
F ∗
∫
F ∗
∫
F 3
∫
U0
f(s, ( a1 ra2 ) ( 1z 1 zt
1
) δ0θ ( b ra2z a2 )u0[t])ψU(u0)ψ−1(rzt)
ξ∨(( 1z 1 ))η1(a1)η2(a2)∣a1a2∣−2k+3/2−µ du0 dr dbdt d∗a1 d∗a2 dz.
Since
( a1 ra2
1
) ( 1z 1 zt
1
) = ( 1 0 rzt1 a2zt
1
) ( a1 ra2
1
) ( 1z 1
1
) ,
using the invariance properties of functions in Wψ(ρ2(τ)), the last integral equals
∫
F
∫
F ∗
∫
F ∗
∫
F 3
∫
U0
f(s, ( a1 ra2 ) ( 1z 1 ) δ0θ ( b ra2z a2 )u0[t])ψU(u0)
ξ∨(( 1z 1 ))η1(a1)η2(a2)∣a1a2∣−2k+3/2−µ du0 dr dbdt d∗a1 d∗a2 dz.
Let ℓ(m) = θ (m 00 0 ), then ℓ(−m)[t] = um,t[t] with ψU(um,t) = ψ(mt). Therefore if we take
f(s, h) = ∫F f ′(s, hℓ(m))φ′(m)dm for a Schwartz function φ′, we obtain
∫
F
∫
F ∗
∫
F ∗
∫
F 3
∫
U0
f ′(s, ( a1 ra2 ) ( 1z 1 ) δ0θ ( b ra2z a2 )u0[t])ψU(u0)
ξ∨(( 1z 1 ))η1(a1)η2(a2)∣a1a2∣−2k+3/2−µφ̂′(−t)du0 dr dbdt d∗a1 d∗a2 dz.
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Here to obtain the Fourier transform φ̂′(−t) we changed b ↦ b −m: this is allowed because
we can change dm(du0drdb) to (du0drdb)dm (again see the proof of Claim 37 and (6.72)).
Next by virtue of the Dixmier–Malliavin Lemma [DM78], and defining f using a linear
combination of functions f ′ and φ′ if needed, we may assume that the dt-integral of φ̂′ against
f ′ is a given section, which we re-denote by f . Thus the integral becomes
∫
F
∫
F ∗
∫
F ∗
∫
F 2
∫
U0
f(s, ( a1 ra2 ) ( 1z 1 ) δ0θ ( b ra2z a2 )u0)ψU(u0)(8.7)
ξ∨(( 1z 1 ))η1(a1)η2(a2)∣a1a2∣−2k+3/2−µ du0 dr dbd∗a1 d∗a2 dz.
Since τ is unitary, we may assume the (k,2) functional on Wψ(ρ2(τ)) is realized using
§ 2.4 with l = 1 (f is a section of a representation induced fromWψ(ρ2(τ))⊗χ−1π Wψ(ρ2(τ∨))).
For W,W2 ∈Wψ(τ), take ξ′ in the space of Wψ(ρ2(τ)) such that for diag(g1, g2) ∈M(k2),
ξ′(diag(g1, g2)) = δ1/2−1/(2k)P(k2) (diag(g1, g2))W (g1)W2(g2).
Using right translations by
( 1 mIk 1
Ik−2
)
and the invariance properties of W2, we can assume
ξ′(κ diag(( a1a2z a2 ) , I2k−2)) = ∣a1a−12 ∣k/2−1/2W ( a1 Ik−1 )W2 ( a2 Ik−1 ) ξ′(κ diag(( 1z 1 ) , I2k−2))φ′(a2z),
for some Schwartz function φ′. Let W ′ ∈ Wψ(ρ2(τ)) be defined by applying (2.10) to ξ′.
Observe that for v ∈ V and r ∈ F ,
v ( 1 r1
I2k−2
) = ( 1 r1
I2k−2
)
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎝
1 0 −rv31,2 0 −rv
3
1,3 ⋯
1
1
1
1
⋱
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎠
v.
Then
W ′(diag(( a1 ra2 ) ( 1z 1 ) , I2k−2)) = ∫
V
ξ′(κv diag(( a1a2z a2 ) , I2k−2))ψ−1(a−12 rv31,2)dv.
Recall the elements xi,j defined in § 2.4 (after (2.11)), used in the proof of Lemma 10 to show
that we can obtain a fixed vector in the space of (2.9) using integrations against Schwartz
functions. We use the elements κ
−1
xi,j (i < j). E.g., if k = 2, for a Schwartz function ̺,
ξ1,2(g) = ∫
F
ξ(g ( 1 1 1 x
1
))̺(x)dx
(see the proof of Lemma 10). The point is that the elements κ
−1
xi,j belong to the lower right
block of M(2,2k−2). Therefore, these conjugations will be independent of right translation by
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any diag(g, I2k−2). Moreover, diag(( a1a2z a2 ) , I2k−2) normalizes V and
v ( a1a2z a2
I2k−2
) = ( a1a2z a2
I2k−2
)
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
1
1 a−12 v
3
1,2 0 a
−1
2 v
3
1,3 ⋯
1
1 v22,3 ⋯
1
1
⋱
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
.
Here the coordinates v3i,j of v remain fixed for i > 1. Hence to remove the dependence on
diag(( a1a2z a2 ) , I2k−2) we only need to multiply the coordinates of v by a2. Thus if we are
willing to assume that a2 is bounded in a neighborhood of 1, we may further assume
W ′(diag(( a1 ra2 ) ( 1z 1 ) , I2k−2))
= ∣a1a2∣k/2−1/2W ( a1 Ik−1 )W2 ( a2 Ik−1 )∫
V
ξ′(κ diag(( 1z 1 ) , I2k−2))φ′(a2z)φ′′(v)ψ−1(a−12 rv31,2)dv.
Here φ′′ is a Schwartz function, and also note that the conjugation of V by ( a1 ra2 ) multiplied
the measure by ∣a2∣k−1.
Now take δ0 ⋅f supported in PU−P such that δ0 ⋅f(s,diag(a, I2k)u) = ∣deta∣s−1/2+kW ′(a)φ(u)
(u ∈ U−P ), where φ is a Schwartz function on F
(2k)2 defined such that
φ(δ0θ ( x1 x2x3 x4 )) = φ1(x1)φ2(x2)φ3(x3x−14 )φ4(x4),
φ4 is a Schwartz function compactly supported near 1, and φ1, φ2, φ3 are Schwartz functions
supported near 0. The section δ0 ⋅ f is smooth by [Jac09, § 13.2]. For this substitution the
integrand vanishes unless a2 is near 1, and (8.7) becomes
∫
F ∗
∣a1∣s−(k−1)/2−µη1(a1)W ( a1 Ik−1 ) d∗a1
× ∫
F
ξ′(κ diag(( 1z 1 ) , I2k−2))ξ∨(( 1z 1 ))φ3(z)
×
⎛
⎝∫
F ∗
η2(a2)W s−µ2 ( a2 Ik−1 )φ4(a2)φ′(a2z)⎛⎝∫
F
∫
V
φ′′(v)φ2(r)ψ−1(a−12 rv31,2)dv dr⎞⎠ d∗a2
⎞
⎠ dz
× ∫
F
φ1(b)db∫
U0
ψU(u0)φ(δ0u0)du0.
Here W s−µ2 ( a2 Ik−1 ) = ∣a2∣s−(k−1)/2−µW2 ( a2 Ik−1 ).
The d∗a1-integral is the Rankin–Selberg integral for η1×τ . For each pole of L(s−µ, η1×τ),
we can takeW such that this integral admits this pole with the same multiplicity ([JS90, § 6]
and [GJ72, Jac79], see also [CPS04, § 1.3], one may use KGLk-finite vectors). As explained in
the beginning of the proof, these are the poles we seek. It remains to choose φ′, φ′′ and φ (in
this order) such that the remaining integrals are nonzero. Since φ4 is supported near 1, the
only obstacles are ξ′ and ξ∨, but the dz-integral of φ3 against ξ′(κ diag(( 1z 1 ) , I2k−2))ξ∨(( 1z 1 ))
can be taken to be nonzero by [DM78]. 
Remark 56. In contrast with the arguments on multiplicativity relative to π, here we may
not obtain two inner integrals for η1 × τ and η2 × τ (as expected with π = Ind
GL2
BGL2
(η1 ⊗ η2)).
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The point is we can not choose ξ∨ with support in the open Bruhat cell BGL2N
−
GL2
, because
σ∨ is only a subrepresentation of the induced representation (in fact, being the kernel of the
intertwining operator, such vectors simply do not belong to σ∨). The manifestation of this
in the proof, is that we choose φ with φ4 supported near 1.
Lemma 57. Let F be an archimedean field and let π and τ be unitary representations. For
each pole s0 with Re(s0) ≥ 1/2 appearing in L(s, π × τ) with multiplicity m, there is a matrix
coefficient ω and an entire KH-finite section f ∈ V (Wψ(ρc(τ))⊗χπ) such that this pole occurs
with multiplicity m in Z(s,ω, f).
Proof. The arguments are also applicable over p-adic fields, but because we proved Claim 55
only for GL2, the result is complete only for archimedean fields. Also since the integral is
continuous, the leading term in the Laurent expansion is continuous (by Cauchy’s formula),
hence we may work with smooth sections.
Since π is irreducible and unitary, we can write it as the unique irreducible quotient of a
representation IndGR−(ε) as follows: R < G is a standard maximal parabolic subgroup with
MR = GLl ×G′, for l ≤ n; R− = MR ⋉ U−R; ε = σ ⊗ π
′ is an irreducible representation of MR;
σ is the unique irreducible quotient of IndGLl
P−
β′
(σβ′) where σβ′ = ⊗d′i=1σi, with σi = ∣det ∣aiσi,0
for a square-integrable representation σi,0 (of GL1 or GL2) and a1 ≥ . . . ≥ ad′ ≥ 0; and π′ is
tempered.
For ϕ in the space of IndGR−(ε), the intertwining operator ϕ ↦ ∫UR ϕ(u)du is absolutely
convergent, because it is bounded by the integral over Vβ′ ⋉ UR, and the representation
induced from Mβ′ ×G′ is of Langlands’ type. It follows that the integral
ω(g) = ∫
MR/G
⟨ϕ(g0), ϕ∨(g0g)⟩dg0,
where ϕ∨ belongs to the space of IndGR(ε∨), is absolutely convergent, then it is seen to
be a matrix coefficient of π∨ and also of the unique irreducible quotient of IndGR(ε∨). We
therefore deduce that π∨ is the unique irreducible quotient of IndGR(ε∨) (for more details see,
e.g., [Jac79, § 3.3 and § 5.5] over any local field).
As in § 6.4 and using similar notation (here and below), for Re(s) ≫ 0 we can write
Z(s,ω, f) in the form (cf. (6.12))
∫
R−×R/G×G
∫
U−
R
∫
MR
∫
UR
∫
U0
δ
−1/2
R (m)⟨ϕ(g1), ε∨(m)ϕ∨(g2)⟩
f(s, δu0(yg1, ι(zmg2)))ψU (u0)du0 dz dmdy d(g1, g2).
Note that ϕ(yg1) = ϕ(g1) because ϕ belongs to the representation induced from R−.
Fixing y ∈ U−R for a moment, we may repeat the arguments of § 6.4.1 and obtain an integral
analogous to (6.24), except for the additional integration over U−R. That is, we have
∫
R−×R/G×G
∫
U−
R
∫
V
∫
O
∫
GLl
∫
Uσ
0
∫
G′
∫
U ′
0
δ
−1/2
R (a)∣det a∣(1−k)(c−l)⟨ϕ(g1), σ∨(a)⊗ π′∨(g)ϕ∨(g2)⟩
m(s, τ,w)f(s, (δ′u′(1, ι′g)′) (δσuσ(1, a)σ)w1oκ●v(yg1, ιg2))
ψU ′(u′)ψ−ǫ0Uσ (uσ)du′ dg duσ dadodv dy d(g1, g2).
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Choose ϕ and ϕ∨ supported in R−UR and RU−R (resp.), such that the integral over d(g1, g2)
reduces to a nonzero constant. More specifically, we define ϕ,ϕ∨ using Schwartz functions on
UR and U−R, then the convolution of these functions against f is a section. By the Dixmier–
Malliavin Lemma [DM78] we can select data such that f(s0, ⋅) is a prescribed element of the
induced space. Note that while the computation of the integral is valid in the domain of
absolute convergence, the result is applicable to s0 by meromorphic continuation. We obtain
∫
U−
R
∫
V
∫
O
∫
GLl
∫
Uσ
0
∫
G′
∫
U ′
0
δ
−1/2
R (a)∣det a∣(1−k)(c−l)⟨ϕ(1), σ∨(a)⊗ π′∨(g)ϕ∨(1)⟩(8.8)
m(s, τ,w)f(s, (δ′u′(1, ι′g)′) (δσuσ(1, a)σ)w1oκ●v(y,1))
ψU ′(u′)ψ−ǫ0Uσ (uσ)du′ dg duσ dadodv dy,
and the elements ϕ(1) and ϕ∨(1) are arbitrary vectors in the spaces of ε and ε∨.
Put
m = (δ′u′(1, ι′g)′) (δσuσ(1, a)σ)(δσδ′)−1, ℓ(o, v, y) = δσδ′w1(o κ●(v(y,1))), w● = δσδ′w1κ●.
Note that ℓ(O,V,U−R) is a group, because (U−R,1) normalizes V , and both κ●V and κ●(U−R,1)
normalize O. We can write
m(s, τ,w)f(s, (δ′u′(1, ι′g)′) (δσuσ(1, a)σ)w1oκ●v(y,1)) = w● ⋅m(s, τ,w)f(s,mℓ(o, v, y)).
To produce the poles we need to address the following two issues. First, the operator
m(s, τ,w) and the integration over ℓ(O,V,U−R) should not introduce zeroes at s0. Second,
the restriction of m(s, τ,w)f to ML, which for s outside of the poles belongs to
V (s,Wψ(ρl(τ))⊗ χ−1π Wψ(ρl(τ∨)))⊗ V (s,Wψ(ρc′(τ))⊗ χπ),(8.9)
should be onto a section which produces the poles occurring in the integrals of GLl ×GLk and
G′ ×GLk. (More precisely a twist of ML, see after (6.20), we omit this from the notation.)
For the GLl ×GLk integrals, we will show that we can obtain a section on V (Wψ(ρl(τ))⊗
χ−1π Wψ(ρl(τ∨))), which is supported in P σU−Pσ , restricts to a Schwartz function φσ on U−Pσ ,
and given on the identity by the product of arbitrary functions W1 ∈ Wψ(ρl(τ)) and W2 ∈
Wψ(ρl(τ∨)). Indeed, this is the type of section used in Corollaries 40 and 41 and Claim 55
(we work with smooth sections at this point). We actually used convolutions of such sections
against Schwartz functions on unipotent subgroups or on G itself (see the beginning of the
proof of Claim 55), but since the translations were by elements of P σ in all cases, these were
still of the same type.
For the G′×GLk integral, by Corollary 47, L(s, π′×τ) is holomorphic at s0, so that we must
obtain a section which produces a nonzero integral. Looking at the proof of Proposition 21,
we need a section supported in P ′U−P ′ , which restricts to a Schwartz function φ
′ on U−P ′
supported near δ
′
0δ′1, but since we already multiplied (δ′u′(1, ι′g)′) by δ′−1 (see m above), the
Schwartz function will need to be supported near 0 (identifying U−P ′ with F
e for the suitable
e). On the identity it is given by W3 ∈Wψ(ρc′(τ)⊗ χπ).
Given data (W1,W2,W3), we choose ξ in the space of Wψ(ρc(τ) ⊗ χπ), regarded as a
subrepresentation of (6.13) (or the analogous space for GSpinc), which takes the identity to
the product of W1, W3 and W ∗2 , where W
∗
2 ∈ Wψ(ρl(τ)) is given by W ∗2 (b) = W2(b∗). As
explained in the proof of Lemma 10, we can also assume that ξ is a Schwartz function on
the coordinates of κl,c−lV1 and
diag(Ikl,κc′,l)V2, where V1 and V2 are the unipotent subgroups
obtained by the repeated application of the lemma (see § 6.4.1 and also (2.10)), and this
90 YUANQING CAI, SOLOMON FRIEDBERG, AND EYAL KAPLAN
function vanishes unless the coordinates are near 0. Then we take f such that w● ⋅ f is
supported in PU−P and for a ∈ GLkc < MP and u ∈ U
−
P , w
● ⋅ f(s, au) = ∣det a∣s−1/2+dξ(a)φ(u),
where φ is a Schwartz function to be determined below, and will depend on (φσ, φ′), and d
is a constant depending on the modulus character of P .
We claim that for any
mσ = diag(a, b) ∈MPσ , uσ− ∈ U−Pσ , m′ ∈MP ′ , u′− ∈ U−P ′ , o ∈ O, v ∈ V, y ∈ U−R,
w● ⋅m(s, τ,w)f(s,m′u′−mσuσ−ℓ(o, v, y))(8.10)
= δs
′(diag(a, b))W1(a)W2(b)W3(m′)φσ(uσ−)φ′(u′−)φ(o, v, y).
Here δs
′(diag(a, b)) is the suitable modulus character defined by (8.9) (s′ is a linear polyno-
mial of s). The properties with respect to mσ and m′ follow from the definitions of ξ, f and
m(s, τ,w), so that we can now assume mσ and m′ are trivial.
We describe ℓ(o, v, y) explicitly. We perform the computation for Sp2n and SO2n, and in
the latter case assume for simplicity kl is even (see after (6.20)). Denote
y = ( Ilx1 Ic′
x2 x̃1 Il
) , x1 = ( x1,1x1,2 ) , x○1 = ( 0x1,2 ) , x1,i ∈Matn−l×l.
Here x̃1 is uniquely determined by x1 and G. In the following, all ak × bk matrices are
regarded as k × k block matrices with blocks of size a × b, then the diagonal is the diagonal
of these blocks. Then
ℓ(o, v, y) =
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎝
Ikl
0 Ikl
A1 A2 Ikc′
A3 A4 0 Ikc′
A5 A6 Ã4 Ã2 Ikl
A7 Ã5 Ã3 Ã1 0 Ikl
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎠
∈ U−L ,
where the blocks Ai are zero except for the following coordinates: A1 contains ǫ0x○1 in the
top left corner, and contains coordinates of V above the diagonal (of blocks of size c′ × l;
ǫ0 = −1 for Sp2n, otherwise ǫ0 = 1); A2 contains x
○
1 in the top right corner; A3 contains ǫ0x1
in the bottom left corner, and all other blocks consist of coordinates of O; A4 contains the
blocks (x1, . . . , x1) (k blocks) on the diagonal, and coordinates of V above the diagonal; A5
contains the blocks (ǫ0x2, x̃2, . . . , x̃2) (k − 1 copies of x̃2) on the diagonal, and coordinates of
V above the diagonal; A6 contains x2 in the top right corner; and finally A7 contains x2 in
the bottom left corner, and the other coordinates belong to O.
Let ℓ(o, v, y) = ℓ0(o, v, y)ℓ1(y), where ℓ0(o, v, y) is obtained from ℓ(o, v, y) by deleting the
coordinates of A2 and A6 (thereby Ã2 = 0), and removing the coordinates of U−R from A4
and A5 (thereby from Ã4, Ã5). Note that ℓ0(O,V,U−R) and ℓ1(U−R) are groups (though not
subgroups of ℓ(O,V,U−R)). The description above implies that as algebraic varieties, the
dimension of ℓ0(O,V,U−R) is the same as the dimension of ℓ(O,V,U−R). Recall that Z is the
domain of integration of m(s, τ,w), and we write z ∈ Z using the coordinates z1 and z2 as in
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(6.21), and also identify U−Pσ and U
−
P ′ with Matkl and Matkc′ (resp.). We see that
w−1(zu′−uσ−ℓ0(o, v, y)) =
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎝
Ikl
A1 Ikc′
A5 Ã4 Ikl
uσ− + z1A1 + z2A5 z1 + z2Ã4 z2 Ikl
A3 + u′−A1 + z̃1A5 u
′
− + z̃1Ã4 z̃1 A4 Ikc′
A7 + ũσ−A5 Ã3 + . . . ũ
σ
− Ã5 Ã1 Ikl
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎠
= diag(( IklA1 Ikc′
A5 Ã4 Ikl
) ,( IklA4 Ikc′
Ã5 Ã1 Ikl
))
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎝
Ikl
Ikc′
Ikl
uσ− + z1A1 + z2A5 z1 + z2Ã4 z2 Ikl
B1 B2 ∗ Ikc′
A7 + . . . ∗ ∗ Ikl
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎠
,
B1 = A3 + u
′
−A1 + z̃1A5 −A4(uσ− + z1A1 + z2A5), B2 = u′− + z̃1Ã4 −A4(z1 + z2Ã4)
(asterisks imply that the blocks are already determined uniquely, by the other blocks and
H). Note that w
−1(ZU−P ′U−Pσℓ0(O,Ikc, U−R)) ∩ U−P = U−P , where ℓ0(O,Ikc, U−R) denotes the
subgroup obtained by taking v to be trivial (cf. [Yam14, Lemma 7.7]). Consequently,
ZU−P ′U
−
Pσℓ(O,Ikc, U−R) is diffeomorphic to U−P , and we can prove (8.10) with ℓ0(o, v, y) instead
of ℓ(o, v, y).
In the following when we refer to the coordinates of A4 and A5 (thereby Ã4, Ã5), we mean
those appearing in ℓ0(o, v, y), so that these blocks no longer contain coordinates from U−R.
The coordinates of Ã4,A5, and the coordinates of A1 which belong to V , form the sub-
group diag(Ikl,κc′,l)(V2κl,c−lV1), then are small by the definition of ξ (belong to the support of
a Schwartz function, which vanishes away from 0). Moreover, w● ⋅ f restricts to a Schwartz
function φ on U−P . We choose φ which vanishes unless the coordinates of the blocks corre-
sponding to z2, z1 + z2Ã4, B1, B2 and A7 are small, and is given by φσ on uσ− + z1A1 + z2A5.
Since ξ vanishes unless Ã4 tends to 0, and φ vanishes unless z2 tends to 0, the restriction
of φ to the block z1 + z2Ã4 implies z1 → 0, i.e., φ vanishes unless the coordinates of z1 are
small. Hence looking at B2 we deduce that φ(u′−) can be taken to be arbitrarily close to
φ′(u′−) (recall that φ′ needs to be vanishing away from 0).
In addition, we may assume uσ− + z1A1 + z2A5 belongs to the support of φ
σ, hence when
we multiply by A4, the matrix will tend to zero. Inspecting the bottom left block of B1,
ǫ0x1 + u
′
k,1ǫ0x
○
1 → 0, where u′k,1 is the bottom left block of u′−, and by our assumption on
φ′, u′k,1 → 0, hence x1 → 0. Now A1 → 0, and we deduce A3 → 0. It then follows that all
summands added to A7 tend to zero (since A1,A5,A3, u′−, zi and Ã5u
σ
− do), hence A7 → 0. We
deduce that the coordinates of U−R (x1 from A3 and x2 from A7) tend to zero, the coordinates
of O (from A3 and A7) are small, and so are the coordinates of V . At the same time, Z
is small, so that the application of m(s, τ,w) does not introduce a zero at s0. Additionally
φ(uσ− + z1A1 + z2A5) is arbitrarily close to φσ(uσ−).
This completes the proof of (8.10).
Consequently (8.8) reduces to the product of GLl ×GLk and G′ ×GLk integrals, for σ ×(τ ⊗χ−1π τ∨) and π′ × τ , with data consisting of arbitrary matrix coefficients, and sections as
described above. The G′ ×GLk integral is made nonzero using Proposition 21.
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We proceed similarly with the GLl ×GLk integral (using § 6.4.5), and establish the analog
of (8.10), with one important difference: now we may not impose any assumption on φ′,
because this case is symmetric with respect to the representation ε = σ ⊗ π′ of MR: the
L-factor involving π′ can also contain a pole at s0.
The computation here is considerably simpler. The subgroups κ
●(U−R,1), κ●V and O com-
mute. Let y = ( Ilx Ic−l ) ∈ U−R, then
ℓ(o, v, y) =
⎛⎜⎜⎜⎝
Ikl
Ikl
A1 0 Ik(c−l)
A2 A3 Ik(c−l)
⎞⎟⎟⎟⎠
∈ U−L ,
where A1 contains (0, x, . . . , x) on the diagonal, A3 contains (x, . . . , x) on the diagonal, both
contain coorinates of V above the diagonal, and A2 contains −x on the bottom left block
and the coordinates of O elsewhere. The matrix ℓ0(o, v, y) is obtained by removing the
coordinates of U−R from A1 and A3. We see that
w−1(zu′−uσ−ℓ0(o, v, y)) =
⎛⎜⎜⎜⎝
Ikl
A1 Ik(c−l)
Ikl
A3 Ik(c−l)
⎞⎟⎟⎟⎠
⎛⎜⎜⎜⎝
Ikl
Ik(c−l)
uσ− + zA1 z Ikl
A2 −A3(uσ− + zA1) u′− −A3z Ik(c−l)
⎞⎟⎟⎟⎠
.
The coordinates in A1 and A3 (appearing in ℓ0(o, v, y)) now tend to zero by a suitable
selection of ξ. We require φ to be supported near 0 on the blocks of z and A2, and to
restrict to φ′ or φσ on the blocks corresponding to u′− −A3z or u
σ
− + zA1. Since A1,A3, z → 0,
φ(u′−−A3z) is close to φ′(u′−) and φ(uσ−+zA1) is close to φσ(uσ−). Then since uσ−+zA1 belongs
to the support of φσ and A3 → 0, we deduce A2 → 0. This means that the coordinates of
U−R,O and V are all small.
For example if G = GL2 and k = 1, V and O are trivial,
ℓ(y) = ( 1 1 1
−x x 1
) = ( 1 1 1
−x 1
)( 1 1 1
x 1
) = ℓ0(y)ℓ1(y), w−1(zu′−uσ−ℓ0(y)) = (
1
1
uσ− z 1
−x u′− 1
) .
In this manner we reduce to a product of d′ integrals for the representations σi×(τ⊗χ−1π τ∨).
Recall that by definition, L(s, π × τ) is the product of L(s, π′ × τ) (which is holomorphic at
s0) and Rankin–Selberg L-functions L(s, σi ×χπτ) and L(s, σ∨i × τ), over all i, and of L(s, τ)
for Sp2n. The latter function is holomorphic at s0. Moreover, since ai ≥ 0 and χπ is unitary,
L(s, σi × χπτ) is also holomorphic at s0 for each i, hence we only need to produce the pole
occurring in L(s, σ∨i × τ), for all i.
If σi is a representation of GL1, or k = 1, we can produce the pole at s0 of L(s, σ∨i × τ)
with its multiplicity using Corollaries 40 and 41. The remaining case is an essentially square-
integrable representation σi of GL2 with k > 1, which we handled in Claim 55. If L(s, σ∨i ×τ) is
holomorphic at s0, the integral for σi×(τ ⊗χ−1π τ∨) is made nonzero using Proposition 21. 
Global theory
9. The complete L-function
We recall the global set-up of the doubling integral from § 0.2, then define the complete
L-function. Since the results on the L-function are known for GLn, we assume G ≠ GLn in
the remainder of this paper.
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Let F be a number field and A be its ring of adeles. Denote the set of infinite places of F
by S∞. Fix a nontrivial additive character ψ of F /A. Let n and k be two positive integers.
Let G be one of the split groups Sp2n, SO2n, SO2n+1, GSpin2n or GSpin2n+1. Then c = 2n,
except for SO2n+1 and GSpin2n+1, where c = 2n+ 1. Recall the data and notation of § 3, e.g.,
H , U , P , which we now use for the global construction. We defined the group H depending
on G, k and c: it is Sp2kc, SO2kc (for even or odd c) or GSpin2kc. Then we defined a standard
parabolic subgroup Q = MQ ⋉ UQ of H , set U = UQ, and defined a character ψU of U , such
that G ×G is embedded in the stabilizer of ψU in MQ. We also fixed a standard maximal
parabolic subgroup P < H with MP = GLkc or GLkc ×GL1. Let KH be a maximal compact
subgroup of H(A), in a good position with respect to BH . It is the product of local maximal
compact subgroups KH,ν , where for almost all ν, KH,ν =H(Oν). Define KGLkc similarly.
Let π and τ be irreducible unitary cuspidal automorphic representations of G(A) and
GLk(A). If G = GSpinc, let χπ = π∣C○G(A), otherwise χπ is trivial. Also let χτ ∶ F ∗/A∗ → C be
the central character of τ .
To define the Eisenstein series appearing in the global integral, we first recall the construc-
tion of its inducing data: the generalized Speh representation Eτ . Our reference is [JL13].
For the precise construction of the series we follow [GRS99b, GL06].
Consider τ as a subspace of the space L2(GLk(F )/GLk(A);χτ ) of measurable L2 func-
tions GLk(F )/GLk(A) → C translating by χτ under CGLk(A). Let Acτ denote the space
of automorphic forms ξ on V(kc)(A)M(kc)(F )/GLkc(A), such that for all y ∈ KGLkc , the
mapping m ↦ δ−1/2P(kc)(m)ξ(my) on M(kc)(A) belongs to the space of τ⊗c = τ ⊗ . . . ⊗ τ (c
copies). In particular, it is already regarded as a complex-valued function. Using the au-
tomorphic realization of τ⊗c, identify Acτ with the KGLkc-finite part of Ind
GLkc(A)
P(kc)(A)(τ⊗c). Let
ζ = (ζ1, . . . , ζc) ∈ Cc. Define the following function ΞP(kc)ζ on GLkc(A): if g = mvy where
m = diag(m1, . . . ,mc) ∈ M(kc)(A), v ∈ V(kc)(A) and y ∈ KGLkc , ΞP(kc)ζ (g) = ∏ci=1 ∣detmi∣ζi.
Denote ξ(ζ, g) = ΞP(kc)ζ (g)ξ(g). The map ξ ↦ ξ(ζ, ⋅) identifies the KGLkc-finite parts of
Ind
GLkc(A)
P(kc)(A)(τ⊗c) and
Ind
GLkc(A)
P(kc)(A)(∣det ∣ζ1τ ⊗ . . . ⊗ ∣det ∣ζcτ),
as representations of KGLkc . Under these identifications, the Eisenstein series attached to
ξ ∈ Acτ is given by
E(g; ζ, ξ) = ∑
δ∈P(kc)(F )/GLkc(F )
ξ(ζ, δg).(9.1)
It is absolutely convergent when Re(ζ) belongs to a certain cone, and admits meromorphic
continuation. It has an iterated residue at the point ζ(c) = ((c− 1)/2, (c− 3)/2, . . . , (1− c)/2)
given by
lim
ζ→ζ(c)
c−1
∏
i=1
(ζi − ζi+1 − 1)E(g; ζ, ξ).(9.2)
The automorphic representation Eτ is the representation of GLkc(A) spanned by the residues
(9.2) of the series E(g; ζ, ξ), and these residues are square-integrable forms. The local com-
ponents of Eτ are the representations ρc(τv) treated in § 2.
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We turn to construct the Eisenstein series on H using Eτ . We regard Eτ as a subrepresen-
tation of L2(GLkc(F )/GLkc(A);χcτ ). As above, consider the space AEτ⊗χπ of automorphic
forms f on UP (A)MP (F )/H(A), where the function m ↦ δ−1/2P (m)f(my) (m ∈MP (A)) be-
longs to the space of Eτ for all y ∈KH , and if MP ≅ GLkc ×GL1, f([Ikc, x]my) = χπ(x)f(my)
for all x ∈ GL1(A) (see § 3.5). The space AEτ⊗χπ is identified with the KH -finite part of
Ind
H(A)
P (A)(Eτ ⊗ χπ). Let s ∈ C. For h = muy ∈ H(A) with m ∈ MP (A), u ∈ UP (A) and
y ∈ KH , put ΞPs (h) = ∣detam∣s−1/2, where am denotes the projection of m onto GLkc(A).
Then f(s, h) = ΞPs (h)f(h) is a standard KH-finite section. In this manner we identify (the
KH-finite parts of) Ind
H(A)
P (A)(Eτ ⊗ χπ) with IndH(A)P (A)(∣det ∣s−1/2Eτ ⊗ χπ), as representations of
KH . The Eisenstein series from (0.2) is
E(h; s, f) = ∑
δ∈P (F )/H(F )
f(s, δh).
The global integral (0.3) is defined by
Z(s,ϕ1, ϕ2, f) = ∫
C○
G
(A)G(F )×C○
G
(A)G(F )/G(A)×G(A)
ϕ1(g1) ιϕ2(g2)EU,ψU ((g1, g2); s, f)dg1 dg2,
where ϕ1 and ϕ2 are two cusp forms in the space of π, ι is defined in § 3.1 and EU,ψU
is the application of the Fourier coefficient (0.4) along (U,ψU) to the series. The integral
Z(s,ϕ1, ϕ2, f) is absolutely convergent in the whole plane except (perhaps) at the poles of
the Eisenstein series. This follows from the rapid decay of cusp forms and moderate growth of
the series. Then the properties of the series imply Z(s,ϕ1, ϕ2, f) is a meromorphic function
of s.
The unfolding argument (in [CFGKa]) implies that for Re(s) ≫ 0, the global integral is
equal to (0.5):
Z(s,ϕ1, ϕ2, f) = ∫
C○
G
(A)/G(A)
∫
U0(A)
⟨ϕ1, π(g)ϕ2⟩fWψ(Eτ )⊗χπ(s, δu0(1, ιg))ψU(u0)du0 dg.
Here the inner product ⟨, ⟩ is defined by (0.6), and fWψ(Eτ )⊗χπ by (3.5) (χπ is included solely to
remind the reader that the inducing data depends on χπ). By Theorem 5, for a factorizable
f we can write fWψ(Eτ )⊗χπ =∏ν fν such that for all ν, fν is a section of V (Wψν (ρc(τν))⊗χπ),
and fν is the normalized unramified element for almost all ν. Also for factorizable ϕ1 and ϕ2,⟨ϕ1, π(g)ϕ2⟩ =∏ν ων(g) where ων is a matrix coefficient of π∨ν for all ν, and the normalized
unramified coefficient for almost all ν. When we combine this with the global functional
equation of the Eisenstein series, we obtain (6.58):
bS(s, c, τ ⊗ χπ)Z(s,ϕ1, ϕ2, f) = LS(s, π × τ)∏
ν∈S
Z(s,ων , fν).
Theorem 58. Let S be a finite set of places of F , such that outside S, all data are unramified.
The partial L-function LS(s, π × τ) admits meromorphic continuation to the plane.
Proof. The left hand side of (6.58) admits meromorphic continuation, and on the right hand
side for any given s, by Proposition 21 and Corollary 44 we can choose data such that each
integral at a place ν ∈ S is holomorphic and nonzero. 
In § 7 we defined local L- and ǫ-factors. Now we may define the global (complete) L-
function L(s, π × τ) and ǫ-factor ǫ(s, π × τ), as the Euler products of local factors over all
places of F . Note that ǫ(s, π × τ) does not depend on ψ by (5.7).
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Corollary 59. The L-function L(s, π × τ) admits meromorphic continuation to the plane.
Proof. By Theorem 58, and since the local L-factors admit meromorphic continuation. 
Theorem 60. The global functional equation holds: L(s, π × τ) = ǫ(s, π × τ)L(1−s, π∨ × τ∨).
Proof. This follows from (5.10) with (7.1). 
10. Complete L-functions for twists of τ
With the application to functoriality in mind, we prove that the complete L-function is
entire for a certain class of representations τ (Theorem 66), and then it is bounded in vertical
strips of finite width (Corollary 69). We proceed with the notation of § 9.
As explained in § 0.5, the first step to show that the L-function is entire is to prove that the
global integral is holomorphic. Using the global functional equation, namely Theorem 60, it
will be sufficient to show this on the closed half plane to the right of the center of symmetry:
Re(s) ≥ 1/2 (recall that we induce with ∣det ∣s−1/2). The poles of Z(s,ϕ1, ϕ2, f) are contained
in the poles of the Eisenstein series, so our first goal is to prove that E(h; s, f) is holomorphic
in Re(s) ≥ 1/2 (Theorem 64), under a certain condition on τ which we formulate below.
Let S be a nonempty finite set of finite places of F , fix k ≥ 1 and let η be an automorphic
character of A∗, which is sufficiently highly ramified for all ν ∈ S, and in particular η2ν0 is
ramified for some ν0 ∈ S and η2ν0 ≠ χ
−1
πν0
on O∗ν0 . We define the set A0(S,k, η) of irreducible
cuspidal automorphic representations τ of GLk(A) such that for all ν ∈ S, τν is the twist of an
unramified representation by ην . We will prove that E(h; s, f) is holomorphic in Re(s) ≥ 1/2
when τ ∈ A0(S,k, η).
Proposition 61. If τ ∈ A0(S,k, η), τ /≅ τ∨ ⊗ χ−1π . In particular τ is not self-dual when G is
a classical group.
Proof. When χπ = 1, our condition on S implies by [CKPSS01, Lemma 3.2] that τ is not
self-dual. When χπ ≠ 1, the arguments of [CKPSS01, Lemma 3.2] still imply the condition
of Theorem 64, because we obtain ην0τν0,i = η
−1
ν0
τ−1ν0,jχ
−1
πν0
for two unramified quasi-characters
τν0,i, τν0,j of F
∗
ν0
. 
Note that for c = 1, one can deduce that E(h; s, f) is holomorphic in Re(s) ≥ 1/2 under the
weaker condition τ /≅ τ∨⊗χ−1π (see e.g., [Kim99, Proposition 2.1] and [CKPSS04, Lemma 3.1]).
Nonetheless, the twisting by η plays another significant role, when combined with stability
results (see e.g., Lemma 49).
For k = 1, the result on the Eisenstein series is known for several classes of groups H (e.g.,
[KR90, Ike92, KR94], and see [Yam14, Proposition 9.1] and the references therein). For
general k, it follows from the work of Jiang et. al. [JLZ13], but as mentioned in § 0.6, parts
of their proof relied on results of Arthur [Art13]. Because one of the goals of this work is to
present a proof of functoriality which is independent of the trace formula, we will be careful
to avoid any dependence on the endoscopic classification in [Art13].
We begin with some preliminaries for the proof of Theorem 64. First observe that since
Eτ is square-integrable, by Langlands’ theory E(h; s, f) is holomorphic on Re(s) = 1/2 (see
[Lan76], [Art79], [MW95, § VI.2.1]), henceforth we can assume Re(s) > 1/2. If E(h; s, f)
has a pole at s = s0, the leading term of the Laurent expansion of E(h; s, f) about s0 is an
automorphic function on H(F )/H(A). Also recall that according to Langlands’ theory of
Eisenstein series, the poles of the series are identical with the poles of its constant terms.
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For c = 1 the inducing data of the series is plainly the cuspidal unitary representation
τ ⊗χπ (since Eτ = τ) and the maximal parabolic subgroup P . Let EP (h; s, f) be the constant
term of E(h; s, f) along UP (the other constant terms vanish). Then
EP (h; s, f) =M(s,w)f(s, h) + f(s, h),(10.1)
where w is the longest element inW (MP )/W (H). The series is then holomorphic in Re(s) >
1/2 by [KS02, § 2].
Our main tool is an inductive formula for the computation of the constant term of the
Eisenstein series, first obtained by Kudla and Rallis [KR90, § 1.2] for k = 1, and due to
Brenner [Bre09] for any k in the symplectic case; Jiang et. al. [JLZ13] presented a uniform
formula treating several classes of groups simultaneously, in particular Sp2kc and SO2kc. It
is straightforward to adapt the computation of the constant term of [JLZ13] to GSpin2kc.
We introduce some notation for the inductive formula of [JLZ13]. Assume c > 1 and
put c′ = c − 1. Let E ′τ be the generalized Speh representation of GLkc′ constructed from
Ind
GLkc′(A)
P
(kc
′
)
(A)(τ⊗c′). Let R1 be the standard parabolic subgroup of H with MR1 = GLk ×H ′,
where H ′ is either Sp2kc′,SO2kc′ or GSpin2kc′ , and identify H
′ with its image in MR1 . Then
we have the Eisenstein series E′(h′; s, f ′) constructed for IndH′(A)
P ′(A)(∣det ∣s−1/2E ′τ ⊗ χπ) (where
h′ ∈H ′ and P ′ replaces P ). According to [JLZ13, Proposition 2.3],
ER1(h′; s, f) = E′(h′; s + 1/2, f 1) +E′(h′; s − 1/2,M(s,w(k,kc′))M(s,w2)f 2).(10.2)
Here f 1 and f 2 are the constant terms of f along the subgroups V(k,kc′) and V(kc′,k) embedded
in MP (loc. cit., (2-4) and (2-6)); f 1 belongs to the space of the representation parabolically
induced to H(A) from the representation given by
∣det ∣s−1/2−c′/2τ ⊗ ∣det ∣sE ′τ ⊗ χπ;(10.3)
w2 is either diag(Ikc′ , ( −IkIk ) , Ikc′) if H = Sp2kc, k diag(Ikc′, ( IkIk ) , Ikc′) if H = SO2kc, or a
representative thereof if H = GSpin2kc; M(s,w2) is the intertwining operator on the space of
the representation parabolically induced to H(A) from the representation
∣det ∣s−1E ′τ ⊗ ∣det ∣s−1/2+c′/2τ ⊗ χπ(10.4)
to the space of the representation induced from
∣det ∣s−1E ′τ ⊗ ∣det ∣1/2−s−c′/2χ−1π τ∨ ⊗ χπ;(10.5)
and the intertwining operator M(s,w(k,kc′)) is into the space of the representation induced
from
∣det ∣1/2−s−c′/2χ−1π τ∨ ⊗ ∣det ∣s−1E ′τ ⊗ χπ.(10.6)
Note that (10.2) as stated is applicable to standard KH -finite sections f , but immediately
extends to h ⋅ f for any h ∈H(A).
To prove that E(h; s, f) (with c > 1) is holomorphic for Re(s) > 1/2, we begin with
the range Re(s) ≥ 1, where we argue inductively using (10.2) as in [JLZ13]. For the strip
1/2 < Re(s) < 1, the proof of loc. cit. (0 < Re(s) < 1/2 in their notation) relied on the
classification results of Arthur [Art13], which we do not use. Instead, we first show that
if there is a pole in this strip, then the leading coefficient in the Laurent expansion of
E(h; s, f) is a square-integrable automorphic form. This turns out to be impossible because
of the twists by η. Note that in general, there is no reason to expect the leading coefficient
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to be square-integrable (cf. [JLZ13, Theorem 6.1] and [Fra99]). Nonetheless, we will prove
that it is true for the strip 1/2 < Re(s) < 1.
Let R =MR ⋉ UR be the standard parabolic subgroup of H with MR =M(kc) (c copies of
GLk) or MR =M(kc) ×GL1 (for GSpin2kc).
Lemma 62. The only standard Levi subgroup of H contributing to the cuspidal support of
E(h; s, f) is MR. Moreover, the poles of E(h; s, f) coincide with the poles of ER1(h; s, f).
Proof. Let L be a standard parabolic subgroup of H . For the first assertion, we must prove
that if ML contributes to the cuspidal support, ML = MR (then L = R). This follows from
[Bre09, Proposition 6.1], so we provide a brief description. First observe that the constant
term along UL vanishes unless ML = GLkj ×M ′L for some j, 1 ≤ j ≤ c, where M
′
L is a standard
Levi subgroup. This holds because the generalized Speh representation Eτ is obtained from
the cuspidal representation τ⊗c of M(kc)(A). Moreover, if j > 1 (in particular c > 1), then
by [MW95, § II.1.7], the constant term of the series along UL can be expressed as a sum of
Eisenstein series onML, each applied to the image of f under certain intertwining operators.
The GLkj component of each series is attached to a representation induced from some twist
of τ⊗j to GLkj(A) (determined by the intertwining operator), so is orthogonal to the space of
cusp forms on GLkj(F )/GLkj(A) ([MW95, § IV.1.9 (b)(ii)]). Thus if j > 1, the constant term
along UL does not carry a cuspidal representation. We are left with the standard parabolic
subgroups L of H such that ML = GLk ×M ′L, where M
′
L is a standard Levi subgroup of H
′.
For such an L, the constant term along UL factors through the constant term along UR1 . We
now apply (10.2) and use induction to deduce that there is no contribution to the cuspidal
support unless M ′L =M(kc′) or M(kc′) ×GL1, i.e., ML =MR.
We prove the second assertion. Assume E(h; s, f) has a pole at s0 of multiplicity m. Let
Lj be the set of standard parabolic subgroups L with ML = GLkj ×M ′L for some standard
Levi subgroup M ′L, such that EL(h; s, f) has the same pole (with the same multiplicity). By
the description above, there is 1 ≤ j ≤ c such that Lj is not empty (any other constant term
will vanish). Take the minimal j and L ∈ Lj . If j = 1, we are done because the constant term
along UL factors through the constant term along UR1 . Otherwise j > 1. In this case, by the
minimality of j, any constant term of EL(h; s, f) along a unipotent radical V of a parabolic
subgroup of GLkj, will either vanish, if V /< V(kj); be holomorphic at s0; or have the pole at s0
but with multiplicity less than m. Therefore the GLkj component of the leading term of the
Laurent expansion of EL(h; s, f) about s0 will already be a cusp form on GLkj(F )/GLkj(A),
and as above we arrive at a contradiction because each series on ML (in the expansion of
EL(h; s, f) as a sum) is orthogonal to these cusp forms.
Conversely, it is clear that any pole of ER1(h; s, f) is a pole of E(h; s, f). 
Recall that by Jacquet’s criterion, square-integrability can be characterized by the neg-
ativity of all cuspidal exponents ([MW95, § I.4.11]). We follow the interpretation of this
from [JLZ13, § 6A]. According to Lemma 62, the only parabolic subgroup to consider for the
computation of cuspidal exponents is R. Now as in [JLZ13, § 6A], we can write the cuspidal
exponents of E(h; s, f) in the form ∑ci=1 diei, where (e1, . . . , ec) is the standard basis for the
root lattice of Sp2c, SO2c or GSpin2c. The condition is then ∑ji=1Re(di) < 0 for all 1 ≤ j ≤ c
[JLZ13, (6-1)]. Also note that the constant term along UR factors through the constant term
along UR1 , hence we will repeatedly use (10.2) for the computation of the exponents.
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Let e(s, c) ⊂ Cc be the set of cuspidal exponents of E(h;f, s). Momentarily regarding s
as a formal variable, we can write each e ∈ e(s, c) in the form
e = (a1(s − 1/2) + b1, . . . , ac(s − 1/2)+ bc).
Then we refer to ai as the coefficient of s − 1/2 and to bi as the constant coefficient of the
i-th coordinate. First we study the set e(s, c), for any s ∈ C. This result will be used below,
in the range 1/2 < Re(s) < 1.
Lemma 63. The set e(s, c) satisfies the following properties: for all 1 ≤ j ≤ c, aj = ±1,
bj ∈
1
2
Z and ∑ji=1 bi ≤ 0.
Proof. Note that since χπ is unitary, it can be ignored for the purpose of computing cuspidal
exponents. We argue using induction on c. For the base case by (10.1),
e(s,1) = {(−s + 1/2), (s − 1/2)}
and the lemma holds (a1 = ±1, b1 = 0). Assume it holds for c′ and consider c. Then by (10.2),
(10.3) and (10.6),
e(s, c) = {(s − 1/2 − c′/2, e′) ∶ e′ ∈ e(s + 1/2, c′)}⋃{(1/2 − s − c′/2, e′) ∶ e′ ∈ e(s − 1/2, c′)}.
Consider e ∈ e(s, c). The first coordinate of e is ±(s − 1/2) − c′/2. Thus the assertions on
the coefficients of s − 1/2 in the expression for e follow from the inductive hypothesis. Also
the constant coefficient of the first coordinate is −c′/2, so that all constant coefficients are
in 1
2
Z (by the inductive hypothesis), and the last assertion on their sum follows for j = 1. It
remains to prove it for 2 ≤ j ≤ c.
There are two cases to consider. If e = (s − 1/2 − c′/2, e′) with e′ ∈ e(s + 1/2, c′), then we
can write
e = (s − 1/2 − c′/2, a1((s + 1/2) − 1/2) + b1, . . . , ac′((s + 1/2) − 1/2) + bc′)
= (s − 1/2 − c′/2, a1(s − 1/2) + a1/2 + b1, . . . , ac′(s − 1/2)+ ac′/2 + bc′).
By the inductive hypothesis ∑li=1 ai ≤ c′ and ∑li=1 bi ≤ 0 for 1 ≤ l ≤ c′, so that
−c′/2 + l∑
i=1
(ai/2 + bi) ≤ l∑
i=1
bi ≤ 0.
Now if e = (1/2 − s − c′/2, e′) with e′ ∈ e(s − 1/2, c′),
e = (1/2 − s − c′/2, a1((s − 1/2) − 1/2) + b1, . . . , ac′((s − 1/2) − 1/2) + bc′)
= (1/2 − s − c′/2, a1(s − 1/2) − a1/2 + b1, . . . , ac′(s − 1/2)− ac′/2 + bc′),
and as above the sums of constant coefficients of the coordinates are at most 0. 
Theorem 64. Assume τ ∈ A0(S,k, η). Then E(h; s, f) is holomorphic in Re(s) ≥ 1/2.
Proof. As explained above, the case Re(s) = 1/2 already follows from Langlands ([Lan76],
[Art79]). Assume Re(s) > 1/2. We use induction on c. For c = 1 the leading term of the
Laurent expansion of E(h; s, f) is square-integrable, by (10.1). Then the series is holomor-
phic in Re(s) > 1/2 by [KS02, § 2] (see also [Lan76], [Kim99, Proposition 2.1], [CKPSS01,
Lemma 3.1]). It also follows that M(s,w) is holomorphic for Re(s) > 1/2 (see e.g., [Kim99,
Corollary 2.2]).
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Assume c > 1. Consider s ∈ C with Re(s) ≥ 1. If E(h; s, f) has a pole, by Lemma 62 so
does ER1(h; s, f). Looking at (10.2) we have
ER1(h′; s, h ⋅ f) = E′(h′; s + 1/2, h ⋅ f 1) +E′(h′; s − 1/2,M(s,w(k,kc′))M(s,w2)h ⋅ f 2).
By the inductive hypothesis and since f 1 is a holomorphic KH-finite section (the constant
term f ↦ f 1 consists of an integration over a compact space), the function h′ ↦ E′(h′; s +
1/2, h ⋅ f 1) is holomorphic at s, hence so is E′(h; s + 1/2, f 1). The intertwining operator
M(s,w2) is holomorphic in the range Re(s)− 1/2+ c′ > 0, because as is evident from (10.4)–
(10.5), it is effectively applied to a representation parabolically induced from ∣det ∣s−1/2+c′/2τ⊗
χπ, hence holomorphic at s. According to the local results [MW89, § I.10] (see [JLZ13, § 3B]
for details), the operator
c′
∏
i=1
L(2s + c/2 − 1 + (c′ − 2i + 1)/2, τ × χπτ)
L(2s + c/2 − 2 + (c′ − 2i + 1)/2, τ × χπτ)M(s,w(k,kc′))
is holomorphic when Re(s−1−(1/2−s−c′/2)) > 0, in particular when Re(s) ≥ 1. Since the L-
functions in the numerator are entire given our condition on τ , and those in the denominator
are nonvanishing when 2Re(s)+c/2−2+(c′−2i+1)/2 ≥ 1 ([JS81a, JS81b, Sha81]), we deduce
that M(s,w(k,kc′)) is also holomorphic. Now we may again apply the inductive hypothesis
to deduce E′(h′; s−1/2,M(s,w(k,kc′))M(s,w2)h ⋅ f 2) is holomorphic, whence by (10.2), so is
ER1(h; s, f) and thereby E(h; s, f), for Re(s) ≥ 1.
To complete the proof it remains to show E(h; s, f) is holomorphic in the strip 1/2 <
Re(s) < 1. Suppose otherwise, and let s be a pole of E(h; s, f) in this strip. Let ρ(h) be the
leading coefficient of the Laurent expansion of E(h; s, f) about s. It is a nonzero automorphic
form on H(F )/H(A). We use Jacquet’s criterion ([MW95, § I.4.11]), as described above, to
prove ρ is square-integrable, i.e., ρ ∈ L2(H(F )/H(A), χπ).
Since E(h; s, f) has a pole at s, the constant term ER1(h; s, f) has the same pole. By
(10.2), (10.6) and since E′(h; s+1/2, f 1) is holomorphic for 1/2 < Re(s) < 1, the only cuspidal
exponents contributing to the leading term are of the form e = (1/2 − s − c′/2, e′), where
e′ ∈ e(s − 1/2, c′). As an element of e(s, c′), we can write e′ in the form
e′ = (a1(s − 1/2) + b1, . . . , ac′(s − 1/2) + bc′),
where by Lemma 63, for all 1 ≤ j ≤ c′, aj = ±1, ∑ji=1 ai ≤ c′, bj ∈ 12Z and ∑ji=1 bi ≤ 0. Now
e = (1/2 − s − c′/2, a1(s − 1/2) − a1/2 + b1, . . . , ac′(s − 1/2) − ac′/2 + bc′).
Then we observe that 1/2 −Re(s) − c′/2 < 0, and it remains to show for all 1 ≤ j ≤ c′,
Re(1/2 − s − c′/2 + j∑
i=1
(ai(s − 1) + bi)) < 0.
Indeed since Re(s) − 1 < 0, the left hand side is maximized when a1 = . . . = ac′ = −1, hence
Re(1/2 − s − c′/2 + j∑
i=1
(ai(s − 1) + bi)) ≤ Re(1/2 − s − c′/2 + (1 − s)c′).
Then because 1 −Re(s) < 1/2,
Re(1/2 − s − c′/2 + (1 − s)c′) < Re(1/2 − s) < 0.
This completes the verification of the criterion. We conclude ρ is square-integrable.
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Now we apply [MW95, § III.3.1] to derive a contradiction4. The cuspidal support of
E(h; s, f) is (MR, τ⊗c ⊗χπ), and the central character of τ⊗c⊗χπ is χ = (χτ ⊗ . . .⊗χτ)⊗χπ.
Let H ′ be the derived group of H , and N(H) ≥ 1 be the integer defined in [MW95, § III.3.2],
which depends only on H and A; in particular, N(H) is independent of τ and χπ.
Since ρ is square-integrable, according to [MW95, § III.3.1] the restriction of the N(H)-th
power χN(H) of χ to CMR(A) ∩ H ′(A) is positive real-valued. Noting that H ′ = H unless
H = GSpin2kc in which case H
′ = Spin2kc, CMR(A) ∩H ′(A) contains the subgroup
A = {{diag(I(c−1)k, aIk) ∶ a ∈ A∗} H = Sp2kc,SO2kc,{[diag(I(c−1)k, a2Ik), ak] ∶ a ∈ A∗} H = GSpin2kc .
See § 3.5 for the notation [diag(I(c−1)k, a2Ik), ak]. The restriction of χN(H) to A is given
by (χτ(adIk)χπ(ak))N(H), where d ∈ {1,2}. Choose some ν0 ∈ S and consider the subgroup
Aν0 < A where a ∈ A
∗ is such that aν = 1 for all ν ≠ ν0 and aν0 ∈ O
∗
ν0
. We see that on Aν0 ,
(χτ(adIk)χπ(ak))N(H) = (ην0(adkν0 )χπν0(akν0))N(H)
which, for sufficiently highly ramified ην0 depending on (k,H,A, χπ) but not on τ , is not
positive real, contradicting the fact that ρ is square-integrable. We conclude that E(h; s, f)
is holomorphic in 1/2 < Re(s) < 1 as well. 
Remark 65. As we see from the last part of the proof, η needs to be sufficiently highly
ramified also depending on k.
Now we use Theorem 64 to deduce that the complete L-function is entire.
Theorem 66. Let τ ∈ A0(S,k, η) and assume L(s, πν × τν) = L(1 − s, π∨ν × τ∨ν ) = 1 for any
ν <∞ where πν is not unramified. Then L(s, π × τ) and L(1 − s, π∨ × τ∨) are entire.
Proof. According to [KS02, Proposition 2.1] (see also [AS06, Proposition 5.1] for general spin
groups), our conditions on S and η imply that the complete L-functions L(s, τ), L(s, τ,∧2χπ)
and L(s, τ,∨2χπ) are entire. Then so are the partial L-functions, hence bS′(s, c, τ ⊗ χπ) is
entire for any finite set of places S′.
Let S′ be a finite set of places containing S∞ and such that for ν ∉ S′, all data are
unramified (e.g., πν , τν and ψν). By (6.58),
bS
′(s, c, τ ⊗ χπ)Z(s,ϕ1, ϕ2, f) = LS′(s, π × τ)∏
ν∈S′
Z(s,ων , fν).
By Theorem 64, the global integral Z(s,ϕ1, ϕ2, f) is holomorphic for Re(s) ≥ 1/2. Then by
(6.58), Proposition 21 and Corollary 44, LS
′(s, π × τ) is holomorphic for Re(s) ≥ 1/2.
Multiplying and dividing the right hand side by the product LS′(s, π×τ) of L-factors over
the places of S′,
bS
′(s, c, τ ⊗ χπ)Z(s,ϕ1, ϕ2, f) = L(s, π × τ)∏
ν∈S′
Z(s,ων , fν)
L(s, πν × τν) .(10.7)
Now suppose s0 ∈ C with Re(s0) ≥ 1/2 is a pole of L(s, π × τ). Then it is a pole of
LS′(s, π × τ). For each finite ν ∈ S′, L(s, πν × τν)−1 is by definition a polynomial in q−sν
and we let mν ≥ 0 be the multiplicity of q
−s0
ν as a pole of L(s, πν × τν). Our assumption on
L(s, πν ×τν) implies that if mν > 0, πν is unramified. In this case by Lemma 51 we can choose
4We wish to thank Erez Lapid for telling us about this result, which greatly simplified our original
argument.
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data (ων , fν) where fν is entire, such that Z(s,ων , fν) has a pole at q−s0ν with multiplicity
mν . If mν = 0, by Proposition 21 we can take (ων , fν) with an entire fν such that Z(s,ων , fν)
is holomorphic and nonzero at q−s0ν .
For ν ∈ S∞ we can obtain a similar result with KHν -finite sections, using Corollary 44 and
Lemma 57. Specifically, if L(s, πν × τν) has a pole at s0 with multiplicity mν , there is data
such that Z(s,ων , fν) admits this pole with the same multiplicity; otherwise there is data
for which the integral is holomorphic and nonzero.
Combining these choices over all places of S′, we have proved that
∏
ν∈S′
Z(s,ων , fν)
L(s, πν × τν)
is holomorphic and nonzero at s0, for a choice of data (ων , fν)ν∈S′ where each fν is entire
and for ν ∈ S∞, fν is also KHν -finite.
Now if we take ω and a standard KH-finite f that equal ων and fν in S′, and both contain
the normalized unramified vectors outside S′, the left hand side of (10.7) is still holomorphic,
while the right hand side equals L(s, π × τ) multiplied by a factor which is holomorphic and
nonzero at s0. This contradicts the assumption that L(s, π × τ) has a pole at s0. Thus
L(s, π × τ) is holomorphic for Re(s) ≥ 1/2. A similar argument now shows that L(s, π∨ × τ∨)
is holomorphic for Re(s) ≥ 1/2, and by Theorem 60 they are both entire. 
Remark 67. Note that the proof does not imply LS′(s, π × τ) itself is holomorphic; rather,
its poles in Re(s) ≥ 1/2 are cancelled by the zeroes of LS′(s, π × τ).
Next we prove boundedness in vertical strips. The following two theorems are independent
of the previous results on the entireness of the L-function; in particular τ may be self-dual.
Theorem 68. Let S be a finite set of places of F , such that outside S, all data are unramified.
Assume LS(s, π × τ) and LS(s, π∨ × τ∨) have finitely many poles in Re(s) ≥ 1/2, and all of
them are real. For any ǫ > 0, there are constants A,B > 0 such that ∣LS(s, π×τ)∣ ≤ A(1+ ∣s∣)B
for all s with Re(s) ≥ 1/2 and ∣ Im(s)∣ ≥ ǫ.
Proof. We closely follow the arguments of [GL06, Proposition 1]. Let S0 ⊂ S be the subset
of finite places. Using (7.1), we may write (5.10) in the form
LS(s, π × τ)
LS0(1 − s, π∨ × τ∨) = ǫS(s, π × τ,ψ)
LS∞(1 − s, π∨ × τ∨)LS(1 − s, π∨ × τ∨)
LS(s, π × τ) ,
where the subscript S0 (resp., S, S∞) denotes the finite product of factors over the places
in S0 (resp., S, S∞). According to our assumptions on the finiteness of poles, the left hand
side has finitely many poles in Re(s) ≥ 1/2, and LS(1− s, π∨ × τ∨) has finitely many poles in
Re(s) ≤ 1/2. By Lemma 48 (1), LS∞(1−s, π∨×τ∨) also has finitely many poles in Re(s) ≤ 1/2.
The remaining factors on the right hand side do not contribute (any) poles. Therefore, there
is a polynomial P (s) such that
L(s) = P (s) LS(s, π × τ)
LS0(1 − s, π∨ × τ∨)
is entire.
Next, we can find r1 ≪ 0≪ r2 such that L(s) is bounded on the boundary of the half-strip{s ∶ r1 ≤ Re(s) ≤ r2, Im(s) ≥ ǫ} by A(1 + ∣s∣)B (by assumption, the poles of LS(⋯) are real,
therefore any ǫ > 0 suffices).
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Indeed, on the right boundary, this follows since LS(s, π × τ) is absolutely convergent
for Re(s) ≫ 0 hence bounded there, and for ν < ∞, Lν(s, πν × τν)−1 is bounded on any
vertical line Re(s) = σ depending only on σ. On the left, this is because LS(1 − s, π∨ × τ∨)
is absolutely convergent for Re(s) ≪ 0, Lν(s, πν × τν)−1 is again bounded for ν < ∞, and∣LS∞(1 − s, π∨ × τ∨)/LS∞(s, π × τ)∣ ≤ A(1 + ∣s∣)B by Lemma 48 (4).
Moreover, by [GL06, Theorem 2] (stated also for non-generic representations), LS(s, π×τ)
is a meromorphic function of finite order, whence so is L(s). Now the Phragme´n–Lindelo¨f
principle implies ∣L(s)∣ ≤ A(1 + ∣s∣)B on the half-strip, thereby on {s ∶ r1 ≤ Re(s) ≤ r2} (with
possibly different constants A,B) because L(s) is entire.
To obtain the bound for LS(s, π × τ) we apply the maximum modulus principle exactly as
in [GL06, Proposition 1]. 
Corollary 69. If L(s, π × τ) and L(1 − s, π∨ × τ∨) are entire, they are bounded in vertical
strips of finite width.
Proof. Let S and S0 be as in Theorem 68. Since L(s, π × τ) is entire, it is enough to prove
boundedness in
D = {s ∶ r1 ≤ Re(s) ≤ r2, ∣ Im(s)∣ ≥ ǫ},
where r1 ≪ 0 ≪ r2, and ǫ is sufficiently large such that LS∞(s, π × τ) is analytic in D (see
Lemma 48 (2)). Put
L(s) = LS0(s, π × τ)−1L(s, π × τ) = LS∞(s, π × τ)LS(s, π × τ).
Since L(s, π × τ) and L(1 − s, π∨ × τ∨) are entire, so are LS(s, π × τ) and LS(1 − s, π∨ × τ∨).
Hence we may apply Theorem 68 without restricting to Re(s) ≥ 1/2 (see [GL06, Remark 2]),
and deduce that LS(s, π × τ) is bounded by A(1+ ∣s∣)B in D. This bound is now polynomial
in ∣ Im(s)∣, while the L-functions appearing in LS∞(s, π × τ) decay exponentially in ∣ Im(s)∣
(Lemma 48 (3)). Hence L(s) is bounded in D.
As in [GL06, Proposition 1], let C be the (discrete) union of discs of fixed radius r > 0
around the poles of LS0(s, π×τ). Since LS0(s, π×τ) is bounded in D−C, so is L(s, π×τ), hence
by the maximum modulus principle L(s, π × τ) is bounded in D, completing the proof. 
11. Constructing a functorial lift
In this section we prove Theorem 1. Let F be a number field with a ring of adeles A and
let π be an irreducible unitary cuspidal automorphic representation of G(A). We construct
a lift following the prescription in [CKPSS04]. Set N = 2n unless G = Sp2n, then N = 2n+ 1.
Write π = ⊗′νπν as a restricted tensor product. Define representations Πν of GLN(Fν) as
follows. Let Sπ denote the set of finite places where πν is ramified. For a finite place ν ∉ Sπ,
πν is unramified and Πν is defined using the Satake parameter of πν . For ν ∈ S∞, Πν is defined
by the Langlands correspondence (in both cases see § 7 and the references therein). For the
remaining places ν ∈ Sπ, Πν is an arbitrary irreducible generic representation with a trivial
central character if G is a classical group, or irreducible generic unramified representation
with a central character χ
N/2
πν if G = GSpinc. Now Π = ⊗
′
νΠν is an irreducible representation
of GLN(A).
We verify the conditions of the Converse Theorem of [CKPSS01, § 2] (i.e., the twisted
version of [CPS94]).
By construction, the central character of Π is trivial on F ∗. In fact it is trivial on A∗ if G
is classical. For GSpinc, Remark 30 shows Πν(aIN) = χN/2πν (a) for finite places ν ∉ Sπ, and for
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infinite places this was shown by Asgari and Shahidi in [AS06, pp. 178–179 (ii)] by a careful
inspection of the Langlands correspondence (using [Lan89, Kna94] which are applicable also
to non-generic representations). Therefore the central character of Π is χ
N/2
π , which is again
trivial on F ∗.
The Euler product L(s,Π) =∏ν L(s,Πν) is absolutely convergent in some right half plane,
because if S is a finite set of places such that π is unramified outside S, LS(s,Π) = LS(s, π)
is absolutely convergent for Re(s)≫ 0.
Let η be an automorphic character of A∗, which is sufficiently highly ramified over all
ν ∈ Sπ, and in particular η2ν0 is ramified for some ν0 ∈ Sπ and η
2
ν0
≠ χ−1πν0 on O
∗
ν0
. The local
ramification of η depends on the representations (πν ,Πν)ν∈Sπ , and on N . Define A0(Sπ, η) =∐N−1k=1 A0(Sπ, k, η).
Consider an irreducible cuspidal automorphic representation τ0 of GLk(A), where 1 ≤ k ≤
N−1, which is unramified for all ν ∈ Sπ, and put τ = ητ0. Then τ ∈ A0(Sπ, η). By Theorem 66,
L(s, π × τ) and L(1 − s, π∨ × τ∨) are entire (the condition on the local L-functions holds by
Lemma 49). Then by Corollary 69, they are bounded in vertical strips of finite width. Also
by Theorem 60, L(s, π × τ) = ǫ(s, π × τ)L(1 − s, π∨ × τ∨). Moreover, according to Lemma 46,
Lemma 49 and the definitions over archimedean places,
L(s, π × τ) = L(s,Π × τ), ǫ(s, π × τ) = ǫ(s,Π × τ), L(1 − s, π∨ × τ∨) = L(1 − s,Π∨ × τ∨).
We conclude that L(s,Π×τ) satisfies the conditions of the Converse Theorem of [CKPSS01,
§ 2] as well. By this theorem, there exists an irreducible automorphic representation Π′ of
GLN(A) such that Π′ν ≅ Πν for all ν ∉ Sπ. This representation Π′ is thus a lift of π. The
proof of Theorem 1 is complete.
The following is local corollary of the results of § 7 and our lifting. We use local notation:
F is a local non-archimedean field, G = G(F ), etc.
Corollary 70. Let π be an irreducible supercuspidal representation of G. Then there ex-
ists an irreducible representation Π of GLN such that for every irreducible supercuspidal
representation τ of GLk,
γ(s, π × τ,ψ) = γ(s,Π × τ,ψ).(11.1)
The supercuspidal support of Π is uniquely determined by the representation π.
Proof. The proof is close to that of [CKPSS04, Proposition 7.2]; the argument was also
described in [ACS16, Theorem 3.2]. Both treated the generic case, but the only difference
between [CKPSS04, ACS16] and here concerns the globalization of π to an irreducible cus-
pidal automorphic representation π0 of G(A). Assume ν <∞ is the place with (π0)ν = π. In
the generic case by [Sha90, § 5] one may assume π0 is unramified for all finite places other
than ν. Here the existence of π0 was proved in [Hen84, Appendice 1], and there are finitely
many places where it is ramified. The rest of the argument is identical.
Briefly, let Sπ0 be the set of finite places where π0 is ramified, and let Π0 be a functorial lift
of π0, whose existence was guaranteed by Theorem 1. Let η0 be an automorphic character
of A∗, sufficiently highly ramified over the places in Sπ0 − ν, and such that (η0)ν = 1. We
globalize τ to an irreducible cuspidal automorphic representation τ0 using [Sha90, § 5], then
τ0 is unramified for all finite places except ν and (τ0)ν = τ . Now the local factors agree for
all places but ν, by the results of § 7, then (11.1) follows by comparing the crude functional
equations (5.10) with S = Sπ0 ∪ S∞, of π0 × η0τ0 and Π0 × η0τ0.
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Finally as proved by Henniart [Hen02, Proposition 1.9], any two irreducible representations
σ and σ′ of GLN satisfying γ(s, σ × ρ,ψ) = γ(s, σ′ × ρ,ψ) for all irreducible supercuspidal
representations ρ of GLk with 1 ≤ k ≤ N − 1, have the same supercuspidal support. The rest
of the corollary follows at once. 
Remark 71. The analogous statement in the generic case is stronger in the sense that Π
itself, as opposed to its supercuspidal support, is unique. This is because we can apply, say,
the Local Converse Theorem for GLN due to Henniart [Hen93], or the recent result of Jacquet
and Liu [JL] who proved this theorem with twists only up to ⌊N/2⌋.
For an algebraic group X defined over F , let Irr(X) (resp., IrrSC(X)) denote the set
of equivalence classes of irreducible (resp., irreducible supercuspidal) representations of
X(F ). Put C = ∐k≥1 IrrSC(GLk). Define a supercuspidal support abstractly as a multi-
set {ρ1, . . . , ρl}, where ρi ∈ C for all i, and the representations ρi are not necessarily distinct.
Let Supp(C ) denote the set of supercuspidal supports.
For a given π ∈ Irr(G), call any Π ∈ Irr(GLN) which satisfies (11.1) for every τ ∈ C , a “local
lift” of π. By Corollary 70 we have a well defined map l ∶ IrrSC(G) → Supp(C ), such that
the supercuspidal support of any local lift of π is l(π). Now for an arbitrary π ∈ Irr(G), write
π as an irreducible subquotient of IndGR(σβ ⊗ π′), where MR = Mβ ×MG′ , σβ ∈ IrrSC(Mβ)
and π′ ∈ IrrSC(G′) (this writing is unique up to permutations of the inducing data). Write
l(π′) = {ρ1, . . . , ρl}. Then we define
l(π) = {σ1, . . . , σd, ρ1, . . . , ρl, χ−1π σ∨1 , . . . , χ−1π σ∨d}.
We obtain a map
l ∶ Irr(G)→ Supp(C ).
Now the definitions and multiplicative properties of the γ-factors imply that l(π) still deter-
mines the supercuspidal support of any local lift of π to GLN .
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