Abstract. In this paper, we show that general homogeneous manifolds G/P satisfy Conjecture O of Galkin, Golyshev and Iritani which 'underlies' Gamma conjectures I and II of them. Our main tools are the quantum Chevalley formula for G/P and a theory on nonnegative matrices including Perron-Frobenius theory.
(1) δ 0 is an eigenvalue of [c 1 (X)]. ( 2) The multiplicity of the eigenvalue δ 0 is one. (3) If δ is an eigenvalue of [c 1 (T X)] such that |δ| = δ 0 , then δ = δ 0 ξ for some r-th root of unity, where r is the Fano index of X.
In fact, in addition to Conjecture O, Galkin, Golyshev and Iritani proposed two more conjectures called Gamma conjectures I, II, which can be stated under the Conjecture O. Let us briefly introduce Gamma conjectures I, II in order to explain how it underlies them. Consider the quantum connection of Dubrovin
acting on H * (X, C) × C[z, z −1 ], where µ is the grading operator on H * (X) defined by µ(τ ) = (k − dimX 2 )τ for τ ∈ H 2k (X, C). This has a regular singularity at z = ∞ and an irregular singularity at z = 0. Flat sections near z = ∞ can be constructed through flat sections near z = 0 classified by their exponential growth order, and they are put into correspondence with cohomology classes. To be precise, if X satisfies Conjecture O, we can take a flat section s 0 (z) with the smallest asymptotics ∼ e −δ0/z as z → +0 along R >0 . We transport s 0 (z) to z = ∞ and identify the corresponding class A X called the principal asymptotic class of X. Then Gamma conjecture I states that the cohomolgy class A X is equal to the Gamma classΓ X . HereΓ X := n i=1 Γ(1 + ϑ i ) ∈ H * (X), where ϑ i are the Chern roots of the tangent bundle T X for i = 1, ..., n. Under further assumption of semisimplicity of the ring H ⋆ (X), we can identify cohomology classes A δ corresponding to each eigenvalue δ in similar way. The classes A δ form a basis of H * (X, C). Then Gamma conjecture II, 1 We use this notation for the quantum cohomology ring with the multiplication ⋆, and without quantum variables.
a refinement of a part of Dubrovin's conjecture ( [3] ), states that there is an exceptional collection {E δ | δ eignevalues of [c 1 (X)] } of the derived category D b coh (X) such that for each δ,
where Ch(E δ ) := dimX k=0 (2πi) k ch k (E δ ) is the modified Chern character. In this situation, Gamma conjecture I says that the exceptional object O corresponds to δ 0 . See [7] and [3] for details on these materials.
As far as we know, the Conjecture O has thus far been proved for the ordinary, Lagrangian and orthogonal Grassmannians. For the ordinary Grassmannian, Galkin, Golyshev and Iritani ( [7] ) proved Conjecture O together with Gamma conjectures I, II by using the quantum Satake of Golyshev and Manivel ([8] ). In fact we noticed that there were already two earlier papers proving Conjecture O for the ordinary Grassmannian. In 2006, Galkin and Golyshev ([6] ) gave a very short proof of Conjecture O using a theorem of Seibert and Tian ( [13] ) and some elementary considerations. In 2003, Rietsch([11] ) gave a full description of eigenvalues and corresponding (simultaneous) eigenvectors of quantum multiplication operators for the Grassmannian, which actually proves Conjecture O, by using a Peterson's result and some combinatorics. Very recently we proved the Conjecture O for Lagrangian and orthogonal Grassmannian ( [2] ), following Rietsch ([11] ).
As for toric Fano manifold, Galkin, Golyshev and Iritani( [7] ) proved Gamma conjectures I, II modulo Conjecture O, and then Galkin ([5] ) has made some progress on Conjecture O by showing that the quantum cohomology ring of a toric Fano manifold contains a field as a direct summand.
It is natural to consider general homogeneous space X = G/P as next targets for Gamma conjectures. Indeed, here we prove Conjecture O for homogeneous spaces as a first step into this project. A scheme of proof of Conjecture O is to use the so-called quantum Chevalley formula which computes the multiplication σ 1 ⋆ σ 2 of two basis elements with σ 1 or σ 2 in H 2 (X, Z), and a theory on nonnegative matrices including Perron-Frobenius theory.
To be precise, first note that since structure constants of the quantum product in H ⋆ (X, C) in a certain basis are three point genus zero Gromov-Witten invariants, they are all nonnegative and hence the matrix M (X) of [c 1 (X)] with respect to this basis is a nonnegative matrix. Therefore once we prove that M (X) is irreducible ( §3.1 below), then by the celebrated Perron-Frobenius theorem ( §3.1 below), the conditions (1) and (2) are automatically satisfied. We remark that the use of Perron-Frobenius theorem in the proof of (1) and (2) is due to Kaoru Ono (p. 21 of [7] ). However, the Perron-Frobenius theorem does not assert that the Fano index r of X is equal to the number h of eigenvalues of maximal modulus, which is to be shown for the condition (3). For the condition (3), we first find a new ordered basis for H ⋆ (X), proper to apply Proposition 3.4 below, to show that r divides h. Then to show that conversely h divides r, we bring a theory on directed graphs, a disguise of nonnegative matrices, into our situation and construct a certain number of cycles at a fixed vertex in the directed graph in question. The lengths of these cycles are used to show that h, in turn, divides r, and hence r = h. This fact together with Proposition 3.3 proves the condition (3). Lastly, we point out that one of advantages of our approach is that if one know one of eigenvalues (of not necessarily maximal modulus) of [c 1 (X)], then one can recover other eigenvalues of the same modulus from the known eigenvalue by rotating it by a fixed angle depending on the Fano index of X with the aid of Proposition 3.3.
Acknowledgements. The author would like to thank S. Galkin and H. Iritani for making comments on citations and pointing out some typos on an earlier version. The author was supported by National Researcher Program 2010-0020413 of NRF.
2. Quantum cohomology of G/P 2.1. Notations. Throughout this paper, G denotes a complex, connected, semisimple, algebraic group, B a fixed Borel subgroup, and T the maximal torus in B. As usual, g, b, and t denote their Lie algebra of G, B and T , respectively. Denote the set of all roots by R, the set of positive respectively negative roots relative to B by R + respectively R − . Then we have decomposition of root spaces g = t ⊕ α∈R g α . Let △ be the set of simple roots and I be an indexing set for △. The parabolic subgroups P of G containing B correspond to subsets △ P of △. Let I P ⊂ I be an indexing set for △ P , and I P = I \ I P . Let R + P be the subset of positive roots which can be written as sums of roots in △ P and let R P = R + ⊔ (−R + P ). Then the Lie algebra p has a decomposition of root spaces p = t ⊕ α∈RP g α .
Let W be the Wely group of G, i.e., W = N G (T )/T. Then W is generated by simple reflections s i , i ∈ I, where s i is a simple refection corresponding to α i . For u ∈ W, the length of u, denoted by l(u), is defined to be the mimimum number of simple reflections whose product is u. The element in W of the longest length is denoted by w 0 . Then the opposite Borel subgroup B − is written as
Let W P be a subgroup of W generated by the generators s i with i ∈ I P . Note that the generators s i with i ∈ I P are precisely ones such that s i ⊂ P . We will write [u] for cosets uW P in W/W P . It is well-known that each coset [u] has a unique representative of minimal length. Let W P be the subset of W consisting of such representatives in the cosets. Let w , is defined to be the length of a minimal length representative in the coset [u] . The dual of u ∈ W P , denoted u ∨ , is defined to be the minimal length representative of the coset [w 0 u]. Note that l(w
. Let 0 P be the element of W P of minimum length. In fact, w P 0 is the identity of W , and so l(w P 0 ) = 0.
2.2.
Cohomology. For convenience, throughout we will identify the element u ∈ W P with the element [v] ∈ W/W P if u is a minimal length representative in [v] . For u ∈ W P , let X(u) = BuP be the Schubert variety corresponding to u and Y (u) = B − uP the opposite Schubert variety corresponding to u. Then X(u) is a subvariety of G/P of dimension l(u) and Y (u) is a subvariety of G/P of codimension l(u). Let σ(u) respectively σ u be the cohomology class [X(u)] respectively [Y (u)]. Then we have the following classical results.
∨ , and 0 otherwise.
2.3.
Degrees. Since the cohomology group H 2n−2 (X) can be canonically identified with the homology groups H 2 (X) by Poincaré duality, elements of H 2n−2 (X) may be referred to as curve classes. By a degree d, we mean an effective class in H 2n−2 (X), i.e., a nonnegative integral linear combination of the Schubert generators σ(s i ) with
For α ∈ R + , write α = i∈I m α,αi α i for some m α,αi ∈ Z ≥0 . Then we define the degree of α as
(α,α) and ω αi be the fundamental weight corresponding to α i , so that h αi and ω αi are dual bases for i ∈ I. Then h α (ω αi ) = m α,αi (α i , α i )/(α, α), and hence we have
Lemma 2.1. The first Chern class of X = G/P can be written as
where n i := n αi .
Remark 2.2. Note that in the Schubert basis {σ si | i ∈ I P } of H 2 (X), the first Chern class c 1 (X) has a positive integral coefficients n i , and n i can be written as n i = [X(si)] c 1 (X). The positivity of n i plays important role in our proof together with nonnegativity of Gromov-Witten invariants below ( §2.4). It is obvious that 2 ≤ n i ≤ dimX + 1 for all i ∈ I P . We recall that if we let r := g.c.d { n i | i ∈ I P }, then r is equal to the Fano index of X.
2.4.
Quantum cohomology of G/P . To define the quantum cohomology ring of X, we begin by defining Gromov-Witten invariants. Given u, v, w ∈ W u,v , is defined as the number of morphisms f : P 1 → X of degree d such that the three fixed points f (0), f (1) and f (∞) on P 1 pass through general translates of X(u), X(v) and X(w), respectively.
For each i ∈ I P , take a variable q i , and let Z[q] be the polynomial ring with indeterminates q i , i ∈ I P . We will regard Z[q] as a graded Z-algebra by assigning to q i the degree 2n i . For a degree
The quantum cohomology ring of X, denoted qH ⋆ (X), is defined to be, as a Z[q]-module,
The Schubert classes σ u with u ∈ W P form a Z[q]-basis for qH * (X). The multiplication is defined as
where the sums are taken over all w ∈ W P and degrees d such that
The quantum product of two general Schubert classes σ u and σ v are far from completely understood, whereas if one of them is of degree two, then the so-called quantum Chevelley formula, due to Fulton and Woodward(ll), gives an explicit description of the coefficients in (2.1). Proposition 2.3. (quantum Chevalley formula) For fixed i ∈ I P , and u ∈ W P , the quantum product of σ si and σ u is given by
where the first sum is taken over roots α ∈ R + \ R + P for which l(v) = l(u) + 1 and v is the minimal length representative in [vs α ], and the second sum is taken over roots α ∈ R + \ R + P for which l(w) = l(u) + 1 − n α . Remark 2.4. Since h αi and ω αi are dual bases for i ∈ I, by the very definition of R + P , if α ∈ R + P , then h α (ω αi ) = 0 for all i ∈ I P , and if α ∈ R + \ R + P , then there is an i ∈ I P such that h α (ω αi ) = 0.
In this section, we review Perron-Frobenius theory on nonnegative matrices and some related results which will be used later. Details on these materials can be found in [10] and [1] .
Irreducible matrices.
Definition. A nonnegative matrix M is said to be cogredient to a matrix M ′ if there is a permutation matrix P such that M = P T M ′ P . A nonnegative matrix M is called reducible if it is cogredient to a matrix in the form
where A, D are square submatrices. If it is not reducible, then M is called irreducible. Definition. For an irreducible matrix M, we define the index of imprimitivity of M , denoted h(M ), to be the number of eigenvalues of maximal modulus. If h(M ) = 1, then M is said to be primitive; otherwise, it is imprimitive.
If M is an irreducible matrix, then eigenvalues of the same modulus are completely determined by one of them. 
to v i k which we will denote by PATH(v i1 : v i k ). The length of a path is the number of arcs in the sequence. A path of length k from a vertex to itself is called a cycle of length k. 2 Our definition of the adjacency matrix may be slightly different from ones in some literature. The one in [10] (p.77 ) is the transpose of ours. Our definition is a bit more intuitive in our situation.
Take Ver(T : B) = {v 1 , ..., v m }, and define a relation Arc(T : B) on Ver(T : B) by
Note (1) A nonnegative matrix is irreducible if and only if the associtated directed graph is strongly connected.
(2) The index of imprimitivity of an irreducible matrix is equal to the index of imprimitivity of the associated directed graph.
Main result
The quantum cohomology ring H ⋆ (X, C) is a finite dimensional complex vector space with the Schubert basis S consisting of Schubert classes σ u for u ∈ W P . Arrange elements of S linearly once and for all to make S into an ordered basis. We will denote this ordered basis by S, too. , and a reduced expression of v 1 = s i1 · · · s i k . Next, we fix j ∈ I P with j = i k . Note that v 2 := v 1 s j has a length l(v 2 ) = l(v 1 ) + 1, since s i1 · · · s i k s j is a reduced expression for v 2 (Exchange condition in p. 14 of [9] ). Now consider the quantum Chevelley formula for σ v1 ⋆ σ sj . We can easily see that in the classical part of σ v1 ⋆ σ sj , there is a term h αj (ω αj )σ v2 , which is nonzero since h αj (ω αj ) = 1. Thus σ v1 ∈ V by Remark 3.1 (2), and so v 2 ∈ W P 0 . Repeating this process, we get elements
is a unique element of the longest length in W P , we reach the situation where v k = w P 0 for some k. Now let us show that 0 P lies in W P 1 . Since W P 1 is nonempty by the assumption, we can take an element w ∈ W P 1 . Then there always exist α ∈ R + \ R + P and u ∈ W P such that w = us α and l(u) + 1 = l(w). By Remark 2.4, there is an k ∈ I P such that h α (ω α k ) = 0. So since the classical part in the quantum Chevalley formula for σ u ⋆ σ k has a nonzero term h α (ω α k )σ w , there is a basis element σ w with a nonzero coefficient in the expansion of [c 1 (X)](σ u ) in the basis S. But if u ∈ W P 0 , then, by the same reason as above, we would have w ∈ W P 0 , which contradicts the assumption that w ∈ W P 1 . Thus u ∈ W P 1 . Continuing this process, we will end up with 0 P ∈ W P 1 . To derive a contradiction, we take an element w(m) ∈ W P 0 whose length is minimal among elements in W P 0 . There are two possible cases to consider. Case I: l(w(m)) ≤ n j − 1 for some j ∈ I P . Case II: l(w(m)) > n i − 1 for all i ∈ I P . In Case I, we choose an element u ∈ W P 0 with l(u) = n j − 1. Existence of such an element u ∈ W P 0 can be shown in the same way as we showed that w P 0 ∈ W P 0 . Now we consider the quantum Chevelley formula for σ u ⋆ σ sj . It reads that there is a nonzero term h αj (ω αj )q d(αj ) σ 0 P = q j σ 0 P in the expansion of σ u ⋆ σ sj in the basis S, and so there is a basis element σ 0 P with a nonzero coefficient in the expansion of [c 1 (X)](σ u ). Then by Remark 3.1 (2), σ 0 P ∈ V , i.e., 0 P ∈ W P 0 , since u ∈ W P 0 . But this violates the fact that 0 P ∈ W P 1 . In Case II, for any k ∈ I P , in the expansion of the product σ w(m) ⋆ σ s k , there is a term q d(α) σ v with a nonzero coefficient for some α ∈ R + \ R + P and v ∈ W P , e.g., q d(α k ) σ v . As before, this implies v ∈ W P 0 . Note that l(w(m)) + 1 − n k ≥ l(v), and n k ≥ 2 (Remark 2.2). Thus l(w(m)) > l(v). This contradicts the minimality of the length of w(m). Therefore for any cases, M (X) is not reducible. (1) We note that the proof of Proposition 4.1 works for any quantum multiplication operators of the form [σ] = i∈I P a i [σ si ] for positive real numbers a i . (2) We mention that a general idea of proving the irreducibility of M (X) was taken from Lemma 9.3 (p. 384) in [12] , where Rietsch used some Peterson result to show the irreducibility of the matrix [σ] S for a flag manifold X of type A, where σ = w∈W p σ w ∈ H ⋆ (X, C).
Recall that r = g.c.d { n i | i ∈ I P } is the Fano index of X, and S is an ordered basis of H ⋆ (X). The order on S induces a linear order on the index set W P , denoted ≺. It is necessary for us to give a new linear order on W P . First, we make a partition on the set W P into r subsets. For each 0 ≤ a ≤ r − 1, let W P (a) be the subset of W P consisting of elements u with l(u) ≡ a mod r, and we assign to each W P (a) the weight a. Now we define a linear order ≺ q on W P as
, and a > b, u, v ∈ W P (a), and u ≺ v.
The order ≺ on W P naturally makes the Schubert basis for H ⋆ (X) into an ordered basis, denoted S q , in the way that the basis elements σ u for u ∈ W P (r − 1) come first, σ u for u ∈ W P (r − 2) second, and so on. This proves the lemma. Since M (X) is irreducible, its associated directed graph D(X) is strongly connected by Proposition 3.6, and so it makes sense to consider the index of imprimitivity of D(X). We will show that h(D(X)) divides r by following lemma.
Lemma 4.5. For each i ∈ I P , there is a cycle of length n i in D(X) through the fixed vertex σ 0 P .
Proof. First note that l(w P 0 ) = dimG/P ≥ n i − 1 for all i ∈ I P , and if v ∈ W P , then there is a path from the vertex σ 0 P to the vertex σ v of the length l(v). Indeed, given v ∈ W P , there is a u ∈ W P such that l(u) = l(v) − 1 and the basis element σ v appears, with a nonzero coefficient, in the expansion of [c 1 (X)](σ u ) in the basis S q as before. Remark 3.5 (2) implies that there is a path PATH(u : v) from σ u to σ v of length 1. By the induction hypothesis, there is the shortest path PATH(0 P : u) from σ 0 P to σ u of length l(u). Now join two paths PATH(0 P : v) := PATH(0 P : u) ⊔ u PATH(u : v). Then PATH(0 P : v) is the shortest path from σ 0 P to σ v of length l(v). Now fix i ∈ I P , and choose u with l(u) = n i − 1. Consider the quantum multiplication σ u ⋆ σ si . By the quantum Chevalley formula, there is a basis element q i σ 0 P with a nonzero coefficient in the expansion of σ u ⋆ σ si in the basis {q d σ w | d degrees and w ∈ W p }. By Remark 3.5, this implies that there is a cycle of length n i at σ 0 P in D(X). 
