The statistical functional expectile has recently attracted the attention of researchers in the area of risk management, because it is the only risk measure that is both coherent and elicitable. In this article, we consider the portfolio optimization problem with an expectile objective. Portfolio optimization problems corresponding to other risk measures are often solved by formulating a linear program (LP) that is based on a sample of asset returns. We derive three different LP formulations for the portfolio expectile optimization problem, which can be considered as counterparts to the LP formulations for the Conditional Value-at-Risk (CVaR) objective in the works of Rockafellar and Uryasev [43] , Ogryczak and Śliwiński [41] and Espinoza and Moreno [21] . When the LPs are based on a simulated sample of the true (assumed continuous) asset returns distribution, the portfolios obtained from the LPs are only approximately optimal. We conduct a numerical case study estimating the suboptimality of the approximate portfolios depending on the sample size, number of assets, and tail-heaviness of the asset returns distribution. Further, the computation times using the three LP formulations are analyzed, showing that the formulation that is based on a scenario aggregation approach is considerably faster than the two alternatives.
Introduction
The expectile is introduced in [40] as the minimizer of the expectation of an asymmetric quadratic scoring function with respect to a point forecast e ∈ ℝ of a random variable L, e τ (L) = argmin e∈ℝ E[(τ {L>e} + ( − τ) {L<e} )(L − e) ].
(1.1)
Until recently, it was known almost exclusively amongst statisticians and was applied in regression analysis; see, e.g., [19, 20, 45] . Currently, the expectile is making a debut in the area of risk management, due to functional properties that make it suitable as a risk measure for regulatory and portfolio management purposes. The axioms of coherence, introduced in the seminal paper of Artzner, Delbaen, Eber and Heath [4] , are often considered as indispensable for any risk measure used in practice, as motivated by their interpretation, as well as the resultant mathematical tractability. However, the most commonly used risk measure, Value-atRisk (VaR) [28] , is not coherent. In particular, VaR does not satisfy the axiom of subadditivity, which requires that the risk measure captures diversification. Recently, Gneiting [23] brought another property, elicitability to the foreground. A risk measure is said to be elicitable if it is a minimizer of the expectation of some scoring function, which depends on the point forecast and the true observed loss. Gneiting [23] further showed that the well-known coherent risk measure Expected Shortfall (ES, also known as the Conditional Value-at-Risk, CVaR) is not elicitable. Some authors associate elicitability with being able to back-test risk models based on *Corresponding author: Edgars Jakobsons: RiskLab, Department of Mathematics, ETH Zurich, 8092 Zurich, Switzerland, e-mail: edgars.jakobsons@math.ethz.ch the quality of forecasts that have been made in the past, a crucial requirement from a regulatory perspective [14, 15, 25] . Other authors argue that elicitability is relevant for relative comparisons between estimators, but not for absolute significance testing [2] .
In [7, 18, 46] , it is shown that the only risk measure that is both elicitable and coherent is the expectile (for τ ∈ [ / , ), when positive outcomes for the random variable (rv) L represent losses). This makes the expectile an interesting object for research with the aim of assessing its suitability for measuring risk in practice. First such studies include [7, 9, 27, 32] .
Another property of the expectile can be observed from the first order conditions on the optimization in (1.1), namely, e τ (L) is the unique solution of
In particular, while VaR an ES focus only on extreme losses, the expectile balances gains and losses, which is desirable for portfolio management. Because of this, the expectile is also closely related to the Omega performance measure of Keating and Shadwick [30] ; see [42, p. 128 ]. Bellini and Di Bernardino [9] also point out the expectile has an intuitive interpretation in terms of its acceptance set, namely, a risk is acceptable (for a regulator) if its gains-loss ratio [11] is sufficiently high. See [9] and references therein for further properties of the expectile risk measure.
Before we conclude this section, we provide a simple iterative procedure for computing the expectile of a discrete rv, based on the method in [20] for fitting a linear regression with asymmetric least squares minimization. A special case of this method yields a procedure for computing the expectile of a discrete rv L such that P(L = ℓ i ) = p i , i ∈ { , . . . , n}. Starting from a trial value b ∈ ℝ, we update iteratively for k = , , , . . .:
This is the method of iteratively reweighted least squares (IRLS).¹ The sequence converges to the corresponding expectile, i.e., lim k→∞ b k = e τ (L). In practice, this procedure typically converges within a few iterations. The rest of this article is organized as follows. In Section 2, we introduce the portfolio optimization problem with an expectile objective and derive three different LP formulations for this problem, when the asset returns follow a finite discrete distribution. In Section 3, we analyze the quality of the portfolios obtained from the LPs, when the latter are based on a Monte Carlo sample from the true (assumed continuous) asset returns distribution. We also compare the computation times required for solving each of the three LP formulations. Finally, Section 4 concludes.
Portfolio optimization
We consider a standard single period portfolio optimization problem, where a given amount w > of wealth is to be invested in d available assets. If the current value of an asset is S j ( ) > and its value at the end of the period (investment horizon) is S j ( ) ∈ L (Ω, A, P), then the return of this asset is given by
⊤ the vector of asset returns and by x ∈ ℝ d the vector of monetary amounts invested in the corresponding assets at the beginning of the period, the random variable L = −x ⊤ Y corresponds to the portfolio loss. The possible portfolio positions (values of x) have to satisfy a budget constraint x ⊤ 1 ⩽ w and typically further constraints, such as the expected returns constraint x ⊤ μ ⩾ R (where
We denote the set of feasible portfolios by X, and remark that it is often polygonal. The corresponding 1 The analogous procedure for continuous distributions is provided in [27] ; in fact, it is Newton's method applied to the optimization problem (1.1). 2 The inequalities for vectors are to be understood component-wise. The notation 1 = ( , . . . , ) ⊤ ∈ ℝ d is used. portfolio optimization problem with the expectile risk measure as the objective is
This is a d-dimensional optimization problem, where the expectile objective is only implicitly defined in (1.1). Furthermore, the definition involves expectations of the portfolio loss over events of the form {−x ⊤ Y > e}.
In general, such an expectation corresponds to a d-dimensional integral and is numerically cumbersome to evaluate. However, in special cases, the problem can be simplified, for example, when the asset returns vector follows a multivariate elliptical distribution.
The elliptical family has the property that any linear combination x ⊤ Y of the margins (assets) with weights x ∈ ℝ d belongs to a particular location-scale family (determined by ψ), with parameters μ ⊤ x and x ⊤ Σ x respectively; see also [39, Section 3.3] . We have
Furthermore, since the expectile is a coherent risk measure for τ ∈ [ / , ) (see [46] ), it satisfies the axioms of monotonicity, subadditivity, translation invariance and positive homogeneity. The latter two are stated as follows:
Applying these properties in (2.1) and using
Thus, under an expected returns constraint μ ⊤ x = R, the expectile optimization problem is solved by the minimal variance portfolio of [38] . See also [39, Proposition 6.13] , where this result is stated in full generality, for all law-determined risk measures that are positive homogeneous and translation invariant. This useful property will enable using the multivariate Student-t distribution (which is elliptical) as a benchmark for the numerical case study in Section 3. In general, for multivariate distributions that do not have such symmetry properties, the portfolio problem cannot be solved analytically. Examples of particular relevance for modeling skewed asset returns distributions can be found in the class of normal mean-variance mixtures. A prime example is the class of generalized hyperbolic distributions [5] , as well as subclasses of it, such as the NIG [6] , VG [33] and the skew-t distribution [1] .
However, it is easy to obtain large Monte Carlo (MC) samples from these multivariate mixture distributions. In the case of a discrete asset returns distribution (e.g., based on the MC sample or the empirical distribution of historical returns), the portfolio optimization problems with risk objectives such as the mean absolute deviation [31] , CVaR [43] , and the Omega ratio [29] can be formulated as Linear Programs (LP). These results are of considerable practical importance, since LP formulations are solvable for a large number of assets and constraints, and have been a crucial tool for portfolio selection since the advent of computers; see [3, 44] for early examples and [34] [35] [36] [37] for a recent overview.
In the following sections, we derive three LP formulations for the portfolio optimization problem with an expectile objective. In Section 2.1, the primal formulation is derived, in Section 2.2, the dual formulation, and in Section 2.3, a scenario aggregation approach is presented.
Primal LP formulation
The definition of the expectile in (1.1) is useful for fitting regression models in statistical analysis. For the portfolio optimization problem, however, using this definition would lead to a nested optimization problem, which are known to be computationally costly. A so-called dual representation of the expectile that is more suitable for our purpose is provided in [17] in terms of a set of generalized scenarios (probability measures Q ≪ P); see also [16, p. 36] . This representation stated in terms of the corresponding Radon-Nikodym derivatives φ = dQ/dP is as follows. For L ∈ L (Ω, A, P) and τ ∈ [ / , ),
In fact, a risk measure is coherent if and only if it admits a representation of this type, called robust representation; see [22, Proposition 4.14] . When the probability space is finite and discrete, Ω = {ω , . . . , ω n }, the representation in (2.3) can be formulated as an LP. In particular, we define the following optimization problem for computing e τ (L), where
The decision variables φ i represent the Radon-Nikodym derivative evaluated at outcome ω i . Taking the dual of the problem (D1) yields
Notice that in this formulation, the loss values ℓ i are separated from the decision variables. This allows us to express the losses in terms of the portfolio weights, and formulate a joint optimization problem that is still linear, as follows. In the portfolio problem, the random variable L represents portfolio losses, L = −x ⊤ Y, where x ∈ ℝ d is the vector of portfolio weights and Y is a d-dimensional random vector of asset returns. Suppose that the set of admissible portfolio weights is given by X ⊂ ℝ d , which is a polytope generated by some linear constraints. We also assume that Y follows a discrete distribution, with P(Y = y i ) = p i , i ∈ { , . . . , n}. Substituting ℓ i = −x ⊤ y i into the problem (P1) yields the primal LP formulation of the portfolio optimization problem.
This is an LP with d + + n decision variables and n + joint inequality constraints (apart from those imposed by X). This formulation can be considered as the expectile counterpart of the LP formulation for the CVaR objective in [43] . For the CVaR problem, the corresponding LP has only d + + n decision variables, because the corresponding set of generalized scenarios has a simpler structure; see [22, Theorem 4.47] .
In [8] , a similar LP formulation to (Primal) for the expectile problem was derived, using the following set of Radon-Nikodym derivatives from [10] , which is mathematically equivalent to (2.4):
The latter inequality constraints were formalized in the discrete case as n(n − ) constraints
With this formulation, solving the corresponding LPs within a reasonable computation time is possible only up to n = , because this already yields more than , decision variables in the primal formulation of the portfolio optimization problem. In our (Primal) formulation, the number of decision variables grows linearly in n, because in (D1) there are only n constraints on φ, at the expense of only one additional decision variable m. This allows solving LPs that are based on much larger sample sizes; see Section 3.
Dual LP formulation
It was demonstrated in [41] that the portfolio optimization problem with the CVaR objective can be solved considerably faster by using the dual formulation instead of the primal one. Since the expectile portfolio optimization problem has a similar structure, we also formulate the dual LP to (Primal). In Section 3.2, the computation times using the different formulations will be analyzed to determine which formulation is computationally the most efficient.
To state the dual problem explicitly, we specify the set of admissible portfolios as
which corresponds to a fully invested portfolio with wealth normalized to 1 (without loss of generality, since coherent risk measures are positively homogeneous), and under the no-short-sales constraint. Note that further linear constraints can be added, which would then correspond to additional decision variables in the dual problem.
The dual problem to (Primal) for portfolio expectile optimization is the following:
i denotes the return of asset k = , . . . , d in outcome i = , . . . , n. The optimized objective value η * is the expectile e τ (−x * ⊤ Y) for the optimal portfolio x * . The optimal portfolio weights are given by the Lagrange multipliers corresponding to the last d inequality constraints.
Aggregation algorithm
Recently, Espinoza and Moreno [21] proposed an iterative solution procedure for the portfolio CVaR optimization problem, based on (dis-)aggregation of scenarios.³ In [26] , this method was found be the advantageous in terms of computation time, in particular, for a large sample size n and a high probability level α of the CVaR α objective. In this subsection, we formulate the Aggregation algorithm for the portfolio expectile optimization problem.
The idea is based on the property that, for the optimal solution of (Dual), the Radon-Nikodym derivative takes values in the range φ i ∈ [( − τ)m, τm], i = , . . . , n, with most outcomes φ i at the endpoints of this interval. In fact, from Proposition 8 in [10] follows that an optimal solution of (D1) is given by
where e τ = e τ (L). Further, if a solution has decision variables φ i ∈ (( − τ)m, τm) that lie strictly inside the interval, they correspond to losses ℓ i = e τ . This leads to the idea of reducing the number of decision variables by representing the values of φ i over several outcomes with a single variable; this does not affect the optimality, as long as these outcomes correspond to losses that are all either above or below the level e τ . This approach is called scenario aggregation. This method is implemented by partitioning the set of all outcomes and constraining the values φ i to be constant within each set of this partition. Specifically, for a partition N = {N , . . . , Nñ} of the set of indices { , . . . , n} intoñ subsets, we add constraints φ i = φ j whenever i, j ∈ N k for some k = , . . . ,ñ . This problem can be represented using fewer decision variables, as follows.
Letx be the vector of portfolio weights given by the Lagrange multipliers corresponding to the last d inequality constraints in the problem (Aggregated). This portfolio may not be optimal for the original problem, because we have implicitly imposed additional constraints on (Dual). The expectile for the loss of this portfolio can be computed, e.g., by solving (P1) or (D1) with ℓ i = −x ⊤ y i . However, we recommend using (IRLS) for this purpose, as it is considerably faster. Denote the optimal objective value of the constrained problem (Aggregated) by e N τ , the optimal value of the original problem (Dual) by e OPT τ , and the expectile (as computed using (IRLS)) of the approximate portfoliõ x by ex τ . Then the following inequalities hold:
The first inequality holds because (Aggregated) is equivalent to a more constrained version of the maximization problem (Dual); the second -because the portfoliox is feasible for the portfolio optimization problem (Primal) when X is given by (2.5). Hence, solving the (Aggregated) problem yields an interval for the true optimal portfolio expectile. The value ex τ also induces a partitioning {M , M , M } of the scenario indices i ∈ { , . . . , n},
This partitioning can then be used to refine our previous partitioning N by splitting the sets that contain both "good" and "bad" scenarios, namely, ℓ i that are below, respectively, above the expectile level of the current portfolio. These ideas are combined in the following scenario aggregation algorithm for portfolio expectile optimization.
Require: Stopping gap δ ⩾ 1. Initiate N ← {{ , . . . , n}} 2. loop 3. Solve (Aggregated), obtain e N τ andx . 4. Compute ex τ = e τ (−x ⊤ Y) using (IRLS) and construct M , M , M .
At the first iteration of the Aggregation algorithm, the (IRLS) procedure in Step 4 can be initialized at b = E[−x ⊤ Y], and in subsequent iterations the expectile of the previous portfolio can be used as the starting value for (IRLS). Note that the Aggregation algorithm will need to solve several instances of (Aggregated). However, because of the scenario aggregation, these instances will be of a considerably smaller size than (Dual), which may lead to savings in the total computation time. The computation times are analyzed in Section 3.2.
Lemma 1. The Aggregation algorithm with δ = returns a solution after a finite number of iterations.
Proof. The proof is parallel to that of [21, Lemma 1] . We only need to show that in each iteration the number of sets in the partition N strictly increases; the number of iterations is then bounded by the number of scenarios n. To this end, we define a Lagrangian relaxation of (Aggregated) by penalizing the violation of the last d inequality constraints by ξ ∈ ℝ d + :
Suppose that in Step 8 of the Aggregation algorithm, the number of sets in the partition does not increase, i.e. N is already a refinement of {M , M , M }. Then, since ex τ is the optimal objective value of (D1) with ℓ i = −x ⊤ y i , by (2.6) there exists a solution (m * , φ * ) of (D1) such that φ * is constant on each of the sets M , M , M . Hence, this solution is also constant on the sets in partition N = {N , . . . , Nñ}, so we can definẽ
is feasible for L for any η ∈ ℝ. With these feasible values, setting ξ =x , the objective of L is equal to ex τ , so ex τ ⩽ L(x ). Further, sincex is the optimal Lagrange multiplier from (Aggregated) corresponding to the relaxed constraints, we obtain L(x ) = e N τ . Combining with (2.7), it follows that ex τ = e N τ , which completes the proof.
Remark 1.
The formulations (Dual), (Aggregated), and hence the Aggregation algorithm can be adapted to accommodate further portfolio constraints of the form Ax = b beyond the definition of X in (2.5). If b ∈ ℝ q , we replace the decision variable η by vector η ∈ ℝ q , the objective by b ⊤ η, and put (A ⊤ η) (k) in the constraints instead of η.
Numerical case study
In this section, we analyze the LP problem of expectile portfolio optimization from two perspectives. First, note that typically it is assumed that the true asset returns distribution is continuous, therefore the LP formulations are based on a discrete approximation of the true distribution. As a consequence, the obtained portfolios may be suboptimal. In Section 3.1, we analyze the suboptimality of the portfolios given by LP approximations, based on the sample size and other factors. Second, to determine the best approach for solving the LPs, we also compare the computation times using the formulations (Primal), (Dual), and the Aggregation algorithm; see Section 3.2. Setting μ = in (2.1), we note that for elliptical asset returns distributions, the portfolio expectile optimization problem is solved by the minimum variance portfolio, namely,
This is a quadratic programming problem with linear constraints and only d decision variables, which can be solved efficiently using standard optimization software. Further, note that this yields the true optimal portfolio for the corresponding elliptical asset returns distribution, without relying on discrete approximations. Therefore, these distributions can be used as benchmark for evaluating the quality of approximate solutions obtained from the LPs. In this case study, we will consider d-variate normal N d ( , Σ) and Student t d ( , Σ, ν) distributions for asset returns. The parameters are selected as follows. The location vector is set to zero, because this enables obtaining the benchmark portfolio using (QP), furthermore, for asset returns data the means are indeed typically close to zero. To obtain a realistic dependence structure, for the scale matrix Σ we use the covariance matrix of financial time series. In particular, the covariance matrix is computed using the daily returns of up to d = constituents of the FTSE 100 index from 2-Jan-2003 to 18-Sep-2014 (the same dataset as used in [26] ). Since Σ is only the scale, not the covariance matrix for Student-t, it is not intended that these parameters are a good fit for the original data, only a reasonable choice for a case study. Blattberg and Gonedes [13] estimate the degrees of freedom parameter for most stock daily returns to be in the range ν ∈ ( , ), with occasional values above and below. Hence, in our case study we consider a representative set of values ν ∈ { , , , ∞}. Note that the limiting case ν = ∞ is the normal distribution. The optimization is performed over fully invested portfolios under the no-short-sales constraint, as defined in (2.5).
From (2.2) it follows that the portfolio loss expectile for any portfolio x ∈ X in this case study can be computed using the formula
We will consider expectile levels τ ∈ { . , . , . }. In Table 1 , the values of λ τ are listed for the considered values of τ and Student-t parameters ν. Table 1 . Expectile e τ (L) at levels τ ∈ { . , .
, . } for a (standard) Student-t distributed rv L with ν ∈ {∞, , , } degrees of freedom.
Since the expectile is currently not being used as a regulatory risk measure, it is not clear what values of τ would be considered reasonable. To give an intuition for how far in the tail of the loss distribution the expectile levels τ ∈ { . , .
, . } are, we compare them to the levels of other well-known risk measures. Table 2 lists the corresponding probability levels α and β that would yield the same value for VaR α (L) and ES β (L) as that of e τ (L). Note that a Student-t distribution with ν = ∞ is the normal distribution; and in this case the corresponding probabilities are, e.g., . %, . %, . % for VaR. These are close to the levels typically considered for VaR. The comparison in the case of the normal distribution is relevant, since apparently, a similar approach was taken by the Basel Committee on Banking Supervision [47] , when moving from VaR . as the risk measure for the trading book capital requirements to ES . . Adjusting the probability level β, so that the numerical value of ES β (L) for a normally distributed rv L matches VaR . (L) = .
, yields β ≈ .
, which is rounded to β = .
). Table 2 . Probability levels α and β such that VaR α (L), respectively, ES β (L) is equal to the expectile at level τ ∈ { . , .
, .
} of a Student-t distributed rv L with ν ∈ {∞, , , } degrees of freedom. The corresponding values of e τ (L) are listed in Table 1 . The values of τ, α, β are listed in percent.
Suboptimality
When a continuous asset returns distribution is approximated by a discrete one, and a portfolio is selected by solving an LP based on the discrete approximation, the selected portfolio may not be optimal for the original asset returns distribution. To estimate the suboptimality of the portfolios that are obtained using such LP approximations, we conducted a large number of experiments, changing the number of assets d ∈ { , , , , , } and Student-t parameter ν ∈ { , , , ∞}, in each case generating 100 MC samples of size n, ⩽ n ⩽ , and solving the corresponding instances of LPs for τ ∈ { . , . , . }. Let Y ∼ t d ( , Σ, ν) be a rv with the true asset returns distribution and let Y ∼ UNIF{y , . . . , y n } be the discrete approximation based on an MC sample. Further, denote by x LP the portfolio obtained by solving the LP approximation, and by x QP the true optimal portfolio, given by (QP). We first point out that, to estimate the suboptimality, one cannot use the objective value of the LP, e τ (−x ⊤ LP Y) (the perceived expectile), because it is a biased estimate of the true expectile of this portfolio, e τ (−x ⊤ LP Y). The latter can be computed using (3.1), and so can the true optimal expectile e τ (−x ⊤ QP Y). Hence, we can separate the error into two parts, bias and suboptimality, computed relative to the true optimum as
In Figure 1 , the suboptimality and bias is plotted for different sample sizes n in the case τ = .
, ν = , and d = . The boxplot shows the range of the results over 100 runs, each based on an MC sample of n observations of the asset returns vector. We observe that the bias (underestimation) is typically larger than suboptimality, which means that the perceived expectile is often lower than the true optimum, while the actual expectile of the selected portfolio is higher than the optimum. Sometimes, however, the perceived expectile can be higher than the actual expectile of the selected portfolio (negative underestimation), but suboptimality is always positive (above the dotted line). For sample size n = , the suboptimality is typically around %, but it can reach up to %. Similar observations apply also for a lower expectile level, τ = . ; see Table 3 , where the median and the 90th percentile of the suboptimality is listed for different ν and d. Table 3 also shows that the suboptimality is higher when the number of assets d is large and when the asset returns distribution is more heavy-tailed (lower parameter ν). In these cases, the suboptimality exceeds %. Clearly, higher sample sizes are required to obtain portfolios that are closer to the optimum, as indicated by Figure 1 . , and underestimation of its true expectile (gray), both relative to the optimal expectile. For each sample size n ∈ { , , }, the boxplot shows the spread of the results over 100 simulations with parameters τ = .
, ν = , and d = . Table 3 . Portfolio suboptimality in percent of the optimal portfolio expectile at level τ = . with sample size n = , depending on the number of assets d and Student-t parameter ν. The 50th and the 90th percentile of the outcomes in experiment runs are listed. Table 4 . Portfolio suboptimality in percent of the optimal portfolio expectile at level τ = .
with sample size n = , depending on the number of assets d and Student-t parameter ν. The 50th and the 90th percentile of the outcomes in experiment runs are listed.
In Table 4 , the results with sample size n = for τ = . are listed. For such a high expectile level, even an approximation with n = sample points may lead to portfolio suboptimality in excess of %. Table 6 in the Appendix shows the results for the sample sizes that we considered as sufficient, namely, n = for τ = . , n = for τ = .
, and n = for τ = .
. With these sample sizes, the suboptimality of the selected portfolios was typically under % even with a high number of assets and a heavy-tailed returns distribution. The LPs corresponding to the these sample sizes are computationally demanding to solve, because of the large number of decision variables and constraints. Therefore, it is important to use the most efficient (least time-consuming) LP formulation. This question is addressed in the next subsection.
Computation times
In this subsection, we analyze the computation times using the (Primal), (Dual) formulations, and the Aggregation algorithm for different problem instances corresponding to number of assets ⩽ d ⩽ , Student-t parameter ν ∈ { , , , ∞}, and expectile levels τ ∈ { . , .
, . }. The computations were performed with IBM ILOG CPLEX 12.5, using M interface on a 2.2 GHz AMD Opteron 6174. To estimate the computation times depending on the parameters ν, d, n and τ, for each combination, ten instances corresponding to ten MC samples of size n were solved using the three different formulations.
The two most common computational methods for solving LPs are the simplex algorithm and barrier (interior point) method. We compared the computation times for the three formulations using the two solution methods, and observed that, especially for the (Primal) and (Dual) formulations, the barrier method was considerably faster. This is consistent with the observations in the review paper by Gondzio [24] that "interior point methods are competitive when dealing with small problems of dimensions below one million constraints and variables and are beyond competition when applied to large problems of dimensions going into millions of constraints and variables"; see also [12] .
In Figure 2 , the geometric average computation times (using the barrier method) for the (Primal), (Dual) formulations, and the Aggregation algorithm are plotted in a logarithmic scale against the number of assets d and sample size n. First, note that only with the Aggregation algorithm it was possible to solve instances , plotted in a logarithmic scale against d and n.
with sample size n > with an average time of less than minutes. We observe an approximately linear dependence (in the logarithmic scale) on d and n. To estimate the growth of the computation time in terms of d and n for each formulation and solution method, we fit a linear model for log-time (the input variables d and n are on an approximately regular grid in the log-scale). This yields T(d, n) ≈ Cd a n b as a model for the computation time T in minutes. In Table 5 , the fitted coefficients are listed. Note that to fit the parameters for the (Primal) and (Dual) formulations, we used ⩽ n ⩽ ⋅ for the simplex method and ⩽ n ⩽ for the barrier method. For the Aggregation algorithm, ⋅ ⩽ n ⩽ were used for both methods. While the barrier method is clearly faster for the (Primal) and (Dual) formulations, the differences are less significant for the Aggregation algorithm, because the instances of (Aggregated) are of a much smaller size, where the two methods are competitive. Overall, for the considered levels τ and sample sizes in the thousands, the Aggregation algorithm is clearly the most efficient formulation, with computation times that are smaller than for the other two formulations by a factor of -. The advantage increases as we consider larger sample sizes and higher expectile levels τ.
A further observation is that the parameter ν did not have a significant effect on the computation times using the (Primal) and (Dual) formulations. For the Aggregation algorithm, however, we see in Figure 3 Table 5 . Fitted parameters to the model T = Cd a n b for computation time T in minutes. T * is the fitted time for the case d = , n = . , plotted in a logarithmic scale for different sample sizes n and Student-t distribution parameters ν.
has a significant effect, in particular, the cases with heavier tails (lower parameter ν) take less time. For example, with sample size n = and τ = . , the cases with normal distribution (ν = ∞) take 5 minutes on average, whereas with Student-t distributed returns (ν = ) only . minutes. This is because the Aggregation algorithm is based on iteratively refining the partition of the scenarios into subsets that contain either only "good" or only "bad" outcomes. When the asset returns distribution is more heavy-tailed, it is easier to identify the outliers with large joint losses. This also explains why the Aggregation algorithm performs faster for high expectile levels τ: there are fewer "bad" scenarios to identify.
Remark 2.
The conclusions regarding the three formulations for the expectile problem are somewhat different from those drawn in [26] for the CVaR problem. There, the dual formulation by [41] was considerably faster, because it replaced n joint constraints in the primal formulation of [43] with n constant bounds for the Radon-Nikodym derivatives, namely, φ i ⩽ /( − β), i = , . . . , n, according to the robust representation of CVaR β . In the case of the expectile, the constraints on φ i are made dependent through m. This leads to similar growth rates O(n . ) for the computation time in terms of n for both (Primal) and (Dual) algorithm (using the barrier method). Also, because of this inseparable set of n constraints for n + decision variables, scenario aggregation yields even greater relative savings in the computation time for the expectile problem.
Conclusions
In this paper, we considered the portfolio optimization problem where the risk is measured using the expectile. The expectile is a statistical functional that has recently gained attention due to its theoretical properties of coherence and elicitability, which make it an appealing candidate for use as a regulatory risk measure, as well as for managing portfolio risk. For elliptical joint asset returns distributions, the portfolio optimization problem with any coherent risk measure (such as the expectile) as the objective is solved by the minimal variance portfolio. In contrast, for general asset returns distributions, the portfolio optimization problem may be very challenging. A practical method for obtaining close-to-optimal portfolios is approximating the true (respectively, modeled) continuous asset returns distribution using a discrete sample, and solving an LP formulation corresponding to the risk measure. In order to enable this approach for the expectile risk measure, we derived three LP formulations, which we refer to as primal, dual and Aggregation algorithm. In the numerical study, we observed that large samples (up to a million sample points) may be necessary to obtain a portfolio that is within % of the optimum, especially for a high expectile level τ, a heavy-tailed asset returns distribution, and a large number of assets. The only formulation that was practical to use (in terms of the computation time) for solving problem instances of this size was the Aggregation algorithm. Also for lower sample sizes this algorithm offers atimes reduction in the computation time, compared to the other two considered formulations. Overall, this paper confirms from another perspective that the expectile can be a useful risk measure, in particular, that it is possible to solve large scale portfolio optimization problems with the expectile objective. Table 6 . Portfolio suboptimality in percent of the optimal portfolio expectile, depending on the expectile level τ, sample size n, Student-t parameter ν, and number of assets d. The 50th and the 90th percentile of the outcomes in experiment runs are listed. Table 7 . Geometric mean computation times (in minutes) of the optimal portfolio, depending on the expectile level τ, sample size n, and number of assets d. The LPs corresponding to the Primal, Dual, and Aggregation formulation were solved using the barrier method.
Appendix
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