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Variance Figure The mapping of nucleosomes and 26 histone modifications in the 9.1kb rDNA repeat region. 
Figure S4
A C B Figure 7G ), shown in heat map representation. The leftmost and right-most cells denote level relative to genome wide mean at t=0, 30, respectively.
The middle row shows changes relative to t=0. Table S1. List of genes within each gene set in our non-redundant set. Table S7 . Gene set analysis, Related to Figure 5 Gene sets (rows) vs enrichment p-value at different gene positions (see below). 
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Supplemental Methods
Stress response experiment
MNase-ChIP Protocol (beads-beating)
Solution: § 0.5mm diameter ZIRCONIA/SILICA beads Cat.11079105z, BioSpec § 2mL Screw-cap tubes § Cell breaking buffer(0.1M Tris, pH7.9, 20% glycerol), 4°C § Sigma protease inhibitor cocktail for fungi (PIC), 100X § NP Buffer: 0.5 mM spermidine, 1 mM β-ME, 0.075% NP-40, 50 mM NaCl, 10 mM Tris pH 7.4, 5 mM MgCl 2 , 1 mM CaCl 2 . Do NOT include Sorbitol! Ex: 5 ml of NP Buffer: 10 ul 250 mM spermidine 3.5 ul of 1:10 (diluted in water) b-ME 37.5 ul 10% NP-40 Bring up to 5 ml with MNP buffer. § Buffer L: 50 mM Hepes-KOH pH 7.5, 140 mM NaCl, 1 mM EDTA, 1% Triton X-100, 0.1% sodium deoxycholate. § Buffer W1: Buffer L with 500 mM NaCl § Buffer W2: 10 mM Tris-HCl pH 8.0, 250 mM LiCl, 0.5% NP-40, 0.5% sodium deoxycholate, 1mM EDTA § Buffer Z: 1 M sorbitol, 50 mM Tris pH 7.4
Ex: 1 L of buffer Z: 500 ml 2 M sorbitol 50 ml 1 M Tris-HCl pH 7.4 450 ml ddH 2 O § TE: 10 mM Tris-HCl pH 8.0, 1 mM EDTA § "2X" Proteinase K solution: TE with 0.8 mg/ml glycogen, 2 mg/ml proteinase K § Elution buffer: TE pH 8.0 with 1% SDS, 150 mM NaCl, and 5 mM DTT Do not add the DTT until just before use § Zymolyase solution (10 mg/ml in Buffer Z; lasts up to 2 weeks at 4°C) § Micrococcal Nuclease (Worthington Biochem): resuspended from lyophilized powder at 20 U/ul in Tris pH 7.4. Aliquot into tubes upon first use and freeze at -80°C.
Protocol:
1. Pour ~1000uL of 0.5mm beads into screw-cap tubes and leave on ice. 2. For each pellet collected from 400mL culture, resuspend with 1000uL of cell breaking buffer (+1X PIC), and then aliquot to 2mL screw-caps tube x2 from step 1. 3. Put 12 tubes in pre-chilled (-20°C) magnetic bead-beating rack and bead-beating for 3 mins twice by Biospec beads beater. 4. Stab a hole at bottom of tube by a heating needle. Move stabbed tube into 5mL big tube and collect sample by spin for 1min @ 700g, 4°C. 5. To collect nuclei, pipette sample to 1.5mL canonical tube and spin for 10mins @ Max speed, 4°C. 6. Get rid of the supernatant. Resuspend the pellet with 2400uL NP buffer. 
Noise estimation
To estimate the technical noise levels of each ChIP experiment we treated time-point measurements as biological replicate by selecting the time point with the smallest differences to time t=0 as the second replicate for noise estimation.
Regression and sparse regression
We used multiple linear regression analysis to reconstruct histone modifications levels from a collection of features. Feature of the regression are:
(a) Nucleosome position relative to transcription start site ( Supplemental Table S2 ).
(b) Mid-log occupancy level taken from the merged MNase input signal ( Supplemental   Table S2 ).
(c) RNA polymerase levels from published NET-seq data (Churchman and Weissman, 2011) . For each nucleosome we counted the number of sense and antisense (AS) NETseq reads up-to 100 bp from its dyad. Sense/AS were determined based on SGD genes annotations.
(d) Turnover data was taken from (Dion et al., 2007) , for each nucleosome we considered the average value from microarray probes with distance of 100 bp for its center. 34830 nucleosomes had at least one probe, the rest were discarded from the analysis.
(e) Positions relative to nearest centromere/telomere in base pairs (log).
(f) Replication Timing was based on (Raghuraman et al., 2001) , we assigned timing value in minutes for each nucleosome using linear interpolation of the reported data.
In total, we assigned 6 features to each nucleosome plus it's position along the genome.
Finally, we learned the multiple regression coefficients for each genomic position separately.
PCA
PCA analysis was performed using MATLAB's pca method where all 6 time-points were merged to one large matrix (66360 X 6): 398160 X 26.
Detecting nucleosomes at low density regions
To investigate the 26-dimensional modification space, we employed a semi-parametric technique of kernel density estimation. We define the density function at point ∈ ! to be:
Where is the bandwidth of the kernel, ! are the 20 nearest neighbours to , at t=0, omitting the single nearest neighbor (for stabilization considerations).
To find the optimal bandwidth, we use a cross-validation approach; we randomly draw half of the nucleosomes to form a training set, and estimate the likelihood of the other, unseen, part of the data. The optimal bandwidth is the one that maximizes the likelihood:
Given the optimal bandwidth, σ * , we can continue to estimate the density with respect to mid-log modification space at all time points.
Compendium of gene sets
We assembled a compendium ( Supplemental Table S6 ) of gene sets of functional groups (Ashburner et al., 2000; Dutkowski et al., 2014; Segal et al., 2003) , DNA binding data (Harbison et al., 2004; Rhee and Pugh, 2012; Venters et al., 2011 ), genetic perturbations (Chua et al., 2006 Lenstra et al., 2011; Mnaimneh et al., 2004) , and RNA binding data (Gerber et al., 2004) .
We removed redundant gene sets by selecting a smaller set of representative gene sets such that all gene sets have a Jaccard distance of 0.2 or lower to one of these representatives (keeping ~60% of ~13000 original gene sets).
Gene-sets with rare modification states
For each pairwise modification space, gene-set and nucleosome position we tested whether nucleosomes at the position in genes in this set is over-represented in the low-density region of the pairwise combination (hyper-geometric p-value). We corrected for multiple testing with 5%-FDR, removing non-significant results. We then average the log of these p-values over all the 2D spaces to assign aggregated p-values for each gene-set ( Supplemental Table S6 ).
Fit and t1/2 estimation
We have no specific prior on a functional form for the modification responses so we use a non-parametric approach for our estimation. We do assume that the responses are smooth, and that modification levels are at mid-log steady state when t=0.
To estimate the response we introduce steady-state pseudo-measurements at -60 and 120 minutes (values as in t=0) based on previous observations in the literature that the yeast return to baseline transcriptional state after 90min (Gasch et al., 2000; Kim et al., 2010) . We then iterate over internal points (4,8,15,30 minutes) , leave each one out, and calculate the cubic interpolation (MATLAB's interp1, version R2013a). The estimated response is the mean of all these leave-one-out (LOO) interpolated responses. Given the estimate, the peak change is defined as the point in time which has the maximal absolute change, relative to t=0. After evaluating the peak change, one can define t 1/2 , as the time at which the estimated response reaches half the peak change, and t r 1/2, as the time at which the estimated response is at half the return to the value at t=0 (t r 1/2 is not necessarily applicable). These time points re estimated using a cubic interpolation resolution of less than .6 minutes, along with a linear interpolation between t 1/2 flanking time-points.
The error of the estimate is calculated as the mean difference between each of the LOOinterpolated responses and the data point omitted, divided by the standard deviation of the data series. Formally:
is the interpolated response obtained when time point t is omitted, evaluated at time point t. ! is the measured log-fold change vector (from t=0) of a nucleosome indexed by i, at a certain modification.
Coherent Movement determination
For each modification, we use a permutation test to estimate which nucleosomes exhibit a coherent change in their response. The null hypothesis is that changes are random fluctuations in measured data, is obtained by permuting the nucleosomal measurements independently at each time point. This maintains the overall distribution of change values but eliminates any connection between these measurements through time. On this permuted dataset we employ the same procedure described above (LOO interpolation) to obtain error estimates, as described above. Finally, for each nucleosome, i, in each modification, m, we define the following statistic:
Where ( ! ! ) is the (log) peak change of nucleosomes i in modification m, ( ! ! ) is the error of the LOO interpolation, and ! is a global modification constant weighing the relative weight of the two numbers:
Now, for each modification, for a given FDR , we set the threshold over this s statistic to be the maximal such that at most % of nucleosomes above the threshold are not from the randomly permuted data set. For most analyses we use an FDR of 10%, a visual inspection reveals that this is generally a stringent cut-off. For the timing-of-events analysis we use a more lenient FDR of 25%, to allow for greater statistical power in downstream analysis, assuming that the selection of specific nucleosomes of specific genes is independent of false discoveries in this s-statistic. To set the ! per modification, we optimize over the number of nucleosomes passing a certain FDR (10%). While this might increase the actual FDR, the stability of this global constant across modifications and FDR thresholds, and a visual inspection of results, suggests that the optimal constants represent an actual tradeoff between these quantities, rather than an arbitrary number.
Event Pair Statistics
Given the collection of coherent events in a gene set of interest, we next ask "How do these events relate to each other?" We define the precedence of one event, A, over the other, B, with respect to a gene-set G:
Or in words -we simply count the fraction of genes in which event A is preceded by event B, plus some confidence interval ( = 1 , this means that any events with a timing difference of less than one minute is ambiguous and ignored).
Also, for each such coherent event pair, a one sided t-test was performed to exclude the possibility of a random timing difference between these events. The t-test associated p-value was collected, and only those p-values that passed an FDR threshold of 5% were further considered. These p-values allow us to define the timing of events (TOE) graph w.r.t to a geneset G -! , ! , as follows:
Order of Events
Note that the TOE graph is a directed acyclic graph (DAG) by definition (and the linearity of time), so it provides us with a partial order of events. Ideally, we would like to find the optimal order of events, * , which is consistent with the TOE graph, T, such that: * = argmax
Where |!| is the permutation set over the vertices of the graph, i.e. over events, and the notation |!| ⊆ means that they are consistent with the order dictated by the edges of T. In other words, we are looking for the order of events that maximizes the "overall precedence" of the data, while conforming to precedence significance in the data. Unfortunately, this problem (optimal order w.r.t. an edge weight function, even without constraints) has been shown to be NP-complete problem usually called the LINEAR-ORDER-PROBLEM (or LOP).
As a heuristic we perform a topological sort of the data (which guarantees that the graph constraints are satisfied), and in the cases where two events are incomparable in the partial order, we use the overall precedence of these events (w.r.t to all other events) to obtain a total linear order.
Event Grouping
Given the TOE graph, a natural follow-up question is whether there are groups of events that succeed certain events, precede other events, but show no specific relations amongst themselves, i.e. -are there groups of events that are indistinguishable by their timing?
To address this question, and given the total order described in the previous section, we wish to partition the events to groups and optimize the total weight of edges between subsequent groups. Visually, if the edge matrix is the following binary matrix (this is easily extended to non-binary matrices, or weighted edges):
We are looking for a partition of the events (collection of blue lines) that maximizes the sum of the highlighted rectangles:
This problem can be solved using a simple dynamic programing. By iteratively answering the question: "which is the optimal partition up to index i", and selecting the i for which the maximal-valued partition is obtained. Note however, that the conjoining of two sub-solutions also requires us to know the size of the last set in the optimal sub partition. Since every partition must have a final set, and the order is fixed, this strategy searches the partition-space exhaustively for the optimal solution in ( ! ) time, which is reasonable for our problem size ( ≤ 200).
