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The signal model
In OFDM systems the data is modulated in blocks by means of a discrete Fourier transform (DFT). By inserting a cyclic prefix in the OFDM symbol, intersymbol interference (ISI) and intercarrier interference (ICI) can be avoided, and the orthogonality between subcarriers is maintained [9] . Most coherent OFDM systems transmit pilot symbols on some of the subcarriers to measure the channel attenuations [4] . Both the cyclic prefix and the channel estimation pilots contain information about the symbol start, which can be exploited. We show here that it may not be necessary to insert additional pilots for synchronization.
Assume that one transmitted OFDM symbol consists of N subcarriers of which Np are modulated by pilot symbols.
Let N denote the set of indexes of the Np pilot carriers.
We separate the transmitted signal in two parts. The first part contains the N -Np data subcarriers and is modelled bY
where xn is the data symbol transmitted on the nth subcarrier, using some constellation with average energy 0 : = E{1~,1~}. The second part contains the Np pilot subcarriers, modelled by where p, is the pilot symbol transmitted on the nth subcarrier. We assume E{ IpnI2} = 02, although some systems have boosted pilots [l] . Figure 2 shows the real part of the autocorrelation function for a typical pilot signal m(k) for a system with N = 128 subcarriers where every fifth subcarrier contains a pilot symbol. Notice that the IDFT of the pilots symbols, m ( k ) , has a distinct correlation which we can exploit.
In the following we assume an additive white Gaussian n.oise (AWGN) channel and we model the received signal r ( k ) as In two steps we choose to simplify the statistical properties of s ( k ) compared to those of signal (l), so that we can derive a tractable estimator. First, in an OFDM system with a reasonably large number of data-carrying subcarriers (Np << N), s(k) has statistical properties similar to a discrete-time Gaussian process (by the Lindeberg theorem [lo, pp. 368-3691). In our model we assume that the transmitted signal s ( k ) is a Gaussian process with variance ao:, where CY = . Secondly, we simplify the statistical properties of s(k) with respect to its correlation. In systems employing a cyclic prefix, the tail L samples of
The length of one OFDM symbol is thus N + L samples of which L samples constitute the cyclic prefix. Therefore, s(k) is not white but contains pairwise correlations between samples spaced N samples apart. Furthermore, s ( k ) is correlated because not all tones are used for data. For most practical systems, however, this latter correlation will be small if the number of pilots is small. Whereas we do model the correlation due to the cyclic prefix, we disregard any correlation of the latter kind.
Since the noise is zero-mean Gaussian and the pilot signal m(k) is a deterministic signal which is known at the receiver, the modelled received signal r( k ) is also Gaussian with time-varying mean m ( k ) and variance ao;. Because of the cyclic prefix, its autocorrelation function is N-N, and SNR = $ is the signal-to-noise ratio.
Based on this correlation structure and on the knowledge of the time-varying mean m ( k ) we now derive an estimator of the time offset 8, using data from one received OFDM symbol.
U,L

Time offset estimation
Based in the model (3), we derive the ML estimator of the time offset 8 by investigating the log-likelihood function of 8, i.e., the joint probability of the received samples r(.) given 8,
We follow the same procedure as in [6] . The ML time offset estimate 6' is obtained by maximizing the log-likelihood function over all possible values of 8, A e,,, = argmax(A (8)). e (7) In Appendix A A (e) is shown to be reflects the redundancy in the received signal due to the cyclic prefix and For a large SNR ( p fi: l ) , the estimate is mainly based on the cyclic prefix redundancy, whereas for a low SNR In this case, the ML estimator (8) reduces to the estimator in [6] , which only exploits the cyclic prefix redundancy. 
A robust estimator
Most communication systems operate in a dispersive channel and radio-based communication systems often operate with a frequency offset. Figure 4 shows how a normalized frequency offset E (normalized to the subcarrier spacing) affects the performance of the estimator. The sixulation is based on N = 128 subcarriers, a cyclic prefix of L = 16 samples, with 1 pilot every 32nd subcarrier (4 pilot subcarriers in total), and the SNR = 10. We choose SFR = 5 dB as the design SNR for the robust estimator. Even for small frequency offsets, the performance of the ML estimator decreases significantly. The ML estimator is so sensitive to this distortion that it is of little value in many practical systems. For example, the estimator from [6] (reference estimator) performs better under frequency offsets larger than 0.2 %, as shown in Figure 4 . This estimatoI, which is based only on the cyclic prefix part Acp of ( 8 ) , will be The reference estimator [6] (coarsely dashed), the ML estimator (7) (fine dashed), and the robust estimator (9) (solid).
used as a reference estimator throughout the paper. Therefore, we propose a robust estimator based on the ML estimator (7) which we modify in two steps. First, because of frequency offsets or channel phase variations, the phases of the peaks in the complex-valued moving sums in (8) appear in a random manner. Based on [6] , we take the absolute value of the terms in the log-likelihood function instead of the real part, thus preserving the constructive contribution of the peaks to h ( 0 ) . In this way we compensate for an unknown frequency offset. Secondly, since the SNR may not be known at the receiver, we design a generiEstimator assuming a fixed SNR, which we denote with SNR.
We choose this design-value lower than the typical SNR we expect, to maintain adequate performance for low-end SNRs in a fading channel. Effectively, this weighs the contribution from the pilots higher than the ML estimator would. We choose the robust estimator as (7) with a 4% frequency offset (dash-dotted) has been included. If the curves for the robust and the reference estimators were plotted for 4% frequency offset, the curves would be indistinguishable from the curves with no frequency offset.
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We evaluate the estimators' performance by simulations, both in the AWGN channel and in a dispersive channel,
showing the variance of the estimates and by symbol error rate. In all simulations, we use the estimator from [6] as 4 Simulations our reference estimator.
For the same parameters as in Figure 4 , Figure 5 shows the performance of the estimators in an AWGN channel. The ML estimator and the proposed estimator, that use the pilots, have superior performance compared to the reference estimator. As expected, in this environment the ML estimator performs best, but the robust estimator has only a small perforsnce loss for SNR values larger than the design SNR (SNR = 5 dB). When applying the estimator in an environment with a frequency offset the performance of the ML estimator decreases significantly, as previously seen in Section 3, while the proposed estimator remains applicable.
The symbol error rate of a system employing the estimators in a dispersive channel is shown in Figure 6 samples, with 1 pilot every 5th subcarrier, and uses a 4-PSK signal constellation. The channel is exponentially decaying with an rms-value of 2 samples and a length of 8 samples, and is fading according to Jakes' model [ll] .
As the design SNR for the robust estimator, we choose SFR = 5 dB. We assume perfect channel knowledge and perfect compensation for the phase rotations of the signal constellation due to time offsets. Thus, we isolate the effect of synchronization errors from possible performance loss due to non-ideal channel estimation. The performance loss shown in Figure 6 is due t o IS1 and IC1 caused by synchronization errors. We see that the robust, estimator now is superior to the others. In this simulation the cyclic prefix and the channel impulse response have the same length, i.e., any synchronization error yields IS1 and ICI. Under these tight synchronization requirements the robust estimator has a 0.3 dB loss compared with a perfectly synchronized system at a 10 dB working SNR. For the ML estimator and the reference estimator this loss is 1.3 dB and 1.7 dB, respectively. Figure 7 shows the estimators' performance as a function of the length of the cyclic prefix. The parameters are the same as in Figure 6 and the SNR = 10 dB. Although the length of the channel is 8 samples, the performance of the reference estimator and the ML estimator starts to decrease for a cyclic prefix shorter than 10 samples, whereas the robust estimator's performance remains low to L = 5 samples. From this figure we conclude that, for the purpose of synchronization, it is possible to reduce the cyclic prefix and still preserve the system performance. pendently fading according to Jakes' model) with exponentially decaying power-delay profile and rms-value of 2 taps.
Discussion and conclusions
As seen in Figure 3 , the Ap(0) is an ambiguous fuiction with periodic peaks when the pilots are evenly spaced. By not having the pilots evenly spaced the peaks surrounding the symbol start can be lowered. Therefore the pilot pattern is an interesting design parameter and system design could benefit from taking synchronization aspects into account when designing the channel estimation pilot pattern. To improve performance further, the estimator may be extended by averaging the log-likelihood function or fi tering the estimates if the time offset varies slowly in time, see,
e.g., [E?].
We draw two conclusions from our investigation. First, it is possible to extend the analytic techniques earlier employed in [6] to derive an ML time offset estima1;or for coherent OFDM systems. Secondly, when also taking the channel estimation pilots into account it is possible to increase the synchronization performance, to decrese the length of the cyclic prefix, and to increase the sjstem's spectral efficiency.
A The log-likelihood function (6)
The log-likelihood function can be written as [6] where f (.) denotes the probability density function of the variables in its argument.
terrestrial television', European Telecommunications Standard EN 300 744 v 1.1.2, 1997.
The two-dimensional density f (r(lc), r ( k + N ) ) is given in equation ( l l ) , where the constant p is as defined in (5).
The one-dimensional density f ( r ( k ) ) in (10) is given by (12) In three steps, the first term in (10) is now calculated. First, substitution of (11) and (12) Similarly, the second term in (10) can be calculated, noting again that some terms in the expansion are independent of 0 and do not affect the maximizing argument of the log-likelihood function. From these calculations, the log-likelihood function consists of the three terms in (15) and the additional term 
