We introduce and study a new notion of graph partitioning, intimately connected to spectral clustering and k-means clustering. Formally, given a graph G on n vertices, we ask to find a graph H that is the union of k cliques on n vertices, such that LG λLH where λ is maximized. Here LG and LH are the (normalized) Laplacians of the graphs G and H respectively. Informally, our graph partitioning objective asks for the optimal spectral simplification of a given graph as a disjoint union of k cliques. We justify this objective function in several ways. First and foremost, we show that a commonly used spectral clustering algorithm implicitly optimizes this objective function, up to a factor of O(k). Using this connection, we immediately get an O(k)-approximation algorithm to our new objective function by simply using the spectral clustering algorithm on G. Next, we demonstrate another application of our objective function: we use it as a means to proving that simple spectral clustering algorithms can solve some well-studied graph partitioning problems (such as partitioning into expanders). Additionally, we also show that (a relaxation of) this optimization problem naturally arises as the dual problem to the question of finding the worst-case integrality gap instance for the classical k-means SDP. Finally, owing to these close connection between some classical clustering techniques (such as k-means and spectral clustering), we argue that a more complete understanding of this optimization problem could lead to new algorithmic insights and techniques for the area of graph partitioning.
INTRODUCTION
Graph partitioning is a fundamental problem in computer science with various applications in computer vision, machine learning and bioinformatics, among others. Such problems have been studied extensively in theoretical computer science (e.g. sparsest cut, multicut, multiway cut, etc) [28, 16, 18, 13] . Designing a good objective function for graph partitioning is a balancing act between several, often conflicting, desiderata. For instance, the objective function formulation should be succinct and mathematically tractable. In traditional graph partitioning objectives, this is captured by formulating the function as a combinatorial measure of the number of edges cut. From a practitioner's point of view, the hope is that the study of the objective function will naturally lead to good algorithms which succeed on practical instances of the problem, if not on all. In this paper, we introduce and study a new spectral notion of graph partitioning, intimately connected to spectral clustering and kmeans clustering. We make the claim, and formally justify, that our objective function has many of the desirable properties mentioned above. Formally, we study the following problem (see Section 2 and 3 for definitions of these concepts): Given a graph G with normalized Laplacian LG, the goal is to find a partition of the vertices Γ = {C1, . . . , C k } into k normalized cliques with associated Laplacian matrix KΓ whose (i, j)th entry is 1 − 1 |C | if i = j ∈ C , −1 |C | if both i, j ∈ C , and 0 otherwise. The objective is to find a partition Γ such that LG λKΓ and λ is maximized. Informally, our graph partitioning objective asks for the optimal spectral simplification of the graph as a disjoint union of cliques. It can be seen as a spectral variant of the problem of graph partitioning into expanders (where expansion is just measured w.r.t the induced graph in each piece of the decomposition); in contrast, our objective function also captures the edges going across pieces, and can be loosely viewed as partitioning a graph into weakly embedded expanders. Moreover, our notion of embedding cliques is a one-sided version of the notion of spectral similarity of graph Laplacians used in the recent influential sequence of work on spectral sparsification [38, 36, 9] . It is also akin to the notion of spectrally thin trees that have been studied before [19] , except that we look for a decomposition into cliques that is spectrally thin, instead of trees. Finally, we would like to mention that a very similar notion has been used in [8] where the authors address the question of whether a metric space which does not coarsely embed into a Hilbert space necessarily contains a weakly embedded expander.
Why Study Another Objective Function?
A) Precise Equivalence Between Partitioning and Clustering. Our first main result is an equivalence between optimizing our objective and optimizing the clustering cost 1 of the "resistive embedding" of the given graph. That is, we show that a partitioning of the vertices into k pieces is good for our objective function if and only if the same partitioning is a good clustering of the resistive embedding vectors (which are the column vectors of L †/2 ). Our result also suggests that a natural variant of spectral clustering is a good algorithm for our objective function. Typically, the graph Laplacian is projected to the top k eigenvectors, and then the resulting row vectors are clustered. In our case, we project the resistive embedding vectors into a k dimensional space, and run a standard clustering algorithm on these vectors. Using the equivalence, we show that the resulting graph partitioning is a good solution -an O(k) approximation -for our new objective function, thereby giving us provable guarantees, and more intuition, on the types of clusterings our algorithm finds. We next show that we can improve the provable guarantees, if we are allowed to output a distribution over partitionings. In Section 4, we show how we can use the matrix multiplicative weights algorithm of Arora and Kale [4] to obtain a distribution of partitions that, in expectation, can embed into G with a constant factor approximation in terms of our objective function. Interestingly, we obtain this result by exhibiting a connection between our problem and that of finding the worst-case integrality gap instance for a natural SDP relaxation for the classical k-means problem.
B) New Smoothing
Step. While effective resistances (i.e. the values) themselves have been used [36] in spectral sparsification, and the resistive distance embedding has been used in graph partitioning heuristics [24, 25, 34] , we believe that this is the first provable justification of their use in graph partitioning algorithms. Moreover, by understanding how our algorithm works on our objective function, we also suggest an additional iterative step in the process, called smoothing: iteratively average each vector with the vectors corresponding to the neighboring vertices in the original graph, and cluster the smoothed vectors. We are able to get provably better guarantees in certain situations, and also empirically get better guarantees in some large datasets. Going forward, we believe that an analysis of multiple steps of smoothing will lead to improved guarantees for our objective function in theory and in practice. C) Applications. Then, in Section 5, in order to illustrate the power of our new notion of graph decomposition, we show that approximation algorithms for our new objective can be used as a black box to find a partition of a graph into k pieces with sufficiently large gaps between internal and external conductance. Partitions with such properties were studied by [22] (see also [17] ); they also arise in the work of Ng, Jordan and Weiss [33] . Given the promise that 1 Formally, the equivalence holds if the metric used to evaluate a clustering is the spectral radius objective, i.e., minC ||A − C|| 2 2 where the rows of A are the data points, and the rows of C are the cluster centers each data point is assigned to; in contrast, ||A − C|| 2 F is the k-means cost. such a partition exists, any good algorithm for our objective directly produces a partition that is guaranteed to have small symmetric difference with this unknown partition. In particular, we show that our variant of spectral clustering (using effective resistance vectors) works! Finally in Section 6, we further strengthen the connection to spectral clustering by showing that the most popular variant of this approach also gives guarantees for our new objective function. Combining the above connections and applications, we thus believe our new graph partitioning objective function and associated algorithm makes a meaningful contribution to the existing body of work trying to motivate and justify spectral clustering algorithms, which we detail in Section 1.3.
Related Work
Graph partitioning objectives have received a lot of attention in theoretical computer science. Most notable among them is the sparsest cut objective [28, 7, 6 ] which attempts to find a 2-partition with minimum conductance. Conductance is also closely related to the second smallest eigenvalue of the graph Laplacian [12, 1, 3] . Generalizations of this to kpartitions aim at finding k clusters with small conductance [27, 30] as well as high conductance within each cluster [22, 17] . These works exploit gaps in the higher eigenvalues of the graph Laplacian to design algorithms which achieve a good clustering. The most relevant to our work is the result of [17] which uses the spectrum of the graph Laplacian to design a good clustering if one exists (See Section 6 for a result of similar flavor using our new objective). However as opposed to our algorithm, the algorithm proposed in [17] does not fit naturally into the framework of spectral clustering as used in practice. See the next section for details. A sequence of work has also shown that spectral partitioning works well in geometric settings [37, 23, 10 ].
Spectral clustering and k-means
Spectral clustering approaches in practice consist of two main steps: a) transforming the original set of points to be clustered using the spectrum of the data matrix (or an associated matrix), and b) optimizing the k-means objective in the new space to obtain a k-partition. The choice of using the k-means objective in the new space is not arbitrary and several prior works have hinted at a deeper connection. The simplest scenario consists of the original set of points in d such that there is a true unknown k-partition with the mean vectors of each partition being far away from each other. In this case, Kumar and Kannan [26] show that performing a linear embedding of the points onto the span of the top k singular vectors of the data matrix and optimizing for kmeans in the new space leads to good approximations to the true mean vectors. This approach also has applications in the planted partition model of Mcsherry [31] . In many real world applications however, one does not have a true clustering with well separated mean vectors. In such scenarios spectral clustering approaches prove to be immensely successful again. The idea is to now look at non-linear embeddings. This approach pioneered by the work of Weiss, Meila and Shi and Ng, Jordan and Weiss [40, 32, 33] looks at the spectrum of the Laplacian L of the affinity graph. The affinity graph A is an n × n matrix where the entry A(i, j) ∝ exp(− xi − xj 2 ). The k dimensional embedding of a point is obtained by using the corresponding coordinates in the top k eigenvectors of L. Ng, Jordan and Weiss [33] justify this approach by showing that if the true clustering is well separated in the sense that it has densely connected clusters with sparse connections across them then in the new space the optimal k means clustering will have a small cost. In many instances, it has been observed that replacing the Laplacian based embedding with the resistive embedding (using the eigen vectors of L † 2 ) works better as it induces a stronger block structure in the induced distance metric [34] . As an application of our result we strengthen this connection by showing in Section 5 how to recover a good point wise approximation to a well separated clustering using our algorithm which is based on resistive embeddings followed by solving k-means. Spectral approaches have also been used with great success in partitioning problems where one is naturally interested in optimizing a cut based objective function [32, 35, 42] . It has also been observed that such approaches have connections, and in some cases are equivalent to optimizing a kernel k-means objective in the original space [14, 15] . Finally, our approach of modifying the metric for the clustering problem (via our smoothing step) can be loosely connected with that of learning the metric for clustering [41] .
PRELIMINARIES

Linear Algebra
Let R m×n be the set of all m × n real matrices; S m be the set of m × m symmetric matrices; S 
Graphs
Given a graph G with adjacency matrix A, let D be the diagonal matrix with Dii = di where di is the weighted degree of node i. We define the Laplacian matrix of G as LG = D − A. We define the normalized adjacency matrix to be D −1/2 AD −1/2 , and the normalized Laplacian to be
Partitions
Define Γ k (n) to be the set of all proper k-partitions of [n]:
We can construct an associated graph for Γ by placing a normalized clique on each S ∈ Γ. We will use KΓ to denote the Laplacian matrix of corresponding graph. Finally, given a subset S, we use eS to denote the indicator vector for S so that [eS]i = 1 iff i ∈ S; we also use e for the all-1's vector.
SPECTRAL EMBEDDING OF CLIQUES
We now formally define the spectral embedding we study in this work. Given as input a connected graph G with the corresponding normalized Laplacian matrix LG, the goal is to find a partition Γ into k normalized cliques while optimizing the following objective:
Before we get into the technical details of our algorithm, we present some simple observations about the objective function. To begin with, note that λ ≥ 0 because L 0. Next observe that when k = 1, the optimal value OPT of our problem will be the second smallest eigenvalue of the Laplacian, which is the algebraic expansion of the graph (in words, it captures how well we can embed a complete graph into G). Thus our objective can be seen as a generalization of algebraic expansion to k-way partitionings. It is also a smooth transition between completely combinatorial ways of measuring a good k-way partitioning (such as normalized cuts), which are often hard to compute, and purely algebraic ways (such as measuring the k th smallest eigenvalue), which are more difficult to understand and relate to k-way partitionings. Indeed, if the graph G is a disjoint union of k pieces, then OPT is the smallest algebraic expansion of the different pieces. Moreover, as mentioned above, OPT is also related to λ k+1 of the graph -by relaxing KΓ to be any n − k dimensional projection, we get that OPT ≤ λ k+1 . It is also easy to show that OPT ≥ λ2. To see this, fix any partitioning Γ and only consider vectors x such that i xi = 0 for each cluster in Γ. Then
Finally, OPT only increases with larger k, because KΓ K Γ whenever Γ is a refinement of Γ. In order to understand this objective better consider the following simple scenario first. Given a Laplacian matrix L and k-partition, for some λ, how can we even verify L λKΓ? From an algorithmic perspective, this is easy: Compute the minimum generalized eigenvalue of L and KΓ and compare it against λ. From an analysis perspective on the other hand, this yields little to no insight for us on how to certify that the graph admits a good spectral k-clique-embedding. There is no analogue of Cheeger's inequality for the generalized case, and indeed there is strong evidence to believe none exists [39] . As a result, we first present a characterization of k-clique embeddability and, using this, derive a sufficient condition for the existence of one. This condition then leads to a natural algorithm for finding such clustering. We would like to mention that the above formulation has also been studied in the context of expansion relative to a sequence of subgroups [8] . This notion of relative expansion has also been used to show that certain finite semi-direct products form an expander [2] . Good and bad cases: As mentioned above, if the grah is a disjoint union of k pieces, then the optimal value of λ will be the smallest algebraic expansion of any piece. It is also an easy calculation to show that the partitioning corresponding to the optimal λ will correspond to each piece being a clique. In general, our objective function will represent well cases when there is a ground truth partitioning with internal connectivity more than the external connectivity of each piece. We formalize this in Section 5. On the other hand, if there is no "clear" k-partitioning of the graph, our objective may fail to capture the instance. Consider, for example the case of grid graphs with k = 2. From the above discussion, we know that the optimal value of our objective will lie between λ2 and λ3. However, for grid graphs these two values are the same and hence according to our objective, any 2-partitioning will be equally good!
Necessary and Sufficient Conditions
Our starting point is relating the minimum generalized eigenvalue to a standard maximum eigenvalue problem. While there are other bounds for this [11] , we prove one most amenable to us.
.
Furthermore the maximum eigenvector p of KΓLG † KΓ satisfies KΓp = p.
For simplicity in notation, we define
We prove (ii) in two parts.
Proof OF λmax ≥ 1/λmin. Given any g such that Lg = λminM g, we can assume Kg = g, since Kg also satisfies this identity. Therefore:
Multiplying with
1 λ min M on both sides,
Proof OF λmax ≤ 1/λmin. We always have λmin ≥ 0 so we only need to consider the case of λmax > 0. Given corresponding eigenvector p with M L † M p = λmaxp, it is easy to see that M p = p. Therefore
Eigenvalues of a matrix and its transpose are the same, thus
has maximum eigenvalue λmax with eigenvector g, so that
Multiplying both sides by L and observing that LL † = K with KM = M ,
Equipped with Theorem 3.1, our goal is now much simpler: Instead of lower bounding the minimum generalized eigenvalue of a pair of matrices, we want to upper bound the maximum eigenvalue of a single matrix. Indeed, the largest eigenvalue of KΓL † G KΓ is equal to the ||L †/2 G KΓ|| 2 2 , the largest singular value of the matrix. However, L †/2 G KΓ is the matrix L †/2 G − CΓ, where we think of the columns of L †/2 G as being the data points in Euclidean space, and CΓ is the center matrix of the corresponding centroid each point/column is assigned to, depending on the cluster it belongs to in Γ. Therefore, finding a good Γ for our partitioning objective is equivalent to clustering the columns of L †/2 G , in the spectral norm sense (note that we want to bound the
F is the k-means cost of clustering the same points). This is precisely the setting considered in Kumar-Kannan [26, 20] , where they give an O(k) approximation for this problem using SVD and kmeans clustering. However, we give an alternate proof of this result which is more amenable, and in fact, leads naturally to our smoothing step.
Theorem 3.2. Given a connected graph G with normalized adjacency (normalized Laplacian) matrix A (L resp.), suppose Γ is a k-partition. Then, for all τ ∈ Z+, we have:
Here λ is the k th smallest eigenvalue of L, and (L † ) k is the matrix L † projected onto its top k-eigenvectors.
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In particular, for the choice of τ ← 0:
Proof. Let λi and qi be the i th smallest eigenvalue and corresponding eigenvector of L. Suppose G has c-connected
. Using this, we can now upper bound L † :
2 In words, for yi's being the columns of [
k A τ , a simple calculation shows that the trace term is equal to the k-means cost of clustering these vectors using Γ.
The proof is complete by using the identity from Theorem 3.1.
Main Algorithm
The lower bound presented in Theorem 3.2 corresponds to a natural algorithm for finding Γ. We state the algorithm only for connected graphs. The disconnected case can easily be handled by recursing on each component separately. Even though this algorithm has polynomial running time, it can be implemented much more efficiently, and we leave the details to the final version. Input.. Number of clusters k, normalized adjacency and Laplacian matrices A, L = I −A respectively, and maximum smoothing count τmax. Output.. λ and k-partition Γ such that L λKΓ.
(Resistive Embedding) For every
) k ei be the resistive embedding of node i projected onto top k-eigenvalues.
(Best k-Partition
So Far) Let Γ best be an arbitrary k-partition. λ best ← 0.
3. For τ ← 0 to τmax do:
(a) Find a k-means solution Γ for
j . In the algorithm above, steps (b) and (c) are optional (our current proof does not use any power derived from these steps); however, we believe that they could help in getting an improved quality of solution w.r.t our objective function. In words, the algorithm (without the smoothing step) simply projects the resistive embedding vectors onto the top k eigenvectors, and runs a k-means algorithm on the projected points. , where λ OPT is the optimum.
Proof. Correctness follows immediately from Theorem 3.2. For the approximation guarantee, let Γopt be an optimal solution with L λ OPT KΓ opt . Consider the projection matrix onto top k-eigenvectors of L † , Q k : Q k = j<k qjq T j . Note that Q k commutes with L. Thus, if we multiply the first expression on both sides with
F . Therefore at time τ = 0, there exists a k-means solution of cost ≤ k λ OPT . Hence the algorithm will find some Γ best with
where we used the fact that λ OPT ≤ λ k .
Remark: Connection with Spectral Clustering. In machine learning, data mining and similar fields, a very common approach for clustering is to apply k-means on either the resistive embedding, or the embedding obtained by the smallest k-eigenvectors. In these cases, our algorithm above, or more the discussion following Theorem 3.1, could be seen to offer an explanation for what kind of k-partitions such methods implicitly seek. For example, if an algorithm of the above types finds a k-partition with small cost in the resistive embedding, then it means the underlying clusters are better connected to each other than across clusters, i.e., they have high value in our objective function. We give a more rigorous connection in Section 6. Given this connection, an intriguing practical problem is whether the applying the smoothing step helps clustering in such domains.
Smoothing for Multiple Steps
We end this section with a small remark regarding the use of single versus multiple steps of smoothing. While we don't require smoothing for our current guarantee of a factor of O(k), we leave open the question of whether smoothing can provably yield better bounds in practical settings. To support our belief, we empirically demonstrate that the performance of traditional spectral clustering itself improves with a small number of steps of smoothing on large-scale realworld datasets [43] . The clustering accuracy of the spectral clustering method used in [43] as compared to the same method applied with smoothing. The quantity in bracket denotes the number of rounds of smoothing which provides the best result. The datasets are from the UCI repository [29] . SC stands for Spectral Clustering.
SPECTRALLY EMBEDDING A DISTRI-BUTION OF PARTITIONINGS
In this section, we show that we can get much better approximation guarantees if we allow ourselves to find a distribution over k-partitions. is a constant.
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A nice additional property this says is that if X is a fractional solution for the Euclidean k-means problem, then we can round X obliviously into an integral clustering even without looking at the point-set, or their distances, and still achieve the best possible approximation factor. We prove this by writing down the SDP for the best convex combination of k-partitions into X, and analyzing its dual. Consider the following SDP, which, given a feasible fractional k-means solution, tries to find the best convex combination of KΓ's which embed into X, and its dual. Here, let Γ denote the set of all possible k-partitions of G.
Clearly, notice that if we show that the primal solution has objective value at least α, then we're done (by scaling by 1/ Γ wΓ, we'll get a convex combination which embeds into (1/α)LX ). In what follows, we'll first show that, indeed, this is true, and subsequently show how to approximately solve this SDP using the Multiplicative Weights framework of Arora and Kale [5] .
To show that the objective value is at least α, consider the dual. We show that the dual optimal has value at least α. Indeed, what is the dual trying to solve? Upon careful inspection, it is trying to find, given X, the worst-case set of points in Euclidean space, for which the k-means LP has the largest integrality gap. Indeed, suppose the set of points {y1, y2, . . . , yn} are such that their gram matrix is Y , then KΓ · Y = Tr(KΓY ) is precisely the k-means cost of the data set according to clustering Γ. So the dual asks for all the true clusterings to have cost at least 1 while minimizing the fractional cost of the k-means LP. But this is precisely the integrality gap instance! From existing rounding algorithms (most relevant to our work is that of Jain and Vazirani [21] ), we know that the integrality gap is bounded by a small constant cJV ≤ 216, and hence the dual objective is at least a constant 1/cJV ≥ α. We hence know that the dual SDP has optimal value at least α = 1 216
. Hence, the primal objective has value at least α, which completes the existential result. It remains to show that we can efficiently construct the distribution X . Indeed, we show that we can achieve this using the Matrix Multiplicative Weights framework of Arora and Kale [5] . Perhaps not surprisingly, the "oracle" needed in their algorithm amounts to running the Jain-Vazirani approximation algorithm for k-means. We provide complete details in Appendix A.
AN APPLICATION: PARTITIONING OF WELL SEPARATED GRAPHS
In this section, we demonstrate the power of our objective by presenting an application in a traditional k-way clustering problem. In order to simplify the exposition, we assume 3 For the curious reader, 1/α is the approximation ratio (more specifically, integrality gap) of the best known rounding algorithm for the Euclidean k-means problem using the natural LP. If running time is not a concern, then 1/α is the true integrality gap of the natural k-means LP.
G is regular, with normalized adjacency and Laplacian matrices given by A and L = I − A, respectively. Indeed, suppose a graph G has a good k-partition into expanders, such that each cluster has low external sparsity and every cluster is internally an expander. Then we show that, as long as the internal expansion is sufficiently more than the external sparsity 4 , we can recover a clustering which is -close in symmetric difference, by simply running our spectral clustering algorithm from Section 3. Before we delve into the details, let us introduce some notation.
Definition 5.1. Given a graph G and a k-partition Γ, we say that Γ is a (k, φ, λ) partition for G provided the following: (i) Every S ∈ Γ has small sparsity in G, i.e.,
A similar notion appeared in the work of Gharan and Trevisan [17] . Unfortunately a direct comparison of both algorithms is not possible, as the goals are different: They first proved the existence of such a (k, λ, φ) clustering when there is a (sufficiently large) gap between λ k and λ k+1 , and their constructive algorithm to efficiently find such a clustering requires an even larger gap between λ k and λ k+1 . However, our algorithm works simply by assuming the existence of such a (k, λ, φ) partition and finding one which is close to this ground truth.
Theorem 5.2. There exists a constant 1 > α > 0 such that the following holds. Given graph G with (k, φ, λ)-partition
We devote the remainder of this section to the proof of Theorem 5.2. We use Γopt = {T1, . . . , T k } to denote a (k, φ, λ)-partition of G with kφ λ = ε for some ε ≤ O(1). We will use Γ = {S1, . . . , S k } to refer to the partition found by our algorithm. Unless noted otherwise, we use S (solution we found) to refer to the clusters in Γ and T (ground truth) to refer to the clusters in Γopt. For further convenience, we define AΓ opt and AΓ as the normalized adjacency matrices for the union of cliques on Γopt and Γ, respectively:
Note that KΓ opt = I − AΓ opt and KΓ = I − AΓ. We begin with some useful preliminary definitions pertaining to how we measure the proximity of a partitioning to the ground truth (which is stronger than the commonly used notion of total number of mis-clustered points which can heavily be biased towards larger clusters and ignoring small clusters altogether), and a theorem connecting nearby partitionings and the corresponding closeness of their indicator matrices.
Definition 5.3. Given two k-partitions Γ1, Γ2 ∈ Γ k (n); we say Γ1 and Γ2 are ε-close if there is a perfect matching M ⊆ Γ1 × Γ2 such that any matched pair (S, T ) ∈ M has |S∆T | ≤ ε min(|S|, |T |).
Theorem 5.4. Given two k-partitions Γ1, Γ2 ∈ Γ k (n), consider the matrices Γ1, Γ2 ∈ R n×k where Γ1 is the orthonormal basis corresponding to Γ1 (Γ2 is defined similarly):
Suppose there exists ε < 1/2 with σmin(Γ1 T Γ2) ≥ √ 1 − ε. Then Γ1 and Γ2 are 2ε-close.
We give the proof in Appendix B. Next, in Theorem 5.5, we will show that L spectrally dominates the union of cliques on Γopt and Γ, the solution we find after running spectral clustering. 
λKT . Therefore L λ T KT = λKΓ opt . Second part follows from Theorem 3.3.
Next, we will prove that AΓ ≈ AΓ opt so as to relate Γ and Γopt. To this end, we upper bound the spectral radius of the Laplacian obtained by contracting each cluster in Γopt.
Proof. Define D ∈ S k + as the diagonal matrix with entries (|T | | T ∈ Γopt) and P ∈ {0, 1} n×k as the matrix whose columns are indicator vectors for each T ∈ Γopt. Note that
−Weight of edges between S and T else.
It is easy to see that L is a Laplacian matrix and L 2 diag(C(T, T ))T ∈Γ opt . If we multiply with D −1/2 on both sides, on RHS we obtain a diagonal matrix with entries
2C(T,T )
|T | ≤ 2φG(T ) ≤ 2φ:
Again, multiplying with U , U T on the left and right, respectively:
For the lower bound, consider q ← KeT where
We are ready to relate AΓ opt and AΓ to each other via The-
KΓ. Multiply with AΓ opt :
where we used Theorem 5.6 in the last step. In particular, for Γ and Γ OPT being the orthonormal matrices corresponding to Γ and Γ OPT as described in ??, then we see that
Theorem 5.4 immediately implies that Γ and Γopt are O(ε) close.
CONNECTION WITH SPECTRAL CLUS-TERING
Finally, we present yet another connection with a traditional spectral clustering approach often deployed in practice. In this approach, given a graph, the algorithm for graph partitioning is to essentially compute the top k eigenvectors of the graph Laplacian, project every vertex to the top k eigenvectors, and simply run a k-means clustering algorithm on these vectors. We now show that, implicitly, there is a connection to our objective function. Indeed, we show that if the spectral clustering has low cost for some k, then the same clustering is a good solution for our PSD-embedding of k-cliques problem as well! Given graph G, let (λi, qi) be the pair of i th smallest eigenvalue and corresponding eigenvector. Consider
Observe that Qn = K. Recall the basic spectral clustering heuristic for k-clusters: Output the partition found by running k-means on Q k . In the next theorem, we will show that if this heuristic finds a small cost solution, then the solution is spectrally embeddable into G.
KΓ. Moreover this is within factor κ + 1 of the best possible.
The proof is in Appendix C.
CONCLUSIONS
In this paper we propose a new notion of graph partitioning which involves spectrally embedding a disjoint union of k (normalized) cliques into the original graph. We motivate and justify the study of our notion of spectral embedding by exhibiting several interesting connections to k-means, spectral clustering and the use of resistive embeddings which is a common heuristic in practical applications. Along the way, we give a formal connection bringing forth the implicit objective function being optimized by the clustering heuristic involving the resistive embedding for graph partitioning. As an application of our framework we also show how to recover good partitions on graphs where one exists. When studying graph partitioning problems, the modeling aspect of choosing a good objective function is often overlooked in favor of the study of more traditional objectives. Our work illustrates that a well chosen objective function can lead to insights into the operation of heuristic algorithms as well as bring up intriguing algorithmic questions. One such question concerns the use of a novel smoothing step that we use in our algorithm. We empirically demonstrate that smoothing helps in practice in conjunction with current spectral clustering heuristics. It would be interesting to make a rigorous claim about the benefits of smoothing.
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In our case, the Aj's correspond to the KΓ's, the vector y corresponds to the vector w, the vector b is the all ones vector, the matrix C corresponds to L(X), and finally we set val to be 1/cJV . Indeed, due to the nice structure of both the matrix L(X) and the set of matrices KΓ, it is easy to see that the width ρ is at most 2, which bounds the overall runtime. Moreover, the oracle algorithm is also simple: plugging in our values of A, b, C, we get that it amounts to solving the following system: {y :
Indeed, as mentioned earlier, if we view the psd matrix Z as the gram matrix of a set of n points P in Euclidean space, then L(X) • Z is precisely the fractional k-means cost of solution X on dataset P . And using the Jain-Vazirani algorithm, we can find a integer clustering Γ such that its cost
and so we can set y Γ = 1/cJV and satisfy the system of equations we are checking! This completes the proof of our multiplicative-weights based algorithm. For an informal explanation of how the Arora-Kale algorithm works, please read on. Explanation of Matrix Multiplicative Weights We will now sketch the informal description of how the Matrix Multiplicative Weights algorithm of Arora and Kale [5] works. Readers familiar with the framework can entirely skip this section, as it only provides a rough overview of the steps of the algorithm. The basis of the algorithm is the following identity: A B if and only if A • C ≥ B • C for all PSD-matrices C. So, the Arora-Kale algorithm intuitively views each psd matrix C as an expert, and maintains a distribution Dt over experts at each time step t (all of this is succinctly implemented in the final algorithm). Initially, Dt has all its mass on I, and it updates this over time with the goal of in fact trying to show infeasibility of the primal SDP! Indeed, suppose it finds a distribution Dt
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(with expectation Mt = EM∼D t [M ]) such that the system {w : Γ wΓ ≥ 1/cJV , Γ wΓKΓ • Mt ≤ L(X) • Mt} is infeasible, then we would have found our proof of infeasibility. On the other hand, suppose the above system is indeed feasible, and suppose we find a vector wt which satisfies these constraints, then the Arora-Kale algorithm updates Dt to Dt+1 by looking at the reward matrix Γ wt,ΓKΓ − L(X). Indeed, if an expert C is such that ( Γ wt,ΓKΓ − L(X)) • C is very positive, then we increase its weight a lot, and if its very negative, we decrease its weight. Then, after T rounds, if we haven't found a proof of infeasibility, then the experts algorithm guarantees that our overall expected reward is almost at least the reward of the best expert in hindsight. Our overall reward is simply,
Here, this sum is at most 0 because we have assumed that always found a feasible wt for all steps of our algorithm. And the reward of any expert C is
The experts algorithm guarantees that, for all experts C, our reward is at least its reward, and in particular, Intuitively, this almost means that Γŵ ΓKΓ L(X) + δI. They also show that T only depends polynomially on n and 1/δ. And we can make it strictly feasible by scaling theŵ by a bit while only losing out on a little in the objective function. Throughout this above analysis, we have assumed that we will always find a feasible wt for all of the T steps. Why is that? Indeed, here is where we use the rounding algorithm due to Jain and Vazirani [21] . Let us revisit what the linear system corresponds to. Given a distribution Dt with expectation Mt = EM∼D t [M ] (which is positive semi-definite), it is {w : Γ wΓ ≥ 1/cJV , Γ wΓKΓ • Mt ≤ L(X) • Mt}. But if we view Mt as the gram matrix of a set of n points Pt in Euclidean space, then L(X) • Mt is precisely the fractional k-means cost of solution X on dataset Pt. And using the Jain-Vazirani algorithm, we can find a integer clustering Γt such that its cost KΓ t • Mt ≤ cJV L(X) • Mt, and so we can set wΓ t = 1/cJV and satisfy the system of equations we are checking! Essentially, this completes the high level overview of the Arora-Kale algorithm.
B. PROOF OF THEOREM 5.4
We define π1 : Γ1 → Γ2 and π2 : Γ2 → Γ1 as the following: 
