We study uniform population protocols: networks of anonymous agents whose pairwise interactions are chosen at random, where each agent uses an identical transition algorithm that does not depend on the population size n. Many existing polylog(n) time protocols for leader election and majority computation are nonuniform: to operate correctly, they require all agents to be initialized with an approximate estimate of n (specifically, the exact value log n ).
Introduction
Population protocols [5] are networks that consist of computational entities called agents with no control over the schedule of interactions with other agents. In a population of n agents, repeatedly a random pair of agents is chosen to interact, each observing the state of the other agent before updating its own state. 3 They are an appropriate model for electronic computing scenarios such as sensor networks and for "fast-mixing" physical systems such as animal populations [33] , gene regulatory networks [13] , and chemical reactions [31] , the latter increasingly regarded as an implementable "programming language" for molecular engineering, due to recent experimental breakthroughs in DNA nanotechnology [17, 32] . All problems computable with zero error probability by a constant-state population protocol are computable in O(n) time [6, 21] ; the benchmark for "efficient" computation is thus sublinear time, ideally polylog(n). For example, the transition x, q → y, y (starting with at least as many q as the "input" state x) computes f (x) = 2x in expected time O(log n), whereas x, x → y, q computes f (x) = x/2 exponentially slower: expected time O(n) [16] .
Although the original model [5] assumed a set of states and transitions that is constant with respect to n, for important distributed computing problems such as leader election [22] , majority computation [1] , and computation of other functions and predicates [10] no constant-state protocol can stabilize in sublinear time with probability 1. 4 This motivated the study of protocols in which the set of states and transitions grows with n (essentially adding a non-constant memory to each agent). Such protocols achieve leader election and majority computation using O(polylog(n)) time, while keeping the number of states "small": typically O(polylog(n)) [1-3, 11, 12] , although O(log log n) states suffice for leader election [24] .
Unfortunately, most of these sublinear-time protocols [1-3, 11, 12] are nonuniform: the set of states and transitions are allowed to depend arbitrarily on n. This capability is used to initialize each agent with an approximate estimate of n (the exact value log n ); without this estimate, the protocols do not work at all. A representative example portion of such a protocol is shown in Fig 1: each agent has an internal "counter", which increments upon each encounter with an x. When the counter reaches log n, the protocol terminates (or moves to a different "stage"). In all of these cases, it is not obvious how to remove this encoding of log n while preserving correctness. Many population protocols with ω(1) states use nonuniform algorithms: the value log 2 n is "hardcoded" into the reactions. Above, "terminate" could mean terminate the whole algorithm, or it could mean "move to the next stage of the algorithm".
More desirable would be a uniform protocol in which each agent's local algorithm for computing the outputs, given the inputs, has no knowledge of n. Such an algorithm may produce outputs longer than its inputs, retaining the ability to use a number of states that grows with the population size. A uniform protocol can be deployed into any population without knowing in advance the size, or even a rough estimate thereof.
Although the original model of population protocols, stipulating a constant set of states, is uniform, when the number of states vary with the population size in this manner, little is known about the computational abilities and limitations of uniform protocols (with a few interesting exceptions [14, 15, 27, 28] ).
Related work
The work of this paper was inspired by recent work on nonuniform polylog time leader election/majority [1-4, 11, 12, 24] ; the fact that those protocols require an approximate size estimate is the direct motivation for seeking a protocol that can compute such an estimate (though unfortunately due to Theorem 4.1, composition of our protocol with these, if possible, will not be straightforward). Self-stabilizing leader election and exact size counting. Cai, Izumi, and Wada [14] (using different terminology) show an impossibility result for uniform population protocols, 6 It appears difficult to compute log n exactly, rather than within a positive additive constant, since for all k, such a protocol could distinguish between the exact population sizes 2 k − 1 and 2 k . 7 Some protocols for leader election [24, 25] are uniform, but other protocols [1, 3, 11, 12] have the benefit of simplicity and may possibly be easier to reason about and compose with other protocols. 8 One way to see that Ω(log n) is a lower bound on most interesting computation is that, by a standard coupon collector argument, this is the time required for each agent to have at least one interaction.
that no protocol electing a leader can be uniform if it is also required to be self-stabilizing: correct with probability 1 from any initial configuration. In fact, it must be nonuniform in a very strong way: the exact population size must be encoded into each agent. Self-stabilizing exact size computing has also been shown to be possible with a leader [9] in O(n log n) time and O(n) states for the leader and 2 states for the other agents, all asymptotically optimal parameters in the self-stabilizing setting [7] . Exact size counting. In the less restrictive setting in which all agents start from a predetermined state, Michail [27] proposed a uniform terminating protocol (where the agents know when they have converged on the correct output) in which a pre-elected leader computes the exact population size n in O(n log n) time with high probability. Going from the terminating to the less restrictive converging criterion (where agents eventually converge on the correct size, but do not know when this occurs), exact size counting is possible in O(log n log log n) time and O(n 60 ) states [20] , without a leader (all agents start in the same state). Approximate size estimation. Alistarh, Aspnes, Eisenstat, Gelashvili, Rivest [1] have shown a uniform protocol that in O(log n) expected time and states converges to an approximation n of the true size n, computing an integer k such that with high probability 1 2 log n ≤ k ≤ 9 log n, i.e., √ n ≤ 2 k ≤ n 9 . We improve this from a constant multiplicative error in approximating log n to a constant additive error, or in other words we estimate the population size to within a constant multiplicative factor (instead of a polynomial factor as in [1]), but use O(log 2 n) time and O(log 7 n log log n) states.
Model
To formally define uniform computation in population protocols, the agents' transition algorithm is modeled as a multitape Turing machine. (Our protocol describes a constant number of integer fields comprising each agent's state, which could be implemented as one field per tape.) When two agents interact they are both in an initial configuration of the Turing machine, their input is the tape content in the halting configuration of the last time each of them had an interaction. (We assume the Turing machine state and tape head positions are not transmitted, since they can be assumed WLOG identical in every halting configuration.) The space usage (in bits) s is defined as normal for Turing machines: the maximum number of tape cells that are written during the computation. The number of states is then 2 s , where s is the maximum space usage of any agent during an execution of the protocol. For ease of understanding, we will use standard population protocol terminology and not refer explicitly to details of the Turing machine definition except where needed. Therefore a state s ∈ Λ always refers to the TM tape content of an agent (leaving out TM state and tape head positions since these are identical in all initial configurations), where Λ is the set of all states, a configuration c ∈ N Λ is a vector indexed by a state, where c(s) is the count of state s in the population. We set the output of our protocol the value stored in a special field labeled "output". This definition is not indisputable since the output of a protocol can also be defined as a function of the fields stored in an agent's memory. Therefore, agents do not necessarily carry the output in their memory. Though the latter definition does not reduce our protocol's space usage it might benefit other algorithms to save memory. We leave the discussion that which definition is more suited to the readers. The traditional definition of population protocols assumes a deterministic transition function. Several papers [1, 11] indicate how to use the randomness built into the interaction scheduler to provide nearly uniform random bits to the agents, using various synthetic coin techniques, showing that the deterministic model can effectively simulate a model with a randomized transition. For brevity and simplicity of presentation, we will simply assume in the model that each agent has access to a source of uniformly random bits. So instead of a transition function, we have a transition relation δ ⊆ Λ 4 . We assume that each agent has access to independent uniformly random bits, pre-written on a read-only tape, allowing the Turing machine to be deterministic even though it is computing a nondeterministic relation.
Throughout this paper, n denotes the number of agents in the population. Repeatedly, a pair of agents is selected uniformly at random to interact, where they run the transition algorithm on the pair of states they were in prior to the interaction, and storing the output states for their next interactions. The time until some event is measured as the number of interactions until the event occurs, divided by n, also known as parallel time. This represents a natural model of time complexity in which we expect each agent to have O(1) interactions per unit of time, hence across the whole population, Θ(n) total interactions occur per unit time. All references to "time" in this paper refer to parallel time. An execution is a sequence of configurations c 0 , c 1 , . . . such that for all i, applying a transition to c i results in c i+1 . log n is the base-2 logarithm of n, and ln n is the base-e logarithm of n.
3
Fast protocol for estimating log n within O(1) additive error
In this section we describe a uniform protocol for computing the value of log n with an additive error, i.e., estimating the population size to within a constant multiplicative factor. We say a population protocol is leaderless if all agents start in the same state, and we say a protocol has an initial leader if one agent starts in a special state , and all other n − 1 agents start in a different state f = .
Theorem 3.1. There is a uniform leaderless population protocol that, with probability at least 1 − 12/n, computes and stores in each agent an integer k such that |k − log n| ≤ 4.7, taking O(log 2 n) time and O(log 7 n log log n) states.
Interpreted as an estimate of the population size n, the protocol estimates n within multiplicative factor 2 4.7 < 26.
We note that the protocol is not stabilizing: it has a positive probability of error.
It is an open question to create a protocol using expected polylog(n) time and states that computes log(n) ± O(1) with probability 1.
The protocol is described and its time and state complexity analyzed in Subsection 3.2. Most of the analysis of the approximation closeness amounts to proving a bound on the moment-generating function of a maximum of geometric random variables, so that the Chernoff technique can be applied to sums of such variables. This is shown in Section C.
Intuition
Alistarh et al.
[1] describe a protocol for estimating log n within a constant multiplicative factor. A 1 2 -geometric random variable is the number of flips needed to get one head when flipping a fair coin. In their protocol, each agent generates an independent geometric random variable G i , then propagates the maximum M = max 1≤i≤n G i by epidemic: transitions of the form i, j → j, j for i ≤ j, which in O(log n) time "infect" all agents with the maximum. It is known that E [M] ≈ log n [23], and 1/2 log n < X < 9 log n with probability ≥ 1 − O(1)/n 3 [1].
We take the obvious extension of this approach: do this K times in parallel and take an average. The estimated average is within O(1) of log n so long as K = Ω(log n) (Co-rollary C.10). One problem to solve first is how to calculate K; after all, K = Θ(log n) scales with n, so with a uniform protocol it cannot be encoded into the agents at the start. The agents estimate it using the protocol of [1] . Since that protocol is converging but not terminating (provably it cannot be made terminating by Theorem 4.1), each time an agent updates its value of K, it reinitializes the remainder of its state.
However, a trickier problem remains: a naïve approach to implementing "averaging of K numbers" requires storing K = Θ(log n) numbers in each agent, each having value Θ(log n), implying the number of states is Θ((log n) log n ) = Θ(n log log n ). This is even more than the O(n 60 ) sufficient to quickly compute exactly n [20] . We require a subtler approach.
Each agent will eventually generate K different geometrically distributed random numbers (in addition to the first one that is used to calculate K). However, only two of these numbers will ever be stored in the agent at a time. Each agent randomly guesses an index 1 ≤ i ≤ K; we say that the agent is responsible for index i. It then generates a geometric random variable, propagating the maximum among all those agents also responsible for i. Furthermore, an agent responsible for i iterates through each index j ∈ {1, . . . , K} \ {i}. It waits to encounter an agent responsible for j, generates another geometric random variable G, propagating G to that agent, before moving on to index j + 1. Therefore, the K maxima have the same distribution as in the above memory-intensive protocol: each agent generates exactly K independent geometric random variables, with the maximum of each being propagated among the agents responsible for its index.
After generating K different geometric random variables, to compute the average of the K population-wide maxima, each agent repeatedly cycles through the indices j ∈ {1, . . . , K}, at each index j waiting to encounter an agent responsible for j, adding the latter agent's stored maximum to a running sum. Upon adding the K'th number, the agent divides the sum by K and stores the result in its output field. It resets j to 1 and repeats this cycle forever. Once all K maxima have been propagated to the appropriate agents, each agent will complete a full cycle and calculate the correct average, finally converging on an output.
The time is O(log 2 n) by the following rough analysis (details follow). Each index i ∈ {1, . . . , K} has approximately n K = Θ( n log n ) agents responsible for it. Therefore, an agent responsible for i waits O(log n) interactions on average in between each interaction with another agent responsible for i. This slows down the standard O(log n) time epidemic by factor O(log n), so each epidemic completes in time O(log 2 n). By the union bound it is unlikely for any of the K epidemics to take longer to finish. Also, each agent must cycle through the K indices, but moving from index j to j + 1 also requires Θ(log n) interactions for each agent, so it takes time Θ(log 2 n) time for an agent to complete each cycle. Again the union bound shows low probability for any agent to take too long to complete a cycle.
Formal specification of protocol
In this protocol, agents start by generating one geometric random variable (called G 0 ) and continue by propagating the maximum among the population. By Lemma C.4 and Corollary C.7 the propagated maximum is in the interval of [log n − log ln n, 2 log n + 3/2] with probability ≥ 1 − O(1)/n. Thus, it could be used to estimate K, which is the number of independent additional geometric random variables each agent will generate, with the K maxima propagated across the population.
Each time an agent figures out it was not storing the maximum value of G 0 , it restarts its PropagateMaxGRV protocol. Agents generate a new random variable from 1 to K as their ResponsibleIndex and propagate the maximum for the newly generated index.
The process of restarting and updating the ResponsibleIndex will continue until each Protocol 1 LogSizeEstimation(rec, sen) initial state of agent:
for our main analysis)
ResponsibleIndex ← number i selected uniformly at random from {1, . . . , K} agent is responsible for propagating the maximum of the i'th of the K values of GeometricRV across the population
Averaging(rec, sen)
Subprotocol 2 PropagateMaxInitialEstimate(rec, sen)
Maximum generated geometric variable for G 0 will be propagated.
agent stores the same value in their G 0 . In the Restart protocol, all random variables are generated from the beginning. Therefore, we can ignore what have been stored or propagated before the final restart. Although propagating the random variables is distributed among the population, each agent performs the averaging locally. Agents have a field sum for accumulating the maximum variable associated to each index in {1, . . . , K}.
Lemma 3.2. The value K in LogSizeEstimation is in the interval [4 log n, 24 log n] with probability ≥ 1 − 1.32/n.
Proof. Corollary C.7 gives us a very tight bound for the expected value of the maximum of n independent geometric random variables with high probability. We use this corollary to bound E [G 0 ]. By Lemma C.4, log n + 1 < E [G 0 ] < log n + 3/2. Then we can write:
Therefore, setting K to be the smallest power of two ≥ 4 · (1/2 log G 0 + G 0 ) guarantees K to be greater then or equal 4 log n with probability ≥ 1 − 1/n. Also, by Lemma C.4 and Corollary C.7, K ≤ 2 · 4 · (2 log n + 1/2 log G 0 + 3/2) ≤ 8 · (3 log n) for high values of n with probability ≥ 1 − 0.32/n. Lemma 3.3. LogSizeEstimation uses O(log 7 n) states with probability ≥ 1 − 2.32/n. Noting that agents never use both of GeneratedIndex and AveragingIndex at the same time in LogSizeEstimation protocol; hence the same space can be shared between the variables. Also, once G 0 is generated, it is only needed to compute K, so the space for K subsumes that for G 0 , which is not needed after K is generated. Since, K is a power of two storing only the power suffices. Thus we have one variable that is O(log 2 n), one with O(log log n) space, and after the described optimizations, 5 additional variables that are O(log n). Therefore, each agent needs O(log 7 n log log n) states with probability ≥ 1 − (1.32 + 1)/n. In this protocol, we have each agent choosing the ResponsibleIndex uniformly random from 1 to K, which has the same distribution as throwing n balls into K bins. For a fast convergence of the protocol, there should be enough agents (balls) assigned to each index (bins). We want to show that the time for each epidemic is O(log 2 n) with high probability.
Subprotocol 3 Restart(rec)
The next lemma, proven in Section A, bounds the number of agents selecting each index.
Lemma 3.4. With probability at least 1 − 2 e √ n , for each index i ∈ {1, . . . , K}, at least n 2K and at most 2n K agents are responsible for i. Each agent repeatedly cycles a counter from 1 to K, incrementing when encountering an agent responsible for the index equal to its counter. (This is used both to generate the geometric random variables for each index, and later to repeatedly compute the sum of their maxima.) The following lemma, proven in Section A, bounds the time required to complete one of these cycles.
Lemma 3.5. With probability ≥ 1 − 1/n, it takes O(log 2 n) time for all agents, starting with a counter at index 1, to have all their counters reach K and reset back to 1.
Corollary 3.6. Averaging protocol takes ≤ 2304 log 2 n time with probability ≥ 1 − 1/n. Corollary 3.7. Generating all K · n random variables takes ≤ 2304 log 2 n time with probability at least 1 − 1/n. To analyze the time complexity of our protocol, we require the time bounds for completing an epidemic from the paper [6] . The current form is taken from [20] .
Lemma 3.8 ( [6] ). Let T denote the time to complete an epidemic. Then
Lemma 3.9. With probability at least 1 − exp(−n/24 log n), it takes ≤ 3 · 2048 log 2 n time for all agents to propagate all K independent maximum geometric random variables.
Proof. Fix the i th maximum geometric random variable, we bound the time for completing an epidemic to propagate it within the subpopulation that are responsible for the i th maximum geometric random variable. Lemma 3.4 claims w.h.p at least n 2K and at most 2n K agents are propagating each individual epidemic. So, the probability that the next interaction is among the responsible subpopulation for the i th maxima is ≥ (
≥ 1 8K 2 . Also, by setting α u = 8 in Lemma 3.8 the probability that an epidemic takes longer than 8 ln n 0 is less than 4/n 0 for any population size n 0 . Thus, we can model the completion of an epidemic in the responsible subpopulation by counting the number of trials of a biased coin until 8 ln n 0 heads appears where the probability of seeing a head equals p = 1/8K 2 .
With m = 128K 2 n 0 ln n 0 trials, probability of success p = 1/8K 2 , and number of successes 8 ln n 0 , we have that Pr [B(m, p) ≤ 8n 0 ln n 0 ] = Pr [NB(8n 0 ln n 0 , p) ≥ m]. We use a Chernoff bound for binomial random variables, which states that, for 0 < δ ≤ 1,
by Lemma 3.4 < e −n/24 log n by Lemma 3.2
. The above inequality shows that an epidemic takes more than 3 · 2048n log 2 n ≥ 128K 2 n 0 ln n 0 interactions or equivalently 3 · 2048 log 2 n time with probability at most exp (−n/24 log n).
Lemma 3.10. LogSizeEstimation protocol takes O(log 2 n) time with probability at least 1 − 7/n for all agents to store the average of K independent maximas.
Proof. We assume in the worst case that individual sub-protocols run consecutively rather than in parallel, and add their required time to upper bound their parallel time. By Lemmas 3.8, 3.9 and Corollaries 3.6, 3.7 we have: 8 ln n + 24 3 log 2 n + 2304 log 2 n + 2304 log 2 n = O(log 2 n).
By the union bound, the probability that LogSizeEstimation takes > O(log 2 n) is ≤ 4 n + 1 n + 1 n + 1 n = 7/n for sufficiently large n.
Finally, we combine these results to prove the main result of this section.
Proof of Theorem 3.1. By Lemma 3.3, LogSizeEstimation protocol uses O(log 7 n log log n) states with probability at least 1 − 2.32/n. Lemma 3.10 proves that this protocol takes O(log 2 n) time with probability at least 1 − 7/n. Finally, Corollary C.10 guaranties the average of k obtained maxima are with an additive error O(1) of log n with probability at least 1 − 2/n. By the union bound, after O(log 2 n) time agents will store the estimation of log n with an additive error O(1) with probability at least 1 − 12/n.
Terminating size estimation with a leader
It is possible to make the size-estimation protocol terminating if we start with an initial leader.
Theorem 3.11. There is a uniform terminating population protocol with an initial leader that, with probability ≥ 1 − O(1)/n, computes and stores in each agent an integer k such that |k − log n| ≤ 4.7, taking O(log 2 n) time and O(log 7 n log log n) states.
Proof. By Theorem 4.1, a leader (or a o(n)-size junta of leaders) is required for termination to work with positive probability. In the presence of a leader, the population can simulate XX:11 a phase clock. By [6, Corollary 1], there is a constant k 1 = max(8c, 8d c ) for the number of phases that it takes at least d ln n to reach phase k 1 with probability at least 1 − 1 n c . We change the algorithm to have two main stages. In stage one, the maximum G 0 gets propagated. If we set the number of phases in a phase clock greater than 64, then reaching the maximum phase takes at least 8 ln n time with probability at least 1− 1 n . By Lemma 3.8, 8 ln n time is sufficient for propagating the maximum of G 0 among the population with high probability. By Lemma C.4 and Corollary C.7 w.h.p. the maximum of G 0 among n agents is in interval of [log n − log ln n, 2 log n + 3/2]. So, after the phase clock reaches k 1 the leader can terminate stage one and move to stage two; where agents compute the sum of K maximas of n geometric random variable. By setting the number of phases equal to k 2 · 2G 0 , we can set a timer to count up until k2 8 ln n log n time with probability at least 1 − 1 n for some "big" k 2 [6, Corollary 1]. When the phase clock reaches k 2 ·2G 0 , leader terminates stage and report the ave value it computed.
Termination
Though the concept of termination has been referenced and studied in population protocols [8, 27, 28] , to our knowledge no formal definition exists. We give an abstract definition that captures the behavior of most existing protocols that "perform a computational task". Let P be a population protocol with a set I of "valid" initial configurations for P , where each agent's memory has a Boolean field terminated that is False in every configuration in I. 9 We say that a configuration c of P is terminated if at least one agent in c has terminated = True. Let κ > 0 and t : N → N. We say that P is κ-t-terminating if, for all i ∈ I, with probability ≥ κ, P reaches from i to a terminated configuration c, but takes time ≥ t(n) to do so.
This definition leaves totally abstract which particular task (e.g., leader election) is assumed to have terminated. The idea is that if the task will not be complete before time t(n) with high probability, then no agent should set terminated = True until time ≥ t(n) with high probability. So proving an upper bound on t(n) in the definition of terminating implies that no protocol can be terminating if it requires time > t(n) to converge.
The definition is applicable beyond the narrow goal of terminating a population protocol. It says more generally that a "signal" is produced after some amount of time. This signal may be used to terminate a protocol, move it from one "stage" to another, or it may be some specific Boolean value relevant to a specific protocol, where in any case the value will start False for all agents and eventually be set to True for at least one agent.
Let α > 0. We say a configuration c is α-dense if, for all s ∈ Λ, c(s) > 0 =⇒ c(s) ≥ αn. (Recall n = c .) In other words, every state present occupies at least fraction α of the population. We say protocol P with valid initial configuration set I is i.o.-dense if there exists α > 0 such that infinitely many i ∈ I are α-dense. In particular, an i.o.-dense protocol does not always have an initial leader: a state present in count 1 in every i ∈ I.
The next theorem, our second main result, shows that termination is impossible for uniform i.o.-dense protocols that require more than constant time. Let Λ be the (possibly infinite) set of all states of a population protocol. Since the protocol may be randomized, we consider a transition relation ∆ ⊆ Λ 4 , writing a, b → c, d to denote that (a, b, c, d) ∈ ∆ (i.e., if agents in states a and b interact, then one of the possible random outcomes is to change to states c and d). For ρ ∈ (0, 1], we write a, b ρ → c, d to denote that when states a and b interact, with probability ρ they transition to c and d. Say that ρ is the rate constant of transition a, b (a, b) if c is produced with probability at least ρ whenever a and b interact). For any Γ ⊆ Λ and ρ ∈
, the set of states present in c. 12 Our main technical tool is the following lemma, a variant of the "timer/density lemma" of [19] (see also [1] ). The original lemma states that in a protocol with O(1) states, from any sufficiently large α-dense configuration, in O(1) time all states appear with δ-density (for some 0 < δ < α). The proof is similar to that of [19] , but is re-tooled to apply to protocols with a non-constant set of states (also to use the discrete-time model of population protocols, instead of the continuous-time model of chemical reaction networks). 13 The key new idea is that, even if a protocol has infinitely many states (of which only finitely many can be produced in finite time), for any subset of states Λ m ρ "producible via only m transitions, each having rate constant at least ρ", all states in Λ m ρ are produced in constant time with high probability from sufficiently large configurations.
Lemma 4.2. Let α > 0, m ∈ N + , ρ ∈ (0, 1], and P be a population protocol. Then there are constants , δ, n 0 > 0 such that, for all n ≥ n 0 , for all α-dense configurations c of P with n = || c||, the following holds. Let Λ m ρ be the set of states m-ρ-producible from c. For s ∈ Λ and t > 0, let C t,s be the random variable denoting the count of s at time t, assuming at time 0 the configuration is c. Then Pr (∀s ∈ Λ m ρ ) C 1,s ≥ δn ≥ 1 − 2 − n .
A self-contained proof is in Section D. We now use Lemma 4.2 to prove Theorem 4.1.
Proof of Theorem 4.1. Assume P is κ-t-terminating; we will show t(n)
be an infinite sequence of α-dense initial configurations in I. Dickson's Lemma [18] states that every infinite sequence in N k has an infinite nondecreasing subsequence, so assume without loss of generality that c i ≤ c i+1 for all i ∈ N. Let Λ 0 = {s ∈ Λ | c 0 (s) > 0} be the set of states present in c 0 .
10 In other words, PRODρ(Γ) is the set of states producible by a single transition, assuming that only states in Γ are present, and that the only transitions used are those that have probability at least ρ of occurring when their input states interact. 11 If s is m-ρ-producible from Λ 0 , then in other words, s is producible from any sufficiently large configuration that contains only states in Λ 0 , using at most m different types of transitions, each of which has probability at least ρ. More than one instance of each transition, however, may be necessary. For instance, with transitions x i , x i ρ → x i+1 , q for all i ∈ N + , xm is m-ρ-producible from Λ0 = {x1}, but 2 m transitions of type x1, x1 → x2, q must be executed, followed by 2 m−1 of type x2, x2 → x3, q, etc. 12 Note that s may be m-ρ-producible from c, but not actually producible from c, if the counts in c are too small for the requisite transitions to produce s. 13 Alistarh et al.
[1] also prove a variant applying to protocols with ω(1) states, but for a different purpose:
to show that all states in Λ appear as long as |Λ| ≤ 1 2 log log n. However, beyond that bound, the lemma does not hold [24] . In our case, we are not trying to show that all states in Λ appear, only those in some constant size subset of states, all of which are m-ρ-producible from the initial configuration. For any ≥ 1, since c 0 ≤ c , all states in Λ m ρ are m-ρ-producible from c as well. By Lemma 4.2, there are constants , δ, n 0 > 0 such that, for all ∈ N such that n = c ≥ n 0 , letting C 1,s be the random variable denoting the count of s at time 1, assuming at time 0 the configuration is c , Pr ∀s ∈ Λ m ρ C 1,s ≥ δn ≥ 1 − 2 − n . However, Λ m ρ contains terminated states, so for all c with c ≥ n 0 , with probability ≥ 1 − 2 − n , P terminates within time 1. Since 2 − n < κ for sufficiently large n, this implies that if P is κ-t-terminating, then t(n) ≤ 1 for sufficiently large n. Thus t(n) = O(1).
Observe how the assumption of uniformity is used in the proof: we take a set of transitions used on the population c 0 and apply it to a larger population c . In a nonuniform protocol, the transitions may not be legal to apply to c . As a concrete example, in a nonuniform protocol such as that sketched in Fig. 1 , an agent increments a counter using transitions such as c 7 , x → c 8 , y until the counter exceeds log n, then produces a termination signal t via a transition c 8 , x → t, y. The transition c 8 , x → t, y producing this signal is not legal in a population larger than twice n, since the value log n is at least 1 larger in such a protocol. In this example, the transition of the larger protocol with the same input states simply increments the counter without producing a termination signal: c 8 , x → c 9 , y. 
A Proofs for correctness of size estimation protocol
This section contains proofs of lemmas required to analyze the correctness and time/space complexity of the size estimation protocol of Theorem 3.1. We use a Chernoff bound for Poisson random variables [29] .
Theorem A.1 ( [29] ). Letting P(λ) be a Poisson random variable with rate λ, for all l ∈ N:
For λ > l, Pr [P(λ) ≤ l] ≤ e −λ eλ l n .
For λ < l, Pr [P(λ) ≥ l] ≤ e −λ eλ l n .
We now prove some lemmas used in the main text. Lemma 3.4. With probability at least 1 − 2 e √ n , for each index i ∈ {1, . . . , K}, at least n 2K and at most 2n K agents are responsible for i.
Proof. Agents choose a random index from the set of {1, . . . , K} and stay responsible for the chosen index. We can model this event by the problem of throwing n balls in to K bins. It is well known [29] that if we approximate the distribution of tossing m balls into n bins by a distribution where each bin gets a number of balls given by a Poisson distribution with rate m/n (the so-called "Poisson heuristic"), then any event whose probability is monotonicially increasing or decreasing with m, and which occurs in the Poisson case with probability at most p, occurs in the exact case with probability at most 2p. Setting l = λ/2 in the theorem A.1 results in
The last inequality is correct if we set λ = n/K and from Lemma 3.2 we know that 4 log n ≤ K ≤ 24 log n. Also by setting l = 2λ in the theorem A.1 results in The lemma follows by using the Poisson approximation bound.
Proof. Fix a single agent. We set X i to be random variable representing the number of interactions that takes for this agent to increase counter from i − 1 to i. Once all agents' GeneratedIndex reach K, by Lemma 3.4 at least n 2K agents are responsible for each index with high probability. Therefore, selecting the current agent as the sender and an agent who is responsible for index i as the receiver gets stochastically dominated by a geometric random variable with success probability of p = 1 n · 1 2K = 1 2nK . Thus, E [X i ] = 2nK where K, the number of total indices, is in interval [4 log n, 12 log n] with high probability (Lemma 3.2). We desire to bound the sum of K geometric random variables, each with success probability p, otherwise known as a negative binomial random variable NB(K, p) .
With m trials, probability of success p, and number of successes k, we have that Pr [B(m, p) ≤ K] = Pr [NB(K, p) ≥ m]. We use a Chernoff bound for binomial random variables, which states that, for 0 < δ ≤ 1,
By the union bound over all n agents, the probability that any agent takes more than 8nK 2 ≤ 2304n log 2 n (since K ≤ 24 log n by Lemma 3.2) interactions (equally 2304 log 2 n time) is less than 1 n .
B Simulation
Simulation results are shown in Fig. 2 . Although the proofs give only that the estimate of log n is likely to get within additive error of 5, in practice the estimate is always within 2, so this is how we define convergence in the experiment. The dots indicate the convergence time of individual experiments. The population size axis is logarithmic (i.e., exactly O(c log 10 n) time complexity would correspond to a straight line with slope c). Recall setting cinit lower increases the probability that the initial estimate G0 is too low, i.e., cinit · G0 ≤ log n. The circular dots in the plot (larger values) are 10 experiments at each value of n ∈ {10 3 , 10 4 , 10 5 , 10 6 } with cinit = 4, the value used in our main analysis. The line fitted to them goes through the value 50 log n at each value of n. The crosses in the plot (smaller values) are 10 experiments at each value of n ∈ {10 3 , 10 4 , 10 5 , 10 6 } with cinit = 1, which appears to work in practice (maintaining that the approximation error remains within 2 of log n) and faster by a significant constant. The line fitted to them goes through the value 5 log n at each value of n. For n ≤ 100 the protocol has large probability of failure to converge due to some index i ∈ {1, . . . , K} having none of the agents choose to be responsible for i.
C
Chernoff bound on sums of maxima of geometric random variables C.1 Sub-exponential random variables Definition C.1. Let α, β > 0 and let X be a random variable. We say X is α-β-subexponential if, for all λ > 0, Pr
The following lemma is well-known; we prove it explicitly since the exact form is convenient for our purposes but is more general than typically expressed. It shows that exponential tail bounds for Pr [|X − E [X] | > λ] give bounds on the moment-generating functions of the random variables X − E [X] and E [X] − X. The proof is modeled on Rigollet's proof of the analogous lemma for sub-gaussian random variables proven in [30] .
Lemma C.2 ( [30] ). Let X be a α-β-sub-exponential random variable. Then for all
The bound for E e s(E[X]−X) is derived by a similar argument.
The following Chernoff bound is well-known, but stated in a more convenient form for our purposes. Lemma C.3. Let α, β > 0 and K ∈ N + . Let X 1 , . . . , X K be i.i.d. α-β-sub-exponential random variables 
Proof. Then for all s, t > 0,
The proof that Pr [E [S] − S ≥ t] < e −t/(2β) (1 + α/2) K is symmetric. By the union bound,
C.2 Geometric random variables and their maximum
We say G is a p-geometric random variable if it is the number of consecutive flips until the first H (including the H), when flipping a coin with Pr [H] = p. Thus E [G] = 1 p ; in particular E [G] = 2 if p = 1 2 . Defining M = max 1≤i≤n G i , where each G i is an i.i.d. 1 2 -geometric random variable, it is known [23] that E [M] ≈ log n. Lemma C.5 shows a tail bound on M for general p-geometric random variables, which we will later apply to the case p = 1 2 . We first require a technical lemma relating E [M] and log n more precisely, and more generally for p-geometric random variables for p = 1 2 . Let H n = n i=1 1 n be the n'th harmonic number. Let γ = lim n→∞ (H n − ln n) ≈ 0.577 be the Euler-Mascheroni constant; for all n ≥ 50 we have H n − ln n − γ ≤ 0.01. Lemma C.4. Let G 1 , . . . , G n be i.i.d. p-geometric random variables with q = 1 − p ≥ 1 e , n ≥ 50, and let M = max 1≤i≤n G i . Let 1 = 0.01 and 2 = 0.0006. Then for all λ > 0, 
Below we use Lemma C.4 and the inequalities e x 1 − x 2 n ≤ 1 + x n n ≤ e x for n > 1, |x| < n.
The following corollary for the special case of p = 1 2 is used for our main result, showing that a maximum of 1 2 -geometric random variables is α-β-sub-exponential for α = 3.31, β = 2. Corollary C.6. Let G 1 , . . . , G n be i.i.d. 1 2 -geometric random variables, n ≥ 50, and let M = max 
To see the final inequality, note that
So, their sum is less than 3.31e −λ/2 .
The following is a stronger corollary of Lemma C.5 for p = 1 2 , which does not fit the definition of α-β-sub-exponential, but which will be useful elsewhere in our analysis. Proof. Note that for all λ > 0, setting q = 1 2 ,
Setting λ = log n, 2 1/2+ 2 −λ−γ ln 2 = 2 1/2+ 2−log n−γ ln 2 = 2 1/2+ 2−γ ln 2 · 2 − log n < 0.11 · n −1 .
2 1+2 2−2λ−2γ ln 2 = 2 1+2 2 −2 log n−2γ ln 2 = 2 1+2 2 −2γ ln 2 · 2 −2 log n < 0.21 · n −2 < 0.21 · n −1 .
Combining these, we obtain the first inequality Pr [M − E [M] ≥ log n] < 0.32 · n −1 . To see the second, note that setting q = 1 2 , and letting λ = 1 + log ln n
Proof. By Corollary C.6 and Lemma C.3, for α = 3.31 < 2e − 2 and β = 2, we have
Corollary C.9. Let a > 4, n ∈ N + , n > 50, K ≥ ln n a 4 −1 , and δ 0 = 1/2 + γ/ ln 2 − 2 . Let M 1 , . . . , M K be i.i.d. random variables, each of which is the maximum of n i.i.d. 1 2geometric random variables.
Proof. We first manipulate the expression in the conclusion of the corollary to put it in a form where we can apply Lemma C.8. Since the events S K − log n − δ 0 ≥ a and log n + δ 0 − S K ≥ a are disjoint, and the events S − E [S] ≥ aK and E [S] − S ≥ aK are disjoint, the union bound holds with equality, so
Let t = aK. Applying Lemma C.8 with these values of K and t,
For example, choosing a = ln 2+4 < 4.7 means we can choose K ≥ ln n Proof. The number of balls needed until ≤ δk bins are empty is a sum S = k i=δk+1 G i of independent geometric random variables G δk+1 , . . . , G k , where G i has p i = Pr [success] = i n , with "success" representing the event of throwing a ball into one of the k initially empty bins.
The moment-generating function of a geometric random variable G with Pr [success] = p, defined whenever θ < − ln(1 − p) [29] , is
where the last inequality follows from e x −1 ≥ x for all x ∈ R. Thus for each i ∈ {δk, . . . , k},
By independence of the G i 's, the moment-generating function of the sum S is
Setting θ = − δk n , and using the fact that δ ≤ The event that throwing m balls results in at most δk empty bins is equivalent to the event that S ≤ m. By Markov's inequality, since θ = − δk n < 0, Pr [S ≤ m] = Pr e θS ≥ e θm ≤ E e θS e θm < (2δ) δk e δk n m = (2δe m/n ) δk .
We say a transition consumes a state s if executing the transition strictly reduces the count of s, and that the transition produces s if it strictly increases the count of s. The next lemma bounds the rate of consumption of s, showing that the count of s cannot decrease too quickly. It also makes the observation that, since we are reasoning about s assuming that it is only consumed, we can upper-bound the probability of the count of s dropping below δk at any time t ∈ [0, T ], not just at time t = T . 
That is, with high probability, all states in Λ 0 have "large" count (at least αn 81 ) for the entire first unit of time. Call this event H(Λ 0 ) (i.e., the complement of the event in (1)).
We complete the proof by a "probabilistic induction" on i ∈ {0, 1, . . . , m} as follows. We show a sequence δ 0 > δ 1 > . . . > δ m > 0 such that the following holds. Inductively assume XX:28 Efficient size estimation and impossibility of termination in uniform dense population protocols that for all s ∈ Λ i ρ and all t ∈ i m+1 , 1 , C t,s ≥ δ i n. Call this event H(Λ i ρ ). Then we will show that assuming H(Λ i ρ ) holds, with high probability H(Λ i+1 ρ ) holds, i.e., for all s ∈ Λ i+1 ρ and for all t ∈ i+1 m+1 , 1 , C t,s ≥ δ i+1 n. The base case is established by (1) for δ 0 = α 81 . We use Chernoff bounds for binomial random variables, which state that, for 1 ≤ i ≤ k, if each X i is an independent 0/1-random variable with Pr [X i = 1] = p, defining X = k i=1 X i and µ = E [X] = kp, then for 0 < β ≤ 1, Pr [X ≤ (1 − β)µ] ≤ e −µβ 2 /2 and Pr [X ≥ (1 + β)µ] ≤ e −µβ 2 /3 .
To see that the inductive case holds, fix a particular state s ∈ Λ i+1 ρ \ Λ i ρ ; then s ∈ PROD(Λ i ρ ). By the definition of PROD(Λ i ρ ), s is produced by a transition of the form x, y ρ → s, s where x, y ∈ Λ i ρ and ρ ≥ ρ. At time t, the given transition has probability ρ · C t,x · C t,y / n 2 (if x = y) or ρ · (C t,x · (C t,x − 1)/2)/ n 2 (if x = y) of occurring in the next interaction. We make the worst-case assumption that the probability is the latter probability, which is smaller when we also make the worst-case assumption C t,x = C t,y = δ i n, and substitute ρ for ρ since ρ ≥ ρ.
By the induction hypothesis H(Λ i ), for all t ∈ i m+1 , 1 , C t,x ≥ δ i n and C t,y ≥ δ i n. So for each interaction between time i m+1 and i+1 m+1 , the probability that it executes transition x, y ρ → s, s is at least ρδ i n(δ i n − 1)/2 n 2 = ρδ i n(δ i n − 1)/2 n(n − 1)/2 = ρδ i (δ i n − 1) n − 1 > ρδ i (δ i n) n = ρδ 2 i .
There are n m+1 interactions in that time interval. Thus the number of times x, y ρ → s, s executes in that interval is stochastically dominated by a binomial random variable X + , with k = n m+1 trials and probability of success p = ρδ 2 i , and µ = E [X + ] = kp = nρδ 2 i m+1 . By the Chernoff bound, setting β = 1 2 , Pr X + ≤ nρδ 2 i 2(m + 1) = Pr X + ≤ (1 − β)µ ≤ e −µβ 2 /2 = exp − nρδ 2 i 8(m + 1) .
The above analysis lower bounds how many times transition x, y ρ → s, s executes, producing s each time. We now upper bound how many times s is consumed in this same interval. We are trying to show that s gets to a large count, so we make the worst-case assumption that its count starts at 0. Any any time, out of n 2 pairs of agents, at most s(n − 1) of those pairs have at least one agent in state s. So at time t, the probability that the next transition consumes s is at most s(n−1) ( n 2 ) = 2 Ct,s n . Prior to s reaching count nρδ 2 i /32, we can make the worst case assumption that the probability of each transition consuming s is exactly 2 nρδ 2 i /32 n = ρδ 2 i /16. In this worst case the number of transitions consuming s in the k = n/m interactions in the time interval i m+1 , i+1 m+1 is stochastically dominated by 2X − , where X − is a binomial random variable with k = n/(m + 1) trials and probability of success p = ρδ 2 i /16. (We consider 2X − instead of X − to account for the fact that each transition in the worst case could consume 2 copies of s.) Apply the Chernoff bound with µ = E [X − ] = kp = 
