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I. INTRODUCTION
Under nonequilibrium conditions, a spatially extended system will often undergo a transition from a uniform state to a state with spatial variation which we call a ''pattern.'' Patterns are ubiquitous in nature. Pattern-forming systems that have been studied in detail theoretically and experimentally are, for example, convection in fluids, dendrictic growth of crystals from the melt or from solutions, directional solidification, chemical reactions, and ripples on the surface of a fluid or in a thin layer of a granular medium vibrated in the vertical direction. Well known fluid-dynamical systems where patterns have been studied extensively are RayleighBénard convection and Taylor-Couette flow ͓1͔. Another example is electroconvection ͑EC͒ in nematic liquid crystals ͑NLC͒ ͓2͔. This latter case is a paradigm for pattern formation in anisotropic systems. The work reported in the present paper involves EC.
NLC have an inherent orientational order, but no positional order ͓3͔. The average direction of their molecular alignment is called the director n . Many properties of NLC are anisotropic. Thus, for instance, the dielectric constant depends on the direction of the electric field relative to n , having values ⑀ ʈ and ⑀ Ќ parallel and perpendicular to n , respectively. By confining a layer of NLC doped with ionic impurities between two properly treated glass plates, one can obtain a cell with uniform planar alignment of the director parallel to the plates. If the NLC has a negative anisotropy ⑀ a ϵ⑀ ʈ Ϫ⑀ Ќ of the dielectric constant and an ac voltage of amplitude V is applied between the plates, then a transition from the spatially uniform state to a convecting state with spatial variation occurs as V is increased above a critical voltage V c ͓4͔. The precise value of V c depends on the frequency f of the applied voltage and the conductivity of the NLC. The concentration of ionic impurities determines .
The experiments reported here were done using the NLC 4-ethyl-2-fluoro-4Ј- [2-(trans-4-pentylcyclohexyl) ethyl]-biphenyl ͑I52͒ ͓5,6͔. Electroconvection in I52 leads to a great variety of spatiotemporal structures ͓7-11͔. Depending on , one finds stationary rolls, traveling waves, or spatiotemporal chaos at onset. A remarkable recent discovery was that localized states of traveling waves form at the onset of convection when is relatively small ͓10͔. The occurrence of localized structures ͓12,13͔ is one of the phenomena unique to nonlinear systems. These so-called pulses coexist with the spatially uniform ground state. They were first found in a one-dimensional system ͓12,13͔, and in that case it was possible to understand them qualitatively ͓14,15͔ in terms of subcritical Ginzburg-Landau equations. However, for pulses in systems which are spatially extended in two dimensions ͓16͔ theoretical explanations are limited ͓17,18͔. The discovery of localized traveling waves coexisting with the ground state in anisotropic two-dimensional EC ͓9,10͔ adds to the complexity of the phenomena. These states, known as ''worms,'' have a unique small width in one direction and a varying, usually much greater, length in the other. Figure 1 shows a snapshot of worms. Remarkably, it has been possible to gain theoretical insight into their nature by considering Ginzburg-Landau equations ͓19͔ based on the equations of motion ͓20͔ of the system. It will be interesting to see whether other recently observed localized structures in EC ͓21͔ can be understood in similar ways.
Worms were first observed as the control parameter ͑the square V 2 of the applied voltage V) reached a certain value; but initially they were very rare and became more abundant only as V 2 became larger. Their generation and decay as V was increased and decreased did not show any hysteresis ͓9,10͔. Thus it was difficult to determine directly whether the creation of worms was associated with a supercritical or a subcritical bifurcation. A recently developed SwiftHohenberg-like ͓22͔ model equation ͓23͔ produced wormlike localized structures, but only for a strongly subcritical bifurcation. Wormlike structures were found ͓19͔ also for coupled Ginzburg-Landau equations related to the weakelectrolyte model ͑WEM͒ of electroconvection ͓20͔, in which the bifurcation to the extended state is supercritical ͓24͔. But again the bifurcation to the localized state is subcritical. Recently we showed experimentally that the bifurcation to worms is indeed subcritical by measuring the critical voltage V c ͓25͔. The critical voltage, i.e., the bifurcation point at which the spatially uniform state became unstable to infinitesimal perturbations, was determined by measuring the mean-square amplitude ͗ 2 ͘ of director-angle fluctuations induced by thermal-noise-driven convection-roll fluctuations ͓26͔ about the nonconvecting ground state. This amplitude is known to diverge ͑except for nonlinear saturation͒ at V c . In a mean-field approximation, a straight line through ͗ 2 ͘ Ϫ2 vs V 2 is expected to pass through zero at V c 2 ͓26͔, thus making it possible to estimate V c . It was found that the worms grow spontaneously out of the ground state at irreproducible locations already for applied voltages V much less than V c , i.e., that they are indeed associated with a subcritical bifurcation. This observation suggests that the worms are nucleated in the subcritical regime by the thermal noise. This picture is supported also by measurements of the mean lifetime of the conduction state, which suggest a thermally activated mechanism for worm formation ͓25͔.
At higher conductivities and consistent with weakly nonlinear theory ͓24͔, a supercritical bifurcation has been found experimentally ͓9͔. This bifurcation yielded an extendedchaos state immediately above onset. An interesting question is how the bifurcation evolves from supercritical to subcritical as decreases from the extended-chaos regime to the worm regime. Usually such a change occurs via a tricritical bifurcation, and the initial slopes of the mean-square amplitudes of the fields as a function of the control parameter ⑀ diverge as the tricritical point is approached from the supercritical side. In this case, however, explicit calculations ͓24͔, based on the WEM, of these slopes indicate that they remain finite and thus that the bifurcation to the extended-chaos state remains supercritical. The worms then seem to be associated with a different instability not directly coupled to the first linear-instability point of the conduction state. Unfortunately our measurements are not yet detailed enough to elucidate this interesting phenomenon.
In this paper we present estimates of the critical voltage V c , and of the value ⑀ s of ⑀ϵV 2 /V c 2 Ϫ1 where worms first appear, as a function of . We believe that ⑀ s is close to the value ⑀ s where the saddle node of the subcritical bifurcation is located. Thus the measurements give information about the value of where the bifurcation changes from subcritical to supercritical, and about the size of the potential hysteresis loop which would exist in the absence of noise. The remainder of this paper is structured as follows. Section II describes the experimental apparatus and techniques used for the experiment. In Sec. III we present the experimental results, and Sec. IV contains a summary and discussion of the results.
A brief report on part of this work has already appeared elsewhere ͓25͔.
II. EXPERIMENTAL METHOD

A. Experimental apparatus
The apparatus is nearly the same as the one described in Ref. ͓11͔ . It consists of a shadowgraph system with computer-controlled image acquisition, a temperaturecontrolled sample stage that contains the electroconvection cell, and electronics for applying the ac voltage and measuring the conductivity of the cell. The temperature-controlled sample stage is crucial for the experiment for two reasons. First, below 24°C I52 is no longer nematic and no electroconvection can be observed ͓5,27͔. Therefore, experiments with I52 at typical ambient temperatures are not possible. Second, the conductivity (T), which depends upon the temperature T, is an important control parameter and determines the pattern-formation phenomena which are observed.
There are two main differences between the present apparatus and the one described in Ref. ͓11͔ . The first is that the sample stage is cooled by ambient air instead of being water cooled. This simplifies the operation of the experiment and makes changing cells easier and faster, but obviously only temperatures sufficiently above ambient can be used. The temperature stability of the air-cooled sample stage is Ϯ1 mK, about the same as that of the water-cooled stage. With air cooling, temperatures up to 200°C were accessible, although our temperatures ranged only from 29°C to 80°C.
The second and more important difference is that the shadowgraph was optimized for high sensitivity, which was needed for measurements of the very weak thermal fluctuations. High sensitivity was achieved by careful positioning and aligning of the optical components, and by using a much stronger white-light source instead of the much weaker laser diode. The stronger light source made it possible to operate the charge-coupled device ͑CCD͒ camera at the level of light intensity where the camera is most sensitive to relative intensity changes, improving overall resolution considerably.
The electroconvection cells consisted of two glass plates separated by Mylar spacers and sealed by epoxy. The glass plates were coated on the inside with indium tin oxide ͑ITO͒, a transparent conductor. The coatings were used as elec- trodes to apply a voltage across the cell. The three main cells and the parameters of the runs for which they were used are listed in Table I . For the determination of the onset of convection we used cells 1 and 2 of thicknesses dϭ24Ϯ1 and 26Ϯ1 m. Cell 3, with dϭ29 m, was used to obtain illustrative images of worms in the subcritical regime. Many of the conductivity measurements were made in additional cells with d between 24 and 50 m. The cells were uniform to about Ϯ0.5 m and the sample area was roughly 0.5 cm ϫ 0.5 cm. Planar alignment of the liquid crystal was obtained by using rubbed polyimide films which were spin coated onto the glass plates. The electronic circuit described in Refs. ͓11,27͔ was used to measure the resistance R of the cells. The conductivity ϭ(d/A)ϫ1/R of a cell can then be calculated. Here A is the area of the electrodes. The accuracy of was approximately 5% and was limited by uncertainties in A and d. For a given cell, A and d were constant and thus changes in the conductivity could be measured with a precision of a few tenths of a percent. Only the component of the conductivity perpendicular to the director was determined. It turns out that depends on the frequency and also slightly on the applied voltage. Further information about properties of and its frequency dependence can be found in Ref.
͓27͔.
For the results reported here was measured at 50 Hz and at a voltage of 2.7 V, except when we studied the frequency or voltage dependence of itself. The I52 had to be doped with 2-5 % by weight of molecular iodine ͑I 2 ) in order to get a large enough to achieve electroconvection ͓11͔. Below a certain conductivity c f no overturning electroconvection occurred, and only so-called dielectric convection ͓2͔ could be observed at relatively high voltages. The value of c f depended sensitively on d. For thick cells c f was smaller than for thin ones. For cell 1 with dϭ24 m we found c f ϭ3ϫ10 Ϫ9 ⍀ Ϫ1 m Ϫ1 . The precise value of could be varied by changing the temperature. Over the temperature range used in our experiments could be changed easily by a factor of 3-4. Unfortunately, decreased slowly over time, typically at a rate of 1.5ϫ10 Ϫ11 ⍀ Ϫ1 m Ϫ1 day Ϫ1 , because the ionic impurities tended to recombine and segregate as I 2 at the cell edges. We compensated for the decrease in by slowly increasing the temperature, making constant within Ϯ2% over the duration of several months of the entire investigation. However, the useful lifetime of a given cell was limited to about one year.
B. Doping
Usually, we added 2-5 % by weight I 2 to pure I52 and cured the mixture for three to four weeks at 50°C. It is important to wait that long to give the Iodine enough time to dissolve, dissociate, and interact with the I52. The temperature of 50°C was chosen because it is similar to that of most of our experiments. Because of color changes of the sample during the curing process and while filling the cells we believe that the I 2 concentration actually decreased significantly over time. Thus we do not know the final I 2 concentration in the convection cells. However, I52 prepared this way had a sufficiently high conductivity for most of our measurements.
Recently, we experimented with highly doped I52 in an attempt to get EC cells with very high conductivities. We tested cells with 25ՇdՇ50 m and I52 doped with 10-25 % I 2 , and found that they behaved very differently from the cells with the usual doping. Previously it was believed that the exact amount of dopant is not critical, and that above a certain concentration of I 2 the solution just saturates and the rest of the iodine does not get dissolved. Therefore the highly doped cells should have behaved essentially the same as the 2-5 % doped cells. However, they showed timeindependent patterns of convection rolls at onset over the whole accessible conductivity range 3ϫ10
, instead of a Hopf bifurcation to worms or STC as observed with lesser doping. These static patterns looked very similar to the ''static oblique'' patterns SO1 and SO2 usually observed above a secondary bifurcation from the STC state ͓11͔ at higher values of ⑀. At sufficiently high ⑀ the static patterns became unstable. A time-dependent state occurred which, with further increase of ⑀, evolved into a turbulent state at very high ⑀. This behavior above secondary bifurcations is not unlike what is usually observed also for smaller doping.
III. RESULTS
A. Thermal fluctuations
As mentioned in Sec. I, the critical voltage V c ͑the limit of stability to infinitesimal perturbations͒ of the spatially uniform perfect-conduction state can be estimated by measuring the mean-square amplitudes of thermally (k B T) induced fluctuations ͓25͔. We used this method and cell 1 to determine V c as a function of . For these measurements the frequency of the applied voltage was 25 Hz.
The fluctuations and convection patterns were imaged using the shadowgraph technique ͓11,28͔. An eight-bit grayscale frame grabber was used to digitize the images. Since the fluctuations are very weak, a series of 256 images Ĩ i (x,⑀) was taken at each value of ⑀. The time between images was typically 5 s, and successive images were essentially uncorrelated. There is an additional complication if the onset measurement is performed at low conductivities where worms are observed. Since the bifurcation to worms is subcritical, worms form already below onset and, by virtue of their overwhelmingly large amplitudes, interfere with the fluctuation measurements ͓25͔. Therefore images had to be taken before worms formed. However, close to onset worms formed very quickly, and for ⑀տϪ0.08, it was impossible to accumulate 
was calculated. Here Ĩ 0 (x,⑀) is a background image obtained by averaging all 256 images. For each I i (x,⑀) the structure factor ͑the square of the modulus of the Fourier transform͒ S i (k,⑀) was calculated and the 256 S i (k,⑀) were averaged to get S(k,⑀) ͓29͔. Figure 2 shows four examples of S(k,⑀) for different values of ⑀ measured for cell 2 (dϭ26Ϯ1m͒ below onset at a conductivity of ϭ1.31ϫ10 Ϫ8 ⍀ Ϫ1 m Ϫ1 . The sample had been doped with 5% I 2 . For these parameter values we expect the bifurcation to be supercritical and to the extendedchaos state rather than to worms. There are four peaks corresponding to two sets of rolls oriented obliquely to n . These two modes are known as zig and zag modes and are also seen in the extended-chaos state above onset ͓11͔. The features of S(k,⑀) shown here are also very similar to those seen below onset at small conductivities in the worm regime as shown in Ref. ͓25͔. The examples in Fig. 2 show that the peaks of S(k,⑀) get sharper as one gets closer to onset, as expected from theory ͓30͔. They also get larger, but since the gray levels of each example in Fig. 2 are scaled separately, this is not immediately apparent.
In order to get the mean-square amplitude ͗A 2 ͘ of the signal fluctuations from the structure factor, one has to integrate over the peaks of S(k,⑀) in k space. This integral corresponds to ͗A 2 ͘. Since the fluctuating pattern is very weak, the background due to instrumental noise is significant. In principle it would be possible to do two-dimensional fitting of S(k), but it is simpler and more reliable to calculate first the azimuthal average S(k) from the data and then do onedimensional fitting. Four examples of S(k) for different ⑀ values are shown in Fig. 3 . We fitted a suitable function
to the azimuthally averaged structure factors. These fits are shown as solid lines in Fig. 3 . In Eq. ͑2͒, P(k) is the contribution of interest from the peak and B(k) is the smooth background due to instrumental noise. A Lorentzian
was used for the peak. The background is given by the dashed line. It was much larger at small and large k beyond the range of Fig. 3 . Thus it contributed overwhelmingly to the variance ͑total power͒ of the images even though it constituted only a modest correction in the k range of interest here. A polynomial in k plus a term proportional to 1/k was used for B(k). It did not change significantly from one ⑀ value to another. Empirically, we found that the 1/k term had to be included to account for the rapid increase of S(k) near kϭ0 ͑this increase is masked out in the examples in Fig. 2 in order to permit gray scales which make the fluctuations visible͒. After the fit of Eq. ͑2͒ to the data, the mean-square amplitude ͗A 2 ͘ was obtained from 
͑5͒
Here ñ ϭ1Ϫ(n e /n 0 ) 2 with n e ϭ1.6533 and n 0 ϭ1.5054 the index of refraction parallel and perpendicular to the director and /d is the scaled wavelength of the pattern (/d ranged from about 1.3 in the worm regime to about 1.5 in the extended-chaos regime͒. Ϫ2 as a function of the square of the voltage V 2 ͑open circles͒ for ϭ1.31ϫ10 Ϫ8 ⍀ Ϫ1 m Ϫ1 . As expected ͓26͔, the data fall on a straight line. A fit of a straight line to the data gives V c 2 ϭ103.72 V 2 or V c ϭ10.184 V. This value is used to compute ⑀ and the ⑀ scale shown along the top axis in Fig. 4 . A straight line through the data corresponds to the theoretically expected depen-
, and the slope of the straight-line fit gives 0 ϭ2.7 mrad. An approximate theoretical estimate for 0 is given by ͓26͔ ͗ 0 2 ͘ϭ
where k b is Boltzmann's constant and k el Ӎ20.7ϫ10
Ϫ12
N is an average orientational elastic constant of I52 ͓11͔. This gives 0 Ӎ2.9 mrad, which is in good agreement with the experimental result. Thus it appears that the observed fluctuations are of thermal origin.
When the bifurcation is supercritical, the bifurcation point can also be determined by linear extrapolation of ͗ 2 ͘ above Below onset they are essentially constant and are dominated by the ⑀-independent experimental noise. Near onset these data begin to grow significantly near the ⑀ value where the extrapolation of the fluctuations ͑solid line͒ seemingly diverges. The agreement within our resolution between the values of V c determined by the two methods in the supercritical range confirms that the fluctuation method below V c can be used to determine V c . This is important because in the worm regime, where the bifurcation is subcritical, only the fluctuation method can be used.
The inverse 1/⌫ of the width of P(k) is equal to an azimuthal average of the two-point correlation length . The dependence of on ⑀ is expected to be ϭ 0 (Ϫ⑀) Ϫ1/2
. Figure 6 shows 1/ 2 vs ⑀. For ⑀ close to zero the data fall on a straight line, confirming the expected ⑀ dependence ͑over a wider ⑀ range a slight curvature is noticeable͒. A fit of the data with ⑀ϾϪ0.05 to a straight line extrapolates to zero at ⑀ϭ0.002, which is quite close to the bifurcation points determined by the other two methods. The fit yields an amplitude 0 equal to 0.30, which is nearly the same as the value 0 ϭ0.31 found previously ͓25͔ in the worm regime at ϭ3.7ϫ10 Ϫ9 ⍀ Ϫ1 m Ϫ1 and for dϭ24 m ͑cell 1͒. We saw that (⑀) has the expected theoretical dependence on ⑀. Within error it gives the same bifurcation point as the fluctuation method and the amplitude extrapolation from 
B. Subcriticality of the bifurcation to worms
At high conductivities we have a supercritical bifurcation to the extended-chaos state, as shown in the preceding section. An interesting question is how the bifurcation to worms, which occurs at low conductivities, evolves from subcritical to supercritical as increases. In order to shed some light on this issue, we made measurements of the mean lifetime of the conduction state below onset as a function of V for several values of in cell 1. The parameters of the runs are listed in Table I . A voltage VϽV c was applied and then the time was measured until the first worm appeared. This measurement was performed many times at given V to get the mean lifetime (V). A simple algorithm was used to determine the time when the first worm had formed. A time series of images was taken at intervals of 2 s and the variance of each image was calculated in real time. When the variance had grown by a specified factor F from its initial value, we assumed that a worm had formed and the time since the voltage had been applied was taken to be the lifetime of the conduction state. We used F ϭ 1.05, but the method showed little dependence on F. At the end of each measurement sequence an image was saved in order to verify later that a worm had actually been nucleated and that the algorithm was triggering at the right moment. The algorithm worked surprisingly well, with a 98-99 % success rate. Typically there was only one worm in the image, but sometimes two or three worms formed at roughly the same moment and in different spatial locations.
At low voltages the lifetime of the conduction state became very long, and at a low enough voltage no worms appeared during the duration of an experimental run. Since the duration of an experiment is finite, we introduced a somewhat arbitrary upper time limit of 2.5ϫ10 4 s ͑about 7 h͒. If no worms appeared after this time, then the lifetime was considered ''infinite'' and the next measurement was started.
It was important to wait long enough between successive measurements. When the voltage was switched off and then on again too soon, worms appeared quickly and at the same spatial locations as in the previous run. We found that we had to wait at least 30 min at zero voltage between measurements to get history-independent data. We have no experimental information about the origin of this ''memory effect,'' but it seems likely that it involves slow diffusion of the ionic species in the sample. In the measurements of we used a waiting time of 2500 s. This long waiting time and the sometimes long lifetimes, depending on the applied voltage, made this whole experiment very time consuming. One run for a given took three weeks on average and the whole data taking lasted for more than four months.
In order to see the dependence of on ⑀, we had to determine V c for each conductivity at which was measured. This was done by the fluctuation method explained in the preceding subsection and in Ref. ͓25͔. Figure 7 shows the results for V c as a function of as solid circles. For near c f V c is rather high ͑around 25 V͒. It decreases as increases. At high conductivities V c becomes nearly constant at a value around 14 V. This is in agreement with the fact that at even higher conductives in the extended-chaos regime usually an onset voltage between 10 and 14 V is found, depending on the cell.
From the slopes of the straight-line fits to the fluctuation data it is possible to extract 0 . We find that all 0 values are more or less the same with an average of 3.2Ϯ0.5 mrad. This again is in good agreement with the theoretical value 0 ϭ2.9 mrad presented in Sec. III A. Thus it appears that the worms are nucleated by thermally driven fluctuations. Figure 8 shows vs ⑀ for several . The lifetime increases with decreasing ⑀ and becomes infinite below a certain value ⑀ s . We assume that this value corresponds to the saddle node of the subcritical bifurcation, below which there are no wormlike solutions. Experimentally it is difficult to measure ⑀ s directly because of the long time intervals required for it. Thus we define ⑀ s as the ⑀ value where reaches an arbitrarily chosen finite value which is very large compared to the other time scales of the system. We chose this cutoff time as 10 4 s. This time is very long, but still well below the upper limit of 2.5ϫ10 4 s for the duration of the experimental runs. An empirical exponential function was fitted to the data for (⑀). We defined ⑀ s as the intersection between this function and the line ϭ10 4 s as shown in Fig.   8 . The value of ⑀ s presumably is systematically larger than This line suggests that ⑀ s becomes 0 at c ϭ1.15(Ϯ0.1) ϫ10 Ϫ8 ⍀ Ϫ1 m Ϫ1 . For Ͼ c one observes a supercritical bifurcation to extended chaos. This interpretation implies that the saddle-node line of the subcritical bifurcation to worms simply crosses the supercritical bifurcation line to extended chaos and that there is no particular connection between these two lines. This interpretation is indeed consistent with recent theoretical predictions ͓24͔ which show that the primary bifurcation should be supercritical over the entire range of our experiment. In the absence of noise the worms would then bifurcate subcritically well above V c if the extended chaos did not intervene for VϾV c . A remarkable aspect of this system is that the nonlinear branch of the subcritical worm bifurcation can be reached from the conduction state over a wide negative ⑀ range simply due to the perturbing influence of thermally driven fluctuations.
An interpretation alternate to the one given above would involve a tricritical bifurcation ͓31,32͔ at the value of where the bifurcation changes from supercritical to subcritical. For a potential system without spatial extent this can be described in terms of a Landau free energy
with ͓to lowest order in ( c Ϫ)͔ gϭg 0 ͑ Ϫ c ͒ ͑8͒
and g 0 and k positive constants. For Ͻ c Eqs. ͑7͒ and ͑8͒ lead to a saddle-node line given by
Thus, in Fig. 9͑b͒ we plot ͱ Ϫ⑀ s as a function of . An excellent fit to the data in this representation is given by the solid line, which corresponds to an equation of the form
2 . Near c this is consistent with Eq. ͑9͒. It yields c ϭ1.42ϫ10 Ϫ8 ⍀ Ϫ1 m Ϫ1 , which is slightly larger than the value based on Fig. 9͑a͒ . We conclude that the tricritical interpretation is also consistent with the data, and that more detailed measurements will be required to distinguish between the two interpretations.
Finally, we call attention to the fact that the exact value of c depends on the cell thickness. The measurements reported here were done using cell 1 with dϭ24 m. For thicker ͑thinner͒ cells c is expected to be smaller ͑larger͒.
C. Convection patterns
In Figs. 10 and 11 we show images of worms at several values of ⑀ obtained with cell 3 (dϭ29 m͒ for ϭ0.4 ϫ10 Ϫ8 ⍀ Ϫ1 m Ϫ1 . For these parameters we found ⑀ s ϭ Ϫ0.31. As was noted before ͓10,11͔, at voltages only very slightly above the saddle-node voltage V s the worms are rare and most of the sample is still in the conduction state. As ⑀ increases, the worms become more abundant, and near ⑀ ϭ0 they fill a large fraction of the cell. With increasing ⑀ the nature of the worms also seems to change somewhat in that their appearance evolves from that of a single strand of cells to structures with a greater and more irregular structure in the direction perpendicular to the director. The worms shown here have a somewhat different appearance from those in Ref. ͓10͔ . However, we believe that their precise appearance may be influenced by nonlinear optical effects which may depend on the particular setting of the shadowgraph apparatus.
In Fig. 12 we show an enlargement of the worm in the top center of Fig. 10 for ⑀ϭϪ0 .31. Above and below the centerline of the worm one can see that it consists of a superposition of zig and zag convection rolls. These rolls are traveling towards the right; i.e., they enter the worm envelope on the left and leave it on the right. The envelope itself is moving only very slowly or not at all.
As ⑀ increases to positive values, the cell fills entirely with convection. In the extended-chaos regime the pattern is a superposition of right-and left-traveling zig and zag rolls. A snapshot is shown in the bottom portion of Fig. 13 . These patterns are very similar to those reported in Ref. ͓9͔ . At small in the worm regime, the patterns are somewhat more complicated, as shown in the top part of Fig. 13 . The worm structures are still discernible and the spacing between them has become small; but in addition one has the impression of a superposition of extended structures consisting of zig and zag rolls.
IV. SUMMARY AND OUTLOOK
We showed that measurements of the critical behavior of thermally induced fluctuations can be used to estimate the critical voltage V c of the conduction state. In the extendedchaos regime ͑relatively large conductivities͒ we found that the director-angle fluctuations ͗ 2 ͘ and the correlation length have, within our experimental resolution, the ⑀ dependence expected on the basis of mean-field theory and diverge at the same point where the amplitude of the flowfields above onset begins to grow. This is consistent with a supercritical bifurcation, as concluded previously ͓9͔.
For smaller conductivities, the measurements of V c showed that the bifurcation from the conduction state to worms is subcritical. We determined the smallest voltage V s at which worms formed at all, and defined ⑀ s ϭV s 2 /V c 2 Ϫ1 as the range of the subcritical worm regime. We measured ⑀ s as a function of . Our data were not detailed enough to determine whether ⑀ s simply crossed the line ⑀ϭ0 at a finite angle or whether ⑀ s vanished in proportion to ( c Ϫ) 2 as expected for a tricritical bifurcation at c . The former is expected on the basis of recent theoretical calculations by Treiber and Kramer ͓24͔, who found that the worm saddle node is not directly connected to the supercritical bifurcation to the extended state. The latter would be the more usual situation ͓31,32͔ when a subcritical bifurcation evolves into a supercritical bifurcation via a tricritical bifurcation.
The determinations of ⑀ s have been quite time consuming, and their resolution is limited by drifts in the conductivity of the samples. Nonetheless we feel that eventually it may be possible to obtain data with sufficient resolution to decide experimentally between the two cases considered above, namely, whether ⑀ s ϰϪ c or whether ⑀ s ϰ(Ϫ c )
2 . Another way to determine the nature of the bifurcation near c is to measure the initial slope S 1 of the ⑀ dependence of the mean-square amplitude of the director angle ͗ 2 ͘ϭS 1 ⑀ ͑10͒ above onset. In the supercritical regime this slope should diverge at c as (Ϫ c ) Ϫ1 if the bifurcation is of the tricritical type, whereas the calculations based on the WEM ͓24͔ predict that this slope should remain finite. Either of these approaches is a significant undertaking, and in the end unfortunately may be limited by sample stability.
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