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Abstract
Let {a1, a2, . . . , an} be a set of n distinct real numbers and let α1, α2, . . . , αn be a permutation
of the numbers. We construct the permutation to maximise L f =
∑n
i=1 f (|αi+1 − αi |), for any
increasing concave function f , where we denote αn+1 ≡ α1. The optimal permutation depends
on the particular numbers {a1, a2, . . . , an} and the function f , contrary to a postulate by Chao and
Liang (European J. Combin. 13 (1992) 325).
© 2004 Elsevier Ltd. All rights reserved.
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1. Introduction
In this paper, we consider the problem of arranging n distinct real numbers in a circular
arrangement to maximise a function based on the differences between neighbouring
elements. This problem was extensively studied by Chao and Liang [1], however, we
present a corrected version of one of their cases.
Let {a1, a2, . . . , an} be a set of n real numbers with a1 < a2, . . . ,< an . Let A be the
set of all permutations of {a1, a2, . . . , an}. Let f : R+ → R+ be a strictly concave, strictly
increasing function. Write
D f (A) =
n∑
j=1
f (|α j − α j+1|),
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where A = (α1, α2, . . . , αn) ∈ A and αn+1 = α1. We consider the combinatorial
optimisation problem of
L f : Find Aˆ ∈ A such that D f ( Aˆ) = max
A∈A
D f (A).
Chao and Liang [1] considered this problem, the analogous problem L f for linear and
convex functions and also the analogous minimisation problems. This type of problem has
been studied in the context of a dartboard with n sectors numbered 1, 2, . . . , n. Selkirk [5]
and Eiselt and Laporte [4] considered L |x | and Lx2 . Cohen and Tonkes [3] used a string
reversal algorithm to solve L |x |p for all p ≥ 1.
The basic problem admits the study of two distinct classes, being permutations and
circular permutations. In the former case, the elements α1 and αn have only a right and left
neighbour, respectively. In the circular permutation, we set α1 and αn as neighbours.
For concave f , a solution to L f is proposed in [1, Theorem 7], however,
counterexamples to the theorem exist for the case of even n. The nature of the
counterexamples is intimated in their remark on the case n = 4, but extends to larger n.
Their theorem remains correct if ai are equispaced.
The solution to the problem L |x | is well known [4]. Any arrangement which interleaves
numbers from {a1, . . . , a n2 } with numbers from {a n2 +1, . . . , an} solves L f . In case f is
convex, the solution is a particular instance from the class of interleaving arrangements [1].
It is interesting that if f is convex, the spacing between ai is irrelevant and only the order
is important.
In the case that f (x) is concave, we again find that a particular instance from the class
of interleaving arrangements solves L f . However, in the case that n is even, this paper
establishes that the set {αi −αi+1}ni=1 plays an important role in distinguishing the solution
to L f . It is found that there is a group of candidate arrangements, with a condition which
identifies the optimal. For the permutation problem with a concave function, Chao and
Liang [1, Theorem 4] discovered that a similar collection of candidate arrangements exist,
with the solution identified by an analogous condition.
We refer to the permutation A as an arrangement, and write it more usually as the
string A = α1, α2, . . . , αn . We call an arrangement B ∈ A equivalent to A if B =
αq , αq+1, . . . , αn, α1 . . . , αq−1 for some q , 1 ≤ q ≤ n (cyclic permutation of A), or
B = αr , αr−1, . . . , α1, αn, . . . , αr+1 for some r , 1 ≤ r ≤ n (reversed cyclic permutation
of A). Throughout the paper, we treat indices in modulo n, so that a j+kn ≡ a j and
α j+kn ≡ α j for any integers j, k.
2. Main result
Theorem 1. Let f : R+ → R+ be strictly increasing and strictly concave. Let
{a1, a2, . . . , an} be a set of n real numbers with a1 < a2 < · · · < an.
Suppose that n is odd. Then the solution for L f is given by:
Aˆ = a1, a1+ n+12 , a1+2 n+12 , a1+3 n+12 , . . . , a1+(n−1) n+12 . (1)
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Suppose that n is even. Let 1 ≤ J ≤ n2 be such that
f (|aJ+ n2 +1 − aJ+1|) + f (|aJ+ n2 − aJ |) − f (|aJ+ n2 +1 − aJ |) − f (|aJ+ n2 − aJ+1|)
= max
1≤k≤ n2
{ f (|ak+ n2 +1 − ak+1|) + f (|ak+ n2 − ak |) − f (|ak+ n2 +1 − ak|)
− f (|ak+ n2 − ak+1|)}.
Then the solution to L f is given by
Aˆ = aJ−( n2 −1)( n2 +1), aJ−( n2 −2)( n2 +1), aJ−( n2 −3)( n2 +1), . . . , aJ−( n2 +1), aJ , aJ+ n2 ,
aJ+ n2 +( n2 −1), aJ+ n2 +2( n2 −1), . . . , aJ+ n2 +( n2 −2)( n2 −1), aJ+ n2 +( n2 −1)( n2 −1). (2)
We note that Theorem 7 from [1] becomes correct if ai are all approximately
equispaced.
Corollary 1. Suppose n is even and ai+1 − ai = d for 1 ≤ i ≤ n − 1. Then J = n2 in
Theorem 1.
Expressions in Theorem 1 for n odd, n/2 even and n/2 odd can be written, respectively,
as:
a1, a n+3
2
, a2, a n+5
2
, a3, . . . , an−1, a n−1
2
, an, a n+1
2
;
aJ+1, aJ+ n2 +2, aJ+3, aJ+ n2 +4, aJ+5, . . . , aJ+ n2 −1, aJ , aJ+ n2 , aJ−1, aJ+ n2 −2, . . . ,
aJ+2, aJ+ n2 +1;
aJ+ n2 +1, aJ+2, aJ+ n2 +3, aJ+4, aJ+ n2 +5, . . . , aJ+ n2 −1, aJ , aJ+ n2 , aJ−1, aJ+ n2 −2,
. . . , aJ+ n2 +2, aJ+1.
If {ai} are not equispaced, the ordering in Corollary 1 (and [1, Theorem 7]) does not
give Aˆ. We have the following counterexample for n = 6. Let f (x) = √x , and consider
L f on the set {1, 2, 3, 3.1, 5, 6}. The optimal arrangement is Aˆ = 1, 3, 5, 2, 6, 3.1. This
differs from the ordering in Corollary 1 which would imply A = 1, 3.1, 2, 6, 3, 5.
3. Proofs of main results
Lemma 1. With f strictly concave and strictly increasing on (a, b), let a < x ≤ y1, y2 ≤
z < b, with x + z ≤ y1 + y2. Then
f (x) + f (z) ≤ f (y1) + f (y2).
If x < min{y1, y2} or z > max{y1, y2}, then the inequality is strict.
Proof. Since x ≤ y1 ≤ z, there is 0 ≤ s ≤ 1 with y1 = sx+(1− s)z. Since y1+y2 ≥ x+z,
we have y2 ≥ (1 − s)x + sz. Applying Jensen’s inequality for concave functions [2],
f (y1) ≥ s f (x) + (1 − s) f (z) and f (y2) ≥ (1 − s) f (x) + s f (z)
and summing gives the result. Strict inequality follows directly from Jensen’s
inequality. 
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Lemma 2. If arrangement A is equivalent to an arrangement which contains
a, b, . . . , c, d where either (i) a < b < c < d or (ii) a < d < c < b then
D f (A) < D f ( Aˆ).
Proof. Transform the original arrangement A to A′ by reversing the string between the
braces:
A = a, [b, x1, x2, . . . , xk, c], d, xk+1, . . .
to yield D f (A) − D f (A′) = f (b − a) + f (|d − c|) − f (c − a) − f (|b − d|). In case (i),
c − a > b − a and d − b > d − c and the result follows since f is an increasing function.
In case (ii) c − d < c − a, b − d < b − a, but (c − d) + (b − a) = (c − a) + (b − d), and
by Lemma 1, D f (A) < D f (A′) ≤ D f ( Aˆ). 
For an arrangement A = α1, α2, . . . , αn , write ind(αi ) = { j ∈ [1, n] : αi = a j } and
define the set of differences d(A) = {|ind(αi ) − ind(αi+1)|}ni=1.
Lemma 3. Suppose n is odd (resp. even). Then d( Aˆ) assumes only values lying in
{ n−12 , n+12 }(resp. { n2 − 1, n2 , n2 + 1}).
Proof. Suppose arrangement A solves L f and min d(A) < n−12 (for n odd) or min d(A) <
n
2 − 1 (for n even). We work with an equivalent form of A written as
as, al, α3, α4, . . . , α j , as−1, α j+2, . . . , αn (3)
where l − s = min d(A) and 2 ≤ j ≤ n − 1. Now as+1 ≤ α j ≤ al for if α j < as−1 or if
α j > al , then Lemma 2 gives a method to improve A.
Let A = {al+1, al+2, . . . , an+s−2} and let B = {as−1, as, . . . , al}. We note that for n
even or odd, |B| ≤ |A| + 1.
Expression (3) confirms that A contains the two substrings as, al and α j , as−1. If two
elements of A are adjacent, then pattern (i) or (ii) from Lemma 2 arises, meaning that no
two elements from A can be adjacent in A.
Consequently, the right neighbour in A of each element of A must lie in B. However,
it is already known that the left neighbours of as−1 and al both lie in B. Thus the right
neighbours of A lie in a set of cardinality no more than |B| − 2 ≤ |A| − 1. This yields a
contradiction.
If max d(A) > n+12 (for n odd) or max d(A) > n2 + 1 (for n even), then a symmetric
proof can be applied. 
For n odd, this lemma provides sufficient information to construct Aˆ immediately.
Lemma 4. If n is odd, there is a unique arrangement A with d(A)i ∈ { n−12 , n+12 } for each
0 ≤ i ≤ n.
Proof. Each element ak can be uniquely identified with two neighbours: {ak+ n−12 , ak+ n+12 }
if 1 ≤ k ≤ n−12 , {ak− n−12 , ak− n+12 } if
n+3
2 ≤ k ≤ n or {a1, an} if k = n+12 . 
However, if n is even, and d(A) contains only { n2 − 1, n2 , n2 + 1}, then A is not uniquely
specified.
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Lemma 5. Suppose n is even. Then d( Aˆ) contains n/2.
Proof. Suppose A is an arrangement with a set of differences d(A) which take values only
in { n2 −1, n2 +1}. Clearly, the neighbours of every element are defined. An equivalent form
of arrangement A can be written: a1, a2+ n2 , a3, a4+ n2 , . . . which may also be written (in
modulo n) as
a1, a1+ n2 +1, a1+2( n2 +1), a1+3( n2 +1), . . . , a1+( j−1)( n2 +1), . . . . (4)
Case (i). n/2 is odd: following (4), α n
2 +1 = a1+ n2 ( n2 +1) = a1+( n2 )2+ n2 = a1 so a subcycle
occurs in any attempt to construct the arrangement, and a contradiction arises.
Case (ii). n/2 is even: arrangement (4) is
a1, a1+( n2 +1), . . . , a1+( n2 −1)( n2 +1), a1+ n2 ( n2 +1), . . . , a1+(n−1)( n2 +1)
which can be written as a1, a2+ n2 , . . . , an, a1+ n2 , . . . , a n2 . This is equivalent to an
arrangement containing the substring a1, a n2 , . . . , a n2 +1, an . But this arrangement permits
an improvement according to Lemma 2(i), confirming that A 	= Aˆ. 
Lemma 6. Suppose n is even and d(A) assumes values only in { n2 −1, n2 , n2 +1}. Suppose
A contains adjacent elements (a j , a j+ n2 ). Then elsewhere A contains as adjacent elements
either (a j−1, a j+ n2 −1) or (a j+1, a j+ n2 +1).
Proof. Suppose to the contrary that A does not contain, as adjacent elements either
(a j−1, a j+ n2 −1) or (a j+1, a j+ n2 +1). Then the neighbours of a j−1 must be a j+ n2 −2 and
a j+ n2 and the neighbours of a j+1 must be a j+ n2 and a j+ n2 +2. A contradiction arises as
a j+ n2 must have three neighbours: a j−1, a j and a j+1. 
Lemma 7. Suppose n is even and d(A) assumes values only in { n2 − 1, n2 , n2 + 1}.
Let arrangement A contain, as adjacent elements (a j , a j+ n2 ) and (a j+1, a j+1+ n2 ) where
1 ≤ j ≤ n. If n > 4, then arrangement A is uniquely identified (up to equivalence) as
A( j) = a j−( n2 −1)( n2 +1), a j−( n2 −2)( n2 +1), a j−( n2 −3)( n2 +1), . . . , a j−( n2 +1), a j , a j+ n2 ,
a j+ n2 +( n2 −1), a j+ n2 +2( n2 −1), . . . , a j+ n2 +( n2 −2)( n2 −1), a j+ n2 +( n2 −1)( n2 −1). (5)
If n = 4 then two distinct arrangements are possible.
Proof. If n = 4, the conditions on d(A), arrangement A is equivalent to either
a1, a3, a2, a4 or a1, a3, a4, a2.
For n > 4, we commence with a known substring of A: A0 ≡ a j , a j+ n2 . At each step,
k = 1, 2, . . . , n2 − 1, Ak is formed by adding an element to each end of the string Ak−1.
The inductive hypothesis is that for 1 ≤ k ≤ n2 − 1,
Ak = a j−k( n2 +1), a j−(k−1)( n2 +1), . . . , a j−( n2 +1), a j , a j+ n2 , a j+ n2 +( n2 −1),
a j+ n2 +2( n2 −1), . . . , a j+ n2 +k( n2 −1).
Assuming Ak from the inductive hypothesis we shall now derive Ak+1 for k ≤ n2 − 2.
The derivation of A1 from A0 is a special case, but follows using a similar technique to
the proof of Lemma 3.
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If k > 1, the constraints on d(A) imply that the left neighbour of a j−k( n2 +1) must
be one of a j−k( n2 +1)+ n2 −1 or a j−k( n2 +1)+ n2 = a j+ n2 +k( n2 −1). But a j+ n2 +k( n2 −1) is already
contained in Ak , so it cannot be the left neighbour of a j−k( n2 +1). The right neighbour
of a j+ n2 +k( n2 −1) must be one of a j+ n2 +k( n2 −1)+ n2 −1 or a j+ n2 +k( n2 −1)+ n2 = a j−k( n2 +1). But
a j−k( n2 +1) is already in Ak and cannot be the right neighbour of a j+ n2 +k( n2 −1). Hence
Ak+1 = a j−k( n2 +1)+ n2 −1, a j−k( n2 +1), a j−(k−1)( n2 +1), . . . ,
a j−( n2 +1), a j , a j+ n2 , a j+ n2 +( n2 −1), a j+ n2 +2( n2 −1), . . . , a j+ n2 +k( n2 −1),
a j+ n2 +k( n2 −1)+ n2 −1.
In the final step, we obtain A by noting that A n
2 −1 is consistent with the fact that a j+1
and a j+1+ n2 are adjacent. 
Proof of Theorem 1. If n is odd, Lemmas 3 and 4 specify Aˆ.
If n is even, Lemmas 3 and 5 confirm that d ∈ d( Aˆ) if and only if d ∈ { n2 −1, n2 , n2 +1}.
There are n/2 possible candidates for Aˆ, specified by expression (5) for each j ∈
{1, 2, . . . , n2 }.
Consider two arrangements from (5): A( j) and A(m) where j 	= m. In A( j), for each
i /∈ { j, j + 1} the neighbours of ai are ai+ n2 +1 and ai+ n2 −1. Thus, d(A( j)) and d(A(m))
correspond except for the neighbours of a j , a j+1, am and am+1. Consequently,
D f (A( j)) − D f (A(m))
= f (|a j+ n2 − a j |) + f (|am+1+ n2 − am |) + f (|a j+1+ n2 − a j+1|)
+ f (|am+ n2 − am+1|) − f (|a j+1+ n2 − a j |) − f (|am+ n2 − am |)
− f (|a j+ n2 − a j+1|) − f (|am+ n2 +1 − am+1|).
By the definition of J in Theorem 1, D f (A(J )) − D f (A(m)) ≥ 0 for all m 	= J , and so
A(J ) = Aˆ.
Proof of Corollary 1. If ai+1 − ai = d , and m 	= n2 then
D f (A(n/2)) − D f (A(m)) = f
((n
2
+ 1
)
d
)
− f
((n
2
− 1
)
d
)
which is clearly positive for strictly increasing f . 
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