Quantum control theory has the potential for great success in the ability to control the dynamics of gas phase molecules. Beyond 3 or 4 atoms, however, we are at present unable to compute the quantum dynamics needed to solve the control equations. An alternative applicable to larger systems, including polyatomics, clusters, surfaces, and condensed phases, is to approximate the quantum dynamics either classically or semiclassically. In this work, we present and illustrate a classical mechanical implementation of the weak field density matrix control theory. We consider I 2 wavepacket focusing in the gas phase and in Ar solution, comparing with full quantum calculations when possible. The classical calculations give results that are qualitatively similar to the full quantum calculations, and thereby show that the basic phenomenology of the control theory is accessible for more complex systems in a straightforward manner, in cases when purely quantum effects, such as tunnelling and interference, are not dominant. We present calculations of the focusing of the I 2 phase space distribution in Ar solution and discuss how this type of control may allow us to measure the influence of the solvent on a reacting system.
INTRODUCTION
Over the past few years, theories of quantum control have been developed to control molecular dynamics using tailored light fields. [1] [2] [3] These calculations, most of which have been performed assuming strong electric fields, indicate that several types of quantum control are possible. There are a number of difficulties which must be faced to extend theory and calculation to laboratory experiment. First, the optimal electric fields so far computed are often very complicated, making it difficult for even state-of-the-art pulse shaping techniques to create them. Second, robustness of the calculations with respect to small variations in the optimal field, uncertainties in the potential energy surfaces and transition dipole moments, or environmental effects, is often lacking. Third, most calculations have been made for single eigenfunction initial states, while laboratory experiments (particularly in solution) will usually demand mixed (thermal) initial states. Fourth, the exact quantum dynamics needed to compute numerical answers is presently limited to 3 or perhaps 4 atom systems.
Recently, in collaboration with Shaul Mukamel, 4, 5 we have developed a density matrix formulation of control that, as we discuss below, takes on a particularly simple form in the weak field limit and gives the globally optimal light field for reaching the desired target. We have previously applied this theory to the focusing of wavepackets on the excited state of a shifted harmonic oscillator system. 5 In this system, in which many of the equations can be solved analytically, it is possible to consider temperature effects as well as introduce a stochastic solvent that allows inclusion of nuclear and electronic dephasing and decay effects.
We have also applied this theory to the control of the excited state wavepacket dynamics of I 2 and Na 2 on realistic potential energy surfaces. 4 In these calculations, we construct a "molecular cannon," in which a minimum uncertainty dissociative outgoing wavepacket consisting of separated atoms is focused in both position and momentum at a specified time, and a "molecular reflectron," in which a minimum uncertainty bound incoming wavepacket is focused in both position and momentum. In this work, we not only show that it is possible to perform this wavepacket focusing with a high yield, but also that the globally optimal light field is simple, robust, and within the realm of state-of-the-art experiments. 6 The density matrix formulation of control theory provides a route for extending control to thermal systems as well as to larger molecules, systems in condensed phases, clusters or on surfaces. Furthermore, we can perform these calculations in a hierarchy of rigor, choosing quantum, semiclassical or classical treatments, or a mixture of these within the same calculation, as appropriate for the problem. We have recently applied this density matrix formulation, using a fully quantum treatment, to a mixed state problem; the I 2 molecular reflectron at 300 K, and have achieved focusing which is almost as good as that for the 0 K reflectron. 6 Thus, our previous work has demonstrated that the focusing of molecular wavepackets is not only possible but can also be efficient, and that the globally optimal weak fields are simple and robust. This ease of creating focused matter packets leads us to consider how they might be used in new ways to probe solvent structure and dynamics. We therefore consider in this paper the focusing of a matter packet for an iodine diatomic molecule in solution. The ability to create such a packet at a specified time, and position and momentum of the atoms (within the uncertainty principle limit), measure its properties, and probe its subsequent dynamics can, we believe, prove to be a useful method for observing solution dynamics (of chemical reactions, for example).
The remainder of the paper is as follows. The next section presents the density matrix theory of matter packet control in the classical mechanical formulation. The section following describes the solution system we study and the methods for performing the control calculations. The ensuing section presents the results for I 2 focusing. The final section discusses methods for observing the control and concludes.
CLASSICAL MECHANICS OF MATTER PACKET CONTROL
We define the control process as the maximization of a target yield. 4, 5 To be specific, we define a target operator Â (or a wavepacket in phase space) associated with a desired outcome of the dynamics. One example of such an operator is a projection operator onto a wavefunction Φ, in which case Â = Φ Φ . Letting ρ(t f ) be the controlled density operator (or phase space wavepacket) at the target time t f , we define a yield A(t f ) by
Furthermore, for convenience, we specialize to the case of excited state control. 4, 5 In this case, the initial state is a distribution on the ground electronic state of the system, while the target operator is assumed to operate only on the excited electronic state. Under these assumptions, and invoking the rotating wave approximation (RWA), the time-dependent density matrix on the excited state, ρ e t ( ), can be expressed in secondorder perturbation theory in the field as (assuming, for simplicity, a constant transition dipole)
where ρ g −∞ ( )is the initial distribution on the ground state before the interaction with 
where the second-order molecular response function, M, is given by
The M function can be calculated in quantum, semiclassical, or classical mechanics. Note that this function depends only on properties of the material and the target, and not on the field. This property allows it to be evaluated in a relatively straightforward fashion. We consider here the classical case. If we assume that the target is defined only in a single degree of freedom, with conjugate coordinates p and q, then the M function can be written as 
While Eqns. (5-7) look rather formidable, they are in fact easy to evaluate in the classical limit. G ee is just the classical propagator on the excited state and is therefore given by
where (p e, q e ) is a classical trajectory on the excited state propagated from the initial conditions (p 0 , q 0 ). G eg is somewhat more difficult since there is no truly classical analogue for a propagator between two electronic states. We therefore invoke the classical Condon approximation (or static dephasing limit) and write
where
and V e and V g are the excited and ground state potentials, respectively. Note that the ensemble averages which give the phase space distributions ρ g are over all other degrees of freedom of the system: other solute coordinates and all solvent coordinates. Incorporating Eqns. (6-10) into Eq. (5) gives the classical M function:
where the subscript 0 on { ( ), ( )} p t q t 2 2 0 means that the trajectory should be calculated on the excited state with the initial conditions (p 0 ,q 0 ). The logic of calculating the M function should now be clearer. One begins with a ground state distribution ρ g p q ( , ; ) 0 0 −∞ (which can be a thermal distribution or a pure vibrational state). For each t 1 , each member of the initial ensemble is vertically excited to the excited electronic state. This initial condition is then propagated for a time t 2 and the value of the target A at the resulting position and momentum is calculated. That value is added to M t t ( , ) 2 1 with the appropriate weight given by the classical Condon approximation.
Once the M function is calculated, the globally optimal field can be determined by considering small variation of the yield about the optimal field. The result is an eigenequation of the form
where M S is the symmetrized form of M and is defined by
The largest eigenvalue λ of Eq. (12) is the globally maximal yield and the corresponding eigenfunction, E λ (t), is the globally optimal weak field (the "divine lightwave"). While one can calculate the globally maximal yield, it is difficult to compare that quantity for different control problems because it is scaled by the field strength which is arbitrary in the weak field limit. We therefore define a more universal measure of how well the system is controlled, 4 the achievement function α(t). This quantity is defined by
The achievement function is dimensionless and has the range 0≤α(t)≤1, with 1 being perfect control. How then do we generate the phase space distribution on the excited state? Consider the following heuristic procedure. As in previous work, we consider timefrequency representations of the electric field, I t ( , ) ω . If we assume that under the influence of the field, a trajectory on the ground state is excited vertically, we can make a correspondence between the field frequency, ω, and the internuclear distance, q. (We will for now assume that only one value of q satisfies the equation ω = Ω eg q ( ).) We therefore generate a set of trajectories using the following rules. At each time t, for each value of ω , we begin a set of trajectories at the internuclear distance satisfying the frequency matching condition, q(ω), with the number of trajectories being proportional to both I t ( , ) ω and the Boltzmann weight of q(ω) on the ground electronic state; in other words we define a weighting function by
where k is the Boltzmann constant and T is the temperature. The initial values for the velocities and coordinates of all other degrees of freedom are chosen from an appropriate Boltzmann distribution. These trajectories are propagated on the excited electronic state from t to t f to generate a set of phase space points, { ( ), ( )} p t q t . These points can then be binned in p and q to give the phase space distribution of interest, ρ e p q t ( , ; ). Note that the initial distribution on the ground state does not have to be Gaussian; one could, for example, choose it to be a Wigner distribution corresponding to some ground state wavefunction with the appropriate changes in the equations above.
We have not yet specified the time-frequency distribution of the field to use in this procedure. In fact, one must be cautious in this choice, since dynamical systems preserve causality, but many common representations of the field (such as the Wigner and Husimi distributions) do not. Consequently, a proper time-frequency representation, when it is used in the description of the matter-field interaction, should be constructed such that its frequency components at any time cannot depend on those parts of the field which occur at later times. (This restriction means that the common Wigner or Husimi distributions cannot be used since they do not preserve causality.) Yan has suggested a "causality transformation" defined by
It is evident from Eq. (16) that the frequency at any time t, and hence the molecular excitation, depends only on the field that has occurred up to that time. Causality is therefore preserved. The above procedure is not only physically intuitive, but it also has the advantage of being rigorously correct in that it can be derived from Eq. (2), assuming a classical Condon approximation for the ground state to excited state transition. 7 The causality transformation arises naturally from this derivation. Any limitations (within the classical approximation) in the calculation are then derived from the ability (or inability) to sample the classical ensembles effectively.
COMPUTATIONAL METHODS
We consider, as an example, wavepacket focusing of the I 2 molecule on its excited electronic B state, both in the gas phase and in Ar solution. We use iodine potentials fitted to the available RKR points for the X and B states. 4, 8 The I-Ar and Ar-Ar interactions are taken to be Lennard-Jones potentials with parameters from previous work. 9 We consider two Ar densities: ρ* = 0.24, corresponding to 100 bar Ar and ρ* = 0.83, corresponding to approximately 3000 bar Ar. The lower density is of interest because of the detailed pump-probe spectroscopy experiments by Zewail and co-workers 8, 10 probing I 2 photodissociation in an Ar solvent of this density. The higher density has been a standard for our studies of reaction dynamics in rare gas solutions. The solvent consists of 100 Ar atoms with periodic truncated octahedron boundary conditions. Through equilibration of the dynamics on the ground electronic state, we have created 10,000 initial configurations for the gas phase and 3000 initial configurations for each of the two liquid densities. Each of these initial configurations is placed on the B state, all velocities are randomized according to the Boltzmann distribution and 550 fs of dynamics are run. The temperature in all calculations is 300 K.
The functional form of the target is chosen to be the same as in the quantum mechanical calculations, 4, 5 namely a minimum uncertainty wavepacket which can be represented in phase space by
where w w pp= h 2 4 / . We choose the exact form of these widths from the ground state wavefunction of a harmonic oscillator with mass m and frequency ω t : where m is the reduced mass of I 2 and ω t is a target frequency chosen to be 250 cm -1 . Thus, the target is slightly narrower in the position coordinate than the lowest vibrational level on the iodine X state.
RESULTS
We have previously reported quantum calculations of an iodine "molecular reflectron;" namely, a minimum uncertainty wavepacket with incoming momentum on the bound region of the iodine B state potential. 4, 6 Calculations were performed at 0 K and 300 K, but these calculations only considered the I 2 vibrational coordinate; rotational and environmental effects were ignored. We will use the classical implementation of control to consider approximately the effect of rotation and of solvent on the ability to focus wavepackets.
We first calculate classical control in the one-dimensional rotationless, gas phase case in order to make a direct comparison between classical and quantum calculations. Both calculations were performed at 300 K. The resulting focused classical and quantum phase space distributions are shown in Figure 1 , while Wigner representations * of the optimal fields are shown in Figure 2 . The achievement for the classical case is 0.77, somewhat smaller than the 0.91 achievement in the quantum system. However, the field is qualitatively close to that from the quantum system. In particular, the magnitude of the chirp in the two cases appears to be similar. Fits of these two fields by a Gaussian function incorporating linear and quadratic chirps 4 shows that the linear chirp for the optimal classical field is -5.2 cm -1 /fs while the linear chirp for the optimal quantum field is -4.3 cm -1 /fs. This agreement is particularly important since we have demonstrated that obtaining the correct linear chirp is of central importance for the success of wavepacket focusing. 6 We have also shown that the optimal field is robust with respect to varying the parameters of the field. It is gratifying to see, however, that the simplicity of the globally optimal field that we had noted in the quantum calculations carries over to the classical calculations as well. We are therefore encouraged to go on to the next step and try the classical control calculations on the gas phase system, including the rotation of the I 2 molecule. The classical phase space distribution is shown in Figure 3 . The field does not differ significantly from that for the one-dimensional case shown in Figure 2 . The achievement for the rotating molecule system is 0.69, slightly smaller than that for the rotationless system. Thus, the ability to focus the phase space distribution drops only slightly when rotations are incorporated. This result implies that the rotation need not be included in a rigorous way in the full quantum simulations. Figure 3 shows that the phase space distribution has a portion that extends out to larger internuclear distances which cannot be focused at the chosen time t f into the region of the target, even with a globally optimal (weakfield) lightwave. In Figure 4 , we show the focused phase space distribution in low density Ar solution. The achievement for this case is 0.63 and the field is again very similar to that of Figure 2 . The solvent does have some effect, presumably mostly near the outer turning point of the potential, but again a substantial degree of control is retained. However, when we go to the higher density (3000 bar) solvent, as the density matrix displayed in Figure 5 shows, the ability to focus the dynamics diminishes considerably. The achievement in this case is 0.40, and the density matrix under the influence of the optimal field spreads out over essentially the entire energetically accessible range of the potential. A clue to understanding comes from the optimal field for this case, which is shown in Figure 6 . The structure of this field is considerably different from the gas phase and low density solvent fields. In particular, the average photon energy at high solvent density is 1000 cm -1 higher, and the magnitude of the chirp is considerably smaller. This result indicates that the only mechanism available to the optimal field in the high density solvent is the application of a short, sharp shock to the system. The energy in the resulting phase space distribution is diffused relatively rapidly by the solvent, so that energy put into the system must be greater than the target energy. Even with this extra push, it is still not possible to get as much of the phase space distribution into the target region as for the other cases.
The results for the high density Ar solvent suggest that the control of wavepacket focusing may be useful for probing solvent structure and dynamics. As a preliminary investigation of this idea, we have constructed a series of minimum uncertainty targets at successively larger internuclear distances. These targets are similar to the reflectron, except with an outgoing, rather than an incoming, momentum. We have chosen this case because it clearly illustrates the effect of the solvent at increasing I 2 distances. The targets are chosen so that their centers are at the same energy, E p m V q = + 2 2 / ( ). We choose E to be 4720 cm -1 above the B state minimum, which is approximately 350 cm -1 above the dissociation limit. We then calculate the globally optimal field and its achievement for each of these targets for three cases: gas phase (with rotation), low density (100 bar) solvent and high density (3000 bar) solvent. By comparing the achievement in the solvent with that in the gas phase, we can observe when the solvent begins to have a substantial effect on the dynamics of the focusing process. These results are summarized in Figure 7 . The effect of the low density solvent is very small, even at large (>5Å) internuclear distances. However, though it is possible to focus the distribution in the high density solvent at internuclear distances around 3Å, the ability to do so drops off very rapidly as a function of target distance. This provides a clear measure of the variation of the solvent influence on the photodissociation dynamics as a function of internuclear distance. Effect of rare gas solvent on control of molecular dynamics. Shown here is the achievement relative to the gas phase for the focusing of an outgoing wavepacket in rare gas solution at two different densities. The achievement is shown as a function of the internuclear distance at which the target is placed. The target time in all cases is t f = 550 fs. Due to statistical uncertainties, differences of less than 3% are not significant.
CONCLUSION
For control of molecular dynamics with tailored light fields to become a generally useful tool, 11 we must learn how to deal with experimental realities such as polyatomic systems, rotations, temperature and environmental (solvent) effects. Unfortunately, the more complex the system becomes, the more difficult it is to carry out completely quantum mechanical calculations, which are presently limited to 3 or 4 atoms. In this work, we use a density matrix formulation of molecular control 4, 5 to derive a classical mechanical approximation to control theory. The results of sample weak field calculations on I 2 dynamics are qualitatively similar to those from full quantum mechanics, and have encouraged us to present classical control calculations which include the effects of molecular rotation, thermal initial state distributions, and the presence of solvent. We believe that, in appropriate cases, one can judiciously use classical mechanics to evaluate whether control will be possible for a given problem, and that it is worthwhile to also consider more sophisticated semiclassical treatments that are able to include some of the quantum effects. For example, the formalism can be modified to a mixed classical/quantum theory in which the active mode (for example, the solute) is treated quantum mechanically while the remaining modes are treated classically. We have demonstrated a classical approach in preliminary calculations on I 2 wavepacket focusing in Ar solution at two densities. Such calculations are able to resolve the effect of the solvent on the solution reaction dynamics as a function of time and atomic position and momentum. Classical and semiclassical approximations to control theory are not limited to weak fields, but can be carried out also for the general strong field case.
