site to a real platform for applications development. What was Joyent's role in that? JH I've been surprised by what some of the Facebook apps have done. When the platform first came out, I was, like, "Well, whatever." I showed up for the last five minutes of the party, grabbed a brownie, got a cocktail real quick, and headed out of there. That's the truth.
The first thing that caused a little bit of a change in my mind was a customer-a pretty well-established startup-that decided to feed into the platform for experimentation and marketing purposes, just to see what would happen. One developer, with input from some other people on a team, put together an application, and within 60 days had basically gained a million and a half users on Facebook. On its own Web site, that number took them two years to hit. BC Wow! Talk about an extreme problem. Obviously a ton of these apps are stinkers, and people are throwing thousands of them out there. So I've got no idea if my weekend of work is a stinker or if all of a sudden, I'm going to have a million users. JH And sometimes even more. Typically what happens is you throw some applications on somebody else's serverlet's say, a generic hosting account-and the next thing you know, a couple of days have gone by and you're pushing more bandwidth than you should be, and they just shut you down and you're done.
We don't do hosting. We do real infrastructure for people. And by that I mean gigabit-per-second-grade load balancers, real storage, and all those sorts of things. For these guys, where 30 days in they've pushed out 150,000 gigabytes of data, the typical wholesale pricing is about $20,000.
Then you start thinking, no wonder people have to interview monetize these things a bit, because the big problem is sending traffic to this Web services infrastructure from the infrastructure you have to be on to host the app. So for us, in terms of not just limiting our own expenses, but also making it a real bonus for people, we decided just to run private lines. It's pretty simple. Let's spend $2,000 a month on something that is 10 times faster than something that costs $20,000 when it's going out over the public Internet. BC And then eliminate any of the bandwidth constraints on your customers. JH Yes, and take latencies down from tens of milliseconds to a sub-millisecond. BC That's great. Obviously, virtualization has to play a huge role here. You want to give each Facebook developer his or her own sandbox to play in. You guys are obviously using virtualization. It's a hot topic now, but we've conflated many different kinds of virtualization, virtualizing a bunch of different kinds of layers. Where do you guys virtualize and why? JH We don't use a hypervisor technology, meaning that typically there's a server, there's metal, and something has to go on it. The something is a traditional operating system or what people are calling hypervisors such as Xen or VMware's ESX or the other couple of lesser-known ones out there.
We put a real operating system on hardware, and that has been OpenSolaris's Nevada line. The virtualization we use is a unique flavor of Solaris Zones. It's Solaris Zones that are actually wrapped inside their own ZFS pools that are coming off of their own LUNs (logical unit numbers) and a whole bunch of fun things around there.
There are a few reasons why we ended up going that route instead of the hypervisor route initially. One reason was, historically, we'd all been using FreeBSD jails for a while, and the administrative tools for making Solaris Zones are just nicer. The second reason was that we actually still wanted to maintain a certain degree of control. So the fact that there's still a shared network stack means you can't do things such as snoop traffic, and you can't do ifconfig changes inside a zone so that people who end up in there can't screw themselves up. People do it all the time. They have sent in support tickets complaining about how they can't delete /dev or /proc, and they have no idea what these "folders" are doing there. BC "Good news, I deleted /dev for you." JH Yes, and it's really irritating because they're trying to clean things up. It's frustrating to them. So, we've gone with a virtualization that sits on top of an operating system. It is lighter and more flexible, and the stability that we get is, say, the stability of OpenSolaris, and it has a full repertoire of real tools. When it crashes, we can figure out why. When it's having an issue, we can figure out why. If there's a bug in ZFS, and there's a null transaction, and there's some data sitting behind it that's in memory that hasn't flushed a disk, we can actually drop in the MDB (modular debugger) and make that happen. BC Don't try that at home, kids. JH No, don't try that at home. I couldn't care less about even the sort of reliability or stability of an operating system that's sitting there. I say that because before Solaris was open sourced, we were using a very nice, stable, reliable FreeBSD 4.
When we went to FreeBSD 5, a lot of that reliability and stability disappeared, especially on platforms that had more than one CPU and a bit more RAM and so on. What became completely apparent at that point was that we had no way to figure it out in production. It's that simple. You can't run a debug kernel, and even then the stuff is almost nonsensical. At the same time, you can't reproduce the kinds of behaviors and loads you get when you're messing around with a workstation.
So the criterion for what we wanted to move to next wasn't stability or reliability. It was visibility. That's it. I appreciate the fact that a lot of people are making efforts around Xen or Sun's XVM. I think it's pretty cool that when XVM dies, it somehow pushes its crash dump into Solaris, which somehow does this and that. Great. That's nice. It's a hack-and it's a hack because fundamentally now with a hypervisor that's sitting there, you're dealing with something beyond the edge of the universe. You're dealing with something that is put together to run on metal and support a guest operating system on top of it-and it really is going to be 10 to 15 years before people have really built in the visibility stuff. BC I spent a long time thinking about that problem from the DTrace perspective. It's a hard problem because just the discovery of what's up there is a total layer violation. I don't see how you solve that problem. You said 10 to 15 years. I wonder if it won't be a lot longer. JH I mean 10 to 15 years before people go, "Hmm, we should be able to see what's going on." I don't know if this goes back to the pathologist in me, but if you don't have a way of diagnosing issues, you actually don't know what the issue is, and you have no idea what course to take to fix it. It's nice that we've made these computer things, but we don't actually know any way to figure out what the pathology is. BC To sacrifice that observability seems to be a huge step backward. JH Yes, that's the thing. BC Moving up the stack a bit, Ruby has really caught fire with Rails in particular. Joel Spolsky made the assertion on his blog that C succeeded because of the book, The C Programming Language, a claim that I reject on its face, but it's kind of an interesting idea. Why was Ruby on Rails successful? JH Like anything, there are a bunch of reasons, and they all contribute to it. We'll just start with Rails and David Heinemeier Hansson, who specifically created it and released it.
One reason is that he released it in an MIT-licensed framework. That kind of license helps, since it's about as close to being in the public domain as it could possibly be. He released it by showing a nice little screencast of it. It was amazing how popular that little video of him writing a little blogging app in five minutes was. BC I saw it. Everyone I know saw it. JH Another contributing factor was the timing. Rails 0.5 came out July 24, 2004, so we're talking about a time before Flickr was bought by Yahoo. The whole idea of a Web 2.0 or another cycle picking up again was new at that point.
A lot of people were doing design and development at that time, especially in the Web space. A lot of them were unemployed, or they were doing contract work and were on basically year two or three coming out of the collapse that happened before that. It just wasn't a good time.
Rails came out at about the time when things were starting to pick up. All of a sudden the industry is going into an upswing, and a framework is emerging that's agile and allows people to get things done faster. Most importantly-and this is exactly what all these other sorts of frameworks miss-they made a product that converted them from contract workers to product producers.
Anybody who is doing contract work like that would be perfectly happy to have products that make them money while they're sleeping. Now you have not only this framework that maybe for technical reasons is neat or for language reasons is pretty cool, but you also have a business case study that it came from.
Suddenly, you have one-, two-, three-, four-person shops out there that were doing contract work to stay alive over the past couple of years thinking, "Oh, my God, I, too, can have a product." That example of them doing a framework coming out of a little business that made that transition is very important in people's minds. BC Did people see that model and know that they could contribute to Rails, or did they see that model and know that they could do their own framework? JH David was very good about Rails not being forked, not becoming the foundation for other frameworks. If you actually look at the number of commits that have been done in Rails, the number of tickets that have been dealt with, and the fact that some features have been put in but more features have maybe been taken out, then you see that it's a really, really disciplined open source project.
David obviously was very clever and intelligent about what he had to do there-and the fact that he was a dual computer science and business major helped. When he put the framework out it was very liberally licensed. Contributions were accepted, but he was the sole committer and decision-maker of those for the first year. A lot of the contributions that fed back into Rails came from real product development. BC So it was constantly being used in anger and wasn't just an intellectual exercise. JH Exactly. Then at the same time, I think the open source interview project itself has been very well marketed and managed. David has done a stellar job of extracting a framework out of a contract gig and taking it all the way up to the point where things are relatively small, but you still have 2,000 people showing up for a conference somewhere for it.
The other thing that contributes to it is that if you look at how many Java frameworks are out there, how many PHP frameworks are out there, how many Ruby frameworks are out there, you realize that Rails has the market share of a language. Ninety-five percent of Ruby developers are using Rails-I mean, there are people who are learning Ruby because of Rails, the framework.
So what you have is a framework, and in a lot of ways a product philosophy, now being the main influencer of the language. BC That's an interesting thought, in terms of the framework propelling people into the language. As I mentioned earlier, I disagree with Spolsky's statement that it was a book that sold C. I think C is another example where that happened. It was Unix that propelled C. JH There's one thing that Ruby is very, very good at: writing domain-specific languages in Ruby. Rails is a framework for us and for building apps, but from Ruby's perspective, Rails is a domain-specific language for expressing what a Web application should be.
When you look at the fact that Ruby as a fundamental language allows those things to come out of it, and then combine that with this framework feeding so much into the language adoption, it's a really interesting dynamic to think about.
The funny thing is, I remember being on the Ruby list when Rails was released, and a lot of the long-time Ruby people didn't show up for the whole first year of Rails. In fact, the last Ruby conference in San Diego-there were no Rails conferences yet-had only about 200 people and was dominated by Rails people. You had people complaining, "I couldn't get a ticket to the Ruby conference because all these Rails people showed up."
The initial feedback for Rails was, "Oh my does not yet exist is a way to answer the question, "What really are my data stores?" Let's say you have an app that generates an object that is a pure object for that application. What if that object is now a file of a specific type, such as an image file or an audio file or a movie file? What if that object that is a movie file has to be transcoded into eight different things?
What I still have not seen-and I shouldn't complain because I haven't generated it myself-is the data taxonomy of online applications. What is the whole range of data that they produce and consume? What is the best way to store that data, retrieve that data, manipulate that data, and serve that data? That kind of framework on that sort of back end has not even remotely been put together by anybody. BC How much of that data is transactional? That's a part of the taxonomy, obviously. JH Here's the beauty of it. What I really want is a choice What you have is a framework, and in a lot of ways a product philosophy, now being the main influencer of the language.
about whether it's atomic or not, whether consistency matters, whether integrity matters, whether something has to be transactional or not. BC It seems that you've got people going to one extreme or the other. You've got people rejecting ACID (atomicity, consistency, integrity, durability) lock, stock, and barrel and going with in-memory databases and saying, "Hey, if it's on memory in three different machines, that's practically nonvolatile, right?" It seems to me there's some baby being tossed out with the bath water. JH Well, yes, because relational databases, for example, are very good when you have to type SET in front of something. If you'd like data that a decade from now you can still retrieve for a new application, it's fine. If you actually want to trade off, say, some aspects of consistency or integrity because you're introducing your own replication, then fine.
My What you should also be defining is how you're expecting it to be stored, how redundant you're expecting it to be, and what the service levels are on these things. BC Should you be defining your bandwidth-versuslatency tradeoff and where you are in that matrix? JH You should be able to do it. I was talking to a friend of mine who is having a child. He shows me his registry on babiesrus.com. I looked and I said, "Oh, you know, I really think you need a sterilizer. It's not in your registry, and here's the sterilizer I want to get you. Can you add it to your registry so I don't have to enter in the shipping and everything?"
He adds it to his registry, and I hit refresh, but it's not there for me. Hit refresh. Not there for me. Hit refresh. Not there for me. But it's there for him.
That's because the guys who wrote the primary key back end for Amazon made a decision that the person who adds something to a list should immediately see that data, and anybody new to the list should see that data The Future of GPUs (because when I fired up another browser, I saw the new data just fine). But anybody who just looked at it five minutes ago probably doesn't care that there was just an update because they were just looking, and may already have clicked on something to add to a shopping cart. So why would they show me the update? BC The question is, do you think they implicitly or explicitly restricted the coherence domain? JH They did that on purpose. That's the tradeoff. On a large-scale system, that's what allows you to surf faster. I would love it if-and hopefully we'll provide this-a guy would sit down with a framework like Rails, having gone through and defined the data he wanted, and then just as you set caching headers for Web servers, decided for a given piece of data how replicated it should be. How many copies of it should exist on a system? How resilient should this be? What should the integrity of this data be?
Then, you can actually say things like, "The rules for the presentation of this are as follows: if somebody wrote a blog post, they see it right away. Their friends see it within this time period. Strangers see it within this time period. Search engines see it within this time period." You begin to define when things are allowed to show up in the system. The reality is that some things have to be immediate and low latency. The problem with this is that people are always writing Web apps as if every single bit and piece of it has to be immediate and low latency, and they almost demand that of things that cannot be immediate and low latency. They clog up the whole system with so many things that should be offloaded to the background or should have some sort of scheduling.
It's stupid to think that every time I do something in Facebook, it immediately explodes out so that all my friends see it. No, it can be staged in. Every time I've seen applications that people are writing as Web apps, they're doing realtime updates.
What you see time and time again is that people who end up in this situation come up with yet another oneoff, yet another hack to stay up, yet another thing just to get by so they can maybe cash this baby out. What's really lacking is a full system framework. 
