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“Não basta ensinar ao homem uma especialidade.
Porque se tornará assim uma máquina utilizável,
mas não uma personalidade. É necessário que se adquira
um senso prático daquilo que vale a pena ser empreendido,
daquilo que é belo, do que é moralmente correto. A não ser assim,
ele se assemelhará, com seus conhecimentos profissionais,
mais a um cão ensinado do que uma criatura harmoniosamente desenvolvida.
Deve aprender a compreender as motivações dos homens,
suas quimeras e suas angústias para determinar com exatidão
seu lugar exato em relação a seus próximos e à comunidade.
Os excessos do sistema de competição e de especialização prematura,
sob o falacioso pretexto da eficácia, assassinam o espírito,
impossibilitam qualquer vida cultural e chegam a suprimir
os progressos nas ciências do futuro. É preciso, enfim,
tendo em vista a realização de uma educação perfeita,
desenvolver o espírito crítico na inteligência do jovem.” (Einstein)
Resumo
Neste trabalho, realizamos experimentos numéricos com um sistema linear alternativo para
o pré-condicionador separador aplicado ao método iterativo de Gradientes Conjugados
pré-condicionado, no contexto da solução iterativa de problemas de programação linear
via método de pontos interiores. Consideramos o método preditor-corretor proposto por
Mehrotra, que obtém a solução do problema de programação linear aplicando o método de
Newton nas condições de otimalidade de Karunsh-Kuhn-Tucker perturbadas. O método
de Gradientes Conjugados pré-condicionado é usado para obter a solução dos sistemas
lineares. Em trabalhos anteriores, uma estratégia híbrida de pré-condicionamento foi
proposta e experimentos computacionais revelaram que seu desempenho é superior ao uso
de métodos diretos na solução dos sistemas lineares para algumas classes de problemas de
programação linear. Seu funcionamento ocorre em duas fases: a fase 1 utiliza um tipo de
pré-condicionador de fatoração incompleta de Cholesky com preenchimento adaptativo
em função da memória disponível no computador; a fase 2 utiliza um pré-condicionador
baseado na fatoração LU, especializado para as últimas iterações dos métodos de pontos
interiores. Nestes trabalhos, heurísticas para promover a troca de fases foram apresentadas
e novas estratégias para o reordenamento das colunas da matriz de coeficientes foram
exibidas. Na fase 2, a matriz pré-condicionada é indefinida e pode ser reduzida para um
sistema linear definido positivo de uma das dimensões do complemento de Schur. Estes
trabalhos basearam-se em resultados numéricos sobre a matriz quadrada de dimensão igual
ao número de linhas da matriz de restrições. Realizamos experimentos computacionais com
a matriz quadrada de dimensão igual à diferença entre o número de colunas e linhas da
matriz de restrições, objetivando aferir o desempenho das versões desenvolvidas para este
fim. Foram propostas quatro estratégias de recuperação da solução do sistema aumentado
pré-condicionado. Exibimos os resultados em função de quatro métricas de desempenho:
o número de iterações de pontos interiores e de gradientes conjugados, tempo total de
solução e número de vezes que a fase 2 calcula uma nova matriz não singular. Comparamos
as versões propostas com a versão híbrida apresentada em trabalhos anteriores, resolvendo
um conjunto de 35 problemas teste selecionados de diferentes bibliotecas de problemas de
programação matemática. Apenas uma das versões desenvolvidas neste trabalho resolveu
todos problemas propostos. Os resultados mostram que, de maneira geral, as versões
desenvolvidas apresentam melhor comportamento computacional em relação à versão
híbrida, no que se refere às métricas de desempenho consideradas, para todos os problemas
que foram resolvidos com sucesso.
Palavras-chave: Programação linear. Métodos de pontos interiores. Pré-condicionadores.
Sistemas lineares. Métodos do gradiente conjugado.
Abstract
In this work, we carried out numerical experiments with alternative linear systems for the
splitting preconditioner applied to preconditioned Conjugate Gradient iterative method, in
the context of iterative solution of linear programming problems by interior point methods.
We consider the Mehrotra’s predictor-corrector method, that search the solution of the
linear programming problem by applying Newton’s method in the perturbed Karunsh-
Kuhn-Tucker’s optimality conditions. The preconditioned Conjugate Gradients method is
used for the solution of the linear systems. In previous works, a hybrid preconditioning
strategy was proposed and computational experiments show its superior performance
against direct methods in solving linear systems for some linear programming problems
classes. Such approach takes place in two phases: phase 1 uses a kind of incomplete
Cholesky preconditioner with an adaptive fill-in as a function of the available memory in
the computer; phase 2 uses a preconditioner based on LU factorization, specialized for
the latest iterations of interior point methods. In these works, heuristics to promote the
exchange of phases were presented and new strategies for the reordering of the columns of
the coefficient matrix were presented. In phase 2, the preconditioned matrix is indefinite and
can be reduced to a positive definite linear system of one of the sizes of Schur complement.
These studies were based on numerical results on the square matrix of dimension equals
to the number of constraints matrix lines. We perform computational experiments with a
square matrix of size equals to the difference between the number of columns and rows
of constraints matrix, aiming to benchmark the versions developed for this purpose. It
was proposed four strategies for the preconditioned augmented system recovery solution.
We show the results in terms of four performance metrics: the number of interior point
and conjugate gradient iterations, solution time and number of times that the phase 2
computes a new non-singular matrix. We compare the proposed versions with the hybrid
version presented in previous works, solving a set of 35 selected test problems from different
mathematical programming problems libraries. Only one of the developed versions in
this work solve all the chosen problems. The results show that, in general, the developed
versions present better computational performance over the hybrid version, regarding the
performance metrics considered, for all the successful solveds problems.
Keywords: Linear programming. Interior-point methods. Preconditioning. Linear systems.
Conjugate gradient methods.
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Introdução
A programação linear é um campo de destaque da teoria de otimização desde
os anos 1940. Muitas técnicas da teoria de otimização recaem em formulações lineares
para os problemas de aplicações práticas oriundas dos diversos setores da sociedade, tais
como Militar, Administração, Engenharias, Economia e Finanças, Transporte, Produção,
dentre muitas outras. As formulações e métodos de solução tiveram início formal a partir
da Segunda Guerra Mundial,
r   s quando então a estatística era utilizada para determinar quais as
táticas militares que funcionavam. A lógica pragmática das operações
militares é que especificava as agendas de pesquisas, e nesse contexto o
que importava era a eficácia do método, pois as soluções tinham de ser
alcançadas em tempo hábil. (CHAVES, 2011, p. 12).
Um dos precursores desta linha, e cujo algoritmo desenvolvido ainda é larga-
mente aplicado à solução dos problemas de programação linear, é George B. Dantzig. Seu
algoritmo, denominado Algoritmo Simplex, foi desenvolvido em 1947 e, embora seja bas-
tante eficiente, confiável e largamente aplicado, é um algoritmo de tempo não polinomial,
sendo de tempo exponencial no pior caso (um algoritmo é dito ser de tempo polinomial
quando existe um polinômio relacionado à dimensão do problema a ser resolvido e que
limita o número de operações necessárias para a resolver o problema). (KLEE; MINTY,
1972; DANTZIG; THAPA, 1997).
De acordo com Gondzio (2012, p. 587), o primeiro algoritmo de tempo polinomial
para programação linear foi desenvolvido por Khachiyan (1980), que constrói uma série
de elipsoides inscritos na região factível do problema de programação linear e os centros
desses elipsoides formam uma sequência de pontos que convergem para uma solução
ótima do problema. Anos depois, Karmarkar (1984) propôs um algoritmo projetivo para
resolver o problema de programação linear em tempo polinomial, o qual pode ser visto
como um refinamento do método proposto por Khachiyan. Em seu trabalho, Karmarkar
introduziu a noção de uma função potencial para garantir uma constante redução da
distância à otimalidade a cada iteração. Embora cada iteração do método de Karmarkar
seja computacionalmente cara, tendo em vista a requisição de uma operação de projeção
que muda a cada iteração, ele atinge a otimalidade em poucas iterações, característica que
tornou seu método bastante atrativo. Estes são considerados os precursores dos métodos
de pontos interiores. Tais métodos buscam a otimalidade do problema por construir uma
série de pontos que percorrem o interior da região factível, diferente do que acontece no
método Simplex onde a sequência de pontos é tomada nos vértices da região.
Diversas contribuições foram feitas na teoria de pontos interiores, tais como o uso
de funções de barreira logarítmica, a interpretação de que os métodos seguem um caminho
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central que converge para a solução do problema, o uso de pontos iniciais e estratégias
infactíveis, entre outros estudos. No início dos anos 1990, já haviam evidências suficientes
que comprovassem o desempenho superior dos métodos de pontos interiores em programação
linear de grande porte. Mehrotra (1992) propôs um algoritmo de pontos interiores que
teve destaque nos anos seguintes, devido às suas propriedades computacionais atraentes.
Seu algoritmo resolve dois sistemas lineares com a mesma matriz de coeficientes para
construir uma direção de busca, além de usar uma heurística para estimar o comprimento
de passo, de tal modo que a distância à otimalidade seja reduzida a cada iteração, mas com
convergência quadrática. O sucesso de sua implementação atraiu diversos pesquisadores a
desenvolver técnicas que melhorem o desempenho computacional do método, de modo a
obter menores custo e tempo computacional a cada iteração (GONDZIO, 2012).
Os sistemas lineares envolvidos no algoritmo de Mehrotra podem ser resolvidos
por abordagens diretas ou iterativas. Oliveira e Sorensen (2005) estudaram a solução
iterativa dos sistemas lineares utilizando o método iterativo de Gradientes Conjugados,
pré-condicionado por um tipo de matriz que pertence a uma classe desenvolvida para
ser especializada no tratamento destes sistemas lineares, que ficam cada vez mais mal
condicionados à medida em que a solução do problema de programação linear se aproxima,
mostrando ser uma abordagem melhor que a fatoração de Cholesky (uma das fatorações
mais usadas atualmente para abordagem direta). Eles mostraram, ainda, que dos sistemas
lineares do algoritmo de Mehrotra (que podem ser reduzidos ao sistema aumentado e, ainda,
ao complemento de Schur), o sistema do complemento de Schur pré-condicionado pode ser
visto como um caso particular contido em uma classe mais geral de pré-condicionadores
para o sistema aumentado, fato este que justificou a construção de uma classe de pré-
condicionadores para o sistema aumentado. Além disso, como a matriz pré-condicionada
é diagonal por blocos eles mostraram que, na estratégia de recuperação de solução, um
dos blocos da matriz pré-condicionada pode ser reduzido a um sistema definido positivo
quadrado, de dimensão igual ao número de linhas (ou à diferença entre o número de
colunas e linhas) da matriz de restrições do problema de programação linear. Uma destas
matrizes definidas positivas (especificamente a de dimensão igual ao número de linhas da
matriz de restrições) pode ser obtida por um pré-condicionador para o complemento de
Schur.
Bocanegra, Campos e Oliveira (2007) propuseram uma abordagem híbrida
de pré-condicionamento dos sistemas lineares oriundos do método de pontos interiores
proposto por Mehrotra. A estratégia desenvolvida considera que o processo de solução
acontece em duas fases, sendo que na fase 1 é adotado um tipo de pré-condicionador
de fatoração incompleta, enquanto que a fase 2 adota o pré-condicionador proposto por
Oliveira e Sorensen (2005). Foi apresentada, ainda, uma heurística que promove a troca
de pré-condicionadores, heurística esta que foi melhorada no trabalho de Velazco, Oliveira
e Campos (2010).
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A proposta central desta dissertação é realizar experimentos numéricos com o
sistema linear definido positivo de dimensão igual à diferença entre o número de colunas e
linhas da matriz de restrições, oriundo da redução a sistemas definidos positivos descrita
por Oliveira e Sorensen (2005, p. 9). Os trabalhos de Oliveira e Sorensen (2005), de
Bocanegra, Campos e Oliveira (2007) e de Velazco, Oliveira e Campos (2010) basearam-se
em resultados numéricos sobre a matriz quadrada de dimensão igual ao número de linhas
da matriz de restrições. Isto justifica o interesse pela realização dos experimentos com um
sistema linear alternativo.
A seguir, esta dissertação está organizada em 5 capítulos. No primeiro, podemos
encontrar uma revisão dos conceitos e principais resultados de programação linear que
oferecem suporte ao assunto central desta dissertação. No segundo capítulo, apresentamos
as características do sistema aumentado e descrevemos a classe apresentada por Oliveira
e Sorensen (2005). O terceiro capítulo traz questões práticas acerca do código utilizado
e estratégias de recuperação da solução do sistema linear pré-condicionado. O quarto
capítulo apresenta os resultados computacionais obtidos das implementações e o quinto
capítulo exprime as considerações finais deste trabalho. Adicionalmente, 2 apêndices foram
escritos, de modo a oferecer mais apoio teórico aos métodos mencionados no decorrer do
texto.
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1 Programação Linear
A área de abrangência desta dissertação é a Programação Matemática, es-
pecificamente a Programação Linear. Em Dantzig e Thapa (1997, p. 1), Programação
Matemática é definida como sendo um ramo da matemática, que trata de técnicas para
maximizar ou minimizar uma função objetivo, sujeito a restrições lineares, não lineares
e/ou inteiras sobre as variáveis. Abaixo, podemos ver uma das formas que se apresentam
problemas de programação matemática
minimizar fpxq
sujeito a x P T , (1.1)
onde x é denominada variável de decisão, f é a função objetivo e T representa o conjunto
de restrições do problema. Desta forma, em Programação Linear, a função objetivo é linear
nas variáveis e as restrições podem ser igualdades ou desigualdades lineares.
Neste capítulo, abordamos alguns dos conceitos básicos em programação linear
que oferecem suporte ao assunto central desta dissertação. Apresentamos os principais
resultados da teoria de dualidade, de modo a relacionar as formulações primal e dual de
problemas de programação linear. Exibimos as condições de otimalidade, que devem ser
satisfeitas para garantir existência de solução. Finalmente, um método de pontos interiores
primal-dual é apresentado para resolver problemas de programação linear.
1.1 Conceitos preliminares
Reescreveremos o problema (1.1) usando restrições e função objetivo lineares.
O espaço vetorial que temos interesse é o dos números reais (R) e, por questões práticas
de modelagem, impomos que as variáveis sejam não nulas. Sendo assim, usamos a notação
matricial e escrevemos
min cJx
s. a x P X , (1.2)
onde X  tx P Rn; Ax ¥ b, x ¥ 0u, c P Rn, A P MmnpRq, b P Rm, n ¡ m e
postopAq  m. A menos da imposição x P Rn , a matriz A possui toda a informação do
conjunto de restrições lineares do problema. Roos, Terlaky e Vial (2005, p. 18) definem a
forma dada em (1.2) como sendo a forma canônica do problema de programação linear.
Exemplo 1.1. Considere o problema de programação linear a seguir
max cJx
s. a Ax ¤ b
x ¥ 0.
(1.3)
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Esta formulação é diferente da formulação canônica. Para transformá-lo para a forma
canônica usamos o fato que max cJx  mincJx. Desta forma, reescrevemos o problema
(1.3) como
min cJx
s. a Ax ¥ b
x ¥ 0.
Podemos representar o problema de programação linear (1.2) em sua forma
padrão que é dada por
min cJx
s. a Ax  b
x ¥ 0,
(1.4)
que difere de (1.2) apenas na igualdade, em vez de desigualdade no conjunto de restrições.
Exemplo 1.2. Considere o problema de programação linear dado abaixo, onde
A1,A2,A3 PMmnpRq, x1, x2, x3 P Rn e b1, b2, b3 P Rm:
min cJ1 x1   cJ2 x2   cJ3 x3
s. a A1x1 ¤ b1
A2x2 ¥ b2
A3x3  b3
x1, x2, x3 ¥ 0.
Vamos transformá-lo em sua forma padrão adicionando à formulação variáveis de folga e
excesso não negativas y1, y2 P Rm para atingir as igualdades desejadas. Então, temos
min cJ1 x1   cJ2 x2   cJ3 x3   0Jy1   0Jy2
s. a A1x1   Iy1  b1
A2x2  Iy2  b2
A3x3  b3
x1, x2, x3 ¥ 0
y1, y2 ¥ 0,
que é equivalente a (1.4) tomando c  rcJ1 , cJ2 , cJ3 , 0J, 0JsJ P R3n 2m,
b  rbJ1 , b
J
2 , b
J
3 s
J P R3m, x  rxJ1 , xJ2 , xJ3 , yJ1 , yJ2 sJ P R3n 2m  e
A 
 A1 0 0 I 00 A2 0 0 I
0 0 A3 0 0
fiffifl PM3mp3n 2mqpRq.
Podemos encontrar problemas onde o vetor de variáveis de decisão em (1.4) é
limitado inferior e superiormente, digamos l ¤ x ¤ u, onde l, u P Rn. Subtraindo l em cada
termo das desigualdades anteriores, teremos 0 ¤ x˜ ¤ u˜ onde x  x˜  l e u  u˜  l. Nesse
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caso, Ax  b se torna Ax˜  b˜, onde b˜  b  Al e cJx se torna cJx˜   cJl. O problema
pode, então, ser reescrito como
min cJpx˜  lq
s. a Ax˜  b˜
0 ¤ x˜ ¤ u˜.
Exemplo 1.3. Considere o problema de programação linear dado abaixo, onde
A1,A2,A3 PMmnpRq, x1, x2, x3, u1, u2, u3 P Rn e b1, b2, b3 P Rm:
min cJ1 x1   cJ2 x2   cJ3 x3
s. a A1x1 ¤ b1
A2x2 ¥ b2
A3x3  b3
0 ¤ x1 ¤ u1
0 ¤ x2 ¤ u2
0 ¤ x3 ¤ u3.
Vamos transformá-lo em sua forma padrão. Cada uma das restrições do tipo 0 ¤ x ¤ u
pode ser vista como Ix ¤ u e x ¥ 0, que pode ser reescrita como Ix   Iw  u, onde
x,w P Rn . Portanto, teremos
min cJ1 x1   cJ2 x2   cJ3 x3   0Jy1   0Jy2   0Jw1   0Jw2   0Jw3
s. a A1x1   Iy1  b1
A2x2  Iy2  b2
A3x3  b3
Ix1   Iw1  u1
Ix2   Iw2  u2
Ix3   Iw3  u3
x1, x2, x3, w1, w2, w3 ¥ 0
y1, y2 ¥ 0,
que é equivalente a (1.4) tomando c  rcJ1 , cJ2 , cJ3 , 0J, 0J, 0J, 0J, 0JsJ P R3n 2m 3n,
b  rbJ1 , b
J
2 , b
J
3 , u
J
1 , u
J
2 , u
J
3 s
J P R3m 3n, x  rxJ1 , xJ2 , xJ3 , yJ1 , yJ2 , wJ1 , wJ2 , wJ3 sJ P R3n 2m 3n 
e
A 

A1 0 0 I 0 0 0 0
0 A2 0 0 I 0 0 0
0 0 A3 0 0 0 0 0
I 0 0 0 0 I 0 0
0 I 0 0 0 0 I 0
0 0 I 0 0 0 0 I
fiffiffiffiffiffiffiffiffiffifl
PMp3m 3nqp3n 2m 3nqpRq.
Por fim, podemos encontrar problemas onde o vetor de variáveis de decisão
em (1.4) é livre (pode assumir valores positivos, negativos ou mistos). Neste caso, uma
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alterativa é reescrever o vetor x como x  u v, onde u, v P Rn . O problema pode, então,
ser reescrito como
min cJu cJv
s. a AuAv  b
u, v ¥ 0.
Exemplo 1.4. Considere o problema de programação linear dado abaixo, onde
A1,A2,A3 PMmnpRq, x1, x2, x3 P Rn são livres e b1, b2, b3 P Rm:
min cJ1 x1   cJ2 x2   cJ3 x3
s. a A1x1 ¤ b1
A2x2 ¥ b2
A3x3  b3.
Vamos transformá-lo em sua forma padrão. Fazendo xi  ui vi, com ui, vi ¥ 0, i  1, 2, 3,
obtemos
min cJ1 u1  cJ1 v1   cJ2 u2  cJ2 v2   cJ3 u3  cJ3 v3   0Jy1   0Jy2
s. a A1u1 A1v1   Iy1  b1
A2u2 A2v2  Iy2  b2
A3u3 A3v3  b3
u1, u2, u3, v1, v2, v3 ¥ 0
y1, y2 ¥ 0,
que é equivalente a (1.4) tomando c  rcJ1 ,cJ1 , cJ2 ,cJ2 , cJ3 ,cJ3 , 0J, 0JsJ P R6n 2m,
b  rbJ1 , b
J
2 , b
J
3 s
J P R3m, x  ruJ1 , vJ1 , uJ2 , vJ2 , uJ3 , vJ3 , yJ1 , yJ2 sJ P R6n 2m  e
A 
 A1 A1 0 0 0 0 I 00 0 A2 A2 0 0 0 I
0 0 0 0 A3 A3 0 0
fiffifl PMp3mqp6n 2mqpRq.
Em Luemberger e Ye (2008, p. 12-14) podemos encontrar mais exemplos de
como transformar um problema de programação linear para a sua forma padrão, bem
como mais algumas questões envolvendo variáveis livres.
Como postopAq  m, podemos considerar a seguinte partição A  rB Ns onde
B P MmpRq é inversível. Agora, suponha que x¯ P Rn seja uma solução para o sistema
linear Ax  b. Particionando o vetor x¯ de forma equivalente, temos x¯  rxJB, xJN sJ e
podemos reescrever o sistema linear Ax¯  b como BxB  NxN  b. Se tomarmos xN  0,
segue que BxB  b. Dizemos que x¯  rxJB, 0JsJ é uma solução básica e as componentes de
xB são denominadas variáveis básicas. Se alguma componente de xB for nula, então x¯ é
dita solução básica degenerada para (1.4).
Supondo que o vetor x˜ P Rn é uma solução para o sistema linear Ax  b e
que x˜ ¥ 0, então dizemos que x˜ é uma solução factível ou viável. Se x˜  rxJB, 0JsJ, então
dizemos que é uma solução básica factível para (1.4) (pode ser degenerada ou não).
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Agora, se x P Rn é solução de Ax  b, x ¥ 0 e tem, ainda, a propriedade de
fornecer o menor valor para cJx, então x é uma solução ótima factível para (1.4). Se
x  rxJB, 0JsJ, então dizemos que é uma solução básica ótima factível para (1.4).
1.2 Convexidade
Dizemos que um conjunto X  Rn é convexo se, para quaisquer pontos x, y P X ,
o segmento xy está inteiramente contido no conjunto X , isto é, para quaisquer pontos
x, y P X e todo t P r0, 1s, temos tx  p1 tqy P X . Os conjuntos convexos que comumente
encontramos na literatura de programação linear são de um tipo especial: poliedros convexos
(MATOUSEK; GÄRTNER, 2007).
Um hiperplano em Rn é um subespaço de dimensão n1. Um hiperplano divide
o Rn em dois semi-espaços e constitui sua fronteira comum. Um semi-espaço é o conjunto
de todas as soluções de uma única desigualdade linear (com pelo menos um coeficiente não
nulo). Para o hiperplano com equação a1x1 a2x2    anxn  b, por exemplo, os dois semi-
espaços são tx P Rn; a1x1 a2x2    anxn ¥ bu e tx P Rn; a1x1 a2x2    anxn ¤ bu
(MATOUSEK; GÄRTNER, 2007).
Um poliedro convexo é uma interseção de finitos semi-espaços fechados em
Rn. Um semi-espaço é convexo, bem como a interseção de semi-espaços. O conjunto de
todas as soluções de um sistema que contém um número finito de desigualdades lineares,
também conhecido como o conjunto de todas as soluções viáveis de um programa linear, é,
geometricamente, a interseção de um número finito de semi-espaços, ou seja, um poliedro
convexo. Notemos que um poliedro convexo pode ser ilimitado. Um poliedro convexo
limitado recebe o nome de politopo convexo (MATOUSEK; GÄRTNER, 2007).
Um ponto x em um conjunto convexo X é dito ponto extremo de X se não
existem dois pontos distintos x1, x2 P X tais que x  tx1   p1 tqx2, para algum t P p0, 1q.
Um vértice é definido como um ponto onde alguma função linear atinge um máximo
único. Assim, um ponto v é chamado de vértice de um poliedro convexo X  Rn se
v P X e existe um vetor c P Rn, não nulo, onde cJv ¡ cJy, qualquer que seja y P X ztvu.
Geometricamente, isso significa que o hiperplano tx P Rn; cJx  cJvu toca o poliedro X
exatamente em v. Para poliedros convexos, pontos extremos são exatamente os vértices
(MATOUSEK; GÄRTNER, 2007).
Um subconjunto F  X é uma face k-dimensional de um poliedro convexo
X se F tem dimensão k e existem um vetor c P Rn, não nulo, e um escalar z P R tais
que cJx  z, qualquer que seja x P F , e cJx   z, qualquer que seja x P X zF . Em outras
palavras, existe um hiperplano que toca X exatamente em F . Como F é a interseção de
um hiperplano com um poliedro convexo, F é um poliedro convexo e sua dimensão está
bem definida (MATOUSEK; GÄRTNER, 2007).
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Teorema 1.1. Seja A PMmnpRq com postopAq  m e um vetor b P Rm. Considere X
um politopo consistindo de todos os vetores x P Rn satisfazendo
Ax  b
x ¥ 0.
(1.5)
Um vetor x é um ponto extremo de X se, e somente se, x é uma solução básica factível
para (1.5).
Demonstração. Vide Luemberger e Ye (2008, p. 23).
Corolário 1.1. Se existe uma solução ótima finita para o problema de programação linear
(1.4), então existe uma solução ótima finita que é ponto extremo do conjunto de restrições.
Demonstração. Vide Luemberger e Ye (2008, p. 24).
Teorema 1.2. Considere o seguinte problema de programação linear
min cJx
s. a Ax  b
x ¥ 0.
(i) Se houver pelo menos uma solução viável e a função objetivo é limitada superiormente
no conjunto de todas as soluções viáveis, então existe uma solução ótima;
(ii) Se existe uma solução ótima, então existe uma solução básica factível que é ótima.
Demonstração. Vide Matousek e Gärtner (2007, p. 54).
Para qualquer conjunto X  Rn, o menor conjunto contendo X , denominado
casca convexa de X , pode ser construído como a interseção de todos os conjuntos convexos
contendo X :
convpX q
£
tS  Rn;X  S,S convexou .
Um politopo convexo X , isto é, um poliedro convexo, sempre possui vértices; X é igual à
casca convexa do conjunto de seus vértices (ZIEGLER, 2006).
1.3 Dualidade e condições de otimalidade
Consideremos um problema de programação linear na sua forma canônica dada
por (1.2). Associado a este problema está o problema dual de programação linear dado
como
max yJb
s. a y P Y , (1.6)
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onde Y  ty P Rm; yJA ¤ cJ, y ¥ 0u. Ressaltamos que esta é a forma simétrica de
Von Neumann. A motivação para a construção do problema dual é encontrar limitantes
superiores para o valor ótimo do problema primal (1.2), e detalhes sobre o desenvolvimento
da motivação podem ser obtidos em Chvátal (1983, p. 54). Dado um problema primal de
programação linear, sempre podemos encontrar o seu problema dual.
Exemplo 1.5. Considere o problema de programação linear na sua forma padrão
min cJx
s. a Ax  b
x ¥ 0.
Vamos encontrar o problema dual. A igualdade Ax  b pode ser escrita como Ax ¥ b e
Ax ¥ b. Logo, o problema acima pode ser escrito na forma canônica e, então, podemos
definir seu dual como sendo
max yJ1 b yJ2 b
s. a yJ1 A yJ2 A ¤ cJ
y1, y2 ¥ 0.
Se definirmos y  y1  y2, perceba que y se torna uma variável livre. Assim, reescrevemos
o problema como
max yJb
s. a yJA ¤ cJ.
Exemplo 1.6. Considere o problema de programação linear dado abaixo e sua forma
matricial.
min cJ1 x1   cJ2 x2   cJ3 x3
s. a A1x1 ¥ b1
A2x2 ¤ b2
A3x3  b3
x1, x2, x3 ¥ 0
ùñ
min rcJ1 , cJ2 , cJ3 srxJ1 , xJ2 , xJ3 sJ
s. a

A1 0 0
0 A2 0
0 0 A3
0 0 A3
fiffiffiffiffifl
 x1x2
x3
fiffifl ¥

b1
b2
b3
b3
fiffiffiffiffifl
x1, x2, x3 ¥ 0.
Seu dual é dado como segue, tomando y  y3  y4 livre
max ryJ1 , yJ2 , yJ3 , yJ4 srbJ1 ,bJ2 , bJ3 ,bJ3 sJ
s. a

y1
y2
y3
y4
fiffiffiffiffifl
J
A1 0 0
0 A2 0
0 0 A3
0 0 A3
fiffiffiffiffifl ¤
 c1c2
c3
fiffifl
J
y1, y2, y3, y4 ¥ 0
ùñ
max yJ1 b1  yJ2 b2   yJb3
s. a yJ1 A1 ¤ cJ1
yJ2 A2 ¥ cJ2
yJA3 ¤ cJ3
y1, y2 ¥ 0
y livre.
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Assim como visto nos exemplos anteriores, podemos encontrar problemas em
que o vetor de variáveis de decisão x está limitado superior e inferiormente, bem como ser
livre.
Exemplo 1.7. Considere o problema de programação linear dado abaixo e sua forma
matricial.
min cJ1 x1   cJ2 x2   cJ3 x3
s. a A1x1 ¥ b1
A2x2 ¤ b2
A3x3  b3
0 ¤ x1 ¤ u1
0 ¤ x2 ¤ u2
0 ¤ x3 ¤ u3
ùñ
min rcJ1 , cJ2 , cJ3 srxJ1 , xJ2 , xJ3 sJ
s. a

A1 0 0
0 A2 0
0 0 A3
0 0 A3
I 0 0
0 I 0
0 0 I
fiffiffiffiffiffiffiffiffiffiffiffifl
 x1x2
x3
fiffifl ¥

b1
b2
b3
b3
u1
u2
u3
fiffiffiffiffiffiffiffiffiffiffiffifl
x1, x2, x3 ¥ 0.
Seu dual é dado como segue
max ryJ1 , yJ2 , yJ3 , yJ4 , yJ5 , yJ6 , yJ7 srbJ1 ,bJ2 , bJ3 ,bJ3 ,uJ1 ,uJ2 ,uJ3 sJ
s. a

y1
y2
y3
y4
y5
y6
y7
fiffiffiffiffiffiffiffiffiffiffiffifl
J
A1 0 0
0 A2 0
0 0 A3
0 0 A3
I 0 0
0 I 0
0 0 I
fiffiffiffiffiffiffiffiffiffiffiffifl
¤
 c1c2
c3
fiffifl
J
yi ¥ 0 i  1, 2,    , 7.
Agora, tomando y  y3  y4 livre, temos
max yJ1 b1  yJ2 b2   yJb3  yJ5 u1  yJ6 u2  yJ7 u3
s. a yJ1 A1  yJ5 I ¤ cJ1
yJ2 A2   yJ6 I ¥ cJ2
yJA3  yJ7 I ¤ cJ3
y1, y2, y5, y6, y7 ¥ 0
y livre.
Exemplo 1.8. Considere o problema de programação linear dado abaixo, onde
x1, x2, x3 P R
n são livres
min cJ1 x1   cJ2 x2   cJ3 x3
s. a A1x1 ¤ b1
A2x2 ¥ b2
A3x3  b3.
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Sua forma matricial canônica, já com as mudanças de variáveis dadas por xi  ui  vi,
ui, vi ¥ 0, i  1, 2, 3, pode ser dada como
min rcJ1 ,cJ1 , cJ2 ,cJ2 , cJ3 ,cJ3 sruJ1 , vJ1 , uJ2 , vJ2 , uJ3 , vJ3 sJ
s. a

A1 A1 0 0 0 0
0 0 A2 A2 0 0
0 0 0 0 A3 A3
0 0 0 0 A3 A3
fiffiffiffiffifl

u1
v1
u2
v2
u3
v3
fiffiffiffiffiffiffiffiffiffifl
¥

b1
b2
b3
b3
fiffiffiffiffifl
ui, vi ¥ 0 i  1, 2, 3.
Seu dual pode ser dado como
max ryJ1 , yJ2 , yJ3 , yJ4 srbJ1 ,bJ2 , bJ3 ,bJ3 sJ
s. a

y1
y2
y3
y4
fiffiffiffiffifl
J
A1 A1 0 0 0 0
0 0 A2 A2 0 0
0 0 0 0 A3 A3
0 0 0 0 A3 A3
fiffiffiffiffifl ¤

c1
c1
c2
c2
c3
c3
fiffiffiffiffiffiffiffiffiffifl
y1, y2, y3, y4 ¥ 0.
Em forma matricial, já considerando y  y3  y4 livre, pode ser dada por
max yJ1 b1  yJ2 b2   yJb3
s. a yJ1 A1  cJ1
yJ2 A2  cJ2
yJA3  cJ3
y1, y2 ¥ 0
y livre.
O problema dual em (1.6) pode ser reescrito como
max bJy
s. a AJy ¤ c
y ¥ 0.
(1.7)
Considere o problema primal (forma canônica) e seu respectivo dual
pPcq min
x
tcJx; Ax ¥ b, x ¥ 0u
pDcq max
y
tbJy; AJy ¤ c, y ¥ 0u.
Lema 1.1 (Fraco de Dualidade). Seja x factível para (Pc) e y factível para (Dc). Então
bJy ¤ cJx.
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Demonstração. Se x é factível para (Pc) e y é factível para (Dc), então x ¥ 0, y ¥ 0, Ax ¥ b
e AJy ¤ c. Daí, segue que bJy ¤ pAxqJy  xJAJy ¤ xJc  cJx. Logo, bJy ¤ cJx.
Observe que uma solução factível para (Dc) fornece um limitante inferior para
(Pc) e uma solução factível para (Pc) fornece um limitante superior para (Dc).
Corolário 1.2. Se x é factível para (Pc), y é factível para (Dc) e cJx  bJy, então x é
uma solução ótima para (Pc) e y é uma solução ótima para (Dc).
Demonstração. Suponha, por absurdo, que x e y não sejam soluções ótimas, ou seja,
existem vetores x¯ e y¯ factíveis para (Pc) e (Dc), respectivamente, tais que cJx¯   cJx
e bJy¯ ¡ bJy. Como são factíveis, Ax¯ ¥ b e AJy ¤ c. Mas como cJx  bJy, obtemos
cJx¯   cJx  bJy   bJy¯. Ou seja, concluímos que bJy¯ ¡ cJx¯, o que é um absurdo pelo
lema anterior.
Teorema 1.3 (Forte de Dualidade). Se (Pc) e (Dc) possuem soluções factíveis, então
existem x e y soluções ótimas factíveis para (Pc) e (Dc), respectivamente, tais que
bJy  cJx.
A demonstração para este teorema pode ser encontrada em Dantzig e Thapa
(2003, p. 45) e em Matousek e Gärtner (2007, p. 88-89, 94). Neste último, duas versões da
demonstração são apresentadas: a primeira usando o Método Simplex para programação
linear e a segunda usando o Lema de Farkas.
A diferença cJx  bJy ¥ 0 é chamada de gap de dualidade para o par px, yq.
Se para algum par px, yq o gap se anula, então tal par é constituído por soluções ótimas
para (Pc) e (Dc), respectivamente (ROOS; TERLAKY; VIAL, 2005, p. 19).
Podemos escrever os problemas (Pc) e (Dc) na forma padrão, acrescentando às
suas formulações as variáveis de folga e excesso não negativas xs e ys, obtendo, respectiva-
mente
pPpq
min z  cJx
s. a Ax Ixs  b
x ¥ 0
xs  pxn 1, xn 2,    , xn mq
J P Rm 
e
pDpq
max v  bJy
s. a AJy   Iys  c
y ¥ 0
ys  pym 1, ym 2,    , ym nq
J P Rn .
Seja px, xsq solução factível para (Pp) e py, ysq solução factível para (Dp). De
AxIxs  b segue que cJxyJAx yJxs  zyJb. Por outro lado, de AJy Iys  c segue
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que xJAJy xJysbJy  xJcv. Somando estas equações, temos xJys yJxs  zv ¥ 0.
O Teorema 1.3 garante a existência de uma solução ótima factível px, xsq e py, ysq onde
z  cJx  bJy  v. Assim, pxqJys  pyqJxs  z v  0. Como x, y, xs e ys são
não negativos, temos pxqJys  0 e pyqJxs  0. Logo, pxqipysqi  0 para i  1,    , n e
pyqjpx

sqj  0 para j  1,    ,m. Isto prova o seguinte teorema:
Teorema 1.4 (Folga Complementar ou Complementaridade). Para soluções ótimas fac-
tíveis de (Pp) e (Dp), sempre que a k-ésima relação de qualquer sistema possui folga, a
k-ésima variável de seu dual é nula. Se a k-ésima variável for positiva em qualquer sistema,
a k-ésima relação não possui folga. Ou seja,
xkym k  0, k  1,    , n e ykxn k  0, k  1,    ,m
De acordo com Jansen (1997, p 14), em métodos de pontos interiores, a
complementaridade estrita é o tema central. Considere o problema primal (P) na forma
padrão e seu respectivo dual (D), também na forma padrão, onde s P Rn  é uma variável
de folga acrescentada à formulação dual
pP q min
x
tcJx; Ax  b, x ¥ 0u,
pDq max
y,s
tbJy; AJy   s  c, s ¥ 0u.
Sejam X e D os conjuntos de soluções factíveis para (P) e (D), respectivamente.
Teorema 1.5. Se (P) e (D) são factíveis, então existe x P X e py, sq P D tais que
pxqJs  0 e xi   si ¡ 0, i  1,    , n.
Demonstração. Vide Goldman e Tucker (1956 apud JANSEN, 1997, p. 15).
De acordo com Wright (1997, p. 3), as condições de otimalidade são condições
algébricas que devem ser satisfeitas pelas soluções dos problemas de programação matemá-
tica. Em programação linear, tais condições são oriundas da teoria de dualidade e também
podem ser tratadas como casos especiais das condições de otimalidade para otimização
restrita geral, conhecidas como condições de Karush-Kunh-Tucker (KKT) (que podem ser
encontradas em Wright (1997, p. 240)). Resumidamente, temos:
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O vetor x P Rn é uma solução ótima de (P) se, e somente se, existem vetores y P Rm
e s P Rn para os quais as seguintes condições são válidas
Ax  b (1.8a)
AJy   s  c (1.8b)
xi s

i  0, i  1,    , n (1.8c)
px, sq ¥ 0. (1.8d)
O vetor py, sq P Rm Rn é uma solução de (D) se, e somente se, existe um vetor
x P Rn tal que as condições (1.8) são válidas.
Definição 1.1. Sejam x factível para (P) e py, sq factível para (D). Dizemos que px, y, sq
é uma solução primal-dual factível para (P) e (D).
Definição 1.2. Sejam x factível para (P) e py, sq factível para (D), tais que x ¡ 0 e
s ¡ 0. Então px, sq é um par primal-dual positivo e px, y, sq é uma solução primal-dual
estritamente factível.
Reescrevendo as condições de otimalidade acima, segue que uma solução primal-
dual dada px, y, sq é ótima para (P) e (D) se, e somente se, é satisfeito que
Ax  b  0, x ¥ 0, (1.9a)
AJy   s  c  0, s ¥ 0, (1.9b)
XSe  0, (1.9c)
onde X  diagpxq, S  diagpsq e e  p1,    , 1qJ.
Conforme explica Wright (1997, p. 5) todos os métodos primais-duais geram
soluções iteradas pxpkq, ypkq, spkqq que satisfazem a restrição pxpkq, spkqq ¡ 0, propriedade que
deu origem ao termo ponto interior. Em métodos tipo primal-dual que iniciam com um
ponto inicial factível, cada iteração satisfaz o sistema
Ax  b, x ¡ 0, (1.10a)
AJy   s  c, s ¡ 0, (1.10b)
xisi  ωi, i  1,    , n, (1.10c)
onde ω  pω1, ω2,    , ωnq P Rn  . Observe que para px, sq satisfazendo o sistema (1.10), o
resíduo na complementaridade é dado por xJs  eJω. Fazendo ωi  τ ¡ 0, para todo i,
em (1.10), as soluções variando o escalar τ caracterizam o caminho central do problema.
Decrescendo o valor de τ o caminho central leva a uma solução estritamente complementar
do problema, podendo ser usado como guia para otimalidade de métodos seguidores de
caminho.
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Teorema 1.6. Suponha que exista ao menos um par prima-dual positivo para (P) e
(D). Então, para cada ω ¡ 0, existe um único par primal-dual px, sq tal que xisi  ωi,
i  1,    , n.
Demonstração. Vide Kojima et al. (1991 apud JANSEN, 1997, p. 16).
1.4 Método de pontos interiores primais-duais
Nesta seção, consideramos o par de problemas (P) e (D) definidos anteriormente,
bem como as condições de otimalidade (1.8) desenvolvidas com base neles. Conforme
explica Wright (1997, p. 4), os métodos de pontos interiores primal-dual encontram soluções
primais-duais px, y, sq aplicando variantes do Método de Newton1 em (1.9) e modificando
as direções de busca e comprimentos de passo de modo a obter pares primais-duais positivos
a cada iteração.
Podemos reescrever as equações (1.8a) a (1.8c) fazendo F : R2n m ÝÑ R2n m
por
Fpx, y, sq 
 Ax bAJy   s c
XSe
fiffifl  0, (1.11)
onde X  diagpx1, x2,    , xnq, S  diagps1, s2,    , snq e e  p1, 1,    , 1qJ P Rn. F é
linear nos dois primeiros termos e não linear no termo remanescente. Todos os métodos
primais-duais garantem soluções iteradas pxpkq, ypkq, spkqq que fornecem pares primais-duais
positivos.
Em programação matemática, a maioria dos métodos iterativos possuem dois
procedimentos que se destacam, a saber um procedimento que determina o passo (direções
de busca) e um procedimento que determina a conveniência de cada ponto no espaço de
busca. Wright (1997, p. 5) esclarece que os métodos de pontos interiores primais-duais
têm como base para o primeiro procedimento o método de Newton aplicado às equações
não lineares (1.11). Ele forma um modelo linear em torno do ponto atual e obtém uma
direção de busca p∆x,∆y,∆sq resolvendo o seguinte sistema de equações lineares
Jpx, y, sq
 ∆x∆y
∆s
fiffifl  Fpx, y, sq, (1.12)
onde J é o Jacobiano de F. Considere o conjunto F de soluções primais-duais factíveis e o
conjunto F de soluções primais-duais estritamente factíveis, ou seja, conforme Definições
1.1 e 1.2
F   px, y, sq; Ax  b, AJy   s  c, px, sq ¥ 0( ,
1 O Método de Newton está descrito no Apêndice A.
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F   px, y, sq; Ax  b, AJy   s  c, px, sq ¡ 0( .
Se a solução atual é estritamente factível as equações de Newton se tornam A 0 00 AJ I
S 0 X
fiffifl
 ∆x∆y
∆s
fiffifl 
 00
XSe
fiffifl . (1.13)
Se admitirmos um passo completo ao longo desta direção, poderemos violar
a condição px, sq ¥ 0. Em vez disso, realizamos uma busca ao longo da linha de direção
de Newton, tal que a nova iterada seja px, y, sq   αp∆x,∆y,∆sq para algum parâmetro
α P p0, 1s. Como, na maioria das vezes, podemos somente tomar um pequeno passo ao
longo da direção (α ! 1) antes de violar a condição px, sq ¡ 0, a direção de Newton pura
não nos permite fazer grandes progressos em direção a uma solução. Para evitar esta
dificuldade, os métodos primais-duais modificam o procedimento de Newton de forma que
as direções de busca estejam polarizadas dentro do octante não negativo px, sq ¥ 0 (desta
forma se pode mover ainda mais ao longo da direção sem violar a positividade). Outra
modificação no procedimento de Newton, também observado nos métodos primais-duais, é
manter as componentes de px, sq movendo-se próximas da fronteira do octante não negativo
(pequenos progressos podem ser feitos) (WRIGHT, 1997).
1.4.1 Métodos seguidores de caminho: o método Preditor-Corretor
O caminho central é um arco C de pontos primais-duais estritamente factíveis.
Parametrizando por um escalar τ ¡ 0, cada ponto pxτ , yτ , sτ q P C satisfaz o seguinte
sistema, para px, y, sq  pxτ , yτ , sτ q
Ax  b, x ¡ 0, (1.14a)
AJy   s  c, s ¡ 0, (1.14b)
xisi  τ, i  1.    , n, (1.14c)
ou, equivalentemente
Fpxτ , yτ , sτ q 
 00
τe
fiffifl , pxτ , sτ q ¡ 0. (1.15)
É possível mostrar que pxτ , yτ , sτ q é definido unicamente para cada τ ¡ 0 se, e somente se,
F  H (WRIGHT, 1997).
Podemos observar que, à medida que τ tende a zero, as equações (1.14) se
aproximam das equações (1.8). Assim, se C é convergente quando τ ÝÑ 0 então deve
convergir para uma solução primal-dual do problema de programação linear. Logo, podemos
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modificar o procedimento de Newton para que as direções de busca forneçam passos em
direção a pontos de C para os quais τ ¡ 0 (desta forma podemos dar passos mais longos
no interior do octante px, sq ¥ 0).
Considere o parâmetro de centragem σ P r0, 1s e a medida de dualidade
µ
1
n
n¸
i1
xisi,
que fornece o valor médio dos pares de produtos xisi. As equações de passo podem então
ser definidas como  A 0 00 AJ I
S 0 X
fiffifl
 ∆x∆y
∆s
fiffifl 
 00
XSe  σµe
fiffifl . (1.16)
Nas equações acima, o passo de Newton p∆x,∆y,∆sq é em direção a um
ponto pxσµ, yσµ, sσµq P C. Por um lado, se σ  1 dizemos que o sistema (1.16) define
uma direção de centragem, que é tendenciosa em direção ao octante não negativo e faz
pouco progresso na redução de µ. Contudo, direções de centragem fornecem condições
favoráveis para progressos substanciais na iteração subsequente, devido à proximidade
apresentada pela solução com o arco C, permitindo, assim, passos maiores na próxima
iteração. Por outro lado, σ  0 fornece um passo padrão de Newton, como em (1.11),
também chamado de direção afim-escala. Em linhas gerais, o Algoritmo 1 apresenta
um resumo dos procedimentos encontrados na maioria dos métodos de pontos interiores
primais-duais (WRIGHT, 1997).
Algoritmo 1: Método de pontos interiores primal-dual
Entrada:
 
xp0q, yp0q, sp0q

P F
Saída: px, y, sq
início
para k  1, 2,    faça
Faça px, y, sq Ð pxpkq, ypkq, spkqq, σ Ð σpkq, µÐ µpkq e resolva (1.16) onde
σpkq P r0, 1s e µpkq 
1
n
 
xpkq
J
spkq;
Faça
 
xpk 1q, ypk 1q, spk 1q

Ð
 
xpkq, ypkq, spkq

  αpkq
 
∆xpkq,∆ypkq,∆spkq

,
escolhendo αpkq tal que
 
xpk 1q, spk 1q

¡ 0;
fim
fim
As soluções iteradas resultantes das direções de centragem possuem boas
propriedades pela proximidade com C. Para aproveitar tais propriedades e possibilitar
maiores progressos na redução de µ, podemos definir uma vizinhança do caminho central
C e restringir as iteradas a esta vizinhança, seguindo C até obtermos a solução ótima do
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problema de programação linear. Algoritmos que realizam estes passos são chamados de
algoritmos seguidores de caminho.
Nestes algoritmos, a medida de dualidade µ é o ingrediente chave no procedi-
mento que determina a conveniência de cada ponto no espaço de busca: ela é forçada a zero
quando k ÝÑ 8, fazendo com que as iteradas pxpkq, ypkq, spkqq se tornem mais próximas
de satisfazer as condições KKT (1.8). Cada direção de busca é um passo de Newton em
direção a um ponto de C que fornece uma medida de dualidade µ menor que ou igual à
medida de dualidade atual (o valor τ  σµ é usado). Comumente, os algoritmos desviam
do caminho central uma vez que os pares de produtos xisi geralmente não são idênticos,
fazendo com que a condição (1.14c) não seja satisfeita exatamente. Tal desvio pode ser
medido realizando uma comparação entre os pares de produtos e seu valor médio µ usando,
por exemplo, uma norma escalada definida por
1
µ
}XSe µe} 


x1s1
...
xnsn
fiffiffifl pxJsn qe
 . (1.17)
Tanto para a norma-2 quanto para a norma-8 é possível garantir que x e s
sejam estritamente positivos requerendo que a expressão em (1.17) seja estritamente menor
que 1 (se a componente i de x ou de s for zero, teremos }XSe  µe} ¥ |xisi  µ|  µ).
Considerando a norma-2 em (1.17) e restringindo o desvio para ser menor que uma constante
θ P r0, 1q, temos a vizinhança V2pθq  tpx, y, sq P F; }XSe  µe}2 ¤ θµu (tipicamente
θ  0, 5). Podemos considerar a norma-8 em (1.17) com uma leve modificação, obtendo
a vizinhança norma-8 V8pθq  tpx, y, sq P F; xisi ¥ γµu, γ P p0, 1q (tipicamente
γ  103) (WRIGHT, 1997).
Podemos observar que quando γ tende a zero a vizinhança V8 se amplia
bastante, abrangendo a maior parte da região viável F . Já a vizinhança V2 é mais restritiva
pois existem pontos de F que não pertencem a V2 não importa o quão próximo θ é
escolhido de seus limites. Para os métodos primais-duais, as vizinhanças são cônicas,
tendendo a serem amplas e abertas à medida que aumentamos a medida de dualidade e
diminuindo à medida que µ ÝÑ 0 (WRIGHT, 1997).
Segundo Wright (1997, p. 91), escolhas de σ P r0, 1s atingem o duplo objetivo
de reduzir o valor de µ e promover a centralidade (proximidade com C). O método Preditor-
Corretor realiza este objetivo em passos duplos: um para reduzir µ (σ  0) e outro para
promover centralidade (σ  1). Para tanto, define-se um par de vizinhanças V2 aninhadas
uma dentro da outra, de tal modo que as soluções iteradas com k par estejam confinadas no
interior comum das vizinhanças, e iteradas com k ímpar estejam na vizinhança exterior. De
acordo com Wright (1997, p. 84) este método é, às vezes, dito o método Preditor-Corretor
de Mizuno-Todd-Ye, que primeiro declararam e analisaram o método.
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O algoritmo inicia com um ponto pxp0q, yp0q, sp0qq, pertencente à vizinhança
mais interna (portanto mais próximo de C), calcula um passo preditor (σ  0) e um
comprimento de passo α, tal que a iterada seguinte pxp1q, yp1q, sp1qq atinja a fronteira da
vizinhança exterior. Posteriormente, o algoritmo calcula um passo corretor (σ  1), usando
α  1, para obter pxp2q, yp2q, sp2qq de volta à vizinhança interior. Observa-se que, nos passos
corretores, o valor µ permanece inalterado.
Com intuito ilustrativo, considere as vizinhanças interna V2p0, 25q e externa
V2p0, 5q. A Figura 1 ilustra o procedimento descrito acima, que pode ser resumido no
Algoritmo 2, onde definimos
pxpαq, ypαq, spαqq  px, y, sq   αp∆x,∆y,∆sq
e
µpαq 
1
n
xpαqJspαq.
Figura 1 – Soluções iteradas do Algoritmo Preditor-Corretor no espaço px, sq
Fonte: Produzido pelo autor via software GeoGebra, adaptado de Wright (1997, p. 93).
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Algoritmo 2: Método Preditor-Corretor de Mizuno-Todd-Ye
Entrada:
 
xp0q, yp0q, sp0q

P V2p0, 25q
Saída: px, y, sq
início
para k  1, 2,    faça
se k é par então
/* passo preditor */
Faça px, y, sq Ð pxpkq, ypkq, spkqq, σ Ð σpkq, µÐ µpkq e resolva (1.16) com
σpkq  0 para obter
 
∆xpkq,∆ypkq,∆spkq

;
Escolha αpkq como o maior valor de α P r0, 1s tal que 
xpkqpαq, ypkqpαq, spkqpαq

P V2p0, 5q;
Faça
 
xpk 1q, ypk 1q, spk 1q

Ð
 
xpkqpαpkqq, y
pkqpαpkqq, s
pkqpαpkqq

;
senão
/* passo corretor */
Faça px, y, sq Ð pxpkq, ypkq, spkqq, σ Ð σpkq, µÐ µpkq e resolva (1.16) com
σpkq  1 para obter
 
∆xpkq,∆ypkq,∆spkq

;
Faça
 
xpk 1q, ypk 1q, spk 1q

Ð
 
xpkq, ypkq, spkq

 
 
∆xpkq,∆ypkq,∆spkq

;
fim
fim
fim
1.4.2 Ponto inicial infactível: o método Preditor-Corretor de Mehrotra
Em muitos casos, obter uma solução primal-dual factível para iniciar os métodos
iterativos pode ser uma tarefa bastante difícil. Mesmo reformulando o problema, distorções
podem surgir e tornar o problema reformulado mais difícil de ser resolvido. Uma alternativa
para estes inconvenientes é iniciar os métodos com pontos iniciais infactíveis, ou seja,
exigindo apenas a positividade do par primal-dual. Neste caso, devemos modificar as
direções de busca para que se possa prover factibilidade tão bem quanto centralidade.
Para tanto, definamos os resíduos das equações lineares em (1.16) pondo rp  b  Ax,
rd  cAJy  s e rc  σµeXSe, para obtermos A 0 00 AJ I
S 0 X
fiffifl
 ∆x∆y
∆s
fiffifl 
 rprd
rc
fiffifl . (1.18)
Neste caso, a direção de busca continua sendo um passo de Newton na direção do ponto
pxσµ, yσµ, sσµq P C. De acordo com Wright (1997, p. 12), ele tenta remover a infactibilidade
nas restrições de igualdade em um único passo. Se um passo completo é sempre tomado
(α  1) os resíduos rp e rd se anulam e as iteradas subsequentes permanecem estritamente
factíveis.
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No contexto de métodos infactíveis, destaca-se o método Preditor-Corretor
desenvolvido por Mehrotra (1992). O algoritmo de Mehrotra gera uma sequência de iteradas
infactíveis pxk, yk, skq que fornecem pares primais-duais positivos. A direção da busca em
cada iteração consiste em três componentes:
1. uma direção “preditora” afim-escala – direção de Newton pura definida por (1.18);
2. um termo de centragem cujo tamanho é regido pela escolha adaptativa do parâmetro
de centragem σ;
3. uma direção “corretora”, que tenta compensar a não linearidade na direção afim-
escala.
A escolha adaptativa do parâmetro σ é dependente da direção afim-escala
“preditora”: o parâmetro recebe um valor mais próximo de zero se a direção afim-escala faz
um bom progresso na redução da medida dualidade µ, permanecendo dentro do octante
positivo definido por px, sq ¡ 0, e recebe um valor mais próximo de um se podemos mover
apenas a uma curta distância, ao longo da direção de afim-escala, antes de violar as
restrições px, sq ¡ 0. Esta configuração de cálculo separado é desvantajosa pela necessidade
de resolver dois sistemas lineares a cada iteração. Contudo, como a matriz de coeficientes é
a mesma, necessitamos realizar apenas uma decomposição, o que reduz bastante o esforço
computacional (WRIGHT, 1997).
O cálculo separado da direção afim-escala permite a estimação do erro na
linearização, que por sua vez permite calcular uma componente corretora, melhorando o
modelo linear de primeira ordem e obtendo um modelo de segunda ordem (quadrático).
Não há necessidade de calcular separadamente as componentes de centragem e correção,
uma vez que são independentes uma da outra e são obtidas pela resolução de sistemas
lineares que compartilham a mesma matriz. Podemos fundi-las em uma única direção,
adicionando seus correspondentes lados direitos, e calcular a direção combinada com uma
única retro-substituição. Para o custo de uma única retro-substituição extra, o algoritmo
de Mehrotra oferece uma escolha adaptativa de σ e uma melhoria de ordem superior do
passo puro de Newton (passo afim-escala). Em geral, o custo extra por iteração é facilmente
justificado por uma redução significativa no número de iterações (WRIGHT, 1997).
Mehrotra (1992) usa diferentes comprimentos de passo nas variáveis primal e
dual, ideia que tem sido usada no desenvolvimento teórico e prático dos métodos primais-
duais desde os primeiros dias. Computacionalmente, este acessório economiza cerca de
10%~20% em um problema típico (WRIGHT, 1997).
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1.4.2.1 Uma variante do algoritmo de Mehrotra
Partindo de um ponto inicial px, y, sq com px, sq ¡ 0, obtemos a solução 
∆xaff,∆yaff,∆saff

resolvendo o sistema linear (1.18) com σ  0. Os comprimentos de
passo ao longo desta direção para as variáveis primal e dual são calculados separadamente
pondo
αpriaff  maxtα P r0, 1s; x  α∆xaff ¥ 0u, (1.19a)
αdualaff  maxtα P r0, 1s; s  α∆saff ¥ 0u. (1.19b)
A medida da eficiência da direção afim-escala é feita usando a medida
µaff  p1{nqpx  αpriaff∆xaffqJps  αdualaff ∆saffq. (1.20)
O parâmetro de centragem σ é escolhido próximo de zero se µaff ! µ, e é escolhido próximo
de um caso contrário. Desta forma, o método se aproxima do caminho central C de modo
que esteja em boas condições para atingir uma substancial redução da medida de dualidade
µ na iteração subsequente. Mehrotra (1992) sugere a heurística seguinte, que provou ser
eficaz em exaustivos testes computacionais
σ 

µaff
µ

3
. (1.21)
O passo combinado centragem-corretor p∆xcc,∆ycc,∆sccq é obtido resolvendo A 0 00 AJ I
S 0 X
fiffifl
 ∆x
cc
∆ycc
∆scc
fiffifl 
 00
σµe∆Xaff∆Saffe
fiffifl . (1.22)
Os fatores da matriz de coeficientes já estão disponíveis a partir da solução de (1.18), de
modo que (1.22) pode ser resolvido com o custo de executar uma única retro-substituição.
O Algoritmo 3 resume o procedimento descrito acima.
1.4.3 Calculando as direções de busca
Em termos computacionais, o maior esforço está em resolver o sistema (1.16)
ou mesmo (1.18). Podemos reduzir as dimensões do problema e reescrevê-lo de duas outras
formas alternativas mais compactas.
Tomando como ponto de partida o sistema (1.18) podemos eliminar a variável
∆s escrevendo 
D AJ
A 0
ff
∆x
∆y
ff


rd X1rc
rp
ff
, (1.23)
onde D  X1S e ∆s pode ser recuperado pondo ∆s  X1prc  S∆xq. O sistema (1.23)
recebe o nome de sistema aumentado.
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Algoritmo 3: Método Preditor-Corretor de Mehrotra
Entrada:
 
xp0q, yp0q, sp0q

, com
 
xp0q, sp0q

¡ 0
Saída: px, y, sq
início
para k  0, 1, 2,    faça
Faça px, y, sq Ð pxpkq, ypkq, spkqq e resolva (1.18) obtendo
 
∆xaff,∆yaff,∆saff

;
Calcule αpriaff , αdualaff e µaff de (1.19a), (1.19b) e (1.20), respectivamente;
Calcule σ de (1.21);
Resolva (1.22) obtendo p∆xcc,∆ycc,∆sccq;
Faça
 
∆xpkq,∆ypkq,∆spkq

Ð
 
∆xaff,∆yaff,∆saff

  p∆xcc,∆ycc,∆sccq;
Faça αprimax Ð maxtα ¥ 0; xpkq   α∆xpkq ¥ 0u;
Faça αdualmax Ð maxtα ¥ 0; spkq   α∆spkq ¥ 0u;
Calcule αpripkq Ð mint0, 99995αprimax; 1u e αdualpkq Ð mint0, 99995αdualmax; 1u;
Faça xpk 1q Ð xpkq   αpripkq∆xpkq;
Faça pypk 1q, spk 1qq Ð pypkq, spkqq   αdualpkq p∆ypkq,∆spkqq;
fim
fim
Por sua vez, eliminando ∆x do sistema (1.23) acima, temos
Z∆y  AXe σµAeAD1rc  rb, (1.24)
onde Z  AD1AJ é chamado de Complemento de Schur e ∆x pode ser recuperado
pondo ∆x  D1AJ∆y  D1rc  S1rp.
Observe que D é uma matriz diagonal, cujas entradas da diagonal principal são
positivas, e que, nas matrizes dos sistemas (1.23) e (1.24), somente ela altera os valores de
suas entradas a cada iteração. Conforme observa Oliveira (1997, p. 10), algumas entradas
convergem para zero quando o método se aproxima de uma solução, enquanto outras
tendem para o infinito.
Um fato importante é que muito trabalho pode ser evitado ao realizar uma
única fatoração matricial para a variante preditora-corretora, uma vez que em ambos
os passos (preditor e corretor) a matriz de coeficientes é a mesma (seja ela reduzida ao
sistema aumentado ou ao complemento de Schur) (OLIVEIRA, 1997).
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2 Sistema Aumentado
No capítulo anterior, vimos que métodos de pontos interiores podem ser usados
para resolver problemas de programação linear, e que os métodos baseiam-se na aplicação do
método de Newton nas condições de otimalidade do par de problemas primal-dual, referente
ao problema em questão. O sistema linear obtido foi reduzido ao sistema aumentado e
posteriormente ao complemento de Schur. Contudo, tais sistemas detêm propriedades
distintas para solução. Além disso, neste trabalho, consideramos o uso de métodos iterativos
em lugar de métodos diretos para resolver os sistemas lineares. Com isso, emerge a
necessidade do uso de técnicas de pré-condicionamento, para acelerar a convergência.
Neste capítulo, abordaremos algumas propriedades inerentes ao sistema au-
mentado, bem como questões relacionadas a pré-condicionamento de sistemas lineares no
contexto do sistema aumentado e do complemento de Schur, e descreveremos a classe de
pré-condicionadores apresentada por Oliveira e Sorensen (2005, p. 6). Contudo, alguns
resultados sobre inversa de matrizes, bem como alguns conceitos usados no capítulo,
necessitam ser apresentados primeiramente.
2.1 Preliminares
O número de condição κp de uma matriz dada A, em relação à norma-p, é dado
por κppAq ~A~p~A1~p. É possível mostrar que κpAq ¥ 1. Matrizes com κpAq muito
grande são ditas mal condicionadas, enquanto que matrizes com κpAq  1 são ditas bem
condicionadas. Os autovalores de uma matriz A PMnpCq são as raízes do seu polinômio
característico ppzq  detpzIAq. O conjunto dessas raízes é chamado de espectro de A e
é denotado por λpAq tz; detpzIAq  0u (GOLUB; VAN LOAN, 2013).
Seja A PMmnpRq. O espaço coluna de A é o subconjunto de Rm definido por
RpAq ty P Rm; y  Ax, para algum x P Rnu. O espaço nulo de A é o subconjunto de
Rn definido por N pAq tx P Rn; Ax  0u.
Seja M PMm npCq definida como
M 

B C
F G
ff
,
onde B PMnpCq e G PMmpCq são não singulares e F,CJ PMmnpCq.
Lema 2.1. Se M e B são não singulares, então S  G  FB1C (o Complemento de
Schur de B em M) também o é.
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Demonstração. Usando a ideia da eliminação gaussiana em blocos1, existe uma única
matriz P tal que 
In 0
P Im
ff
B C
F G
ff


B C
0 S
ff
. (2.1)
Como B é não singular, sua inversa é unicamente dada por B1. Logo, tomando P  FB1
a equação (2.1) é válida com S  G FB1C. Daí, como M é não singular, denotando
N 

In 0
P Im
ff
e H 

B C
0 S
ff
,
segue que detpHq  detpNq detpMq, ou seja, detpHq  detpMq, o que implica que H é
não singular. Como detpHq  detpBq detpSq, concluímos que S é não singular.
Proposição 2.1. Se M é não singular, sua inversa é dada por
M1 

B1  B1CS1FB1 B1CS1
S1FB1 S1
ff
,
onde S  G FB1C é o Complemento de Schur de B em M.
Demonstração. Pelo Lema 2.1, S é não singular. Reescrevendo
M 

In 0
FB1 Im
ff
B 0
0 S
ff
In B1C
0 Im
ff
segue que
M1 

In B1C
0 Im
ff
B1 0
0 S1
ff
In 0
FB1 Im
ff


B1  B1CS1FB1 B1CS1
S1FB1 S1
ff
.
2.2 Precondicionamento de sistemas lineares
O interesse geral neste trabalho é resolver o problema de programação linear
usando um método de pontos interiores primal-dual, mais especificamente o método
Preditor-Corretor. Vimos que tais métodos baseiam-se na aplicação do método de Newton
no sistema não linear que define as condições de otimalidade para o par de problemas
primal-dual referente ao problema em questão. Obtivemos, assim, um novo sistema linear
que, por sua vez, foi reduzido ao sistema aumentado e, por fim, no complemento de
1 A eliminação gaussiana em blocos pode ser encontrada em Watkins (2010, p. 93).
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Schur. Finalmente, resta-nos resolver um sistema linear, seja ele com a matriz do sistema
aumentado ou do complemento de Schur. A matriz do sistema aumentado tem uma
estrutura de grande porte (maior que a do complemento de Schur) além de ser mais
esparsa. Uma matriz é dita esparsa quando possui grande quantidade de elementos nulos.
A teoria de Álgebra Linear Computacional mostra que resolver um sistema
linear com fatorações diretas, tais como fatorações ortogonais, decomposição de Cholesky
e fatoração LU, são demasiadamente caras (do ponto de vista do esforço computacional
necessário para obter tais fatores) para muitos problemas de grande porte. Além disso, a
estrutura de esparsidade (importante propriedade que torna os métodos de solução mais
rápidos do ponto de vista computacional) geralmente é afetada quando usamos métodos
diretos.
Uma abordagem alternativa é utilizar métodos iterativos para resolver sistemas
lineares, como o método dos Gradientes Conjugados e suas variações, métodos de mínimo
resíduo e suas variações, dentre outros. Métodos iterativos geram uma sequência de soluções
aproximadas que convergem para a solução do sistema linear e, tipicamente, a matriz de
coeficientes é envolvida somente no contexto de multiplicações matriz-vetor, operação mais
barata que uma decomposição. Contudo, a razão de convergência dos métodos iterativos é
dependente das propriedades espectrais da matriz em questão. Além disso, matrizes mal
condicionadas tornam os métodos de solução mais lentos e, eventualmente, podem não
convergir (BARRETT et al., 1994; OLIVEIRA, 1997).
Métodos de splitting, ou seja, que realizam uma decomposição de uma dada
matriz A fazendo A  C  R (onde C é não singular) podem promover uma melhor
distribuição dos autovalores da matriz de iteração C1A, de tal forma que os métodos
iterativos convergem com maior velocidade do que sem splitting. Por esta razão, a matriz
C tem sido chamada de matriz pré-condicionadora (AXELSSON, 1994).
Dado um sistema linear Ax  b, resolvemos um sistema linear equivalente
M1AN1x˜  b˜, onde x˜  Nx e b˜  M1b. Dizemos que o sistema está pré-condicionado
e que M1AN1 é a matriz pré-condicionada. Um pré-condicionador é simétrico quando
NJ  M, pois se a matriz A é simétrica então a matriz pré-condicionada M1ANJ
também deve ser simétrica. Neste caso, devido à Lei da Inércia de Sylvester2, a matriz
pré-condicionada possui o mesmo número de autovalores positivos (ou negativos) que a
matriz original. Desta forma, pré-condicionadores simétricos não podem ser usados para
transformar um sistema linear indefinido em outro definido positivo (OLIVEIRA, 1997).
A tarefa de encontrar um pré-condicionador efetivo pode ser bastante com-
plicada, devido às suas características desejáveis. Como queremos transformar o sistema
linear originalmente mal condicionado em outro bem condicionado, idealmente a matriz
2 A Lei da Inércia de Sylvester pode ser encontrada em Golub e Van Loan (2013, p. 448).
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pré-condicionada M1AN1 deve ser mais próxima da matriz identidade que a matriz
A, no sentido que seu número de condição deve ser mais próximo de 1 do que a matriz
A. Podemos, ainda, considerar o objetivo de tornar os autovalores da matriz mais pró-
ximos de 1, o que melhora o espectro da matriz e acelera a convergência dos métodos
iterativos. Além disso, os pré-condicionadores M e N devem ser tais que os sistemas
lineares que os envolvem sejam mais fáceis de resolver. Contudo, a economia no número
de iterações é superada pela despesa na resolução de sistemas lineares. Por conta disso,
os pré-condicionadores, geralmente, são matrizes diagonais em blocos ou triangulares
em blocos. Por todas estas questões levantadas aqui, pré-condicionadores são altamente
dependentes do problema a ser resolvido e, desta forma, não existe uma “receita” para
construir um bom pré-condicionador (OLIVEIRA, 1997).
Diferentes classes de métodos de pré-condicionamento existem. Uma das formas
mais naturais de definir um pré-condicionador é realizar uma fatoração incompleta da
matriz A. A ideia das fatorações incompletas é rejeitar o preenchimento de certas entradas
(das matrizes que compõem os fatores obtidos da decomposição) que ocorrem em posições
fora de um padrão de esparsidade escolhido, ou que são pequenas em relação a algumas
entradas da diagonal. Quando a matriz A é simétrica e definida positiva, C pode ser
obtida de modo a ser também simétrica e definida positiva e, assim, o espectro de C1A
permanece positivo. A eficácia de um pré-condicionador vai depender de quão bem C1 se
aproxima de A1. Contudo, fatorações incompletas podem nos levar a uma aproximação
grosseira de A e fazer o método requerer mais iterações para convergir para uma solução.
Fatorações mais precisas requerem menos iterações para convergir, mas o custo para obter
tais fatores aumenta bastante. Se vários sistemas com a mesma matriz devem ser resolvidos,
o custo pode ser amortizado (AXELSSON, 1994; BARRETT et al., 1994; SAAD, 2003).
2.3 Propriedades do sistema aumentado
Para os resultados que serão discutidos nesta seção e nas seções seguintes
deste capítulo, consideraremos as matrizes A P MmnpRq com n ¡ m, postopAq  m e
D PMnpRq uma matriz diagonal com dii ¡ 0, i  1,    , n.
Lema 2.2. A matriz AD1AJ é definida positiva.
Demonstração. Como dii ¡ 0, temos que d1ii ¡ 0, o que implica que D e D1 são definidas
positivas. Seja u P Rm um vetor não nulo. Como postopAq  m, segue que AJu  0. Logo,
temos que uJAD1AJu  pAJuqD1pAJuq ¡ 0. Assim, AD1AJ é definida positiva.
Lema 2.3. A matriz AD1AJ   E é definida positiva, onde E PMmpRq é uma matriz
diagonal com eii ¥ 0, i  1,    ,m.
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Demonstração. Seja u P Rm um vetor não nulo. Usando o Lema 2.2 e a definição da matriz
E, segue que uJpAD1AJ   Equ  uJAD1AJu   uJEu ¡ 0. Assim, AD1AJ   E é
definida positiva.
Proposição 2.2. A matriz 
D AJ
A 0
ff
(2.2)
é não singular e indefinida.
Demonstração. Considere x P Rn, y P Rm e o sistema homogêneo abaixo
D AJ
A 0
ff
x
y
ff


0
0
ff
ñ
#
AJy Dx  0
Ax  0
Temos que x  D1AJy. Substituindo na segunda equação, obtemos AD1AJy  0, que,
pelo Lema 2.2, tem solução única y  0. Daí, tem-se que x  0, ou seja, matriz (2.2) é
não singular. Agora, usando a relação
In 0
AD1 Im
ff
D 0
0 AD1AJ
ff
In D1AJ
0 Im
ff


D AJ
A 0
ff
e a Lei da Inércia de Sylvester, segue que as matrizes
D 0
0 AD1AJ
ff
e

D AJ
A 0
ff
possuem a mesma inércia, isto é, possuemm autovalores positivos e n autovalores negativos.
Portanto, a matriz (2.2) é indefinida.
Proposição 2.3. A matriz 
D AJ
A E
ff
(2.3)
é não singular e indefinida, onde E P MmpRq é uma matriz diagonal com eii ¥ 0,
i  1,    ,m.
Demonstração. Considere x P Rn, y P Rm e o sistema homogêneo abaixo
D AJ
A E
ff
x
y
ff


0
0
ff
ñ
#
AJy Dx  0
Ax  Ey  0
Temos que x  D1AJy. Substituindo na segunda equação, obtemos AD1AJy Ey  0,
ou seja, pAD1AJ  Eqy  0, que, pelo Lema 2.3, tem solução única y  0. Daí, tem-se
que x  0, ou seja, matriz (2.3) é não singular. Agora, usando a relação
In 0
AD1 Im
ff
D 0
0 AD1AJ   E
ff
In D1AJ
0 Im
ff


D AJ
A E
ff
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e a Lei da Inércia de Sylvester, segue que as matrizes
D 0
0 AD1AJ   E
ff
e

D AJ
A 0
ff
possuem a mesma inércia, isto é, possuemm autovalores positivos e n autovalores negativos.
Portanto, a matriz (2.3) é indefinida.
Proposição 2.4. A inversa da matriz (2.2) é dada por
D AJ
A 0
ff1


D1  D1AJZ1AD1 D1AJZ1
Z1AD1 Z1
ff
, (2.4)
onde Z  AD1AJ é o Complemento de Schur de D em (2.2).
Demonstração. Da Proposição 2.2, a matriz (2.2) é não singular. Logo, basta aplicar a
Proposição 2.1.
Proposição 2.5. A inversa da matriz (2.3) é dada por
D AJ
A E
ff1


D1  D1AJZ1AD1 D1AJZ1
Z1AD1 Z1
ff
, (2.5)
onde Z  AD1AJ   E é o Complemento de Schur de D em (2.3).
Demonstração. Da Proposição 2.3, a matriz (2.3) é não singular. Logo, basta aplicar a
Proposição 2.1.
Os resultados acima mencionados mostram que a matriz do sistema aumentado é
indefinida, não singular e possui inversa dada por (2.4) ou (2.5), a depender da complexidade
da formulação do problema de programação linear. Além disso, mostram que a matriz do
complemento de Schur é definida positiva. Na seção 2.4, exibiremos um pré-condicionador
baseado na inversa do sistema aumentado.
2.4 Pré-condicionadores no contexto do sistema aumentado e do
complemento de Schur
Uma desvantagem em usar o complemento de Schur para resolver o problema
de programação linear é que a estrutura de esparsidade inerente à matriz do sistema
aumentado é perdida, o que pode ser desvantajoso e complicado para alguns problemas.
Além disso, informações consideravelmente importantes podem ser perdidas ao realizar
a redução. Em várias implementações conhecidas de métodos iterativos, o cálculo do
complemento de Schur é necessário para construir pré-condicionadores. Contudo, nenhuma
informação é perdida ao considerarmos o sistema aumentado, que contém o complemento
de Schur em algum sentido (OLIVEIRA, 1997).
Capítulo 2. Sistema Aumentado 47
Lema 2.4. Oliveira e Sorensen (2005, p. 5). Seja
D AJ
A E
ff
não singular e D simétrica definida positiva. Então, existe um par de pré-condicionadores
M e N tais que esta matriz pode ser reduzida como
M1

D AJ
A E
ff
N1 

In 0
0 JZHJ
ff
,
onde Z é o complemento de Schur e J e H são matrizes não singulares escolhidas arbitra-
riamente (de dimensões apropriadas).
Demonstração. Como D é simétrica definida positiva, consideremos sua fatoração de
Cholesky D  LLJ. Considere, ainda
M1 

L1 0
JAD1 J
ff
e N1 

LJ D1AJHJ
0 HJ
ff
.
Então
M1

D AJ
A E
ff
N1 

In 0
0 JZHJ
ff
,
onde Z  AD1AJ   E.
Lema 2.5. Oliveira e Sorensen (2005, p. 5). Considere o sistema linear dado por
D AJ
A E
ff
∆x
∆y
ff


r1
r2
ff
,
onde E P MmpRq é uma matriz diagonal com eii ¥ 0, i  1,    ,m, e seu complemento
de Schur Z  AD1AJ   E, onde D é não singular e postopAq  m. Então, qualquer
pré-condicionador triangular em blocos
H 0
F J
ff
,
com H P MmpRq de posto completo, J P MnpRq de posto completo e F P MmnpRq com
postopFq  m, fornece um sistema pré-condicionado para JZJJ, independente de H e F.
Demonstração. Considere a classe de pré-condicionadores simétricos
H 0
F J
ff
D AJ
A E
ff
HJ FJ
0 JJ
ff


HDHJ BJ
B C
ff
,
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onde B  FDHJ JAHJ e C  FDFJ FAJJJ JAFJ JEJJ. Então, o sistema
pré-condicionado será como segue
HDHJ BJ
B C
ff
∆x˜
∆y˜
ff


Hr1
Jr2   Fr1
ff
,
onde ∆x˜  HJp∆x FJJJ∆yq e ∆y˜  JJ∆y. Eliminando ∆x˜ obtemos
JZJJ∆y˜  Jr2  AD1r1 (2.6)
que, por sua vez, não possui dependências sobre F ou H. Portanto qualquer escolha para
estas matrizes (que preserva a não singularidade) são pré-condicionadores válidos que nos
levam ao sistema (2.6).
De acordo com Oliveira e Sorensen (2005, p. 4), os resultados acima justificam
o fato de considerarmos o uso do sistema aumentado em lugar do complemento de Schur,
quando estamos interessados em desenvolver pré-condicionadores no contexto da solução
iterativa dos sistemas lineares oriundos do método de pontos interiores. Estes resultados
mostram que todo pré-condicionador para o complemento de Schur pode ser replicado
para o sistema aumentado, mas a recíproca não é verdadeira. Portanto, o sistema do
complemento de Schur pode ser visto como caso particular contido em uma classe mais
geral de pré-condicionadores para o sistema aumentado.
2.5 Uma classe de pré-condicionadores para o método de pontos
interiores
No trabalho desenvolvido por Oliveira e Sorensen (2005), uma nova classe
de pré-condicionadores foi desenvolvida e seu bom desempenho foi exibido. A seguir, as
ideias da construção de um pré-condicionador serão abordadas, bem como as propriedades
teóricas da classe desenvolvida.
2.5.1 Construção de um pré-condicionador
Iniciando com um pré-condicionador genérico, particionado em blocos, temos
M1  NJ 

F J
H K
ff
,
onde F P MnpRq, K P MmpRq e JJ,H P MmnpRq, com postopHq  m  postopJJq, de
modo a ser um pré-condicionador compatível com a matriz do sistema aumentado definida
em (1.23). O sistema aumentado pré-condicionado fica, então
M1

D AJ
A 0
ff
N1 

F J
H K
ff
D AJ
A 0
ff
FJ HJ
JJ KJ
ff
,
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ou seja, 
FDFJ   JAFJ   FAJJJ FDHJ   JAHJ   FAJKJ
HDFJ  KAFJ  HAJJJ HDHJ  KAHJ  HAJKJ
ff
. (2.7)
Observe que a matriz pré-condicionada é simétrica.
A partir deste ponto, iniciou-se um processo de decisões para construção do
pré-condicionador, de forma a evitar a formação do complemento de Schur. O bloco inferior
direito foi o guia inicial, uma vez que, para muitas escolhas de K e H, o complemento
de Schur aparece. Desta forma, escolheu-se K  0, ficando a matriz pré-condicionada do
sistema aumentado da seguinte forma
FDFJ   JAFJ   FAJJJ FDHJ   JAHJ
HDFJ  HAJJJ HDHJ
ff
.
Contudo, com a matriz pré-condicionadora da forma
F J
H 0
ff
torna-se necessário garantir que seja não singular. Em poucos passos podemos observar
que se a interseção dos espaços nulos das matrizes F e J contém um vetor não nulo,
então a matriz pré-condicionadora acima é singular. Como a matriz JJ é retangular,
n  m, postopJq  m e n ¡ m, então JJ tem espaço nulo de dimensão até n  m
(Teorema do Núcleo e Imagem). Além disso, a escolha FJ  D1AJJJ não é razoável,
pois N pFJq  N pJJq, apesar de proporcionar uma matriz pré-condicionada diagonal em
blocos. Uma alternativa de proporcionar isto sem, contudo, construir um pré-condicionar
singular é escolher JJ 
 
HAJ
1 HDFJ, que fornece uma matriz pré-condicionada como
FDFJ   JAFJ   FAJJJ 0
0 HDHJ
ff
.
A escolha da matriz H trouxe de volta a preocupação com a formação de uma
matriz como a do complemento de Schur, o que fez com que se descartassem possibilidades
como A, AD1 e variações. A escolha do autor caiu sobre H  rIm 0sP onde P PMnpRq
é uma matriz de permutação tal que HAJ é não singular. Desta forma, o bloco inferior
direito da matriz pré-condicionada fica
HDHJ  rIm 0sPDPJ

Im
0
ff
 rIm 0s

DB 0
0 DN
ff
Im
0
ff
 DB,
onde usamos que
PDPJ 

DB 0
0 DN
ff
,
Capítulo 2. Sistema Aumentado 50
com DB PMmpRq e DN PMnmpRq são matrizes diagonais.
Sendo assim, já obtemos as escolhas para K, J e H para a matriz pré-
condicionadora. Resta decidir sobre F. O autor optou por fazer F  D 12 . Obteve-se,
assim, a matriz pré-condicionada
In  D
1
2AJJJ   JAD 12 0
0 DB
ff
(2.8)
e uma matriz pré-condicionadora dada por
M1  NJ 

D 12 J
H 0
ff
,
onde J  HJD
1
2
BB1, HPJ  rIm 0s e APJ  rB Ns. O autor ainda alerta que a notação
APJ  rB Ns indica que o produto APJ forma uma partição onde a matriz B é uma
matriz não singular.
Podemos observar que o objetivo de construir um pré-condicionador que evita
a formação do complemento de Schur foi atingido ao preço de resolver sistemas lineares
com a matriz B, que deve ser obtida de A.
Conforme observa Oliveira (1997, p. 60), uma fatoração do tipo QB  LU é
tipicamente mais fácil de obter que a fatoração de Cholesky, uma vez que uma seleção das
colunas de B não causa mudança na estrutura do problema. Além disso, a fatoração de
B não depende de D, que é a única alteração na matriz do sistema aumentado de uma
iteração para outra. Mantendo a matriz P inalterada, o próximo pré-condicionador irá
requerer o cálculo de D 12 a partir de D1, ou seja, calcular n raízes quadradas.
A Proposição 2.2 mostra que a matriz do sistema aumentado possui m auto-
valores positivos e n autovalores negativos. Esta inércia deve ser preservada na matriz
pré-condicionada, conforme observamos anteriormente.
Lema 2.6. Seja A  rB Ns com B não singular e J  HJD
1
2
BB1 onde H  rIm 0s.
Então JJD 12AJ  AD 12J  Im.
Demonstração. Vemos que
JJD 12AJ  BJD
1
2
BHD
1
2AJ  AD 12HJD
1
2
BB1  AD
1
2J.
Agora, vamos mostrar que JJD 12AJ  Im.
BJD
1
2
BrI 0sD
1
2 rB NsJ 
BJD
1
2
BrD
 12
B 0srB NsJ 
BJrI 0srB NsJ  Im
Este resultado também pode ser estendido à matriz A  rB NsP.
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2.5.2 Propriedades do sistema pré-condicionado
O sistema aumentado pré-condicionado da forma como foi abordada anterior-
mente pertence a uma classe de matrizes mais genérica, que pode ser representada como
L  In  UJVJ  VU, (2.9)
onde UV  VJUJ  Im, com U,VJ PMmnpRq.
Teorema 2.1. Seja λ um autovalor de L dada por (2.9) onde U,VJ PMmnpRq. Então
|λ| ¥ 1.
Demonstração. Seja v um autovetor normalizado associado ao autovalor λ. Então
Lv  λv
L2v  λ2v
pIn UJVJ VU UJVJVU VUUJVJqv  λ2v
v   pUJVJ VUqpVUUJVJq  λ2v.
Multiplicando à direita por vJ obtemos
1  vJpUJVJ VUqpVUUJVJq  λ2
1  wJw  λ2,
onde w  pVUUJVJqv. Desta forma, obtivemos λ2 ¥ 1.
Pelo teorema acima, podemos ver que a matriz L é não singular. Além disso,
ela não possui autovalores na vizinhança de zero, propriedade desejável para que muitos
métodos iterativos apresentem bom desempenho.
Outro fato importante é que, comoRpVUq  RpVq, UV  Im e pVUq2  VU,
segue que VU é uma projeção sobre RpVq.
Teorema 2.2. A matriz L em (2.9) onde U,VJ PMmnpRq possui ao menos um autovalor
λ tal que |λ|  1.
Demonstração. Consideremos 3 casos, a saber:
1. n ¡ 2m. Como L In  UJVJ VU, segue que postopL Inq  postopUJVJ VUq.
Além disso, postopUJVJ VUq ¤ postopUJVJq postopVUq e temos de UV  Im
que postopUq  m  postopVJq. Assim, postopUJVJq  m  postopVUq. Logo,
obtemos postopUJVJ  VUq ¤ 2m   n. Ou seja, postopL  Inq   n e concluímos
que L  In é singular. Sendo L  In  UJVJ  VU singular, então pL  Inq tem ao
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menos um autovalor nulo. Tendo L   In um autovalor nulo, segue que L tem um
autovalor λ  1.
2. n   2m. Como U,VJ P MmnpRq segue que UJ e V são transformações lineares
UJ,V : Rm ÝÑ Rn. Daí, temos que RpUJq  Rn e RpVq  Rn, ou seja, temos
RpUJq YRpVq  Rn e, assim, dimpRpUJq  RpVqq ¤ n. Adicionalmente, temos
postopUJq  postopVq  m, daí
dimpRpUJq XRpVqq  dimpRpUJqq   dimpRpVqq  dimpRpUJq  RpVqq
 m m dimpRpUJq  RpVqq
¥ 2m n ¡ 0,
uma vez que n   2m. Então, existe um vetor v  0 P pRpUJq X RpVqq. Como
v P RpUJq, segue que UJVJv  v, já que UJVJ é uma projeção. Analogamente,
VUv  v. Portanto, Lv  pIn   UJVJ   VUqv  v   v   v  v, ou seja, v é
um autovetor de L associado ao autovalor λ  1.
3. n  2m. Do caso anterior temos que, se RpUJq X RpVq  0, então existe um
autovalor λ  1. Assumindo que RpUJq XRpVq  0, segue que existe um autovetor
v tal que vRpUJq  0 ou vRpVq  0. Sem perda de generalidade, vRpUJq  0. Então,
v P N pUJq e existe um autopar pθ  λ  1, vq onde VUv  θv. Daí, λ  0 ou λ  1,
uma vez que VU é um projetor. Contudo, do Teorema 2.1, concluímos que λ  1.
Desta forma fica demonstrado o teorema.
Segue do teorema acima que o número de condição κ2pLq, com L definida em
(2.9), é dado por λmaxpLq maxt|λi|; λi autovalor de Lu.
2.5.3 Redução a sistemas definidos positivos
Consideremos a matriz pré-condicionada do sistema aumentado, dada em (2.8),
e seja W  In  D
1
2AJJJ   JAD 12 o bloco superior esquerdo, onde J  HJD
1
2
BB1,
H  rIm 0sP e A  rB NsP. Oliveira e Sorensen (2005, p. 9) afirmam que é possível
explorar a estrutura do problema realizando uma redução para um sistema definido
positivo. O argumento se baseia na expansão da equação W  In D
1
2AJJJ JAD 12 .
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Realizando as devidas substituições, temos
W  In  D
1
2AJJJ   JAD 12 
 In  D
1
2AJBJD
1
2
BrIm 0sP PJ

Im
0
ff
D
1
2
BB1AD
1
2 
 In  D
1
2PJ

BJ
NJ
ff
BJD
1
2
BrIm 0sP PJ

Im
0
ff
D
1
2
BB1rB NsPD
1
2 
 In  D
1
2PJ

Im
NJBJ
ff
rD
1
2
B 0sP PJ

D
1
2
B
0
ff
rIm B1NsPD
1
2 
 In  D
1
2PJ

D
1
2
B 0
NJBJD
1
2
B 0
ff
P PJ

D
1
2
B D
1
2
BB1N
0 0
ff
PD 12 .
A última expressão acima ainda pode ser reescrita como
PJP PJ

D
1
2
B 0
0 D
1
2
N
ff
D
1
2
B 0
NJBJD
1
2
B 0
ff
P PJ

D
1
2
B D
1
2
BB
1N
0 0
ff
D
1
2
B 0
0 D
1
2
N
ff
P,
onde foi usado que P é uma matriz de permutação pPJP  Inq. Continuando, podemos
fazer
PJ

In  

 D 12B 0
0 D
1
2
N
fi
fl

 D 12B 0
NJBJD
1
2
B 0
fi
fl 

D
1
2
B D
1
2
BB1N
0 0
ff D 12B 0
0 D
1
2
N
fi
fl

P
obtendo, desta última
PJ

In  

Im 0
D
1
2
N NJBJD
1
2
B 0
ff
 

Im D
1
2
BB1ND
 12
N
0 0
ff
P
chegando, finalmente, no sistema
PJ

Im D
1
2
BB1ND
 12
N
D
1
2
N NJBJD
1
2
B Inm
ff
P  W. (2.10)
Desta forma, o problema pode ser reduzido a resolver um sistema linear definido
positivo envolvendo uma das seguintes matrizes:
Im   D
1
2
BB1ND1N NJBJD
1
2
B (2.11a)
Inm   D
 12
N NJBJDBB1ND
 12
N . (2.11b)
Se denotarmos F  D
1
2
N NJBJD
1
2
B, então podemos reescrever a matriz (2.11a)
como Im   FJF, a matriz (2.11b) como Inm   FFJ, fazendo com que a matriz (2.10) se
torne 
Im FJ
F Inm
ff
.
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Teorema 2.3. As matrizes (2.11a) e (2.11b) são definidas positivas e seus autovalores
são maiores ou iguais a 1.
Demonstração. Seja v um autovetor normalizado associado ao autovalor λ, pλ, vq autopar
de Inm   FFJ. Então
pInm   FFJqv  λv
vJpv   FFJvq  λvJv
1  uJu  λ,
onde u  FJv. Então λ ¥ 1. Analogamente, seja w um autovetor normalizado associado
ao autovalor θ, pθ, wq autopar de Im   FJF. Então
pIm   FJFqw  θw
wJpw   FJFwq  θwJw
1  sJs  θ,
onde s  Fw. então θ ¥ 1.
Observa-se que as matrizes (2.11a) e (2.11b) têm o mesmo conjunto de autova-
lores, com exceção dos autovalores extras iguais a um da matriz de maior dimensão. Os
resultados acima, juntamente com o Corolário 11.3.2 de Golub e Van Loan (2013, p. 630),
mostram que o método dos gradientes conjugados converge em até mintm,n mu   1
iterações. Apesar da pouca diferença de desempenho entre ambas as matrizes, neste
trabalho estamos interessados em abordar a matriz (2.11b).
Teorema 2.4. Considere o seguinte problema de autovalor
Im FJ
F Inm
ff
u
v
ff
 λ

u
v
ff
.
Então, pθ, uq é um autopar de Im   FJF e pθ, vq é um autopar de Inm   FFJ, onde
θ  λ2.
Demonstração. Notemos que
Im FJ
F Inm
ff
Im FJ
F Inm
ff


Im   FJF 0
0 Inm   FFJ
ff
.
Então 
Im   FJF 0
0 Inm   FFJ
ff
u
v
ff
 λ2

u
v
ff
.
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De (2.10) obtemos
pPWPJq1 

Im  FJTF FJT
TF T
ff
,
onde T  pInm   FFJq1. Segue, então, que o menor autovalor de W1 é
|λ|2 
 u FJTFu  FJTvTFu FJTv
 ,
onde }uJvJ}  1. Perto de uma solução, as últimas n m entradas de D são grandes.
Então, para uma escolha adequada das colunas de B obtemos entradas da diagonal de
DB e de D1N pequenas (quando próximo de uma solução). Assim, F  D
 12
N N˜JD
1
2
B (com
N˜  B1N) se aproxima da matriz nula, T se aproxima da matriz identidade e tanto
κ2pWq quanto o maior autovalor de W se aproximam de 1 (OLIVEIRA; SORENSEN,
2005).
2.5.4 Escolhendo o conjunto de colunas
Do Teorema 1.4 e do Teorema 1.5, podemos concluir que, em uma solução
ótima, somente um de xi e si é zero, para i  1,    , n. O conjunto de índices t1, 2,    , nu
pode, então, ser particionado em dois conjuntos disjuntos, a saber
B  ti P t1, 2,    , nu;xi ¡ 0u N  ti P t1, 2,    , nu; si ¡ 0u .
Desta forma e considerando não degenerescência, se i P B em uma solução ótima, então
xi Ñ x
 ¡ 0 e si Ñ 0, fazendo com que a entrada di correspondente seja tal que di Ñ 0.
Analogamente, se i P N então xi Ñ 0 e si Ñ s ¡ 0, fazendo com que a entrada di
correspondente seja tal que di Ñ 8. Resumindo, temos
di Ñ
#
0, se i P B
8, se i P N e d
1
i Ñ
#
8, se i P B
0, se i P N .
Particionando
D 

DB 0
0 DN
ff
,
podemos concluir que DB  0 e DN  8, tal como D1B  8 e D1N  0. Estas
propriedades são responsáveis pelo mal condicionamento dos sistemas (1.23) e (1.24).
Uma vez escolhido o conjunto de colunas de A que formam B, considera-se a partição
A  rB Ns e usamos a notação DB e DN para representar DB e DN , respectivamente.
(AL-JEIROUDI; GONDZIO; HALL, 2008).
Castro e Oliveira (2015, p. 2931) mostra que podemos obter um limitante
superior para os autovalores de Im   FJF e de Inm   FFJ. Do Teorema 2.3 temos
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que 1   sJs  θ, onde s  Fw e pθ, wq é um autopar de Im   FJF. Então, dado que
sJs  }Fw}2 ¤ ~F~2}w}2 e que }w}2  1, obtemos
θ  1  sJs  1  }Fw}22 ¤ 1  ~F~22.
Ainda pelo Teorema 2.3, temos que 1  uJu  λ, onde u  FJv e pλ, vq é um autopar de
Inm   FFJ. Então, dado que uJu  }FJv}2 ¤ ~FJ~2}v}2 e que }v}2  1, obtemos
λ  1  uJu  1  }FJv}22 ¤ 1  ~FJ~22.
Conforme mencionado por Oliveira e Sorensen (2005, p. 11), uma escolha
adequada do conjunto de colunas de A que formam B faz com que o pré-condicionador
apresentado tenha melhor desempenho nas iterações finais do método de pontos interiores.
Pela abordagem anterior, tal escolha pode ser feita minimizando ~F~2 ou ~FJ~2, onde
F  D
1
2
N NJBJD
1
2
B.
Por outro lado, como FFJ é simétrica, pelo Teorema Espectral para Matrizes
Reais Simétricas3 existem uma matriz ortogonal U, formada pelos autovetores de FFJ,
e uma matriz diagonal E, formada pelos autovalores de FFJ, tais que FFJ  UEUJ.
Assim, vemos que
~FJ~22  γm ¤ trpEq  trpUEUJq  trpFFJq  ~FJ~2F ,
onde γm é o maior autovalor de FFJ. Ou seja, temos que ~FJ~2 ¤ ~FJ~F . A norma de
Frobenius de uma matriz X PMnpRq pode ser escrita como ~X~2F 
n¸
j1
}Xj}22, onde Xj
é a coluna j de X.
Proposição 2.6. Castro e Oliveira (2015, p. 2932). Considere F  D
1
2
N NJBJD
1
2
B. Se
a matriz B for composta pelas primeiras m colunas Aj de A linearmente independentes,
tais que j corresponde aos maiores valores de }Ajd
1
2
j }2, então ~FJ~F é minimizada.
Demonstração. Como ~FJ~F ¤ ~D
1
2
BB1~F~ND
 12
N ~F , segue que precisamos minimi-
zar ~D
1
2
BB1~F e ~ND
 12
N ~F . Para o problema de minimizar ~D
1
2
BB1~F , dado que
~BD
1
2
B ~F ¥
1
~D
1
2
BB1~F
podemos concluir que maximizando ~BD
1
2
B ~F estaremos a
minimizar ~D
1
2
BB1~F . Agora, como AD
1
2 

BD
1
2
B ND
 12
N

e pela definição da norma
de Frobenius dada acima, segue que maximizar ~BD
1
2
B ~F é o mesmo que escolher as
colunas de AD 12 de maior norma-2 e que minimizar ~ND
1
2
N ~F é o mesmo que escolher
as colunas de AD 12 de menor norma-2. Assim, B deve ser composta pelas m colunas line-
armente independentes de AD 12 de maior norma-2. O fato de AD 12 

BD
1
2
B ND
 12
N

diz que maximizar ~BD
1
2
B ~F e minimizar ~ND
 12
N ~F são condições equivalentes.
3 O Teorema Espectral para Matrizes Reais Simétricas pode ser encontrado em Watkins (2010, p. 341).
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A heurística descrita pela Proposição 2.6 foi implementada no trabalho de
Velazco, Oliveira e Campos (2010). Apesar de ser uma heurística relativamente barata de
calcular, seus resultados não foram satisfatórios. No mesmo trabalho, a heurística de escolher
sobre as colunas de AD1 se mostrou mais promissora nos resultados computacionais
dos problemas comparados e, atualmente, esta é a heurística que está implementada. Tal
escolha tende a produzir matrizes com melhor número de condição quando o método de
pontos interiores se aproxima de uma solução.
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3 Aspectos Práticos
Para realizar os testes computacionais, optou-se por utilizar uma versão modi-
ficada do solver PCx, proposta por Velazco, Oliveira e Campos (2010).
Figura 2 – Técnicas adotadas pela versão original do solver PCx
PCx
original
Pré-
processa-
mento
Ponto
Inicial
Critério
de Parada
Álgebra
Linear
Equações
Normais
Cholesky
Algoritmo
Mehrotra
Formulação
do pro-
blema
Correções
Alta
Ordem
Técnica
Scaling
Produzida pelo autor.
A versão original do PCx contém uma implementação do método Preditor-
Corretor de Mehrotra, descrito no Algoritmo 3. Conforme explicam Czyzyk et al. (1997,
p. 8), o PCx implementa um algoritmo para fatoração de Cholesky esparsa na decomposição
da matriz de coeficientes do sistema do complemento de Schur (1.24). Esta versão incorpora,
ainda, uma estratégia de múltiplas correções de centralidade proposta por Gondzio (1996).
Czyzyk et al. (1997, p. 6) explicam que, nesta estratégia, são configurados diferentes
vetores para o lado direito do sistema oriundo da aplicação do método de Newton nas
condições de otimalidade do problema para resolver diferentes sistemas lineares, obtendo
direções de centragem/corretoras adicionais. Outras técnicas também são adotadas, como
scaling e pré-processamento, além de critérios de parada e da estratégia desenvolvida
por Mehrotra (1992, p. 589) para cálculo do ponto inicial. A Figura 2 ilustra as técnicas
adotadas pela versão original, que serão abordadas brevemente neste capítulo.
Na versão modificada do PCx, está implementada uma versão híbrida de
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Figura 3 – Técnicas adotadas pela versão modificada do solver PCx, obtida pelo autor
PCx
modificado
Pré-
processa-
mento
Fatoração
LU
Ponto
Inicial
Critério
de Parada
Álgebra
Linear
Equações
Normais
Separador
FCC
Algoritmo
Mehrotra
Formulação
do pro-
blema
Técnica
Scaling
Produzida pelo autor.
pré-condicionamento para a matriz (1.24) e um algoritmo de Gradientes Conjugados Pré-
condicionado1 para obter a solução dos sistemas lineares. Assumindo a existência de duas
fases durante as iterações do método de pontos interiores, a versão modificada constrói,
durante a primeira fase, o pré-condicionador da Fatoração Controlada de Cholesky (FCC)
para a matriz de (1.24) (um pré-condicionador baseado em uma fatoração incompleta de
Cholesky), enquanto que, na segunda fase, o pré-condicionador separador (descrito na
seção 2.5) é utilizado. Nesta versão, as múltiplas correções de alta ordem estão desativadas
e um procedimento que identifica linhas redundantes, baseado na fatoração LU, está
incorporado à etapa de pré-processamento. A Figura 3 ilustra as técnicas adotadas por
esta versão.
A versão adotada pelo autor para implementação das propostas desta disserta-
ção difere da versão proposta por Velazco, Oliveira e Campos (2010) apenas na solução dos
sistemas lineares. Na fase 1, os sistemas são resolvidos utilizando o pré-condicionador da
Fatoração Controlada de Cholesky no sistema de equações normais, enquanto que a fase 2
resolve os sistemas lineares usando o pré-condicionador separador no sistema aumentado.
A figura Figura 4 apresenta um resumo das técnicas adotadas pela versão implementada
do PCx (abreviamos “equações normais” para E.N. e “sistema aumentado” para S.A.).
1 O método de Gradientes Conjugados Pré-condicionado está descrito no Apêndice B.
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Neste capítulo, serão abordadas algumas considerações sobre a estratégia híbrida
de pré-condicionamento, bem como sobre aspectos práticos associados à implementação
de códigos computacionais em programação linear.
Figura 4 – Técnicas adotadas pelo solver PCx na versão implementada pelo autor
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3.1 Fatoração Incompleta de Cholesky
Qualquer matriz A P MnpRq, simétrica definida positiva, pode ser fatorada
como A  LLJ, onde L é uma matriz triangular inferior com entradas positivas na
diagonal principal. Esta é a fatoração de Cholesky de A. Se A é esparsa, L pode ser
muito menos esparsa que A. Podemos obter uma aproximação para a fatoração de A
impondo que o novo fator L˜ apresente algum padrão de esparsidade P semelhante ao
padrão de esparsidade de A. Tal fatoração aproximada é chamada fatoração incompleta de
Cholesky. A matriz C  L˜L˜J pode ser usada como pré-condicionador em algum método
iterativo, como o dos Gradientes Conjugados descrito em Golub e Van Loan (2013, p. 651)
(GREENBAUM, 1997).
Os resultados apresentados a seguir garantem a existência da fatoração incom-
pleta de Cholesky, uma vez definido o padrão de esparsidade P . Para tanto, definimos o
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conjunto
PnpAq tpi, jq; i  j, 1 ¤ i ¤ n, 1 ¤ j ¤ nu,
onde n é a dimensão da matriz A. Note que o conjunto PnpAq contém todos os pares de
índices de entradas que estão fora da diagonal principal de A.
Definição 3.1. Uma matriz A PMnpRq é dita ser uma M-matriz se satisfaz as seguintes
propriedades:
1. ai,i ¡ 0 para i  1    , n.
2. ai,j ¤ 0 para i  j, i, j  1    , n.
3. A é não singular.
4. A1 ¥ 0.
A última propriedade da definição acima indica que a1i,j ¥ 0 para i, j  1,    , n.
Definição 3.2. Para matrizes A,C,R PMnpRq, A  CR é um splitting regular da
matriz A se C é não singular, C1 ¥ 0 e R ¥ 0.
Teorema 3.1. Se A PMnpRq é uma M-matriz, então para todo P  PnpAq existem uma
matriz L triangular inferior com diagonal principal unitária, uma matriz U triangular
superior e uma matriz R, onde
li,j  0 se pi, jq P P ,
ui,j  0 se pi, jq P P ,
ri,j  0 se pi, jq R P ,
tais que que A  LUR é um splitting regular. Os fatores L e U são únicos.
Demonstração. Vide Meijerink e van der Vorst (1977, p. 150).
Como pode ser visto em Golub e Van Loan (2013, p. 114), satisfeitas as condições
de existência, podemos fatorar a matriz A da forma A  LU, onde L é uma matriz
triangular inferior com diagonal principal unitária e U é uma matriz triangular superior. Os
fatores L e U mencionados no teorema acima são aqueles oriundos da fatoração incompleta
LU de A. Se a matriz A possui a fatoração LU, podemos escrever A  LDV onde L
é uma matriz triangular inferior com diagonal unitária, D  diagpu11,    , unnq é uma
matriz diagonal e V  D1U é uma matriz triangular superior com diagonal unitária. Se
A é simétrica, então A  LDLJ com LJ  V. Se A é simétrica e definida positiva, então
as entradas da diagonal principal de D são positivas, permitindo-nos escrever D  D 12D 12 .
Assim, A  LDLJ  LD 12D 12LJ 

LD 12
	
LD 12
	J
 GGJ, onde G  LD 12 é o fator
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de Cholesky de A. Uma M-matriz simétrica é uma matriz positiva definida, e neste caso a
chamamos de matriz de Stieltjes (HACKBUSCH, 1994; GREENBAUM, 1997; WATKINS,
2010).
Teorema 3.2. Se A P MnpRq é uma M-matriz simétrica, então para cada P  PnpAq
com a propriedade que pi, jq P P implica pj, iq P P existem uma única matriz triangular
inferior L˜ e uma matriz não negativa R com
l˜i,j  0 se pi, jq P P ,
ri,j  0 se pi, jq R P ,
tais que A  L˜L˜J R é um splitting regular.
O Teorema 3.2 mostra que condições devem ser satisfeitas para que a fatoração
incompleta de Cholesky exista. Sua demonstração possui relação com a existência da
fatoração incompleta LU de A, conforme observa Meijerink e van der Vorst (1977, p. 151).
A maioria dos métodos iterativos é baseada na seguinte ideia: dado o sistema
linear Ax  b, se C é não singular, então A  CR é um splitting de A e associado a
ele está o método iterativo
Cxpk 1q  pCAqxpkq   b  Rxpkq   b
ou
xpk 1q  xpkq  C1pbAxpkqq  xpkq  ∆xpkq,
e resolvemos, a cada iteração,
C∆xpkq  xpk 1q  bAxpkq.
Teorema 3.3. Se A, L˜ e R são definidas como no Teorema 3.2, então o método iterativo
L˜L˜Jxpk 1q  Rxpkq   b
irá convergir para a solução de Ax  b, para qualquer escolha de xp0q.
Demonstração. Vide Varga (1962, p. 89).
3.1.1 Fatoração Controlada de Cholesky
O pré-condicionador da Fatoração Controlada de Cholesky (FCC) foi desenvol-
vido para resolver sistemas lineares definidos positivos e usado com sucesso na solução de
sistemas lineares oriundos de equações diferenciais parciais com dependência de tempo
(CAMPOS FILHO, 1995).
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Considere uma matriz simétrica e definida positiva, digamos A PMnpRq, e seja
A  LLJ  L˜L˜J  R,
sendo L PMnpRq o fator completo de Cholesky de A, L˜ PMnpRq o fator incompleto de
Cholesky da mesma matriz A e R PMnpRq o resíduo da fatoração incompleta. Usando L˜
como pré-condicionador para a matriz A podemos escrever
L˜1AL˜J  L˜1LLJL˜J  pL˜1LqpL˜1LqJ. (3.1)
Definindo E  L L˜, podemos reescrever a última expressão de (3.1) como
pL˜1LqpL˜1LqJ  pIn   L˜1EqpIn   L˜1EqJ.
Podemos observar que, à medida em que a matriz L˜ se aproxima da matriz L, então
a matriz E se aproxima da matriz 0 e a matriz L˜1AL˜J se aproxima da matriz In
(CAMPOS FILHO, 1995).
Uma vez que o número de iterações do método de Gradientes Conjugados possui
relação com a norma da matriz R  LEJ   EL˜J  LLJ  L˜L˜J, a FCC tem como base
a minimização da norma de Frobenius da matriz E (se ~E~F ÝÑ 0 então ~R~F ÝÑ 0).
Para tanto, considera-se o problema
min~E~2F 
n¸
j1
cj onde cj 
n¸
i1
|lij  l˜ij|
2, (3.2)
com lij e l˜ij representando o ij-ésimo elemento das matrizes L e L˜, respectivamente.
Divide-se, ainda, cj como
cj 
mj η¸
k1
|likj  l˜ikj|
2  
n¸
kmj η 1
|likj|
2, (3.3)
onde mj é o número de elementos não nulos abaixo da diagonal na j-ésima coluna da
matriz A, η é o número extra de elementos não nulos permitido por coluna e n é a ordem
da matriz. Aqui, os mj   η elementos não nulos da j-ésima coluna de L˜ estão no primeiro
somatório, enquanto que os elementos do fator completo L que não estão em L˜ aparecem
no segundo somatório. Feitas estas considerações, a seguinte estratégia é utilizada para
resolver o problema (3.2):
1. Aumentando o valor do parâmetro η, permitindo maior preenchimento, cj decrescerá;
2. Escolhendo os maiores mj   η elementos de L˜ (em valor absoluto) para um η fixo,
agrupamos os maiores elementos no primeiro somatório e os menores no segundo,
construindo um fator L˜ ótimo para uma determinada quantidade de armazenamento.
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Como a matriz L˜ é construída por colunas, ela precisa apenas da j-ésima coluna de A
por vez, obtendo uma melhor aproximação para o fator completo com a quantidade de
memória disponível. As principais características do pré-condicionador FCC podem ser
encontradas no trabalho de Campos e Birkett (1998, p. 129) e estão resumidas a seguir:
1. Escolha das entradas por valor, o que nos permite trabalhar com as maiores, em
valor absoluto;
2. Armazenamento previsível;
3. Incremento exponencial para evitar falhas na fatoração incompleta;
4. Versatilidade: o número de entradas não nulas por coluna pode variar de 1 a m.
3.2 Mudança de Fases
A versão modificada do PCx, que foi considerada neste trabalho, possui uma
implementação de um pré-condicionador híbrido proposta por Bocanegra, Campos e
Oliveira (2007, p. 153). Nesta versão, considera-se a existência de duas fases no decorrer das
operações do método Preditor-Corretor de Mehrotra. Ambas as fases foram desenvolvidas
orientadas para solução dos sistemas lineares do método de Mehrotra a partir do método
de Gradientes Conjugados Pré-condicionado. Sendo assim, foi considerada a matriz L˜,
obtida do procedimento da FCC, como matriz pré-condicionadora para a fase 1, enquanto
que o pré-condicionador separador, descrito na seção 2.5, foi considerado para a fase 2.
Velazco, Oliveira e Campos (2010, p. 327) propuseram a seguinte heurística
para a mudança de fases: atualiza-se o parâmetro η da FCC fazendo η ÐÝ η   10 sempre
que a quantidade de iterações necessárias para a convergência do método de Gradientes
Conjugados Pré-condicionado ultrapassar o valor m{6, onde m é a dimensão da matriz
de coeficientes do sistema do complemento de Schur (1.24). Velazco, Oliveira e Campos
(2010, p. 327) mostraram resultados numéricos que comprovam a eficácia da heurística
apresentada, comparada com a heurística apresentada inicialmente por Bocanegra, Campos
e Oliveira (2007, p. 157).
3.3 Considerações sobre o algoritmo utilizado
Nesta seção, abordaremos as questões práticas de implementação de códigos
computacionais que resolvem problemas de programação linear. Dada uma formulação
padrão como entrada do algoritmo, realiza-se uma etapa de pré-processamento a fim de
retirar informações “inúteis” contidas na formulação padrão. A escolha do ponto inicial
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pode afetar na velocidade de convergência do algoritmo, que deve ter parâmetros pré-
configurados como critério de parada para aceitar uma solução como suficientemente
boa.
3.3.1 Formulação adotada
Conforme descrito por Czyzyk et al. (1997, p. 2), o PCx processa os dados
recebidos da modelagem do problema de programação linear de forma a obter uma
formulação mais simples. Inicialmente, o solver obtém a seguinte formulação
min cJx
s. a Ax  b
0 ¤ xi i P I
0 ¤ xi ¤ ui i P B
xi livre i P L,
(3.4)
onde IYBYS é uma partição do conjunto de índices t1, 2,    , nu em variáveis “normais”,
“limitadas superiormente” e “livres”, respectivamente.
Posteriormente, para evitar o uso de variáveis livres, o solver faz xi  x i  xi
para todo i P L, obtendo, finalmente, a formulação
min cJx
s. a Ax  b
0 ¤ xi i P I¯
0 ¤ xi ¤ ui i P B,
(3.5)
onde I¯  t1, 2,    , nuzB. A formulação (3.5) pode ser reescrita como
min cJx
s. a Ax  b
Ex ¤ u
x ¥ 0,
(3.6)
onde E PM|B|npRq é uma matriz retangular que contém linhas da matriz identidade de
ordem n. Como feito no Capítulo 1, podemos escrever o dual de (3.6) como
max bJy  uJt
s. a AJy  EJt  Ins  c
pt, sq ¥ 0.
(3.7)
Adicionando uma variável de folga à formulação (pondo xi  vi  ui, i P B), as
condições de otimalidade passam a satisfazer factibilidade primal pAx  bq, factibilidade
dual pAJy  ti   si  ci, i P B e AJy   si  ci, i P I¯q e a relação de complementaridade
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pxisi , i P t1, 2,    , nu e viti  0, i P B¯q. Logo, o sistema não linear que representa estas
condições fica 
Ax b
AJy  EJt  Ins Inc
Ex  I|B|v  I|B|u
XSe
VTe
fiffiffiffiffiffiffifl  0. (3.8)
As equações de passo para (3.8), que resultam da aplicação do método de
Newton, ficam 
A 0 0 0 0
0 AJ In 0 EJ
E 0 0 I|B| 0
S 0 X 0 0
0 0 0 T V
fiffiffiffiffiffiffifl

∆x
∆y
∆s
∆v
∆t
fiffiffiffiffiffiffifl 

rp
rd
ru
rxs
rvt
fiffiffiffiffiffiffifl , (3.9)
onde os resíduos são definidos por
rp  bAx,
rd  c  EJtAJy  s,
ru  u Ex v,
rxs  µeXSe,
rvt  µeVTe.
O sistema aumentado para este caso fica sendo
D AJ
A 0
ff
∆x
∆y
ff


r
rp
ff
, (3.10)
com D  pXq1S   EJV1TE e r  rd   EJV1rvt  X1rxs  EJV1Tru. Para o
complemento de Schur, temos
AD1AJ∆y  AD1r   rp. (3.11)
A medida de dualidade para este modelo é dada por
µ 
xJs  vtt
n  |B| . (3.12)
Após uma solução ser encontrada, o PCx reverte as transformações realizadas
(que originaram das formulações (3.4) e (3.5)) e exprime a solução nos termos da formulação
original.
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3.3.2 A técnica de pré-processamento
As técnicas de pré-processamento estão presentes em praticamente todas as
implementações de programação linear e objetivam manipular as informações do problema
a fim de reduzir seu tamanho original, evitar informações redundantes e estruturas que
não necessitam de tratamentos e/ou algoritmos sofisticados. O PCx realiza as seguintes
tarefas:
1. Infactibilidade – para as variáveis limitadas, verifica que cada limite superior é não
negativo; verifica que linhas nulas de A possuem zeros correspondentes no lado
direito (vetor b);
2. Linhas Vazias – linhas nulas com correspondentes zeros no vetor b são removidas;
3. Linhas Duplicadas – linhas da matriz A (juntamente com o correspondente valor no
vetor b) múltiplas de outras, são removidas da formulação;
4. Colunas Duplicadas – quando colunas de A são múltiplas (e as variáveis correspon-
dentes não são limitadas nem livres), tais colunas são combinadas. Neste caso, as
variáveis primais correspondentes às colunas resultantes da combinação podem ser
“livres” ou “normais” (dependendo se as colunas são múltiplos positivos ou negativos
de cada outra), mas não limitadas;
5. Colunas Vazias – a variável correspondente é fixada em um de seus limites (inferior
ou superior), dependendo do sinal do correspondente coeficiente em c. Caso o limite
não exista, é declarado que o problema primal é ilimitado;
6. Variáveis Fixas – variáveis cujos limites superior e inferior são iguais são fixadas e,
então, retiradas da formulação;
7. Linhas Únicas – linhas que possuem uma única entrada não nula não necessitam de
tratamento sofisticado de dados: se a linha i satisfaz esta condição, faz-se xi  bi{Aij
e eliminamos a linha i (e a respectiva variável dual) da formulação;
8. Colunas Únicas – quando Aij é a única entrada não nula da coluna j de A e xj
é uma variável livre, expressamos xj em termos de outras variáveis representadas
na linha i de A e a eliminamos do problema. Mesmo se não for livre, xj pode ser
eliminada se seus limites são mais fracos do que aqueles sugeridos pelas imagens de
outros elementos representados na linha i;
9. Linhas Forçadas – tratam-se de linhas que forçam outras variáveis a assumirem
valores fixos;
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Por padrão, o pré-processamento embutido no PCx executa múltiplos passos,
tratando os dados iniciais do problema realizando as tarefas acima até que uma iteração do
pré-processamento seja realizada sem que as rotinas alterem o problema. Adicionalmente,
um procedimento que verifica por linhas redundantes foi considerado. Esta técnica pode ser
muito cara, uma vez que realiza uma decomposição LU retangular. Contudo, é necessária
para aplicação de algumas estratégias consideradas para solução de sistemas lineares. Tal
procedimento só ocorre após finalizada a etapa de pré-processamento padrão do PCx
(CZYZYK et al., 1997; OLIVEIRA, 1997).
A forma escolhida por Oliveira e Sorensen (2005, p. 13) é a fatoração LU com
atualização atrasada, que trabalha com uma coluna de cada vez. Nesta versão da fatoração,
colunas linearmente dependentes são descartadas até que se obtenha colunas linearmente
independentes.
Se o procedimento obter menos do que m colunas independentes, a fatoração
é aplicada ao lado direito do problema de programação linear. Caso este último seja
linearmente independente do conjunto de colunas independentes já obtido, declaramos
infactibilidade. Caso contrário, as demais linhas de A são redundantes e podem ser
descartadas do problema (OLIVEIRA, 1997).
Várias outras técnicas de pré-processamento podem ser empregadas. O montante
de operações de pré-processamento, geralmente, não ultrapassa o de uma iteração do
método de pontos-interiores e pode representar um procedimento bastante efetivo para
reduzir o tempo e o esforço computacional na solução do problema de programação linear
(OLIVEIRA, 1997).
3.3.3 Técnica de scaling
O scaling consiste em mudar o problema para reduzir o intervalo de domínio
das entradas da matriz. A proposta da técnica é obter melhor comportamento numérico
para o solver e pode melhorar o desempenho sobre alguns problemas, assim como piorar
para outros. Existem várias técnicas propostas e a técnica utilizada é a padrão contida no
PCx, que utiliza a função objetivo ¸
Aij0
log2 |Aij|
para encontrar os fatores de scaling ηi e ξj para linhas e colunas, onde i  1, 2,    ,m e
j  1, 2,    , n, tais que a versão escalada de A (cujos elementos são Aij{ηiξj) minimizam
a função objetivo acima. O método dos gradientes conjugados se mostra muito eficaz
quando aplicado ao problema dos mínimos quadrados de encontrar os fatores i e j, e a
convergência para uma solução aproximada de precisão adequada é, geralmente, obtida
em poucas iterações (CZYZYK et al., 1997; OLIVEIRA, 1997).
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3.3.4 Escolha do ponto inicial
Wright (1997, p. 224) argumenta que boas escolhas para pontos iniciais dos
diversos métodos primais-duais devem satisfazer duas importantes condições. A primeira
delas diz respeito à centralidade do ponto quanto ao caminho central C: os pares de
produtos xp0qi s
p0q
i devem ser semelhantes. A segunda trata da conveniência da infactibilidade
apresentada pelo ponto: a razão prp0qp , rp0qd q
µp0q
de infactibilidade para a medida de dualidade não deve ser muito grande.
O ponto inicial usado pelo algoritmo PCx utiliza uma heurística que faz uso dos
pontos x˜, s˜, v˜ e t˜ de norma-2 mínima para os quais os resíduos rp, rd e ru são nulos. Esta
heurística foi proposta por Mehrotra (1992, p. 19) e é resumida como segue: primeiramente
são calculados os pontos
y˜  pAAJq1Ac,
s˜  0, 5pcAJy˜q,
t˜  s˜,
x˜ 
u
2 A
JpAAJq1pAu2  bq,
v˜  u x˜.
Em seguida, calcula-se
δ¯p  max
!
1, 5 min
i
tx˜iu,1, 5 min
i
tv˜iu, 0
)
,
δ¯d  max
!
1, 5 min
i
ts˜iu,1, 5 min
i
tt˜iu, 0
)
,
para, então, obter
δp  δ¯p   0, 5
px˜  δ¯peq
Jps˜  δ¯deq   pv˜   δ¯peq
Jpt˜  δ¯deq°n
i1ps˜i   δ¯d   t˜i   δ¯dq
,
δd  δ¯d   0, 5
px˜  δ¯peq
Jps˜  δ¯deq   pv˜   δ¯peq
Jpt˜  δ¯deq°n
i1px˜i   δ¯p   v˜i   δ¯pq
.
Finalmente, o ponto inicial é obtido fazendo
yp0q  y˜,
xp0q  x˜  δpe,
vp0q  v˜   δpe,
sp0q  s˜  δde,
tp0q  t˜  δde.
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Mehrotra (1992, p. 19) mostra a validade de sua abordagem para geração do
ponto inicial para o método, mostrando que pxp0q, sp0q, vp0q, tp0qq ¡ 0.
De acordo com o próprio autor, o procedimento não é influenciado por scaling
simples ou shifts nas variáveis. Ressalta-se que o scaling de colunas e a presença de
restrições redundantes afetam o ponto inicial proposto, com atenção especial para o scaling
de colunas, uma vez que testes computacionais exibiram um aumento do número de
iterações em 40%, enquanto que alguns problemas não tiveram mudanças significativas no
número de iterações.
O autor salienta, ainda, que a escolha das constantes 1,5 e 0,5 foi arbitrária
e que qualquer constante maior que 1 pode substituir o valor 1,5, bem como qualquer
constante maior que 0 pode substituir o valor 0,5.
3.3.5 Critério de parada
De acordo com Wright (1997, p. 225), os algoritmos dos métodos de pontos
interiores não encontram uma solução ótima exata para um problema de programação
linear, de modo que critérios de parada devem ser usados para avaliar a conveniência da
aproximação da solução apresentada pela iteração atual com o conjunto solução. A maioria
dos algoritmos utilizam informações dos resíduos e da medida de dualidade para comparar
com valores relativamente pequenos configurados previamente. Um teste típico para aceitar
o ponto px, y, sq como uma solução aproximada consiste nas seguintes condições:
}rp}
1  }b} 
}bAx}
1  }b} ¤ , (3.13a)
}rd}
1  }c} 
}cAJy  s}
1  }c} ¤ , (3.13b)
|cJx bJy|
1  |cJx| ¤ , (3.13c)
(3.13d)
onde  é um número pequeno, em geral 108. Para o caso implementado neste trabalho,
foi usado o critério de parada do PCx, que verifica
}prJp , r
J
u q}
1  }pbJ, uJq} ¤ , (3.14a)
}rd}
1  }c} ¤ , (3.14b)cJx  bJy  uJt
1  |cJx| ¤ . (3.14c)
(3.14d)
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Czyzyk et al. (1997, p.7) afirmam que o PCx utiliza uma função auxiliar definida
como
φpx, y, s, v, tq 
}prJp , r
J
u q}
maxt1, }pbJ, uJq}u  
}rd}
maxt1, }c}u  
cJx  bJy °iPBuiti
maxt1, }pbJ, uJq}, }c}u (3.15)
para avaliar as condições para declaração de estado infactível, desconhecido e subótimo
para o problema em questão.
Os pontos px, y, s, v, tq que satisfazem px, s, v, tq ¥ 0 e φ  0 são soluções
primais-duais de (3.6) e (3.7) (e vice-versa). Para problemas factíveis, φ gera uma sequência
decrescente para zero (a menos das primeiras poucas iterações, cujos valores oscilam).
Sendo assim, o PCx armazena os valores de φ em um vetor φrks de modo que suas entradas
correspondam a uma sequência decrescente à medida que k aumenta, ou seja,
φminrks  min
l1,2, ,k
φpxl, yl, sl, vl, tlq.
Por sua vez, problemas infactíveis são facilmente detectados por um aumento acentuado
nestes valores. Assim, o PCx declara um problema como infactível na iteração k se este
aumento ocorre e se
φpxk, yk, sk, vk, tkq ¥ maxt108, 105φminrksu.
Podem existir situações em que há convergência lenta ou que a melhora na
medida de dualidade µ supera a melhoria na infactibilidade primal e dual (respectivamente
}prJp , r
J
u q} e }rd}), fazendo com que µ perca a verdadeira relação com o gap entre os valores
objetivos primal e dual. Assim, o PCx encerra sua execução com o estado desconhecido.
Para isso, usa o teste de convergência
φminrk  30s ¥ 1{2 pφminrksq k ¥ 30.
É indicado um aumento na relação infactibilidade–dualidade se ocorrer rrpkqp sJ, rrpkqu sJ
1  }pbJ, uJq} ¡ , ou
rpkqd 
1  }c} ¡ ,
e adicionalmente
max
! rrpkqp sJ, rrpkqu sJ , rpkqd ) {µpkq
max
!rrp0qp sJ, rrp0qu sJ	 , rpkqd ) {µp0q ¥ 106.
Finalmente, o estado subótimo é declarado se o algoritmo excede o número
máximo de iterações sem satisfazer quaisquer das condições anteriores.
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3.4 Considerações sobre métodos iterativos
Nesta seção, apresentamos questões que devem ser consideradas para trabalhar
com a matriz In  D
1
2AJJJ   JAD 12 . Por simplicidade, consideremos L, U e V tal
como definidas para (2.9).
Uma vez que os métodos iterativos utilizam as matrizes apenas para realizar
produtos matriz-vetor e devido à estrutura da matriz L, podemos reformular o produto
w  Lx de modo a obter operações mais estáveis. Reescrevendo x  xRpVq   xN pVJq, onde
xRpVq P RpVq e xN pVJq P N pVJq, obtemos
Lx  x UJVJxRpVq  VUx
 xN pVJq  UJVJxRpVq  VUxN pVJq
De fato, uma vez que U,VJ PMmnpRq são tais que UV  Im, então VU é uma projeção
sobre RpVq. Assim, se x P RpVq, então VUx  x. Agora, como VJ  rIm 0sP seus
espaços nulo e imagem podem facilmente ser representados em um código e todo o cálculo
pode ser feito utilizando alguns índices. Com esta estratégia, n operações de ponto flutuante
são economizadas (OLIVEIRA; SORENSEN, 2005).
3.4.1 Recuperação da solução: estratégia inicial
Neste trabalho, temos como objetivo resolver o sistema (3.10) utilizando o
método de Gradientes Conjugados Pré-condicionado. Para isso, conforme exibido no
capítulo anterior, foi construído o pré-condicionador
M1 

D 12 J
H 0
ff
,
com J  HJD
1
2
BB1, HPJ  rIm 0s e APJ  rB Ns, para que possamos resolver o
seguinte sistema pré-condicionado
M1

D AJ
A 0
ff
MJMJ

∆x
∆y
ff
 M1

r
rp
ff
. (3.16)
Fazendo as alterações
MJ

∆x
∆y
ff


dx
dy
ff
e M1

r
rp
ff

 D
1
2 r  PJ

Im
0
ff
D
1
2
BB1rp
Im 0

Pr
fiffiffifl 

r1
r2
ff
, (3.17)
podemos perceber que o sistema (3.16) é equivalente ao sistema
In  D
1
2AJJJ   JAD 12 0
0 DB
ff
dx
dy
ff


r1
r2
ff
. (3.18)
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Aqui, é possível obter a solução dy do sistema acima fazendo
dy  D1B r2  D1B

Im 0

Pr. (3.19)
Para obtermos a solução dx relembremos da redução a sistemas definidos positivos que a
expressão In  D
1
2AJJJ   JAD 12 pode ser reescrita como
PJ

Im D
1
2
BB1ND
 12
N
D
1
2
N NJBJD
1
2
B Inm
ff
P,
para obtermos o seguinte sistema
PJ

Im D
1
2
BB1ND
 12
N
D
1
2
N NJBJD
1
2
B Inm
ff
Pdx  r1. (3.20)
Neste caso, resolvemos um sistema equivalente, pondo Pdx  dxˆ e Pr1  rˆ, obtendo
Im D
1
2
BB1ND
 12
N
D
1
2
N NJBJD
1
2
B Inm
ff
dxˆ1
dxˆ2
ff


rˆ1
rˆ2
ff
, (3.21)
onde os vetores dxˆ e rˆ foram apropriadamente particionados. Observe que
rˆ  Pr1  P

D 12 r  PJ

Im
0
ff
D
1
2
BB1rp
ff
 PD 12 r  

Im
0
ff
D
1
2
BB1rp 
 PD 12 r  

D
1
2
BB1rp
0
ff


rˆ1
rˆ2
ff
.
O sistema (3.21) pode ser reescrito usando a notação F  D
1
2
N NJBJD
1
2
B como
Im FJ
F Inm
ff
dxˆ1
dxˆ2
ff


rˆ1
rˆ2
ff
.
Desta forma, o sistema resultante tornou-se#
dxˆ1   FJdxˆ2  rˆ1
Fdxˆ1  dxˆ2  rˆ2
,
cujas soluções podem ser obtidas fazendo
dxˆ1  rˆ1  FJdxˆ2, (3.22)
que é usado na segunda igualdade do sistema
F
 
rˆ1  FJdxˆ2

 dxˆ2  rˆ2
Frˆ1  FFJdxˆ2  dxˆ2  rˆ2 
Inm   FFJ

dxˆ2  Frˆ1  rˆ2. (3.23)
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Agora, podemos obter dxˆ2 resolvendo o sistema (3.23) usando o método de Gradientes
Conjugados Pré-condicionado. Em seguida, substituímos o valor encontrado de dxˆ2 em
(3.22) para encontramos dxˆ1. Desta forma, teremos encontrado as soluções para o sistema
(3.21). Estas soluções juntas formam o vetor dxˆ, que por sua vez é usado na relação
Pdx  dxˆ para obtermos dx solução de (3.20). Note que obtemos dx e dy soluções de
(3.18).
Por fim, calculamos as soluções ∆x e ∆y para (3.16) substituindo os valores de
dx e dy na primeira igualdade de (3.17)
MJ

∆x
∆y
ff


dx
dy
ff
ñ

∆x
∆y
ff
 MJ

dx
dy
ff

∆x
∆y
ff


D 12 HJ
JJ 0
ff
dx
dy
ff

 D
1
2dx PJ

Im
0
ff
dy
BJD
1
2
B

Im 0

Pdx
fiffiffifl

∆x
∆y
ff

 D
1
2dx PJ

dy
0
ff
BJD
1
2
Bdxˆ1
fiffiffifl .
3.4.2 Recuperação da solução: primeira estratégia nova
Para que os testes computacionais da estratégia inicial de recuperação de solução
fornecessem resultados otimistas, fez-se necessário alterar os parâmetros de precisão de
solução inicialmente adotados pelo método de Gradientes Conjugados Pré-condicionado,
cujos valores eram 104 para a direção preditora e 108 para a corretora: foram necessários
os parâmetros 108 para a direção preditora e 1012 para a corretora. Tal instabilidade
pode ser verificada uma vez que a matriz pré-condicionada envolve cálculos com matrizes
numericamente instáveis, tais como D
1
2
N e D
 12
N . Uma alternativa elaborada para evitar
estas mudanças foi construir um novo pré-condicionador tal como aquele fornecido por
Oliveira e Sorensen (2005) tomando como base a matriz (2.11b), objetivando construir a
matriz
DN  NJBJDBB1N (3.24)
e usando a matriz (2.10), multiplicando-a à esquerda e à direita por D 12 . Desta forma, a
matriz em (2.10) fica
D 12PJ

Im D
1
2
BB1ND

1
2
N
D
1
2
N NJBJD
1
2
B Inm
ff
PD 12  PJ

DB DBB1N
NJBJDB DN
ff
P W.
(3.25)
Observe que a matriz à direita da igualdade nos fornece DN  NJBJDBB1N. Já a
matriz à esquerda da igualdade é equivalente a
D 12PJ

In  

D
1
2
B 0
0 D
1
2
N
ff
D
1
2
B 0
NJBJD
1
2
B 0
ff
 

D
1
2
B D
1
2
BB1N
0 0
ff
D
1
2
B 0
0 D
1
2
N
ff
PD 12
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que, por sua vez, equivale a
D   PJ

D
1
2
B 0
0 D
1
2
N
ff
D
1
2
B 0
0 D
1
2
N
ff
D
1
2
B 0
NJBJD
1
2
B 0
ff
D
1
2
B 0
0 D
1
2
N
ff
P 
  PJ

D
1
2
B 0
0 D
1
2
N
ff
D
1
2
B D
1
2
BB1N
0 0
ff
D
1
2
B 0
0 D
1
2
N
ff
D
1
2
B 0
0 D
1
2
N
ff
P.
A soma matricial acima pode, ainda, ser reescrita como
D PJ

DB 0
NJBJDB 0
ff
P PJ

DB DBB1N
0 0
ff
P 
 D PJ

Im
NJBJ
ff
DBrIm 0sP PJ

Im
0
ff
DBrIm B1NsP 
 D PJ

BJ
NJ
ff
BJDBrIm 0sP PJ

Im
0
ff
DBB1 rB NsP 
 D AJBJDBH HJDBB1A  W.
Sendo assim, se escolhermos
M1 

In Θ
H 0
ff
, (3.26)
onde HPJ  rIm 0s e APJ  rB Ns, obteremos o novo sistema aumentado pré-
condicionado
M1

D AJ
A 0
ff
MJ 

D AJΘJ  ΘA DHJ  ΘAHJ
HD HAJΘJ HDHJ
ff
,
onde a escolha Θ  HJDBB1 nos leva a uma matriz pré-condicionada diagonal por
blocos (tal como inicialmente obtido no trabalho de Oliveira e Sorensen (2005)).
A estratégia de recuperação de solução a partir da proposta desta subseção é
resolver o seguinte sistema linear pré-condicionado
M1

D AJ
A 0
ff
MJMJ

∆x
∆y
ff
 M1

r
rp
ff
, (3.27)
onde, com as alterações abaixo
MJ

∆x
∆y
ff


dx
dy
ff
e M1

r
rp
ff

 r  PJ

DBB1rp
0
ff

Im 0

Pr
fiffiffifl 

r1
r2
ff
, (3.28)
podemos reescrever o sistema (3.27) como
D AJΘJ  ΘA 0
0 DB
ff
dx
dy
ff


r1
r2
ff
. (3.29)
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Com estas alterações, obtemos a solução dy do sistema acima fazendo
dy  D1B r2  D1B

Im 0

Pr. (3.30)
Para obtermos a solução dx devemos resolver

D AJΘJ  ΘA

dx  r1 que é equiva-
lente a resolver
PJ

DB DBB1N
NJBJDB DN
ff
Pdx  r1 (3.31)
Neste caso, resolvemos um sistema equivalente, pondo Pdx  dxˆ e Pr1  rˆ, obtendo
DB DBB1N
NJBJDB DN
ff
dxˆ1
dxˆ2
ff


rˆ1
rˆ2
ff
, (3.32)
onde os vetores dxˆ e rˆ foram apropriadamente particionados. Observe que
rˆ  Pr1  Pr  

DBB1rp
0
ff


r¯1  DBB1rp
r¯2
ff


rˆ1
rˆ2
ff
,
uma vez que consideramos r¯  Pr adequadamente particionado. Assim, fazemos#
DBdxˆ1  DBB1Ndxˆ2  rˆ1
NJBJDBdxˆ1 DNdxˆ2  rˆ2.
Obtemos dxˆ1 realizando os seguintes passos
dxˆ1  D1B rˆ1 B1Ndxˆ2  D1B r¯1  B1prp Ndxˆ2q, (3.33)
que, por sua vez, é usado na segunda igualdade do sistema
NJBJDB

D1B r¯1  B1prp Ndxˆ2q

DNdxˆ2  rˆ2
NJBJr¯1  NJBJDBB1rp NJBJDBB1Ndxˆ2 DNdxˆ2  rˆ2,
resultando em 
DN  NJBJDBB1N

dxˆ2  NJBJpr¯1  DBB1rpq  r¯2. (3.34)
Com esta configuração, obtemos dxˆ2 resolvendo o sistema (3.34) a partir do
método de Gradientes Conjugados Pré-condicionado. Em seguida, substituímos o valor
encontrado de dxˆ2 em (3.33) para encontramos dxˆ1 e montarmos a solução de (3.32).
Usando a relação Pdx  dxˆ obtemos dx solução de (3.31), que juntamente com dy, obtido
de (3.30), forma a solução para (3.29).
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Para obtermos as soluções ∆x e ∆y fazemos, primeiramente
MJ

∆x
∆y
ff


dx
dy
ff
ñ

∆x
∆y
ff
 MJ

dx
dy
ff

∆x
∆y
ff


In HJ
ΘJ 0
ff
dx
dy
ff

 dx PJ

Im
0
ff
dy
BJDB

Im 0

Pdx
fiffiffifl

∆x
∆y
ff

 PJ

dxˆ1
dxˆ2
ff
 PJ

dy
0
ff
BJDBdxˆ1
fiffifl 
 PJ

dxˆ1   dy
dxˆ2
ff
BJDBdxˆ1
fiffifl

∆x
∆y
ff

 PJ

D1B r¯1  B1 prp Ndxˆ2q D1B rIm 0sPr
dxˆ2
ff
BJDB

D1B r¯1  B1 prp Ndxˆ2q

fiffifl

∆x
∆y
ff

 PJ

B1 prp Ndxˆ2q
dxˆ2
ff
BJ

r¯1  DBB1 prp Ndxˆ2q

fiffifl (3.35)
Observe que as expressões de ∆x e ∆y em (3.35) só dependem de dxˆ2 que é obtido em (3.34)
via método de Gradientes Conjugados Pré-Condicionado. Sendo assim, a programação fica
restrita à solução do sistema em (3.34) e às expressões de ∆x e ∆y em (3.35).
3.4.3 Recuperação da solução: segunda estratégia nova
Podemos obter uma nova matriz pré-condicionadora tomando como base a
matriz (2.11b), objetivando construir a matriz
D1N  D1N NJBJDBB1ND1N (3.36)
e usando a matriz (2.10), multiplicando-a à esquerda e à direita por D 12 . Desta forma, a
matriz em (2.10) fica
D 12PJ

Im D
1
2
BB1ND

1
2
N
D
1
2
N NJBJD
1
2
B Inm
ff
PD 12  PJ

D1B B1ND
1
N
D1N NJBJ D
1
N
ff
P  xW.
(3.37)
A partir da matriz à direita da igualdade obtemos D1N  D1N NJBJDBB1ND1N . Já a
partir da matriz à esquerda da igualdade podemos escrever
D 12PJ

In  

D
1
2
B 0
0 D
1
2
N
ff
D
1
2
B 0
NJBJD
1
2
B 0
ff
 

D
1
2
B D
1
2
BB1N
0 0
ff
D
1
2
B 0
0 D
1
2
N
ff
PD 12
que, por sua vez, equivale a
D1   PJ

D
1
2
B 0
0 D
1
2
N
ff
D
1
2
B 0
0 D
1
2
N
ff
D
1
2
B 0
NJBJD
1
2
B 0
ff
D
1
2
B 0
0 D
1
2
N
ff
P 
  PJ

D
1
2
B 0
0 D
1
2
N
ff
D
1
2
B D
1
2
BB1N
0 0
ff
D
1
2
B 0
0 D
1
2
N
ff
D
1
2
B 0
0 D
1
2
N
ff
P.
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A soma acima pode, ainda, ser reescrita como
D1  PJ

D1B 0
0 D1N
ff
Im 0
NJBJ 0
ff
P PJ

Im B1N
0 0
ff
D1B 0
0 D1N
ff
P 
 D1  D1PJ

BJ
NJ
ff
BJrIm 0sP PJ

Im
0
ff
B1 rB NsPD1 
 D1  D1AJBJH HJB1AD1 
 xW.
Sendo assim, se escolhermos
M1 

D1 Γ
H 0
ff
, (3.38)
onde HPJ  rIm 0s e APJ  rB Ns, obteremos o novo sistema aumentado pré-
condicionado
M1

D AJ
A 0
ff
MJ 

D1  D1AJΓJ   ΓAD1 HJ   ΓAHJ
H HAJΓJ HDHJ
ff
,
onde a escolha Γ  HJB1 nos leva a uma matriz pré-condicionada diagonal por blocos.
A estratégia de recuperação de solução a partir da proposta desta subseção é
resolver o seguinte sistema linear pré-condicionado
M1

D AJ
A 0
ff
MJMJ

∆x
∆y
ff
 M1

r
rp
ff
. (3.39)
Considerando r¯  Pr adequadamente particionado e as alterações abaixo
MJ

∆x
∆y
ff


dx
dy
ff
e M1

r
rp
ff

 PJ

D1B r¯1  B1rp
D1N r¯2
ff
r¯1
fiffifl   r1
r2
ff
, (3.40)
podemos reescrever o sistema (3.39) como
D1   ΓAD1  D1AJΓJ 0
0 DB
ff
dx
dy
ff


r1
r2
ff
. (3.41)
Com estas alterações, obtemos a solução dy do sistema acima fazendo
dy  D1B r2  D1B r¯1. (3.42)
Prosseguindo, resta-nos resolver

D1   ΓAD1  D1AJΓJ

dx  r1 para encontrar-
mos dx. Mas isto que é equivalente a resolver
PJ

D1B B1ND1N
D1N NJBJ D1N
ff
Pdx  r1 (3.43)
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Neste caso, resolvemos um sistema equivalente, pondo Pdx  dxˆ e Pr1  rˆ, obtendo
D1B B1ND1N
D1N NJBJ D1N
ff
dxˆ1
dxˆ2
ff


rˆ1
rˆ2
ff
, (3.44)
onde os vetores dxˆ e rˆ foram apropriadamente particionados. Observe que
rˆ  Pr1  PPJ

D1B r¯1  B1rp
D1N r¯2
ff


D1B r¯1  B1rp
D1N r¯2
ff


rˆ1
rˆ2
ff
.
Assim, fazemos #
D1B dxˆ1  B1ND1N dxˆ2  D1B r¯1  B1rp
D1N NJBJdxˆ1 D1N dxˆ2  D1N r¯2.
Obtemos dxˆ1 fazendo
dxˆ1  r¯1  DBB1prp ND1N dxˆ2q, (3.45)
que, substituindo na segunda igualdade do sistema, nos fornece
D1N NJBJ

r¯1  DBB1prp ND1N dxˆ2q

D1N dxˆ2  D1N r¯2
D1N NJBJDBB1ND1N dxˆ2 D1N dxˆ2  D1N NJBJ
 
r¯1  DBB1rp

 D1N r¯2,
resultando em 
D1N  D1N NJBJDBB1ND1N

dxˆ2  D1N

NJBJpr¯1  DBB1rpq  r¯2

. (3.46)
Agora, podemos obter dxˆ2 resolvendo o sistema (3.46) a partir do método de
Gradientes Conjugados Pré-condicionado e, em seguida, substituir seu valor em (3.45) para
encontramos dxˆ1 e montarmos a solução de (3.44). Usando a relação Pdx  dxˆ obtemos dx
solução de (3.43), que juntamente com dy, obtido de (3.42), forma a solução para (3.41).
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Para obtermos as soluções ∆x e ∆y realizamos os seguintes passos
MJ

∆x
∆y
ff


dx
dy
ff
ñ

∆x
∆y
ff
 MJ

dx
dy
ff

∆x
∆y
ff


D1 HJ
ΓJ 0
ff
dx
dy
ff

 D1PJdxˆ PJ

Im
0
ff
dy
BJ

Im 0

Pdx
fiffiffifl

∆x
∆y
ff

 PJ

D1B 0
0 D1N
ff
dxˆ1
dxˆ1
ff
 PJ

dy
0
ff
BJdxˆ1
fiffifl

∆x
∆y
ff

 PJ

D1B dxˆ1   dy
D1N dxˆ2
ff
BJdxˆ1
fiffifl

∆x
∆y
ff

 PJ

D1B

r¯1  DBB1
 
rp ND1N dxˆ2

D1B r¯1
D1N dxˆ2
ff
BJ

r¯1  DBB1
 
rp ND1N dxˆ2

fiffifl

∆x
∆y
ff

 PJ

B1
 
rp ND1N dxˆ2

D1N dxˆ2
ff
BJ

r¯1  DBB1
 
rp ND1N dxˆ2

fiffifl (3.47)
Novamente, a programação para esta segunda nova estratégia de solução fica restrita à
solução do sistema em (3.46) e às expressões de ∆x e ∆y em (3.47).
3.4.4 Recuperação da solução: terceira estratégia nova
Uma vez que foi construído o pré-condicionador (3.26), podemos usar a última
matriz em (3.25) para obter a matriz
DB  DBB1ND1N NJBJDB. (3.48)
Neste caso, o procedimento de recuperação de solução torna-se análogo à primeira estratégia,
resolvendo 
DB  DBB1ND1N NJBJDB

dxˆ1  r¯1  DBB1

rp  ND1N r¯2

, (3.49)
para encontrar

∆x
∆y
ff

 PJ

dxˆ1 D1B r¯1
D1N
 
NJBJdxˆ1  r¯2
 ff
BJDBdxˆ1
fiffifl . (3.50)
Capítulo 3. Aspectos Práticos 81
3.4.5 Recuperação da solução: quarta estratégia nova
Assim como na terceira nova estratégia, adotamos o pré-condicionador (3.38) e
usamos a última matriz de (3.37) para obter a matriz
D1B  B1ND1N NJBJ. (3.51)
Assim, o procedimento de recuperação de solução torna-se análogo à segunda estratégia,
resolvendo  
D1B  B1ND1N NJBJ

dxˆ1  D1B r¯1  B1

ND1N r¯2   rp

, (3.52)
para encontrar 
∆x
∆y
ff

 PJ

D1B pdxˆ1  r¯1q
D1N
 
NJBJdxˆ1  r¯2
 ff
BJdxˆ1
fiffifl . (3.53)
3.5 Considerações sobre a fatoração LU
Como esta classe de pré-condicionadores usa uma decomposição LU para
encontrar um conjunto linearmente independente de colunas de A que formam B, sua
implementação deve ser cuidadosa para que se torne competitiva. Sobre o cálculo da
fatoração LU para o pré-condicionador, uma nova fatoração é realizada, de uma iteração do
método de pontos interiores para outra, sempre que o método de Gradientes Conjugados
Pré-condicionado necessitar de muitas iterações para convergir ou o resíduo do sistema
linear for maior que a tolerância permitida. Além disso, uma segunda fatoração LU é
calculada sempre que a primeira for muito densa. A seguir, descrevemos sucintamente as
técnicas consideradas, técnicas estas que já se encontram presentes na versão utilizada
(modificada) do PCx.
3.5.1 Obtendo colunas linearmente independentes
Uma vez obtido o ordenamento da matriz A dado pela rotina apresentada
na subseção 2.5.4 e juntamente com a rotina apresentada pela subseção 3.3.2 para obter
colunas linearmente independentes, obtemos um conjunto de colunas de A que formam B.
A execução da fatoração LU é interrompida quando ocorre preenchimento
excessivo. Neste caso, reordena-se o conjunto obtido de colunas linearmente independentes
pelo número de entradas não nulas e reinicia-se a execução da fatoração. O processo se
repete até que m colunas sejam obtidas. Isto evita o preenchimento excessivo na fatoração
(GHIDINI; OLIVEIRA; SORENSEN, 2014).
Uma segunda fatoração LU (que usa técnicas sofisticadas para fatoração LU
esparsa eficiente) é aplicada ao conjunto de m colunas obtidas da primeira fatoração. Com
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isso, melhorias significativas são observadas, como mostra Ghidini, Oliveira e Sorensen
(2014, p. 54).
3.5.2 Dependência e independência simbólica
A motivação é encontrar o único conjunto de m colunas linearmente indepen-
dentes que preserva um ordenamento de colunas previamente fornecido. O intuito, então, é
desenvolver estratégias que indiquem quando uma coluna pode ser ignorada na fatoração,
economizando esforço computacional por estudar o ordenamento das colunas antes de
efetuar a fatoração.
Colunas simbolicamente dependentes são colunas que são linearmente depen-
dentes em estrutura para todos os valores numéricos de suas entradas não nulas. A ideia
é encontrar um conjunto de colunas, digamos k colunas, com entradas não nulas em, no
máximo, k  1 linhas (GHIDINI; OLIVEIRA; SORENSEN, 2014).
Em matrizes quadradas, este procedimento é semelhante a permutar entradas
não nulas na diagonal, que por sua vez é semelhante a encontrar uma correspondência de
um grafo bipartido onde as linhas e colunas formam o conjunto de vértices e as arestas são
representadas pelas entradas não nulas. Se uma entrada não nula não pode ser designada
para a diagonal durante o processo de correspondência para uma dada coluna, tal coluna
é simbolicamente dependente. Em matrizes retangulares o procedimento está associado
a encontrar colunas independentes da matriz que fornece uma fatoração LU esparsa.
As colunas são reordenadas pelo grau e aplica-se o algoritmo de correspondência para
obter um conjunto de colunas-chave, que não são simbolicamente dependentes (GHIDINI;
OLIVEIRA; SORENSEN, 2014).
Como o número de colunas linearmente independentes antes da k-ésima coluna-
chave na matriz é no máximo k  1, é possível acelerar a fatoração LU sempre que
encontrarmos k  1 colunas numericamente independentes localizadas antes da k-ésima
coluna-chave. Então, podemos ignorar todas as colunas a partir da atual para a k-ésima
coluna-chave e isto pode ser feito para todas as colunas-chave. Observe que não podemos
simplesmente ignorar as colunas que não são colunas-chave porque as coluna-chave podem
ser linearmente dependentes entre si (GHIDINI; OLIVEIRA; SORENSEN, 2014).
Colunas simbolicamente independentes são colunas que são linearmente inde-
pendentes em estrutura para todos os valores numéricos de suas entradas não nulas. Uma
poderosa estratégia consiste em mover colunas simbolicamente independentes para o início
da lista ordenada, uma vez que estas colunas estão necessariamente indo para a fatoração.
Então estas colunas podem ser posteriormente reordenadas para evitar preenchimento
excessivo na fatoração LU. Observe que colunas simbolicamente dependentes podem ser
ignoradas neste passo. Assim, podemos considerar apenas as colunas-chave fornecidas pelo
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algoritmo de correspondência, que são candidatas a serem simbolicamente independentes
(GHIDINI; OLIVEIRA; SORENSEN, 2014).
A heurística seguinte foi usada para encontrar colunas simbolicamente depen-
dentes. Dizemos que a coluna j é a primeira entrada coluna de linha i se j contém a
primeira entrada diferente de zero na linha i do conjunto ordenado.
Uma coluna j é simbolicamente independente, dado um conjunto ordenado, se
ocorrer um dos seguintes casos:
1. Coluna j é a primeira entrada coluna de ao menos uma linha;
2. Coluna j é a segunda entrada coluna de uma linha i e a primeira entrada coluna de
linha i é também primeira entrada coluna para ao menos outra linha não presente
na coluna j.
Estas regras não garantem que todas as colunas simbolicamente dependentes sejam
encontradas (GHIDINI; OLIVEIRA; SORENSEN, 2014).
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4 Experimentos Computacionais e Análise
dos Resultados
Baseado na versão do PCx proposta por Velazco, Oliveira e Campos (2010)
(aqui denominada PCx_MOD) e orientado pelas estratégias de solução descritas nas
subseções 3.4.2 a 3.4.5, foram desenvolvidas quatro versões para comparação: PCx_F3,
PCx_F4, PCx_A3 e PCx_A4, respectivamente. Outras versões (PCx_F1, PCx_F2,
PCx_A1 e PCx_A2) também foram desenvolvidas, porém foram descartadas da análise
de resultados por apresentarem mais instabilidade numérica.
Para todas as versões, foram mantidos os parâmetros e critérios definidos
na seção 3.3. O critério de troca de fases descrito na seção 3.2, bem como a heurística
descrita na subseção 2.5.4, para obtenção de colunas de A que formam B, foram adotados.
A estratégia de múltiplas correções de centralidade proposta por Gondzio (1996) foi
desabilitada em todas as versões analisadas. O critério de parada para o método de
Gradientes Conjugados Pré-condicionado foi baseado na norma Euclideana do resíduo do
sistema linear: para as direções preditora e corretora na fase 1 a regra foi interromper a
execução assim que o resíduo ficar menor que 104. Assim que o gap de dualidade fica
menor que 105 ou é detectada troca de fases, o critério muda para 108. O número
máximo de iterações para o método de Gradientes Conjugados Pré-condicionado é dado
pela dimensão do sistema a ser resolvido. A linguagem de programação envolvida é C,
com exceção das rotinas que realizam a Fatoração Controlada de Cholesky, que estão
programadas em FORTRAN.
Os testes foram realizados em um computador equipado com processador
Intel R© CoreTM i7 920 de 2,66GHz de frequência (modo turbo de 2,93GHz) e 8MB de
cache, além de 8GB de memória RAM. O sistema operacional da máquina é Linux
Kubuntu 15.10 e foi utilizado compilador GCC (GNU Compiler Collection disponível em
<https://gcc.gnu.org/>). Neste trabalho, foram considerados 35 problemas selecionados
de:
1. KENNINGTON (<http://www.netlib.org/lp/data/kennington/>);
2. MESZAROS (<http://www.sztaki.hu/~meszaros/public_ftp/lptestset/misc/>);
3. NETLIB (<http://www.netlib.org/lp/data/>);
4. QAPLIB (<http://anjos.mgi.polymtl.ca/qaplib/>);
5. RAIL (<http://plato.asu.edu/ftp/lptestset/rail/>).
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Tabela 1 – Dados gerais dos problemas abordados.
Problema Coleção Linhas (m) Colunas (n) nm nnz(A) η η0
cre-b KENNINGTON 5.328 36.382 31.054 112.233 10 -38
cre-d KENNINGTON 4.094 28.601 24.507 86.704 10 -38
ken11 KENNINGTON 9.964 16.740 6.776 38.157 10 23
ken13 KENNINGTON 22.365 36.561 14.196 82.191 50 23
ken18 KENNINGTON 78.538 128.434 49.896 297.886 10 23
aa03 MESZAROS 690 8.572 7.882 60.898 -20 -82
air06 MESZAROS 690 8.572 7.882 60.898 -20 -82
aircraft MESZAROS 3.754 7.517 3.763 20.267 -140 -398
bas1lp MESZAROS 5.410 9.824 4.414 587.771 -150 -260
baxter_mat MESZAROS 23.871 30.122 6.251 106.586 -50 -42
dbic1 MESZAROS 34.205 174.457 140.252 819.746 -20 -51
lpl1 MESZAROS 34.037 89.383 55.346 263.081 90 25
nemsemm1 MESZAROS 3.230 41.048 37.818 584.436 0 -73
nemsemm2 MESZAROS 4.526 26.754 22.228 91.127 100 28
nemspmm1 MESZAROS 2.227 7.145 4.918 43.606 420 -42
nemspmm2.in MESZAROS 2.081 7.944 5.863 60.235 300 -43
nsir2 MESZAROS 4.450 10.054 5.604 154.935 -70 -73
nsir1 MESZAROS 4.406 10.010 5.604 143.247 -50 -69
nw14 MESZAROS 73 123.409 123.336 904.910 50 -46
pcb3000 MESZAROS 3.852 7.532 3.680 56.422 70 -31
seymour MESZAROS 4.827 6.082 1.255 38.259 -100 -146
slp-tsk MESZAROS 2.861 3.347 486 72.465 -1.140 -1.267
pilot NETLIB 1.368 4.543 3.175 41.879 200 -63
pilots NETLIB 1.368 4.543 3.175 41.879 200 -63
pilot87 NETLIB 1.971 6.373 4.402 72.163 90 -79
stocfor3 NETLIB 15.362 22.228 6.866 62.960 20 26
chr22b QAPLIB 5.587 10.417 4.830 36.520 -40 -47
chr25a QAPLIB 8.149 15.325 7.176 53.725 -30 -50
els19 QAPLIB 4.350 13.186 8.836 50.882 -30 -51
scr20 QAPLIB 5.079 15.980 10.901 61.780 -50 -52
scr15 QAPLIB 2.234 6.210 3.976 24.060 -10 -46
rou20 QAPLIB 7.359 37.640 30.281 152.980 0 -68
rail507 RAIL 507 62.689 62.182 404.727 0 -69
rail516 RAIL 516 47.827 47.311 315.412 0 -75
rail582 RAIL 582 54.906 54.324 394.113 0 -74
Fonte: Produzida pelo autor.
A Tabela 1 apresenta os dados dos problemas abordados. A quantidade de
linhas e colunas, assim como o número de elementos não nulos da matriz de coeficientes
(nnzpAq), se referem à formulação resultante da etapa de pré-processamento (discutida
na subseção 3.3.2). O parâmetro η (fornecido como dado de entrada) controla a troca de
pré-condicionadores durante a execução do PCx: calculado η0 e com base na heurística
apresentada na seção 3.2, atualiza-se o valor de η até o limite η; se uma nova atualização for
necessária e já houver atingido o valor η, então ocorre a mudança de pré-condicionadores.
Testes prévios foram realizados com valores pré-estabelecidos para η e foi escolhido aquele
que promovesse a troca de pré-condicionadores.
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4.1 Apresentação dos resultados
Durante os primeiros testes computacionais com as versões produzidas, verificou-
se que cada problema considerado possui um domínio de possíveis valores para o parâmetro
η na FCC. Além disso, existem problemas que não trocam de fases, independentemente
do valor fornecido para o parâmetro η, fazendo com que o problema seja descartado da
análise de resultados (uma vez que toda a discussão deste trabalho faz parte da fase 2).
Estes têm sido obstáculos na solução dos problemas, pois adotar um único valor de η para
todos os problemas pode fazer com que não haja troca de pré-condicionadores, uma vez
que o parâmetro escolhido pode estar fora do domínio.
O pré-condicionador da FCC é obtido em função da memória disponível no
computador. Sendo assim, variações no consumo de memória durante a execução da fase
1 fazem com que resultados distintos sejam observados para um mesmo problema. Os
resultados também podem variar com a escolha feita para obter B de A, visto que a
matriz B se altera em determinadas condições durante a execução da fase 2. Face a estas
dificuldades, foram considerados apenas os problemas que trocam de fases durante a
execução do programa e foram considerados diferentes valores do parâmetro η para cada
problema avaliado. Além disso, considerou-se realizar cinco execuções das versões do PCx
para a lista de problemas escolhida, afim de tomar a média dos valores observados.
A Tabela 2 e a Tabela 3 apresentam resultados obtidos a partir da execução
pelas versões PCx_MOD, PCx_F3, PCx_F4, PCx_A3 e PCx_A4 da lista de problemas
selecionados. As tabelas apresentam a quantidade de iterações do método de pontos
interiores (It), o tempo total gasto para resolver o problema (para todas as tabelas deste
capítulo, o tempo é medido em segundos) e o status exibido na tela (Stt) após finalizado o
processo de solução do problema, conforme descrito na subseção 3.3.5 (na tabela, O indica
que o programa terminou com status “ótimo”, U indica status “desconhecido”, I significa
“infactível” e S significa “subótimo”). As tabelas apresentam, ainda, a iteração onde houve
a troca de pré-condicionadores (Trc).
Outra informação que também foi considerada para comparação neste trabalho
é o número de iterações do método Gradientes Conjugados pré-condicionado para as
soluções dos sistemas lineares das direções preditora e corretora. Para isso, o critério
utilizado foi comparar o total de iterações de gradientes conjugados (direções preditora e
corretora) para todas as iterações em que o pré-condicionador separador esteve em uso,
para um dado problema. A Tabela 4 e a Tabela 5 mostram os resultados obtidos para as
cinco versões. Nelas, são exibidos o status final do problema em questão, a quantidade
de iterações necessária para o método de pontos interiores atingir tal status (MPI) e a
quantidade de iterações do método de Gradientes Conjugados pré-condicionado (PGC).
Por fim, a quantidade de vezes que uma nova matriz B foi calculada, após a
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troca de pré-condicionadores, bem como a iteração em que tal mudança ocorre, também
é uma informação usada para comparação entre as versões testadas neste trabalho. O
cálculo de uma nova matriz B pode ser uma etapa consideravelmente cara, do ponto
de vista computacional, uma vez que é feita uma nova fatoração LU. Sendo assim, se
uma quantidade menor de cálculos para obtenção de uma nova matriz B é realizada,
o custo computacional pode ser reduzido, refletindo em uma possível queda no tempo
computacional gasto para resolver o problema de programação linear. A Tabela 6 e a
Tabela 7 apresentam esta informação exibindo a quantidade de vezes em que tal matriz
foi calculada (nB), a iteração onde houve a troca de pré-condicionadores (Trc) e a(s)
iteração(ões) onde ocorreu o cálculo de uma nova matriz B.
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Tabela 2 – Resultados gerais para as versões PCx_MOD, PCx_F3 e PCx_F4.
Problema PCx_MOD PCx_F3 PCx_F4It Tempo Stt Trc It Tempo Stt Trc It Tempo Stt Trc
cre-b 43 68,02 O 39 43 79,21 O 39 43 67,85 O 39
cre-d 42 52,51 O 39 42 55,33 O 39 45 56,24 O 39
ken11 22 9,76 O 20 22 10,06 O 20 23 11,01 O 20
ken13 30 529,54 O 28 30 484,68 O 28 31 589,31 U 28
ken18 39 786,51 O 29 38 551,91 O 29 40 608,87 O 29
aa03 23 10,05 U 8 23 9,50 O 8 52 11,67 U 8
air06 23 10,05 U 8 23 9,48 O 8 52 11,66 U 8
aircraft 40 76,04 U 34 48 68,24 O 34 40 65,38 U 34
bas1lp 17 521,62 O 12 16 444,53 O 12 16 444,66 O 12
baxter_mat 34 326,30 U 15 34 135,11 O 15 62 321,05 U 15
dbic1 56 1.839,85 O 55 57 1.937,80 O 55 56 2.014,65 O 55
lpl1 73 6.212,84 O 71 73 5.804,32 O 71 73 5.810,40 O 71
nemsemm1 77 99,46 O 75 77 101,90 O 75 77 101,96 O 75
nemsemm2 43 97,61 O 42 43 87,67 O 42 43 86,46 O 42
nemspmm1 62 357,18 O 55 61 449,09 O 55 61 419,56 O 55
nemspmm2.in 46 169,19 O 43 46 151,37 O 43 46 149,57 O 43
nsir2 33 93,27 O 2 32 127,78 O 2 33 89,53 U 2
nsir1 30 70,59 O 3 26 57,21 O 3 28 56,19 O 3
nw14 48 14,73 O 40 48 17,97 O 40 49 17,00 O 40
pcb3000 29 75,15 O 27 29 65,79 O 27 29 65,74 O 27
seymour 20 34,12 O 15 20 29,23 O 15 20 33,01 O 15
slp-tsk 26 101,11 O 22 25 93,79 O 22 25 92,69 O 22
pilot 41 41,45 O 37 63 39,48 O 37 49 37,42 O 37
pilots 41 41,69 O 37 63 39,47 O 37 49 42,32 O 37
pilot87 37 50,87 O 36 37 44,94 O 36 37 44,68 O 36
stocfor3 32 137,58 O 20 33 132,50 O 20 32 121,84 O 20
chr22b 30 11,92 O 10 30 16,27 O 10 60 13,38 U 10
chr25a 28 28,48 O 11 27 31,58 O 11 28 30,09 O 11
els19 31 73,53 O 11 50 113,51 O 11 32 50,84 O 11
scr20 21 91,77 O 9 22 87,99 O 9 57 214,96 O 9
scr15 24 9,04 O 10 25 12,53 O 10 25 10,10 O 10
rou20 24 1.555,74 O 12 26 1.953,01 O 12 53 2.686,72 U 12
rail507 35 26,23 I 18 38 40,08 O 18 55 62,71 O 18
rail516 29 15,12 O 23 30 16,63 O 23 30 18,42 O 23
rail582 39 30,52 O 22 39 31,30 O 22 39 35,07 O 22
Fonte: Produzida pelo autor.
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Tabela 3 – Resultados gerais para as versões PCx_MOD, PCx_A3 e PCx_A4.
Problema PCx_MOD PCx_A3 PCx_A4It Tempo Stt Trc It Tempo Stt Trc It Tempo Stt Trc
cre-b 43 68,02 O 39 43 69,37 O 39 43 69,23 O 39
cre-d 42 52,51 O 39 42 48,60 O 39 42 48,40 O 39
ken11 22 9,76 O 20 22 8,82 O 20 22 8,93 O 20
ken13 30 529,54 O 28 30 480,38 O 28 30 492,77 O 28
ken18 39 786,51 O 29 38 550,93 O 29 40 556,70 O 29
aa03 23 10,05 U 8 23 9,08 O 8 22 7,21 O 8
air06 23 10,05 U 8 23 9,08 O 8 22 7,20 O 8
aircraft 40 76,04 U 34 101 86,44 S 34 43 66,54 O 34
bas1lp 17 521,62 O 12 18 445,49 O 12 22 539,38 I 12
baxter_mat 34 326,30 U 15 34 140,75 O 15 36 216,35 O 15
dbic1 56 1.839,85 O 55 86 1.987,64 U 55 56 1.894,35 O 55
lpl1 73 6.212,84 O 71 73 5.799,26 O 71 73 5.522,71 O 71
nemsemm1 77 99,46 O 75 77 100,97 O 75 77 100,65 O 75
nemsemm2 43 97,61 O 42 43 87,48 O 42 43 87,85 O 42
nemspmm1 62 357,18 O 55 61 389,87 O 55 61 361,09 O 55
nemspmm2.in 46 169,19 O 43 46 149,67 O 43 46 152,04 O 43
nsir2 33 93,27 O 2 34 116,74 O 2 33 84,30 O 2
nsir1 30 70,59 O 3 26 56,74 O 3 30 53,00 O 3
nw14 48 14,73 O 40 48 16,89 O 40 48 15,34 O 40
pcb3000 29 75,15 O 27 29 65,88 O 27 29 65,53 O 27
seymour 20 34,12 O 15 55 34,55 U 15 21 29,34 O 15
slp-tsk 26 101,11 O 22 25 89,90 O 22 25 91,12 O 22
pilot 41 41,45 O 37 41 35,75 U 37 41 36,41 O 37
pilots 41 41,69 O 37 41 35,81 U 37 41 36,52 O 37
pilot87 37 50,87 O 36 41 45,23 U 36 37 44,99 O 36
stocfor3 32 137,58 O 20 32 122,57 O 20 32 123,67 O 20
chr22b 30 11,92 O 10 29 14,02 O 10 29 11,29 O 10
chr25a 28 28,48 O 11 59 62,35 U 11 59 60,31 U 11
els19 31 73,53 O 11 33 65,60 O 11 39 63,22 O 11
scr20 21 91,77 O 9 23 91,27 O 9 21 61,28 O 9
scr15 24 9,04 O 10 25 10,15 O 10 25 9,22 O 10
rou20 24 1.555,74 O 12 25 1.615,53 O 12 24 1.056,84 O 12
rail507 35 26,23 I 18 33 21,80 O 18 32 21,34 O 18
rail516 29 15,12 O 23 31 16,01 O 23 29 14,82 O 23
rail582 39 30,52 O 22 39 28,04 O 22 39 26,92 O 22
Fonte: Produzida pelo autor.
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Tabela 4 – Total de iterações do método de Gradientes Conjugados
pré-condicionado para as versões PCx_MOD, PCx_F3 e
PCx_F4.
Problema PCx_MOD PCx_F3 PCx_F4Stt MPI PCG Stt MPI PCG Stt MPI PCG
cre-b O 43 948 O 43 727 O 43 692
cre-d O 42 583 O 42 587 O 45 1.072
ken11 O 22 38 O 22 79 O 23 100
ken13 O 30 65 O 30 94 U 31 127
ken18 O 39 4.233 O 38 1.026 O 40 1.184
aa03 U 23 2.272 O 23 1.425 U 52 2.669
air06 U 23 2.272 O 23 1.425 U 52 2.669
aircraft U 40 176 O 48 2.500 U 40 86
bas1lp O 17 3.018 O 16 509 O 16 570
baxter_mat U 34 46.648 O 34 33.459 U 62 95.600
dbic1 O 56 826 O 57 145 O 56 763
lpl1 O 73 1.742 O 73 1.418 O 73 1.966
nemsemm1 O 77 57 O 77 74 O 77 90
nemsemm2 O 43 54 O 43 96 O 43 125
nemspmm1 O 62 991 O 61 549 O 61 561
nemspmm2.in O 46 1.123 O 46 1.094 O 46 1.282
nsir2 O 33 31.873 O 32 21.943 U 33 22.975
nsir1 O 30 15.346 O 26 9.980 O 28 10.672
nw14 O 48 164 O 48 125 O 49 162
pcb3000 O 29 548 O 29 215 O 29 171
seymour O 20 1.259 O 20 470 O 20 470
slp-tsk O 26 168 O 25 22 O 25 20
pilot O 41 786 O 63 1.815 O 49 1.008
pilots O 41 786 O 63 1.815 O 49 1.008
pilot87 O 37 110 O 37 100 O 37 75
stocfor3 O 32 15.108 O 33 13.440 O 32 13.797
chr22b O 30 9.275 O 30 9.571 U 60 8.907
chr25a O 28 11.418 O 27 9.331 O 28 11.035
els19 O 31 11.997 O 50 22.023 O 32 8.996
scr20 O 21 12.389 O 22 8.272 O 57 30.759
scr15 O 24 4.557 O 25 5.371 O 25 5.273
rou20 O 24 8.354 O 26 9.102 U 53 26.027
rail507 I 35 2.409 O 38 1.563 O 55 2.164
rail516 O 29 647 O 30 708 O 30 742
rail582 O 39 2.201 O 39 1.501 O 39 1.611
Fonte: Produzida pelo autor.
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Tabela 5 – Total de iterações do método de Gradientes Conjugados
pré-condicionado para as versões PCx_MOD, PCx_A3 e
PCx_A4.
Problema PCx_MOD PCx_A3 PCx_A4Stt MPI PCG Stt MPI PCG Stt MPI PCG
cre-b O 43 948 O 43 1.123 O 43 532
cre-d O 42 583 O 42 877 O 42 409
ken11 O 22 38 O 22 99 O 22 32
ken13 O 30 65 O 30 109 O 30 14
ken18 O 39 4.233 O 38 879 O 40 465
aa03 U 23 2.272 O 23 1.766 O 22 1.120
air06 U 23 2.272 O 23 1.766 O 22 1.120
aircraft U 40 176 S 101 18.424 O 43 283
bas1lp O 17 3.018 O 18 1.105 I 22 11.478
baxter_mat U 34 46.648 O 34 28.171 O 36 49.192
dbic1 O 56 826 U 86 14.747 O 56 866
lpl1 O 73 1.742 O 73 1.517 O 73 1.457
nemsemm1 O 77 57 O 77 144 O 77 45
nemsemm2 O 43 54 O 43 155 O 43 67
nemspmm1 O 62 991 O 61 587 O 61 367
nemspmm2.in O 46 1.123 O 46 938 O 46 1.074
nsir2 O 33 31.873 O 34 29.223 O 33 26.619
nsir1 O 30 15.346 O 26 13.622 O 30 13.051
nw14 O 48 164 O 48 155 O 48 127
pcb3000 O 29 548 O 29 241 O 29 192
seymour O 20 1.259 U 55 6.082 O 21 678
slp-tsk O 26 168 O 25 19 O 25 14
pilot O 41 786 U 41 182 O 41 239
pilots O 41 786 U 41 182 O 41 239
pilot87 O 37 110 U 41 350 O 37 77
stocfor3 O 32 15.108 O 32 15.579 O 32 14.412
chr22b O 30 9.275 O 29 7.897 O 29 7.137
chr25a O 28 11.418 U 59 26.390 U 59 32.297
els19 O 31 11.997 O 33 12.044 O 39 14.142
scr20 O 21 12.389 O 23 12.760 O 21 8.187
scr15 O 24 4.557 O 25 4.904 O 25 4.701
rou20 O 24 8.354 O 25 7.842 O 24 5.916
rail507 I 35 2.409 O 33 1.368 O 32 1.343
rail516 O 29 647 O 31 797 O 29 675
rail582 O 39 2.201 O 39 1.781 O 39 1.587
Fonte: Produzida pelo autor.
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Tabela 6 – Dados de atualização da matriz B após a mudança de pré-condicionadores
para as versões PCx_MOD, PCx_F3 e PCx_F4.
Problema PCx_MOD PCx_F3 PCx_F4nB Trc IterNewB nB Trc IterNewB nB Trc IterNewB
cre-b 1 39 39 1 39 39 1 39 39
cre-d 1 39 39 1 39 39 1 39 39
ken11 1 20 20 1 20 20 1 20 20
ken13 1 28 28 1 28 28 1 28 28
ken18 1 29 29 1 29 29 1 29 29
aa03 4 8 8; 13; 18; 22 3 8 8; 16; 22 2 8 8; 18
air06 4 8 8; 13; 18; 22 3 8 8; 16; 22 2 8 8; 18
aircraft 1 34 34 2 34 34; 46 1 34 34
bas1lp 2 12 12; 16 1 12 12 1 12 12
baxter_mat 3 15 15; 23; 32 3 15 15; 27; 32 2 15 15; 27
dbic1 1 55 55 1 55 55 1 55 55
lpl1 1 71 71 1 71 71 1 71 71
nemsemm1 1 75 75 1 75 75 1 75 75
nemsemm2 1 42 42 1 42 42 1 42 42
nemspmm1 1 55 55 1 55 55 1 55 55
nemspmm2.in 2 43 43; 45 1 43 43 3 43 43; 44; 45
nsir2 9 2
2; 3; 4; 7;
16; 22; 24;
26; 30
10 2
2; 21; 23; 24;
25; 26; 27;
28; 29; 31
7 2 2; 21; 23; 24;28; 31; 32
nsir1 4 3 3; 5; 20; 25 3 3 3; 21; 25 3 3 3; 22; 26
nw14 5 40 40; 41; 43;45; 47 3 40 40; 44; 47 4 40
40; 43;
47; 48
pcb3000 1 27 27 1 27 27 1 27 27
seymour 2 15 15; 19 1 15 15 1 15 15
slp-tsk 1 22 22 1 22 22 1 22 22
pilot 1 37 37 1 37 37 1 37 37
pilots 1 37 37 1 37 37 1 37 37
pilot87 1 36 36 1 36 36 1 36 36
stocfor3 2 20 20; 27 2 20 20; 28 2 20 20; 28
chr22b 3 10 10; 19; 26 2 10 10; 25 2 10 10; 26
chr25a 3 11 11; 18; 23 2 11 11; 22 2 11 11; 23
els19 5 11 11; 15; 20;24; 28 4 11 11; 18; 25; 49 3 11 11; 18; 26
scr20 4 9 9; 11; 15; 18 3 9 9; 15; 19 6 9 9; 15; 32;39; 46; 51
scr15 4 10 10; 14; 19; 22 3 10 10; 18; 24 3 10 10; 18; 24
rou20 3 12 12; 16; 22 3 12 12; 16; 25 2 12 12; 17
rail507 8 18 18; 20; 22; 24;27; 31; 33; 34 3 18 18; 31; 37 3 18 18; 46; 53
rail516 3 23 23; 26; 28 2 23 23; 29 2 23 23; 29
rail582 6 22 22; 25; 29;33; 36; 38 3 22 22; 28; 35 3 22 22; 30; 36
Fonte: Produzida pelo autor.
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Tabela 7 – Dados de atualização da matriz B após a mudança de pré-condicionadores
para as versões PCx_MOD, PCx_A3 e PCx_A4.
Problema PCx_MOD PCx_A3 PCx_A4nB Trc IterNewB nB Trc IterNewB nB Trc IterNewB
cre-b 1 39 39 1 39 39 1 39 39
cre-d 1 39 39 1 39 39 1 39 39
ken11 1 20 20 1 20 20 1 20 20
ken13 1 28 28 1 28 28 1 28 28
ken18 1 29 29 1 29 29 1 29 29
aa03 4 8 8; 13; 18; 22 3 8 8; 15; 22 2 8 8; 15
air06 4 8 8; 13; 18; 22 3 8 8; 15; 22 2 8 8; 15
aircraft 1 34 34 1 34 34 1 34 34
bas1lp 2 12 12; 16 1 12 12 1 12 12
baxter_mat 3 15 15; 23; 32 3 15 15; 26; 33 3 15 15; 28; 35
dbic1 1 55 55 1 55 55 1 55 55
lpl1 1 71 71 1 71 71 1 71 71
nemsemm1 1 75 75 1 75 75 1 75 75
nemsemm2 1 42 42 1 42 42 1 42 42
nemspmm1 1 55 55 1 55 55 1 55 55
nemspmm2.in 2 43 43; 45 1 43 43 1 43 43; 44; 45
nsir2 9 2
2; 3; 4; 7;
16; 22; 24;
26; 30
8 2
2; 3; 20;
22; 24; 30;
32; 33
9 2
2; 3; 4; 19;
22; 23; 24;
28; 32
nsir1 4 3 3; 5; 20; 25 3 3 3; 19; 23 3 3 3; 20; 25
nw14 5 40 40; 41; 43;45; 47 5 40
40; 42; 45;
46; 47 4 40 40; 41; 43; 47
pcb3000 1 27 27 1 27 27 1 27 27
seymour 2 15 15; 19 1 15 15 1 15 15
slp-tsk 1 22 22 1 22 22 1 22 22
pilot 1 37 37 1 37 37 1 37 37
pilots 1 37 37 1 37 37 1 37 37
pilot87 1 36 36 1 36 36 1 36 36
stocfor3 2 20 20; 27 2 20 20; 28 2 20 20; 28
chr22b 3 10 10; 19; 26 2 10 10; 25 2 10 10; 25
chr25a 3 11 11; 18; 23 2 11 11; 23 2 11 11; 22
els19 5 11 11; 15; 20;24; 28 4 11 11; 18; 25; 32 4 11 11; 18; 25; 38
scr20 4 9 9; 11; 15; 18 4 9 9; 13; 17; 22 3 9 9; 14; 18
scr15 4 10 10; 14; 19; 22 3 10 10; 18; 24 3 10 10; 18; 24
rou20 3 12 12; 16; 22 3 12 12; 16; 23 2 12 12; 17
rail507 8 18 18; 20; 22; 24;27; 31; 33; 34 3 18 18; 23; 30 3 18 18; 22; 29
rail516 3 23 23; 26; 28 3 23 23; 29; 30 1 23 23
rail582 6 22 22; 25; 29;33; 36; 38 3 22 22; 28; 35 3 22 22; 27; 34
Fonte: Produzida pelo autor.
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4.2 Análise dos dados
Os resultados gerais apresentados nas tabelas da seção 4.1 foram resumidos
em perfis de desempenho, tais como descrito em Dolan e Moré (2002), utilizando escala
logarítmica para visualizar toda a atividade de desempenho das versões a partir dos perfis
de desempenho. O arquivo gerador dos perfis de desempenho é o mesmo perf.m descrito
no trabalho e que está disponível em <http://www.mcs.anl.gov/~more/cops/>.
A Tabela 2 e a Tabela 3 mostram que, para cada problema, a troca de pré-
condicionadores ocorre sempre na mesma iteração para todas as versões avaliadas, uma
vez que nada foi alterado no procedimento que realiza a troca de pré-condicionadores, tam-
pouco foram feitas alterações nas rotinas que envolvem o pré-condicionador da Fatoração
Controlada de Cholesky. Como as alterações se concentraram nas rotinas desenvolvidas
para a fase 2, as diferenças no total de iterações do método de pontos interiores são devidas
aos métodos de solução adotados (e às características apresentadas) pelo pré-condicionador
desenvolvido para tal fase.
Os sistemas lineares a serem resolvidos pelas versões PCx_MOD, PCx_F3
e PCx_F4 envolvem as matrizes (2.11a), (3.24) e (3.36), respectivamente (dimensão m
para a versão PCx_MOD e nm para as versões PCx_F3 e PCx_F4). Pontualmente,
podemos ver que a versão PCx_F3 consegue reduzir em 1 o total de iterações do método
de pontos interiores para 6 problemas, a saber ken18, bas1lp, nemspmm1, nsir2, slp-tsk
e chr25a, quando comparado com a versão PCx_MOD. Para os problemas nemspmm1 e
nsir2, o sistema linear resolvido pela versão PCx_F3 possui dimensões 4.918 e 5.604,
respectivamente, enquanto que a versão PCx_MOD resolve um sistema linear menor,
de dimensões 2.227 e 4.450, respectivamente. Para o problema nsir1 a redução foi de
4 iterações e o sistema resolvido pela PCx_F3 é de dimensão 5.604, enquanto que a
PCx_MOD resolve o mesmo problema usando um sistema linear menor, de dimensão
4.406. Dos 9 problemas em que a versão PCx_F3 teve desvantagem em relação à versão
PCx_MOD, apenas no problema stocfor3 que se observa um sistema linear menor a ser
resolvido: dimensão 6.866, sendo que PCx_MOD resolve um sistema de dimensão 15.362.
Comparando PCx_F4 com PCx_MOD, apenas em 4 problemas (bas1lp, nemspmm1, nsir1
e slp-tsk) houve vantagem para PCx_F4. Dos 10 problemas em que PCx_F4 obteve
desvantagem no número de iterações do método de pontos interiores, em 2 problemas
(ken11 e ken18) o sistema linear resolvido foi menor que o da versão PCx_MOD: 6.776 e
49.896, contra 9.964 e 78.538, respectivamente.
As versões PCx_MOD, PCx_A3 e PCx_A4 resolvem os problemas utili-
zando um sistema linear de dimensão m, porém usando as matrizes (2.11a), (3.48) e
(3.51), respectivamente. Em 4 problemas (ken18, nemspmm1, slp-tsk e chr22b) a versão
PCx_A3 reduziu em 1 o total de iterações do método de pontos interiores, comparado
com PCx_MOD, reduzindo em 4 iterações para o problema nsir1. Tal versão obteve
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desvantagem em 7 problemas. Já a versão PCx_A4 obteve vantagem em 3 problemas,
reduzindo em 1 o total de iterações do método de pontos interiores, enquanto obteve
desvantagem em 4 problemas.
A Figura 5 apresenta o perfil de desempenho considerando a quantidade de
iterações do método de pontos interiores necessária para que os problemas sejam resolvidos.
Podemos perceber que, em relação à lista de problemas selecionados para teste, a versão
PCx_F3 conseguiu obter sucesso na solução de todos os 35 problemas, enquanto que as
demais versões não atingiram o topo do perfil por não resolver todos os problemas da lista.
A figura mostra, ainda, que a eficiência apresentada pelas versões PCx_F4 e PCx_A3 é
inferior à das demais versões avaliadas, se considerarmos sucesso em mais do que 50% dos
problemas testados.
Figura 5 – Perfil de desempenho para iterações do método de pontos interiores
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Fonte: Produzido pelo autor.
Em relação ao tempo computacional necessário para a solução dos problemas
listados, a versão PCx_F3 apresenta vantagem em 15 problemas e desvantagem em
outros 15. Dos 15 problemas onde foi verificada vantagem para o PCx_F3 em relação
a PCx_MOD, para 8 deles o sistema linear a ser resolvido tem dimensão maior. Já dos
15 problemas onde PCx_F3 obteve desvantagem, somente 3 apresentavam um sistema
linear de dimensão menor que o resolvido pela versão PCx_MOD. Quando comparamos
PCx_F4 com PCx_MOD, em 14 problemas houve vantagem para PCx_F4, sendo que
para 8 deles o sistema linear resolvido tem dimensão maior que para PCx_MOD. Dos 12
problemas onde houve desvantagem para PCx_F4, somente 2 forneciam um sistema linear
de dimensão reduzida em relação a PCx_MOD. Para a versão PCx_A3, em relação a
PCx_MOD, foi verificada vantagem em 15 problemas. Em 9 problemas a versão PCx_A3
teve desvantagem em relação a PCx_MOD. O perfil de desempenho para esta métrica
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pode ser visto na Figura 6. Ela mostra que a versão PCx_A4 é a mais eficiente dentre as
apresentadas quando queremos resolver até 90% dos problemas. Para taxas mais apertadas,
a versão PCx_F3 aparece como alternativa, sendo o mais robusto quando estendemos
o tempo necessário até um fator de 2,5 da melhor versão, conseguindo resolver todos
os problemas com esse tempo. As demais versões apresentam desempenho semelhante,
começando a se distinguirem quando consideramos o tempo necessário a um fator de
aproximadamente 1,1 da melhor versão.
Figura 6 – Perfil de desempenho para tempo total de solução
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Fonte: Produzido pelo autor.
Podemos notar pela Tabela 2 que para os problemas nemspmm1, nsir2 e chr25a
houve uma redução no número de iterações do método de pontos interiores para a versão
PCx_F3 em relação a PCx_MOD e ao mesmo tempo um aumento no tempo computacional
gasto, enquanto que a situação inversa (aumento na quantidade de iterações do método
de pontos interiores e concomitante redução no tempo computacional) foi verificada para
os problemas pilot, pilots, stocfor3 e scr20. Para os problemas pilot e pilots o
aumento no número de iterações do método de pontos interiores foi bastante significativo,
sendo de 41 para PCx_MOD e 63 para PCx_F3. Somente o problema nemspmm1 apresentou
redução de iterações do método de pontos interiores com aumento do tempo computacional
para PCx_F4 em relação a PCx_MOD, enquanto que nos problemas ken18, pilot e
els19 foi possível observar a situação inversa. Ainda para PCx_F4, em cre-d e pilots
houve aumento no número de iterações do método de pontos interiores, mas o tempo
computacional foi bastante próximo ao apresentado por PCx_MOD.
A partir da Tabela 3 vemos um aumento no número de iterações do método
de pontos interiores e diminuição no tempo computacional para PCx_A3 em relação
a PCx_MOD nos problemas bas1lp e els19, com situação inversa para os problemas
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nemspmm1 e chr22b. Somente para o problema els19 pode ser observado um aumento
no número de iterações concomitante à redução no tempo computacional para PCx_A4
em relação a PCx_MOD, sendo que o inverso foi observado no problema nemspmm1. O
problema chr22b apresentou redução de iterações, mas o tempo computacional permaneceu
próximo ao observado em PCx_MOD, quando comparado a PCx_A4.
A Tabela 4 mostra que a versão PCx_F3 resolveu 18 problemas com uma
quantidade menor de iterações do método de Gradientes Conjugados pré-condicionado
em relação a PCx_MOD, obtendo desvantagem nesta métrica para 11 problemas. Já a
versão PCx_F4 resolveu 15 problemas com menos iterações do método de Gradientes
Conjugados pré-condicionado do que PCx_MOD, com desvantagem em 9 problemas.
Nota-se, para PCx_F3, que o sistema linear resolvido era maior para 11 dos 18 problemas
com melhor resultado para esta métrica, sendo que o sistema foi menor para 3 dos 11
problemas com resultados desfavoráveis. Já para PCx_F4, o sistema maior aparecem em
8 dos 15 problemas de melhor resultado para esta métrica, sendo que o sistema menor
aparece em apenas 1 dos 9 problemas desvantajosos em relação a esta métrica. Em relação
a PCx_MOD, a versão PCx_F3 apresenta um aumento no número de iterações do método
de pontos interiores concomitante a uma redução no número de iterações do método de
Gradientes Conjugados pré-condicionado para os problemas dbic1 e scr20, sendo que
ambos apresentam um sistema linear de maior dimensão a ser resolvido. Ainda em relação
a PCx_MOD mas considerando, agora, PCx_F4 podemos verificar o mesmo tipo de
situação ocorrendo para os problemas nw14 e els19, sendo que a diferença na dimensão
do sistema linear a ser resolvido é bastante significativa para o problema nw14, pois na
versão PCx_MOD a dimensão é 73, enquanto que na versão PCx_F4 a dimensão salta
para 123.336.
Baseado na Tabela 5 vemos que a versão PCx_A3 resolveu 13 problemas com
menos iterações do método de Gradientes Conjugados pré-condicionado em relação a
PCx_MOD, com desvantagem em 11 problemas. Já PCx_A4 resolveu 23 problemas com
menos iterações e foi observada desvantagem em 5 problemas, comparando com PCx_MOD.
Os problemas ken18 e seymour apresentaram aumento no número de iterações do método
de pontos interiores juntamente com uma redução nas iterações do método de Gradientes
Conjugados pré-condicionado para a versão PCx_A3 em relação à versão PCx_MOD.
Para a versão PCx_A4 em relação a PCx_MOD, a mesma situação foi verificada nos
problemas bas1lp e nsir2.
O perfil de desempenho que considera a quantidade de iterações para o método
de Gradientes Conjugados pré-condicionado é exibido na Figura 7. Considerando esta
métrica de desempenho e olhando para a figura, podemos ver que a eficiência das versões
PCx_F3 e PCx_A4 é superior àquela apresentada pelas demais versões. PCx_A4 recebe
destaque, resolvendo 50% dos problemas com o menor número de iterações, ante apro-
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ximadamente 31% para PCx_F3. As demais versões apresentam desempenho bastante
próximo, mesmo considerando um fator τ grande da melhor versão, nesta métrica.
Figura 7 – Perfil de desempenho para iterações de Gradientes Conjugados pré-condicionado
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Fonte: Produzido pelo autor.
Analisando a Tabela 6, observa-se que em 12 problemas a versão PCx_F3
apresenta uma redução na quantidade de cálculos para obtenção de uma nova matriz B,
aumento em 1 problema e para 2 problemas verificou-se um atraso nas iterações onde os
cálculos são realizados, se comparado com a versão PCx_MOD. Para a versão PCx_F4,
foram 9 problemas com redução no número de cálculos, 2 problemas com aumento e 1
problema com atraso nas iterações dos cálculos. Dos 12 problemas onde houve redução,
para PCx_F3, 8 deles apresentam um sistema linear maior a ser resolvido em relação
a PCx_MOD, enquanto que no problema onde foi observado aumento nos cálculos a
dimensão do sistema é maior, e um dos 2 problemas onde se verificou atraso nas iterações
dos cálculos apresenta um sistema de dimensão maior. Já para a versão PCx_F4, 6 dos 9
problemas onde houve redução apresentam um sistema linear menor, enquanto que os dois
problemas que apresentaram aumento dos cálculos formam sistemas lineares maiores a
serem resolvidos, e o problema que apresentou atraso nas iterações dos cálculos de uma
nova B forma um sistema linear menor para ser resolvido, se comparado com PCx_MOD.
Por sua vez, a Tabela 7 mostra que a versão PCx_A3 resolve 8 problemas
com menos cálculos de uma nova matriz B do que PCx_MOD, enquanto que para outros
5 problemas há um atraso nas iterações onde tais cálculos ocorrem. A versão PCx_A4
realiza menos cálculos para 11 problemas e atrasa as iterações de tais cálculos para 2
problemas, se comparado com a versão PCx_MOD.
O perfil de desempenho que mostra a métrica da quantidade de cálculos da
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uma nova matriz não singular B é apresentado na Figura 8, onde se vê que a eficiência
das versões PCx_F3 e PCx_A4, para esta métrica, é superior à das demais versões.
Figura 8 – Perfil de desempenho para cálculos de uma nova matriz B
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Fonte: Produzido pelo autor.
Para os problemas pilot e pilots, tomando como base a versão PCx_MOD, as
versões PCx_F3 e PCx_F4 necessitaram de mais iterações do método de pontos interiores
para solução com status “ótimo”: foram 63 iterações para ambos os problemas com PCx_F3
e 49 para PCx_F4 (também para ambos os problemas), sendo que PCx_MOD precisou
de 41 iterações em ambos. Além da desvantagem nas iterações do método de pontos
interiores, percebemos desvantagem no número de iterações do método de Gradientes
Conjugados pré-condicionado, sendo de 1.815 para PCx_F3 em ambos os problemas e 1.008
para PCx_F4, contra 786 para PCx_MOD. Nenhuma das três versões citadas necessitou
calcular mais de uma vez a matriz B. Contudo, o tempo computacional permaneceu
próximo: PCx_F3 resolveu pilot com média de 39,48 segundos e pilots com 39,48
segundos, PCx_F4 resolveu pilot com média de 37,42 segundos e pilots com 42,32
segundos, enquanto que PCx_MOD pilot com média de 41,45 segundos e pilots com
41,69 segundos. PCx_MOD resolve o problema ken18 em 39 iterações do método de
pontos interiores, num total de 4.233 iterações de Gradientes Conjugados pré-condicionado,
gastando 786,51 segundos em média sem necessitar de mais de um cálculo para a matriz
B. Já a versão PCx_F4 resolve o mesmo problema em 40 iterações do método de pontos
interiores mas com 1.184 iterações de Gradientes Conjugados pré-condicionado e média de
608,87 segundos sem necessitar de mais de um cálculo para a matriz B. Ainda tomando
como base a versão PCx_MOD, PCx_A4 resolve o problema ken18 com uma iteração do
método de pontos interiores a mais, apesar de uma significativa redução na quantidade
de iterações do método de Gradientes Conjugados pré-condicionado, sem a necessidade
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de calcular a matriz B mais de uma vez. O tempo gasto foi vantajoso em mais de 200
segundos.
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5 Considerações Finais
Temos apresentado experimentos computacionais com um sistema linear alter-
nativo para o pré-condicionador separador para a solução de problemas de programação
linear usando o método preditor-corretor de Mehrotra (1992).
Tal como apresentado por Oliveira e Sorensen (2005), o pré-condicionador
separador tem sua construção focada para o sistema aumentado, evitando a formação do
complemento de Schur. A construção resultou em uma matriz pré-condicionada diagonal
por blocos, sendo que a matriz do bloco superior esquerdo foi reduzida a uma matriz
definida positiva, que pode ser de uma das formas apresentadas nas expressões (2.11a) e
(2.11b).
Os experimentos numéricos foram orientados à implementação da solução do
sistema linear que envolve as matrizes (2.11a) e (2.11b), mas com uma estratégia de solução
voltada para o sistema aumentado. Contudo, diferente do que acontece com a matriz
(2.11a) nas implementações mais conhecidas que envolvem o pré-condicionador separador,
não foi possível encontrar um pré-condicionador para o complemento de Schur (equações
normais) que fosse equivalente à matriz (2.11b). Desta forma, novas rotinas de recuperação
da solução foram adotadas (todas implementadas em linguagem de programação C).
Os primeiros resultados, obtidos a partir da implementação computacional
da estratégia de recuperação de solução proposta na subseção 3.4.1, só puderam ser,
de alguma maneira, conclusivos se fossem adotadas precisões “mais apertadas” para o
método de Gradientes Conjugados pré-condicionado na solução dos sistemas lineares das
direções preditora e corretora (respectivamente 108 e 1012), precisões estas diferentes das
adotadas pela versão PCx_MOD, usada como base nas implementações e comparações.
Isto pode ser devido à instabilidade que a matriz D gera durante o processo de solução, tal
como observado na subseção 2.5.4. Alterações nesta estratégia de solução forneceram as
estratégias definidas nas subseções 3.4.2 a 3.4.5, que apresentaram resultados satisfatórios
com a precisão já adotada pelo PCx_MOD. Sendo assim, os resultados dos experimentos
numéricos da estratégia da subseção 3.4.1 foram desconsiderados das análises deste trabalho.
Os resultados dos experimentos evidenciam que PCx_F3 e PCx_A4 adotam
estratégias mais promissoras que as atuais na solução dos problemas de programação linear
selecionados para os testes. As quatro estratégias propostas neste trabalho realizam uma
quantidade menor de atualizações da matriz B (ou um retardo na atualização é verificado),
procedimento este que pode ser bastante caro do ponto de vista do esforço computacional.
Além disso, de maneira geral, as versões que implementam as estratégias de recuperação
de solução propostas necessitam de uma quantidade menor de iterações de gradientes
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conjugados para a convergência das soluções dos sistemas lineares das direções preditora e
corretora.
Estas características podem estar aliadas a uma melhoria no condicionamento
das matrizes (3.24), (3.36), (3.48) e (3.51) em relação à matriz (2.11b) e, consequente-
mente, um melhor comportamento do método de Gradientes Conjugados pré-condicionado
utilizando tais matrizes, para muitos dos problemas avaliados. Em especial, as matrizes
(3.24) e (3.51) se aproximam de uma matriz diagonalmente dominante, como pode ser
observado a partir da discussão das propriedades das matrizes DB, D1B , DN e D1N da
subseção 2.5.4.
Tal como observado por Bocanegra (2005, p 88), determinar o momento ade-
quado para a troca de fases tem importância vital para o bom funcionamento da estratégia
híbrida de pré-condicionamento, e esta tem sido uma dificuldade enfrentada pelo autor na
seleção dos problemas teste. Como a rotina de execução dos problemas envolve a declaração
do parâmetro η e este, por sua vez, é capaz de determinar o momento da troca, encontrar
um valor ótimo para cada problema pode ser uma tarefa inviável, dependendo dos proble-
mas a serem abordados. Escolhas inconvenientes para tal parâmetro de entrada podem
fazer com que a troca de fases ocorra em um momento impróprio para o pré-condicionador
separador. Uma sugestão para trabalhos futuros é o desenvolvimento de uma estratégia
que realize a troca de fases em um momento ideal para o pré-condicionador separador, de
tal forma que o parâmetro η não seja necessário.
A partir da discussão da seção subseção 2.5.4, podemos ver que, nas iterações
finais do método de pontos interiores, a matriz (2.10) se aproxima de uma matriz estrita-
mente diagonalmente dominante, cujos valores da diagonal principal em módulo são todos
iguais a 1. Desta forma, conforme observa Golub e Van Loan (2013, p. 614), o método de
Gauss-Seidel converge para qualquer escolha do ponto inicial. Um trabalho futuro desta
pesquisa é aplicar o método de Gauss-Seidel no sistema linear que envolve tal matriz e
verificar a relação entre esta técnica e a redução estável proposta em (GONZALEZ-LIMA;
OLIVEIRA; OLIVEIRA, 2013).
Por fim, este trabalho propôs a solução dos sistemas lineares com foco no
sistema aumentado, sendo que dois novos pré-condicionadores foram desenvolvidos. Uma
proposta de trabalho futuro é encontrar um pré-condicionador para o sistema de equações
normais que seja equivalente aos pré-condicionadores desenvolvidos e resolver os sistemas
com foco nas equações normais.
Cite online: Dantzig e Thapa (2003), Dantzig e Thapa (1997). Cite: (DANTZIG;
THAPA, 2003; DANTZIG; THAPA, 1997).
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APÊNDICE A – Método de Newton
Podemos dizer que o método de Newton tem sua motivação na garantia e
aceleração da convergência do método de Ponto Fixo para funções reais. Considere
f : R ÝÑ R uma função real contínua no intervalo ra, bs, intervalo este que contém uma
raiz da equação fpxq  0, digamos ξ. O método de Ponto Fixo consiste em tomar uma
forma equivalente x  φpxq e, a partir de uma aproximação inicial xp0q, gerar uma sequência
de iteradas
 
xpkq
(
, aproximações para ξ, usando a relação xpk 1q  φpxpkqq, pois a função
φpxq é tal que fpξq  0 se, e somente se, φpξq  ξ. A função φ é chamada função de
iteração e sua forma geral é φpxq  x Apxqfpxq, desde que em ξ, Apξq  0 (RUGGIERO;
LOPES, 2005).
Teorema A.1. Seja ξ uma raiz da equação fpxq  0, isolada em um intervalo I  R
centrado em ξ. Considere φpxq uma função de iteração para a equação fpxq  0. Se
(i) φpxq e φ1pxq são contínuas em I;
(ii) |φ1pxq| ¤M   1 para todo x P I;
(iii) xp0q P I,
então a sequência
 
xpkq
(
, gerada pelo processo iterativo xpk 1q  φpxpkqq, converge para ξ.
Demonstração. Vide Ruggiero e Lopes (2005, p. 58).
Ruggiero e Lopes (2005, p. 66) observam que a convergência do método de
ponto Fixo é mais rápida para pequenos valores de |φ1pxq|. Assim, o método de Newton
escolhe uma função de iteração tal que φ1pξq  0. Partindo da equação fpxq  0 e da
forma geral para φpxq, queremos Apxq tal que φ1pξq  0. Temos
φpxq  x  Apxqfpxq ñ φ1pxq  1  A1pxqfpxq   Apxqf 1pxq
φ1pξq  1  A1pξqfpξq   Apξqf 1pξq ñ φ1pξq  1  Apξqf 1pξq
Logo, φ1pξq  0 se, e somente se, Apξq   1
f 1pξq
, donde vem Apxq   1
f 1pxq
. Desta forma,
a função de iteração utilizada pelo método de Newton é dada por φpxq  x fpxq
f 1pxq
.
Teorema A.2. Sejam fpxq, f 1pxq e f2pxq contínuas em um intervalo I que contenha a
raiz x  ξ de fpxq  0 e suponha que f 1pξq  0. Então, existe um intervalo I¯  I contendo
ξ, tal que se xp0q P I¯, a sequência
 
xpkq
(
, gerada por xpk 1q  xpkq  fpx
pkqq
f 1pxpkqq
, convergirá
para ξ.
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Demonstração. Vide Ruggiero e Lopes (2005, p. 69).
Geometricamente, o método de Newton constrói uma linearização local no
ponto atual: dado
 
xpkq, fpxpkqq

, fazemos Lpkqpxpkqq  fpxpkqq   f 1pxqpx xpkqq, que define
a reta tangente à curva no ponto dado. Encontrando o zero do modelo linear L, obtém-se
Lpkqpxq  0 se, e somente se, x  xpkq 
fpxpkqq
f 1pxpkqq
. Finalmente, pomos xpk 1q  x.
Usando a motivação de se construir um modelo localmente linear, considere
F : D  Rn ÝÑ Rn, F  pf1, f2,    , fnqJ, uma função não linear definida num conjunto
aberto D, com derivadas contínuas nesse conjunto, e suponha que exista x P D tal que
Fpxq  0. A matriz de derivadas parciais de F, denominada matriz Jacobiana é
Jpxq 

∇f1pxqJ
∇f2pxqJ
...
∇fnpxqJ
fiffiffiffiffifl 

Bf1pxq
Bx1
Bf1pxq
Bx2
  
Bf1pxq
Bxn
Bf2pxq
Bx1
Bf2pxq
Bx2
  
Bf2pxq
Bxn... ... . . . ...
Bfnpxq
Bx1
Bfnpxq
Bx2
  
Bfnpxq
Bxn
fiffiffiffiffiffiffiffiffifl
.
Temos que, conhecida uma aproximação xpkq P D para x P D, existe ci P D tal
que
fipxq  fipx
pkqq  ∇fipciqJpx xpkqq, i  1,    , n.
Aproximando ∇fipciq por ∇fipxpkqq, i  1,    , n, temos um modelo localmente linear para
fipxq em torno de xpkq
fipxq  fipx
pkqq  ∇fipxpkqqJpx xpkqq, i  1,    , n.
Obtemos, assim, o modelo
Fpxq  Lpkqpxq  Fpxpkqq   JpxpkqqJpx xpkqq.
Para a nova aproximação, encontramos o zero da linearização
Lpkqpxq  0 ô Jpxpkqqpx xpkqq  Fpxpkqq,
e fazendo νpkq  px xpkqq solução do sistema linear
Jpxpkqqν  Fpxpkqq,
a nova aproximação fica xpk 1q  xpkq νpkq. Dennis Junior e Schnabel (1996, p. 90) mostram
que, sob condições adequadas para F, J e o ponto inicial, a sequência de iteradas gerada
pelo método de Newton via xpk 1q  xpkq  Jpxpkqq1Fpxpkqq converge quadraticamente
para x.
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APÊNDICE B – Método dos Gradientes
Conjugados Pré-condicionado
Considere A P MnpRq uma matriz simétrica e definida positiva e b P Rn.
Suponha que queiramos encontrar a solução x para o sistema linear
Ax  b. (B.1)
É possível mostrar que este problema é equivalente ao problema de minimização
min
xPRn
Jpxq, (B.2)
onde o funcional J : Rn ÝÑ R é dado por Jpxq 12xAx, xy  xb, xy, com x, y o produto
interno usual do Rn. Isto se deve ao fato de J ser convexo e, assim, seu gradiente é dado
por ∇Jpxq  Ax  b no ponto x P Rn. Além disso, a matriz Hessiana do funcional J
no ponto x P Rn é Hpxq  A e A é uma matriz definida positiva. Desta forma, se x¯
for uma aproximação para a solução do problema de minimização (B.2), então será uma
aproximação para a solução do sistema linear (B.1) (PULINO, 2012; GOLUB; VAN LOAN,
2013).
Sejam }v}A 
a
xAv, vy uma norma e xu, vyA  xAu, vy e um produto
interno em Rn. Como Jpx¯q  12xAx¯, x¯y  xb, x¯y 
1
2xApx¯  x
q, px¯  xqy 
1
2xA
1b, by
e Jpxq  12xA
1b, by, segue que Jpx¯q  12}x¯  x
}2A   Jpx
q (GOLUB; VAN LOAN,
2013).
B.1 Método da Máxima Descida
Como o mínimo do funcional J situa-se na direção de ∇Jpxpkqq  bAxpkq a
partir do ponto xpkq, então, se o resíduo rpkq  bAxpkq  0, existirá um parâmetro λ P R tal
que Jpxpkq λrpkqq   Jpxpkqq. Desta forma, escolhemos λ de modo a obtermos o mínimo de
J na variedade linear Sk  tz P Rn; z  xpkq λrpkq, λ P Ru, obtendo xpk 1q  xpkq λkrpkq
tal que Jpxpkqq  mintJpzq, z P Sku. Para isto, definimos φpλq Jpxpkq λrpkqq, λ P R, e
fazemos φ1pλq  0 para encontrar o minimizador λk. Temos, então, que λk 
xrpkq, rpkqy
xArpkq, rpkqy ,
com rpkq  0. Usando o fato de que A é uma matriz definida positiva, temos que λk ¡ 0.
Conforme explica Pulino (2012, p. 538) “xpk 1q  spantrp0q, rp1q,    , rpkqu xp0q
e xpkq é uma sequência minimizante para o funcional J , isto é, Jpxp0qq ¡    ¡ Jpxpkqq ¡
Jpxpk 1qq ¡    ¡ Jpxq, para todo k  0, 1, 2, 3,    ”. O autor alerta, ainda, que a
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convergência se torna lenta no caso de κ2pAq ser muito grande e afirma que uma explicação
algébrica para este fato é a proximidade das direções dos resíduos. O Algoritmo 4 resume
o método.
Algoritmo 4: Método da Máxima Descida
Entrada: xp0q P Rn, aproximação para pxq
Saída: x solução de (B.1)
início
para k  0, 1, 2,    faça
rpkq Ð bAxpkq;
λk Ð
xrpkq, rpkqy
xArpkq, rpkqy ;
xpk 1q Ð xpkq   λkr
pkq;
fim
fim
B.2 Método dos Gradientes Conjugados
Introduziremos a ideia de espaço afim. Dado u P Rn e V  Rn um subespaço,
então u   V  tx P Rn; x  u   v, v P Vu é um espaço afim. Note que, no método da
máxima descida, o k-ésimo passo de otimização é sobre o espaço xpkq   spant∇Jpxpkqqu.
Podemos escolher um subespaço spantpp0q, pp1q,    , ppkqu onde as direções ppkq são tais que
tornam o processo iterativo passível de convergir em n passos, onde n é a dimensão do
sistema linear (B.1) (GOLUB; VAN LOAN, 2013).
Considere o produto interno x, yA introduzido anteriormente, onde A é a
matriz hessiana do funcional J . Construiremos direções consecutivas ppkq e ppk 1q A-
conjugadas, isto é, xppkq, ppk 1qyA  xAppkq, ppk 1qy  0, com pp0q  ∇Jpxp0qq  rp0q. Ou
seja, determinaremos direções ppk 1q  rpk 1q   βkppkq de modo que ppkq e ppk 1q sejam
A-conjugadas. Tem-se, então, que
βk  
xArpk 1q, ppkqy
xAppkq, ppkqy  
xrpk 1q,Appkqy
xAppkq, ppkqy (B.3)
Esta configuração nos diz que a direção ppk 1q é a projeção ortogonal do resíduo rpk 1q
sobre o subespaço gerado pela direção ppkq em relação ao produto interno x, yA (PULINO,
2012).
Notemos que
rpk 1q  bAxpk 1q  bAxpkq  λkAppkq  rpkq  λkAppkq. (B.4)
Por sua vez, seque que xppkq, rpkqy  xrpkq, rpkqy   βk1xppk1q, rpkqy  xrpkq, rpkqy, uma vez
que xppk1q, rpkqy  0, visto que rpkq  ∇Jpxpkqq, onde xpkq é o ponto de mínimo do
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funcional J na direção de ppk1q. Assim, temos
λk 
xrpkq, rpkqy
xAppkq, ppkqy . (B.5)
Finalmente, da Equação B.4 segue que Appkq  r
pkq  rpk 1q
λk
que substituindo na Equa-
ção B.3 e usando a Equação B.5 obtemos βk 
xrpk 1q, rpk 1qy
xrpkq, rpkqy
. O método pode, então, ser
resumido no Algoritmo 5 (PULINO, 2012).
Algoritmo 5: Método dos Gradientes Conjugados
Entrada: xp0q P Rn, aproximação para pxq
Saída: x solução de (B.1)
início
rp0q  bAxp0q;
pp0q  rp0q;
para k  0, 1, 2,    faça
λk Ð
xrpkq, rpkqy
xAppkq, ppkqy ;
xpk 1q Ð xpkq   λkp
pkq;
rpk 1q Ð rpkq  λkAppkq;
βk Ð
xrpk 1q, rpk 1qy
xrpkq, rpkqy
;
ppk 1q Ð rpk 1q   βkp
pkq;
fim
fim
Pulino (2012, p. 542) mostra que dois resíduos consecutivos são ortogonais,
que trp0q, rp1q,    , rpkq,    u é um conjunto ortogonal e que tpp0q, pp1q,    , ppkq,    u é um
conjunto A-conjugado, mostrando que o método de gradientes conjugados converge para
a solução exata do sistema (B.1) em n passos.
B.3 Método dos Gradientes Conjugados aplicado a um sistema
linear pré-condicionado
Golub e Van Loan (2013, p. 630) mostram que se A  In  UDUJ é definida
positiva com U P MnrpRq e D P MrpRq com r   n então o método de gradientes
conjugados aplicado ao sistema (B.1) converge para a solução exata do sistema linear em
até r  1 iterações. Desta forma, o método de gradientes conjugados converge rapidamente
se κ2pAq  1 ou se a matriz A tiver poucos autovalores distintos. Isto nos conduz às ideias
de pré-condicionamento de sistemas lineares descrito na seção 2.2.
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Assim, considere o sistema (B.1) e C PMnpRq uma matriz simétrica e definida
positiva para ser o pré-condicionador de (B.1), ou seja, A¯  C1AC1, e apliquemos o
método de gradientes conjugados a A¯x¯  b¯, onde x¯  Cx e b¯  C1b. Note que xpkq 
C1x¯pkq e que rpkq  bAxpkq, então temos que r¯pkq  b¯A¯x¯pkq  C1pbAxpkqq  C1rpkq.
Logo, fazendo M  C2, obtemos
λk 
xr¯pkq, r¯pkqy
xA¯p¯pkq, p¯pkqy

xM1rpkq, rpkqy
xApC1p¯pkqq,C1p¯pkqy ,
Cxpk 1q  Cxpkq   λkp¯pkq,
C1rpk 1q  C1rpkq  λkC1AC1p¯pkq,
βk 
xM1rpk 1q, rpk 1qy
xM1rpkq, rpkqy ,
p¯pk 1q  C1rpk 1q   βkp¯pkq.
Se definirmos ppkq  C1p¯pkq e zpkq  M1rpkq obteremos, por fim, a versão pré-condicionada
do método dos gradientes conjugados, descrita no Algoritmo 6.
Algoritmo 6: Método dos Gradientes Conjugados Pré-condicionado
Entrada: xp0q P Rn, aproximação para pxq
Saída: x solução de (B.1)
início
rp0q  bAxp0q;
Obtenha zp0q de Mzp0q  rp0q;
pp0q  zp0q;
para k  0, 1, 2,    faça
λk Ð
xzpkq, rpkqy
xAppkq, ppkqy ;
xpk 1q Ð xpkq   λkp
pkq;
rpk 1q Ð rpkq  λkAppkq;
Obtenha zpk 1q de Mzpk 1q  rpk 1q;
βk Ð
xzpk 1q, rpk 1qy
xzpkq, rpkqy
;
ppk 1q Ð zpk 1q   βkp
pkq;
fim
fim
