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Abstract— We propose a generative model for the spatio-
temporal distribution of high dimensional categorical observa-
tions. These are commonly produced by robots equipped with
an imaging sensor such as a camera, paired with an image
classifier, potentially producing observations over thousands
of categories. The proposed approach combines the use of
Dirichlet distributions to model sparse co-occurrence relations
between the observed categories using a latent variable, and
Gaussian processes to model the latent variable’s spatio-
temporal distribution. Experiments in this paper show that the
resulting model is able to efficiently and accurately approxi-
mate the temporal distribution of high dimensional categorical
measurements such as taxonomic observations of microscopic
organisms in the ocean, even in unobserved (held out) locations,
far from other samples. This work’s primary motivation is
to enable deployment of informative path planning techniques
over high dimensional categorical fields, which until now have
been limited to scalar or low dimensional vector observations.
I. INTRODUCTION
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The field of autonomous robotics has drastically increased
the ability of scientists to explore remote environments
[1]. Sites of research interest in outer space and the deep
ocean are characterized by being extremely inhospitable to
human life and difficult to reach from the Earth’s surface
via radio-frequency communications. But by making higher-
level decisions on-board, autonomous agents reduce the need
for real-time communications with a human operator. The
effectiveness of any autonomous agent, in terms of valuable
information acquired per unit resource, depends largely on
the plan it is programmed to follow. But remote environments
are often under-explored, and thus the optimal plan is not
known before the mission starts. Therefore, autonomous
agents require plans that adapt to the environments they
encounter, or informative path planning (IPP).
Robots performing adaptive sampling or IPP missions
typically operate over measurements of interest that are
low dimensional. For example, in the context of underwater
robotic missions, IPP has been used to adaptively sample
physical [2], [3], [4], chemical [5], [6], [7], [8], biological [9],
[10], and general visual signals [11] in the ocean (for more
details, see [12]). IPP techniques require a spatial model
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Fig. 1: Overview of the Gaussian-Dirichlet Random Field
model. Categorical observations, such as observations of
phytoplankton taxa, are factored into the product of a
community model and spatiotemporal distributions for each
community. The community model, which is the distribution
of taxa in each community, is modeled with a Dirichlet prior;
and the spatial distribution of each community is modeled
using a Gaussian process.
for the information that is being sampled [13]. Gaussian
processes (GPs) [14], [15], which are capable of modeling
black-box scalar or vector functions, are a common choice of
probabilistic observation model for IPP. GP models enable
IPP algorithms to produce smooth estimates over future
observations, along with uncertainties, which can then be
used to predict expected trajectory reward and to balance
the exploration-versus-exploitation trade-off using Bayesian
Optimisation (BO) [16].
Recent advances in machine learning and artificial intelli-
gence have enabled development of new types of sensing sys-
tems that effectively measure high-dimensional categorical
data. These systems combine traditional sensors (cameras,
probes, etc.) with deep neural networks to classify scalar,
vector, and image-based measurements in real time [17],
[18]. Examples of such systems include classifiers trained
using datasets [19] produced by the Imaging FlowCyto-
bot (IFCB) [20], that can produce taxonomic observations
of phytoplankton with over 100 categories, and classifiers
trained on the ImageNet dataset [21], which can produce
categorical observations over 10,000 categories. IPP tech-
niques based on GP models do not directly generalize to such
high-dimensional categorical observations as common em-
bedding methods (such as one-hot encoding[22]) embed a K-
categorical variable in K dimensions, leading to exponential
space complexity. Hierarchical Bayesian models designed
for spatio-temporal data, such as HDP-ROST [23], can ef-
ficiently model distributions of high dimensional categorical
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observations. But these models do not provide smoothly
varying probability distribution estimates at arbitrary loca-
tions in space and time, which are needed for BO based
IPP. Thus, there is a need for a spatio-temporal model of the
distribution of high-dimensional categorical data compatible
with IPP.
In this paper, we introduce the Gaussian-Dirichlet Random
Field (GDRF), a hierarchical generative topic model for the
spatial distribution of categorical observations. As shown
in fig. 1, GDRFs factor the probability distribution over
observation categories w into conditional distributions for
w given a latent topic z, and conditional distributions of the
latent topics given the observation’s location x:
P (w|x) =
∑
z
P (w|z)P (z|x) (1)
Since w and z are both categorical random variables, (1) re-
mains unusable for IPP. Therefore, we further factor P (z|x)
by introducing a latent Gaussian random field µi for each
topic, normalized to a distribution via a link function fi:
P (zi|x) = fi(µ1(x), . . . , µK(x)) (2)
To learn the word-topic model and the latent µi, we combine
Gibbs sampling with variational inference. An immediate
consequence of our choice of factorization is that the topics
in a GDRF model are scientifically meaningful in that they
capture the latent spatiotemporal structures relating different
observation categories.
II. RELATED WORK
Latent Dirichlet Allocation (LDA), introduced in [24] is
a topic model [25] originally designed for text documents.
LDA models the relationships between words and documents
using a set of latent topics that are linked to both the words
and documents via Dirichlet distributions. Formally, given a
corpus of M documents {d1, . . . , dM}, each with Ni words
out of a vocabulary of size W , we can generate a topic model
for K topics as follows:
Θdi ∼ Dirichlet(α)
Φzk ∼ Dirichlet(β)
zj,di ∼ Cat(Θdi)
wj,di ∼ Cat(Φzj,di ) (3)
Θ z w
α Φβ
M
Ni
K
Fig. 2: The graphical model for LDA
The graphical model for LDA is shown in Fig. 2. To perform
inference, we can do Gibbs sampling for the topic zi assigned
to a particular word wi in document di [26]:
P (zi = j|z−i,w) ∝
nwi−i,j + β
n·−i,j +Wβ
ndi−i,j + α
ndi−i,· +Kα
(4)
where nwi−i,j + 1 is the number of words with label wi
assigned to topic j, n·−i,j + 1 is the total number of words
assigned to topic j, ndi−i,j + 1 is the number of words in
documents di assigned topic j, and ndi−i,· + 1 is the number
of words in document di. LDA has been applied to model
natural scenes [27] and human actions [28], in addition to
text corpora such as electronic health records [29], Twitter
posts [30], and historical documents [31]. Spatial LDA [32]
(SLDA) extends the LDA model to account for spatial
structures in image data by adding priors over the location
of a spatial word.
The Real-time Online Spatiotemporal Topic model
(ROST), introduced in [23], models spatiotemporally dis-
tributed categorical data by discretizing an N-dimensional
world and treating cells in that world as documents. Letting
G(di) be the spatiotemporal neighborhood of cell di, a
hypothetical generative model for ROST simply replaces the
distribution of topics for a document with the distribution of
topics in the neighborhoodof a cell:
ΘG(di) ∼ Dirichlet(α) (5)
The Gibbs sampling step for inference similarly replaces the
count of topics in a document ndi−i,j with the count of topics
in the neighborhood of a nG(di)−i,j .
ROST has been used for robots displaying unsupervised
curious behavior [33], [23], multi-robot topic modeling [34]
and phytoplankton ecological modeling [35].
Formally, a Gaussian process [15] is a set of random
variables {Z(xi)} defined on some possibly infinite indexing
set X = {xi} such that for any finite subset Y ⊆ {Z(xi)},
Y ∼ N (µ,Σ). The function Σ : X × X → R≥0 is
called the kernel or covariance function of the GP, and
specifies the structure of relationships between different
points. Many common kernel functions on RD are stationary
(Σ = Σ(x− x′)) and isotropic (Σ = Σ(|x− x′|), including
the Mate´rn kernel function with ν = 3/2:
k3/2(r) = σ
(
1 +
√
3r
`
)
exp
{
−
√
3r
l
}
(6)
In (6), ` represents the length scale of the Gaussian process,
and σ represents a scale parameter for the kernel.
The geostatistics literature has used Kriging and similar
spatial optimal linear predictation tools since the 1950s [36],
[37]. In Kriging, the value of a scalar field is modeled as
a random field Z(x). The value of Z(x0), an unobserved
location, is estimated from a weighted sum of n sampled
locations:
Zˆ(x0) =
n∑
i=1
λiZ(xi) (7)
The weights that provide the minimum variance unbiased
estimator Zˆ(x0) can be calculated given only the sampled
values and the covariance function for the random field. Stan-
dard Kriging is a form of Gaussian Process regression [14].
For categorical random fields, geostatisticians use variations
on indicator Kriging [38], [39]. Methods from the Kriging
family have been used for adaptive sampling [40] and marine
visual data analysis [41].
There are many examples in the literature of IPP algo-
rithms which utilize GPs as a model for observed scalar
fields in marine environments. Binney, Krause, and Sukhatme
[42] demonstrate a graph-based submodular optimization IPP
algorithm with an objective function that can handle temporal
nonstationarity and along-path sample collection (as opposed
to sample collection at waypoints). Das et al. [43] use GPs to
model both spatial scalar fields and the relationship between
the scalar field’s variables and organism abundance. They
tested their model with two adaptive sampling strategies.
Suryan and Tokekar [44] develop a fast GP regression in-
formative path planning algorithm over spatial fields. Berget
et al. [45], Fossum and Eidvsik et al. [46], and Fossum and
Fragoso et al. [10] implement GP regression on AUVs and
demonstrate the viability of simple IPP algorithms in real-
world scenarios. Flaspohler et al. [47] introduce a plume-
finding algorithm, which locates maxima of phenomena
modeled by GPs. In all of these works, GPs model scalar
fields.
III. GAUSSIAN-DIRICHLET RANDOM FIELDS
We begin with several preliminary definitions. A GDRF is
defined on an indexing set X = {x1, x2, . . . }, representing
points in the world on which the model is defined. For
example, a GDRF on a two-dimensional A × B grid has
as its indexing set X = {1, 2, . . . , A} × {1, 2, . . . , B}. We
will generally refer to the indexing set itself as the world,
and call members of the world locations.
Words wi and topics zi are W - and K-categorical
variables, respectively. The mean latent log probabilities
(MLLPs) µj are Gaussian random fields defined on the world
X . MLLPs are transformed to a probability distribution via a
link function fj : RK → [0, 1], where
∑
j fj(µ1, . . . , µK) =
1 . For this paper, we exclusively use the softmax link
function fj(µ1, . . . , µK) = exp(µj)/
∑
k exp(µk). Finally,
the generative model contains several hyperparameters: β is
the Dirichlet parameter controlling the word distribution for
each topic, and Mi and Σi are respectively the mean and
covariance function of the Gaussian process from which µi
are drawn.
Given a set of N (not necessarily unique) members of
the indexing set, {x1, x2, . . . , xN}, latent probabilities for
K topics, as well as topics and words, are given by:
µj ∼ N (Mi,Σi) , j ∈ [1..K]
Φz ∼ Dirichlet (β) , z ∈ {z1, . . . , zK}
zi ∼ f(µ1(xi), . . . , µK(xi)), i ∈ [1..N ]
wi ∼ Φzi , i ∈ [1..N ] (8)
The graphical model for GDRFs is given in Fig. 3.
IV. APPROXIMATE INFERENCE OF GAUSSIAN-DIRICHLET
RANDOM FIELDS
Assume we have collected a set of N categorical ob-
servations {wi} associated with N locations in the world
{xi}. We can decompose the learning of a GDRF into two
steps: learning the word-topic model, and learning the latent
log topic probabilities. We learn the word-topic model via
Gibbs sampling. This model is similar to ROST in many
ways, which is itself a spatiotemporal version of LDA. In
ROST, the spatio-temporal world is discretized into cells,
and the prior distribution of topics in a cell is defined by
the distribution of topics in the Von Neumann neighborhood
of the cell. Every word in a cell has the same prior topic
distribution, independent of its exact location within the cell.
For GDRFs, the Gaussian Processes underlying the model
allow us to consider topic densities, as opposed to counts, in
P (z|x). Normalizing nG(di)−i,j , the number of times topic j is
observed in the neighborhood of cell di, by the hypervolume
V (G(di) of cell di, we get an approximation for the mean
topic density in the neighborhood of di:
P (zi = j|x) =
n
G(di)
−i,j
V (G(di)
+ αV (G(di)
n
G(di)
−i,·
V (G(di)
+ KαV (G(di)
(9)
Finally, since the Dirichlet concentration parameter α can
also be viewed as a smoothing “pseudocount”, we can factor
it into a scale times the hypervolume of the neighborhood,
α→ αV (G(di)). Then, in the limit as V (G(di)) approaches
zero, we get our Gibbs sampling distribution for GDRFs:
P (zi = j|z−i,w, xi) ∝
nwi−i,j + β
n·−i,j +Wβ
ρj(xi) + α
ρ(xi) +Kα
. (10)
Here ρj(x) represent the density of topic j at location x,
while ρ(x) represents the observation density at location x.
In GDRF, α is a pseudo-density, with the same smoothing
properties as the LDA and ROST models.
After sampling a topic for each observation, we have col-
lected a set of N categorical topics {zi}, associated with N
locations in the world {xi}. We can use these to do approxi-
mate variational inference on the Gaussian processes. In our
generative model, we let P (zi|x) = exp(µi)/
∑
j exp(µj).
P (zi|x) represents the topic probability at location x. We can
use the new topics from the Gibbs sampling {zi} to calculate
µ z w
M Σ
Φβ
K N
K
Fig. 3: The graphical model for GDRFs
approximate ρj(xi) by discretizing the world. Substituting in
the expression from the Gibbs sampling distribution,
ρj(xi) + α
ρ(xi) + Tα
= exp(µj(xi))/
∑
k
exp(µk(xi)) (11)
or
log(ρj(xi) + α) = µj(xi) + C. (12)
Because the softmax transformation is shift invariant, we can
take C to be zero. Our training inputs are the locations of the
observations {xi}, while our training targets for each Gaus-
sian process are {log(ρj(xi) + α)}. We aim to maximize the
sum of the evidence lower bound (ELBO) for each GP using
stochastic variational inference [48]. SVI implementation
was drastically simplified by using GPytorch [49], a GP
library built on top of the Python library Pytorch [50], which
offers simplified interfaces for automatic differentation and
GPU acceleration. After a training step of the GPs, we can
calculate ρj using the same equation for the training targets.
The training procedure for GDRFs is given in algorithm 1.
Algorithm 1 GDRF Inference
1: while true do
2: for i = 1 to N do
3: zi ∼ P (zi = j|z,w)
4: end for
5: Update Φ according to {(wi, zi)}
6: Update ρj according to {(xi, zi)}
7: for j = 1 to K do
8: Yj = log (ρj(x) + α)
9: Lj(X,Y ) = ELBO[Gj(X), Yj ]
10: Update Mj and Σj according to ∇Lj
11: ρj(x) = fj(G1(x), . . . , GK(x))
12: end for
13: end while
In practice, the two learned components of the GDRF
model (the word-topic distributions Φ and the GPs) converge
at different speeds. Empirical training accuracy and time
to convergence improved when allowing the Gibbs sampler
and the variational inference steps to run multiple times
before proceeding. Theoretically, Ni should be chosen so
each half of the algorithm converges at an equal rate during
each global iteration. The Gibbs sampler is hyperparameter-
free, while SVI has a single additional hyperparameter: the
learning rate λ. Therefore, if T1 is the mixing time of the
Gibbs sampler, and T2/λ is the number of SVI iterations
until convergence of the GPs, N1/T1 = λN2/T2. We found
N1 = 50, N2 = 5, λ = 0.25 allowed each half of the model
sufficient time to learn from the other half, without allowing
either half to converge to an undesired local optimum.
V. RESULTS
A. Simulated Data
In order to demonstrate GDRF’s ability to learn the latent
topic structure underlying a set of observations, we tested
both GDRF inference and ROST on a simulated dataset,
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Fig. 4: Forward simulation of the GDRF generative model
as described in Eq. (8) and Fig. 3. The world used here is
a 26 × 26 lattice from 0 to 25 in X and Y . The means of
each GP are zero, and the GPs use a Mate´rn kernel [15]
with a length scale of 2.5 in each dimension, scaled by 5.
The Dirichlet parameter β is 0.1
Fig. 5: An example of a visually and spatially heterogeneous
underwater scene. Image captured at Bellairs Research Insti-
tute, Barbados, January 2019.
shown in Fig. 4. We drew 10,000 random observations
on a 26 × 26 grid from a GDRF generative model with
4 topics, a vocabulary of size 50, a β of 0.1, zero GP
mean, and a Mate´rn kernel [15] of length scale ` = 2.5
and overall scale σ = 5. These simulation parameters were
chosen because they produced maximum likelihood word
distributions, as shown in Fig. 4a, which contain realistic
spatial heterogeneity. For comparison, see fig. 5, which
contains coral reef structures.
Observations drawn from the simulation shown in Fig.
4 were used as inputs for both the GDRF model and the
ROST model. The maximum likelihood topics for both
models (shown in Fig. 6b) are visually similar to the ground
truth maximum likelihood topics in Fig. 4. But the GDRF’s
inferred maxmimum likelihood topics in Fig. 6b have a
much stronger resemblance to the ground truth in Fig. 6b
than do ROST’s in Fig. 6d (modulo the swapping of topic
labels and colors). In addition, ROST learns a factorization in
which three of the four topics are always most likely, while
GDRF’s factorization correctly models the observations with
four topics. The GDRF model also captures small scale
variation (on the order of a couple of spatial cells) in the
latent topic field that ROST fails to pick up. Finally, note
that the inputs to both of these models are the observations,
as in Fig. 4a, but the similarity between the ground-truth
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Fig. 6: GDRF and ROST inference on the data from Fig. 4.
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Fig. 7: Approximate Fractional Mutual Information (AFMI)
for GDRF and ROST on 10 random data sets. 7b: Topic
AFMI. 7a: Word AFMI. ROST AFMI is on the X-axis, while
GDRF AFMI is on the Y-axis.
maximum likelihood topics in Fig. 4b and the GDRF’s
inferred maximum likelihood topics in Fig. 6b is the product
of a completely unsupervised training process.
To numerically evaluate the ability of these two models
to capture complex spatial heterogeneity, we generated 10
simulation of 10,000 observations on an 11× 11 grid, from
GDRFs with 3 topics, a vocabulary of size 15, β = 0.1,
M = 0, and Mate´rn kernels with σ = 5 and ` = 12.5.
We trained both GDRFs and ROST on each simulation, and
we computed an approximate fractional mutual information
(AFMI) score between the inferred and ground truth maxi-
mum likelihood topics and words for both models:
AFMI(Mmodel,Mgt) =
I(Mmodel,Mgt)
I(Mgt,Mgt)
(13)
I(X,Y ) =
∑
x
∑
y
P (x, y) log
(
P (x, y)
P (x)P (y)
)
(14)
Here the marginal probabilities P (M = i) are proportional to
the number of cells in the maximum likelihood map M with
category i, and the joint probabilities P (Ma = i,Mb = j)
are proportional to the number of cells with topic i in map
a and topic j in map b. Note that AFMI scores range from
zero to one, with zero representing two maps with no mutual
information and one representing two identical maps.
The resultant AFMI scores are shown in Fig. 7. GDRF
has consistently high AFMI scores for its topic maps in Fig.
7b, and slightly lower AFMI scores for its word maps Fig.
7a. In contrast, ROST has AFMI scores that vary along the
entire scale for both topics and words. In both cases, GDRFs
almost always get higher AFMI scores than ROST. The
GDRF model is capable of learning complex, heterogeneous
latent structures from densely sampled 2D categorical fields,
and it learns those structures better than ROST.
B. Phytoplankton Taxa Dataset
The Martha’s Vineyard Coastal Observatory (MVCO)
is a research station off the coast of Martha’s Vineyard,
Massachusetts, providing long time series of oceanographic
and meteorological measurements [51]. In addition to typ-
ical oceanographic sensors, the MVCO is equipped with
an Imaging FlowCytobot[52], which takes high-throughput
images of phytoplankton. These images are both selectively
expert-annotated, and automatically labelled using a machine
learning-based classifier [20].
We used a random subset of 100,000 images from three
years of MVCO phytoplankton data, from 2013 to 2016,
labeled by taxon using a random forest classifier, as training
inputs for GDRF and ROST. The results are shown in Fig. 8.
Both GDRFs and ROST generate inferred word distributions
(Figs. 8c and 8e ) that are visually similar to the observed
distribution of phytoplankton taxa (Fig. 8a). But Fig 8b
shows GDRF produces a distribution with a lower mean KL-
divergence from the observed distribution, 0.064, than ROST,
0.095. This shows GDRF learns a more accurate model for
the observations than ROST.
We demonstrate GDRF’s ability to extrapolate by compar-
ing the model’s performance after training with and without
withheld subsets of the data. The three years of phytoplank-
ton taxon data are divided into 500 equal-time chunks. A
held-out window five chunks wide (approximately 10 days)
is slid across the dataset, and the model is trained without
that chunk of data. The mean KL divergence between the
model and the observation distribution within this window is
calculated, and fig. 9 plots the log ratio between this window-
mean divergence in the held-out and non-held-out models.
On this figure, a ratio of 1 implies than both the model trained
with held-out data and the model trained without held-out
data predicted taxon distributions equally as far from the
observed distribution (as measured using KL divergence); a
ratio above 1 implies that the model trained with held-out
data does worse. The mean ratio between the models is 1.07.
The model trained without data in a particular region predicts
a taxon distribution that is less accurate than a model trained
to reproduce the observed distribution. But the magnitude of
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Fig. 8: MVCO phytoplankton taxa dataset. Ground truth
taxon observations are produced by running phytoplankton
images through a random forest classifier. The output labels
are used as training data for both models. 8a: Observed
phytoplankton taxon distributions. 8b: Mean KL Divergence
between ROST (blue) or GDRF (red) inferred taxon dis-
tribution and ground-truth observed taxon distributions. 8c:
Inferred taxon distributions for ROST model. 8d: Inferred
latent topic distributions for ROST model. 8e: Inferred taxon
distributions from GDRF model. 8f: Inferred latent topic
distributions for GDRF model. The X-axis represents time
in days. The Y-axis represents fraction of total probability.
the inaccuracy is relatively low, with no held-out windows
exhibiting more than a factor of 2 increase in KL divergence
from observations. Since the GDRF model trained without
any held-out data performs well when compared to ROST,
predictions from a GDRF model in unobserved regions or
periods of time are likely accurate enough to use for adaptive
sampling and informative path planning.
VI. CONCLUSION
The GDRF model provides both a generative process for
spatially heterogeneous categorical observation fields, and
a method for extrapolating from categorical observations
underpinned by semantically meaningful Gaussian processes.
By factoring the high-dimensional distribution over obser-
vation categories into a low-dimensional distribution over
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Fig. 9: Comparison of GDRF accuracy with and without
held-out data. For each data point, a roughly 10 day window
of MVCO data was held out of the training data set, to
produce the held-out model. The average KL divergence
between the model and the ground-truth in the window was
calculated. The y-axis represents the ratio between this held-
out KL divergence from ground truth and the non-held-out
model’s average KL divergence from ground truth within the
same window. Values above one imply that the non-held-out
model has a smaller KL divergence from ground truth than
the held-out model.
topics, GDRFs are able to take advantage of the expres-
siveness of Gaussian process models for categorical data.
We have demonstrated that GDRFs are capable of extracting
meaningful structure from 2D spatial fields and interpolating
on data sets with temporal gaps.
The effectiveness of GDRF inference on the MVCO
phytoplankton taxon dataset demonstrates the viability of
GDRFs for modeling biological systems in the ocean. We
have also experimented with neural network classifiers ca-
pable of distinguishing over 140 phytoplankton taxa. Future
work will explore the use of GDRFs to model 2-D and 3-D
phytoplankton fields, labeled by neural network.
In this paper, we described a batch training procedure for
learning GDRF models. Future work will develop techniques
for doing online inference, enabling many applications such
as IPP for mapping of map categorical fields autonomously.
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