Bott, Cattaneo and Rossi defined invariants of long knots R n ֒→ R n+2 as combinations of configuration space integrals. Here, we give a more flexible definition of these invariants. Our definition allows us to interpret these invariants as counts of diagrams. It extends to long knots inside more general (n + 2)-manifolds, called parallelized asymptotic homology R n+2 , and provides invariants of these knots.
Introduction
In [Bot96] , Bott introduced an isotopy invariant Z 2 of knots S n ֒→ R n+2 in odd dimensional Euclidean spaces: this definition involves diagrams with four vertices, with two kinds of edges and two kinds of vertices. It is defined as a linear combination of configuration space integrals associated to each graph by integrating forms associated to the edges, which represent directions in R n or in R n+2 .
This invariant was generalized to a whole family (Z k ) k∈N * of isotopy invariants of long knots R n ֒→ R n+2 , for odd n ≥ 3, by Cattaneo and Rossi in [CR05] and by Rossi in his thesis [Ros02] . The degree k Bott-Cattaneo-Rossi (BCR for short) invariant Z k involves diagrams with 2k vertices.
In [Wat07] , Watanabe proved that the BCR invariants are finite type invariants with respect to some operations on ribbon knots, and he used this property to prove that the invariants Z k are not trivial for even k ≥ 1, and that they are related to the Alexander polynomial of long ribbon knots.
In Theorem 2.8, which is the main theorem of this article, we generalize the invariants (Z k ) k≥2 to long knots in parallelized asymptotic homology R n+2 , using the notion of propagating forms. When the ambient space is R n+2 , our extended definition also provides a more flexible definition. In Theorem 2.10, we equivalently define our generalized BCR invariants as rational combinations of intersection numbers of chains in configuration spaces. In particular, our generalized invariants are rational. Theorem 2.14 asserts that Z k is additive under connected sum. In [Let19] , we use our flexible definition to express our generalized Z 2 in terms of linking numbers or of Alexander polynomials for all long knots in asymptotic homology R n+2 , when n ≡ 1 mod 4.
Our invariants Z k are precisely defined in Section 2, where the three forementioned theorems are stated. Their proofs are given in the following sections.
Our definition of Z k involves a parallelization of the ambient space. In Section 6 we prove that Z k does not depend on this parallelization. In order to prove this result, we prove Theorem 6.2, which asserts that, up to homotopy, any two parallelizations of an asymptotic homology R n+2 that are standard outside a compact coincide outside an (arbitrarily small) ball.
I thank my advisor Christine Lescop for her help with the redaction of this article.
Definition of the BCR invariants

Parallelized asymptotic homology R n+2 and long knots
In this article, we fix an odd integer n ≥ 3, and M denotes an (n + 2)-dimensional closed smooth oriented manifold, such that H * (M ; Z) = H * (S n+2 ; Z). Such a manifold is called a homology (n + 2)-sphere.
In such a homology sphere, choose a point ∞ and a closed ball B ∞ (M ) around this point. Fix an identification of this ball B ∞ (M ) with the complement of the open unit ball of R n+2 in S n+2 = R n+2 ∪{∞}. LetM denote the manifold M \{∞} and letB ∞ (M ) denote the punctured ball B ∞ (M ) \ {∞}, which is identified to the complementB ∞ of the open unit ball in R n+2 . Let B(M ) denote the closure ofM \B ∞ . Then, the manifolď M can be seen asM = B(M ) ∪B ∞ , whereB ∞ ⊂ R n+2 . Note that such a manifolď M has the same homology as R n+2 . The manifoldM equipped with the decompositioň M = B(M ) ∪B ∞ is called an asymptotic homology R n+2 .
Long knots of such a spaceM are smooth embeddings ψ : R n ֒→M such that, when ||x|| ≥ 1, ψ(x) = (0, 0, x), and when ||x|| ≤ 1, ψ(x) ∈ B(M ).
Two long knots ψ and ψ ′ are isotopic if there exists a family (ψ t ) 0≤t≤1 of long knots, which smoothly depends on t, such that ψ 0 = ψ and ψ 1 = ψ ′ . Such a family is called an isotopy (between ψ and ψ ′ ). Definition 2.1. A parallelization of an asymptotic homology R n+2 is a bundle isomorphism τ :M × R n+2 → TM that coincides with the canonical trivialization of T R n+2 onB ∞ × R n+2 . An asymptotic homology R n+2 equipped with such a parallelization 1 is called a parallelized asymptotic homology R n+2 .
Two parallelizations τ and τ ′ are homotopic if there exists a smooth family (τ t ) 0≤t≤1 of parallelizations such that τ 0 = τ and τ 1 = τ ′ .
Given a parallelization τ and a point x ∈M , τ x denotes the isomorphism τ (x, ·) : R n+2 → T xM .
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BCR diagrams
The definition of the BCR invariants involves the following graphs, called BCR diagrams. 
v is internal and trivalent, with one incoming internal edge, one outgoing internal edge, and one incoming external edge, which comes from a univalent vertex.
3. v is internal and univalent, with one outgoing external edge.
v is internal and bivalent, with one incoming external edge and one outgoing internal edge.
v is internal and bivalent, with one incoming internal edge and one outgoing external edge.
The external edges that come from a (necessarily internal) univalent vertex are called the legs of Γ. The subgraph of Γ made of all the other edges, and the non univalent vertices is called the cycle of Γ.
Define the degree of a BCR diagram Γ as deg(Γ) = 1 2 Card(V (Γ)), and let G k denote the set of all BCR diagrams of degree k.
In the following, internal edges are depicted by solid arrows, external edges by dashed arrows, internal vertices by black dots, and external vertices by white dots (circles). This is the same convention as in [Wat07] , but it is the opposite of what was done in [CR05] , where the internal edges are dashed, and the external ones are solid.
Then, the five neighborhoods of the vertices in the previous definition look like:
For example, here are the five degree 2 BCR diagrams, which respectively have two, two, one, one, and no leg:
Since any vertex has exactly one outgoing edge, every BCR diagram of degree k has exactly 2k edges. A numbering of a degree k BCR diagram Γ is a bijection σ : E(Γ) → {1, . . . , 2k}, and G k denotes the set of all degree k numbered BCR diagrams (Γ, σ) (up to numbered graph isomorphisms).
Two-point configuration spaces
If N is a submanifold of a manifold M , U N denotes its unit tangent bundle. If N is a submanifold of a manifold M , such that ∂N ⊂ ∂M , its normal bundle NN is the bundle over N whose fibers are N x N = T x M/T x N . A fiber U N x N of the unit normal bundle U NN of N is the quotient of N x N \ {0} by the dilations 3 . The differential blow-up of a compact manifold M along a compact submanifold N such that ∂N ⊂ ∂M is the manifold obtained by replacing N with its unit normal bundle U NN . It is diffeomorphic to the complement in M of a open tubular neighborhood of N . When M and N are closed, the boundary of the obtained manifold is canonically diffeomorphic to U NN , and its interior is M \ N .
Let X be a d-dimensional closed smooth oriented manifold, let ∞ be a point of X, and setX = X \ {∞}. Here, we give a short overview of the compactification C 2 (X) of the two-point configuration space defined in [Les15, Section 2.2]. Let C 2 (X) be the space defined from X 2 by blowing up the point (∞, ∞), and next the closures of the sets ∞ ×X,X × ∞ and ∆X := {(x, x)|x ∈X}.
The manifold C 2 (X) is compact and comes with a canonical map p b : C 2 (X) → X 2 . This map induces a diffeomorphism from the interior of C 2 (X) to the open configuration space C 0 2 (X) = {(x, y) ∈X 2 |x = y}, and C 2 (X) has the same homotopy type as C 0 2 (X). It is called the two-point configuration space ofX.
is the tangent vector at 0 of the path γ such that γ(0) = ∞ and for any t ∈ 0, July 4, 2019
, which identifies to the unit normal bundle to the diagonal ∆X, which is diffeomorphic to the unit tangent bundle UX via the map
The following lemma can be proved as in [Les15, Lemma 2.2].
Lemma 2.4. WhenX = R d , the Gauss map
Furthermore, G reads as follows on the faces 4 of codimension 1 of C 2 (R d ):
Then, we can define a smooth map G τ : ∂C 2 (M ) → S n+1 by the following formula:
One can think of this map as a limit of the Gauss map when one or both points approach infinity (where everything is standard), or when they are close to each other. In the latter case, the limit is defined by the parallelization.
Configuration spaces
Let Γ be a BCR diagram, let (M , τ ) be a parallelized asymptotic homology R n+2 , and let ψ : R n ֒→M be a long knot. Let C 0 Γ (ψ) denote the configuration space:
An element c of C 0 Γ (ψ) is called a configuration. By definition, the points of a configuration are distinct, and the points associated to internal vertices are on the knot.
This configuration space is a non-compact smooth manifold. It admits a compactification, which is defined in [Ros02, Section 2.4], and is the closure of the image of the map c ∈ C 0 Γ (ψ) → c * ∈ C V (Γ)∪{ * } (M ), where c * |V (Γ) = c and c( * ) = ∞, and where C V (Γ)∪{ * } (M ) is the compact configuration space defined in [Sin04] . Definition 2.6. There exists a compact manifold with ridges and edges C Γ (ψ), such that:
• For any two internal vertices v and w, the map c ∈ C
• For any two vertices v and w, the map c ∈ C
For any edge e of Γ going from a vertex v to a vertex w, C e denotes the configuration space Split each external edge e in two halves: the tail e − and the head e + . The form Ω e ± is defined as follows:
• for the head e + of a leg going to an external vertex v, Ω e + = dX 1 v ,
• for the head e + of an edge that is not a leg, going to an external vertex v, Ω e + = dX 2 v ,
• for the tail e − of an edge coming from an external vertex v,
• for any (external) half-edge e ± adjacent to an internal vertex v,
Note that this distributes the coordinates of each vertex on the half-edges that are adjacent to it, as in the following picture:
Let N T (Γ) denote the number of internal trivalent vertices, and define the sign of a BCR diagram as ε(
Ω e , where Ω e = Ω e − ∧ Ω e + for any edge e.
Propagating forms
Here we define the notion of propagating forms, which allows us to extend the definition of the BCR invariants to other ambient manifolds than Euclidean spaces.
An antisymmetric form on S k is a form ω such that (−Id S k ) * (ω) = −ω, where −Id S k is the antipodal map of the sphere.
Definition 2.7. An internal propagating form (or internal propagator) is a closed
where ω α is an antisymmetric volume form on S n−1 such that S n−1 ω α = 1, and where G :
where ω β is an antisymmetric volume form on S n+1 such that S n+1 ω β = 1, and where G τ is the map of Definition 2.5.
For a given integer k, a family F = (α i , β i ) 1≤i≤2k of propagating forms of (M , τ ) is the data of 2k internal propagating forms (α i ) 1≤i≤2k and 2k external propagating forms
Given such a family and a degree k numbered BCR diagram (Γ, σ), and for each edge
For any edge e, n(e) denotes the integer n−1 if e is internal, and n+1 if e is external, so that ω F e,σ is an n(e)-form on C Γ (ψ).
Definition and properties of generalized BCR invariants of long knots
Fix an integer k ≥ 2, and a family F = (α i , β i ) 1≤i≤2k of propagating forms of (M , τ ). Corollary 3.4 guarantees the existence of such a family. Let ψ be a long knot.
ω F e,σ , and set
, and the previous integral is a real number.
Theorem 2.8. Set:
We have the following properties:
1. The value of Z F k does not depend on the choice of the family F of propagating forms of (M , τ ). 
The value of
Z k = Z F k does notZ k (ψ) = Z k (ϕ • ψ). In particular, Z k is a long knot isotopy invariant.
Propagating chains
Let us now define the notion of propagating chains, which will give us another way of computing the invariant Z k , and help us to prove the fourth assertion of Theorem 2.8. An internal propagating chain (or internal propagator) is a rational
5 Only Θ2 and Θ3 are explicitly defined in [CR05] , but the definition for higher k is mentioned.
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A family F * = (A i , B i ) 1≤i≤2k of propagating chains of (M , τ ) is the data of 2k internal propagating chains (A i ) 1≤i≤2k and 2k external propagating chains (B i ) 1≤i≤2k of (M , τ ).
Consider a family F * = (A i , B i ) 1≤i≤2k of propagating chains of (M , τ ). For any BCR diagram let P Γ be the following map:
The family F * is in general position if, for any numbered BCR diagram (Γ, σ) ∈ G k , and for any c ∈ C Γ (ψ) such that P Γ (c) ∈
• For any internal edge e, p e (c)
• For any external edge e, p e (c) ∈ B σ(e) \ B (n+2)
σ(e) .
• The following transversality property holds:
In the following, D F * e,σ denotes the chain p −1 e (A σ(e) ) if e is internal, and the chain p −1 e (B σ(e) ) if e is external. This is a chain of C Γ (ψ).
Computation of Z k in terms of propagating chains
We can now give a discrete definition of our generalized BCR invariants.
This theorem is proved in Section 4.1, where a more precise definition of this intersection number is given.
Additivity of Z k under connected sum
LetM 1 andM 2 be two asymptotic homology R n+2 . Let us define the connected sum M 1 ♯M 2 . LetB ∞, 
along ∂B i using the map ϕ i , and set 
otherwise, defines a long knot ψ 1 ♯ψ 2 ֒→M 1 ♯M 2 , which is called the connected sum of ψ 1 and ψ 2 .
Let us assert the following immediate result about connected sum.
For any parallelizable asymptotic homology R n+2M and for any long knot ψ inM , there exist two diffeomorphisms T
In Section 9, we prove the following theorem.
Theorem 2.14. LetM 1 andM 2 be two parallelizable asymptotic homology R n+2 and let ψ 1 : R n ֒→M 1 and ψ 2 : R n ֒→M 2 be two long knots. Then, for any k ≥ 2:
Independence of the propagating forms
In this section, we study the effect on Z k of a change in the family of propagating forms. Without loss of generality, it suffices to study how Z k changes when α 1 and β 1 change.
Expression of the dependence in terms of boundary integrals
For later purposes, we allow a more general context: as previously, we suppose that a family F = (α i , β i ) 1≤i≤2k of propagating forms is given, but we allow the forms β i to be defined using different parallelizations τ i ofM (which means that (
). This will allow us to use the results of this section in the proof of the independence of the parallelization in Section 6.2.
Let τ ′ 1 be a parallelization ofM . Let F ′ = (α ′ i , β ′ i ) 1≤i≤2k be a family of propagating forms such that for any i ≥ 2, (α ′ i , β ′ i ) = (α i , β i ), and such that β ′ 1 is an external propagating form for τ ′ 1 . Also suppose that
has the sphere factorization property if we can choose the forms (ζ α 1 , ζ β 1 ) such that there exists an antisymmetric (n − 2)-form
In the following, when this property is supposed, we always choose such primitives.
For any (Γ, σ) ∈ G k , and for any edge e of Γ, define the form
and e is internal, p * e (ζ β 1 ) if σ(e) = 1 and e is external,
Lemma 3.1. With these notations:
Proof. From the Stokes formula, it directly follows that
Codimension 1 faces of C Γ (ψ)
The codimension 1 open faces of C Γ (ψ) are in bijection with the subsets S of cardinality at least two of
denote the face associated to such an S and let F(Γ) denote the set of the codimension 1 faces. There are four types of faces in F(Γ):
• If S contains * , ∂ S C Γ (ψ) is called an infinite face, and its elements are configurations of C Γ (ψ) that map the vertices of S \ { * } to infinity, and all the other vertices to pairwise distinct points ofM .
is called the anomalous face. Its elements are configurations that map all the vertices to one point, which is necessarily on the knot.
• If S has exactly two points, which are connected by exactly one edge, ∂ S C Γ (ψ) is called a principal face and its elements are the configurations that map the two vertices of S to one point x S and all the other ones to pairwise distinct vertices of M \ {x S }.
• Otherwise, ∂ S C Γ (ψ) is called a hidden face, and its elements are configurations that map all the vertices of S to one point x S , and all the other ones to pairwise distinct points ofM \ {x S }.
One can find precise descriptions of these faces in Section 7 or in [Ros02, pp 61-62].
A numbered (codimension 1) face of C Γ (ψ) is a face ∂ S C Γ (ψ) as above, together with a numbering σ of Γ.
For any numbered face (
Vanishing lemma for the face contributions Lemma 3.2. If S ⊂ V (Γ), Γ S denotes the subgraph of Γ whose vertices are the elements of S and whose edges are the edges of Γ that connect two vertices of S.
Then :
• Represent the principal faces by pairs (Γ, e) where Γ ∈ G k and e ∈ E(Γ). 
-If σ is a numbering of Γ such that σ(e) = 1, and if e is either internal or external with at least one external end, then δ e I (Γ, σ, ψ) = 0.
• The set of hidden faces splits into two sets H 1 (Γ) and H 2 (Γ), such that:
has the sphere factorization property:
• For the principal faces (Γ, e) associated to an edge e where e is external with internal ends, the map s Γ,e above can be extended to a map N (Γ, e) → N (Γ * , e * ) such that δ e * I(Γ * , σ * , ψ) = −δ e I(Γ, σ, ψ) and s Γ,e • s Γ * ,e * = Id.
• For any infinite face
• The anomalous faces do not contribute: for any
The proof of this lemma is given in Section 7.
Cohomology groups of configuration spaces, and applications
In this section, we study the cohomology of configuration spaces in order to prove the existence of families of propagating forms, and we prove the first point of Theorem 2.8 up to Lemma 3.2.
Proof. Let us prove the result for C 2 (M ). The proof for C 2 (R n ) is similar and even simpler.
, where N (∆M ) is a tubular neighborhood of ∆M , which can be identified to ∆M × D n+2 using the parallelization. By Künneth's formula,
Lemma 3.3 yields the following corollary.
Corollary 3.4. For any parallelized asymptotic homology
Proof. The triviality of the cohomology group H n+2 (C 2 (M ), ∂C 2 (M )) follows from the lemma.
It implies the surjectivity of the natural map
Let us now prove the first point of Theorem 2.8. Fix (M , τ ), and choose two families
of propagating forms of (M , τ ). As previously said, it suffices to show that Z F k does not change if α 1 and β 1 change. Then, we suppose that for any i ≥ 2, (
Lemma 3.5. One can write
Moreover, these forms can be chosen such that there exist antisymmetric forms η ζα 1 on S n−1 and
has the sphere factorisation property.
Proof. Let us prove the result for external propagators, the method is the same for internal ones. By construction, (
From the previous lemma and Theorem 3.2, it follows that Z F ′ k − Z F k = 0, which proves the first point of Theorem 2.8.
Rationality of Z k
Proof of Theorem 2.10
Fix a family F * = (A i , B i ) 1≤i≤2k of propagating chains of (M , τ ) in general position. In order to prove that Z k can be computed with these propagators, we are going to define forms dual to them, and use the definition of Z k . Fix Riemannian metrics on the configuration spaces C 2 (M ), C 2 (R n ), and C Γ (ψ), and denote by N ε (X) = {c|d(c, X) ≤ ε} the closed ε-neighborhood of a subset X of any of these spaces.
Define
Let ε > 0 be such that for any internal edge e, p e (D(
σ(e) ), and such that for any external edge e, p e (D (Γ, σ) 
, and a local fiber projection map
Some use of linear algebra and inverse function theorem proves the following lemma.
is a diffeomorphism onto its image.
Since n(e) is odd for any edge,
is naturally oriented, and we can define sgn(det(dϕ c )) as the sign of the Jacobian det(dϕ c ).
w(p e (c)), where w(p e (c)) is the coefficient of the submanifold in which p e (c) lies. Then, the intersection number
The following lemma, which can be obtained as in [Les19, Section 11.4, Lemma 11.13] connects this intersection number to a configuration space integral, thus to the Z k invariant.
Lemma 4.2. There exists a family
Lemma 4.2 implies Theorem 2.10. Indeed, with the family F of propagating forms of the lemma, the integrals I F (Γ, σ, ψ) of the definition of Z k in Theorem 2.6 are exactly the numbers I F * (Γ, σ, ψ) of Theorem 2.10.
Existence of propagating chains in general position
Lemma 3.3 and the Poincaré-Lefschetz duality imply that H n (C 2 (R n )) and H n+2 (C 2 (M )) are trivial groups. Therefore, propagating chains exist.
As stated in the following theorem, which could be proved as in [Les19, Section 11.3, Lemma 11.11], these propagating chains can also be assumed to be in general position. 
In particular, Z k can be computed with these propagating forms. By construction, this gives a rational number. This proves the fourth assertion of Theorem 2.8.
Nullity of Z k when k is odd
In this section, we prove the fifth assertion of Theorem 2.8. The method is the same as in [Wat07, Section 2.5], but we have to deal with some more general propagating forms, and our orientations are not the same 6 .
Let (M , τ ) be a parallelized asymptotic homology R n+2 . Let us fix an integer k ≥ 1, a long knot ψ, and a family
. Since the forms ω α i and ω β i are antisymmetric for any 1 ≤ i ≤ 2k, F ′ is again a family of propagating forms of (M , τ ). For any 1
by reversing all the edges of the cycle. Then :
Proof. Since the vertices and their natures are the same for Γ and Γ * , we have a canonical 
Let L denote the number of edges of the cycle of Γ. Since F ′ is such that for any 1
Let u (resp. b, resp. t) denote the number of univalent (resp. bivalent, resp. trivalent) vertices of Γ. By definition of the BCR diagrams, u = t, and 2k = u + b + t = b + 2t.
Note that there is a bijection between maximal series of consecutive external edges of the cycle and bivalent vertices with an external outgoing edge. This bijection is defined by taking the source of the first edge of a series. Taking the head of the last edge of a series also gives a bijection between the maximal series of consecutive external edges of the cycle and the bivalent vertices with an internal outgoing edge. Then, r =
The cycle is composed of all the bivalent and trivalent vertices, and has as many vertices and edges. Then,
Eventually, L + r = 3k − 2t ≡ k mod 2. This concludes the proof of Proposition 5.1.
Proposition 5.1 directly implies that Z k (ψ) = 0 when k is odd.
Independence of the parallelization, invariance under ambient diffeomorphsims
In this section, we prove the second and third assertions of Theorem 2.8.
Homotopy classes of parallelizations ofM
LetM be a fixed parallelizable asymptotic homology R n+2 . Let Z τ k denote the value of the invariant Z k when computed with a family of propagating forms of (M , τ ).
We recall that two parallelizations τ and τ ′ are homotopic if there exists a smooth family (τ t ) 0≤t≤1 of parallelizations such that τ 0 = τ and τ 1 = τ ′ .
Denote by Par(M ) the set of homotopy classes of parallelizations ofM .
Lemma 6.1. If τ and τ ′ are homotopic, then
Proof. Let (τ t ) 0≤t≤1 be a smooth homotopy of parallelizations. Assume without loss that there exists ε > 0 such that τ t = τ 0 for any t ∈ [0, ε]. Let (α i , β i ) be a family of propagating forms of (M , τ 0 ). For any 1 ≤ i ≤ 2k, there exists a form ω β i such that 
is a family of propagating forms of (M , τ s ), and 
The following theorem will allow us to obtain the independence result in the next subsection. It is proved in Section 8: Fix a family F = (α i , β i ) 1≤i≤2k of propagating forms of (M , τ 0 ). The following lemma defines a family of propagating forms of (M , τ 1 ).
Lemma 6.3. There exists a family of n-forms (ζ i ) 1≤i≤2k on C 2 (M ) such that:
• The family of forms
is a family of propagating forms of (M , τ 1 ).
• For any index
with the notations of Remark 2.3).
Proof. Fix the index i ∈ {1, . . . , 2k}. First of all, note that G τ 1 and G τ 0 coincide outside of U B. Then, the form 
Let us prove that ∆ 1 Z k (ψ) = 0. Since j = 1, introduce the same notations as in Section 3.2, so that
Since the internal forms are the same for F 1 and F 2 , the numbered faces such that e 0 = σ −1 (1) is internal do not contribute.
According to Theorem 3.2, the only possibly contributing codimension 1 numbered faces are:
• numbered infinite faces (∂ S C Γ (ψ), σ), such that S contains at least one end of e 0 , where e 0 is external,
• numbered principal faces (∂ S C Γ (ψ), σ), such that S is composed of the ends of e 0 , and such that e 0 is external with internal ends,
• all the numbered anomalous faces (∂ V (Γ) C Γ (ψ), σ) such that e 0 is external.
In these three cases, the map p e 0 maps the face to ∂C 2 (M ). Infinite faces are sent to configurations with at least one of the two points at infinity. Anomalous and principal faces are sent to configurations where points of S coincide, but since there exists at least one internal vertex, these points are necessarily on the knot, which does not meet B. Then, p e 0 maps the face outside the support of ζ 1 , and the restriction of the form ω(Γ, σ, ψ) to the face vanishes.
This proves that ∆ 1 Z k (ψ) = 0. Similarly ∆ i Z k (ψ) = 0 for any 2 ≤ i ≤ 2k. The independence of Z k of the parallelization follows.
Invariance of Z k under ambient diffeomorphisms
In this section, we prove the third assertion of Theorem 2.8.
Fix a knot ψ 0 inside a parallelized asymptotic homology R n+2 denoted by (M , τ ), and fix a family F = (α i , β i ) 1≤i≤2k of propagating forms of (M , τ ) .
Let ϕ ∈ Diffeo(M ) be a diffeomorphism that fixesB ∞ pointwise, and let ψ 1 denote the knot ϕ • ψ 0 . In this section, for any i ∈ {1, 2} and for any edge e of a BCR diagram Γ, p e,i denotes the map p ψ i e : C Γ (ψ i ) → S n(e) of Definition 2.6.
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With these notations, ϕ induces a diffeomorphism Φ :
, and a diffeomorphism Φ β : C 2 (M ) → C 2 (M ). These diffeomorphisms extend the maps given by the formula c → ϕ • c on the interiors of these configuration spaces.
Then, we have:
Note that, by construction, if e ∈ E i (Γ), we have p e,1 • Φ = p e,0 , and if e ∈ E e (Γ),
of propagating forms of (M , τ ′ ), where τ ′ is the parallelization defined for any x by the formula τ
. The previous equation becomes:
Since Z k does not depend on the parallelization, this reads Z k (ϕ • ψ 0 ) = Z k (ψ 0 ). This proves the third assertion of Theorem 2.8.
Proof of Theorem 3.2
Recall that for any edge e, n(e) = n−1 if e is internal, and n(e) = n+1 if e is external. In all this section, for any edge e that has at least one end in S, let G e,S : ∂ S C Γ (ψ) → S n(e) be the map G • (p e ) |∂ S C Γ (ψ) if e is internal, and the map G τ σ(e) • (p e ) |∂ S C Γ (ψ) if e is external.
Infinite faces
In this section, we prove that the infinite face contributions vanish. When S V * (Γ), our proof is inspired from the proof of [Ros02, Lemma 6.5.9].
For infinite faces, the open face ∂ S C Γ (ψ) is diffeomorphic to the product C 0 Γ |V (Γ)\S × C S,∞ where:
is the set of configurations c :
• The manifold C S,∞ is the quotient set of maps u S : S ֒→ R n+2 \ {0} such that
Denote by (c, [u S ]) a generic element of the infinite face ∂ S C Γ (ψ). Such a configuration can be seen as the limit of the map c λ :
∈M when λ approaches zero (c λ is well-defined for λ sufficiently close to 0). First case: S = V * (Γ) and (α ′ 1 − α 1 , β ′ 1 − β 1 ) has the sphere factorization property.
In this case,
The following lemma directly implies that δ V * (Γ) I (Γ, σ, ψ) = 0.
Proof. Define the equivalence relation on
] are equivalent if and only if there exist representatives u V (Γ) and u ′ V (Γ) , and a vector x ∈ {0} 2 × R n , such that
Then, for any e ∈ E(Γ), the map G e,V * (Γ) factors through ϕ.
is the pullback of a form on the sphere by the map G e,V * (Γ) , for any edge e, including σ −1 (1). Then, (ω e,σ ) |∂ V * (Γ) C Γ (ψ) = ϕ * (θ e,σ ) where θ e,σ is a form on Q, andω(Γ, σ, ψ)
Second case: S V * (Γ) and either σ −1 (1) has no end in S or σ −1 (1) has at least one end in S but (α ′ 1 − α 1 , β ′ 1 − β 1 ) has the sphere factorization property. In this case, let E i S (Γ) (resp. E e S (Γ)) denote the set of internal (resp. external) edges with at least one end in S, and set E S (Γ) = E i S (Γ) ⊔ E e S (Γ).
Lemma 7.2. With the notations of Section 2.6, dim(C Γ (ψ)) = deg(ω F (Γ, σ, ψ)).
Furthermore, for any S V * (Γ):
Proof. Split any edge e of Γ in two halves e − (the tail) and e + (the head), and let v(e ± ) denote the vertex adjacent to the half-edge e ± . Assign an integer d(e ± ) to each half-edge as follows:
• If e is external, d(e + ) = 1 and d(e − ) = n:
• If e is internal, d(e + ) = 0 and d(e − ) = n−1:
Note that, with these notations:
• for any vertex v ∈ V (Γ),
•
for any edge e ∈ E(Γ), d(e + ) + d(e − ) = n(e).
This yields:
When S V * (Γ), one of the following behaviors happens:
• S contains only univalent vertices, and there exists an external edge going from S to V (Γ) \ S.
• S contains at least one vertex of the cycle of Γ, and there exists an edge going from V (Γ) \ S to S.
In both cases, there exists a half-edge e ± such that v(e ± ) ∈ S, v(e ∓ ) ∈ S, and d(e ∓ ) = 0 (n − 1 is indeed positive since n = 1). Therefore:
Since the edges of E S (Γ) have at least one vertex at infinity, their directions do not depend on the position of the points that are not at infinity, and we have the following.
Lemma 7.3. For any edge e ∈ E S (Γ), the map G e,S factors through
ϕ : ∂ S C Γ (ψ) → C S,∞ .
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From this lemma, and since either (α ′ 1 − α 1 , β ′ 1 − β 1 ) has the sphere factorization property, or σ −1 (1) ∈ E S (Γ), we can writeω e,σ = ϕ * (θ e,σ ) for any e ∈ E S (Γ), where deg(θ e,σ ) = n(e) if σ(e) = 1, n(e) − 1 if σ(e) = 1.
Then, deg(
n(e) − 1.
Since dim(C S,∞ ) = n.Card(S ∩ V i (Γ)) + (n + 2).Card(S ∩ V e (Γ)) − 1, Lemma 7.2 implies
n(e) − 1 > dim(C S,∞ ), and deg(
θ e,σ andω(Γ, σ, ψ) |∂ S C Γ (ψ) are zero. Then, δ S I (Γ, σ, ψ) = 0, as expected.
Finite faces
In this section, we study the contribution of the anomalous, hidden and principal faces.
Our analysis resembles the analysis in [Wat07, Appendix A], but we have to take care of the fact that the propagating forms are not the same on each edge, and that they may not be pullbacks of forms on the spheres.
Description and restriction to the connected case
Let S be a subset of V (Γ) of cardinality at least two, and let δ S Γ be the graph obtained from Γ by collapsing all the vertices in S to a unique vertex * S , internal if at least one of the vertices of S is, external otherwise. Let I(R n , R n+2 ) denote the space of linear injections of R n in R n+2 . Define the following spaces:
• The space C 0 δ S Γ is composed of the injective maps c : V (δ S Γ) ֒→M such that there exists c i :
• If S contains internal vertices, the space C S is the quotient of the set C S 0 of pairs (u, ι) where ι is a linear injection of R n inside R n+2 and u is an injective map u : S → R n+2 such that u(S ∩ V i (Γ)) ⊂ ι(R n ), by dilations and by translations of u along ι(R n ).
If S contains only external vertices, C S is the quotient of the set of maps S ֒→ R n+2 by dilations and translations along R n+2 .
Then:
• If S contains an internal vertex:
• If S contains only external vertices:
Keep the notation ∂ S C Γ (ψ) = C 0 δ S Γ × I(R n ,R n+2 ) C S in both cases. In the following, an element of ∂ S C Γ (ψ) will be represented by (c, [u] ) since ι can be deduced from c when S ∩ V i (Γ) = ∅. Proof. Suppose that Γ S is not connected. Then, there exists a partition S = S 1 ⊔ S 2 such that no edge connects S 1 and S 2 , and where S 1 and S 2 are non-empty sets. Suppose that S contains at least one internal vertex, and set ι(c) = τ 
Let ϕ : ∂ S C Γ (ψ) → Q denote the quotient map. With these notations, for any edge e, the map p e factor through ϕ. We conclude as in the proof of Lemma 7.1, since deg(ω(Γ, σ, ψ)) > dim(Q).
If S contains only external vertices, we proceed similarly with the equivalence relation such that (c, [u] ) and (c ′ , [u ′ ]) are equivalent if and only if c = c ′ and there exist representatives u and u ′ and a vector x ∈ R n+2 such that
Anomalous face
In this section, according to the hypotheses of Theorem 3.2, assume that (α ′ 1 −α 1 , β ′ 1 −β 1 ) has the sphere factorization property.
Lemma 7.5. There exists an orientation-reversing diffeomorphism of the anomalous face
T : ∂ V (Γ) C Γ (ψ) → ∂ V (Γ) C Γ (ψ), such
that, for any edge e ∈ E(Γ), we have G e,S •T = (−Id S n(e) ) • G e,S , where −Id S n(e) is the antipodal map.
Proof. Here, since δ V (Γ) Γ is a graph with only one internal vertex * V (Γ) , the face is
is a diffeomorphism. The sign of its Jacobian determinant is (−1) (2k−1)(n+2) = −1, since n is odd.
It is easy to check that G e,S • T = (−Id S n(e) ) • G e,S for any edge e.
* (θ e ), where, for any edge e, θ e is an antisymmetric form on the sphere. Then, Lemma 7.5 yields:
Eventually, this implies that δ V (Γ) I (Γ, σ, ψ) = 0.
Hidden faces
Fix a hidden face ∂ S C Γ (ψ).
Lemma 7.6. Suppose that Γ S has at least three vertices, and has a univalent vertex v 0 , and suppose that, if this vertex is internal, then its only adjacent edge
Proof. There is a natural map
denote the product of this map and the Gauss map G e 0 ,S .
As in the similar lemmas of the previous subsection, for any edge whose ends are both in S, G e,S factors through ϕ, and for any other edge, p e factors through ϕ. Then, all the formsω e,σ are pullbacks of forms on Q by ϕ, andω(Γ, σ, ψ) also is.
The hypotheses of the lemma imply that dim(Q) < dim(∂ S C Γ (ψ)), so δ S I (Γ, σ, ψ) = 0.
First case: H 1 (Γ) Let H 1 (Γ) be the set of faces such that Γ S is non connected or such that Γ S satisfies the hypotheses of Lemma 7.6. Then, for any such face, δ S I (Γ, σ, ψ) = 0.
Second case: H 2 (Γ) Let H 2 (Γ) be the set of all the remaining hidden faces. Let us first study the case where Γ S contains a fragment as below, where no specific hypothesis is made on the other edges adjacent to a or b: Proof. Let e and f denote the incoming and the outgoing edge of v in Γ S , and let a and b denote the other ends of e and f , as in the picture above. 8 Let T be the orientation-reversing diffeomorphism of ∂ S C Γ (ψ) defined as follows:
Let H ′ 2 (Γ) be the set of faces in H 2 (Γ) such that Γ S contains no piece like in Lemma 7.7.
Lemma 7.8. For any face ∂
, we have the following properties :
• If S contains the head of an external edge, then it contains its tail.
• If S contains a univalent vertex, then it contains its only adjacent vertex.
In particular, S necessarily contains at least one vertex of the cycle, but cannot contain all of them, since it would imply S = V (Γ).
Proof. This follows directly from the definition of H ′ 2 (Γ). 
, and define an orientation-reversing diffeomorphism
Thus, if ρ denotes the transposition of e and f , we have p g • T = p ρ(g) for any g, and we conclude as in Lemma 7.7.
Lemma 7.10. Suppose that the face ∂ S C Γ (ψ) is in H ′ 2 (Γ), and that Γ S contains no external vertex. Then, it contains at least one of the following pieces:
• Two non adjacent external edges with their sources a and b univalent in Γ S (not necessarily in Γ).
• A sequence of one external, one internal and one external edge, as in the second figure below.
• A trivalent internal vertex with all its neighbors.
In all of these three cases, we have a transposition of two edges ρ such that δ S I(Γ, σ, ψ) = −δ S I(Γ, σ • ρ, ψ).
Proof. The proof is similar to the previous ones. The following figure describes the three possible cases of the lemma, the involution moves only the vertices a and b, and the transposition ρ is swapping e and f : For a given (Γ, S) define the involution σ → σ * of Theorem 3.2 as follows: put a total order on non-ordered pairs of {1, . . . , 2k}. If there is a v as in Lemma 7.7, choose the one minimizing {σ(e), σ(f )}, and set σ * = σ • ρ as in the lemma. Otherwise, if there is an external vertex in S, choose one such that the outgoing edge is of minimal σ, and proceed as in Lemma 7.9, setting σ * = σ • ρ. Otherwise, if there are two edges e and f as in the first case of Lemma 7.9, choose the pair that minimizes {σ(e), σ(f )}. If not, and if there is a piece as in the second case, choose the one with minimal {σ(e), σ(f )}, and otherwise, there is a piece as in the third case: take the one of minimal {σ(e), σ(f )}. In these last three cases, set σ * = σ • ρ where ρ is the transposition of e and f .
Principal faces
It only remains to study the principal faces, which are the faces such that the ends of an edge e collide, and where this edge is the only edge between its two ends. Then,
, where m(e) = n − 1 if the ends of e are both internal n + 1 otherwise .
Choose this diffeomorphism in such a way that the Gauss map reads as the second projection map pr 2 in the product, and orient C 0 δeΓ in such a way that this diffeomorphism preserves the orientation.
Lemma 7.11. If σ(e) = 1, and if e is either an internal edge or an external edge with at least one external end, then δ
Proof. For any edge f = e, the map p f factors through pr 1 :
But we have deg It remains to study the cases where (α ′ 1 − α 1 , β ′ 1 − β 1 ) has the sphere factorization property, or where σ(e) = 1 (which are exactly the cases whereω e,σ is the pullback of a form on S n(e) ), and the case where σ(e) = 1 and e is external with both ends internal. This is the goal of the following lemmas. Proof. Let us prove Lemma 7.12, and explain why it is possible to deal with σ(e) = 1 in Lemma 7.13. Lemmas 7.14 and 7.15 are proved similarly. Lemma 7.16 is proved as Lemma 7.7 (for example), using the orientation-reversing diffeomorphism that exchanges x and y. In Lemma 7.12, we have ∂ e C Γ (ψ) = C 0 δeΓ × S n−1 and ∂ e * C Γ * (ψ) = −C 0 δeΓ × S n+1 since the graphs δ e Γ and δ e * Γ * are identical, and one can check by computation that the orientations are different, as in the chart at the end of this proof. For any edge h = e of Γ or Γ * the maps p h : ∂ e C Γ (ψ) → C e and p * h : ∂ e * C Γ * (ψ) → C e factor through the maps pr 1 : ∂ e C Γ (ψ) → C 0 δeΓ and pr 1, * : ∂ e * C Γ * (ψ) → C 0 δeΓ . The maps G • p e and G τ σ(e) • p e * are exactly the maps pr 2 : ∂ e C Γ (ψ) → S n−1 and pr 2, * : ∂ e * C Γ * (ψ) → S n+1 . Then, one can writeω(Γ, σ, ψ) = pr * 1 (λ) ∧ pr * 2 (ω α σ(e) ) and ω(Γ * , σ * , ψ) = −pr * 1, * (λ) ∧ pr * 2, * (ω β σ(e) ) for some form λ on C 0 δeΓ , the minus sign coming from the identification
and proves Lemma 7.12.
In the proof of Lemma 7.13, we can similarly prove thatω(Γ, σ, ψ) = pr
) for some form λ on C 0 δeΓ and see thatω(Γ, σ, ψ) = −ω(Γ * , σ * , ψ) after identification of both faces to C 0 δeΓ × S n−1 . Then δ e I(Γ, σ, ψ) = −δ e * I(Γ * , σ * , ψ).
Since this proof does not use partial integration on the spheres, it can be done also in the case σ(e) = 1, when (α ′ 1 − α 1 , β ′ 1 − β 1 ) has the sphere factorization property: it suffices to replace ω β σ(e) by η ζ β 1 in the previous proof. This proves Lemma 7.13.
We give here the different orientations used to check Lemmas 7.12 to 7.15, where Ω ′ denotes the wedge products of the Ω h , on the external edges h not named on the
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The map
is well-defined and is a bijection.
Proof. The lemma would be direct with GL + n+2 (R) instead of SO(n + 2), and SO(n + 2) is a deformation retract of GL + n+2 (R).
A homology (n + 2)-ball is a compact smooth manifold that has the same integral homology as a point, and whose boundary is the (n + 1)-sphere S n+1 .
We are going to prove the following theorem, which implies Theorem 6.2.
Theorem 8.2. Let B be a standard (n + 2)-ball inside the interior of a homology
Then, the induced map
is surjective.
In order to prove this theorem, we are going to build a right inverse to this map. To a map f : (B(M ), ∂B(M )) → (SO(n + 2), I n+2 ), we will associate a map g homotopic to f , such that g(M \ B) = {I n+2 }. Note that T gives rise to a cellular complex
We will first exhibit a map H 2 : T (k) ×I → Y such that for any x ∈ T (k) , H 2 (x, 0) = y 0 and H 2 (x, 1) = f (x), and such that
Define a map H 0 on the k-skeleton of T I as follows:
• for any x ∈ T (k−1) and any t ∈ I, H 0 (x, t) = y 0 .
The restriction of H 0 to any (arbitrarily oriented) k-cell e k of T I defines an element
The boundary of any (k + 1)-cell e k+1 of T I reads ∂e k+1 = j a j (e k+1 )e k j where the
Furthermore, this cocycle κ(H 0 ) is such that H 0 can be continuously extended to e k+1 if and only if κ(H 0 )(e k+1 ) = 0. In particular, it means that κ(H 0 ) vanishes on the cells of T 
Let H 1 be the obtained map. We have:
Since κ(H 1 ) = 0, H 1 can be extended as wanted to a map H 2 defined on T (k+1) I and therefore on T (k) ×I. The previous construction ensures that H 2 maps (T (k) ∩∂B(M ))×I to y 0 .
Extend H 2 to B(M ) × {1} by f . The following lemma concludes the induction.
Lemma 8.4. Let T be a triangulation of some manifold
Proof. Let us prove by induction that F extends to (
The property for ℓ = k is immediate. For some ℓ ∈ {k, . . . , n + 1}, suppose that F extends to a map F (ℓ) defined on (T (ℓ) × I) ∪ (X × {1}).
Choose an (ℓ + 1)-simplex e S ℓ+1 (0, 1) + ) denotes the intersection of the ball (resp. the sphere) of center 0 and radius 1 inside R ℓ+2 and the half-space {x ∈ R ℓ+2 |x 1 ≥ 0}. It is easy to check that any map defined on a half-sphere continuously extends to the half-ball. Then, any map defined on ((∂e is contained in ∂X, this extension can be chosen as the constant map of value y 0 . Doing the same work on every simplex of the form e ℓ+1 × I gives us a map F (ℓ+1) defined on (T (ℓ+1) × I) ∪ (X × {1}), which extends F . This concludes the induction.
For ℓ = n + 2, we get Lemma 8.4.
From the induction, which proves * (n + 1), it follows that f is homotopic to a map f 1 that sends the (n + 1)-skeleton of T to y 0 . It remains to prove that f 1 is homotopic to a map that sends the complement of B to y 0 .
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Let U be a regular neighborhood of T (n+1) . Up to a homotopy, assume that f 1 sends U to y 0 . There exists a ball V such that U ∪ V = B(M ) and such that V contains B. f 1 maps the complement of V to y 0 . Since V is a ball, and B a ball inside V , (f 1 ) |V is homotopic to a map that sends V \ B to y 0 , among the maps that sends ∂V to y 0 . This implies Lemma 8.3.
Then, any element of [(B(M ), ∂B(M )), (SO(n + 2), I n+2 )] can be represented by a map f :M → SO(n + 2), such that f (B(M ) \ B) = {I n+2 }. This proves Theorem 8.2.
Proof of Theorem 2.14: additivity of Z k
Recall that G is the Gauss map C 2 (R n ) → S n−1 . In this section, G ext denotes the Gauss map
The proof in this section is an adaptation to the higher dimensional case of the method developed in [Les19, Sections 14.1-14.2]. Important differences appear in Section 9.1.
Definition of extended BCR diagrams
Fix an integer k ≥ 2, and let ψ triv : x ∈ R n ֒→ (0, 0, x) ∈ R n+2 be the trivial knot.
For any (Γ, σ) ∈ G k , and any S 1 ⊔ S 2 V (Γ), define the graph Γ S 1 ,S 2 as follows: remove the edges of Γ between two vertices of S 1 or two vertices of S 2 . Next, remove the isolated vertices. Eventually, replace any vertex of S 1 ⊔ S 2 of valency k in the obtained graph by k internal vertices, and put each of these vertices on one of the previous edges. Let S i denote the set of all the vertices in Γ S 1 ,S 2 coming from those of S i in Γ. The graph Γ S 1 ,S 2 is endowed with a partition
The figure below shows an example of the obtained graph Γ S 1 ,S 2 :
Note that since any edge of Γ S 1 ,S 2 comes from an edge of Γ, the numbering σ induces a map
One can associate the following configuration space to the obtained graph Γ S 1 ,S 2 :
This space admits a compactification C Γ S 1 ,S 2 (ψ triv ) as in Section 2.4.
Lemma 9.1. For any (Γ, σ) ∈ G k and any S 1 ⊔ S 2 V (Γ), we have:
n(e)
Furthermore, this inequality is an equality if and only if S
Proof. We use the same method as in the proof of Lemma 7.2. Split any edge of Γ S 1 ,S 2 into two halves e − and e + , and assign an integer d(e ± ) to each half-edge e ± as follows:
• if e ± is adjacent to a vertex of S 1 ⊔ S 2 , d(e ± ) = 0,
n if e ± = e − is the tail of an external edge, 1 if e ± = e + is the head of an external edge n − 1 if e ± = e − is the tail of an internal edge 0 if e ± = e + is the head of an internal edge .
Note that for any vertex v:
This implies that
For any edge e of Γ S 1 ,S 2 that goes from v to w, we have:
if w ∈ S 1 ⊔ S 2 and v ∈ S 1 ⊔ S 2 , and e is external, 1 if v ∈ S 1 ⊔ S 2 and w ∈ S 1 ⊔ S 2 , and e is external, n − 1 if w ∈ S 1 ⊔ S 2 and v ∈ S 1 ⊔ S 2 , and e is internal, 0 if v ∈ S 1 ⊔ S 2 and w ∈ S 1 ⊔ S 2 , and e is internal.
This implies that d(e − ) + d(e + ) ≤ n(e) for any edge e, and this proves the inequality of the lemma. If S 1 ⊔ S 2 = ∅, this is an equality, since Γ ∅,∅ = Γ. If S 1 ⊔ S 2 = ∅, there exists an edge e with one end in S 1 ⊔ S 2 and the other one in V (Γ S 1 ,S 2 ) \ (S 1 ⊔ S 2 ). If there exists such an edge that is not an internal edge going from V (Γ S 1 ,S 2 ) \ (S 1 ⊔ S 2 ) to S 1 ⊔ S 2 , it will be such that d(e − ) + d(e + ) < n(e), and the inequality of the lemma will be strict.
But if there is an internal edge from
contains the whole cycle of Γ. This implies that there is at least one edge from S 1 ⊔ S 2 to V (Γ S 1 ,S 2 ) \ (S 1 ⊔ S 2 ), and concludes.
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For any edge e 0 ∈ E(Γ S 1 ,S 2 ) from v to w, and for any signs ε, ε ′ ∈ {±1}, define the map
For any mapsε,ε ′ : {1, . . . , 2k} → {±1} define the following map:
The union of the images of all theĜε
is a closed subset with empty interior of
The complement of this subset is therefore an open dense set O k .
Proof. The image is closed because it is compact, let us prove that its interior is empty. If S 1 ⊔ S 2 = ∅, Lemma 9.1 and the Morse-Sard theorem ensure that the image ofĜ Γ,σ,S 1 ,S 2 has empty interior, since the target of this map has greater dimension than its source. If S 1 ⊔ S 2 = ∅,Ĝ Γ,σ,∅,∅ is a map between two manifolds of same dimension. The action of R n on C Γ ∅,∅ (ψ triv ) by translations along {0} 2 × R n ⊂ R n+2 induces an action 
The previous corollary implies that the intersection numbers in Theorem 2.10 are all zero.
An extension of the Gauss map
Let (M 1 , τ 1 ) and (M 2 , τ 2 ) be two parallelized asymptotic homology R n+2 . Fix two knots ψ 1 : R n ֒→M 1 and ψ 2 : R n ֒→M 2 , and an integer k ≥ 2. 
of the Gauss map as follows:
Note that this map is such that
Proof of the additivity
Define the distance on (S n−1 ×S n+1 ) 2k given by the maximum of the Euclidean distances on each spherical factor.
) ∈ O ′ k , and 1 4 > δ > 0 such that the ball of radius 9δ and center Proof. First note that the condition on the restriction is compatible with the property of being a propagating form since (G τ,η ) |∂C 2 (M ) = G τ .
It remains to prove that the closed form G * τ,η (ω β i ) on D(G τ,η ) extends to a closed form on C 2 (M ). It suffices to prove that the restrictions to ∂C 2 (B η (M 1 )) and to ∂C 2 (B η (M 2 )) extend to C 2 (B η (M 1 )) and to C 2 (B η (M 2 )) as closed (n+1)-forms. Note that C 2 (B η (M i )) is diffeomorphic to C 2 (M i ). Then, Lemma 3.3 yields H n+2 (C 2 (B η (M i )), ∂C 2 (B η (M 2 ))) = 0 and concludes the proof.
We are going to prove the following proposition, which implies Theorem 2.14. {(1, 1) , . . . , (1, 2k)} ∪ {(2, 1), . . . , (2, 2k)} ∪ {∞}. For a given coloring χ, define U (χ) as the set of configurations in C Γ (ψ 1 ♯ψ 2 ) such that:
• If χ(v) = (1, 1), then c(v) is inB 2r 1 (M 1 ), and if χ(v) = (2, 1), c(v) is inB 2r 1 (M 2 ).
• If χ(v) ∈ {(1, 1), (2, 1)}, then c(v) is neither in B r 1 (M 1 ) nor in B r 1 (M 2 ). In particular, since 2η < r 1 , c(v) ∈B ∞,r 1 ⊂B ∞,2η , and it makes sense to use the Euclidean norm of R n+2 for such vertices.
• If χ(v) = (i, 2) (for some i ∈ {1, 2}), then c(v) ∈B 2r 2 (M i ), and there exists a vertex w, adjacent 9 to v, such that χ(w) = (i, 1).
• If χ(v) = (i, j + 1) for some 2 ≤ j ≤ 2k − 1, then there exists a vertex w adjacent to v, such that χ(w) = (i, j) and ||c(v) − c(w)|| < 2r j+1 .
• Proof. The fact that the U (χ) are open subsets is immediate. Let us prove that any configuration is in at least one of these sets. Fix a configuration c.
First color all the vertices v such that c(v) ∈B 2r 1 (M i ) with χ(v) = (i, 1). Next, for i ∈ {1, 2}, color with χ(w) = (i, 2) the vertices w adjacent to those of color (i, 1) such that c(w) ∈B 2r 2 (M 2 ).
Next, for any 2 ≤ j ≤ 2k − 1, define the vertices of color (i, j + 1) inductively: when the vertices of color (i, j) are defined, color with (i, j + 1) the vertices v which are not already colored, and such that there exists an edge of length less than 2r j+1 between v and a vertex w colored by (i, j).
With this method, no vertex can be simultaneously colored by (1, j) and (2, j ′ ). Indeed, the construction above ensures that any vertex colored by (i, j) is in B 2δr j+1 (M i ). Since 2δr j+1 = δ Setting χ(v) = ∞ for all the vertices that remain still uncolored after this recursion gives a coloring such that c ∈ U (χ).
We are going to use the following two lemmas in the proof of Theorem 2.14. Proof of Proposition 9.6 assuming Lemmas 9.8 and 9.9. First note that these two lemmas imply that I F (Γ, σ, ψ 1 ♯ψ 2 ) = U ω F (Γ, σ, ψ 1 ♯ψ 2 ) where U is the union of all the U (χ) where χ is a coloring such that no vertex is colored by ∞, and no edge connects two vertices colored by some (1, j) and (2, j ′ ). By construction, since Γ is connected, such a coloring χ takes only values of the form (1, j) or only values of the form (2, j). Let U 1 be the union of U (χ) such that χ takes only values of the form (1, j) and define similarly U 2 , so that U = U 1 ⊔ U 2 . This implies that:
Note that the form (ω F (Γ, σ, ψ 1 ♯ψ 2 )) |U i does not depend on the knot ψ 3−i , since U i is composed of configurations which send all vertices in B 1 2 (M i ).
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This implies that Z k (ψ 1 ♯ψ 2 ) = F 1 (ψ 1 )+F 2 (ψ 2 ) for some functions F 1 and F 2 . For the trivial knot ψ triv , Corollary 9.3 implies directly that F 1 (ψ triv ) + F 2 (ψ triv ) = 0. Lemma 2.13 implies that:
The sum of these two equalities gives Z k (ψ 1 ) + Z k (ψ 2 ) = F 1 (ψ 1 ) + F 2 (ψ 2 ) = Z k (ψ 1 ♯ψ 2 ) .
This concludes the proof of Proposition 9.6, hence of Theorem 2.14.
Proof of Lemma 9.8. Lemma 9.8 directly follows from Propositions 9.5 and 9.6, since they imply that if c is in the support of ω F (Γ, σ, ψ 1 ♯ψ 2 ), no edge of Γ can connect a vertex of B 1 4 (M 1 ) and a vertex of B 1 4 (M 2 ).
Proof of Lemma 9.9. Fix a coloring χ that maps at least one vertex to ∞. For j ∈ {1, 2}, let S j be the set of the vertices of Γ colored by a color of {j} × {1, . . . , 2k}.
Take c ∈ U (χ) and suppose that c is in the support of ω F (Γ, σ, ψ 1 ♯ψ 2 ). Then, for any external edge e from v to w with σ(e) ∈ I σ,S 1 ,S 2 (where I σ,S 1 ,S 2 has been defined in Corollary 9.2), since p e (c) ∈ D(G τ,η ), there exists a sign ε σ (e) such that • Those joining two vertices v and w of V (Γ S 1 ,S 2 ) \ (S 1 ⊔ S 2 ).
• Those joining one vertex v of V (Γ S 1 ,S 2 ) \ (S 1 ⊔ S 2 ) and one vertex w of S 1 .
• Those joining one vertex v of V (Γ S 1 ,S 2 ) \ (S 1 ⊔ S 2 ) and one vertex w of S 2 .
