Introduction
Ranking problems arise in a wide range of real world applications where an ordering on a set of examples is preferred to a classification model. These applications include collaborative filtering, information retrieval and recommender systems. In most of these applications, the user typically focuses and acts only on the top part of the ranking list. For example, when a browser returns thousands of relevant pages to a query, usually only the first few results are exploited by the user. In some other applications, for instance, ranking components of a system by susceptibility to failure, the user is generally interested in acting only on the top n-percent of components and has no interest in the ordering of the other components.
One of the main limitations of ranking models is the lack of intelligibility of the results. Typically no insights on the factors of a ranking or explanations are given to the userthe results produced must be taken on faith. Our work was initially motivated by a real application related to ranking power grid electrical components according to their likelihood to failures. From our practical experience, decisionmakers are understandably more confident acting on highranked items if they can be given factors for the rankings than if they are simply given an ordered list of examples.
We address here the problem of interpretability of a ranking list of examples by learning symbolic interpretations with emphasis on the top portion of the ranking. Our goal is not at all to uncover the ranking function used by a blackbox ranking method but to analyze the top portion of the ranking list. To the best of our knowledge no work has been done yet on getting explanations from rankings. The general schema of our methodology is as follows:
• Rank examples using any supervised ranking system.
• Create two subsets of the ranking data, consisting of the top n and bottom m items of the ranking. Typically n = m, and ||n + m|| = 5 − 20% of the total data.
• Extract the important characteristic properties by analyzing attribute patterns in the top and bottom subsets.
We have developed YRank, an algorithm designed to learn interpretable characterization rules of the top of a ranking list. Note that the bottom portion of the ranking list is used to select the most powerful rules that describe top examples, and sharpen these rules. Interestingness is assessed in our framework with the leverage measure that combines high coverage and characterization power. We have applied our algorithm to several datasets. Our empirical results show the utility of our methodology with regard to the interpretability of a ranking list of examples. The contributions of the paper are as follow:
1. We argue and show that learning characterization rules is an effective approach to understanding the combinations of attributes and values that characterize the top portion of a ranking list and differentiate it from the bottom of the ranking list.
2. We present an effective method for computing characterization rules that use only the top and bottom of rankings and demonstrate its effectiveness on several datasets.
The paper is organized as follows: In Section 2, we give the related work of ranking models and interpretable models. Our framework is described in Section 3. Section 4 is devoted to the experiments. We conclude in Section 5.
Related Work

Ranking models
There has been an increasing interest in learning ranking models [1] . Freund et al. [8] proposed RankBoost, a boosting algorithm that combines many "weak" rankings into a single accurate ranking. SVM-Rank was proposed by Joachims [14] and applied to improve information retrieval problems by using click-through data as feedback from users in search engines. Long and Servedio developed a boosting method [16] named Martingale boosting for ranking. In addition to pure ranking methods that learn ranking functions, some classification functions that output scores have also shown excellent performances in ranking [24] . For instance, it turned out that SVM classifiers are good rankers as well [12] . Typically, the SVM produces a classifier that labels examples, then thresholds the outputs. Instead, one can rank the examples by how strongly the classifier predicts the class of each example.
Interpretable models
Interpretability of Machine Learning and Data Mining models has been recognized as one of the main challenges in the field [13] . In many practical applications, classification accuracy is no longer the only goal; interpretability is critical as well. Quite a lot of recent work has addressed the problem of extracting explanations from classifiers. For instance, there are many approaches for extracting explanations from SVM (e.g., [4, 9] ). Most of these works use the SVM's "support vectors" to produce rules. The machine learning and data mining literature is rich with numerous approaches for learning interpretable models spanning descriptive generalization [19] , decision trees [21] , association rules [2, 22] , subgroup discovery [15] , and characteristic patterns [23] . These methods share the goal of extracting intelligible patterns, rules and models from the data set. One can distinguish our goal of explanatory learning from discriminative learning, such as in decision trees [11] . For decision trees, discriminative rules are formed via paths from the root to the leaves, which contain the class. That is, they discriminate between the classes present in the learning set. Although such rules are interpretable, a large amount of data is needed to get a stable decision tree, whereas we argue that a better characterization can be obtained using only the top of the ranking list.
Why explanatory rules provide interpretability
The explanatory descriptions we are using are in general maximal conjunctions of attribute-relation-value expressions, whereas discrimination rules are usually minimal descriptions [19] . For example (taken from [7] ), suppose that we want to learn the decision mechanism of a "banks coin-sorting machine" for a given number of different coins (positive examples). It is most important to train the system to recognize every single coin the machine is supposed to accept (i.e., to characterize), and not so critical to discriminate these coins from all of the infinite different kinds of coins that should be rejected. However, if available, one can use other coins (e.g., some faked and foreign coins) as negative examples, to keep only the most characteristic descriptions, i.e., to eliminate items that are common to both the bottom and top of a ranking, and thus true but uninformative. We believe and show in Section 4.2 that long descriptions constituted by strong properties discovered by a characterization approach are more likely to be useful and actionable. That is, if we would like to act on the top ranked elements, we would like to know as many details as possible about those elements.
From a ranking list to interpretability
Our approach is a two-step process. The first step consists of ranking the examples using any Machine Learning ranker. The second step concerns the extraction of explanations from a ranked list of objects.
Ranking framework
We address the problem of supervised ranking of data. The term ranking refers to the process of taking a collection of data and ordering it in a meaningful and useful order. Supervised ranking outputs such an ordered set using the features and guided by the label assigned to each object.
More formally, we would like to order a set of examples (x 1 , y 1 ), . . . , (x n , y n ) where x 1 , . . . , x n are vectors of features describing a set of examples, and each example is given a label y i ∈ {+1, −1}. We will denote by X + and X − the set of positive and negative examples respectively. Ideally, we want to learn a scoring hypothesis h that would allow us to rank all the positive examples above all the negative ones. That is,
. We use receiver order characteristic (ROC) curves [5] to analyze the ranking results, since they provide a good way of measuring the quality of a ranking. when the only ground truth we have is whether or not each data point belongs on the top of the ranking (labeled +1) or on the bottom (labeled −1). ROC is essentially normalized by the class cardinality. Example. Consider a list of 100 electric components (Table  1 ). Each component is described by its serial number, age, size and manufacturer, and is labeled according to its failure status (label=1 for failed, -1 otherwise). A ranking allows us to order the components according to susceptibility of failure. The top of the ranking would have the components that are the most susceptible to failure while components at the bottom of the ranking are less prone to failure. Thus, the domain expert can focus on the n top components and act on them, e.g., by scheduling inspections/replacements 1 .
Interpretable explanations
Given a "good ranking" list produced by the previous step, getting interpretable explanations consists of characterizing the top (highly ranked) examples in the ranking list. The bottom examples of the ranking list are used for contrast, to make sure that we identify and retain the most characteristic rules of the top examples. By doing so, we group the examples into three sets, where the most "pure" examples, i.e., the "very positive" and "very negative" examples are on the top and bottom of the ranked list respectively. We focus on the top and the bottom of a ranking rather than simply contrasting the positive to the negative class because we are only interested in the top part of the ranking list; this is generally the actionable information for the user. Also, in practice, some examples are considered negative examples while they are actually unknown. This occurs in many reallife applications. In the previous example, we are not sure whether the negative examples are truly negative; Although these components are considered as negative examples because they have not failed yet, they could fail soon. The ranking function would not rank these examples deep in the top or bottom classes but rather in the middle. The approach we suggest here would discard such uncertain examples and focus only on the most certain and thus valuable ones. Once we focus on the ranking extremities, we look for the set of interesting rules, characterizing the top of the list, of the form:
R : Concept → Property, where Property is an attribute-value pair and Concept is either the concept "in the top" or "in the bottom" 2 . A rule is interesting if it has enough coverage; that is the proportion of example having this property in the top ranked part of the ranking high enough w.r.t. a minimum coverage threshold. More formally, the coverage is defined by:
Where p is the property and the notation V p (x) is a Boolean function such that for an example x, we have V p (x) = true or false which means that the property p may be satisfied by x or not. We also assess the importance of properties by using other statistical measures such as the leverage measure [20] . The reason we chose this statistical measure 3 is that it combines high characteristic power with the capture of the most highly associated properties (high coverage). The leverage has been used in other learning tasks and is called also novelty (e.g., [23] in learning characteristic rules). The leverage of the rule above is given by (P stands for probability):
The leverage measure evaluates the proportion of additional examples covered by both the left-hand side and right-hand side of the rule above those expected if both sides of the rule were independent of each other. Obviously, we have: −0.25 ≤ Leverage(R) ≤ +0.25. A property is interesting for a given concept if it has a strongly positive or negative leverage. A strongly positive value indicates a strong association between the property and the concept, while a strongly negative value indicates a strong association between the property and the negation of the concept. We estimate the leverage of a rule by:
where Concept is either T (top set) or B (bottom set). Table 2 . Set of properties extracted for the toy example. Manufacturer A seems to make rather good large-size components, while manufacturer B makes bad small components.
Example. Consider the ranked list of electric components illustrated in Table 1 . The main extracted patterns shown in Table 2 help to identify which properties are responsible for failures. It can be extremely important to find patterns in the attributes of highly ranked items, for instance to realize that particular components built during some range of dates by a particular manufacturer are disproportionately responsible for failures. The ultimate goal is to help the domain expert set policies for purchasing the most reliable components, schedule inspections, etc. p ← (attribute = value)
The pseudo-code of YRank is given in Algorithm 1. The aim of YRank is to uncover the set of the most important rules that lead a supervised ranking algorithm to rank some examples above some others. The algorithm explores the search space of possible properties by contrasting top and bottom parts of the ranking. The terms P T and P B are used to denote the set of properties (right-hand sides of the rules) for top and bottom respectively. For a better visualization of the coverage of the properties in top and bottom, our code outputs also a histogram for each attribute giving the relative frequency of its various values. This allows us to visualize the most contrasting single properties. We use a variant of the classical level-wise framework [18] for learning all interesting properties efficiently by using the antimonotonicity property of the coverage measure. That is, if a property does not have a sufficient coverage, no conjunction of properties including that property will have enough coverage w.r.t. the minimum coverage threshold, since coverage only decreases when adding conditions. YRank starts with single properties that have sufficient coverage. The function generate properties constructs properties of of size k + 1 by joining properties of size k that have k − 1 properties in common [2] . This ensures that we will get conjunctions of properties of size exactly k + 1. At each round, only the properties having enough coverage are kept in the set of properties P. We try several values of top and bottom percentages in order to select the best sizes for top and bottom, the sizes that lead to the highest number of interesting properties and the highest leverages.
Experiments
We implemented YRank 4 in Python and conducted an experimental evaluation of our algorithm on several benchmarks. We have used first SVMLight 5 to train Support Vector Machines on the datasets in order to get the ranking lists.
A synthetic dataset
To verify whether YRank is catching the right attributes, we randomly generated a synthetic dataset of 1000 examples each described by 50 features such that X ∈ {−1, 1} 50 . Class labels were assigned as follows:
X k ) YRank succeeded in finding those attributes with a minimum Leverage of 0.08 by focusing only on the top 5% and bottom 5% of the ranking list. It was not possible to uncover this set of properties by using the full dataset (where top (resp. bottom) represents all positive (resp. negative) examples) with the same parameters until we decreased the Leverage to a very low value. This means that we have more characteristic power in the top and bottom of the ranking list than in the full dataset. See discussion in Section 4.3. In this section, we describe the experiments we conducted on a medical dataset 6 in the context of the Stulong project. The dataset concerns a twenty year study of the risk factors for atherosclerosis in a population of 1,419 middle aged men. We use a compiled dataset [17] with the goal of identifying the main factors for this disease. The attributes used in the dataset are given in Table 5 in the Appendix. The ranking target attribute used is "death". Figure 1 shows the ROC curve for the learning results with top 10% and bottom 10% emphasized and where top gathers the sickest patients and bottom the healthiest patients. We have used YRank with different values of top and bottom and kept the pair (top=5% and bottom=5%) giving the highest number of good properties. The results are reported in Table 4 and the associated histograms are in the Appendix Figure 3 .
Atherosclerosis dataset
Stulong data has already been used in a discovery challenge and has been the subject to many publications [17] . Atherosclerosis factors are known to be mainly tobacco consumption and duration, overweight, and low physical activity while there is no evidence on the impact of alcohol consumption. All these factors have been uncovered by our approach as shown in Table 3 , and in the Appendix Figure  3 . We show that there are many strong properties characterizing the top 5% of the ranking list discovered by Yrank. For example property 1, RSK TOBA=1, is a perfect property since it covers all the patients at the top of the ranking list. Other interesting properties include for instance, Toba duration=20, education =0 and TOBA CONSO=1.25.
To compare to other symbolic learning methods, we used other classifiers that output interpretable classification rules such as the Ripper classification rule induction algorithm [6] and C4.5 decision trees [21] Obviously, RISK TOBA is the most discriminative property that both classifiers chose and there was no need for the classifiers to use any other property to discriminate the top and the Bottom. However, this property is not actionable and thus does not help the domain-expert while other strong properties discovered by our characterization method are quite interpretable and actionable. That is, if we want to act on the top ranked patients, we would like to know as many details as possible about those patients. Table 4 . Number of rules discovered from full datasets vs. Top 5% and Bottom 5%.
More experiments
We compared the number of interesting properties w.r.t. the leverage measure when we use the top and the bottom examples, versus when we use the full dataset. Table 4 compares the number of interesting properties for these 2 cases on 4 datasets: the atherosclerosis dataset, the synthetic dataset and 2 other datasets from the UCI repository Table 3 . List of some of the properties discovered in atherosclerosis dataset as generated by YRank. [3] . For this experiment, we have used MinLeverage=0.08, top=bottom=5% and a size of properties Size prop ≤ 2.
The results show that we get more interesting properties with a high leverage when we consider the top and bottom of the ranking list than when we use the full dataset. We conducted other experiments with different top and bot- we get less interesting properties ( Figure 2 ). We do lose characteristic power when we include data that is less pure than the top and bottom. We also work with other proprietary data in smart grid applications, for which this framework has been initially derived. The goal is to rank over 30,000 electric components (transformers) according to their susceptibility to failure. Our actual rankings are based on 100-300 attributes for each component. The intelligible rules we have extracted have proven useful for directing the actions of domain experts, and importantly have helped give the domain experts confidence in the correctness of the ranking results.
Conclusion and Future Work
This paper describes a simple yet powerful approach to make supervised ranking interpretable, specifically the top portion of a ranking. The underlying idea is to focus on the top and bottom portions of the ranking to uncover the main characteristic properties of the highly ranked examples. This can be useful for the practitioner to direct actions on the top-ranked items and understand the model. Our algorithm needs a ranked list of objects as input, and is independent of the learning methodology was used to rank the objects. In future work, we would like to integrate the ability to interpret properties into the ranking algorithm itself. Table 5 . Attributes of the atherosclerosis table. The type "C" stands for categorical and "N" for numerical. Figure 3 show for each of the attributes TOBA CONSO, TOBA DURA, SYST and DIAST the coverage of their various values in Top (blue) and Bottom (red) of the ranking. High tobacco consumption during a long period is more characteristic of the top than the bottom of the ranking list and so are high systolic and diastolic blood pressures. 
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