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The main goal of this paper is to define a dual problem for a special non-convex, 
global optimization problem and to show that a duality gap may not occur. The 
proof is based on the convergence of a cutting plane algorithm. The results can 
be applied. to a dual characterization of the strong unicity constant in 
linear Chebyshev approximation and the algorithm can be used to compute 
this constant. 1” 1992 Academx Press. Inc 
1. A NON-CONVEX OPTIMIZATION PROBLEM 
Let f: R” --+ R be a quasi-convex and upper semicontinuous function; i.e., 
we assume (x E R” If(x) 6 a} to be convex, and {XC lQ”lf(x) 2 CZ} to be 
closed for each a E R. Let T be an arbitrary index set and B: T + R”, b: 
T + R, respectively, be bounded mappings. We consider the following 
non-convex global optimization problem, which we call the primal 
problem: 
Maximize f(x) 
subjectto (B(t),x)db(t)foreachr~T. 
Here ( ., . ) denotes the usual inner product in R”. We assume the primal 
feasible set 
to be non-empty. Then the primal optimal value 
E,= SUP f(x) 
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is not --co. It is possible to associate a dual problem to this primal 
non-convex optimization problem. Let 
/1= {k T+iWIsuppAislinite}, 
where suppA= {t~TlA(t)#0}. A subset S c T of exactly n points is called 
poised, if {B(t) E [w” 1 t E S} is a basis of [w”. Given a poised subset S c T, let 
y, E Iw” be the unique solution of the linear system (B(t), x) = b(t) for 
each t E S. For any 2 E /1, let P(1) denote the convex polyhedron given by 
P(A)= {x~[w”I (B(t),x)db(t)foreach tEsupp1). 
The open segment of i , , 1, E (1 is 
Let Z c /i. An element J E Z is called an extreme point of Z, if 2 E (I”, , A,) 
with Ai E Z, i= 1, 2, implies A, = &. Analogous definitions hold in KY. 
A point x E P(1) is called a vertex of P(A), if x = y,, for some poised set 
S c supp 2. Recall, that each extreme point of P(1) is a vertex of P(1). 
2. THE DUAL PROBLEM 
We define a dual objective function g: /i + [w u { - co, cc } by 
g(~)=suP{f(x)IxEP(~)} 
and the dual feasible set is 
ZD= l~EAIl(t)>O, teT, c n(t)=l, c A(t)B(t)=O 
{ fc T 1ET 
and supp I contains a poised subset 
This implies the dual optimization problem 
Minimize g(n) subject to i E Z, 
with dual optimal value 
This duality is a special case of the surrogate dual problems, considered by 
Singer [ 1, Section 2.31. 
We have the following elementary, but essential properties. 
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LEMMA 2.1. (i) For each 1 E Z,, the polyhedron P(l) is non-empty and 
compact. 
(ii) The primal feasible set is compact, if and only if the dual feasible 
set is non-empty. 
(iii) The dual feasible set is convex. 
(iv) The dual objective function g is real-valued and convex on Z, and 
constant on (lw,,l,) for liEZD, i= 1,2. 
(v) Zf Z, is compact, then E, < co. 
(vi) If l”eZD, then g(A)= f(x) for a vertex XE P(1); i.e., the 
supremum in the definition of g is attained in a vertex. 
Proof: The statements (i) and (iii) -are obvious and (ii) follows from 
Steinitz [2, p. 131 (see also Boltjanski [3, Theorem 2.371). 
The first part of (iv) follows from (i). Let A,, E,,EZ, and pe (0, 1). 
Obviously, P($, + (1 - p)&) is contained in P(1,) and in P(1,). Then 
g($., +(l -p)A,)=f(x) for some xEP(pl, +(l -p)&). It follows 
i.e., g is convex on Z,. Moreover P(L) is constant on (A,, A*) for Ai E Z,, 
i= 1, 2. 
Statement (v) follows from (ii) and (iv). 
In order to show (vi), let AEZ~. Then P(A) is non-empty and compact 
by (i). By a result of Bereanu [4, Theorem 3.21, the supremum off on P(A) 
is attained in an extreme point x of P(%). Each extreme point x of P(L) is 
a vertex. This shows (vi). 1 
THEOREM 2.2. An element il E Z, is an extreme point of Z,, if and only 
if supp I. consists of exactly n + 1 points. 
ProoJ: First, observe that supp 1 contains at least n + 1 points for each 
%EZD. Let % E Z, such that supp A consists of exactly n + 1 points. Let 
A1, Ar E Z, such that A E (E,, &). Then supp Ai c supp ‘, i= 1,2, and 
supp A, contains at least n + 1 elements; hence supp Ai = supp A, i = 1, 2. 
Using 
1 %i(t)B(t)=8 and CA,(t)=1 for i=l,2, 
1tT 1GT 
it follows E,(t) = n,(t) = %,(t), for each t E supp 1, i.e., A = A, = 2,. 
Let supp 1 consist of m > n + 1 elements (t i , . . . . tm } c T. Then 
i$, %( ti) B( t;) = B and t n(ti)= 1. 
i= 1 
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It follows from linear algebra, that there exist II,, il, E A, E,, #I,, such that 
suppli=suppl, lE(i,,&), 
f Jwi(fj) B(t,)=8 and f Ai( 1, for i= 1, 2. 
/=I /=I 
This shows Ai E Z,, for i= 1, 2; thus I is no extreme point of Z,. 1 
The next example shows that Z, may not have extreme points. 
EXAMPLE 2.3. Let T= { 1, 2, 3, 4}, n=2, B(l)=(l,O), B(2)=(-l,O), 
B(3) = (0, l), B(4) = (0, - l), and b(t) = 1 for each t E T. The objective 
function f be any convex function. Let 1, = (f, I, 0,O) and I,, = (0, 0, i, d), 
then Z, = (A,, &); i.e., Z, is an open segment and does not have an 
extreme point. This example shows even more. We can identify /i and R4. 
If n is endowed with the usual topology of R4, then Z, is not closed. 1 
LEMMA 2.4 (Weak Duality). We have the inequality 
E,<E,. 
Proof: Follows immediately from the definition of the dual objective 
function. 1 
THEOREM 2.5 (Duality Theorem). Z’ the primal feasible set is compact, 
then 
E,= E,. 
Proof: We construct sequences (1,) c Z, and (xk) c IR” in the following 
way. Choose 2, E Z, and let xi be a vertex of P(I,) such that g(A,) =f(xi), 
according to Lemma 2.l(vi). Assume now, that I, and xk have been 
constructed already. Choose rk E T such that 
<WT,~), x~)-b(~~)Z~up ((B(t), -&b(N-~. 
,E T 
Since & E Z,, there exists 2, + , E Z, such that 
suPP&+,=suPP&ru irk). 
Again, by Lemma 2.1 (vi), there exists a vertex xk + , E P(A, + , ) such that 
g(&+,)=f(x,+, ). So far the construction of (2,) and (x~). 
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Obviously, (xk) c P(1,); hence (xk) has a cluster point x,, E R”. Let E > 0 
and choose I, m E N such that I> m > 3/-s, 
I(~(~),X,-X,)I <; and 
for each t E T. It follows that 
sup ((B(t),%) -b(t))dsuP((B(f), x,>-b(t))+sup I(W~),x,-%)l 
ttT 1tT IET 
d (B(T,), x, > - b(z,) + l/m + e/3 
G <B(~,), x0 -NT,) + sup I (B(t), x/ -x,)1 + :E 
1tT 
Since E > 0 was arbitrary, we have x0 E Z,. This implies f(xO) = E,, by the 
upper semicontinuity off: Thus f attains its maximal value on Z, at x0. 
From g(i,) =f(x,) for each k E N, it follows E, = E,. 1 
The proof of Theorem 2.5 is modeled after an algorithm of Brosowski [S, 
Example 5.21 for a problem with a linear objective function. It is closely 
related to an algorithm of Hoffmann [6] for finitely many differentiable 
constraints. This type of algorithm is called outer approximation method 
by Horst [7, Section 61. 
EXAMPLE 2.6. If we replaced the dual feasible set Z, by 
Z’ = {I. E Z, I 1 is an extreme point of Z,}, 
then a duality gap might occur. Consider T= { 1, 2, 3,4}, n = 2, 
B(l)=(-2, l), B(2)=(2, l), B(3)=(-1, -l), B(4)=(1, -1) and 6(l)= 
b(2) = 1, b(3) = b(4) = 0. The objective function bef(x) =f(xl, x2) = --x2. 
The primal optimal value is E, = 0. The non-convex set Z’ consists of the 
two points A, = (i, 2, i, 0) and i, = (3, i, 0, f) only. The alternative dual 
optimal value would be 4, which causes a duality gap. 
3. THE STRONG UNICITY CONSTANT IN LINEAR CHEBYSHEV APPROXIMATION 
Throughout this section, we deal with best approximation of elements of 
the space C(X) of all continuous, real-valued functions on a compact 
Hausdorff topological space X in the uniform norm 
llfll = SUP{ If( Ix E J-1, f E C(X), 
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by elements of an n-dimensional subspace G = span{ g,, . . . . g,}, n > 1. For 
a fixed function f E C(X), an element g, E G is called a strongly unique best 
approximation to f from G, if there exists a constant K > 0 such that 
Ilf- gll 2 Ilf- goll + K l/g-- all (1) 
for each element gE G. In this case the strong unicity constant of f is 
defined as the largest constant K> 0 such that (1) holds and is denoted by 
KU I 
In what follows, we assume that gOE G is the strongly unique best 
approximation to f from G. Define E(f - go) = {x E XI I(f - g,)(x)\ = 
Ilf - goI/ 1 and 
g,(x) 
u(x)= ; 
i 1 
ER” 
g,(x) 
for each x E E( f - g,). 
Based on results of Wulbert [S, Lemma 1 ] (see Bartelt and McLaughlin 
[9, Theorem 51 for the complex case), it has been shown by Bartelt and 
Schmidt [lo, Lemma l] and Niirnberger [ll, Lemma 1.23, that 
&=max{llgll I gEG w(f -go)(x) g(x)< 1 foreachxEE(f -go)>. 
The determination of the (inverse) strong unicity constant can be refor- 
mulated as the maximization of a convex function on a convex set. The 
feasible set 
A(f) = {g E G I w(f - go)(x) g(x) G 1 for each x E E(f - go)> 
of this non-convex optimization problem is non-empty (0 E A(f )). It 
follows from the strong Kolmogorov criterion (see Wulbert [S, Lemma l] 
that A(f) is bounded, hence compact, if f E C(X) has a strongly unique 
best approximation. 
This problem is a special case of the problem in Section I. We define 
T=E(f-g,), f(cr)=IjC~=la,gill for cc=(cr,,...,a,)~R”, B(t)=B(x)= 
sgn(f - g,)(x) u(x) and b(t) = 1 for each t = x E T. Then f is a convex and 
continuous function and B, 6, respectively, are bounded mappings on T. 
Moreover Z, = A(f) is a non-empty and compact set. We can apply all 
results of Section 2. In particular, there is a dual problem for the computa- 
tion of the strong unicity constant. 
Call a subset {x,, . . . . x,} c E(f - g,) poised if 
det(gi(*yj),j= I,...,~) =det(G,), ...I 0(X,)) Z 0. 
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Given a poised set S c E(f - go), define g, E G by gJx) = sgn(f - g,)(x) 
for each x E S. An element g E A(f) is a vertex of A(f), if and only if there 
exists a poised set S c E(f- g,), such that g = g,, i.e., if and only if g is 
the generalized interpolation polynomial at the points x E S. A finite subset 
E= {x1, . . . . x,} c E(f- g,), m E N, is called strongly critical, if there exist 
1,) . . . . 2, > 0 such that 
;l, Ai = 1, ,g, ii sgn(f- g,)(x,) u(xj) = 0 and span{v(x,), . . . . u(x,,,)) = W. 
It has been shown by Fischer [12, Theorem 4.21 that f has a strongly 
unique best approximation g, E G, if and only if E(f- go) contains a finite, 
strongly critical subset. Obviously each strongly critical set contains a 
poised subset. Finite, strongly critical subsets of E(f - g,) correspond to 
dual feasible points I E 2,. 
Now it is possible to derive a dual characterization of the strong unicity 
constant from Theorem 2.5. For abbreviation, we set 
max(E) = max { II g, II I S c E poised and 
sgn(f- go)(x) g,(x) 6 1 for each x E E} 
for each finite, strongly critical subset E c E(f - g,). 
THEOREM 3.1. Let g, be the strongly unique best approximation to ffrom 
G. Then: 
1 
- = inf{ max(E) I E c E( f - g,) finite and strongly critical}. 
K(f) 
For Haar subspaces the inlimum in Theorem 3.1 is attained (see Schmidt 
[ 13, Theorem] ). 
From Theorem 3.1, we obtain easily generalizations of results of Cline 
[ 14, Theorem 51 and Henry and Roulier [ 15, Theorem 31 (see also 
Niirnberger [ll, Theorem 1.3 and 1.41). 
THEOREM 3.2. Let g, be the strongly unique best approximation to f from 
G and E c E(f - go) a finite, strongly critical subset. Then: 
1 
- d max { I/ g, II I S c E poised, and 
K(f) 
sgn( f - go)(x) gS(x) d 1 for each x E E}. 
174 THOMAS FISCHER 
THEOREM 3.3. Let g, be the strongly unique best approximation to ffrom 
G and E(f - g,) finite. Then: 
1 
- = max { (I g, II I S c E( f - go) poised, and 
K(f) 
%n(f - g,)(x) g&) 6 1 for each x E E(f - 8,) 1. 
Based on the proof of Theorem 3.1, Theorem 2.5 respectively, we can 
derive a cutting plane algorithm for the computation of the strong unicity 
constant. 
1. Choose a finite, strongly critical subset E, c E( f - g,) and put 
k= 1. 
2. Determine a poised set Sk c E,, at which /Igs.ll = max(E,) and 
sgn(f - go)(x) gs,(x) d 1 for each x E Ek. 
3. If sgn(f - go)(x) gs,(x) < 1 for each x E E(f - g,), STOP. 
4. Otherwise choose xk E E(f - gO)\Ek such that sgn(f - gO)(xk) 
g&d 2 su~.~~ ECI- no) s&f - go)(x) g.& - l/k. 
5. Define a new finite, strongly critical subset of E(f - g,) by 
E k+,=Eku{~k}andgoto2withk=k+1. 
From the previous results, we obtain a convergence theorem for this 
algorithm. 
THEOREM 3.4. At each step k of the algorithm, we have an estimation 
1 
- 6 K(f ). 
II g, II 
If the algorithm terminates at step k, then 
1 
p=K(f). 
II g.Q II 
Otherwise, the sequence (l/l/ gsk 11) converges non-decreasing to K( f ). 
ProoJ The estimation follows from Theorem 3.1. If the algorithm 
terminates at step k, then l/ljg,II = K(f) follows from the weak duality 
lemma. If the algorithm does not terminate, then the convergence follows 
from the proof of Theorem 2.5. 1 
The subproblem in step 2 of the algorithm is the maximization of a 
convex function on a polytope. This can be solved, e.g., by an extreme 
point ranking algorithm (see Dyer and Pro11 [ 16)). 
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4. AN APPLICATION TO ERROR ESTIMATION 
We consider the situation of Section 3 with X= [a, b] and an 
n-dimensional Haar subspace G of C[a, b]. Then the second algorithm of 
Remez (see Cheney [17]) can be used to compute the (strongly unique) 
best approximation g.f to f~ C[a, h]\G from G. In each step, this 
algorithm yields a reference R consisting of n + 1 points x1 < ... <x,,+ , in 
[a, b], an element g E G, and d > 0 such that 
4 - 1)’ (f- g)(-x;) = d 
for i= 1, . . . . n + 1, where E E { 1, - I}. By the classical de la Vallee-Poussin 
estimate, we know 
db Ilf- srll 6 Ilf- gll. 
Assuming d< IIf-- gll, we are looking for an estimation of llg- g,ll. For 
that reason, define a function ,TE C[a, b] by 
g(x) + d ssn(f - g)(x) 
f(x)= {,f(X) 
if I(f- g)(x)1 > d 
if I(f- g)(x)1 <d’ 
Thus y- g is the “cut” error function of f - g and by the alternation 
theorem, g is the (strongly unique) best approximation to f from G. It 
should be noted that the extreme point set E(& g) consists necessarily of 
infinitely many points. As it has been observed by Cheney [17, p. 821, the 
error 11 g - gr II can be estimated by 
l/g- g,lI G- 2 llf-711. 
K(?? 
Note, that the strong unicity constant of 7 is involved in this formula and 
not of f: For the computation of K(T) the (strongly unique) best 
approximation off is known, which is not true for f: It is easy to verify 
llf -711 = Ilf - gll - 4 hence 
llg- g,lI 6 2 -(llf-sll-d)> 
Kt.7) 
which is the desired estimation. 
EXAMPLE 4.1. Let [a, 61 = [0, 11, G = P, be the three-dimensional sub- 
space of polynomials of degree at most 2 and f(x) = x3, x E [0, 11. Given 
a reference x, = 0, x2 = 0.22, x3 = 0.78, xq = 1, and an element g E G by 
g(x) = 1.5~~ -0.5616x + 0.0308, XE [O, 11. 
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Then (- l)j (f- g)(x,) = d for i= 1, 2, 3, 4 with d= 0.03080. The norm of 
the error function is jlf- gll = 0.03147. The algorithm from Section 3, 
applied to7, provides the following results 
k Optimal SI gs, II g.7, II New point .xk 
1 0, 0.22, 0.78 - 16.23~’ + 12.66x - 1 
2 0.22, 0.78, 1 16.23x2 - 19.81x + 4.571 
3 0, 0.2864, 0.78 -14.15x2+ 11.03.x- 1 
4.571 0.2864 
4.571 0.7136 
4.112 Termination 
This allows an error exstimation by 
l/g- g/I d 2 - (I/f- gll - d) = 0.00555. 
K(f) 
In this example the exact best approximation is known to be given by 
g,.(x) = 1.5x2-0.5625x + 0.03125, XE co, 11, 
alternating at the points x1 = 0, x2 = 0.25, x3 = 0.75, xq = 1. Thus the error 
can be estimated from below by 
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