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Fowler [1] defined code smells as symptoms of poor design and implementation 
choices. Such symptoms may originate from activities performed by developers during 
emergencies, poor design or coding solutions, by making bad decisions, or employing so 
called anti-patterns [2]. Code smells could also be the consequence of so-called technical 
debt [3]. Among other things, they might hinder comprehension [4] and increase code 
complexity and fault-proneness and decrease maintainability [5]. To overcome the above 
problems code smells must be identified and dealt with [6]. Identification of code smells 
relies on structural information extracted from the source code [7]. Due to the rising 
number of publications, code smells seem to be a promising approach in software quality 
assurance. However, there is not yet any descriptive and thematic perspective of the field.  
Many modern computer science approaches draw their inspiration from nature [8]. 
Smells play an important role in communication and assessments of other beings and 
objects, mainly in mating rituals and searching for food. Since code smells in general 
carry more or less a negative connotation, we decided to search also for positive code 
smells that would outline the positive characteristics of the code and, in some cases, like 
pheromones, attract the customers of software development companies or new developers 
to open source projects more intensively.  
In this manner we decided to perform a bibliometric analysis of the code smell research 
literature production. Our objective was first to assess the spread of the research, its 
geographical dispersion and publishing trends, and second to identify main research 
themes and directions. 
1. Methods 
 
Bibliometrics has its origins in the beginning of the last century. However, it became 
»operational« in 1964 with the introduction of the science citation index and prominent 
because of the need to measure the effects of the large investments going into the research 
and development. Bibliometrics [9] [10] analyses the properties of literature production 
in terms of measures, like the number of articles in a scientific discipline, trends of 
literature production, most prolific or productive entities, most cited papers and authors, 
etc..  
An interesting technique used in bibliometric analysis is bibliometric mapping [11] 
which visualises literature production based on various text mining techniques [12]. A 
popular bibliometric mapping software tool is the VOSviewer (Leiden University, 
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Netherlands) [13]. VOSviewer software extracts, analyses and maps terms or keywords. 
Different types of  maps can be induced.  
1.1. Data source and corpus  
 
The search was performed on Scopus (Elsevier, Netherlands), the largest abstract and 
citation database of peer-reviewed literature: scientific journals, books and conference 
proceedings. The corpus was formed on February 28th, 2017 using the search sting   
“code smells” in information source titles, abstracts, and keywords on all publications 
covered ny Scopus. 
 
1.2. Data extraction and analysis 
Using Scopus analysis servies we exported authors affiliations details, source title, 
publication type and  publishing years to Excel (Microsoft, USA) where they were 
analysed.. 
 
Abstracts, titles and keywords were analysed by VOSviewer using  default parameters. 
All common terms like study, baseline, control group, trend, method were excluded from 
the analysis. Three maps were induced  (1) clustered landscapes presenting popularity of 
terms (more popular terms are presented in larger squares), associations between terms 
(terms locted near each other are stongly associated) and related term clusters (terms 
colured with the same colour), (2) timeline landscape presenting the evolution of terms 
based on the average publishing year of publications in which the term appeared and (3) 
the auhtors keyword co – ocuurence  network presenting which keyords appeared in the 
same publication (keywords linked together), popularity of a keyord (more popular 
keywords are presented with larger circles) and citation rate of a keyord based on the 
average number of citation in which the keyword appeared.  
2. Results  
The search resulted in 337 publications. Among them there were 239 conference 
papers, 57 articles. 34 conference reviews and 7 other types of publications. More than 
70% of publications were published in conference procedings and only about 17% in 
journals. That might indicate that code smells research is still in the phase of reaching 
maturity. 
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First two publication indexed in Scopus were published in 2002 at the conference on 
reverse engineering. One was the proceding introduction [1] and the other the proceeding 
paper about detecting code smells during inspections of code written in Java [2]. The first 
slight rise in research literature productivity was noticed in 2005, the next in 2009 and the 
last and largest in 2014 (Figure 2.). 
 
 
 
Fig. 2. The dynamics of code smells research literature production for the period 2002-
2016 
 
Publications appeared in 50 different source titles. The most productive source titles 
are listed in Table 1. 
 
Table 1. Most productive source titles 
SOURCE TITLE, NUMBER OF 
PUBLICATIONS 
Proceedings International Conference on Software Engineering 25 
Lecture Notes in Computer Science Including Subseries Lecture Notes in Artificial 
Intelligence and Lecture Notes in Bioinformatics 
23 
IEEE International Conference on Software Maintenance Icsm 13 
IEEE Transactions on Software Engineering 9 
Empirical Software Engineering 6 
Journal of Systems and Software 6 
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The research was distributed over 43 countries and 160 institutions. The 12 most 
productive countries are shown in Table 2 with the United States being the most 
productive country. Top 12 countris produced almost 90% of all research literature 
regarding code smells. Among them there are five G7 countries and also all otherr 
countries are characterised with strong economies. With the exception of Africa and 
Australasia all other continents are represented in the list of top productive countries. 
Henece the research on code smells seems to be globaly widespred, nevertheless the most 
of the  research is performed in most developed countries. The most productive 
institutions are presented in Table 3. They represent cca. 44% of total research production. 
While the most productive country is the USA, it is interesting to note, that among the 
top 14 productive institutions, only one is from the USA and the most (n=3) are from Italy 
and Europe in general (n=8). That might indicate that the research in code smell is 
widespred in USA thorough more less productive instutions, contrary to other continents 
where the research seems to be concentrated in less but more productive institurions. The 
author keyword network is presented in Figure 3. Five clusters emerged. Based on cluster 
terms we located and reviewed representative publications, merge related clusters into 
three and, finally, named them with appropriate research themes (Table 4). 
 
Table 2. Most productive countries 
COUNTRY NUMBER OF 
PUBLICATIONS 
United States 76 
Italy 39 
Brazil 33 
Germany 30 
Canada 26 
India 18 
Norway 16 
Netherlands 16 
United Kingdom 12 
Swiss 12 
China 11 
Japan 9 
TOTAL 298 
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Table 3. Most productive institutions 
AFFILIATION, NUMBER OF 
PUBLICATIONS 
Universita degli Studi di Milano – Bicocca (Italy) 19 
Pontificia Universidade Catolica do Rio de Janeiro 
(Brasil) 
15 
Universita di Salerno (Italy) 12 
Delft University of Technology (Netherlands) 12 
Universite de Montreal (Canada) 11 
Ecole Polytechnique de Montreal (Canada) 11 
Universita degli Studi del Molise (Italy) 10 
Brunel University London (UK) 9 
Universidade Federal da Bahia (Brasil) 9 
Simula Research Laboratory (Swiss) 9 
Universita degli Studi del Sannio (Italy) 8 
University of Marylandy (USA) 8 
University Oslo (Norway) 8 
Aalto University (Finland) 8 
TOTAL  149 
 
 
 
Table 4. Code smells research themes 
Research theme Scoping review of the theme 
Code smell detection (yellow 
cluster) 
Code smells are detected using various techniques. Most popular are: 
Machine learning [14]; detection rules derived from good and bad examples 
[15], textual analysis [16], metrics [17] and visualisation [18]. The detected 
smelling code can be used to reduce technical debt [19] 
Bad smell based software 
refactoring (violet and blue 
colours) 
Refactoring is one key issue to increase internal software quality and 
maintainability. Bad smells are used to  identify structures where refactorings 
should be applied [20] [21]. Automatic tolls can be used [22] [23]. Examples 
of bad smells are duplicated and cloned code, code fragments and similar [24] 
[25]. 
Software development and anti-
patterns (red and green colours) 
The concept of anti – patterns and code smells can utilise the knowledge 
of known software development problems and improve the quality of 
products [26] 
 
As the identified main research themes show, there is a growing concern about code 
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»quality« and that is for a good reason. In modern computing [27] , where the amount of 
data to be processed grows by the hour and hardware capabilities are almost at a standstill, 
there is a growing need for optimization and improvement of code. Code small detection, 
Bad smell based software refactoring, Software development and anti-patterns are 
concepts that can be used to improve software performance, usability and 
maintainability.  
 
Fig. 3. Authors keyword network 
 
3. Conclusions and future directions 
Our study showed that the interest in code smells research is increasing. However, 
most of the publications are appearing in conference proceedings, a fact which might 
reflect that the research has not yet reached the mature phase. The most of the research is 
done in G7 and other highly developed countries. It seems that the research in the USA 
is more dispersed than in other highly productive countries, which have one or two strong 
research centres dealing with code smell investigations. The results show that code smells 
can also have a positive connotation – we can develop software which “smells good” and 
attracts various customers and good smelling code could also serve as a pattern for future 
software development. We also identified some gaps which, in a positive manner, can 
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serve as future research directions. The research is focused mainly on object oriented 
code, while many software systems are still coded in procedural and other paradigms. 
Identifying “good smells“ could be another area worth researching. Universal metrics 
independent of the type of the source text (specifications, architecture, requirements, 
code, visual presentations, etc) and programming paradigms could be used to identify 
other types of smells like the requirement smell, functionality smells, user interface 
smells, and similar [28]. 
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