Abstract-In this paper, we propose a simple but effective shadow removal method using a single input image. We first derive a 2-D intrinsic image from a single RGB camera image based solely on colors, particularly chromaticity. We next present a method to recover a 3-D intrinsic image based on bilateral filtering and the 2-D intrinsic image. The luminance contrast in regions with similar surface reflectance due to geometry and illumination variances is effectively reduced in the derived 3-D intrinsic image, while the contrast in regions with different surface reflectance is preserved. However, the intrinsic image contains incorrect luminance values. To obtain the correct luminance, we decompose the input RGB image and the intrinsic image. Each image is decomposed into a base layer and a detail layer. We obtain a shadow-free image by combining the base layer from the input RGB image and the detail layer from the intrinsic image such that the details of the intrinsic image are transferred to the input RGB image from which the correct luminance values can be obtained. Unlike previous methods, the presented technique is fully automatic and does not require shadow detection.
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I. INTRODUCTION
S HADOW due to different illuminations often causes problems in computer vision and graphics task. For instance, darker regions (caused by shadows) can introduce incorrect segments in segmentation algorithms, radiance changes (caused by shadows) decrease the performance of object recognition systems, and shape from shading algorithms assume that surface radiance does not include shadow effects. In digital photography, shadows are typically considered as artifacts in the image that need to be removed, whether for enhancing certain parts of the image or simply for esthetic reasons. The problem of generating an intrinsic image that is invariant to illuminations is very important but challenging, and the recent methods can be divided into the following three categories.
1) Methods that use multiple images. Weiss [1] [4] proposed a user-assisted method to perform reflection separation and one of its applications is shadow removal. Wu et al. [5] , [6] formulated the shadow formation problem as one of energy minimization guided by user-supplied hints in the form of a quad-map which can be specified easily by the user. Liu and Gleicher [7] constructed a shadow-effect free and texture-consistent gradient field between the shadow and lit area and recovered the shadow-free image from it by solving a Poisson equation. [12] taken at different times of the day. Assume that the shadow edge have been detected, Arbel and Hel-Or [13] find the scale factors which are then used to cancel the effect of shadows. All above automatic methods that use a single input image require the shadow edges to be correctly detected except [8] which is invalid for arbitrary lighting directions. However, automatic edge detection is known to be non-robust (see [14] for a review), thus these methods perform poorly especially for images with multiple (unconnected) shadow regions.
In this paper, we present a new shadow removal method without shadow detection. We derive a 2-D intrinsic image from a single RGB camera image based solely on colors, particularly chromaticity. The intrinsic image is essentially 2-D because the maximum chromaticity of every pixel is the same. We next present a method to estimate a 3-D intrinsic image using bilateral filtering [15] - [19] which is used to enhance a target image using the texture of a guidance image. The guidance image has a different image modality than the target image. Joint bilateral filter has been demonstrate to be very effectively for combining the high frequencies from one image and the low frequencies from another, thus is very suitable for transferring the details from the estimated 2-D intrinsic image to the original image. Specifically, a coarse estimate of the maximum chromaticity values of the intrinsic image is computed based on the original image, and then filtered using joint bilateral filtering with the 2-D intrinsic image as the guidance image by assuming that the surface colors are locally similar. The filtered values are then used to compute a 3-D intrinsic image in which the maximum chromaticity values are different from pixel to pixel.
The luminance contrast in regions with similar surface reflectance due to geometry and illumination variances is effectively reduced in the derived 3-D intrinsic image while the contrast in regions with different surface reflectance is preserved. However, the intrinsic image contains incorrect luminance values. To obtain the correct luminance for better visualization, we convert the original RGB image and the 3-D intrinsic image to YUV format, and then decompose the Y channels into a base layer and a detail layer using cross/joint bilateral filtering [20] . We obtain a shadow-free image by combining the base layer from the original RGB image and the detail layer from the intrinsic image such that the details of the intrinsic image are transferred to the original RGB image from which the correct luminance values can be obtained.
To successfully remove the shadows, we make two main assumptions. The first assumption is that the input images have chromatic surfaces. The proposed method requires at least two measurements (using two types of camera sensors) of the surface reflectance at each pixel to extract the intrinsic image that is independent of the illuminant. It is invalid for neutral surfaces because the response of a camera will be the same for all the sensors installed. The second assumption is that the input images are captured by narrow-band camera sensors [11] and under Planckian lighting. This assumption leads to a direct correlation between illumination temperature and the image color. The image can be then decomposed into two components using this correlation, and one of them is illuminant-invariant. The shadow removal problem is then equal to removing the other component which is related to the illumination temperature.
II. REMOVING ILLUMINANT DEPENDENCES
In this section, we give a detailed description of the derived 2-D and 3-D intrinsic images in which the illuminant dependences are removed. We start with a brief review of the adopted illumination and reflection model, then present the method for deriving the 2-D and 3-D intrinsic images, and finally consider the issue of camera calibration.
A. Illumination and Reflection Model
In this paper, we use Wien's approximation [21] to model the illumination spectrum
where h = 6.62606896 × 10 −34 joule-second is Planck's constant, c = 3 × 10 8 meter/second is the speed of light, k = 1.3806504 × 10 −23 joule/kelvin is Boltzmann's constant, λ is the wavelength, and T is the color temperature.
For the surface reflection model, we adopt a standard diffuse + specular model (namely, that surface reflectance is a combination of a diffuse term and a specular term) commonly used in computer graphics. We assume that each image pixel can be treated independently using the method proposed below. Let S(λ) denote surface reflectance spectrum, Q(λ) the sensor response, and ρ d and ρ s geometric factors for diffuse and specular reflection, respectively. Then, the pixel intensity may be described as
Since scene geometry may vary from point to point, the values of ρ d and ρ s can change from pixel to pixel. For a RGB camera, let Q u (λ) denote the responses in the three color bands u ∈ {r, g, b}. If we assume that the camera sensitivities are Dirac delta functions, Q u (λ) = q u δ(λ − λ u ), then the sampled values become
Substituting (1) into (3), we obtain
B. 2-D Intrinsic Image
In this section, we compute a 2-D intrinsic image based solely on colors. Let L u = log(I u ). Then, taking logarithm on both sides of Equation (4), we obtain
where T changes from pixel to pixel. Let W u be defined as
we notice that W u is invariant to T , and thus invariant to the illuminants. In this paper, we define W u as the surface component, and − hc λ u kT as the illuminant component. W u can be computed from (5):
Letting
and
from (7), we obtain
Note that because k, h and c are constants and λ u is the camera property which can be calibrated (Sec. II-D), L u can be computed from the observed images. Hence, the computation of the surface component W u is reduced to solve for parameter T which changes from pixel to pixel. According to the definition of chromaticity, we define 
Summing up over every channel u ∈ {r, g, b} in (11), and using u∈{r,g,b} w u = u∈{r,g,b} l u = 1, i∈{r,g,b}
Substituting (12) into (11),
where u can be any color channel. In this paper, we choose u = m, where m = argmax u∈{r,g,b} w u . Substituting (13) into (10) and (7), we obtain
In general, w m is different for every pixel. However, if we set w m to be a constant κ (κ = 1/3), that is the maximum chromaticity of each pixel of the surface component image W is a constant, then an intrinsic image can be computed from Equation (16):
Note that although the intrinsic image P is RGB image, it is essentially a 2-D image, since one of the chromaticity channel (maximum) is a constant.
1) Relationships Between P u and W u and a Special 2-D Intrinsic Image:
The relationships between P and W are summarized in Claim 1 and Claim 2 (The proofs are provided in Appendix A and B).
Claim 1: For any two pixels x and y, if W u (x) = W u (y), then P u (x) = P u (y) for u ∈ {r, g, b}.
Claim 2: For any two pixels x and y, if P u (x) = P u (y), then W u (x) = W u (y) for u ∈ {r, g, b}, or the color difference of W (x) and W (y) is neutral
Claim 1 shows that all the information included in P is also included in W , and Claim 2 shows that some information included in W is actually lost in P. As a result, P is just an approximation of W , and we can prove that P is actually a 2-D image while W is obviously a 3-D image. Let κ = 0, Equation (17) becomes
Thus
L m = 0, which means that only two channels of the intrinsic image P contain useful information, and that the derived intrinsic image is indeed a 2-D image.
Substitute Equation (9) and (10) into Equation (18), we obtain
Equation (20) shows that when κ = 0, the obtained intrinsic image is the weighted difference between the (b) (a) Fig. 4(a) . (a) Computed using our method and (b) computed using the method presented in [11] . As can be seen, false shadow edges deteriorate the performance of the method presented in [11] .
normalized surface component W u and its maximum value
, and is thus invariant to T . Besides, Equation (19) gives a very good illustration of the intuition of the 2-D intrinsic image. According to Equation (10), each channel of L contains a component 1 T which depends on T . However, this component is the same for every channel.
Apparently, subtracting a channel from L will result in a 2-D image that is independent of T , and is a special case (κ = 0) of the representation in Equation (17) . However, the representation in Equation (17) advances over this simple solution as it can be used to estimate a 3-D intrinsic image by assuming that w m is locally similar. Detailed algorithm is presented in Sec. II-C.
C. 3-D Intrinsic Image
The problem of the derived 2-D intrinsic image is that its maximum chromaticity is a constant, which reduces the contrast between two surfaces with different surface reflectance. In this section, we present a joint bilateral filtering [16] , [17] based approach for deriving a 3-D intrinsic image in which the maximum chromaticity is different from pixel to pixel.
In this paper, we assume that for every two pixel x and y, if P u (x) = P u (y), then the surface maximum chromaticity w m (x) = w m (y). We also assume that the surface colors are locally similar, particularly, w m is locally similar. In this case, given a coarse estimate of the surface maximum chromaticity w 0 m where the variance within a surface with similar reflectance may be large (e.g., Figure 1(b) ), we can use the texture of the 2-D intrinsic image (Figure 1(a) ) to smoothen w 0 m , which is actually a joint bilateral filtering process. The filtered result is defined as the refined estimate of the surface maximum chromaticity
where N(x) is the set of neighboring pixels around x, and f S and f R are the spatial and range filter kernels. f S and f R are typically Gaussian in the literature [15] , [20] . In this paper, we assume w 0 m = argmax u∈{r,g,b} l u , so that the surface maximum chromaticity is equal to the maximum chromaticity of the logarithm of the original image.
Substitute w m with w R m , the surface component W can then be computed using Equation (16) . The computed surface component W is a 3-D intrinsic image. The 3-D intrinsic image computed from w R m in Figure 1 (c) is presented in Figure 1(d) .
D. Camera Calibration
In this section, we present our camera calibration method. According to Equations (16) and (17), the computation of the intrinsic image requires the knowledge of relative wavelengths
of the light passing through the camera sensors. Here we investigate how it is possible to calibrate a camera given only a single image. The calibration of λ u can be carried out by capturing an image of a planar scene with uniform color. Assume x is one of the shadow pixels, and y is one of the non-shadow pixels [11] . (b) and (c) are the close-ups of the red and white rectangles in (a). As can be seen, our method outperforms [11] when false shadow edges are used.
identified manually, according to Equation (5), we obtain
To reduce noise, we compute a λ u value using Equation (24) for every shadow and non-shadow pixel pair, and give a vote for the estimated λ u . Finally, the one with the largest number of votes is selected as correct.
III. RESTORING LUMINANCE
The luminance contrast in regions with similar surface reflectance due to geometry and illumination variances is effectively reduced in the derived 3-D intrinsic image (Sec. II-C) while the contrast in regions with different surface reflectance is preserved. However, the estimated 3-D intrinsic image may contain incorrect luminance values. In this section, we present a method which abstracts the luminance of the original image and transfers it to the intrinsic image such that a shadow-free image with correct luminance can be obtained.
An overview of our luminance abstraction pipeline is presented in Figure 2 . We first convert the original RGB image ( A) to YUV format, and then separated the Y Component (Y A ) into two layers named base layer (B A ) and detail layer (D A ) [20] using bilateral filter [16] , [17] 
Combining with the UV Components of the intrinsic image (U V B ) and converting to the RGB format, a shadow-free image with correct luminance is obtained.
IV. EXPERIMENTS
In this section, we describe the experiments we performed on real images. Results for two scenes captured by a Canon 350D camera are provided in Figure 3 . As can be seen, the shadow edges in Figure 3 are relatively simple and can be detected correctly, thus both our method and the method presented in [11] work reliably on these scenes. Note that the contrast around the tire in the second and third rows of However, neither our method nor the method presented in [11] works for neutral regions as shown in Figure 4 . The contrast between the white arrow and the ground in the original image is not preserved in the obtained shadow-free images. This is because the white arrows is neutral and the ground is also closed to neutral, thus according to Claim 2, the contract will be greatly reduced. However, the contrast between the white paint and the bricks/ground in Figure 3(b) is wellpreserved. This is because the white paint is neutral, but the bricks and ground are not. This result shows that although our image abstraction method is based on colors, it is also valid for neutral regions, as long as the neighboring regions are not neutral. Figure 5 visually compares the shadow-free images obtained using our method and [11] . [11] recovers incorrect texture in the shadow-free image when false shadow edges are detected and used. Our method does not require shadow detection, the performance thus will not be affected. Another example is presented in Figure 6 . As can be seen, our method visually outperforms [11] .
V. CONCLUSION
We have introduced an automatic shadow removal method in this paper. Two illuminant-invariant image representations were first derived in this paper: 2-D intrinsic image computed based solely on colors, and 3-D intrinsic image estimated based on the 2-D intrinsic image and joint bilateral filtering. The details of the 3-D intrinsic image were then transferred to the original image to reduce the luminance contrast in regions with similar surface reflectance due to geometry and illumination variances. Unlike most previous methods, the presented technique does not require shadow detection.
APPENDIX A PROOF OF CLAIM 1
For any two pixels x and y, if W u (x) = W u (y), then P u (x) = P u (y).
Proof: Assume W u (x) = W u (y), then
Assume L s = i∈{r,g,b} L i , from Equation (14), (26) and (27), we obtain
From (10) and (26), we obtain
For chromatic pixels, w m (x) = 0, thus substituting (29) into (28), we have
From (29) and (30), Proof: Assume P u (x) = P u (y), from Equation (17), we have
Substituting (10) 
