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Formation Control of Rigid Graphs with a Flex
Node Addition
Viet Hoang Pham†, Minh Hoang Trinh†, and Hyo-Sung Ahn†
Abstract
This paper examines stability properties of distance-based formation control when the underlying
topology consists of a rigid graph and a flex node addition. It is shown that the desired equilibrium set
is locally asymptotically stable but there exist undesired equilibria. Specifically, we further consider two
cases where the rigid graph is a triangle in 2-D and a tetrahedral in 3-D, and prove that any undesired
equilibrium point in these cases is unstable. Thus in these cases, the desired formations are almost
globally asymptotically stable.
I. INTRODUCTION
As a solution of the distance-based formation control problem, gradient descent control laws
have been extensively studied [1]–[8]. Given a system of n single integrator agents employing the
gradient control law derived from some potential functions, it is well known that local asymptotic
stability of the formations is guaranteed when the interaction graph is undirected and rigid [2],
[6].
Several results on (almost) global stability of these formations can also be found, for examples,
the three-agent formation in the 2-D space [3] or the four-agent formation in 3-D space [7]. A
common strategy adopted in these papers is showing non-existence or instability of the undesired
equilibrium set. Then, if the formation is initially in a generic position [8] and is not in the
undesired equilibrium set, it will asymptotically converge to a point in the desired equilibrium
set, i.e., a desired formation. The existence of undesired equilibria associated with a undesired
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formation shape can be observed from numerical simulations when n ≥ 4 [2], [5]. In fact, the
gradient descent control laws fail to globally stabilize n-agents formations.
Alternative control laws were proposed, e.g., designing control weights for stabilization of
affine formations [9]; simultaneously aligning the agents’ local coordinate frames and controlling
the relative position [10], [11]; or perturbing the agents’ trajectories by quasi-random directional
noises to escape unstable undesired equilibria [12]. These strategies provide global convergence
of the formation to the desired shape, however, there are also trade-off on these solutions. In affine
formations, all agents are required to have the same coordinate systems. Orientation alignment
algorithm requires exchanging information between agents. The perturbations cannot guarantee
a global convergence to the desired formation since stable undesired equilibria could exist.
In almost all works have been reported [1]–[8], the desired formation graphs are usually
assumed to be rigid since these graphs preserve the formation shape at least in local sense.
However, there are scenarios in which we do not need all agents in the system to be remained in
a rigid shape. For example, consider a group consisting of several vehicles which have to move
in a prescribed formation in the plane and a flying UAV whose partial tasks are supervising or
guiding these vehicles to a desired region. Practically, the UAV only needs to keep a distance
constraint to a vehicle and saves its remaining degree of freedoms for other tasks. This paper
devotes to study these scenarios. More specifically, we examine the distance based formation
problem when the underlying graph is a rigid graph adding a flex node. Two specific cases are
studied in detail in this paper, in which the rigid graphs are the triangle in 2-D space and the
tetrahedral in 3-D space.
Consequently, the contributions of this paper can be summarized as follows. We give analysis
on the effect of the added flex node to the rigid formation. Although the flex node may act as
a disturbance to the rigid formation, the set of all desired distance constraints specified in the
overall formation is proven to be locally asymptotically stable. Furthermore, when the rigid graph
is triangle in the plane or a tetrahedral in 3-D space, any undesired equilibrium point is unstable,
which implies the desired formations are almost globally asymptotically stable. To examine the
effects of motions of flex node more rigorously, we further suppose that the flex node is governed
by a finite velocity or required to go to a specific position. Under these circumstances, it is still
shown that the desired formations are almost globally asymptotically stable.
The rest of this paper is organized as follows. In Section II, we briefly review some background
related with formation control. In Section III, we show instability of undesired equilibrium points
for two specific cases: a triangle adding a flex node in 2-D space and a tetrahedron adding a
flex node in 3-D space. In Section IV, we consider the case when the flex agent has one more
additional control input to go to a specific position. Simulations supporting our analysis are
provided in Section V. Finally, Section VI provides the concluding remarks.
II. PRELIMINARIES
A. Graph representation of the formation
We use an undirected graph G = (V , E) to describe the underlying topology of agents. Each
agent corresponds to a node of the graph, and each edge linking nodes i and j determines a
distance constraint that needs to be preserved. The edge set E can be partitioned as E = E+∪E−
such that E+∩E− = ∅ and (i, j) ∈ E+ if and only if (j, i) ∈ E−. For simplicity, we assume E+ =
{(i, j) ∈ E : i < j} and use k to denote an edge in E+, E+ = {1, ..., m}. Denote B = [bij]n×m
as the incidence matrix of graph
bij =

1 if i is the sink node of edge j,
−1 if i is the source node of edge j,
0 otherwise.
With Kronecker product, we define matrix B¯ = B ⊗ Id, where Id is d × d identify matrix. Let
pi ∈ Rd be the position of agent i. The stacked vector p =
[
pT1 ,pT2 , ...,pTN+1
]T ∈ R(N+1)d
represents the realization of graph G. Without notation confusion, for k-th edge in E+ linking
nodes i and j, k = (i, j) ∈ E+, we denote the relative position vector zk = zij = pi − pj . Let
z =
[
zT1 , z
T
2
, ..., zTm
]T , then we have
z = B¯Tp.
Assume Gr = (VGr , EGr) is a rigid graph where VGr = {1, 2, ..., N}. In this paper, we consider
formations whose underlying graph contains rigid graph Gr and an additional flex node, i.e.,
G = (V , E), V = {1, 2, ..., N,N + 1} and E = EGr ∪ {(N,N + 1)}.
B. Distance-based formation control problem
We consider a group of autonomous mobile agents moving in d-dimensional Euclidean space
(d = 2, 3). Assume that each agent obeys a single integrator dynamics of the form:
p˙i = ui, (1)
Fig. 1: Two examples of rigid graph adding a flex node: A triangle (1,2,3) adding a flex node
(4) moving in the plane and a tetrahedron (1,2,3,4) adding a flex node (5) moving in 3-D space.
where ui ∈ Rd is agent i’s control input. Let D =
{
d¯ij : (i, j) ∈ E
}
be the set of desired distances
between neighboring agents and assume that D is feasible, which means if (i, j), (j, k), (k, i) ∈ E
then
dij + djk > dki, djk + dki > dij, dki + dij > djk (2)
for all i, j, k ∈ V . Define the desired formation set as
QC =
{
p ∈ R(N+1)d : p˙ = 0; ||zij|| = d¯ij,∀(i, j) ∈ E
}
(3)
where ||.|| is the Euclidean norm. Denote the set of neighbours of agent i by Ni and assume
that each agent i can only measure the relative position of its neighbours in its own coordinate
system, pij, j ∈ Ni. The main task of distance-based formation control can be summarized as
follow:
Problem 2.1: For a given system of single-integrator modelled agents (1) moving in the d-
dimensional space (d = 2, 3), design a distributed control law, for which each agent i uses only
distance measurement pij, j ∈ Ni, such that the formation of the system converges to a desired
formation in QC .
C. The gradient control law
Let φ(x, d¯) be a function that satisfies the following assumption:
Assumption 2.1: If d¯ is a constant, then
• φ(x, d¯) is non-negative and g(x, d¯) := ∂φ(x,d¯)
∂x
is strictly monotonically increasing,
• φ(x, d¯), g(x, d¯) are continuously differentiable on x ∈ (−d¯2,∞) and equal zero if and
only if x = 0,
• φ(x, d¯) is analytic in a neighbourhood of 0.
Let ek = eij = ||zij||2 − d¯2ij be the squared distance error for edge k = (i, j) ∈ E , and
gk = gij = g(eij, d¯ij). Let us define a local potential for each agent Vi : Rd(|Ni|+1) → R+
Vi(pii, ...,p
i
j, ...) =
1
2
∑
j∈Ni
φ(eij, d¯ij) (4)
and a global potential function for system as
V =
∑
i∈V
Vi =
1
2
∑
i∈V
∑
j∈Ni
φ(eij, d¯ij) (5)
From the potential function1, we can define the gradient-descent control law for agents:
p˙ = u = −∇pV (p) (6)
where u =
[
uT1 uT2 ... uTN uTN+1
]T
∈ R(N+1)d is the control input vector. The detailed
control law for each agent:
p˙i = ui = −∇piV (p) = −
∑
j∈Ni
gijzij (7)
Remark 2.1: We can see ||zij|| = ||pij||. Let Qi be the rotation matrix of global coordinate
system with respect to agent i’s coordinate system. Then the control input of agent i in its own
coordinate system is given as uii = Qiui = −gijQizij = −
∑
j∈Ni
gijp
i
j . So, the control law (7)
does not require that agents’ coordinate systems are aligned.
Denote the equilibrium set
Q = {p : p˙ = 0 and
∑
j∈Ni
gijzij = 0, ∀i ∈ V}. (8)
By the similar proof in [6], we have
Theorem 2.1: For a given system (1) with the interaction graph G, under control law (6)
• p(t) approaches Q as t→∞.
• The desired formation QC is locally asymptotically stable.
Remark 2.2: Under the control law (6), p˙ = 0 implies
∑
j∈Ni
gijzij = 0,∀i ∈ V and QC =
{p : gij = 0,∀(i, j) ∈ E}.
1There are a lot of potential functions satisfying Assumption 2.1 which are widely used in the literature. For example, they
are φ(ek , d¯k ) = e
2
k and gk = ek used in [2], [6], and φ(ek , d¯k ) =
e2k
k+d¯
2
k
and gk = 1−
d4k
(k+d¯
2
k
)2
used in [4], [12].
The control law (6) does not guarantee the global convergence to desired formation. There also
exist undesired equilibria as
QI = Q \ QC = {p ∈ Q : ∃(i, j) ∈ E , gij 6= 0} (9)
III. STABILITY ANALYSIS OF UNDESIRED EQUILIBRIUM
A. Hessian of potential function
The Jacobian J(p) of the right-hand side of (6) is same as the negative Hessian of the potential
function V . Let p∗ ∈ QI be an undesired equilibrium point; then p∗ is stable if and only if all
eigenvalues of J(p∗) are not positive or all eigenvalues of HV(p∗) are not negative, i.e. the
Hessian HV(p∗) is positive semidefinite. We have
∂V
∂pTj
=
1
2
m∑
k=1
(
∂V
∂ek
∂ek
∂pj
)T
=
m∑
k=1
gkz
T
k
∂zk
∂pj
From definition of zk , we can see
∂2zk
∂pi∂pTj
= 0 ∀i, j ∈ V; so
∂2V
∂pi∂pTj
=
m∑
k=1
(
∂gk
∂ek
∂ek
∂pi
zTk + gk
∂zTk
∂pi
)
∂zk
∂pj
=
m∑
k=1
∂zTk
∂pi
(
2
∂gk
∂ek
zkz
T
k
+ gk ⊗ Id
)
∂zk
∂pj
(10)
which can be further compactly written as
HV = B¯MB¯
T
. (11)
with M := diag
(
2
∂gk
∂ek
zkzTk + gk ⊗ Id
)
∈ Rm×m. We can see that the sum of elements in one
column or one row is zero. Next, we examine the stability of undesired equilibria in two specific
cases:
• A triangle adding a flex node in the plane.
• A tetrahedron adding a flex node in 3-D space.
For convenience, we define E = Bdiag (gk)B
T , ρk =
∂gk
∂ek
and R[i] = B[z1[i]
√
ρ1 , ..., zm[i]
√
ρm ]
T , [i] =
x, y, z. From Assumption 2.1, ρk > 0, and gk > 0 (respectively <,=) if ek > 0 (respectively
<,=) or ||zk || > d¯k (respectively <,=).
B. Triangle adding a flex node in the plane
We use a column-reordering transformation T such that RT =
[
Rx Ry
]
. The transformed
Hessian matrix is given by
H = TTHVT =
 2RTxRx + E 2RTxRy
2RTyRx 2R
T
yRy + E
 (12)
Since T is orthogonal, i.e., TT = T−1, the eigenvalues of H and HV are same. Denote H22(p∗) =
2RTy (p∗)Ry(p∗)+E(p∗) where p∗ is an undesired equilibrium. Consider the vector u =
[
0 v
]T
where 0 is the vector which has the same size as the vector v but all its elements being zero. In
what follows, we will show that there exists a vector v such that uTH(p∗)u = vTH22(p∗)v < 0,
which implies that H(p∗) and HV(p∗) are not positive semidefinite.
Lemma 3.1: Let p∗ be an equilibrium in QI . If there exists at least a vector v such that
vTH22(p∗)v < 0 where H22(p∗) = 2RTy (p∗)Ry(p∗) + E(p∗), then p∗ is unstable.
Fig. 2: Formations of three agents in undesired equilibria.
For the formation of triangle adding a flex node (Fig.1a), the undesired equilibrium set can be
divided as QI = QI1 ∪QI2 where
QI1 = {p ∈ QI : z34 = 0},
QI2 = {p ∈ QI : agents 1, 2, 3 are collinear.}
Note that QI2 contains equilibria where agents are distinct and collinear (Fig. 2a), or there is a
pair of agents that have the same position and a remaining agent that reaches desired distances
from two others (Fig. 2b), or three agents are on the same position (Fig. 2c).
Lemma 3.2: If p∗ ∈ QI2 , the formation of three agents 1, 2, 3 has one of forms described in
Fig. 2. The properties corresponding to each form are as follows
• Fig. 2a: gij < 0, gjk < 0, gik > 0 and gij + gik < 0, gjk + gik < 0.
• Fig. 2b: gjk < 0 and gij = gik = 0.
• Fig. 2c: gij < 0, gjk < 0, gik < 0.
Proof: See Appendix A.
Theorem 3.1: For the system (1), whose underlying graph is a triangle adding a flex node
moving in the plane, and the distance constraints set D being feasible, the desired formation is
almost globally asymptotically stable, i.e., p∗ ∈ QI is unstable with respect to the control law
(6).
Proof: The matrix H22(p∗) is a 4 × 4 symmetric matrix, H22(p∗) = [hij]4×4, where hii =∑
j∈Ni (gij + ρij(yi − yj)2), hij = −gij − ρij(yi− yj)2 if (i, j) ∈ E , hij = 0 otherwise. Consider
undesired equilibrium p∗ ∈ QI .
• If p∗ ∈ QI1 , then y3 = y4, e34 = −d¯234 < 0, which implies g34 < 0. Consider the vector
v =
[
1 1 1 0
]T
; then we have vTH22(p∗)v = g34 < 0.
• If p∗ ∈ QI2 , by Lemma 3.2, we have g23 + g13 < 0. Without loss of generality, we choose
the coordinate system such that agents 1, 2, 3 are on the x-axis. Consider the vector
v =
[
1 0 0 0
]T
; then we have vTH22(p∗)v = g23 + g23 < 0.
From the above analysis, the matrix H22(p∗) is not positive semidefinite for all undesired
equilibrium p∗ ∈ QI ; thus, every undesired equilibrium is unstable. Consequently, the desired
formation is almost globally asymptotically stable.
C. Tetrahedron adding a flex node in the 3-D space
Similarly to the 2-D case, we have
Lemma 3.3: Let p∗ be an equilibrium in QI ; if there exists at least a vector v such that
vTH33(p∗)v < 0 where H33(p∗) = 2RTz (p∗)Rz(p∗) + E(p∗), then p∗ is unstable.
For the formation of tetrahedron adding a flex node (Fig.1b), the undesired equilibria set can
be divided as QI = QI1 ∪QI2 where
QI1 = {p ∈ QI : z45 = 0}
QI2 = {p ∈ QI : agents 1, 2, 3, 4 are coplanar}
Here, QI2 contains equilibria where agents 1, 2, 3, 4 are in the same planar. The formation can
be one of cases shown in Fig. 3. To analyze the undesired equilibria in QI2 , we employ the
following lemmas:
Fig. 3: Formation of four agents in undesired equilibria
Lemma 3.4: (Lemma 5 in [13]) Denote XY be the length of edge from node X to node Y and
∠XY Z be the angle between the vector YX and vector YZ. Consider the two triangles A1B1C1
and A2B2C2. If A1B1 < A2B2, A1C1 < A2C2, B1C1 > B2C2, then ∠B1A1C1 > ∠B2A2C2.
Lemma 3.5: Let ABCD be a tetrahedral and angles at node A are θ1, θ2, θ3 as depicted in Fig.
4. Then θ1 + θ2 + θ3 < 360o, θ1 + θ2 > θ3, θ1 + θ3 > θ2 and θ2 + θ3 > θ1.
Fig. 4: A tetrahedron.
Let the tetrahedron A1A2A3A4 correspond to the formation of four agents 1, 2, 3, 4 in QC . We
have:
∠AkAiAj + ∠AlAiAk > ∠AlAiAj,
∠AjAkAi + ∠AiAkAl > ∠AjAkAl
(13)
∠AiAkAj + ∠AlAkAi + ∠AjAkAl < 360o, (14)
and AiAj = d¯ij for i, j, k, l ∈ {1, 2, 3, 4} and i, j, k, l are distinct.
Lemma 3.6: If p∗ ∈ QI2 , the formation of four agents 1, 2, 3, 4 has one of forms as described
in Fig. 3. The properties corresponding to each form are
• Fig. 3a: gij < 0, gjk < 0, gkl < 0, gil < 0, gik > 0, gjl > 0 and gij + gik + gil < 0,
gij + gjk + gjl < 0, gik + gjk + gkl < 0, gil + gjl + gkl < 0.
• Fig. 3b: gik < 0, gjk < 0, gkl < 0 and gij > 0, gil > 0, gjl > 0.
• Fig. 3c: gij < 0, gik < 0, gil < 0, gjk < 0, gjl < 0, gkl < 0.
• Fig. 3d: gil = gjl = gkl = 0, gij < 0, gjk < 0, gik < 0.
• Fig. 3e: gik + gil = gjk + gjl = gik + gjk = gil + gjl = 0, gij < 0, gkl < 0.
• Fig. 3f: gil + gjl + gkl < 0 and gij + gik + gil < 0 or gij + gjk + gjl < 0.
• Fig. 3g: gil + gjl + gkl < 0 and gik + gjk + gkl < 0.
• Fig. 3h: gil + gjl + gkl < 0 and gij + gik + gil < 0 if gij < 0; gij + gjk + gjl < 0 if gij = 0;
or gik + gjk + gkl < 0 if gij > 0.
Proof: See Appendix B.
Theorem 3.2: For the given system (1), whose underlying graph is a tetrahedron adding a flex
node moving in the 3-D space, and the feasible distance constraints set D, the desired formation
is almost globally asymptotically stable with respect to the control law (6).
Proof: Without loss of generality, we choose the coordinate system such that agents 1, 2, 3
are in x− y plane. The matrix H33(p∗) is a 5× 5 symmetric matrix, H33(p∗) = [hij]5×5, where
hii =
∑
j∈Ni (gij + ρij(zi − zj)2), hij = −gij − ρij(zi− zj)2 if (i, j) ∈ E , and hij = 0 otherwise.
• If p∗ ∈ QI1 , then z4 = z5, g45 < 0. Consider the vector v =
[
1 1 1 1 0
]T
; then we
have vTH22(p∗)v = g45 < 0.
• If p∗ ∈ QI2 , then g45 = 0 and z1 = z2 = z3 = z4 = 0. We denote four agents of tetrahedral
as i, j, k, l. If we omit the rotation and translation motions, at any undesired equilibrium,
they will have one of the forms depicted in Fig.3. From Lemma 3.6, at p∗ ∈ QI2 , there
exist at least two agents i, j such that gij + gik + gil < 0, gij + gjk + gjl < 0. Since
agents 1, 2, 3 have the same roles, we assume g12 + g13 + g14 < 0. Consider the vector
v =
[
1 0 0 0 0
]T
; then we have vTH33(p∗)v = g12 + g13 + g14 < 0.
From the above analysis, the matrix H33(p∗) is not positive semidefinite for all undesired
equilibrium p∗ ∈ QI ; thus, every undesired equilibrium is unstable. Consequently, the desired
formation is almost globally asymptotically stable.
IV. FORMATION WITH ADDITIONAL FLEX AGENT MOVING AS LEADER
As discussed in the introduction, when a moving rigid formation has a flex node, the added
flex node may act as a leader to guide the overall formation to a desired region. In this section,
we assume the flex agent has an additional control input vf (t) satisfying one of the following
two assumptions.
Assumption 4.1: vf (t) has the form as
vf (t) =
 v(t), t ∈ [t0, Tf ], Tf <∞0, otherwise.
Assumption 4.2: The flex agent is required to go to a specific point pt and the additional input
has the form as vf (t) = kf (pt − pN+1) where kf ∈ R+.
The dynamics of system can be written as
p˙ = u = −∇pV (p) + δN+1 ⊗ vf (t) (15)
where δ = [0, . . . , 0, 1]T ∈ R(N+1).
Theorem 4.1: For the system (1) with the interaction graph G which contains a rigid graph
and a flex node addition and has the distance constraints set D being feasible, under control law
(15) where the additional control input vf (t) satisfies Assumption 4.1 or Assumption 4.2, we
have
• p(t) approaches Q as t→∞.
• The desired formation set QC is locally asymptotically stable.
• If G is a triangle adding a flex node in the plane or a tetrahedron adding a flex node in
the 3-D space, QC is almost globally asymptotically stable.
Proof: Denote zf = pN − pN+1 and gf = g(||zf ||, d¯f ). First, we will show that p(t)
approaches Q as t→∞ in both cases.
• Case of Assumption 4.1: Considering the potential function as (5), we have: V˙ = −
∥∥∥∂V∂p ∥∥∥2−
gfzTf vf (t) or V˙ + gfzTf vf (t) = −
∥∥∥∂V∂p ∥∥∥2 ≤ 0. Then, the function V (t) + ∫∞t0 gfzTf vf (t)
is non-increasing and vf (t) is a decay function, i.e.
∫∞
t0
gfzTf vf (t) is bounded. So V is
bounded. According to Barbalat’s lemma [14, Lemma 8.2], V˙ will converge to 0 or p(t)
will converge to Q as t→∞.
• Case of Assumption 4.2: Considering the potential function Vf = V +kf ||pt−pN+1||2, we
have V˙f = −
N∑
i=1
|| ∑
j∈Ni
gijzij||2 − ||gfzf + kf (pt − pN+1)||2. Since V˙f ≤ 0, Vf is bounded
and from Barbalat’s lemma, V˙f converges to zero as t goes to infinity. Thus, V˙1 converges
to zero, which means
∑
j∈Ni
gijzij → 0 for i = 1, ..., N and gfzf + kf (pt − pN+1) → 0.
From
N∑
i=1
(∑
j∈Ni
gijzij
)
= 0,
gfzf + kf (pt − pN+1) = 0
by summing up the left-hand sides of the equations, we have kf (pt−pN+1) = 0. So, p(t)
will converge to Q and pN+1 will reach to the position pt as t→∞.
By the similar proof of Theorem 3.2 in [6], QC is locally asymptotically stable. The negative
of derivative of the right-hand side of (15) is −J = HV +
[
δTN+1δN+1
] ⊗ ∂vf
∂pN+1
. When the
underlying graph is a triangle adding a flex node in 2-D (or a tetrahedron adding a flex node in
3-D), by the similar analysis as the proof of Theorem 3.1 (resp. Theorem 3.2), we see that for
any undesired equilibrium p∗ ∈ QI , there exists a vector v such that vTHV(p∗)v < 0 and the
element corresponding to flex agent in the vector v is zero; or vT (−Jf )(p∗)v < 0. It implies all
undesired equilibria are unstable or the desired formation set is almost globally asymptotically
stable.
V. SIMULATIONS
In this section, we conduct simulation of formations under the control law (6) where φ(ek , d¯k) =
1
2
e2k and the control law (15) where vf (t) = 5(pt − pN+1).
A. A triangle adding a flex node in the plane
We consider the case with desired distances d¯12 = d¯23 = d¯13 = d¯34 = 4 and agents with initial
positions p1(0) = [12; 2], p2(0) = [−12; 2], p3(0) = [0;−2], p4(0) = [0; 9.228]. Simulation
results are shown in Fig. 5 (corresponding to control law (6)) and Fig. 6 (corresponding to
control law (15)).
Fig. 5: At t = 0.3s, agents 1, 2, 3 are collinear and p˙1 = p˙2 = p˙3 = p˙4 = 0 and distance between
agents 4 and 3 is d¯34; at t = 3.1, agent 4 has a small movement, then the system converges to
the desired formation.
B. A tetrahedral adding a flex node in 3-D space
We consider the case with desired distances d¯12 = d¯23 = d¯13 = d¯14 = d¯24 = d¯34 = d¯45 = 4 and
agents with initial positions p1(0) =
[
20√
3
; 0; 0
]
, p2(0) =
[
−10√
3
; 10; 0
]
, p3(0) =
[
−10√
3
;−10; 0
]
,
p4(0) = [0; 0;−3], p5(0) = [0; 0; 6.485]. Simulation results are shown in Fig. 7 (corresponding
to control law (6)) and Fig. 8 (corresponding to control law (15)).
VI. CONCLUSION
In this paper, we studied the distance-based formation control of a group of autonomous agents,
whose underlying graph consists of a rigid graph and a flex node addition. Under the gradient
control law, the desired formation, where all distance constraints between neighboring agents are
achieved, is locally asymptotically stable. We examined stability of undesired equilibrium points
with two specific configurations: a triangle adding a flex node in the plane and a tetrahedron
Fig. 6: The flex agent 4 converges to the target point pt = [10; 10] and the square distance error
converges to zero
adding a flex node in the 3-D space. We showed that the Hessian of potential function is
not positive semi-definite at any undesired equilibrium point; thus, we can conclude that all
undesired equilibria are unstable, which means that the desired formation set is almost globally
asymptotically stable.
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APPENDIX A
PROOF OF LEMMA 3.2
• Case of Fig.2a: In this case, ||zij|| + ||zjk|| = ||zik||. Let us assume gik < 0. With the
consideration of the balances of agents i and k, we obtain gij > 0, gjk > 0. These three
signs imply that ‖zik‖ < d¯ik, ‖zij‖ > d¯ij, ‖zjk‖ > d¯jk. Then we have d¯ik > d¯ij+ d¯jk, which
contradicts (2). Similarly, if eik = 0, it implies d¯ik = d¯ij + d¯jk, which contradicts (2) too.
So, gik > 0, gij < 0, and gjk < 0. Since gijzij + gikzik = 0 and 0 < ||zij|| < ||zik|||, we
have gij + gik =
(
1− ||zij ||||zik||
)
gij =
(
1− ||zik||||zij ||
)
gik < 0. Similarly, gjk + gik < 0.
• Case of Fig.2b: In this case, we have gjkzjk + gikzik = 0 and zjk = 0, ||zik|| 6= 0; so
gik = 0. Similarly, gij = 0. Since ejk = −d¯2jk < 0, we have gjk = g(ejk, d¯jk) < 0.
• Case of Fig.2c: From zij = zjk = zik = 0, we have eij < 0, ejk < 0, eik < 0 or gjk < 0,
gjk < 0, gik < 0.
APPENDIX B
PROOF OF LEMMA 3.6
• Case of Fig.3a: From the balance of agent i, we have gijzij + gikzik + gilzil = 0. Let p∗λ be
the intersected point of the line containing agents i, k and the line containing agents j, l.
Then, we can calculate the coordinate of p∗λ as p∗λ = λp∗j + (1− λ)p∗l , λ ∈ (0, 1) and we
have zik = α(p∗i − p∗λ) for some α > 1. Combining above two equations with the balance
equation of agent i, we can obtain
(αλgik + gij)zij + (α(1− λ)gik + gil)zil = 0
Thus, we have
αλgik + gij = 0 (16a)
α(1− λ)gik + gil = 0 (16b)
From (16a), we have sgn(gij) = −sgn(gik), and from (16b), we have sgn(gil) =
−sgn(gik). Similarly, we can obtain sgn(gij) = −sgn(gjl), sgn(gjk) = −sgn(gjl), sgn(gjk) =
−sgn(gik), sgn(gkl) = −sgn(gik), sgn(gil) = −sgn(gjl), sgn(gkl) = −sgn(gjl). Thus,
sgn(gij) = sgn(gjk) = sgn(gkl) = sgn(gil) = −sgn(gik) = −sgn(gjl). Assume that
gik < 0, then gjl < 0, gij > 0, gjk > 0, gkl > 0, gil > 0. Consequently, ‖zij‖ <
d¯ij, ‖zjk‖ > djk, ‖zkl‖ > d¯kl, ‖zil‖ > d¯il, ‖zik‖ < d¯ik, ‖zjl‖ < d¯jl. Apply Lemma 3.4 to
four pairs of triangles AiAjAk and ijk, AjAkAl and jkl, AkAlAi and kli, AlAiAj and
lij, then we have:
∠AiAjAk > ∠ijk,∠AjAkAl > ∠jkl
∠AkAlAi > ∠kli,∠AlAiAj > ∠lij
(17)
Since ∠AiAjAk +∠AjAkAi +∠AkAiAj = ∠ijk +∠jki+∠kij = 180o but ∠AiAjAk >
∠ijk, we obtain
∠AjAkAi + ∠AkAiAj < ∠jki+ ∠kij (18)
Similarly, we have
∠AlAiAk + ∠AlAkAi < ∠lik + ∠lki (19)
Combining (18) and (19), we have ∠AjAkAi + ∠AkAiAj + ∠AlAiAk + ∠AlAkAi <
∠jki+∠kij+∠lik+∠lki or ∠AjAkAi+∠AkAiAj+∠AlAiAk+∠AlAkAi < ∠jkl+∠lij,
which implies that from (17) we have ∠AjAkAi + ∠AkAiAj + ∠AlAiAk + ∠AlAkAi <
∠AjAkAl +∠AlAiAj . This contradicts (13). Assume gik = 0, by similar analysis, we get
∠AjAkAi + ∠AkAiAj + ∠AlAiAk + ∠AlAkAi = ∠AjAkAl + ∠AlAiAj . This contradicts
(13), too. So, gik > 0, and it implies gjl > 0, gij < 0, gjk < 0, gkl < 0, gli < 0. Let
j′, l′ be the projection of j, l onto edge (i, j), since ijkl is a convex quadrilateral, then
||zij′|| < ||zik||, ||zil′|| < ||zik||. From the balance of agent i, we have gik||zik||+gil||zil′||+
gij′ ||zij′|| = 0, then gij + gik + gil =
(
1− ||zij′ ||||zik||
)
gij +
(
1− ||zil′ ||||zik||
)
gil < 0. Similarly, we
have gij + gjk + gjl < 0, gik + gjk + gkl < 0, gil + gjl + gkl < 0.
• Case of Fig.3b: From the balance of agent i, by following the similar process as above,
we have the same equation as (16) with 0 < α < 1, and sgn(gij) = sgn(gil) = −sgn(gik).
We can obtain sgn(gij) = sgn(gjl) = −sgn(gjk) and sgn(gjl) = sgn(gil) = −sgn(gkl).
Thus, sgn(gij) = sgn(gjl) = sgn(gil) = −sgn(gik) = −sgn(gjk) = −sgn(gkl). Assume
that gik > 0, then we have gjk > 0, gkl > 0, gij < 0, gjl < 0, gil < 0. Consequently,
‖zik‖ > d¯ik, ‖zjk‖ > d¯jk, ‖zkl‖ > d¯kl, ‖zij‖ < d¯ij, ‖zjl‖ < d¯jl, ‖zil‖ < d¯il. Apply Lemma
3.4 to three pairs of triangles AiAkAj and ikj, AjAkAl and jkl, AlAkAi and lki, then we
have ∠AiAkAj > ∠ikj,∠AjAkAl > ∠jkl,∠AlAkAi > ∠lki or ∠AiAkAj + ∠AjAkAl +
∠AlAkAi > ∠ikj+∠jkl+∠lkj = 360o, which contradicts (14). Similarly with assumption
gik = 0, we can obtain ∠AiAkAj +∠AjAkAl +∠AlAkAi = ∠ikj+∠jkl+∠lkj = 360o,
which contradicts (14), too. So, gik < 0, gjk < 0, gkl < 0, gij > 0, gjl > 0, gil > 0.
• Case of Fig.3c: Four agents i, j, k, l have the same position, we have eij = −d¯2ij < 0 which
implies gij < 0. Similarly, gik < 0, gil < 0, gjk < 0, gjl < 0, gil < 0.
• Case of Fig.3d: Three agents i, j, k have the same position and ||zil|| = ||zjl|| = ||zkl|| > 0.
From the balance of agents i, j, k, we have gil = gjl = gkl = 0. Since eij = −d¯2ij < 0, we
have gij < 0. Similarly, gik < 0, gjk < 0.
• Case of Fig.3e: Two pairs of neighboring agents have the same position. Let p∗i = p∗j
and p∗k = p∗l . From the balance of agent i, we have gik(p∗i − p∗k) + gil(p∗i − p∗l ) =
(gik + gil)(p∗i − p∗l ) = 0. Then, it follows gik + gil = 0 and eij = −d2ij < 0 which implies
gij < 0. Similarly, gjk + gjl = 0, gjk + gik = 0, gil + gjl = 0, and gkl < 0.
To consider the cases of Figs. 3f, g, h, from the similar analysis as the proof of Lemma
3.2, we use
– For the neighboring pairs (a, b), (a, c), (b, c), suppose that a, b, c are collinear and
||zab|| < ||zac||. If the distance constraints set is feasible, then gac ≤ 0 and gab ≥ 0
imply gbc < 0.
– Suppose that agents a, b, c, d are collinear, and ||zab|| < ||zac|| < ||zad|| and gabzab +
gaczac + gadzad = 0. If gab < 0 or gad > 0, then gab + gac + gad < 0.
Now we consider the stability of p∗ ∈ QI .
• Case of Fig.3f: From the balance of agents i, j, we have sgn(gik) = −sgn(gil), |gik| > |gil|,
sgn(gjk) = −sgn(gjl), and |gjk| > |gjl|. Suppose that gik > 0 and gjk > 0. From the
balance of agent k, we have gkl > 0. Since gik > 0, gkl > 0 and gil < 0, it means that
d¯il > ||zil|| = ||zik||+ ||zkl|| > d¯ik + d¯kl. This contradicts (2); so gik ≤ 0 or gjk ≤ 0.
– If gik ≤ 0: From the balance of agent i, we have gil ≥ 0, gil ≥ 0 and gik ≤ 0,
which implies gkl < 0. Since ||zik|| < ||zil||, we have gij + gik + gil ≤ gij < 0 and
gil + gjl + gkl < 0.
– If gjk ≤ 0: Similarly, we have gij + gjk + gjl ≤ gij < 0 and gil + gjl + gkl < 0.
• Case of Fig.3g: From the balance of agents i and j, we have sgn(gik) = sgn(gil) and
sgn(gjk) = sgn(gjl). Assume gik ≥ 0 and gjk ≥ 0, then gil > 0, gjl > 0. So gkl > 0;
but this cannot happen due to the balance of agent k and distance constraints set being
feasible. Observe that i and j have the same role in this case. Consider gik < 0. If
gkl < 0 then gjk > 0, which implies gjl > 0, but this cannot happen. So, gkl > 0. Since
||zkl|| > ||zki||, ||zkl|| > ||zkj||, ||zlk|| > ||zli||, ||zlk|| > ||zli||, we have gik + gjk + gkl < 0
and gil + gjl + gkl < 0.
• Case of Fig.3h: There are some available possibilities:
– gij < 0, gil > 0: Since ||zij|| < ||zik|| < ||zil|| and ||zlk|| < ||zlj|| < ||zli||, we have
gij + gik + gil < 0, gil + gjl + gkl < 0.
– gij < 0, gil ≤ 0: From the balance of agent i, we have gik > 0. Thus gik > 0 and
gil ≤ 0 imply gkl < 0. Then, gij + gik + gil < 0 and gil + gjl + gkl < 0.
– gij = 0, gil ≥ 0: If gil > 0, from the balance of agent i, we have gik < 0, which
implies gjk < 0. From the balance of agent j, we have gjl > 0. Also, from ||zjk|| <
||zjl||, ||zlk|| < ||zlj|| < ||zli||, we have gij + gjk + gjl < 0 and gil + gjl + gkl < 0. If
gij = gik = gil = 0, by the similar proof as in Lemma 3.2, we have the same result.
– gij ≥ 0, gil < 0: From the balance of agent i, we have gik > 0. Thus, gij ≥ 0 and
gil < 0 imply gjl < 0. Also gil < 0 and gik > 0 imply gkl < 0. But, this cannot
happen due to the balance of agent l.
– gij > 0, gil ≥ 0: From the balance of agent i, we have gik < 0. Thus, gik < 0
and gij > 0 imply gjk < 0. From the balance of agent k, we have gkl < 0. So
gik + gjk + gkl < 0. Since ||zlk|| < ||zlj|| < ||zli||, we have gil + gjl + gkl < 0.
