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ABSTRACT
Understanding the detailed process of cosmic reionization is one of the remaining prob-
lems in astrophysics and cosmology. Here we construct a model of cosmic reionization
that includes contribution from high-z galaxies and active galactic nuclei (AGNs), and
calculate the reionization and thermal histories with the model. To keep the model to
be general and realistic, we vary the escape fraction of ionizing photons, fesc, and the
faint-end slope of the AGN luminosity function at high redshifts, αhz, within the con-
straints from the observed cosmic star formation history and the observed bright-end
UV luminosity functions at z ≤ 6. Additionally, we model the spectral energy distribu-
tion (SED) of AGNs which depends on the Eddington ratio and the black-hole mass.
By comparing the computed reionization histories with the observed H i fractions and
the optical depth for Thomson scattering from Planck, we find that αhz > −1.5 and
fesc < 0.15 are favored when we employ the bright-end luminosity function obtained
by Giallongo et al. Our result suggests that an AGN-dominated model with the abun-
dance of faint-AGNs being as large as the estimate by Giallongo et al. is allowed only
if the contribution from high-z galaxies is almost negligible, while a galaxy-dominant
model is also allowed. We also find that the shape of SED has a significant impact on
the thermal history. Therefore it is expected that measurements of the thermal state
of the IGM provide useful information on properties of ionizing sources.
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1 INTRODUCTION
It is generally believed that the Universe became neutral
at z ≈ 1100 (cosmic recombination) and was gradually ion-
ized again by ionizing sources formed following cosmic re-
combination. The time evolution of this global transition
called cosmic reionization has been widely explored. One
of observational approaches to estimate neutral fractions at
high redshifts is to measure absorption features imprinted
on high-z quasar (QSO) spectra. The H i Lyman-α (Lyα)
absorption lines imprinted on QSOs spectra have indicated
that hydrogen was almost reionized by z ∼ 6 (Fan et al.
2006). Similar observations measuring He ii absorption lines
have also shown that helium reionization was mostly com-
pleted by z ≈ 2.7 (Becker et al. 2011; Worseck et al. 2014;
Syphers & Shull 2014). Observing the redshift evolution of
Lyα luminosity function (Lyα LF) can also provide valuable
⋆ E-mail: 161d9002@st.kumamoto-u.ac.jp
information on neutral hydrogen fractions during the epoch
of reionization (EoR), because the detectability of Lyα ra-
diation is very sensitive to the amount of neutral hydro-
gen. Recent observations for z ≥ 5.7 Lyα emitters (LAEs)
have shown that the number density of LAEs decreases with
redshift (Ota et al. 2010; Hu et al. 2010; Ouchi et al. 2010;
Kashikawa et al. 2011; Konno et al. 2014). This fact implies
that the neutral hydrogen fraction increases from z ∼ 6 to
z ∼ 7 (Choudhury et al. 2015). Furthermore, the measure-
ments of the Cosmic Microwave Background (CMB) optical
depth to Thomson scattering have imposed an additional
constraint on the reionization history. The most recent ob-
servation by Planck has shown that the optical depth τe is
0.058 ± 0.012 which corresponds to an instantaneous reion-
ization redshift of zr = 8.5±0.9 (Planck Collaboration et al.
2016).
Despite the advancing understanding on the history
of cosmic reionization, there is no crucial observation for
the type of ionizing sources which was responsible for cos-
c© 2015 The Authors
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mic reionization. Revealing the type of ionizing sources is
also important for understanding the process of reionization,
since the mean free path of ionizing photons is essential for
the reionization evolution.
High-z galaxies are thought to be plausible candidates
for the ionizing sources, since a number of galaxies have al-
ready discovered at z > 6 (Ouchi et al. 2009; Oesch et al.
2014; Bouwens et al. 2015). In addition, some of recent ob-
servations have presented that the faint-end slopes of ul-
traviolet luminosity functions (UVLFs) during the EoR are
steep and extended down to an absolute UV magnitude of
MUV ∼ −16 (Atek et al. 2015; Ishigaki et al. 2015). These
facts strengthen the possibility that the high-z galaxies
were main ionizing sources of reionization. Robertson et al.
(2015) have indeed shown that the Thomson scattering op-
tical depth and H i fractions inferred from the QSO spec-
tra and LAEs observations can be simultaneously achieved
solely by high-z galaxies if the escape fraction of ionizing
photons from the galaxies (fesc) is as high as ∼ 0.2. How-
ever the typical escape fraction during the EoR is highly
uncertain.
At intermediate redshift z ∼ 3, Lyman continuum
(LyC) photons from galaxies have directly been detected,
and the escape fractions have been evaluated as fesc ∼ 0.01−
0.1 (Steidel et al. 2001; Iwata et al. 2009; Mostardi et al.
2015; Matthee et al. 2016; Naidu et al. 2016), although some
of the LyC emitters may be low-z contaminants (Siana et al.
2015). In contrast to galaxies at intermediate redshifts,
no ionizing photons from galaxies at the EoR has been
detected due to strong attenuation by the intergalactic
medium (IGM). However, Dunlop et al. (2013) have claimed
that spectral energy distributions (SEDs) of high-z galax-
ies imply the escape fraction of fesc ≈ 0.1 − 0.2 with
some assumptions. The escape fraction also has been as-
sessed by numerical simulations (e.g. Gnedin et al. 2008;
Razoumov & Sommer-Larsen 2010; Yajima et al. 2011;
Paadekooper et al. 2014; Wise et al. 2014; Kimm & Cen
2014). Although most of the simulations show a similar
trend, i.e. the escape fraction decreases with the mass of
the galaxy, there is variance with ∼ 1-2 orders of magnitude
among the simulation results. Thus, there is as yet no con-
sensus on the value of the escape fraction, and this fact leads
to the significant uncertainty of the contribution of high-z
galaxies to cosmic reionization.
Active galactic nuclei (AGNs) are also expected to have
been another type of ionizing sources. Since photons with
energies above 54.4eV are required for doubly ionizing he-
lium, AGNs are the most promising ionizing sources at the
epoch when helium in the IGM is fully ionized, i.e. z ∼ 2.7
(Becker et al. 2011; Worseck et al. 2014). However, it has
been traditionally believed that the contribution of AGNs
to reionization is less important because of a rapid de-
crease in their abundance at z > 3 (Masters et al. 2012;
Ueda et al. 2014). Very recently Giallongo et al. (2015) have
found faint AGNs at z ∼ 4-6. This suggests that the contri-
bution of AGNs to reionization could increase by orders of
magnitude. Although it is still under debate, the contribu-
tion of AGNs might overcome that of galaxies if this claim
was valid beyond z ≈ 6. Unfortunately, while there is cur-
rently no direct observation for faint AGNs at z > 6, the
contribution of AGNs could be imprinted on H i 21cm-line
signal (Baek et al. 2010). Hence the Square Kilometer Ar-
ray (SKA) and its pathfinders will tell us the information
on the abundance of AGNs at z > 6.
Madau & Haardt (2015) (hereafter MH15) calculated
reionization history, extrapolating the evolution of AGN
abundance reported by Giallongo et al. (2015) up to z = 12
and neglecting the contribution of galaxies. As a result, they
have found that the “AGN-dominant scenario” can satisfy
the observed H i/He ii fractions and Thomson scattering op-
tical depth simultaneously. However, as described above, if
fesc is high, the additional contribution of galaxies would
results in the overproduction of ionized hydrogen and elec-
tron at z > 6. Hao et al. (2015) also performed calculations
including both of the galaxies and (faint-)AGNs, and found
that their model is consistent with the EoR measurements,
the Thomson scattering optical depth and helium reioniza-
tion. However, they neglected redshifted high energy pho-
tons which effectively ionize the IGM at lower redshifts, in
particular, helium reionization.
Mitra et al. (2016) investigated contribution of AGNs
to reionization history by using their semi-analytic reion-
ization model. They have pointed out that their high AGN
emissivity model can reionize H i. Their model also leads to
more rapid evolution of Lyman limit systems than in obser-
vations, while the reionization evolution by the combination
of lower AGN emissivity and galaxies with the escape frac-
tion of ∼ 10% shows good agreement with the observation
results. Khaire et al. (2016) have numerically shown that
abundant faint AGNs or fesc rising with redshift is required
for explaining a constant photoionization rate at 3 < z < 5
reported by observations.
In those numerical studies, SEDs of AGNs have been
assumed to be simple power-law spectra, however AGNs
at z ∼ 1 show SEDs with double peaks at energy ranges
of UV (∼ 10 eV) and X-ray (∼ 10 keV) (e.g. Zheng et al.
1997; Laor et al. 1997) that can be theoretically explained
by the radiation from a system composed of the accretion
disc and coronal gas (e.g. Kawaguchi et al. 2001). It is well
known that the shape of SED controls the efficiency of the
ionization and heating processes of the IGM. Therefore, the
SED shape is an important factor in the calculation for the
EoR. In spite of its importance, the SED shape of AGNs in
the reionization era (z > 6) is highly uncertain especially
in the X-ray regime where the heating process effectively
contributes to the thermal history. Therefore it is worth elu-
cidating how much the SED shape impacts both the reion-
ization and thermal histories.
In this theoretical work, we aim to constrain the con-
tribution of galaxies and AGNs to cosmic reionization, as
well as investigate the effect of the SED shape of AGNs
on the reionization and thermal histories. For the purpose,
we firstly construct a model of the redshift evolution of the
AGN emissivity in which the redshift evolution of the AGN
LF and SED depending on the the central black hole mass
MBH and the Eddington ratio λEdd ≡ L/LEdd where LEdd
is the Eddington luminosity, are considered. Then we com-
pute the H/He reionization and thermal histories with dif-
ferent parameter sets of fesc and AGN abundance. To clar-
ify the impact of the SED shape on the reionization and
thermal histories, we employ not only the newly developed
SED model but also a simple power-law SED model. Fi-
nally, we search possible contribution of galaxies and AGNs
MNRAS 000, 1–14 (2015)
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to reionization from the comparison between the computed
reionization histories and observations.
The structure of this paper is as follows. In section 2, we
describe the method for computing the hydrogen and helium
reionization histories. In section 3, we show our numerical
results and compare them to observed H i/He ii fractions. We
discuss the implication of our results and comment on the
model dependence in section 4. Finally the summary will be
given in section 5. Throughout this paper, we assume ΛCDM
cosmology with (Ωm,ΩΛ,Ωb, H0)=(0.308, 0.692, 0.02237,
67.80km s−1 Mpc−1)(Planck Collaboration et al. 2015).
2 METHODOLOGY
The evolution of the ionization fraction fi (for species i =
H i, He ii, He iii) can be written as (e.g. Madau et al. 1999)
dfH ii
dt
=
1
nH(1 + z)3
dNγ,H i
dt
− αB,H iiCne(1 + z)
3fH ii,(1)
dfHe ii
dt
=
1
nHe(1 + z)3
(
dNγ,He i
dt
−
dNγ,He ii
dt
)
− Cne(1 + z)
3(αB,He iifHe ii − αB,He iiifHe iii) (2)
dfHe iii
dt
=
1
nHe(1 + z)3
dNγ,He ii
dt
− αB,He iiiCne(1 + z)
3fHe iii, (3)
where αB,i is the case B recombination coefficient for each
species, nH, nHe, and ne are the comoving number densi-
ties for hydrogen, helium, and electron, respectively. Here
C is the clumping factor of the IGM for which we use
C = 3 as shown by hydrodynamic simulations taking
into account photo-heating of the IGM (Pawlik et al. 2009;
Raicevic´ & Theuns 2011). In Eqs. (1)-(3), dNγ,i/dt is the
photo-ionization rate per unit volume for i-th species. In
this paper, we consider two types of ionizing sources; using
the photo-ionization rate per unit volume by star forming
galaxies dN∗,i/dt, and that by AGNs dNAGN,i/dt, the to-
tal photo-ionization rate per unit volume is expressed as
dNγ,i/dt = dN∗,i/dt+dNAGN,i/dt. We will describe how we
consider each contribution in the following subsections.
Ionizing photons emitted by stars and AGNs also heat
up the IGM. We should note that previous studies (e.g.,
MH15) omitted the thermal evolution and assumed a fixed
temperature. However it is expected that the thermal his-
tory is sensitive to the shape of SED and AGN abundance.
Therefore we consistently calculate the thermal and ioniza-
tion evolution of the IGM. The evolution of the IGM tem-
perature Te follows
dTe
dt
=
2
3
µ
kBnB
(∑
i
ǫheat,i − ǫcool
)
−2HTe−µTe
dµ−1
dt
, (4)
where H is the Hubble parameter, kB is the Boltzmann con-
stant, µ is the mean molecular weight, nB is the proper
baryon number density, and ǫcool is the IGM cooling rate.
We take into account the IGM cooling processes summarized
in the appendix of Fukugita & Kawasaki (1994). In Eq. (4),
ǫheat,i describes the heating rate for each species i. We also
decompose the heating rate to two components: from star
forming galaxies, ǫ∗,i, and from AGNs, ǫAGN,i, as Nγ in the
case of calculations of the ionization fraction.
When we solve Eqs. (1)-(4), we employ some artificial
treatments to bypass some numerical inconveniences. As de-
scribed later, we assume that all ionizing photons from star-
forming galaxies are consumed to ionize the local IGM. Due
to this treatment, fH ii can exceed 1.0 and fH i essentially be-
comes zero. Unfortunately, this unrealistic behavior results
in numerical oscillations of fH i and fH ii. In order to avoid
the unrealistic behavior we set the lower limit of neutral hy-
drogen fraction as fH ii,l = 10
−4. However this artificial limit
leads to the continual heating of the IGM. Thus we also set
the upper limit of the temperature as Te,u = 20, 000K.
2.1 Ionizing photons from stars
In most of previous studies on reionization, star forming
galaxies have been considered as main sources of ionizing
photons. In a star forming galaxy, huge amount of photons
are produced from stars, and some fraction of these photons
can escape from the galaxy and ionize the surrounding IGM.
Thus, to evaluate the photo-ionization rate per unit volume
by star forming galaxies (dN∗,i/dt), we need to know the
value of the escape fraction fesc. However fesc is highly un-
certain as described in §1. Therefore, we take fesc as a free
parameter in our model. Since fesc controls the contribution
of high-z galaxies to the cosmic reionization process, we ob-
tain the constraint on fesc from the comparison with obser-
vational data of the EoR. For simplicity, we assume that fesc
does not depend on the halo mass and redshift. Using fesc,
we assume that the proper number density of photons emit-
ted per unit time from star forming galaxies at a redshift z
is proportional to the star formation rate density (SFRD),
n˙∗ν = (1 + z)
3fescρ˙∗γν , (5)
where ρ˙∗ is the comoving SFRD for which we adopt the
fitting formula by Madau & Dickinson (2014),
ρ˙∗(z) = 0.015
(1 + z)2.7
1 + [(1 + z)/2.9]5.6
[M⊙ yr
−1Mpc−3]. (6)
In Eq. (5), γν is the intrinsic number of photons produced
by stars per solar mass at a frequency ν. For γν , we use the
correspondent formula in Choudhury & Ferrara (2005) that
is derived by a population synthesis calculation,
∫ ν2
ν1
dν γν =


5.43× 1060/M⊙, (ν1, ν2) = (νH i, νHe i),
2.61× 1060/M⊙, (ν1, ν2) = (νHe i, νHe ii),
0.01× 1060/M⊙, (ν1, ν2) = (νHe ii, νmax,∗).
(7)
where νmax,∗ is the upper limit frequency of photons from
galaxies in our calculation, and is set to hpνmax,∗ = 100 eV.
Here hp is the Planck constant.
As mentioned above, the ionizing photons from star
forming galaxies are in the range of 13.6 eV to 100 eV.
Since these photons have short mean free paths, they are
consumed to ionize a local region of the IGM. This means
that all photons from star forming galaxies can be assumed
to contribute to ionize the local IGM. We note that this as-
sumption is not reasnable for H i ionizing photons at lower
redshift z < 5 because the mean free path is order of 100
proper Mpc at z = 3, shown in Fig.10 of Worseck et al.
(2014). Following previous studies (e.g. Hao et al. 2015), we
work with this assumption, but also employ an additional
modification that ensures the conservation of the number
MNRAS 000, 1–14 (2015)
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of ionizing photons. With this assumption, a photon is in-
evitably absorbed by either an H i atom, a He i atom, or a
He ii atom. Therefore, to calculate photo-ionization rates, it
is necessary to evaluate how much extent of photons from
star forming galaxies is consumed for the ionization of the
i-th species otherwise double-counting of ionizing photons
occurs. The relative number of photons consumed for the
ionization of the i-th species should be proportional to the
relative opacity of the corresponding species (e.g. Susa 2006;
Umemura et al. 2012). Taking into account the frequency
dependence of the ionization cross sections for hydrogen and
helium, we can write the photo-ionization rate per unit vol-
ume for the i-th species as
dN∗,i
dt
=
∫
∞
νi
dν
niσin˙∗ν
nH iσH i + nHe iσHe i + nHe iiσHe ii
, (8)
where ni and σi are the number density and cross section
for the i-th species, respectively. The Lyman limit frequency
of the i-th species is expressed as νi, i.e. hpνH i = 13.6 eV,
hpνHe i = 24.5 eV, and hpνHe ii = 54.4 eV.
Next, we consider the heating rate due to radiation from
star forming galaxies ǫ∗,i. When a photon with a frequency
ν ionizes a particle of the i-th species, the energy hP(ν− νi)
contributes to heat the IGM gas. Thus, the photo-heating
rate per unit volume ǫ∗,i for the i-th species is given by
ǫ∗,i =
∫
∞
νi
dν
niσihP(ν − νi)n˙∗ν
nH iσH i + nHe iσHe i + nHe iiσHe ii
. (9)
As shown by Eq. (7), we only know the integrated γν .
Therefore, we perform the integration in Eqs. (8) and (9) by
using the cross sections averaged over each frequency range.
2.2 Ionizing photons from AGNs
Photons from AGNs are also important in the reionization
process of the IGM in the early Universe. X-ray photons have
much larger mean free paths than UV photons and can ionize
and heat up the IGM at cosmological distances, and hence
an assumption of “local ionization” adopted for star forming
galaxies is invalid. Therefore, to evaluate the ionization and
heating rates at a redshift z, we need to take into account
X-ray photons coming from AGNs at redshifts higher than
z. Then, the photo-ionization rates and photo-heating rates
by AGNs are respectively given by (e.g. Madau et al. 1999),
dNAGN,i
dt
(z) =
∫ νmax,AGN
νi
dν
hPν
σini(1 + z)
3F (z, ν), (10)
and
ǫAGN,i(z) =
∫ νmax,AGN
νi
dν
hpν
σi(ν)nihp(ν − νi)(1 + z)
3F (z, ν). (11)
where F (z, ν) represents the specific energy flux from AGNs
at redshifts higher than z at a frequency ν. The upper bound
of the integration, νmax,AGN, is set to be 2.4×10
20 Hz which
corresponds to the energy of 103 keV. The specific energy
flux at a redshift z is calculated as
F (z, ν) =
∫
z
dz′εc(z
′, ν′)
c(1 + z)2
H
exp(−τν(z, z
′, ν′)), (12)
where c is the speed of light and ν′ = ν(1+z′)/(1+z). Here,
εc(z, ν) is the comoving emissivity, i.e., the specific radiation
energy density per unit time coming from AGNs at a redshift
z and a frequency ν. As mentioned in § 1, previous studies
focusing on the contribution of AGNs to reionization (e.g.
Madau & Haardt 2015; Hao et al. 2015; Mitra et al. 2016;
Khaire et al. 2016) have assumed power-law spectra up to
hard X-ray regime (& 10 keV) and the evolution of εc itself
for simplicity. However, the shape of SED and the comoving
emissivity are highly expected to depend on the evolution of
AGNs. Therefore, we take into account the evolution of AGN
LF and the SED depending on MBH and λEdd to elucidate
the AGN contribution at the EoR in more detail.
Using the SED Lν and UVLF Φ(z,MUV) of AGNs,
where MUV is the absolute magnitude at the wavelength
of 1450 , we can write εc(z, ν) as
εc(z, ν) =
∫ Mmax
UV
Mmin
UV
Lν(MUV)Φ(z,MUV)dMUV. (13)
The upper bound of the integration is fixed to be MmaxUV =
−34, while the lower bound is set to MminUV = −18 as a
fiducial value. The SED Lν is a function of MUV. We will
describe how the MBH and λEdd are related to MUV for
performing the integration with respect to MUV (§ 2.2.2),
and how the evolution of the UVLF Φ [Mpc−3mag−1] is
modeled (§ 2.2.1). Hereafter, “UV” denotes the wavelength
of 1450 , unless otherwise noted.
The optical depth for a photon with an observed fre-
quency ν traveling from z′ to z, τν(z, z
′, ν), is given by
τν(z, z
′, ν) =
∫ z′
z
dzˆ
c(1 + zˆ)2
H
(
fH inHσH i(νˆ)
+ fHe inHeσHe i(νˆ) + fHe iinHeσHe ii(νˆ)
)
(14)
where νˆ = ν(1+ zˆ)/(1+z). We assume that the H i distribu-
tion in the Universe is uniform to obtain Eq. (14), since cos-
mological simulations usually show that the IGM tends to be
uniform with increasing redshift (e.g. Iliev et al. 2006). But
we should note that the inhomogeneity of the IGM grows
during the EoR and might affect the process of the EoR
(Khaire et al. 2016). Unfortunately, the distribution of Ly-
man limits systems at the EoR, which contributes to the
inhomogeneity of the IGM, is still too unknown to appropri-
ately consider in this study (but see also Inoue et al. 2014).
We will discuss the impact of the IGM inhomogeneity on
our results in § 4.
2.2.1 AGN luminosity function
In this paper, we construct an AGN UVLF model consistent
with recent observations. According to Croom et al. (2009),
we express the UVLF in the shape of double power-law as
Φ(z,MUV) =
Φ∗ exp(−z/zAGN)
100.4(α+1)(MUV−M∗) + 100.4(β+1)(MUV−M∗)
. (15)
Here the parameters Φ∗, M∗, α and β respectively control
the amplitude, characteristicMUV where the slope switches,
faint-end slope, and bright-end slope of the UVLF. These
parameters are set to reproduce observed UVLFs at z <
4 (Croom et al. 2009; Giallongo et al. 2015). We use α =
−1.5 at z = 2 (Croom et al. 2009). In Eq. (15), the decrease
in AGN number density at high-z is controlled by zAGN for
which we assume zAGN = 6.
The details of UVLFs at higher redshifts are still under
MNRAS 000, 1–14 (2015)
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z α β M∗ log Φ∗
2.00 -1.5 -3.76 -25.4 -5.86
4.25 αhz -3.13 -23.2 -4.89
4.75 αhz -3.14 -23.6 -5.36
5.75 αhz -3.35 -23.4 -5.38
8.00 αhz -3.73 -23.0 -5.43
10.0 αhz -3.99 -22.8 -5.47
Table 1. Parameters of our AGN UVLF model at z = 2.0, 4.25,
4.75, 5.75, 8.00, and 10.0. The faint-end slope αhz at z > 4.25 is
a parameter. The log Φ∗ is for zAGN = 6.0.
debate, especially in their faint-end parts. Our aim in this
paper is to evaluate these contributions to the EoR process.
Therefore, we introduce a parameter αhz as the faint-end
slope parameter at z > 4.25. Then we interpolate α between
z = 2 and z = 4.25. For other UVLF parameters, i.e. Φ∗,
M∗, and β in high redshifts z > 4.25 we take the log(1 + z)
interpolation using the values at redshifts z = 4.25, z = 4.75
and z = 5.75 represented in Giallongo et al. (2015). We fur-
ther extrapolate these parameters for z > 5.75. The UVLF
parameters used in this paper are listed in Table 1. We show
our AGN UVLF models for different redshifts at Fig. 1. Our
UVLF models are well consistent with observations at each
redshift. As shown by the right panel of Fig. 1, the contribu-
tion of faint AGNs to reionization increases with decreasing
αhz and increasing M
min
UV .
2.2.2 AGNs spectral energy distribution
In this section, we derive an SED model depending on MBH
and λEdd based on results by Kawaguchi et al. (2001) who
have numerically computed the SED of a system composed
of the standard accretion disk and coronal gas. Hereafter we
call this model as the AC model (accretion disk + corona).
We firstly introduce a shape function φ(E) as
νLν = LUVφ(E), (16)
φ(E) =
{(
E
E1
)γa
+
(
E
E1
)γb}−1
+ Ac
{(
E
E2
)γc
+
(
E
E2
)γd}−1
, (17)
where LUV, Ac, γa, γb, γc, γd, E1,and E2 are the model
parameters that are selected for reproducing the SED
with MBH = 3 × 10
9 M⊙ and λEdd = 0.05 obtained in
Kawaguchi et al. (2001)1. Carrying out the χ2 fitting, the
parameters are found to be Ac = 0.397, γa = −0.0191,
γb = 0.685, γc = −0.255, γd = 0.211, E1 = 9.44 × 10
3 keV,
E2 = 1.22 × 10
−3 keV, and LUV = 3.4× 10
45 erg/s.
We employ theoretically motivated scaling relations
shown in Kawaguchi et al. (2001) to take the dependence
of the SED on MBH and λEdd into account. According to
the standard accretion disk model, the peak frequency of
the big blue bump (the bump at E ∼ 10 eV in Fig. 2)
follows the scaling relation,
νp ∝M
−1/4
BH λ
1/4
Edd. (18)
1 To be exact, there is a degeneracy between λEdd and the radi-
ation efficiency η. We implicitly assume η = 0.1 for the fiducial
model.
In addition, the scaling of the total luminosity is simply
given by
L = λEddLEdd ∝ λEddMBH. (19)
Kawaguchi et al. (2001) have indeed shown that these sim-
ple relations approximately explain the behavior of their
computed SEDs.
Owing to the scaling relations, we can uniquely con-
vert Lν(MBH, λEdd) into Lν(MUV) appearing in Eq. (13).
For the redshift evolution of λEdd, we adopt λEdd(z) =
min[0.0091 × (1 + z)1.9, 1.0] based on observations by
Shen & Kelly (2012).
In order to discuss the impact of the shape of the SED
on the reionization and thermal histories, we also perform
calculation with a simple power-law SED (hereafter the PL
model) proposed by Lusso et al. (2015),
Lν ∝
{
ν−0.61, hpν < 13.6 eV,
ν−1.70, hpν ≥ 13.6 eV,
(20)
which is employed in Madau & Haardt (2015). Also
Khaire et al. (2016) assumed a power-law SED which has
different power. The amplitude of the PL model is deter-
mined to match its luminosity at the wavelength of 1450 to
that of the AC model. We use Eq. (20) up to X-ray regime
(> 0.5keV) for the PL model as in MH15, but we should
mention that broken power-law spectra with the power-law
index switching to ≈ −1 at the X-ray regime are also pro-
posed (e.g., Hasinger et al. 1993). With this type of broken
power-law spectra, a larger amount of hard X-ray photons
can be produced as similar to the AC model, and thus a
broken power-law spectrum should be regarded as an alter-
native of the AC model (e.g., see Fig. 1 in Laor et al. 1997).
At present it is still unclear which of these spectra, i.e., the
AC model or the broken spectra, is suitable for reproduc-
ing the SEDs of high-z AGNs. We adopt the AC model for
comparison with the simple power-law model used in the
previous studies nevertheless, because the AC model and
the broken power-law model are expected to yield similar
thermal histories if hard X-ray luminosities are almost iden-
tical.
To compare our SED models with observed SEDs, we
calculate the weighted average SED as
Lν(ν, z) =
∫
Φ(MUV, z)Lν(MUV)dMUV∫
Φ(MUV, z)dMUV
. (21)
In the top panel of Fig. 2, we show the SEDs for the AC/PL
models at z=1, the SED computed by Kawaguchi et al.
(2001) and observed composite SED (Zheng et al. 1997;
Laor et al. 1997). The figure shows that all SEDs are well
consistent with each other at E ∼ 10−2 keV, though
the composite SED proposed by Zheng et al. (1997) is
slightly lower than the others due to less IGM correction
(Lusso et al. 2015). On the other hand at the X-ray regime
(E > 0.5keV), the AC model shows excess coming from the
coronal gas compared to the PL model. Additionally, in the
bottom panel of Fig. 2, we find that the AC model has sig-
nificantly higher ionizing photon emissivity at z = 6 due
to the dependence of the peak frequency on MBH and λEdd
shown in Eq. (18).
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Figure 1. AGN UVLFs at z < 2 (left), z = 4.25 (center), and z = 5.75 (right). Observational data are taken from Jiang et al.
(2008); Croom et al. (2009); Glikman et al. (2011); Giallongo et al. (2015). In the left panel, the red solid line and the blue dashed line
respectively represent the models of LFs at z = 0.5 and z = 2.0 with αhz = −1.5. In the central and right panels, modeled LFs with
αhz = 0.0, -1.5, and -2.2 are respectively shown by the red thick solid, blue thick dashed, and green thin dashed lines.
2.2.3 AGNs emissivity at 13.6 eV
The AGN hydrogen ionizing emissivity ε912, namely the
emissivity of AGNs at E = 13.6 eV, is a good indicator
to show how much photons emitted from AGNs contribute
to cosmic reionization. Thus, we firstly compare our model
with other models in previous studies by using ε912. We plot
the redshift evolution of ε912 for different αhz in Fig. 3.
The corresponding value in MH15 and Khaire & Srianand
(2015) are shown by the thick solid and thin solid lines, re-
spectively. The luminosity of AGNs over the wide redshift
range are obtained through many independent observations.
Using Eqs. (13) and (20), we also calculate ε912 for dif-
ferent observations. Palanque-Delabrouille et al. (2013) pro-
vided g-band luminosity functions in the redshift range,
0.68 < z < 4, from SDSS-III and Multiple Mirror Telescope
data. We convert the g-band LFs into i-band LFs by using
Eq. (2) in Croom et al. (2009) and convert the i-band LFs
into UVLFs by using Eq. (B1) in Lusso et al. (2015);
Mg(z = 2) =Mi − 1.25 log
(
4670
7471
)
Mi(z = 2) =MUV + 1.28, (22)
where Mg is the g-band magnitude, Mi is the i-band
magnitude. It should be mentioned that different power
law indexes are assumed in Croom et al. (2009) and
Lusso et al. (2015). However, the difference in MUV caused
by employing the different power law indexes is al-
most negligible (∆MUV =0.056). We show ε912 inferred
from Palanque-Delabrouille et al. (2013) by blue circles in
Fig. 3. The red points in Fig. 3 show ε912 at z > 3 inferred
from quasar luminosity functions obtained from the Cos-
mic Evolution Survey (COSMOS) (Masters et al. 2012) by
which a characteristic decrease of the quasar number den-
sity from z=3 to 4 is suggested. The green squares in Fig. 3
are obtained from the UVLFs of faint AGNs at 4 < z < 6.5
found by Giallongo et al. (2015).
As shown in Fig. 3 the AGN emissivity in z ≈ 4 has a
large uncertainty; although Giallongo et al. (2015) used only
22 AGN candidates in the CANDLES GOODS-South field
as samples, their result is obviously different from that by
Masters et al. (2012). This inconsistency is probably caused
by the different sample sets for each study. Furthermore,
the uncertainty in the AGN emissivity increases at z > 6
since the number of observed high-z AGNs decreases with
increasing redshift. Due to the large uncertainty, the mea-
surement of the AGN ionizing emissivity cannot put a strong
constraint on the evolution factor αhz.
Before the comparison with the EoR observation data
in next section, we show the AGN emissivity at z < 15 for
different αhz with the AC and PL models. Fig. 4 shows that
thick lines corresponding to the emissivity for the AC model
are larger than thin lines corresponding to the emissivity
for the PL model. For reference, we also show the AGN
dominant model in MH15 by the dot-dashed line. Fig. 4
also presents that ε912 in the extremely AGN abundant
model (αhz = −2.2) are more than an order of magnitude
higher than that in MH15. This fact suggests that the photo-
ionization rates in the extreme models exceed observation-
ally measured values at 2 < z < 6 (e.g., Calverley et al.
2011; Becker & Bolton 2013) which are consistently repro-
duced by MH15. We discuss this point later in § 4.3.
3 RESULTS
Since the AGN abundance has a large uncertainty at z > 4,
hereafter we treat αhz as a free parameter. The escape frac-
tion fesc is also highly uncertain because direct measure-
ment of fesc is considerably difficult. Thus, we compare our
results with the observational data of H i/He ii ionizing his-
tories and Thomson optical depth of the CMB in order to
obtain constraints on these parameters.
3.1 Dependence of the reionization history on fesc
and αhz
Before the comparison with EoR observations, we first show
the dependence of the reionization evolution on the param-
eters fesc and αhz. Figs. 5 and 6 respectively show the H i
and He ii reionization histories for different sets of fesc and
αhz. In these figures, the reionization histories calculated
with the AC and PL models are represented by the thick
and thin lines, respectively. We will describe the impact of
the SED shape on the reionization history in § 3.3. As we
naturally expect, the H i reionization tends to be completed
earlier as fesc (αhz) increases (decreases). While the He ii
reionization history has a stronger dependence on αhz than
on fesc, because of the existence of X-ray photons that can
ionize He ii more effectively.
The CMB optical depth to Thomson scattering is a good
MNRAS 000, 1–14 (2015)
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Figure 2. Top: Weighted average SED for AGNs at z = 1. The
red thick solid and black thin curves respectively represent the AC
and PL models. The SED with MBH = 3× 10
9, M⊙ and λEdd =
0.05 computed by Kawaguchi et al. (2001) (green dotted curve),
and the observed composite SED (Zheng et al. 1997; Laor et al.
1997) (blue dashed curve) are also plotted for reference. Bottom:
Weighted average SED for AGNs at z = 6 with αhz = −1.5. The
AC model and the PL model are shown by the red thick and black
thin solid curves, respectively. The red solid line is obtained by
performing the integrations in Eq. (21) over −32 < MUV < −15.
The blue dashed, green dot-dashed, and orange dotted curves
respectively represents the contribution from AGNs with MUV <
−23, with −23 ≤ MUV < −18, and with −18 ≤ MUV < −15.
The sum of these three curves corresponds to the red solid curve.
We note that the contribution from faint AGNs is controlled by
αhz.
probe for the evolution of the EoR. The optical depth is
obtained as (e.g. Planck Collaboration et al. 2016)
τe(z) =
∫ z
0
cσTne(1 + z)
3 dt
dz
dz, (23)
where σT is Thomson cross section. Fig. 7 shows the de-
pendence of τe on the parameter set of fesc and αhz. The
optical depth τe does not change after the H i reionization
was completed, because almost all of electrons are produced
by hydrogen ionization. Therefore, τe is sensitive to the hy-
drogen reionization history and thus to both of fesc and αhz
3.2 Constraints on the model parameters
There are several observations which provide constraints on
the evolution of the H i and He ii fractions. From the compar-
ison with our numerical results, we can obtain constraints
on the parameter set of fesc and αhz. We summarize the
constrained parameter set for the AC model in Fig. 8. The
observations of the spectra of high-z quasars suggest that the
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Figure 3. Redshift evolution of AGN emissivity at 912. The plot-
ted values are converted from the emissivity at 1450 by using
Eq. (20). The dot-dashed, dotted, and dashed lines respectively
represent the emissivity for our UVLF model with αhz =-0.5, -
1.5 and -2.2. For comparison, the model in MH15 is shown by the
thick solid line and the emissivity obtained by optical measure-
ments in Khaire & Srianand (2015) by the thin solid line. We also
show AGN ionizing emissivity inferred from other observations:
Masters et al. (2012) in red, Giallongo et al. (2015) in green and
Palanque-Delabrouille et al. (2013) in blue.
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Figure 4. Redshift evolution of AGN emissivity at 912 for
AC model (thick lines) and PL model (thin lines) with αhz =
−0.5(dot-dashed), -1.5(dotted) and -2.2(dashed). The solid line
shows the model in MH15. This figure indicates that ε912 in the
extremely AGN abundant model (αhz = −2.2) are more than an
order of magnitude higher than that in MH15.
cosmic reionization of H i is completed by z = 5.7 (Fan et al.
2006). Therefore, we set the criterion for the completion of
H i reionization as fH i < 10
−4 at zH = 5.7. Ouchi et al.
(2010) provided the constraint on the neutral fraction of
fH i < 0.2 ± 0.2 at z = 6.6 from the observation of LAEs.
Further, Konno et al. (2014) indicated 0.3 < fH i < 0.8 at
z = 7.3 from a drastic decrease in the number density of
LAEs. Thus, the observations of LAEs and QSOs give the
upper limit on the H i fraction and set minimum amounts of
ionizing sources. As we can see in top panels of Fig. 8, they
provide the lower (upper) bound on fesc (αhz). On the other
hand, the lower bound on the H i fraction at z = 7.3 rules
out the models with large values of fesc and lower values of
αhz as shown in the middle left panel of Fig. 8.
Next we focus on the He ii reionization. The effective
optical depth for He ii Lyman-α absorption suggests that
almost all of helium in the IGM are fully ionized at z ∼
MNRAS 000, 1–14 (2015)
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Figure 5. H i reionization histories computed with various sets of
fesc and αhz. The thick lines represent H i reionization histories
computed with the AC model, and the thin lines represent those
with the PL model. Top panel: αhz is fixed to be -1.0. The results
with fesc = 0.05, 0.1 and 0.15 are shown by the solid, dashed,
and dot-dashed lines, respectively. Bottom panel: fesc is fixed to
be 0.1. The results with αhz = −1.5, -1.0 and 0.5 are shown by the
solid, dashed, and dot-dashed lines, respectively. In both panels,
the gray vertical line corresponds to z = 5.7 that is the completion
redshift of the H i reionization inferred from observed QSO spec-
tra (Fan et al. 2006). Two data points with error bars represent
the constraints imposed by LAE observations (Ouchi et al. 2010;
Konno et al. 2014). The H i reionization history tends to be com-
pleted earlier with increasing fesc and decreasing αhz. Besides,
for a fixed parameter set of fesc and αhz, H i reionization with
the AC model is always completed earlier than the PL model.
2.7 (Kriss et al. 2001; Shull et al. 2004, 2010; Zheng et al.
2004; Fechner et al. 2006; Furlanetto & Dixon 2010). How-
ever, with our LF model based on the evolution of Φ∗ derived
by Giallongo et al. (2015), the AGN emissivity is sufficiently
large to ionize He ii by z = 2.7 even if αhz = 0.0. Therefore,
the observation of He ii optical depth rule-out high emissiv-
ity AGN models (see also Mitra et al. (2016)).
The Planck observation (Planck Collaboration et al.
2016) measured the CMB optical depth for Thomson scat-
tering and provided τe = 0.058 ± 0.012. In Fig. 7 we plot
the lower and upper bounds on τe. Since the optical depth
depends on fesc and αhz, we obtain the constraint on these
parameters. We plot the upper and lower bounds on fesc and
αhz as shown in the bottom left panel of Fig. 8.
Combining all of the above constraints, we obtain the
bottom right panel of Fig. 8 which shows the parameter
sets satisfying all constraints. Again, we emphasize that
our model is based on the evolution of Φ∗ derived from
Giallongo et al. (2015). As we can see, the evolution factor
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Figure 6. He ii reionization histories computed with various sets
of fesc and αhz. The parameter sets in both panels are the same as
those in Fig. 5; the thick lines represent He ii reionization histories
computed with the AC model, and the thin lines represent those
with the PL model. Top panel: αhz is fixed to be -1.0. The results
with fesc = 0.05, 0.1 and 0.15 are shown by the solid, dashed,
and dot-dashed lines, respectively. Bottom panel: fesc is fixed to
be 0.1. The results with αhz = −1.5, -1.0 and 0.5 are shown by
the solid, dashed, and dot-dashed lines, respectively. Similar to
the H i reionization history, the He ii reionization history tends
to be completed earlier with increasing fesc and decreasing αhz
although the dependence on fesc is significantly weak. This result
straightforwardly indicates that AGNs dominantly contributes to
the He ii reionization. In addition, it turns out that the SED shape
of AGNs makes a strong impact on the He ii reionization history.
of the faint end slope of the AGN LF should be αhz < −1.5
and the escape fraction must satisfy fesc < 0.15. The total
constraint is mostly contributed from the observations of the
H i fraction at z = 5.7 and 7.3. Employing the AC model,
this result implies that high AGN abundance at high red-
shifts reported in Giallongo et al. (2015), i.e., αhz ∼ −1.5
(see Fig. 3), is not allowed unless the fesc is considerably
small. The allowed values of fesc is relatively smaller than
that predicted in the previous works, because the AGNs with
AC model has non-negligible contribution to ionization as
shown by Fig. 2.
3.3 Difference between the AC and PL models
In this section, we make the difference between the AC
model and the PL model clear, and clarify how much the
SED shape affects the constraints on fesc and αhz. We deter-
mine possible parameter sets for the PL model by the same
way as the AC model, and summarize it in Fig. 9. Thin lines
in Figs. 5 to 7 represent the evolution of H ii/He iii fractions
MNRAS 000, 1–14 (2015)
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Figure 7. CMB Thomson optical depth with various sets of fesc
and αhz. The lines and the parameter sets in both panels are the
same as those in Fig. 5; the thick lines represent τe computed
with the AC model, and the thin lines represent those with the
PL model. Top panel: αhz is fixed to be -1.0. The results with
fesc = 0.05, 0.1 and 0.15 are shown by the solid, dashed, and dot-
dashed lines, respectively. Bottom panel: fesc is fixed to be 0.1.
The results with αhz = −1.5, -1.0 and 0.5 are shown by the solid,
dashed, and dot-dashed lines, respectively. In each panel, a con-
straint imposed by the CMB observation, i.e. τe = 0.058± 0.012,
is shown as a gray region (Planck Collaboration et al. 2016).
and τe for the PL model with the same parameter sets as
used for the AC model. First, in Fig. 5, the whole H i ion-
izing history is delayed if we employ the PL model. This
indicates that, for the PL model, AGNs cannot ionize the
H i as effectively as the AC model. Then, the constraints im-
posed by H i reionization and H i fraction shift in the upper
direction in the panels of Fig. 9. In addition, the boundary
curves become vertical for large values of αhz. This result
indicates that galaxies tend to be more responsible for the
H i reionization as fesc increases.
Second, similarly, the whole He ii ionizing history is de-
layed. AGNs in the PL model emit less He ii ionizing pho-
tons than the AC model. However, as in the case of the AC
model, the He ii reionization does not reproduce the redshift
of He ii reionization at z ∼ 2.7.
Third, the difference of τe from the AC model reflects
the delay in the ionizing history. Thus, the Thomson scatter-
ing optical depth τe for the PL model is smaller than that for
the AC model. Consequently, τe provides not only the up-
per bounds but the lower bounds on the model parameters
in the middle right panel of Fig. 9.
As a result, as we can see in the bottom right panel of
Fig. 9, the combination of the aforementioned constrains the
parameters as fesc < 0.2 and αhz > −2.0. Besides, when the
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Figure 8. Observational constraints on fesc and αhz. Top left:
constraint imposed by the completion redshift of H i reionization
inferred from QSO spectra zH > 5.7 (Fan et al. 2006), Top right:
constraint imposed by the neutral fraction inferred from LAE
LF fH i < 0.4 at z = 6.6 (Ouchi et al. 2010). Middle left: con-
straint imposed by the neutral fraction inferred from LAE LF
0.3 < fH i < 0.8 at z = 7.3 (Konno et al. 2014). Middle right:
the Thomson optical depth of the CMB τe = 0.058 ± 0.012
(Planck Collaboration et al. 2016). Bottom right: the combina-
tion of above four constraints. The black filled region satisfy all
of the constraints.
contribution from ANGs to reionization is relatively small,
i.e. if αhz > −1.0, 0.1 < fesc < 0.2 is required for satisfying
all observational constraints. We mention that the required
range of fesc without constraints from ΓH i is almost consis-
tent with the previous work (e.g., Khaire et al. 2016). This
indicates the AGNs for the PL model ionize H i less effec-
tively and therefore, a larger contribution from galaxies is
required.
3.4 Thermal history
We can calculate not only the ionization history but also the
thermal history of the IGM with our model. The ionizing
history is affected by the thermal state of the ionized gas
through the recombination coefficient. If we assume the fixed
IGM temperature of 20,000 K as in MH15 for a model with
fesc = 0.10 and αhz = −0.50, zH and τe increase by 0.12 and
1.0× 10−3 respectively.
Besides, in Fig. 10, we show the H i reionization and
thermal histories computed with two representative param-
eter sets, i.e., (fesc, αhz) = (0.05, -1.00) and (0.10, 0.00),
for the AC model. Although these two reionization histories
are almost identical, the IGM temperature in the former case
(solid line) is higher than that in the latter (dot-dashed line),
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Figure 9. Same as Fig. 8 but for PL model.
because the heating efficiency of AGNs is much higher than
galaxies and thus more abundant AGNs results in higher
IGM temperature. Therefore, the thermal history could be
another probe of ionization sources.
Furthermore, we show the reionization and thermal his-
tories computed with the PL model. The parameters fesc
and αhz are chosen so that similar evolution of fH ii is real-
ized. Since AGNs in the PL model radiate relatively smaller
amount of high-energy photons compared to the AC mod-
els for a fixed amount of ionizing photons, it turns out that
employing the PL model results in clearly different thermal
history. The difference in the IGM temperature can be an
indicator of the existence of AGNs at high redshifts and a
probe of the SED shape. Here note that the thermal history
is much more sensitive to the SED shape than αhz. In-
creasing zAGN also provides more efficient heating at higher
redshifts. The IGM temperature in the case of zAGN = 10 is
higher than that of the fiducial model with the same values
of fesc and αhz because the larger value of zAGN leads to
high AGN emissivity at higher redshifts.
The thermal history is expected to be imprinted on
21cm-line signals from neutral hydrogen through the spin
temperature. The 21cm-line signals are a major target of the
SKA and its pathfinders such as the MWA and LOFAR. In
particular, statistical quantities such as the power spectrum,
bispectrum, variance and skewness are expected to be able
to probe the fluctuation in the 21cm brightness temperature
(Madau et al. 1997; Tozzi et al. 2000; Furlanetto et al. 2006;
Pritchard & Furlanetto 2007; Pober et al. 2014; Baek et al.
2010; Shimabukuro et al. 2015; Yoshiura et al. 2015).
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Figure 10. Top: evolution of the H ii fraction for our constrained
models with some typical sets of the parameters. The results ob-
tained with (fesc, αhz) = (0.05, -1.00) and (0.10, 0.00) for the AC
model are represented by the solid and dot-dashed lines, respec-
tively. While the results obtained with (fesc, αhz) = (0.03, -1.90)
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dotted lines, respectively. The result with (fesc, αhz) = (0.10,
0.00) and zAGN = 10 are also shown by the thin dotted line.
Bottom: thermal history for the same models. All of the reion-
ization histories are almost the same, but the thermal histories
are obviously different depending on the abundance of AGNs at
high redshifts and the SED type of AGNs. The thermal history
is more sensitive to the SED type.
4 DISCUSSION
4.1 Model uncertainty
In this subsection, we discuss the uncertainties in our model.
First, let us consider the SED and LF of AGNs. We assumed
that the SED depends on the Eddington ratio λEdd and all
AGNs have the same value for a fixed redshift. In spite of
the fact that some previous studies reported dependences
of λEdd on AGN luminosity (e.g., Collin & Kawaguchi 2004;
Nobuta et al. 2012), we ignored the dependence since it has
large variance. For example, when faint (bright) AGNs have
relatively small (large) values of λEdd, their ionization effi-
ciency would become smaller (larger). Then, the constraint
on αhz will become weaker if we take this effect into account.
Besides, we need to mention that there are other studies re-
porting less abundant AGNs at z > 3 than Giallongo et al.
(2015) (e.g. Georgakakis et al. 2015; Weigel et al. 2015). If
we employ luminosity functions obtained in their study, the
allowed parameter regions in Figs. 8 and 9 systematically
shift towards the upper right-hand side.
Next, concerning star forming galaxies, we used a fixed
SFRD model. However, the SFRD depends on the faint-
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end shape and dust correction of UV luminosity functions.
Although some recent observation indicated the observa-
tional faint-end limit of UV magnitude MUV = −17 and
the faint-end slope α = −2 at z > 6 (Ishigaki et al. 2015;
Bouwens et al. 2015), UV luminosity functions during the
EoR are still less known. For instance, Ishigaki et al. (2015)
showed that the SFRD integrated down to MUV = −10
is larger than one down to MUV = −17 by a factor of 3,
assuming α = −2. Our SFRD model (Madau & Dickinson
2014) was obtained by integration of luminosity function
down to 0.03L∗, where L∗ is the characteristic luminosity of
the Schechter function. Further, the dust correction causes a
variation by a factor of 2 to the SFRD (Hopkins & Beacom
2006). Additionally, a rapid decrease in the SFRD at z > 8
is indicated from a recent observation (Bouwens et al. 2015).
Thus, the contribution of galaxies to the H i reionization at
z > 8 may be overestimated in our calculations. For these
reasons, the SFRD has an uncertainty of a factor of 2 ∼ 6.
In our calculation, fesc should be considered to incorprate
this uncertainty.
Finally, let us see the effect of the inhomogeneity of
the IGM. We treated the IGM as being uniform in our
calculations, however the observed Universe is obviously
inhomogeneous. The effective optical depth τeff through
the inhomogeneous medium is estimated as an integration
of the H i distribution function and the continuum optical
depth with respect to H i column density (Haardt & Madau
2012). In Inoue et al. (2014), they reported the distribu-
tion function of intergalactic absorbers (IGA) FIGA(z)
= ∂2n/∂z∂NH i at z < 6 and gave an analytic model.
Khaire et al. (2016) have shown that an H i distribution
function derived from a cosmological hydrodynamic simula-
tion well corresponds to the analytic model by Inoue et al.
(2014) at z = 5 − 6, and used it for computing the
reionization history. Despite the efforts by these studies,
there is still large uncertainty in the H i distribution
function during the EoR; we should estimate it to be
consistent with the reionization process that affects the
H i distribution function. Since constructing the complete
model is very tough work, we evaluate the impact of the
inhomogeneity with a simple model. We adopt the analytic
model by Inoue et al. (2014) in post-reionization epoch
and extrapolate to higher redshifts as FIGA(z) = FIGA(z =
5.7)
(
fH i(1 + f
ion
H ii)/f
ion
H ii(1− f
ion
H ii)
)
((1 + z)/(1 + 5.7))2.
Here, f ionH ii = 3 × 10
−3 corresponds to the mass weighted
ionized fraction at z = 5.7 (Fan et al. 2006) . For simplicity,
we assume that the distribution of He i and He ii follows the
H i distribution. Therefore, we estimate the column density
of He i and He ii as NHe i = (fHe i/(fH i+f
ion
H ii)) (nHe/nH) NH i
and NHe ii = (fHe ii/(fH i+ f
ion
H ii)) (nHe/nH) NH i. As a result,
as we can see in Fig. 11, a model with fesc = 0.05 and
αhz = −1.00 completes H i reionization at zH = 5.58 in
clumpy universe, while the completion is at zH = 6.02
for uniform IGM. Therefore, the appropriate value of fesc
(αhz) may become larger (smaller) than our results if we
incorporate the inhomogeneity of the IGM.
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Figure 11. H i ionization history homogeneous (solid line) and
inhomogeneous (dashed line) IGM.
4.2 Remaining parameters
In this work, we mainly focused on fesc and αhz. However,
our model has two other parameters, zAGN and the faint end
of UV luminosity MminUV .
Firstly, we discuss the zAGN which determines the criti-
cal redshift of AGN abundance decrease at higher redshifts.
This parameter relates to many interesting questions on the
origin of the first AGNs. The value of zAGN would be larger
than 6 where AGNs have been observed, but it is highly
uncertain. When we set zAGN = 10 rather than our fiducial
value zAGN = 6, AGNs ionize H i at higher redshifts. In the
left panel of Fig.12, we show the allowed parameter region
for calculations with zAGN = 10. Consequently, we find that
the result is not different significantly with the fiducial one.
Secondly, we discuss the faint end of the AGN UV lu-
minosity function. Although a faint AGN with MUV = −19
has been found at z = 5.75 in Giallongo et al. (2015), the
faint end has not been well determined observationally even
at lower redshifts. However, we did not treat MminUV as a
main parameter in this work, because faint AGNs (-18 <
MUV < −15) do not significantly contribute to the total
AGN luminosity as far as we consider the faint-end slope
of αhz > −2.0 (the bottom panel of Fig. 2). Therefore, the
results are expected to be rather insensitive to the value of
the faint end. This can be confirmed in the right panel of
Fig.12 where the faint end is set to be MminUV = −15.
4.3 HI Photo-ionization Rate
As we mentioned in § 2.2.3, extreme abundant AGN model
provides more H i photo-ionization rate than observationally
measured values. There are several measurements at z ∼ 2−
6 such as the Lyman-α opacity of the IGM (Becker & Bolton
2013) and the proximity effect (Dall’Aglio et al. 2008, 2009).
Here we set a conservative upper limit, 3×10−12, at z ∼ 2−4
because these observed values have a large uncertainty and
conflicts with each other (e.g. figure. 13 in Calverley et al.
(2011)). Then, we evaluate the photo-ionization rate of
AGNs as,
ΓAGNH i =
∫
νH i
dν
F (z, ν)
hpν
σH i(ν)[s
−1]. (24)
Thus, we find that this constraint provides a lower limit of
αhz > −1.6 for AC model and αhz > −1.9 for PL model.
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Figure 12. Constraints on the parameters, fesc and αhz for two kind of models with zAGN = 10 (left) and Mmin = −15 (right). The
black regions are combined allowed regions.
This additional constraint hardly changes the lower limit of
αhz for the AC model. However, for PL model, the constraint
rules out the AGN-driven reionization. Despite these addi-
tional constraints, the existence of abundant faint AGNs at
high redshifts as suggested in Giallongo et al. (2015) is al-
lowed.
In Fig. 13, we show the redshift evolution of ΓAGNH i
obtained from AC models with three different parame-
ter sets satisfying all observational constraints in Fig. 8.
We also plot ΓAGNH i obtained from observations for com-
parison (Becker & Bolton 2013; Calverley et al. 2011;
Dall’Aglio et al. 2009; Wyithe & Bolton 2011). The three
lines of our models are consistent with constraints in the
range of 3σ of constraints.
We note that fH i is artificially fixed after reionization in
our analysis. However, in practice, it evolves at z < 6 and the
photo-ionization rate has a variation proportional to fHI. In
addition, we do not consider the contribution to H i photo-
ionization rate from galaxies. Thus, the H i photo-ionization
rate is increased when including the galactic contribution.
According to Khaire et al. (2016), the H i photo-ionization
at 2 < z < 4 requires fesc < 0.1 which conflicts with our con-
straints except for an abundant AGN model with αhz < −1.
Thus, galaxy-dominant reionization model needs a decrease
in fesc at z < 4.
4.4 Cosmic X-ray background
As we showed, high-redshift AGNs can significantly con-
tribute to the reionization of intergalactic hydrogen and he-
lium. Then there is a possibility that they contribute to unre-
solved X-ray background (XRB) as well. In this subsection,
we estimate the unresolved XRB coming from AGNs and
discuss whether the unresolved XRB can place a additional
constraint on the parameter of AGN abundance
We simply assume the flux from AGNs at z > 5 to be
the unresolved XRB at the preset epoch. It should be noted
that the intensity includes the bright AGNs and, in practice,
there is contribution from faint ANGs at z < 5. In Fig. 14,
we show the dependence of unresolved XRB at 2 keV on
αhz for both the AC and PL models. The unresolved XRB
at 2 keV is estimated as
J [2keV] =
F (z = 0, ν2keV)
4π
. (25)
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Figure 13. H i photo-ionization rate of AGN for three kinds of
parameter sets with AC model. The results with (αhz, fesc)=(-
1.5, 0.0), (-1.0, 0.07) and (-0.05, 0.10) are shown by red solid
line, blue dashed line and green dot-dashed line. It should be
note that H i photo-ionization rate of galaxies are not included
in these lines. We plot H i photo-ionization rate inferred from
literatures with 1σ error : (Becker & Bolton 2013) in yellow,
(Calverley et al. 2011) in cyan, (Dall’Aglio et al. 2009) in ma-
genta and (Wyithe & Bolton 2011) in green.
By comparing observationally proposed value J [2keV] =
2.9+1.6−1.3 × 10
−27[erg cm−2 s−1 Hz−1sr−1] (Moretti et al.
2012), we find that αhz < −2.1 is prohibited for the AC
model and hence the unresolved XRB does not work as an
additional constraint on αhz (see Fig. 8).
4.5 Radio loud quasars
If AGNs were too abundant and bright in radio frequency
range in high redshift, their emission would serve as a back-
ground of the 21cm line of neutral hydrogens. In this sub-
section we estimate, using our constrained AGN model, the
number of photons that radio loud QSOs would emit at ra-
dio frequency range and compare it to that of the CMB.
We base our estimation on the result of Elvis et al. (1994);
Prieto et al. (2010), in which the authors found SED of ra-
dio loud QSOs at radio frequency range to be 2-3 orders of
magnitude smaller than the SED at E ≈ 10 eV. Remember-
ing that the intensity ratio between at 1.25µm and 1keV is
approximately 10−0.4, it is expected that the intensity ratio
between at 21 cm and 1 keV is about ∼ 10−2. Setting the
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Figure 14. Unresolved X-ray background (XRB) spectrum at
2keV for the AC model (solid line) and the PL model (dashed
line) as a function of αhz. The unresolved XRB derived by
Moretti et al. (2012) is indicated by the shaded region. For the AC
model, the numerically computed unresolved XRB exceeds the
observed value if faint AGNs are extremely abundant as much as
αhz < −2, although this constraint does not dominate the other
constraints shown in Fig. 8.
ratio as 10−α (α = 2 is the fiducial value), we write the SED
at 21 cm line frequency as
Fν21
4π
=
10α
4π
(
ν1keV
ν21cm
)
F1keV (26)
The conversion formula from intensity to brightness temper-
ature is given by(
Tb
K
)
= 3.255 × 10−5
( ν
GHz
)2( Fν/4π
Jy str−1
)
. (27)
We evaluate as Fν1keV/4π = 1.79× 10
−3 Jy/str at z = 6 for
AC model with αhz = −1.5, and Tb < 10×10
−α[K] in terms
of brightness temperature. If we assume that the AGNs are
all radio loud QSOs (α = 2), this estimate gives Tb < 0.1 K.
Therefore, the contribution of radio loud AGNs to the back-
ground of 21cm line should be negligible compared to the
CMB (Tγ = 2.7(1 + z)).
5 CONCLUSION
In this work, we studied the H i reionization with a simple
model of star forming galaxies and AGNs. Then, we em-
ployed theoretical motivated SEDmodel and power law SED
model. We compared the observational data on the H i frac-
tion and CMB optical depth with our model and obtained
constraints on the escape fraction of ionizing photons, fesc,
and the faint-end slope of the AGN luminosity function at
z > 4.25, αhz. As a result, we have found that models with
αhz > −1.5 and fesc < 0.15 are consistent with the ex-
isting observations and the constraints come mostly from
the H i fraction history. Our result suggests that an AGN-
dominated model with AGN abundance as large as the esti-
mation in Giallongo et al. (2015) is allowed, while a galaxy-
dominated model is also allowed. It should be noted that
we model the redshift evolution of AGN luminosity func-
tion so as to let M∗ and Φ∗ be consistent with those in
Giallongo et al. (2015). This keeps AGNs to ionize the Uni-
verse even with αhz = 0 and requires lower fesc. We have also
calculated the thermal evolution of the IGM at z > 6 and
found the thermal evolution is sensitive to the abundance of
AGNs and the shape of the SED. Therefore, the forthcoming
21cm-line observation will be useful to obtain more powerful
constraints on properties, i.e. abundance and SED, of ion-
izing sources. Recently, Kulkarni et al. (2017) have shown
that the AGN dominant model enhances the 21cm power
spectrum on large scales.
We have discussed that the H i photo-ionization rate
of AGNs and the contribution from AGNs to the unresolved
XRB, and found that extremely abundant AGN models con-
flict with the observed H i photo-ionization rate and unre-
solved XRB measurements. Furthermore, even if we assume
that the radio loud AGNs exist at high redshifts, the radi-
ation is too small to serve as background emission of the
21cm-line signal of neutral hydrogen.
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