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INTRODUCTION

Overview
In this paper, the new Divisia monetary aggregates are discussed. Some of the existing graphical comparisons between the Divisia aggregates and the official simplesum aggregates are surveyed. System-wide modeling methods are then applied to comparisons of the use of Divisia and simple-sum monetary aggregates as data in estimated demand systems. For this purpose, a new demand system is introduced. The demand system is derived from a Laurent series expansion, rather than from the usual Taylor series expansions. The Laurent series model is shown to possess a better behaved remainder term than the remainder terms in the Taylor series models. Since the Divisia monetary aggregates and the Laurent demand model are of independent interest, they each are now introduced separately.
The Divisia Monetary Aggregates
In recent years, the Federal Reserve System has experienced considerable difficulty in controlling its monetary aggregates. During those years of unsteady monetary control, numerous innovations evolved in the money markets. The result was the introduction of many new liquid assets, which were not included in the then existing monetary aggregates. As a result, the Federal Reserve System embarked on a large-scale research effort aimed at redefinition of its monetary aggregates. The official result was publication of new monetary aggregates (see ). However, Barnett (1979b Barnett ( , 1980a Barnett ( ,b, 1981a Barnett ( , 1982 , during his research on that project at the Federal Reserve Board, found that both the old and the new aggregates, which are simple sums of component quantities, are constructed in a manner that is not consistent with aggregation or index number theory. As a result, another set of monetary aggregates was constructed, based on Barnett's (1980a,1981a) aggregation theoretic proposal. The historical values of the resulting theoretically based aggregates recently were released officially by the Board in Barnett and Spindt (1982) .
Simple-sum aggregation implies perfect substitutability between components, but monetary assets are not perfect substitutes. The fact that simple-sum monetary aggregation is unsatisfactory has long been recognized, and there has been a steady stream of attempts at weakening the perfect substitutability assumption by constructing weighted average monetary aggregates (see, Determination of the properties of the theoretically based aggregates has been a subject of Board staff research for four years. Relative to all of the conventional criteria, the theoretically based aggregates were found to outperform the simple-sum aggregates. The theoretical derivation of those aggregates is contained in Barnett (1979b Barnett ( ,1980a Barnett ( ,b,1981a . Empirical comparisons against the currently targeted simple-sum aggregates are provided in Barnett (1980a Barnett ( ,1981a , who used aggregation theoretic tests. Empirical comparisons of the two sets of aggregates relative to policy criteria are provided in Barett and Spindt (1979) and Barnett, Spindt, and Offenbacher (1981a,b) . Controllability of the two sets of aggregates is considered in Barnett and Spindt (1982) and Barnett, Spindt, and Offenbacher (1981b) . Selection between aggregates at different levels of aggregation is investigated in Barnett (1982a) . An overview of much of that research can be found in Barnett (1982a) and Barnett, Offenbacher, and Spindt (1981) .
One of the most important of the policy criteria for selection of monetary aggregates is the behavior of estimated demand-for-money (or velocity) functions. The demand-for-money functions estimated in Barnett, Spindt, and Offenbacher (1981a,b) are all based on conventional single-equation demand-for-money function specifications. Those specifications have the merit of providing direct comparability with the literature on the behavior of demand-for-money functions with the simple-sum aggregates. However, estimation of a single equation does not permit imposition of the constraints that result from microeconomic demand theory. For this reason, demand modeling for other goods has moved towards the system-wide approach, by which system of demand functions are jointly estimated subject to the constraints of microeconomic theory. In this article we use the system-wide approach to compare the fit of a joint monetary sector demand model estimated separately with each of the two sets of aggregates.
The Laurent Demand System
In testing hypotheses in the system-wide approach, demand systems usually are derived (through duality theory) from a generating-function specification for tastes or technology, and the specification usually is a locally "flexible function form." (An exception is the Rotterdam model, which uses an approximation that is inherently linked with the convergence approach to aggregation over consumers. (See Barnett 1979a ,b,1981a .) The class of locally flexible functional forms was defined by Diewert (1973 Diewert ( ,1974 to be the class of functions that can attain, at an arbitrary point, arbitrary values of the function and of its first and second derivatives. (We do not adopt the common practice of dropping the important qualifier "locally" from before the characterization "flexible functional form.") Equivalently those functions can attain arbitrary elasticities of substitution at a point. Although Diewert's important class of functions is large, almost all of the currently available elements of that class were derived as second- In other words, the remainder term of the approximation may be poorly behaved away from the point of the approximations. In addition, we shall see later that no justification exists in the theory of analytic functions for preferring second-order Taylor series approximations over all other elements of the class of locally flexible functional forms. The Laurent expansion is known to have a remainder term that varies less severely over the region of the approximation than does the remainder term of the Taylor series approximation. This global regularity property is acquired at the expense of a remainder term that need not attain zero within the region of approximation; nevertheless, the remainder term of a Laurent expansion typically will be small throughout that region. In addition, while the region of convergence of a Taylor series approximation is a sphere, the region of approximation of a Laurent expansion is a torus or annulus. In this article we derive our system of demand functions from a locally flexible functional form based on a secondorder Laurent expansion.
THE NEW MONETARY QUANTITY INDEX NUMBERS
Aggregation Theory
In economic aggregation theory, an economic quantity aggregate, Q, is a function of component quantities, q. The function, f, is called the aggregator function. Then Q =f(q). Substitutability between the components, q, in the function, f, is equal to substitutability between those components in the preferences or technologies of the economic agents who use the components. In particular, to a consumer the function f is his (category) utility function over q; to a firm, f is the firm's (category) production function. Tastes and technology are assumed to be weakly separable in q, so that an aggregator function exists over q alone. In aggregation theory, the distinction between utility and production functions is of little importance, since both have the same properties. The term aggregator function is used without regard to whether its components are purchased by consumers or by firms. In either case, f is assumed to be linearly homogeneous; hence if all components grow at rate A, then the aggregate will also grow at rate A.
Even if monetary assets are not in consumers' elemen- 
Index Number Theory
Since the aggregator function,f, is not a simple sum, aggregation theory leaves us with the need to specify and estimate the nonlinear function, f, which then permits imperfect substitution between components. However, economic aggregates, F(q), depending on estimated unknown parameters, are not usually acceptable as data to be supplied by governmental agencies. The solution to this problem is the objective of index number theory, which provides parameter-free approximations to economic aggregates. While quantity index numbers contain no unknown parameters, quantity index numbers depend on prices as well as on quantities. For overviews of index number theory see Barnett (1981a, Ch. 7; 1981b) . Diewert (1976) recently showed that a class of index numbers with particularly good properties exists. He named the class the superlative class. Superlative index numbers are defined to be exact for aggregator functions that are flexible functional forms, which can provide second-order local approximations to any arbitrary aggregator functions. Two particularly well-known index numbers in the superlative class are the Fisher ideal index and the Tornquist-Theil discrete time approximation to the Divisia index. The latter index is usually called the Tornquist index or just the Divisia index (in discrete time). We shall follow Theil's (1967) convention by calling the index the Divisia index. (Strictly speaking, the Divisia index is a continuous-time line integral approximated in discrete time by the Tornquist-Theil approximation.)
The selection between the index numbers in the superlative class is of little importance, since all of those index numbers move closely together. However, the Divisia index has a form that is particularly easy to interpret in policy applications. Hence we follow Barnett's (1980a,b) proposal to use the Divisia quantity index (with user cost prices) in monetary aggregation. That proposal was also recently adopted by the Bank of Canada in its research on monetary aggregation. See Cockerline and Murray (1981) .
The Divisia index is defined as follows. Let qit be the quantity of good i during period t. Let Tit be the price of good i during period t. Let sit = 7rqit/t/ k=l Tktqkt, and let st = (?)(sit + si,t-l). Then the Divisia quantity index, Qt, over the components qit(i = 1, .. , N) during period t is defined such that N log Qt -log Qt-i = E stt(log qit -log qi,t-i).
(2.1) t=li Clearly the growth rate (log changes) of the Divisia quantity index equals the weighted average of the growth rates (log changes) of the components. The weights are the shares, stt(i = , .. , N).
The User Cost of Money
In order to apply (2.1) to monetary quantity aggregation, we must define the price and quantity variables for monetary assets. The component quantity, qit, can be real or nominal, total or per capita balances of monetary asset i. In constructing a monetary target or indicator, qit would be nominal balances (either total or per capita). However, in estimating demand for money functions, qit would be per capita real balances, as used in the estimation below.
If the prices of the component assets were all equal to one, then relative prices would never change. In the case of all equal prices, the Divisia index can be shown to reduce (approximately) to the simple-sum index. However, money is a durable good, and the one dollar "price" of a unit of its stock is applicable only for an infinite holding period. Our concern is with the flow of monetary services generated by that stock during a finite holding period. At the end of the finite holding period, the monetary asset remains in existence, and therefore the asset's lifetime services (valued at the price of the stock)
have not yet been fully consumed. It is the service flow of a durable, and not its stock, that enters the economy's structure as a variable. Hence, we need the price of the service flow generated by a monetary asset.
The price of a durable good's service flow is called its user cost (or rental price). When a perfect rental market exists for a durable, the user cost equals the market rental price. Until recently the form of the user cost function for monetary assets was not known. This fact had hindered the application of aggregation and index number theory to monetary aggregation. The way to application of index number theory to monetary aggregation was opened by Barnett (1978 Barnett ( ,1980a in his formal mathematical derivation of the user cost of monetary assets. The same result, also was deduced by Donovan (1978) through analogy with the consumer durables case.
The monetary asset user cost formula is constructed as follows. Letp t* be the true cost-of-living index during period t; let Rt be the maximum available expected oneperiod holding yield during period t; let rit be the own rate of return on asset i during period t; and let Tt 
BEHAVIOR OF THE DIVISIA MONETARY AGGREGATES
Barnett's (1980a) Divisia monetary aggregates were constructed from (2.1) with the user costs computed from (2.2). After the data used in those aggregates were refined, the Divisia aggregates were extensively compared with the simple-sum aggregates. The results of the empirical comparisons were summarized and discussed in Barnett (1982a) . However, the available graphical comparisons have remained scattered over various sources. In this section, some of the more interesting graphical comparisons from those sources are collected together and discussed jointly.
The first charts of the behavior of the Divisia aggregates appeared in Barnett (1980a) The velocity of the Divisia aggregates can be seen to follow a path that closely resembles that of the interestrate cycle from 1968 to 1978. Hence velocity appears to be a stable function of the interest rate. In addition the Laspeyres quantity index moves much more closely to the Divisia index than to the simple-sum index. By contrast, the velocity of the simple-sum aggregates can be seen to trend downwards in a manner that violates prior theoretical views regarding the behavior of velocity during periods of rising interest rates and inflationary expectations. Substitution (disintermediation) appears to go in the wrong direction. where V = ad/vt is the gradient operator. The above results are equally applicable to a firm's cost-constrained output-maximization decision. We seek to estimate the demand system (4.2) using both simple-sum and Divisia quantity aggregation over qit to get Qit for each i = 1, 2, 3. In order to specify the system of functions, Q(vt), it suffices, from (4.3), to specify the single function V. We shall use a secondorder Laurent expansion to derive a flexible functional form specification for V. But before defining that specification, we explore the currently popular specification selection methods.
FUNCTIONAL APPROXIMATION METHODS
Definition of Second-Order Approximation
Most of the currently used demand system specifications are intended to permit a second-order approximation to the direct, indirect, or inverse indirect utility function from which the system was derived. While two concepts of "second-order approximation" are used in the demand literature, it appears that the definition used in the mathematics literature has not appeared in the demand system literature. However, we shall show that one of the definitions used in the demand literature is equivalent to the usual mathematical definition. We also shall show that the other definition from the demand literature is equivalent to a related but stronger condition in mathematics.
We first present the usual mathematical definition. Let V* be an approximation to the function V, and let 1 * 1 designate the Euclidian norm. The definition of a second-order local approximation is the following. In specification selection, the significance of (5.7) results from the fact that second-order Taylor series expansions satisfy (5.7), although not every other approximation satisfying Definition 1 need satisfy (5.7). However, the added control over the remainder term in going from Definition 1 to (5.7) should not be overemphasized. Equation (5.7) does not bound the remainder term at any fixed v. For fixed v, (5.7) only requires that the remainder be finite. All that Definition 2 provides is a stronger condition than Definition 1 on the rate of convergence of V*(v) to V(v) as v approaches vo.
In fact there need be no prior bound to the size of the remainder term of the Taylor series forfixed v -vo and forfixed order of approximation. (In the demand systems literature, it is sometimes argued that the approximation error is bounded by the remainder term, or that the error of the approximation is bounded by the size of the higher-order terms. However the higher-order terms are the remainder, which in turn is the approximation error. An equivalent statement would be that the error can be no larger than itself.) We have only two results on the remainder term of the Taylor There are circumstances under which the Taylor series can be very useful. That usefulness is a result of Property 1, which permits us to acquire an approximation of arbitrarily good quality within the region of convergence, if we are able to incorporate as many terms as may be necessary. Since a fixed second-order Taylor series approximation provides us with no such freedom, it is not clear that we need consider Property 1 further at all. Nevertheless, in the interest of completeness, we shall further consider Property 1 and the general behavior of the remainder term in the next section.
THE TAYLOR SERIES APPROXIMATION
Analytic Function Theory
In mathematics, the usefulness of the Taylor series approximation results largely from Property 1. By that property we know that within the region of convergence, B6(vo), of the Taylor series expansion, a Taylor series approximation of some order can always attain a uniformly smaller remainder term than that of any approximation satisfying Definition 1, which defines the entire class of possible second-order approximations in the usual sense. However, the Taylor series approximation that would accomplish that objective may be of much higher order than the second order. Since existing de-mand systems use a fixed-order approximation, Property 1 does not apply. However, even if we could consider an iterative step-wise estimation procedure with no prior upper limit to the converged order of the approximation, the necessity of restricting the approximation to points within Ba(vo) is a stronger restriction than one might expect; and if v is not within Bs(vo), then the remainder term will diverge. In that case, increasing the order of the expansion could increase the remainder term. We further consider the restrictiveness of Bs(vo) in Appendix B. In short, the capabilities of the Taylor series in generating numerical approximations are irrelevant to the existing flexible functional form demand models, and no reason exists in theory to prefer second-order Taylor series approximations to any other elements of Diewert's class of flexible functional forms.
In fact we could lose a great deal by restricting consideration solely to second-order Taylor The quality of a single local Taylor series approximation of fixed order declines increasingly rapidly as the distance from the point of expansion increases. This systematic behavior can be very troublesome when a Taylor series approximation of fixed order is used to specify a function to be empirically estimated. In that case, we would estimate the parameters of the specification and use the estimated function as a function-valued estimator of the underlying approximated function. The properties of that function valued estimator depend upon the convolution of the parameter estimators, conditionally upon the Taylor series approximation being exact, and upon the values of the actual (nonzero) remainder term at each data point. As has been observed by Gallant (1981) , the properties of the convolution are not known for the Taylor series remainder term, and that convolution results in biased predictions.
In addition, it is very difficult to interpret parameter estimates based upon that procedure. The parameter estimators (whether FIML or otherwise) do not know where the point of approximation is or what the radius of convergence is or how the remainder term behaves within that region. It might be expected that the estimated parameters could be usable, if the remainder term (which the estimator assumes is uniformly zero) does not greatly vary in magnitude within the region of the data. That condition clearly is not satisfied for the remainder term of a Taylor series approximation.
We believe that the possibility of large values of the remainder term is less serious than the systematic nature of the variation of the remainder term over the region of convergence. It is quite possible that more reliable empirical inferences could be acquired with an approximation having a remainder term that tends to be larger but less variable than the Taylor series remainder term.
Conclusion
We find nothing to criticize in Diewert's definition of "second-order approximation," since his definition is equivalent to Definition 1. Furthermore, we agree with Diewert that the class of second-order approximations can be used to define the class of locally flexible functional forms, since the class of functions capable of attaining arbitrary elasticities of substitution at a point is the same as the class of functions satisfying Definition 1. However, we do not agree with the currently fashionable practice of further limiting the definition of the class of second-order approximations to include only secondorder Taylor series expansions.
The approach used in this article generates a specification that satisfies Definition 1 and hence is a local second-order approximation. But the specification is not a Taylor series expansion. Instead we use a different series expansion that possesses a potentially better behaved remainder term and that contains the Taylor series as a special case. The analytic part has the same form as the Taylor expansion, and the principal part has the analogous form with negative powers. An example of a Laurent expansion is the series el/Z = n=o (l/n!)z-n. In this case the order of the analytic part is zero. For our purposes, the behavior of the remainder term of (7.1) is of particular importance. If we use only a finite number of terms from gl(z) and g2(z) in the expansion (7.1), then a remainder term can exist in the approximation to both the analytic and principal parts. Let R ('(z) be the remainder term in the finite-order approximation to gl(z), and let R (2)(z) be the remainder term in the finite-order approximation to g2(z). The remainder term for the complete Laurent expansion is the sum R(z) = R(')(z) + R(2)(z). The terms R (1 and R(2) vary in opposite directions, with R () rising and R(2) falling as | z -zo increases. Hence R(z) varies considerably less severely than does R (1 alone within the expansion's region of convergence. This fact accounts for our earlier observation that the Laurent expansion possesses a better-behaved remainder term than does the Taylor series approximation within the region of convergence.
THE LAURENT SERIES EXPANSION
Furthermore, the correlations between the regressors and the disturbances are lower for specifications based on Laurent expansions than on the corresponding Taylor series expansions. This result follows from the fact that those correlations depend on the derivatives of the remainders with respect to the regressors, and those derivatives are lower for the Laurent than the Taylor remainders. Also observe that the Laurent expansion is not a "local" approximation, since R(z) need not attain zero anywhere within the region of convergence. In addition, the remainder term of the principal part is small over a huge region. In particular, R (2)(z) -0 as z -> oo, which implies that for any e > 0 there exists 8 > 0 such that R(2)(z) < e for z 1 > 6. In terms of Euclidean distance, the region I z I > 8 is infinitely large for any 6. By contrast, the remainder term of the Taylor series approximation can be kept small only within a ball of finite, and frequently very small, diameter.
The formulas for finding the coefficients of (7.1) can be found in Apostol (1957, p. 520) or Ahlfors (1966, p. 183). The coefficients are line integrals, not derivatives. In the multivariate case, the form of the analytic part is the same as the form of the multivariate Taylor series approximation. However, again the coefficients are integrals rather than derivatives. The form of the principal part again is acquired by replacing positive with corresponding negative powers in the analytic part. Appendix C contains discussion of the theoretical foundations of the Laurent expansion.
It should be observed that our motivation for basing the specification on a Laurent expansion is not acquisition of the ability to approximate V(v) near particularly difficult kinds of singularities. Our motivation is to attain a better-behaved approximation. The smoother variation of the Laurent expansion's remainder term can be understood, in a rather simplified fashion, by comparing the bases used to span a function space in the Taylor 
THE SPECIFICATIONS
The Generalized Leontief Model
We now return to the selection of a specification for V(v) to be used in deriving the demand system from (4.3). We first discuss Diewert The properties of R( "(v) are not at all conducive to its absorption into a white-noise disturbance term and would not be, even if we were to add that disturbance directly onto (8.1). 
The Full Laurent
The Minflex Laurent Model
The full Laurent reciprocal indirect utility function has far more free parameters than are needed to acquire a specification that is locally flexible in the Diewert sense. In fact either the principal or the analytic part alone is locally flexible. To conveniently restrict the model further, we could set some parameters equal to zero, or we could restrict their signs. We can force the sign of a coefficient to be nonnegative by replacing it by its square. For example, we could let all = 2 and estimate 4. Then all is always nonnegative. For notational convenience in such cases, we shall not change symbols. So instead of letting all become ,2, we would let all become all.
The ability to restrict the signs of parameters without the specification's losing its flexibility property is particularly valuable. In the minflex Laurent case, we estimate the model in its "free" form defined in (8.5) and also in a constrained form. In the constrained form we apply the result in Appendix E to permit us to impose global theoretical regularity by replacing each unsquared parameter by a squared parameter. In that manner, we assure that every coefficient of V(v) is nonnegative, and hence, by Theorem A.4 in Appendix E, we assure that V(v) is globally nondecreasing and concave.
Since an identifying normalization is required, we set an arbitrary parameter equal to 1.0. In some cases, nonnegativity constraints imposed by squaring a parameter are binding. Since all parameters are squared in the globally regular case, the risk exists of normalizing on such a parameter that is at zero. In that case, the other parameters begin to become explosively large during estimation. We then renormalize on another parameter. When global regularity is not imposed, we normalize on an arbitrary unsquared parameter to avoid this problem.
When a corner solution at zero occurs on a parameter that we have not normalized to equal 1.0, another estimation difficulty can arise. As the parameter approaches zero during estimation, the parameter can become so small that estimation may be terminated by a zero-divide or log(0) internal to the algorithm. In such cases estimation is restarted with the initial condition for the parameter at zero reset to .1 and with the initial conditions for the other parameters reset to their values at the last iteration of the previous run. In rare cases this procedure may have to be performed twice before convergence. At convergence, parameters at corner solutions will be very small, but not small enough to be treated as zero by the computer.
All of these complications could be avoided by using a computer program that permits inequality side constraints. In that case, no parameters would have to be squared to impose nonnegativity, and the identifying normalization could be unitary value for the sum of all parameters. We used the Eisenpress program, which does not possess that capability.
Observe Finally, arbitrary data normalizations are selected. We select the first quarter of 1961 as the base period for the chained Divisia index for Q2t and Q3t. We normalized vit for each i = 1, 2, 3 to equal 1.0 in the median quarter. Since we do not alter the shares, s = (sl, S2, S3), our rescaling of vt induces a rescaling of Qt so that litQit remains unchanged for each i = 1, 2, 3.
Results
In Table 1 In every case, the fit is better with Divisia indexes for (Q2, Q3) than with simple-sum indexes. Hence our conclusion supports all of the other theoretical and empirical work favoring the new Divisia monetary aggregates over the simple-sum aggregates. In general, it appears that the numerous problems that have arisen with the use of the simple-sum monetary aggregates disappear when Divisia aggregation is used. In this case we find a dramatic gain in system fit. The results in Table 1 are also useful in considering the merits of the new Laurent expansion approach to demand modeling. The loss in fit in restricting the full Laurent model to the minflex Laurent special case is small by comparison with the much larger loss in fit in further restricting the full Laurent model to its globally theoretically regular special case. In terms of complexity of estimation, we found estimation of the free minflex Laurent model, (8.5), to be straightforward. Convergence was generally rapid and inexpensive. The globally theoretically regular special case was somewhat more expensive to estimate, since corner solutions (discussed in Section 9.1) become more troublesome in this case and frequently required an additional renormalized run. Estimation of the full Laurent model was found to be both very difficult and very expensive. In that case, the problem of "almost local nonidentification" (see Rothenberg 1971) occurred frequently.
We conclude that the gain in fit in going from the (free) minflex Laurent model to the full Laurent model is not sufficient to justify the formidable increase in estimation complexity and expense. Furthermore the loss The results can be seen to be robust to the selection of the measure for the marginal tax rate, T. In principle, many of our conclusions above could have been explored through formal nested hypothesis tests. However, the sample size in our case is so large as to make empirical acceptance of any simple hypothesis virtually impossible. As is well known, all simple equality hypotheses are asymptotically rejected, since consistency of the estimators assures the ability to discriminate against virtually any equality hypothesis with a sufficiently large sample size. Hence we limited our investigation to comparisons of fit.
CONCLUSIONS
Conclusions Regarding Monetary Aggregation
We Our earlier research favored Divisia monetary aggregation over simple-sum aggregation on theoretical grounds and on each of the empirical grounds that are widely used in such comparisons in the monetary literature. In this article we use the joint demand system approach to comparing the simple-sum and the Divisia monetary aggregates in terms of the fit of a joint sectorwide demand system. Our findings again support the use of Divisia monetary aggregation over simple-sum aggregation. In all cases our demand system models fit dramatically better when we use Divisia monetary aggregation to generate the data than when we use simplesum aggregation. Furthermore the graphs displayed in Section 3 illustrate the fact that the shifts in the velocity, demand, and base-multiplier functions that have plagued policy and research using the simple-sum aggregates disappear when the Divisia monetary aggregates are used.
Conclusions Regarding the Laurent Expansion Approach to Modeling
In exploring the Laurent expansion approach to generating demand systems, we find the minflex Laurent specification, (8.5), without imposition of global theoretical regularity, to be the most promising. The model possesses Diewert's local flexibility property, is relatively easily estimated, and performed almost as well as the full Laurent model, (8.3). The latter result provides particularly strong support for the minflex Laurent's approximation.
Areas for Further Research
Our results are suggestive of a number of areas for potentially useful further research. While we have investigated minflex Laurent's globally regular special case, we have not explored the regions of the model within which it satisfies monotonicity and concavity restrictions only locally. Theoretical and empirical research into that subject is clearly warranted. In addition we have not conducted any formal hypothesis tests. Hypotheses that can be tested with other locally flexible functional forms can also be tested with minflex Laurent in the analogous manner. With Gallant's (1981) unfavorable results on the power of tests using the translog model, comparable experiments with the minflex Laurent model could prove fruitful.
Our utility function, u, is actually an aggregate over households' utility functions and firms' production functions, each of which is maximized by economic agents subject to a constraint on previously optimized aggregate expenditure. Although the aggregation problems in that formulation are not insurmountable in theory (in aggregation theory, utility and production functions are indistinguishable when firms' decisions are cost-constrained output-maximizations), they could be lessened by subtracting out firm holdings and modeling the demand for firm holdings separately from household holdings. In addition, potential problems of simultaneity bias could be lessened by simultaneously estimating supply functions. However a high degree of professional tolerance for simultaneity bias problems presently exists in the demand system literature, since the estimation difficulties in simultaneous nonlinear estimation are formidable. An exception is Barnett (1977b We conclude that Diewert's definition of a local second-order approximation is correct.
APPENDIX B: ANALYTIC FUNCTION THEORY
If the Taylor series is expanded about a singular point, the remainder term will diverge everywhere. If the nearest singular point is close to the point of expansion, then the region of convergence will be very small with divergence everywhere else.
In Property 1, the radius of Bs(vo) is the distance from vo to the nearest singular point. A singular point of the function V is a point at which V is not analytic. Since economic theory can impose strong regularity conditions on V, we might suspect that we can exclude singular points. But this is not the case. Economic theory cannot exclude singular points, even through the strong assumptions that V is continuous, has continuous derivatives of all orders, is monotonically increasing, and is strictly concave.
In fact, if we consider only restrictions on V that can be defined in terms of real variables, then we cannot even define the word "analytic," except in circular fashion. The circular definition, often found in real variables texts, requires a point at which V is analytic to be a point about which the Taylor series expansion converges. See Buck (1965, p. 128) for details of that "definition," which clearly is of no value to a potential user of a Taylor series approximation. To define "analytic" we must use complex analysis. Microeconomic theory uses real analysis, functional analysis, topology, group theory, and measure theory, but not complex analysis. This fact is no accident. Behavioral axioms cannot generate complex variables. Hence the behavioral theory on which microeconomics is based cannot generate restrictions excluding singularities.
The fact that the definition of "analytic" uses complex variable theory does not exclude the possibility of the existence of a singularity at a real value of v, since in a complex space there are complex vectors in every neighborhood of a real vector. Suppose that v is a real vector with n dimensions. Since n-dimensional Euclidean space is imbedded in n-dimensional complex space, v also lies in n-dimensional complex space, and every neighborhood of v contains complex vectors. The function V(v) is defined to be analytic at v (whether or not complex), if V possesses a first derivative, as defined in complex analysis, everywhere in some neighborhood of v within n-dimensional complex space. In addition, even if V is analytic at every real value of the vector, v, the radius of Bs(vo) still may be small, since there may be a complex vector, Vc, that is near vo. In that case, the radius of convergence, 8c, about the real vector, vo, will be the distance from vo to Vc. Although Vc itself could never be attained in the "real" world, the Taylor series expansion of V about vo nevertheless would diverge at any real value, vl, which was more than the small distance, 5c, from vo. It is important to recognize that in this case there is nothing pathological or identifiably unusual about V anywhere in the region of divergence (outside of Bs(vo)) or at any point in the real domain of V.
Unfortunately there is nothing at all unusual about the existence of singularities in otherwise well-behaved functions. An example of a very large class of functions containing singularities is provided by Liouville's theorem, which states that every nonconstant bounded function contains singularities. Included in that class are many strictly concave functions. However, the singularity can occur at infinity. The theorem is named after the French mathematician Joseph Liouville (1809-1882), but actually is due to Cauchy.
Examples Other examples would include a Taylor series approximation to V(vt) about vt = 1, when V(vt) is actually translog, but the Taylor series is not in the logarithms. For example, the expansion could be in the square roots, which would generate the generalized Leontief for a second-order expansion. Although we have not derived the radius of convergence in that case, the radius clearly is no greater than one, since an obvious singularity exists at the origin. So the expansion must diverge at least at every vt such that 1 Vt --1 I 1. In fact the points v(0) and V(0) are likely to be singular points in general, and the lower boundary of the consumer's survival set can be expected to produce a large singular region.
As a result of these problems, Taylor series approximations of functions in mathematics are computed through the procedure of analytic continuation, by which Taylor series expansions about different points are pieced together. See, for example, Ahlfors (1966, pp. 275-290) . Through this procedure, all parts of the function can usually be kept within the radius of convergence of the applicable series. When estimating the parameters of a function with data, the spread of the data frequently is sufficient to require analytic continuation in order to remain within regions of convergence; however, the procedure of analytic continuation applies to converged series, not to fixed-order approximations.
Even if all of the data fall within the region of convergence, Property 1 gives little reason to have confidence in a Taylor series approximation of fixed predetermined order. Property 1 defines a convergent algorithm for attaining the approximated function. Use of Property 1 requires that the algorithm be iterated, by successively adding more terms, until the percentage change of the approximated value of the function between successive iterations is less than one's predetermined convergence criterion at every data point. 
APPENDIX C: PROPERTIES OF THE
