INTRODUCTION
Proposed by Misztal et al. (2009) and Christensen and Lund (2010) , single-step genomic best linear unbiased prediction (ssGBLUP) is quickly becoming a standard tool to estimate genomic breeding values due to its advantages and ability to integrate phenotypes, genotypes, and pedigree information into a straightforward genetic evaluation procedure. This procedure does not require multiple steps to compute pseudo-phenotypes and allows extensions for more complex models (Vitezica et al., 2011) . However, some ssGBLUP limitations are the fact that it assumes equal variance for all marker-associated effects (Wang et al., 2012) , and that all markers are in linkage disequilibrium with QTL. These limitations are handled by Bayesian methodologies as BayesCπ (Kizilkaya et al., 2010) and Bayesian Lasso (Park and Casella, 2008) . Without variable selection and shrinkage, ssGBLUP may not be as accurate as other methods in situations of more heterogeneous genomic architecture. Wang et al. (2012) proposed an alternative to ssGBLUP limitations, where they combined the strengths of ssGBLUP with the ability to assume unequal variances and perform shrinkage, improving accuracy of GEBV and the precision of SNP effects estimates. Based on simulation, in which a heterogeneous genomic architecture was created, Wang et al. (2012) estimated SNP effects from GEBV and concluded that modified ssGBLUP may become the method of choice for genome-wide association study (GWAS) ABSTRACT: The effects of modified single-step genomic best linear unbiased prediction (ssGBLUP) iterations on GEBV and SNP were investigated using 85,388 age at 100 kg phenotypes from the BRF SA breeding program Landrace pure line animals, off-tested between 2002 and 2013. Pedigree data comprised animals born between 1999 and 2013. A total of 1,068 animals were assigned to the training population, in which all of them had genotypes, original and corrected age at 100 kg phenotypes, and weighted deregressed proof records. A total of 100 genotyped animals, with high accuracy age at 100 kg estimated breeding values, were assigned to the validation population. After applying the quality control workflow, a set of 41,042 SNP was used for the analysis. Standard and modified ssGBLUP, BayesCπ, and Bayesian Lasso were compared, and their predictive abilities were accessed by approximate true and GEBV correlations. Modified ssGBLUP iteration effects on SNP estimates and GEBV were relevant, in which assigned differential weights and shrinkage caused important losses on ssG-BLUP predictive ability for age at 100 kg GEBV. Even though ssGBLUP accuracy can be equal or better than the compared Bayesian methods, additional gains can be obtained by correctly identifying the number of iterations required for best ssGBLUP performance.
showed higher accuracy and processing speed than more complex methodologies. However, assuming it is unlikely that a production trait, such as age at 100 kg in swine, is regulated by only a few genes, one would argue about the effect of n iterations of modified ssGBLUP on SNP estimates and GEBV. In other words, what is the effect of forcing differential weights to obtain unequal variances and shrinkages. The objective of this study was to investigate the effects of iterations of modified ssGBLUP on SNP and GEBV estimates.
MATERIAL AND METHODS
This research was performed according to the ethical guidelines of the Embrapa Swine and Poultry Ethics Committee on Animal Utilization under the protocol number 011/2014, following the international guidelines for animal welfare.
Phenotypic Data
Data comprised 85,388 age at 100 kg phenotypes from a Landrace pure line, housed in one of the BRF SA swine breeding program nucleus farms, located in Santa Catarina State in the southern region of Brazil. Animals were born and off-tested from 2002 to 2013, and off-test ages were adjusted to 100 kg, using a BRF SA-specific correction factor for Landrace. The pedigree file contained 88,249 animals born between 1999 and 2013.
Corrected age at 100 kg phenotypes were obtained using additive correction factors estimated with a singletrait animal model, with the overall mean and contemporary group of sex, year, and week of weaning as fixed effects, and additive animal and residual as random effects. Contemporary groups with less than 30 observations were removed from the analysis. The single-trait model was fit using REMLF90 software (Misztal, 2003) .
Weighted deregressed proof pseudo-phenotypes were computed for all individuals, according to Garrick et al. (2009) , with weights (w i ) calculated as
where c is the "lack of fit" or the fraction of the genetic variance not accounted for by SNP, which was assumed to be 0.20, h 2 is the heritability of the trait, and 2 i r is the reliability of the deregressed proof of the ith animal. Weighted deregressed proofs with 2 i r values of less than 0.30 were removed from the analyses.
SNP Genotyping
Genomic DNA was extracted from 1,214 tissue samples using an Invitrogen genomic DNA extraction kit, according to the manufacturer's instructions. The DNA concentration was measured using a NanoDrop 2000 spectrophotometer (Thermo Scientific, Wilmington, DE). DNA quality was measured using a 260/280 ratio of 1.8 to 2.0 and 230/280 ratio of 2.0 to 2.3. Samples were diluted to 50 ng/μL for a final concentration of 500 ng and genotyped at Geneseek (Lincoln, NE) with the Illumina Porcine SNP60K BeadChip (Ramos et al., 2009) . Porcine SNP60K V1 and V2 assays contained 61,177 common SNP with a mean spacing of 43.4 kb and median spacing of 28 kb between SNP.
Animal and SNP Quality Control
A quality control (QC) filtering was applied to animals and SNP. Genotype quality assurance was performed using the open source R statistical environment (R Core Team, 2012) and PLINK (Purcell et al., 2007) . Samples with more than 10% missing genotypes, heterozygosity outside a 95% CI, identical by descent (IBD) content greater than 0.9, and paternity inconsistency were removed from the analysis. SNP were removed if they failed in more than 2% of the animals, with minor allele frequency less than 3% or failing Hardy-Weinberg equilibrium (p < 10 −6 ). A multidimensional scaling plot (MDS) was constructed to verify population substructure and genetic variation among animals before the analysis. In addition, some animals were removed due to low genotype call rate, leaving 1,168 samples for the analysis. For the common set of 61,177 SNP shared among the Illumina Porcine SNP60K V1 and V2, the QC was applied and removed 20,135 SNP, leaving 41,042 for this study.
Reference and Validation Populations
Two separate subpopulations were created from the 1,168 samples, in which 100 animals, with age at 100 kg EBV accuracies greater than 0.94, were considered to be part of the validation population, assuming that their high-accuracy EBV were a good representation of their age at 100 kg true breeding values (TBV). According to Erbe et al. (2010) , a validation population size can be as small as 100 animals and still show consistent correlations between TBV and GEBV, as long as this population is composed of a homogeneous group of animals, which is the case in this study, where accuracies ranged from 0.94 to 0.99 only. The remaining 1,068 animals were assigned to the reference or training population, in which all of them had original and corrected age at 100 kg phenotypes and weighted deregressed proof records.
Both populations were connected to some extent, but relationships among animals from the 2 groups were generally low, in which 90% of the relationship coefficients were less than or equal to 0.08 ( Fig. 1) . No relationship coefficient was calculated between animals within the same group (reference vs. reference or validation vs. validation animals). No training population males had offspring on validation, but 42 training population females had 46 offspring on validation. In the validation population, 33 males had 365 offspring and 33 females had 93 offspring on training population.
Validation population animals contributed only to the study with genotypes. Hence, no original and corrected phenotype or deregressed proof was used in the validation process.
Models and Methodologies
For standard and modified ssGBLUP analyses, a single-trait animal model was fit, using BLUPF90 software (Misztal et al., 2002 ) modified for genomics (Aguilar et al., 2010) , as
in which y is a vector of corrected age at 100 kg phenotypes, 1 is a vector of ones, m is the overall mean of phenotypes, Z is an incidence matrix that relates animals to their records, a is a vector of animal effects, and e is a vector of residuals, with , where 2 σ a is the total genetic additive variance, and 2 σ e is the residual variance. I is an identity matrix and H is a matrix that combines pedigree and genomic information (Aguilar et al., 2010) , and its inverse is
in which A is a pedigree-based relationship matrix for all animals, A 22 is a pedigree based relationship matrix for genotyped animals only, and G a genomic relationship matrix, built as proposed by VanRaden et al. (2009) . Both standard and modified ssGBLUP were run based on BLUPF90 modified to genomics default parameters, to scale and tune G and to weigh genomic and pedigree information to compute H matrix terms.
A total of 20 rounds from the iterative process proposed by Wang et al. (2012) were applied, where GEBV were converted to SNP effects, and individual SNP vari- ances were estimated and incorporated in the G matrix, and both animal and SNP effects were recomputed at every round. Analysis with standard ssGBLUP was considered as iteration 0. Initial values for individual SNP variances were required at round 1, where 3 sets of values were applied: all variances were equal to 1, and the proportion of total genetic variance was explained by each SNP based on BayesCπ (Kizilkaya et al., 2010) and improved Bayesian Lasso results.
BayesCπ and improved Bayesian Lasso, as implemented in GS3 software (Legarra et al., 2013) , were used to compare results with modified ssGBLUP. Two singletrait models were applied for the 2 methodologies, depending on the phenotype. For the analyses using corrected age at 100 kg phenotypes, the model was described as
where is a vector of corrected age at 100 kg phenotypes, just for genotyped animals, 1 is a vector of ones, μ is the overall mean of the corrected phenotypes, z* is an incidence matrix that relates SNP effects to phenotypic records, u is a vector of SNP effects, and e is a vector of residuals. For the analyses using deregressed proofs, the model was described as
in which y is a vector of deregressed proofs, just for genotyped animals, 1 is a vector of ones, μ is the overall mean of deregressed proofs, W* is an incidence matrix that relates SNP effects to records, u is a vector of SNP effects, and e* is a vector of weighted residuals. SNP effects a priori distribution, based on BayesCπ, for both pseudo-phenotypes, was assumed to be a mixture of 0 and a normal distribution with common variance. However, for improved Bayesian Lasso, SNP effects a priori distribution was assumed to be a double exponential. Residual variance distribution for the analysis with the corrected phenotypes was normal, with a mean of 0 and a homogeneous variance 2 σ e , whereas for the deregressed proofs it was normal, with a mean of 0 and heterogeneous variance 2 σ ei . The residuals for the deregressed proofs were weighted based on accuracy using Eq. [1].
For each Bayesian methodology, 3 parallel Gibbs sampling chains were run simultaneously for 200,000 iterations with a burn-in period of 100,000 rounds and thinning interval of 100 iterations. Different starting values for variances were assigned for each chain, and convergence was verified graphically and was detected at the jth iteration where the parallel chains merged.
Validation Process
A good predictive ability parameter for any methodology would be the correlation between TBV and GEBV (Cleveland et al., 2012) . However, as TBV were not available, high accuracy age at 100 kg EBV from the current BRF breeding program genetic evaluation were used as an approximation to TBV. Correlation coefficients between approximated TBV and GEBV, from validation population animals, were used as the predictive ability parameter to compare modified ssGBLUP iterations, standard ssGBLUP, and Bayesian methodologies.
To verify if some possible prediction inflation had occurred, linear regressions of high accuracy age at 100 kg EBV on GEBV were fitted, assuming that less biased predictions would result in regression coefficients closer to 1, as proposed by Christensen et al. (2012) . Values smaller than 1 would otherwise indicate prediction inflation, and those greater than 1 would indicate prediction shrinkage. Figure 2 presents the Manhattan plots of SNP effect estimates, from standard and modified ssGBLUP, from chromosomes 1 to 18. Standard ssGBLUP did not detect any region across the genome with a strong effect on age at 100 kg, although some minor QTL were observed, for example, at chromosomes 1 and 3. However, with 1 iteration of modified ssGBLUP, these same regions got more evidence, compared to others, because modified ssGBLUP assigned differential weights to some regions and promoted shrinkage of smaller SNP solutions. With more iterations (5 and 10), stronger weights were assigned to some specific regions, and most SNP effects were shrunk toward 0. Assuming that age at 100 kg could have a more homogeneous genomic architecture and is probably controlled by a great amount of genes of small effects, later modified ssGBLUP iterations could be computing overestimated SNP effects and causing unnecessary shrinkage on most regions, forcing an heterogeneous genomic architecture that could not be realistic for this specific situation. Wang et al. (2012) , using simulated data, observed some decrease on SNP estimates accuracy in later iterations due to excessive weights assigned to SNP with large effects. According to those authors, modified ss-GBLUP assumes that the estimate of the jth SNP is the true value where, in reality, it is only a regressed value. The authors concluded that the algorithm was suboptimal and some alternative algorithms that would consider the uncertainty of SNP effects estimation should be investigated, as the ones proposed by Xu (2010) and Legarra et al. (2011) . Wang et al. (2012) also concluded that efficiency of the modified ssGBLUP will be higher on a trait with a small number of large effect QTL, and further studies may establish an optimum number of iterations for each particular situation. Figure 3 presents the Manhattan plots of SNP effects estimates from BayesCπ and Bayesian Lasso, with corrected phenotypes and deregressed proofs as dependent variables. Lasso plots were similar to standard ss-GBLUP, either using deregressed proofs or corrected phenotypes, in which no strong QTL were detected. Meanwhile, BayesCπ plots (with corrected phenotypes or deregressed proofs) were similar to iteration 1 of the modified ssGBLUP, where more regions were strongly associated to age at 100 kg. In a simulation study, in which 2 traits with different genomic architectures (homogeneous and heterogeneous) were simulated, Resende et al. (2012) observed that BayesCπ showed higher accuracy than the Bayesian Lasso in the presence of a few strong QTL (heterogeneous scenario). However, in a homogeneous scenario, the Bayesian Lasso showed higher accuracy, and the BayesCπ accuracy decreased substantially, probably due to bad π convergence, which resulted in erratic variable selection and shrinkage of many regions, overestimating effects for a few regions. In another simulation study, where van den Berg et al. (2013) evaluated BayesCπ in a QTL fine mapping context, BayesCπ exhibited lower accuracies in the absence of strong QTL, but higher accuracies in a more heterogeneous scenario in the presence of a few major QTL. According to Daetwyler et al. (2010) , it is expected that methodologies that strongly rely on variable selection will show higher accuracies on more heterogeneous scenarios in the presence of a few major QTL but lower accuracies on homogeneous scenarios, in which traits are controlled by many genes with small effects.
RESULTS AND DISCUSSION

SNP Effect Estimates
Differently from the previously cited simulation studies, there are no SNP effects benchmarks to compare methodologies on this study but only the assumption that age at 100 kg is controlled by many genes with small effects having a more homogeneous genomic architecture. If this is applicable, it is reasonable that standard ssGBLUP would show higher accuracies than those of the BayesCπ, Bayesian Lasso, or modified ssGBLUP with 1, 5, or 10 iterations, because the last 3 methodologies will force more shrinkage on regions with small effects and put more weight on a few regions with significant effects over age at 100 kg than expected resulting in losses of accuracy.
Accuracy of GEBV
Although there were no benchmarks for SNP effects, high accuracy age at 100 kg EBV from the validation population were considered as a reasonable approximation of true breeding values, becoming the benchmark for GEBV predictions. By doing so, it was possible to quantify the effect of ssGBLUP iterations on GEBV and compare all methodologies. Figure 4 presents the predictive ability of standard and modified ssGBLUP (with 3 different sets of values for initial SNP variances), BayesCπ, and Bayesian Lasso (with deregressed proofs or corrected phenotypes), as the correlation between high accuracy EBV and GEBV of validation population animals. Standard ssGBLUP showed the highest correlation (0.589) and 1 iteration caused a drop of 1.9% on the predictive ability of ssGBLUP. With 5 and 10 iterations, losses on predictive ability were 16.5 and 17.1%, respectively. However, after 10 iterations, losses were almost constant (around 17.1%). Wang et al. (2012) observed a slight decrease of accuracy in later rounds of modified ssGBLUP that could be due to excessive weights given to SNP associated with a few QTL with larger effects and reduced weights for numerous smaller effects QTL.
In a separate study (results not reported), in which 2 traits were simulated, with the same h 2 but distinct genomic architectures (homogeneous and heterogeneous), it was observed that 5 iterations were required to obtain the highest predictive ability for a heterogeneous scenario, but no iteration was required to achieve the highest predictive ability for a homogeneous scenario. In fact, a very similar predictive ability curve to the one presented in Fig. 4 was observed, in which standard ssGBLUP showed the highest accuracy and modified ssGBLUP iterations caused a significant decrease in predictive ability. This supports the hypothesis that age at 100 kg could have a genom- ic architecture closer to homogeneous, and it is being controlled by many genes of small effects.
Results from modified ssGBLUP varied significantly based on the initial values for individual SNP variances, where losses on accuracies for ssGBLUP based on Bayesian regressions initial values as the proportion of the total genetic variance explained by each SNP were as high as 70% after only 4 iterations, indicating that it is better to start modified ssGBLUP iterations with equal variances for each SNP and let the model learn with the data at every round instead of using Bayesian regressions solutions as initial SNP variance values.
Results from Fig. 4 showed that Bayesian methodologies, using deregressed proofs, exhibited higher predictive abilities than those using corrected phenotypes (+9.7%). However, no significant difference was observed between the 2 methodologies within dependent variable type, although Bayesian Lasso showed results equal or slightly better than BayesCπ in both cases. Cleveland et al. (2012) , comparing several methodologies, including BayesB, also observed higher GEBV accuracies with deregressed proofs as phenotypes. Even though Bayesian methodologies used deregressed proofs, which are higher accuracy pseudo-phenotypes created from progeny and multigenerational pedigree information, their results were barely similar to the worst results exhibited by modified ssGBLUP (considering equal starting SNP variance values) in later iterations and were 17% worse than standard ssGBLUP, which showed the highest accuracy. In this case, ssGBLUP could benefit from additional pedigree and phenotype information from ungenotyped animals, both absent on BayesCπ and Bayesian Lasso analyses. Chen et al. (2011) , using broiler chicken data, observed that genomic selection analysis based only on genotyped animals appears to work well for traits with complete recording, with at least moderate h 2 and no prior strong selection. However, for traits under strong selection, using only the genotyped subset may not be helpful.
The observed superiority of ssGBLUP over the Bayesian regression models in this study was not only based on the use of additional pedigree and phenotypic data from ungenotyped animals, but was also due to the contribution of genotypes. When compared to the traditional BLUP from BRF's routine genetic evaluation, an average increase of 5% was observed on accuracies of the training population animals' GEBV, with a correlation between traditional EBV and GEBV of 0.90.
Prediction biases from all models compared in this study are presented in Table 1 . Regression coefficients for ssGBLUP ranged from 0.66 (iteration 0) to 0.29 (iteration 10). Bias increased with modified ssGBLUP iterations, where 1 iteration of ssGBLUP reduced the regression coefficient by one-third, and later iterations (5 and 10) reduced it by more than one-half, compared to standard ssGBLUP (iteration 0), indicating that GEBV were continuously overestimated after each additional modified ssGBLUP iteration. Christensen et al. (2012) and Lourenco et al. (2014) also observed prediction inflation on several studied models, but regression coefficients were slightly higher (closer to 1) than the ones observed in Table 1 . BayesCπ and Bayesian Lasso, using deregressed proofs as dependent variables, have shown similar regression coefficients to standard ssGBLUP but approximately 0.10 units higher than standard ssGBLUP, having corrected phenotypes as dependent variables. However, coefficient of determination values (Table 1) for both models using corrected phenotypes were the lowest among all models (around 0.20). Coefficients of determination obtained in this study were similar to the ones observed by Lourenco et al. (2014) , varying from 0.20 to 0.35.
Additional Considerations
Considering that genetic progress is a function of selection intensity, accuracy, additive genetic standard deviation, and generation interval, the difference of approximately 17% between the best ssGBLUP predictive ability result and those of standard ssGBLUP and later modified ssGBLUP iterations, assuming a selection intensity of 1.6, a generation interval of 0.90 yr, and an additive genetic standard deviation of 2.5 d, represents a difference of 0.45 d on the expected genetic progress for age at 100 kg in swine. This means that approximately 20% of the total annual genetic progress for age at 100 kg could depend on the number of ssGBLUP iterations, which must be carefully defined to better represent the genomic architecture of the studied trait to be implemented in a routinely based genomic selection process.
In conclusion, modified ssGBLUP iteration effects on SNP estimates and GEBV were relevant, in which assigned differential weights and shrinkage caused important losses on ssGBLUP predictive ability for age at 100 kg GEBV. It is possible to assume that modified ssGBLUP would be more effective on traits with a more heterogeneous genomic architecture, such as number of teats or disease resistance in swine.
Even though ssGBLUP accuracy can be equal or better than the compared Bayesian methods predictive abilities, additional gains can be obtained by correctly identifying how many iterations, if any, are needed for the best ssGBLUP performance, which strongly depends on the genomic architecture of a particular trait. This optimization, allied to its speed and ease of implementation, can make ssGBLUP the method of choice for genomic selection applications. 
