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Abstract
We apply a wavelet dual least squares method to a general sideways parabolic equation for determining surface temperature
and surface heat ﬂux. Connecting Meyer wavelet bases with a special project method dual least squares method, we can obtain a
regularized solution. Meanwhile, order optimal error estimates between the approximate solution and exact solution are proved.
© 2006 Elsevier B.V. All rights reserved.
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1. Introduction
Many regularization methods have been developed for solving the sideways heat equation [1–3,5,6,8,14–18],⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
ut (x, t) = uxx(x, t), x0, t0,
u(x, 0) = 0, x0,
u(1, t) = g(t), t0,
‖u(x, ·)‖L2(R) uniformly bounded with respect to x.
(1.1)
Thesemethods includeTikhonovmethod [3],wavelet andwavelet–Galerkinmethod [6,17,18], “optimal approximations”
[15] and “optimal ﬁltering method” [14], etc. But in some applied cases, the following sideways parabolic equation
seems to be more valid [13,10,11,7,9].⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
ut (x, t) = a(x)uxx(x, t) + b(x)ux(x, t) + c(x)u(x, t), x0, t0,
u(x, 0) = 0, x0,
u(1, t) = g(t), t0,
‖u(x, ·)‖L2(R) uniformly bounded with respect to x.
(1.2)
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This is a model of inverse heat conduction problem where one end-point x = 0 is inaccessible to measurements and
the temperature of another one x = 1 is recorded. Under an a priori condition, Hào proved the conditional stability of
problem (1.2) in [10].
Although in [16], Regin´ska applied wavelet dual least squares method for solving problem (1.1), we ﬁnd that the
proof of one main conclusion is too complex and we give a new proof (see Theorem 2.1). In this paper, we will treat
more general problem (1.2) for determining the surface temperature and heat ﬂux. According to the optimality results
of general regularization theory, we conclude that our error estimates on surface temperature and heat ﬂux are order
optimal.
1.1. A sideways parabolic equation
In the general model problem (1.2), a(x), b(x), c(x) are given real functions such that for some a, A> 0,
aa(x)A, x ∈ (0,∞)
and c(x)0. In addition, we supposed that
a(·) ∈ C2(0,∞), b(·) ∈ C1(0,∞), c(·) ∈ C(0,∞).
Throughout the paper, we assume that for the exact g the solution u exists and satisﬁes an a priori bound
‖f (·)‖p := ‖u(0, ·)‖pE, (1.3)
where ‖ · ‖p denotes the Sobolev space Hp(R) norm.
Since measurement errors exist in g, the solution has to be reconstructed from noisy data g which is assumed to
satisfy
‖g(·) − g(·)‖, (1.4)
where ‖ · ‖ denotes the L2(R) norm.
The corresponding direct problem with (1.2) is⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
ut (x, t) = a(x)uxx(x, t) + b(x)ux(x, t) + c(x)u(x, t), x0, t0,
u(x, 0) = 0, x0,
u(0, t) = f (t), t0,
‖u(x, ·)‖L2(R) uniformly bounded with respect to x,
(1.5)
where f (·) is assumed to be in L2(R), the condition “‖u(x, ·)‖L2(R) uniformly bounded with respect to x” guarantees
the uniqueness of problem (1.5) [10].
Then the following conclusions (Lemmas 1.1–1.3) can be found in [10].
Lemma 1.1. Let v(x, ) be the solution of the following boundary value problem for ordinary differential equation
iv(x, ) = a(x)vxx + b(x)vx + c(x)v, x > 0,  ∈ R,
v(0, ) = 1,
lim
x→∞ v(x, ) = 0,  = 0, (1.6)
for = 0, we require v(x, 0) be bounded as x → ∞. Suppose that the problem (1.5) has a solution u, then
u(x, t) = 1√
2
∫ ∞
−∞
eit v(x, )fˆ () dt, x > 0 (1.7)
and naturally
uˆ(x, ) = v(x, )fˆ (). (1.8)
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If problem (1.6) has a solution, the following formulas can be derived from (1.8):
gˆ() = v(1, )fˆ (), (1.9)
uˆ(x, ) = v(x, )
v(1, )
gˆ(), (1.10)
uˆx(x, ) = vx(x, )
v(1, )
gˆ(). (1.11)
Lemma 1.2. There exist constants c1, c2, c3, c4, such that for x ∈ [0, 1] and || large enough, say ||0, then
c1e
−A(x)
√
||/2 |v(x, )|c2e−A(x)
√
||/2
, (1.12)
c3
√||e−A(x)√||/2 |vx(x, )|c4√||e−A(x)√||/2, (1.13)
where A(x) = ∫ x0 (1/√a(s)) ds. Moreover, for x ∈ [0, 1], the right-hand side inequalities in (1.12), (1.13) are validfor all  ∈ R with other constants c2, c4.
Lemma 1.3. If the boundary value problem
a(x)vxx(x) + b(x)vx(x) + c(x)v(x) = 0, x > 0,
v(0) = 1, lim
x→∞ v(x) bounded, (1.14)
has a unique solution, then there exist constants c5, c6 such that
c5e
−A(1)
√
||/2 |v(1, )|c6e−A(1)
√
||/2, ∀ ∈ R. (1.15)
In order to formulate (1.2) in terms of an operator equation in the space X = L2(R), we deﬁne an operator K(x) :
u(x, t) 
−→ g(t) (or Kx(x) : ux(x, t) 
−→ g(t)), i.e.,
∀u(x, t) ∈ X, K(x)u(x, t) = g(t), 0x < 1. (1.16)
From (1.10), we have
̂K(x)u(x, ) = v(1, )
v(x, )
uˆ(x, ) = gˆ(). (1.17)
Denote ̂K(x)u(x, ) := Kˆ(x)uˆ(x, ), and we can see that Kˆ(x) : L2(R) 
−→ L2(R) is a multiplication operator,
Kˆ(x)uˆ(x, ) = v(1, )
v(x, )
uˆ(x, ). (1.18)
Lemma 1.4. Let K∗(x) be the adjoint operator to K(x), then K∗(x) corresponds to the following problem where the
right-hand side ut of problem (1.2) is replaced by −Ut , say⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
−Ut(x, t) = a(x)Uxx(x, t) + b(x)Ux(x, t) + c(x)U(x, t), x0, t0,
U(x, 0) = 0, x0,
U(1, t) = g(t), t0,
‖U(x, ·)‖L2(R) uniformly bounded with respect to x.
(1.19)
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Proof. Obviously, according to
〈 ̂K(x)u(x, ), wˆ〉 := 〈Kˆ(x)uˆ, wˆ〉 = 〈uˆ, Kˆ∗(x)wˆ〉 ∀u,w ∈ X,
we know that the Kˆ∗(x) is also a multiplication operator
Kˆ∗(x)wˆ(x, ) = v(1, )
v(x, )
wˆ(x, ).
Via the following relations
〈uˆ, Kˆ∗(x)wˆ〉 = 〈̂K(x)u, wˆ〉 = 〈K(x)u,w〉 = 〈u,K∗(x)w〉 = 〈uˆ,̂K∗(x)w〉,
we can get the adjoint operator K∗(x) of K(x) in frequency domain:
̂K∗(x)w := K̂∗(x)wˆ = Kˆ∗(x)wˆ = v(1, )
v(x, )
wˆ.
On the other hand, the corresponding direct problem of (1.19) is⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
−Ut(x, t) = a(x)Uxx(x, t) + b(x)Ux(x, t) + c(x)U(x, t), x0, t0,
U(x, 0) = 0, x0,
U(0, t) = f (t), t0,
‖U(x, ·)‖L2(R), uniformly bounded with respect to x.
(1.20)
Associating the above equation with a boundary value problem for the following ordinary differential equation:
−iw(x, ) = a(x)wxx + b(x)wx + c(x)w, x > 0,  ∈ R,
w(0, ) = 1,
lim
x→∞ v(x, ) = 0,  = 0, (1.21)
where for = 0, the w(x, 0) is required to be bounded as x → ∞ and by taking the conjugate operation for Eq. (1.6),
we realize that w(x, ) = v(x, ). Therefore, by Lemma 1.1, we conclude that
Uˆ (x, ) = v(x, )fˆ () = v(x, )
v(1, )
gˆ(), (1.22)
i.e.,
K̂∗(x)Uˆ(x, ) = gˆ().
Hence the conclusion of Lemma 1.4 is proved. 
1.2. Dual least squares method
A general projection method for the operator equation Ku = g, K : X = L2(PR) 
−→ X = L2(R) is generated by
two subspace families {Vj } and {Yj } of X and the approximate solution uj ∈ Vj is deﬁned to be the solution of the
following problem:
〈Kuj , y〉 = 〈g, y〉, ∀y ∈ Yj , (1.23)
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where 〈·, ·〉 denotes the inner product in X. If Vj ⊂ R(K∗) and subspaces Yj are chosen such that
K∗Yj = Vj ,
then we have a special case of projection method known as the dual least squares method. If {}∈Ij is an orthogonal
basis of Vj and y is the solution of the equation
K∗y = k, ‖y‖ = 1, (1.24)
then the approximate solution is explicitly given by the expression
uj =
∑
∈Ij
〈g, y〉 1
k
. (1.25)
2. Meyer wavelets
The Meyer wavelet  is a function C∞(R) deﬁned by its Fourier transform as follows [4]:
ˆ() =
⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
1√
2
ei/2 sin
[

2

(
3
2
|| − 1
)]
,
2
3
 || 4
3
,
1√
2
ei/2 cos
[

2

(
3
4
|| − 1
)]
,
4
3
 || 8
3
,
0 otherwise,
(2.1)
where  ∈ Ck is equal to 0 for x0, is equal to 1 for x1, and (x) + (1 − x) = 1 for 0<x < 1. The corresponding
scaling function  is deﬁned by
ˆ() =
⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
1
2
, || 2
3
,
1√
2
cos
[

2

(
3
2
|| − 1
)]
,
2
3
 || 4
3
,
0 otherwise.
(2.2)
Let us list some notations: j,k(x) := 2j/2(2j x − k), j,k(x) := 2j/2(2j x − k), j, k ∈ Z; 	−1,k := 0,k and
	l,k := l,k for l0; wavelet spaces Wj = span{j,k}j,k∈Z2 ; some index sets (where J 1 is a ﬁx integer)
I = {{j, k} : j, k ∈ Z} ⊂ Z2,
IJ = {{j, k} : j = −1, 0, . . . , J − 1; k ∈ Z} ⊂ Z2,
IjJ+1 = {{j, k} : jJ ; k ∈ Z} ⊂ Z2. (2.3)
By successively decomposing the scaling spaceVJ , VJ−1 and soon,wehaveVJ=VJ−1WJ−1=VJ−2WJ−2WJ−1=
· · · = V0W1 · · ·WJ−1, hence we can deﬁne the subspaces VJ
VJ = span{	}∈IJ . (2.4)
Deﬁne an orthogonal projection PJ : L2(R) 
−→ VJ :
PJ
=
∑
∈IJ
〈
,	〉	, ∀
 ∈ L2(R), (2.5)
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then replace the {}∈Ij in (1.25) by {	}∈IJ ; we easily conclude uJ =PJu. From the point of view of an application
to problem (1.2), the important property of Meyer wavelets is the compactness of their support in the frequency space.
Indeed, since
ˆj,k() = 2−j/2e−i2
−j kˆ(2−j), ˆj,k() = 2−j/2e−i2
−j kˆ(2−j), (2.6)
it follows that for any k ∈ Z
supp(ˆj,k) = { : 23 2j  || 83 2j }, supp(ˆj,k) = { : || 43 2j }. (2.7)
From (2.5), PJ can be seen as a low-pass ﬁlter. The frequencies with greater than 83 2J are ﬁltered away.
Theorem 2.1. If u(x, t) is the solution of problem (1.2) satisfying the condition ‖u(0, ·)‖pE, then for any ﬁxed x,
there holds
‖u(x, ·) − PJu(x, ·)‖c2(2J+1)−pe−A(x)
√
(1/3)2J E. (2.8)
Proof. From (2.5), we have
u(x, ·) =
∑
∈I
〈u(x, ·),	〉	,
PJu(x, ·) =
∑
∈IJ
〈u(x, ·),	〉	.
In virtue of Parseval relation and (1.8), (1.12), (1.3), with the 	ˆ’s compact support (2.7), there holds
‖u(x, ·) − PJu(x, ·)‖ = ‖uˆ(x, ·) − P̂J u(x, ·)‖ =
∥∥∥∥∥∥
∑
∈I
〈uˆ, 	ˆ〉	ˆ −
∑
∈IJ
〈uˆ, 	ˆ〉	ˆ
∥∥∥∥∥∥
=
∥∥∥∥∥∥
∑
∈Ij  J+1
〈uˆ, 	ˆ〉	ˆ
∥∥∥∥∥∥=
∥∥∥∥∥∥
∑
∈Ij  J+1
〈v(x, )fˆ (·), 	ˆ〉	ˆ
∥∥∥∥∥∥
=
∥∥∥∥∥∥
∑
∈Ij  J+1
〈(1 + 2)−p/2(1 + 2)p/2v(x, )fˆ (·), 	ˆ〉	ˆ
∥∥∥∥∥∥
 sup
2
32j  || 832j , jJ
(1 + 2)−p/2|v(x, )| ·
∥∥∥∥∥∥
∑
∈Ij  J+1
〈(1 + 2)p/2fˆ (·), 	ˆ〉	ˆ
∥∥∥∥∥∥
 sup
2
32J  || 832J
c2(1 + 2)−pe−A(x)
√
||/2 · E
 sup
2
32J  || 832J
c2||−pe−A(x)
√
||/2 · E
c2
(
2
3
2J
)−p
e−A(x)
√
(/3)2J · Ec2(2J+1)−pe−A(x)
√
(/3)2J E. 
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Corollary 2.1 (for heat ﬂux). Ifux(x, t) is the heat ﬂux solutionof problem (1.2) satisfying the condition‖u(0, ·)‖pE,
then for any ﬁxed x and p> 12 , there holds
‖ux(x, ·) − PJux(x, ·)‖c4(2J+1)1/2−pe−A(x)
√
(1/3)2J E. (2.9)
Proof. Noting the inequality (1.13) for vx(x, ), we can easily obtain the result (2.9) similar to Theorem 2.1. 
3. Subspaces Yj
In this section, we investigate some properties of the subspaces Yj . A method for constructing the basis of the
subspace is given. This method is different from [16] in that the function v(x, ) is unspeciﬁc. The basis of Yj cannot
be explicitly obtained by dilations and integer translations of a function like the one in [16].
According to K∗Yj = Vj , the subspaces Yj are spanned by ,  ∈ IJ , where
K∗ =	 and k = ‖‖−1, y =

‖‖
= k. (3.1)
 can be determined by solving the following sideways parabolic equation (see Lemma 1.4)⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
−Ut(x, t) = a(x)Uxx(x, t) + b(x)Ux(x, t) + c(x)U(x, t), x0, t0,
U(x, 0) = 0, x0,
U(1, t) =	(t), t0,
‖U(x, ·)‖L2(R) uniformly bounded with respect to x.
(3.2)
Since supp 	ˆ is compact, the solution exists for any t ∈ (0,∞). Similarly the solution of the adjoint problem (3.2) is
unique. Therefore, for a given 	,  can be uniquely determined according to (3.2), furthermore
ˆ =
v(x, )
v(1, )
	ˆ() ⇔ yˆ = v(x, )
v(1, )
k	ˆ(), = {j, k}. (3.3)
As for some properties of the k, the results are similar to Lemma 3.2 of [16]. Here we omit it.
4. Error estimates via dual least squares method approximation
The approximate solution for noisy data g is explicitly given by
PJu
(x, t) = uJ =
∑
∈IJ
〈u,	〉	 =
∑
∈IJ
〈g, y〉 1
k
	. (4.1)
Now we will devote to estimating the error ‖PJu − PJu‖.
Theorem 4.1. If g is noisy data satisfying the condition ‖g(·) − g(·)‖, then for any ﬁxed x, we have
‖PJu − PJu‖c2/c5e(A(1)−A(x))
√
(4/3)2J−1. (4.2)
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Proof. From (3.3), we have yˆ = (v(x, )/v(1, ))k	ˆ. Note PJu given by (4.1) and PJu given by (1.25), note that
A(1)>A(x) for 0x < 1 and (1.12), (1.15), we have
‖PJu(x, ·) − PJu(x, ·)‖
=
∥∥∥∥∥∥
∑
∈IJ
〈g − g, y〉 1
k
	
∥∥∥∥∥∥
=
∥∥∥∥∥∥
∑
∈IJ
〈gˆ − gˆ, yˆ〉 1
k
	ˆ
∥∥∥∥∥∥=
∥∥∥∥∥∥
∑
∈IJ
〈
gˆ − gˆ, v(x, )
v(1, )
k	ˆ
〉
1
k
	ˆ
∥∥∥∥∥∥
 max
⎧⎨⎩ sup2
3 2j  || 83 2j , 0 jJ−1
∣∣∣∣∣v(x, )v(1, )
∣∣∣∣∣ , sup|| 43,j=−1
∣∣∣∣∣v(x, )v(1, )
∣∣∣∣∣
⎫⎬⎭ ·
∥∥∥∥∥∥
∑
∈IJ
〈gˆ − gˆ, 	ˆ〉	ˆ
∥∥∥∥∥∥
 max
⎧⎨⎩ sup2
32j  || 832j , 0 jJ−1
∣∣∣∣∣v(x, )v(1, )
∣∣∣∣∣ , sup|| 43, j=−1
∣∣∣∣∣v(x, )v(1, )
∣∣∣∣∣
⎫⎬⎭ · ‖ ̂PJ (g − g)‖
 max
⎧⎨⎩ sup2
32j  || 832j , 0 jJ−1
∣∣∣∣∣v(x, )v(1, )
∣∣∣∣∣ , sup|| 43, j=−1
∣∣∣∣∣v(x, )v(1, )
∣∣∣∣∣
⎫⎬⎭ · 
c2/c5 max
⎧⎨⎩ sup2
32j  || 832j , 0 jJ−1
e(A(1)−A(x))
√
||/2, sup
|| 43, j=−1
e(A(1)−A(x))
√
||/2
⎫⎬⎭ · 
c2/c5e(A(1)−A(x))
√
(4/3)2J−1. 
Corollary 4.1 (for the heat ﬂux). If ux(x, t) is the heat ﬂux solution of the problem (1.2) satisfying the condition
‖g − g‖, then for any ﬁxed x
‖PJux − PJux‖c4/c5
√

3
2J/2+1e(A(1)−A(x))
√
(4/3)2J−1. (4.3)
Proof. Noting inequality (1.13) for vx(x, ), similarly we can prove the corollary. 
The following are the main results of this paper.
Theorem 4.2. If u(x, t) is the solution of the problem (1.2) satisfying the condition ‖u(0, ·)‖pE, let u be the exact
solution of (1.2) and let PJu be given by (4.1). If ‖g − g‖ and J = J () is selected such that
J = log2
⎡⎣ 3
2
[
1
A(1)
ln
(
E

(
ln
E

)−2p)]2⎤⎦ , (4.4)
then
‖u(x, ·) − PJu(x, ·)‖C1E1−A(x)/A(1)A(x)/A(1)
(
ln
E

)−2p(1−A(x)/A(1))
+ C2
(
ln
E

)√2p(A(x)/A(1))−2p
E1−A(x)/
√
2A(1)A(x)/
√
2A(1)
, (4.5)
where C1, C2 are constants depending on A(1), p, c2, c5.
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Proof. Combining Theorem 4.1 with Theorem 2.1, and noting the choice rule (4.4) of J , we can easily obtain the error
estimate (4.5). 
Corollary 4.2 (for the heat ﬂux). If u(x, t) is the solution of problem (1.2) satisfying the condition ‖u(0, ·)‖pE, let
ux be the exact heat ﬂux solution of (1.2) and let Pux be given by PJux(x, t) =
∑
∈IJ 〈ux, 	〉	. If ‖g − g‖
and J = J () is such that (4.4) holds, then
‖ux(x, ·) − PJux(x, ·)‖C3E1−A(x)/A(1)A(x)/A(1)
(
ln
E

)1−2p(1−A(x)/A(1))
+ C4
(
ln
E

)√2p(A(x)/A(1))+1−2p
E1−A(x)/
√
2A(1)A(x)/
√
2A(1)
, (4.6)
where C3, C4 are constants depending on A(1), p, c4, c5.
Remark 4.1. When x = 0, p = 0, for the temperature case, (4.5) becomes
‖u(0, ·) − PJu(0, ·)‖C1
(
ln
E

)−2p
, (4.7)
where C1 is a constant. We can see that it is a convergent error estimate. This is an improvement for [16]. Similarly
when x = 0, p > 12 , the heat ﬂux case, (4.6) becomes
‖ux(0, ·) − PJux(0, ·)‖C2
(
ln
E

)1−2p
, (4.8)
where C2 is a constant. It is easy to see the result is also convergent. By the method in [12], we can easily prove that
the error estimates (4.7) and (4.8) are order optimal.
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