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Stephen A. Cook, Toronto 
Stephen Arthur Cook je profesorom matematické] informatiky na Univerzitě 
v Torontě a drzitelom Turingovej ceny za rok 1982. Tuto cenu uděluje spoločnosťACM 
(Association for Computing Machinery) na počest' A. M. Turinga ako ocenenie naj-
váčšieho přínosu do výpočtových vied. Držitel ceny pri preberaní prednesie přednášku 
z tej oblasti, v ktorej pracuje. Profesor Cook je zakladatelom teorie NP-úplnosti ako 
najvýznamnejšieho směru výskumu v matematickej informatike za posledně desaťročie. 
Jeho dalšie práce sa týkajú najma teorie zložitosti, vztahu času a priestoru vo výpočtoch 
a logiky programovacích jazykov. 
Abstrakt: V článku sa podává historický prehlad teorie výpočtovej zložitosti. Doraz sa kladie 
na základné otázky určenia vlastnej výpočtovej zložitosti problému a dokazovania horných a dolných 
odhadov zložitosti problémov. Uvažujú sa aj pravděpodobnostně a paralelné výpočty. 
Toto je druhá přednáška držitela Turingovej ceny o výpočtovej zložitosti. Prvú mal 
Michael Rabin v r. 1976*). Keď si teraz čítám Rabinov skvělý článok [62], udivuje ma, 
okrem iného, kolko aktivity sa odvtedy vynaložilo v tejto oblasti. V tomto stručnom 
prehlade chcem spomenúť pre mňa najdóležitejšie a najzaujímavejšie výsledky asi od r. 
1960, kedy sa začala rozvíjať táto teória. V takej velkej oblasti je výběr materiálu ne­
vyhnutné trochu osobný; ale dúfam, že som zařadil články, ktoré sú z každého hladiska 
fundamentálně. 
1. Prvé články 
Predhistória tejto teorie začíná vlastně u Alana Turinga. Vo svojom článku O vypo-
čítateíných číslach s použitím na rozhodovací problém [85] zaviedol v r. 1937 Turing 
svoj známy Turingov stroj, ktorý umožňoval (dovtedy) najvhodnejšiu formalizáciu 
pojmu efektivně (alebo algoritmicky) vypočítatelnej funkcie. Keď už bol tento pojem 
precizně zvládnutý, bolo možné dokazovať, čo nemožno vypočítať na počítači. Turing 
v tom istom článku dokázal, že žiadny algoritmus (napr. Turingov stroj) nemóže pře 
*) MICHAEL RABÍN a DANA SCOTT dostali Turingovu cenu v r. 1976. 
S. A. COOK: An overview of computational complexity. Communications of the ACM, Vol. 26, 
June 1983, No. 6, pp. 400—408. 
Copyright <0 1983, Association for Computing Machinery, Inc., by permission. 
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danú lubovolnú formulu predikátového počtu v konečnom počte krokov rozhodnúť, 
či je táto formula splnitelná. 
Akonáhle bola vyvinutá teória vysvetlujúca, ktoré problémy sa dajú a ktoré nedajú 
riešiť na počítači, bolo prirodzené sa pýtať na relatívnu výpočtovú obtiažnosť vypočí-
tatelných funkcií. A právě to je predmetom teorie výpočtovej zložitosti. Rabin [59, 60], 
ako jeden z prvých (v r. 1960), explicitně nastolil tuto všeobecnú otázku: čo to znamená, 
ak povieme, že / sa ťažšie vypočítá ako gl Rabin navrhol axiomatický rámec, ktorý 
poslúžil ako základ pre abstraktnu teóriu zložitosti rozvinutu Blumom [6] a ďalšími. 
Svoj vplyv mal i druhý raný (1965) článok O výpočtovej zložitosti algoritmov [37] 
od J. Hartmanisa a R. E. Stearnsa*). Tento článok sa široko študoval a dal teorii zloži­
tosti jej názov. Bol v ňom uvedený dóležitý pojem miery zložitosti definovaný ako čas 
výpočtu na viacpáskových Turingových strojoch a boli dokázané vety o hierarchii. 
V článku bola tiež položená zaujímavá, dodnes otvorená otázka. Či je lubovolné iracio­
nálně číslo (také ako y/2) vypočítatelné v reálnom čase, t. j . či existuje Turingov stroj, 
ktorý tlačí desiatkový rozvoj tohto čísla rýchlosťou jedna číslica za 100 krokov doneko­
nečna. 
Třetím zakladajúcim článkom (1965) bol článok Alana Cobhama Vlastná výpočtová 
obtiažnosť funkcií [15]. Cobham zdórazňoval slovo vlastná (intrinsic), zaujímal sateda 
o strojovo nezávislú teóriu. Položil otázku, či násobenie je ťažšie ako sčítanie a veril, 
že ju nemožno zodpovedať, kým sa dokladné nevybuduje teória. Cobham tiež definoval 
a charakterizoval dóležitútriedu funkcií, ktorú nazval JŽ7: sú to funkcie na prirodzených 
číslach, ktoré sa dajú vypočítat' v čase ohraničenom polynómom v dížke vstupu, ak sa 
tento čas vyjádří desiatkovo. 
Tri ďalšie články, ktoré ovplyvnili spomínaných autorov ako i ďalších pracujúcich 
v teorii zložitosti (včítane mňa) sú od Yamadu [91], Benneta [4] a Ritchieho [66]. Je 
zaujímavé, že Rabin, Stearns, Bennet a Ritchie študovali v Princetone přibližné v rovna-
kom čase. 
2. Počiatočné zdroje a koncepcie 
Viacerí z raných autorov sa zaoberali otázkou, čo je pravou mierou zložitosti. Váčšina 
uvádzala ako prirodzenú odpověď čas alebo priestor výpočtu, ale neboli přesvědčení, 
či tieto miery sú jediné alebo či sú tie pravé. Napr. Cobham [15] navrhol „... nějaká 
miera, ktorá má vztah ku fyzikálnemu pojmu práca (možno) vedie knajuspokojivejšej 
analýze". Rabin [60] zaviedol axiómy, ktoré by malá spíňať miera zložitosti. S retro­
spektivou 20ročnej skúsenosti si teraz myslím, že je jasné, že čas a priestor — najma 
čas — patria určité medzi najdóležitejšie miery zložitosti. Zdá sa, že prvořadou stránkou 
vhodnou na zhodnotenie efektivnosti algoritmu je čas chodu. Avšak v súčasnosti je 
stále jasnejšie, že paralelný čas a velkosť hardwaru sú tiež dóležité miery zložitosti (pozři 
časť 6). 
Ďalšou dóležitou mierou zložitosti, ktorá siaha v istej formě prinajmenšom k Shanno-
*) Pozři další Hartmanisov článok [36] kvóli niektorým zaujímavým spomienkam. 
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novi [74] (1949), je zložitosť booleovských schém (kombinačná zložitosť). Tu je vý­
hodné, ak sa předpokládá, že skúmaná funkcia / zobrazuje konečné reťazce bitov do 
konečných reťazcov bitov a zložitosť C(n) funkcie / je velkosť najmenšej booleovskej 
schémy, ktorá počítá/pre všetky vstupy dížky n. Táto velmi prirodzená miera má úzký 
vztah k času výpočtu (pozři [57a], [57b], [68b]) a má dobré rozvinutu vlastnú teóriu 
(pozři Savage [68a]). 
Ďalšou otázkou, ktorú položil Cobham [15], je otázka, čo tvoří ,,krok" výpočtu. 
To vlastně znamená pýtať sa, aký je správný model počítača na meranie času výpočtu 
algoritmu. V literatuře sa bežne používajú viacpáskové Turingove stroje, ale tie majú 
z hladiska efektívnej implementácie algoritmov umělé obmedzenia. Napr. nie je žiadny 
nutný dóvod, prečo by pamáťové média mali byť lineárně pásky. Prečo nie rovinné polia 
alebo stromy? Prečo nedovolit' pamáť s náhodným prístupom? 
Od r. 1960 bolo naozaj navrhnutých nemálo modelov počítačov. Keďže reálné počítače 
majú památe s náhodným prístupom, zdá sa prirodzené dovoliť ich aj v modeli. Ale ako 
to urobiť, to je spletitá otázka. Ak stroj móže ukladať celé čísla v jednom kroku, musí 
existovať akési ohraničenie na ich velkosť. (Ak sa číslo 2 umocní stokrát, je výsledok 
2 1 0 0 bitov, čo by sa neuložilo do všetkých světových pamáťových médií.) V [19] som 
navrhol počítacie RAM-y*), v ktorých sa vždy, keď sa ukládá alebo vyberá číslo x, 
připočítává k ceně (počtu krokov) okolo log [x]. To funguje, ale nie je to úplné přesvěd­
čivé. Populárnější model s náhodným prístupom je ten, ktorý používajú Aho, Hopcroft 
a Ullman v [3], v ktorom každá operácia obsahujúca celé číslo má jednotkovú cenu, 
ale celé čísla nemóžu byť neodóvodnene velké (napr. ich velkosť móže byť ohraničená 
fixovaným polynómom v premennej, ktorou bude velkosť vstupu). Pravděpodobné 
matematicky najviac uspokojivým modelom je Schonhageho stroj s modifikovaným 
ukládáním [69], na ktorý sa možno dívať ako na Turingov stroj, ktorý si tvoří vlastnú 
strukturu ukladania alebo ako na RAM s jednotkovou cenou, ktorý móže iba kopírovať, 
pričítať alebo odčítať jednotku alebo ukladať a vyberať v jednom kroku. Schonhageho 
stroj je nepatrným zovšeobecnením stroja Kolmogorova-Uspenského, navrhnutého 
omnoho skór [46] (1958), a zdá sa mi, že reprezentuje najvšeobecnejší stroj vykonávajúci 
ohraničené množstvo práce v jednom kroku, aký móže byť vóbec skonštruovaný. Pro­
blém je v tom, že je pravděpodobné trochu příliš silný (pozři časť 3 pod ,,násobenie vel­
kých čísiel"). 
Ak sa vrátim ku Cobhamovej otázke ,,čo je to krok", myslím, že za posledných 20 
rokov sa vyjasnilo, že neexistuje jediná jasná odpověď. Našťastie, konkurujúce modely 
počítača sa nelíšia neohraničene v čase výpočtu. Vo všeobecnosti móže každý simulovať 
ten další, pričom čas výpočtu je najviac kvadratický (niektoré z prvých argumentov 
k tomuto efektu sú v [37]). Medzi vedúcimi modelmi s náhodným prístupom sa jedná 
iba o faktor logaritmu času výpočtu. 
To viedlo okolo r. 1965 k vývojů posledného dóležitého pojmu — identifikácii tried 
*) RAM je model počítača s náhodným prístupom, ktorý má vstupnú pásku (ktorú móže iba 
čítať), výstupná pásku (na ktorú móže iba zapisovať) a pamáť, ktorá sa skládá z postupnosti rovnako 
dostupných registrov. Činnosť stroja sa riadi programom (súborom inštrukcií vybraných podobné 
ako v reálných pocítačoch), ktorý je uložený mimo něho. Pozn. prekl. 
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problémov riešitelných v čase ohraničenom polynómom v premennej, ktorou je dlžka 
vstupu. Algoritmy s polynomiálnym a exponenciálnym časom rozlišoval už v r. 1953 
von Neumann [90]. Ale takáto trieda nebola formálně definovaná ani skúmaná, až kým 
Cobham [15] nezaviedol v r. 1964 (pozři časť 1) triedu funkcií S£. Cobham poukázal 
na to, že jeho trieda bola dobré definovaná nezávisle na vybranom modeli počítača 
a charakterizoval ju v duchu teorie rekurzívnych funkcií. Myšlienku, že vypočítatelnosť 
v polynomiálnom čase zhruba zodpovedá praktickej použitelnosti, prvý raz publikoval 
Edmonds [27], ktorý nazval algoritmy s polynomiálnym časom „dobrými algoritmami". 
Terajšie standardně označenie P pre triedu množin reťazcov rozpoznatelných v poly­
nomiálnom čase zaviedol neskór Karp [42]. 
Na začiatku sedemdesiatych rokov sa všeobecné akceptovalo v tejto oblasti ztotož­
něme P s prakticky použitelnými (alebo realizovatelnými) problémami. Nie je hněď 
zřejmé, prečo by to malá byť pravda, pretože algoritmus, ktorého čas výpočtu je expo-
nenciálny ako 2 0 ' 0 0 0 1 n , je v praxi realizovatelný. Zdá sa však empirickým faktom, že 
problémy, ktoré sa prirodzene objavujú, nemávajú optimálně algoritmy s takýmito 
časmi výpočtu.*) Najpozoruhodnejším praktickým algoritmom, ktorý má najhorší čas 
výpočtu exponenciálny, je simplexový algoritmus pre lineárně programovanie. Smale 
[75, 76] sa to snažil vysvetliť tak, že chcel ukázať, že v istom zmysle je priemerný čas 
výpočtu rýchly, ale třeba tiež poznamenat', že Chačijan [43] s použitím iného algoritmu 
ukázal, že lineárně programovanie patří do triedy P**), takže naša všeobecná téza, 
že P sa rovná realizovatelným problémom, nie je narušená. 
3. Horné odhady času 
Značná časť výskumu v matematickej informatike pozostáva z navrhovania a analýzy 
obrovského množstva efektívnych algoritmov. Dóležité algoritmy (z hladiska výpočtovej 
zložitosti) musia byť v nejakom zmysle speciálně; vo všeobecnosti poskytujú prekvapu-
júco rýchlu cestu riešenia jednoduchých alebo dóležitých problémov. Nižšie uvádzame 
prehlad najzaujímavejších z nich vymyšlených od r. 1960. (Len tak mimochodom, je 
zaujímavé zamyslieť sa nad tým, ktoré sú najdóležitejšie algoritmy všetkých čias. Zá­
kladnými sú iste aritmetické operácie + , —, * a : nad desiatkovými číslami. Po nich 
navrhujem ako kandidátov rychle triedenie a vyhladávanie, Gaussovu elimináciu, 
Euklidov algoritmus a simplexovú metodu.) 
Parameter n sa vztahuje na velkosť vstupu; časové ohraničenia sú ohraničeniami času 
v najhoršom případe a týkajú sa viacpáskových Turingových strojov (alebo akéhokolvek 
rozumného stroja s náhodným prístupom) okrem toho, kde je uvedené ináč. 
1) Rýchla Fourierova transformácia [23], ktorá vyžaduje O (n . log n)***) aritme­
tických operácií, je jedným z najpoužívanejších algoritmov pri vědeckých výpočtoch. 
*) Pozři [31], na str. 6—9 je o tom diskusia. 
**) O porovnaní tohto algoritmu so simplexovou metodou pozři [100]. Pozn. prekl. 
***) Označenie O sa používá pri horných odhadoch zložitosti. f(n) = 0(g(n))<-> 3c0 > 0 3n0 Vn > 
> n0 f(n) <[ c0 . g(n). Pozn. prekl. 
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2) Násobenie velkých čísiel. Elementárna školská metoda vyžaduje 0(n2) bitových 
operácií na vynásobenie dvoch čísiel po n čísliciach. V r. 1962 Karatsuba a Ofman [41] 
publikovali metodu vyžadujúcu iba 0(nlt59) krokov. Krátko nato Toom [84] ukázal, 
ako sa dá zostrojiť booleovská schéma velkosti 0(n1+e) pre lubovolne malé 8 > 0,ktorá 
realizuje násobenie. V tom čase som bol absolventom na Harvarde a inspirovaný Cob-
hamovou otázkou ,,Je násobenie ťažšie ako sčítanie?" som sa naivně pokúšal dokázať, 
že násobenie vyžaduje Q(n2)*) krokov na viacpáskovom Turingovom stroji. Toomov 
článok ma značné překvapil. S pomocou Stala Aanderaa [22] som sa obmedzil na do­
kaž, že násobenie vyžaduje Q(n . log n/(loglog n)2) krokov**) na spriahnutom Turingo­
vom stroji.***) Vo svojej dizertácii som tiež upozornil na to, že Toomovu metodu 
možno prisposobiť na viacpáskové Turingove stroje tak, aby násobili za 0(n1+e) krokov. 
Som si istý, že Tooma to určité nepřekvapilo. 
Súčasne najrýchlejší asymptotický čas výpočtu pre násobenie na viacpáskových 
Turingových strojoch je 0(n . log n . loglog n) a odvodili ho Schónhage a Strassen 
[70] (1971) s použitím rýchlej Fourierovej transformácie. Nedávno však Schónhage 
[69] ukázal pomocou komplikovaných argumentov, že jeho stroje s modifikovaným 
ukládáním (pozři časť 2) móžu násobiť v čase 0(n) (lineárny čas!). Z toho musíme urobiť 
závěr, že buď je násobenie jednoduchšie, ako sme si mysleli, alebo Schónhageho stroje 
podvádzajú. 
3) Násobenie matic. Běžná metoda na násobenie dvoch matic rozměru nxn vyžaduje 
n2(n — 1) aritmetických operácií a v 50. a 60. rokoch sa vyskytli pokusy dokázať, že 
táto metoda je optimálna. Bolo preto překvapením, keď Strassen [81] (1969) publikoval 
svoju metodu vyžadujúcu iba 4,7n 2 , 8 1 operácií. Vela práce sa vynaložilo na redukciu 
exponentu 2,81 a najlepší súčasne známy čas je 0(n2,496) operácií od Coppersmitha 
a Winograda [24]. Je tu stále dosť priestoru na postup, veď najlepší známy dolný odhad 
je 2n2 - 1 (pozři [13]). 
4) Najpočetnejšie párenia vo všeobecné neorientovaných grafoch.****) Toto bol asi 
prvý problém, o ktorom bolo explicitně dokázané, že patří do P a ktorého příslušnost* 
v P vyžaduje zložitý algoritmus. Tento výsledok předložil Edmonds vo svojom vplyvnom 
článku [27], v ktorom rozoberal pojem algoritmu s polynomiálnym časom (pozři 
časť 2). Poukázal aj na to, že jednoduchý pojem zváčšujúcej sa cesty, ktorý stačí pre pří­
pad bipartitných grafov, nefunguje pre všeobecné neorientované grafy. 
5) Rozpoznáme prvočísiel. Velkou otázkou je, či tento problém je v P. Inými slovami, 
či existuje algoritmus, ktorý nám vždy povie, či lubovolne číslo o n čísliciach je prvo­
číslo a zastaví sa po počte krokov ohraničenom polynómom v n. Gary Miller [53] 
(1976) ukázal, že taký algoritmus existuje, ale jeho správnosť závisí na rozšírenej Rieman-
*) Označenie Q znamená, že ide o dolný odhad zložitosti. f(n) = Í2(g(n)) o 3cl > 0 3ní Vn > 
> n! f(n) ^ cj . g(n). Pozn. prekl. 
**) Tento dolný odhad bol trochu zlepšený. Pozři [56] a [64]. 
***) Spriahnutý Turingov stroj je viacpáskový Turingov stroj so vstupnou páskou (obsahujúcou 
vstup), na ktorú sa nesmie zapisovať a čítacia hlava sa po nej móže pohybovať iba vpravo; ak sa 
móže pohybovať obojsmerne, ide o nespriahnutý Turingov stroj. Pozn. prekl. 
****) Pod pářením v grafe rozumieme takú podmnožinu množiny hrán grafu, že každý vrchol 
grafu je incidentný najviac s jednou hranou z tejto podmnožiny. Pozn. prekl. 
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novej hypotéze. Solovay a Strassen [77] vymysleli rychlý Monte Carlo algoritmus 
(pozři časť 5) na rozpoznáváme prvočísiel, ale ak vstupné číslo je zložené, je tu malé 
riziko, že algoritmus chybné povie, zeje prvočíslom. Najlepší dokazatelné deterministic­
ký algoritmus je známy vďaka Adlemanovi, Pomerancovi a Rumelymu [2]; jeho čas 
je tt0(loglo8W), čiže trochu horší ako polynomiálny. Jeho variácia od H. Cohena a H. W. 
Lenstru ml. [17] móže bežne spracovávať čísla do 100 desiatkových číslic přibližné za 
45 sekund. 
V súčasnosti sa o troch dóležitých problémoch ukázalo, že patria do triedy P. Prvým 
je lineárně programovanie, čo ukázal Chačijan [43] v r. 1979 (pozři [55] pre výklad 
a tiež [101]). Luks [50] v r. 1980 ukázal druhý taký problém: určiť, či dva grafy stupňa 
najviac d sú izomorfné. (Algoritmus je polynomiálny v počte vrcholov pre pevné d, 
ale je exponenciálny v d.) Třetím problémom je rozklad polynómov s racionálnymi 
koeficientami. To ukázali Lenstra, Lenstra a Lovász [48] v r. 1982 pre polynomy v jednej 
premennej. Ako vyplývá z Kalfotenovho výsledku [39], [40], možno to zovšeobecniť 
na polynomy v lubovolnom fixovanom počte premenných. 
4. Dolné odhady 
Skutočným orieškom v teorii zložitosti a problémom, ktorý ju posúva mimo analýzy 
algoritmov, je dokazovanie dolných odhadov zložitosti konkrétných problémov. Je niečo 
velmi uspokojujúce v tom, ak sa dokáže, že problém typu áno-nie sa nedá riešiť za n, n2 
alebo 2" krokov, bez ohladu na to, aký algoritmus sa použije. V dokazovaní dolných 
odhadov sa dosiahlo niekolko dóležitých úspechov, ale otvorené otázky sú ešte dóleži-
tejšie a tak trochu frustrujúce. 
Všetky významné dolné odhady času a priestoru výpočtu sú založené na,,diagonali-
začných argumentoch". Argumenty diagonalizácie použil Turing a jeho súčasníci na 
dokaž, že určité problémy nie sú algoritmicky riešitelné. Před r. 1960 boli tiež použité 
na definovanie hierarchie vypočítatelných 0-1 funkcií.*) Rabin [60] v r. 1960 dokázal, 
že pre každú rozumnú mieru zložitosti, akou je čas výpočtu alebo priestor (pamáť), 
umožní zvýšenie přípustného času alebo priestoru ap. vždy vypočítat' viac 0-1 funkcií. 
V přibližné rovnakom čase Ritchie vo svojej dizertácii [65] definoval pomocou množstva 
přípustného priestoru špecifickú hierarchiu funkcií (ktorá, ako ukázal, je netriviálna 
pre 0-1 funkcie). O niečo neskór Hartmanis a Stearns [37] rozviedli detailnejšie Rabinov 
výsledok pre čas na viacpáskových Turingových strojoch a Stearns, Hartmanis a Lewis 
[78] pre priestor. 
4.1. Dókazy nerealizovatelnosti prirodzene rozhodnutelných problémov 
Vyššie spomenuté hierarchické výsledky dávali dolné odhady času a priestoru potřeb­
ného na výpočet konkrétných funkcií, ale všetky tieto funkcie sa zdali „vykonstruova­
né". Napr. je lahko vidieť, že funkcia f(x, y), ktorá dává prvú číslicu výstupu stroja x 
*) Pozři napr. Grzegorczyk [35]. 
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na vstupe y po (|x| + | y | ) 2 krokoch, nemóže byť vypočítaná v čase (|x| + |>>|)2. Netri-
viálny dolný odhad pre „prirodzený" problém („prirodzený" v zmysle zaujímavosti, 
a to nielen pre výpočtové stroje) na všeobecných modeloch výpočtu sa nenašiel skór 
ako v r. 1972, kedy Albert Meyer a Larry Stockmeyer [52] dokázali, že problém ekvi-
valencie pre regulárně výrazy s kvadrátom vyžaduje exponenciálny priestor, a teda 
exponenciálny čas. Krátko nato Meyer [51] našiel velmi silný dolný odhad času 
potřebného na určenie pravdivosti formúl v určitej formálně rozhodnutelnej teorii 
nazvanej WSIS (slabá monadická teória 2. rádu s následníkom). Dokázal, že každý 
počítač, ktorého čas výpočtu je ohraničený fixovaným počtom exponenciálnych funkcií 
(2n, 22 n, 2 2 2 atd.), nemóže konkrétné rozhodnúť WSIS. Meyerov aspirant Stockmeyer 
vypočítal [79], že každá booleovská schéma (rozuměj počítač), ktorá správné rozho­
duje pravdivost' lubovolnej WSIS formuly dížky 616 symbolov, musí mať viac ako 
10 1 2 3 logických prvkov. Číslo 10 1 2 3 bolo vybraté ako počet protónov, ktoré by mohli 
vyplniť celý známy vesmír. To je velmi přesvědčivý dókaz nerealizovatelnosti. 
Počnúc Meyerom a Stockmeyerom objavilo sa množstvo dolných odhadov zložitosti 
rozhodnutelných formálnych teorií (pozři [29] a [80] pre ich zhrnutie). Jeden z naj-
zaujímavejších je dvojito exponenciálny dolný odhad času potřebného na rozhodnu-
telnosť Presburgerovej aritmetiky (teória prirodzených čísiel so sčítáním). To nie je 
ďaleko od najlepšieho známého horného odhadu času pre tuto teóriu, ktorý je trojito 
exponenciálny [54]. Najlepší horný odhad pre příslušný priestor je dvojito exponenciálny 
[29]. 
Napriek uvedeným úspechom je bilancia v dokazovaní dolných odhadov pre problé­
my menšej zložitosti velmi zlá. Skutočne, nie je známy žiadny nelineárny dolný odhad 
času na univerzálnom výpočtovom modeli pre nijaký prirodzený problém v NP (pozři 
časť 4.4.), speciálně ani pre jeden z 300 problémov vypísaných v [31].*) Samozřejmé, 
diagonalizačnými argumentami sa dá dokázať existencia problémov v NP, ktoré si 
vyžadujú čas nk pre každé fixované k. Avšak v případe priestorových dolných odhadov 
nevieme ani, ako dokázať existenciu NP problémov, ktoré sa nedajú riešiť v priestore 
0(log n) na nespriahnutom Turingovom stroji (pozři časť 4.3.). To je pravda napriek 
tomu, že najlepšie známe priestorové horné odhady sú v mnohých prirodzených prí-
padoch v podstatě lineárně v n. 
4.2. Strukturované dolné odhady 
Hoci zatial máme málo úspechov v dokazovaní zaujímavých dolných odhadov pre 
konkrétné problémy na univerzálnom modeli počítača, máme naozaj zaujímavé výsledky 
pre „strukturované" modely. Pojem „strukturované" zaviedol Borodin [9] pre počí­
tače, ktoré sú zúžené na určité operácie vhodné na skúmaný problém. Jednoduchým 
príkladom je problém triedenia n čísiel. Bez velkých ťažkostí sa dá dokázať (pozři [44]), 
že triedenie vyžaduje n . log n porovnaní za předpokladu, že jedinou operáciou, ktorú 
*) To už dnes nie j e pravda. Najprv v r. 1983 dokázali Ď U R I Š , GALIL, PAUL a SCHNITGER dolný 
odhad Q(n . log n) pře čas rozpoznávania konkrétného jazyka na jednopáskovom nedeterministickom 
Turingovom stroji [93] a neskór bol dokázaný dolný odhad času Í2(n2) na tom istom modeli pre tri 
cfalšie problémy [94, 95, 96]. Pozn. prekl. 
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móže počítač robiť so vstupmi, je porovnávat* ich po dvojiciach. Tento dolný odhad 
nehovoří nič o Turingových strojoch alebo booleovských schémach, ale bol rozšířený 
na RAM-y s jednotkovou cenou za předpokladu, že je zakázané delenie. 
Druhý velmi elegantný strukturovaný dolný odhad podlá Strassena [82] (1973) 
tvrdí, že polynomiálna interpolácia, tj. nájdenie polynomu stupňa n — 1, ktorý prechá-
dza n danými bodmi, vyžaduje Q(n . log n) násobení, ak sú povolené iba aritmetické ope-
rácie. Přitom je zaujímavé to, že Strassenov póvodný dokaž závisí na Bezoutovej teoré­
me, čo je hlboký výsledok v algebraickej geometrii. Nedávno Baur a Strassen [83] rozšíři­
li tento dolný odhad tým, že ukázali, že aj výpočet stredného koeficientu interpolačného 
polynomu cez n bodov vyžaduje Q(n . log n) násobení. 
Príťažlivosť všetkých týchto strukturovaných výsledkov spočívá v tom, že dolné odha­
dy sú blízké najlepším známým horným odhadom *), a najlepšie známé algoritmy móžu 
byť implementované na strukturovaných modeloch, pre ktoré platia tieto dolné odhady. 
(Poznamenajme, že radixové triedenie (alebo triedenie grupovaním), o ktorom sa niekedy 
hovoří, že má lineárny čas, reálné vyžaduje aspoň n . log n krokov, ak sa předpokládá, 
že vstupné čísla majú dostatok číslic na to, aby všetky mohli byť rózne.) 
4.3. Dolné odhady súčinu času a priestoru 
Ďalšou cestou zo slepej uličky dokazovania dolných odhadov času a priestoru je doka-
zovanie dolných odhadov času za předpokladu malého priestoru. Prvý takýto výsledok 
dokázal Cobham [16] v r. 1966, keď ukázal, že súčin času a priestoru pre rozpoznanie 
úplných štvorcov o n čísliciach na nespriahnutom Turingovom stroji musí byť Q(n2). (To 
isté platí pre n-symbolové palindromy.) Přitom je vstup napísaný na dvojsmernej iba 
čítanej vstupnej páske a použitý priestor sa podlá definície rovná počtu štvorcov prezera-
ných pracovnými páskami, ktoré má k dispozícii Turingov stroj. Ak je teda napr. 
priestor ohraničený na 0(log 3n) (čo je viac než dostatočné), potom čas musí byť aspoň 
Q(n2jlog 3n) krokov. 
Slabinou Cobhamovho výsledku je to, že hoci nespriahnutý Turingov stroj je vhodný 
na meranie času a priestoru jednotlivo, je příliš ohraničujúci, ak sa čas a priestor uvažujú 
spolu. Napr. palindromy móžu byť zrejme rozpoznané za 2n krokov a v konštantnom 
priestore, ak dve hlavy móžu súčasne prehliadať vstupnú pásku. Borodin a ja [10] sme 
čiastočne napravili tuto slabinu, keď sme dokázali, že triedenie n prirodzených čísiel 
od 1 do n2 vyžaduje časopriestorový súčin Q(n2jlog n). Dókaz možno použiť na každý 
,,univerzálny sekvenčný stroj" včítane nespriahnutých Turingových strojov s viacerými 
vstupnými hlavami alebo dokonca s lubovolným prístupom ku vstupnej páske. Bohužial 
pre náš dókaz je rozhodujúce, že triedenie vyžaduje vela výstupných bitov a zostáva 
zaujímavou otvorenou otázkou, či podobný dolný odhad možno dokázať a uplatnit 
na problém rozpoznania množiny, akým je napr. rozpoznanie, či všetkých n vstupných 
čísiel je róznych. Náš dolný odhad pre triedenie bol nedávno trochu zlepšený v [64].**) 
*) Horné odhady pře interpoláciu uvádzajú BORODIN a MUNRO V [12]. 
**) Možno ešte doplniť výsledok Q(n3) pre súčin druhej mocniny času a priestoru pri rozpoznávaní 
konkrétného jazyka na k hlavových viacpáskových Turingových strojoch [97] a výsledok Q(n2) 
(Q(n5f3)) pre súčin času, priestoru a paralelizmu na jednohlavovom (viachlavovom) Turingovom 
stroji [98]. Pozn. prekl. 
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4.4. NP-úplnosť 
Teória NP-úplnosti je určité najdóležitejšou vývojovou etapou v teorii výpočtovej 
zložitosti. Nebudem sa tu o nej rozširovať, pretože je teraz už dobré známa a je i pred-
metom učebnic. Naozaj skvělým miestom, kde si možno o nej prečítať, je kniha Gareya 
a Johnsona [31]. 
Trieda NP pozostáva zo všetkých množin rozpoznatelných v polynomiálnom čase 
na nedeterministickom Turingovom stroji. Pokial viem, prvýkrát definoval matematicky 
ekvivalentnú triedu James Bennet v r. 1962 vo svojej doktorskej dizertácii. Bennet 
používal pre svoju triedu názov „rozšířené pozitivně rudimentárně relácie" a v definícii 
logické kvantifikátory namiesto počítacích strojov. Čítal som tuto časť jeho práce a zistil 
som, že jeho triedu možno charakterizovat ako teraz už známu definíciu NP. Vo svojom 
článku z r. 1971 [18] som používal označenie Jš? + (podlá Cobhamovej triedy «š?) a Karp 
dal tejto triede teraz akceptované měno NP v článku z r. 1972 [42]. Medzitým Edmonds 
v r. 1965 [28] celkom nezávisle na formálnom vývoji hovořil neformálně o problémoch 
s „dobrou charakterizáciou", čo je pojem v podstatě ekvivalentný NP. 
V r. 1971 [18] som zaviedol pojem NP-úplnosti a dokázal som, že 3-splniteInosť 
a problém podgrafu sú NP-úplné.*) O rok neskór dokázal Karp [42], že ďalších 21 pro-
blémov je NP-úplných, čím pósobivo demonstroval dóležitosť věci. Nezávisle na tom 
a o niečo neskór Leonid Levin [49] v ZSSR (teraz na Bostonskej univerzitě) definoval 
podobný a silnější pojem a dokázal, že 6 problémov je úplných v jeho zmysle. V soviet-
skej literatuře bol známy neformálny pojem „problém preberania" a Levin nazval svoje 
problémy „univerzálně problémy preberania". 
Trieda NP obsahuje nesmierne množstvo praktických problémov, ktoré sa objavujú 
v obchode a priemysle (pozři [31] a tiež [99]). Dokaž, že NP problém je NP-úplný, je 
dókazom toho, že problém nie je v P (nemá deterministický algoritmus s polynomiálnym 
časom), iba ak by každý NP problém bol v P. Pretože splnenie poslednej podmienky by 
revolucionalizovalo matematickú informatiku, praktickým dósledkom NP-úplnosti 
je dolný odhad. To je dóvod, prečo som zahrnul tieto otázky do časti o dolných od-
hodoch. 
4.5. #P-úplnosť 
Pojem NP-úplnosti sa vztahuje na množiny a dókaz, že množina je NP-úplná, sa 
obyčajne interpretuje ako dokaž, že je prakticky nerealizovatelná. Existuje však vela 
očividné nerealizovatelných funkcií, pre ktoré sa žiadny dokaž NP-úplnosti nezdá 
relevantný. Leslie Valiant [86, 87] definoval pojem #P-úplnosti, aby pomohol napraviť 
tuto situáciu. Dókaz, že funkcia je #P-úplná, ukazuje, že sa zjavne nedá prakticky 
vypočítať, rovnako ako dókaz, že množina je NP-úplná ukazuje, že sa zjavne prakticky 
*) Problém splnitelnosti pre booleovské výrazy je problém určiť, či existuje také priradenie núl 
a jednotiek premenným vo výraze, že tento výraz nadobúda hodnotu 1. Speciálně 3-splniteInosť 
je splnitefnosť pre booleovské výrazy vyjádřené v tvare konjunktívnej normálnej formy, pričom 
žiadna elementárna disjunkcia neobsahuje viac ako 3 premenné. Pod problémom podgrafu myslí 
autor problém, či zadaný graf obsahuje kliku, t. j . úplný podgraf. Pozn. prekl. 
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nedá rozpoznat'; totiž, ak je #P-úplná funkcia vypočítatelná v polynomiálnom čase, 
potom P = NP. 
Valiant ukázal viacero príkladov #P-úplných funkcií, ale pravděpodobné najzaují-
mavejším je permanent celočíselnej matice. Permanent má definíciu formálně podobnú 
ako determinant*), ale kým determinant sa dá Iahko vypočítať Gaussovou elimináciou, 
z mnohých pokusov o nájdenie vhodných spósobov na výpočet permanentu za posled-
ných výše 100 rokov sa ani jeden nepodařil. Valiant podal prvý přesvědčivý dóvod tohto 
nezdaru, keď dokázal, že permanent je #P-úplný. 
5. Pravděpodobnostně algoritmy 
Použitie náhodných čísiel na simuláciu alebo aproximáciu náhodných procesov je 
velmi prirodzené a vo výpočtovej praxi bežne zaužívané. Ale myšlienka, že náhodné 
vstupy možu byť velmi užitočné v riešení deterministických kombinatorických problé-
mov sa medzi matematickými informatikmi rozšiřuje omnoho pomalšie. V tejto časti sa 
obmedzím na pravdepodobnostné (v zmysle hádzania mincou) algoritmy s polynomiál-
nym časom, ktoré „riešia" (v rozumnom zmysle) problém, pre ktorý nie je známy žiadny 
deterministický algoritmus s polynomiálnym časom. 
Zdá sa, že prvým takým algoritmom je Berekampov algoritmus [5] z r. 1970 na roz­
klad polynomu f nad polom GF(p) obsahujúcom p prvkov. Jeho algoritmus běží v čase, 
ktorý závisí polynomiálně na stupni polynomu f SL log pas pravdepodobnosťou aspoň 
jedna polovica najde správný rozklad f na prvočinitele; inak skončí neúspechom. Pretože 
algoritmus možno opakovať Iubovolný počet krát a neúspěšné případy sú všetky nezá­
vislé, v praxi vždy rozloží polynom v prijatelnom čase. 
Pozoruhodnějším príkladom je algoritmus na rozpoznáváme prvočísiel od Solovaya 
a Strassena [77], podaný v r. 1974. Tento algoritmus běží v čase, ktorý závisí polynomiál­
ně na dížke vstupu m a dává výstup buď „prvočíslo", alebo „zložené číslo". Ak m je 
naozaj prvočíslo, potom je výstup určité „prvočíslo", ale ak m je zložené, potom s prav­
depodobnosťou najviac jedna polovica móže byť odpověď tiež „prvočíslo". Algoritmus 
sa móže opakovať Iubovolný počet krát na vstupe m s nezávislými výsledkami. Ak teda 
odpověď je stále „zložené číslo", uživatel vie, že m je zložené; ak odpověď je sústavne 
„prvočíslo", napr. po 100 behoch, má uživatel dobrý náznak toho, že m je prvočíslo, 
pretože také výsledky by dalo každé fixované zložené číslo m s velmi malou pravdepo­
dobnosťou (menej ako 2 " 1 0 0 ) . 
Rabin [61] vyvinul odlišný pravdepodobnostný algoritmus s vlastnosťami podobnými 
predošlému a pri skúškach na počítači zistil, že je velmi rýchly. Číslo 2 4 0 0 — 593 bolo 
za niekolko minut identifikované ako pravděpodobné prvočíslo. 
Jednu zaujímavú aplikáciu pravdepodobnostných testerov prvočísiel navrhli Rivest, 
Shamir a Adleman [67a] vo svojom medzníkovom článku o kryptosystémoch so známým 
klúčom v r. 1978. Ich systém vyžaduje generovanie velkých lOOčíslicových náhodných 
n 
*) Ak A je matica rozměru n X n, permanentom sa nazývá veličina Perm A = ^ f ] . 4 j <-,..), kde sa 
sumovanie robí cez množinu n! permutácií na (1, 2,..., n). Pozn. prckl. i = l 
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prvočisiel. Navrhli teda testovať náhodné čísla o 100 čísliciach s použitím Solovayovej-
Strassenovej metody, pokým sa nenajde jedno, ktoré je pravděpodobné prvočíslom 
v zmysle načrtnutom vyššie. Keďuž sa najde lOOčíslicové náhodné číslo, ktoré je „prav­
děpodobné prvočíslom" a je dóležité vedieť to naisto, možno ho testovať naisto za 45 
sekund novým velmi výkonným deterministickým testerom prvočisiel Cohena a Lenstru 
[17] spomenutom v časti 3. 
Trieda množin rozpoznatelných pravdepodobnostnými algoritmami v polynomiál-
nom čase v zmysle Solovaya a Strassena je v literatuře známa ako R (alebo niekedy RP). 
Teda množina patří do R vtedy a len vtedy, ak je rozpoznatelná pravdepodobnostným 
algoritmom, ktorý sa vždy zastaví v polynomiálnom čase, nikdy neurobí chybu pre 
vstupy nepatriace do R a pre každý vstup z R dává správnu odpověď pri každom běhu 
s pravdepodobnosťou aspoň 1/2. Preto množina zložených čísiel je v i? a všeobecné 
P í J ^ c NP. Existujú ďalšie zaujímavé příklady množin z R, o ktorých nie je známe, 
či patria do P. Napr. Schwartz [71] ukázal, že množina nesingulárnych matic, ktorých 
prvky sú polynomy vo viacerých premenných, patří do R. Algoritmus vyhodnocuje 
polynomy v náhodné malých celočíselných hodnotách a vypočítavá determinant vý­
sledku. (Determinant zjavne nemožno počítať priamo, pretože počítané polynomy by 
mali vo všeobecnosti exponenciálně vela členov). 
Je pozoruhodnou otvorenou otázkou, či R = P. Je lákavé předpokládat*, že áno, 
s prihliadnutím na filozofické argumenty, podlá ktorých náhodné hádzanie mincou 
nebude velmi užitočné, ak sa hladá odpověď dobré definovaná ako áno alebo nie. 
Příbuznou otázkou je, či pravdepodobnostný algoritmus (ak ukážeme, že problém patří 
do R) je na všetky praktické účely taký dobrý ako deterministický. Koniec koncov 
pravdepodobnostné algoritmy možu bežať s použitím pseudonáhodných číselných 
generátorov dostupných na váčšine počítačov a pravděpodobnost' chyby 2 ~ 1 0 0 je zaned­
batelná. Háčik je v tom, že pseudonáhodný číselný generátor neprodukuje naozaj ná­
hodné čísla a nikto nevie, ako dobré budu fungovať pre daný pravdepodobnostný 
algoritmus. V skutočnosti skúsenosť ukazuje, že fungujú — zdá sa — dobré. Ale ak vždy 
fungujú dobré, potom R = P, pretože pseudonáhodné čísla sú generované determi­
nisticky, takže skutočná náhodnost' by koniec koncov nepomohla. Ďalšia možnosť je 
použiť fyzikálny proces, napr. teplotný šum na generovanie náhodných čísiel. Ale je 
otvorenou otázkou vo filozofii védy, nakolko naozaj náhodná móže byť příroda. 
Tuto časť uzavriem připomenutím jednej zaujímavej teorémy od Adlemana [1] 
o triede R. Je zřejmé [57b], že ak množina je v P, tak pre každé n existuje booleovská 
schéma o velkosti ohraničenej fixovaným polynómom v n, ktorá určí, či Iubovolný 
reťazec dížky n patří do tejto množiny. Adleman dokázal, že to isté platí pre triedu R. 
Preto například pre každé n existuje malá „počítačová schéma", ktorá správné a rýchlo 
testuje, či čísla o n čísliciach sú prvočíslami. Háčik je v tom, že schémy nie sú uniformně 
v n; a vskutku, pre případ 100 číslic nie je prakticky možné načrtnúť, ako zostrojiť takú 
schému.*) 
*) O dalšej teorii pravdepodobnostných výpočtov pozři GILL [32]. 
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6. Synchronně paralelné výpočty 
S príchodom VLSI technologie, ktorou možno položiť jeden alebo viac procesorov 
na polcentimetrový číp, je prirodzené rozmýšlať o počítači budúcnosti zloženom z tisícov 
takých procesorov pracujúcich spolu paralelné na riešení jedného problému. Hoci ešte 
nebol postavený žiadny příliš velký univerzálny počítač takéhoto druhu, také projekty 
sú už na cestě (pozři Schwartz [72]). To motivuje súčasný rozvoj velmi příjemného od-
vetvia výpočtovej zložitosti: teóriu synchrónnych paralelných výpočtov velkého rozsahu, 
v ktorej počet procesorov je zdrojom, ktorý je ohraničený parametrom H(n) (H ako 
hardware) rovnako ako priestor je ohraničený parametrom S(n) v sekvenčnej teorii 
zložitosti. Obyčajne je H(n) fixovaný polynom v n. 
Bol navrhnutý dosť velký počet modelov paralelných výpočtov (pozři prehlad v [21]) 
tak, ako je mnoho konkurujúcich sekvenčných modelov (pozři časť 2). Ale hlavní súperi 
sú dvaja. Prvým je trieda modelov so zdielanou pamáťou, v ktorej vela procesorov komu­
nikuje cez pamáť s náhodným prístupom, ktorú majú spoločnú. Bolo publikovaných 
mnoho paralelných algoritmov pre takéto modely, pretože reálné paralelné stroje, keď 
sa postavia, móžu byť celkom také. Ale pre matematickú teóriu takéto modely nie sú 
velmi uspokojujúce, pretože ich detailnější popis je příliš nejednoznačný: Ako sa riešia 
čítacie a zapisovacie konflikty v spoločnej památi? Aké základné operácie sú dovolené 
pre každý procesor? Třeba připočítávat' log H(n) časových jednotiek za přístup do 
spoločnej památe? 
Preto dávám prednosť šikovnejšiemu modelu, ktorý rozobral Borodin v [8] (1977); 
podlá něho je paralelný počítač uniformný systém <B(n)> acyklických booleovských 
schém takých, že B(n) má n vstupov (a teda spracováva vstupné reťazce dlžky n). Potom 
H(n) (velkosť hardwaru) je jednoducho počet logických prvkov v B(n) a T(n) (čas 
paralelného výpočtu) je híbka schémy B(n) (t. j . dížka najdlhšej cesty od vstupu k vý­
stupu). Tento model má praktické opodstatnenie v tom, že pravděpodobné všetky reálné 
stroje (včítane tých so zdielanou pamáťou) sú zložené z booleovských schém. Okrem 
toho, minimálna velkosť a hlbka booleovskej schémy potrebnej na výpočet funkcie sú 
prirodzenými matematickými problémami, ktoré sa uvažovali ovela skór, než existovala 
teória paralelných výpočtov. 
Našťastie pre teóriu nie sú minimálně hodnoty hardwaru H(n) a paralelného času T(n) 
privelmi odlišné pre rózne konkurujúce modely paralelných počítačov. Speciálně pre 
všetky modely je pravdivý zaujímavý univerzálny fakt, ktorý dokázali Pratt a Stock-
meyer [58] pre jednotlivý model v r. 1974 a ktorý bol v [33] nazvaný „téza paralelného 
výpočtu": problém móže byť riešený v Čase polynomiálnom v T(n) na paralelnom stroji 
(s neohraničeným hardwarom) vtedy a len vtedy, ak može byť riešený v priestore poly­
nomiálnom v T(n) na sekvenčnom stroji (s neohraničeným časom). 
Základnou otázkou v paralelných výpočtoch je: ktorý problém možno riešiť podstatné 
rýchlejšie pri použití mnohých procesorov ako pri použití jedného. Nicholas Pippenger 
[57a] formalizoval tuto otázku definováním triedy (teraz nazývanou NC ako Nick's 
class) problémov riešitelných ultrarýchlo [čas T(n) = ( logn) 0 ( 1 ) ] na paralelnom počí­
tači s přijatelnou velkosťou hardwaru [H(n) = w° ( 1 )]. Našťastie zostáva trieda NC 
tá istá, nezávisle od vybraného jednotlivého modelu počítača, a je Iahko vidieť, že NC 
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je podtrieda triedy FP funkcií vypočítatelných sekvenčně v polynomiálnom čase. Našu 
neformálnu otázku možno potom formalizovať takto: ktoré problémy z FPsú tiež v NC. 
Je možné (hoci nepravděpodobné), že NC = FP, pretože dokázať, že NC 4= FP by 
vyžadovalo náhlý postup v teorii zložitosti (pozři koniec časti 4.L). Keďže nevieme, ako 
dokázať, že funkcia, ktorá je v FP, nie je v NC, najlepšie je najprv dokázať, žef je úplná 
vzhladom na logaritmický priestor pre FP. Takýto dókaz je analogický dókazu, že 
problém je NP-úplný a má praktický dósledok v tom, že odrádza od úsilia o nájdenie 
superrýchlych paralelných algoritmov pre f To preto, že ak f je úplná vzhladom na 
logaritmický priestor pre FP a f patří do NC, potom FP = NC, čo by bolo velkým pře­
kvapením. 
Velmi malý pokrok sa urobil v klasifikovaní problémov v FP podlá toho, či sú v NC, 
alebo sú úplné vzhladom na logaritmický priestor pre FP (samozřejmé nemusia byť ani 
jedno). Prvý příklad problému úplného pre P som prezentoval v r. 1973 [20], hoci vý-
sledok som neuvádzal ako výsledok úplnosti. Krátko nato Jones a Laaser [38] definovali 
takéto chápanie úplnosti a uviedli okolo páť príkladov včítane problému prázdnosti pre 
bezkontextové gramatiky. Pravděpodobné najjednoduchším problémom, o ktorom bolo 
dokázané, že je úplný pre FP, je takzvaný problém hodnoty schémy [47]: ak je daná 
booleovská schéma spolu s hodnotami jej vstupov, třeba nájsť hodnotu výstupu. Pre mňa 
najzaujímavejším príkladom od Goldschlagera, Shawa a Staplesa [34] je nájdenie 
(párnosti) maximálného toku cez danú sieť s (velkými) celočíselnými kapacitami na 
hranách. Záujem pramení z dóvtipnosti dókazu úplnosti. Nakoniec by som mal spome-
núť, že lineárně programovanie je úplné pre FP. Zložitou úlohou v tomto případe je 
ukázať, že problém je v P (pozři [43]), po ktorej je dókaz úplnosti [26] bezprostředný. 
Medzi problémami, o ktorých sa vie, že sú v NC, sú štyri aritmetické operácie 
( + , —, *, :) nad binárnymi číslami, triedenie, spojitosť grafu, maticové operácie 
(násobenie, inverzia, determinant, rang), najváčší spoloční delitelia polynómov, bez­
kontextové jazyky a nájdenie minimálneho pokrývajúceho lesa grafu (pozři [ l i ] , [21], 
[63], [67b]). O velkosti najpočetnejšieho párenia pre daný graf je známe [11], že je 
v „náhodnom" NC (NC, ktoré dovoluje hádzanie mincou), hoci zostáva zaujímavým 
otvoreným problémom, či nájdenie aktuálneho najpočetnejšieho párenia je vóbec 
v náhodnom NC. Výsledky v [89] a [67b] poskytujú všeobecné metody na to, ako uká­
zať, že problémy sú v NC. 
Najzaujímavejším problémom v FP, o ktorom sa nevie, ani či je úplný pre FP, alebo 
je v (náhodnom) NC, je nájdenie najváčšieho spoločného delitela pre dve celé čísla. 
Je mnoho dalších zaujímavých problémov, ktoré třeba zatriediť včítane nájdenia naj­
početnejšieho párenia alebo maximálnej kliky v grafe (pozři [88]). 
7. Budúcnosť 
Dovolte mi znovu připomenut', že oblasť výpočtovej zložitosti je velká a tento prehlad 
je stručný. Sú velké časti tejto teorie, ktoré som vynechal celkom alebo som sa ich sotva 
dotkol. Moje ospravedlnenie patří tým, čo bádajú v týchto oblastiach. 
24 Pokroky matematiky, fyziky a astronomie, ročník 32 (1987), č. 1 
Jeden relativné nový a vzrušujúci směr, ktorý Yao [92] nazývá „výpočtová informačná 
teória", je založený na Shannonovej klasickej informačnej teorii tým, že uvažuje in-
formáciu dostupnú cez prakticky realizovatelný výpočet. Tento směr široko aktivizovali 
Diffie a Hellman [25] a Rivest, Shamir a Adleman [67a] svojimi článkami o krypto-
systémoch so známým klúčom, hoci jeho výpočtové kořene siahajú ku Kolmogorovovi 
[45] a Chaitinovi [14a], [14b]. Oni ako prví s použitím teorie výpočtov vysvětlili, čo to 
znamená, ak sa povie, že jednotlivá konečná postupnost' je „náhodná". Zaujímavú 
myšlienku v tejto teorii uvažujú Shamir [73] a Blum s Micalim [7]: týká sa generovania 
pseudonáhodných postupností, v ktorých nasledujúce bity dokazatelné ťažko predpo-
vedať pomocou predošlých bitov. Yao [92] dokazuje, že existencia takýchto postupností 
by malá pozitivně dósledky na deterministickú zložitosť pravdepodobnostnej triedy R 
(pozři časť 5). Skutočne, výpočtová informačná teória slubuje, že vrhne světlo na úlohu 
náhodnosti vo výpočtoch. 
Popři výpočtovej informačnej teorii móžeme očakávať zaujímavé nové výsledky 
o pravdepodobnostných algoritmoch, paralelných výpočtoch a (s trochou šťastia) 
dolných odhadoch. Čo sa týká dolných odhadov, jeden výrazný postup, pre ktorý 
vidím nejakú nadej v blízkej budúcnosti, by znamenal dokaž, že nie každý problém v P 
je riešitelný v priestore 0(log n) a asi tiež P 4= NP. V každom případe zostáva oblasť 
výpočtovej zložitosti velmi živá a som zvědavý, čo prinesie budúcnosť. 
Podakovanie. Som vďačný svojim kolegom v teorii zložitosti z Toronta za veta 
užitočných poznámok a rád, najma Alanovi Borodinovi, Joachimovi von zur Gathe-
novi, Silviovi Micalimu a Charlesovi Rackoffovi. 
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Přeložil Milan Ftáčnik 
V tom, abychom opravdu bojovali a hledali, pohlédli do neprobádaných prostor, ustupují, 
odvrhovali dosažené a experimentovali, odbočo- ohromeni mohutností spatřeného. Nejvíce strá-
vali a nacházeli nové, nám brání jediná mocná dají první objevitelé, dobyvatelé nového . Nemají 
síla — my sami. Táhne nás to na vyzkoušené na koho se oh lédnout a v sobě ne pokaždé hned 
obvyklé cesty. Protože neznámé končiny často na leznou přesvědčivou oporu. 
odrazují. Stává se i to, že lidé poté, co směle 
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