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We discuss a covariant extension of interactions between scalar fields and fermions in a flat space-
time. We show, in a covariant theory, how to evade fermionic ghosts appearing because of the extra
degrees of freedom behind a fermionic nature even in the Lagrangian with first derivatives. We
will give a concrete example of a quadratic theory with up to the first derivative of multiple scalar
fields and a Weyl fermion. We examine not only the maximally degenerate condition, which makes
the number of degrees of freedom correct, but also a supplementary condition guaranteeing that
the time evolution takes place properly. We also show that proposed derivative interaction terms
between scalar fields and a Weyl fermion cannot be removed by field redefinitions.
I. INTRODUCTION
Construction of general theory without ghost degrees of freedom (d.o.f.) has been discussed for a long time.
According to Ostrogradsky’s theorem, a ghost always appears in a higher (time) derivative theory as long as it is
nondegenerate [1] (see also Ref. [2]). If a term with higher derivatives plays an important role in the dynamics, the
ghost d.o.f. associated with it must be removed because, otherwise, the dynamics is unstable. This is a different
approach from effective field theory, which allows a ghost as long as it appears above the scale we are interested in;
that is, a term with higher derivatives can be treated as a perturbation.
Such an Ostrogradsky ghost could be circumvented by introducing the degeneracy of the kinetic matrix, which leads
to the existence of a primary constraint and a series of subsequent constraints, which are responsible for eliminating
extra ghost d.o.f. associated with higher derivatives. After the recent rediscovery [3–5] of Horndeski theory [6]
in the context of the Galileon [7], the pursuit of finding general theory without such ghost d.o.f. has been revived,
especially for bosonic d.o.f., in the context of point particles [8–11], their field theoretical application [12], scalar-tensor
theories [4–6, 13–20], vector-tensor theories [21–29], and form fields [30–32].
On the other hand, generic theory with fermionic d.o.f. has not yet been investigated well. If we could find such
fermionic theories which have not been explored, some applications of them will be expected. One will be fermionic
dark matter, the interaction of which could be constrained by the condition of the absence of ghost d.o.f. Another
application is inflation and its subsequent reheating, which needs interactions between an inflaton and standard model
particles, since their interactions are still unknown. The new interaction may affect the history during the reheating
era through particle production. The effect of the interactions can also appear in observables such as non-Gaussianinty
through the loop corrections of standard model particles, as pointed out in Refs. [33, 34]. The construction of a ghost-
free (higher derivative) supersymmetric theory is another direction, though some attempts have already been made
[35–38].
What is prominent in fermionic theory is that ghosts appear even with no higher derivatives in the usual meaning,
i.e., no second derivatives and higher. As mentioned in Ref. [39] for a purely fermionic system, if N fermionic variables
carry 2N d.o.f. in the phase space, then negative norm states inevitably appear. That is why we usually see that the
canonical kinetic term of the fermionic field linearly depends on the derivative of the field like the Dirac Lagrangian.
Indeed, in the case of usual Weyl fermions, such unwanted states are evaded by the existence of a sufficient number of
primary constraints. In our previous paper [40], as a starting point, we studied point particle theories, the Lagrangian
of which contains both bosonic and fermionic variables with their first derivatives, and showed that the coexistence
of fermionic d.o.f. and bosonic ones allows us to have some extension of their kinetic terms. In the present paper,
we apply the analysis done in Ref. [40] to the field system with scalar fields and Weyl fermions, which can be even a
preliminary step toward tensor-fermion or any other interesting theories including fermionic d.o.f.
This paper is organized as follows. In Sec. II, following the previous analysis for point particle theories, we give
a general formulation of the construction of covariant theory with up to first derivatives of n-scalar fields and N -
Weyl fermions. We then derive 4N primary constraints by introducing maximally degenerate conditions. In Sec. III,
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2we concretely write down the quadratic theory of n-scalar and one Weyl fermion fields and apply the set of the
maximally degenerate conditions, which we have proposed for removing the fermionic ghosts properly. In Sec. IV,
we perform Hamiltonian analysis of the quadratic theory and derive a supplementary condition such that all the
primary constraints are second class. In Sec. V, we obtain the explicit counterparts in Lagrangian formulation to
the conditions in Hamiltonian formulation. In Sec. VI, we show that the obtained theories satisfying the maximally
degenerate conditions cannot be mapped into theories of which the Lagrangian linearly depends on the derivative
of the fermionic fields. In Sec. VII, we give a summary of our work. In Appendix A, we summarize definitions and
identities of the Pauli matrices. In Appendix B, we show the equivalence between the maximally degenerate conditions
and the primary constraints obtained in Sec. II. In Appendix C, we extend our analysis in Sec. III to multiple Weyl
fermions and derive the primary constraints.
II. GENERAL FORMALISM FOR CONSTRUCTING DEGENERATE LAGRANGIAN
In the present paper, we construct flat space-time theories with n real scalar fields φa(t,x) (a = 1, ..., n), N Weyl
fermionic fields ψαI (t,x) and their Hermitian conjugates ψ¯
α˙
I (t,x) (α, α˙ = 1 or 2, I = 1, ..., N). Following our previous
work [40], we consider the Lagrangian of which the fields carry up to the first derivative. The most general action is
symbolized by
S =
∫
d4xL
[
φa, ∂µφ
a, ψαI , ∂µψ
α
I , ψ¯
α˙
I , ∂µψ¯
α˙
I
]
. (1)
Here, the Lorentzian indices are raised and lowered by the Minkowski metric ηµν , and the fermionic indices are
raised and lowered by the antisymmetric tensors εαβ and εα˙β˙ . In addition, the capital latin indices (I, J,K, ...) are
contracted with the Kronecker delta δIJ such as ψ
α
I ψI,α := δIJψ
α
I ψJ,α. Throughout this paper, we use the metric
signature (+,−,−,−).
When the Lagrangian (1) consists only of scalar fields, the absence of Ostrogradsky’s ghosts is automatically ensured
since the Euler-Lagrange equations contain no more than second derivatives with respect to time. On the other hand,
second derivatives in fermionic equations of motion are generally dangerous because extra d.o.f. in the fermionic
sector immediately lead to negative norm states (see Refs. [39, 40] for the detail.). In order to avoid such ghost d.o.f.,
the system must contain the appropriate number of constraints, which originate from the degeneracy of the kinetic
matrix. In this section, we derive degeneracy conditions and a supplementary condition for the Lagrangian (1). The
basic treatment of Grassmann algebra and Hamiltonian formulation, of which we are making use, are summarized in,
e.g., Refs. [39, 40], and we use the left derivative throughout this paper.
We find degeneracy conditions of (1), which yield an appropriate number of primary constraints, eliminating half
of the d.o.f. of fermions in phase space. For deriving the conditions, we first take a look at the canonical momenta
defined as
piµφa =
∂L
∂(∂µφa)
, piµψα
I
=
∂L
∂(∂µψαI )
, piµ
ψ¯α˙
I
=
∂L
∂(∂µψ¯α˙I )
= −
(
piµψα
I
)†
. (2)
Then, the variations of the 0th component of canonical momenta with respect to all canonical variables give the
following set of equations, δpiφaδpiψα
I
δpiψ¯α˙
I
 = K
 δφ˙bδψ˙βJ
δ ˙¯ψβ˙J
+
 δz
(φ)
a
δz
(ψ)
α,I
δz
(ψ¯)
α˙,I
 , (3)
where we have omitted the superscript of the 0th component, i.e., piA ≡ pi
0
A, and defined the kinetic matrix,
K =
 Aab Baβ,J Baβ˙,JCαb,I Dαβ,IJ Dαβ˙,IJ
Cα˙b,I Dα˙β,IJ Dα˙β˙,IJ
 =
 Lφ˙aφ˙b −Lφ˙aψ˙βJ −Lφ˙a ˙¯ψβ˙JLψ˙α
I
φ˙b Lψ˙α
I
ψ˙
β
J
L
ψ˙α
I
˙¯ψβ˙
J
L ˙¯ψα˙
I
φ˙b
L ˙¯ψα˙
I
ψ˙
β
J
L ˙¯ψα˙
I
˙¯ψβ˙
J
 , (4)
and  δz
(φ)
a
δz
(ψ)
α,I
δz
(ψ¯)
α˙,I
 =
 Lφ˙a∂iφb −Lφ˙a∂iψβJ −Lφ˙a∂iψ¯β˙JLψ˙α
I
∂iφb
L
ψ˙α
I
∂iψ
β
J
L
ψ˙α
I
∂iψ¯
β˙
J
L ˙¯ψα˙
I
∂iφb
L ˙¯ψα˙
I
∂iψβ
L ˙¯ψα˙
I
∂iψ¯
β˙
J

 δ(∂iφb)δ(∂iψβJ )
δ(∂iψ¯
β˙
J )
+
 Lφ˙aφb −Lφ˙aψβJ −Lφ˙aψ¯β˙JLψ˙α
I
φb Lψ˙α
I
ψ
β
J
L
ψ˙α
I
ψ¯
β˙
J
L ˙¯ψα˙
I
φb
L ˙¯ψα˙
I
ψ
β
J
L ˙¯ψα˙
I
ψ¯
β˙
J

 δφbδψβJ
δψ¯β˙J
 . (5)
3Here, we have introduced the shortcut notation,
LXY =
∂2L
∂Y ∂X
=
∂
∂Y
( ∂L
∂X
)
. (6)
Here, Aab is a symmetric matrix, while Dαβ,IJ , Dαβ˙,IJ , Dα˙β,IJ , and Dα˙β˙,IJ are antisymmetric matrices under the
exchange of the greek indices as
Dαβ,IJ = −Dβα,JI , Dαβ˙,IJ = −Dβ˙α,JI , Dα˙β˙,IJ = −Dβ˙α˙,JI , (7)
and B and C are Grassmann-odd matrices and related as Cαb,I = −Bbα,I and Cα˙b,I = −Bbα˙,I . The Hermitian properties
of piµφa and the anti-Hermitian properties of pi
µ
ψα
I
, i.e., (piµφa)
† = piµφa and (pi
µ
ψα
I
)† = −piµ
ψ¯α˙
I
, lead to
Aab = A
†
ab, Baβ,J = −B
†
aβ˙,J
, Cαb,I = −C
†
α˙b,I , Dα˙β,IJ = −D
†
αβ˙,IJ
, Dαβ,IJ = −D
†
α˙β˙,IJ
. (8)
In the present paper, we assume that the scalar submatrix of the kinetic matrix Aab is nondegenerate, i.e., invertible.
This assumption is equivalent to requiring
detA
(0)
ab 6= 0 , (9)
where detA
(0)
ab is defined by setting all fermionic variables and their derivatives to zero. Then, the first equation (3)
can be solved for δφ˙b,
δφ˙b = Aba
(
δpiφa −Baβ,Jδψ˙
β
J −Baβ˙,Jδ
˙¯ψβ˙J − δz
(φ)
a
)
, (10)
where we have defined the inverse of the kinetic matrix in the scalar sector as Aab = (A−1)ab. Plugging this into the
infinitesimal momenta of ψα and ψ¯α˙, we get
δpiψα
I
=
(
Dαβ,IJ − Cαb,IA
baBaβ,J
)
δψ˙βJ +
(
Dαβ˙,IJ − Cαb,IA
baBaβ˙,J
)
δ ˙¯ψβ˙J + Cαb,IA
ba
(
δpiφa − δz
(φ)
a
)
+ δz
(ψ)
α,I , (11)
δpiψ¯α˙
I
=
(
Dα˙β,IJ − Cα˙b,IA
baBaβ,J
)
δψ˙βJ +
(
Dα˙β˙,IJ − Cα˙b,IA
baBaβ˙,J
)
δ ˙¯ψβ˙J + Cα˙b,IA
ba
(
δpiφa − δz
(φ)
a
)
+ δz
(ψ¯)
α˙,I . (12)
In order to obtain the sufficient number of constraints, we need conditions that the velocity terms δψ˙I and δ
˙¯ψI
cannot be expressed in terms of the canonical variables. In the present paper, we adopt the “maximally degenerate
conditions,”1 i.e.,
Dαβ,IJ − Cαb,IA
baBaβ,J = 0, Dαβ˙,IJ − Cαb,IA
baBaβ˙,J = 0 , (13)
Dα˙β,IJ − Cα˙b,IA
baBaβ,J = 0, Dα˙β˙,IJ − Cα˙b,IA
baBaβ˙,J = 0 . (14)
Two of these four conditions are equivalent to the others since they are related through Hermitian conjugates,(
Dαβ,IJ − Cαb,IA
baBaβ,J
)†
= −
(
Dα˙β˙,IJ − Cα˙b,IA
baBaβ˙,J
)
, (15)(
Dαβ˙,IJ − Cαb,IA
baBaβ˙,J
)†
= −
(
Dα˙β,IJ − Cα˙b,IA
baBaβ,J
)
. (16)
The maximally degenerate conditions lead to the following 4N primary constraints,
Φψα
I
≡ piψα
I
− Fα,I(φ
a, piφa , ∂iφ
a, ψβJ , ∂iψ
β
J , ψ¯
β˙
J , ∂iψ¯
β˙
J ) = 0 , (17)
Φψ¯α˙
I
= −
(
Φψα
I
)†
= piψ¯α˙
I
−Gα˙,I(φ
a, piφa , ∂iφ
a, ψβJ , ∂iψ
β
J , ψ¯
β˙
J , ∂iψ¯
β˙
J ) = 0 , (18)
with Gα˙,I = −(Fα˙,I)
†. The explicit proof of the equivalence between Eqs. (17) and (18) and Eqs. (13) and (14)
is shown in Appendix B. As discussed in Ref. [40], the existence of these primary constraints (17) and (18) based
on the maximally degenerate conditions is enough to remove the extra d.o.f. in the fermionic sector. However, if
these primary constraints yield secondary constraints, we have an even smaller number of physical d.o.f. Here, let us
consider that we have the maximum number of physical d.o.f. in the maximally degenerate Lagrangian, as we have
1 There should be other candidates for conditions eliminating ghost d.o.f., but here we adopt the simplest case, in which all the constraints
eliminating extra d.o.f. are primary constraints. See Ref. [40] for the other possibilities.
4with usual Weyl fields. Then, we need to check that no secondary constraints appear by examining the consistency
conditions of the primary constraints. To this end, we first define the total Hamiltonian density as
HT = H +Φψα
I
λαI +Φψ¯α˙
I
λ¯α˙I , (19)
where the Hamiltonian and the total Hamiltonian are given by
H =
∫
d3xH, HT =
∫
d3xHT . (20)
Now, we would like to calculate the Poisson bracket, defined as
{F(t,x),G(t,y)}
=
∫
d3z
[
δF(t,x)
δφa(t, z)
δG(t,y)
δpiφa(t, z)
−
δF(t,x)
δpiφa(t, z)
δG(t,y)
δφa(t, z)
+ (−)εF
(
δF(t,x)
δψαI (t, z)
δG(t,y)
δpiψα
I
(t, z)
+
δF(t,x)
δpiψα
I
(t, z)
δG(t,y)
δψαI (z)
+
δF(t,x)
δψ¯α˙I (t, z)
δG(t,y)
δpiψ¯α˙
I
(t, z)
+
δF(t,x)
δpiψ¯α˙
I
(t, z)
δG(t,y)
δψ¯α˙I (t, z)
)]
.
(21)
The Poisson brackets between the canonical variables are given by
{φa(t,x), piφb(t,y)} = δ
a
bδ
3(x− y) , (22)
{ψαI (t,x), piψβ
J
(t,y)} = −δαβ δIJ δ
3(x− y) , (23)
{ψ¯α˙I (t,x), piψ¯β˙
J
(t,y)} = −δα˙
β˙
δIJ δ
3(x− y) , (24)
while other Poisson brackets are zero. Then, the Poisson brackets between the primary constraints are
{Φψα
I
(t,x), Φ
ψ
β
J
(t,y)} =
δFα,I(t,x)
δψβJ (t,y)
+
δFβ,J(t,y)
δψαI (t,x)
+
∫
d3z
[
δFα,I(t,x)
δφa(t, z)
δFβ,J(t,y)
δpiφa(t, z)
−
δFα,I(t,x)
δpiφa(t, z)
δFβ,J(t,y)
δφa(t, z)
]
, (25)
{Φψα
I
(t,x), Φψ¯α˙
J
(t,y)} =
δFα,I(t,x)
δψ¯α˙J (t,y)
+
δGα˙,J(t,y)
δψαI (t,x)
+
∫
d3z
[
δFα,I(t,x)
δφa(t, z)
δGα˙,J(t,y)
δpiφa(t, z)
−
δFα,I(t,x)
δpiφa(t, z)
δGα˙,J(t,y)
δφa(t, z)
]
, (26)
{Φψ¯α˙
I
(t,x), Φ
ψ¯
β˙
J
(t,y)} =
δGα˙,I(t,x)
δψ¯β˙J (t,y)
+
δGβ˙,J(t,y)
δψ¯α˙I (t,x)
+
∫
d3z
[
δGα˙,I(t,x)
δφa(t, z)
δGβ˙,J(t,y)
δpiφa(t, z)
−
δGα˙,I(t,x)
δpiφa(t, z)
δGβ˙,J(t,y)
δφa(t, z)
]
. (27)
Then, the time evolution of the primary constraints are(
Φ˙ψα
I
(t,x)
Φ˙ψ¯α˙
I
(t,x)
)
=
(
{Φψα
I
(t,x), HT }
{Φψ¯α˙
I
(t,x), HT }
)
=
(
{Φψα
I
(t,x), H}
{Φψ¯α˙
I
(t,x), H}
)
+
∫
d3yCIJ(t,x,y)
(
λβJ (t,y)
λ¯β˙J (t,y)
)
≈ 0 , (28)
where
CIJ(t,x,y) =
(
{Φψα
I
(t,x), Φ
ψ
β
J
(t,y)} {Φψα
I
(t,x), Φ
ψ¯
β˙
J
(t,y)}
{Φψ¯α˙
I
(t,x), Φ
ψ
β
J
(t,y)} {Φψ¯α˙
I
(t,x), Φ
ψ¯
β˙
J
(t,y)}
)
. (29)
In order not to have secondary constraints, all the Lagrange multipliers should be fixed by the equations (28). This
can be realized if the coefficient matrix of the Lagrange multipliers (29) has the inverse after integrating over y, and
then the primary constraints (17) and (18) are second class. In this case, the number of d.o.f. is
d.o.f. =
2× n (boson) + 2× 4N (fermions)− 4N (constraints)
2
= n (boson) + 2N (fermions) , (30)
as desired. To find explicit expressions of these obtained conditions, one needs a concrete Lagrangian form. Hereafter,
we will consider the most simplest case N = 1. The extension to multiple Weyl fields can be done in the same way
although the analysis will be tedious. A brief introduction for constructing Lagrangians for arbitrary N is given in
Appendix C.
5III. DEGENERATE SCALAR-FERMION THEORIES
Since the fermionic fields obey the Grassmann algebra, one can dramatically simplify the analysis by restricting
the number of fermionic fields. Hereafter, we confine the theory to n scalar fields and one Weyl field to simplify the
analysis. In this section, we construct the most general scalar-fermion theory of which the Lagrangian contains up
to quadratic in first derivatives of scalar and fermionic fields. To this end, we first construct Lorentz scalars and
vectors without any derivatives, which consist of the scalar fields φa and the fermionic fields ψα, ψ¯α˙. The fermionic
indices can be contracted with the building block matrices, εαβ , εα˙β˙, σ
µ
αα˙, (σ
µνε)αβ, and (εσ¯
µν)α˙β˙ ,
2 and we have
three possibilities,
Ψ = ψαψα, Ψ¯ = ψ¯α˙ψ¯
α˙, Jµ = ψ¯α˙σµαα˙ψ
α , (31)
where Ψ† = Ψ¯. Note that any contractions of (σµνε)αβ and (εσ¯
µν)α˙β˙ with the fermionic fields always vanish due
to the Grassmann properties.3 One can also construct a scalar quantity from the square of Jµ contracted with the
Minkowski metric. However, it reduces to
ηµνJ
µJν = −2ΨΨ¯, (32)
where we have used (A4). Furthermore, the square of Ψ vanishes because of the fact that Ψ2 ∝ ψ1ψ2ψ1ψ2 and the
Grassmann property, i.e., Ψ2 = Ψ¯2 = 0, while ΨΨ¯ is nonzero. This implies that an arbitrary function A(φa,Ψ, Ψ¯)
can be expanded in terms of Ψ and Ψ¯ as
A(φa,Ψ, Ψ¯) = a0(φ
a) + a1(φ
a)Ψ + a2(φ
a)Ψ¯ + a3(φ
a)ΨΨ¯ . (33)
When the arbitrary function A is real, i.e., A = A†, then a0 and a3 are also real, and a
∗
1 = a2. The inverse of
A(φa,Ψ, Ψ¯) is given by
A−1(φa,Ψ, Ψ¯) = a−10 (φ
a)
(
1−
a1(φ
a)
a0(φa)
Ψ−
a2(φ
a)
a0(φa)
Ψ¯ +
2a1(φ
a)a2(φ
a)− a0(φ
a)a3(φ
a)
a0(φa)2
ΨΨ¯
)
, (34)
and the condition that A(φa,Ψ, Ψ¯) has an inverse is simply a0(φ
a) 6= 0.
As we will show in the following subsection, the most general action up to quadratic in first derivatives of the scalar
fields and the Weyl fermion can be written as
S =
∫
d4x (L0 + L1 + L2) , (35)
where
L0 = P0 , (36)
L1 = P
(1)
a ∂µφ
a Jµ + P (2)
(
ψ¯α˙σµαα˙ ∂µψ
α − ∂µψ¯
α˙ σµαα˙ψ
α
)
+ P (3)Jµψα∂µψ
α + P (3)†Jµ∂µψ¯
α˙ψ¯α˙ , (37)
L2 =
1
2
V µνab ∂µφ
a ∂νφ
b + Sµνaα∂µφ
a∂νψ
α + ∂µφ
a∂νψ¯
α˙ (Sµνaα)
†
+
1
2
Wµναβ ∂µψ
α∂νψ
β +
1
2
∂ν ψ¯
β˙∂µψ¯
α˙
(
Wµναβ
)†
+ ∂µψ¯
α˙Qµναα˙ ∂νψ
α , (38)
and
V µνab = Vab η
µν ,
Sµνaα = S
(1)
a η
µνψα + S
(2)
a (σ
µνε)αβψ
β ,
Wµναβ =W1 η
µν εαβ +W2 η
µν ψαψβ +W3 (σ
µνε)αβ +W4
[
ψα(σ
µνε)βγ + ψβ(σ
µνε)αγ
]
ψγ ,
Qµναα˙ = Q1 η
µν ψαψ¯α˙ +Q2 (σ
µνε)αβψ
βψ¯α˙ −Q
†
2 ψαψ¯
β˙(εσ¯µν)β˙α˙ +Q3 (σ
ρµε)αβψ
βψ¯β˙(εσ¯ρν)β˙α˙ . (39)
Here, P0, P
(i), V , S(i), Wi, and Qi are arbitrary functions of φ
a, Ψ, and Ψ¯. These arbitrary functions satisfy the
following properties :
Vab = Vba, Vab = Vab
†, P0 = P
†
0 , P
(1)
a = P
(1)
a
†, P (2) = −P (2)† , Q1 = Q
†
1, Q3 = Q
†
3 . (40)
2 See Appendix A for the detailed definition of each matrix.
3 For N 6= 1, (σµνε)αβ and (εσ¯
µν )
α˙β˙
can be contracted with different Weyl fields, and therefore rank-2 tensors exist. See Appendix C
for the detail.
6A. Construction of Lagrangian up to quadratic in the derivatives
In this subsection, we derive the most general Lagrangian (35)–(40) one by one.
1. No derivative term
The Lagrangian without any derivatives should be the arbitrary function of the form in (33); thus,
L0 = P0(φ
a,Ψ, Ψ¯) , (41)
where P0 is an arbitrary function of φ
a,Ψ, and Ψ¯, and the Hermitian property of the Lagrangian requires P0 = P
†
0 .
2. Linear terms in the derivatives
The candidate for the Lagrangian including terms proportional to the first derivatives is
L1 = P
(1)
a ∂µφ
a Jµ + P (2) ψ¯α˙σµαα˙ ∂µψ
α + P (2)† ∂µψ¯
α˙ σµαα˙ψ
α + P (3)Jµψα∂µψ
α + P (3)†Jµ∂µψ¯
α˙ψ¯α˙ , (42)
where P (i) are arbitrary functions of φa,Ψ, and Ψ¯, and the Hermitian property of the Lagrangian requires P
(1)
a = P
(1)
a
†.
The second and third terms can be decomposed as
P (2) ψ¯α˙σµαα˙ ∂µψ
α + P (2)† ∂µψ¯
α˙ σµαα˙ψ
α =
1
2
(P (2) + P (2)†)∂µJ
µ +
1
2
(P (2) − P (2)†)(ψ¯α˙σµαα˙ ∂µψ
α − ∂µψ¯
α˙ σµαα˙ψ
α) .
(43)
If we integrate the first term in the right-hand side by parts, it becomes
−
1
2
(P (2) + P (2)†),φa∂µφ
a Jµ + (P (2) + P (2)†),ΨJ
µψα∂µψ
α + (P (2) + P (2)†),Ψ¯J
µ∂µψ¯
α˙ψ¯α˙ (44)
where P,z ≡ ∂P/∂z and P
†
,z ≡ ∂P
†/∂z. Thus, the real part of P (2) can be absorbed into the other terms in L1, and
thus we can impose P (2) = −P (2)† without loss of generality.
3. Quadratic terms in the derivatives
Next, the Lagrangian containing two derivatives is
L2 =
1
2
V µνab ∂µφ
a ∂νφ
b + Sµνaα∂µφ
a∂νψ
α + ∂µφ
a∂ν ψ¯
α˙(Sµνaα)
†
+
1
2
Wµναβ ∂µψ
α∂νψ
β +
1
2
∂ν ψ¯
β˙∂µψ¯
α˙ (Wµναβ )
† + ∂µψ¯
α˙Qµναα˙ ∂νψ
α , (45)
where V µνab , S
µν
aα, W
µν
αβ , and Q
µν
αα˙ consist of φ
a, ψα, ψ¯α˙, and constant matrices. The coefficient V µνab should take the
form
V µνab = V
(1)
ab η
µν + V
(2)
ab J
µJν , (46)
where V
(i)
ab are arbitrary functions of φ
a,Ψ, and Ψ¯. However, the identity (A6) leads to
JµJν = −
1
2
ηµνΨΨ¯. (47)
Therefore, the V
(2)
ab term can be absorbed into the V
(1)
ab term, and we can generally set V
(2)
ab = 0. As a result, we have
V µνab = Vab η
µν , (48)
where Vab is an arbitrary real function of φ
a,Ψ, and Ψ¯, which is symmetric under the exchange of a and b.
Second, the general form of Sµνaα is
Sµνaα = S
(1)
a η
µνψα + S
(2)
a J
µψ¯α˙σναα˙ + S
(3)
a J
νψ¯α˙σµαα˙ + S
(4)
a J
µJνψα , (49)
7where S
(i)
a are arbitrary functions of φa,Ψ, and Ψ¯. By using (A5) and (A6), the second and third terms can be
rewritten as
Jµψ¯α˙σναα˙ =
1
2
Ψ¯ηµνψα + Ψ¯(σ
µνε)αβψ
β , (50)
Jνψ¯α˙σµαα˙ =
1
2
Ψ¯ηµνψα − Ψ¯(σ
µνε)αβψ
β . (51)
Therefore, the second and third terms can be compactly expressed as S
(2)
a (σµνε)αβψ
β , which is antisymmetric under
µ and ν, by absorbing the symmetric remaining parts into S
(1)
a . The last term with S
(4)
a is proportional to ψ1ψ1 or
ψ2ψ2 in a component expression; thus, this automatically vanishes. As a result, we can assign
Sµνaα = S
(1)
a η
µνψα + S
(2)
a (σ
µνε)αβψ
β . (52)
Third, the general form of Wµναβ is
Wµναβ =W1 η
µν εαβ +W2 η
µν ψαψβ + W˜3 (ψ¯
α˙σµαα˙)(ψ¯
β˙σν
ββ˙
) + W˜4 (ψ¯
α˙σναα˙)(ψ¯
β˙σµ
ββ˙
)
+W5 J
µψαψ¯
β˙σν
ββ˙
+W6 J
νψαψ¯
β˙σµ
ββ˙
+W7 J
µJν ψαψβ . (53)
We note that Jµψβψ¯
β˙σν
αβ˙
≃ −Jνψαψ¯
β˙σµ
ββ˙
and Jνψβψ¯
β˙σµ
αβ˙
≃ −Jµψαψ¯
β˙σν
ββ˙
hold as long as they are contracted with
∂µψ
α∂νψ
β . Similarly to the case of S(2) and S(3), we can rewrite W˜3, W˜4, W5, and W6 as
(ψ¯α˙σµαα˙)(ψ¯
β˙σν
ββ˙
) =
1
2
Ψ¯ηµνεαβ − Ψ¯(σ
µνε)αβ , (54)
(ψ¯α˙σναα˙)(ψ¯
β˙σµ
ββ˙
) =
1
2
Ψ¯ηµνεαβ + Ψ¯(σ
µνε)αβ . (55)
Jµψαψ¯
β˙σν
ββ˙
=
1
2
Ψ¯ηµνψαψβ + Ψ¯ψα(σ
µνε)βγψ
γ , (56)
Jνψαψ¯
β˙σµ
ββ˙
=
1
2
Ψ¯ηµνψαψβ − Ψ¯ψα(σ
µνε)βγψ
γ . (57)
Thus, the symmetric parts of W˜3, W˜4 and W5, W6 can be expressed in terms of η
µνεαβ and η
µνψαψβ . On the other
hand, antisymmetric parts of them are taken into account by (σµνε)αβ and ψα(σ
µνε)βγψ
γ . As before, the last term
with W7 is proportional to ψ
1ψ1 in a component expression; thus, this automatically vanishes. As a result, we can
express Wµναβ as
Wµναβ =W1 η
µν εαβ +W2 η
µν ψαψβ +W3 (σ
µνε)αβ +W4
[
ψα(σ
µνε)βγ + ψβ(σ
µνε)αγ
]
ψγ . (58)
The W4 term is manifestly symmetrized by making use of the fact that ψα(σ
µνε)βγψ
γ ≃ ψβ(σ
µνε)αγψ
γ in the
Lagrangian, which holds again since they are contracted with ∂µψ
α∂νψ
β .
Finally, let us take a look at Qµναα˙. The general form is given by
Qµναα˙ = Q1 η
µν ψαψ¯α˙ + Q˜2 (ψ¯
β˙σµ
αβ˙
)(σνβα˙ψ
β) + Q˜3 (ψ¯
β˙σν
αβ˙
)(σµβα˙ψ
β) +Q4 J
µσναα˙ +Q5 J
νσµαα˙
+Q6 J
µJν ψαψ¯α˙ +Q7 J
µψαψ
βσνβα˙ +Q8 J
νψαψ
βσµβα˙ +Q9 J
µψ¯α˙ψ¯
β˙σν
αβ˙
+Q10 J
ν ψ¯α˙ψ¯
β˙σµ
αβ˙
(59)
The last five terms, Q6,7,8,9,10, contain more than one ψ
1, ψ2, ψ¯1˙ or ψ¯2˙, and therefore they automatically vanish. We
can rewrite Q˜2, Q˜3, Q4, and Q5 as
(ψ¯β˙σµ
αβ˙
)(σνβα˙ψ
β) = −
1
2
ηµνψαψ¯α˙ + (σ
µνε)αβψ
βψ¯α˙ − ψα(εσ¯
µν)α˙β˙ψ¯
β˙ − 2(σρµε)αβψ
β(εσ¯ρν)α˙β˙ψ¯
β˙ , (60)
(ψ¯β˙σν
αβ˙
)(σµβα˙ψ
β) = −
1
2
ηµνψαψ¯α˙ − (σ
µνε)αβψ
βψ¯α˙ + ψα(εσ¯
µν)α˙β˙ψ¯
β˙ − 2(σρµε)αβψ
β(εσ¯ρν)α˙β˙ψ¯
β˙ . (61)
Jµσναα˙ =
1
2
ηµνψαψ¯α˙ + (σ
µνε)αβψ
βψ¯α˙ + ψα(εσ¯
µν)α˙β˙ψ¯
β˙ − 2(σρµε)αβψ
β(εσ¯ρν)α˙β˙ψ¯
β˙ , (62)
Jνσµαα˙ =
1
2
ηµνψαψ¯α˙ − (σ
µνε)αβψ
βψ¯α˙ − ψα(εσ¯
µν)α˙β˙ψ¯
β˙ − 2(σρµε)αβψ
β(εσ¯ρν)α˙β˙ψ¯
β˙ . (63)
8Note that the last terms are symmetric under the replacement of µ and ν, as shown in (A8). Thus, four functions from
Q1,4,5 and Q˜2,3 are independent. We adopt η
µνψαψ¯α˙, (σ
µνε)αβψ
βψ¯α˙, ψα(εσ¯
µν)α˙β˙ψ¯
β˙ , and (σρµε)αβψ
β(εσ¯ρν)α˙β˙ψ¯
β˙ as
independent functions, and then we have
Qµναα˙ = Q1 η
µν ψαψ¯α˙ +Q2 (σ
µνε)αβψ
βψ¯α˙ −Q
†
2 ψαψ¯
β˙(εσ¯µν)β˙α˙ +Q3 (σ
ρµε)αβψ
βψ¯β˙(εσ¯ρν)β˙α˙ . (64)
Since the first and the fourth terms are Hermite, the coefficients are required to be real.
Collecting all the results, we obtain the most general Lagrangian (35)–(40).
B. Degeneracy conditions
In the previous subsection, we have obtained the most general Lagrangian of n-scalar and one Weyl fields which
contains up to quadratic in first derivatives. As explained earlier, the Euler-Lagrange equations, in general, contain
second derivatives of the fermionic fields. Thus, one should choose the arbitrary functions appearing in the Lagrangian
with care in order to have the correct number of d.o.f. In this subsection, we derive the degeneracy conditions for
the Lagrangian (38) with (39). (Note that the linear Lagrangian in derivatives (37) is irrelevant to the degeneracy
conditions.) The maximally degenerate conditions (13) and (14) lead to
Dαβ − CαbA
baBaβ =W1εαβ +
(
W2 + S
(1)
b V
baS(1)a
)
ψαψβ = 0 , (65)
Dαβ˙ − CαbA
baBaβ˙ = −
(
Q1 + S
(1)
b V
ba(S(1)a )
†
)
ψαψ¯β˙ −Q3(σ
i0ε)αγψ
γ ψ¯γ˙(εσ¯i0)γ˙β˙ = 0 , (66)
where V ab = (V −1)ab. In general, they give us four conditions,4
W1 = 0, (W2 + S
(1)
b V
baS(1)a )ψαψβ = 0, (Q1 + S
(1)
b V
ba(S(1)a )
†)ψαψ¯β˙ = 0, Q3ψ
γ ψ¯γ˙ = 0 . (67)
The functions included in L2 are simplified after inserting these four conditions:
V µνab = Vab η
µν ,
Sµνaα = S
(1)
a η
µνψα + S
(2)
a (σ
µνε)αβψ
β ,
Wµναβ = −S
(1)
b V
baS(1)a η
µν ψαψβ +W3 (σ
µνε)αβ +W4
[
ψα(σ
µνε)βγ + ψβ(σ
µνε)αγ
]
ψγ ,
Qµναα˙ = −S
(1)
b V
ba(S(1)a )
† ηµν ψαψ¯α˙ +Q2 (σ
µνε)αβψ
βψ¯α˙ −Q
†
2 ψαψ¯
β˙(εσ¯µν)β˙α˙ . (68)
IV. HAMILTONIAN FORMULATION
In the previous section, we derived the Lagrangian satisfying the degeneracy conditions which lead to four primary
constraints, as explicitly shown in the following. They suggest that the extra d.o.f. associated with fermionic Ostro-
gradsky’s ghosts are removed; however, one needs to make sure of the condition that no more (secondary) constraints
arise in order to have four physical d.o.f. in the phase space. Following Sec. II, we derive such a condition.
The momenta can be directly calculated from their definition,
piφa = P
(1)
a J
0 + Vabφ˙
b + S0νaα∂νψ
α + ∂νψ¯
α˙(S0νaα)
† , (69)
piψα = −P
(2)ψ¯α˙σ0αα˙ − P
(3)J0ψα − S
ν0
aα∂νφ
a +W 0ναβ∂νψ
β − ∂νψ¯
β˙Qν0
αβ˙
, (70)
piψ¯α˙ = −(piψα)
† . (71)
Solving (69) for φ˙a and plugging it into (70) and (71), we indeed obtain primary constraints (17) and (18), where Fα
and Gα˙ are given by
Fα = −P
(2)ψ¯α˙σ0αα˙ − P
(3)J0ψα − S
00
aαV
ab
[
piφb − P
(1)
b J
0 − S0ibβ∂iψ
β − ∂iψ¯
β˙(S0ibβ)
†
]
−Si0aα∂iφ
a +W 0iαβ∂iψ
β − ∂iψ¯
β˙Qi0
αβ˙
, (72)
Gα˙ = −(Fα)
† . (73)
4 As far as we seek a healthy theory where we have no ghost not only in background but also in the perturbations, these four conditions
are reasonable; e.g., even if the background evolution is like ψαψβ ∝ εαβ as a result of the equations of motion, the perturbations on it
will face serious instabilities.
9Then, plugging these expression into (25) and (26) and picking up the bosonic parts, we obtain
{Φψα(t,x), Φψβ (t,y)}
(0) = 2(S(2)a )
(0)∂iφ
a(σ0iε)αβδ(x − y)
+(σ0iε)αβ
[
W
(0)
3 (x)
∂
∂xi
δ(x− y) +W
(0)
3 (y)
∂
∂yi
δ(x− y)
]
, (74)
{Φψα(t,x), Φψ¯β˙ (t,y)}
(0) = −2(P (2))(0)σ0
αβ˙
δ(x− y) , (75)
where (0) represents their bosonic parts. When we calculate the time derivative of the primary constraints, we
integrate the product of the constraints matrix and the Lagrange multipliers over y. Focusing on the second term in
(74), ∫
d3y (σ0iε)αβ
[
W
(0)
3 (x)
∂
∂xi
δ(x− y) +W
(0)
3 (y)
∂
∂yi
δ(x− y)
]
λβ(t,y)
=−
∫
d3y (σ0iε)αβ
∂
∂yi
(
W
(0)
3 (y)
)
δ(x− y)λβ(t,y) (76)
holds as far as we drop total derivative terms, where we have used the fact that (∂/∂xi)δ(x−y) = −(∂/∂yi)δ(x−y).
Using this result and the following identities,
{Φψ¯α˙(t,x), Φψ¯β˙ (t,y)} = −{Φψα(t,x), Φψβ (t,y)}
† , {Φψ¯α˙(t,x), Φψβ (t,y)} = −{Φψα(t,x), Φψ¯β˙ (t,y)}
† , (77)
we can write the bosonic part of the constraint matrix (29) as
C(0)(t,x,y) =
(
(2S
(2)
a ∂iφ
a − ∂iW3)(σ
0iε)αβ −2P
(2)σ0
αβ˙
−2P (2)σ0βα˙ −(2S
(2)†
a ∂iφ
a − ∂iW
†
3 )(εσ¯
0i)α˙β˙
)(0)
δ(x− y) . (78)
After performing the integration in (28), we can define the matrix J
(0)
H (t,x), thanks to the delta function,as
J
(0)
H (t,x) =
∫
d3yC(0)(t,x,y) . (79)
If this matrix J
(0)
H (t,x) is invertible, i.e., the determinant is nonzero,
5
detJ
(0)
H (t,x) 6= 0 , (80)
all the Lagrange multipliers introduced in the total Hamiltonian (19) are determined by solving the simultaneous
equations (28). In this case, the theory does not have secondary constraints, and all the (primary) constraints are
second class. Therefore, the number of d.o.f. is n+ 2 as counted in (30), and the extra d.o.f. are properly removed.
V. EULER-LAGRANGE EQUATIONS
In this section, we show that the degeneracy conditions and the supplementary condition obtained in the Hamilto-
nian formulation can be also derived in the Lagrangian formulation. In addition, we show that if the supplementary
condition is satisfied, the equations of motion for fermions can always be solved in terms of the first derivative of
fermionic fields.
A. Equations of motion for fermions with the maximally degenerate conditions
We derive the equations of motion for the fields and see the EOMs for fermions become the first-order (nonlinear)
differential equations after applying the maximally degenerate conditions.
5 Allowing the theory to have solutions with φa = φa(t) requires nonvanishing P (2).
10
The variations with respect to the scalar and Weyl fields yield a set of Euler-Lagrange equations, V 00ab S00aβ −(S00aβ)†−S00bα W 00αβ −Q00αβ˙
(S00bα)
† Q00βα˙ −(W
00
αβ)
†
 φ¨bψ¨β
¨¯ψβ˙
 =
 EaEα
Eα˙
 , (81)
where the coefficient matrix in the left-hand side corresponds the kinetic matrix in (4), and we have defined
Ea =
∂L
∂φa
− ∂µ(P
(1)
a J
µ)− ∂µV
µν
ab ∂νφ
b − ∂µS
µν
aα∂νψ
α − ∂ν ψ¯
α˙∂µ(S
µν
aα)
†
−V ijab∂i∂jφ
b − Sijaα∂i∂jψ
α − ∂i∂jψ¯
α˙(Sijaα)
† , (82)
Eα =
∂L
∂ψα
+ ∂µ(P
(2)ψ¯α˙)σµαα˙ + ∂µ(P
(3)Jµψα) + ∂µS
νµ
aα∂νφ
a − ∂µW
µν
αβ ∂νψ
β + ∂νψ¯
α˙∂µQ
νµ
αα˙
+Sijaα∂i∂jφ
a −W ijαβ∂i∂jψ
β + 2∂i
˙¯ψα˙Q
(0i)
αα˙ + ∂i∂j ψ¯
α˙Qijαα˙ , (83)
where (0i) means symmetrized with respect to 0 and i, and Eα˙ = −(Eα)
†. Solving (82) for φ¨, we obtain
φ¨a = V ab
[
Eb − S
00
bαψ¨
α − ¨¯ψα˙(S00bα)
†
]
. (84)
Eliminating φ¨ from the second lines of (81), we find the equations of motion for fermions,[
W 00αβ + S
00
bαV
baS00aβ
]
ψ¨β −
[
Q00
αβ˙
+ S00bαV
ba(S00aβ)
†
] ¨¯ψβ˙ = Eα + S00bαV baEa . (85)
The condition that the dependence of the second derivative of fermions vanishes is exactly the same as the degeneracy
conditions (65)–(66), and the third line of (81) is also reduced to the Hermitian conjugate. Imposing the maximally
degenerate conditions, we obtain the first-order differential equations for ψα and ψ¯α˙,
Yα ≡ Eα + S
00
aαV
abEb = 0, (86)
Yα˙ ≡ −(Yα)
† = Eα˙ −
(
S00aα
)†
V abEb = 0, (87)
and, by substituting (82) and (83), Yα is written as
Yα =
∂L
∂ψα
+ ∂µ(P
(2)ψ¯α˙)σµαα˙ + ∂µ(P
(3)Jµψα) + ∂µS
νµ
aα∂νφ
a − ∂µW
µν
αβ ∂νψ
β + ∂νψ¯
α˙∂µQ
νµ
αα˙
+ S(1)a V
abψα
[ ∂L
∂φb
− ∂µ(P
(1)
b J
µ)− ∂µVbc∂
µφc − ∂µS
µν
bβ ∂νψ
β − ∂ν ψ¯
β˙∂µ(S
µν
bβ )
†
]
. (88)
We note that the dependence on ∂i
˙¯ψα˙ and the second spatial derivatives of the fermions vanishes after applying (68),
and they have become the first-order differential equations for both time and spatial derivatives.
As we saw, thanks to the maximally degenerate conditions, one can remove the second derivative terms of the
Weyl field in the Euler-Lagrange equations by combining the equations of motion for the scalar fields, suggesting that
the number of initial conditions to solve the EOMs is appropriate. Thus, we have confirmed even in the Lagrangian
formulation that the extra d.o.f. do not appear in the theory with the maximally degenerate conditions. Note that
the second derivative terms of the Weyl field in the equations of motion for the scalar fields (84) can be removed by
using the time derivative of (86) and (87), as discussed in Ref. [40].
B. Solvable condition for nonlinear equations including first derivatives
So far, we have seen that the maximally degenerate conditions lead to the first- (second-)order differential equations
of motion for the Weyl (scalar) fields. As discussed in Ref. [40], it is not clear whether the equations of motion for
fermions can be solved or not due to the Grassmann properties. Here, we derive a condition, under which the equations
of motion even nonlinear in the time derivatives can be explicitly solved. We start with the simplest example in a
point particle system, and then we extend this analysis to the theory we focus on in the present paper.
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1. Example : Two Grassmann-odd variables
Suppose that we have a system composed of bosons qi and two fermionic variables θ1 and θ2. Due to the maximally
degenerate conditions, the equations of motion for the fermionic variables should be the first-order differential equations
after appropriately combining the bosonic equations of motion. Let us assume that we have already done this process,
and we can generally write down the reduced equations of motion for fermionic variables as
a1θ˙1 + a2θ˙2 + a3θ˙1θ˙2 = a4,
b1θ˙1 + b2θ˙2 + b3θ˙1θ˙2 = b4, (89)
where a1, a2, b1, and b2 (a3, a4, b3, and b4) are Grassmann-even (Grassmann-odd) functions depending on θα, q
i, and
q˙i. We first assume at least one of a
(0)
1 , a
(0)
2 , b
(0)
1 , and b
(0)
2 is nonzero. For instance, if a
(0)
1 6= 0, we can solve the first
equation of (89) for θ˙1:
θ˙1 = a
−1
1 a4 + a
−1
1
(
−a2 + a3a
−1
1 a4
)
θ˙2 =: A1 +A2θ˙2 . (90)
Then plugging this into the second equation of (89), we have
(b1A2 + b2 + b3A1)θ˙2 = b4 − b1A1 . (91)
Thus, if the uniqueness condition,
(b1A2 + b2 + b3A1)
(0) =
[
a−11 (−b1a2 + a1b2)
](0)
6= 0 , (92)
is satisfied, one can solve the set of nonlinear equations (89). In the other case, where the equations of motion have
no linear terms in θ˙α, there is no way to express each time derivative in terms of nonderivative variables, and the
equations of motion are unsolvable. Therefore, the nonzero determinant of the coefficient matrix of the linear terms
in θ˙α is the necessary and sufficient condition for the equations to be uniquely solved for the time derivatives of the
fermionic variables.
2. More general argument
In this subsection, we will extend the previous analysis to our degenerate theory and show the equivalence between
the condition (80) and the condition that the fermionic equations (86) and (87) are uniquely solved.
The equations of motion for fermions (86) and (87) include up to first time derivatives, and due to the Grassmann
properties, they can be therefore generally written as [see also (88)]
Yα =
2∑
n
2∑
m
Xαβ1···βnγ˙1···γ˙mψ˙
β1 · · · ψ˙βn ˙¯ψγ˙1 · · · ˙¯ψγ˙m = 0 , (93)
Yα˙ = −(Yα)
† = −
2∑
n
2∑
m
˙¯ψγ˙m · · · ˙¯ψγ˙1 ψ˙βn · · · ψ˙β1 (Xαβ1···βnγ˙1···γ˙m)
†
= 0 , (94)
where Xαβ1···βnγ˙1···γ˙m consists of ψ
α, ψ¯α˙, φa, φ˙a, and their spatial derivatives. If these equations can be solved for ψ˙α
and ˙¯ψα˙, they should have the forms
ψ˙α =
( ˙¯ψα˙)†
=
∑
k,l,m,n
Cα i1···imj1···jn
β1···βkβ˙1···β˙lδ1···δmδ˙1···δ˙n
ψβ1 · · ·ψβk ψ¯β˙1 · · · ψ¯β˙l∂i1ψ
δ1 · · · ∂imψ
δm∂j1 ψ¯
δ˙1 · · · ∂jn ψ¯
δ˙n , (95)
where the coefficients Cα i1···β1··· consist of φ
a, φ˙a, and ∂iφ
a and has no dependence on ψα and ψ¯α˙.6 The nonlinear
equations (93) and (94) can be solved for the first time derivatives of the fermion if we could uniquely determine the
coefficients Cα i1···β1··· by substituting (95) into the them. After the substitution, the EOMs should become trivial at
6 (k + l+m+ n) is a finite odd number.
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each order of (ψγ , ψ¯γ˙), (∂iψ
γ , ∂iψ¯
γ˙), (ψγψδψ¯γ˙ , ψγ ψ¯γ˙ψ¯δ˙), and so on. At the lowest order, where the terms are linear
in ψγ and ψ¯γ˙ , we have
 X (0)αβ X (0)αβ˙
−
(
X
(0)
αβ˙
)∗
−
(
X
(0)
αβ
)∗
( Cβγ Cβγ˙(
Cβγ˙
)∗ (
Cβγ
)∗)(ψγ
ψ¯γ˙
)
= −

(
∂Xα
∂ψγ
)(0) (
∂Xα
∂ψ¯γ˙
)(0)
−
(
∂Xα
∂ψ¯γ˙
)(0)∗
−
(
∂Xα
∂ψγ
)(0)∗

(
ψγ
ψ¯γ˙
)
. (96)
Therefore, if the matrix
J
(0)
L (t,x) = −
 X (0)αβ X (0)αβ˙
−
(
X
(0)
αβ˙
)∗
−
(
X
(0)
αβ
)∗
 (97)
has a nonzero determinant, we can uniquely determine Cβγ and C
β
γ˙ from (96). Similarly, the coefficients associated
with the spatial derivative terms (∂iψ
γ , ∂iψ¯
γ˙) are determined by
 X (0)αβ X (0)αβ˙
−
(
X
(0)
αβ˙
)∗
−
(
X
(0)
αβ
)∗
( Cβiγ Cβiγ˙(
Cβiγ˙
)∗ (
Cβiγ
)∗)(∂iψγ
∂iψ¯
γ˙
)
= −

(
∂Xα
∂(∂iψγ)
)(0) (
∂Xα
∂(∂iψ¯γ˙)
)(0)
−
(
∂Xα
∂(∂iψ¯γ˙)
)(0)∗
−
(
∂Xα
∂(∂iψγ)
)(0)∗

(
∂iψ
γ
∂iψ¯
γ˙
)
.
(98)
Once the coefficients at the linear order in the fermionic fields are determined, the coefficients at the cubic order can
be determined by the equation X (0)αβ X (0)αβ˙
−
(
X
(0)
αβ˙
)∗
−
(
X
(0)
αβ
)∗
( Cβγδη˙ Cβγδ˙η˙(
Cβηδ˙γ˙
)∗ (
Cβηδγ˙
)∗)(ψγψδψ¯η˙
ψγ ψ¯δ˙ψ¯η˙
)
= −
(
Gαγδη˙ Gαγδ˙η˙
−
(
Gαηδ˙γ˙
)∗
− (Gαηδγ˙)
∗
)(
ψγψδψ¯η˙
ψγψ¯δ˙ψ¯η˙
)
. (99)
Here, the coefficient matrices Gαγδη˙ and Gαγδ˙η˙ are expressed in terms of Xαβ1···βnγ˙1···γ˙m and their derivatives with
respect to ψα, ψ¯α˙, and their spatial derivatives, as well as the linear coefficients Cβγ , C
β
γ˙ , C
βi
γ , and C
βi
γ˙ . Again,
we can solve the above equations for Cβγδη˙ and C
β
γδ˙η˙ and successively determine all the coefficients appearing in
(95) with the same procedure as long as the matrix J
(0)
L has an inverse.
Now, it is straightforward to calculate the matrix J
(0)
L from the concrete expression of the equations of motion (86)
and (87). The definition of J
(0)
L is rewritten with Yα and Yα˙ as
J
(0)
L (t,x) = −

(
∂Yα
∂ψ˙β
)(0) (
∂Yα
∂ ˙¯ψβ˙
)(0)
(
∂Yα˙
∂ψ˙β
)(0) (
∂Yα˙
∂ ˙¯ψβ˙
)(0)
 , (100)
and the components are explicitly given by
(
∂Yα
∂ψ˙β
)(0)
= −
(
∂Yα˙
∂ ˙¯ψβ˙
)†(0)
= −
(
2(S(2)a )
(0)∂iφ
a − ∂iW
(0)
3
)
(σ0iε)αβ , (101)(
∂Yα
∂ ˙¯ψβ˙
)(0)
= −
(
∂Yα˙
∂ψ˙β
)†(0)
= 2(P (2))(0)σ0
αβ˙
. (102)
It is manifest that J
(0)
L agrees with the matrix (79) with (78), obtained in the Hamiltonian formulation. Therefore,
the condition that the fermionic equations can be uniquely solved in the Lagrangian formulation is equivalent to the
condition that all the primary constraints are second class.
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VI. FIELD REDEFINITION
So far, we have successfully obtained the most general quadratic Lagrangian for n-scalar and one Weyl fields
satisfying the maximally degenerate conditions including up to first derivatives. However, one needs to carefully
check whether the obtained theories can be mapped into a known theory, which trivially satisfies the degeneracy
conditions.7 For an example, let us consider the Lagrangian containing a canonical scalar field and a Weyl field,
L =
1
2
(∂µφ)
2 +
i
2
(
ψ¯α˙σµαα˙∂µψ
α − ∂µψ¯
α˙σµαα˙ψ
α
)
. (103)
Note that the kinetic matrix of (103) is trivially degenerate since B = C = D = 0. Under the following field
redefinition,
φ = ϕ−
i
2
Ψ +
i
2
Ψ¯ , (104)
where ϕ is a new scalar field, while keeping the Weyl field the same, the Lagrangian is transformed as
L =
1
2
(∂µϕ)
2 − i∂µϕ(ψα∂µψα − ψ¯α˙∂µψ¯
α˙) +
i
2
(
ψ¯α˙σµαα˙∂µψ
α − ∂µψ¯
α˙σµαα˙ψ
α
)
−
1
2
(ψα∂µψα)
2 + (ψα∂µψα)(ψ¯α˙∂
µψ¯α˙)−
1
2
(ψ¯α˙∂µψ¯
α˙)2 . (105)
As one can see, the submatrices B, C, and D in the kinetic matrix become nonzero due to the transformation (104),
and the mapped Lagrangian apparently yields the second-order differential equations for the fermionic fields. One can,
however, easily check that this mapped Lagrangian satisfies the maximally degenerate conditions (65) and (66) as well
as the supplementary condition (80); therefore, the number of d.o.f. is the same as the original Lagrangian (103).8
This is because the field redefinition (104) is an invertible transformation, keeping the number of d.o.f. under the
transformation [41].
Now, we would like to know whether our degenerate Lagrangian can be mapped into theories of which the kinetic
matrix is trivially degenerate by the covariant field redefinition (φa, ψα, ψ¯α˙)→ (fA(φ, ψ, ψ¯), ηΛ(φ, ψ, ψ¯), η¯Λ˙(φ, ψ, ψ¯)),9
i.e., if it is possible that
K =
 Aab Baβ,J Baβ˙,JCαb,I Dαβ,IJ Dαβ˙,IJ
Cα˙b,I Dα˙β,IJ Dα˙β˙,IJ
 field redefinition−−−−−−−−−−→
 A˜ab 0 00 0 0
0 0 0
 , (106)
where A˜ab is the kinetic matrix of the redefined scalar fields f
A. We note that, under the field redefinition, the
Lagrangians (36), (37), and (38), are not mixed since the transformation does not include the derivatives of the fields.
From the definition of the kinetic matrix, the quadratic terms in derivatives in the Lagrangian (38) can be responsible
for the kinetic matrix, while linear or lower ones (37), (36) are obviously not. Furthermore, among the quadratic
terms, antisymmetrically contracted (with respect to Lorentzian indices of the derivatives) ones are irrelevant. The
only contribution to the kinetic matrix is coming from the symmetrically contracted ones in L2. When all the
submatrices except A˜ab in the kinetic matrix vanish, the corresponding symmetrically contracted covariant terms
in the Lagrangian also should vanish simultaneously because of the covariance of the theory. As a result, we can
just focus on the symmetrically contracted terms in L2 in this section. Picking up these, we rewrite the relevant
Lagrangian with the degeneracy conditions as
Lrel =
1
2
[
Vac∂µφ
c −
1
2
(
S(1)a ∂µΨ+ (S
(1)
a )
†∂µΨ¯
)]
V ab
[
Vbd∂
µφd −
1
2
(
S
(1)
b ∂
µΨ+ (S
(1)
b )
†∂µΨ¯
)]
. (107)
If the coefficients Vab and S
(1)
a are constants, the square brackets [· · · ] can be redefined as the derivatives of new
scalar fields. Then, the nontrivial terms in (107), which yield second time derivatives of the fermionic fields in Euler-
Lagrange equations, can be removed just as a nontrivial Lagrangian (105) is reduced to a trivial Lagrangian (103)
7 Degeneracy of fermionic fields is always necessary to avoid negative norm states even if it includes only first derivatives. This fact is
in sharp contrast with the cases of bosonic fields, which can be healthy as far as the Lagrangian does not include second or higher
derivatives even if it is nondegenerate. When the Lagrangian does not have mixing between bosonic and fermionic fields, the maximally
degenerate conditions (13) and (14) are equivalent to the degeneracy of the kinetic matrix of the fermionic fields, detD = 0. In a special
case where each field has no mixing with the others, all the components of the submatrix D vanish; i.e., the kinetic matrix is trivially
degenerate. One of the simplest examples is a non-derivative interacting system of a canonical scalar field and a Weyl field like (103),
which is linear in the first derivative of fermions.
8 The Hamiltonian analysis of this Lagrangian has already been examined in Ref. [40].
9 One can consider field redefinitions including derivatives of the scalar and fermionic fields, but, for instance, redefini-
tions like (φ, ψ, ψ¯) → (f(φ, ∂φ, ψ, ψ¯), η(φ, ψ, ψ¯), η¯(φ, ψ, ψ¯)), (φ,ψ, ψ¯) → (f(φ, ψ, ψ¯), η(φ, ψ, ψ¯, ∂ψ), η¯(φ, ψ, ψ¯, ∂ψ¯)), (φ, ψ, ψ¯) →
(f(φ, ψ, ψ¯), η(φ, ψ, ψ¯, ∂ψ¯), η¯(φ,ψ, ψ¯, ∂ψ)), or (φ, ψ, ψ¯)→ (f(φ, ψ, ψ¯, ∂ψ, ∂ψ¯), η(φ, ψ, ψ¯), η¯(φ, ψ, ψ¯)) result in the appearance of the higher
derivatives, implying that they might not keep the Lagrangian including just up to the first derivatives. To introduce such transforma-
tions, we also need to check the invertibility of them.
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by the transformation (104). Under the field redefinition, (φa, ψα, ψ¯α˙) → (fA(φ, ψ, ψ¯), ηΛ(φ, ψ, ψ¯), η¯Λ˙(φ, ψ, ψ¯)), the
above Lagrangian is rewritten in terms of the new variables as
Lrel =
1
2
GaAVabG
b
B∂µf
A∂µfB − GaAVabG
b
Λ∂µf
A∂µηΛ − GaAVabG¯
b
Λ˙
∂µf
A∂µη¯Λ˙
−
1
2
GaΛVabG
b
Σ∂µη
Λ∂µηΣ − GaΛVabG¯
b
Σ˙
∂µη
Λ∂µη¯Σ˙ −
1
2
G¯a
Λ˙
VabG¯
b
Σ˙
∂µη¯
Λ˙∂µη¯Σ˙ , (108)
where we have defined
GaA = φ
a
,fA −
1
2
V ab
[
S
(1)
b Ψ,fA +
(
S
(1)
b
)†
Ψ¯,fA
]
, (109)
GaΛ = φ
a
,ηΛ −
1
2
V ab
[
S
(1)
b Ψ,ηΛ +
(
S
(1)
b
)†
Ψ¯,ηΛ
]
, (110)
G¯a
Λ˙
= −(GaΛ)
†, and they satisfy GaA = (G
a
A)
†. Now, let us seek the field redefinition such that the quadratic terms in the
first derivative of ηΛ and η¯Λ˙, the second line of (108), are removed. This becomes possible if we find a transformation
realizing
GaΛ = 0 . (111)
To find such a transformation, we first expand V ab and S
(1)
a as
V ab = vab(0) + vab(1)Ψ+
(
vab(1)
)∗
Ψ¯ + vab(2)ΨΨ¯ , S(1)a = s
(0)
a + s
(1)
a Ψ¯ , (112)
where vab(0) and s
(i)
a depend only on φa. Then, Eq. (111) can be rewritten as
φa,ηΛ =
1
2
[
vab(0)s
(0)
b Ψ,ηΛ + v
ab(0)
(
s
(0)
b
)∗
Ψ¯,ηΛ +
(
vab(0)s
(1)
b +
(
vab(1)
)∗
s
(0)
b
)
Ψ,ηΛΨ¯
+
(
vab(0)
(
s
(1)
b
)∗
+ vab(1)
(
s
(0)
b
)∗)
ΨΨ¯,ηΛ
]
(113)
=
1
2
[
vab(0)s
(0)
b Ψ,ηΛ + v
ab(0)
(
s
(0)
b
)∗
Ψ¯,ηΛ + ℜ
(
vab(0)s
(1)
b +
(
vab(1)
)∗
s
(0)
b
)
(ΨΨ¯),ηΛ
+ iℑ
(
vab(0)s
(1)
b +
(
vab(1)
)∗
s
(0)
b
)
(Ψ,ηΛΨ¯−ΨΨ¯,ηΛ)
]
. (114)
It is obvious that the first three terms can have their integral forms, but the last term of (114), proportional to
Ψ,ηΛΨ¯−ΨΨ¯,ηΛ , cannot be integrated as we will see below. Let us explicitly see the transformation where φ
a coincides
with the integral of the right-hand side of (114) except the last term. Such a transformation is realized through
fA = fA
(
φb −
1
2
[AbΨ+
(
Ab
)∗
Ψ¯ +BbΨΨ¯]
)
, ηΛ = ηΛ(φb, ψβ , ψ¯β˙) , η¯Λ˙ = η¯Λ˙(φb, ψβ, ψ¯β˙) , (115)
where Ab and Bb are functions of φa, determined properly in the following. For keeping the equivalence between
the former and the latter Lagrangians, we assume the field redefinition invertible. The assumption of the invertible
transformation requires the bosonic part of the whole Jacobian matrix,
Jacobian matrix =

∂fA
∂φb
∂fA
∂ψβ
∂fA
∂ψ¯β˙
∂ηΛ
∂φb
∂ηΛ
∂ψβ
∂ηΛ
∂ψ¯β˙
∂η¯Λ˙
∂φb
∂η¯Λ˙
∂ψβ
∂η¯Λ˙
∂ψ¯β˙

, (116)
to have a nonzero determinant. The off-diagonal bosonic parts of the Jacobian matrix are inevitably zero because of
the Grassmann-odd property. Therefore, the above requirement is equivalent to
det
(∂fA
∂φb
)(0)
6= 0 , and det

∂ηΛ
∂ψβ
∂ηΛ
∂ψ¯β˙
∂η¯Λ˙
∂ψβ
∂η¯Λ˙
∂ψ¯β˙

(0)
6= 0 . (117)
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Since we have assumed the transformation is invertible, we can invert the definition of fA in (115) for φa,
φa =
1
2
[
AaΨ+ (Aa)
∗
Ψ¯ +BaΨΨ¯
]
+ φa(0)(f) , (118)
where φa(0)(f) is the inverse function of fA in (115). The derivative of (118) with respect to ηΛ gives
φa,ηΛ =
1
2
[
AaΨ,ηΛ + (A
a)
∗
Ψ¯,ηΛ +B
a
(
Ψ,ηΛΨ¯ + ΨΨ¯,ηΛ
)]
+
1
2
φb,ηΛ
[
Aa,φbΨ+ (A
a)
∗
,φb Ψ¯ +B
a
,φbΨΨ¯
]
=
1
2
[
AaΨ,ηΛ + (A
a)
∗
Ψ¯,ηΛ +
(
Ba +
1
2
Ab (Aa)
∗
,φb
)
Ψ,ηΛΨ¯ +
(
Ba +
1
2
(
Ab
)∗
Aa,φb
)
ΨΨ¯,ηΛ
]
, (119)
where we have recursively solved the first line and have used Ψ,ηΛΨ = (1/2)(ΨΨ)ηΛ = 0 and Ψ¯,ηΛΨ¯ = (1/2)(Ψ¯Ψ¯)ηΛ = 0
to find the second line without φb
,ηΛ
. Now, comparing (113) and (119), we can easily determine the coefficients Aa
and Ba as
Aa = vab(0)s
(0)
b , (120)
Ba = ℜ[Ca] , where Ca = vab(0)s
(1)
b +
(
vab(1)
)∗
s
(0)
b −
1
2
(
vab(0)
(
s
(0)
b
)∗)
,φc
vcd(0)s
(0)
d . (121)
Introducing the transformation to the definitions (109) and (110), we then have
GaΛ = −
i
2
ℑ[Ca]
(
Ψ,ηΛΨ¯−ΨΨ¯,ηΛ
)
, (122)
GaA =
(
δab +
1
2
(
Aa,φbΨ+ (A
∗)a,φbΨ¯
)
+
1
2
(
Ba,φb + ℜ[A
a
,φc(A
∗)c,φb ]
)
ΨΨ¯
)
φ
b(0)
,fA
−
i
2
ℑ[Ca]
(
Ψ,fAΨ¯−ΨΨ¯,fA
)
. (123)
Since we cannot pick up the imaginary part of Ca as one can see from (121), we still have nonvanishing GaΛ. We cannot
remove the dependence on Ψ,ηΛΨ¯ − ΨΨ¯,ηΛ in any way as we expected from the expression of (114). Nevertheless,
the quadratic derivative interactions of fermions in (108) is the square of (122) (and its Hermitian), and thus they
accidentally vanish due to the Grassmann properties,
GaΛG
b
Σ ∝ (Ψ,ηΛΨ¯−ΨΨ¯,ηΛ)(Ψ,ηΣΨ¯−ΨΨ¯,ηΣ) = 0 , (124)
GaΛG¯
b
Σ˙
∝ (Ψ,ηΛΨ¯−ΨΨ¯,ηΛ)(Ψ,η¯Σ˙Ψ¯−ΨΨ¯,η¯Σ˙) = 0 ; (125)
whereas, the cross term of the redefined scalar field and fermionic field cannot be removed because
GaAVabG
b
Λ∂µf
A∂µηΛ = −
i
2
v
(0)
ab φ
a(0)
,fA
ℑ[Cb]
(
Ψ,ηΛΨ¯−ΨΨ¯,ηΛ
)
∂µf
A∂µηΛ 6= 0 . (126)
As a result, the final Lagrangian with the field redefinition (115) with (120) and (121) is given by
Lrel =
1
2
GaAVabG
b
B∂µf
A∂µfB − GaAVabG
b
Λ∂µf
A∂µηΛ − GaAVabG¯
b
Λ˙
∂µf
A∂µη¯Λ˙ . (127)
Therefore, we conclude that the fermionic derivative interactions like ∂µη
Λ∂µηΣ can be eliminated by the field redef-
inition, but the cross terms between scalar fields and fermions like ∂µf
A∂µηΛ cannot be removed. Such cross terms
indicate that the Euler-Lagrange equations apparently contain the second derivatives of the fermionic field, while they
are reduced to first-order equations because the maximally degenerate conditions are satisfied,
DΛΣ − CΛBA
BABAΣ = G
a
BVabG
b
ΛA
BAGcAVcdG
d
Σ ∝ G
b
ΛG
d
Σ = 0 , (128)
DΛΣ˙ − CΛBA
BABAΣ˙ = G
a
BVabG
b
ΛA
BAGcAVcdG¯
d
Σ˙
∝ GbΛG¯
d
Σ˙
= 0 . (129)
To summarize, the kinetic matrix cannot be transformed to the form in (106) with any field redefinition but it can
be reduced to
K =
 Aab Baβ,J Baβ˙,JCαb,I Dαβ,IJ Dαβ˙,IJ
Cα˙b,I Dα˙β,IJ Dα˙β˙,IJ
 field redefinition−−−−−−−−−−→
 A˜ab B˜aβ,J B˜aβ˙,JC˜αb,I 0 0
C˜α˙b,I 0 0
 . (130)
This fact indicates that the cross terms are really newly found derivative interactions.
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The crucial difference between the purely bosonic degenerate system (such as Horndeski theory [4–6] and Degenerate
Higher-Order Scalar-Tensor (DHOST) theories [17, 20]) and our scalar-fermion degenerate system is the highest
derivatives appearing in the Lagrangian. This is because the Lagrangian containing first derivatives of the fermionic
fields in general yields second-order differential equations of motion, which is a signal of fermionic (Ostrogradsky’s)
ghosts. Therefore, this situation corresponds to the bosonic Lagrangian containing up to second derivatives. On the
analogy of the conformal and disformal transformation in the scalar-tensor theory, the fermionic version of conformal
(disformal) transformations does not involve any derivatives of the fermionic field. Thus, the conformal transformation,
which mixes the metric and the Weyl field, takes the following form10:
g¯µν = A(Ψ, Ψ¯)gµν . (131)
Such a transformation will be significantly useful in finding new theories of “tensor-fermion theories,” and we will
leave this interesting issue to future work.
VII. SUMMARY AND DISCUSSION
As usually discussed in the Lagrangian composed of bosonic d.o.f., we have to avoid the appearance of ghosts even
in boson-fermion coexisting Lagrangians. Fermions easily suffer from the fermionic ghost as pointed out in Ref. [39];
i.e., fermionic d.o.f. should be constrained by the same number of constraints as the (physical) d.o.f. That is true
even when we additionally have bosonic d.o.f.
Our purpose is the construction of covariant derivative interactions between fermions or between scalar fields and
fermions, free from fermionic ghosts. We have given the prescription to find new interactions in the Lagrangian with
up to the first derivative of fields, made up of a set of conditions imposed on the Lagrangian. One of the conditions
is the maximally degenerate condition which produces the sufficient number of primary constraints. In this paper, all
of the constraints are simply assumed to be second class. If we have gauge invariance, that is, first class constraints,
the number of primary constraints can be smaller. However, it should be notice that, after the gauge fixing, all of
the primary constraints can be turned into second class. In the Lagrangian formulation, the equations of motion
for fermions can be reduced to the first-order differential equations by imposing the maximally degenerate condition,
which should be solved for the first derivative of each fermionic variable. Whether they are solvable is not a priori
because of the Grassmann-odd nature, and the requirement is exactly the same with the invertibility of the constraint
matrix.
The coefficients of the derivative of fields in the Lagrangian are complicated but classified thanks to the covariance,
and they become much simpler in case of one Weyl field with multiple scalar fields. One of the prominent features which
we can learn from the concrete analysis is that the first condition, that is, the maximally degenerate condition, affects
the symmetric part of the Lagrangian with respect to the space-time indices of the derivatives, but the supplementary
second condition affects the antisymmetric part.
The proposed Lagrangian is possible to be used as a model for the interaction between scalar fields and a Weyl field,
but some may ask what happens when we perform field redefinitions. Transformation including derivatives seems
to introduce cubic or higher nonlinear derivative terms as well as second or higher derivatives in the Lagrangian.
In a simple setup where the whole Lagrangian is expressed by the proposed quadratic Lagrangian, the quadratic
terms in the derivative of fermions are absorbed by certain invertible field redefinitions, but the derivative interaction
terms between the derivative of the scalar fields and the fermions remain, which suggests that they are strictly new
terms. As shown in Ref. [10], in a bosonic case, any healthy theory even with arbitrary higher derivative terms can be
reduced to a nondegenerate Lagrangian written in terms of (unconstrained) variables with at most the first-order time
derivatives through canonical transformation. On the other hand, in a fermionic case, any healthy theories require
constraints to reduce extra d.o.f. of fermionic variables. Then, it would be interesting to investigate what kind of
a simpler Lagrangian can be generally found through canonical transformation from healthy fermionic theories even
with arbitrary higher derivative terms.
There are several directions for applying the method we have developed: inclusion of nonlinear derivative interac-
tions, second or higher derivatives, gauge invariance and/or gravity, and so on. Some of these issues will be discussed
in future publications.
10 A candidate for the disformal transformation including the Weyl field is
g¯µν = A(Ψ, Ψ¯)gµν + B(Ψ, Ψ¯)JµJν ,
where Jµ is now appropriately mapped with tetrad fields e aµ , defined by gµν = e
a
µ e
b
ν ηab, from a flat tangent space. However, one
can easily show that the arbitrary function B can be absorbed into the conformal factor A by using (47). On the other hand, the
identity (C3) tells us that the disformal transformation with multiple Weyl fields is independent from the conformal transformation.
17
ACKNOWLEDGMENTS
We would like to thank Teruaki Suyama for fruitful discussions. This work was supported in part by JSPS KAK-
ENHI Grants No. JP17K14276 (R.K.), No. JP15H05888 (M.Y.), No. JP25287054 (M.Y.), and No. JP18H04579
(M.Y.).
Appendix A: Identities of Pauli matrices
In this Appendix, we summarize notations and identities of Pauli matrices [42]. We have used the following matrices
defined as
σ¯µα˙α = εα˙β˙εαβσµ
ββ˙
, (A1)
(σµν ) βα =
1
4
(
σµαα˙σ¯
να˙β − σναα˙σ¯
µα˙β
)
, (σ¯µν)α˙
β˙
=
1
4
(
σ¯µα˙ασν
αβ˙
− σ¯να˙ασµ
αβ˙
)
, (A2)
(σµνε)αβ = (σ
µν ) γα εγβ , (εσ¯
µν)α˙β˙ = εα˙γ˙ (σ¯
µν)γ˙
β˙
. (A3)
Note that the last two matrices are symmetric under the exchange of the fermionic indices, i.e., (σµνε)αβ = (σ
µνε)βα
and (εσ¯µν )α˙β˙ = (εσ¯
µν )β˙α˙. They satisfy the following useful properties:
σµαα˙σ¯
β˙β
µ = −2 δ
β
α δ
β˙
α˙ , σ
µ
αα˙σµββ˙ = −2 εα˙β˙ εαβ , σ¯
µα˙ασ¯β˙βµ = −2 ε
α˙β˙ εαβ , (A4)
σµαα˙σ
ν
ββ˙
− σναα˙σ
µ
ββ˙
= 2
[
(σµνε)αβ εα˙β˙ + (εσ¯
µν)α˙β˙ εαβ
]
, (A5)
σµαα˙σ
ν
ββ˙
+ σναα˙σ
µ
ββ˙
= −ηµν εαβ εα˙β˙ − 4(σ
µρε)αβ(εσ¯ρ
ν)α˙β˙ . (A6)
In addition, one can easily derive the following useful identities:
(σµνε)αβσνγγ˙ =
1
2
(εαγσ
µ
βγ˙ + εβγσ
µ
αγ˙) , (A7)
(σµρε)αβ(εσ¯ρ
ν)γ˙δ˙ = −
1
8
(
σµαγ˙σ
ν
βδ˙
+ σµ
αδ˙
σνβγ˙ + σ
ν
αγ˙σ
µ
βδ˙
+ σν
αδ˙
σµβγ˙
)
, (A8)
(σµρε)αβ(σρ
νε)γδ =
1
4
[
−ηµν(εαγεβδ + εβγεαδ) + (σ
µνε)αγεβδ + (σ
µνε)βγεαδ + (σ
µνε)αδεβγ + (σ
µνε)βδεαγ
]
. (A9)
The contraction of the Weyl indices is given as
εαβσµαα˙σ
ν
ββ˙
= −2(εσ¯µν)α˙β˙ + η
µνεα˙β˙ , (A10)
εα˙β˙σµαα˙σ
ν
ββ˙
= −2(σµνε)αβ + η
µνεαβ . (A11)
Therefore, any contraction of the building block matrices, εαβ , εα˙β˙ , σ
µ
αα˙, (σ
µνε)αβ , and (εσ¯
µν)α˙β˙ , with respect
to the Lorentzian or fermionic indices reduces to the uncontracted combination of them. Here, Eq. (A8) implies
(σµρε)αβ(εσ¯ρ
ν)γ˙δ˙ is symmetric under the exchange of µ and ν and traceless,
(σµρε)αβ(εσ¯ρµ)γ˙δ˙ = 0 , (A12)
through (A4). The matrices and their complex conjugates are related through(
σµ
αβ˙
)∗
= σµβα˙ ,
(
(σµνε)αβ
)∗
= (εσ¯µν)β˙α˙ . (A13)
Appendix B: Maximally degenerate conditions and primary constraints
As discussed in Sec. II, we need 4N constraints making the number of the d.o.f. of fermions half to avoid negative
norm states in a n-scalar and N -fermion Lagrangian with up to first derivatives. For the purpose, we have adopted the
maximally degenerate conditions, Eqs. (13) and (14), having 4N primary constraints for the fermions, Eqs. (17) and
(18). Here, we show that, if we have 4N primary constraints for the fermions, the maximally degenerate conditions
are automatically satisfied.
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From the definition of the canonical momenta of fermions, we generally have
piψα
I
= Fα,I(φ
a, piφa , ∂iφ
a, ψβJ , ∂iψ
β
J , ψ¯
β˙
J , ∂iψ¯
β˙
J , ψ˙
β
J ,
˙¯ψβ˙J) , (B1)
after we locally solve the canonical momenta of the scalar fields for φ˙a, which can be justified by our assumption that
∂pia/∂φ
b = Aab has an inverse. Taking the derivative of (B1) with respect to ψ˙
β
J and
˙¯ψβ˙J , we have
L
ψ˙α
I
ψ˙
β
J
= L
φ˙aψ˙
β
J
∂Fα,I
∂piφa
+
∂Fα,I
∂ψ˙βJ
⇔
∂Fα,I
∂ψ˙βJ
= Dαβ,IJ + Baβ,J
∂Fα,I
∂piφa
= Dαβ,IJ − Cαb,IA
baBaβ,J , (B2)
L
ψ˙α
I
˙¯ψβ˙
J
= L
φ˙a ˙¯ψβ˙
J
∂Fα,I
∂piφa
+
∂Fα,I
∂ ˙¯ψβ˙J
⇔
∂Fα,I
∂ ˙¯ψβ˙J
= Dαβ˙,IJ + Baβ˙,J
∂Fα,I
∂piφa
= Dαβ˙,IJ − Cαb,IA
baBaβ˙,J , (B3)
where we have used the relations derived from the derivative of (B1) with respect to φ˙a,
Lψ˙α
I
φ˙a = Lφ˙bφ˙a
∂Fα,I
∂piφb
⇔ Cαa,I = Aba
∂Fα,I
∂piφb
, (B4)
in the last equalities. Thus, Eqs. (B2) and (B3) tell us that no dependence of Fα,I on the time derivative of the
fermions means that we have 4N primary constraints for the fermions. Thus, Eqs. (B2) and (B3) suggest that the
maximally degeneracy conditions, Eqs. (13) and (14), are not only the sufficient condition for the existence of 4N
primary constraints for fermions but also the necessary condition for that.
Appendix C: Scalar-fermion theories quadratic in first derivatives of multiple Weyl fields
In this Appendix, we extend our analysis in Sec. III to the case of multiple Weyl fields and construct the most
general scalar-fermion theory of which the Lagrangian contains up to quadratic in first derivatives of scalar and
fermionic fields. As in Sec. III, we first construct Lorentz-invariant scalar quantities with no derivatives, which only
contain scalar fields φa and fermionic fields ψαI , ψ¯
α˙
I . Since the fermionic indices can be contracted with εαβ , εα˙β˙ , σ
µ
αα˙,
(σµνε)αβ , and (εσ¯
µν )α˙β˙ , we have five possibilities,
ΨIJ = ψ
α
I ψJ,α, Ψ¯IJ = ψ¯I,α˙ψ¯
α˙
J , J
µ
IJ = ψ¯
α˙
I σ
µ
αα˙ψ
α
J ,
KµνIJ = ψ
α
I (σ
µνε)αβψ
β
J , K¯
µν
IJ = ψ¯
α˙
I (εσ¯
µν)α˙β˙ψ¯
β˙
J , (C1)
which satisfy the following properties,
ΨIJ = ΨJI , K
µν
IJ = −K
µν
JI , K
µν
IJ = −K
νµ
IJ ,
(ΨIJ)
† = Ψ¯JI , (J
µ
IJ )
† = JµJI , (K
µν
IJ )
† = K¯µνJI , (C2)
and
JµIJJ
ν
KL = −
1
2
ηµνΨ¯IKΨJL − 2K¯
λν
IKK
λµ
JL + Ψ¯IKK
µν
JL −ΨJLK¯
µν
IK , (C3)
JµIJJµKL = ηµνJ
µ
IJJ
ν
KL = −2Ψ¯IKΨJL , (C4)
KµνIJ Jν KL =
1
2
(JµKIΨJL − J
µ
KJΨIL) , (C5)
KµνIJ Jν KLJµMN = −Ψ¯KM (ΨINΨJL −ΨJNΨIL) , (C6)
K¯µνIJ Jν KL =
1
2
(−JµILΨ¯JK + J
µ
JLΨ¯IK) , (C7)
K¯µνIJ Jν KLJµMN = −ΨNL(Ψ¯MJΨ¯KI − Ψ¯MIΨ¯KJ) , (C8)
KµνIJKν
λ
KL =
1
4
ηµλ(−ΨILΨJK +ΨIKΨJL) +
1
4
(KµλILΨJK −K
µλ
IKΨJL −K
µλ
JLΨIK +K
µλ
JKΨIL) , (C9)
KµνIJ K¯ν
λ
KL =
1
8
(JµKIJ
λ
LJ − J
µ
LIJ
λ
KJ − J
µ
KJJ
λ
LI + J
µ
LJJ
λ
KI) = K
λν
IJ K¯ν
µ
KL , (C10)
KµνIJ K¯νµKL =
1
4
(JµKIJµLJ − J
µ
LIJµKJ) = 0 , (C11)
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where we have used (A4)–(A9). In general, any quantities without derivatives and Weyl indices (Weyl indices are
appropriately contracted) are written as
Aµ1µ2···µn = Aµ1µ2···µn(ηµν , φ
a,ΨIJ , Ψ¯IJ , J
µ
IJ ,K
µν
IJ , K¯
µν
IJ ) , (C12)
where n is zero or a natural number. In addition, from the above identities, we know that all scalar quantities without
derivatives can be expressed only by φa, ΨIJ , and Ψ¯IJ . We also see that the space-time index of vector quantities is
described by JµIJ , and those of second-rank tensors are described by η
µν , KµνIJ , K¯
µν
IJ and K
µλ
IJ K¯λ
ν
KL, i.e.,
F = F(φa,ΨIJ , Ψ¯IJ) , G
µ = GIJ(1)J
µ
IJ , H
µν = H(1)η
µν +HIJ(2)K
µν
IJ +H
IJ
(3)K¯
µν
IJ +H
IJKL
(4) K
µλ
IJ K¯λ
ν
KL , (C13)
where F , Gµ, and Hµν are an arbitrary scalar, vector, and second-rank tensor, respectively. G(1), H(1), H(2), and so
on are scalar quantities just like F . Though further investigation is needed for the construction of arbitrary functions
with Weyl indices, we can formally write down the most general action with arbitrary functions, and this is given by
S =
∫
d4x (L0 + L1 + L2) (C14)
where
L0 = P0 ,
L1 = P
(1)µ
a ∂µφ
a + P (2)µ,Iα ∂µψ
α
I + ∂µψ¯
α˙
I
(
P (2)µ,Iα
)†
L2 =
1
2
V µνab ∂µφ
a ∂νφ
b + Sµν,Iaα ∂µφ
a∂νψ
α
I + ∂µφ
a∂ν ψ¯
α˙
I
(
Sµν,Iaα
)†
,
+
1
2
Wµν,IJαβ ∂µψ
α
I ∂νψ
β
J +
1
2
∂νψ¯
β˙
J∂µψ¯
α˙
I
(
Wµν,IJαβ
)†
+ ∂µψ¯
α˙
I Q
µν,IJ
αα˙ ∂νψ
α
J , (C15)
and P0, P
(1)µ
a , P
(2)µ,I
α , V
µν
ab , S
µν,I
aα , W
µν,IJ
αβ , and Q
µν,IJ
αα˙ are appropriately contracted arbitrary functions of Lorentz
scalar quantities, Pauli matrices, and fermionic fields. The properties of these coefficients are
(P0)
† = P0 , (P
(1)µ
a)
† = P (1)µa , (V
µν
ab )
† = V µνab , (Q
µν,IJ
αβ˙
)† = Qνµ,JIβα˙ ,
V µνab = V
νµ
ba , W
µν,IJ
αβ = −W
νµ,JI
βα . (C16)
The maximally degenerate conditions, Eqs. (13) and (14), are
Dαβ,IJ − Cαb,IA
baBaβ,J =W
00,IJ
αβ + S
00,I
bα (V
00)−1 baS00,Jaβ = 0 , (C17)
Dαβ˙,IJ − Cαb,IA
baBaβ˙,J = −Q
00,JI
αβ˙
− S00,Ibα (V
00)−1 ba(S00,Jaβ )
† = 0 . (C18)
We can write down the momenta as
piφa = P
(1)0
a + V
0ν
ab ∂νφ
b + S0ν,Iaα ∂νψ
α
I + ∂νψ¯
α˙
I (S
0ν,I
aα )
† , (C19)
piIψα = −P
(2)0,I
α − S
µ0,I
aα ∂µφ
a +W 0ν,IJαβ ∂νψ
β
J − ∂µψ¯
β˙Qµ0,JI
αβ˙
, (C20)
piI
ψ¯α˙
= −(piIψα)
† . (C21)
As in Sec. III, we assume det
(
V 00ab
)(0)
6= 0. Substituting (C19) into (C20) for eliminating φ˙a, we obtain the 4N
primary constraints,
ΦIψα =pi
I
ψα + P
(2)0,I
α − S
00,I
aα (V
00)−1 abP
(1)0
b + S
00,I
aα (V
00)−1 abpiφb −
[
S00,Iaα (V
00)−1 abV 0ibc − S
i0,I
cα
]
∂iφ
c
−
[
S00,Iaα (V
00)−1 abS0i,Jbβ +W
0i,IJ
αβ
]
∂iψ
β
J + ∂iψ¯
β˙
J
[
S00,Iaα (V
00)−1 ab(S0i,Jbβ )
† +Qi0,JI
αβ˙
]
,
ΦI
ψ¯α˙
=−
(
ΦIψα
)†
. (C22)
Appendix D: A systematic way to find individual functions
We show a systematic way to construct the concrete expression for the coefficients of the derivatives in (C15),
while in the case of N = 1, we have constructed them one by one. Our prescription proposes a minimal set of
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functions categorized with respect to each tensorial type, but we do not, at this moment, consider the elimination of
the redundant functions of which the origin is in the invariance of a Lagrangian under the addition of total derivatives
when the proposed functions are used as the coefficients in the Lagrangian. In Sec. III A 2, we concretely reduced
the redundant functions coming from the total derivatives in the N = 1 case. We also leave the introduction of the
symmetries (C16) here. Let us first introduce a new notation. Since any coefficients, in general, have space-time
indices and Weyl indices, we label each with
(indices for space-time | indices for Weyl components ) , (D1)
according to the tensorial type. We do not include the labels of scalar fields, a, b, · · · , and fermions, I, J · · · , in
the notation since they are not related to any symmetry so far and are supposed to be arbitrarily contracted with
functions of φa, ΨIJ , and Ψ¯IJ . With this notation, we can classify the candidates for the coefficients with respect
to the tensorial type, e.g., {ηµνψα,I , (σ
µνε)αβψ
β
I } ⊂ (µν|α). Then, S
µν,I
aα should be composed of (µν|α) tensors, and
similar statements also apply to other coefficients as
P0 ∈ (|) ,
P (1)µa ∈ (µ|) , P
(2)µ,I
α ∈ (µ|α) ,
V µνab ∈ (µν|) , S
µν,I
aα ∈ (µν|α) , W
µν,IJ
αβ ∈ (µν|αβ) , Q
µν,IJ
αβ˙
∈ (µν|αβ˙) . (D2)
Thus, our goal in this Appendix is to find the most general form of (D2). Let us begin with focusing on the quantities
without the Weyl fields as well as the scalar fields, given by
no space-time index : {1, εαβ, εα˙β˙} , (D3)
one space-time index : {σµαα˙} , (D4)
two space-time indices : {ηµν , (σµνε)αβ , (εσ¯
µν)α˙β˙ , (σ
ρµε)αβ(εσ¯
ρν )γ˙δ˙} . (D5)
Here, we considered tensors with up to two space-time indices, which are needed to construct (D2), and classified
them according to the number of the space-time indices. Other tensors can be obtained by combining and contracting
elements of (D4) and (D5), e.g., σν••(σ
µνε)••. It is, however, shown by using (A4)–(A9) that any combination of
tensors in (D4) and (D5) with any contraction of space-time indices is reduced to the linear combination of (D4) and
(D5) with coefficients of (D3), just as σν••(σ
µνε)•• is a linear combination of ε••σ
µ
•• according to (A7). What we
should consider next is the contractions of Weyl indices with εαβ and εα˙β˙ for each combination of elements in (D3)–
(D5). If the contraction is taken for an index of (D3), it does not produce new types of tensors; e.g., εαβσ
µ
α1•×ε
αα1 is
just reduced to −δα1β σ
µ
α1•. The contraction of two Weyl indices of each element in (D5) vanishes as they are symmetric.
Therefore, in order to find the most general form of (D2), Weyl indices of each combination of elements in (D3)–(D5)
should not be contracted with epsilon tensors but with the Weyl fields ψα and ψ¯α˙.
We begin with the quantities with no space-time index such as (|α), (|α˙), (|αβ), (|αβ˙), and (|α˙β˙). These are simply
obtained by multiplying the building block (D3) by ψα and ψ¯α˙. All the possible combinations for each are listed in
Table I. [Column 1 is composed of an element in (D3) and the Weyl fields, and a cell in column 2 is made up of
the combination of the upper left elements.] The quantities only with one space-time index such as (µ|), (µ|α), and
(µ|α˙) can be similarly obtained by multiplying the building block (D4) by the Weyl fields, shown in Table II. [A cell
in column 2 is composed of the combination of the upper left element and (|α), (|α˙).] In a similar way, Table III is
obtained from the building block (D5) as the list of the quantities with two space-time indices. [A cell in column 3 is
composed of the combination of the upper left elements with no Weyl indices and (|αβ), (|αβ˙), (|α˙β˙).]
We can write down all the coefficients in (C15) with the linear combinations of the elements listed in Tables I–III
according to each tensorial type.
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