The paper described a generalized integrated glance to bin packing problems including a brief literature survey and some new problem formulations for the cases of multiset estimates of items. A new systemic viewpoint to bin packing problems is suggested: (a) basic element sets (item set, bin set, item subset assigned to bin), (b) binary relation over the sets: relation over item set as compatibility, precedence, dominance; relation over items and bins (i.e., correspondence of items to bins). A special attention is targeted to the following versions of bin packing problems: (a) problem with multiset estimates of items, (b) problem with colored items (and some close problems). Applied examples of bin packing problems are considered: (i) planning in paper industry (framework of combinatorial problems), (ii) selection of information messages, (iii) packing of messages/information packages in WiMAX communication system (brief description).
Introduction
Bin-packing problem is one of the well-known basic combinatorial optimization problems (e.g., [40, 70, 120, 203] ). The problem is a special case of one-dimensional "cutting-stock" problem [123, 261] and the "assembly-line balancing" problem [69] . Fig. 1 illustrates the relationship of one-dimensional bin-packing problems and some other combinatorial optimization problems.
Fig. 1. Bin-packing problems and their relationship
Cutting-stock problems (e.g., [123, 261] ) ❄ One-dimensional cutting--stock problem (e.g., [123] ) ❄ Assembly-line balancing problem (e.g., [69] )
Bin packing problem(s) (e.g., [66, 120, 150, 194, 195, 203] )
"Neighbor" problems: (a) multiple knapsack problem (e.g., [49, 120, 144, 159, 203, 226] ), (b) generalized assignment problem (e.g., [46, 120, 159, 235, 238, 256] ), (c) multi-processor scheduling (e.g., [59, 120] ) ✠ ❄ ❅ ❅ | Multicontainer packing problems (e.g., [67, 114] ): (a) bin packing problem, (b) multiple knapsack problem, (c) bin covering problem (basic dual bin packing), (d) min-cost covering problem (multiprocessor or makespan scheduling)
The bin packing problem can be described as follows (Fig. 2) . Initial information involves the following: (i) a set of items A = {a 1 , ..., a i , ..., a n }, each item a i has a weight w i ∈ (0, 1]; (ii) a set of bins (or onedimensional containers, blocks) B = {B 1 , ..., B κ , ..., B m }, capacity of each bin B κ equals 1. The basic (classical) bin packing problem is (e.g., [150, 151, 152, 259] ):
Find a partition of the items such that: (a) each part of the item set is packed into the same bin while taking into account the bin capacity constraint (i.e., the sum of packed items in each bin ≤ 1), (b) the total number of used bins is minimized.
This problem is one of basic NP-hard combinatorial optimization problems (e.g., [120, 157] ). Fig. 2 illustrates the classic bin packing (i.e., packing the items into the minimal number of bins): 6 items are packed into 3 bins. Note the following basic types of items are examined (e.g., [19, 24, 25, 30, 67, 89, 90, 115, 117, 120, 193, 196, 203, 204, 227, 243, 265] ): rectangular items, 2D items, irregular shape items, variable sizes items, composite 2D items (including items with common components), 3D items, multidimensional items, items as cylinders, items as circles, etc. A generalized illustration for bin packing problem is depicted in Fig. 3 . ...
Further, it is necessary to point out binary relations: I. Binary relations over initial items and bins (items A = {a 1 , a 2 , ..., a n }, bins B = {B 1 , ..., B κ , ..., B m }): 1.1. correspondence of items to bins or preference (for each item) as binary relation (or weighted binary relation): R A×B .
II. Binary relation over items: 2.1. conflicts as a binary relations for item pairs that can not be assigned into the same bin: R conf l A×A (this can be considered as a part of the next relation), 2.2. compatibility (e.g., by type/color) as binary relation for items which are compatible (e.g., for assignment to the same bin, to be neighbor in the same bin): R compt L×L , here a weighted binary relation can be useful (e.g., for colors, including non-symmetric binary relation for neighborhood), 2.3. compatibility (e.g., by common components, for multi-component items), close to previous case (this may be crucial for "intersection" of items): R compt−com A×A , 2.4. precedence over items (this is important in the case of ordering of items which are assigned into the same bin): R prec A×A , 2.5. importance (dominance, preference) of items from the viewpoint of the first assignment to bins, as a linear ordering or poset-like structure over items: G(A, E dom ) (the poset-like structure may be based on multicriteria estimates or multiset estimates of items).
III. Binary relations over bins: 3.1. importance of bins from the viewpoint of the first usage, as a linear ordering or poset-like structure) over bins: G(B, E imp ) (the poset-like structure may be based on multicriteria estimates or multiset estimates of bins).
Numerical examples of the above-mentioned relations are presented as follows (on the basis of example from Fig. 2 : six items and four bins): (i) correspondence of items to bins R A×B (Table 1) , (ii) relation of item conflict R conf l A×A (Table 2) , (iii) relation of item compatibility R comp A×A (e.g., by type/color) (Table  3) , (iv) precedence relation over items R prec A×A (Fig. 4 ) , (v) (relation of dominance over items G(A, E dom ) (Fig. 5) , and (vi) relation of importance over bins G(B, E imp ) (Fig. 6) . Further, the solution of the bin packing problem can be examined as the following (i.e., assignment of items into bins, a Boolean matrix):
e., the intersection is empty), A = m κ=1 A κ . For classic bin packing problem (i.e., minimization of used bins), |A κ | = 0 ∀κ = k + 1, m (the first k bins are used) and A = m κ=1 A κ . In inverse bin packing problem (maximization of assigned items into the limited number of bins), a part of the most important items are assigned into m bins: m κ=1 A κ ⊆ A. Additional requirements to packing solutions are the following (i.e., fulfilment of the constraints): 1. Correspondence of item to bin. The following has to be satisfied:
2. Importance/dominance of items. This corresponds to inverse problem: If (a i1 , a i2 ) ∈ R dom A×A (i.e., a i1 a i2 Then three cases are correct: (a) both a i1 and a i2 are assigned to bin(s), (b) both a i1 and a i2 are not assigned to bin(s), (c) a i1 is assigned to bin and a i2 is not assigned to bin.
3. Item precedence. In the case of precedence constraint(s) according the above-mentioned precedence relations over items R prec A×A , the items have to be linear ordered in each bin (for each bin, i.e., ∀κ):
A×A and a i1 , a i2 ∈ A κ Then a i1 → a i2 . 4. Item conflicts. In the case of conflict constraints, the following has to be satisfied:
5. Item compatibility. In the case of compatibility constraints, the following has to be satisfied:
In general, it is possible to use some penalty functions in the cases when the constraints are not satisfied. 
Numerous publications have already addressed and analyzed various versions of static and dynamic bin packing problems. Many surveys on BPPs have been published (e.g., [23, 64, 65, 66, 67, 68, 81, 116, 120, 195, 203, 252] ). The basic taxonomies/typologies of bin packing problems have been examined in [67, 89, 90, 193, 265] .
Some basic versions of bin packing problems (BPPs) are listed in Table 4 and special classes of bin packing problems (e.g., with relations among items) are pointed out in Table 5 . Table 6 contains a list of main applications of bin packing problems.
Many surveys on algorithms for bin packing problems have been published (e.g., [23, 63, 66, 68, 81, 101, 114, 138, 141, 150, 203, 231, 255] ). Basic algorithmic approaches are listed in Table 7, Table 8, and Table 9 . Multidimensional bin packing problems: 2.1. 2D bin-packing [5, 47, 77, 53, 78, 120, 139, 140] [ 141, 193, 194, 195, 199, 203 [80, 239, 222] A general classification scheme for bin packing problems has been suggested in [67] :
where the scheme components are as follows: (a) arena describes types of bins (e.g., sizes, etc), (b) objective function describes types of problem (i.e., minimum of bin, minimum of "makespan", etc.), (c) algorithm class describes types of algorithm (e.g., offline, online, complexity estimate, greedy-type, etc.), (d) constraints describes quality of solution, e.g., asymptotic worst case ratios, absolute worst case, average case, etc., (e) constraints describes bounds on item sizes, bound on the number of items which can be packed in a bin, binary relation over item set (e.g., items a ι1 and a ι2 can not be put into the same bin), etc. Fig. 7 illustrates the basic trends in modifications of bin packing problems: (1) multicriteria (multiobjective) bin packing, (2) bin packing problems under uncertainty (e.g., fuzzy set usage of estimates), (3) examination of additional relations over items and over bins, (4) dynamic bin packing. This paper addresses the bin packing problem survey and some new formulations of bin packing problems: (a) with relations over item set, (b) with multiset estimates of items. 
Basic multicontainer packing problems: (a) bin packing problem, (b) multiple knapsack problem, (c) bin covering problem (basic dual bin packing), (d) min-cost covering problem (multiprocessor or makespan scheduling) Online and dynamic algorithms for bin packing:
Preliminary information

Basic problem formulations
The classical formal statement of BPP is the following (e.g., [150, 151, 152, 259] ). Given a bin S of size V and a list of n items with sizes a 1 , ..., a n to pack.
Find an integer number of bins B and a B-partition S 1 ... S B of set {1, ..., n} such that i∈S k a i ≤ V for all k = 1, ..., B.
A solution is optimal if it has minimal B. The B-value for an optimal solution is denoted OPT below. A possible integer linear formulation of the problem is [203] :
where y i = 1 if bin i is used and x ij = 1 if item j is put into bin i.
Maximizing the number of packed items (inverse problems)
The inverse bin packing problem is targeted to maximization of the number of packed items. Here, two basic kinds of the problems have been considered: (i) maximization of the number of packed items (the number of bins is fixed) (e.g., [58] ); (ii) "maximization" of the total preference estimate for packed items (the number of bins is fixed, (preference relation over item set) (e.g., [115] ).
The description of inverse bin packing problem will be examined in further section.
Interval multiset estimates
Interval multiset estimates have been suggested by M.Sh. Levin in [183] . A brief description of interval multiset estimates is the following [183, 185] . The approach consists in assignment of elements (1, 2, 3, ...) into an ordinal scale [1, 2, ..., l]. As a result, a multi-set based estimate is obtained, where a basis set involves all levels of the ordinal scale: Ω = {1, 2, ..., l} (the levels are linear ordered: 1 ≻ 2 ≻ 3 ≻ ...) and the assessment problem (for each alternative) consists in selection of a multiset over set Ω while taking into account two conditions:
1. cardinality of the selected multiset equals a specified number of elements η = 1, 2, 3, ... (i.e., multisets of cardinality η are considered);
2. "configuration" of the multiset is the following: the selected elements of Ω cover an interval over scale [1, l] (i.e., "interval multiset estimate").
Thus, an estimate e for an alternative A is (scale [1, l] , position-based form or position form): e(A) = (η 1 , ..., η ι , ..., η l ), where η ι corresponds to the number of elements at the level ι (ι = 1, l), or e(A) =
The number of multisets of cardinality η, with elements taken from a finite set of cardinality l, is called the "multiset coefficient" or "multiset number" ( [164, 272] 
. This number corresponds to possible estimates (without taking into account interval condition 2). In the case of condition 2, the number of estimates is decreased. Generally, assessment problems based on interval multiset estimates can be denoted as follows: P l,η . A poset-like scale of interval multiset estimates for assessment problem P 3,3 is presented in Fig. 8 . 
Fig . 8a illustrates the scale-poset and estimates for problem P 3,3 (assessment over scale [1, 3] with three elements, estimates (2, 0, 2 and (1, 0, 2) are not used) [183, 185] . For evaluation of multi-component system, multi-component poset-like scale composed from several poset-like scale may be used [183, 185] . Fig. 8b depicts the integrated poset-like scale for tree-component system (ordinal scale for system component compatibility is [0, 1, 2, 3]).
The following operations over multiset estimates are used [183, 185] as well: integration, vector-like proximity, aggregation, and alignment.
Integration of estimates (mainly, for composite systems) is based on summarization of the estimates by components (i.e., positions). Let us consider n estimates (position form): estimate e 1 = (η
. Then, the integrated estimate is: estimate e I = (η
In fact, the operation is used for multiset estimates:
.. e n . Further, vector-like proximity is described. Let A 1 and A 2 be two alternatives with corresponding interval multiset estimates e(A 1 ), e(A 2 ). Vector-like proximity for the alternatives above is:
, where vector components are: (i) δ − is the number of one-step changes: element of quality ι + 1 into element of quality ι (ι = 1, l − 1) (this corresponds to "improvement"); (ii) δ + is the number of one-step changes: element of quality ι into element of quality ι + 1 (ι = 1, l − 1) (this corresponds to "degradation"). It is assumed: |δ(e(A 1 ), e(A 2 ))| = |δ − (A 1 , A 2 )| + |δ + (A 1 , A 2 )|. Now let us consider median estimates (aggregation) for the specified set of initial estimates (traditional approach). Let E = {e 1 , ..., e κ , ..., e n } be the set of specified estimates (or a corresponding set of specified alternatives), let D be the set of all possible estimates (or a corresponding set of possible alternatives) (E ⊆ D). Thus, the median estimates ("generalized median" M g and "set median" M s ) are:
In recent decade, the significance of multiset studies and applications has been increased. Some recent studies in multisets and their applications are pointed out in Table 9 . [179, 180, 183, 185] ). An examined composite (modular, decomposable) system consists of components and their interconnection or compatibility (IC). Basic assumptions of HMMD are the following: (a) a tree-like structure of the system; (b) a composite estimate for system quality that integrates components (subsystems, parts) qualities and qualities of IC (compatibility) across subsystems; (c) monotonic criteria for the system and its components; (d) quality of system components and IC are evaluated on the basis of coordinated ordinal scales. The designations are: (1) design alternatives (DAs) for leaf nodes of the model; (2) priorities of DAs (ι = 1, l; 1 corresponds to the best one); (3) ordinal compatibility for each pair of DAs (w = 1, ν; ν corresponds to the best one). Let S be a system consisting of m parts (components): R(1), ..., R(i), ..., R(m). A set of design alternatives is generated for each system part above. The problem is: A discrete "space" of the system excellence (a poset) on the basis of the following vector is used: N (S) = (w(S); e(S)), where w(S) is the minimum of pairwise compatibility between DAs which correspond to different system components (i.e., ∀ R j1 and R j2 , 1 ≤ j 1 = j 2 ≤ m) in S, e(S) = (η 1 , ..., η ι , ..., η l ) , where η ι is the number of DAs of the ιth quality in S. Further, the problem is described as follows: max e(S), max w(S), s.t. w(S) ≥ 1.
As a result, we search for composite solutions which are nondominated by N (S) (i.e., Pareto-efficient). "Maximization" of e(S) is based on the corresponding poset. The considered combinatorial problem is NP-hard and an enumerative solving scheme is used.
Here, combinatorial synthesis is based on usage of multiset estimates of design alternatives for system parts. For the resultant system S = S(1) ⋆ ... ⋆ S(i) ⋆ ... ⋆ S(m) the same type of the multiset estimate is examined: an aggregated estimate ("generalized median") of corresponding multiset estimates of its components (i.e., selected DAs). Thus, N (S) = (w(S); e(S)), where e(S) is the "generalized median" of estimates of the solution components. Finally, the modified problem is:
3. Problems with multiset estimates 3.1. Some combinatorial optimization problems with multiset estimates 3.1.1. Knapsack problem with multiset estimates The basic knapsack problem (i.e., "0 − 1 knapsack problem") is (e.g., [120, 159, 203] ): (i) given item set A = {1, ..., i, ..., m} with parameters ∀i ∈ A: profit (or utility) γ i , resource requirement (e.g., weight) a i ; (ii) given a resource (capacity) of knapsack b. Thus, the model is as follows:
where x i = 1 if item i is selected, and x i = 0 otherwise. Often nonnegative coefficients are assumed.
In the case of multiset estimates of item "utility" e i , i ∈ {1, ..., i, ..., n} (instead of γ i ), the following aggregated multiset estimate can be used for the objective function ("maximization") (e.g., [183, 185] ): (a) an aggregated multiset estimate as the "generalized median", (b) an aggregated multiset estimate as the "set median", and (c) an integrated multiset estimate. Knapsack problem with multiset estimates and the integrated estimate for the solution is (solution S = {i|x i = 1}):
In the case of objective function based on median estimate for solution, the problem is:
In addition, it is reasonable to consider a new problem formulation while taking into account the number of the selected items (i.e. a special two-objective knapsack problem with multiset estimates) (solution S = {i|x i = 1}): The ideal point by elements (e.g., "median")
Multiple choice problem with interval multiset estimates
In multiple choice problem, items are divided into groups (without intersection) and items are selected in each group under total resource constraint (e.g., [120, 159, 203] ). Here, one item is selected in each group. This version of multiple choice problem is (Boolean variable x i,j equals 1 if item (i, j) is selected):
A special case of multiple choice problem is considered [183, 185] : (1) multiset estimates of item "utility" e ij (i = 1, m, j = 1, q i ∀i) (instead of c ij ); (2) an aggregated multiset estimate as the "generalized median" (or "set median") is used for the objective function ("maximization"). The item set is: , 1), (i, 2) , ..., (i, q i )}. The solution is a subset of the initial item set: S = {(i, j)|x i,j = 1}. Formally, max e(S) = max M = arg min
Evidently, this problem is similar to the above-mentioned combinatorial synthesis problem without compatibility of the selected items (objects, alternatives) [183, 185] .
Multiple knapsack problem with multiset estimates
The basic multiple knapsack problem is the following (e.g., [49, 120, 144, 159, 203, 226] ): (i) item set A = {1, ..., i, ..., m}; (ii) knapsack set B = {B 1 , ..., B j , ..., B k } (k ≤ m); (iii) parameters ∀i ∈ A: profit c i , resource requirement (e.g., weight) a i ; and (iv) resource (capacity) of knapsack B j ∈ B: b j . This problem is a special case of generalized assignment problem (multiple knapsack problem contains bin packing problem as special case). The model (i.e., "0 − 1 multiple knapsack problem") is:
where x ij = 1 if item i is selected for knapsack B j , and x ij = 0 otherwise.
In the case of multiset estimates, item "utility" e i , i = 1, m (instead of c i ) is considered. Multiple knapsack problem with multiset estimates and the integrated estimate for the solution is (solution S = {(i, j)|x ij = 1}):
In addition, it is reasonable to consider a new problem formulation while taking into account the number of the selected items (i.e., a special two-objective knapsack problem with multiset estimates) (solution S = {(i, j)|x ij = 1}):
Here, "two"-dimensional space of solution quality (Fig. 9) can be considered as well.
Assignment and generalized assignment problems with multiset estimates
The basic assignment problem is the following (e.g., [120, 246] ). Simple assignment problem involves nonnegative correspondence matrix Υ = ||γ ij || (i = 1, m, j = 1, m) where c ij is a profit ('utility') to assign element i to position j. The problem is (e.g., [120] ):
Find the assignment π = (π(1), ..., π(m)) of elements i (i = 1, m) to positions π(i) which corresponds to a total effectiveness:
The simplest algebraic problem formulation is:
Here x i,j = 1 if element i is assigned into position j, c ij is a profit ("utility") of this assignment. The problem can be solved efficiently, for example, on the basis of Hungarian method (e.g., [169] ). Note this problem is the matching problem for a bipartite graph (e.g., [120] ).
In the generalized assignment problem, each item i (i = 1, m) can be assigned to k (k ≤ m) positions (knapsacks, bins) and a capacity is considered for each position j (j = 1, k) (with corresponding capacity constraint ≤ b j ) (Fig. 10) . 
In the case of multiset estimates, item "utility" e ij (i = 1, m j = 1, k) instead of c ij is considered. The generalized assignment problem with multiset estimates and the integrated estimate for the solution is (solution S = {(i, j)|x ij = 1}):
In addition, it is reasonable to consider a new problem formulation while taking into account the number of the selected items (i.e. a special two-objective generalized assignment problem with multiset estimates) (solution S = {(i, j)|x ij = 1}):
Inverse bin packing problem with multiset estimates
Generally, the inverse bin packing problem can be formulated as multiple knapsack problem with equal knapsack (i.e., bins).
First, the basic inverse bin packing problem (with maximization of packed items), i.e., maximum cardinality bin packing problem, is considered as follows (e.g., [7, 41, 58, 52, 94, 171, 172, 221] ). Problem components are: (i) item set A = {1, ..., i, ..., m}; (ii) set of equal bins B = {B 1 , ..., B j , ..., B k } (usually, k ≤ m); (iii) parameters ∀i ∈ A: profit γ i , resource requirement (e.g., weight) a i ; and (iv) equal resource (capacity) of each bin B j ∈ B: b. The model is:
In the case of multiset estimates, item "utility" e i , i = 1, m (instead of c i ) is considered. The inverse bin packing problem with multiset estimates and the integrated estimate for the solution is (solution S = {(i, j)|x ij = 1}):
The problem formulation while taking into account the number of the selected items (i.e., a special two-objective inverse bin packing problem with multiset estimates) (solution S = {(i, j)|x ij = 1}) is:
Bin packing with conflicts
The bin packing problem with conflict consists in packing items into the minimum number of bins subject to incompatibility constraints. (e.g., [98, 107, 121, 149, 237] ). The description of the problem is the following. Given a set of n items A, corresponding their weights w 1 , w 2 , ... w n , and a set of identical bins (k = 1, 2, ...) with capacity b. It can be assumed: w 1 ≥ w 2 ≥ ... ≥ w n . Given conflict relation over items as conflict graph G = (A, E) , where an edge (ι 1 , ι 2 ) ∈ E exists if and only if items ι 1 , ι 2 ∈ A conflict or w ι1 + w ι2 > b. Let y k be a binary variable: y k = 1 if bin k is used, and x ιk be a binary variable: x ιk = 1 if item i is assigned to bin k. Formally,
w ι x ιk ≤ by k ∀k = 1, n; n ι=1 x ιk = 1 ∀ι = 1, n; x ι2k + x ι2k ≤ 1 ∀(ι 1 , ι 2 ) ∈ E, ∀k = 1, n; y k ∈ {0, 1} ∀k = 1, n; x ιk ∈ {0, 1} ∀ι = 1, n, ∀k = 1, n.
Evidently, the problem generalizes the classic bin packing problem and is HP-hard (e.g., [203] ).
In inverse bin packing problem (maximization of the number of packed items subject to fixed set of bins), The problem is as follows. Let γ ι be an importance (utility, profit) of packing item ι ∈ A. Formally, x ιk ≤ 1 ∀ι = 1, n; x ι2k + x ι2k ≤ 1 (ι 1 , ι 2 ) ∈ E, ∀k = 1, n;
x ιk ∈ {0, 1} ∀ι = 1, n, ∀k = 1, n.
Let e ι be an importance multiset estimate (utility, profit) of packing item ι ∈ A. The inverse bin packing problem with multiset estimates and the integrated estimate for the solution is (solution S = {(ι, k)|x ιk = 1}):
In addition, objective function can be examine:
x ι,k ∀ι = 1, n, ∀k = 1, n.
Colored bin packing
Basic colored bin packing
Now consider the basic colored bin packing problem (e.g., [51, 257] ). A set of items A = {a 1 , ..., a i , ..., a n } of different sizes (e.g., w i ∈ (0, 1] ∀i = 1, n) is given. It is necessary to pack the items above into bins of equal size so that a few bins is used in total (at most α times optimal), and that the items of each color span few bins (at most β times optimal). The obtained allocations are called α, β-approximate. The colored bin packing problem corresponds to many significant applications, for example (e.g., [257] ): (1) allocating files in P2P networks, (2) allocating related jobs (i.e., related jobs are of the same color) to processors, (3) allocating related items in a distributed cache, and (4) allocating jobs in a grid computing system. Fig. 11 illustrates the colored bin packing problem: eleven items, three colors (λ, µ, θ). The illustrative solution is: (i) color λ for bin 1, bin 2; (ii) color µ for bin 3; and (iii) color θ for bin 4, bin 5. . . .
Recently, some versions of colored bin packing problem have been examined: (1) basic colored bin packing [51, 257] , (2) offline colored bin packing [257] , (3) online colored bin packing [257] , and (4) online bin coloring (packing with minimum colors) [167] .
Two auxiliary graph coloring problems 4.2.1. Auxiliary vertex graph coloring problem with ordinal color proximity
First, the vertex coloring problem is considered as a basic one. The problem can be described as the following (e.g., [44, 93, 120, 134, 135, 168, 218, 266] ). Given undirected graph G = (A, E) (a node/vertices set A and an edge set E, |A| = n). There is a set of colors (labels, numbers) X = {x 1 , ..., x l , ..., x k }. Let C(G) = {C(a 1 ), ..., C(a i ), ..., C(a i )} (C ai ∈ X) (or < C(a 1 ) ⋆ ... ⋆ C(a i ) ⋆ ... ⋆ C(a i ) > ) be a color configuration (i.e., assignment of a color for each vertex). The problem is:
Assign for each vertex ∀a i ∈ A label or color (i.e., C(a i )) such that no edge connects two identical colored vertices, i.e., ∀a i , a j ∈ A if (a i , a j ) ∈ E (i.e., adjacent vertices) then C(a i ) = C(a j ).
Thus, color configuration (e.g., C(G) = {C(a 1 ), ..., C(a i ), ..., C(a n )}) for a given graph G = (A, E) is searched for. Clearly, |C(G)| equals the number of used colors (labels). (The minimal number of required colors for a graph G is called chromatic number of the graph χ(G)). Note, other coloring problems can be transformed into the vertex version. Fig. 12 illustrates the vertex coloring problem: G = (A, E), A = {p, q, u, v, w}, E = {(p, q), (p, u), (q, v) , (u.v), (w, p)(w, q)(w, u)(w, v)} and three colors {x 1 , x 2 , x 3 } (i.e., corresponding indices for colors of vertices). 
The number of possible resultant color configurations (three colors) equals 6:
(1)
In addition, an aggregated weight (e.g., additive function) of used colors (each color has its nonnegative weight w(x l ) ∀x l ∈ X, l = 1, k) can be considered as well. As a result, the following minimization problem formulation can be examined:
Find coloring of vertices C * (G) for a given graph G = (A, E) with the minimum number of used colors (labels):
This problem is NP-hard (e.g., [93, 120, 153, 266] ). Let C * (G) = {c * θ } be the set of used colors (i.e., C * (G) ⊆ C * (G)). In the case of weighted colors (and additive aggregation function), the following model can be considered:
Clearly, if w(x l ) = 1 ∀x l ∈ X this problem formulation is equivalent to the previous one. In the case of vector-like color weight
and additive aggregation functions, the objective vector function is:
and Pareto-efficient solutions by the vector function are searched for. Generally, it may be prospective to consider a set of objective functions (criteria) as follows (e.g., [179, 185] ): (i) number of used colors, (ii) an aggregated weight of used colors, (iii) correspondence of colors to vertices (e.g., the worst correspondence, average correspondence) (e.g., [179] ); (iv) quality of compatibility of colors, which were assigned to the neighbor (i.e., adjacent) vertices (e.g., the worst case, average case) (e.g., [179] ); and (v) conditions at a distance that equals three, four, etc.
The author's version of graph (vertex) coloring problem (while taking into account color compatibility and correspondence of colors to vertices) is described in [179] (numerical example, Fig. 13) . Here, the solving approach is based on morphological clique problem (i.e., HMMD). Six colors are used: x 1 , x 2 , x 3 , x 4 , x 5 , and x 6 . Estimates of correspondence of colors to vertices are shown in parentheses in Fig. 13 (1 corresponds to the best level). Table 10 contains compatibility estimates for colors (4 corresponds to the best level). 
If the edge between vertices is absent the corresponding compatibility estimates of colors equal to the best level (i.e., 4 for vertex pair (p, v)). Two examples of color combinations (color compositions) and their quality vectors are the following (Fig. 14) : 
Fig. 14. Poset-like scale for color configuration
Partition coloring problem
Here the partition coloring problem (i.e., selective graph clustering over clustered graph) is considered as a close auxiliary problem [113, 142, 188, 219] . The problem formulation is as follows. Given a non-directed graph G = (V, E), where V is the set of vertices (nodes) and E is the set of edges. Let {V 1 , V 2 , ..., V q } be a partition of V into q subsets with V = q ι=1 V ι and |V ι1 V ι2 | = 0 ∀ι 1 , ι 2 = 1, 2, ..., q with ι 1 = ι 2 . Clearly, V ι (∀ι = 1, q) is a graph part or a graph component. The partition coloring problem is:
e., V ′ contains one vertex from each component V ι ), and the chromatic number of the graph induced in G by V ′ is minimum.
Evidently, the problem is a generalization of the graph coloring problem and belongs to class of NP-hard problems (e.g., [188] ). Several formal models for this problem have been proposed: (a) binary integer programming problem (e.g., [112, 113, 142] ), (b) model based on the independent set problem [142] , and (c) two integer programming formulations using representatives [10] . Fig. 15 depicts an instance of partition coloring problem (graph with ten vertices and four graph parts). Here, the resultant colorings are (two colors: c 1 , c 1 ): 
Some solving approaches proposed for the partition coloring problem are listed in Table 11 . Engineering heuristics [188, 191] In real world, this problem corresponds to routing and wavelength assignment in all-optical networks (i.e., computation of alternative routes for the lightpaths, followed by the solution of a partition colorings problem in a conflict graph) (e.g., [188, 191, 219] .
In fact, the partition coloring problem is very close to representative problems (e.g., [10] ). Generally, this kind of problems is based on selection of elements from graph parts (components) (e.g., vertices) while taking into account compatibility of the selected elements (i.e., construction of a clique or quasiclique). In addition, it is possible to examine some preference relation(s) over elements for graph part. Thus, the problem can be considered as a morphological clique problem (i.e., hierarchical morphological design or combinatorial synthesis) [179, 180, 185] .
In the future, it may be very interesting to examine a new multistage partition coloring problem with costs of changes of vertex colors as restructuring of partition coloring problem. (i.e., a version of dynamical partition coloring problem).
Some applications
Composite planning framework in paper production system
Here a composite planning framework is described that was prepared by the author for a seminar of Institute for Industrial Mathematics in May 1992 (Beer Sheva, Israel). Fig. 16 depicts an illustrative solution of the composite planning problem for three machines. In the problem, there are a set of paper horizontal bar for each machine. It is necessary to cut it (by special knifes) to obtain a set of 2D items of the required sizes and colors (by coloring). Seven colors are considered: white (col 1 ), blue (col 2 ), red (col 3 ), green (col 4 ), magenta (col 5 ), brown (col 6 ), and yellow (col 7 ). Table 12 contains ordinal estimates of color change: col i ⇒ col j (i = 1, 7, j = 1, 7). Item parameters are presented in Table 13 : twenty five 2D items (required items of required sizes and colors) (the width of the paper horizontal bar equals 20).
Evidently, two objective functions are considered: (i) minimizing the volume of non-used domain in bins, (ii) minimizing the total cost of color changes (e.g., as a total sum of color change estimates in the solution) (this function can be transformed to non-used bin domains as well). The following heuristic solving scheme is considered:
Stage 1. Grouping of initial items by colors. Fig. 16 ). Here, bin packing problem can be used. As e result, a set of general items (the same color for each item) are obtained. In Fig. 16 , the following 8 general items are depicted: (i) items 1, 2, and 3&4 (color col 1 ); (ii) items 5, 6, and 7 (color col 4 ); (iii) items 8, 9, 10, and 11 (color col 5 ); (iv) items 12, 13, and 14 (color col 2 ); (v) items 15, 16, and 17 (color col 6 ); (vi) items 18 and 19 (color col 3 ); (vii) items 20, 21, and 22 (color col 3 ); and (viii) items 23, 24, and 25 (color col 7 ).
Stage 3. Forming the bins for each machine and for one period (from the general items): bin size corresponds to time period). Here bin packing problem can be used.
Stage 4. For each obtained bin: linear ordering of the generalized items while taking into account color changes. Here the traveling salesman problem can be used (while taking into account the ordinal estimates of color change as element distance, Table 12 ). Note the considered composite planning framework can be extended/modifued to use in communication systems (e.g., multiple channel systems).
Planning in communication system
The basic multi-processor scheduling problems based on bin packing have been described in [59, 60, 69, 143] . Here, some combinatorial planning problems as 2D bin packing for communications (one-channel communications, telecommunication WiMAX systems). Note, close problems are used in resource allocation in multispot satellite networks (e.g., [4] ).
Selection of messages/information packages
First, the basic simplified planning problem can be considered as the well-known secretary problem. Given a set of items n (e.g., messages) A = {a 1 , ..., a i , ..., a n }, each item a i has a weight w i (e.g., time for processing). The problem is (Fig. 17 ): Evidently, the algorithm to obtain the optimal solution is based on ordering of the items by nondecreasing of w i (i.e., the item with minimal weight has to be processed as the 1st, and so on) (complexity estimate of the algorithm is O(n log n)). This is the algorithm: 'smallest weight first'.
Note, the solution can be defined by Boolean variables: x ai,s[ι] ∈ {0, 1}, where x ai,s[ι] = 1 if item a i is assigned into place s[ι] in the solution. Thus, the solution is defined by Boolean matrix: w s [1] ... ...
Usually the described secretary problem is used for planning in one-channel communication system. In this case, there is a time interval (i.e., planning period T ) and the initial set of items A is ordered to send via the channel. If all messages can be send during period T (i.e., n i=1 w i ≤ T ) the considered algorithm can be successfully used. Unfortunately, if period T is not sufficient to send all message (i.e., n i=1 w i ≥ T ), a subset of items with highest weights have to wait the next period (i.e., a wait set). Here, the problem can be formulated as a knapsack model:
Here, the algorithm above leads to the optimal solution. Note, the first objective function requires linear ordering of items in the solution by non-decreasing of w i (as in previous problem). After using the algorithm the items which do not belong to the solution can be considered as a wait set. Thus, it is reasonable to examine an extension of the problem above. Let each item a i ∈ A has two parameters: (i) the weight (i.e., processing time) w i and (ii) the number of wait periods γ i = 0, 1, ... . The problem statement can be considered as two-criteria knapsack model:
This problem is NP-hard. The selection of items for sending (i.e., solution) can be based on detection of Pareto-efficient items by two parameters: (a) minimum weight w i (rule: smallest weight first) and (b) maximum number γ i (rule: longest wait first). The following heuristic algorithm can be considered:
Stage 2. Deletion of Pareto-efficient items in A by two parameters weight w i (minimum) and importance γ i (maximum) to obtain the subset A P ⊆ A (the current items layer by Pareto rule). Complexity estimates for the above-mentioned version hierarchical clustering algorithm (by stages) is presented in Table 14 . Afterhere, the first objective function min t(S) =
will not be considered because items of the solution can be ordered to take into account n the objective function.
Evidently, each item (message) can have other parameters, for example, importance (it will leads to an additional objective function in the model above). In this case, the model is:
where β ai is importance parameter of the corresponding item i. Note the importance parameter may by dependent on scheduling place s[ι]: β ai,s [ι] . In the case of multiset estimate of the importance parameter e ai,s [ι] , the model is: In addition, precedence binary relation over items can be examined as well. This leads to an additional logical constraint in the model above and corresponding algorithm scheme is based on linear ordering of the selected items while taking account the precedence constraint.
Two-dimensional packing in WiMAX system
In recent decade, two-dimensional packing problems have been used in contemporary telecommunication systems (IEEE 802.16/WiMAX standard) [55, 56, 57, 197, 206 ].
An illustrative structure of WiMAX system is depicted in Fig. 18 . A general description of the above-mentioned approach is presented in [206] as follows. Information transmission process is based on rectangular frames "down link zones": time (width) × frequency (height). Thus, data packages correspond to 2D items (i.e., rectangular) which are stored in "down link zones" (i.e., bins). In [206] , a general three phase solving scheme is examined: Phase 1. Selection of information packages (messages) for the current transmission period. Phase 2. Arranging the selected packets into rectangular regions (as general items). Phase 3. Allocation of the resultant regions to the rectangular frame. Note, the above-mentioned phase 1 can be based on model and solving approach from the previous section as selection of Pareto-efficient messages (information packages) for the current transmission period. The allocation problem above (i.e., phase 3) is studied in [55, 56, 57] (including problem statement, complexity, heuristic algorithms, computing experiments). In mobile broadband wireless access systems like IEEE 802.16/WiMAX, Orthogonal Frequency Division Multiple Access (OFDMA) is used in order to exploit frequency and multi-user diversity (i.e., improving the spectral efficiency). MAC (medium access control) frame extends in two dimensions, i.e., time and frequency. At the beginning of each frame, i.e., every 5 ms, the base station is responsible both for scheduling packets, based on the negotiated quality of service requirements, and for allocating them into the frame, according to the restrictions imposed by 802.16 OFDMA.
Here, a two-stage solving scheme for resource allocation is applied (e.g., [55, 56, 57] ): (a) scheduling of packets in a given time frame, (b) allocation of packets across different subcarriers and time slots. The second stage above can be examined as a special 2D bin packing problem [55, 56, 57] .
Evidently, integrated solving scheme for the two above-mentioned stages is a prospective research direction. In general, it is necessary to study the integrated approach for three-phase for planning in WiMAX system from [206] . In addition, it may be prospective to examine ordinal and/or multiset estimates for problem elements including lattice-based quality domain(s) for problem solutions.
Conclusion
In this paper, a generalized integrated glance to bin packing problems is suggested. The approach is based on a system structural problem description: (a) element sets (i.e., item set, bin set, item subset assigned to bin), (b) binary relation over the sets above: relation over item set(s) as compatibility, precedence, dominance; relation over items and bins (i.e., correspondence of items to bins). Here, the following objective functions can be examined: (1) traditional functions (i.e., minimizing the number of used bins, maximizing the number of assigned items), (2) weighted and vector versions of the functions above, and (3) the objective functions based on lattices. Some new problem statements with multiset estimates of items are presented. Two applied examples are considered: (i) planning in paper industry, (ii) planning in communication systems (selection of messages, packing of massages in WiMAX).
Generally, it is necessary to point out the following. In recent decades there exists a trend in applied combinatorial optimization (e.g., [182, 184, 185] ):
"FROM basic combinatorial problem TO composite framework consisting of several interconnected combinatorial problems".
A well-known example of the composite frame is the following: timetabling problem that is usually based a combination of basic combinatorial optimization problems (e.g., assignment, clustering, graph coloring, scheduling). From this viewpoint, bin packing problems and their extensions/modifications can be examined as a basis of various applied composite frameworks. Thus, our material may be useful to build the applied composite frameworks above.
In the future, it may be reasonable to investigate the following research directions: 1. further examination of bin packing problems with multiset estimates; 2. study of various versions of colored bin packing problems (e.g., various color proximities, various objective functions);
3. examination of multi-stage bin packing problems (i.e., models, methods, applications); 4. examination of new applied composite frameworks based on bin packing problems; 5. execution of computing experiments to compare many solving schemes for various bin packing problems with ordinal/multiset estimates;
6. examination of multi-period (or cyclic) multi-channel scheduling problems based on various bin packing models;
7. study of resource allocation in multispot satellite networks on the basis of various bin packing problems;
8. analysis of applied multicriteria bin packing problems and bin packing problems with multiset estimates; and 9. usage of our material in educational courses (e.g., applied mathematics, computer science, engineering, management).
