Abstract. Using the combinatorial description for knot Heegaard-Floer homology, we give a generalization to singular knots that does fit in the general program of categorification of Vassiliev finite-type invariants theory.
Introduction
Since the categorification of the Jones polynomial by Mikhail Khovanov in 1999 [Kh00] , the study of knots and links via homological invariants has remained constantly on the front of the scene. Nonglad to give a refinment of polynomial invariants with an increased capacity for distinguishing knots, homological invariants seem to drag many more informations. In particular, their functorial behaviour with regards to knots cobordisms brings effective tools for studying geometric properties. Among them, Heegaard-Floer homology [OS04] , [R03] , which categorifies the Alexander polynomial, appears to be particularly rich since it detects the unknot, the trefoils, the figure eight knot, the fact that a knot is fibered or not and the Seifert genus. Moreover, it is very convenient for investigating links surgery. Unfortunately, the original definition, using Heegaard splitting and holomorphic disks, is unsuitable for computation. However, during the summer 2006, a combinatorial description [MOS06] arised which has led to a combinatorial construction [MOST06] .
On the other hand, polynomial invariants are known to share some finiteness properties in the following Vassiliev sense. A singular link is a link with a finite number of rigid double points . Any polynomial invariant λ can be generalized to singular links by induction on the number of double points, using the formula
The invariant λ is said to be of finite type if it exists an integer n ∈ N such that the generalization of λ to singular links vanishes on links with at least n + 1 double points.
Most known invariants are of finite type or, at least, are infinite combination of them. Typically, coefficients of Alexander and Jones (after a suitable change of variables) polynomials have this property [BL93] , [BN95] .
Then, it is natural to raise the question about a possible Vassiliev-like behaviour of the corresponding homological invariants. In [Sh07] , Nadya Shirokova sets the foundations for such a categorification of Vassiliev theory. Moreover, she shows that Khovanov homology does fit her theory [Sh06] . The combinatorial construction for Heegaard-Floer homology is carrying hope for a similar treatment. The first step in this direction would be to define a generalization of Heegaard-Floer homology for singular links. This is the purpose of this paper.
Grid presentations for a link L are the data of a square grid G decorated by O's and X's such that every column and every row contains exactly one decoration of each kind. A diagram for L is obtained when joining decorations by underpassing horizontal and overpassing vertical lines (see fig.1 ). Grid presentations are the starting point for the construction of Heegaard-Floer homology given in [MOST06] . The chain complex C − (G) is generated by one-to-one correspondances between rows and columns of the grid and the differential ∂ − is defined by counting embedded rectangles. Adding supernumerary decorations in a "singular" column gives rise to singular grids which enable the description of singular links with a double point (see fig.3 ). There are two natural ways for desingularizing a singular column which correspond to the natural ways for desingularizing a double point. One can define a map of chain complexes
Strictly speaking, this map is not exactly a morphism of chain complexes since it anti-commutes with the differential instead of commuting. However, it is straightforward to turn an anti-commuting map into a commuting one and vice versa. Moreover, they share the same properties and, since we aim at considering their cones, anti-commuting maps are even more convenient. In this paper, a morphism of chain complexes will be thus a map which anti-commutes with the differentials.
The map f is the key ingredient for the construction described in this paper. Consistently with Vassiliev definition, the map f is naturally oriented from the positive desingularization (i.e. the desingularization which increases the writhe by one) to the negative one. This asymmetry is due to a choice of orientation for the plane where the grid is lying.
Dealing with a grid G with k singular columns leads to 2 k desingularized regular grids. The associated Heegaard-Floer complexes can be arranged at the corners of a k-dimensional cube of which the edges are decorated by maps defined above (see fig.12 ). It is now deleteriously tempting to consider the generalized cone of this cube. This can be done if k = 1. Unfortunatly, as soon as k > 1, its faces are not anymore commutative. However, this commutation defect can be fixed by adding maps materializing the large diagonals of the cube faces. Hence, we can consider the homology H − (G) of the chain complex thus defined.
Theorem 1. The homology H − (G) is an invariant of the underlying singular link.
The first part recall the definition of grid diagram presentations for links and extend it to the singular links. The second part is devoted to the combinatorial Heegaard-Floer homology as described in [MOST06] . We will restrict ourselves to the case filtrated by Z since the multi-filtrated refinment doesn't suit our singular generalization. The third part gives the definition of the map f . The construction is not unique, but we prove that all the resulting maps are homotopic. This map is sufficient for dealing with the case of a single double point. However, more general singular links require a little more work. This is done in the fourth part, where we discuss the cube of resolution for a singular grid and how we can fix its commutation defect. Finally, the last part establish the invariance of the resulting homology under all the choices which have been made during the construction, in particular the choice of a grid diagram.
Grid diagram
In this section, we recall the description of knots by grid diagram and we extend it to singular knots.
* is a (n × n)-grid whose squares are decorated by O's and X's in such a way that each column and each row contains exactly one O and one X. We denote by O the set of O's and by X the set of X's. A decoration is an element of O ∪ X.
To any grid diagram, one can associate a link diagram (see fig.1 ). For this purpose, one should join in each column the X to the O by a straight line and, then, join again in each row the O to the X by a straight line which underpasses all the vertical ones. By convention, the link will be oriented by running the horizontal strands from the O to the X. Every link can be described by a grid diagram. Even better, every link diagram (up to isotopy) can be described in this way. To this end, rotate locally all the crossings of a given diagram in order to get only orthogonal intersections, the overpassing strands being vertical. Then, perform an isotopy to get only horizontal and vertical strands, such that none of them are colinear, and incidently to get right angled corners. Now, according to the link orientation, turn the corners into O or X and draw the grid by separating pairs of decorations in columns and in rows. An illustration of this process is given by the fig.1 Now, we can generalize these definitions to singular cases.
-grid whose squares are decorated by O's and X's in such a way that each column and each row contains exactly one O and one X, except for k columns which contain exactly two O's and two X's. Moreover, in these k singular columns, two decorations surrounding a third one must be of different kinds.
As in the regular case, every singular grid diagram gives rise to a singular link. The process is almost identical, except for singular columns with four decorations. In that case, the uppermost decoration is connected with the third one and the second with the lowermost by vertical lines slightly bended to the right (or, equivalently, to the left) in such a way that the two curves intersect only in one singular point (see fig.3 ). Proof. Consider a planar diagram for a given singular link and choose a way to desingularize every singular crossing. Now, according to the process given previously, consider a grid diagram which corresponds to this regular diagram. Then, even if it means to perform first some simple isotopies to get far from a singular column, singular points will appear as regular crossing, i.e. as four decorations . .
The first one can be easily realized (see fig.4 , left) and the last two are even transparent for grid diagram presentations since they can be realized by changing the way of bending the singular vertical strands (see fig.5 and 4, right). Now, we will recall briefly the combinatorial construction for link HeegaardFloer homology given in [MOST06] . Nevertheless, we will consider only the case filtrated by Z since the multi-filtrated refinment doesn't suit our singular generalization.
Let G be a regular grid diagram of size n which represents a link L with ℓ connected components. We will first describe the generators of the complex C − (G), then the gradings M and A and, finally, the differential ∂ − .
2.1. Generators. In the regular case, grid diagrams are square grids. Hence, there are bijections which send columns to rows.
We label the elements of O by integers from 1 to n but this numbering will be totally transparent in the following construction. For each O i in O, we defined an indetermined U Oi . Definition 2.1. We define C − (G) as the Z[U O1 , · · · , U On ]-module generated by all the possible one-to-one correspondances between rows and columns of G.
There are different ways to represent those generators:
They can be directly depicted on the grid by drawing a dot at the bottom left corner of the common square of an associated row and column. Then, generators are sets of n dots arranged on the grid lines' intersections such that every line contains exactly one point, except the rightmost and the topmost ones which do not contain any.
If columns are numbered from the left to the right and rows from the bottom to the top, then the generators can also be described by elements of S n , the group of permutation of the n first integers. Permutations will be denoted by their decomposition in disjoint cycles.
In this paper, the notation x will denote the first description i.e. a set of n dots. When using the second, we will use the notation σ x (see fig.6 ). Figure 6 . Descriptions of the generators 2.2. Grading. To define the gradings, we consider the grid as embedded in the R 2 -plane, the horizontal and the vertical lines being, respectively, parallel to the x-axis and the y-axis. The decorations O's and X's, as well as the dots defining generators, are then assimilated to the the coordinates of their gravity center. Now, we can define a Maslov grading M , which will be used as a homological degree, and an Alexander grading A which will induce a filtration.
Definition 2.3. Let x be a generator of C − (G), we set
Proposition 2.4 ([MOST06]). The gradings M and A are invariant under cyclic permutations of rows or columns.
2.3. Differential. Now, we will identify the left boundary of G with its right boundary, as well as its bottom one with its top one, in order to see the grid drawn on a torus T .
Definition 2.5. Let x and y be two generators of C − (G). A rectangle r connecting x to y is an embedded rectangle in T which satisfies:
• edges of r are embedded in the grid lines ;
• opposite corners of r are respectively in x \ y and y \ x ;
• except on ∂r, the sets x and y coincide ;
• according to the orientation of r inherited from the one of T , horizontal boundary components of r are oriented from points of x to points of y.
Remark 2.6. If it does exist a rectangle connecting x to y, then σ
A rectangle r is said to be empty if Int(r) ∩ x = ∅. We denote by Rect
• (G) the set of all empty rectangles and by Rect
• (x, y) the set of those which connect x to y. a non empty rectangle an empty rectangle a torn empty rectangle Now, to define the differential, we need first to set, for every
which sends a polygon r to 1 if O i ∈ r and to 0 otherwise.
Definition 2.7. We define the map
where ε : Rect
• (G) −→ {±1} is a map which will be defined in the next subsection.
Remark 2.8. One can define ε as the constant map which sends every rectangle to 1 but then, the Z coefficients should be turned into F 2 = Z / 2Z ones. 
2.4.
Orientation. We will use the description of the sign refinment given by E. Gallais in [G07] .
Definition 2.10. For all n ∈ N * , we define the group S n by generators and relations :
We denote by ι n the natural injection of S n into S n+1
Proposition 2.11. For n ≥ 4, the group S n is a non-trivial extension of S n by Z / 2Z :
where i maps 1 to z and where p maps τ i to the transposition (i, i + 1) for all 1 ≤ i ≤ n − 1 and z to Id. Now, we can define a section
Definition 2.12. The map s := s n : S n −→ S n is defined by induction on n by: Case n = 1: s 1 (Id) = 1. Case n > 1:
, n where the permutation σ. σ −1 (n), n is seen as an element of S n−1 since it lets n fixed.
Proposition 2.13. The map s is a section i.e. p • s = Id.
In particular, for every pair of permutations
is a power of z.
Definition 2.14. The map c :
Remark 2.15. Actually, c is a 2-cocycle in
The orientation map ε will depend as well on the way a rectangle is split into pieces when seen on the grid G and not on the torus T . Remark 2.21. The degree in U O1 defines an increasing filtration which is preserved by the differential. 
Maps of chain complexes
Let G + and G − be two regular grid diagrams of size n which differ from a commutation of two adjacent columns which is not a commutation move as defined in theorem 1.2. Moreover, if the two topmost decorations of the two commuting columns are of the same kind, then G + is the diagram where the line passing through these two decorations has a negative slope. Otherwise, G + is the diagram where this line has a positive slope. Proof. By hypothesis, the decorations appear alternatively on each column. Every decoration is hence vertically surrounded by the decorations of the other column and consequently decorations of different kinds. One of them is thus of the same kind than the surrounded one. This proves the second part of the statement. Now, everytime a cyclic permutation of the rows will affect the topmost decorations, it will change simultaneously their possible equalness of nature and the slope sign of the line passing through them. This concludes the proof. Proof. Since L + (resp. L − ) is invariant under cyclic permutations of the rows of G + (resp. G − ) and according to prop.3.1, it is sufficient to check it for the standard configuration. Now, note that, locally, the associated diagrams depend only on the direction where the strands which connect the two middle decorations to the rest of the diagram are coming from. There are, therefore, four cases to check. Here is one of them:
The three other are similar or easier.
The aim of this section is to define a map of chain complexes
For this purpose, it will be convenient to draw at the same time G + and G − on a combined grid G Comb :
We ask that α and β never intersect one each other on a horizontal grid line. There are several ways to do it and, even if we omit to denote it in the notations, all the following construction will depend on this choice.
In this context, a generator of
is represented by n dots, one of which is located on α (resp. β ).
As for the definition of the differential, we will consider the torus T Comb obtained by identifying the boundary components of the combined grid.
Definition 3.4. Let x be a generator of C − (G + ) and y a generator of C − (G − ). A pentagon connecting x to y is an embedded pentagon p in T Comb which satisfies:
• edges of p are embedded in the grid lines (including α and β);
• one corner c of p belongs to α ∩ β;
• starting at c and running positively along the boundary of p, according to the orientation of p inherited from the one of T Comb , the corners of p are successively and alternatively in x and y; • except on ∂p, the sets x and y coincide ;
• the interior of p do not intersect α ∪ β in a neighborhood of c.
The corner c is called the peak of p.
Note that a pentagon p connecting x to y has a unique oriented vertical edge which joins a point of x to a point of y. We say that p is a left pentagon if this edge is oriented toward the bottom of the grid. Otherwise, we say it is a right pentagon (see fig.9 ). It corresponds to the side of the combined column where the pentagon lies.
Remark 3.5. If a point of α ∩ β is the peak of a pentagon, then it is vertically located in the singular column between decorations of different kinds.
A pentagon p is said to be empty if Int(p) ∩ x = ∅. We denote by Pent
• (G Comb ) the set of all empty pentagons and by Pent • (x, y) the set of those which connect x to y. Definition 3.6. Let x be a generator of C − (G + ) and y a generator of C − (G − ). A spike connecting x to y is an embedded triangle s in T Comb (possibly crossed) which satisfies:
• edges of s are embedded in the grid lines (including α and β);
• one corner c of s belongs to α ∩ β;
• starting at c and running positively along the boundary of s, according to the orientation of s inherited near c from the one of T Comb , the corners of s are first an element of y and then of x; • except on ∂s, the sets x and y coincide. Proposition 3.7. For a given pentagon p ∈ Pent
This defines a map φ : Pent
Proof. Let consider a pentagon p which connects
. There is a unique spike which has two common vertices with p, one of which belonging to y. By gluing it to p along their common edge, we embank the peak of p and move a dot of y from β to α. Hence, we get a rectangle in Rect
• (G + ) which connects x to a generator z. In the following illustration, dark dots describe the generator x while hollow ones describe z. The square is the dot of y which doesn't belong to z.
Corollary 3.8. Let x be a generator of C − (G + ) and y a generator of
• (x, y) = ∅. Let p be a pentagon which connects x to y. Then
Proof. We keep the notation of the precedent proof. We will begin by three remarks.
• Since prop.2.4 and prop.3.1 hold, it is sufficient to deal with the standard configuration.
• As sets of dots on the grids G + and G − , the generators z and y are identical. Only the decorations are changing.
• The decorations contained in s determine the position of its support compared with the four commuting decorations (with an ambiguity when s contains an even number of decorations, but it gives rise to the same result).
Now, for each position of the support of s compared with the decorations, it is easy to compute M (y) (resp. A(y)) in fonction of M (z) (resp. A(z)). For instance, if the support is between the two O, then
Finally, we conclude by using the formula (4) in [MOST06] , its Alexander analogue and the decomposition of r = p ∪ s. Now, we consider the map f :
which is the morphism of Z[U O1 , · · · , U On ]-modules defined on the generators by
where ε : Pent Proof. The fact that f preserves the Maslov graduation and Alexander filtration is immediate after corollary 3.8.
The proof that it anti-commutes with ∂ − is very similar to the proof of lemma 3.1 in [MOST06] . Nevertheless, the special cases may need special attention. Actually, there are always two possibilities for filling a whole width 1 column with a pentagon and a rectangle. The two possibilities correspond to the two possible peaks. However, in both case the sign is the same i.e. positive if the width 1 column we are dealing with is the left one and negative otherwise. Moreover, one can check that the left and the right "pentagon and rectangle" sharing the same peak, share as well the same decorations, in particular the possible O which produces a U O factor. Finally, all the special terms cancel by pairs (see fig.10 for an example). As pointed out in the remark 3.3, the map f depends on the choice of arcs α and β. More precisely, it depends on the relative positions of the intersections α ∩ β compared with the horizontal grid lines. Now, we will deal with this dependancy.
Let (α t , β t ) and (α b , β b ) be two sets of arcs which are identical except around the horizontal grid line l. The arcs α t and β t intersect in c just above this horizontal grid line, whereas α b and β b intersects just below.
Actually, the maps f t and f b associated to each set of arcs are homotopic. To define the homotopy map, first note that, for every generator x ∈ C − (G + ), there exists at most one spike of which c is a corner and l is the support and which connects x to a generator of C − (G − ). We call such a spike a small spike. Now, we set the morphism of
y if x and y are connected by a small spike 0 otherwise.
Proposition 3.10. The map h preserves the Alexander filtration and increases the Maslov grading by one. Moreover, it satisfies
Proof. The first part of the statement follows from the easiest computation made in the proof of corollary 3.8. Corollary 3.11. The map f :
is well defined up to homotopy.
According to prop.3.2, the links L + and L − differ only from a crossing. So, they can be read as the two desingularization of a link L 0 with a single double point. Then, the homology of the cone of the map f is already an invariant of L 0 . This is proved is section 5.
For singular links with more double points, things will be slightly more sophisticated.
Singular combinatorial Heegaard-Floer homology
The map defined in the previous section is the key ingredient for generalizing Heegaard-Floer homology to singular links.
Let G be a singular grid diagram of size (n, k). We label the k singular columns by integers from 1 to k, but this numbering will be totally transparent in the following construction.
There are essentially two ways to desingularize a singular column with respect to the connection between decorations imposed by the associated singular link L (see fig.11 ).
Figure 11. Desingularization of a singular column
According to prop.3.2, one of them corresponds to a positive resolution of L. We call it the 0-resolution. The other one corresponds then to a negative resolution. We call it the 1-resolution. For every singular column, we choose a set of two arcs α i and β i where i is the label of the considered column, which corresponds to the construction given in section 3.
k , we denote by G i1···i k the regular grid obtained from G by performing a i j -resolution to the j th singular column for all j ∈ {1, · · · , k}.
we denote the map defined in section 3, using the arcs α j and β j .
The indices in the previous notations define a cube of resolution C for G which is a k-dimensional cube with vertices decorated by C − (G i1···i k ) and edges by f i1···ij−1⋆ij+1···i k (see fig.12 ). 
Figure 12. Cube of resolution Notation 4.3. Let I = (i 1 , · · · , i k ) be an element of {0, 1, ⋆} k . We denote
• by 0(I) the set j ∈ {1, · · · , k}|i j = 0 ;
• by I(j : a) where j ∈ {1, · · · , k} and a ∈ {0, 1, ⋆} the k-uple wich is obtained from I by imposing the value a to the j th element.
By abuse of notation, we will uncurrify them and write I(i : a, j : b) instead of I(i : a) (j : b)
As usual, we identify the boundaries of G in order to get a torus T G Definition 4.4. Let I ∈ {0, 1} k and i, j ∈ {1, · · · , k} such that i = j. Let x be a generator of C − (G I(i:0,j:0) ) and y a generator of C − (G I(i:1,j:1) ). An hexagon connecting x to y is an embedded hexagon h in T G which satisfies:
• edges of h are embedded in the grid lines (including α l 's and β l 's);
• two corner c and c ′ of h belong respectively to α i ∩ β i and to α j ∩ β j ; • starting at one of this two corners and running positively along the boundary of h, according to the orientation of h inherited from the one of T G , the corners of h are, successively and in this order, elements of x, of y and of α i ∩ β i or α j ∩ β j ; • except on ∂h, the sets x and y coincide ;
• the interior of h do not intersect α i ∪ β i ∪ α j ∪ β j in a neighborhood of c ∪ c ′ .
The index I(i : 0, j : 0) is called the origin of h.
Remark 4.5. The previous definition of an hexagon do not coincide with the one given in [MOST06] .
An hexagon h is said to be empty if Int(h) ∩ x = ∅. We denote by Hex
• (G) the set of all empty hexagons and by Hex
• (x, y) the set of those which connect x to y.
The proofs of the following proposition are totally analogous to the corresponding proofs for pentagons.
Proposition 4.6. Let I ∈ {0, 1} k and i, j ∈ {1, · · · , k} such that i = j.
For a given hexagon p ∈ Hex
• (G) with origin I(i : 0, j : 0), there is a unique pair of spikes (s, fig.13 ).
This defines a map φ : Hex 
Proposition 4.7. For all I ∈ {0, 1} k and i, j ∈ {1, · · · , k} such that i = j, the map f I(i:⋆,j:⋆) preserves the Alexander filtration and increases the Maslov grading by one.
The maps {f I(i:⋆,j:⋆) } will enable us to fix the defect of commutativity in C by adding large diagonals to the faces of C. The Heegaard-Floer homology for a singular grid can now be defined as the generalized cone of its completed cube of resolution.
where .
[l] is the shift of the Maslov grading by l. Moreover, we set
where the three maps ∂ Proof. The first two points are direct consequences of prop.2.9, 3.9 and 4.7. These propositions also state that (
Hence, it is sufficient to prove
The formula (5) is a corollary of the skew-commutation of the signs for rectangles since the sets of hexagons corners must be disjoint. This does hold everytime the two involved polygons have disjoint sets of corners.
For the formula (4), note that a pentagon and a hexagon can share at most one corner. Then, three configurations can occure which divide in six cancelling decompositions. They are described in fig.14 Finally, the formula (3) hold for the same reasons. All the possible configurations are obtained by embanking a peak in one the three cases in fig.14 . Nevertheless, note that the minus sign in the definition of f I(i:⋆,j:⋆) is essential for this cases. The special case of a width one column being filled with an empty union of a hexagon and a rectangle can not occur since sets of arcs {(α i , β i )} are necessarily separated by a regular vertical grid line. The next section is devoted to the proof of this theorem.
Invariance
The theorem 4.10 can be divided in four points : i) invariance under isotopies of arcs α l 's and β l 's; ii) invariance under cyclic permutations of the rows or of the columns; iii) invariance under commutation of two rows or of two columns; iv) invariance under stabilization/destabilization.
If working with coefficient in Z / 2Z , the point ii) is trivial since the construction of the chain complex uses only polygons embedded in the torus. Moreover, the sign refinment is clearly invariant by cylic permutations of the rows.
Concerning cyclic permutations of the columns, it is proven in [MOST06] and [G07] that the sign assignment for rectangles is essentially unique. At least, it gives isomorphic chain complexes. Since, the sign assignment for other polygons depends on its definition for rectangles and since a cyclic permutations of the columns will not change the nature of left and right pentagons, the invariance still hold for our construction.
Isotopies of arcs.
To prove the invariance under isotopies of arcs α l 's and β l 's, it is sufficient to deal with one intersection c ∈ α i ∩ β i going throught a horizontal grid line for a given i ∈ {1, · · · , k}. Now, we consider the map h defined at the end of section 3. We set ϕ :
Let (α
Proof. To prove that the map ϕ commutes with the differentials, we need to prove that for all I ∈ {0, 1} k and all generator x ∈ C − (G I(i:0) )
. Then, the proof is similar to the proof of prop.3.10. When sharing a corner, a rectangle and a small spike will give a pentagon, a pentagon and a small spike will give an hexagon and hexagons and spikes can not share a corner.
The fact that ϕ is a bijection is clear.
The two chain complexes are isomorphic, so they share the same homology.
5.2.
Commutation. The proof of invariance under commutation moves will be a combination of constructions and proofs made earlier in this paper or in [MOST06] .
First, we consider the commutation of two regular columns. Since the decorations of, at least, one of the two commuting columns must be vertically sides by sides, the move can be seen as replacing a distinguished vertical grid line α by a different one β, as pictured in fig.15 . α β Figure 15 . Commutation of regular columns
We denote by G α and G β the corresponding grids. Now, we can define Cpentagons and C-hexagons as in sections 3 and 4 but with the condition that a peak relies on α ∩ β. The C stands for "Commutation". For all generators x of C − (G α ) and y of C − (G β ), we denote by PeHe • (x, y) the set of empty C-pentagons and empty C-hexagons connecting x to y. Then, we can define φ αβ :
where the map ε is also defined as in section 3 and 4.
Contrary to the definition of f , the roles of α and β are symmetric.
The map φ αβ is a morphism of filtrated chain complexes. Everything which should be checked to prove the skew-commutation with the differentials and the fact that it preserves Maslov grading and Alexander filtration has already been in the proof of 4.9. Now, we can consider the filtration induced by the grading ξ defined on the generators by
where I ∈ {0, 1} k , x ∈ C − (G I ) and 0( . ) is the map defined in section 4 which counts the number of columns positively desingularized. The differentials and the map φ αβ clearly preserve or decrease this grading. Moreover, the associated graded chain complexes are the direct sums of the chain complexes associated to every desingularized grids, and, restricted to any of these subcomplex, the graded map associated to φ αβ is the eponyme morphism defined in [MOST06] . In this last paper, it is proved that it is a quasi-isomorphism.
Finally, we conclude thanks to the principle of homological algebra which states that if the associated graded map of a morphism of filtrated chain complexes is a quasi-isomorphism, then the whole morphism is also a quasi-isomorphism (see lemma 3.6 in [MOST06] and point vi) in the next subsection).
The case of commutation of rows is totally similar.
This regular commutation case is sufficient to deal with links with a single double point. Actually, a commutation of the singular column with a regular one can be replaced by (n − 2) commutations of regular columns. Now, we consider the commutation of a regular column with a singular one. We choose a set of arcs such that every desingularized grid can be described by picking two of them (see fig.16 ).
The sets of arcs (γ 1 , α 1 ) and (γ 1 , β 1 ) correspond to C − 1 the chain complex before the commutation move whereas (γ 2 , α 2 ) and (γ 2 , β 2 ) correspond to C − 2 the chain complex after the move. We denote respectively by ∂ 2 ) which corresponds to pentagons and hexagons with one peak on α 1 ∩ β 1 (resp. α 2 ∩ β 2 ). Now, we consider the intermediate states defined by the sets of arcs (α 1 , α 2 ) and (β 1 , β 2 ). We denote by ∂ Figure 16 . Commutation of a regular and a singular columns: we ask the figure to have some symmetry. More precisely, we ask the intersections γ k ∩ α i and γ l ∩ β j to lie between the same two consecutives horizontal grid lines for all k, l, i, j ∈ {1, 2} with k = l and i = j.
As in section 4, we will correct this commutation defect by adding a large diagonal map f = f 2 − f 1 .
To define the map f , we will consider combinations of polygons. In particular, we will need to define different kind of hexagons than those defined in section 4. To distinguish them and since their two additional peaks are lying on the same side, we will call them hhexagons with a double initial "h". Now, we consider G Comb and T Comb the combined grid with all arcs α's, β's and γ's and the torus obtained by identifying its boundary components.
Definition 5.2. Let x and y be two sets of n dots arranged on the intersections of lines and arcs of G Comb . An hhexagon of type 1 connecting x to y is an embedded hexagon h in T Comb which satisfies:
• edges of h are embedded in the grid lines (including α l 's, β l 's and γ l 's);
• two consecutive corners c and c ′ of h belong respectively to γ 1 ∩ α 2 and to α 2 ∩ β 2 ;
• starting at c and running positively along the boundary of h, according to the orientation of h inherited from the one of T Comb , the four last corners of h are, successively and alternatively elements of x and y; • except on ∂h, the sets x and y coincide ;
• the interior of h do not intersect α 2 ∪ β 2 ∪ γ 1 in a neighborhood of c ∪ c ′ .
Mutatis mutandis, we define a hhexagon of type 2 by replacing respectively α 2 , β 2 and γ 1 by β 1 , γ 2 and α 1 (see fig.17 ). Figure 17 . Examples of hhexagons : dark dots describe the generator x while hollow ones describe y. The left hhexagon is of type 2 whereas the other one is of type 1.
In order to lighten definitions, we call a "pentagon" (resp. "hhexagon") a polygon which do look like a pentagon (resp. hhexagon) in a neighborhood of the two commuting columns but which may have additional peaks on its vertical edge away from there.
We denote by Pent y) ) the set of empty "pentagons" of which a peak lie on α 1 ∩ γ 2 (resp. γ 1 ∩ β 2 ) and which connect x to y. In the same way, we denote by Hhex • γ1 (x, y) (resp.Hhex
• α1 (x, y)) the set of empty "hhexagons" of type 1 (resp. of type 2) connecting x to y.
Under the condition that y is a generator of C − (G γ2β2 ), note that to any "hhexagon" h joining a set of points x to y, one can associate naturally a rectangle φ(h) in G γ2α2 by adding two or three spikes. Thus, one can associate a sign ε(h) = ε(φ(h)) if h has an even number of peaks pointing toward the left and −ε(h) otherwise. Finally, we denote by E the set of n dots arranged on the intersections of lines and arcs of G Comb . Now, we consider the maps f 1 , f 2 :
) which are morphisms of Z[U O1 , · · · , U On ]-modules defined respectively on the generators by
Then, we can set ψ :
Proposition 5.3. The map ψ is a morphism of chain complexes which respects the Maslov grading as well as the Alexander filtration.
Contrarily to the other maps in this paper, the map ψ is indeed commuting with differentials and not skew-commuting.
Proof. The fact that ψ respects the grading and the filtration can be proved in a very similar way than the previous analogous statements. Most verifications to prove the commutation with the differentials are straightforward. However, fig.18(a)-18(d) give details for some less usual cases. Moreover, to check signs, one should consider paths from one configuration to its associated one using the elementary moves occuring in the proof that Heegaard-Floer differential is indeed a differential, i.e.
• commuting the order of occurence of two consecutive polygons with disjoint sets of corners;
(b) Figure 18 . Special decompositions
• commuting the two "L" decomposition. We will check a case for each sub-categories of fig.18 . Moreover, the leftmost configuration corespond to an element of ∂
whereas the rightmost is an element of f 1 •∂ Now, it is sufficient to notice that the graded part of ψ associated to the filtration induced by ♯0( . ), the number of singular columns positively desingularized, is the direct sum of the compositions of two quasi-isomorphisms defined in [MOST06] for the commutation of two columns. It is thus a quasi-isomorphism itself, as well as ψ.
The invariance under the commutation of two singular columns can be achieved in the same way by considering the following combined grid
and f γ2 β1 defined as just above for the commutation of a singular column with a regular one.
5.3. Stabilization/Destabilization. Here again, the proof of invariance follows the same lines than the one given in [MOST06] . We recall the main steps.
We consider a stabilization which replaces a X by the following square pattern:
We label the new circle by 1 and by 2 the circle which is lying on the same row than the modified X. i) Description of C − (G) using G s : Every generator of C − (G) can be seen as drawn on G s by adding x 0 , the dot located at the south-west corner of O 1 represented in (6). The gradings are the same and the differential is given by ignoring the conditions involving O 1 and x 0 i.e. rectangles may contain x 0 in their interior (but not in their boundaries) and there is no multiplication by U 1 .
ii) Description of H − (G) involving U 1 : The chain map C − (G) is quasiisomorphic to the cone C = C 1 ⊕ C 2 of the map
Hence, it is sufficient to define a quasi-isomorphism from C − (G s ) to C.
iii) Simplifying filtration: There are filtrations on C − (G s ) such that the associated graded differential is the sum over only the width one rectangles which are contained in the row or in the column throught O 1 and which do not contain O 1 or any X. and which sends the acyclic subcomplex to zero is a quasi-isomorphism for the associated graded chain complexes.
v) Filtrated extension of F gr : The map F gr can be extended to a map F : C − (G s ) −→ C of filtrated chain complexes. Essentially, commutation of F with rectangles which are empty except concerning x 0 which is actually contained in their interiors (i.e. rectangles embedded in the grid G s which are involved in the differential associated to G as described in i) but not in the differential associated to G s ) imposes inductively additional terms in the definition of F . This leads to the definition of F given in [MOST06] .
vi) Filtrated quasi-isomorphism: The cone of F is a finitely generated filtrated complex. Moreover, according to iv), the second page of the spectral sequence associated to this filtration is zero, the cone of F is thus acyclic and F is a filtrated quasi-isomorphism. Now, points i) and ii) extend trivially to the singular case.
Concerning the filtration of the point iii), we adapt it by choosing a point in each connected component of G s \ {horizontal and vertical grid lines, α ′ i s, β ′ i s}. Since O 1 does not belong to a singular column, its row and its column are well defined and we 3 Actually, the minus sign is indeed −ε(r 1 )ε(r 2 ) where r 1 and r 2 are the two rectangles involved in the differential.
can consider the set Q of selected points that does not belong to the same column or the same row than O 1 . A strongly empty domain of length r ∈ N * which connects a generator x to a generator y is a sequence of empty rectangles, pentagons or hexagons (p i ) r i=1 such that for all i ∈ {1, · · · , r}, p i ∩ O = p i ∩ X = ∅ and p i connects x i to x i+1 where x 1 = x, x r+1 = y and for all i ∈ 1, · · · , r, x i is a generator. For any two domains (p i ) r i=1 and (p ′ i ) r ′ i=1 which both connect a generator x to a generator y, the Maslov grading imposes that r = r ′ and one can prove by induction on r that
The filtration is induced by a relative graduation F which is defined on the generators of the graded complex associated to the Alexander filtration and to the U oi filtrations as defined in remark 2.21 by
where p is a strongly empty domain which connects x to y. The associated graded differential is as claimed, except that the sum is over rectangles but also pentagons and hexagons of width one.
The point iv) holds without any change (except rectangles that might be turned into pentagons or hexagons).
Concerning the extension of F gr to F , the ins and the outs are, once again, the same. This leads to the same map than in [MOST06] , except that some peaks may have been added to the vertical boundary lines. However, this does not change the combinatorics of such domains as soon as we add a minus sign for each peak pointing toward the left.
