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MILNOR INVARIANTS AND THE HOMFLYPT POLYNOMIAL
JEAN-BAPTISTE MEILHAN AND AKIRA YASUHARA
Abstract. We give formulas expressing Milnor invariants of an n-component
link L in the 3-sphere in terms of the HOMFLYPT polynomial as follows. If
the Milnor invariant µJ(L) vanishes for any sequence J with length at most
k, then any Milnor µ-invariant µI (L) with length between 3 and 2k+1 can be
represented as a combination of HOMFLYPT polynomial of knots obtained
from the link by certain band sum operations. In particular, the ‘first non
vanishing’ Milnor invariants can be always represented as such a linear com-
bination.
1. Introduction
J. Milnor defined in [18, 19] a family of link invariants, known as Milnor µ-
invariants. Here, and throughout the paper, by a link we mean an oriented, ordered
link in S3. Roughly speaking, Milnor invariants encode the behaviour of parallel
copies of each link component in the lower central series of the link group. Given
an n-component link L in S3, Milnor invariants are specified by a sequence I of
(possibly repeating) indices from {1, ..., n}. The length of the sequence is called
the length of the Milnor invariant. It is known that Milnor invariants of length
two are just linking numbers. However in general, Milnor invariant µL(I) is only
well-defined modulo the greatest common divisor ∆L(I) of all Milnor invariants
µL(J) such that J is obtained from I by removing at least one index and per-
muting the remaining indices cyclicly. This indeterminacy comes from the choice
of the meridian curves generating the link group. Equivalently, it comes from the
indeterminacy of representing the link as the closure of a string link [6]. See Section
4 for the definitions.
Recall that the HOMFLYPT polynomial of a knot K is of the form P (K; t, z) =∑N
k=0 P2k(K; t)z
2k, and denote by P
(l)
0 (K) the lth derivative of P0(K; t) ∈ Z[t
±1]
evaluated at t = 1. Let us denote by (logP0(K))
(n) the nth derivative of logP0(K; t)
evaluated at t = 1. Since P0(K; 1) = 1, we have
(logP0)
(n) = P
(n)
0 +
∑
k1+...+km=n
n(k1,...,km)P
(k1)
0 ...P
(km)
0 ,
where the sum runs over all k1, ..., km such that k1 + · · · + km = n (ki ≥ 2), and
where n(k1,...,km) ∈ Z. For example, one can check that (logP0)
(n) = P
(n)
0 for
n = 1, 2, 3, and that (logP0)
(4) = P
(4)
0 − 3(P
(2)
0 )
2.
In this paper, we show the following. If Milnor invariant µJ(L) vanishes for any
sequence J with length at most k, then any Milnor µ-invariant µI(L) with length
m+1 (3 ≤ m+1 ≤ 2k+1) is given by a linear combination of (logP0)
(m) invariants
of knots obtained from the link by certain band sum operations.
For simplicity, we first state the formula for Milnor link-homotopy invariants
µ(I), i.e. such that the sequence I has no repeated index. Let L =
⋃n
i=1 Li be
The first author is partially supported by the JSPS Invitation Fellowship for Research in Japan
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an n-component link in S3. Let I = i1i2...im be a sequence of m distinct elements
of {1, ..., n}. Let BI be an oriented (2m)-gon, and denote by pj (j = 1, ...,m) a
set of m non-adjacent edges of BI according to the boundary orientation. Suppose
that BI is embedded in S
3 such that BI ∩ L =
⋃m
j=1 pj, and such that each pj is
contained in Lij with opposite orientation. We call such a disk an I-fusion disk
for L. For any subsequence J of I, we define the oriented knot LJ as the closure
of
(
(
⋃
i∈{J} Li) ∪ ∂BI
)
\
(
(
⋃
i∈{J} Li) ∩BI
)
, where {J} is the subset of {1, ..., n}
formed by all indices appearing in the sequence J .
Theorem 1.1. Let L be an n-component link in S3 (n ≥ 3) with vanishing Milnor
link-homotopy invariants of length up to k. Then for any sequence I of (m + 1)
distinct elements of {1, ..., n} (3 ≤ m + 1 ≤ 2k + 1) and for any I-fusion disk for
L, we have
µL(I) ≡
−1
m!2m
∑
J<I
(−1)|J|(logP0(LJ))
(m) (mod ∆L(I)),
where the sum runs over all subsequences J of I, and where |J | denotes the length
of the sequence J .
This generalizes widely a result of M. Polyak for Milnor’s triple linking number
µ(123) [21]. There are several other known results relating Milnor invariants of
(string) links to the Alexander polynomial, for example see [2, 12, 15, 16, 20, 23]
(note in particular that the results of [12, 15, 16, 21] make use of closure-type
operations). Relation to quantum invariants are also known via the Kontsevich
integral [7].
We emphasize that our assumption that the link has vanishing Milnor link-
homotopy invariants of length up to k is essential in order to compute its Milnor
invariants of length up to 2k + 1 using our formula. See the example at the end of
this paper, which shows that Milnor link-homotopy invariants of length 4 are not
given by the formula in Theorem 1.1 if there are nonvanishing linking numbers.
As noted above, only the first non vanishing Milnor invariants of a link are well-
defined integer-valued invariants. The following is in some sense a refinement of
Theorem 1.1 for the first non vanishing Milnor invariants.
Theorem 1.2. Let L be an n-component link in S3 (n ≥ 3) with vanishing Milnor
link-homotopy invariants of length up to k(≥ 2). Then for any sequence I of (k+1)
distinct elements of {1, ..., n} and for any I-fusion disk for L, we have
µL(I) =
−1
k!2k
∑
J<I
(−1)|J|P
(k)
0 (LJ) ∈ Z.
Theorem 1.2 implies that all Milnor link-homotopy invariants of a link L vanish
if and only if all linking numbers of L vanish and
∑
J<I(−1)
|J|P
(k)
0 (LJ ) = 0 for all
k (2 ≤ k ≤ n− 1) and for all nonrepeated sequences I of length k + 1.
Theorems 1.1 and 1.2 generalize as follows. Let L =
⋃n
i=1 Li be an n-component
link in S3, and let I = i1i2 · · · im be a sequence of m elements of {1, ..., n}, where
each element i appears exactly ri times. Denote by DI(L) the m-component link
obtained from L as follows.
• Replace each string Li by ri zero-framed parallel copies of it, labeled from
L(i,1) to L(i,ri). If ri = 0 for some index i, simply delete Li.
• Let DI(L) = L′1 ∪ · · · ∪ L
′
m be the m-string link
⋃
i,j L(i,j) with the order
induced by the lexicographic order of the index (i, j). This ordering defines
a bijection ϕ : {(i, j) | 1 ≤ i ≤ n, 1 ≤ j ≤ ri} → {1, ...,m}.
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We also define a sequence D(I) of elements of {1, ...,m} without repeated index as
follows. First, consider a sequence of elements of {(i, j); 1 ≤ i ≤ n, 1 ≤ j ≤ ri} by
replacing each i in I with (i, 1), ..., (i, ri) in this order. For example if I = 12231, we
obtain the sequence (1, 1), (2, 1), (2, 2), (3, 1), (1, 2). Next replace each term (i, j) of
this sequence with ϕ((i, j)). Hence we have D(12231) = 13452.
Theorem 1.3. Let L be an n-component link in S3 with vanishing Milnor invari-
ants of length up to k. Let I be a sequence of (m + 1) possibly repeating elements
of {1, ..., n} (3 ≤ m+ 1 ≤ 2k + 1).
(i) For any D(I)-fusion disk for DI(L), we have
µL(I) ≡
−1
m!2m
∑
J<D(I)
(−1)|J|(logP0(DI(L)J))
(m) (mod ∆L(I)).
(ii) If m = k(≥ 2), then for any D(I)-fusion disk for DI(L), we have
µL(I) =
−1
k!2k
∑
J<D(I)
(−1)|J|P
(k)
0 (DI(L)J) ∈ Z.
Theorem 1.3 follows directly from Theorems 1.1 and 1.2, since Milnor proved in
[19, Thm. 7] that µDI (L)(D(I)) = µL(I) (note that ∆L(I) = ∆DI (L)(D(I)), again
as a consequence of [19, Thm. 7]).
This implies that all Milnor invariants of a link L vanish if and only if all linking
numbers of L are zero and
∑
J<D(I)(−1)
|J|P
(k)
0 (DI(L)J) = 0 for all k(≥ 2) and for
all sequences I with length k + 1.
The rest of the paper is organized as follows. In Section 2, we review some
elements of the theory of claspers, which is the main tool in proving our main
results. In Section 3, we recall some properties of the HOMFLYPT polynomial of
knots. In Section 4, we review Milnor invariants and string links, and give a few
lemmas. Section 5 is devoted to the proof of Theorem 1.1. In Section 6, we prove
Theorem 1.2 and show, as a consequence, how to use the HOMFLYPT polynomial
to distinguish string links up to link-homotopy. The paper is concluded by a simple
example which illustrates the necessity of the assumptions required in our results.
Convention 1.4. In this paper, given a sequence I of elements of {1, ..., n}, the
notation J < I will be used for any subsequence J of I, possibly empty or equal to
I itself. By J  I, we mean any subsequence J of I that is not I itself. We will
use the notation {I} for the subset of {1, ..., n} formed by all indices appearing in
the sequence I, and |I| will denote the length of the sequence I.
Acknowledgements. The authors thank Kazuo Habiro for useful discussions.
2. Some elements of clasper theory
The primary tool in the proofs of our results is the theory of claspers. We
recall here the main definitions and properties of this theory that will be useful in
subsequent sections. For a general definition of claspers, we refer the reader to [8].
Definition 1. Let L be a (string) link. A surface G embedded in S3 (or D2× [0, 1])
is called a graph clasper for L if it satisfies the following three conditions:
(1) G is decomposed into disks and bands, called edges, each of which connects
two distinct disks.
(2) The disks have either 1 or 3 incident edges, and are called leaves or vertices
respectively.
(3) G intersects L transversely, and the intersections are contained in the union
of the interiors of the leaves.
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In particular, if a graph clasper G is a disk, we call it a tree clasper.
Throughout this paper, the drawing convention for claspers are those of [8,
Fig. 7], unless otherwise specified.
The degree of a connected graph clasper G is defined as half of the number of
vertices and leaves. A tree clasper of degree k is called a Ck-tree. Note that a
Ck-tree has exactly (k + 1) leaves.
A graph clasper for a (string) link L is simple if each of its leaves intersects L at
exactly one point.
Let G be a simple graph clasper for an n-component (string) link L. The index
of G is the collection of all integers i such that G intersects the ith component of
L. For example, if G intersects component 3 twice and components 2 and 5 once,
and is disjoint from all other components of L, then its index is {2, 3, 5}.
Given a graph clasper G for a (string) link, there is a procedure to construct a
framed link, in a regular neighbourhood ofG. There is thus a notion of surgery along
G, which is defined as surgery along the corresponding framed link. In particular,
surgery along a simple Ck-tree is a local move as illustrated in Figure 2.1.
Figure 2.1. Surgery along a simple C5-tree.
The Ck-equivalence is the equivalence relation on (string) links generated by
surgeries along connected graph claspers of degree k and isotopies. Alternatively,
the Ck-equivalence can be defined in term of “insertion” of elements of the kth term
of the lower central series of the pure braid group [22]. We use the notation L
Ck∼ L′
for Ck-equivalent (string) links L and L
′.
It is known that the Ck-equivalence becomes finer as k increases, and that two
links are Ck-equivalent if and only if they are related by surgery along simple Ck-
trees [8]. Moreover, it was shown by Goussarov and Habiro that this equivalence
relation characterizes the topological information carried by finite type knot invari-
ants. More precisely, it is shown in [5, 8] that two knots are Ck-equivalent if and
only if they cannot be distinguished by any finite type invariant of degree < k.
2.1. Linear trees and planarity. For k ≥ 3, a Ck-tree G having the shape of the
tree clasper in Figure 2.1 is called a linear Ck-tree. The left-most and right-most
leaves of G in Figure 2.1 are called the ends of G.
Now suppose that the G is a linear Ck-tree for some knot K, and denote its ends
by f and f ′. Then the remaining (k − 1) leaves of G can be labelled from 1 to
(k − 1), by travelling along the boundary of the disk1 G from f to f ′ so that all
leaves are visited. We say that G is planar if, when travelling along K from f to f ′,
either following or against the orientation, the labels of the leaves met successively
are strictly increasing. See Figure 2.2 for an example.
2.2. Calculus of Claspers for parallel claspers. We shall need refinements of
Propositions 4.4 and 4.6 of [8] for parallel tree claspers.
Here, by parallel tree claspers we mean a family of m parallel copies of a tree
clasper T , for some m ≥ 1. We call m the multiplicity of the parallel clasper. Note
1Recall that a clasper is an embedded surface: in particular, since T is a tree clasper, the
underlying surface is homeomorphic to a disk.
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P N
Figure 2.2. The C6-tree P is planar for the unknot, while N is nonplanar.
that there is no ambiguity in the notion of parallel copies here, since for a tree
clasper the underlying surface is homeomorphic to a disk.
Lemma 2.1. Let m, k, k′ ≥ 1 be integers. Let T be a parallel Ck-tree with multi-
plicity m for a (string) link L, and let T ′ be a Ck′ -tree for L, disjoint from T .
(1) Let T˜ ∪ T˜ ′ be obtained from T ∪ T ′ by sliding a leaf f ′ of T ′ over m par-
allel leaves of T (see Figure 2.3(a)). Then LT∪T ′ is ambient isotopic to
LT˜∪T˜ ′∪Y ∪C, where Y denotes the parallel Ck+k′ -tree with multiplicity m
obtained by inserting a vertex v in the edge e of T and connecting v to the
edge incident to f ′ as shown in Figure 2.3 (a), and where C is a disjoint
union of Ck+k′+1-trees for L.
(2) Let T˜ ∪ T˜ ′ be obtained from T ∪ T ′ by passing an edge of T ′ across m
parallel edges of T (see Figure 2.3(b)). Then LT∪T ′ is ambient isotopic
to LT˜∪T˜ ′∪H∪C , where H denotes the parallel Ck+k′+1-tree with multiplicity
m obtained by inserting a vertex v in both edges, and connecting them by
an edge as shown in Figure 2.3(b)), and where C is a disjoint union of
Ck+k′+2-trees for L.
...
m
...
m
...
...
... ...
...
m m
...
...
...
m m
...
...
...
...
...
......
H
~T’ ~T T’ T ~T’ ~T
T’ T
f’
v
Y
e
(b)(a)
Figure 2.3. Leaf slide and crossing change involving parallel tree claspers.
This result is well-known for m = 1. The general case is easily proved using the
arguments of the proof of [8, Prop. 4.4] and [8, Prop. 4.6] respectively.
Remark 2.2. Notice that, following the proofs of [8, Prop. 4.4 and 4.6], the index
of each of the tree claspers involved in Lemma 2.1 can be determined from those
of T and T ′ as follows. We have that the index of T˜ is equal to the index of T , the
index of T˜ ′ is equal to the index of T ′, and the indices of Y , H and each connected
component of C are equal to the union of the indices of T and T ′.
3. The HOMFLYPT polynomial
In this section, we recall the definition of the HOMFLYPT polynomial, and
mention a few useful examples and properties.
The HOMFLYPT polynomial P (L; t, z) ∈ Z[t±1, z±1] of an oriented link L is
defined by the following formulas
(1) P (U ; t, z) = 1,
(2) t−1P (L+; t, z)− tP (L−; t, z) = zP (L0; t, z),
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where U denotes the unknot and where L+, L− and L0 are three links that are
identical except in a 3-ball where they look as follows:
L+ = ; L− = ; L0 = .
In particular, the HOMFLYPT polynomial of an r-component link K is of the form
P (K; t, z) =
N∑
k=1
P2k−1−r(K; t)z
2k−1−r,
where P2k−1−r(K; t) ∈ Z[t±1] is called the (2k − 1− r)th coefficient polynomial of
K. Furthermore, the lowest degree coefficient polynomial of K is given by
(3.1) P1−r(K; t) = t
2Lk(L)(t−1 − t)r−1
r∏
i=1
P0(Ki; t),
where Ki denotes the ith component of K, and where Lk(L) :=
∑
i<j lk(Li, Lj),
see [13, Prop. 22].
Denote by P
(l)
k (L) the lth derivative of Pk(L; t) evaluated at t = 1. It was proved
by Kanenobu and Miyazawa that P
(l)
k is a finite type invariant of degree k+ l [11].
In particular, P
(l)
0 is of degree l, and thus is an invariant of Cl+1-equivalence.
It is well-known that the HOMFLYPT polynomial of knots is multiplicative
under connected sum. Thus the same holds for the lowest degree coefficient poly-
nomial P0, and in general, for any integer n and any two oriented knots K and K
′,
we have
P
(n)
0 (K♯K
′) = P
(n)
0 (K) + P
(n)
0 (K
′) +
n−1∑
k=1
(
n
k
)
P
(k)
0 (K)P
(n−k)
0 (K
′).
If, moreover, we assume that the knot K is Cn-equivalent to the unknot, then we
have
(3.2) P
(n)
0 (K♯K
′) = P
(n)
0 (K) + P
(n)
0 (K
′),
since P
(n)
0 is an invariant of Cn+1-equivalence, for all k.
In general, a simple way to derive an additive knot invariant from the coefficient
polynomial P0 is to take its log. (Since P0(K; t) is in Z[t
±1] and P0(K; 1) = 1 for
any knot K, logP0(K; t) can be regarded as a smooth function defined on an open
interval which contains 1.) Indeed, we have that, for any two oriented knots K and
K ′,
(logP0)(K♯K
′; t) = (logP0)(K; t) + (logP0)(K
′; t).
Denote by (logP0(K))
(n) the nth derivative of logP0(K; t) evaluated at t = 1.
As mentioned in the introduction, (logP0(K))
(n) is equal to P0(K)
(n) plus a sum
of products of P0(K)
(k)’s with k < n. So we see that (logP0)
(n) is an additive finite
type knot invariant of degree n, and thus is an invariant of Cn+1-equivalence.
The following simple example shall be useful later.
Lemma 3.1. Let n ≥ 1, and let ε = (ε0, ε1, ..., εn, εn+1) ∈ {−1, 1}n+2. Let Kεn be
the knot represented in Figure 3.1. Then
(
logP0(K
ε
n)
)(n+1)
= P
(n+1)
0 (K
ε
n) = (−1)
n2n+1(n+ 1)!
n+1∏
i=0
εi.
Notice that Kεn is Cn+1-equivalent to the unknot, and that for all k ≤ n, we thus
have
(
logP0(K
ε
n)
)(k)
= P
(k)
0 (K
ε
n) = 0.
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Proof. Let us prove the second equality. We first prove the formula for the knot
K+n := K
(1,...,1)
n , by induction on n. Since K
+
1 is the trefoil, we have P
(2)
0 (K
+
1 ) =
−8. Suppose that n > 1. Clearly, changing the crossing c of K+n yields the unknot
(see Figure 3.1). Hence
P0(K
+
n ; t) = t
2 + tP−1(Ln; t),
where Ln = K1 ∪ K2 is the 2-component link represented on the right-hand side
of Figure 3.1. Notice that K1 is an unknot, while K2 is a copy of the knot K
+
n−1.
...
...
...
...
...
...
c
=
;
where
=
+1
−1
K2
K1Ln
ε0 Kεn
ε1 ε2 εnεn−1
εn+1
Figure 3.1. The knot Kεn and the 2-component link Ln.
Hence by Equation (3.1) we have
P0(K
+
n ; t) = t
2 + (1− t2)P0(K
+
n−1; t).
By differentiating this equation (n+ 1) times and evaluating at t = 1, we obtain
P
(n+1)
0 (K
+
n ) = −2(n+ 1)P
(n)
0 (K
+
n−1)− n(n+ 1)P
(n−1)
0 (K
+
n−1).
Since K+n−1 is Cn-equivalent to the unknot, we see that P
(n−1)
0 (K
+
n−1) = 0. Hence
we have P
(n+1)
0 (K
+
n ) = −2(n + 1)P
(n)
0 (K
+
n−1). The induction hypothesis implies
P
(n+1)
0 (K
+
n ) = (−1)
n2n+1(n+ 1)!.
Now, notice that in general Kεn is obtained from the unknot by surgery along
the linear Cn+1-tree represented in Figure 3.2. It follows from [8, Claim in p-36]
where
=
=
+1
−1
εnε1 ε2
ε0 εn+1
...
Figure 3.2. Here, a ⊖ on an edge represents a negative half-twist.
that Kεn#K
+
n is Cn+2-equivalent to the unknot (resp. to K
+
n#K
+
n ) if
∏n+1
i=0 εi is
equal to −1 (resp. to = 1). Since P
(n+1)
0 is an invariant of Cn+2-equivalence and
the knot Kεn is Cn+1-equivalent to the unknot for any ε ∈ {−1, 1}
n+2, we have
(1 +
n+1∏
i=0
εi)P
(n+1)
0 (K
+
n ) = P
(n+1)
0 (K
ε
n#K
+
n ) = P
(n+1)
0 (K
ε
n) + P
(n+1)
0 (K
+
n )
Hence we have
P
(n+1)
0 (K
ε
n) = P
(n+1)
0 (K
+
n )
n+1∏
i=0
εi.
The second equality follows.
Recall that (logP0)
(n+1) is given by the sum of P
(n+1)
0 and a combination of
P
(k)
0 ’s with k ≤ n. Since the knot K
ε
n is Cn+1-equivalent to the unknot, the first
equality follows. 
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We note that, according to the above proof, Lemma 3.1 gives the variation of(
logP0
)(n+1)
and P
(n+1)
0 under surgery along a planar linear Cn+1-tree for the
unknot. On the other hand, the HOMFLYPT polynomial does not change under
surgery along a non-planar tree clasper, as follows from a formula of Kanenobu [10].
Lemma 3.2. Let T be a non-planar linear tree clasper for a knot K. Then
P0(KT ; t) = P0(K; t).
Proof. We may assume that KT and K are given by identical diagrams, except in a
disk where they differ as illustrated in Figure 3.3. Let L[ε2, ..., εn] (εj ∈ {−1, 1}, j =
...
...
...
...
K
c1
KT
c21
cn1
c(n−1)2
c(n−1)1
c22
cn2
Figure 3.3. The knots K and KT .
2, ..., n) be the link obtained from KT by smoothing the crossing c1, and
(i) smoothing the crossing cj1 if εj = 1, or
(ii) changing the crossing cj1 and smoothing the crossing cj2 if εj = −1.
Kanenobu showed that if all links L[ε2, ..., εn] have less than n+1 components, then
P0(KT ; t) = P0(K; t), see [10, (3.9)]. Moreover, Kanenobu showed how to estimate
the number of components of L[ε2, ..., εn] using a kind of a chord diagram which
corresponds to the smoothed crossings. More precisely, the chord diagram associ-
ated to L[ε2, ..., εn] represents the n-singular knot obtained from KT by changing
the crossing c1 and each crossing cj1 (resp. cj2) such that εj = 1 (resp. εj = −1)
into double points. Kanenobu showed that L[ε2, ..., εn] has n+1 components if and
only if the associated chord diagram contains no intersection among the chords, see
the proof of [10, Lem. (3.7)]. If T is non-planar, then it is not hard to see that, for
any (εj ∈ {−1, 1}, j = 1, 2, ..., n), the corresponding chord diagram contains such
an intersection. Thus we have the conclusion. 
Remark 3.3. Lemmas 3.1 and 3.2 are related to the main results of [10] and [9].
4. Milnor invariants
4.1. A short definition. Given an n-component link L in S3, denote by π the
fundamental group of S3 \ L, and by πq the qth subgroup of the lower central
series of π. We have a presentation of π/πq with n generators, given by a choice
of meridian mi of the ith component of L, i = 1, ..., n. So the longitude λj of the
jth component of L (1 ≤ j ≤ n) is expressed modulo πq as a word in the mi’s
(abusing notations, we still denote this word by λj). The Magnus expansion E(λj)
of λj is the formal power series in non-commuting variables X1, ..., Xn obtained by
substituting 1 +Xi for mi and 1−Xi +X2i −X
3
i + ... for m
−1
i , 1 ≤ i ≤ n.
Let I = i1i2...ik−1j be a sequence of elements of {1, ..., n}. Denote by µL(I)
the coefficient of Xi1 ...Xik−1 in the Magnus expansion E(λj). Milnor invariant
µL(I) is the residue class of µL(I) modulo the greatest common divisor of all µL(J)
such that J is obtained from I by removing at least one index and permuting
the remaining indices cyclicly. The indeterminacy comes from the choice of the
meridians mi. Equivalently, it comes from the indeterminacy of representing the
link as the closure of a string link [6]. Let us recall below the definition of these
objects.
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4.2. String links. Let n ≥ 1, and let D2 ⊂ R2 be the two-dimensional disk
equipped with n marked points x1, ..., xn in its interior, lying on the diameter on
the x-axis of R2. An n-string link, or n-component string link, is the image of a
proper embedding
⊔n
i=1[0, 1]i → D
2 × [0, 1] of the disjoint union
⊔n
i=1[0, 1]i of n
copies of [0, 1] in D2×[0, 1], such that for each i, the image of [0, 1]i runs from (xi, 0)
to (xi, 1). Each string of an n-string link is equipped with an (upward) orientation.
The n-string link {x1, ..., xn} × [0, 1] in D2 × [0, 1] is called the trivial n-string link
and is denoted by 1n.
For each marked point xi ∈ D2, there is a point yi on ∂D2 in the upper half of R2
such that the segment pi = xiyi is vertical to the x-axis, as illustrated in Figure 5.1.
Given an n-string link L =
⋃n
i=1 Li in D
2× [0, 1] ⊂ R2× [0, 1], the closure Lˆ of L is
the n-component link defined by Lˆ =
⋃n
i=1 Lˆi = L ∪ (
⋃n
i=1(pi × {0, 1})∪ (yi × I)).
The set of isotopy classes of n-string links fixing the endpoints has a monoid
structure, with composition given by the stacking product and with the trivial n-
string link 1n as unit element. Given two n-string links L and L
′, we denote their
product by L · L′, which is obtained by stacking L′ above L and reparametrizing
the ambient cylinder D2 × I.
Habegger and Lin showed that Milnor invariants are actually well defined integer-
valued invariants of string links [6]. (We refer the reader to [6] or [24] for a precise
definition of Milnor invariants µ(I) of string links.) Furthermore, Milnor invariants
of length k are known to be finite-type invariants of degree k − 1 for string links
[1, 14]. As a consequence, Milnor invariants of length k for string links are invariants
of Ck-equivalence. Habiro showed that the same actually holds for Milnor invariants
of links [8].
4.3. Some results. It was shown by Habegger and Lin that Milnor invariants
without repeated indices classify string links up to link-homotopy [6]. Here, the
link-homotopy is the equivalence relation generated by self-crossing changes. In
[25], the second author gave an explicit representative for the link-homotopy class
of any n-string link in terms of linear tree claspers. We shall make use of this
representative in this paper, and recall its definition below.
Let Jk denote the set of all sequences j0j1...jk of k + 1 non-repeating integers
from {1, ..., n} such that j0 < jm < jk for all m. Let i0i1...ik be a sequence of
k + 1 integers from {1, ..., n} such that i0 < i1 < · · · < ik−1 < ik, and let aJ be
a permutation of {i1, ..., ik−1}. Then J = i0aJ(i1)...aJ (ik−1)ik is in Jk (and all
elements of Jk can be realized in this way). Let TJ be the simple linear Ck-tree for
1n as illustrated in Figure 4.1. Here, aJ is the unique positive k-braid which defines
the permutation aJ and such that every pair of strings crosses at most once. In the
figure, we also implicitely assume that all edges of TJ overpass all components of
1n. (This assumption is crucial in the computation of Milnor invariants.) Let T J
i0
TJ
i1 i2 ik−1...
i1 i2 ik−1
ik
...
...
...
aJ
*
Figure 4.1. The Ck-trees TJ and T J .
be the Ck-tree obtained from TJ by inserting a positive half-twist in the ∗-marked
edge, see Figure 4.1. Denote respectively by VJ and V
−1
J the n-string links obtained
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from 1n by surgery along TJ and T J . This notation is justified by the fact that,
for any J in Jk, the string link VJ · V
−1
J is Ck+1-equivalent to the trivial one [8].
Theorem 4.1 ([25]). Any n-string link L is link-homotopic to l = l1 · · · ln−1, where
li =
∏
J∈Ji
V xJJ , where xJ = µli(J) =


µL(J) if i = 1,
µL(J)− µl1···li−1(J) if i ≥ 2.
Remark 4.2. The above statement slightly differs from the one in [25]. There,
another family of Ck-trees is used in place of TJ and T J . However, the present
statement is shown by the exact same arguments as for [25, Thm. 4.3], since for
any J, J ′ ∈ Jk (k ≥ 1), we have
(4.1) µVJ (J
′) =
{
1 if J = J ′,
0 otherwise,
(compare with [25, Lem. 4.1]).
For the representative l = l1 · · · ln−1 above, we have the following lemmas.
Lemma 4.3. Let I < 12...n with |I| = m ≤ n. Then,
(4.2) µl(I) ≡ xI (mod gcd{xJ | J  I}).
Moreover, for all k < m− 1, we have
(4.3) µl1·...·lk(I) ≡ 0 (mod gcd{xJ | J  I, |J | ≤ k + 1}).
Proof. By [17, Lem. 3.3] and Theorem 4.1, we have µl(I) = µl1·...·lm−2(I) +
µlm−1(I) = µl1·...·lm−2(I) +xI . Hence Equation (4.3) implies Equation (4.2), and it
suffices to prove Equation (4.3).
Note that, for an n-string link L =
⋃n
i=1 Li, we have µI(L) = µI(
⋃
i∈{I} Li).
Hence we may assume that I = 12...m and that l is an m-string link. The result is
shown by an analisis of the the Magnus expansion of a longitude of each “building
block” V xJJ , for all k < m−1 and all J ∈ Jk. Since we are aiming at computing Mil-
nor invariant µ(I), we compute up to terms O(I) involving monomials Xi1Xi2 ...Xip
such that i1i2...ip is not a subsequence of 12...(m − 1). (Note that O(I) includes
any monomial where some variable appears at least twice, as well as any monomial
involving Xm.) For a subset {K} of {I}, we will also use the notation M({K})
for a sum of terms involving monomials such that all Xj (j ∈ {K}) appear exactly
once in each monomial.
Let J = j0j1...jk ∈ Jk, for some k < m− 1. Let j be an index in I, and denote
by λj the jth longitude of V
±1
J . Notice that all monomials appearing in E(λj) are
in the variables Xi such that i ∈ {J}, since all edges of both TJ and T J overpass
all components of 1n. By our assumption, {J} is a subset of {I}, and in particular
jk ≤ m. Then there are three cases :
(i) If j < j0 or jk < j, then clearly we have E(λj) = 1.
(ii) If j ∈ {J}, since all Milnor invariants of V ±1J with length at most k vanish,
E(λj) = 1 +M({J} \ {j}) +M({J}) +O(I).
(iii) If j /∈ {J} and j0 < j < jk, then since V
±1
J \ (ith component) is trivial
for any i ∈ {J}, all (nontrivial) monomials appearing in E(λj) contain all
variables Xi (i ∈ {J}). Hence we have a Magnus expansion of the form
E(λj) = 1 +M({J}) +O(I).
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Summarizing all three cases, we have
(4.4)
E(λj) =


1 if i < j0 or jk < j,
1 +M({J} \ {j}) +M({J}) +O(I) if j ∈ {J},
1 +M({J}) +O(I) if j /∈ {J} and j0 < j < jk.
In particular, for j = m we are either in case (i) or (ii), depending on whether m is
in {J} or not. Note that case (ii) occurs only when m = jk. Since j0 is the smallest
integer in {J}, any monomial in M({J} \ {m}) whose leftmost variable is not Xj0
is in O(I). So it follows from (4.1) that if m is in {J} we have
E(λm) = 1±Xj0 ...Xjk−1 +O(I).
(Note that M({J}) is contained in O(I) if m ∈ {J}.)
Now let us consider the stacking product V ±1J · V
±1
J . The Magnus expansion of
the jth longitude of V ±1J ·V
±1
J is given by E(λj)E(λ˜j), where λj is the jth longitude
of V ±1J and E(λ˜j) is obtained from E(λj) by replacing Xi with E(λi)
−1XiE(λi)
for each i ∈ {I}. By (4.4), we have
E(λi)
−1XiE(λi) =


Xi if i < j0 or jk < i,
Xi +M({J}) +O(I) if i ∈ {J},
Xi +M({J} ∪ {i}) +O(I) if i /∈ {J} and j0 < i < jk.
This implies that
E(λj)E(λ˜j) =


1 if j < j0 or jk < j,
E(λj)E(λj) +M({J}) +O(I) if j ∈ {J}.
1 +M({J}) +O(I) if j /∈ {J} and j0 < j < jk.
It follows that the Magnus expansion of the jth longitude λJ,j in V
xJ
J is given by
E(λJ,j) =


1 if j < j0 or jk < j,
E(λj)
|xJ | +M({J}) +O(I) if j ∈ {J}.
1 +M({J}) +O(I) if i /∈ {J} and j0 < i < jk.
In particular, the Magnus expansion of the mth longitude λJ,m in V
xJ
J is either 1
if m /∈ {J}, or 1 + xJXj0 ...Xjk−1 +O(I) otherwise (in which case jk = m). (Recall
that if m ∈ {J}, each term in M({J}) involves the variable Xm, and hence is in
O(I).) It follows that we have
E(λJ,m) =


1 if m /∈ {J}
1 +O(I) (mod xJ ) if m ∈ {J} and J < I,
1 +O(I) otherwise.
We can now focus on the computation of µl1·...·lk(I). Recall that the Magnus expan-
sion of the mth longitude of l1 ·...·lk is obtained from a product of E(λJ,m)’s ({J} ⊂
{I}, J ∈
⋃k
s=1 Js) by replacing each variableXi withXi+(monomials involving Xi).
It follows that the Magnus expansion of the mth longitude of l1 · ... · lk is of the
form
1 +O(I) (mod gcd{xJ | J  I, |J | ≤ k + 1}).
This implies Equation (4.3). 
Lemma 4.4. Let I < 12...n with |I| = m ≤ n. Then
∆l(I) = gcd{xJ | J  I}.
Proof. The proof is by induction on m. For m = 3, the result is clear since xij =
µl1(ij) = µl(ij) for any i, j. Now, let m ≥ 4. It will be convenient to use the
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notation δk(I) for the set of all sequences of length (m − k) obtained from I by
removing k indices and permuting cyclicly. By definition,
∆l(I) = gcd({µl(J) | J ∈ δk(I), k > 1} ∪ {µl(J) | J ∈ δ1(I)}).
By the induction hypothesis, we have that
gcd{µl(J) | J ∈ δk(I), k > 1} = gcd{∆l(J) | J ∈ δ1(I)}
= gcd{∆l(J) | J ∈ δ1(I), J < I}
= gcd{xJ′ | J
′  J, J ∈ δ1(I), J < I}
= gcd{xJ′ | J
′ < I, |J ′| < m− 1}.
On the other hand, by Lemma 4.3, for all J ∈ δ1(I) (J < I) and for any sequence
τ(J) obtained from J by permuting cyclicly, we have
µl(τ(J)) ≡ µl(J) ≡ xJ (mod gcd{xJ′ | J
′  J})(= ∆l(J)).
It follows that ∆l(I) = gcd{xJ | J < I, |J | ≤ m− 1}, as desired. 
5. Proof of Theorem 1.1
Let L =
⋃n
i=1 Li be an n-component link in S
3, and let I be a sequence of (m+1)
distinct elements of {1, ..., n}. It is sufficient to consider here the case m + 1 = n,
since, if m + 1 < n, we have that µL(I) = µ
⋃
i∈{I} Li
(I). We may further assume
that I = 12...n without loss of generality. Indeed, for any permutation I ′ of 12...n,
we have that µL(I
′) = µL′(12...n), where L
′ is obtained from L by reordering the
components appropriately.
We first show how to reformulate the problem in terms of string links.
5.1. Closing string links into knots. Let BI be an I-fusion disk for L, as defined
in the introduction. Up to isotopy, we may assume that the 2n-gon BI lies in the
unit disk D2 as shown in Figure 5.1, where the edges pj are defined by pj = xjyj ,
1 ≤ j ≤ n. We may furthermore assume that L∪BI lies in the cylinder D2× [0, 1],
such that BI ⊂ (D2 × {0}), and such that
L ∩ ∂(D2 × [0, 1]) =
n⋃
j=1
((pj × {0}) ∪ ({yj} × [0, 1]) ∪ (pj × {1})) .
  
 

 
 


 
 


 
 


 
 


 
 


 
 


y3
y1
y2
yn
BI
x1x2 x3 xn
Figure 5.1. The 2n-gon BI lying in the unit disk D
2.
In this way, we obtain an n-string link σ whose closure σˆ is the link L, by setting
(5.1) σ := L \ (L ∩ ∂(D2 × [0, 1])).
MILNOR INVARIANTS AND THE HOMFLYPT POLYNOMIAL 13
Given an n-string link K =
⋃n
i=1Ki and any subsequence J of I = 12...n, we
will denote by K(J) the knot
K(J) := ((
⋃
j∈{J}
Kˆj) ∪ ∂BI) \ ((
⋃
j∈{J}
Kˆj) ∩BI).
Note that K(J) coincides with the knot (Kˆ)J defined in the introduction for the
choice of I-fusion disk BI specified above.
Recall from Section 4.3 that, for any k and any J ∈ Jk, VJ (resp. V
−1
J ) denotes
the n-string link obtained from 1n by surgery along the Ck-tree TJ (resp. T J),
see Figure 4.1. Denote by tJ (resp. tJ) the image of the Ck-tree TJ (resp. T J)
for 1n under taking the closure V
±1
J (I). We observe that tJ (resp. tJ ) is a planar
tree clasper for the unknot if and only if J < 12...n. In this case, note that VJ (I)
(resp. V −1J (I)) is the knot K
ε
k−1 of Lemma 3.1 with ε = (−,+, ...,+) (resp. for
ε = (+,+, ...,+)). In particular, observe that V xII (J) is the unknot for all J  I
and that, by Lemma 2.1 (for m = 1), the knot V xII (I) is Cn-equivalent to the
connected sum of |xI | copies of V
εI
I (I), where εI denotes the sign of xI . By Lemma
3.1 we thus have, for all I, J ∈ Jn−1,
(5.2)
(logP0(V
xJ
J (I)))
(n−1) = P
(n−1)
0 (V
xJ
J (I)) =
{
(−1)n−1xI(n− 1)!2
n−1 if J = I,
0 otherwise.
5.2. Proof of Theorem 1.1. Let σ be the n-string link with closure L defined
in Section 5.1. By Theorem 4.1, σ is link-homotopic to lk · ... · ln−1, where li =∏
J∈Ji
V xJJ is defined in Section 4.3, and with n ≤ 2k+1 (by our vanishing assump-
tion on Milnor invariants). Hence σ is obtained from lk · ... · ln−1 by surgery along
a disjoint union R1 of simple C1-trees whose leaves intersect a single component of
lk · ... · ln−1.
By Lemma 2.1, for all J < I, we have that
σ(J)
Cn∼ ln−1(J)♯(lk · ... · ln−2)R1(J).
Since (logP0)
(n−1) is an invariant of Cn-equivalence for all n, it follows from the
additivity property of (logP0) that(
logP0(σ(J))
)(n−1)
=
(
logP0(ln−1(J))
)(n−1)
+
(
logP0 ((lk · ... · ln−2)R1(J))
)(n−1)
.
The proof of the next lemma is postponed to Section 5.3.
Lemma 5.1.
−1
(n− 1)!2n−1
∑
J<I
(−1)|J|
(
logP0 ((lk · ... · ln−2)R1(J))
)(n−1)
≡ 0 (mod ∆L(I)).
It follows that
−1
(n− 1)!2n−1
∑
J<I
(−1)|J|
(
logP0(σ(J))
)(n−1)
≡
−1
(n− 1)!2n−1
∑
J<I
(−1)|J|
(
logP0(ln−1(J))
)(n−1)
(mod ∆L(I))
≡
(−1)n−1
(n− 1)!2n−1
(
logP0(V
xI
I (I))
)(n−1)
(mod ∆L(I))
≡ xI (mod ∆L(I)),
where the second equality holds by Lemma 3.2, and the third one follows from
Equation (5.2).
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On the other hand, by Lemmas 4.3 and 4.4, we have
µL(I) = µσ(I) = µlk·...·ln−1(I) ≡ xI (mod ∆L(I)),
which completes the proof.
5.3. Proof of Lemma 5.1. First, it is convenient to slightly modify the string
link (lk · ... · ln−2)R1 . For that purpose, we regard it as obtained from 1n by surgery
along the disjoint union of tree claspers G ∪R1, with
G :=
n−2⋃
i=k
( ⋃
J∈Ji
T xJJ
)
,
where T xJJ denotes |xJ | parallel copies of TJ (resp. T J) if xJ > 0 (resp. if xJ < 0).
A tree clasper for 1n is said to be in good position if, in the usual diagram of
1n, each component of 1n underpasses all edges of the tree clasper. For example,
each component of G is in good position (see Figure 4.1), whereas the components
of R1 may not be. However, by repeated applications of [8, Prop. 4.5] we have
(1n)G∪R1
Cn∼ (1n)G∪R˜,
where R˜ is a disjoint union, disjoint from G, of simple tree claspers for 1n in good
position and intersecting some component of lk · ... · ln−1 more than once.
We now close the string link (1n)G∪R˜ using the sequence I = 12...n, as explained
in Section 5.1. It follows from Lemma 3.2 that, for all J < I, we have(
logP0((1n)G∪R˜(J)
)(n−1)
=
(
logP0((1n)G˜∪R˜(J)
)(n−1)
,
where
G˜ :=
n−2⋃
i=k

 ⋃
J∈Ji ; J<I
T xJJ

 .
In other words, we only need to consider those tree claspers TJ and T J with J < I,
since only those become planar under closure. Moreover, since ∆L(I) divides all
xJ with J < I, we can express each T
xJ
J as a disjoint union of parallel trees with
multiplicity ∆L(I). The knot (1n)G˜∪R˜(I) is obtained from U by surgery along a
disjoint union of tree claspers
F := t ∪ r ; t :=
q⋃
i=1
ti , r :=
p⋃
j=1
rj ,
for some integers q, p, where r is the image of R˜ under closure and where, for each
i = 1, ..., p, the clasper ti is a parallel familly of ∆L(I) copies of (the image under
closure of) some Cm-tree TJ or T J with J < I (k ≤ m ≤ n− 1).
We need the following additional definition. A disjoint union C1 ∪ ... ∪ Cs of
s ≥ 1 (possibly parallel) tree claspers of degree < n for U is called balanced if each
tree Cj is being assigned a subset w(Cj) of {1, ..., n}, called weight, such that
(5.3) (1n)G˜∪R˜(J)
Cn∼ U(⋃
w(Ci)⊂{J}
Ci
),
for all J < I. For example, F is balanced if we assign the index of each tree as
weight. We say that a Ck-tree in a balanced family is repeated if its weight has at
most k elements, that is, if its weight is smaller than the number of leaves. For
instance, all tree claspers rj (j = 1, ..., p) are repeated.
Now, up to Cn-equivalence, we deform UF into a connected sum of knots obtained
from U by surgery along a single (possibly parallel) tree clasper. In other words,
we will deform F into a balanced union of localized tree claspers for U , i.e. tree
claspers sitting in a 3-ball that intersects U at a single strand and is disjoint from
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all other tree claspers. Since we started with tree claspers in good position for
1n, this deformation can be achieved, starting from F , by a sequence of only leaf
slides and edge crossing changes, see Figure 2.3. By Lemma 2.1, performing such
operations may introduce additionnal tree claspers up to Cn-equivalence. However,
the following is easily verified.
Claim 5.2. Let M ∪ T ∪ T ′ be a balanced union of tree claspers for U , where
T ∪ T ′ is as in Lemma 2.1. If, in the statement of Lemma 2.1(1) (resp. of Lemma
2.1(2)), we assign the weights w(T ) and w(T ′) to T˜ and T˜ ′ respectively, and the
weight w(T ) ∪ w(T ′) to Y (resp. H) and each connected component of C, then
M ∪ T˜ ∪ T˜ ′ ∪ Y ∪ C (resp. M ∪ T˜ ∪ T˜ ′ ∪H ∪ C) is balanced. In particular, if the
degree of T is at least (n − 1)/2, where n is the number of strands of L, then all
tree claspers in C are repeated.
We now start our localization process, which goes in three steps.
The first step consists in localizing all parallel trees ti. Consider, say, the parallel
Ck1 -tree t1. Then by assumption we have that k1 ≥ (n− 1)/2, and Lemma 2.1 and
Claim 5.2 imply that UF
Cn∼ Ut1♯U(F\t1)∪F1 , where F1 is a disjoint union of tree
claspers of degree > k1, which are either repeated trees or parallel trees with mul-
tiplicity ∆(I). Using this argument repeatedly, we see that F can be be deformed
into a balanced union of tree claspers F ′ = h1 ∪ ... ∪ hl ∪ r′, for some integer l,
where r′ is a disjoint union of repeated trees and each hi is a parallel tree with
multiplicity ∆L(I), such that
(1n)G˜∪R˜(I) = UF
Cn∼ UF ′ = Uh1♯...♯Uhl♯Ur′ .
In the second step, we “split” each parallel tree into ∆L(I) localized ones. Indeed,
since each hi is a parallel family of ∆L(I) copies of some tree clasper h
′
i, we can
apply Lemma 2.1 (with m = 1) and Claim 5.2 to deform F ′ into a balanced family
F ′′ =
l⋃
i=1
(h′i ∪ ... ∪ h
′
i︸ ︷︷ ︸
∆L(I) times
) ∪ r′′,
where for each i the tree clasper h′i has weight w(h
′
i) = w(hi) and where r
′′ is a
disjoint union of repeated trees, such that
UF ′
Cn∼ UF ′′ =
(
∆L(I)× Uh′1
)
♯...♯
(
∆L(I)× Uh′
l
)
♯Ur′′ .
(Here ∆L(I)×Uh′
i
denotes the connected sum of ∆L(I) copies of Uh′
i
; (i = 1, ..., l).
In the third and last step, we localize all repetead trees in r′′. Note that, by
Claim 5.2, performing a leaf slide or an edge crossing change between two repeated
tree claspers only introduces new tree claspers that are also repeated. Hence F ′′
can be deformed into a balanced disjoint union of tree claspers
X =
l⋃
i=1
(h′i ∪ ... ∪ h
′
i︸ ︷︷ ︸
∆L(I) times
) ∪
l′⋃
j=1
xj ,
for some integer l′, where each xj is a repeated tree clasper, such that
(5.4) UF ′′
Cn∼ UX =
(
∆L(I)× Uh′1
)
♯ · · · ♯
(
∆L(I)× Uh′
l
)
♯Ux1♯ · · · ♯Uxl′ .
This concludes the localization process.
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Now, since X is balanced, and since logP0 is additive under connected sum (see
Section 3), for any J < I we have
(logP0((1n)G˜∪R˜(J)))
(n−1)
= ∆L(I)
∑
w(h′
i
)⊂{J}
(logP0(Uh′
i
))(n−1) +
∑
w(xj)⊂{J}
(logP0(Uxj ))
(n−1),
where the first (resp. second) sum is over all tree claspers h′i (resp. xj) whose
weight is contained in {J}. On the other hand, we have the following
Claim 5.3. Let g be a connected component of X .
(1) If |w(g)| < n(= |I|), then∑
J<I ; w(g)⊂{J}
(−1)|J|(logP0(Ug))
(n−1) = 0.
(2) If |w(g)| = n (i.e. g = h′i for some i and g is a Cn−1-tree), then
(logP0(Ug))
(n−1) ≡ 0 mod (n− 1)!2n−1.
Note that, since any connected component g of X has degree < n, we have that
|w(g)| < n if g is repeated. Hence it follows from Claim 5.3 that
−1
(n− 1)!2n−1
∑
J<I
(−1)|J|(logP0((1n)G˜∪R˜(J)))
(n−1) ≡ 0 (mod ∆L(I)),
which concludes the proof of Lemma 5.1.
Proof of Claim 5.3. (1) Since w(g) < n, there is an element a ∈ {I} such that
a /∈ w(g). We denote by I \ a the sequence obtained from I by deleting a. Then we
have that∑
J<I ; w(g)⊂{J}
(−1)|J| =
∑
J<I\a ; w(g)⊂{J}
(−1)|J|+
∑
J<I\a ; w(g)⊂{J}∪{a}
(−1)|J|+1 = 0,
which implies the desired equality.
(2) Using the AS and IHX relations for tree claspers (see [5, 8]), one can check
that the knot Ug is Cn-equivalent to a connected sum of knots Ugi , where each gi
is a linear Cn−1-tree which is either non-planar or of the form shown in Figure 3.2.
Since (logP0)
(n−1) is an invariant of Cn-equivalence, the result then follows from
Lemmas 3.1 and 3.2. 
6. First non-vanishing Milnor invariants and link-homotopy of string
links
We begin this section by proving Theorem 1.2. Most of the arguments follow
very closely the proof of Theorem 1.1, and we therefore freely use the notions and
results of the previous section.
6.1. Proof of Theorem 1.2. Let L =
⋃n
i=1 Li be an n-component link in S
3 with
vanishing Milnor link-homotopy invariants of length up to k (3 ≤ k + 1 ≤ n). Let
I be a sequence of (k + 1) distinct elements of {1, ..., n}. As in Section 5, we may
assume without loss of generality that k + 1 = n and that I = 12...n. Following
Section 5.1, we may also assume that the 2n-gon BI is chosen so that L ∪ BI lies
in the cylinder D2 × [0, 1], such that BI ⊂ (D2 × {0}) is as shown in Figure 5.1.
Hence (5.1) defines an n-string link σ whose closure is L.
By Theorem 4.1, the n-string link σ is link-homotopic to ln−1 =
∏
J∈Jn−1
V xJJ
defined in Section 4.3. By applying the exact same arguments as in Section 5.3,
there exists a disjoint union of tree claspers R = r1 ∪ ... ∪ rp, with each being
assigned a weight w(ri) ⊂ {1, ..., n}, such that
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• for each i, we have |w(ri)| ≤ deg(ri),
• LJ
Cn∼ ln−1(J)♯URJ for all J < I, where RJ = (
⋃
w(ri)⊂J
ri). (In particular,
RI = R and LI is Cn-equivalent to ln−1(I)♯UR.)
Since ln−1 is Cn−1-equivalent to 1n, we have by Equation (3.2) that, for all J < I,
P
(n−1)
0 (LJ) = P
(n−1)
0 (ln−1(J)) + P
(n−1)
0 (URJ ).
The following claim is proved below.
Claim 6.1. ∑
J<I
(−1)|J|P
(n−1)
0 (URJ ) = 0.
This and Equation (5.2) imply that
−1
(n− 1)!2n−1
∑
J<I
(−1)|J|P
(n−1)
0 (LJ) =
−1
(n− 1)!2n−1
∑
J<I
(−1)|J|P
(n−1)
0 (ln−1(J))
=
−1
(n− 1)!2n−1
∑
J<I
(−1)|J|P
(n−1)
0 (V
xI
I (J))
=
(−1)n−1
(n− 1)!2n−1
P
(n−1)
0 (V
xI
I (I)) = xI
where the second equality follows from Lemma 3.2. Lemma 4.3 completes the proof.
Proof of Claim 6.1. We will show that the alternate sum∑
J<I
(−1)|J|URJ
is a linear combination of singular knots with n double points. Since P
(n−1)
0 is a
finite type invariant of degree n− 1, this implies Claim 6.1.
We may assume without loss of generality that
⋃
iw(ri) = {1, ..., n}. Indeed, if
there exists some j ∈ {1, ..., n} such that j /∈ w(ri) for all i, we can freely add a
C1-tree cj with weight {j} such that UR∪cj = UR♯Ucj = UR♯U .
For each i = 1, ..., p, let deg(ri) = di. Consider the (di + 1)-component trivial
tangle which is the intersection of U with a regular neighborhood of ri. Then
surgery along ri yields a (di+1)-component tangle β
i = βi0 ∪ ...∪β
i
di
. Note that βi
is a Brunnian tangle [8]. Since βi \ βi0 is trivial, there is a diagram of β
i such that,
for all u = 1, ..., di, the component β
i
u is a trivial arc that only crosses component
βi0. Fix a diagram of UR that satisfies this condition for all i = 1, ..., p. Now, let
w(ri) = {j1, ..., jmi} ⊂ {1, ..., n}, with mi ≤ di, and for all u ∈ {1, ..,mi}. Set
Si(ju) := the set of all crossings where β
i
0 underpasses β
i
u .
Note that this is only possible because ri satisfies mi = |w(ri)| ≤ di. For all
j ∈ {1, .., n}, set
S(j) =
⋃
i
Si(j).
For any J < I, denote by UR[J ] the knot obtained from UR by switching all
crossings in
⋃
j∈{J} S(j). Then UR[J ] is obtained from U by surgery along all ri
such that w(ri) ∩ {J} = ∅, i.e.,
UR[J ] = URI\J
for any J < I, where I \ J denotes the sequence obtained from I by deleting all
j ∈ {J}. (In particular, we have UR[∅] = UR.) Hence we have∑
J<I
(−1)|J|URJ =
∑
J<I
(−1)|J|UR[I \ J ] =
∑
J<I
(−1)n−|J|UR[J ],
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Clearly the alternate sum on the right-hand side, which involves knots that differ
from one another by crossing changes on n sets of crossings, can be written as a
linear combination of singular knots with n double points. This completes the proof
of Claim 6.1. 
6.2. Link-homotopy of string links. In this section, we give several interesting
consequences of Theorem 1.2 for Milnor invariants of string links.
We first define an analogue for string links of the band sum operations on links
given in the introduction. Let L be an n-string link. Recall from Sections 4.2 and
5.1 that, for each i = 1, ..., n, we pick a point yi ∈ ∂D
2 and thus have a segment
pi = xiyi ⊂ D2 (see Figure 5.1). Recall also that the closure of L is defined by
Lˆ =
⋃n
i=1 Lˆi = L ∪ (
⋃n
i=1(pi × {0, 1})∪ (yi × I)).
Let I = i1i2...im+1 be a sequence of m + 1 distinct integers in {1, ..., n}. We
choose a 2(m+1)-gon BI in R
2×(−∞, 0] such that BI∩(R2×{0}) =
⋃
i∈I(pi×{0})
is a set ofm+1 non-adjacent edges and pi1×{0}, ..., pim+1×{0} appear in this order
along the oriented boundary of BI . As in the introduction, for any subsequence
J of I, we can define an oriented knot LˆJ as the closure of ((
⋃
j∈{J} Lˆj) ∪ ∂BI) \
((
⋃
j∈{J} Lˆj) ∩BI).
Set
fBI (L) =
−1
m!2m
∑
J<I
(−1)|J|P
(m)
0 (LˆJ ).
This function depends on the choice of BI . Hence, for every nonrepeated sequence
I, we choose BI and fix it, to obtain an invariant of string links fBI .
The following is a string link version of Theorem 1.2.
Theorem 6.2. Let L be an n-string link with vanishing Milnor link-homotopy
invariants of length ≤ k (3 ≤ k + 1 ≤ n). Then for any sequence I of length k + 1
without repeated indices, we have µL(I) = fBI (L).
Proof. Let Lˆ be the closure of L. Then µ
Lˆ
(J) = 0 for all sequence J of length ≤ k
without repeated indices, and µ
Lˆ
(I) = µL(I). The result then follows immediately
from Theorem 1.2. 
We now show how to use the P0 polynomial to distinguish string links up to
link-homotopy.
Corollary 6.3. Two n-string links L and L′ are link-homotopic if and only if they
have same linking numbers and fBI (L · L
′) = 0 for all nonrepeated sequences I,
where L′ denotes the horizontal mirror image of L′ with the orientation reversed.
Proof. The string link L′ is the inverse of L′ under concordance, i.e. L′ · L′ is
concordant to the trivial string link. Since concordance of string links implies link-
homotopy [3, 4], the two string links L and L′ are link-homotopic if and only if
L ·L′ is link-homotopic to 1n. (The result of [3, 4] is given for links in S3. However,
it still holds for string links.) Corollary 6.3 follows from Theorem 6.2 and the
fact that a string-link is link-homotopic to the trivial one if and only if all Milnor
link-homotopy invariants of the link vanish [6]. 
For an n-string link L and a sequence I of possibly repeating elements of {1, , , ., n},
we can define a nonrepeated sequence D(I) and a string link DI(L) with |D(I)|
components, in a strictly similar way as for links in the introduction. By combining
Corollary 6.3 and [24, Proposition 3.3] we have the following.
Corollary 6.4. Two string links L and L′ cannot be distinguished by Milnor in-
variants if and only if they have same linking numbers and fBD(I)(DI(L · L
′)) = 0
for all sequences I.
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7. Example
In this last section, we give a simple example illustrating the necessity of our
hypothesis in Theorem 1.1.
Consider a link L which is the split union of two positive Hopf links, with com-
ponents labelled by 1, 2 and 3, 4 respectively. Then, for the sequence I = 1324,
µL(I) vanishes since ∆(I) = 1.
BI
1 432
On the other hand, for the choice of I-fusion disk BI illustrated in the figure,
we have
P0(LJ) =
{
2t2 − t4 if J = I,
1 if J  I.
Hence we notice that the alternate sum∑
J<I
(−1)|J|(logP0(LJ))
(3) =
∑
J<I
(−1)|J|(P0(LJ))
(3) = 24
is not divisible by 3!23 = 48.
This divisibility issue is the main obstruction for our formula to hold in general.
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