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Notes on the behavior of the Ratliff-Rush filtration
Maria Evelina Rossi and Irena Swanson
Abstract. We establish new classes of Ratliff-Rush closed ideals and some
pathological behavior of the Ratliff-Rush closure. In particular, Ratliff-Rush
closure does not behave well under passage modulo superficial elements, taking
powers of ideals, associated primes, leading term ideals, and the minimal number
of generators. In contrast, the reduction number of the Ratliff-Rush filtration
behaves better: it preserves some information on the reduction number of the
ideal.
Let I be an ideal in a Noetherian ring R. From the maximal condition it follows that there
exist ideals I˜ in R maximal with respect to the condition
I˜
n
= In for all large n.
Ratliff and Rush proved in [RR, Theorem 2.1], that if I is a regular ideal (i.e., it contains a non-
zerodivisor), then there exists a unique largest such I˜ , which can be presented in terms of I as
follows:
I˜ :=
⋃
n≥1
(In : In−1).
When I is not regular, this fails. For example, let F be a field, X an indeterminate over F ,
and R = F [X]/(X2). Then the ideal I = XR is not regular, the (unique) largest ideal I˜ for which
I˜
n
= In for all large n is I˜ = XR, but
⋃
n≥1(I
n : In−1) = R. In the sequel we always assume that
I contains a non-zerodivisor.
The ideal I˜ is called the Ratliff-Rush ideal associated with I (see [HJLS]) or the Ratliff-Rush
closure of I. A regular ideal I for which I˜ = I is called Ratliff-Rush closed.
In this paper we analyze various properties that Ratliff-Rush closures of ideals do or do not
satisfy. First of all, clearly
˜˜
I = I˜ . Also, if a is a non-zerodivisor such that for an ideal I, I : a = I,
then a˜I = aI˜ . However, it is well-known that the Ratliff-Rush closure is not a “closure” in the
usual sense. Namely, if I ⊆ J , it need not follow that I˜ ⊆ J˜ . An example, taken from [HJLS],
is I = (X3, Y 3) and J = (X4,X3Y,XY 3, Y 4) in the polynomial ring R = F [X,Y ] over a field F .
Then X2Y 2 ∈ J˜ \ I˜.
Nevertheless, the Ratliff-Rush closure of ideals is a good operation with respect to many
properties, it carries information about associated primes of powers of ideals, about zerodivisors
in the associated graded ring, preserves the Hilbert function of zero-dimensional ideals, etc. In
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the different sections we review some of the known properties, and examine the behavior of the
Ratliff-Rush closure with respect to some other properties. Section 1 examines the behavior of the
Ratliff-Rush closure on powers of a fixed ideal. We present many examples illustrating exceptional
behavior. We also establish new classes of ideals for which all the powers are Ratliff-Rush closed. In
Section 2 we show that the Ratliff-Rush closure has no natural corresponding notion of “superficial
elements”, so that in general one cannot drop dimension in arguments using the Ratliff-Rush
closure. In Section 3 we show that Ratliff-Rush closure also does not behave well with respect to
Gro¨bner bases, leading term ideals, taking the sets of associated primes, and the minimal number of
generators. This answers a questions of Heinzer et al. from [HJLS]. Section 4 shows some positive
results for the Ratliff-Rush filtration, namely that the Ratliff-Rush reduction number behaves well.
It is easy to see that I ⊆ I˜ and that an element of (In : In−1) is integral over I. Hence for all
regular ideals I,
I ⊆ I˜ ⊆ I ⊆
√
I.
Thus there exist many ideals which are Ratliff-Rush ideals, for example, all radical and all integrally
closed regular ideals.
The main thrust of our analysis is the comparison of the behaviors of the Ratliff-Rush and
integral closures of ideals. We illustrate the different types of behaviors with examples. Most of
our examples are monomial ideals in polynomial rings over fields. By definition the Ratliff-Rush
closure of a monomial ideals is a monomial ideal, and this makes some computations easier. While
there exist algorithms for computing the integral closures of ideals, there exist no such algorithms
for the Ratliff-Rush closures. Namely, to compute ∪n(In+1 : In), of course there exists a positive
integer N such that ∪n(In+1 : In) = IN+1 : IN . However, it is not clear how big this N is. Just
because In+1 : In = In+2 : In+1, it does not imply that In+1 : In = In+3 : In+2 (see Example 1.8
below). Thus our computations of the Ratliff-Rush closures, or verifications that an ideal is Ratliff-
Rush closed, are in general laborious. In a few cases we establish the Ratliff-Rush closure property
indirectly: we establish that the associated graded ring of the ideal has positive depth, in which
case all the powers of the ideal are Ratliff-Rush closed by [RR, (2.3.1)], or we prove that the ideal
is integrally closed. But here is an ideal which is Ratliff-Rush closed but not integrally closed: let
I be the ideal (X4,X3Y,X2Y 2, Y 4) in the polynomial ring R = F [X,Y ], with F a field. Then I
is not integrally closed as XY 3 is integral over I but not in I. However, I is Ratliff-Rush closed.
Namely, by degree count every element of the Ratliff-Rush closure has to have total degree at least
4. As (X,Y )5 ⊆ I, it suffices to verify that XY 3 is not in the Ratliff-Rush closure of I. But
XY 3(Y 4)n is not an element of In+1 for any positive integer n, which proves the claim.
On the other hand, the Ratliff-Rush closure of (X4,X3Y,XY 3, Y 4) is (X,Y )4. These two
examples show that the Ratliff-Rush closure of monomial ideals need not exhibit the integral
closure’s property of the convexity of the corresponding Newton polytopes.
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1. Ratliff-Rush closure and powers of an ideal
In this section we prove several properties of the Ratliff-Rush closures of powers of ideals. For
example, all the high powers are Ratliff-Rush closed, but many pathologies occur for low powers.
We present examples of these pathologies. The last half of the section is about ideals all of whose
powers are Ratliff-Rush closed.
Ratliff and Rush proved that for a regular ideal I, for all large n, (I˜)n = In. In particular
when I is a zero-dimensional ideal, I˜ is the largest ideal which has the same Hilbert polynomial
as I. Furthermore, high powers of an arbitrary regular ideal are Ratliff-Rush closed:
Remark 1.1: Let I be a regular ideal. Then for all large n, In = I˜n. (See [RR].)
A somewhat simpler computation of the Ratliff-Rush closures is achieved as follows:
Remark 1.2: I˜n =
⋃
k(I
n+k : Ik). Furthermore, if J = (a1, . . . , ad) is a reduction of I, then
I˜n = ∪k(In+k : (ak1 , . . . , akd)). (See [RR].)
This all shows that the Ratliff-Rush closures of high powers of ideals behave well. In particular,
for all (regular) ideals, sufficiently large powers are Ratliff-Rush closed. (If we admit non-regular
ideals, any non-radical nilpotent ideal is a counterexample of this property.) However, the Ratliff-
Rush closures of powers of (regular) ideals do exhibit some pathologies. We show examples below
of these pathologies, namely of Ratliff-Rush closed ideals whose powers are not Ratliff-Rush closed,
and of ideals which are not Ratliff-Rush closed but whose powers are. In the last half of this section
we analyze some classes of ideals all of whose powers are Ratliff-Rush closed.
Example 1.3: There are integrally closed ideals (even prime ideals), and so Ratliff-Rush closed,
whose second power is not Ratliff-Rush closed, even if I is a maximal ideal of a local Cohen-
Macaulay ring. Here is a simplification of an example due to H. J. Wang: let I be the maximal
ideal of the Cohen-Macaulay local ring R = F [[X,Z,U ]]/(Z2, ZU,XZ − U3), where F is a field
and X,Z and U indeterminates over F . As X is a non-zerodivisor in R, I is a regular ideal. In
this case I is Ratliff-Rush closed but I2 is not. In fact, I is a prime ideal and so Ratliff-Rush
closed, but I3 : I contains Z which is not in I2, and hence I2 6= I˜2. (Wang’s original example was
R = F [[X,Y,Z,U, V ]]/(Z2, ZU,ZV,UV,XZ − U3, ZY − V 3).)
There are even monomial Ratliff-Rush closed ideals in polynomial rings whose second powers
are not Ratliff-Rush closed:
Example 1.4: Let I be the ideal in the polynomial ring F [X,Y ] over a field F generated by
Y 22,X4Y 18,X7Y 15,X8Y 14,X11Y 11,X14Y 8,X15Y 7,X18Y 4,X22.
We will prove that this ideal is Ratliff-Rush closed, but that I2 is not. Namely, it is straightforward
to verify that X20Y 24 is not in I2 but multiplies I into I3.
It remains to prove that I is Ratliff-Rush closed. It suffices to prove that every monomial in
I˜ is in I. As I is primary to the maximal ideal (X,Y ), it suffices to prove that every monomial in
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I˜ ∩ (I : (X,Y )) is in I. But the only monomials in I : (X,Y ) not in I are
X3Y 21,X6Y 17,X7Y 14,X10Y 13,X13Y 10,X14Y 7,X17Y 6,X21Y 3.
By symmetry it suffices to prove that the first four are not in I˜. If X3Y 21 were in I˜, then for
some positive integer n, X3Y 21(Y 22)n ∈ In+1. But by the X-degree count then X3Y 21(Y 22)n ∈
(Y 22)n+1, a contradiction. If X6Y 17 ∈ I˜, then similarly X6Y 17(Y 22)n ∈ (X4Y 18, Y 22)n+1.
Thus X6Y 17(Y 22)n ∈ (X4Y 18)a(Y 22)n+1−a for some non-negative integer a ≤ n + 1. By can-
celling powers of Y 22, then without loss of generality X6Y 17(Y 22)n ∈ (X4Y 18)n+1 for some n.
The X-exponents force n = 0, which is impossible. Similarly, X7Y 14 is not in I˜ for otherwise
X7Y 14(Y 22)n ∈ (X4Y 18)a(X7Y 15)n+1−a for some non-negative integers a and n with a ≤ n+ 1.
By the X-degree count n = 0, which is impossible. Finally, X10Y 13 is not in I˜ as otherwise
X10Y 13(Y 22)n ∈ (X4Y 18,X7Y 15,X8Y 14)n+1 for some n. By the X-degree count, n ≤ 1, and
both cases are impossible. This establishes that I is Ratliff-Rush closed.
This last example also illustrates how difficult it is to prove that an ideal is Ratliff-Rush closed.
Note also that in the example, I is not integrally closed.
Heinzer et al. constructed in [HJLS, (E3), page 386] a Ratliff-Rush closed monomial ideal
whose third power is not Ratliff-Rush closed. Their example inspired the following construction
of monomial Ratliff-Rush closed ideals In in the polynomial ring F [X,Y ] for which (In)
n is not
Ratliff-Rush closed:
Examples 1.5: Let n ≥ 3 be an odd integer and In = (X3n−1,X3n−4Y 3,X3Y 3n−4, Y 3n−1). We
will prove that (In)
n is not Ratliff-Rush closed. In fact, we will prove that (XY )(3n−1)n/2 is in˜(In)n but not in (In)n. To prove the inclusion it suffices to prove (by Remark 1.2 and symmetry)
that (XY )(3n−1)n/2(X3n−1)2m−1 ∈ (In)n+2m−1 for some positive integer m. Let m be such that
n = 2m+ 1. Then
(XY )(3n−1)n/2(X3n−1)2m−1 = (XY )6m
2+5m+1X12m
2−2m−2
= (X18m
2+3m−1Y 9m+3) · (Y 6m2−4m−2) = (X(6m−1)(3m+1)Y 3(3m+1)) · (Y (6m+2)(m−1))
= (X3n−4Y 3)3m+1 · (Y 3n−1)m−1 ∈ (In)4m = (In)n+2m−1.
However, (XY )(3n−1)n/2 is not in (In)
n. Otherwise there would exist non-negative integers a, b, c
and d such that a+ b+ c+ d = n and
(XY )(3n−1)n/2 ∈ (X3n−1)a(X3n−4Y 3)b(X3Y 3n−4)c(Y 3n−1)d.
The substitution n = 2m+ 1 yields the following equation for the X-exponents:
(3m+ 1)(2m+ 1) = a(6m+ 2) + b(6m− 1) + 3c = 2a(3m+ 1) + 2b(3m+ 1) + 3(c− b),
so that (3m+1)(2m+1− 2a− 2b) = 3(c− b). Necessarily 2m+1− 2a− 2b is a multiple of 3, and
hence c− b is a multiple of 3m+1, which only holds if c = b and hence 2m+1− 2a− 2b = 0. But
the latter equation has no integer solutions.
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Another type of pathologies are ideals which are not Ratliff-Rush closed but all of their powers
are. For example the ideal I = (X4,X3Y,XY 3, Y 4) in the polynomial ring F [X,Y ], F a field, is
not Ratliff-Rush closed since I˜ = (X,Y )4, but I˜n = In = (X,Y )4n for every n ≥ 2. Here all the
powers In, for n ≥ 2, are also integrally closed.
Finally we consider examples of ideals I all of whose powers are Ratliff-Rush closed. Let
grI(R) = ⊕n≥0In/In+1 denote the associated graded ring of I. As was already proved in [RR,
(2.3.1)], if all the powers of I are Ratliff-Rush closed, then the depth of grI(R) is positive. The
converse also holds (for a proof, see for example [HLS, (1.2)]):
Remark 1.6: All the powers of I are Ratliff-Rush closed if and only if the depth of grI(R) is
positive.
More generally, in terms of the local cohomology of G = grI(R) with respect to G
+ =
⊕n≥1In/In+1, for all integers n,
H0G+(G)n = I˜n+1 ∩ In/In+1.
Thus In+1 is Ratliff-Rush closed if and only if H0G+(G)n = 0. Also, I is Ratliff-Rush closed if and
only if there is no nonzero element in G of degree zero which annihilates a power of G+.
Thus the properties of the Ratliff-Rush closure of an ideal are a good tool for getting the
information on the depth of G (see [S], [HM], [GR], [RV1],...), and conversely, when the depth of
G is positive, we get information that all the powers of I are Ratliff-Rush closed.
What are some ideals all of whose powers are Ratliff-Rush closed? For example, this holds if
I is an ideal generated by a regular sequence in a Cohen-Macaulay ring.
Thus parameter ideals in Cohen-Macaulay rings are all Ratliff-Rush closed. The Cohen-
Macaulay assumption is necessary for this:
Example 1.7: (Due to K. N. Raghavan, in [HJLS, Example 1.2]) LetR be the subring F [X,Y 2, Y 7,
X2Y 5,X3Y ] of the polynomial ring F [X,Y ]. Then I = (X,Y 2)R is a parameter ideal (primary
for the maximal ideal of R of height two), and X2Y 5 ∈ (I2 : I) ⊆ I, so I is not Ratliff-Rush closed.
(As Y 2 · X2Y 5 = X2 · Y 7 ∈ XR and X2Y 5 6∈ XR, then R is not Cohen-Macaulay, and X,Y 2 is
not a regular sequence.)
Furthemore, replacing an ideal generated by a regular sequence in a Cohen-Macaulay ring by
an almost complete intersection also fails to produce a Ratliff-Rush closed ideal. Namely, Heinzer
et al. in [HJLS, Theorem 2.2 and Corollary 2.3], proved that if I is a nonzero ideal of a Cohen-
Macaulay local domain which is an almost complete intersection ideal, it is not necessarily Ratliff-
Rush closed, but it is minimal in its class, i.e., for any ideal J properly contained in I, J˜ 6= I˜ .
Here is an example of an almost complete intersection ideal in a polynomial ring which is not
Ratliff-Rush closed:
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Example 1.8: Let I = (XY 5,X6 − Y 6,X4Y 2 − X2Y 4) in the polynomial ring F [X,Y ]. Then
I is a zero-dimensional 3-generated ideal, so an almost complete intersection ideal. Note that
X3Y 4 6∈ I, but that X3Y 4 ∈ I3 : I2, so that X3Y 4 ∈ I˜.
However, zero-dimensional almost complete intersection monomial ideals do satisfy the prop-
erty that all of their powers are Ratliff-Rush closed:
Proposition 1.9: Let R be the polynomial ring F [X1, . . . ,Xd] in d variables over a field F . Let
I be a (d+1)-generated zero-dimensional monomial ideal of R. Then the associated graded ring G
of I has positive depth. In particular, all the powers of I are Ratliff-Rush closed.
Proof: Necessarily d > 1. Note that I = (Xα11 , . . . ,X
αd
d ,X
ν), where for each i, αi > νi. Further-
more, at least two of the νi are non-zero. Suppose that G has depth zero. Then there exists an
element Xµ ∈ In \ In+1 (for some non-negative integer n) such that Xµ(X1, . . . ,Xd) ⊆ In+1 and
such that XµI ⊆ In+2.
Let I0 = (X
α1
1 , . . . ,X
αd
d ). We will prove that whenever X
µI0 ⊆ In+2, Xµ 6∈ In+1 and n ≥ 0,
then Xµ = XνXµ
′
, where Xµ
′
I0 ⊆ In+1. Namely, by assumption
XµXαii ∈ In+2 ∩ (Xαii ) ⊆ Xαii In+1 + Jn+2 ∩ (Xαii ) ,
where J = (Xα11 , . . . , X̂
αi
i , . . . ,X
αd
d ,X
ν). As Xµ 6∈ In+1, necessarily
XµXαii ∈ Jn+2 ∩ (Xαii ) ⊆ Jn+2.
WriteXµXαii = X
β (Xα11 )
e1 · · · (Xαdd )ed (Xν)e, where the ej and e are non-negative integers adding
to n+ 2, ei = 0, and X
β is a possibly unit monomial. If e = 0, then
Xµ ∈
(
Xα11 , . . . , X̂
αi
i , . . . ,X
αd
d
)n+2
: Xαii =
(
Xα11 , . . . , X̂
αi
i , . . . ,X
αd
d
)n+2
,
contradicting the hypotheses. So necessarily e > 0.
Then from the equation XµXαii = X
β (Xα11 )
e1 · · · (Xαdd )ed (Xν)e, necessarily for all j 6= i, µj ≥ νj .
As this holds for all i, µ ≥ ν componentwise. In particular, for all i, Xµ−νXαii = (Xα11 )e1 · · ·
(Xαdd )
ed (Xν)
e−1 ∈ In+1, which proves the claim.
But this brings forth a contradiction: by repeating this process, Xµ is a product of n + 1
copies of Xν times an element in I : I0 = R, so that X
µ ∈ In+1.
This proposition cannot be extended to zero-dimensional monomial ideals generated by 2 more
elements than the dimension of the polynomial ring:
Example 1.10: Let I be the ideal (X10, Y 5,XY 4,X8Y ) in the polynomial ring F [X,Y ]. Then I
is not Ratliff-Rush closed as as X7Y 3 ∈ I2 : I and X7Y 3 6∈ I.
The previous proposition, together with Proposition 1.9, shows in particular that the associ-
ated graded ring of I = (X l,XY l−1, Y l) in R = F [X,Y ] has positive depth. This answers [HJLS,
(6.3), page 389]. In the next section we will need a more precise number:
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Proposition 1.11: Let F be a field, X,Y variables over F and R = F [X,Y ]. Let l be an integer
3 or greater, and let I be the ideal (X l,XY l−1, Y l) in R. Then the depth of the associated graded
ring of I is exactly 1.
Proof: Let G be the associated graded ring of I. The image of X l in G is a non-zero divisor as
for all n ≥ 1,
In+1 : X l =
(
X lIn + (XY l−1, Y l)n+1
)
: X l
= In + (Y l−1)n+1(X,Y )n+1 : X l = In + (Y l−1)n+1(X,Y )(n+1)
.-l.
If n+1 ≤ l, then the last ideal in the display is In as (l− 1)(n+1) ≥ ln. If instead n+1 ≥ l, then
again the last ideal in the display is In as (Y l−1)n+1(X,Y )(n+1)−l = (Y l)l−1(XY l−1, Y l)(n+1)−l ⊆
Il−1+n+1−l = In. Thus the depth of G is at least 1, with X l being a non-zero divisor. However,
X · (X l−1Y ) ∈ I,
Y l−2 · (X l−1Y ) ∈ I,
X l · (X l−1Y ) ∈ I2 + (X l),
XY l−1 · (X l−1Y ) ∈ I2 + (X l),
(Y l)l−2 · (X l−1Y ) = (XY l−1)l−1 ∈ Il−1 + (X l),
so that the non-zero image of X l−1Y in G multiplies a power of the maximal ideal of G into X lG.
Thus the depth of G is exactly 1.
Another class of ideals whose associated graded ring has depth exactly 1 is:
Proposition 1.12: (Due to Shah-Swanson) Let d ≥ 2 be a positive integer and let R be the
polynomial ring in variables X1, . . . ,Xd over a field F . Let l ≥ 3 be an integer and let I be the
monomial ideal generated by all the monomials of degree l except for the monomial X l−11 X2. Then
the associated graded ring of I has depth exactly 1.
Proof: Note that for all i > 1, Xi(X
l−1
1 X2) = X1(X
l−2
1 X2Xi) is an element of I. Thus
(X1, . . . ,Xd)(X
l−1
1 X2) ⊆ I,
I(X l−11 X2) ⊆ I2 + (X l1).
Hence if X l1 is a non-zero divisor on the associated graded ring G, then G has depth exactly 1. So
it remains to prove that X l1 is a non-zero divisor on G. For this, let m be a monomial in I
n \ In+1
such that mX l1 ∈ In+2. We may write m = m0m1m2 · · ·mn, where all the mi are monomials
with m1, . . . ,mn some l-degree generators of I, with possible repetitions. By degree count m0 has
degree at least l, and as by assumption m 6∈ In+1, necessarily m0 is X l−11 X2. The assumption that
mX l1 ∈ In+2 implies that at least one of the m1, . . . ,mn, say m1, is different from X l1. But then
by regrouping the variables, m0m1 ∈ I2, so that m ∈ In+1, contradicting the assumption.
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2. Ratliff-Rush closure and superficial elements
In the study of the integral closure of ideals (and of integral closures of powers of an ideal), the
notion of superficial elements is very important. It enables one to drop dimension, for example.
In this section we review the elementary properties of superficial elements, and show that in
general there is no good notion of superficial elements for the Ratliff-Rush closure. At the end we
look at special cases where Ratliff-Rush closure behaves well after reducing modulo a superficial
(sufficiently general) element.
Recall the definition: an element a of an ideal I is said to be superficial for I if there exists a
positive integer c such that for all n ≥ c, (In : a) ∩ Ic = In−1.
In particular, if a is a non-zero divisor in R, a ∈ I is superficial for I if and only if there exists
a positive integer c such that for all n ≥ c, In : a = In−1. Notice that if a is superficial for a
regular ideal I, then a ∈ I, but a 6∈ I2.
Integral closure generally behaves well after going modulo a superficial element. For example:
Proposition 2.1: (Itoh [I, page 648]) If I is an integrally closed m−primary ideal in a Cohen-
Macaulay local ring (R,m) of dimension d ≥ 2, then at least after passing to a faithfully flat
extension there exists a superficial element a ∈ I such that IR/(a) is integrally closed in R/(a).
In particular it follows that if I is an integrally closed m−primary ideal of a Cohen-Macaulay
local ring (R,m) of dimension d ≥ 2, then I˜ = I and there exists a superficial element a ∈ I such
that IR/(a) is Ratliff-Rush closed in R/(a).
However, superficial elements do not behave well for Ratliff-Rush closed ideals: there exist
many ideals R all of whose powers are Ratliff-Rush closed, yet for every superficial element a ∈ I,
I/(a) is not Ratliff-Rush closed.
Before we give examples of this, we prove a weaker version:
Proposition 2.2: There exist many ideals R for which all the powers are Ratliff-Rush closed,
yet for every superficial element a ∈ I there exists a positive integer n such that (I/(a))n is not
Ratliff-Rush closed in the ring R/(a).
Proof: Let I be any ideal for which the associated graded ring G has depth exactly 1. By the
result of Huckaba and Marley [HM], every superficial element a of I is a non-zero divisor in G.
But G modulo the image of a is the associated graded ring for the ideal I/(a) in the ring R/(a),
and that has depth 0. Thus by Remark 1.6 some power of I/(a) is not Ratliff-Rush closed.
Such examples were provided in Propositions 1.11 and 1.12. But we prove the stronger result
for these two classes of examples: it is actually I/(a) itself which is not Ratliff-Rush closed for all
possible a. First we prove this for examples from Proposition 1.11:
Proposition 2.3: Let R be the power series ring in variables X and Y over a field F . Let l > 2
be an integer and let I be the ideal (X l,XY l−1, Y l). Then for every superficial element a ∈ I,
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I/(a) is not Ratliff-Rush closed.
Proof: Let a = αX l + βXY l−1 + γY l, with α, β, γ ∈ R and not all zero.
First note that Y l is not a superficial element as for every n ≥ 1, X2+ln−lY l−2 ∈ In−1 \ In,
yet (X2+ln−lY l−2)Y l = (X l)n−1(XY l−1)2 ∈ In+1. Also, XY l−1 is not a superficial element as
X ln−1Y ∈ In−1 \ In, but (X ln−1Y )(XY l−1) = X lnY l ∈ In+1.
Suppose that α = 0. We just proved that then both β and γ are non-zero. Set b =
X
∑l−1
i=0(−1)l−1−iβiγl−1−iXiY l−i−1. Then ab = XY l−1(βlX l + (−1)l−1γlY l) is an element of
I2. Thus for all n ≥ 1, abX l(n−1) ∈ In+1, yet bX l(n−1) ∈ In−1 \ In. Thus a is not a superficial ele-
ment and so necessarily α 6= 0. By localization at the maximal ideal (X,Y ) we can even conclude
that α 6∈ (X,Y )R.
Now observe that X l−1Y · XY l−1 = X lY l ∈ I2, X l−1Y · Y l(l−1) = (XY l−1)l−1Y l ∈ Il,
and so αl−1X l−1Y · X l(l−1) ∈ X l−1Y (βXY l−1 + γY l)l−1 + (a) ⊆ Il + (a), which proves that
αl−1X l−1Y ·I2l−3 ⊆ (a)+ I2l−2. Thus as α 6∈ (X,Y ), it follows that αl−1X l−1Y 6∈ I, so that I/(a)
is not Ratliff-Rush closed.
Similarly, for examples from Proposition 1.12, I/(a) itself is not Ratliff-Rush closed:
Proposition 2.4: Let d ≥ 2 be a positive integer and let R be the polynomial ring in variables
X1, . . . ,Xd over a field F . Let l ≥ 3 be an integer and let I be the monomial ideal generated by all
the monomials of degree l except for the monomial X l−11 X2.
Then for every superficial element a ∈ I, I/(a) is not Ratliff-Rush closed.
Proof: We denote by J the subideal of I generated by all the monomials of degree l except for the
monomials X l−11 X2 and X
l
1 and we denote by K the subideal of I generated by (X
l+1
1 ,X
l
1X2).
If a ∈ I we may write a = αX l1+ b+ c with α in F , b in J and c in K. Note that X l−11 X2 6∈ I,
but X l−11 X2(J + K) ⊆ I2. Thus if a is a superficial element for I, as by [HM] its image is a
non-zerodivisor in grI(R), necessarily α is a non-zero element of F .
For every superficial element a ∈ I, we prove now that (I2 + (a)) : I 6= I and hence that I/(a)
is not Ratliff-Rush closed. In fact X l−11 X2 6∈ I, but X l−11 X2I ⊆ I2 + (a) since
X l−11 X2J ⊆ I2
X l−11 X2K ⊆ I2
X l−11 X2X
l
1 = α
−1[X l−11 X2a−X l−11 X2b] ∈ I2 + (a).
Note that the same proof as in Proposition 2.2 shows:
Remark 2.5: Whenever I is an ideal whose associated graded ring has depth at least 2, then
for every superficial element a ∈ I and every positive integer n, In and InR/(a) are Ratliff-Rush
closed.
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Some examples of ideals with this property are the ideals I in a Cohen-Macaulay ring generated
by a regular sequence of length d ≥ 2. (Note that these ideals need not be integrally closed.)
This class of examples cannot be extended to almost complete intersections as was already
shown in Example 1.8. It also cannot be extended to generic complete intersection ideals:
Example 2.6: Let I = X(X4,X3Y,XY 3, Y 4) in the polynomial ring F [X,Y ]. Then I is a generic
complete intersection which is not Ratliff-Rush closed as X3Y 2 ∈ (I2 : I) \ I.
3. Initial ideals, associated primes and the number of generators
In this section we concentrate on results showing that the Ratliff-Rush closure does not behave
well with respect to several properties, namely with respect to taking the initial ideals, taking the
associated primes, and the number of generators.
First we analyze the Ratliff-Rush closure operation on Borel-fixed and initial ideals. We show
that Borel-fixed ideals, even generic initial ideals, need not be Ratliff-Rush closed, and that Ratliff-
Rush closure does not commute with taking the leading term ideal. Furthermore, the leading term
ideal of a Ratliff-Rush closed ideal need not be Ratliff-Rush closed.
We also compare the sets of associated primes and the number of generators of an ideal and
of its Ratliff-Rush closure. We show that there are no inclusion relations for the associated primes,
and similarly that the number of generators of the Ratliff-Rush closure of an ideal may be larger
than the number of generators of the ideal. We explore other connections between the associated
primes of I˜ and of various powers of I. A modification of some corresponding arguments produces
an answer to Question (1.6) in [HJLS]: the minimal number of generators of I need not be smaller
than the minimal number of generators of I˜.
The definition of Borel-fixed ideals can be found for example in [E, page 352].
Borel-fixed zero-dimensional ideals need not be Ratliff-Rush closed. For example, the ideal
I = (X6,X5Y 4,X4Y 11,X3Y 13,X2Y 17,XY 23, Y 29) in the polynomial ring F [X,Y ] is Borel-fixed
under the order Y > X. However, I is not Ratliff-Rush closed as X4Y 9 ∈ I2 : I and X4Y 9 6∈ I.
Note that I is even a generic initial ideal, yet it is not Ratliff-Rush closed.
Furthermore, there are many Borel-fixed zero-dimensional ideals (even lex-segment ideals)
which are Ratliff-Rush closed but are not integrally closed. For example, in the polynomial ring
F [X,Y ], the ideal I = (X4,X3Y,X2Y 4,XY 5, Y 7) is zero-dimensional and lex-segment under the
order Y > X, but I is not integrally closed because X2Y 3 6∈ I yet (X2Y 3)2 = (X3Y )(XY 5) ∈ I2.
One can calculate that grI(R) has depth exactly one so that by Proposition 2.2, for every superficial
element a in I, IR/(a) has some power which is not Ratliff-Rush closed.
We remark that for the Borel-fixed ideal I = (X5,X4Y,X3Y 4,X2Y 5,XY 8, Y 9), the associated
graded ring is Cohen-Macaulay of dimension 2 but I is not integrally closed. Here I and I/(a) are
Ratliff-Rush closed for every superficial element a ∈ I.
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Next we consider the behavior of the Ratliff-Rush closure under the operation of taking the
initial ideal. We fix a polynomial ring and a monomial ordering. The monomial ideal generated by
all the leading terms of an ideal I is denoted lt I (in the literature sometimes also in I). Certainly
lt I ⊆ lt I˜ . However, we will show that l˜t I is not contained in lt I˜, and also that the other
inclusion fails.
Example 3.1: Here is an ideal I such that lt I is Ratliff-Rush closed, I is not Ratliff-Rush
closed, and l˜t I ( lt I˜. Let I = (XY 5,X6 − Y 6,X4Y 2 − X2Y 4) in the polynomial ring F [X,Y ].
In Example 1.8 we showed that X3Y 4 ∈ I˜ . Under the (reverse) lexicographic ordering, lt I =
(XY 5,X6,X4Y 2, Y 8). It is easy to see that lt I is not Borel-fixed, but is Ratliff-Rush closed. In
fact, a computation by Macaulay2 shows that the associated graded ring of lt I has positive depth,
so that l˜t I = lt I. Then
l˜t I = (XY 5,X6,X4Y 2, Y 8)( (XY 5,X6,X4Y 2, Y 8,X3Y 4) ⊆ lt I˜ .
Example 3.2: Here is an ideal I such that I is Ratliff-Rush closed but lt I is not, and furthermore
that lt I˜ ( l˜t I. Let I = (X7Y − X2Y 5,X5Y 2,X2Y 5 − XY 6, Y 7). We verified by Macaulay2
and Singular that the associated graded ring of I has positive depth, so that I (and all of its
powers) are Ratliff-Rush closed. It is easy to see that lt I = (X7Y,X5Y 2,X2Y 5, Y 7), and that
X4Y 4 ∈ (lt I)2 : (lt I). Thus X4Y 4 ∈ l˜t I but not in lt I = lt I˜.
This example also shows that the leading term ideal of a Ratliff-Rush closed ideal need not
be Ratliff-Rush closed.
Next we switch our attention to the sets of associated primes. From the definition of the
Ratliff-Rush closure of an ideal I it is clear that every associated prime ideal of I˜ is also associated
to all high powers of I. However, there are no inclusions in general, as the examples below show.
Example 3.3: Ass R/I˜ need not be contained in Ass R/I, even when R/I is Cohen-Macaulay.
In [J], Jarrah found a class of Cohen-Macaulay ideals I for which Ass R/I is not contained
in Ass R/I. The following I is a modification of Jarrah’s examples: let R be the polynomial
ring F [X,Y,Z], and let n ≥ 2 be a positive integer. Set J to be the ideal generated by all
XiY 2n−i except i = n. Let I = J ∩ (Xn, Z) ∩ (Y n, Z). Thus the set of associated primes of I is
{(X,Y ), (X,Z), (Y,Z)}. Clearly R/I is Cohen-Macaulay. Explicitly the generators of I are
I = J ∩ (XnY n, Z) = (XiY 2n−iZ|i 6= n) + (XnY n+1,Xn+1Y n).
By degree count, XnY n is not in the Ratliff-Rush closure of I. Clearly (X,Y )XnY n ⊆ I. Also,
XnY nZ ∈ I2 : I, so that (X,Y,Z)XnY n ⊆ I˜. This all proves that I˜ : XnY n = (X,Y,Z), so that
the maximal ideal (X,Y,Z) is associated to I˜ but not to I.
(The key to this example is that I localized at some minimial prime is not Ratliff-Rush closed,
and that the other minimal components do not “interfere” with that.)
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Example 3.4: Ass R/I need not be contained in Ass R/I˜, even if R/I˜ is Cohen-Macaulay.
But there exist also examples of monomial ideals I in polynomial rings. Namely, here is an
example due to Hos¸ten: I = (X4,X3Y,XY 3, Y 4,X2Y 2Z). Hos¸ten constructed this ideal as an
example of a monomial ideal I for which Ass R/I 6⊆ Ass R/I2. Clearly Z is a zero-divisor modulo
I. In fact, the set of associated primes of I equals {(X,Y ), (X,Y,Z)}. Note that X2Y 2 ∈ I2 : I,
thus I˜ = (X,Y )4, and so Z is not a zero-divisor modulo I˜, so that (X,Y,Z) is not an associated
prime ideal of I˜.
Example 3.5: If P is associated to In for all n sufficiently large, P need not be associated to I˜.
For this, let I be any three-generated height two prime ideal in the polynomial ring F [X,Y,Z].
(For example, let I = (X3−Y Z, Y 2−XZ,Z2−X2Y ), the kernel of the natural map F [X,Y,Z]→
F [t3, t4, t5].) Huneke proved in [Hn] that (X,Y,Z) is associated to In for all n ≥ 2. However,
(X,Y,Z) is not associated to I˜ = I.
Heinzer et al. asked in [HJLS, Question (1.6) (Q1)] whether the minimal number of generators
of a regular ideal is always less than or equal to the minimal number of generators of its Ratliff-
Rush closure. This seems to be the case also for all the examples so far in this paper. However,
Hos¸ten’s example can readily be modified to a counterexample to this question:
Example 3.6: Let F be a field, n ≥ 2 an integer, X,Y,Z1, . . . , Zn variables over F , R =
F [X,Y,Z1, . . . , Zn], and I = (X
4,X3Y,XY 3, Y 4) + (X2Y 2)(Z1, . . . , Zn). Then I˜ = (X,Y )
4, the
minimal number of generators of I is 4 + n, and the minimal number of generators of I˜ is 5.
Furthermore, here is even a zero-dimensional ideal illustrating this behavior:
Example 3.7: Let R = F [X,Y,U, V ],
I = (X4,X3Y,XY 3, Y 4,X2Y 2U,X2Y 2V,U4, V 4,XY U2,XY V 2).
Then I is generated by 10 monomials. Its Ratliff-Rush closure is
J = (X4,X3Y,X2Y 2,XY 3, Y 4, U4, V 4,XY U2,XY V 2),
generated by 9 elements. It is easy to prove that J is in I˜, and it suffices to prove that J is
Ratliff-Rush closed. For this it suffices to prove that every monomial in I˜ is in J , and as I is
zero-dimensional, it suffices to prove that every monomial in I˜∩ (J : (X,Y,U, V )) is in J . The only
monomials in J : (X,Y,U, V ) not in J are XY 2UV,X2Y UV,X3U3V 3, Y 3U3V 3. By symmetry
it suffices to prove that the first and the last elements are not in I˜ . If XY 2UV were in I˜, then
for some positive integer n, XY 2UV (Y 4)n ∈ In+1, and hence by the X, U , and V -degree counts,
XY 2UV (Y 4)n ∈ (XY 3, Y 4)n+1, which is impossible by the total (X,Y )-degree count. Similarly,
if Y 3U3V 3(Y 4)n ∈ In+1, then Y 3U3V 3(Y 4)n ∈ (Y 4)n+1, which is also impossible.
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4. The Ratliff-Rush reduction number
Let I be a regular ideal of a local ring (R,m) and let J be a minimal reduction of I. We
denote by
rJ(I) := min{n : In+1 = JIn}
the reduction number of I with respect to J . If I has a principal reduction, that is there exists x ∈ I
such that In+1 = xIn for some integer n, then rJ (I) does not depend on J (see [Hc], page 504). If
this is the case we write r(I) instead of rJ(I). Notice that if xR is a principal reduction of a regular
ideal I, then x is a regular element of R. It is known that r(I) ≤ f0 − 1, where f0 denotes the
multiplicity of the fiber cone F (I) = ⊕n≥0In/mIn (see [DGH], Corollary 5.3). If I has a principal
reduction, F (I) is a one-dimensional graded ring which is not necessarily Cohen-Macaulay even in
the case G = grI(R) is Cohen-Macaulay.
The notion of minimal reduction can be also given for filtrations and the extension is clear in
the case of the Ratliff-Rush filtration. Since I˜n = In for large n, a minimal reduction J of I is a
minimal reduction with respect to the Ratliff-Rush filtration.
We denote by
r˜J(I) := min{n : ˜Im+1 = JI˜m for m ≥ n}
and we call it the Ratliff-Rush reduction number of I with respect to J . It is not clear whether
I˜n+1 = JI˜n for some integer n implies that ˜Im+1 = JI˜m for every m ≥ n. We remark in fact that
I˜ I˜n is not necessarily I˜n+1. However for a regular ideal having principal reduction, the Ratliff-
Rush reduction number coincides with the least integer n such that I˜n+1 = xI˜n where (x) is a
reduction of I, which is the same behaviour that the I−adic filtration has. In fact if I˜n+1 = xI˜n
for some integer n, then ˜Im+1 ⊆ I˜m ⊆ (x) for every m ≥ n, hence ˜Im+1 ⊆ (x) ∩ ˜Im+1 = xI˜m.
Because xI˜m ⊆ ˜Im+1, the equality holds.
Let
G˜ := ⊕n≥0I˜n/I˜n+1
the associated graded ring to the Ratliff-Rush filtration of I. It has a natural structure of graded
algebra which has positive depth, but it is not a standard algebra because we do not necessarily have
G˜n+1 = G˜1G˜n. The following result shows that, for a regular ideal having principal reduction, the
Ratliff-Rush reduction number coincides with the least integer t such that G˜t ≃ G˜t+1. In particular
this implies that if I has a principal reduction, r˜J(I) again does not depend on J and we write
r˜(I) instead of r˜J(I).
The proof is inspired by Theorem 2.1. in [RV2]. We remark that the main tool used in the
case of an m−primary ideal of a one-dimensional local ring was the information given by the
Hilbert function of G and G˜, the problem here is more complicated because we have to replace
this information with different numerical invariants.
Proposition 4.1: Let I be a regular ideal of (R,m) having principal reduction and let t ≥ 0. The
following conditions are equivalent:
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a) G˜t ≃ G˜t+1.
b) II˜t + I˜t+2 ⊆ xI˜t + I˜t+2.
c) G˜t ≃ G˜n for every n ≥ t.
d) I˜n+1 = xI˜n for some superficial element x ∈ I and for every n ≥ t.
e) I˜t+1 = xI˜t for some superficial element x ∈ I.
Proof: Since we have I˜n+1 : x = I˜n for every n ≥ 0 and x superficial element, the multiplication
by x gives an injective map
0→ G˜n x−→ G˜n+1
whose cokernel is Kn := G˜n+1/xG˜n = I˜n+1/(xI˜n + I˜n+2).
It is clear now that a) implies b). Let us prove that b) implies c). If n ≥ s, then In = I˜n and
In+1 = xn+1−sIs. Since x is regular in R, we get G˜s = I
s/xIs ≃ G˜n = for every n ≥ s.
Hence we may assume t ≤ n < s and we prove G˜s ≃ G˜n. By assumption II˜t ⊆ xI˜t + I˜t+2
and we claim that Is = xs−tI˜t. We have
Is = Is−t−1It+1 ⊆ Is−t−1II˜t ⊆ Is−t−1(xI˜t + I˜t+2) ⊆ xIs−t−1I˜t + I˜s+1 = xIs−t−1I˜t + Is+1.
If s = t+ 1 we are done by Nakayama. Otherwise s > t+ 1, and
xIs−t−1I˜t + Is+1 = xIs−t−2II˜t + Is+1 ⊆ xIs−t−2(xI˜t + I˜t+2) + Is+1 ⊆
⊆ x2Is−t−2I˜t + Is+1 ⊆ . . . ⊆ xs−tI˜t + Is+1.
The claim follows again by Nakayama.
In particular for every t ≤ n < s, Is = xs−nI˜n and Is+1 = xs−nI˜n+1, which imply c).
In fact Is = xs−tI˜t ⊆ xs−t−1I˜t+1 ⊆ . . . xs−n−1I˜n+1 ⊆ I˜s = Is. The second equality follows by
using Is+1 = xIs.
Let us finally prove that c) implies d). We may assume n < s. If we prove that for every
t ≤ n < s we have I˜n+1 ⊆ xI˜n + mI˜n+1, then the conclusion follows by Nakayama.
Let m be an integer such that t ≤ m < s. By assumption we get Km = 0, so it follows
˜Im+1 ⊆ xI˜m + ˜Im+2.
We also have Kn = 0 for n > m, hence we get ˜Im+2 ⊆ xI˜m + ˜Im+3 ⊆ . . . . . . xI˜m + I˜s+1 and we
recall that I˜s+1 = xI˜s ⊆ x ˜Im+1 ⊆ m ˜Im+1.
Now d) implies e) is trivial and from e) we get a) because Kt = 0.
A goal of this section is now to investigate the mutual relations among r˜(I) and r(I).
We give here a complete description in the case of a regular ideal having principal reduc-
tion. We extend some results already known in the case when I is an m−primary ideal of a
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one-dimensional local ring (see [RV2]). Moreover the following Proposition, part i) recovers Propo-
sition 2.2., [DGH].
Proposition 4.2: Let I a regular ideal of a local ring (R,m) having principal reduction and let
s(I) be the smallest integer such that I˜n = In for n ≥ s(I). Then
i) s(I) ≤ r(I),
ii) r˜(I) ≤ r(I),
iii) r˜(I) = r(I) if and only if Ir(I) 6⊆ (x) for some minimal reduction (x) of I.
Proof: For brevity we put r := r(I). Then Ii+1 = xIi for every i ≥ r, from which it follows easily
that for every p ≥ r and t ≥ 0, Ir+t = xtIr.
Let j be an integer, j ≥ r, and let t be a positive integer such that I˜j = Ij+t : It. Then
I˜j = Ij+t : It ⊆ Ij+t : xt = xj+t−rIr : xt = xj−rIr ⊆ Ij ,
so that for every j ≥ r, I˜j = Ij . This proves i) and ii). Because I˜n∩ (x) = xI˜n−1 for every positive
integer, for the last assertion we remark that I˜n = xI˜n−1 for some n if and only if I˜n ⊆ (x). Now
the conclusion follows from i) because I˜r = Ir.
It is clear that if G has positive depth, then r˜(I) = r(I) and s(I) = 0. The following example
shows that the inequality ii) can be strict.
Example 4.3: Let R = F [[t4, t5, t11]] and I the maximal ideal. We have I4 = t4I3, so r(I) = 3.
Now I is Ratliff-Rush closed, but I2 6= I˜2 = (t8, t9, t10, t11). Moreover I˜n+1 = t4I˜n for every n ≥ 2,
hence r˜(I) = 2 < r(I).
It is natural to ask if Proposition 4.2 can be extended to higher analitic spread ℓ(I). The
following example shows that it cannot be extended to any regular ideal I having ℓ(I) = 2.
Example 4.4: As in the Example 1.7 we consider the subring R = F [X,Y 2, Y 7,X2Y 5,X3Y ]
of the polynomial ring F [X,Y ]. In this case I = (X,Y 2)R is a parameter ideal, in particular
r(I) = 0. But I is not Ratliff-Rush closed, hence r˜(I) ≥ 1 > r(I) = 0. We remark that X,Y 2 is
not a regular sequence in R.
In [DGH, Question (2.3) ] the authors asked whether some of the good properties of the Ratliff-
Rush filtration established for regular ideals having principal reductions, also hold for ideals having
minimal reductions generated by regular sequences.
In this last part of this section assume ℓ(I) = 2 and J = (x, y) a minimal reduction of I
generated by a regular sequence.
In the analogy with the ideal having principal reduction, we can ask whether I˜n = In for
n ≥ rJ (I). In the case of an m-primary ideal of a local Cohen-Macaulay ring of dimension d = 2,
Huneke proved that if Im+1 = JIm and Im+1 : x = Im, then In+1 : x = In for all n ≥ m
(see [HJLS], Proposition 4.3). In particular we have I˜n = In for all n ≥ m. We do not know if
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Im+1 = JIm is enough to imply I˜m = Im.
In any case, we can prove the following result:
Proposition 4.5: With the above assumption, we have
r˜J(I) ≤ rJ(I).
Proof: Put for short r = rJ(I) and we prove I˜r+1 = JI˜r. For a large N we have I˜r = I
r+N :
(xN , yN ) and I˜r+1 = Ir+N+1 : (xN , yN ), in particular I˜r+1 = JN+1Ir : (xN , yN ) since Ir+n =
JnIr for all n ≥ 1.
We claim that JN+1Ir : (xN , yN ) ⊆ J(Ir+N : (xN , yN )). To prove this, let a be an element in
JN+1Ir : (aN , bN ). As {x, y} is a regular sequence, it is then an easy computation to prove that
a ∈ JIr + y(Ir+N : xN ) ∩ x(Ir+N : yN ) ⊆ J(Ir+N : (xN , yN )).
We remark that the above result can be applied to any m-primary ideal I of a 2−dimensional
local Cohen-Macaulay ring. It is natural to ask the following question:
Question 4.6: Let I an m-primary ideal of a local Cohen-Macaulay ring. Is it always true that
r˜J(I) ≤ rJ (I)?
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