A set of applications such as Internet video broadcasts, corporate telecasts, and distance learning require the simultaneous streaming of video to a large population of viewers across the Internet. The high bandwidth requirements and the multi-timescale burstiness of compressed video make it a challenging problem to provision network resources for streaming multimedia. For such applications to become affordable and ubiquitous, it is necessary to develop scalable techniques to efficiently stream video to a large number of disparate clients across a heterogeneous internet. In this paper, we propose to multicast smoothed video over an application-level overlay network of proxies, and to differentially cache the video at the intermediate nodes (proxies) in the distribution tree, in order to reduce the network bandwidth requirements of video dissemination. We formulate the multicast smoothing problem as an optimization problem, and develop an algorithm for computing the set of transmission schedules for the tree that minimize the peak rate and rate variability, given buffer constraints at different nodes in the tree. We also develop an algorithm to compute the minimum buffer allocation in the entire tree, such that feasible transmission to all the clients is possible, when the tree has heterogeneous rate constraints. We show through trace-driven simulations that substantial benefits are possible from multicast smoothing and differential caching, and that these gains can be realized even with modest proxy caches.
I. INTRODUCTION
The ability to stream continuous media from servers to clients across the Internet enables a wide range of applications. Examples include information and entertainment services (e.g., sportscasts, newscasts), distance education, streaming video broadcasts, corporate telecasts, narrowcasts etc. High quality digital video typically exhibits high transmission bandwidth requirements even when compressed ( Mbps for full motion MPEG-2) and significant burstiness at multiple time scales [1, 2] , owing to the encoding schemes and the content variation between and within video scenes. When combined with other media such as audio, text and images, multimedia transmissions can become even burstier. Due to the high and bursty bandwidth requirements, coupled with the long-lived characteristics (tens of minutes to a couple of hours) of high quality video, network bandwidth is a major limiting factor in the widespread dissemination of such content over the Internet. As a result, video clips on the Internet today are predominantly low-bandwidth, low quality, and of short duration. In addition, many streaming applications require the transmission of a video to multiple simultaneous users across the network. The challenge of supporting such one-to-many streaming video delivery is further complicated by the heterogeneous nature of clients and the Internet itself.
Different portions of an end-end path ( Fig. 1 ) from the server to a client may traverse different ISPs, possess different bandwidth capacities, and experience different loads. Clients themselves are heterogeneous, with varying network access bandwidths and processing and storage capabilities. In this setting, an important question is how to reduce the bandwidth requirements of streaming VBR video for applications like Internet video broadcast and pay-per-view services. In this paper, we address the problem of streaming prerecorded
variable-bit-rate (VBR) video to a large population of heterogeneous clients over the heterogeneous Internet
while making efficient use of network resources, and allowing clients to start playback with low delays. We present a novel technique integrating workahead smoothing [3] [4] [5] with application-level multicasting and temporal caching to efficiently stream VBR video from a server to multiple heterogeneous clients across a heterogeneous network, using an application-level distribution tree of proxies as shown in Fig. 1 . Before presenting the main contributions, we first discuss some key issues that need to be addressed.
A. Issues and Challenges
A key challenge in delivering video data across the Internet is to reduce high startup delays, and make efficient use of network bandwidth. For Web objects, service providers reduce response time, server load, and network traffic by deploying proxy caches. A proxy cache stores recently accessed resources in the hope of satisfying future client requests without contacting the server. However, video files can be very large, and caching techniques [6] [7] [8] for text and image resources that cache entire objects, are not appropriate for the rapidly growing number of continuous media streams in the Internet. Storing the entire contents of several long streams would exhaust the capacity of a conventional proxy cache. Instead, a number of caching strategies have been proposed [9] [10] [11] [12] [13] [14] [15] that cache a portion of a video at the proxy. The proxy streams the locally cached portion to the client, while the remainder is streamed from the server. Another challenge regards how to efficiently transmit VBR traffic across the network, while achieving high network resource utilization. VBR encoding offers some important advantages over constant-bitrate (CBR) encoding. For instance, for the same average bandwidth, VBR encoding offers higher quality and a greater opportunity for statistical multiplexing gains than would be possible with a constant-bit-rate (CBR) encoding [2, 16] . However, transmission of VBR video requires effective techniques for transporting bursty traffic across the network. One technique, unicast workahead smoothing [3] [4] [5] 17] can yield significant reductions in the peak rate and rate variability of video transmissions on the end-to-end network delivery path from a server to a single client (i.e., unicast) within an internet. A characteristic of the smoothed transmission schedule is that the smoothing benefit is a non-decreasing function of buffer size present on the end-to-end video delivery path. The one-to-many streaming scenario we consider, where clients and network paths are heterogeneous, complicates the problem of delivering VBR streaming video.
Finally, the lack of native multicast capability in the network makes it a challenging proposition to support one-to-many high quality video distribution in a scalable, network resource efficient manner. In the early s, a technology called IP multicast [18] was developed to extend the Internet's original point-point unicast delivery service to offer native network-level point-to-multipoint multicast packet service. However, IP multicast deployment has been slow and even today remains severely limited in scope and reach.
B. Contributions
In the Internet, in addition to the high and variable bandwidth requirements of video, the multimedia server is faced with the problem of simultaneously streaming a high bandwidth and bursty video to a large number of heterogeneous clients that have different resource capacities (e.g. buffer), over end-to-end paths that have different bandwidth capacities. A naive application of unicast smoothing to a distribution tree would only consider the most constrained client buffer or the most constrained link bandwidth for computing the smoothed transmission schedule to every client in the tree. This approach avoids handling the heterogeneity in the system and cannot take advantage of the presence of additional resources on other paths in the tree.
We develop a novel distribution scheme that integrates workahead smoothing with multicast to efficiently stream video from a single server to several (heterogeneous) clients using an application-level distribution tree topology. Our approach generalizes the unicast smoothing solution to the multicast of smoothed streaming video over a distribution tree.
!
We propose differential caching, a technique for the temporal caching of video frames at intermediate nodes of the distribution tree, in order to allow more workahead smoothing gains along paths with greater buffer or bandwidth, while enabling clients on paths with smaller buffers or more constrained bandwidths to still receive the entire video at rates suited to such paths.
We develop a set of algorithms that integrate smoothing with differential caching to compute a set of optimally smooth transmission schedules for streaming prerecorded video over a distribution tree, that minimizes the peak rate and variability of the video transmission over each link in the tree in the presence of either buffer or bandwidth constraints. The schemes include feasibility algorithms and algorithms for computing schedules. When buffers at the internal nodes are the constraining resources, we present algorithms to check whether there exists a set of feasible optimal multicast schedules to transmit a particular video. We develop an algorithm that computes the set of optimally smooth transmission schedules when a feasible set of buffers exists. When the link bandwidths in the distribution tree are the constraining resources, we present an algorithm that computes the minimal total buffer allocation for all the nodes in the tree, and the corresponding allocation at each node, such that there exists a set of feasible transmission schedules to distribute a particular video.
We present MPEG-2 trace-driven evaluations that demonstrate that this integrated multicast smoothing and differential caching technique can result in substantial bandwidth savings, even with modestly sized buffers at the proxies. For the Blues Brothers trace for example, with just " # KB buffer per proxy, optimal multicast smoothing reduces the total transmission bandwidth requirements in the distribution tree by more than a factor of six as compared to multicasting the unsmoothed stream.
C. Related Work
There has been considerable work in the area of unicast smoothing [3] [4] [5] . By transmitting frames early, the sender (or a smoothing node) can send large video frames at a slower rate without disrupting continuous playback at the client. The frames transmitted ahead of time are temporarily stored in buffers present in the server, the client, and any intermediate network nodes. Smoothing can substantially reduce resource requirements under a variety of network service models such as peak-rate based reservation, and bandwidth renegotiation [3] . In the context of video caching, storing an initial prefix of the video [14] at the proxy has numerous applications, e.g., shielding clients from delays and jitter on the server-proxy path, performing online smoothing to reduce the burstiness of VBR video without introducing additional client playback delays, and reducing traffic on the server-proxy path. In this paper, we combine workahead smoothing with application-level, application-aware multicast and differential caching at the proxies.
The notion of multicast presented in this paper is somewhat different from traditional network-level IP multicast, and involves additional functionality at the proxy compared to simple application-level multicast. Our approach utilizes application-level information such as video frame sizes, and system resource availability, and streams video to clients in real-time for continuous playback. More recently other works have proposed application-level multicast with data being delivered over a distribution tree of proxy servers, where a proxy copies a single incoming packet to all its outgoing connections, In the context of Content Distribution Networks (CDNs), Inktomi's Media Distribution Network [19] uses such an approach. In both IP multicast and simple application-level multicast, internal nodes are only able to forward one copy of every relevant IP packet on each downstream path. These techniques by themselves are not concerned with the real-time nature of the data or with maintaining streaming playback for all the clients. There has been also been work on the use of application level-framing e.g., RTP [20] for video multicast. Our approach complements these different efforts. In our scheme, in addition to packet duplication and forwarding, a node in the distribution tree also performs transmission schedule computation, differential caching, and real time streaming of video according to smoothed transmission schedules. In contrast, IP multicast and simple application-level multicast currently lack support for handling system heterogeneity (either in the clients or the network). Our application-aware approach can be implemented on top of network level multicast primitives, where they exist, and can use unicast communication between nodes in the distribution tree elsewhere.
Finally, by integrating smoothing with multicasting, our approach shows far superior performance with respect to reducing the network bandwidth requirements, compared to multicasting the unsmoothed video, as shown in Section VI.
There exists a set of techniques [21] [22] [23] [24] [25] [26] [27] that serve clients with heterogeneous resource constraints using either (a) multiple separate encodings on separate multicast groups, with constrained clients receiving a lower quality, lower bandwidth encoding, or (b) hierarchical layered encoding schemes, where each client receives a base layer stream and a variable number of enhancement layer streams. There is some evidence [25, 26] that the first approach is sometimes more useful than the second. Our work is complementary to these techniques.
Numerous papers have focused on the design of scalable video delivery schemes [28] [29] [30] [31] [32] [33] [34] that use multicast and broadcast connections to reduce server and network loads. Our smoothing techniques are applicable to all of them.
The remainder of the paper is organized as follows. Section II provides a general problem overview, presents a high level description of our solution approach, and introduces the notion of differential caching.
Section III presents the formal model and problem formulations, and Section IV provides a brief overview on smoothing prerecorded video in a unicast setting. Section V develops the solutions to the multicast smoothing problem discussed above. Section VI evaluates our optimal multicast smoothing algorithm and Section VII concludes the paper.
II. GENERAL PROBLEM DESCRIPTION
An overlay distribution tree consists of a server that injects the video onto the tree, a distribution tree of intervening proxy servers, and end-clients at the leaves of the tree. Fig. 1 illustrates an example architecture.
In general, the root of the distribution tree may or may not coincide with the source content server. For example, a proxy or gateway server in a corporate intranet, or a cable headend may receive streaming video from the remote content server, and simultaneously stream out the video to its child nodes on the tree. Each internal node (or proxy) receives video frame data from its parent and transmits them to each of its children.
In our scheme, the node also performs other application-specific functions described later.
The distribution tree itself can span multiple network domains. The key question we ask in this paper is how to smooth transmissions and efficiently deliver video data over such a heterogeneous network, where either the links are bandwidth constrained or the nodes and clients are buffer constrained. Given the available buffer at the proxies and clients, we want to transmit the video as smoothly as possible along each link, without underflowing or overflowing the available buffers.
When the links have bandwidth constraints, it may be necessary to build up sufficient data at various proxies and clients before clients can start playback, to guarantee starvation-free playback at each client. Given the bandwidth availability on the different links, our goal is to (i) determine the minimum buffer allocation required at each node in the tree and the corresponding minimum playback startup delay for all clients such that it is possible to guarantee starvation-free playback at the clients, and (ii) transmit the video according to the smoothest possible schedule along each link.
The following are some desirable properties of a one-to-many streaming video distribution scheme :
!
Low startup delays: Clients should be able to start playback with low delays.
As part of our smoothing solution, we introduce the concept of differential caching at a proxy. We propose buffering the video stream partially at the root and intermediate nodes of the distribution tree in order to smooth the streaming clip. Buffer availability at a node allows temporal caching of portions of the video streams. We refer to this technique as differential caching, which can be of tremendous benefit for streaming video in a heterogeneous internet. Caching at the root node allows it to smooth an incoming live (or stored) video stream, and transmit the resultant schedule to a downstream node. The buffers at the internal nodes are used for several functions. First, these buffers allow a node to accommodate the differences between its incoming and outgoing transmission schedules when the outgoing and incoming link capacities differ. Second, as described in later sections, by increasing the effective or virtual smoothing buffer size for the upstream node, these buffers provide more aggressive smoothing opportunities along the upstream link. Finally, when the children of a node have different effective buffer capacities, the smoothed transmission schedules differ along the different outgoing links. For a given incoming transmission schedule, the node temporally caches video frames until they are transmitted along each outgoing link. Thus differential caching allows the transmission schedule to each child to be decoupled to varying degrees depending on the size of the parent's buffer cache. This can be extremely beneficial from a network resource requirements point of view. For example, the parent node can smooth more aggressively to a child which has a larger (effective) buffer relative to a child with a smaller buffer. Differential caching allows the more constrained child to be served at a pace more suitable to it, without requiring the frames to be retransmitted from higher up in the tree.
Given a heterogeneous distribution tree where the intermediate nodes can perform differential caching, the important questions we need to address include (a) How to allocate resources to the intermediate nodes in the distribution tree so that streaming transmission to all the clients is possible? (b) Given a particular resource allocation to the distribution tree, what transmissions schedules should be used for the multicast, so that the bandwidth requirements are minimized? The rest of the paper is devoted to these questions. We begin with the formal problem definition in Section III.
III. MULTICAST DISTRIBUTION OF SMOOTHED VIDEO
In this section, we first present a formal model for the video multicast distribution tree, and then outline the buffer and rate constrained multicast smoothing problems.
A. Video Multicast Distribution Tree Model
Consider a directed tree
2) where
is the set of nodes (or proxies) and 2 is the set of directed edges within the tree. Consider a node
denote its parent and
the set of children attached to
. We take node to be the root server in the tree. Let
be the set of leaves;
. Note that node could itself be the source server of the video, or the video may be streamed into the root from a remote source. Also, a leaf can be an end-client, or an egress node in the distribution tree. We will use the two pairs of terms root and source, and leaf and client interchangeably. 
, if the output from the leaf is the original unsmoothed video. For simplicity of exposition, we assume that all clients have the same playback vector. The more general setting where clients have different playback vectors is dealt with in an extended version of this work [36] . We will refer to the case where the root server has an "infinite" buffer, in the sense that e m l t r h
, as the infinite source model, and the case where
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. In this case, the root has time units to transmit the video stream, and the schedule is
. 
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. Similarly, the root starts transmission at time
. In the rest of the paper, we will define the time that the root server starts transmission as unless otherwise stated. Depending on the context, (or q ) will denote either the generic arrival (or playback) vector or the appropriately shifted version.
B. Buffer Constrained Optimal Multicast Smoothing
Given a set of buffer allocations
, and consumption vector q at the leaves of the distribution tree,
denote the set of all feasible schedule sets for this system. In this context, the set
and . Also, should transmit data fast enough to prevent buffer overflow at
, but not fill up the buffer at E so quickly that the transmission (
) to some child is unable to transfer data from the buffer in time, before it gets overwritten.
The following inequalities follow almost immediately,
Two important questions in this setting are 
C. Rate Constrained Optimal Multicast Smoothing
Here we assume that the distribution tree is bandwidth constrained rather than buffer constrained. We only consider the infinite source model, i.e.,
has a maximum transmission rate of
denotes a schedule used by node
to transmit data on the link
, where ¤ k
is the cumulative amount of data transmitted by time i
. Define the peak rate of w to be
. We say
is a feasible schedule if the following conditions are satisfied:
We define
to be the set of feasible transmission schedule sets for this system. We are interested in addressing the following questions.
1. Minimum startup delay : What is the minimum playback startup delay 5 Á for all the clients for which a feasible transmission schedule exists for the system, i.e.,
? Note that the client playback startup delay may be greater than zero for the rate constrained scenario. Due to the transmission rate constraints, some minimum startup delay may be required to build up sufficient data in the proxies and at the clients to guarantee starvation-free playback at each client. Here we assume that all clients start playback at the same time.
2. Optimal buffer allocation : What is the minimum buffer allocation g
of the distribution tree, and what is the minimum total buffer allocation % z Q Ã 3 Ä V e Å among all feasible schedules for the system? As explained before, the buffer is used for differential caching. Observe that for a given set of feasible schedules 7 h V C Q , the buffer allocation
for the distribution tree is said to be feasible if the following constraints are satisfied: g must be sufficiently large to ensure lossless video transmission, namely, it must be able to accommodate both (a) the maximum difference between the amounts of data transmitted from node 
IV. OVERVIEW OF SINGLE LINK SMOOTHING This section describes the single link smoothing model, and overviews some important concepts and results which are crucial in deriving solutions for the multicast scenario.
Consider ( Fig. 3(a) ) a video transmitted across the network via a smoothing server node [5] (which has a ẽ bit buffer) to a smoothing client node (which has a ¡ bit playback buffer). The formal model for this single-link case can be derived from the distribution tree model in Section III-A by setting A w %
. Consider next the buffer and rate constrained versions of this problem.
A. Buffer Constrained Single Link Optimal Smoothing
Here the server and client buffers are the limiting resources, and the smoothing problem involves computing transmission schedules which can stream the video from the server to the client in such a way as to reduce the variability of the transmitted stream, thereby making efficient use of network bandwidth.
To ensure lossless, continuous playback at the client, the server must transmit sufficient data to avoid buffer underflow at the client without overflowing the server buffer. This imposes a lower constraint,
, on the cumulative amount of data that the server can transmit by any time Fig. 3(b) ). denote the set of all feasible schedules for the single link system. Among all feasible schedules, we would like to find a "smoothest" schedule that minimizes network utilization according to some performance metrics [4] . In [3] , a measure of smoothness based on the theory of majorization is proposed, and the resulting optimally smoothed schedule minimizes a wide range of bandwidth metrics such as the peak rate, the variability of the transmission rates and the empirical effective bandwidth. Henceforth, we shall refer to this "optimal schedule" (linear time construction) as the majorization schedule.
For any two
, and for 
where is any convex real function.
In the context of video smoothing, for a transmission schedule
. A schedule ¡ is majorized by (or intuitively, "smoother" than) another
, is the schedule such that
. In particular, the peak rate of P Á
, is minimal among all feasible schedules . In [3] , it is shown that Á 
) . This property leads (proof in [38] ) to the following lemma which is critical to constructing optimal smoothing schedules for the distribution tree scenario. 
B. Rate Constrained Single Link Optimal Smoothing
We next consider the dual problem of the rate constrained single link optimal smoothing, where the bandwidth of the link connecting the server and the client is constrained by a given rate constraint, the buffer at the client must be sufficiently large to ensure continuous video playback at the client.
Furthermore, it may be necessary for the server to start video transmission sufficiently early. In this context, a server transmission schedule is feasible if the transmission rate of the schedule never exceeds the rate constraints at any time (as well as the arrival vector) and the amount of data needed for the client playback is always satisfied at any time.
We assume that the client playback starts at time , the minimum start-up delay with respect to which s U õÌ ÷ conforms to the arrival vector, i.e., s ö õÌ
It can be shown that @ Á £ is the minimal buffer requirement and Á is the minimal start-up delay among all feasible schedules with respect to the given rate constraint The next theorem (proof in Appendix) relates the rate-constrained optimal smoothing problem to its dual buffer-constrained optimal smoothing problem. 
. In particular, if
As a consequence of Theorem 1, we see that for % Á
, the majorization schedule P Á .
In the following, we establish an important property (proof in Appendix) for the majorization schedule in the context of the rate constrained smoothing problem. This will be useful for computing the optimal buffer allocation in the rate-constrained multicast scenario. 
Moreover, for any feasible schedule h such that
, we have
V. OPTIMAL MULTICAST SMOOTHING In this section we develop solutions to the multicast problems outlined in Sections III-B and III-C. We utilize the results for the single link smoothing problem to build our solutions for the multicast problem. A key step in our approach involves computing upper and lower constraint curves and exploiting the properties of majorization and lazy transmission schedules. We will present relevant theoretical results whose proofs are provided in the Appendix.
A. Buffer Constrained Optimal Multicast Smoothing
Analogous to the single link case, we first compute upper and lower constraint curves at the individual nodes in the distribution tree. Unlike the single link case, the constraints at a node can be affected by both the constraints at its directly connected nodes as well as at remote nodes. Then, we shall present some important results based on which we develop algorithmic solutions to the two questions posed in Section III-B. . We will see shortly that it is possible for a buffer constraint somewhere upstream in the tree to impose a more stringent constraint than Ó £ on the transmission schedules for the subtree rooted at node
denote the set of nodes on the path from the root, , to node E and define
We will refer to Ó ¦ as the effective buffer overflow constraint vector of the subtree rooted at
The effective overflow vectors exhibit the following properties.
Lower Constraint: This result hinges on a key property of majorization schedules (Lemma 1).
Lemma 4:
The schedule Á satisfies the following constraints.
The following lemma (proof in Appendix) is needed to establish the main results of the section. . Let
. Then,
The fact that 
A.1 Buffer Feasibility Check
Based on Theorem 2, we now present (see Fig. 5 ) a simple algorithm Check Feasibility for checking if the buffer allocation is feasible. This returns True iff 
A.2 Optimal Multicast Smoothing Algorithm
We now present a simple algorithm for computing the optimal smoothed schedules for the multicast tree, given a feasible buffer allocation to the nodes in the tree. This involves traversing the distribution tree times using the steps outlined below. The optimal multicast smoothing algorithm Compute Smooth is presented in Fig. 6 . The first # steps are identical to that in Fig. 5. Step computes ¢ Á
, the majorization schedule associated with the lower and upper constraints
According to Theorem 3, the set
Given that Á can be computed in
time, the complexity of the above algorithm is
B. Rate Constrained Optimal Multicast Smoothing

B.1 Minimum Startup Delay
For each
, consider a rate-constrained single link problem with the rate constraint 
B.2 Optimal Buffer Allocation
We now proceed to address the Optimal Buffer Allocation problem listed before. For this we need some additional concepts. For
, define the effective buffer requirement ÷ recursively as follows.
Clearly,
is the largest buffer allocated to any node in the subtree rooted at node E . We shall see later that ÷ is the minimal buffer allocation required for the subtree rooted at node E such that a set of feasible schedules exists for the nodes in the tree.
Now for
Given this set of buffer allocations
, we define the effective buffer underflow vector at node
, and the effective buffer overflow vector at node
The following lemma holds (proof in Appendix).
Lemma 6:
The effective overflow vectors satisfy the following relations.
, let Á be the majorization schedule with respect to the lower and upper constraint vectors
. As in the case of the single link problem, we show that the set of these majorization schedules,
, is a set of feasible schedules for the rate constrained multicast smoothing system. Namely,
, satisfies the following inequalities.
where it is understood that
Remark:
We next note the following important result for the rate-constrained multicast scenario. As a consequence of Theorem 4, under the same buffer allocation The next theorem (proof in Appendix) is the key to the buffer allocation problem, and establishes the optimality of the buffer allocation
Theorem 5:
The buffer allocation
is optimal in the sense that it minimizes, among all the feasible schedules for the system, both the total buffer allocation,
, and the maximal buffer allocated for any node in the subtree rooted at node E (namely, the effective buffer allocation ÷ at node
. Any smaller total buffer allocation will not result in a feasible set of transmission schedules for the system.
We now present a simple algorithm Allocate Buffer (Fig. 7) to compute the optimal buffer allocation for a given distribution tree. The algorithm involves traversals through the distribution tree, processing all the nodes at the same level before proceeding to the next one : (8) and (9) respectively.
(
Step 2). Determine the common minimum startup delay
is determined using relation (16) , and then is determined using (17) .
, it is clear that the computation complexity of the above algorithm is
Note that, once the optimal buffer allocation is obtained, we can use the algorithm Compute Smooth outlined in Fig. 6 to compute the set of optimally smoothed schedules for the multicast tree.
VI. PERFORMANCE EVALUATION
A key question is how effective our integrated multicast smoothing and differential caching approach is in reducing the network transmission bandwidth costs. We next present trace-based evaluations of the scheme to shed light on this issue. The results can help guide the selection of buffer sizing in a real system, to maximize the benefits of smoothed multicast transmission. In this context, an important metric from an admission control and system provisioning point of view is the total bandwidth $ f ê X $ x X Ë that needs to be reserved in the tree in order to support this multicast video transmission. We assume a simple constant bit rate (CBR) bandwidth reservation model, where the bandwidth along any link is allocated once and is guaranteed for the entire duration of the transmission. Given this CBR reservation,
is lower bounded by the sum of the peak rates of the transmission schedules along each link in the tree, i.e.,
A client (leaf node in the tree) may be charged according to the bandwidth allocation on the path to that client. Two important metrics from a client's perspective, then are :
! allocation along the entire path to the leaf E based on the worst case peak rate on any portion of the path,
. ! the sum of the peak rates of the smoothed transmission schedules along each link on the path from the
We present trace-driven simulation experiments based on two constant-quality VBR MPEG-2 encodings:
-minute segment of the movie Blues Brothers encoded at # frames/second with a mean rate of 9 3 2 Mbits/second and peak rate of º 9 ö "
Mbits/second, and (ii) a @ -minute segment of the movie Space Jam encoded at frames/second with a mean rate of 9 ö
Mbits/second and peak rate of We consider the buffer constrained multicast problem, and assume that the root of the distribution tree is To illustrate the impact of differential caching, we next focus on the total bandwidth allocation on the path to the client with the largest buffer. Fig. 9 (a) plots the total bandwidth allocation ( the bandwidth allocation on the server-client path can be substantially higher for the multicast scenario than for the tandem case with no internal buffers. This behavior can be attributed to the presence of clients with buffers smaller than # MB in the distribution tree. A smaller client buffer can limit how much workahead transmission can be performed on the path to a client with a larger buffer. As a consequence, the bandwidth allocation on the path to the larger client will be higher than if the smaller client was absent. The presence of some buffer at an intermediate node (a branch point on the path to the # nodes) will allow this internal node to temporarily store part of the incoming video. This differential caching may allow more aggressive smoothing to the larger client, by partially decoupling the downstream transmissions to the two clients. The buffer at the intermediate node will also present a larger effective buffer to the upstream source, thereby allowing more potential for workahead smoothing in the tree above this node. As the proxy buffer size increases, the bandwidth requirement drops, first steeply and then gradually levels out. For the above tree, with no buffering at the proxies, the bandwidth requirement on the path from the server to the largest client is six times that for the tandem case with no internal buffers. With only an additional one MB buffer per internal node, the bandwidth requirement reduces to about twice the corresponding value for the tandem scenario with no internal buffers. The results indicate that even with a relatively small buffer per internal node, our integrated smoothing and differential caching can significantly reduce the adverse impact of more resource constrained paths on the bandwidth requirements along paths with more resources. 
VII. CONCLUSIONS
The multi-timescale burstiness of compressed video makes it a challenging problem to provision network resources for delivering such media. This paper considers the problem of delivering streaming multimedia to multiple heterogeneous clients over a heterogeneous network such as the Internet. We proposed multicasting smoothed video along an application-level overlay network that differentially caches the video at intermediate nodes (proxies) to reduce the network bandwidth requirements of such dissemination. We developed a novel technique integrating workahead smoothing [3] [4] [5] with application-level multicasting and temporal caching to efficiently stream VBR video from a server to multiple heterogeneous clients across a heterogeneous network like the Internet. Given a buffer (for differential caching) allocation to the different nodes in the tree, we (i) develop necessary and sufficient conditions for checking if it is possible to transmit the video to all the clients without overflowing any buffer space, and (ii) present an algorithm for computing the set of optimal feasible transmission schedules for the tree. When the multicast tree is rate constrained, we present an algorithm for computing the minimum total buffer allocation to the entire tree, and, the corresponding allocation to each node, such that feasible transmission is possible to all the clients.
Initial performance evaluations indicate that there can be substantial benefits from multicast smoothing and differential caching.
In this paper, we have presented a (mostly) analytical and algorithmic treatment of the problem. The next step is to explore actual implementation issues, including designing efficient protocols that will implement the multicast smoothing functionality, by using underlying network support. We are currently developing an experimental streaming media testbed infrastructure for investigating various proxy-based scalable streaming techniques (initial results with patching and periodic broadcast in [42] ), and once completed, this testbed can be used to explore multicast smoothing. We also want to extend our current treatment to handle multicast of live video, where the smoothing nodes do not have a priori knowledge of frame sizes. We are looking at these problems, as part of ongoing work. , of a node, or of the (sub)tree rooted at the node, is defined as the longest distance from the node to any of its leaf nodes. Leaf nodes have a height of . First consider a node
