The ac Josephson effect in hybrid systems of a normal mesoscopic conductor coupled to two superconducting (S) leads is investigated theoretically. A general formula of the ac components of time-dependent current is derived which is valid for arbitrary interactions in the normal region. We apply this formula to analyze a S-normal-S system where the normal region is a noninteracting single level quantum dot. We report the physical behavior of time-averaged nonequilibrium distribution of electrons in the quantum dot, the formation of Andreev bound states, and ac components of the time-dependent current.
I. INTRODUCTION
Quantum transport properties of mesoscopic conductors coupled to two superconducting (S) leads have been extensively investigated in the last decade both theoretically and experimentally [1, 2] . The mesoscopic conductor in question is usually not a superconductor itself, but it can be a quantum point contact (QPC) [3] [4] [5] , a quantum dot (QD) [6] [7] [8] [9] , a tunnel barrier, a normal metal [10, 11] , and even a molecule such as a nanotube [12] [13] [14] . The physics of these hybrid device structures, in the form of S-normal-S, has profound implications to both fundamental understanding of quantum transport at reduced dimensionality and to practical applications in nanoelectronics.
One of the main transport characteristics of a S-normal-S device structure is that particles in the normal region can undergo multiple Andreev reflections by the two superconducting leads. If the normal region is ballistic, a consequence of the coherent superposition of these multiple Andreev reflections is the formation of Andreev bound states [1, 15] . The Andreev bound states are important because they carry current including the supercurrent. On the other hand, if the normal region is diffusive, a so-called supercurrent-carrying density of states, instead of the Andreev bound states, gives the ability for carrying supercurrent [16] .
The multiple Andreev reflection is also known to generate subharmonic gap structure in the behavior of I 0 = I 0 (V ), where I 0 is the average current and V is the bias voltage [3] [4] [5] [6] [7] [8] 10 ].
More recently, the subharmonic gap structure is used to measure transmission probability of each channel in a multi-channel QPC device [17, 18] .
Another important and interesting transport characteristic of S-normal-S devices is the
Josephson effect which gives rise to a dc supercurrent at zero bias, and an ac current at nonzero bias. Previous theoretical analysis have focused on the dc Josephson effect at zero bias [9] , and the subharmonic gap structure of the average current at a non-zero bias [3] [4] [5] [6] [7] [8] 10 ].
However, the ac Josephson effect, which arises at a non-zero bias, produces a current that is a function of time t. Therefore it is an important task to theoretically understand the time dependent current in addition to understanding its time-average. To the best of our knowledge, so far there have been only two works which involve a time-dependent current [4, 5] for S-normal-S devices. Cuevas et. al. have investigated the ac component of the time-dependent current for a S-QPC-S system [4] . Bratus et. al. [5] have investigated the time-dependent current in a S-quantum-constriction-S system by considering an arbitrary normal electron transparency and discussing the current property at the small bias limit.
In both these works, the normal region of the S-normal-S device was simplified so as not to have any electronic structure: it is simply described by a constant transmission coefficient which is independent of energy ǫ. Given the interesting physics already discovered by these previous investigations, it is indeed not difficult to expect that even richer physics would arise if the normal region has its own electronic structure.
It is the purpose of this work to further investigate the ac Josephson effect in S-normal-S device systems, and we focus on issues not resolved by the previous analysis. In particular, we consider a mesoscopic S-normal-S device with an arbitrary normal region which may have its own electronic structure and/or strong electron-electron interactions: for this general situation we have derived the expression of the ac current. As an application we then investigate a specific case in which the normal region is a ballistic quantum dot having a noninteracting single energy level, for which we investigate the intradot nonequilibrium distribution of electrons, the local density of state (LDOS), and the time-dependent current.
Our main findings are: (i) The intradot electronic distribution shows a population inversion property. This property is distinctly and qualitatively different from that of the case where the normal region is diffusive. (ii) At small bias voltages such that eV < ∆ where ∆ is the superconducting gap, a series of Andreev quasi-bound states is found to emerge within the gap. Their weights are not the same but they carry equal amount of current in the same direction, as well, their electronic occupations are all 1/2. This is qualitatively different from that of the zero bias case in which the successive Andreev bound states carry opposite current. (iii) The ac current component versus bias V shows an oscillatory behavior. The amplitude of oscillation of the nth component is largest at about V = ∆/n. At small bias, the high-order components quickly increase, and the time-dependent current versus time t deviates from a sine-like curve.
The rest of the paper is organized as follows. In Sec. II, the model Hamiltonian is presented and a general formula for the ac current component is derived. In Sec. III, ac Josephson effect for a simple S-normal-S device with a noninteracting normal region is investigated. The intradot electronic distributions, the Andreev quasi-bound states, and ac current components are presented in this Section. Finally, a brief summary is given in Sec.
IV.

II. MODEL AND FORMULATION
We assume the S-normal-S device system to be described by the following Hamiltonian:
where
normal region, The total current of superconducting lead α (e.g. α = L) flowing into the device normal region can be calculated from evolution of the total number operator of electrons in that 
is the distribution Green's function in the 2 × 2 Nambu representation, andσ z is the Pauli matrix. In this paper, we use the notation that "Â" means quantity A to be a 2 × 2 matrix.
To proceed we need to solve the Green's functionĜ 
whereĝ <,a Lk (t 1 , t) is the exact Green's function of the left superconducting lead, [4, 19] and t * Lj (t 1 ) is a 2 × 2 hopping matrix defined by:
G r ij (t, t 1 ) andĜ < ij (t, t 1 ) are the retarded and distribution Green's functions in the device normal region. They are defined by:
SubstitutingĜ < j,Lk (t, t) into Eq.(5), assuming t Lj is real, the current I L (t) can be expressed in terms of the Green's functions of the device normal region, as:
is the Fermi distribution function of electrons in the left/right superconducting lead.
is the dimensionless BCS density of states, i.e. the ratio of the superconducting density of states ρ in which we have assumed that Γ L is independent energy ǫ. [24] In this paper, we use boldface letters to denote quantities representing matrices whose matrix elements are calculated using states i, j of the device normal region. Finally,Σ L is a compact notation,
The formula Eq.(10) describes the current using Green's functions of the normal region. It is a general formula and can therefore be applied to situations involving arbitrary interactions in the normal region and is also applicable at nonequilibrium (e.g. at a high bias V ). If the normal region is coupled to multiple superconducting leads or to some extra normal leads, Eq. (10) is still valid.
In the following we fix V L = 0 [25] so that the left superconducting lead is taken as the potential ground, thenΣ L reduces to:
Note that the superconducting phase difference between the two leads is a time dependent periodic function with a period T = 2π/ω, where ω = 2eV and V = V L − V R is the bias voltage between the leads. Therefore the time-dependent current I L (t) is also a periodic function with the same period T because the Green's functions have the property G(t, t 1 ) =
[26] Then we can take the conventional Fourier expansion for the current
and take the double Fourier expansion for the Green's function: [4, 24 ]
To simplify notation in the following analysis, we introduce quantities
Then the Fourier component of ac current is obtained as:
and
Eqs. (16, 17) are the first central results of this work. They describe ac components of the time-dependent current of a S-normal-S device system in terms of the Fourier component of the Green's functionĜ r −n0 (ǫ) andĜ < −n0 (ǫ) of the normal region. These formula, Eqs. (13), (16) , and (17), are valid for arbitrary interactions the normal region may have, for nonequilibrium situations, and for devices with other normal leads. They can not, however, be applied to devices with more than two superconducting leads.
When bias voltage V is zero the current I L (t) is independent to time t, then the current reduces as:
III. NONINTERACTING NORMAL REGION
In this section we apply the general expressions for the ac current derived above to an example of a S-normal-S device where the normal region has no electron-electron interactions.
For this situation, the Hamiltonian H cen can be written as:
This Hamiltonian describes a multi-level noninteracting quantum dot for which t ij = 0. It also can describe a typical tight-binding lattice model, in which t ij = 0, the second term in 
Σ r andΣ < are the retarded and distribution self-energies due to coupling to the leads, witĥ
The Fourier space form of these quantities are easily obtained (notice that V L = 0 and
where ǫ x = ǫ + xω. Similarly, the Fourier space form of the Keldysh equation and the Dyson 
Similarly, the quantity Y mn (ǫ) has a clear physical meaning: it gives the intensity of the process for which an electron having initial energy ǫ + nω ends up with final energy ǫ + mω after going through all possible multiple Andreev reflections in the normal region. Eq. (36) can only be solved numerically and after Y mn is solved, from Eqs. 
[27] The Fourier forms are G 
The integrand of (39), 
It is important to emphasize that the distribution of electrons can be experimentally measured [29, 30] . For example, recently Pierre et. al. have measured [30] this distribution for a S-normal-S device where the normal region is a diffusive mesoscopic metallic wire. They reported a multiple step structure for the distribution of electrons in that device [30] . Fig.2 shows the average intradot distribution of electrons at different bias voltage V for our system with a very large coupling Γ. When Γ is large, coupling between the superconducting leads and the normal region is strong, therefore the device behaves like a S-ballisticnormal-conductor-S system. The property of the electron distribution in this situation is
for symmetric couplings. When ǫ goes away from this region, the distribution quickly rises (or drops) to unity (or to zero) for
To contrast with the experimental results of Pierre et. al. [30] , here the distribution is a constant instead of the multiple step structure between the gap, even though multiple Andreev reflections do occur in our system. This difference originates from the different property of the central device region, i.e., our normal region is ballistic while that in Pierre et. al. experiment is diffusive [30] . In order to explain it in more detail, the inset of Fig.2 shows a particular multiple (two) Andreev reflection process. To start, an incident electron at A i below the gap of the left lead tunnels into the QD, it passes two Andreev reflections (through the points labelled as A1-A6) inside the QD and finally tunnels into the right lead (at A e ) which is higher than the gap of the right lead. Due to the ballistic nature of the QD, the distribution of electrons at point A1 is the same as at A2, the distribution of holes at A3 is the same as at A4, while distribution of electrons at A5 is the same as at A6. When Γ is large, the probability of Andreev reflection inside the QD within the energy gap is very close to unity [31] , and hence the hole distribution at A3 is, to a very good extent, the same as the distribution of electrons at A2. Similarly the hole distribution at A4 is approximately the same as the electron distribution at A5. We hence conclude that for the ballistic normal region, the distribution of particles (electrons and holes) along this path is the same everywhere, except at the abrupt change during the tunneling process at A i and A e from and to the two leads. Moreover, for symmetric barriers, the distribution of particles along the A1-A6 path must be 1/2. This explains why we obtained a constant Fig.2 .
This also explains why we expect a different distribution when the normal region is diffusive:
for a diffusive conductor the distribution at A1 and A2 must be different due to diffusive scattering between the two points, therefore the distribution of particles will continuously vary from one to zero along the path A1-A6.
Next, we investigate the distribution of electrons for Γ ∼ ∆, the results are shown in has a small but nonzero probability to pass the left barrier. After tunneling through, it reaches the right barrier where an Andreev reflection occurs. Because this electron has energy ǫ = V R − ∆, the Andreev reflection occurs with probability one [31] . Therefore the distribution of electrons at this energy ǫ is very small. When ǫ deviates from V R − ∆, the probability of Andreev reflection decreases leading to a larger f d , hence we expect a dip in
B. Local density of states
In this subsection, we investigate another important quantity, the LDOS. We will mainly when an incident electron from below the gap aligns perfectly with an Andreev bound state of the QD, even after many Andreev reflections it will always stay on the Andreev bound state until it leaves the QD (see inset of Fig.4(a) ). Along this path, the particle goes through all Andreev bound states, and a resonance multiple Andreev reflection occurs. Occasionally, a quenching of Andreev bound state is observed to occur. In this case, a specific Andreev bound state may have very low LDOS at a specific bias V , an example is indicated by the arrow in Fig.4(b) .
The results of An important property of the Andreev bound states is their ability to carry current.
From Eqs. (16) and (17), the time-averaged current density j 0 (ǫ) is obtained to be:
The current density is related to time-averaged current as I 0 = dǫj 0 (ǫ). In Fig.6 , we
show intradot distribution of electrons f d (solid curve in Fig.6a ), LDOS (dotted curve in Fig.6a) , and the time-averaged current density (Fig.6b) The reason for this peculiar behavior is simple. Along the path of Andreev bound states (inset of Fig.4(a) ), all the electrons move in one direction while all the holes move in opposite direction, and along any one path the particle current must be same everywhere. Therefore the Andreev bound states carry same amount of current in the same direction. This property is qualitatively different from that of the zero bias case [1, 15] , in which the successive Andreev bound states carry current with opposite sign.
C. The current
The time-averaged current I 0 of S-normal-S systems has been extensively investigated both theoretically and experimentally. A main characteristic of the I-V curve I 0 (V ) is its subharmonic gap structure at V = 2∆/n [3] [4] [5] [6] [7] [8] 32] , our results are shown in Fig.7 . The I-V curves also exhibit subharmonic gap structure with a concomitant appearance of negative differential conductance. These results are in agreement with those reported recently by
Yeyati et. al. [6] and Johansson et. al. [10] . In the following, we focus on the ac component of the current.
From Eqs. (13) and (16), we decompose the time-dependent current into its dissipative contribution I c n , and nondissipative contribution I s n [4] ,
where I The time-dependent current I L (t) is shown in Fig.10 . I L (t) is a well known oscillatory function of time t with a frequency ω = 2eV . When bias V is large, eV > ∆, the highorder Fourier components have negligible contribution and I L (t) can be approximated by
On the other hand, when V is small, high-order components contribution substantially and I L (t) deviates from a simple sine-like curve.
IV. CONCLUSIONS
In this work, we have derived a general formula for ac components of the time-dependent current of arbitrary ballistic S-normal-S systems where the normal region has its own electronic structure. The formula (Eq. (17)) is valid even when there is a strong interaction in the normal region of the hybrid device. We then applied this result to study ac Josephson current for a system with the normal region being a noninteracting single level quantum dot.
The average intradot distribution of electrons, the average intradot density of states, and ac components of the time-dependent current are investigated in detail. The distribution exhibits an interesting population inversion, a result that is qualitatively different from that of the diffusive normal region. A series of Andreev bound states are formed at bias V < ∆ in our system. The peak heights of LDOS for these Andreev bound states are not the same, but each state carries the same amount of current. The distribution of electrons at the Andreev bound states are all the same, e.g. equals 1/2 for symmetric tunnel barriers. In general, the ac components of the time-dependent current has an oscillatory behavior against bias.
Depending on the value of bias, the high-order ac components may or may not contribute to the total time-dependent current, leading to a non-sine-like or a sine-like dependence on time for the total current.
Finally, we comment on the eV → 0 limit for the S-QD-S system of this work. While our general current formula, Eq.(17), is valid for any bias, how to correctly include important physical factors in an actual computation of the various quantities of Eq.(17), needs to be discussed. When bias is very small, eV ≪ ∆, an incident electron from below the gap of the left superconducting lead undergoes many Andreev reflections in the QD so as to go above the gap of the right superconducting lead before exiting the QD. Therefore the dwell time τ p of the particle in the QD becomes long. At the limit eV → 0, τ p tends to large values. When τ p is larger than the mean inelastic scattering time, the intradot relaxation effect should be considered in calculating the Green's functions involved in Eq.(17). When there is no electronic structure in the normal region of the device, for instance in a S-QPC-S system [4, 5] , the eV → 0 limit has a variety of different regimes depending on an inelastic scattering rate parameter δ and a transmission probability of the QPC [4, 5] . For our S-QD-S system, while relaxation in the leads can similarly be included by introducing the same parameter δ into the Green's function of the leads [4] , this simple phenomenological approach can not be applied in the normal QD region. This is because distribution of leads is determined by their chemical potential, however the distribution in the QD must be calculated self-consistently for our system. Indeed, if one introduces a finite δ in the QD Green's function, current conservation will be violated. A proper treatment of this problem is, perhaps, to explicitly introduce an electron-phonon interaction term in the Hamiltonian.
This is a very complicated problem to solve and we hope to be able to report such an analysis in the future.
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