A new rational quintic interpolation scheme for curve design is presented. The new scheme is suggested for scalar 2D data and has three free parameters that provide design flexibility. Constraints are developed on one of the free parameters to preserve the shape of positive and range restricted data. The other two parameters are free to guarantee design flexibility. The resulting rational quintic interpolation scheme is globally C 2 -continuous and its order of continuity is independent of the choice of free parameters and data values. Approximation order of the proposed interpolation scheme is three. Application of the C 2 -continuous rational quintic interpolation scheme and the role of free parameters are demonstrated by several examples.
INTRODUCTION
Cubic spline is the lowest degree piecewise C 2 -continuous curve and it avoids Runge's phenomenon (Schumaker, 2007) . However, cubic spline imposes constraints on first order derivatives at knots to ensure C 2 -continuity at those knots. Moreover, alteration of derivative value at one knot effects the derivative values globally over the whole domain. Keeping in view the above mentioned limitation of cubic spline interpolation, a C 2 -continuous piecewise rational quintic interpolation scheme is introduced in this paper for 2D data. The interpolation scheme is local and variation of derivative values in one subinterval does not affect the derivative values in other intervals. Although the degree of presented rational interpolant is five, the undesired oscillations of the interpolated curve can be controlled by sensibly choosing the values of free parameters. The role of free parameters is demonstrated by developing numerical schemes for the shape preservation of hereditary shapes of data like positivity and range restriction. In many physically existing phenomena, quantities have a meaning only if their values are positive. The quantity of scums of different toxic substances in rivers is always positive (Hussain, 2006 ). Medication's diffusion rate in blood, durability of radioactive material (Hussain et al., 2014) , probability, population statistics, rainfall amount etc., are some entities, which are always positive.
The interpolation schemes that are meant for the preservation of inherited shapes of data are known as shape-preserving interpolation schemes. Positivity, monotonicity and convexity are the inherited shapes of data. Let (Hussain, 2006 ). Medication's diffusion rate in blo radioactive material (Hussain et al., 2014) ; probability, population statistics, rai are some entities which are always positive.
The interpolation schemes that are meant for the preservation of inherited shapes o as shape-preserving interpolation schemes. Positivity, monotonicity and convexity shapes of data. Let   ,   ,   :  = 0,1,2, … ,  be the 2D data defined over the with ordinate values   ; first and second order derivative values   and   at kno data set is convex if   <   and   > 0, ∀ . The same data set is monot   <   and   > 0, ∀ , and positive if   > 0, ∀ . The problem of shape-preser was discussed by various researchers (Schmidt & Hess, 1988; Goodman et a Brodlie, 1993; Lamberti & Manni, 2001; Wang & Tan, 2004; Duan et al., 2005; Y jin, 2007; Hussain & Sarfraz, 2008; Hussain et al., 2011; Sarfraz et al., 20 2014) . Cubic curves (Schmidt & Hess, 1988; Butt & Brodlie, 1993; Lamberti trigonometric curves (Yong-juan & Guo-jin, 2007; Hussain et al., 2014) (Hussain, 2006 ). Medication's diffusion rate in blood, durability of radioactive material (Hussain et al., 2014) ; probability, population statistics, rainfall amount etc., are some entities which are always positive.
The interpolation schemes that are meant for the preservation of inherited shapes of data are known as shape-preserving interpolation schemes. Positivity, monotonicity and convexity are the inherited shapes of data. Let   ,   ,   :  = 0,1,2, … ,  be the 2D data defined over the interval   ,    with ordinate values   ; first and second order derivative values   and   at knots   , ∀ . Given data set is convex if   <   and   > 0, ∀ . The same data set is monotone increasing if   <   and   > 0, ∀ , and positive if   > 0, ∀ . The problem of shape-preserving interpolation was discussed by various researchers (Schmidt & Hess, 1988; Goodman et al., 1991; Butt & Brodlie, 1993; Lamberti & Manni, 2001; Wang & Tan, 2004; Duan et al., 2005; Yong-juan & Guojin, 2007; Hussain & Sarfraz, 2008; Hussain et al., 2011; Sarfraz et al., 2013; Lettieri et al., 2014) . Cubic curves (Schmidt & Hess, 1988; Butt & Brodlie, 1993; Lamberti & Manni, 2001) , trigonometric curves (Yong-juan & Guo-jin, 2007; Hussain et al., 2014) and rational cubic functions (Schmidt & Hess, 1988; Hussain & Sarfraz, 2008; Hussain et al., 2011; Sarfraz et al., 2013) were used for developing shape-preserving schemes. Butt & Bordlie (1993) (Hussain, 2006 ). Medication's diffusion rate in blood, durabi radioactive material (Hussain et al., 2014) ; probability, population statistics, rainfall amou are some entities which are always positive.
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The interpolation schemes that are meant for the prese as shape-preserving interpolation schemes. Positivity, shapes of data. Let   ,   ,   :  = 0,1,2, … ,  be t with ordinate values   ; first and second order deriva data set is convex if   <   and   > 0, ∀ . T 342 Malik Zawwar Hussain et al. September 2018 Journal of the National Science Foundation of Sri Lanka 46(3) et al., 2014) . Cubic curves (Schmidt & Hess, 1988; Butt & Brodlie, 1993; Lamberti & Manni, 2001) , trigonometric curves (Yong-juan & Guo-jin, 2007; Hussain et al., 2014) and rational cubic functions (Schmidt & Hess, 1988; Hussain & Sarfraz, 2008; Hussain et al., 2011; Sarfraz et al., 2013) were used for developing shape-preserving schemes. Butt and Bordlie (1993) used cubic Hermite interpolant for shape preservation of 2D positive data for given values of derivatives at knots. The algorithm worked in two steps: first, those intervals were identified where the interpolated curve lost positivity; then the identified intervals were broken down into subintervals by inserting one or more knots. Goodman et al. (1991) presented two schemes for the graphical display of data subject to linear constraints. The first scheme adopted the method of scaling weights and the second scheme refers to inserting some extra points to preserve the shape of data. Hussain et al. (2009) proposed a piecewise C 2 -rational quintic function with two free parameters for the interpolation of curve data. The effect of free parameters on the shape of the curve was illustrated through numerical results. It was observed that for very large and small values of free parameters the C 2 -rational quintic function reduced to the non-rational polynomial curve. Hussain et al. (2014) devised a GC 1 -quadratic trigonometric interpolant with two parameters for the shape preservation of curve data. Lamberti and Manni (2013) used parametric cubic Hermite interpolant and derived constraints on subinterval's length to preserve data heredity. First order derivatives at knots were estimated by a tri-diagonal system of equations. The parametric cubic Hermite interpolant produced C 2 -continuous curve for these estimated values of derivatives. In Lettieri et al. (2014) , C 3 and C 4 shapepreserving interpolation schemes were introduced. These interpolation schemes were based on two parameter family of rational quintic function. The interpolant was completely determined by solving a linear sparse system. The shape parameters were locally determined to preserve the shape of data locally. Schmidt and Hess (1988) derived sufficient conditions on derivatives at the knots to preserve the positivity of interpolating cubic polynomial. This technique was restricted for data without derivatives. Yong-juan and Guo-jin (2007) used Bézier like trigonometric curve in control point form for shape preservation of convex curve data. The trigonometric curve (Yong-juan & Guo-jin, 2007) had linear basis functions and one free parameter α. The range of free parameter was specified for convexity preservation of curve data. In Hussain and Sarfraz (2008) and Sarfraz et al. (2013) , the authors devised C 1 -rational interpolation schemes for shape preservation of curve data. The shape parameters were constrained to preserve the shape of curve data. In Duan et al. (2005) , the authors assumed suitable values of parameters to obtain C 2 -continuous curve and the method worked for equally spaced data. In Hussain et al. (2011) , a shape-preserving C 2 -rational interpolation scheme was introduced to guarantee the shape preservation of positive and convex curve data. Here, first order derivatives were found by a system of linear equations. Only for these values of derivatives of rational interpolation scheme Hussain et al. (2011) assured C 2 -continuity at knots.
In this research paper, a C 2 -rational quintic interpolation scheme is introduced for curve data with three free parameters. Shape-preserving constraints are derived on these free parameters to construct C 2 -shapepreserving rational interpolation schemes. A comparison of the proposed schemes to the existing ones is detailed as follows:
• In Duan et al. (2005) , the C 2 shape-preserving rational interpolation scheme worked for equally spaced data. The C 2 shape-preserving scheme proposed in this research paper is applicable to uniform as well as nonuniform data.
• In some previous studies (Goodman et al., 1991; Butt & Brodlie, 1993; Lamberti & Manni, 2001) , the authors attained the desired shape of the data by inserting extra knots in the challenging subinterval. The numerical scheme proposed in this research paper does not refine the domain.
• In Hussain et al. (2009) , a C 2 -rational quintic interpolating function with two free parameters was introduced. The rational quintic interpolating function introduced in this research paper has three parameters. Thus it has more degrees of freedom than the interpolating function (Hussain et al., 2009) . The rational quintic interpolant (Hussain et al., 2009) was unable to preserve the inherited shapes of data while in this research paper, the numerical schemes are formulated for shape preservation of positive and constrained 2D data. The approximation order of both above mentioned numerical schemes is three but the value of optimal error coefficient (C i ) differs. In Hussain et al. (2009) , C i = 0.0335 whilst for C 2 -rational quintic interpolating function constructed in the present study, C i = 0.0219. It follows that the error of interpolation scheme proposed in this research paper is less than the interpolation scheme in Hussain et al. (2009) . Thus it is computationally efficient than Hussain et al. (2009) .
• Shape-preserving rational interpolation schemes used in Hussain and Sarfraz (2008) and Sarfraz et al. (2013) were C 1 whereas in this research paper a C 2 interpolation scheme is devised for shape preservation of curve data. • In Hussain et al. (2011) , the C 2 -continuous shapepreserving interpolation schemes were achieved by imposing constraints on first order derivatives at knots. The C 2 -rational quintic interpolation scheme proposed in this research paper interpolates first as well as second order derivatives at knots. Hence, unlike Hussain et al. (2011) it is applicable to data, as well as data regarding derivatives. The value of optimal error coefficient for Hussain et al. (2011) is C i = 8/3 which is enormous. Hence the C 2 -rational quintic interpolating scheme proposed in this research paper is more efficient than Hussain et al. (2011) .
• In Lettieri et al. (2014) , the interpolant was completely determined by solving a linear sparse system of equations. The proposed C 2 -rational quintic function is completely determined by the functional values, first and second order derivatives at knots and there is no need to solve a system of equations. Therefore, the use of C 2 -rational quintic interpolation scheme proposed in this research paper requires less computer memory than the interpolation scheme introduced in Lettieri et al. (2014) .
METHODOLOGY
In this research paper, a C 2 -rational quintic function with three free parameters is introduced and its convergence is analysed. Further, the problem of shape-preserving interpolation is dealt.
C

-rational quintic function
The piecewise rational functions are in use for interpolation of scalar data (Hussain & Sarfraz, 2008; Sarfraz et al., 2013) . Although these rational interpolation schemes are local, the order of continuity of these schemes at knots is limited to C 1 -continuity. In Duan et al. (2005) and Hussain et al. (2011) , the order of continuity of rational interpolation schemes was increased by applying C 2 -continuity at knots. It resulted in a tri-diagonal and diagonally dominant system of equations in unknown first order derivatives at knots. Therefore, the interpolation schemes (Duan et al., 2005; Hussain et al., 2011) were not suitable for interpolation of data with first order derivatives, e.g. for interpolation of solutions of ordinary differential equations. Moreover, the number of unknown first order derivatives at knots was greater than the number of equations yielded by imposing C 2 -continuity at knots. Variation of the value of the first order derivative at one knot affects the derivative values at the remaining knots. Hence the C 2 -rational interpolation schemes proposed in Duan et al. (2005) and Hussain et al. (2011) were global. Due to the above mentioned shortfalls of C 2 -rational interpolation schemes (Duan et al., 2005; Hussain et al., 2011) , a novel C 2 -rational interpolation function is introduced here.
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Arithmetic mean approximation scheme for derivatives
Given 2D data   ,   :  = 0,1,2, … ,  defined over the interval , , where   <   ,  = 0,1,2, … ,  − 1. The arithmetic mean choice of first order derivatives   at knots   is given by the following formula: Similarly the second order derivatives   at knots   are given by the following formula:
Some observations
... (4) Here, data, first and second order derivatives) at knots. If   = 1,   = 2 and   = 1, the RQF becomes quintic Hermite interpolant (Farin, 2005) . In the rest of this research paper,   ,   ,   are assumed to be positive real free parameters.
Arithmetic mean approximation scheme for derivatives
Given 2D data   ,   :  = 0,1,2, … ,  defined over the interval , , where   <   ,  = 0,1,2, … ,  − 1. The arithmetic mean choice of first order derivatives   at knots   is given by the following formula: 
Here, ∆  = Here some observations for the effect of free parameters on the shape of curve are shared mathematically and graphically.
(1) Interval tension: The   -rational quintic function (1) is rewritten as following:
From equation (5), the following observation is made:
It is noted that by simultaneously increasing either of two free parameters in the interval
, the   -rational quintic function (1) reduces to straight line 1 −   +   . This phenomenon is known as interval tension behaviour of   -rational quintic function (1).
(2) From (1), following observations are made:
(
3) The data in Table 1 is generated from constant function  = 3 over the domain [0, 4].
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3) The data in Table 1 is generated from constant function
The partition of this interval is 0, 1.5, 3, 3.2, 4. The constant data in Table 1 is interpolated by the   -continuous rational quintic function (1) for different values of free parameters   ,   and   , see Figure 1 and Figure 2 . Graphical results suggest that the   -continuous over the domain [0, 4] . The partition of this interval is {0,1.5, 3,3.2,4}. The constant data in Table 1 is interpolated by the C 2 -continuous rational quintic function (1) for different values of free parameters α i , β i and γ i (Figures 1 and 2 ). Graphical results suggest that the C 2 -continuous rational quintic function (1) interpolate the constant data in the desired shape (staright line) for the random choice of free parameters. for the random choice of free parameters.
(4) If   = 0,   = 1,   = 0, the RQF (1) becomes cubic Hermite interpolant (Farin, 2005) . , the RQF (1) becomes cubic Hermite interpolant (Farin, 2005) . becomes cubic Hermite interpolant (Farin, 2005) . 
in each subinterval and apply the second order derivative continuity condition at interior knots 10 rational quintic function (1) interpolate the constant data in the desired shape(staright line)
for the random choice of free parameters.
(4) If   = 0,   = 1,   = 0, the RQF (1) becomes cubic Hermite interpolant (Farin, 2005) . ,   = 1,   = 0, the RQF (1) becomes cubic Hermite interpolant (Farin, 2005) . 
in each subinterval and apply the third and fourth order derivative continuity condition at interior knots 10 rpolate the constant data in the desired shape(staright line) rameters.
F (1) becomes cubic Hermite interpolant (Farin, 2005) . bic Hermite interpolant (Farin, 2005) . 
, satisfies the following relation 
with optimal error coefficient 10 rational quintic function (1) interpolate the constant data in the desired shape(staright line)
(4) If   = 0,   = 1,   = 0, the RQF (1) becomes cubic Hermite interpolant (Farin, 2005) . 
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Using (Duan et al., 2007) , explicit value of    over the intervals  following: 
be the function to be interpolated by the C 2 -rational quintic function (1). It is assumed that Proof. Let  be the function to be interpolated by the   -rational quintic funct assumed that  is a   -continuous function, i.e., the order of continuity of  is the order of continuity of its interpolating function . Absolute error  of inte equation (1) is given by
Using (Duan et al., 2007) , explicit value of    over the intervals   ,  and , following:
To evaluate the integral (9) 
-continuous function, i.e., the order of continuity of
Proof. Let  be the function to be interpolated by the   -rational assumed that  is a   -continuous function, i.e., the order of continu the order of continuity of its interpolating function . Absolute erro equation (1) is given by
Using (Duan et al., 2007) , explicit value of    over the intervals  following:
To evaluate the integral (9), firstly the integrals,  |  , | 
is greater than the order of continuity of its interpolating function 11 Proof. Let  be the function to be interpolated by the   -rational quintic function (1). It is assumed that  is a   -continuous function, i.e., the order of continuity of  is greater than the order of continuity of its interpolating function . Absolute error  of interpolation by equation (1) is given by
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is a quadratic polynomial in τ. By the construction,
.
Its value at
Proof. Let  be the funct assumed that  is a   -con the order of continuity of its equation (1) is given by
Using (Duan et al., 2007) , exp following: 
Proof. Let  be the function to be interpolated by the   -rational quintic function (1).
assumed that  is a   -continuous function, i.e., the order of continuity of  is greater the order of continuity of its interpolating function . Absolute error  of interpolatio equation (1) is given by
Using (Duan et al., 2007) , explicit value of    over the intervals   ,  and ,    ar following: 
Proof. Let  be the function to be interpolated assumed that  is a   -continuous function, i.e.
the order of continuity of its interpolating function equation (1) is given by
Using (Duan et al., 2007) , explicit value of    following: , and it lies in the interval (0,1). By simple calculation it is noted that when  ≤  * ,   ,  ≤ 0 and when  ≥  * ,   ,  ≥ 0. Using quadratic formula, the following roots of   ,  in   ,  are found:
If  <  * , then   * <   * and   ,  < 0, so the integral of   ,  for  ∈   , , is calculated as:
If  >  * , then   ,  > 0 and   * <   * . Then value of the integral is calculated as follows:
Now, consider   , ,  ∈ ,    given in (10).   ,  is also quadratic in . It is also observed that     ,  = 0, and   ,  =   , . Since   ,  defined in (10) 
. Then value of the integral is calculated as follows:
n in (10).   ,  is also quadratic in . It is also observed , . Since   ,  defined in (10) , so the integral of   ,  for  ∈   , , is calculated as:
 * . Then value of the integral is calculated as follows:
en in (10).   ,  is also quadratic in . It is also observed , . Since   ,  defined in (10) Since for
Both of these roots lies in the interval ,   . By comparing  *  and  *  , it is ob  *  .
Since for  <  * ,   ,  is negative so the integral of absolute value of   ,  follows: is negative so the integral of absolute value of
Both of these roots lies in the interval ,   . By comparing  *  and  *  , it is observed that  *  <  *  .
Since for  <  * ,   ,  is negative so the integral of absolute value of   ,  is calculated as follows: is calculated as follows:
Both of these roots lies in the interval ,   . By comparing  *  and  *  , it is obse  *  .
Since for  <  * ,   ,  is negative so the integral of absolute value of   ,  i follows: 
Thus, combining equations (11) and (13), the computed absolute error of interpolation for  ≤  * is given in (15).
If  ≥  * , combining (12) and (14), we have
Here,   (  ,   ,   , ) = −  (  ,   ,   , ). The expressions (9) and (10) complete the proof.
Remark 1.
In the preceding theorem it is assumed that () is a   -continuous function. Error of approximation can be calculated in the same way while interpolating the   -continuous function () using   -rational quintic function (1). Using (Duan et al., 2007) , the maximum value of optimal error coefficient   defined in Theorem 1 is calculated which is   = 0.0219. Thus, combining equations (11) and (13), the computed absolute error of interpolati given in (15).
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Here,   (  ,   ,   , ) = −  (  ,   ,   , ). The expressions (9) and (10) complete t Remark 1. In the preceding theorem it is assumed that () is a   -continuous fu approximation can be calculated in the same way while interpolating the   -con () using   -rational quintic function (1). Using (Duan et al., 2007) , the ma optimal error coefficient   defined in Theorem 1 is calculated which is   = 0.021 
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In the preceding theorem it is assumed that () is a   -continuous function. Error of approximation can be calculated in the same way while interpolating the   -continuous function () using   -rational quintic function (1). Using (Duan et al., 2007) , the maximum value of optimal error coefficient   defined in Theorem 1 is calculated which is   = 0.0219. Thus, combining equations (11) and (13), the computed absolute error of interpolatio given in (15).
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Here,   (  ,   ,   , ) = −  (  ,   ,   , ). The expressions (9) and (10) complete th Remark 1. In the preceding theorem it is assumed that () is a   -continuous fu approximation can be calculated in the same way while interpolating the   -cont () using   -rational quintic function (1). Using (Duan et al., 2007) , the max optimal error coefficient   defined in Theorem 1 is calculated which is   = 0.0219 so the value of integral of Thus, combining equations (11) and (13), the computed absolute error of interp given in (15).
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The   -rational quintic function  defined in equation (1) 
Above discussion leads to four cases depending upon the values of 3  + ℎ    and 3  − ℎ    in each subinterval. These cases can be avoided by replacing ℎ  with ℎ  /  in   ,  = 0,1,2,3,4, where   is introduced as positive real number. Hence the constraints on free parameters to assure positivity of   ,  = 0,1,2,3,4, are calculated as follows:
All of the above discussion is summarized in the following theorem.
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is reduced to the problem of positivity of . The quintic polynomial
Above discussion leads to four cases depending upon the values of 3  + ℎ    and 3  − ℎ    in each subinterval. These cases can be avoided by replacing ℎ  with ℎ  /  in   ,  = 0,1,2,3,4, where   is introduced as positive real number. Hence the constraints on free parameters to assure positivity of   ,  = 0,1,2,3,4, are calculated as follows: are always positive by the given hypothesis. Now,
All of the above discussion is summarized in the following theorem. 
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The   -rational quintic function  defined in equation (1) The   -rational quintic function  defined in equation (1) is introduced as a positive real number. Hence the constraints on free parameters to assure positivity of
These constraints can also be rewritten as:
where   and   are real positive constants.
Algorithm 1.
Step 1. Input the 2D positive data set (  ,   ):  = 0,1,2, … , .
Step 2.
Compute the values of first order derivatives   , at knots x  , the arithmetic mean approximation scheme of derivatives gi
Step 3. Compute the values of second order derivatives   , at knots by the arithmetic mean approximation scheme of derivatives (If the first and second order derivatives at knots are given a positive data then skip the Steps 2 and 3 and go to Step 4).
Step 4. Use the data accumulated in Steps 1, 2 and 3 to calculate the parameters using Theorem 2.
Step 5 
Compute the values of first order derivatives   , at knots x the arithmetic mean approximation scheme of derivatives
Step 3. Compute the values of second order derivatives   , at kno by the arithmetic mean approximation scheme of derivativ (If the first and second order derivatives at knots are given positive data then skip the Steps 2 and 3 and go to Step 4)
Step 4. Use the data accumulated in Steps 1, 2 and 3 to calculate t parameters using Theorem 2.
Compute the values of first order derivatives   , at knot the arithmetic mean approximation scheme of derivative
Step 3. Compute the values of second order derivatives   , at kn by the arithmetic mean approximation scheme of deriva (If the first and second order derivatives at knots are giv positive data then skip the Steps 2 and 3 and go to Step
Step 4. Use the data accumulated in Steps 1, 2 and 3 to calculat parameters using Theorem 2.
Compute the values of first order derivatives   , at knots x  , i = 0,1 the arithmetic mean approximation scheme of derivatives given in
Step 3. Compute the values of second order derivatives   , at knots x  , i = by the arithmetic mean approximation scheme of derivatives given (If the first and second order derivatives at knots are given as input positive data then skip the Steps 2 and 3 and go to Step 4).
Step 4. Use the data accumulated in Steps 1, 2 and 3 to calculate the values parameters using Theorem 2.
Step 5. Substitute these values of   ,   ,   and shape parameters in   -rat function (1) to obtain the positive curve for given 2D positive data. 
Compute the values of first order derivatives   , at knots x  , i = 0,1,2, … , n by the arithmetic mean approximation scheme of derivatives given in (3).
Step 3.
Compute the values of second order derivatives   , at knots x  , i = 0,1,2, … , n by the arithmetic mean approximation scheme of derivatives given in (4).
(If the first and second order derivatives at knots are given as input with 2D
positive data then skip the Steps 2 and 3 and go to Step 4).
Step 4. Use the data accumulated in Steps 1, 2 and 3 to calculate the values of shape parameters using Theorem 2.
Step 5. Substitute these values of   ,   ,   and shape parameters in   -rational quintic function (1) to obtain the positive curve for given 2D positive data.
Range restricted   -rational quintic function
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Theorem 2. The   -rational quintic function (1) preserves the positive shape of 2D data if in each subinterval   ,    shape parameters   ,   and   satisfy the following constraints:
where
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Algorithm 1.
Compute the values of first order derivatives   , at knots x  , i = 0,1,2 the arithmetic mean approximation scheme of derivatives given in (3
Compute the values of second order derivatives   , at knots x  , i = 0, by the arithmetic mean approximation scheme of derivatives given in (If the first and second order derivatives at knots are given as input w positive data then skip the Steps 2 and 3 and go to Step 4).
Step 4. Use the data accumulated in Steps 1, 2 and 3 to calculate the values o parameters using Theorem 2.
Step 5. Substitute these values of   ,   ,   and shape parameters in   -ratio function (1) to obtain the positive curve for given 2D positive data. 
Compute the values of second order derivatives   , at knots x  , i = 0 by the arithmetic mean approximation scheme of derivatives given i
(If the first and second order derivatives at knots are given as input w positive data then skip the Steps 2 and 3 and go to Step 4).
Compute the values of first order derivatives   , at knots x  , i = 0,1 the arithmetic mean approximation scheme of derivatives given in (
Step 5. Substitute these values of   ,   ,   and shape parameters in   -rat function (1) to obtain the positive curve for given 2D positive data.
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Step 2. Compute the values of first order derivatives 
Algorithm 1.
Compute the values of first order derivatives   , at knots x  , i = 0 the arithmetic mean approximation scheme of derivatives given in
Step 3. Compute the values of second order derivatives   , at knots x  , i = by the arithmetic mean approximation scheme of derivatives give (If the first and second order derivatives at knots are given as inpu positive data then skip the Steps 2 and 3 and go to Step 4).
Step 4. Use the data accumulated in Steps 1, 2 and 3 to calculate the valu parameters using Theorem 2.
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by the arithmetic mean approximation scheme of derivatives given in equation (3).
Step 3. Compute the values of second order derivatives 
Algorithm 1.
Step 2. Compute the values of first order derivatives   , at knots x  , i = 0,1,2, … , n by the arithmetic mean approximation scheme of derivatives given in (3).
Step 3. Compute the values of second order derivatives   , at knots x  , i = 0,1,2, … , n by the arithmetic mean approximation scheme of derivatives given in (4).
Range restricted
Algorithm 1.
Range restricted   -rational quintic function
by the arithmetic mean approximation scheme of derivatives given in equation (4).
(If the first and second order derivatives at knots are given as input with 2D positive data then skip the Steps 2 and 3, and go to Step 4).
Step 5. Substitute these values of 
Algorithm 1.
Step 2. Compute the values of first order derivatives   , at knots x  , i = 0,1 the arithmetic mean approximation scheme of derivatives given in
Step 4. Use the data accumulated in Steps 1, 2 and 3 to calculate the value parameters using Theorem 2.
Step 5. Substitute these values of   ,   ,   and shape parameters in   -ra function (1) to obtain the positive curve for given 2D positive data.
Range restricted   -rational quintic function and shape parameters in C 2 -rational quintic function (1) to obtain the positive curve for given 2D positive data.
Range restricted C 2 -rational quintic function
In this section, an interpolating scheme is introduced to preserve the shape of 2D data lying above the line using rational quintic function (1).
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Let 16 In this section, an interpolating scheme is introduced to preserve the shape of 2D data lying above the line using rational quintic function (1).
Let  =   ,   ,   , … ,   =  be the partition of the interval [, ] . Let   be ordinate values at   ,  = 0,1,2, … , , and lying above the straight line  =  + . Here  is the slope of given line and -intercept is . This hypothesis is expressed mathematically in equation (17).
The rational quintic function (1) After some simplifications, we have 
) interpolating the given data set   ,   ,  = 0,1, …  will lie above
by expressing the straight line in terms of parameter , the above rm:
 +  and   = ℎ  +   , ℎ  =   −   .
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The rational quintic function (1) After some simplifications, we have by expressing the straight line in terms of parameter θ, the above equation takes the following form:
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The rational quintic function (1) where 16 In this section, an interpolating scheme is introduced to preserve the shape of 2D data lying above the line using rational quintic function (1).
The rational quintic function (1) 
The rational quintic function (1) Remark 2. It follows from the above discussion that if the given data consists of only functional values then the first and second order derivative values at knots will be computed by the arithmetic mean approximation scheme of derivatives. These values will be used further in Theorem 2 and Theorem 3. If the first and second order derivative values at knots are also prescribed with functional values then these values will be directly used in C 2 -rational quintic function to get the required results.
RESULTS AND DISCUSSION
In the following numerical examples, the efficiency of the proposed shape-preserving schemes is demonstrated through graphical results. It is observed that the C 2 -continuous quintic Hermite polynomial (Farin, 2005) fails to preserve the inherit shape of the datasets. However the C 2 -continuous shape-preserving rational quintic function fills this gap in a pleasant way. Example 1. Rivers are the main source of drinking water in most of the land areas of Pakistan, sepecifically in north Punjab. River water has less salt and it is more clear than sea water. Unfortunately different industrial (chemical and thermal waste), municipal (detergents, organic wastes) and agricultural (pesticides, fertilisers) material pollute the rivers. The pollutants enter to the rivers through different drains. In Hussain (2006) , pollution load of five drains before entering the Chenab river was observed against the water load of these drains. It is a mixture of copper, lead, nickel, arsenic, sodium, nitrate, phosphate, etc. In Table 2 , the quantity of lead in the pollution load of these five drains is provided along with their total wastage contribution in a day to the Chenab river (Hussain, 2006) .
In Table 2 , n is drain number, x is the waste contribution by drains in gallons and y is the quantity of lead in milligrams (mg). The quantity of lead in waste contribution cannot be negative. The positive data in Table 2 is interpolated by two C 2 -continuous functions, the quintic Hermite polynomial (Farin, 2005 ) and the Table 2 by the quintic Hermite polynomial is shown in Figure 3 . It is clear from Figure 3 Example 2. The amount of blood creatinine (mgdL -1 ) is measured in six young individuals of age below forty. The observation of creatinine levels (y) is compiled against the age (x) of these individuals in Table 3 . The normal range of creatinine is 0.50 -0.90 mgdL -1 . It is clear from Table 3 that a 20 year individual is highly prompt to kidney desease. The second individual of age 30 years has a low creatinine level, which needs medical 29 Figure 9 : Quintic Hermite interpolation. Table 4 is lying above the line y = x + 2. In Figure 9 , it is interpolated by C 2 -quintic Hermite polynomial. Curve is lying below the line y = x + 2 in Figure 9 , i.e. the C 2 -quintic Hermite polynomial loses the shape of data. In Figures 10 and 12 , the dataset of Table 4 is interpolated by Theorem 3. The interpolated curve is lying above the line y = x + 2 in Figures 10 and 12 , signifying that the shape of the data is preserved. Figure 11 is a close view of Figure 10 .
Example 4. The 2D data in Table 5 consists of only three points and it is lying above the line y = 0.5x -1. The curve generated by interpolation of this data using C 2 -quintic Hermite polynomial (Farin, 2005) is shown in Figure 13 . It is lying below the line y = 0.5x -1, contrasting the shape of data. The same data is interpolated by Theorem 3 in Figures 14 and 15 and it is clear that the C 2 -rational quintic function preserved the shape of data.
CONCLUSION
An alternate C 2 -rational interpolation scheme is proposed for 2D data. The approximation order of the rational quintic interpolant is O(h i 3 ). It has three free parameters. One of the free parameters is converted to a shape-preserving parameter by imposing shapepreserving constraints on it. The other two are free for shape refinement. A comparison of the proposed shapepreserving schemes to the existing ones reveals that it has increased the order of continuity without constraining the first and second order derivatives at knots.
The quintic Hermite interpolation of positive data of Table 3 is given in Figure 6 . It is clear from Figure 6 that the positivity of data is lost in Figure 6 and it indicates that the people between age 25 to 30 have negative creatinine levels, which is not possible. In Figures 7 and  8 , the same data is interpolated by the C 2 -positivitypreserving scheme of Theorem 2. The interpolated curve in Figures 7 and 8 is positive everywhere. Hence the shape of positive data is preserved by rational quintic interpolant (1). Figure 15 
