Let q =pe be a power of a prime. Suppose we are given a probability distribution on GF(q) not concentrated on any proper affine subspace of GF(q) regarded as a vector space over its prime subfield GF(p).
Introduction
Let F = GF(q) be a finite field where q =pe is a power of a prime p. Fix a probability distribution on F. By a random n by IZ matrix we mean a matrix whose entries are chosen independently according to our distribution. Let A,, be the probability that a random IZ by n matrix is invertible. If this distribution is the uniform distribution, so that every field element is chosen with the same probability l/q, then it is known that A, is given by the product
l+(I-f)(l--$)...(l-$)
and that P, converges to the limit P= fi (l--$).
k=l
In this paper we will show that, with mild restrictions on the probability distribution on F, we have lim A, = P.
IZ--
Thus, for large matrices, the probability that a matrix is invertible is approximately independent of the distribution on F. More precisely we will prove Theorem 1. Suppose that we are given a probability distribution on GF(q) that is not concentrated on any proper afine subspace of GF(q) regarded as a vector space over its prime subfield GF(p). Let M be a random n by n matrix whose entries are chosen independently from the given distribution and let A,, be the probability that M is invertible. Then
limA,= fi (l--$). n-m k=l

The Miibius inversion formula
Our proof is based on the Mobius inversion formula for the subspaces of a finite-dimensional vector space over F. This form of the Mobius inversion formula is discussed in [ 11. We will include a proof below. We will first need some properties of the Gaussian binomial coefficients, [;I.
The number of k-dimensional subspaces of an n-dimensional space over GF(q) is denoted by [i] and is given by the formula for 0 s k < n.
[z] has the conventional value 0 for integers k outside this range. The only property of the Gaussian binomial coefficients which we will need is Lemma 1. For n 2 0 and z an indeterminate k1 (1+ qiz) = i,@[ nJzi.
i=O Proof. By induction on n. This is analogous to the standard inductive proof of the binomial theorem. We omit the details. 0
Theorem 2. (Mobius inversion formula).
Suppose that we have an arbitrary probability distribution on the set of all n by n matrices over F. Let M be the subspace of F" spanned by the rows of a random n by n matrix. For integers k = 0, . . . , n, let
Then e(k) 3 0 if k is even, e(k) d 0 if k is odd and e(n) = 0. Here the second sum in (1) is over all i-dimensional subspaces U of F". The orthogonality is with respect to the natural scalar product in F".
Proof. It suffices to prove this result for probability distributions concentrated entirely on a single matrix. Indeed the most general distribution is a convex combination of these atomic distributions; that is a nonnegative linear combination of the atomic distributions in which the sum of the coefficients is 1. When we pass from the atomic to the general distribution, the right side of (1) is replaced by a convex combination of the right sides for the atomic distributions. Since by our assumption the right sides for the atomic distributions all have the same sign, the right side for the general distribution will have that sign as well. Now suppose that the probability distribution is concentrated on a matrix whose row space M has codimension r. It is immediate that if r = 0, then e(k) is always 0. Suppose that r > 0. Then Pr(Ml = 0) = 0. Thus we have
= qk(-l)"s':'[r ; '3.
The theorem follows immediately. Cl
Of course the probability that a random n by 12 matrix is invertible is Pr(Ml = 0). Thus Theorem 2 provides an exact formula and approximate formulas for the probability that we wish to compute.
Plan of the proof of Theorem 1
Here is the plan of our proof. We fix a probability distribution on F. By a random it by n matrix we then mean a matrix whose entries have been chosen independently according to the given distribution. For each i, n 2 0 define ti(n) = (-l)'q"' UTFm Pr(M E U').
dimU=i
We have already shown in Theorem 2 that the probability A,, that a random n by it matrix is invertible is given by
A,, = to(n) + ---+ t,(n).
We can then use the following lemma to compute lim,_,A,. 
According to Theorem 2, t,,(n) + ---+ tk_I(n) -A,, changes sign when we add t,Jn) to it. It follows that the last term in (2) is G (tk(n)l. We now have
Since C Tk = T, we have Tk + 0. Now, taking limits as k -+ UJ in (3), we have limsup JT -A,1 =0 n-m and the lemma follows. 0
Suppose for a moment that the probability distribution on F is the uniform distribution. If U is an i-dimensional subspace of F" and M is the row space of a random matrix, then M G UL if all of the rows of the matrix are in Ul. Thus It follows that
It is then routine to compute
It is then clear that C T converges to some limit which is of necessity the number P given in the Introduction.
We see now that, to prove our main result, we need only show that, for i 2 0
where Pr denotes the probability of an event calculated from the given distribution on F and Prunif is the probability assuming the uniform distribution on F.
Since the rows of the matrix are chosen independently we can conclude that
where 2r is a random vector in F".
The Poisson summation formula
Next we show how to use the Fourier transform to express Pr(v E U') as a sum over vectors in U.
For each (Y in F define
Here o is a primitive complex pth root of unity. By Tr we mean the trace mapping from F = GF(p') to GF(p) defined for cr E F by
We observe, however, that for our purposes Tr could be replaced by any other GF(p)-linear mapping from F onto GF(p). We always have 6(O) = 1. Observe that since b(a) is a convex combination of roots of unity, we always have @(a)[ < 1. One may also easily verify that for the uniform distribution we have b( CY) = 0 whenever (Y f 0. Given any complex-valued function f on F" we define its Fourier transform f, another complex-valued function on F", by f(u) = ";"f(lJ)WTr@").
The following simple property of the Fourier transform is well-known [2, pg. 1441.
Lemma 2 (The Poisson summation formula). Suppose U is a subspace of F".
Then where IUI denotes the cardinality of U.
Proof. We have
;ufw = &f (VI "T" WTr@-") = IUI "ZLf (VI.
In the second equality we have used the fact that cw
Tr(u-v)
ueu is IV1 if v E 17~ but otherwise the mapping u--* Tr(u -v) takes on each value in GF(p) equally often so the sum is 0. Now suppose that z1 = (vi, . . . , v,) is a vector in F" and we define f(v) = Pr(v) = Pr(vr) ---Pr(v,). Then it is immediate from (5) that if u = (ui, . . . , u,) in F", then which we will denote by b(u). The following is a corollary to Lemma 2.
Corollary. Suppose that U c F" is a subspace. Then if v is a random vector in F", we have
UEU
This is the expression for Pr(v E U') that we will need.
Fiishing the proof of Theorem 1
Now we return to the proof of (4) which is what we need to establish Theorem 1. We describe the subspaces U of dimension i of F" with i by n matrices whose i rows are a basis of U. We can then replace the sums over U by sums over all i by n matrices of rank i if we compensate by dividing by
the number of bases of an i-dimensional vector space over F. Suppose the columns of one such matrix are cl, . . . , c,. If we let A vary over F', then the n-tuple (A * cl, . . . , rZ -c,) will vary over the row space of our matrix. Thus we have where the first sum is over all n-tuples cl, . . . , c, from F' such that the rank of the matrix [ci, . . . , c,] is i. When n is large, there will be repeated columns in the list cl, . . . , c,. The sum over A, depends only on the number of times each possible column occurs and not on their order. We introduce some extra terminology which allows us to rewrite (6) in a way which exhibits this observation. Let JJin denote the set of all functions k mapping F' to the non-negative integers such that ,z, k(c) = n.
Let A E F' and k E 9in. We define
il*k= c k(c),
CGF' A(c)#O a "scalar product" which is prominent in the remainder of our proof. We denote by jji,, the set of all functions k in 9in such that A * k # 0 whenever A# 0. Finally, for k in $in, we set n 0
a multinomial coefficient. We can now rewrite the right side of (6) as This rewriting is done by associating to the matrix [c,, . . . , c,] the function k defined so that k(c) is the number of times the column c occurs in the list Cl, * * * , c,. The restriction that k be in 8i" is equivalent to the condition that the matrix [ci, . . . , c,] have rank i. Indeed the condition A * k # 0 is easily seen to be equivalent to the condition that the columns of c not all be in the codimension 1 subspace of F' determined by A. Now, combining (6) and (7) in (4), we see that we have reduced the proof of Theorem 1 to proving that for i 2 0
lim1 2 {~}[(~,C~,b(A.~)k(C))n-l]=~.
n-?= q"' kQ& (8)
In (8) we have dropped the factor l/S(i) which is independent of n. The 1 in the square bracket is the contribution from the uniform distribution. Indeed a random vector from the uniform distribution is perpendicular to a subspace of dimension i with probability qei.
Now we need to make use of our condition that the probability distribution on Now note that the term of the sum over A. in (8) with 3r = 0 has the value 1. Thus, using the preceding principal, Theorem 1 will follow if we can show that for i > 0
It will perhaps be easier to follow the remainder of the argument if we first consider an example. Suppose that F = GF(2) and i = 1. Then one easily sees that (9) reduces to computing the limit of k(0);;(l),
To compute this limit we let t be a positive integer to be determined later, and then for n 2 t, sum separately over i =Z t and i 3 c + 1. We have 
ji4 (;)m + BY
where R(n) is a polynomial in n. Thus this part of the sum will always converge to 0. Also = n(1 + B)"(l + B')"-'
2"
Now if we choose t so large that (1 + B)(l + B') < 2, this part of the sum will converge to 0 as well. Now we return to the general case where the argument is just a more elaborate version of the preceding one. Here, as above, we will eventually fix a large positive integer f.
For each subset L of F' containing 0 and each function 0 from F' -L to the integers in the interval [0, t] we form a set of k's in $in that we will call a category. This is the set of k's such that k(c) > f if c E L and c # 0 and k(c) = 0(c) if c $ L.
Every k in $i,, belongs to exactly one category. The number of categories is large but finite. We will show that, for each category r, and i 3 0 Theorem 1 will follow. Let us fix a category r determined by a set L and a function 0. Let It'=?2 -2 0(c), CeL and for k in r let k' be the restriction of k to L. Then for k in r the multinomial coefficient {It} factors = n(n-l).**(n-n'+l)
where P(n) is a polynomial in it and {$} is another multinomial coefficient. We will show eventually that asymptotically the sequence in (10) approaches 0 exponentially. Thus, from here on, we will ignore factors which are polynomials in II. Thus we are reduced to proving that Now we consider cases depending on the size of the set L. For some s=o , . . . 9 i we will have qs-' < IL1 s @. 
Consider the set
A#0
Now we need to treat the cases s = i and s < i separately. Suppose first that s < i. Then 1 + (qi-' -l)B <q'-' so that, by choosing f sufficiently large, we can conclude that there will be a 8 <q'-' such that, for all k in r, 1 + c B"'k < 8. A#0
We also know that c BA*ksqi.
Thus, after removing some factors independent of n, we are reduced in this case to showing that
Extend the sum to all functions k' on L with zL k'(c) = n'.
Then the sum is an instance of the multinomial theorem and equals ILI"'. Thus asymptotically our sequence decreases exponentially with the ratio This completes the proof for categories with s < i. Suppose now that s = i. Then our preceding argument shows that
For any 8 > 1 we can choose t so large that 1 + c BA'k c 8. A#0
We are now reduced to proving that Then we have an instance of the multinomial theorem with sum (IL1 -IL'1 + IL'1 B)"' which is, up to a constant factor, of the form ~1" for some P-C 1LJ s qi. Thus in this case our sequence decreases asymptotically with the ratio Hence if we choose t large enough, 8 will be small enough so that this ratio will be < 1. This completes our argument in this case. In the course of our arguments we have required a large but finite number of conditions on t. Thus there will be t so large that all our conditions are satisfied. For this t all the limits are zero and this proves our theorem. 0
Remarks. 1. From the way the proof proceeds it is fairly clear that astronomical values of n are required to make sure the sequences t,(n) are near their limits. We note, however, that for small i, q and it, t,(n) can be computed directly and since the error in approximating the derived probability by to(n) + * -. + f,(n) is smaller than Iti(n)l, this may give a useful estimate. 2. Theorem 1 is false without some restriction on th'e probability distribution. This is certainly the case if the distribution is concentrated on a single point or a proper subfield of F. In these cases, however, we can easily determine the asymptotic probability that the determinant is nonzero. There are some cases where our methods do not suffice. The simplest case occurs when F = GF(8).
Suppose cx E GF(8), (~f0, a f 1 and suppose that our distribution assigns probability a to each of 0, 1, (Y and 1 + LY. It is not clear how to find the asymptotic probability of non-singularity. However, a reasonable guess is that it is the same as for the uniform distribution on GF(8). Perhaps a more subtle version of our proof would show this.
3. Our arguments can be modified to prove more general results. For example, let a and b be non-negative integers and for each positive integer n let A,, be the probability that an n by n + a matrix has corank b. Then one may show that, with the same restrictions on our probability distribution lim,_,A, converges to the same value to which it converges when the entries of the matrix are chosen independently from the uniform distribution.
Another direction of generalization is to weaken the conditions on the probability distribution. We certainly do not need to know that all the entries of our matrices are chosen with the same probability distribution. All that matters is that the Fourier coefficients b(a) for all the entries be bounded by some number B < 1. Even this condition could be dropped for a few entries. The independence of the entries of the matrix plays a role but could obviously be replaced by other conditions on more general distributions.
