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This work is concerned with two fascinating circuit quantum electrodynamics components,
the Josephson junction and the geometric superinductor, and the interesting experiments
that can be done by combining the two. The Josephson junction has revolutionized the
field of superconducting circuits as a non-linear dissipation-less circuit element and is used
in almost all superconducting qubit implementations since the 90s. On the other hand
the superinductor is a relatively new circuit element introduced as a key component of the
fluxonium qubit in 2009. This is an inductor with characteristic impedance ZC =
√
L/C
larger than the resistance quantum RQ = Φ0/(2e) ≈ 6.45 kΩ and self resonance frequency
f0 = 1/(2π
√
LC) in the GHz regime.
The combination of these two elements can occur in two fundamental ways: in parallel
and in series. When connected in parallel the two create the fluxonium qubit, a loop
with large inductance and a rich energy spectrum reliant on quantum tunneling. On
the other hand placing the two elements in series aids with the measurement of the IV
curve of a single Josephson junction in a high impedance environment. In this limit
theory predicts that the junction will behave as its dual element: the phase-slip junction.
While the Josephson junction acts as a non-linear inductor the phase-slip junction has
the behavior of a non-linear capacitance and can be used to measure new Josephson
junction phenomena, namely Coulomb blockade of Cooper pairs and phase-locked Bloch
oscillations. The latter experiment allows for a direct link between frequency and current
which is an elusive connection in quantum metrology.
This work introduces the geometric superinductor, a superconducting circuit element
where the high inductance is due to the geometry rather than the material properties
of the superconductor, realized from a highly miniaturized superconducting planar coil.
These structures will be described and characterized as resonators and qubit inductors and
progress towards the measurement of phase-locked Bloch oscillations will be presented.
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1.1 IMPEDANCE AND QUANTUM FLUCTUATIONS IN SU-
PERCONDUCTING CIRCUITS
Superconducting circuits are the playing field of two quantum variables: the charge (n)
and the phase (ϕ) [Krantz, 2019; Blais, 2021]. These play the role of the position and
momentum and as such they satisfy the commutation relation
[ϕ̂, n̂] = i. (1.1)
From the uncertainty principle it follows that if one of these quantities is well defined the
other must be uncertain.
A relevant example is the LC circuit formed by an inductor in parallel with a capacitor.
Such a circuit is dissipationless, as it doesn’t include resistance, and linear. The latter
implies that the energy difference between any two adjacent quantum states is constant.
The charge of the LC circuit is defined as the displacement charge on the capacitor plates
Q̂ = 2en̂ given by the number of Cooper pairs n̂ multiplied by the charge of a single Cooper
pair 2e. The flux of the circuit, on the other hand, is related to the phase by Φ̂ = 2πΦ0ϕ̂
with Φ0 being the magnetic flux quantum. In the LC circuit Φ represents the generalized
flux inside the inductor.
The relevant parameter that distinguishes between the charge certain regime and the
phase certain regime is ZC/RQ, where ZC =
√
L/C is the characteristic impedance of the
circuit and RQ = Φ0/(2e) ≈ 6.45 kΩ is the resistance quantum obtained from the ratio
between the flux and charge quanta. ZC/RQ << 1 indicates a low impedance circuit which
allows for high charge fluctuations making the phase a low uncertainty, semi-classical
variable. On the other hand if ZC is larger than the resistance quantum phase fluctuations
dominate leaving the charge well-defined [Manucharyan, 2012; Ulrich, 2016]. This can be
extracted from the analysis of quantum fluctuations of the LC circuit [Manucharyan,
2012]. The ground state energy of the quantum LC circuit ~ω/2 accepts contributions










where ω = 1/
√
LC.
As the capacitive and inductive contributions carry equal weight due to the equipartition
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theorem we can express the relative charge number and phase fluctuations (δn and δϕ



















Eq. 1.3 shows that the charge fluctuations can be reduced with high characteristic impedance.
Most superconducting circuits are in the phase-certain regime as nature generally prefers
low impedance. The impedance of vacuum is Zvac =
√
µ0/ϵ0 = 377Ω and most electrical
engineering environments are less then that (typically 50 Ω) however there exists an op-
posite regime where charge is well-defined and a phase is highly uncertain.
The work presented here seeks to investigate the behaviour of a critical superconducting
element, the Josephson junction, as it is placed in a high-impedance environment. In
this chapter we will look at the physics of Josephson junctions, what to expect when
one is placed in high impedance and how planar spiral inductors can be used to reach
this regime. Then a few applications of high-impedance superconducting physics will be
explored.
1.1.1 SHORT INTRODUCTION TO JOSEPHSON JUNCTIONS
A Josephson junction arises when two superconducting wavefunctions are separated by
distance small enough that their exponential tails overlap [Josephson, 1962; Tinkham,
1996]. The material between them could be a dielectric, a normal conducting metal or
even a section of superconductor with very small diameter, here we will consider the
Superinductor Insulator Superinductor (SIS) junction.
The overlap of the superconducting wavefunctions allows for the possibility of Cooper
pair tunneling between the two superconductors. This tunneling is governed by the first
Josephson relation
IS = ICsin(ϕJ), (1.4)
where IC is the critical current and ϕJ is the phase difference between the two supercon-
ducting wavefunctions. The second Josephson relation regards the voltage V(t) that arises
3
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In reality the entirety of the circuit must be taken into account, this typically includes
a capacitance and a resistance in parallel with the junction. By combining Ohm’s law
(I = V/R) and the displacement current of the capacitor (I = CdV/dt) with Eqs, 1.4 and













+ ICsin(ϕJ) = I, (1.6)
commonly named the Resistively and Capacitively Shunted Junction (RCSJ) model, this
is a second order differential equation and in most cases must be solved numerically.
Physically the resistive term arises from the resistance of the insulating barrier in series
with any shunting resistance added to the circuit while the capacitive term is due to any
geometrically induced capacitance between the two electrodes of the junction. In the case
of semi-classical phase (low impedance) the motion of the junction phase resembles that
of a ball rolling down a tilted washboard potential as seen in Fig. 1.1(a). The tilt of
the washboard is given by the total current passing through the junction (I). When the
current is larger than the critical current (IC) the tilt of the washboard is such that no
minima are formed and the ball (phase) rolls down the potential. The effect manifests
itself in the IV curve of a Josephson junction. If the current is slowly ramped up no
voltage (ie. no change in phase according to 1.5) appears until I > IC after which the
voltage increases to reach the Ohmic limit. The IV curve for this process can be seen in
Fig. 1.1(b).
Like a ball rolling down a washboard potential experiences a gravitational force with ef-

















where EJ = Φ0/(2π)IC, IC being the critical current and U is the washboard potential. A
useful figure of merit [Stewart, 1968; McCumber, 1968] is the quality factor of the junction



























Figure 1.1: Tilted washboard potential and IV curve of a Josephson junction. (a)
Potential the phase (φJ) in a Josephson junction under the semi-classical approximation.
The three curves represent three different values of the applied current. In the case where
the applied current is less than the critical current IC (red and orange curves) the phase
particle is still trapped in a local minimum while in the case of I > IC the potential no
longer has minima and the phase particle is allowed to roll down. (b) The resulting IV
curve.
which compares two timescales: the characteristic frequency ωc = ((2π/Φ0)ICR)1/2, the
inverse relaxation time of the system, and the characteristic frequency ωRC = 1/RC, the
inverse relaxation time of the corresponding RC circuit.
When Q < 1 the junction is considered overdamped, specifically the friction force is domi-
nant and the ball has little inertia. When Q > 1 the junction is underdamped which means
there is little friction slowing the junction down.
The distinction between under- and over-damped becomes clear when the current is de-
creased from I > IC down to zero. When the current reaches the critical current minima
are formed in the potential. In an overdamped junction the phase is slowed down by
friction and is immediately stuck in a the minima, as the phase is no longer changing the
voltage goes to zero. However if the junction is underdamped the phase will maintain it’s
inertia and continue rolling even though minima are formed in the potential. Therefore
hysteretic behaviour is associated with underdamped junctions.
Figure 1.2 shows the different IV curves of an underdamped junction for increasing cur-
rent (solid line) and decreasing current (dashed line) displaying a strong hysteresis. The
current at which the junction switches to the voltage state is the switching current Isw. In
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Figure 1.2: IV curve or an underdamped junction. Solid line represents the IV
curve when current is increased from zero to above the critical current. The dashed line
represents the IV curve for current being decreased from above the critical current to
zero. The current axis is normalized as to the switching current Isw which represents the
current at which a junction switches to the voltage state.
the case of no noise or fluctuations affecting the junction the switching current coincides
with the critical current. When decreasing the current the voltage returns to zero at a
value lower than the switching and critical current known as the return current IR.
When fluctuations (quantum or thermal) are considered the possibility of phase tun-
nelling emerges. This allows for the voltage to be non-zero at currents below the critical
current. In overdamped junctions this effect manifests as a rounding of the curve seen
in Fig. 1.1(b) around the critical current [Ambegaokar, 1969], while in underdamped
junctions tunnelling events cause the junction to jump to the voltage state lowering the
switching current below the critical current. Due to the random nature of the tunneling
process the switching current is a random value that falls in a distribution [Fulton, 1974;
Washburn, 1985; Blackburn, 2014].
Another interesting feature of the Josephson junction is the shape of the IV curve when
it is irradiated with an AC current. In fact in the case where the junction is overdamped























Figure 1.3: IV curve of an underdamped junction under microwave irradiation.
The plot shows the current (normalized by the critical current) vs. the voltage arising
across the junction (normalized by the Shapiro step height defined in Eq. 1.9) when an
AC current with frequency of 100 GHz is threaded through. The steps occur at integer
values of Vstep.
where Vn is the voltage position of the nth step, f is the frequency and h and e are the
Plank constant and electron charge. The key to this measurement is having the applied
current oscillate around the critical value, IC. This results in a periodic dipping of the
tilting potential. If the phase particle resonates with this oscillation it will be able to
jump to subsequent minima during the dips which will change the phase by multiple of
2π and hence return quantized voltage steps as seen in Fig. 1.3. These are named Shapiro
steps after S. Shapiro measured the effect in 1963 [Shapiro, 1963]. Due to atomic clock
technology frequency is defined with a very high precision and the Shapiro steps relate
voltage to frequency conferring voltage a similar measurement accuracy. This effect is
used to establish a very precise voltage standard [Hamilton, 1997].
1.1.2 FROM JOSEPHSON JUNCTIONS TO PHASE-SLIP JUNCTIONS
So far the Josephson junction was considered in an environment with a level of quantum
phase fluctuation well below 2π and therefore the phase is a well defined (classical) variable
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and the charge across the junction capacitance is subject to high quantum fluctuations.
The phase defined Josephson junction presented in Section 1.1.1 has often been described
as a non-linear inductor [Tinkham, 1996; Vool, 2017] due to the nonlinear relationship
between current and phase. Its conjugate circuit element would be a non-linear capacitor
where the voltage is defined by a 2e periodic relation to charge. Conjugacy implies that
one can mathematically switch between the two circuits by means of the transformations:
EJ → ES C → L ϕ→ n (1.10)
where ES = 2eVC2π is the phase-slip energy which depends in turn on the critical voltage VC
and the charge becomes the semiclassical variable with quantum fluctuations below 2e.
Consequently one can use many of the reasonings and calculations that apply to the
Josephson junction to describe this new component named phase-slip junction.
For example the phase-slip junction’s relations can be extracted analogously to the Joseph-
son relations:






Such a non-linear capacitor and can potentially be used for novel types of superconducting
quantum circuits [Mooij, 2006; Manucharyan, 2010; Pop, 2010].
While the tunneling event in the Josephson junction is the Cooper pair tunnelling across
the insulating barrier, for the phase-slip junction it is the phase-slip. This is a tunneling
of the phase between two minima of the washboard potential (see Fig. 1.4).
The phase-slip junction can be built out of a Josephson junction itself as it is approx-
imately a self-dual element [Ulrich, 2016], meaning that under certain approximations
it will display the physics of the phase-slip junction. In fact the Hamiltonian of the
Josephson junction is





where EC = e2/2C is the charging energy and Ntot is the total charge on the capacitor
plates. It is useful to express charge N̂tot = n̂ − no as the sum of a discrete component n̂
which can only change by integers and a continuous component no which represents the
environment induced offset charge. The energy levels of Eq. 1.12 show a 2e periodicity in
the offset charge with a maximum at no = ±0.5. The voltage is therefore also 2e periodic.
However when the junction is connected to an external circuit these effects are usually
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obscured by charge fluctuations in no that completely wash out the charge dependence of
the voltage. This is where the ability of high impedance to suppress charge fluctuations
comes into play [Arndt, 2018].
The ability of characteristic impedance to affect charge fluctuations and unlock the dual
behavior of the Josephson junction can be explored by considering a loop with a junction
as a weak link. This circuit is known as the RF SQUID, as seen in Fig. 1.5(b). The
Hamiltonian of such a circuit is







EL(φ̂ + φext)2. (1.13)
φext is the flux threaded through the circuit loop and is a continuous variable and EL =
(Φ02π )
2/L is the inductive energy.
The Hamiltonian is nothing but the Cooper pair box Hamiltonian (Eq. 1.12) with an
additional inductive term. In the limit of high impedance (EL << EC) the phase and the
charge dynamics can be adiabatically decoupled and the phase wavefunction is acted on
by a series of Hamiltonians [Koch, 2007; Ulrich, 2016]








)2 + εs(q̂), (1.14)
where εs(q̂) represent the Cooper pair box energy levels associated with the band s. The
variable q̂ is the quasicharge, an externally supplied charge which exists in the interval
[0, 1) [Koch, 2009; Pechenezhskiy, 2020]. The approximation is valid for EL << EC and
for negligible coupling between different energy bands that is achieved by EJ/EC > 2. As
the Cooper pair box energy bands are 2e periodic they can be mathematically expressed





Figure 1.4: Phase-slip event. A phase-slip is an abrupt change in phase by 2π which









(c) Phase-slip box(b) RF SQUID
Figure 1.5: Circuit diagrams: (a) Circuit diagram of a Cooper Pair Box described by
the Hamiltonian in Eq. 1.12. (b) Circuit diagram of an inductively shunted Cooper pair
box described by the Hamiltonian in Eq. 1.13. (c) Circuit diagram of the phase slip box
described by the Hamiltonian in Eq. 1.15.
In the limit of ϵs(q̂) being in cosine form the Hamiltonian of the lowest Cooper pair band
can be re-written as
H (1) = EL
2
(ϕ̂ + ϕext)2 + ES cos(πq̂/e). (1.15)
Here we have introduced ES which is the phase-slip rate. It represents the total charge







The phase slip rate determines the critical voltage of the phase-slip junction as VC =
ES
he . The Hamiltonian in Eq. 1.15 is the dual of the Cooper pair Hamiltonian under the
transformation in Eq. 1.10. Its circuit diagram is displayed in Fig. 1.5(c) where the phase-
slip junction symbol is introduced.
In conclusion this section has shown how it is possible to make a phase-slip junction by
placing a Josephson junction in a high impedance environment.
1.2 A CASE FOR GEOMETRIC IMPEDANCE
In section 1.1.2 the importance of high impedance was delineated, in this section the
specific method we use to obtain said impedance is presented theoretically.
This section is based on the ideas presented in Ref. [Peruzzo, 2020]. In recent years
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the field of superconducting quantum circuits has been introduced to a new player: the
superinductor. A superinductor is defined as a circuit element which has characteristic
impedance ZC greater than the quantum impedance RQ, has zero DC resistance and is in
its ground state at mK temperatures. This last criteria implies its self-resonance resides at
least in the GHz regime. In order for a superinductor to be useful, especially in quantum
computing, it also needs to have low microwave losses [Manucharyan, 2012].
Despite these challenging requirements the superconducting community has successfully
surpassed the quantum resistance with a variety of methods. Among these is using dis-
ordered superconductors which have high kinetic impedance [Grünhaupt, 2018; Grün-
haupt, 2019; Wang, 2019; Hazard, 2019; Kamenov, 2020] and Josephson junction chains
[Manucharyan, 2009; Bell, 2012; Nguyen, 2019; Pechenezhskiy, 2020] which act effectively
as inductors.
Geometric inductances were widely considered to be not suited to be superinductors
[Manucharyan, 2009; Manucharyan, 2012; Masluk, 2012; Kamenov, 2020] since reaching
ZC > RQ is impossible with a simple single-wire resonator as the impedance will be limited
to the order of magnitude of the free space impedance Zvac. The geometric impedance of









where w is the width of the wire and d is the distance to ground. One could try to rise Zwire
by increasing d, since w is ultimately limited by fabrication, by pulling the wire apart from
the ground. However, when a separation in the order of the wavelength is reached, the
circuit starts radiating energy, behaving as an antenna [Manucharyan, 2012]. It is the same
effect as loading the transmission line with a load resistance, that turns out to be in the
order of Zvac at resonance. The wire impedance is clearly not able to reach the resistance
quantum, however by using the mutual inductance contribution of concentric loops (i.e.
a planar coil) this limit is lifted and we are able to satisfy all superinductor requirements.





(ln(c2/ρ) + c3ρ + c4ρ2), (1.18)
where µ0 is the vacuum permeability (assuming none of the material have magnetic prop-
erties), n is the number of turns, dav = din+dout2 is the average between the inner and the
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outer diameter of the coil and ρ = dout−dindout+din is the fill-ratio of the coil. c1,2,3,4 are geometry
dependent constants, for circular coils they are (1.0, 2.5, 0.0, 0.2) and for square coils
they are (1.27, 2.07, 0.18, 0.13). All the considerations in this section regard circular
coils, however in later chapters square ones will be considered as well. As dout is linear in
the number of turns Eq. 1.18 shows the geometric inductance Lg increases as n3.












where γ is a shape-dependant constant which for circular coils is 0.656(4), the pitch p is
the distance between adjacent turns (i.e. wire width plus spacing) and ϵeff is the effective
permittivity of the environment, n is again the number of turns and c0 is the speed of
light in vacuum. Due to them having less symmetries an exact formula for the frequency
of square coils is not available.
Eq. 1.19 is based on purely geometric considerations and as a result it shows the frequency
scaling as f0 ∼ pitch−1n−2 ∼ l−1 similar to a λ/2 resonator. By assuming we are dealing
with an LC oscillator we can express the impedance as ZC =
√
L/C = 2π f0L and from this
conclude that the characteristic impedance scales with number of turns. We can therefore
conclude that planar coil resonators with small pitch and large number of turns are viable
candidates to be superinductors.
Fig. 1.6 compares a straight wire to a coiled wire (i.e. a planar resonator) by represent-
ing the impedance and resonance frequency change as a function of length. The coil’s
impedance increases as
√
l contrary to the straight wire which is length independent. On
the other hand the frequency decreases as 1/l for both cases.
Resonators that rely on kinetic inductance often are less linear (i.e. the frequency of the
self-resonance will change with the number of photons) [Maleeva, 2018]. A non-linear
inductor is not a big problem if it is a qubit component as qubits are already highly
non-linear. However high inductance can also be used for resonators which need to couple
to a dipole or parametrically to a mechanically modulated capacitance. In both these
examples the coupling strength depends on the resonator’s vacuum voltage fluctuations






























Figure 1.6: Resonance frequency and characteristic impedance of a planar coil
compared to a single wire. The plot shows the resonance of a coil (p = 1 µm, ρ = 1,
solid) and wire (d/w = 10, dashed) to follow a similar trend. On the other hand the
impedance of a straight wire is length-independent unlike the coil where the impedance
increases as
√
l. Both systems were considered in vacuum.
where f0 is the resonator frequency and ZC is its characteristic impedance. In these cases
a linear resonator with high impedance is necessary. Geometric capacitance and induc-
tance doesn’t depend on photon number, in fact such resonators are shown to be highly
linear until photon numbers reaching 107 [Fink, 2016].
In conclusion geometric superinductors constructed from planar coils have all the neces-
sary ingredients to be superinductors with a wide variety of applications.
1.3 APPLICATIONS OF HIGH GEOMETRIC IMPEDANCE
This section will go through some of the most interesting applications of geometric su-
perinductors. The first two sections are the main research areas of this work and the


















Figure 1.7: The quantum metrological triangle. A representation of the three quan-
tities in the metrological triangle (in the circles) and the experiments that relate the
quantities to each other (along the lines). The missing link is the connection between cur-
rent and frequency which the dual Shapiro step experiment has the possibility to close.
1.3.1 CURRENT STANDARD
The realization of a phase-slip element is not only interesting from a theoretical standpoint
but may have interesting technological applications. As mentioned in 1.1.1 the Shapiro
steps measurement done on Josephson junctions has been a staple for quantum metrol-
ogy due to it’s ability to relate quantities of voltage and frequency through nothing but
fundamental constants (see Eq. 1.9). To this day current is defined much less accurately.
Metrological experiments attempting to define current use electron pumps which are able
to source up to 100 pA with an uncertainty of 2 parts in 107 [Scherer, 2019]. In contrast
the Volt has an uncertainty lower than 1 part in 108 [Piquemal, 2000; Scherer, 2012].
A dual Shapiro step measurement, also referred to in the literature as phase-locked Bloch
oscillations would allow to define current with a similar certainty as voltage and hence
close the metrological triangle seen in Fig. 1.7. This is the set of three electrical quantum
effects that when closed would allow for the definition of the Volt, the Ampere and the
Hertz to be interconnected solely in terms of fundamental constants.
As discussed in Section 1.1.2 the dual circuit to the one used to measure Shapiro steps is
obtainable by immersing a Josephson junction in a high-impedance environment, however
this is easier said than done. Past experiments have relied on the impedance of resistors to












Figure 1.8: Modified dual Shapiro circuit The circuit on the left represents the typical
circuit used for the measurement of a phase-slip junction in the past. On the right is a
modified circuit which inserts a superinductor in series with the Josephson junction and
the resistor.
the circuit seen in Fig. 1.8(a). This is a safe method as a large resistance (R >> RQ) will
act as an ideal current bias. However for this measurement to work the resistor needs
to be placed in proximity to the junction as long leads between the two components will
significantly increase the parallel capacitance. The visibility of the dual Josephson effects
will depend in the value of critical voltage VC mentioned in the previous section. This
quantity decreases exponentially in magnitude with decreasing EJ/EC and for EC to re-
main in the GHz regime the capacitance needs to remain below 20 fF.
Such small cross capacitance requires short leads and therefore places the junction and
the resistor close by which in turn requires the resistor to be a few microns in size and
fabricated right next to the junction. As a consequence the resistor will generate strong
localized Joule heating in close proximity to the junction adding thermal and quasiparti-
cle noise which has the effect of washing out the steps. This was the issue encountered
in [Haviland, 1991] when the experiment was first attempted. A more indepth analysis
of the noise encountered in this method was done by Refs. [Kuzmin, 1994; Vora, 2017]
and the conclusion was that the thermal quasiparticles were the main contribution to the
washing out of the Bloch oscillations.
It seems like the need for a resistor to be close and far from the junction makes the mea-
surements of dual Shapiro steps something only possible in the dreams of theoreticians.
However the introduction of a lossless high-impedance element (i.e. a superinductor) was
shown to be a possible solution. In Ref. [Arndt, 2018] a more intricate circuit is envisioned,
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one that includes the junction, the resistor and a large inductor in between. Here different
capacitances are distinguished, the Junction capacitance CJ and the parasitic capacitance
CP. The inductance is there to protect the junction from the parasitic capacitance and
hence the relevant impedance quantity is Z =
√
L/CP.
The circuit is composed of two loops, the outer loop which includes the resistor and the
voltage source and the inner loop which includes CP. The currents circulating these loops
are denoted Iq and Iq respectively and can be seen depicted in Fig. 1.8(b). The current
fluctuations in both of these loops must be minimized in order for the charging effects of
the Josephson junction to be visible. If the resistance in the outer loop is large enough
(R ≫ RQ) the current IC can be considered a classical variable. On the other hand the
current IQ does not flow through the resistor and has to be treated as a quantum variable
where the current fluctuations are reduced by increasing the impedance.
From a time domain prospective there are three relevant timescales in the system
• ωq = 1/
√
LCp, the plasma frequency of the quantum charge,
• ωc = 1/
√
LCS , the plasma frequency of the classical charge,
• ωR = 1/RCS , the RC rate with which the motion is damped.
Here CS is the capacitance of the phase-slip junction, this is easily confused with the
junction capacitance but is a different quantity and usually larger. In order to extract the
phase-slip capacitance it is necessary to go back to the phase-slip junction Hamiltonian
in Eq. 1.15 where the phase-slip energy ES cos (πq/e) is defined. By differentiating this
term with respect to charge the voltage relation of the phase-slip junction is obtained (see









This quantity is different from the capacitance of the junction as it depends on both EJ
and EC.
The main result of [Arndt, 2018] is finding a generalized equation for the width of the





where ∆V is the voltage width and Vac and ω0 are the amplitude and frequency of the
irradiated AC voltage and ω0. This implies that in order to have a step that is not heavily
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suppressed the impedance of the system must be ideally around 10 kΩ. This equation is
valid to first order in Vac/(e−πRQ/ZVC).
In addition they identify a region of parameters where the step is expected to be maximal
which is when ωRe−πRQ/Z/ωc ≈ 1 and ω0/e−πRQ/ZωR ≈ 0.5. This implies that the frequency
of the AC drive ω0 will be limited by the resistance of the circuit via ωR.
1.3.2 RF-SQUID QUBITS
Superinductors are also key elements in inductively shunted superconducting qubits also
referred to as RF-SQUID qubits introduced in Section 1.1.2 and Fig. 1.5(b). The ideas
in this section are taken from Ref. [Peruzzo, 2021].
Superconducting qubits are highly engineerable quantum systems that are at the fore-
front of quantum technology due to the offered strong interactions resulting in fast and
precise control but also due to the similarity to existing microchip fabrication and the
available diversity of circuit designs [Clarke, 2008; Vool, 2017; Krantz, 2019]. Creative
new ideas on how to encode, store and control single quanta in electrical circuits paired
with state of the art fabrication have not only led to a big push in coherence times but
also facilitated the observation of many new quantum physics phenomena [Blais, 2021].
Among the latest qubit designs is the RF-SQUID, which offers high anharmonicity, a rich
spectra and is unaffected by static charges [Krantz, 2019]. A specific type of RF-SQUID is
the fluxonium [Manucharyan, 2009], characterized by high impedance and wavefunctions
delocalized in phase. One of the advantages of this circuit is the ability to create such
qubits with small transition frequency and charge matrix element around the flux sweet
spot which has led to the energy relaxation time T1 being greatly extended [Earnest, 2018;
Nguyen, 2019; Somoroff, 2021] but driving the qubit transition also becomes increasingly
difficult for the same reason. On the opposite side of the RF-SQUID spectrum the qubit
can be made flux insensitive by increasing the shunting inductance. This bears resem-
blance to the transmon where increasing the shunting capacitance decreases charge noise
sensitivity [Koch, 2007]. This limit was recently explored in [Pechenezhskiy, 2020] where
the lowest qubit transition only varies by 100 MHz across the flux period, such small
dispersion allows the flux-limited T2 to reach hundreds of µs.
In this work qubit inductance is obtained geometrically with a planar coil described in Sec-
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tion 1.2. In contrast with kinetic implementations the geometric superinductor presents a
single uninterrupted superconducting wavefunction with a fixed and geometrically defined
inductance. The design of these qubits is aided by the reproducibility of the geometric
inductor where both inductance and capacitance can be calculated with good accuracy
as their value is mostly geometry dependent.
The different types of flux qubits described in this work are considered to be different pa-
rameter regimes of the Hamiltonian in Eq. 1.13. Of the three energy terms the capacitive
term (related to EC) is considered the kinetic energy while the potential is attributed to
the inductive (EL) and Josephson (EJ) terms. What makes this qubit interesting is the
fact that completely different regimes can be reached by changing the relative magnitude
of the three energies (EC, EL and EJ) while maintaining the same circuit.
Figure 1.9 shows the various qubits that can be constructed with this circuit and the
wavefunctions of the ground and excited state superimposed to the qubit potential when
the external flux Φext is half a flux quantum, i.e. the flux frustration point. Said point
is often where the qubit is operated as it is a flux sweet spot where the waveunctions are
formed as symmetric and anti-symmetric superpositions of the single well wavefunctions
as well as being the point where the qubit is less susceptible to quasiparticles [Pop, 2014].
The qubits are placed on a 2D plot based on the ratios between the two potential terms
and the kinetic term in the Hamiltonian.










This quantity affects the quadratic part of the Hamiltonian and will determine the
quadratic tilt of the potential. The difference is that when the tilt is small the phase
is more de-localized as the wavefunctions of the ground and excited states bleed into
more wells corresponding to higher phase values. As the qubit wavefunction spreads in
phase the qubit transition becomes less sensitive to flux noise.
The y-axis is EJ/EC and concerns the depth of the periodic wells. In fact the intra-well
tunnelling probability ES is exponentially dependent on EJ/EC. Decreasing tunneling has
the advantage of increasing the relaxation time by means of creating very low frequency
qubit transitions. In addition when the qubit is tuned slightly away from the sweet spot
the overlap of the ground and excited state wavefunctions is vanishingly small which




























































































Figure 1.9: Classification of inductively shunted qubits. The left plot places the
types of inductively shunted qubits on a 2D plane spanned by EL/ EC and EJ/ EC. The
plot identifies regions corresponding several types of RF-SQUIDs. The dots correspond
to the specific values of the wavefunction and potential plots on the right. These are
representations of the qubit potential at half flux quantum and of the wavefunctions of
the ground (red) and excited (orange) states (scaled for visibility).
heavy due to their low kinetic energy.
The different qubits types shown in Fig. 1.9 are the following:
• The flux qubit: The wavefunctions of the ground and excited states of these qubits
are strongly localized in the lowest potential wells due to both potential terms being
higher than the kinetic energy. For EL close to EJ the system is similar to the flux
qubits made out of three junctions in terms of spectrum and properties [Yan, 2016].
• The inductively shunted transmon: For intermediate impedance and EJ/EC  1 the
transitions between wells become increasingly unlikely and each well contains many
plasmon levels. In this limit the qubit spectrum resembles that of a transmon qubit
and the dispersion of the plasmon states can be made to be less than 100 MHz. This




• The heavy fluxonium: This circuit is a flux qubit where EL is close to EC. Due the
high value of EJ/EC tunneling is unlikely and typically requires involvement of higher
order transitions [Vool, 2018] or non adiabatic protocols [Zhang, 2021] to prepare
the first excited state at the half flux value. These qubits have demonstrated the
highest coherence and relaxation times of all RF-SQUID representations [Nguyen,
2019; Somoroff, 2021].
• The light fluxonium: With intermediate impedance and low EJ/EC the light fluxo-
nium has a lower energy dispersion and anharmonicity than it’s heavy counterpart.
It’s first qubit transition is also found at higher frequencies. However the transi-
tion is not well protected from relaxation due to high tunneling probability between
wells.
• The phase-slip qubit: Qubits in this limit have a high impedance and low inter-well
tunneling. As mentioned in Section 1.1.2 the lower levels of this qubit are described
by the phase-slip box Hamiltonian from Eq. 1.15.
• The quasi-charge qubit: These qubits are similar to the phase-slip qubit but due to
low EL and low EJ with respect to EC the wavefunction is able to spread further
in between wells. In the case of very low EL/EC [Pechenezhskiy, 2020] the spread
of the wavefunction will extend significantly beyond the two lowest potential wells
making the qubit more insensitive to flux noise than its siblings. However, due to
low EJ/EC this qubit has a relatively large wavefunction overlap and hence the state
is not well protected from relaxation.
So far the majority of superconducting qubits couple to a resonator capacitively. This
type of coupling adds large capacitances to the circuit lowering the charging energy and
consequently constraining the circuit parameters. The few inductively coupled qubits
have a shared inductance with the resonator which creates a galvanic connection between
the two. The type of coupling is often trivially given by the qubit geometry, for example
a shared inductance will give an inductive coupling while a large antenna placed in a 3D
cavity will produce a capacitive coupling.
However in theory both types are possible so in order to model them the following terms
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need to be added to the Hamiltonian in Eq. 1.13
Hint = ~ωRâ†â − igCn̂(â − â†) − gLϕ̂(â + â†). (1.24)
The first term is the Hamiltonian of the resonator, where ωR is the resonance frequency
and â† (â) is the creation (annihilation) operator. The second and third term are the
capacitive and inductive coupling, where gC (gL) is the capacitive (inductive) coupling
constant, n̂ is the qubit charge operator and ϕ̂ is the flux operator.
The qubit matrix elements, wavefunctions, potentials and dispersive shifts are calculated
with the help of the scqubits Python library available at [Koch, 2021].
1.3.3 CAVITY ELECTRO-MECHANICS
As mentioned in Section 1.2 one of the advantages of geometric inductors is their high
voltage fluctuations and linearity with respect to other superinductor implementations.
Cavity electro-mechanics is a field where a mechanical oscillator is coupled to an LC
resonator such that quantum and classical states can be transferred between the two
[Aspelmeyer, 2013; Fink, 2016; Dieterle, 2016; Barzanjeh, 2017]. The advantage is that
coupling between the oscillators can occur for large difference in resonance frequency, in
fact microwave cavity resonances are typically in the GHz regime while mechanical ele-
ments resonate at MHz frequencies. An example of such a system can be seen in Fig. 1.10
where a coil is in parallel with a mechanically modulated capacitance. On the right the
design of the mechanical element is shown with an exaggerated displacement which is due
to the differential mechanical motion of the first in-plane mode. Said motion changes the
capacitance of the element and hence the resonance frequency of the LC resonator creat-
ing a coupling between the two. Energy exchange between the two systems is obtained
when the resonator is pumped at a frequency equal to fres± fm, where fres is the frequency
of the resonator and fm is the frequency of the mechanical mode. This so called side-band
pumping enhances the interaction between the two systems allowing the detuned pumped
photon to combine with the creation or annihilation of a mechanical quanta in order to
create or annihilate a photon on resonance with the cavity. Such a process however only
occurs if the photon density of states at the non-resonant sideband is low, i.e. the width
of the cavity κ needs to be lower than the frequency of the mechanical mode fm. This
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Figure 1.10: Geometric inductor + mechanics A scheme of a coil in parallel with a
mechanically modulated capacitor. On the right is a simulated distribution of the dis-
pacement of the capacitor plates when the mechanical mode is excited. The displacement
changes the distance between the capacitor plates and therefore the capacitance of the
system.
condition is known as the side-band limit.
When the pump is placed at a frequency higher than the LC frequency (blue detuned)
mechanical quanta are created while in the case of lower pump frequency (red detuning)
quanta are removed from the mechanical system. The latter process allows to cool the
mechanical element to its quantum ground state even in the case when thermal fluctua-
tions are higher than the mechanical energy quanta [Teufel, 2011; Fink, 2016].
The figure of merit in these experiments is the cooperativity C which compares the cou-
pling between the two harmonic oscillators and the coupling of each to loss sources. The





where g0 is the coupling, nav is the average photon number in the LC resonator, κ is the
linewidth of the LC resonator and γm is the linewidth of the mechanical mode.
The coupling strength (g0) depends on the way in which the coupling is achieved, often
a mechanically modulated capacitor is used where the mechanical motion changes the
distance between the capacitor plates and hence the capacitance. When this capacitance
is part of an LC oscillator the change in displacement affects the capacitance and hence
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where ω is the frequency of the LC resonator, x is the capacitor plates displacement due
to mechanical motion and xZPF is the zero-point fluctuation of the mechanical motion.
In order to increase the derivative in Eq. 1.26 the resonator must have a very low self
capacitance such that the mechanically modulated capacitance is more influential, i.e. it
must have high impedance. This condition is critical in the cases where the modulated
capacitance is in the order of few fF. Additionally Eq. 1.25 tells us that a large amount
of photons in the LC cavity also increases coupling, this requires the resonator to have a
high linearity.
High impedance and linearity is a characteristic typical of geometric superinductors ren-
dering them an ideal component for cavity electro-mechanical experiments.
1.3.4 HARDWARE PROTECTED QUBITS
One of the major challanges of superconducting qubits is to decouple them simultaneously
from all intrinsic noise sources present in the environment, specifically flux and charge
noise. Several implementations have tackled with these issues but even state of the art
qubits barely scratch the ms mark in coherence time [Rigetti, 2012; Somoroff, 2021].
In Refs. [Kitaev, 2006; Brooks, 2013] a hardware protected qubit was proposed where the
protection from environmental noise is two-fold. On the one hand the overlap between
ground an excited state is minimized with the effect of prolonging the relaxation time.
On the other hand the flux and charge dispersion is flattened which will reduce the effects
of noise on the system.
The realization of such a system is obtained by creating a complex but symmetric circuit
that is seen in Fig. 1.11. The key is creating a variable that isn’t affected by the two main
noise sources (charge and flux) and making sure it is decoupled from other variables in the
system. Both of these objectives are obtained with a perfectly symmetric implementation
of the circuit in Fig. 1.11, however a lack of symmetry between the two inductors risks
reducing the decoupling and hence re-introducing noise sources [Groszkowski, 2018].
Geometric superinductors are highly reproducible because of their inductance depending
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Figure 1.11: 0-π qubit circuit. Scheme of the proposed circuit composed of several
inductors, capacitors and Josephson junctions which is optimized to protect the qubit
transition simultaneously from flux and charge noise.






CHAPTER 2. EXPERIMENTAL METHODS
2.1 CHAPTER INTRO
This chapter discusses the methods by which the experiments presented in subsequent
chapters are conducted. These methods include simulations done in order to predict sam-
ple parameters, nanofabrication recipes used to make the samples and the description of
the setup and techniques used to perform measurements. This final part is devided by
the two types of measurements performed for this work: low noise DC setup used for
single Josephson junction transport measurements and RF setup and measurements used
to characterized coil resonators and qubits.
The setups and methods in this section were constructed with the help of Shabir Barzan-
jeh, Matthias Wulf and Jason Jung based on the work presented in Ref. [Fink, 2010].
2.2 SIMULATIONS
When designing an experiment simulations are a key aspect as they should inform design
decisions. For the work presented in this thesis simulations were mainly carried out
in 2D and 3D finite element simulators. The 2D simulator specializes in solving for the
complex transmission S , admittance Y and impedance Z of a planar circuit where the user
constructs the elements and port configurations. This method is used to extract frequency
dependent parameters and is ideal to simulate frequency response of RF circuits. This
includes finding its fundamental resonances and the coupling to input lines in the form
of the external quality factor Qe. The quality factor Q is the ratio between the energy
stored in a resonator and the energy dissipated per cycle [Pozar, 1993; Göppl, 2008]. The
external quality factor Qe only considers the losses to the input and output line while the
internal quality factor Qi refers to losses through other channels.
The 3D finite element simulator allows to insert lumped elements in the circuit geometry
and extract Y for a frequency range. This allows to simulate the admittance of specific
circuit element.
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Figure 2.1: Example of a coil simulation. (a) Image from the Sonnet GUI where the
coil and coupler wire are simulated. The added ideal capacitance Ci is increased in the
simulation to obtain the plot in (b). The square coil parameters are n = 64, p = 0.5µm,
dout = 68 µm on Silicon on Insulator (SOI). (b) Frequency change as the ideal capacitance
(Ci) is increased. The fit allows to extract the intrinsic capacitance and inductance of the
coil. The parameters were found to be L = 61 nH and C = 2.9 fF
2.2.1 COIL SIMULATIONS
Simulations aimed at predicting resonance frequency, capacitance and inductance of coils
were performed in Sonnet, a 2D finite element simulator.
The parameters are extracted by adding an ideal series capacitor Ci to the coil and ex-
tracting its self-resonance frequency for different capacitances. This occurs by analyzing
the reflected signal sent through the coupler wire and identifying the resonance in the
phase of S 11, ψ = tan−1(Im(S 11)/Re(S 11)).
The resonance frequency of the coil is given by ω = 1√
L(Ci+Cs)




= LCi + LC (2.1)
where Ci is the added capacitance and C is the stray capacitance of the coil. By fitting a
line for different values of the ideal capacitance L and C can be extracted.
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2.2.2 SINGLE COIL COUPLING TO WAVEGUIDE
When designing a device it is not only important to know the inductance and capacitance
of a resonator but also how it couples to the input line.
The RF devices presented in this thesis were measured in reflection via a coupling to a
coplanar waveguide where the center conductor is shorted near the devices. This has two
effects: firstly the wave at the short will have a maximum in current and a minimum in
voltage allowing it to inductively couple to the devices, in addition the wave gets reflected
at the short allowing for a reflection measurement [Fink, 2016; Kalaee, 2019]. The wire
near the devices was designed considerably thinner (< 1µm) than the center conductor of
the coplanar waveguide (≈ 20µm) to reduce capacitance between wire and resonator.
Figure 2.2 shows how the external coupling Qe varies as a function of distance between
the coil edge and the coupler (a-b) but also as a function of distance between the coil
center and the symmetry point of the coupler (c-d). This occurs because in the case of
the coil being symmetrically placed with respect to the coupler the currents cancel out
resulting in no coupling.
2.2.3 DOUBLE COIL COUPLING TO WAVEGUIDE
Symmetry considerations are especially interesting when considering a pair of coils coupled
to each other with a coupling factor g. In fact placing two coils next to each other causes
them to couple inductively and capacitively. The coupling can be extracted by sweeping
an ideal capacitor which is connected in parallel with one of the resonators such that the
frequencies of the two coils cross. The coupling gives rise to an anticrossing between the
modes where the minimum separation is given by 2g seen in Fig. 2.3(c).
When the bare resonance of the two coils is the same the entire system displays collective
modes where the currents flow in the coils symmetrically and anti-symmetrically, these are
sketched in Fig. 2.3(a) and (b). Which of these modes is lower in frequency will depend
on weather the coil winding is the same or opposite.
Knowing the current distribution of the modes allows one to selectively couple to either
at will [Toth, 2017; Kalaee, 2019]. Figure 2.3(d) shows how the external quality factor
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Figure 2.2: Coupling between the coil and coupler wire. Simulations showing how
external coupling Qe depends on the relative position between the coil and coupler wire.
The square coil parameters are n = 36, p = 1µm, dout = 74 µm on Silicon on Insulator
(SOI). (a) and (b) show how the coupling decreases as the coil is moved further from the
coupler wire, (a) is a scheme and (b) is Qe fitted from the simulated S 11 response. (c)
and (d) show how Qe changes when the position of the coil is changed with respect to the
symmetry point of the coupler wire.
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Figure 2.3: Coil-coil coupling. (a) and (b) representation of the anti-symmetric and
symmetric super modes. (c) Frequency of the two modes as a function of the ideal
capacitance displaying an anticrossing. Square coil parameters used p = 1 µm, n = 30,
dout = 62 µm x 88µm and p = 1 µm, n = 44, dout = 88 µm x 88µm, distance between coils
2 µm, distance to waveguide from coil edge 3 µm, on SOI substrate. (d) Change in quality
factor of the two super modes as a function of distance between the center of one of the
coils and the symmetry point of the coupler wire. Asymmetry with respect to zero comes
from the crosswire necessary to connect the coil center to the outer turns.
30
CHAPTER 2. EXPERIMENTAL METHODS
between the two modes changes as a function of the distance represented in (b). The
external quality factor of the two collective modes will be a symmetric and anti-symmetric
combination of the quality factors of the individual modes. The point in the plot where
the two modes have the same external quality factor arises when one of the coils is placed
at the symmetry point with of the coupler wire and therefore both collective modes couple
to the system through the other coil.
2.2.4 SPURIOUS MODE SIMULATIONS
Finally a 3D finite element simulator is used to extract the frequency dependent admit-
tance Y( f ) of different coil geometries. The admittance is useful to understand how the
circuit acts as a function of frequency, for example to understand the limitations of an LC
circuit approximation. The simulation places a lumped port where the ideal capacitance
was placed in Fig. 2.1 from which an excitation is sent. The location of the port coincides
with the location of the Josephson junction for the Fluxonium qubit and this method is
mostly used to predict the position of spurious modes of the coil.
Figure 2.4 shows a typical simulation of the admittance of a coil. The frequency marked
as f0 is the fundamental frequency of the coil given by it’s capacitance and inductance.
At higher frequency the coil admittance deviates from that of an LC circuit due to the
appearance of poles. Each shaded section in the plot can be described by the circuit
within it, for every new pole that appears an additional series LC circuit must be added
in parallel to the original circuit in order to model it accurately at such frequencies. This
simulation confirms the validity of the LC approximation up to around 13 GHz, far be-
yond the coil’s self resonance frequency.
2.3 CHIP FABRICATION
The devices presented in this work follow 4 recipes the result of which can be seen in
Fig. 2.5. Three recipes are for coil devices where planar coils are measured as resonators
on different types of substrates while the remaining recipe is for samples that include coils
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Figure 2.4: Spurious mode simulations Plot of a simulation of the admittance of a coil
done with a 3D finite element simulator. Coil parameters p = 1 µm, n = 60, dout = 132 µm
in vacuum. The yellow dots represent simulated points while the gray line is the expected
admittance of an LC circuit. Up to a certain frequency the two are in agreement because
the coil simulation displays a series of poles which can be modelled with the circuits shown
in the different shaded sections.
and Josephson junctions.The two chips in the Device chips category in Fig. 2.5 follow the
same recipe as they have the same components albeit in different order.
2.3.1 COIL ONLY DEVICES
The first row in Fig. 2.5 shows the different kind of chips that were fabricated to test
planar inductor (coil) resonators. Because these coils are all open there is no need to
create an air-bridge or crossover as for the other chips. For these implementations the
metal is all deposited in one layer, the main difference lies in the substrate.
The three substrates are a silicon wafer (Si), 220 nm silicon membrane separated from a
silicon handle wafer by 3 µm of vacuum (Silicon on insulator or SOI), and a fully suspended
220 nm silicon membrane (SOI Backetched). On silicon the fabrication is a simple one
layer process on a high resistivity silicon wafer. The coil, ground and waveguide are
patterned with e-beam lithography then the aluminum is deposited via evaporation.
The SOI fabrication is done on a wafer consisting of 220 nm of silicon, 3 µm of silicon
dioxide (SiO2) which rests on 750 µm of silicon. In the first step ebeam lithography is
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Figure 2.5: Sample types and fabrication. Simplified cartoons of the types of samples
presented in this work. The first row represent the samples fabricated for the classification
of geometric superinductors. The second row are devices used for other experiments,
namely measurement of fluxonium qubits and of Coulomb blockade. Inset of the Coulomb
blockade chip shows the Josephson junction (red) and bandaids (green). Different colors
represent metal deposited on different layers.
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used to pattern small holes (radius 65-100 nm) on the thin silicon layer around the coil
and on the waveguide, the chip is then placed in an ICP where C4F8 etches the holes
through the silicon layer reaching the oxide. Then the coil is patterned and evaporated as
in the previous case and finally the sample is placed in HF vapour. In this final step the
vapour penetrates through the etched holes and removes the oxide leaving a suspended
membrane in the desired places.
Lastly for the SOI backetch the starting chip is composed of a 220 nm silicon layer, 3 µm
of SiO2 and 200 µm of silicon. The first two steps are identical to the SOI chip. After
the coils have been deposited a thick layer of protective resist (LOR) is placed on the
structures and the chip is then flipped. A mask is written on the back side of the chip
and 50 nm of cromium are deposited, leaving open rectangles directly under the coil. The
chip is then placed in an ICP with the devices facing down and the silicon in the rectangle
is completely etched away with a customized Bosch process using C4F8 and SF6, leaving
only the SiO2 and the 220nm silicon layer under the coils. The resist is then removed and
the chip is placed again in vapour HF. Finally the coils are left suspended on a 220 nm
membrane with nothing below.
2.3.2 COIL AND JOSEPHSON JUNCTION DEVICES
The device chips are all fabricated on SOI. The first layers follow the coil on SOI recipe
with the holes and deposition of the ground plane (for the fluxonium qubit) or connecting
wires (for the Coulomb blockade chip). In addition the crosswire of the coil (blue in Fig.
2.5) is deposited in this layer. Subsequently a double layer of LOR and PMMA is spun on
the sample and squares of around 300 µm x 450 µm are patterned around the coil with the
exception of a rectangle above the crosswire. This has the aim to create a mask of PMMA
above the LOR, a photoresist that isn’t affected by the electron beam. The chip is then
subjected to a wet etch in MIF319 where the exposed LOR is removed. Upon removing
the leftover PMMA a rectangle of LOR remains above the crosswire. In order to round
the corners of the rectangle a reflow process is performed by heating the chip to 200 ◦C
for 11 minutes on a hot plate. The coil is then written and deposited such that the wires
are arched above the crosswire. A liftoff process in NMP then removes the LOR leaving
the airbridges suspended. In the subsequent layer the Josephson junction is deposited
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with a Dolan bridge technique [Dolan, 1977] and finally the bandaid layer is carried out.
The bandaids are necessary to connect metals deposited in different layers. Because of
Aluminum’s short oxidation time [Krueger, 1972] soon after the metal is exposed to air a
layer of aluminum oxide is formed on the surface, this means that different metal pieces
will have very bad electrical contact. In the bandaid layer e-beam lithography is used to
write squares in the areas where different layers overlap (see the green parts in the inset
of Fig. 2.5) then before metal is deposited an ion beam of argon ions is applied to remove
the oxidized Al in ultra high vacuum. Then new Al is deposited on the exposed metal
creating a direct electrical contact. Finally the sample is placed in vapour HF to remove
the oxide and suspend the membrane.
More detailed recipies can be found in Appendix A.
2.4 DC SETUP
DC measurements presented in this work were performed at the mixing chamber stage of
a Blufors LD250 dilution refrigerator (base temperature around 10 mK). This stage can
be accessed via 24 inbuilt lines running from room temperature to the stage in twisted
pairs.
The voltage and current signals are generated by a low noise IVVI rack developed by
Raymond Schouten in Delft1. Specifically voltage is sourced by the S2f module or the
S3b module when lower voltages were needed and current is sourced from the S4m module
with range going down to 1 nA. To read-out voltage the signal is passed to a M2m amplifier
module where the amplification can be selected between 1 and 104 while a current signal
is sent to a M1b current to voltage converter module where the resistance goes from 10
MΩ to 1 GΩ. Both these modules output voltage signal high enough to be measured with
a multimeter. These two measurement modules are internally connected to a M0 which
has a BNC output which is connected to a Keysight P9373A multimeter.
1http://qtwork.tudelft.nl/ schouten/ivvi/index-ivvi.htm
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(a) source current (b) source voltage
Iin Vin
Figure 2.6: DC measurement techniques. (a) 4 probe measurement scheme for current
sourced Josephson junction measurements. (b) 4 probe measurement scheme for voltage
sourced Josephson junction measurements
2.4.1 MEASUREMENT TECHNIQUES FOR DIRECT CURRENT MEASURE-
MENT
When measuring the IV curve we can use two methods, current driven and voltage driven.
For a current driven measurement a current is sent through the sample and the voltage
is collected across it. However this method will include all resistances that occur between
the sample and the measurement setup. In our case this includes the resistance of the
Blufors wires, the resistance of the filters and the on-chip or off-chip resistors.
These issues are circumvented by using the four probe approach. The idea is to split the
measurement line and the excitation line as close as possible to the sample. This allows for
the voltage and current lines to be independent and therefore the effect of the resistances
is not included in the measurement. The typical 4-probe measurement includes exciting
with a current Iin and measuring the voltage Vmeas across the separate lines as seen in
Fig. 2.6(a).
Alternatively the measurement can be done with a voltage excitation as seen in Fig. 2.6(b).
For this configuration the voltage supply and the current measurement are in series. This
uses only two of the probes, the remaining probes are used to measure the voltage applied
across the junction VJJ = Vmeas. In fact the voltage sent will be changed by the line
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Figure 2.7: DC low pass filters. Picture of a low pass filter used for DC measurements
consisting of two stages of RC filters and one stage of LC filters in series.
resistance R by VJJ = Vin − ImeasR. If the resistance of the line (without the junction) is
known through a reference measurement then the voltage at the junction can be calculated
and the measurement can be done with only two probes.
2.4.2 SAMPLE HOLDER AND FILTERING
At the 10 mK stage the lines are connected to a filter which contains two RC filters and
one LC filter in series. An image of a filter is shown in Fig. 2.7. The RC filters consist
of film surface mount resistors from Susumu (s.n. RG1005P-9762-B) of the value of 96.7
kΩ and ceramic multilayer capacitors from Murata (s.n. GRM2195C1H103JA01J) of the
value of 10 nF. These result in a cutoff frequency of 163Hz. In addition to two repetitions
of the RC filter, each line also incorporated an LC filter with a cutoff of 80 MHz at room
temperature. This part is added to strengthen the filtering of higher frequency where the
RC components might fail. All lines connected to the sample went through the filter box
meaning that the total resistance of a voltage or current measurement would be 390 kΩ at
room temperature, the value went up to 425 kΩ when the fridge was at base temperature.
This type of filtering however fails at higher frequencies (> 10 GHz), in order to extend
the range of the filtering 12 thermocoax lines were also implemented in the setup.
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2.5 RF SETUP
Measurements done at high frequency (4-12 GHz) were performed in the same dilution
refrigerator at around 10 mK.
2.5.1 PACKAGING
Samples are mounted in a sample box made out of oxygen-free high conductivity copper
shown in Fig. 2.8(a-b). The box is closed by a lid in order to shield from external RF
radiation. The chip is placed carefully on a PCB where 4 MMPX connectors are surface
mount soldered to 50 Ω coplanar wave transmission lines that extend to the edge of
the chip. Aluminum bond wires connect the chip ground to the PCB ground and the
center wire of the PCB transmission lines is bonded to the devices, an example is shown
in Fig. 2.8(c). Finally to guarantee that the bonds are successful the resistance between
center conductor and ground of the MMPX connector is measured. In most of the samples
the waveguide is shorted near the device for inductive coupling, this indicates that the
resistance measurement will result in a resistance of 50-100 Ω. However it is important to
distinguish a working device from a device where the center wire is shorted to the ground
on the PCB, something that can occur because of misplaced bonds or solder. This results
in a resistance to ground below 10 Ω. Finally the box is thermally anchored to the 10
mK stage of the dilution refrigerator as shown in Fig. 2.8(c).
2.5.2 LOW TEMPERATURE SETUP AND FILTERING
When measuring at low temperatures it is important that the signals reaching the samples
are well thermalized with the temperature of the fridge stage. As all signals are sent from
room temperature they come with room temperature Johnson-Nyquist noise. For this
reason all signals coming in are heavily attenuated. The low temperature setup shown in
Fig. 2.9 displays a total of 50 dB attenuation distributed across three stages. 50 dB is
enough to remove room temperature noise, however the cables increase the total attenu-
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Figure 2.8: Copper box, PCB and sample. (a) Picture of the bottom part of the
copper box. RF connector, PCB transmission lines and position of bond wires are high-
lighted. The box is then closed with a copper lid to avoid stray RF radiation. (b) Bottom
part of the PCB mounted on a copper cold finger thermally anchored to the 10 mK stage
of the dilution refrigerator. (b) Close up of bonds connecting the PCB to the sample.
ation to approximately 70 dB which becomes 83 dB when the room temperature cables
are included. Attenuations reported are for around 8 GHz and decrease with increasing
frequency with a total variation of 10 dB across the 4-12 GHz range.
The attenuators are distributed across several stages as they dissipate the signal to the
ground, were they all placed on the 10 mK stage they would risk causing heating for
particularly high power signals. Each component will add noise at the temperature it is
thermalized to making it crucial to have sufficient attenuation at the 10 mK stage.
In addition to being attenuated the input lines are heavily filtered for signals outside of
the measurement band. The measurements were done in two measurement bands, 4-8
GHz and 8-12 GHz, on two separate lines. Both lines have the same configuration of
filters and attenuators with the difference being the filtering band.
Commercial microwave filters however only work up to a certain frequency and are ineffec-
tive above approximately 50 GHz. This is important because photons at these frequencies
have enough energy to break Cooper pairs and hence can be very detrimental to the qual-
ity factor of superconducting circuits. Materials such as Eccosorb and Stycast filter at
these frequencies [Halpern, 1986] and therefore Eccosorb filters and Stycast shielding were
added. Once the incoming signal passes the first round of filtering it reaches a circulator.
This element is crucial in order to separate incoming signals from outgoing ones, it works
similar to a roundabout with three exits. It’s presence means a wave coming from the
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Figure 2.9: Low temperature measurement setup. Scheme of an input-output line
used to conduct low temperature RF measurements. The boxes labelled with 10 (20) dB
represent attenuators while the remaining boxes represent bandpass (BPF), lowpass (LPF)
and Eccosorb (Ecco) filters. The circles with the curved arrows represent circulators. The
triangles represent amplifiers. The setup is designed for reflection measurements.
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input line goes to the sample, a wave coming from the sample goes to the output line
and noise coming from the output line goes to a termination and is not sent back to the
sample. This last step is crucial as the signal amplifier emits noise with a temperature
of at least 4K. Only two circulators are strictly necessary and the third one is added for
additional isolation, which amounts to 25 dB per circulator.
From the circulator the signal reaches a 6 port coaxial switch by Radiall. This is an
element that allows for the signal to be redirected to six different lines and hence has the
potential to measure six samples in a single cooldown.
From the switch the signal is sent directly to the sample where it interacts with the cir-
cuitry and then is reflected back. When approaching the circulators it is directed to the
output line but not before another round of filtering. Specifically these filters are to avoid
noise coming from the output line which is not attenuated as the input lines.
The 10 mK stage is connected to a low noise High Electron Mobility Transistor (HEMT)
amplifier on the 4 K stage by one long superconducting cable. This allows for minimal
signal loss before the amplifier. It is very important that as little of the signal as possible
is lost between the sample and the HEMT in order to have a good signal to noise ratio.
The reason is that often measurements are done at single photon equivalent powers while
the HEMT adds 7-10 photons of noise.
After the amplifier the signal reaches room temperature undisturbed. At this point the
signal has been amplified by 40 dB which means cable losses are much less critical.
Finally a word must be spent on the cable materials. Part of the method that the fridge
uses to reach the low temperatures in to have very low thermal conductivity between
stages. For this reason cables that connect different stages are made of Stainless Steel
with the exception of the ouput cable connecting the to 50 K stage to RT which is made
out of Beryllium Copper and Stainless Steel. Cables that connect objects on the 10 mK
stage must have high thermal conductivity in order to thermalize all devices to the stage
temperature and low loss to maintain high signal to noise ratio. Therefore all cables con-
necting samples and filters are made out of copper and additional thermal anchoring is
added to pieces of equipment where signal is dissipated (i.e. attenuators, circulators and
filters).
41
CHAPTER 2. EXPERIMENTAL METHODS
2.5.3 ROOM TEMPERATURE RF SETUP
The room temperature setup is designed in order to allow for switching between different
types of measurements with minimal effort from the user. The two input lines were
designed in a similar way. The 8-12 GHz line includes an additional switch with the
option to route the outbound signal to a spectrum analyzer which is not present in the
other line.
The incoming and outgoing signals are routed through a board (shown in Fig. 2.10) and are
directed by room temperature switches. The board allows for the following measurements:
VNA measurements: in the case of all switches being set to 0 a signal enters by VNA
IN and goes directly to the fridge. The outcoming signal is then directed to the VNA
OUT port. The RF line also has a direct pathway to the fridge input and is used in
spectroscopy measurements for excitation signals. This measurement method is used for
resonator characterization and continuous wave qubit spectroscopy.
Digitizer measurements: Here the input lines are the RF and SPEC ports, connected
to microwave sources. The SPEC port has the option to go directly into the fridge or to
pass through an upconversion IQ mixer where it can be mixed with an AWG signal. The
output signal is then routed to the downconversion mixer where it is mixed with the LO
source. The I port is terminated and the signal going through the Q port is amplified and
sent to the digitizer. This measurement method is used mostly for time domain qubit
measurements.
Calibration measurement: In this configuration the signal avoids the fridge and goes
through upconversion then downconversion and is detected by the digitizer. This mode
is useful for visualizing the signals that are sent in the fridge and for calibration of the
upconversion IQ mixer.
2.5.4 MEASUREMENT TECHNIQUES FOR QUBITS AND RESONATORS
Resonator characterization measurements
Resonator measurements reported in this work are done exclusively with a VNA. This is
because the VNA allows to measure both phase and amplitude of the signal by mixing it
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Figure 2.10: Room temperature setup. Visualization of the room temperature down
conversion board with the paths for different types of measurements highlighted. Boxes
named SW are switches, boxes named PS are power splitters, circles are IQ mixers.
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with the outgoing signal.
In order to characterize a resonator the real and imaginary components of S 11 (I and
Q) are measured as a function of frequency. The majority of measurements are done in
reflection and the S11 parameter was fitted to the function [Gao, 2008a]
S 11 = A0e−i(ϕ+2πντ)
(
1 − 2Qi − 2iQiQeδν/ν0
(Qi + Qe) + 2iQiQe(ν − ν0)/ν0
)
. (2.2)
The equation is more complicated than a simple Lorentzian shape to include for our mea-
surement conditions. The parameters in Eq. 2.2 are the following:
A0 is the dimensionless measurement baseline given by attenuation and amplification
ϕ is a constant phase offset
ν is frequency
τ is a time constant meant to correct for a frequency dependent phase offset accumulated
through the coaxial cables
Qe,Qi are the external and internal quality factors
ν0 is the resonance frequency of the resonator
δν is an asymmetry factor to fit resonators with an asymmetric/fano linewidth [Fano,
1961]. These are often due to interferences caused by experimental imperfections or
asymmetries in the feedline circuit.
2.5.5 QUBIT CHARACTERIZATION MEASUREMENTS
This chapter will include a step-by-step procedure that allows to fully characterize a qubit
coupled to a resonator. This includes measurement of qubit transition frequencies and
coherence times performed on transmon qubits. The methods are independent on the
specific qubit type and were used on the RF-SQUID qubits presented in later chapters.
Resonator characterization
A resonator coupled to a qubit will experience a shift χ in frequency according to the state
of the qubit [Wallraff, 2005; Schuster, 2007; Bianchetti, 2009]. This shift is present when
the cavity is being measured with a number of photons below a critical photon number
[Blais, 2021]. When the critical photon number is surpassed the cavity+qubit system
reaches a state of bistability. At very high photon numbers the effect of the qubit is no
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Figure 2.11: Resonator vs. power. (a) 2D plot of reflection amplitude vs. frequency
measured with the VNA for different measurement powers. (b) and (c) Traces at low and
high power showing the cavity frequency when the qubit is in the ground state and the
bare frequency of the two cavities corresponding to the gray and yellow dashed lines in
(a). The difference between the two frequencies is identified as χ0.
longer felt by the resonator and the resonance is therefore at the cavity bare frequency.
This process can be followed in a cavity trace vs power measurement that can be done
with a VNA in Fig. 2.11.
The difference in resonance frequency between the high power and low power measure-
ments reveals χ0. In the case of tunable qubits (such as a fluxonium with a flux bias) χ0
vs flux can be obtained by measuring a frequency trace vs flux.
Two tone continuous wave spectroscopy
The cavity trace vs flux might show a series of anti-crossings due to a qubit level crossing
the resonator frequency. In this flux range the qubit-resonator interaction can be de-
scribed as a direct interaction that allows energy exchange. Once the qubit is detuned far
enough from the resonator the measurement of it’s frequency must be done dispersively.
Figure 2.12 shows the shift in the cavity as a function of qubit drive frequency when such
drive is continuously applied. When the drive resonates with the qubit transition the
qubit is placed in a mixed state resulting in a resonator shift of χ01/2 = (χ1 − χ0)/2. The
magnitude of the shifts need to predicted by taking into account the qubit parameters
and the magnitude and type of coupling (inductive or capacitive) [Zhu, 2013] and are
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Figure 2.12: Resonator shift due to qubit excitation. (a) 2D measurement of a
resonator trace vs qubit drive frequency done with a VNA. Around the frequency of the
qubit the resonator shifts in resonance allowing to measure the qubit state by measuring
the change in resonator reflection. (b) and (c) Two traces corresponding to the dashed
lines on the 2D plot showing the peak that corresponds to the qubit frequency. The two























for inductive coupling. gC (gL) is the capacitive (inductive) coupling constant, |n̂αβ| =
| ⟨0|n̂|1⟩ | is the charge number matrix element, |ϕ̂αβ| = | ⟨0|ϕ̂|1⟩ | is the phase matrix element
and Eαβ = Eα − Eβ is the difference in energy between two given qubit states and ωR is
the angular frequency of the resonator.
Rabi measurement and Chevron pattern
An important aspect of qubit characterization is to measure its time domain properties,
this includes coherence and energy relaxation time.
As these values can be below 1 µs the measurement setup must have a fast sampling rate.
In the case of the data in this work an Alazar ATS9870 digitizer was used which has a
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sampling rate up to 1 Gigasamples/s corresponding to resolution of 1 ns.
Qubit measurements in time domain described in this work are measured by applying an
excitation pulse which moves the qubit state to the desired state on the Bloch sphere then
sending a second pulse at the cavity resonance frequency νres. This second pulse is mixed
with an local oscillator with frequency νLO resulting in a signal at frequency νi f = νres−νLO
which the digitizer can acquire (up to 500 MHz). The signal is recorded by the digitizer
and then digitally downconverted to extract the time dependent quadratures, I and Q.
The intermediate frequency becomes the measurement bandwidth unless additional digi-
tal filters are applied.
A high bandwidth is required for small time resolution therefore the noise in the data
must be reduced by making many averages (a typical measurement would include 10k+)
which requires excellent timing between all instruments over long stretches of time. In
order for this to be achieved all instruments are synchronized to a rubidium clock and
triggered by a delay generator with accuracy below 25 ps.
A Rabi measurement is executed by sending a drive pulse addressing the qubit and mea-
suring the resonator response with a second pulse. This is repeated for increasing drive
pulse length, a scheme of the pulse sequence is seen in Fig. 2.13(b). The drive pulse,
if resonant with the qubit, will rotate the qubit state around the x,y axis of the Bloch
sphere at a rate ΩR resulting in an exponentially decaying cosine function [Wallraff, 2005;
Bianchetti, 2009]. A typical trace is displayed in Fig. 2.13(c). The decay over time for
high drive fields (ΩR ≫ 1/T1, 1/T2) is due both to qubit relaxation T1 and dephasing Tϕ
and is given by [Bianchetti, 2009]
1/TRabi = (3/T1 + 2/Tϕ)/4. (2.5)
The frequency ΩR of Rabi oscillations is proportional to drive amplitude and coupling
strength. In addition to the rotation speed given by the drive the qubit will rotate around
the z-axis of the Bloch sphere at a frequency corresponding to the detuning between the
drive frequency and the qubit frequency. These two methods of rotation are what gives
rise to the Chevron pattern when a Rabi measurement is done for different frequencies.
Such measurement is shown in Fig. 2.13(a).
Doing such measurements is not particularly informative when it comes to extracting
coherence times, however they reveal the length of a π pulse for a given power and detuning
47
CHAPTER 2. EXPERIMENTAL METHODS








































Figure 2.13: Rabi measurement and Chevron pattern. (a) Chevron pattern mea-
surement, i.e. a series of Rabi measurements done for different drive frequencies. When
the drive frequency corresponds to the qubit transition the rotation frequency is given
solely by the coupling and drive amplitude. As the frequency changes the rotation in-
creases in frequency. (b) Scheme of the pulses used. (c) A single Rabi sweep taken at the
qubit resonance (see dashed line in Chevron pattern) showing the Rabi oscillation and
the fit function.
(i.e. the pulse length and power that will take the qubit state to |1〉 on the Bloch sphere
making it rotate by an angle of π).
Relaxation measurement
The measurement to extract the relaxation time consists of initializing the qubit state to
|1〉 with a π pulse and measuring it after a wait time. The qubit excitation vs. wait time
follows an exponential decay where the decay rate is T1 i.e. the relaxation rate [Wallraff,
2005].
Ramsey measurement
A similar measurement is done in order to quantify T2. However to measure the coherence
the qubit is left in it’s superposition state (|0〉 + |1〉)/
√
2. This is achieved by applying a
π/2 pulse which places the qubit state on the equator of the Bloch sphere. After a wait
time a second π/2 pulse is applied which, if the qubit has not lost coherence, will bring
the qubit state to |1〉.
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Figure 2.14: Coherence measurement (a) A Ramsey measurement as a function of
detuning. Unlike in the Chevron pattern displayed in Fig. 2.13(a) the frequency of a
Ramsey measurement is directly the detuning between the drive pulse frequency and the
qubit transition. (b) Scheme of the pulse sequence used for a Ramsey measurement.
(c) Shows a single trace from the 2D plot (corresponding to the dashed line) where the
oscillations and decay are visible.
If the excitation pulses are detuned from the qubit resonance frequency the qubit state will
rotate around the equator and the measurement will result in an exponentially decaying
cosine function. An example of the measurement is seen in Fig. 2.14 where (b) shows
the pulse sequence and in (a) the Ramsey measurement is done as a function of drive
frequency displaying an increase of the rotation frequency as the drive is detuned from
the qubit. (c) shows a trace from the 2D measurement (dotted gray line) where the
rotation around the z axis of the Bloch sphere and the exponential decay are visible.
Spin echo measurements








indicating that there are two sources of decoherence: the relaxation time T1 and the
dephasing time Tφ. While relaxation is an irreversible process, dephasing in principle
is not [Bylander, 2011]. Because of this fact the qubit dephasing can be reversed by
reversing the qubit phase. A sketch of the pulse sequence and a representation of the
effect of such a measurement can be seen in Fig. 2.15. (a) displays the pulses, the two π/2
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|01. start in ground
state
2. apply π/2 in X


















Figure 2.15: Spin Echo measurement. (a) Pulse sequence of a spin echo measurement
where the π pulse and the π/2 pulses are different quadratures (X,Y). (b) a representation
the evolution of the qubit state (black dot) on the Bloch sphere where the yellow arrows
represent the trajectory taken when the pulses are applied. The black arrows indicate the
direction of the dephasing which is inverted after the π pulse.
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pulses are to be in a separate quadrature with respect to the π pulse. This guarantees
that the π/2 and π pulses rotate the qubit around perpendicular axis. Figure 2.15(b)
shows the evolution of the qubit state on Bloch sphere. The first pulse brings the qubit to
the equator of the Bloch sphere where the wait time starts. The dephasing at this point
begins spreading the qubit position, however once the phase of the qubit is rotated the
direction of the spreading is also inverted bringing it to un-do the previous dephasing.
This method applies a low pass frequency filter based on how many of the central pulses
are applied [Bylander, 2011] allowing to remove more and more of the dephasing until the





CHAPTER 3. GEOMETRIC INDUCTOR CHARACTERIZATION
3.1 CHAPTER INTRO
This chapter discusses the measurement and analysis of planar coil resonators. The focus
is on measurements done and trends that can be extracted from the data. The work
in this chapter was done in collaboration with Andrea Trioni who helped develop the
fabrication recipe and did the theoretical modelling. In addition Farid Hassani, Martin
Žemlička and Mariia Labendik helped with simulations.
This chapter is based on the paper "Surpassing the resistance quantum with a geometric
superinductor".
3.2 COIL MEASUREMENTS
This section will show experimental characterization of planar coils used as resonators.
These were fabricated on Silicon, Silicon On Insulator (SOI) and Silicon On Insulator
Backetched (SOI-BE). Fabrication steps are discussed in detail in Section 2.3 and Ap-
pendix A.
A total of 104 coils were measured in this manner and for each the resonance frequency
was extracted by taking a frequency trace with a VNA which was then fitted to Eq. 2.2.
The measurement was done as a function of probe power in order to track changes in
quality factor and resonance frequency. Figure 3.1(a) shows an example of such a mea-
surement and singles out three traces measured at different powers (b-d). The trace (b)
shows a resonance dip distorted to a point where it is no longer in a Lorentzian shape
illustrating the effect of the breakdown of superconductivity.
From the change in resonance frequency it is possible to extract the linearity of the res-






(κi + κe)2 + 4(ν − f0)2
, (3.1)
where κe = 2π f0/Qe and κi = 2π f0/Qi are the external and internal linewidths of the
resonator respectively and Pin is the power at the resonator input.
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Figure 3.1: Typical power sweep of a coil resonance. (a) 2D plot of VNA traces
vs source power. The data shows a high degree of linearity as the resonance frequency
doesn’t significantly change. (b-d) are three traces taken for different source powers. (d)
shows the lowest Qi due to the presence of Two Level Systems (TLS). At higher power,
displayed in (c), the internal quality increases due to TLS saturation. In (b) the current in
the coil is very high due to high probe power causing the beginning of the phase transition
towards a normal metal which distorts the shape of the linewidth. The brown lines in
the traces are fits to Eq. 2.2 with varying degree of accuracy. (e) is a plot showing the
change in internal quality factor of a coil as a function of power. The brown line is a fit
to a TLS model from Eq. 3.2. (f) Measurement of the change in frequency as a function
of power fitted to a linear model where the gradient gives the linearity of the resonator.
The plots in this column are not from the same coil as the rest of the plots in this figure.
(a-d) coil parameters n = 100, p = 0.3µm, dout = 66 µm on Silicon, (e-f) coil parameters
n = 155, p = 0.3µm, dout = 105 µm on SOI
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Figure 3.2: Typical temperature sweep of a coil resonanace Change in frequency
(a) and quality factor (b) as a function of temperature. The fit lines are to Eqs. 3.3 and
3.4 respectively. Coil parameters n = 155, p = 0.3µm, dout = 105 µm on SOI
The shift slightly varies between coils and is very challenging to measure as it is often
obscured by the breakdown of the superconductor. Figure 3.1 (f) shows the change in
resonance frequency as a function of photon number for an example coil, this was found to
be 0.24 mHz per photon. Such a low non-linearity is unparallelled by other superinductors
[Masluk, 2012; Maleeva, 2018; Niepce, 2019] and allows us to classify our coils as highly
linear devices. The extracted non-linearity is representative in order of magnitude of the
general non-linearity found in planar coils.
Figure 3.1(e) shows the internal quality factor (Qi) as a function of power. The shape
is consistent with losses due to two level systems (TLS). TLS can be due to surface
defects or dangling surface bonds and are saturated at high probe powers. Consequently
the fraction of photons absorbed by TLS decreases with increasing intra-cavity photon





where F is the fraction of electric field in the lossy material, δTLS is the TLS loss tangent,
nC is the critical photon number needed to saturate the TLS, and Qsat represents the
losses due to the remaining loss mechanisms, such as quasiparticles or radiation, which
for the shown sample is 1.1 × 106. The TLS loss tangent was found to be 1.3×10−5.
While all coils were measured as a function of power only a couple were measured as a
function of temperature. In fact when increasing the fridge temperature the resonance
frequency and internal quality factor both decrease. This effect is due to the surface resis-
tance and reactance of the superconductor which manifests as a temperature dependent
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kinetic inductance due to surface effects.
The surface complex conductance governs the frequency and quality factor shifts as [Gao,
2008b]











where α = Lk/(Lg+Lk) is the fraction the kinetic inductance Lk to total inductance Lk+Lg,
γ is a material dependent variable which is -1 for aluminum thin films [Gao, 2008a], σ1





















where σn is the normal conductivity, ∆ is the gap energy, f is the resonance frequency
and K0 and I0 are the 0th order modified Bessel functions of the first and second kind
respectively [Gao, 2008b].
Figure 3.2 shows measurements of this effect. Fitting this data to Eqs. 3.3 and 3.4 allows
to find α which in combination with the geometric inductance value calculated from
Eq. 1.18 gives the value for the kinetic inductance Lk for the specific device. The kinetic
inductance depends on wire length and cross section making it coil specific. More general





where µ0 is the vacuum permeability, and l, w and h are the length, width and thickness
of the wire [Annunziata, 2010].
Applying this procedure to the data shown in Fig. 3.2 the penetration depth was ex-
tracted to be 147 nm. This number is much higher than the penetration depth of pure
and bulk Aluminum [Gao, 2008a] due to the thin film nature of the metal [Reale, 1974].
In combination with the geometric parameters and Eq. 3.6 the penetration depth gives
all the necessary information to extract the kinetic inductance of any coil.
Knowledge of the complex conductance allows one to calculate whether quasiparticles are
limiting the internal quality factor. Even though the presence of thermal quasiparticles
is expected to be exponentially suppressed at the fridge base temperature it was shown
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[Visser, 2011] that the number of quasiparticles does not decrease with temperature be-
low ∼180 mK. Assuming this to be the quasiparticle temperature one can compute the
expected quality factor Q = σ2(180 mK)/(ασ1(180 mK)) [Zemlicka, 2015] which gives a
limitation of 2.5× 106 for the coil in Fig. 3.1(e) and Fig. 3.2. This value being in the same
order of magnitude as the fitted Qsat indicates that out of equilibrium quasiparticles likely
constitute one of the main loss mechanisms at high powers. Other loss mechanisms also
expected to contribute are radiation loss and absorption from the copper box.
3.3 COIL RESULTS AND TRENDS
From each individual coil measurement it is possible to calculate kinetic and geometric
inductance from Eqs. 3.6 and 1.18. The capacitance can then be retrieved by the LC












Figure 3.3 shows the frequency and characteristic impedance of all measured coils. Points
in (a-c) are given by fits to VNA measurements, in (d-f) they are calculated from the
fundamental frequencies and Eqs. 3.6, 1.18 and 3.8. The fit lines are fits of the frequency
data to Eq. 1.19 with the effective permittivity (ϵeff) being the only fit parameter. The fit
lines to the characteristic impedance are calculated from the fit in the same way as the
data.
Figure 3.4 displays calculated values of inductance and capacitance for the same devices
reported in Fig. 3.3. The inductances (a-c) are calculated with Eqs. 3.6 and 1.18 while the
capacitances (d-f) are extracted from the frequencies and the calculated inductances by
using Eq. 3.7. As expected for n ≫ 1 and fill-ratio ρ ≈ 1 the capacitance is experimentally
found to scale linearly with the outer radius of the coil (C ∝ rout = rin + np). The data
was therefore fitted to a linear model and the gradient extracted can be interpreted as
the amount of capacitance that comes with adding a micron of radius to the coil. These
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Figure 3.3: Resonance frequency and impedance of planar resonators. (a-c) mea-
sured resonance frequency of planar coils on the three substrates. Line fits are to Eq. 1.19
where the free parameter is the effective permittivity εeff. (d-f) Calculated impedance
taken from the measured and fitted frequency data of the first row and the calculated
inductance from Eqs. 1.18 and 3.6.
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Figure 3.4: Inductance and capacitance trends. (a-c) Total calculated inductance
taken from Eqs. 1.18 and 3.6. (d-f) Capacitance vs the coil outer radius rout. The linear
dependence is used to extract the capacitance per unit radius. The capacitance of the
200 nm pitch coil is not fitted to a linear model due to there only being two points.
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values can be seen in Fig. 3.5(a). Figure 3.5(b) shows the extracted effective permittivity
of the three substrates. The average values extracted are ϵeff of 6.89 ± 0.09 for silicon,
2.04 ± 0.93 for SOI and 1.25 ± 0.19 for SOI-BE. In the case of silicon ϵeff can be estimated
with a simplified conformal mapping formula ϵeff = (ϵSi + 1)/2 = 6.5, very close to the fit
results, and in the case of SOI-BE we find a value close to that of vacuum. The values
of capacitance per µm of radius and effective permittivity for the SOI substrate exhibit a
strong pitch dependence. The reason is that coils with higher pitch have larger size (as
seen in Fig. 3.4(e) ) and as a consequence a larger electric field distribution. Because SOI
is not a homogeneous material, the higher the pitch the more electric field resides in the
silicon handle wafer increasing ϵeff. This is the main reason for the large 90% confidence
interval of ϵeff.
These numbers apply to any coil on a specific substrate which in turn allows to compare
the efficiency of different substrates at decreasing stray capacitance. The steep decrease
in both ϵeff and capacitance per µm between Silicon and SOI and subsequent saturation
between SOI and SOI-BE should mimic the shape of the electric field in the vertical di-
rection. This fact was additionally supported by a set of simulations showing the field
distribution. This goes to show that the electric field is distributed around the coil struc-
ture and does not concentrate in the gaps between the coil turns which is also reflected in
the relatively high internal quality factor suggesting a low amount of electric field focused
on the interface.
Figure 3.5(c) shows the characteristic impedance for measured coils with similar funda-
mental frequency f0 = (10.7 ± 0.3)GHz. The superlinear improvement obtained by going
to lower pitches occurs because fixing the frequency has the effect of fixing the wire
length. For a set length, lower pitch coils have more turns, which gives higher inductance
and smaller radii for lower parasitic capacitance. Both have the effect of boosting the
characteristic impedance. The dashed lines represent analytical expressions derived from
Eqs. 1.18, 3.6 and 1.19 and the bands correspond to the error of ϵeff as discussed earlier.
In the case of SOI the ϵeff was interpolated between different pitches resulting in a slightly
modified shape and a very small error band. Other curves are based on the average value
of ϵeff.
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Figure 3.5: Comparing trends across substrates. (a) Capacitance per unit radius for
different substrates, these numbers were extracted from the line fits shown in the bottom
panels of Fig. 3.4. (b) Average effective permittivity values extracted from the fits to
the frequency data shown in the top panels of Fig. 3.3. (c) Characteristic impedance vs.
pitch for the three substrates where the coil frequency is fixed to 10.7 GHz. The points
represent coils with this frequency measured for different substrates and pitches. The fit
bands represent the standard deviation of the effective permittivity with the exception
of the SOI curve (beige) where due to the high variation in the effective permittivity an
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CHAPTER 4. GEOMETRIC RF SQUID QUBITS
4.1 CHAPTER INTRO
The following chapter reports on the measurement of several RF-SQUID qubits. The
chapter will go over initial design considerations and measurements of spectra and coher-
ence. This work was done with the help of Farid Hassani, who assisted in the modelling
and fabrication of the devices, and of Grisha Szepp, who coded the fitting algorithm.
This chapter is based on the paper "Geometric superinductance qubits: controlling phase
delocalization across a single Josephson junction".
4.2 SAMPLE DESIGN
All qubits presented here are 2D integrated on-chip designs meaning that both the qubit
and the resonator used for its readout are microscopic and fit on a single chip resulting
in an extremely compact footprint of about 60 µm× 120 µm for a full circuit QED system
[Kjaergaard, 2020]. The full chip design consisted of 8 launchers placed along 2 sides of
a 10x10 mm2 SOI wafer. Each side having four 50 Ω launchers shorted to ground near a
resonator coil.
Figure 4.1 shows a SEM of one of the launchers close to where the center conductor is
shorted to ground. The sample is fabricated on SOI and therefore the center conductor
and rectangle around the device are suspended. The ground is missing in the center of
the chip in order to not have a superconducting loop around the qubit that can support
currents and potentially affect or even obstruct the application of external magnetic flux.
Figure 4.2 shows a closeup of the resonator and qubit. Both consist of planar coils with
the difference that the resonator coil is open while for the qubit an air bridge is built such
that the two coil ends can connect to the Josephson junction. Both air bridges and JJ
can be seen in the insets.
The positions of the two coils with respect to the coupler wire’s symmetry point guarantee
a strong coupling to the resonator and a weak coupling to the qubit, as explaind by
simulations in Section 2. The coils were put in close proximity in order to guarantee a
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Figure 4.1: Fluxonium SEM - overview. A wide view of a Fluxonium qubit and
resonator which shows the center conductor of the coplanar waveguide (dark green), the
ground (light green) and suspended membrane (purple) on which the device is positioned.
The edge of the suspended membrane (dotted, black) shows the coplanar waveguide is
also free-standing.
strong coupling between the two.
Overall six RF-SQUID qubits were measured which can be devided in two different designs
according to the size of the qubit coils. The different coil parameters are reported in Table
4.1
Coil turns pitch (µm) L (nH) C (fF) f0 (GHz)
Design 1 74 0.4 280 2.7 3.5
Design 2 125 0.3 720 3.2 3.6
Table 4.1: Design parameters for RF-SQUIDs qubits. The two different designs are
distinguished by the different geometry of the qubit coil. The reported parameters are
from the qubit coil geometry or Sonnet simulation of the coil properties. Within a single
design the differences were given by changes in junction size and oxidation.
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40 μm 4 μm
resonator qubit
3 μm
Figure 4.2: Fluxonium SEM - close-up. A close-up SEM of the device with design 2.
In purple is the resonator coil, placed asymmetrically with respect to the coupler while the
qubit in green is centered. Insets show an enlarged view of the bridges and the Josephson
junction.
4.3 SPECTRA AND PROPERTIES
The first step in characterizing any qubit is to measure the transition frequencies. In the
case of RF-SQUID qubits the spectrum is to be measured as a function of external flux
threaded through the fluxonium loop. Flux Φext was applied by a millimeter-sized coil at-
tached to the outer side of the copper box shown in Section 2.5.1 as seen in Ref. [Bianchetti,
2010].
Figure 4.3 shows the spectroscopy data of the measured qubits belonging to the two types
of designs described in Table 4.1. Superimposed to the spectroscopy data are the pre-
dicted energy levels obtained with the parameters displayed in Table 4.3. The parameters
were found by fitting the data to the eigenvalues of the full Hamiltonian from Eqs. 1.13
and 1.24.
Fitting fluxonium spectra and their coupling constants can be a challenge due to the mul-
titude of parameters and their non-trivial effect on the energy levels. In an effort to make
parameter fitting computationally tractable, the energy levels of the full Hamiltonian are
computed using the in-place eigenvalue solvers for Hermitian matrices available in the
Julia standard library. These solvers are highly performant, yielding eigenvalues for a
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Figure 4.3: All qubit spectra. Spectroscopy data of the measured qubits with fit lines
corresponding to the eigenvalues of the Hamiltonian of Eq. 1.13 for the values of EJ, EL,
EC, gC and gL reported in Table 4.3.
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A 0.618 2.75 8.55 15 0.1
B 0.620 3.15 5.92 63 140
C 0.619 3.25 5.41 69 100
D 0.620 3.83 3.05 41 210
E 0.205 2.97 4.89 6 2
F 0.215 3.40 1.99 90 7
Table 4.2: Measured and fitted qubit parameters. A collection of all fitted param-
eters for the qubits displayed in Fig. 4.3
100× 100 Hermitian matrix (5 photon states and 20 plasmon states) in less than 2 ms on
a typical laptop (Intel Core i7-6700HQ CPU @ 2.60GHz x 8). The eigenvalue solver is
then run repeatedly by a gradient-free local optimization routine [Mogensen, 2018] until
it converges on a set of parameters which best matches the data. Since the optimization
routine is local, whether a trajectory converges on the correct solution depends on the
choice of initial parameters. The most efficient strategy is to first optimize the qubit
parameters (EL, EC, EJ) to Eq. 1.13 and then adding the coupling constants (gL and gC)
and fitting to the full model while fixing values for qubit parameters. The code imple-
menting the fitting of RF-SQUID spectra and coupling constants has been made available
[Szep, 2021].
For each design in Fig. 4.3 the value of EJ/EC is decreased from left to right. The spectra
with larger EJ/EC demonstrate higher flux dispersion because of the higher flux localiza-
tion explained in the Section 1.3.2. Qubits with design 2 show lower transition frequency
and flux dispersion due to being in the higher impedance regime. Lines labelled as i − j
represent the transition frequency between the ith and jth qubit state when no photons
are populating the cavity. When a line is labelled i − j, k photons it represents the i − j
transition with k photons in the cavity. The fits show good agreement with the data even
for higher photon numbers. The qubits with design 2 show an additional parasitic mode
which is discussed in depth later in this chapter.
In Fig. 4.4(a) the measured qubits are placed on the parameter landscape in Fig. 1.9.
Purple circles are geometrically implemented RF-SQUIDs, A-F are reported in this chap-
ter while G and H were coupled to 3D cavities and are discussed in [Peruzzo, 2021]. The
green markers represent RF-SQUID qubits where the inductor was made out of nanowire
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Figure 4.4: Qubit energy ratios and matrix elements. (1) Plot similar to that of
Fig. 1.9 where qubits are positioned according to the ratio of the two potential energy
terms (EL and EJ) and the kinetic term (EC). The qubits represent measured 2D and 3D
geometric qubits (purple) alongside designs that rely on kinetic inductance (green). (b-c)
Plots of flux (b) and charge (c) matrix elements of the 0 − 1 transition of the measured
qubits.
inductors [Hazard, 2019; Peltonen, 2018], Josephson junction chains [Manucharyan, 2009;
Pop, 2014; Pechenezhskiy, 2020] and granular aluminum inductors [Grünhaupt, 2019].
The plot demonstrates the ability of the geometric method to reach a multitude of differ-
ent qubit types in the RF-SQUID family.
Figure 4.4(b-c) presents the flux and charge matrix elements of the qubits’ 0 − 1 transi-
tion, φ01 and n01 respectively. These quantities represent the strength of the effects that
flux/charge fluctuations have on the fist transition of the qubit, as well as quantifying the
how well the qubit can be coupled to via inductance (flux) or capacitance (charge).
As a first consideration one can note the difference in magnitude and dispersion. While
the charge matrix elements remain low for all flux values, the flux matrix elements show
more variation and absolute magnitude. Charge matrix elements are lowest at the half
flux quantum where flux matrix elements reach their maximum. This signifies that at
the frustration point the qubit is mostly driven magnetically. In both cases the qubits
with lower EJ/EC display lower dispersion in both matrix elements mirroring the lower
dispersion also observed in the transition frequency.
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Design 1 Design 2
Figure 4.5: Resonator dispersion. Plots of the low power resonance frequency of the
resonator as a function of external flux. Fit lines correspond to the eigenvalues of the full
Hamiltonian with parameters displayed in Table 4.3.
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In Fig. 4.5 the flux dispersion of the resonator and the fitted spectrum are shown for all
devices. For the devices in design 1, due to the larger flux dispersion of the qubits, the
resonators all show an anticrossing. In the case of qubit E the measurement showed some
cross coupling to other resonators on the chip with similar resonance frequency. This
resulted with two resonance lines both coupled to the qubit to different degrees. The
effect was a smaller qubit-resonator coupling as the resonance mode was split between
two saparate launchers. The fit did not take the double mode into consideration and is
therefore less accurate.
4.4 TIME DOMAIN MEASUREMENTS
Relaxation and coherence measurements were conducted on all qubits with the exception
of qubit A where the signal to noise was too low to obtain good quality coherence mea-
surements.
Figure 4.6 shows the collection of time domain measurements done for the qubits. For
each qubit the top plot is a relaxation measaurement taken at half flux quantum where
the qubit state is being measured as a function of time after a π pulse. The π pulses were
all in the range of 20-25 ns and were limited by instrument rise times. Overcoming these
limitations could allow for the pulse length to go down to a few ns. Measurements are
done by pulsing both the drive and measurement source, the measurement pulse is then
averaged over and the process is repeated for different wait times. The averaged amplitude
data S 11 is then fitted to an exponential function in the case of T1 and to a cosine function
with an exponential envelope in the case of T2. The data is then normalized by removing
the fitted offset and dividing by the fitted amplitude returning values between 0 and 1,
taken to be the average qubit state. This method assumes that the qubit is reset to |0⟩
after each measurement and that it reaches |1⟩ after a π pulse. Due to the low frequency of
some of the qubit transitions at the flux frustration point thermal fluctuations might not
allow for a perfect reset. Methods to reset very low frequency qubits have been explored
in Ref. [Zhang, 2021] but were not attempted here.
The exponential fit to the relaxation data can be seen plotted on a logaritmic scale in
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Fig. 4.3. With the exception of qubit E these are all under 4 µs. Below the relaxation
measurement a coherence measurement as a function of external flux around the flux
frustration point is presented. The error bars represents the coherence times and errors
extracted from separate measurements often performed over 10-15 hours. The black solid













is the decoherence rate, Techo2 is the decoherence time, ω is the qubit’s angular
frequency, Φext is external flux, AΦ is the noise amplitude of the spectral density S Φ(ω) =
AΦ/ω and γ is a constant which depends on the specific filtering function given by the
chosen spin echo sequence.
In the cases of qubits A, B, C and D the coherence was measured with a standard Ramsey
measurement, while for qubits E and F different spin echo sequences were utilized.
Figure 4.6 demonstrates that the limiting factor for the coherence is flux noise. However







Table 4.3: Coherence parameters. Table containing the T1 values at the sweet spot
and the flux noise amplitude extracted from the plots in Fig. 4.6.
at the sweetspot the transition frequency becomes insensitive to first order flux noise and
second order noise does not appear to be a limiting factor. Given that the qubits do not
reach coherence of 2T1, the theoretical limit, there is an additional source of decoherence
at play. The most likely candidate is the photon shot noise, i.e. noise due the shift in
qubit frequency caused by variations in intra-cavity photon number. This noise is directly
related to the high qubit-resonator coupling as it is exacerbated with a high ratio of κ/χ01
[Rigetti, 2012], where κ is the total cavity linewidth and χ01 is the cavity pull on the
qubit. In fact the reason for photon shot noise is the displacement in qubit frequency
due to photons occupying the cavity (AC stark shift) and therefore fluctuations in cavity
71
CHAPTER 4. GEOMETRIC RF SQUID QUBITS
Qubit A
Qubit B Qubit C Qubit D
Qubit E Qubit F
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Flux (Φ0)
Figure 4.6: Qubit coherence times. A collection of the time domain data collected
for all qubits showing measured energy relaxation time T1 and decoherence time T2 as a
function of external flux in units of Φ0.
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Figure 4.7: T1 vs frequency. Measured energy relaxation time T1 of qubits E and F
multiplied by the squared flux matrix element | 〈0|φ̂|1〉 |2 as a function of qubit frequency.
Fit bands are to a dielectric loss model (Eq. 4.2) where the fit parameters are quality
factors of the circuit capacitances. These were found to be (48 ± 9) × 103 for qubit E and
(18.4 ± 0.7) × 103 for qubit F.
photon number shake the qubit frequency creating dephasing. The degree of the shaking
will depend of the coupling strength and spacifically on κ/χ01.
In the case of qubits E and F an additional limitation was added to the fit to account
for shot noise, this was fitted to be 30.0 µs and 6.2 µs for qubits E and F respectively.
These losses correspond to an average photon occupancy of 0.03 and 0.006, which in turn
indicates a thermal bath of 80 mK and 60 mK. These numbers are on-par with similar
implementations [Yan, 2016] and could be further improved with better shielding. The
relaxation data displayed in Fig. 4.6 doesn’t have a clear limiting factor, for such an
analysis one needs to collect T1 data as a function of frequency as shown in Fig. 4.7. The
values of T1 multiplied by the absolute square of the phase matrix element versus the qubit
transition frequency for qubits E and F. The T1 data was extracted placing the qubit in
a mixed state via a saturation pulse and then measuring the decay, the measurement was
repeated along side a spectroscopy measurement to determine the qubit frequency for
different external flux values. The values of T1 are consistent with measurements done
with a π pulse excitation at the frustration point shown in Fig. 4.6. The matrix elements
were calculated numerically using the scqubits python library [Koch, 2021].
The behavior of the data agrees with a pure capacitive loss model, indicating that other
loss mechanisms such as losses through the inductor or through the resonator (i.e. the
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Purcell effect [Houck, 2008]) were not limiting. Even with the high coupling the Purcell
limit to T1 for these qubits is in the hundreds of µs due to the large detuning. We plot
the data along side a temperature dependent capacitive loss model derived from Fermi’s
golden rule [Schoelkopf, 2003]












where Γ1 is the relaxation rate, T1 is the relaxation time, ⟨0|ϕ̂|1⟩ is the phase matrix el-
ement, ωq is the qubit’s angular frequency, C and Qdiel are the total capacitance of the
qubit and its quality factor and T is the qubit temperature.
The bands shown in Fig. 4.7 are fits to Eq. 4.2 with a fitted Qdiel = (57±8)× 103 for E and
Qdiel = (25 ± 1) × 103 for F. These values are similar to the internal quality factors found
for geometric superinductor resonators at single photon power on the same substrate (i.e.
without handle wafer removal) [Peruzzo, 2020] and on par with other fluxonium imple-
mentations [Hazard, 2019]. The temperature is taken as 60 mK and 80 mK respectively,
as per the previous analysis. The values of T1 of qubit F are found to be consistently
higher than the values for qubit E. This is in part due to a lower transition frequency
which stems from the larger tunneling barrier and a higher quality factor due to better
cleaning in fabrication.
4.5 PARASITIC MODE
The planar coil used as a superinductor is a distributed element circuit. At low frequencies
it can be described by a simple lumped element model, i.e. a parallel LC circuit where
the fundamental mode forms the first transition frequency of the qubit. The second mode
of the coil inductor acts as a resonator mode that couples strongly to this qubit mode.
We use finite element simulations like the one shown in Fig. 2.4 for the coil used in qubits
E and F to predict the frequency of this mode as shown in Fig. 4.8(a). At a frequency
of about 6.5 GHz the admittance shows an additional pole compared to the simple LC
model. We model this by adding in parallel to the original LC circuit an extra inductance
and capacitance in series as shown in Fig. 4.8(b).
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Figure 4.8: Qubit parasitic mode. (a) Simulated admittance of the coil used in qubits
E and F. Purple dots represent the simulation, green dashed line is a fit to the circuit
shown in panel (b). Fitted parameters are Cq = 4.8 fF, Lq = 530 nH, Cp = 0.47 fF,
Lp = 1.3 µH. The simulated data shows an additional pole appearing at higher frequency
that was not identified in the qubit spectrum. (b) A phenomenological circuit model for
the high frequency response of the coil inductor that shows very good agreement with
the simulated admittance up to around 8 GHz. The green part of the circuit represents
the qubit while the purple part models the parasitic mode. (c) Two tone spectroscopy
data of the parasitic mode of the qubit. The dashed line is obtained by solving the full
Hamiltonian containing the qubit, the resonator mode and the parasitic mode. Here the
coupling to the parasitic mode was taken to be 0.84 GHz as correctly predicted by Eq. 4.9.
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The Lagrangian for this circuit is






EL,pϕ2p − EJ cos ϕq, (4.3)
where Cq (Cp) and ϕq (ϕp) represent the capacitance and phase variable of the qubit
(parasitic mode) and EL,q and EL,p represent the inductive energies of the qubit and
parasitic mode, corresponding to Lq and Lp as shown in the circuit in Fig. 4.8(b).
Next the relation between the node voltages and currents of the circuit must be identified.
This enables the replacement of the node voltages ϕ̇q and ϕ̇p with their respective canonical
conjugates Qq =
∂Iq
∂t and Qp =
∂Ir
∂t . Using Kirchhoff’s laws one can write the following
equations in the Fourier domain 





where S is the complex frequency, which corresponds to a differentiation operator in the
time domain ddt , while
1
S is an integration operator
∫
dt.










Replacing Eq. 4.5 into Eq. 4.3 gives rise to the final form of the total Hamiltonian

































(â + â†)Q̂q, (4.8)
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By fitting the coil admittance in Fig. 4.8(a) we find the parasitic inductance to be Lp =
1.28 µH and the parasitic capacitance to be Cp = 0.47 fF. By inserting these values
into Eq. 4.7 alongside the fitted qubit parameters the frequency of the parasitic mode is
expected at νp = 6.74 GHz, very close to the measured value seen in Fig. 4.8(c) and the
coupling is expected to be gp/(2π) = 0.84 GHz.
The fit line in Fig. 4.8(c) is obtained by diagonalizing the Hamiltonian of the whole system
consisting of the qubit, the resonator and the parasitic mode where the parasitic mode
is added as an additional resonator coupled to the qubit. For the fit the frequency of
the parasitic mode was taken to be 6.73 GHz while the coupling was taken from Eq. 4.9
with values based on the simulated admittance. We find excellent agreement between the
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CHAPTER 5. TOWARDS THE OBSERVATION OF COULOMB BLOCKADE OF
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5.1 CHAPTER INTRO
This chapter documents a series of experiments on Josephson junctions done with the goal
to measure Coulomb blockade of Cooper pair tunneling and eventually dual Shapiro steps
across a single junction. As this work is still in process, the work presented is mostly tests
and lead-up experiments. This chapter serves as a guide and starting point for future
developments towards the aforementioned goals.
The work in this chapter was done with the theoretical support of Lisa Arndt and Fabian
Hassler from RWTH Aachen University who helped with the understanding of the system
and interpretation of the results and with the help of Andrea Trioni who has helped with
the design and fabrication and will be further progressing this work. When describing the
series resistance or inductance of a component (off-chip resistors or coils) the values spec-
ified are per component. When adding resistors or inductors to the circuit they are added
as pairs (one on each side of the junction) and therefore the total resistance/inductance
is double.
5.2 JOSEPHSON JUNCTION MEASUREMENTS
5.2.1 IV CURVES
As a first step it is important to establish the capability of the experimental setup in
measuring Josephson junction IV curves and whether the system is able to thermalize
sufficiently.
The samples were mounted on a customized PCB from Beta Layout screwed into a copper
box which in turn was thermally anchored to the 10 mK stage of the dilution refrigerator.
These measurements were conducted with a 4-probe approach which allows to see the
resistance of the junction alone. Two different IV curves are presented in Fig. 5.1: (a)
is an IV curve where thermalization was not optimal while on (b) a copper clip was
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Figure 5.1: Josephson junctions and thermalization. Difference between a well
thermalized (a) and badly thermalized (b) IV curve of a Josephson junction. For both
plots the purple line indicates increasing current, meaning that the sweep went from
negative to positive, while the cream colored lines indicates the opposite. In the good
thermalization case the three areas of the IV curve are highlighted. Arrows identify the
switching current Isw and the return current IR
used to clamp the chip to improve thermalization of the sample. The hot sample (a)
showed a non-reliable IV curve which gave different results when the current sweep was
started at zero or at higher absolute values of the current or for different measurements.
This indicates that the reason is a temperature increase due to Joule heating which is
proportional to the square of the current. When the sample was better thermalized these
effects disappeared further confirming the origin of this effect.
In addition to thermalization properties the measured IV curves are able to tell us about
properties of our Josephson junction and setup. Firstly three distinct areas of the IV
curve can be identified: the zero voltage state, the constant voltage state and the Ohmic
state. These distinctions can be seen on Fig. 5.1(b). The measurement shows hysteresis
in the IV curve, meaning that the shape of the IV curve depends on weather the current
is tuned from low to high values or vice-versa. Strong hysteresis is the characteristic of a
junction with high quality factor, i.e. in Eq. 1.6 the term associated with the second order
derivative is dominant meaning a high resistance and capacitance parallel to the junction.
Considering the fact that no parallel resistance was added to the junction high quality
factor is to be expected. The current at which the junction switches from the zero-voltage
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Figure 5.2: Josephson junctions and parallel resistance. (a) Measured IV curve
of Josephson junction shunted on the PCB by RS = 1 kΩ. (b) Measured IV curve of
Josephson junction shunted on the PCB by RS = 200 Ω.
state to the constant voltage state is the switching current. When the junction’s quality
factor is low this is equal to the critical current, however in the case of a high quality
factor thermal and quantum fluctuations can cause the junction to jump to the voltage
state early via tunnelling. As this is a stochastic process the switching current Isw will
occur at random points following a distribution. On the other hand the current at which
the voltage goes to zero when the current is decreased from above IC is the return current,
IR. Finally the Ohmic state is where the junction behaves as a regular resistance, from
this branch the junction resistance can be extracted which can be used to determine the








where RQ is the resistance quantum, ∆ is the voltage gap of the superconductor at zero
temperature and RN is the normal resistance of the junction. This formula assumes
that the resistance is given by the junction alone and no parallel resistance is added.
The junction’s nominal size is 300 × 200 nm2 with a critical current extracted from the
resistance of the voltage branch to be IC = 13 nA.
Further investigation into quality factors was done by adding series resistors to Josephson
junctions to try control the hysteresis parameters. In Fig. 5.2 it is shown how different
series resistors added affected the IV curve. In Fig. 5.2(a) the resistor was shorted by 1
kΩ while in (b) it was shorted by 200 Ω. Both show no hysteresis and can therefore be
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classified as overdamped. In addition, Fig. 5.2(b) shows a very noisy plateau due to the
low voltages deriving from the small shorting resistance. Both junctions were fabricated
on the same Silicon chip with a nominal size of 300 × 1000 nm2.
5.2.2 SWITCHING CURRENT DISTRIBUTIONS AND TEMPERATURE SWEEPS
The previous samples were evaporated on a high resistivity Silicon chip, however to in-
crease impedance the area around the Josephson junction would eventually need to be
suspended on a SOI membrane similarly to the qubits in Section 4. Consequently another
sample was fabricated on SOI where three scenarios were tested for their thermalization:
• Silicon on silicon dioxide, where a sample is fabricated on the SOI chip but the
silicon dioxide is not removed from under the junction. This was meant to be a
control device.
• Silicon on insulator where the membrane was released. The sample was included to
investigate weather the membrane could dissipate temperature.
• Silicon on insulator with a released membrane and a 100 kΩ resistor was placed
in series with the junction off chip. The resistor is a necessary component for a
Coulomb blockade measurement and hence its thermal dissipation also needs to be
investigated. The resistors used were from Sumusu (S.N. RR12P100KDTR-ND)
with resistance of 100 kΩ.
Samples were fabricated on an SOI substrate with nominal size of 250 × 200 nm2 and
the critical current was extracted to be 37 nA, 27 nA and 26 nA for the three junctions
respectively. None of the samples displayed obvious signs of bad thermalization as seen in
Fig. 5.1(a) and a further investigation was conducted. As stated, high Q junctions don’t
have a fixed switching current as this is a random process. It is properly measured as a
histogram of the switching current distribution [Blackburn, 2014]. In order to extract a
histogram an IV curve measurement is repeated many times and the switching current
is extracted at each iteration. Figure 5.3(a-c) shows histograms of the switching current
for different fridge temperatures for the three cases presented above. The histograms
have an asymmetric shape and can be represented as a convolution between a Gaussian
distribution and a thermal one [Wallraff, 2003]. This results in a thermal decay below the
mean and a Gaussian decay above. Physically this happens because of the two types of
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Figure 5.3: Josephson junctions switching distributions. (a-c) Histograms of switch-
ing current vs temperature. (d-f) Plot of the fitted mean switching point as a function of
mixing chamber temperature.
fluctuations that cause the switching: thermal and quantum. While quantum fluctuations
have the same chance to move the value of the switching current up or down thermal
fluctuations will only move it down.
The second row of Fig. 5.3 shows the extracted mean of the histogram distribution versus
temperature. The mean generally decreases monotonically with temperature for all three
cases leading to the conclusion that all three sample are well thermalized. Attempting to
extract effective temperatures from the relative standard deviation of the two distributions
resulted in no clear conclusion due to these not following any clear trend.
The changes in mean switching currents between the samples are mostly due to changes in
the external circuitry as they were found to have similar critical currents. Most interesting
is the sample where the resistor was added as this has a smaller switching current but
also displayed the smallest return current of all the samples. This is possibly due to the
high impedance created by the resistor as it is increasing the phase fluctuations of the
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environment facilitating more phase slip events which result in the escape of the phase
particle from the minimum.
5.2.3 SHAPIRO STEPS
As the aim of this project is to measure dual Shapiro steps, measuring regular Shapiro
steps represents an essential intermediate result. In an effort to conduct this experiment
in the simplest possible way a sample was placed near an open coaxial cable pin in order
to excite the junction through radiation. A more rigorous version of this measurement
requires a bias tee in order to combine DC and RF signals. The junction has nominal size
of 300 × 1000 nm2 and a calculated critical current of 226 nA.
The method presented here resulted in the measurement of Shapiro steps, however, it
required a high RF power which resulted in higher losses that manifested in a more
washed out IV curve and slight heating of the fridge temperature. Figure 5.4(a) shows
the results of the Shapiro steps measurement where the different lines represent different
powers of the RF source ranging from -15 dBm to 0 dBm. One IV curve shows one or
two steps, however, by plotting them all specific lines emerge. These are compared with
the voltages where the Shapiro steps are expected (black solid lines) and the voltages at
which photon assisted tunnelling occurs (red dotted lines). The latter phenomenon occurs
when a quasiparticle is able to tunnel across the junctions by absorbing an integer number
of photons [Tinkham, 1996]. These are distinguishable from Shapiro steps because they
appear at voltages VPAT = Vg + nν/e where Vg = 2∆/e is the gap voltage of the junction, n
is an integer and ν is the frequency of the AC drive. On the other hand the Shapiro steps
appear at voltages VShapiro = nν/(2e).
The steps are more visible when the data at all powers from Fig. 5.4(a) is displayed in a
histogram, seen in Fig. 5.4(b). The last three peaks in the histogram appear at double
the distance and symmetrically with respect to the gap voltage and are hence attributed
to photon assisted tunneling while the other peaks can be identified as Shapiro steps.
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Figure 5.4: Shapiro steps. (a) IV curves of a junction irradiated by a microwave signal
at 17 GHz. Different curves correspond to different values of RF power ranging from -15
dBm to 0 dBm. Black lines represent the expected position of Shapiro steps while the red
dotted lines represent the expected position of steps due to photon assisted tunnelling. (b)
Histogram taken from the data in (a). This visualization better displays the emergence
of periodic steps in voltage.
5.3 MEASUREMENTS WITH COILS
As noted in the introduction both resistors and high impedance superconducting coils are
needed to obtain the necessary conditions to measure Coulomb blockade and dual Shapiro
steps across a single junction. The measurements in this section all include geometric
superinductors and therefore for each section a table reports the coil inductance and
capacitance as determined from simulations or calculations. The values of resistance used
are also indicated.
5.3.1 TESTING THE DIFFERENCE WITH AND WITHOUT RESISTORS
As a first test the coils were added to the sample on each side of the junction. The sample
was measured with and without 100k Ω resistors placed on the PCB. The resistors used
were from Sumusu (S.N. RR12P100KDTR-ND) with resistance of 100 kΩ.
For this sample a SQUID was used in order to have control on EJ/EC. Figure 5.5 is for
85
CHAPTER 5. TOWARDS THE OBSERVATION OF COULOMB BLOCKADE OF
COOPER PAIR TUNNELING
Coil turns pitch (µm) L (nH) C (fF) ν (GHz) R (kΩ)
110 0.4 370 3.6 4.35 100
Table 5.1: Coil parameters. Geometric parameters, simulated coil parameters and
































Figure 5.5: SQUID + coil. (a) 3D plot of IV curves vs. external flux for a SQUID in
between two coils. Coil parameters reported in Table 5.1. Switching and return current
as well as step location are identified for Φext = 0. (b) switching and return currents of
the SQUID as a function of external flux extracted from the data shown in the left panel.
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Figure 5.6: SQUID + coil with resistors. IV curves of a SQUID in series with two
planar coils and two resistors with DC resistance 100k Ω. The indent is a close up of the
IV curve around zero current showing the small but still present zero voltage state.
the sample without resistors and shows the IV curve for different values of the external
magnetic field which determines the value of EJ(Φext). The junctions in the SQUID had
nominal size of 200 × 200 nm2 and ane extracted critical current of 32 nA. When adding
the coils to the junction the first obvious change is a step in the IV curve, identified for
Φext = 0 in 5.5(a). This effect is recognized as being due to changes in the impedance along
the wire resulting in resonances [Tinkham, 1996; Grabert, 1992]. Figure 5.5(b) tracks the
switching current and return current of the IV curve for different values of flux. As they
are both dependent on the critical current and therefore the Josephson energy EJ they
vary as a function of flux with a |cos(Φext/Φ0)|2 shape. The return current is consistently
lower than the switching current indicating a significant level of hysteresis. As resistors
were not included in this sample the IV curve was qualitatively similar to those measured
on membranes from Section 5.2.2.
The same sample was cooled down in a PCB which included resistors in series to the coil
and junction. The data can be seen in Fig. 5.6. The main plot shows a large view of
the IV curve where all three junction states are visible, the inset is a closeup of the data
in the black rectangle around 0 nA of current. The different lines correspond to different
values of external flux. Once again the resistor has significantly decreased the value of the
switching current but the junction is not in a completely high impedance environment as
it still displays a zero voltage state instead of a Coulomb blockade.
As the expected result for this sample was to measure a Coulomb blockade away from
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Coil turns pitch (µm) L (nH) C (fF) ν (GHz) R (kΩ)
110 0.4 370 3.6 4.35 1800
Table 5.2: Coil parameters. Geometric parameters, simulated coil parameters and
resistor used in the samples that produced Fig. 5.7
Phiext = Φ0/2 it is possible to identify the potential reasons that this did not occur:
• The impedance is not high enough: this is possibly due to stray capacitance being
to high and the inductance of the coil being too low.
• The setup is too noisy: Coulomb blockade measurements require very good isolation
in order to avoid quasi-particles or high thermal fluctuations.
• The resistors are not suitable. The resistors used in these experiments are commer-
cially bought and therefore are macroscopic in dimensions and are soldered on the
PCB. This has the advantage of creating less localized heating that is more eas-
ily dispersed. However the large dimension will decrease the range of frequency in
which it operates as a pure resistance due to large stray capacitance. Even though
the junction is measured in DC the charge dynamics have a frequency component
as discussed in Section 1.3.1 and this creates the risk of the resistor’s range not
covering the frequency required and therefore not serving its function.
The next part of this chapter attempts to work on these points and conclude weather
these are limiting factors in our experiment.
5.3.2 INCREASING RESISTANCE
The fist attempt was to switch the resistor with one with a much higher DC resistance.
The resistor used was from Vishay (S.N. MMU01020C1804FB300 ) with a DC resistance
of 1.8 MΩ. The junction had nominal size of 200 × 250 nm2 and a calculated critical
current of 51 nA. The goal was to test the effect of changing the DC resistance on the
sample. The results are show in Fig. 5.2 where one can see the 3D plot of IV curve versus
external flux in panel (a) and the change in switching and return current vs external flux
in panel (b). Immediately some differences emerge, specifically the lack of a pronounced
hysteresis. This is shown in the fact that the switching current and the return current
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Figure 5.7: SQUID + coils + higher resistance. (a) 3D plot of IV curves vs external
flux for a SQUID in between between two coils. (b) Switching and return currents of the
SQUID as a function of external flux extracted from the data shown in the left panel.
are very similar in value. A low hysteresis indicates a lowered quality factor of the junc-
tion. In Ref. [Tinkham, 1996] it is stated that a high impedance environment can reduce
the effective quality factor of the junction which is consistent with this result, however
this contradicts our previous observations where adding a resistor (in Sections 5.2.2 and
5.3.1) increased hysteresis. Both the switching and return current are much lower than
the critical current extracted from the voltage state of the junction which is calculated
to be around 14 nA. The lowering of the switching current is also a possible effect of the
high impedance environment which favours phase fluctuations in the junction allowing it
to jump to the voltage state at lower currents.
Nevertheless the junction is still displaying a zero voltage state rather than a Coulomb
blockade. The resistor used in this experiment is much larger in size than the previously
used one making it less likely to maintain its high resistance at higher frequency and
therefore not providing the junction with a high impedance environment at the correct
frequency.
From this test we are able to conclude that higher resistance is helpful but larger size
resistors need to be avoided.
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Coil turns pitch (µm) L (nH) C (fF) ν (GHz) R (kΩ)
Device 1 200 0.3 1600 11.5 2.20 100
Device 2 250 0.3 3400 12.7 1.40 100
Table 5.3: Coil parameters. Geometric parameters, simulated coil parameters and
resistor used in the samples that produced Fig. 5.8
5.3.3 INCREASING IMPEDANCE
The following sample was optimized to have the highest possible impedance by means
of increasing the coil inductance but also by trying to minimize the stray capacitance
on-chip. The latter was realized by fabricating the device near the edge of the chip with
small distance between the coil, junction and bonding pads that connect to the off chip
resistors. Decreasing the length of the leads decreases the cross capacitance increasing
the impedance of the sample. In addition the sample was removed from the copper box,
which provides additional capacitance, but was still thermally anchored through a clip
to the dilution refrigerator. Two devices were measured in this configuration with very
different inductances giving a predicted impedance of 6.3 kΩ and 9.2 kΩ. This is not to be
confused with the coil impedance as it is it includes the coil inductance L and the parasitic
capacitance CP as explained in Section 1.3.1. The parasitic capacitance is was simulated
to be 40 fF for this design. The junctions had the same nominal size of 200 × 200 nm2
and calculated critical currents of 52 nA and 46 nA.
Figure 5.8 shows IV curves vs. external flux and the extracted switching and return
currents for both implementations. Notably the IV curve has gone back to being hysteretic
and a step is again visible. Also interesting is the fact that at half a flux quantum the
IV curve still shows a very small voltage plateau. This is possibly due to an asymmetry
between the EJ of the two junctions in the SQUID. However no clear difference can be
seen between the IV curves of the two devices indicating that the main limitation to the
experiment isn’t the on-chip impedance.
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Figure 5.8: SQUID + coil with higher impedance (a),(c) 3D plot of IV curves
vs. external flux for a SQUID in between two coils. (b),(d) Switching and return currents
of the SQUID as a function of external flux extracted from the data shown in the left
panel. Devices 1 and 2 correspond to the device parameters reported in Table 5.3
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Figure 5.9: SQUID + coil with higher impedance and thermocoax Comparison
between the IV curves of the devices with parameters reported in Table 5.3. The plots
show each device at the 0 and 0.5 external flux points, these are the points where the
Josephson energy is maximum and minimum respectively. The plot shows the curves
measured with and without a thermocoax line filtering the input and output signals.
5.3.4 BETTER SHIELDING
In order to test weather noise is a potential limitation to the experiment the same sam-
ples as the previous section were measured using a Thermocoax line. Thermocoax is a
highly absorbing material which has been shown to effectively filter quasiparticle noise
[Cedergren, 2017]. This test was performed on the same sample as the previous section
with parameters in Table 5.3.
From Fig. 5.9 one can see a very small change associated with adding the thermocoax.
The only differences seem to be the shrinking of the switching and return current. Such a
change is most likely due to aging of the Josephson junctions which is a process by which
the Josephson energy decreases when the sample is in contact with the Oxygen present in
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Coil turns pitch (µm) L (nH) C (fF) ν (GHz) R (kΩ)
110 0.4 370 3.6 4.35 100
Table 5.4: Coil parameters. Geometric parameters, simulated coil parameters and
resistor used in the samples that produced Fig. 5.10
the atmosphere. The aging explanation is backed by the fact the normal state resistance
increased by 5% indicating a reduction in EJ.
From this measurement we conclude that the quasiparticle poisoning is not a limiting
factor of our measurement for the time being. This sample however did not include RF
shielding which could also be a limiting factor.
5.3.5 CHANGING OFF-CHIP IMPEDANCE
Table 5.4 shows the coil parameters being the same as those presented in Section 5.3.1
and 5.3.2 samples, in this sample however the distance between the coils and junction
was increased and the leads connecting the coils to the edge of the chip were decreased
in width from 1 µm to 200 nm in an effort to reduce parallel capacitance on chip. This
resulted in a simulated CP of 45 fF. The junction has nominal size of 200× 100 nm2 and a
calculated critical current of 25 nA. Once again the sample was removed from the copper
box to avoid extra capacitance between the leads. In addition this sample was measured
with a 2-probe configuration with the goal to additionally reduce capacitance before and
after the resistor stage.
As presented in Section 2 of this work the samples are connected to a filter via a copper
cable. For the tests done in this section two different cables were utilized. One where
the corresponding input and output wire were in a twisted pair and ones where this
was not the case. Making a twisted pair is often recommended as it avoids picking up
magnetic noise, however it creates a larger capacitance between the input and output.
Said capacitance should be countered by the resistor which turns the signal into a current
bias, however as this measurement confirmed this effect was not reached.
Figure 5.10 shows results from the use of the two types of cables. Figure 5.10(a) shows
the sample with the twisted pair cable. Here the data is similar to previous samples,
specifically the sample displays a zero voltage state and appears to have no hysteresis.
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Figure 5.10(b) is a series of IV curves around the half flux quantum displaced from one
another for better visibility. These show how the zero voltage state gets smaller but does
not disappear entirely.
Figure 5.10(c) is the same sample measured with the cable without the twisted pairs. In
this sample a small Coulomb blockade like feature appears around the half flux quantum,
indicated by the gray box. A close-up of this feature can be seen in Fig. 5.10(d) where
again the IV curves can be seen as the external flux goes further from the half flux
quantum (blue line). The feature disappears for EJ/EC above 0.9 which is likely due to
the fact that the critical voltage (i.e. the width of the plateau) decays exponentially as a
function of EJ/EC and probably gets too small to measure. The points represent ±VC for
the different values of EJ corresponding to the flux where EmaxJ = 12 GHz adn EC = 7.5
GHz. As they seem to correlate very well with the width of the plateau we can conclude
that this is in fact a Coulomb blockade due to suppression of charge fluctuations.
From this test we can conclude that the resistors are not shielding from the rest of the
circuitry and therefore are not functioning as intended. This could be for a number of
reasons but the most plausible one is that the frequency range of such resistors is not
sufficiently large to cover the charge dynamics sufficiently. Further investigations in this
topic will require on-chip fabricated resistors that are smaller in size and hence will work
for higher frequencies. A potential downfall to having smaller resistors is the fact that
the smaller the size the more localized thermal noise they will produce. This has been
a limitation for previous measurements of Coulomb blockade across a single junction
[Kuzmin, 1994; Vora, 2017] but we hope that due to the length of the coil wire we can
put a large effective distance between the resistor and the junction and therefore help
thermalize the charges before they reach the junction.
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Figure 5.10: SQUID + coil and different connections. (a-b) Data collected from a
device where the connection between the sample and the filter was done with a twisted
pair cable. On the right several IV curves are shown for external fluxes in the range
0.4-0.6 Φ0. The IV curves were displaced from one another for better visibility. (c-d) The
same data sets for the same sample but where the connection cable used did not make
twisted pairs out of input and output lines. The plot on the right is also a series of IV
curves displaced for better visibility, the points represent calculations of the position of






This work concludes with a short summary of the main results followed by an outlook
where possible continuations will be outlined.
6.1 GEOMETRIC SUPERINDUCTORS AS RESONATORS
In Chapter 3 we showed suspended aluminum coils to be linear low-loss geometric superin-
ductor resonators that can be used as an ideal superinductance below their self-resonance
frequency. These reached a characteristic impedance ZC ≈ 5 × RQ, about 80 times the
previously claimed limitation for geometric inductors, Z0 = 377Ω [Manucharyan, 2009;
Manucharyan, 2012; Masluk, 2012; Kamenov, 2020].
Such a highly miniaturized microwave resonator with large zero point voltage fluctuations
reaching VZPF ≈ 50 µV that maintains a linearity of up to 108 photons is an attractive
platform for hybrid devices. Losses were found to be as low as Qi ≈ 8× 105 at single pho-
ton powers despite the small gap sizes on the order of 100 nm (see Fig. 3.1(c) in Section
3.2). In addition strong controllable magnetic coupling was shown to shorted feed-lines
allowing for a wide range of Qe.
A simple analytical model to guide future design choices was provided. Specifically the
coil self-capacitance only relies on the radius and substrate used (see Figs. 3.4(d-f) and
3.5(a) in Section 3.3).
In the future even larger coil impedance could be obtained by etching rather than lift-off,
which would enable even smaller coil pitch with better interfaces and lower TLS losses.
This technique has already beed tested by other group memebers and is the method
by which geometric inductors were fabricated in Ref. [Hassani, 2021]. Moreover the pre-
sented design and fabrication methods could also help to reliably increase the ZC of kinetic
superinductors.
6.2 GEOMETRIC SUPERINDUCTORS AS QUBITS
Following teh characterization of a the geometric superinductor this work presented two
main applications, the first being the geometric RF-SQUID, i.e. a planar coil in series with
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a Josephson junction. In Section 1.3.2 a wide range of parameters were presented and
an attempt was made to unify and classify the zoo of RF-SQUID qubits according to the
physics rather than their physical implementation. Then in Chapter 4 several geometric
RF-SQUIDs were presented. The device design included two coils, one used as a readout
resonator while the other was the superinductor of the qubit. This work presented only
2D implementation of high-impedance devices however flux qubits, heavy fluxoniums and
inductively shunted transmon qubits were also implemented with geometric superinduc-
tors [Peruzzo, 2021; Hassani, 2021] showing the versatility of the geometric approach.
Due to the device configuration we observe simultaneous capacitive and inductive cou-
pling between the qubit and the resonator and we provide a model and an algorithm that
can efficiently fit the coupled RF-SQUID - resonator spectrum. We find couplings of the
order of tens to hundreds of MHz achieved with very small coupling capacitance of 1 - 2 fF
due to the small size and high impedance of both the qubit and the resonator - a feature
that enables large capacitive coupling in the light fluxonium and quasi-charge regimes,
seen in Table 4.3.
While the sensitivity to quasi-particle loss is expected to be much smaller compared to
kinetic inductance qubits, the observed high flux noise amplitude is a potential disadvan-
tage. In Section 4.4 the flux noise amplitudes extracted were found to be several orders
of magnitude higher than those of qubits relying on kinetic inductance [Nguyen, 2019]
(see Table 4.4). This highlights the need for low flux dispersion by design, as achieved
in the case of the measured quasi-charge qubit where T2 is limited only by T1 and the
calculated shot noise limit. Other mitigation strategies include further miniaturization
of the coil geometry in order to maximize the inductance per unit length as well as the
use of materials with fewer magnetic surface defect states. On the positive side, this
sensitivity points at other potential applications such as high precision quantum sensing
of elementary spin systems.
The coherence and relaxation time will improve with more optimized design choices in
future device generations but most importantly by increasing the quality factor of the
inductor, for example by back-etching the handle wafer [Peruzzo, 2020], which would
incidentally also allow to reach even lower values of EL/EC. The resulting further en-
hanced zero point phase fluctuations are a prerequisite towards the realization of degener-
ate ground state qubits, where the full protection requires Hamiltonian engineering with
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carefully maintained circuit symmetries, a characteristics of top-down fabricated circuit
elements.
Table 4.3 in Section 4.3 illustrates the low chip-to-chip variance of the capacitive and
inductive energy of < 1% which is a key ingredient towards realizing hardware protected
qubits in new parameter regimes in the near future.
6.3 GEOMETRIC SUPERINDUCTORS FOR QUANTUM METROL-
OGY
When it comes to the measurement of Coulomb blockade and dual Shapiro steps across
a single junction, Section 5 concluded with the need to fabricate on-chip micro-resistors.
The results presented in this work used commercially bought surface mount thin film
resistors which were found not to shield the experiment sufficiently from the off-chip ca-
pacitance. This is due to the resistance decreasing as a function of frequency due to stray
capacitance which renders the resistance ineffective at the desired frequency 1/(RCS ) (see
Section 1.3.1). Reference [Lotkhov, 2013] lays out a recipe for TiOx resistors where Tita-
nium is evaporated in the presence of Oxygen in the chamber.
Preliminary fabrication attempts to reproduce the results in [Lotkhov, 2013] were done in
our cleanroom resulting in the data shown in Fig. 6.1. The resistor cross section had the
nominal value of 200× 10 nm, the evaporation was done with 0.2 sccm of Oxigen resulting
in a chamber pressure of 1.5× 10−6. The resulting resistors are lower than what is ideal for
this experiment (100 kΩ - 1 MΩ) and hence subsequent recipies will require an increased
Oxygen flow.
Once an appropriate resistor recipe is found a comparison can be made between a Joseph-
son junction sandwidched by closeby resistors and a similar sample where a suprinducting
coil is placed between the two. Temperature sweeps similar to those done in Section 5 or
the thermal characterization done in Ref. [Maibaum, 2011] would be able to quantify the
thermalizing effect of the superinductor and reveal weather this strategy will be effective
in reducing quasiparticles and thermal excitation sufficiently to reveal dual Shapiro steps.
Given the parameters extracted in Chapter 5 a prediction of the shape of the dual Shapiro
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Figure 6.1: Measurements of on-chip resistors. Resistance vs length for TiOx resis-
tors at 300 K, 700 mK and 10 mK. Line fits show the expected linear dependence

















Figure 6.2: Predicted dual Shapiro steps. Calculated Shapiro steps for junction
parameters EJ = 10 GHz and EC = 15 GHz which give VC = 109µV.Resistance is assumed
to be R = 200 kΩ meaning ωRC = 2π1.97 GHz. The two lines represent a realistic and
optimistic estimation of the circuit impedance (12 kΩ and 22 kΩ) given by L = 1.5 µH
and 5 µH and Cp = 10 fF.
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The predicted steps are shown in Fig. 6.2 where the two lines represent a realistic and
optimistic estimation of the circuit impedance. The optimistic version shows a wider step
as predicted and therefore is going to be easier to measure even with some thermal fluc-
tuations. Such an impedance could be reached with very small pitch coils with ultrahigh
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APPENDIX A. NANOFABRICATION RECIPES
A.1 COIL ONLY DEVICES






Cleaning 5min in Acetone (ACE) ultrason-
ication (uc) power 9, 5 min in Isopropyl Al-
cohol (IPA) uc power 9
Spin & Bake spin CSAR AR-P 6200.13 at
6 krpm (acceleration 1.5krpm/s), height 300
nm. Bake at 160 oC for 2 min
Ebeam lithography write coils with 0.8 nm
beam (dose = 300-330 µC/cm2 with PEC)
and the ground and launchers with 100-
200 nA beam (dose = 250-270 µC/cm2 with
PEC)
Coils are overdosed in order
to avoid breaks in the coil.
Develop in AR 600-549 developer for 1 min
then rinse for 30 s in IPA
Evaporate 80-100 nm of Al at a rate of 1
nm/s
For better chamber pressure
evaporate Ti for 3 min at 0.2
nm/s while the sample is ro-
tated to avoid deposition.
Lift-off in N-Methyl-2-pyrrolidone (NMP)
on a hot plate at 140 oC (hot plate temp.)
for 30+ min
For cleaner/more effective
lift-off use a pipette
A.1.2 COILS ON SOI
115






Cleaning 5 min in ACE ultrasonication (uc)
power 9, 5 min in IPA uc power 9
Spin & Bake spin CSAR AR-P 6200.13 at
6krpm (acceleration 1.5 krpm/s), height 300
nm. Bake at 160 oC for 2 min
Ebeam lithography write holes and mark-
ers with 0.8 nm beam (dose = 300-330
µC/cm2 with PEC)
Holes are purpusefully over-
dosed
Develop in AR 600-549 developer for 1 min
then rinse for 30 s in IPA
ICP etch with C4F8 and SF6 for 2 min Etch time will vary, shorter
etch times risk not etching
through all the holes
Lift-off in NMP on hot plate at 140 oC for
10 min then uc for 2 min, rinse in ACE and
IPA with 2 min uc at power 2
2 - Coils Cleaning 5min in ACE ultrasonication (uc)
power 9, 5min in IPA uc power 9
Spin & Bake spin CSAR 13% at 6 krpm
(acceleration 1.5 krpm/s), height 300 nm.
Bake at 160 oC for 2 min
Ebeam lithography write coils with 0.8 nm
beam (dose = 300-330 µC/cm2 with PEC)
and the ground and launchers with 100-
200 nA beam (dose = 250-270 µC/cm2 with
PEC)
Coils are purpusefully over-
dosed in order to avoid
breaks in the coil.
Develop in AR 600-549 developer for 1 min
then rinse for 30 s in IPA
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Evaporate 80-100 nm of Al at a rate of 1
nm/s
For better chamber pressure
evaporate Ti for 3 min at
0.2 nm/s while sample is ro-
tated to avoid deposition
Lift-off in NMP on hot plate at 140 oC for
30+ min then uc for 2 min, rinse in ACE and
IPA with 2 min uc at power 2
For cleaner/more effective
lift-off use a pipette
HF vapour in a Memstar machine with 18
T pressure, 2 mg of water for 10000 s or 16
T for 24000 s
Use longer recipe if shorter
recipe leaves flouridization
on the sample
A.1.3 COILS ON SOI - BACKETCHED





Cleaning 5 min in ACE ultrasonication (uc)
power 9, 5min in IPA uc power 9
Spin & Bake spin CSAR AR-P 6200.13 at
6 krpm (acceleration 1.5 krpm/s), height 300
nm. Bake at 160 oC for 2min
Ebeam lithography write holes and mark-
ers with 0.8 nm beam (dose = 300-330
µC/cm2 with PEC)
Holes are purpusefully over-
dosed
Develop in AR 600-549 developer for 1 min
then rinse for 30 s in IPA
ICP etch with C4F8 and SF6 for 2 min Etch time will vary, shorter
etch times risk not etching
through all the holes
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Lift-off in NMP on hot plate at 140 oC for
10 min then uc for 2 min, rinse in ACE and
IPA with 2 min uc at power 2
2 - Coils Cleaning 5min in ACE ultrasonication (uc)
power 9, 5 min in IPA uc power 9
Spin & Bake spin CSAR AR-P 6200.13 at
6 krpm (acceleration 1.5 krpm/s), height 300
nm. Bake at 160 oC for 2 min
Ebeam lithography write coils with 0.8 nm
beam (dose = 300-330 µC/cm2 with PEC)
and the ground and launchers with 100-
200 nA beam (dose = 250-270 µC/cm2 with
PEC)
Coils are purpusefully over-
dosed in order to avoid
breaks in the coil.
Develop in AR 600-549 developer for 1 min
then rinse for 30 s in IPA
Evaporate 80-100 nm of Al at a rate of 1
nm/s
For better chamber pressure
evaporate Ti for 3 min at
0.2 nm/s while sample is ro-
tated to avoid deposition
Lift-off in NMP on hot plate at 140 oC for
30+ min, rinse in ACE and IPA with 2 min
uc at power 2
For cleaner/more effective
lift-off use a pipette
Backetch Spin & Bake spin LOR 5B at 4kpm (acc
1.5 krpm/s), height 600 nm. Bake at 180 oC
for 2 min
repeat 2-3 times
Flip chip Spin & Bake spin PMMA 950k 4% at 4
krpm (acc 1.5 krpm/s), height 270 nm. Bake
at 170 oC for 3 min
Ebeam lithography entire chip except
squares directly under the coil devices with
a large beam (dose = 700 µC/cm2 no PEC)
118
APPENDIX A. NANOFABRICATION RECIPES
Evaporate 50 nm of Cr at a rate of 1 nm/s
Lift-off in Acetone at 40 o for 30+ min




Lift-off in NMP on hot plate at 140 oC for
30+ min, rinse in ACE and IPA
HF vapour in a Memstar machine with 16
T pressure, 2 mg of water for 24000 s
place the chip in an elevated
manner such that the open
squares under the devices
are reachable with the vHF
A.2 COILS WITH JOSEPHSON JUNCTIONS





Cleaning 5min in ACE ultrasonication (uc)
power 9, 5min in IPA uc power 9
Spin & Bake spin CSAR AR-P 6200.13 at
6 krpm (acceleration 1.5 krpm/s), height 300
nm. Bake at 160 oC for 2 min
Ebeam lithography write holes and mark-
ers with 0.8 nm beam (dose = 300-330
µC/cm2 with PEC)
Holes are purpusefully over-
dosed
Develop in AR 600-549 developer for 1 min
then rinse for 30 s in IPA
ICP etch with (chemicals) for 2 min Etch time will vary, shorter
etch times risk not etching
through all the holes
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Lift-off in NMP on hot plate at 140 oC for
10 min then uc for 2 min, rinse in ACE and




Cleaning 5min in ACE ultrasonication (uc)
power 9, 5min in IPA uc power 9
Spin & Bake spin CSAR AR-P 6200.13 at
6 krpm (acceleration 1.5 krpm/s), height 300
nm. Bake at 160 oC for 2 min
Ebeam lithography write crosswires with
0.8 nm beam (dose = 300-330 µC/cm2 with
PEC) and the ground and launchers with
100-200 nA beam (dose = 250-270 µC/cm2
with PEC)
Develop in AR 600-549 developer for 1 min
then rinse for 30 s in IPA
Evaporate 80-100 nm of Al at a rate of 1
nm/s
For better chamber pressure
evaporate Ti for 3 min at
0.2 nm/s while sample is ro-
tated to avoid deposition
Lift-off in NMP on hot plate at 140 oC for
30+ min then uc for 2 min, rinse in ACE and
IPA with 2 min uc at power 2
For cleaner/more effective
lift-off use a pipette
3 - Bridges Spin & Bake spin LOR 5 at 4 krpm (acc
1 krpm), height 4000 nm. Bake at 180 o for
5 min then spin PMMA 950K 2% at 4 krpm
(acceleration 1 krpm), height 70 nm. Bake
at 180 o for 6min
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Ebeam lithography write cutouts around
coils excluding a 4 µm wide rectangle cover-
ing the crosswire with a large beam (eg. 250
nA) and dose = 700 µC/cm2
Develop in MIBK:IPA (1:3) for 1 min and
rinse in IPA for 30 s
Wet etch etch in MIF316 for 6 s then rinse
in water for 5 s and IPA for 10 s, then remove
the PMMA by shaking chip is ACE for 45 s
and rinse in IPA for 10 s
The wet etch time (6 s)
must be very accurate, it
is recommended to remove
chip after 5 s and transfer it
to the water beaker during
the 6th second
4 - Coils Spin & Bake spin PMMA 600k 6% at
4krpm (acc 1krpm/s), height 520 nm, bake
at 180 oC for 2 min then spin PMMA 950k
2% at 2krpm (acc 1krpm/s), height 70 nm,
bake at 180 oC for 2 min
Ebeam lithography write coils with 0.8 nm
beam (dose = 1200 µC/cm2 with PEC)
Coils are purpusefully over-
dosed in order to avoid
breaks in the coil.
Develop in MIBK:IPA (1:3) for 1 min and
rinse in IPA for 30 s
move chip delicately in de-
veloper
Evaporate 150 nm of Al at a rate of 0.2
nm/s or 1 nm/s
For better chamber pressure
evaporate Ti for 3 min at
0.2 nm/s while sample is ro-
tated to avoid deposition
Lift-off in NMP on hot plate at 140 oC for
20+ min, pipette to remove majority of metal
then leave for 30+ more min. Finally rinse
in IPA and ACE
Use pipette delicately and
dry sample quickly to avoid
prolonged nitrogen gun use
which may damage the
bridges.
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5 - JJs Spin & Bake spin MMA EL13 at 3.5
krpm (acceleration 1krpm/s), height, bake at
170oC for 3min then spin PMMA 950k 4% at
4 krpm (acceleration 1 krpm/s), height , bake
at 170 oC for 3 min
Ebeam lithography write junctions and
undercut with 0.8 nm beam (dose = 110×4
µC/cm2 with PEC)
Develop in water:IPA (1:3) for 2 min and
rinse in IPA for 10 s
Evaporate 60 nm of Al at a rate of 1 nm/s
with the sample tilted by 25 degrees then add
oxigen to the chamber in order to oxidised
the deposited Al. The time and pressure of
this step will determine the thickness of the
oxide layer. Then tilt the sample by -25 de-
grees and deposit 120 nm of Al at 1 nm/s. Fi-
nally oxidise the top layer by adding 10mbar
of oxigen to the chamber for 2 min.
For better chamber pressure
evaporate Ti for 3 min at
0.2 nm/s while sample is
shielded to avoid deposition
Lift-off in NMP on hot plate at 140 oC for
20+ min, pipette to remove majority of metal
then leave for 30+ more min. Finally rinse
in IPA and ACE
Use pipette delicately and
dry sample quickly to avoid
prolonged nitrogen gun use




Spin & Bake spin PMMA 600k 6% at 4
krpm (acceleration 1 krpm/s), height 520
nm, bake at 180 oC for 2 min then spin
PMMA 950k 2% at 2 krpm (acceleration 1
krpm/s), height 70 nm, bake at 180 oC for 2
min
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Ebeam lithography write bandaids and
undercut with 0.8 nm beam (dose = 900
µC/cm2 for bandaids and 400 µC/cm2 for un-
dercuts)
Develop in MIBK:IPA (1:3) for 1 min and
rinse in IPA for 30 s
Etch with Argon ion gun, 400 V, 21 mA for
5 min. then evaporate 240 nm at 1 nm/s
For better chamber pressure
evaporate Ti for 3 min at
0.2 nm/s while sample is
shielded to avoid deposition
Lift-off in NMP on hot plate at 140 oC for
20+ min, pipette to remove majority of metal
then leave for 30+ more min. Finally rinse
in IPA and ACE
Liftoff is challanging and of-
ten one has to scratch the
corner of the chip in order
to remove the bulk of the
metal
HF vapour in a Memstar machine with 18
T pressure, 2 mg of water for 10000 s or 16
T for 24000 s
Use longer recipe if shorter
recipe leaves flouridization
on the sample
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