Abstract-We consider the non-linear normal modes for finite amplitude vibrations of a cantilever beam by using an extension of the invariant manifold techniques recently developed by the authors. Detailed results from two examples are presented. The first considers non-linearities which arise from finite deformations, including inertial non-linearities. In this case it is shown that if one simply accounts for the kinematic effects of foreshortening, the linear modes of the cantilever beam work remarkably well for describing the actual non-linear mode shapes of the beam up to quite large amplitudes. A second example demonstrates the manner in which the method handles non-linearities in the boundary conditions, in this case, a non-linear spring attached at the free end of the beam.
INTRODUCTION
The concept of normal modes of motion (Courant and Hilbert, 1961) is well developed for a wide class of dynamical systems described by linear ordinary or partial differential equations with constant coefficients. A normal mode for a conservative, non-gyroscopic system can be defined as a motion for which the ratios amongst the generalized coordinates are independent of time. Such a normal mode motion is synchronous and constitutes a standing wave. Each normal mode has associated with it a mode shape, defined by an eigenfunction (or an eigenvector), and a corresponding natural frequency, defined by the associated eigenvalue. For non-conservative and/or gyroscopic systems, normal modes of motion also exist, although the situation is not so simple, since the modes are typically traveling waves. For nearly all such linear systems, the dynamics of an individual normal mode is described by a second-order linear model oscillator which is uncoupled from all other modal oscillators. Furthermore, a general motion can be written as a linear combination of these normal modes. For non-linear systems, such a principle of superposition does not hold. However, it is still possible to define normal modes for non-linear systems, and much work has been done in the case of systems with a finite number of degrees of freedom (Rosenberg, 1966) . However, until very recently, a normal mode formulation for continuous, infinite degree of freedom non-linear systems has been lackling. The purpose of this paper is to use the methodology recently developed by Pierre and Shaw (1992) and Pierre (1993, 1994) to investigate the non-linear normal modes of a common structural system-the cantilever beam with geometric non-linearities arising from large deformations. The work presented here also demonstrates how the method developed by Shaw and Pierre (1993) can be extended to handle non-linear inertia terms.
The main feature of the method presented by Pierre and Shaw (1991) and Pierre (1993,1994 ) and adopted here is that normal modes are described by two-dimensional invariant manifolds in the phase space of the non-linear system. These manifolds are simply curved surfaces, tangent to the eigenspaces of the linearized system, which can be defined for a wide class of problems, including those with damping and/or gyroscopic terms. The equations of motion restricted to these manifolds are then used to generate the non-linear oscillators which describe the dynamics of the non-linear normal modes. This method reduces to an equivalent of Rosenberg's method in the case of conservative systems.
Previous investigations on the topic of non-linear normal modes have been mostly limited to finite-dimensional conservative systems (Rosenberg, 1966 ; Rand, 1974 ; Vakakis, 1990) . Only a few efforts related to non-linear continuous systems have appeared in the literature (Benamar et al., 1991; Bennouna and White, 1984 ; Szemplinska, 1990) and these are restricted to assumptions of standing-wave, time-harmonic motions of conservative 1982 S.-R. HSIEH tv (11 systems. The methodology chosen here differs in that it may be applied to non-conservative and/or gyroscopic systems and, more importantly, it does not require one to assume a timeharmonic motion. Rather, the (amplitude-dependent) mode shapes are first determined. and then the dynamics of the normal mode are obtained from a non-linear oscillator equation. Moreover, the approach is based on a non-local formulation, and it does not require a series representation of the mode shapes at the outset of the solution procedure, as do the methods found in Benamar rr uf. (1991) , Bennouna and White (1984) and Szemplinska (1990) . However, it must be admitted that, for many problems, the only practical solution procedure is local in nature and is based on the form of an asymptotic series, but this assumption is by no means required at the outset of the procedure. In addition, the present methodology allows for the separation of the temporal and spatial behaviors in such a manner that the system changes its deflection shape in an amplitudedependent manner during a gicrn motion. Previous methods fixed the deflection shape and allowed only for the amplitude to be time dependent. In summary, the methodology adopted here represents a formal, systematic means of defining and constructing normal modes for non-linear systems, and it is based on first principles from the theory of dynamical systems. This paper is organized as follows. Section 2 provides a description of the general approach for the class of problems to be investigated.
In the following two sections, two examples are used to demonstrate the technique. Section 3 describes the analysis and the results for the non-linear normal modes of large amplitude vibrations of a cantilever beam. The normal modes of a linear cantilever beam with a non-linear spring attached to its free ends are analyzed in Section 4. In Section 5, the convergence properties of the non-linear normal mode solutions are examined. The paper closes with a conclusion in Section 6.
THE GENERAL NORMAL MODE METHODOLOGY
The non-linear is developed of one-dimensional It extends in two is able to handle in a consistent manner.
of the in this of non-linearity, as attached of a one-dimensional structural a closed subset of [w (e.g., a beam or a string). Material points in by the s, typically to the of the or an arc-length to the of t is to t) and t) denote of the at time t, respectively. 
with the following boundary conditions B(u(.s, t), u(.s, t)) = 0 on dQ,
where 8R represents the boundary of the domain R, and a subscript following a comma denotes a partial derivative with respect to the corresponding variable. Since the dependence of the functions u and u on the independent variables s and f is often clear, u(.s, t) and v(.F, t) will be replaced by u and u when no confusion can arise. Here M(u, u, a,) is an inertia operator, possibly non-linear, which operates linearly on the acceleration I),, and is of arbitrary order in the space variable, L(u, tt) and N(u, a) are linear and non-linear spatial stiffness operators, respectively, and B(u, tl) denotes the (vector) spatial boundary condition operator on 8R. Without loss of generality, the equilibrium state of the system is assumed to be (u, u) = (0,O).
Before proceeding to define the normal modes of motion for such a non-linear system, consider the linearized system associated with eqn (l), whose dynamics are governed by where M, (u,,(s, t) ) denotes the linearized version of the inertial operator M(u, u, a.,). The boundary condition (2) becomes B,(u,v) = 0 on aa.
Such a linear system typically possess a set of special solutions called natural modes, in which the dynamics of the entire system can be represented by a lower-order, linear system. In vibration applications, these single-mode dynamical systems are governed by ordinary differential equations of second order in time. Each such mode has associated with it an eigenvalue, which contains information about the frequency and the decay rate of the modal motion, and an eigenfunction which describes the configuration of the entire system as it undergoes a purely single mode motion. These natural modes have an arbitrary constant associated with them, and when they are normalized in some manner they are referred to as normal modes. These modes have a special invariance property which can be stated as follows : If the system is unforced and is started in a spatial configuration comprised of a single mode, it will stay in that mode for all time, and no other modes will become active. In terms of the system's phase space, such a motion occurs on a two-dimensional subspace which is invariant. For linear systems, these subspaces are two-dimensional planes, and a general motion can be written as a linear combination of the normal modes motions ; this is the principle of superposition. Only some of these ideas can be generalized to non-linear systems, and, in particular, there is no hope of obtaining a superposition principle. However, the concept of a normal mode motion occurring on an invariant two-dimensional subspace can be extended. These subspaces are not generally planar, but curved, and are referred to as the non-linear normal mode manifolds. They contain the information about how the system displacement and velocity fields are distributed in a single-mode motion and, because these subspaces are not flat, the non-linear mode shapes are amplitude dependent. Furthermore, motions on these manifolds are governed by non-linear oscillators.
The definition of a normal mode motion based on invariant manifolds is as follows Pierre, 1992, 1993) .
Definition. A normal mode motion for a non-linear autonomous system [eqns (1) and (2)] is a motion which takes place on a two-dimensional invariant manifold in the phase space of the system. This manifold has the following properties : (1) it passes through the equilibrium point (u, v) = (O,O), and (2), it is tangent to the eigenspace of the associated linearized system [eqns (3) and (4)] at (u, ~1) = (0,O).
The main characteristic of a normal motion is that the response of the entire system can be described, through the amplitude-dependent mode shape, by the response of a single point on the structure, denoted here as s,,. This can be stated in mathematical terms as follows: In some neighborhood of the equilibrium point, the displacement and velocity fields can be expressed by u(s, t) = U(%(0, vo(t), s, so)
where uo(t) = u(s,,, t) and u,(t) = u(s,,, t) denote, respectively, the displacement and velocity of the point so E R as functions of time. In order to be valid, U and V must also satisfy the boundary conditions, i.e., B(U, V) = 0 on an. It should be noted that eqn (5) can be considered as a constraint condition which relates the structure's displacement and velocity fields, u and zi, to u. and u. when the system is undergoing a normal mode motion. Also, U and V reduce to linear functions of u. and o. when linearized, recapturing the normal modes for the linearized system in a rather unusual form. Therefore, in general there are as many solutions for U and V as there are linear normal modes for the system. Moreover, based on this formulation, the following identities must hold at s = so
Conditions which ensure that these manifolds are invariant for the equation of motion are now derived, and from these a solution strategy for obtaining approximations of U and Vis developed. The approach described here is very similar to that used in the construction of center manifolds (Carr, 1981) . The main feature of this construction process is to eliminate the time dependency of the problem in order to obtain equations for U and V, from which geometric structure of the manifolds in the phase space can be determined.
A two-dimensional manifold must be parameterized by two independent coordinates and it is quite natural to use the variables u. and uo. This results in equations describing the invariant manifolds given by U and V in terms of u. and uo. Once the manifolds are determined, the dynamics on them are obtained by confining the equations of motion to these manifolds. The resulting modal oscillators are then used to describe the dynamics of the material point s = so E R, from which the response of the entire system can be determined from U and V.
The construction process begins by taking a time derivative of eqn (6), as follows :
The constraint condition [eqn (5)] is then enforced everywhere in the equation of motion (1) by replacing u by U, u by V, and u,, and u,, by eqn (7), including the boundary conditions. This yields
with boundary conditions
In order to eliminate the time derivatives from these equations, the substitutions uo,,(t) = v,(t) and vo,,(t) = Fe(t) are used, where F. is obtained by a procedure described subsequently.
The results are au au
These represent a pair of semi-linear, hyperbolic, partial differential equations. Note that eqns (8) and (9) are valid in a non-local sense, since they are obtained by substituting condition (5) into the original equations of motion with the only assumption that the system vibrates in a normal mode motion. The only difficulties at this point are that the functional form for U and V given in eqn (5) may not be valid globally (since the manifold may bend back on itself such that it is not single-valued in terms of u,, and vO) and that these equations are extremely difficult to solve in the general case. However, local solutions can be obtained in the form of asymptotic series in u. and a0 if the non-linearities are smooth enough, and the procedure given below allows one to generate these approximate solutions in a systematic manner. If the "global" solution of eqn (10) can be obtained, then the range of validity for these manifolds and their attendant dynamics need not be limited.
The non-linear oscillator is obtained by substituting (U, V) for (u, U) in the equations of motion (1) and evaluating these at s = a,. This results in Note that Mo(uo, uo, uo,,) is a linear function of uo.,. In order to determine Fo, it is required that M U,V,%o+%o ( uo >I 00 s=s" be invertible with respect to rO,,, and this inverse is denoted by M; '(uo, uo) . In other words, the non-linear modal oscillator is assumed to be expressible in the following form Note that it is not always possible to carry out this inversion explicitly, and in fact, it is usually impossible to obtain M; '(uo,vo) in closed form. Nevertheless, here it is assumed that M; '(uo, uo) can be determined in some approximated form (e.g., as a series expansion). With this assumption, eqn (12) is achieved. The local solution procedure for obtaining the normal mode manifolds proceeds by assuming the following asymptotic expansions for U and V which corresponds to a non-linear separation of variables. Since so is a free parameter, the explicit dependence of a, and bj and so will be dropped from this point on. Note that the mode shapes, as defined by eqn (13), depend on the magnitudes of u. and uo, because the relative contribution of each Uj(S) and b,(S) depends on u. and uo. This is in contrast with the more typical methods, which separate temporal and spatial behavior at an earlier stage [see, for example, Szemplinska (1990) ]. The coefficients ai and b,(S) contain the information for the spatial distribution of the normal mode, while uo(t) and uo(t) govern the time behavior of the normal mode. The solution method for the aj(S)s and bj(s)s proceeds by substituting eqn (13) into eqn (1 1), subsequently expanding, and gathering the coefficients of like-powered terms in a0 and uo. This results in a sequence of algebraic-differential equations in the uj(s)s and b,(s)s. Applying this procedure to the boundary conditions (9) yields a sequence of required boundary conditions for the ai( and bj(S)s. Together, these equations and boundary conditions form a sequence of boundary-value problems which determine the u,(s) and b,(s) values. Moreover, by the nature of this expansion process, these boundary-value problems are uncoupled in sequential order and are linear at all orders except the leading order. As will be shown below, the equations which represent the terms linear in u. and u. recover the linear normal modes, but in an unusual manner. In fact, these are a countable infinity of solutions to the linear order problem, and each acts as a "seed" from which a non-linear normal mode arises. It is worth noting that the identities given in eqn (7), and the independence of u. and u. require the following conditions to hold for the Uj and bi values ~,(So,So) = 1 u,(so,so) = 0, for j > 2 bz(so,so) = 1 bj(so,so) = 0, for j # 2.
At this point, with a series solution in hand, it is worthwhile to reconsider the inversion of the inertia operator M. As previously mentioned, A& l is typically impossible to obtain in closed form. However, with the assumed series solution for the manifolds [eqn (13)], M, ' can be properly expressed as an asymptotic series in u. and uo. This is accomplished by substituting eqn (13) into the inertia operator M and evaluating the result as s = so. This results in
s=s<, where mj(uo, uo) is a collection of terms of order z&b with k+l = j. Hence, in some local neighborhood of the equilibrium state, M; ' can be written as M, ' = [mo-m,(~g,~g)-ml(uo,u,)+ ...I. (16) Note that, as a consequence, the term F. in eqn (12) can also be expressed in the form of an asymptotic series. In this section the non-linear normal modes for the free, undamped, transverse vibration of a cantilever beam are constructed. The flexural vibration of the beam is described by a non-linear partial differential equation which contains both geometric and inertia non-linearities up to cubic order.
Equation of motion
The following assumptions are made to derive the equation describing the transverse vibrations of a cantilever beam : (1) the beam is uniform, inextensible and initially straight, (2) plane cross-sections remain plane during deformation, (3) the effects of shear deformation and rotary inertia are neglected, and (4) there exists a longitudinal plane of symmetry and the motion of the beam occurs in this plane. Using these assumptions, the equation of motion is derived using Hamilton's principle.
First, the axial and transverse displacement and velocity fields associated with a general beam motion are considered, from which the potential energy and kinetic energy are obtained. Application of Hamilton's principle yields two partial differential equations in the axial and transverse displacements, which are then reduced to a single differential equation for the transverse motion by making use of an inextensibility constraint (Crespo da Silva and Glynn, 1978) . Consider an infinitesimal beam segment of undeformed length ds (see Fig. la) , where s is the arc-length as measured from the origin of the fixed frame (0, X, Y). After deformation, the (bending) angle between the neutral axis and the X-axis is given by 8 (see Fig. lb) . Let a material point located at (s,y) in the undeformed state move to (5,~). The position vector r of this point in the deformed state is given as
where i and j denote the unit vectors along the OX and OY axes, respectively, and the functions u,(s, t) and ZQ(S, t) are the displacements of the centroid measured along the X and Y axes, respectively. The Green's strain associated with the material point located at the neutral axis is then given by
which is obtained by letting y = 0 in eqn (17) (21), the first term represents the kinetic energy, the second term denotes the potential energy and the last term corresponds to the constraint condition with Lagrange multiplier A (A is the longitudinal force acting along the beam).
In evaluating the Lagrangian, 8 and O,S need to be expressed in terms of U(S, t) and u(s, t). The following equations are obtained by expanding and differentiating eqn (20) with respect to s (Crespo da Silva and Glynn, 1978) 8,X = ~~,d +~I,s)-~2.s~I,Js.
Pb)
Note that eqn (19) is used in simplifying these two equations.
Applying Hamilton's principle and retaining all non-linear terms up to the cubic order, the following equations for u ,(s, t) and uz(s, t) are obtained Substituting eqns (25) and (26) into eqn (23b), a single equation describing the dynamics of uz(s, t) is obtained Equation (27) describes the free transverse vibration of a slender cantilever beam. It contains the following features : (1) non-linear inertial term [z+( Js fi U& dl dS),,,],s and (2) the geometrical non-linearity EZ[u2, , (u2, , u2, , ) ,,],,.
By introducing the non-dimensionalized parameters
eqn (27) can be written in the following non-dimensional form
where all the asterisks are dropped in order to simplify the notation. With this resealing and condition (24f), the boundary conditions associated with this equation simply become
Construction of the non-linear normal modes
The process for constructing the normal modes follows that given in Section 2. The non-linear inertia operator and subsequently uO,r [see eqn (12) ] are expanded in terms of u,, and ZIP at the outset, so that the equations for the non-linear normal modes can be set up in a convenient form. This leads to expressions which contain some terms expanded in u. and o. and some terms still in U and V. This procedure is not inconsistent, since the final result is obtained by expanding all quantities in terms of u. and uo.
The construction procedure for the normal modes begins by expressing the equation of motion in first-order form
The modal oscillators are obtained by substituting the assumed form for a normal mode [eqn (13)] into this first-order system and evaluating the resulting equations at s = so. The result of this calculation is 
Note that mo(uo, uo) = 1 for the present case. Also, since only cubic-order non-linear terms are present, m ,(uo,m uo) = 0. Substituting the asymptotic forms for U and V [eqn (13)] into eqn (32) and carrying out the expansion yields the expression of m2 (uo, uo) which is quadratic in u. and uo. Here the primes denote derivatives with respect to s. For this problem m2 is sufficient for determining non-linear effects on the mode shapes up to cubic order. Hence, the required approximation of M, ' is
Using this result, the modal oscillators become
Now that uO,, has been obtained, the equations for the geometry of the normal modes can be set up. This is achieved by using eqn (10) in Section 2, a procedure which eliminates the time derivatives in the equations of motion restricted to the normal mode manifolds. The result is
A local approximate solution is obtained by substituting the series form for U and V, eqn (13), into eqn (36), and expanding in terms of u. and u0 and collecting the like-powered terms in u. and uo. This results in a sequence of algebraic-differential equations in the u,s and bjS, which are solved below. The boundary conditions associated with these equations are obtained by applying the same procedure to the boundary condition operators.
This yields
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Carrying out the above procedure and gathering the coefficients of the linear-order terms in eqn (35) Note that eqn (14) was used to simplify the final form of eqn (38). These equations are non-linear, but not in a usual manner : the non-linear terms are quadratic and always involve the product of a function of s and a function evaluated at s = sO. The procedure for obtaining a general solution is not obvious and the following special property of the system is used to determine the solution. It is observed that for a non-gyroscopic, conservative system, the displacement and velocity are not coupled and, therefore, L+(S) = b,(s) = 0. Hence, eqn (38b) implies that al(s) = b*(s), and eqn (38~) then reduces to u;,,, (s) -a1 (s)u;" (so) = 0.
(39)
From the construction procedure, it is very clear that u'y (s,,) is a constant coefficient. This makes the eqn (39) equivalent to a linear boundary-value problem for the mode shapes of a linear cantilever beam, in which the eigenvalues apparently depend on the solution evaluated at s = sO. This is not the case, however, since a consistent solution can be obtained by simply requiring a particular scaling on the eigenfunctions of the system, as follows.
Denoting the linear mode shapes, i.e., the eigenfunctions, by $j(~) (j = 1,2,3,. . .), it can be seen that the solution of u,(s) for eqn (39) Equation (43) admits a countable infinity of solutions for Aj, and for each value of 5, there is a corresponding solution u,(s). This form of the linear mode shapes forms the basis from which the non-linear normal modes are obtained. Note that eqns (39) and (43) imply A, = [a'? (So)] "4. That so cannot be a nodal point for 4j(S) is clear from the solution of u,(s). This makes sense because the approach outlined in the previous section breaks down if so is chosen at a node. Nevertheless, this restriction does not cause any problem, since the choice of so is free and can be different for different no-ma1 modes.
At the quadratic order, six equations are obtained by gathering the coefficients of u& uOuO, and vz from each of the invariance equations (36). After simplification using the linear-order results and eqn (14), these are given by
These are linear, homogeneous equations of the algebraic-differential type. An obvious solution is the trivial solution, and it is easy to see that the trivial solution is indeed the desired solution, since the non-linear terms must vanish in the absence of the non-linearity. Therefore u,(s) = b,(s) = 0, for j = 3,4,5.
This is not unexpected since no quadratic non-linearities are present in the system. At the cubic order, there are eight equations, obtained by gathering coefficients of ui, &.I~, u,v& and ui from each of the invariance eqns (39). One obtains, after simplifications made using the linear and quadratic orders results and eqn (14)
where Note that the functions g,(u,(s)) and g2(ul(s)) must be zero at s = so, according to the solution procedure [eqns (6) and (14) 
Substituting the assumed expansions into eqns (46e) and (46g), and projecting the resulting equations on to the +j(s) values yields a set of linear equations in the constants hg, and hs,.
Since in practice only a finite number of terms, N, is used to approximate us(s) and us(s), a critical issue is the convergence of the approximate solution, eqn (49), as N increased. For the cantilever beam considered here, the solutions for u6(s) and u*(s) obtained following the procedure above turns out to have very poor convergence properties, due to the fact that the non-homogeneous terms g, and g2 cannot be approximated with reasonable accuracy (say, within 5%) for a reasonable number of terms [say, N = 80 in eqn (49)]. This is caused by the fact that g,(u ,(s)) and g2(u ,(s)) do not satisfy the boundary conditions associated with the 4j(S) values, as shown clearly in Fig. 2 . In order to achieve improved convergence, a&) and as(s) are solved for in the following alternate way (Gu and Tongue, 1987) . First, the coefficients a6 and a, are expressed as
where ye&) and ~~(3) are simple functions which are chosen to satisfy the non-homogeneous terms at the boundaries. Substituting eqn (50) into eqns (46e) and (46g) leads to where the coefficients fi, and J;, are given by (57) in which (*, *> represents the usual inner product of square integrable functions over s = (0,l). Equations (55) and (56) form a set of 2N linear equations in k, and kg for j= 1,2,. . . , N. The values of N used to generate the results below are given in Table 1 . Table 2 for the sake of brevity. The use of the alternate procedure described above to obtain u6(s) and us(s) resulted in a large improvement of the convergence of the series solution. While the direct application of Galerkin's method, eqn (49), necessitated the consideration of at least N = 80 terms in the series expansion to make the error smaller than 5%, the alternate approach, eqn (52) yields an error smaller than 0.01% for a 40-term series. Moreover, it was necessary to use an asymptotic approximation of the higher linear mode shapes (for j > lo), as described by Dowel1 (1984) , in order to maintain numerical accuracy for the integrals involved in the calculation off, and Ji2.
Due to the complex nature of the functions involved, it was most convenient to obtain solutions in a numerical fashion. The solution procedure is summarized as follows. The linear mode of interest, c#I~(s), is obtained by solving eqn (39). A location for the reference point, s,,, is then selected for this mode. This defines the solution for a, and hence also the functions g , and g2 [eqn (47b)]. The solutions for y6 and 9 8 are then determined by performing the integrals in eqns (51~) and (51d) numerically. This yields the functions j', andf, in eqn (52), which are projected on to the c#I~(s) in order to obtain the coefficients f,, and -f,, [eqn (57)]. The coefficients kg, and k8, are then calculated by solving the linear equations (55) and (56) 
V',,(s,s,,) = u,(s)u,(r)+b,(s)uo(t)*u,(t)+b~(~)~~(
where the subscript n denotes the normal mode number whose linearized counterpart is $,,. The expressions for b,(s) and b,(s) are given in terms of 06(s) and U*(S) in eqn (48a) and are not presented here. Note that in the absence of nonlinearities, the linear mode shapes are obtained from eqn (58). Before presenting the examples of these non-linear normal mode results, an important point regarding the range of validity of the asymptotic series for the normal modes [eqn (13)] is discussed. Results obtained showed that different locations of the reference point so may result in different shapes for the non-linear normal modes. In principle, there is a continuum of valid values of so (except at the nodes of &,) and the mode shapes obtained using different so values should be identical. However, due to the fact that the solutions for the normal modes are sought in the form of truncated asymptotic series, they are not identical for various sO, but should match closely over some amplitude range. This necessitates the development of a convergence test for the non-linear mode shapes, which is described in Section 5.
Normal mode shapes are most easily depicted by representing them at peak amplitudes. This is possible since the normal mode motions are standing waves, a fact easily seen by observing that when u. is zero, U,, is zero for all s, and when v. is zero, V, is zero for all s. This implies that, in a non-linear normal mode motion, as in a linear normal mode motion, all points on the beam reach their peaks simultaneously and have zero deflection simultaneously.
(This is not true for non-conservative or gyroscopic systems, in which normal modes are generally traveling waves.) Hence, a mode shape is presented by plotting the displacement field U,, when cg = 0, corresponding to a beam configuration with zero velocity and an amplitude of u0 at s = sO. Note that for v. = 0 the distortion of the nonlinear mode shape is contained in the Q(S) term, which is made up of contributions from ail the linear modes. The non-linear mode shape is dependent on the amplitude u. in the following way. For small amplitudes, (uoI CC 1, U, is dominated by a,(s)uo(t), the linear behavior. As the amplitude u. increases, as (s) are drawn. The difference between linear and non-linear modes is significant when the foreshortening effects are not included. However, the linear and non-linear mode shapes match quite well when the foreshortening effects are included in the linear modes. It is concluded that, for the cantilever beam, the traditional linear normal modes provide an excellent approximation to the maximum beam configuration up to the cubic order by including purely kinematic foreshortening effects. The construction of these figures is carried out as follows. Each linear and non-linear normal mode is plotted for a given total strain energy at maximum deflection. Note that the transverse displacement is described in terms of the arc-length variable s and the time variable t. As a consequence, the resultant non-linear normal mode manifolds are also expressed in terms of the arc-length S. Due to foreshortening effects, a conversion between the undeformed state variable, denoted by x, and the arc-length s is required for plotting the physical shape of the beam in a normal mode motion. For each normal mode shape, these two variables are related by the following equation which yields the identity x = s for the linear mode shapes. In comparing the linear and non-linear mode shapes, non-linear mode shapes are generated by including the effect of foreshortening according to eqn (59). However, in generating the linear mode shapes, two approaches are used. The first approach treats the arc-length s as equal to the undeformed state variable x, i.e., foreshortening is ignored. This is valid only when amplitudes are small. In the second approach, the effect of foreshortening is included in generating the linear mode shapes. This is accomplished by simply employing & (with an amplitude set by the strain energy) in place of u, in eqn (59).
The equal strain energy requirement between the linear and non-linear modes is used to relate their amplitudes in the following way
(60)
The left-and right-hand sides of eqn (60) represent the strain energy of the linear and the non-linear normal modes, respectively. For a given amplitude of uo(t), the corresponding amplitude of the linear mode uI (evaluated at s,,) can be found by solving eqn (60).
The corresponding modal oscillators are obtained by substituting the expression for U, into eqn (28) and evaluating at s = so. This results in the following non-linear secondorder ordinary differential equations for the first three modes n= 1, so = 1.00 iio(t)(l + 1.6024;(t))+ 12.3624uo(t)+ 15.43&t)+ 1.21uo(t)tio(t)*+ ... = 0 (61) n = 2, so = 1.00
iio(l)(l +38.75u;(t))+485.52uo(t)-1094.7u~(t)+71.36uo(t)tio(t)2+ *** = 0 (62) n = 3, so = 1.00
iio(t)(l+151.67u~(t))+3806.5uo(t)-1.0x 16~~(t)+819.8uo(t)rio (t) 
where ]uo] denotes the displacement at the corresponding reference point so and o, denotes the natural frequency associated with the nth non-linear model oscillator. It should be noted that these non-linear frequencies are identical to those obtained by projecting the linear modes on to the non-linear equations of motion and computing the frequencies from the resulting non-linear oscillators [which are different from those given in eqn (63)] (Crespo da Silva and Glynn, 1978) . [One must be careful in making these comparisons since the scaling of the amplitude is done quite in an unusual way in the present method, cf. eqn (40).] From these frequencies, it is observed that the non-linear characteristics of the cantilever beam change from hardening to softening at the second mode. This is caused by the competition between the inertial and geometrical non-linearities. For the first mode, the geometrical non-linearity dominates and hence yields hardening cubic non-linearity. For the higher modes, the inertial non-linearity dominates and yields the softening cubic nonlinearity. The physical system consists of cantilever beam with a non-linear spring attached at its free end (Fig. 7) . It is assumed that deflections are small and therefore a linear model is used for the beam. The spring is assumed to be purely non-lin;sr, providing a restoring force which is proportional to the cube of the tip displacement, u( 1, t). The equation of transverse motion for this system is given by with the boundary conditions u(O,t) = u,,y(O,t) = u,,,(l, t) = 0, EZU,~,, = -ku3(1,t),
where k denotes the non-linear spring constant. Introducing the dimensionless parameters
eqn (65) and the boundary conditions can be resealed and written in the following dimensionless, first-order form (after dropping all asterisks for notational convenience)
The solution procedure begins by substituting the series expansions for the normal mode constraint, eqn (13), into eqn (67), expanding in terms of u,,(t) and v,(t), and gathering the coefficients of the like-powered terms in u"(t) and v,(t). This results in a sequence of algebraicdifferential equations describing the coefficients a, and h,. The boundary conditions associated with these equations are obtained by applying the same procedure to eqn (68).
The linear and quadratic parts of this example are identical to those from the first example, and the same solutions are obtained for coefficients a, and bj, for j = 1,. . . ,5. Only the results for the cubic order terms are given in detail here. Eight equations arise from the coefficients of the cubic order. After simplifications have been made using the results obtained from the linear and quadratic orders, these eight equations are Hence, the coefficients u6(s) and a&), as described by eqns (69e) and (69g), are sufficient to define the cubic-order terms of the normal modes.
It is important to note that, in this problem, the governing equations for us(s) and us(s) are homogeneous, while their associated boundary conditions are non-homogeneous [equation (70)]. Thus, in order to solve for us(s) and U*(S), the problem is first transformed into a system of non-homogeneous equations with homogeneous boundary conditions using a standard procedure (Gu and Tongue, 1987) . Since the non-homogeneity occurs only in the us(s) boundary conditions, a new function C&(S) is defined as follows :
where tfh(s) is to be chosen such that the resultant equations in L&(S) and us(s) feature homogeneous boundary conditions. Substituting eqn (72) into eqns (69e) and (69g) and expanding, the following equations are obtained
Applying this transformation to eqn (70), the following boundary conditions are obtained
Note that the solution for ns(s) is not unique. Here it is chosen to be that corresponding to the transverse deformation of a cantilever beam subjected to a single concentrated end load arising from the non-linear restoring force. In other words, n6(s) corresponds to the static solution of a cantilever beam, and is given as
The functions C&,(S) and u8(s) are then expressed as a linear combination of the eigenfunctions as follows :
Substituting eqns (76) into eqns (73a) and (73b) and projecting the resulting equations onto the 4j(s)s, an infinite set of linear algebraic equations in the coefficients kS, and kg, are obtained. Again, due to the nature of the terms involving products of functions of s and so, these equations take different forms forj = n and j # n. The equations are k,, (A, 8k8, = 3@i, , for j # n (7% 6k6, 4)ks, ,  for j # n Again, due to the complexity of the problem, the solution is obtained numerically. In the current problem, the solution procedure is similar to that outlined in the previous example, except for the presence of the non-linear parameter y. The solutions of the nonlinear normal modes are sought for three different sO values (see Table 3 ), and the numerical values of the first eight coefficients of kg, and kg, are presented in Table 4 . The values of N used are given in Table 3 . where w, represents the natural frequency associated with the n th non-linear modal oscillator and juOl denotes the tip displacement.
CONVERGENCE TESTS FOR THE NON-LINEAR NORMAL MODES
The dynamic variables u0 and u,, are the primary parameters which need to be considered with regard to convergence.
In the second example, considered in Section 4, the value of y must also be taken into account, since the magnitude of the non-linearity influences the range of convergence. As mentioned in the previous section, normal mode shapes are most easily depicted by showing them at peak amplitudes. Based on this, the convergence of the non-linear normal modes is examined by setting the velocity o. to zero.
A rigorous verification of convergence properties is difficult to perform and therefore it is examined through the following steps :
1. Various reference material points (so) are first selected. 2. For each so, the corresponding non-linear normal mode is constructed. 3. These forms for the non-linear normal mode are evaluated based on respective u.
values which, if the mode shapes were exact, would render them identical. (The fact that different u. values can lead to a single shape is obvious if one considers a specific beam mode shape and the role of so.) 4. These shapes are plotted together in order to observe the variation amongst them.
Among these four steps, the first two are straightforward, while a few words should be given regarding the last two. Note that the non-linear normal modes are determined based on a particular linear normal mode which has been normalized for different reference points so [condition (14)]. Based on this observation, the non-linear normal mode shapes are different in scale for different values of so. A normalization is achieved by selecting a non-linear normal mode for a specific so as the base mode. The other non-linear normal modes, based at different so points, are then resealed by proper selection of u. values, so that their respective reference points so lie on the selected base manifold. In other words, the selected reference points (the sos) form a sequence of check points along the base nonlinear mode shape. Based on this, the different forms for the non-linear normal mode shapes are plotted on a single graph. Convergence is then examined by observing the splitting between the forms of the mode shapes.
For the first example, u. and v. are the primary parameters required in examining the convergence of the non-linear normal mode shapes. One set of figures is used in examining the convergence between these manifolds, these are generated in the following way. First, the velocity component v. is set to be zero. Then, the value of the tip displacement for the base mode is increased until a considerable difference appears in the plot. Figure 11 shows a typical set of convergent shapes (for the first three modes), and Fig, 12 depicts examples of divergent cases, in which considerable splitting can be observed. This procedure, carried out for each mode with three values of so, is used to determine the upper amplitude limit over which the series solution can be trusted.
For the second example, the figures for convergence test are constructed in the same manner for a fixed value of y. Figure 13 shows an example set of convergent shapes for the first three modes, while Fig. 14 shows examples of divergent cases. Note that all the figures shown in Section 4 are based on these convergence tests and the maximum u. values used are chosen to be near the limit values for each mode.
CONCLUSIONS
The method used in this study was developed originally to treat finite-dimensional problems, based on the concept of invariant manifolds for dynamical systems (Shaw and Pierre, 1992) . It was extended to handle infinite-dimensional, i.e., continuous systems in Shaw and Pierre (1994) , but was applied only to systems with "external" non-linear elements, such as the non-linear spring considered in the second example in this work. The present work is the first to employ these methods in the study of "intrinsic" non-linearities which arise purely from large deformation kinematics. In addition, it is shown how the method can be adapted to handle non-linear inertial operators in the equations of motion. (In the finite-dimensional case, this presents no difficulties, since one simply inverts a matrix using series expansions.)
The conclusions drawn from the specific examples treated here are the following. First, the linear normal modes for cantilever beam represent the actual non-linear normal mode shapes quite accurately over a significant amplitude range (tip displacements up to appproximately 50% of the beam length) by simply accounting for the kinematic effects of fore- shortening. Thus, it can be concluded that the major source of non-linearity in very flexible beams is kinematic, and not dynamic, in nature. The second example demonstrates that nonlinearities in boundary conditions can have a significant influence on normal mode shapes, and that the present method captures the resulting distortion in a systematic manner.
The two examples presented herein further demonstrate the power and utility of the methodology developed in Pierre (1993, 1994) in producing non-linear normal modes in a systematic manner which is based on fundamental principles of dynamical systems. It should be noted that the formulation given in Section 2 is quite general, and although only non-gyroscopic, conservative systems which admit standing wave normal modes have been considered, the method is well suited to describing normal modes for nonlinear systems which are non-conservative and/or gyroscopic. The reader is referred to the work of Pierre (1993, 1994) for examples and plots of some non-linear normal mode manifolds. The selection of the reference point so makes the procedure somewhat cumbersome. To overcome this shortcoming, the authors (Shaw and Pierre, 1994 ) have modified the current approach procedure to treat non-linear continuous systems by first applying the usual Galerkin's procedure, with normal modes as trial functions, to discretize the continuous system and obtain a set of ordinary differential equations. This set of ordinary differential equations is then studied by the non-linear normal mode method for discrete systems (Shaw and Pierre, 1993) . This approach can improve the current solution procedure and avoid several complications, e.g., the selection of so and the convergence test of the series expansions for U and V [eqn (13)].
Finally, it should be pointed out that the method for determining non-linear normal modes developed here differs in a fundamental way from previous methods used for continuous systems (see Benamar et al., 1991 ; Bennouna and White, 1984; Szemplinska, 2012 S.-R. HSIEH ef al. 1990). Previous methods separate temporal and spatial behavior at the outset, typically by eliminating the time dependence using harmonic balance and then solving a non-linear eigenvalue problem by eigenfunction expansions. This restriction requires that the beam shape, that is, the relative contribution of each linear mode, be dependent on the peak amplitude of vibration, but fixed as a function of time for a given motion. The present method has no such restriction, since the basic formulation [eqn (5)] and its asymptotic implementation [eqn (13)] allow the shape to be altered during a given motion. This is a lesser restriction and more natural formulation and results in non-linear mode shapes which differ from those obtained using previous methods. The fact that both approaches yield identical results for the estimated frequencies of non-linear oscillation to leading non-linear order is not surprising-this is a variation of Rayleigh's quotient which states that O(E) errors in mode shape estimates lead to error at O(E*) in natural frequencies. This observation also implies that higher-order frequency approximations will differ. The source of this difference in the following: The present method does not require any restriction on the nature of the normal mode motion, other than it be that from a second-order autonomous system. This motion is determined from the modal oscillators after the mode shapes have been determined. Since the invariant manifold approach is quite general and is based on sound principles of dynamical systems, it yields the correct description of non-linear normal modes.
